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ABSTRACT 
 
 
Animal coloration can be described by complex colour patterns including elements of varying 
size, shape and spectral profile which commonly reflect energy outside the spectral range visible 
for humans. Whilst spectrometry is currently employed for the quantitative study of animal 
coloration, it is limited on its ability to describe the spatial characteristics of spectral differences 
in patterns. Digital photography has recently been used as a tool for measuring spatial and spectral 
properties of patterns based on quantitative analysis of linear camera responses recovered after 
characterising the device. However current applications of digital imaging for studying animal 
coloration are limited to image recording within a laboratory environment considering controlled 
lighting conditions. 
Here a refined methodology for camera characterisation is developed permitting the recording of 
images under different illumination conditions typical of natural environments. The characterised 
camera system thus allows recording images from reflected ultraviolet and visible radiation 
resulting in a multispectral digital camera system. Furthermore a standardised imaging processing 
workflow was developed based on specific characteristics of the camera thus making possible an 
objective comparison from images. 
An application of the characterised camera system is exemplified in the study of animal colour 
patterns adapted for camouflage using as a model two lizard species. The interaction between the 
spectral and spatial properties of the respective lizards produces complex patterns than cannot be 
interpreted by spectrophotometry alone. Data obtained from analysis of images recorded with the 
characterised camera system reveal significative differences between sex and species and a 
possible interaction between sex and species, suggesting microhabitat specialisation to different 
backgrounds. 
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LAY ABSTRACT 
 
 
Animals often reflect complex patterns in different parts of the spectrum. To analyse patterns 
considering natural environments, ultraviolet-visible sensitive cameras where modified, calibrated 
and tested considering the micro habitat of two lizard species, revealing significant interactions 
between species, and the requirements to balance both sexual display and predator camouflage. 
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1 INTRODUCTION 
Animal coloration and its relation to animal vision has puzzled and perplexed naturalists, 
ecologists and evolutionary biologist for centuries. Complexity of eye design even 
challenged Darwin who devoted a special apart in his "Origin of Species" to point out its 
apparent perfection (Parker, 2005). Since then, a significant amount of research has been 
devoted to unravel the role of animal vision and coloration in adaptation, communication 
and particularly, to explain the ultimate causes leading to the evolution of the wide colour 
gamut and patterns observable in animals (Bennett and Théry, 2007).  
Animal coloration is described by means of colour patterns which constitute a mosaic of 
different elements of varying shape size and colour (Endler, 1984); therefore, radiometric 
instrumentation, including spectrophotometers and spectroradiometers, allow objectively 
studying animal coloration and other visual stimuli by describing the physical properties 
of the electromagnetic radiation reflected or emitted by any colour pattern reaching the eye 
of a particular animal observer (Endler and Mielke, 2005, Fleishman et al., 2006).  
Nevertheless the implementation of spectrophotometric techniques is limited to point 
samples and still subjects. Although these limitations do not constitute a drawback when 
the objective of the study requires sampling spectral properties of backgrounds, simple 
animal patterns or when animal samples can be restrained or anesthetised, 
spectrophotometric techniques fail in providing an accurate measurement of the spatial 
component of the pattern, particularly, when sampling complex patterns or small animals 
(Stevens et al., 2007).   
Because of the portability of modern spectrophotometers and, the improvement in the 
design of microspectrophotometers during the last decades, the study of animal colour and 
vision has advanced quickly (Kelber and Osorio, 2010). Currently, spectrophotometric 
techniques and instrumentation are commonly used as the primary tool for data collection 
either for the construction of models based on colorimetric and radiometric principles or, 
for constructing visual targets and stimuli employed in psychophysical and/or behavioural 
experiments (Andersson and Prager, 2006, Chiao et al., 2011, Chiao et al., 2010). 
1.1 CAMERA CHARACTERISATION 
Digital photography has been increasingly used for studying animal colour patterns. This 
is due, in part, to relatively inexpensive camera models being capable of recording high-
resolution images with low noise levels. Among the advantages of using digital 
photography is the possibility of accurately measuring spatial properties of pattern 
elements such as area and shape implementing sophisticated image processing algorithms 
(Kelley et al., 2012, Robertson and Robertson, 2008).  
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The use of digital photography for studying animal colour patterns is appropriate as digital 
sensors made of semiconductor materials, as the CCD and CMOS sensors, act as photon 
collectors producing a response that is linearly related to the amount of energy incident 
into them (Graham, 1998, Kriss, 2007, Jenkin, 2011a). However limitations imposed by 
the materials, design and inbound processing software present in most digital cameras, 
make it necessary to fully characterise the camera before quantitative data can be directly 
extracted from digital images  (Chiao et al., 2000, Higham et al., 2010, Stevens and 
Cuthill, 2006) 
Recently several characterisation protocols have been proposed which are specifically 
designed for using digital cameras to study animal coloration (Stevens et al., 2007). 
However the implementation of such methodologies is limited to the laboratory 
environment where the same specialised radiation source used during the camera 
characterisation is available for image recording (Párraga et al., 2002, Stevens et al., 
2007).  
Limiting the usage of a characterised camera system to a laboratory environment prevents 
making the most of the inherent portability and flexibility of digital cameras. By extending 
the use  of calibrated camera system to natural environments it would be possible not only 
obtaining data allowing a quantitative analysis of the sampled patterns but also reducing 
animal handling and reducing costs associated with animal transport and maintenance. 
Furthermore a characterised digital camera is easily adapted to a remote sensing set-up 
almost eliminating the necessity of human intervention for data collection, at least, for 
exploratory or pilot studies (Treves et al., 2010).  
This project addresses the problem of developing a characterised camera system for 
studying animal colour patterns outside laboratory environments. Its aim is to produce a 
flexible photographic system that can be used under different lighting conditions 
including, electronic flash units. The development of such a system is accomplished 
through the characterisation of different digital camera models employing radiometric 
measurements and calculations. Results obtained through experimental testing and 
calibration allows a precise reconstruction of the spectral sensitivity curves. Once the 
spectral sensitivity curves are known, it is possible to obtain an insight into the 
relationship of spectral sensitivity with the white balance programs. This information then 
lead to the development of a methodology to produce images suitable for quantitative 
analysis irrespective of the light source selected for image recording.  
A drawback of using digital cameras for studying animal colour patterns is the limited 
repeatability of the obtained results which prevents comparing images recorded with the 
same camera during different sessions (Stevens et al., 2007). A possible cause of this 
limitation is lack of standardised image recording protocols indicating precise maximum 
and minimum limits in camera responses, i.e., exposure parameters. Knowledge of the 
relationship between sensor sensitivity, camera response and incident amount of radiation 
makes possible to derive a methodology permitting the determination of exposure 
parameters based on the intrinsic characteristics of the photographic system; therefore, the 
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development of such a methodology is an additional goal of the characterisation 
procedure. 
Energy reflected by animal colour patterns is not limited to the human visible range of the 
spectrum. Several species of bird, lizards and fish displays patterns that reflect ultraviolet 
radiation between 320-399 nm (Hunt et al., 2009, Langmore et al., 2011, Losey, 2003, 
Siebeck et al., 2010, Molina-Borja et al., 2006, Neumeyer, 1992). Currently the use of 
ultraviolet digital photography is mostly limited to qualitative assessment of the presence 
of such markings (Partridge and Cuthill, 2010) while the potential of quantitative image 
analysis of images produced by this radiation remain largely unexplored. By developing a 
camera capable of recording ultraviolet signals as part of the characterised camera system, 
this research not only provides a standardised methodology for processing images 
recorded, but also explores the possibilities of implementing this technology for an 
objective study of pattern elements invisible to the unaided human eye. 
Currently there are two available camera models (both out of production) with proven 
ultraviolet recording capabilities: The Fuji S3UVIR and the Nikon D70 (Dyer et al., 2012, 
Rørslett, 2004, Sanfilippo et al., 2010, Tetley and Young, 2008, Richards, 2010); however, 
both devices respond to ultraviolet radiation in a different manner. Technical information 
provided by the manufacturers fails to give enough information to allow a camera user to 
make an informed decision regarding the camera model best suited for research 
requirements. A secondary goal of characterising these camera models is to obtain 
quantitative to reveal the main causes of the observed variation in camera response 
evidenced by a colour cast of different hue (Pike, 2010). This will permit an objective 
comparison between the two devices.  
1.2 DIGITAL IMAGING TECHNIQUES FOR OBJECTIVELY 
COMPARING SPECTRAL AND SPATIAL PROPERTIES OF 
ANIMAL COLOUR PATTERNS 
An objective evaluation of the capabilities and accuracy of the characterised camera 
system for studying animal coloration is achieved through a quantitative comparison of the 
colour pattern displayed by two sympatric lizard species. The pattern displayed by both 
species is an example of a complex pattern design reflecting radiations in both the visible 
and ultraviolet regions of the electromagnetic spectrum. Adequate interpretation is not 
possible by spectrophotometry alone (Stevens et al., 2007). Therefore, the comparison of 
the differences between these two lizard species constitutes an excellent model for 
identifying the limitations of the two techniques and illustrating how data obtained by 
these can be used in tandem for solving biologically-oriented problems such as the role of 
colour patterns as an adaptation for concealment in different, natural backgrounds. 
This thesis proposes a method for comparing both spectral and spatial characteristics of 
colour patterns exclusively employing variables derived from a quantitative analysis of 
linearised digital images. This method differs from current methodologies solely 
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implementing digital imaging techniques for characterising spatial properties of colour 
patterns (Kelley et al., 2012, Young et al., 2011). Results obtained from such an analysis 
not only provide information regarding the adaptive meaning of the differences observed 
between the two patterns displayed by the selected species but, allow formulating precise 
hypotheses easily testable in future behavioural or psychophysical experiments. 
Each one of the chapters following this introduction is subdivided in a background, 
materials and methods, results, discussion and concluding remarks sections. Contents of 
the remaining chapters are briefly outlined below. 
Chapter 2: Background 
Present the theoretical and mathematical basis for the subsequent experimental chapters. 
Chapter 2 discusses basic radiometric principles and demonstrates how these are applied 
to colorimetry, animal vision and digital image formation. This chapter commences with a 
general description of electromagnetic radiation and progresses through the production of 
digital images and the application of visual perceptual process such as the colour 
constancy model in the design of white balance programs employed by most digital 
cameras and image processing software. 
Chapter 3: Camera system characterisation: digital cameras and irradiation sources  
Chapter 3 presents and discusses the experimental camera characterisation procedure and 
obtained results. The characterised camera system includes electronic flash units for 
visible and ultraviolet recording, linearisation methodology, spectral sensitivity curves and 
RGB equalisation of linearised images. The methodology developed in this chapter 
constitutes a general characterisation method applicable to different camera models 
leading to the reconstruction of images linearly related to the sensor response thus suitable 
for quantitative image analysis. 
Chapter 3 also presents data comparing two different camera models capable of recording 
ultraviolet radiation in terms of differences in their spectral sensitivity curves. Information 
provided by the spectral sensitivity curves is used to explain differences observed in 
camera response, i.e. colour cast, and to select the camera model better suited for field 
work. 
Finally based on the gain function and spectral sensitivity curves reconstructed for the 
tested devices, a standardised methodology for image recording and processing is 
proposed. Implementation of this methodology allows an objective comparison of colour 
patterns as demonstrated in Chapter 0. 
Chapter 4: Spectral and spatial properties of prey colour patterns and their role as a 
camouflage adaptation to local visual environments  
The colour patterns displayed by two sympatric lizard species: Ctenophorus fordi and 
Ctenophorus pictus are compared implementing the characterised camera system and 
spectrophotometric readings, thus evidencing the advantages and limitations of the former 
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technique. Objective comparison between the two species is based on several variables 
measuring contrast and dispersion of different pattern elements obtained after 
quantitatively analysing linearised images recorded with the characterised camera system.  
Analysis of the data illustrates how data obtained from images can be implemented to 
study the role of the displayed colour patterns as adaptations for camouflage in habitats 
differing in visual complexity. 
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2 BACKGROUND 
The aim of this chapter is to present the theoretical background necessary to address the 
formulated research questions. The chapter starts by presenting the definition of 
electromagnetic radiation and some fundamental concepts related to it. The following 
discussion is mainly focused on visible and ultraviolet radiations including the physical 
laws ruling their propagation. Most of the formulas and explanations hereby presented are 
based on radiometric properties; however, it is worth noticing that they may also be 
expressed in photometric terms taking into account the human eye response by means of 
the luminosity function. 
The methodology developed and presented in this research intends to objectively 
characterise and compare animal colour patterns by means of spatial and spectral 
characteristics of different elements constituting the pattern such as size and colour. Whilst 
size and shape can be measured directly from images once they have been calibrated, 
measurement of colour is achieved by comparing camera responses to signals of varying 
physical properties of electromagnetic radiations in the visible range of the spectrum.  
Most colour-recording digital cameras express any visual stimuli as an additive 
combination of three different colours: red, green and blue. This is an extension of the 
trichromatic generalisation constituting the basis of colorimetry which provides the 
scientific basis for the objective study and quantitative comparison of colour. Most 
colorimetric postulates are the result of different psychophysical experiments which 
results were standardized by the Commission Internationale de l’Enclairage (CIE), the 
reason for which the term CIE colorimetry is often employed. Colorimetric principles, 
concepts and formulas have been extended to non-human observers; therefore, they also 
constitute the theoretical basis for the study of animal colour patterns, which is why this 
topic is presented in detail. 
One of the main advantages of the colorimetric system is the precise formulation of a 
colour space where any colour sample can be uniquely represented by a set of coordinates 
produced by the physical properties of the signal and the spectral sensitivity of human 
cone photoreceptors. Problems related with the relationship between colour discrimination 
and the distribution of colours in early colour spaces resulted in the creation of uniform 
colour spaces such as the CIE Luv, Lab colour spaces, and mathematical relationships to 
relate it to other empirical colour spaces widely used before, like the Munsell Colour 
System.   
Uniform colour spaces are used to relate colour perception to colour measured in different 
illuminations thus allowing the measurement of colour differences. This is essential for the 
evaluation of perceived discrepancies between reconstructed and directly measured colour 
samples like the ones implemented in this research. These spaces are also employed for 
standardizing colour reproduction of pigments, monitors, photographic cameras (both 
digital and analogue), and printer devices.  
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The colorimetry section finishes with a description of the methods employed for energy 
and colour measurement according to the CIE colorimetric system. Included here are 
descriptions of the instruments employed for this purpose, reflectance standards and 
theoretical details related to the measurement of animal colour patterns. 
The chapter finishes with a discussion of the mechanisms of image production in digital 
cameras. It describes the physical phenomena involved in the production of digital images, 
a description of the main models of sensors (i.e. CMOS and CCD) and their properties, 
including an overview of the main kinds of noise and some of their properties.  
 
2.1 PRINCIPLES OF RADIOMETRY 
Both radiometry and photometry study phenomena related with the measurement and the 
properties of energy propagation by means of electromagnetic waves through space 
(Stimson, 1974, Köhler, 1997, Palmer and Grant, 2010). However, there is an important 
difference between them: while radiometry describes and studies the light in its pure 
physical form, photometry analyses the physical effect or light perception in human 
observers. In a very simple way, photometry studies the human perception of light whilst 
radiometry studies it in a purely physical way (Köhler, 1997). 
Photometric quantities and formulae are related to their radiometric equivalents by the 
luminous function V(λ) accounting for human colour perception (Wyszecki and Stiles, 
1982). For this reason most commercial light sources, illumination equipment, 
photographic films and display devices are calibrated using photometric units. However as 
this function is not applicable to visual systems other than human, models implemented in 
animal colour and vision studies employ radiometric formulae and instrumentation 
(Endler, 1990). 
As the final objective of this research is the objective characterisation of animal colour 
patterns by their physical properties, the camera system was calibrated in a radiometric 
sense. Therefore only radiometric definitions are presented in the following sections. 
2.1.1 Radiation and the electromagnetic spectrum 
For historical reasons, light was the first energy band of radiation to be scientifically 
studied. The work of Maxwell in the second half of the 19th century, later confirmed by 
the experiments of Hertz and others, defined light as an electromagnetic wave, though this 
theory failed to explain certain phenomena like the photoelectric effect observed by Hertz.  
At the beginning of the 20th century, Einstein using the quantization concept developed by 
Max Plank, successfully explained this phenomena arguing that light is radiated and 
absorbed in discrete particles denominated quanta (photons for light). These two findings 
lead to the conclusion of the dual nature of light and both approaches are used to explain 
its nature (Serway, 2008).  
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Radiant energy (energy emanating for a source) is the term normally applied to different 
phenomena such as ultraviolet radiations, radio waves, infrared, microwaves, light, X rays 
and others. They have been classified based on the amount of energy present in each one 
of these radiations. This scale received the name of electromagnetic spectrum where the 
highest-energy radiations are located towards one end of the spectrum (cosmic rays) 
meanwhile the lowest energy radiations (radio waves) are situated at the other end of the 
spectrum. 
The amount of energy present in a radiation can be expressed based on the wave nature of 
light. The interaction of electric and magnetic fields causes the propagation of energy as 
radiation and the speed of these interactions is described as frequency, expressed in Hertz 
(Hz) and symbolized by the Greek symbol nu (ν), or most commonly using its wavelength 
in nanometres (Stimson, 1974). The relation between these two terms is given by Eq. (5.1)
: 
 
c
ν λ=  (5.1) 
where the constant c represents the speed of light (2.99x108 m·s-1 in a vacuum) and 
lambda (λ) represents wavelength usually measured in nanometres (nm). 
The quantum approach states that energy travels in photons. The fixed amount of energy 
carried by a photon ()  is given in joules (J) and depends on its frequency Eq. (5.2) 
 ( )e hλ ν=  (5.2) 
2.1.1.1 Light and colour 
The modern concept and study of colour originated with the observations and experiments 
of Newton in the late 18th century (Malacara, 2011). His experiments showed that white 
light consisted of a mixture of colours after he succeeded in splitting and recombining 
again white light and its spectrum. 
As it was stated in the previous section, the amount of energy travelling in an 
electromagnetic radiation is determined by its frequency. If the frequency of a given 
radiation is between 4.3x1013 and 7.5x1013 Hz it is perceived as colour by the human eye. 
Frequency variation in this range will produce all the spectral colours which vary from a 
deep blue (called violet) to a deep red (Nassau, 2001). Besides the spectral hues, 
combinations of those such as purples, pinks and magentas are also observed. Those 
colours are not present in the spectrum and receive the name of non-spectral colours. 
In order to describe a colour three words are commonly employed: hue, saturation and 
brightness. This nomenclature may vary according to the discipline and the context in 
which they are used but the three characteristics are necessary to fully describe a colour 
perception. These three characteristics are represented by specific modulations of the 
reflectance spectrum of a given colour sample. Brightness (luminous intensity, luminous 
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emittance) describes the amount of visible energy present in a colour stimulus. Low 
brightness results in the perception of a murky colour or black, hue describes the dominant 
colour of a stimulus. Words like red, blue, yellow, brown or green are related to this 
characteristic. Saturation (also called chroma or purity) refers to the amount of white light 
(or white colour depending on the context) present in a given colour. When there is an 
important amount of white in a colour (i.e. a pale pink) it is said that the colour has a low 
saturation or chroma. If in the other hand the colour was a low content of white (i.e. a 
crimson red) the result is a crisp, saturated or “pure” colour. 
These three properties can be physically described by the different modulations and shape 
of a colour spectrum. Brightness is related to the height of the reflectance curve, hue 
depends on the wavelength at which the maximum slope occurs and its sign and finally, 
saturation (chroma) is described by the rate at which intensity changes across wavelength 
(i.e. the slope steepness) (Endler, 1990, Grill and Rush, 2000) 
The wide range of colours observed around us is the product of the additive and 
subtractive mixture of colours. Additive colour mixture is the result of superimposing the 
primary colours: red, green and blue (violet). If the three colours are present in the same 
proportion the result is white light (colour). Additive mixing can be achieved by three 
different means: simultaneous, temporal and spatial.  
Simultaneous additive mixing is the case just described. In temporal mixing white light is 
the result of the persistence of vision after spinning of a circle containing different colour 
sections as in Newton’s circle. Finally spatial mixing produces white light as the result of 
the visual merging of small colour points like in the pointillist paintings (Nassau, 2001). 
The sum of two primary colours will produce the complementary colours as shown in the 
Table 2-1. 
Table 2-1: Additive colour mixing formulae 
red + green = yellow 
red +  blue = magenta 
blue + green = cyan 
A specific colour and white in general, can be obtained in one of three ways: mixture in 
appropriate proportions of a primary and a complementary colour, differential mixing of 
the three primary colours and, for spectral colours, by a monochromatic beam of specific 
wavelength and brightness.  
Subtractive colour mixing applies to the mixing of pigments (organic and inorganic) and 
dyes. In this case the mixture of the three primaries: cyan, magenta and yellow results in a 
black colour. Both colouring substances produce colour by reflecting light in a specific 
wavelength interval of the electromagnetic spectrum and by radiations elsewhere. 
The complementary colours produced by subtractive mixtures are given in table 2-2.  
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Table 2-2: Subtractive colour mixing formulae 
yellow + cyan = green 
yellow  +  magenta = red  
cyan + magenta = blue 
The colour produced by the mixing of the primaries will reflect light in the region where 
the two colours intersect. This effect can be seen in the reflectance readings of primary 
and complementary colours shown in Figure 2-1 . The theoretical values of the curves 
were obtained multiplying the measured reflectance spectra to simulate the reflectance 
obtained by mixing the pigments. Reflectance spectra represent the ratio of reflected 
radiant power to incident radiant power at each wavelength and were measured employing 
a spectrophotometer (Section 2.1.2.5).   
The reflectance curves show similar shapes between the theoretical and the measured 
colours. Differences in intensity can be due to the fact that the chart’s colour swatches are 
designed to give an equal brightness in order to calibrate photographic exposure; this fact 
cannot be taken into account in the direct theoretical approach. 
 
Figure 2-1: Spectral reflectance of several pigments and their theoretical reflectance curves. Reflectance samples 
correspond to the yellow, cyan, magenta, green and red colour swatches of the Macbeth colour checker. 
The mixture of two complementary colours will subtract radiation in almost all the 
spectrum producing a dark grey. Differently from additive mixing, subtractive colour 
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mixtures are difficult to predict. A common solution is the employment of colour atlases 
like the Pantone and Munsell Colour Atlas (Nassau, 2001).  
2.1.1.2 Ultraviolet radiation 
Ultraviolet is the name employed to identify radiations between 400 and 100 nm. Due to 
the wide range of this radiation and because of its different effects on living organisms, in 
1932 the CIE recommended its subdivision in three main regions, namely UVA (400-315 
nm) UVB (315-280 nm), UVC (185-280 nm) and UVD (100-185 nm). These subdivisions 
are characterized by the transmission of glass, production of erythema, germicidal action 
(plus production of erythema) and ionizing action (Ray, 1999). 
This division is not unique and other subdivisions have been proposed to take into account 
the different photo-biological effects. As a result, a further division is proposed of the 
UVA region into the UVAI region between 340-400 nm and the UVAII region between 
320-340 nm (Diffey, 2002). Most of the biological processes related to animal vision and 
signalling occur in the UVAI region. For this reason the term UV radiation is used to refer 
to the UVAI region in this thesis. 
2.1.1.2.1 Ambient UV radiation and spectral transmission 
The Sun’s outer atmosphere, the photosphere, is responsible of all the electromagnetic 
radiance reaching the Earth’s surface and atmosphere. The photosphere radiation 
approximates a blackbody radiator with a temperature of 6000 K (Seinfeld and Pandis, 
2006a). 
The emissive power FB (W·m-2·m-1) of a blackbody radiator is related to the temperature 
and wavelength by Eq. (5.3): 
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 (5.3) 
where c is the speed of light (2.9979x108 m·s-1), h is the Plank constant, T the absolute 
temperature in kelvin, k is the Boltzmann constant (1.381x10-23 J·K-1) and λ is the 
wavelength in nanometres. 
According to Eq. (5.3) more energy and shorter wavelengths are radiated at increasing 
temperature and the photosphere produces a significant amount of ultraviolet radiation 
below 300 nm. However the irradiance at sea level (Figure 2-2) shows a very low 
radiation at those wavelengths. 
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Figure 2-2: Solar irradiance at sea level. Graph generated from data in Seinfeld and Pandis (2006). 
Even though several gases such as carbon dioxide, nitrogen and water vapour are present 
in the atmosphere, most of the ultraviolet radiation is absorbed by electronic and quantum 
interactions of oxygen (O2) and ozone (O3) molecules present in the stratosphere between 
10 and 50 km above the Earth’s surface (Diffey, 2002).  
Ultraviolet absorption drops dramatically between 300 and 800 nm creating a “window” in 
which the atmosphere is practically transparent. At wavelengths longer than 800 nm, 
radiation reflected from the Earth is absorbed by water vapour (Seinfeld and Pandis, 
2006a). 
Even though the atmosphere freely transmits ultraviolet radiation between 300 and 400 
nm, the quality and quantity of the ultraviolet radiation reaching the surface is not 
uniform. Variability in the amount of UV exposure is caused by several factors including 
the Sun-Earth distance, solar elevation and further attenuation by absorption and scattering 
by pollutants and clouds present in the troposphere. As a result, ultraviolet exposure will 
vary according to the geographical location, latitude, longitude, season and time of the 
day, with a higher exposure at the tropics and the southern hemisphere four hours before 
and after local noon (Diffey, 2002). 
2.1.2 Basic Radiometric definitions and units 
2.1.2.1 Nature and energy of electromagnetic radiation:  
For the purposes of this thesis, it is sufficient to assume than electromagnetic optical 
radiation propagates in straight lines (rays) parallel to the propagation direction. Rays are 
represented as vectors containing information related to position, direction and power 
(magnitude). A beam is the locus of all possible rays that pass through two areas separated 
by a given distance.  Propagation on a straight line holds for a material medium if no 
refractive index gradient exists in the propagation path; if such does exist, the result will 
be a bending of the rays as predicted by Snell’s law (Palmer, 2010). 
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The sources of radiation can be classified as point or extended. Point sources radiate 
spherical waves from a single point, whereas extended sources radiate spherical waves 
from each elemental area. Both sources can be distinguished taking into account the 
distance between the source and receptor: if the path is greater than twenty times the 
source projected dimension, the source can be considered as a point source (McCartney, 
1976).  
The amount of energy carried by a quantum is related to its frequency as shown by Eq. 
(5.1) and Eq. (5.2). It is expressed in joules (J) and denoted by the letter Q. It can also be 
expressed in electron volts applying the conversion:  
 ( ) ( ) 1239.9wavelenght nm energy eV⋅ =  (5.4) 
2.1.2.2 Radiant flux, radiant power 
Denoted by the Greek letter phi (Φ) radiant power, is defined as the radiant energy 
emitted, transferred or received by a beam per unit time expressed in watts (W = J·s-1). 
 
dQ
dt
Φ =  (5.5) 
As radiant flux is the rate at which energy is transferred from one place to another it may 
be interpreted as the process of initiating and sending radiant energy.  
The amount of energy present in a specific radiation can also be expressed as a function of 
its wavelength. In this case the number of photons emitted in a spectral interval is referred 
as spectral radiant power or radiant power distribution and it is defined by:  
 
d
dλ λ
ΦΦ =
 (5.6) 
Equation (5.6) shows an important principle of radiometry: a finite amount of energy requires 
a finite spectral width. Because of this, all radiometric and photometric units and calculations 
are defined and made over a specific wavelength interval. Hence, the total amount of power 
present in a wavelength interval is given by the integration of Eq. (5.6) over the selected 
wavelength range: 
 
2
1
( )dλ
λ
λ λΦ = Φ∫  (5.7) 
2.1.2.3 Luminous flux (ΦL) 
It is the photometric equivalent to radiant power, obtained by: 
 
750
380
( ) ( )L m RK V dλ λ λΦ = Φ∫  (5.8) 
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By convention, the photometric and radiometric symbols are identified by a subscript L 
(for light) or v (for visual) and R (for radiation) or ℯ (for energy) differentiating between 
them.  
Km defines the constant (683 lm·W-1), which establishes a relationship between the 
radiometric quantity and the physiological response of the eye (Köhler, 1997). V(λ) is the 
luminosity function and Φ is the radiant power. The unit of luminous flux is the lumen 
(lm). 
The luminosity function accounts for the efficiency of light at different wavelengths to 
produce a luminous sensation relative to a wavelength of maximum efficiency (λm) related 
to the spectral sensitivity of the human visual system. The luminosity function was 
initially derived from colour-matching experiments on a 2° visual field for photopic vision 
with luminance levels about 1.5 cd·m-2 and adopted as the CIE standard in 1924. The 
luminous efficiency function for scoptic vision V’(λ) was derived subsequently also 
employing a 2° visual field.  
Photopic and scoptic luminosity functions for 10° visual fields have been also measured; 
however, the 1924 CIE V(λ) function is still recommended as the standard for most 
photometric calculations (Lee, 2005).  
2.1.2.4 Radiance, irradiance and radiant exitance  
Radiance is the density of radiant flux coming from an object as a function of position and 
direction, symbolized by the letter L. It refers to the radiant power of a beam per unit area 
and solid angle. 
An extended source can be considered to consist of very small elements each one with 
area dA, radiating an amount of energy proportional to their area. Each one of those 
elements is treated as a point radiating a cone of rays. The cone itself can be subdivided 
into many smaller elementary cones, each carrying a power proportional to their size. 
The extent of such a cone is called solid angle (ω) and it is defined as the area cut off by 
the cone on a sphere of radius 1 centred at the apex of the cone.  The solid angle is 
measured in steradians (sr) that are defined as the solid angle of a cone subtending an area 
on the surface of a sphere equal to a square whose sides are equal to the radius of the 
sphere. 
The solid angle subtended by an elementary area of any shape is given by:  
 2
projdAd
r
ω =  (5.9) 
where Aproj defines the projected area: area projected onto the direction of the ray 
connecting dA and any element of an extended source.  
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If the projected elemental area is not perpendicular to the direction of the cone of rays, it 
will vary with the cosine of the angle (θ) formed between the cone and the surface normal 
of the element (Lee, 2005) according to:  
 cosprojdA dAθ=  (5.10) 
or 
 cosproj A
A dAθ= ∫  (5.11) 
It follows that the radiance of an object is the integral of the radiances of all elements that 
comprise it, expressed by: 
 
2 2
cos proj
d dL
dA d A dθ θ ω ω
Φ Φ
= =  (5.12) 
where dΦ is the radiant flux, emitted by reflectance or transmission from a given surface 
element of area dA propagating in the solid angle dω containing a given direction θ (Ohno, 
2010).  
Radiance constitutes one of the fundamental quantities of radiometry and relates the 
amount, position and direction of radiant flux leaving or reaching a source or sensor by 
means of integrating over the area and/or solid angle (Palmer and Grant, 2010). 
2.1.2.4.1 Radiant exitance (M) 
Radiant exitance describes the radiant flux leaving a source per unit area. The relationship 
between radiant exitance and radiance is depicted in Figure 2-3. It is expressed as power 
per unit area (W·m2) and obtained by integrating radiance over the projected solid angle 
of a hemisphere: 
 
2
M Ld
pi
ω= ∫  (5.13) 
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Figure 2-3: Relationship between emitting and receiving areas. Adapted from Palmer & Grant, 2010, Lee,2005 
For so-called lambertian surfaces, radiance is independent of direction and the following 
expression may be used: 
 M Lpi=  (5.14) 
2.1.2.4.2 Irradiance (E) 
Irradiance is the opposite of radiant exitance, and it is defined as the radiant flux incident 
on a surface per unit area. As the radiant exitance, it is expressed as power per unit area 
and obtained by integrating radiance over the projected solid angle of a hemisphere: 
 
2
E Ld
pi
ω= ∫  (5.15) 
Spectral radiance and irradiance are measured by means of a spectroradiometer. A 
spectroradiometer measures the radiant power emitted by a source in terms of radiance or 
irradiance depending on the setup and the collector system employed. Basically, the 
system works with a monochromator dispersing the incident radiant flux into its 
constituent spectrum from which any desired narrow band of wavelengths may be 
separated with a slit aperture or a prism. Once the source’s radiation has been 
decomposed, it is transmitted to a detector that senses the radiant power at narrow 
wavelengths sending a photoelectric response to a computer that analyses the signal and 
provides a response.  
The adequate wavelength interval and range of the obtained spectral data depends on the 
nature of the measured object and the objective of the measurements. For example, when 
characterizing fluorescent or electric discharge units presenting a spiked spectral power 
distribution it is recommended to perform readings at small wavelength intervals. 
However for other sources such as tungsten lamps presenting a smoother spectral 
distribution, wider wavelength intervals (around 10 nm) can be implemented without 
obtaining significant errors in the colour calculations (Smith et al., 1992). 
φ 
θ 
dθ 
dφ 
Areaprojected 
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2.1.2.5 Biologically meaningful radiations: visual signals 
The term visual signal is coined for those radiations produced and perceived by animals 
(Endler, 1990). In physical terms it is the amount of photons reaching the eye of the 
observer. In the present context when referring to the amount of energy carried by a visual 
signal the capital letter in italics (Q) is implemented. This is to make a difference from the 
Greek letter phi (Φ) that is employed in a purely radiometric sense. 
Most instruments designed to measure irradiance commonly use physical units such as 
W·m2 to express the energy content of a radiation; however, biological photoreceptors and 
digital sensors work as photon collectors. For this reason it is necessary to express the 
amount of energy reaching these in terms of quantum flux: µMol⋅m-2⋅s-1, where 1 µmol = 
6.02257 x 1017 photons. Conversion between energy and quantum units is done applying 
Eq. (5.16) at each wavelength in the desired range (Endler, 1990, Kirk, 1994, Andersson 
and Prager, 2006). 
 ( ) 0.0083519 ( )vE Eλ λ λ=  (5.16) 
where Ev represents quantum spectral irradiance, λ is the corresponding wavelength in 
nanometres and E(λ) represents spectral irradiance in W·m-2.  
From a radiometric point of view, the perceived object is considered a source and the 
visual signal is the radiation reaching a photoreceptor.  Assuming a Lambertian 
reflectance, the radiance of the visual signal can be calculated from Eq. (5.17)(Fleishman 
et al., 2006, Endler, 1993). 
 
ERL
pi
=  (5.17) 
Where E represents the irradiance of the incident ambient light into the perceived object 
and R represents the reflectance of the observed object. In most animal visual and visual 
ecology studies what is important is the spectral shape distribution of the signal , and for 
this reason the factor (1/pi) is commonly omitted in the calculations (Fleishman et al., 
2006). Alternatively it is possible to measure the radiance directly equipping the 
spectroradiometer with the appropriate sensor. 
The perceived visual signal depends on the ambient light, the spectral reflectance of the 
observed object and the transmissive properties of the medium and the visual system of 
the observer (Endler, 1990). Most biological surfaces have a Lambertian condition due to 
the physical and chemical composition of biological tissues and pigments (Lee, 2005); 
however, certain visual signals are the result of interactions at the atom level between the 
ambient light and microstructures present inside the integument cells (Nassau, 2001). 
These visual signals are referred as structural colours and are characterised by their 
perceived iridescence (Kemp and Macedonia, 2006, Kinoshita et al., 2008, Parker, 1998, 
Vukusic and Sambles, 2003).  
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The radiance of a visual signal produced by a structural colour is dependent on its 
direction; therefore, the amount of energy arriving at a photoreceptor from a given surface 
is dependent on the viewing angle. This relationship is expressed in Eq (5.18).  
 ( )2 , cosd L dA dθ φ θ ωΦ =  (5.18) 
where dω is the projected solid angle defined as the solid angle  projected onto the plane 
of the observer (Palmer and Grant, 2010) given by:  
 sin cosd d dω θ θ θ φ=  (5.19) 
In natural conditions, the radiance reaching a photoreceptor (eye or digital sensor) will 
also be affected by the medium in which the signal travels. Particles and gases present in 
the Earth’s atmosphere absorb and scatter light in the line of sight affecting the visibility in 
an amount proportional to the distance (Seinfeld and Pandis, 2006b). The variation of 
transmittance as function of distance and wavelength is expressed by the function T(λ,x) 
which is also affected by the medium in which the signals are emitted (Endler, 1990). 
Therefore the total number of photons contained in any given visual signal reaching a 
photoreceptor of an observer is predicted from:  
 ( ) ( ) ( ) ( ) ( , )b
a
B vQ E R X T x d
λ
λ
λ λ λ λ λ λ= ∫  (5.20) 
Where Eν denotes irradiance at wavelength (λ), in quantum units, R is the patch spectral 
reflectance factor or spectral reflectance ratio at wavelength (λ), X is the spectral 
sensitivity of the photoreceptor at wavelength (λ) and T is the medium’s spectral 
transmission at wavelength (λ) expressed as a function of distance x in metres. In clear air 
and at close distances, the air transmittance is practically equal to unity and may therefore 
be ignored in Eq. (5.20). Nevertheless when the calculation is performed in an aquatic 
medium or at long distances it is important to include it (Endler, 1990).  
Reflectance factor refers to the ratio of radiant power reflected from a sample to the 
radiant flux which would be reflected from a Lambertian reflector in the directions limited 
by a given cone with apex at the given surface element (Palmer, 2010, Wyszecki and 
Stiles, 1982). When it is measured in a wavelength interval, the term spectral reflectance 
factor is employed. 
The reflectance factor of a sample is measured with a spectrophotometer. This instrument 
may measure the spectral transmittance or reflectance factors of a sample. This is 
accomplished by comparing at each wavelength the ratio of radiant power leaving the 
object in a given direction with the power reflected from a Lambertian diffuser identically 
illuminated according to specific illumination and viewing conditions. The Lambertian 
diffuser is commonly referred to as a reflectance standard and there are several options to 
choose from depending on the final purpose of the measurements. A reflectance standard 
for spectrophotometry must present a uniform reflectance along the measured spectral 
range and uniformly reflect radiation close to a 100 %. 
 19 
 
The design of a spectrophotometer is very similar to that of a spectroradiometer but differs 
in having its own radiation source with known spectral power distribution. In a 
spectrophotometer the light passes through an optical fibre connecting the light source 
with the monochromator. The monochromator then disperses the incoming radiant power 
and transmits it via an optical fibre to a detector that is optically coupled with the 
illuminating and viewing chamber. Here a detector records the incoming signal and 
transfers it to a computer for analysis. 
2.1.3 Optical radiation and visual signals 
The term optical radiation is employed to distinguish ultraviolet, visible and infrared from 
other electromagnetic radiations (Stimson, 1974). The term is used to highlight the fact 
that the mentioned radiations follow optical laws and properties. 
This term is particularly useful in the present discussion which is mainly focused on visual 
signals produced and observed by animals. The use of terms such as colour signals is 
intentionally avoided mainly because animals like insects, fish, birds and many reptiles 
produce and perceive visual signals in the ultraviolet and visible range of the spectrum 
between 350 nm and 710 nm (Cuthill et al., 1999, Eaton, 2005, Grether et al., 2004, Kemp, 
2002, Whiting et al., 2006, Andersson et al., 1998, Cuthill et al., 2000, Hunt et al., 2001, 
Jacobs, 1992, Silberglied, 1979, Fleishman et al., 1993, Loew et al., 2002, Herring, 1994, 
Kinoshita et al., 2008, Siebeck et al., 2010, Endler and Mielke, 2005). On the other hand 
the term ‘colour’ is usually associated only with the human visual system. 
Excepting bioluminescence, animal visual signals in the visible and ultraviolet region of 
the spectrum are produced by the interaction of energy and organic molecules, such as 
pigments, or the interaction between energy and microscopic dermal structures present in 
scales and feathers (Bagnara et al., 2007, Bradley and Mundy, 2008, Steffen and McGraw, 
2009, Vorobyev et al., 1998).  
Visual signals represent the radiance emitted or reflected by each one of the different 
elements making up a colour pattern (Endler, 1990); therefore, they are quantitatively 
described by Eq. (5.20). When applied to animal vision Eq. (5.20) has to be calculated by 
each one of the photoreceptors present in the eye of the animal observer taking into 
account the specific spectral sensitivity of the photoreceptor, which in many cases is 
modified by the presence of accessory filters such as the oil droplets present in birds and 
reptiles (Vorobyev, 2003, Cuthill et al., 2000), and the spectral transmission characteristics 
of the different elements present in the eye such as cornea, lens and vitreous humour  
(Bowmaker, 2008, Kelber et al., 2003, Osorio and Vorobyev, 2008).  
For the special case of human vision Eq. (5.20) uses as spectral sensitivity functions the 
values corresponding to one of the CIE colour matching functions, which represents a 
linear combination of the spectral sensitivity of the cones as measured by 
microspectrophotometry (MSP) (Stockman and Sharpe, 2000), and limits the integration 
to the visible region of the spectrum (Malacara, 2011, Ohta and Robertson, 2005).  
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The spectral power distribution of the radiation source and the spectral reflectance of the 
object emitting the signal are independent of the observers and are directly measured using 
spectroradiometers and spectrophotometers (These two instruments will be described in 
more detail in Section 2.1.2.4 after defining the concepts of radiance, irradiance and 
reflectance). When using a spectroradiometer to measure visual signal the obtained data 
contain information regarding the reflectance and the illumination of the sample. 
Alternatively, it is possible to measure independently the spectral reflectance from the 
sample using a spectrophotometer and then multiply the obtained spectrum by the spectral 
power of the radiation source measured with a spectroradiometer. This approach requires 
taking into account the effect of the viewing angle and performing the adequate 
corrections (Fleishman, Leal & Sheehan, 2006).   
When the research question is related to the way in which an animal perceives visual 
signal of others in a specific environment rather than quantifying the colour signal per se, 
it is important to take into account the effects of the environment illumination and the 
background reflectance on the visual signals. The effects of the environment illumination 
and background signal may be calculated by summation of the visual signals of all the 
elements in the measured background or alternatively measuring the irradiance of the 
background and the illumination incident on the sample (Endler, 1993, Endler and Mielke, 
2005). 
Another factor that should be taken into account when measuring an animal colour signal 
is the possible effect of transmittance or iridescence. When calculating the visual signal of 
a thin or translucent sample it is important to calculate the contribution of transmittance 
applying Eq. (5.20) twice: the first time calculating for the reflectance (i.e. reflectance 
factor) and subsequently replacing reflectance by transmittance (Fleishman et al., 2006).  
In the case of iridescence, caused by structural colours, the assumption of a Lambertian 
behaviour cannot be made. When measuring signals produce by these structures it is 
necessary taking special care of the viewing angle or using special equipment specially 
designed for this purpose (Vukusic and Stavenga, 2009). 
2.2 LIGHT SOURCES 
The perceived colour of an object not only depends on its spectral reflectivity, it also 
depends on the spectral power distribution of the light source illuminating it. This can be 
demonstrated by the perception of reddish colour in afternoon compared with a bluish 
colour at midday.  
Even though this effect is not easily perceived by the human observer because of the 
“colour correction” made by the human brain, it is easily observed in pictures taken 
outdoors with daylight calibrated film and under fluorescent lamps. In the former 
condition, the picture will look “normal” with a colour recorded in a similar way as the 
eye perceives it; however the same motif photographed under fluorescent white light will 
show a clear greenish dominant product of the effect of the light source over the 
photographed objects. 
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From this example it can be concluded that the nature of the light source used to illuminate 
any object (and measure its colour) greatly depends on the physical properties of the light 
source and this is the reason why at this point the light sources used in this research will be 
discussed. Further theoretical explanations and physical properties of other light sources 
can be found in some of the references (Malacara, 2011, Ohta and Robertson, 2005, 
Wyszecki and Stiles, 1982).  
2.2.1 Blackbody radiator 
Dense materials, filaments of incandescent lamps and stars such as the Sun, present a 
spectral power distribution that depends on the temperature of the object. (MacAdam, 
1981). The shape of the distribution is based on a theoretical radiator model denominated 
“black body” or Planckian radiator (Wyszecki and Stiles, 1982). 
A blackbody absorbs all the radiations that fall upon it making it look black at 0 K. As its 
temperature increases, the blackbody starts emitting radiation with a frequency determined 
by its absolute temperature:  ‘red’ at 1000 K, ‘yellow’ at 1500 K, ‘white’ at 4500 K and 
‘bluish white’ at 6500 K (Malacara, 2011). The blackbody’s spectral radiance is given by 
Planck’s formula (Eq. (5.3)). 
2.2.2 Electrical discharge lamps and gas-excited light sources 
Mercury lamps and electronic flash strobes produce radiation by the excitation of 
electrons. Excitation can be produced by a chemical reaction, bombardment with high-
energy particles or more commonly by an electric current or spark.  
Gas excitation light sources produce light (or radiation) by means of passing an electric 
current through a gas such as hydrogen, argon, xenon, argon or vapour such as mercury 
and sodium. Emitted radiation (light in the visible region) is the product of released energy 
from an electron as it moves from a high energy level to more stable lower energy ground 
level. Quantum mechanics predicts the possible energy states of an electron stating its 
allowed and forbidden transitions. When an electric current is passed through a confined 
space, the gas molecules are excited moving the electrons from the ground state to the 
higher allowed energy levels. When the excited molecules return to their normal state, 
they release the excess energy.  
The perceived colour of these sources depends on the exact amount of released energy 
(expressed in term of frequency). The exact amount of energy released depends on the 
position that the electron occupies in the higher energy level. 
If more than the minimum energy needed to move an electron from one energy level is 
applied, the electron can reach further energy levels until it leaves the atom causing 
ionization. The precise path taken by the electron to return to its ground level depends on 
the selection rules of each particular quantum system that imposes specific allowed and 
forbidden transitions. The different transitions allowed in a given system are depicted in a 
Grotian diagram.    
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Every transition occurs in the form of quanta of radiant energy with a fixed amount of 
energy. As a result, an electric discharge lamp spectrum shows a characteristic line 
spectrum composed of a number of monochromatic bands separated by regions of no 
radiant energy (Wyszecki and Stiles, 1982). The bands are located at specific wavelengths 
corresponding to the amount of energy released at every allowed energy transition. As an 
example, a sodium-filled discharge lamp shows two strong emission bands at 589.6 and 
589 nm produced by the 2.103 and 2.105 eV transitions from the high energy orbitals 3P1/2 
and 3P3/4 to the ground level orbitals 3S1/2 (Nassau, 2001). 
As previously mentioned, the band pattern of an electric discharge lamp depends on the 
gas, metal vapour or specific mixture between both. In most cases, part of the total emitted 
radiation takes place in the ultraviolet region of the spectrum. Commonly this radiation is 
undesirable; for this reason it is filtered out or alternatively used to produce fluorescence 
in the visible range with fluorescent powders or phosphors as implemented in white 
fluorescent lamps (Verbeek, 1968). 
The intensity and shape of the spectral power distribution of an electrical discharge lamp 
greatly depends on the pressure and kind of gas or vapour; other factors such as the 
density of the electrical current passing through it are also important (Wyszecki and Stiles, 
1982). As the pressure of the gas is increased the monochromatic bands widen giving as a 
result a relatively continuous spectrum (Verbeek, 1968) as in the high pressure mercury 
lamp, xenon  lamps and flash units discussed below.  
The chromaticity (see Section 2.3) calculated from the spectral power distribution of a 
light source does not necessarily correspond to the one predicted for a black body radiator. 
In this case, the term correlated colour temperature (Tc) is coined to describe the 
temperature of the blackbody radiator that best resembles that of the light source in 
question. Correlated colour temperature is obtained by finding the slope of the 
isotemperature line of the light source which crosses the Planckian locus in a uniform 
chromaticity scale diagram (Wyszecki and Stiles, 1982). 
The methodology for calculating the correlated colour temperature for a given light source 
was empirically developed based on the use of colorimetric equations and uniform colour 
spaces (Robertson, 1968). The method is based on a graphic interpolation of the 
isotemperature lines assuming that the Planckian locus can be replaced by the arc of the 
centred at the intersection of two adjacent isotemperature lines and that the unknown Tc  
can be expressed as a linear function of distance along this arc (Wyszecki and Stiles, 
1982)  
2.2.2.1 Xenon Arc Lamps 
These lamps have a high output of radiant power in the ultraviolet, visual and infrared 
region of the electromagnetic spectrum making them excellent daylight simulators. Even 
though they have a continuous spectral distribution, the lamp also shows some pronounced 
emission bands in the visual range between 450 and 500 nm. In the near infrared region 
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(800 to 1200 nm), the emission bands have a considerable power giving the spectral power 
a jagged appearance (Wyszecki and Stiles, 1982). 
2.2.2.2 Electronic Flash  
The electronic flash tubes used in photography are electric discharge lamps emitting 
radiant power of large amounts during a short period of time. As for all electrical 
discharge lamps, the spectral power distribution of flash sources depends on the gas with 
which the flashtube is filled, and has a typically jagged appearance (Wyszecki and Stiles, 
1982). This was the case for a measured flash unit whose spectral power distribution is 
shown in Figure 2-4.  
 
Figure 2-4: Spectral power distribution of a typical electronic flash. The illustrated spectral power distribution 
corresponds to a measured Metz flash unit at 1 nm intervals. 
The most implemented gases are xenon, argon, hydrogen and krypton. Normally, the light 
output has a colour temperature around 6000 K, however this value can change according 
to the duration of the flash (Ray, 1999).  
Like xenon arc lamps, the flashtubes filled with xenon provide a good light source for 
ultraviolet photography. The unit can be physically modified to increment the ultraviolet 
(UV) and infrared (IR) output by modifying the current density which can be performed 
specially on studio flash sources (Ray, 1999), or by physically removing the ultraviolet 
absorbing coating or ultraviolet absorbing filter of the unit. 
2.3 COLOUR AND COLORIMETRY 
The ‘sensation’ of colour is the result of the physical stimulation of photoreceptors (cones) 
in the retina by a visual signal and the neural processing of such signals by the brain 
(Malacara, 2011). Although it is possible to quantify and describe the physical properties 
of a visual signal stimulating the different cones present in a given visual system 
implementing mathematical expressions derived from physical and optical properties, the 
study of colour perception is a more difficult task (Conway, 2009, Hunt et al., 2009, 
Kelber and Osorio, 2010).  
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Upon their arrival at the retina, the visual signals are converted into electrical signals by a 
transduction process. This signal is then transferred to the brain by synaptic transduction 
between adjacent neurons and finally reconstructed by the brain (Bruce 2003). The precise 
neural centres and mechanisms leading to visual perception and interpretation in different 
animal species are currently an active field of research. However it is now accepted that 
the particular perception of visual signals (achromatic or chromatic) is a species specific 
process better understood by psychophysical experiments (Kelber 2003). 
Psychophysical experiments on colour matching and colour discrimination employing 
human subjects performed during the first half of the twentieth century set the basis of 
modern colorimetry. Colorimetric principles are based on a model observer referred to as 
the CIE standard observer first established in 1931 and slightly modified in 1964. The use 
of a standard observer allowed the development of the CIE colorimetric system permitting 
the specification of any colour stimulus as a vector with coordinates relative to the linear 
response of each one of the three photoreceptors present in the human retina.  
The calculation of the vector is performed based on the physical properties of the visual 
signal and three colour matching functions linearly related to the spectral sensitivity of the 
human cones (Stockham et al., 1993, Stockman and Sharpe, 2000). The use of the colour 
matching functions allows representing any colour stimulus as a point in a two-
dimensional colour space, the CIE chromaticity diagram, spanning the spectral region 
visible to the standard observer. The location of a given visual stimulus in the chromaticity 
diagram is specified by two chromaticity coordinates calculated directly from the colour 
matching functions (Wyszecki & Stiles, 1982, Ohta 2008, Lee 2005).  
The implementation of the chromaticity diagram and the colour matching functions 
allowed for the first time to standardize the reproduction of colour and pigments. It also 
allowed establishing relationships between different colours and the colour produced by 
different light sources. All kinds of light sources and visual displays are characterized in 
CIE colorimetric terms or parameters derived from its principles including electronic flash 
units, computer displays, LEDs and lamps used for industrial purposes, commercial and 
residential environments (Nassau, 2001, Ohno, 2010). For this reason a more detailed 
description of the CIE colorimetric system is provided in Section 3.1.1 preceding the 
characterization of the light sources implemented as part of the photographic system.  
2.4 UNIFORM COLOUR SPACES 
Two or more visual stimuli represented in a uniform colour space are perceived as 
different if differences are observable at least in one of the three characteristics of colour: 
brightness, saturation (chroma) and colour per se (hue). Although these characteristics 
may be identified by the spectral profile of a visual signal, it is impossible to predict a 
priori if the observed differences in spectral shape are perceived as such. This is due to 
such intrinsic properties of the visual system as the spectral tuning of the photoreceptors, 
the transmissive properties of the elements present in the eye (cornea, lens, oil droplets, 
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etc.) and the neural mechanisms involved in vision (Osorio and Vorobyev, 2008, Hart and 
Hunt, 2007).  
Soon after the establishment of the standard colorimetric observer, questions arose 
regarding the perceptual implications of the chromaticity diagram. It was soon made clear 
that distances in the chromaticity diagram were not related to differences in perceived 
colour by simple expressions. Research was then directed to the specification of the 
minimum perceivable difference between two colour stimuli with different spectral 
distribution for which a colour match is not observed, or the just noticeable colour 
difference (JND) (Wyszecki and Stiles, 1982).  
David MacAdam performed one of the first studies in this field in 1942-1943. His 
experiments studied the precision of colour matching in a 2° field demonstrating a 
variation in the perceivable colour differences over the 1931 CIE chromaticity diagram. 
MacAdam proposed representing the thresholds of colour difference perception as ellipses 
that once plotted on the CIE chromaticity diagram, showed the minimal displacement 
required for an observer to perceive a colour change. The parameters defining the ellipse 
for a given match are calculated from the distance between the target colour sample and 
the position of the colour matches in the chromaticity diagram (Wyszecki and Stiles, 
1982).  
The ellipses, named after MacAdam, demonstrate the existence of a variable threshold in 
the perception of colour differences varying with hue, where changes in the blue region of 
the diagram are more easily noticed than changes in the green region (Malacara, 2011), 
and other factors affecting sensitivity.  
Further work by McAdams and Brown (1947) and Brown (1957), concluded that a system 
of ellipses could also be implemented to show differences in brightness perception once 
this property was included as a third dimension of the colour space. In this scenario 
discrimination thresholds are represented not by ellipses but by tridimensional ellipsoids. 
After the publication of MacAdam’s results it was attempted to create linear 
transformations mapping the ellipses into circles of equal radius. A successful uniform 
colour space was first obtained when information related to luminance variation was 
included (Lee, 2005).  Early uniform colour spaces included the uniform-chromaticity-
scales (UCS) defined in 1960 and the CIE 1976 Luv space. These early colour spaces lead 
to the development of CIE L*a*b colour spaces in 1976 that after revisions in 1994 and 
2000 has become the standard uniform colour space for most industrial applications (Lee, 
2005, Wyszecki and Stiles, 1982). 
The use of the CIE Lab uniform colour space made possible measuring differences in 
perceived colour using equations derived from the Euclidean distance formula. 
Furthermore employing the CIE Lab colour space it is also possible to measure perceived 
differences in just two if the three colour properties namely hue and chroma. These three 
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formulae are regarded as colour difference formulae and are the current standard for 
measuring colour differences for most industrial applications. 
Nevertheless, the application of the CIE colour difference formulae is limited to human 
observers as the three characteristics defining a colour sensation: brightness, saturation 
and hue, assume a trichromatic visual system whereas animals may have more or less. 
When is of interest, the evaluation of perceived colour differences by a non-human 
observer it is first necessary to reconstruct the colour space for the selected observer and 
subsequently determine experimentally the different colour discrimination thresholds 
(Kelber and Osorio, 2010). This topic will be further discussed in the background section 
for Chapter 0. The remaining subsections present two uniform colour systems relevant for 
the characterization of the photographic system (Chapter 3). 
2.4.1 Munsell Colour system 
The first uniform colour system widely accepted was empirically developed by Albert H 
Munsell around 1900 and materialized in the Munsell Book of Colour or as the Munsell 
colour tree. The colour samples present in these representations are arranged in 
approximately equal perceptual steps as obtained after three million colour observations 
by forty observers (Lee, 2005). 
The Munsell system describes the three properties of colour; brightness, saturation and hue 
in terms of value, chroma and hue respectively, each one associated with a number. The 
number associated with the value property may take any magnitude between 0 and 10 
where 0 corresponds to pure black and 10 to pure white. Numbers in between the extremes 
represent perceptually different shades of grey.  
The saturation (chroma) property describes the purity of a perceived colour. Colours with 
low chroma values contain a great amount of grey making them look dull or unsaturated; 
on the contrary, colours with high chroma values contain low quantities of grey thus 
looking crisp and vibrant. The maximum chroma value attainable by a given sample is 
related to its colour. Red, orange and yellow colour samples may attain higher chroma 
values than blue and green samples. This reflects differences in the amount of colour 
variations perceived by the human visual system. 
The five primary colours: Red, yellow, green, blue and purple are represented by angular 
sectors of 72° starting with red (0°) followed in a clock-wise manner by yellow (72°), 
green (144°), blue (216°) and purple (288°). Five intermediate hues are formed by two 
adjacent primary hues creating smaller angular sectors of 36°. These are: yellow-red (36°), 
yellow-green (108°), green-blue (180°), purple-blue (252°) and red-purple (324°). One hue 
step is represented by an angle increment of 3.6° resulting in ten subdivisions per hue. A 
complete description of a given hue is therefore given by a number from 0 to 364 
representing the position of the hue within the ten subdivisions, and a letter indicating its 
colour. For example: 5Y. 
 27 
 
Any colour sample expressed in the Munsell system is uniquely identified by a set of 
numbers and letters describing the magnitude of each property. For example the code 5Y 
4/1 refers to a yellow colour of value 4 and chroma 1. The Munsell system may be 
modelled by a cylinder whose axis is divided in ten levels starting with black and ending 
in white and with a radius equal to the maximum attainable chroma. The different hues are 
located at different angles as just described.  
The arrangement of the colour samples present in the Munsell Book of Colour and the 
Munsell Colour tree differ from the ideal cylindrical model in the value scale, ranging 
from 1 to 9, and the presence of irregular rather than circular constant value planes. The 
precise shape of each constant value plane is limited by the boundary of colorant mixture 
gamut defined by the stability and permanency of the pigment mixtures employed to 
produce each sample.  
The Munsell Colour system is still currently widely employed even after the establishment 
of the CIE standard observer and its associated colour spaces. However as the Munsell 
system is based on perceivable differences rather than physical properties of colour there 
is not a linear relationship between the two systems. In 1943 the Optical Society of 
America (OSA) reported the CIE luminance value and chromaticity coordinates for 360 
colour samples present in the Munsell Book of colour and revised the spacing of the 
samples leading to the Munsell Renotation System (Wyszecki and Stiles, 1982). All 
subsequent reproductions of the Munsell Book of colour follow this system. 
2.4.2 sRGB Colour Space 
The sRGB colour space is a standard uniform colour space currently used by scanners, 
computer displays, digital cameras and web browsers. It provides a colorimetric definition 
to the RGB colour space employed by early cathode-ray tube (CRT) monitors, common at 
the time when the colour space was first defined, and takes into account the different 
gamma corrections performed by the imaging recording device and the display (Stokes at 
al. 1996). 
The system was developed by engineers at Microsoft and Hewlett-Packard as a response 
to the necessity of standardizing the colour gamut displayed in CRT monitors and web 
browsers during the early 1990’s (Gonzales, Woods & Eddins 2009). A main advantage of 
the sRGB colour space is its compatibility with the ITU-R BT.709 standard. This standard 
was developed to improve the displaying of a visual signal, represented by a CIE 
tristimulus, recorded with a video camera and played on a monitor viewed under typical 
home and office illuminations.  
CRT monitors have a response to energy input represented by the CRT gamma function: 
 ( )1 2I A k D k γ= +  (5.21) 
where k1 and k2 are the system gain and offset, D is the normalized pixel value, A is the 
maximum luminance of the monitor, I is the resulting luminance and  γ is a constant 
 28 
 
(Stokes et al., 1996). The result is a non-linear function producing a response optimized 
for displaying on CRT displays. Modern LCD displays present a transfer function closer to 
an “S” shape than a power function (Bodrogi and Khanh, 2012). Nevertheless the sRGB 
colour space is still widely used as standard colour space for many digital imaging 
applications (Allen and Bilisi, 2011).  
The gamma value may be interpreted as a perceived contrast measurement.  Currently the 
most accepted value is 2.2 which was the value produced by the electron gun of early CRT 
monitors (Stokes et al., 1996), and it is the value still used by uniform colour spaces other 
than the sRGB such as the Adobe 1998 colour space (Adobe Systems Incorporated, 2005).  
Gamma correction is also commonly applied to most digital images to match the non-
linear behaviour of the monitor. When an image is transformed by means of the gamma 
function the non-linearities of the image recording device and the display cancel each 
other out resulting in a perceived linear response (Westland and Ripamonti, 2004). The 
inverse transfer function or gamma correction formula allows recovering linear values 
from a gamma-transformed output correction formula:  
 
1
c sV V γ∝  (5.22) 
where Vc is the corrected voltage and Vs is the source voltage. 
2.4.2.1 sRGB Forward transformation 
The forward transformation maps the CIE XYZ colour space into the sRGB colour space 
in a three-stage process. The first step consists in obtaining linear RGB linear values 
(Rlinear, Glinear, Blinear) by a matrix multiplication. Subsequently the linear RGB values are 
mapped into the sRGB colours space (sR’, sG’, sB’) applying the gamma function (Eq. 
(5.21)). These first two steps are summarized in Eqs. (5.23) and (5.24). 
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The use of a 2.4 gamma value produces a curve that fits a gamma 2.2 curve with only a 
slight deviation. The mismatch is justifiable as the use of a gamma value of 2.4 simplifies 
the inversion of the function (Stokes et al., 1996).  
The third step in the mapping operation (Eq. (5.25)) is to code the sR’G’B’ values into the 
proper colour depth space (8, 16 or 32 bits per channel). For example in an 8-bit colour 
depth space white corresponds to 255 counts (WDC) and black to 0 counts (KDC), thus the 
coded values are obtained by multiplying the sRGB’ values by 255. 
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 ( )( )' ' 's sRGB WDC KDC R G B KDC= × × +  (5.25) 
2.4.2.2  Reverse transformation 
CIE XYZ tristimulus values can be recovered from sRGB values by the reverse 
transformation. This is also a three steps process commencing by obtaining the sR’G’B’ 
values from sRGB values dividing by the number of counts equal to the maximum count 
value for the selected colour depth space. The second and third steps convert the sR’G’B’ 
values back into CIE XYZ values applying the expressions in Eqs. (5.26) and (5.27).  
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2.5 DIGITAL IMAGING DEVICES 
2.5.1 Production of digital images 
The digital imaging process produces a numerical representation of the recorded scene 
assigning at each spatial location a number proportional to the incident radiance. The 
number of available special locations, pixels, is given by the size of the sensor and 
determines the resolution of the system. Therefore a digital image can be represented as an 
m-by-n array where the x and y coordinates identify the location of a particular pixel 
within the sensor and whose value represents the amount of energy falling into it.   
The response produced by a digital sensor (CCD or CMOS) is linear with the energy 
incident on it:  
 
s DQ kq Iγ= +  (5.28) 
where   is a constant of proportionality,   is the generated charge and   is the dark 
current signal. When  is equal to unity the camera response is linear (Finlayson and 
Hubel, 1998).  
The sensor in a digital imaging device converts incident radiation at each pixel location 
into an electrical signal following Eq. (5.28). One of two different sensors may be present 
on any given device: a CCD or a CMOS sensor. Although there are several differences 
between these two sensors, both use the properties of semiconductors to convert incident 
energy in form of photons to produce an electrical signal. The main principle behind this 
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process is the electron-hole pair generation: Excitation of an electron from the valence to 
the conduction band due to energy absorption creates a positive hole. 
Different impurities may be added to a semiconductor to modify its conductivity. 
Impurities or dopants can be classified as donors (N-type) or acceptors (P-type). At the 
junction of an N-type and a P-type semiconductor an electric field is created by movement 
of the electrons present in the N-type semiconductor to “fill” the positive holes in the P-
type semiconductor. The result of this process is the creation of a depletion region with 
few electrons and positive holes remaining (Kriss, 2007). 
Furthermore the size of the depletion region may be modified by applying a voltage either 
in forward or reverse bias. Applying the former reduces the depletion zone whilst applying 
a reverse bias produces the opposite effect. Reduction of the depletion zone translates into 
an increment in its conductivity. 
CCD sensors use Metal Oxide capacitors (MOS) made of a P-type semiconductor. A 
photogate is formed above the semiconductor held in positive bias forming a depletion 
zone in the semiconductor. The positive voltage of the gate causes mobile positive holes to 
move towards the ground electrode creating a depletion region as they move along. When 
light is absorbed in the depletion region an electron-hole pair is created; the electron 
remains in the depletion region whilst the positive hole moves towards the ground 
electrode. The total number of electrons that may be retained in the depletion region is 
referred to as the well capacity. This is an intrinsic property of each sensor depending on 
the physical size of the oxide layer and the applied voltage. 
CMOS sensors employ photodiodes rather than photogates. Photodiodes are formed by 
joining a layer of N-type semiconductor with a P-type semiconductor therefore creating a 
depletion zone. This is the opposite of the CCD sensor where the depletion zone is created 
by the positive bias of the photogate. Similarly to CCD sensors, the total number of 
electrons that may be held in the depletion zone is limited by the well capacity. The 
sensitivity of the photodiode can be increased by placing a layer of intrinsic semiconductor 
between the P-N type junction creating a P-I-N or pinned photodiode (Jenkin, 2011a).   
The camera response is the response of all the pixels present in the sensor. The process of 
retrieving this information is referred as image readout and is the main difference between 
the CCD and CMOS sensors. In a CCD sensor the electron charges stored at each 
photogate are transferred from one pixel to the next many times until the voltage signal 
reaches the amplifier, in CMOS sensors the electron charges are amplified and converted 
to voltages at each pixel. The individual signal at each pixel can be read through a column 
and row select address decoders, until all the image is fully read out.  
The electrical signals produced by the sensor are analogue continuous functions. An 
analogue-to-digital converter translates these signals into discrete units proportional to the 
strength of the signal; a process commonly referred to as image quantisation. 
Simplistically an analogue-to-digital-converter consists of a register holding the digital 
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value, an amplifier and a series of binary voltage comparators (Finlayson and Hubel, 
1998). 
The total number of levels available to quantize a signal is given by the bit depth. As its 
name indicates the bit depth depends on the number of bits available to store information. 
A bit can only store a single value of a binary representation, either 1 or 0. The total 
number of available levels can be calculated from the expression 2b where b is the number 
of bits (Jenkin, 2011a). For example a typical 8-colour bit depth has a total of 256 levels 
available to represent a given signal. An advantage of higher bit depths is the reduction of 
the digitizing error; however, this comes at the expense of an increment in memory 
requirements and processing time. 
2.5.1.1 Camera output and exposure 
In an ideal digital camera system presenting a linear relationship between incident 
radiance and camera response, the number of photons reaching the camera sensor not only 
depends on the radiance of the signal and the spectral transmission of the medium but also 
on the integration time, the area of the detector, the optical magnification, f-number and 
the spectral transmission of the equipped optics. Modifying Eq. (5.20) to include these 
factors and assuming a circular aperture, the number of photons reaching the sensor is 
obtained from Eq. (5.29) (Holst and Lomheim, 2007): 
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where Lq is spectral radiance expressed in quantum units, AD is the area of the detector, f is 
the lens f-number, MOpt is the optical magnification T is the spectral transmission of both 
the optics (TOpt) and the atmosphere (TAtm), and t is the integration time in seconds. 
Furthermore if there is a linear relationship between the sensor output and the incident 
radiation, i.e. Eq. (5.28), holds true, the camera output, photoelectrons generated by the 
sensor, is solely dependent on the quantum efficiency (Holst and Lomheim, 2007). 
Quantum efficiency is defined as the number of electron-hole pairs generated per photons 
absorbed. When this relationship is expressed as a wavelength function it is referred to as 
spectral responsivity (sensitivity) (Jenkin, 2011a, Lee, 2005). The camera output is 
predicted from Eq. (5.30): 
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where ηpe is the number of photoelectrons generated by the sensor, Rq(λ) is the spectral 
sensitivity. The other symbols are as in Eq. (5.30).  
For most applications TAtm is assumed to be 1, and the detector area and magnification are 
included in a single constant thus simplifying Eq. (5.30) into Eq. (5.31). The same 
simplification is also applicable for Eq. (5.29) (Martínez-Verdú et al., 2003). 
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The camera response is a dimensionless integer resulting from quantizing the voltage 
produced after amplifying the signal from the sensor rather than the number of 
photoelectrons generated by it.  Before quantising the camera output voltage is given by 
(Holst and Lomheim, 2007): 
 C C peV G η= ⋅  (5.32) 
Where GC denotes the output and amplifier gain (volts/electron). The final camera 
response will then vary accordingly to the selected bit depth and the particular algorithm 
employed to reduce rounding errors arising from the quantisation process (Jenkin, 2011a). 
As it will be demonstrated in Chapter 3 one of the objectives of the camera 
characterization process is to experimentally determine the GC function therefore 
equalising the camera output value to the number of electrons produced by the sensor: 
 peρ η=  (5.33) 
2.5.2 Colour digital images 
Digital cameras, scanners and computer displays produce colour images implementing 
additive colour mixtures (Section 2.1.1.1). Colour images are attained by superimposing 
images recorded through three different colour filters (colour channels) each one 
transmitting radiation in a different spectral interval (Catrysse et al., 1999).  
Different camera architectures can be implemented to obtain the required images. One 
approach is to take three or more consecutive images through different filters and then to 
superimpose the resulting images (dichroic prism filter). A second approach is stacking 
filters with different spectral transmission at each pixel location and producing different 
images based on the penetration power of radiations with different wavelength (field 
sequential colour filter). Still the most common strategy for obtaining colour images is to 
overlay a colour filter array (CFA) on the sensor comprising three interleaved colour 
filters (Catrysse et al., 1999, Jenkin, 2011a). 
The most common arrangement present in CFAs is the Bayer pattern. The Bayer pattern 
consists on an array of three different colour filters, red, green and blue with twice as 
many green filters as either red or blue (Lukac and Plataniotis, 2005). The intensity value 
at each pixel location obtained by a sensor fitted with a Bayer CFA represents the amount 
of energy transmitted by the colour filter placed on top of it. In other words each pixel 
represents either a red, green or blue point. The final colour image is constructed from this 
first image by estimating the missing colour values at each location from the neighbouring 
pixels. This process is referred as colour interpolation or demosaicking (Lee, 2005, Lukac 
and Plataniotis, 2005). 
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The images produced by a camera equipped with a Bayer pattern CFA are represented by 
an m-by-n-by-3 array of colour pixels, where each pixel is represented by a triplet 
corresponding to the pixel intensity recorded by the red, green and blue filters (Gonzalez 
et al., 2009).  
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Eq. (5.30) can be expanded to introduce the concept of colour pixel as shown in Eq. (5.35) 
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where i = 1, 2, 3 corresponding to the red, green and blue colour channels. 
2.5.3 Spectral sensitivity 
The sensitivity or responsivity of a digital sensor describes the ratio of output signal to the 
total energy reaching the sensor, when sensitivity is expressed as a function of wavelength 
the term spectral sensitivity is employed. It is commonly expressed in terms of electrons 
generated per incident photon  (Lee, 2005).   
The spectral sensitivity of a given digital camera is given by the silicon present in its 
sensor (Jenkin, 2011a, Holst and Lomheim, 2007). In digital cameras equipped with a 
CFA, the spectral sensitivity is a combined function including the spectral sensitivities of 
each one of the colour filters present in the CFA in addition to the sensitivity of the sensor 
itself (Catrysse et al., 1999). The spectral sensitivity curves are relative measurements, 
dependent on the particular camera model, manufacturer, and constituting materials and 
pigments of the filters present in the CFA. 
From Eq. (5.30) it is clear that the particular shape of the spectral sensitivity functions 
determine the camera response to a given stimulus. For most camera manufacturers the 
specific spectral sensitivity functions of their cameras are considered confidential 
information and are rarely disclosed, therefore they should be experimentally 
reconstructed. Reconstruction is achieved from camera responses to a set of colour 
samples of known spectral properties either by analytical or direct measurement methods 
(Finlayson and Hubel, 1998, Stevens et al., 2007, Westland and Ripamonti, 2004).  
Briefly stated, analytical methods seek solutions for sensitivities from Eq. (5.30) whilst 
direct methods solve Eq. (5.36) at each wavelength: 
 
( ) ( )i
i
qR h
ρλ λ=  (5.36) 
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where Rqi(λ) denotes the spectral sensitivity at wavelength (λ) for channel i ρi denotes the 
linear camera response in colour channel i at wavelength (λ) and h(λ) is the spectral 
exposure at wavelength (λ). 
However in most real-world applications, quasi-monochromatic rather than 
monochromatic stimuli are produced either by using narrow-band pass filters or 
monochromators (Bérube et al., 1999, Pike, 2010, Stevens et al., 2007). In this situation 
total quasi-monochromatic exposure (Hq(λ)) rather than spectral exposure h(λ) is 
employed in Eq. (5.36) leading to: 
 
( )( ) ( )
i
i
q
R
H
ρ λλ λ=  (5.37) 
where Hq represents the total exposure for a quasi-monochromatic stimulus of wavelength 
(λ) obtained from Eq. (5.29). Assuming a spectral transmission equal to one from the 
optics and atmosphere at each wavelength of interest, the exposure of a quasi-
monochromatic stimulus is given by: 
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λ = ⋅∫  (5.38) 
where Lq (λ) is the spectral radiance of a quasi-monochromatic stimulus ranging from λa to 
λb (in nanometres), t is the integration time (shutter speed) in seconds and ƒ is the lens 
aperture. 
In the present research the direct method was implemented for reconstructing the spectral 
sensitivity curves for three digital cameras. Further details of the selected method and its 
differences compared with the analytical approach are presented in the background section 
of Chapter 3 (Section 3.1.4). 
2.5.4 White Balancing and colour constancy 
The overall perception of an object’s colour is related to the spectral distribution of the 
light source used to illuminate it (MacAdam, 1981). However, our personal experience 
shows that, after a short while after changing illumination, the perceived colour of the 
objects remain the same in spite of spectral power distribution of the new light source. 
The process by which the human visual system corrects for changes in illumination 
allowing a constant perception of colour as that perceived when the object is illuminated 
by pure daylight is referred to as colour constancy (Reeves et al., 2008). Although the 
precise neural mechanisms involved in colour constancy are not completely understood, 
recent evidence suggests that colour is determined from local comparisons between the 
light reflected from the object and that reflected from adjacent regions of the scene 
(Conway, 2009). 
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One of the simplest algorithmic approaches to the colour constancy problem is the Von 
Kries model. The model proposes that individual photoreceptors are adjusted by scaling 
the response of each individual colour channel by a fixed amount expressed by: 
 ' , ' , 'P P D D T Tα β γ= = =  (5.39) 
where P, D and T are the tristimulus values of a given colour signal, in terms of the 
amount of primary colours for one state of chromatic adaptation. P’, D’, and T’ correspond 
to the tristimulus values of the colour signal after chromatic adaptation and the coefficients 
α, β and γ 00represent the ratios of adjustment in the sensitivity levels of the 
photoreceptors (i.e. colour filters) as they change from one illumination to another 
(Brenemen, 1987, Finlayson et al., 2006). 
The magnitudes of the scaling coefficients are calculated from the spectral sensitivity 
functions for each photoreceptor and the spectral power distribution of the radiation source 
(Vorobyev et al., 2001b). 
Until the advent of digital imaging and digital photography, colour constancy was 
achieved by the use of colour film calibrated for different light sources (daylight and 
tungsten) and the usage of colour correction filters. Digital cameras achieve colour 
constancy or white balancing in two steps: First, one of several possible illuminants is 
selected from several pre-set colour temperatures or “colour scenes”; secondly, a new 
image is reconstructed applying the coefficients for the selected setting. In most digital 
cameras the new image is produced by independent gain adjustments of the blue and red 
channels (Lam and Fung, 2009).  
When optimal white balance is achieved, objects are perceived as they would be observed 
under daylight illumination. When working with RAW files, it is possible to further tune 
the white balance during post-processing using sophisticated colour appearance models 
(CAM) and chromatic adaptation transformations (CAT) available in most image 
processing software packages (Triantaphillidou, 2011a, Chong et al., 2007).   
2.5.5 Digital Noise 
The word noise is used to describe fluctuations in the intensity of a given image element 
recorded either with photographic film or by means of a digital sensor (Jenkin, 2011b). 
Regardless of its source, noise reduces the image quality and diminishes the dynamic 
range of the recording system (Triantaphillidou, 2011b). 
Noise models can be predicted based on either on the spatial or frequency domains. Image 
restoration techniques based on the former rely on finding the probability distribution 
function underlying the observed noise and applying inverse processes to recover the non-
degraded image (Gonzalez et al., 2009). 
Noise may be introduced in an image regardless of the recording media employed, e.g. 
Poisson exposure noise, whilst other sources are exclusive to digital cameras. In such 
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devices noise may be introduced at each step during the quantisation process or as a result 
of using electronic components (Jenkin, 2011b).  
The noise sources in digital cameras are classified as noise from the sensor, amplifiers, 
analogue-to-digital converter, noise from electrical interference and signal processing. 
Some noise sources are exclusive to the type of sensor, CMOS or CCD, present in the 
camera.  Noise exclusive to CCD sensors include: Transfer noise, dark current and fixed 
pattern noise (Lee, 2005). CMOS sensors have at each pixel location its own amplifier and 
read out circuitry causing an increase in noise particularly on the earlier models. Still, 
recent advances in the design of CMOS sensors have overcome this problem making them 
the most popular choice for consumer level digital cameras (Jenkin, 2011a). 
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3 CAMERA SYSTEM CHARACTERISATION: DIGITAL CAMERA 
AND IRRADIATION SOURCES 
The main advantage of using digital images for studying animal coloration is the 
possibility of simultaneously obtaining information regarding the spatial and spectral 
properties of the recorded patterns (Stevens et al., 2007). Spatial information from the 
pattern is readily available from its shape, area and spatial distribution of the elements 
making it up; however, an accurate description of the spectral properties of the pattern 
requires a quantitative analysis either by directly measuring  pixel intensity values or by 
mapping camera RGB response to a specific colour space (Farallo and Forstner, 2012, 
Cassey et al., 2012). 
CCD and CMOS sensors present in digital cameras and animal photoreceptors function as 
photon collectors. Their output is resulting from the interaction among irradiation, spectral 
reflectance, spectral sensitivity and the spectral transmission of the medium and any object 
acting as a filter placed in front of it (Eq. (5.20)) (Holst and Lomheim, 2007, Jenkin, 
2011a, Süsstrunk, 2007, Kriss, 2007).  
In the same way that variations in spectral sensitivity, optics design and number of 
elements making up a particular animal visual system define the way in which an animal 
perceives its surrounding environment (Osorio and Vorobyev, 2008, Bowmaker, 2008, 
Collin et al., 2009, Kelber and Osorio, 2010, Lind and Kelber, 2009), the specific physical 
properties of a camera system define the properties of the digital images recorded by it 
(Fairchild et al., 2008). Therefore in order to produce a function accurately mapping from 
RGB camera responses to physically meaningful data the different elements present in the 
selected camera system need to be characterised (Stevens et al., 2007). 
In the present chapter a camera system is characterised with emphasis on three main 
components: irradiation source, spectral sensitivity curves and sensor transfer function 
(opto-electronic conversion function). Camera characterisation also permits identifying 
limitations in the use of digital photographic techniques for describing animal colour 
patterns. 
The main aim for the present chapter is to characterise a camera system suitable for 
recording images objectively describing the spectral and spatial properties of the colour 
pattern of two closely related sympatric lizard species: The Mallee Dragon (Ctenophorus 
fordi) and the Painted Dragon (Ctenophorus pictus).  Images recorded from these two 
species in natural conditions will be subsequently used for constructing a model 
explaining observed differences in visual appearance between the two species based on the 
role of the colour pattern as an adaptation for camouflage in visually complex 
environments (Chapter 0). 
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As in other lizard species the selected dragon lizards display colour patterns reflecting 
radiation in the long ultraviolet (350-400 nm) and visible (400-710 nm) regions of the 
electromagnetic spectrum (Fleishman et al., 2009, Fleishman et al., 1993, Fleishman et al., 
2011, Font et al., 2009, Macedonia et al., 2009, Molina-Borja et al., 2006, Stuart-Fox et 
al., 2004, Thorpe, 2002). Therefore the main requirement for a camera system 
implemented for studying the colour pattern of such species is to have the ability for 
recording images in the same spectral range. This not only implies making use of a camera 
whose spectral sensitivity extends into the ultraviolet region but also employing an 
irradiation source emitting energy within the same spectral region spanned by the sensor 
sensitivity. 
Most digital cameras are only sensitive to radiations within the visible region of the 
electromagnetic spectrum (Allen and Bilisi, 2011, Pike, 2010); nevertheless, two cameras 
with known ultraviolet sensitivity are currently available: The Fuji S3UVIR (Dyer et al., 
2012, Richards, 2010) and the Nikon D70s (Richards, 2010, Pike, 2010, Lawson et al., 
2011, Sanfilippo et al., 2010). Currently there is very limited availability of published 
technical information describing the spectral sensitivity curves for these two cameras and, 
more importantly, a standard methodology for processing images obtained by these 
devices is missing. Therefore in addition to reconstructing the spectral sensitivity curves 
for the Fuji S3 UVIR and the Nikon D70s in the ultraviolet region of the spectrum, a 
standardised methodology for processing the images recorded with these cameras is also 
developed.   
The background section from the present chapter presents the theoretical basis underlying 
the characterisation of both radiation sources and cameras. Principles of the CIE 
colorimetric system and uniform colour spaces are introduced as both concepts are 
implemented for evaluating the spectral constancy of the flash unit selected for recording 
in the visible region of the spectrum. This section is followed by the mathematical 
formulation and rationale for the methodology applied for testing the spectral consistency 
of the UV radiation source.  
The concept of camera transfer function or opto-electronic conversion function (OECF) is 
then explained followed by a brief description of various methodologies currently 
available for its reconstruction. The Background section finishes with a more detailed 
description of the spectral sensitivity curves than the one provided in Section 2.5.3 
outlining different methodologies implemented for their reconstruction. 
Results obtained during the characterisation stage allow selecting the camera system best 
suited for recording animal colour patterns reflecting energy in both the visible and long 
UV regions of the spectrum.  A camera system characterised following the methodology 
developed during the present chapter may be employed for: recording images suitable for 
quantitatively analysing different spatial and spectral characteristics from animal colour 
patterns (Kelley et al., 2012) or, for reconstructing images modelling non-human visual 
systems in the visible and ultraviolet regions of the electromagnetic spectrum (Fraser et 
al., 2007, Pike, 2010). In either case, obtained data may be extremely useful for the study 
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of animal coloration particularly when working at the field or when analysing complex 
colour patterns under natural illumination.  
3.1 BACKGROUND 
3.1.1 Colorimetry and the CIE colorimetric system 
Colorimetry is the science that studies and quantifies colour by means of a precise 
numerical specification system (Wyszecki and Stiles, 1982). Modern colorimetry is 
founded on the results of colour matching experiments where an observer is asked to 
match different colour signals by selecting an appropriate mixture of three primary colour 
stimuli: red, green and blue. These observations are encompassed by the trichromatic 
theory constituting the basis of the trichromatic generalisation. The principles derived 
from this generalisation establish the theoretical basis for the remaining colorimetric 
principles (Wyszecki and Stiles, 1982, Malacara, 2011). 
3.1.1.1 Trichromatic Generalisation 
The trichromatic generalization is based on two empirical principles: any given colour 
stimulus may be matched either by a) additively mixing the primary colours after adjusting 
their individual intensity or b) mixing the colour stimuli with one of the primary stimuli to 
obtain a colour match containing a mixture of the other two primaries (Wyszecki and 
Stiles, 1982).  
The laws of symmetry, transitivity, proportionality and additivity quantitatively formulate 
the trichromatic generalisation: 
a) Symmetry law: If a colour stimulus A matches colour stimulus B, then colour stimulus 
B matches colour stimulus A. 
b) Transitivity law: If a colour stimulus A matches stimulus B and a stimulus B matches 
stimulus C, then stimulus A matches stimulus C. 
c) Proportionality law: If A matches B then α A matches α B. α is a positive factor by 
which the radiant flux of the colour stimulus is increased or reduced without 
modifying its spectral power distribution.  
d) Additivity law: if A, B, C, D are any four colour stimuli and if any two of the 
following three conceivable colour matches hold true: A matches B, C matches D, and 
(A + C) matches (B + D); then (A + D) matches (B + C).  
The trichromatic generalisation holds true if: 
a) All colour matches are made under the same conditions. 
b) The eye is adapted to the light levels. 
c) A visual field smaller than 10° in diameter is employed during the colour matching 
experiments. 
The trichromatic generalisation validates representing any colour stimulus (C) as an 
additive mixture in proper amount of three primaries R, G, B expressed as: 
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 (R) (G) (B)C R G B≡ + +  (6.1) 
Where (≡) represents colour matching, roman upper case letters in brackets represent 
colour stimulus and italic upper case letters are scalar multipliers representing the amount 
of light for each one of the primary stimuli. These scalars are denominated as the 
tristimulus values of C (Lee, 2005, Wyszecki and Stiles, 1982). 
Equation 3.1 can be represented in a three-dimensional colour space defined by the 
primary stimuli. Any colour stimulus can be plotted in such space at a point with 
coordinates r,g,b defined by its tristimulus values. The projection of any given colour 
stimulus onto the unit plane (R + G + B = 1) is given by 
 ( )
R
r
R G B
=
+ +
 (6.2) 
 ( )
Gg
R G B
=
+ +
 (6.3) 
 ( )
Bb
R G B
=
+ +
 (6.4) 
From Eq. (6.2) to Eq. (6.4) it can be deduced that r + g + b = 1; therefore, only two of the 
three coordinates are required to identify a colour stimulus in a bi-dimensional plane or 
chromaticity diagram. The coordinates r,g,b are called chromaticity coordinates (Ohta and 
Robertson, 2005) 
Based on the results of psychophysical colour matching experiments performed during the 
first half of the twentieth century the CIE in 1931 established the first colorimetric 
standard. The use of a standard not only allows specifying any colour stimulus as a linear 
combination of three precisely defined colour matching functions but makes possible 
using a single standardized chromaticity diagram. In this diagram any colour stimulus is 
allocated by a pair of chromaticity coordinates directly derived from the colour matching 
functions. The chromaticity diagram also allows graphically representing other 
relationships between colours and light sources such as dominant wavelength, 
complementary colour stimuli and correlated colour temperature (MacAdam, 1981, Ohta 
and Robertson, 2005). 
3.1.1.2 The CIE RGB Colour Specification system and its colour Matching Functions 
When matching a monochromatic colour stimulus, Eq. (6.1) is expressed as: 
 ( ) ( )R ( )G ( )BE r g bλ λ λ λ= + +  (6.5) 
where E(λ) denotes a monochromatic colour stimulus with unit radiant flux and , ,r g b
denotes the tristimulus values for this particular case (Wyszecki and Stiles, 1982). In the 
late 1920’s and early 1930’s  John Guild  and William D. Wright performed 
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psychophysical experiments determining the , ,r g b   values for different monochromatic 
stimuli using a 2° bipartite screen. (Malacara, 2011).  
In Wright’s experiment (Wright, 1929), several observers matched a set of monochromatic 
stimuli ranging 400-700 nm implementing monochromatic lights of 650, 530 and 460 nm. 
In performing such an experiment, excepting the case when the test stimulus equalled one 
of the primaries, the test stimuli were too saturated. In order to achieve a proper match one 
of the primaries was added to the test stimulus lowering its perceived saturation thus 
obtaining negative chromaticity (Figure 3-1). The chromaticities of the different 
monochromatic wavelengths define a locus, in the spectral locus, which extremes in the 
violet and red regions are bounded by the purple line representing the non-spectral colours 
(Ohta and Robertson, 2005). 
 
Figure 3-1: Spectral locus in the r,g chromaticity diagram 
The originally pursued colour matching functions were obtained by implementing the 
luminous efficiency function V(λ) that is assumed to be a linear function of the colour 
matching functions such that: 
 ( ) ( ) ( ) ( )R G BV L r L g L bλ λ λ λ= + +  (6.6) 
where LR, LG and LB represent the luminances of unit magnitude of the reference stimuli R, 
G, B (Ohta and Robertson, 2005).  
Then, applying Eq. (6.2) through Eq. (6.4) and substituting in Eq. (6.6) the following 
equation is obtained: 
 ( ) ( ) ( ), ( ) ( ) ( ), ( ) ( ) ( )r s r g s g b s bλ λ λ λ λ λ λ λ λ= = =  (6.7) 
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with 
 
( )( ) ( ) ( ) ( )R G B
V
s
L r L g L b
λλ λ λ λ=  (6.8) 
In 1931 Guild transformed his and Wright’s results to a common system later adopted by 
the CIE as the standard colorimetric observer (Smith and Guild, 1931, Guild, 1932). In 
this early system the primaries stimuli were monochromatic lights of 700, 546.1 and 
435.8nm. The primaries were chosen in such way that equal quantities of each matched 
the colour of an equal energy spectrum thus normalizing the colour matching functions 
(Lee, 2005).  
 
 
Figure 3-2: CIE RGB colour matching functions 
3.1.1.3 The CIE XYZ colorimetric observer 
After the establishment of the RGB colour specification system, the CIE devised a new 
system designed to solve several practical issues that arose from the RGB standard 
observer. The new system was derived on the RGB colour system and based on three 
colour stimuli X, Y, Z which are located outside the locus of monochromatic colours 
defined by the RGB chromaticity coordinates; therefore, they are referred as imaginary 
stimuli. 
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 Albeit physically unrealisable, the X, Y, Z  stimuli are defined mathematically, allowing 
deriving a new set of colour matching functions with several particular characteristics 
simplifying colorimetric calculations (Lee, 2005).  
Figure 3-3 depicts the triangle enclosed by the chromaticity points of the X, Y, Z colour 
stimuli. It fully encloses the spectrum locus of all monochromatic colour stimuli resulting 
in a set of positive x, y, z chromaticity values and coordinates. The CIE XYZ standard 
colorimetric observer is defined by first transforming the r,g,b chromaticity coordinates to 
x,y,z chromaticity coordinates at wavelength (λ) (Figure 3-4) and subsequently converting 
the chromaticity coordinates to tristimulus values. The conversion first equates the y(λ) 
chromaticity to the luminous efficiency function V(λ) and then normalises the x(λ) and 
z(λ) chromaticity coordinates by dividing over this value (Lee, 2005). 
 
Figure 3-3: Chromaticity coordinates of the CIE 1931 XYZ primary colour stimuli and the 
spectral locus. 
The normalisation ensures that the ( )y λ  colour matching function equals the luminosity 
function V(λ), thus allowing the calculation of several photometric quantities directly from 
colour matching data  (Wyszecki and Stiles, 1982) 
In 1964 the CIE commission adopted an improved set of colour matching functions based 
on the work of Stiles and others. In these experiments a total of 49 observers were used for 
colour matching experiments on a 10° bipartite screen. The resulting system is referred as 
the CIE 1964 10° standard colorimetric observer. A comparison between the 1931 and 
1964 colour matching functions is depicted in Figure 3-5.  
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Further revisions and improvements to the standard colorimetric observer have been 
performed since then taking into account data obtained after measuring directly the 
sensitivities of the human cones or cone fundamentals (Stockham et al., 1993, Stockman 
and Sharpe, 2000). 
 
Figure 3-4: RGB and 1931CIE XYZ chromaticity diagrams. 
 
Figure 3-5: CIE tristimulus values for the CIE 1931 and 1964 standard observers. Solid lines correspond to the 2o 
field (1931); dashed lines represent the 10° field (1964). 
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3.1.2 Colour temperature and correlated colour temperature 
The term colour temperature is commonly used to describe the chromatic quality of a 
given source provided that its colour is near white. The number specified by the colour 
temperature corresponds to the temperature required for a Planckian radiator to produce a 
chromaticity equal to the stimulus with the same brightness (Borbély et al., 2001, 
Wyszecki and Stiles, 1982).   
Excepting tungsten filaments, most light sources do not have a colour equally matching 
that of the Planckian radiator. In this case the word correlated colour temperature is used 
instead, and it is defined as “the temperature of the blackbody radiator whose perceived 
colour most closely resembles that of the given radiator at the same brightness and under 
specified viewing conditions” (Wyszecki and Stiles, 1982).  
Calculation of the correlated colour temperature is attained by implementing 
isotemperature lines. When plotted on a uniform colour space, such as the CIE 1960 UCS, 
isotemperature lines are represented by short straight lines crossing the Planckian locus. 
However when the same lines are represented on a non-uniform colour space the lines are 
no longer perpendicular to the Planckian locus, thus interpolation and tables should be 
used to obtain the correlated colour temperature for a particular source (Wyszecki and 
Stiles, 1982). 
The correlated colour temperature of a given source can be calculated by distance or 
minimization methods. The former involves finding the length of the arc of a circle whose 
centre is located at the intersection of the two isotemperature lines adjacent to the 
chromaticity of the light source (Lee, 2005, Wyszecki and Stiles, 1982). The coordinates 
of the isotemperature lines have been calculated for the CIE USC 1960 and the 1931 
diagram and are available from the literature (Robertson, 1968). The minimization method 
involves finding the colour temperature minimizing the colour difference between the 
sample light source and that for the Planckian radiator (Borbély et al., 2001).  
3.1.3 Optoelectronic conversion function (OECFs) 
The output of a digital camera is the result of quantising the voltage signal produced after 
amplifying the electrical response of a CCD or CMOS sensor predicted from Eqs. (5.32) 
and (5.33) (Holst and Lomheim, 2007). The Optoelectronic conversion function (OECF) 
or transfer function describes the precise mechanisms by which the camera electronics 
(amplifiers, analogue-to-digital converter) converts the linear sensor response to an 
incident energy signal to discrete digital values or pixel intensity counts (Wüller, 2007). 
In an ideal system presenting a response linearly related to the input energy, the number of 
photoelectrons generated by the sensor is directly related to the incident energy which is 
determined by the exposure (integration time) (Eq. (5.29)). Nevertheless the camera 
response is a discrete number or pixel intensity level such that 
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ηρ ρ
η
=  (6.9) 
where ρ is the camera response for the ith colour channel, ρmax is the maximum bit level 
(255 for an 8 bit space), ηpe is the number of electrons generated at a pixel site with i 
colour filter and ηpemax is the maximum number of electrons that can be stored in the well 
for each pixel site. 
Ignoring optical aberrations and other defects, Eq. (6.9) describes the camera response 
produced by most digital cameras designed for technical and scientific purposes. However 
most consumer-level digital cameras produce an output that is not linearly related to the 
amount of energy incident on the sensor; in other words, the relationship between the 
number of generated photoelectrons ηpe and the camera output ρ is described by a non-
linear expression (Cheung and Westland, 2003, Cheung et al., 2005, Martínez-Verdú et al., 
2003, Westland and Ripamonti, 2004). 
For example, the camera output may be modified according to the sRGB specification to 
include a power-law function 
 max
max
pe
pe
γηρ ρ
η
 
=   
 
 (6.10) 
In addition, as described below, there may be overflow drain effects which modify this 
relationship further. Generally, all we can say is that there is some functional relationship 
between the number of photoelectrons generated by the sensor and the camera output such 
that 
 
max max
peG
ηρ
ρ η
 
=  
 
 (6.11) 
where G is the optoelectronic conversion function. 
In cameras with a linear response any excess photoelectron generated in a filled electron 
well is removed by the electron draining system or overflow drain (Kawai et al., 1995). An 
effective electron draining system ensures a linear camera response preventing excess 
photoelectrons to move or “spill” into adjacent wells. Nevertheless electron drainage 
designs implemented in consumer-level digital cameras allow a certain amount of electron 
spilling resulting in camera responses above the linear response region as depicted in 
Figure 3-6 (Holst and Lomheim, 2007, Kawai et al., 1995). By increasing the camera 
response above the linear response region high intensity signals are compressed making  it 
possible to record a wider range of intensities; therefore, expanding the dynamic range of 
the camera (Triantaphillidou, 2011c).  
The precise amount of energy required to activate the electron drainage system determines 
the extent of the linear output response for a given camera model. An inflexion point or 
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“knee” is created at the energy level where the electron drainage system starts operating. 
Above this point the camera response, albeit linear, presents a different slope than the one 
defining the linear response region as depicted in Figure 3-6.  
The gain function of a consumer-level digital camera equipped with an electron draining 
system as the one just described can be described by two different gain functions. Based 
on this observation Kawai et.al (1995) modelled a camera gain function in terms of 
photodiode N-layer potential (VPD) described by Eq. (3.12): 
 
(0)log 1 exp exp ,o I IPD PD
PD PD
I I T I T qV V B
I C C kT
λ λ
λ
η β β
β η η
          
= − + − =       
           
 (6.12) 
where CPD is the photodiode capacitance, Iλ is the total photocurrent, TI is the exposure 
time and η is a non-ideality factor representing the base efficiency ranging from 1 through 
10. 
 
Figure 3-6: Camera output Vs. different amounts of energy input (OECF curve) describing the effect of a non-ideal 
electron draining system. Figure adapted from Kawai et.al. (1995) and Holst & Lomheim (2007). 
If, in addition to the effects of the gain function, the camera output is also subject to 
gamma correction prior colour encoding, it is made clear from Eq. (6.9) and Eq. (6.12) 
that the resulting OECF cannot be described by a simple linear expression or a 
combination of linear terms. 
When the final objective of image recording is obtaining quantitative information related 
to the amount of energy reflected from a subject either in energy or colorimetric terms, it 
is essential to use camera output values that are linearly related to the sensor response 
(Higham et al., 2010, Kamilar and Bradley, 2011).  
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Linear camera responses are also required when either Eq. (5.30)  or Eq. (5.31) are 
implemented to solve for unknown system characteristics such as spectral sensitivity 
curves or for applying spectral reconstruction techniques (Alsam and Finlayson, 2007, 
Alsam and Lenz, 2007, Finlayson and Hubel, 1998, Finlayson and Morovic, 2005). Finally 
linear camera responses are also required when the objective is mapping from the colour 
space spanned by the camera sensors to another colour space spanned by a different set of 
sensors. Examples of possible target colour spaces include one of the CIE colorimetric 
observers, CIE uniform colour spaces (Cassey et al., 2012, Fairchild et al., 2008) and 
animal observers whose spectral sensitivity spans the same wavelength interval as the 
camera with 3 or less photoreceptors (Bergman and Beehner, 2008, Higham et al., 2010, 
Pike, 2010, Robertson and Robertson, 2008, Stevens et al., 2007).  
The process of recovering the linear camera response from an RGB camera output is 
commonly referred as linearisation. It may be attained implementing either analytical or 
direct methodologies. Analytical methods recover the value of the gamma correction 
directly from images implementing analysis in the frequency domain (Farid, 2001) whilst 
direct methods involves first reconstructing the camera OECF and secondly fitting a 
function to it.  
Mathematically the problem is stated as finding a function describing the OECF curve in 
Eq. (6.9) and then solving for the number of photoelectrons generated by the sensor on 
each colour channel (Martínez-Verdú et al., 2003, Westland and Ripamonti, 2004, Solli et 
al., 2005, Pike, 2010, Stevens et al., 2007).  
The experimental procedure to reconstruct the OECF curve consists in collecting camera 
responses to various stimuli of known intensity varying in magnitude. The required stimuli 
may be obtained by employing calibration charts of known reflectance or irradiance 
(International Organization of Standardization 1999), or by exposing the camera to a light 
source of known spectral power distribution (SPD). In the latter case stimuli differing in 
intensity may be obtained making use of neutral density filters, selecting different ƒ-
number apertures, varying the shutter speed or a combination of all these (Bérube et al., 
1999, Martínez-Verdú et al., 2003, Párraga et al., 2002, Pike, 2010, Stevens et al., 2007). 
Once the OECF curves have been obtained for each colour channel the next step consists 
in finding an adequate function fitting the reconstructed curves. The nature of the fitting 
function depends on the precise form of the OECF curve being characterised and the 
specific sensor characteristics. OECFs from cameras producing an output linearly related 
to the energy input may be fitted by exponential functions or applying the inverse gamma 
correction applied by the selected colour space as non-linearities are only introduced 
during colour encoding (Vora et al., 1997). 
Cameras presenting an OECF similar to the one depicted in Figure 3-6 may also be fitted 
with an exponential function as long as the characterised camera output range is limited to 
the linear response region (Stevens et al., 2007). Nevertheless if the characterised OECF 
range includes the saturation region up to the clipping point either high-order polynomials 
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or non-linear functions with several terms must be implemented (Cheung et al., 2005, 
Westland and Ripamonti, 2004). 
The final step to recover linear values is inverting the fitting function; however, this may 
prove extremely difficult specially when employing non-linear functions or high-order 
polynomials. Another option is inverting the axes prior to fitting. In this case a function 
describing the inverse gain function is found directly and linear values are then recovered 
by evaluating Eq. (6.13) for the desired camera output (ρ) for colour channel i. 
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Alternatively it is also possible evaluating Eq. (6.13) for different closely spaced ρi values 
and then using interpolation to find unknown values. This approach, referred as the look 
up table (LUT) method, was the method selected for the present study. 
3.1.4 Spectral sensitivity curves 
In section 2.5.3, spectral sensitivity was defined as the ratio of output signal to incident 
energy expressed as a function of wavelength (Lee, 2005), it is the graphical 
representation is referred as spectral sensitivity curve.  
When a single or a set of filters such as hot mirror filter, UV barrier filter, colour 
correction filter, etc… are present on top of the sensor; the resulting camera sensitivity 
corresponds not only to the sensitivity of the material making up the sensor but, to the 
combined spectral sensitivities of each one of the filters present in the system. Digital 
cameras equipped with a colour filter array have not one but several spectral sensitivity 
curves equal to the number of colour channels. (Cheung et al., 2005, Shimano et al., 
2007). 
Similarly to the OECFs the spectral sensitivity curves may be reconstructed by analytical 
or direct methods. Analytical methods recover the spectral sensitivity from camera 
responses inverting a simplified version of Eq. (5.33) such that: 
 ( ) ( ) ( )a qb S E R dρ λ λ λ λ= ∫  (6.14) 
where ρ is the camera response in the ith colour channel, E(λ) is the spectral irradiance, 
S(λ) is the spectral reflectance of a sample and Rq(λ) is the spectral sensitivity of the ith 
colour channel.  Commonly the integral is replaced by summation over a set of n discrete 
sampling intervals spanning the desired spectral range. This simplification leads to Eq. 
(6.15) where ∆λ is a scalar representing the size of the sampling intervals (Finlayson et al., 
2006) 
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 50 
 
Most digital cameras are sensitive to radiations within the 400-700 nm interval similar to 
the spectral range where the human visual system is sensitive (Finlayson et al., 2006, 
Stevens et al., 2007); therefore, the values of n and ∆λ depend more on the light source 
employed for recording the camera responses. Values of ∆λ = 10 nm and n = 31 are 
commonly used for calculations when using tungsten or daylight simulators (Smith et al., 
1992, Alsam and Lenz, 2007). 
Camera responses are collected for a set of m calibration targets covering the same 
spectral range as the one spanned by the sensor. Usually calibration targets such as the 
Macbeth Colour Checker or other charts based on it are employed for this purpose. The 
Macbeth Colour Checker consists of 18 colour samples representing naturally occurring 
objects, the additive and subtractive primaries and six achromatic samples ranging from 
black to white and four intermediate grey shades totalling 24 samples (McCamy et al., 
1976).  
When using a calibration chart Eq. (6.15) is expressed using matrix notation and linear 
algebra methods are implemented for solving for the unknown sensitivities. This is 
expressed by Eq. (6.16) where hatted letters represent matrices and the symbols are as in 
Eq. (6.15). 
 
   ( )T qS diag E Rρ =  (6.16) 
When employing the 24 samples available in a Macbeth calibration chart and expressing 
the sensitivity functions in the interval 400-70 nm at 10 nm intervals, recovering the 
camera sensitivity functions from Eq. (6.16) implies solving for 24 equations with 31 
unknowns. This is an under-determined system and a solution implementing least squares 
approximation leads to highly inaccurate results (Alsam and Lenz, 2007, Cheung et al., 
2005, Finlayson and Hubel, 1998). 
The solution may be improved by: reducing the dimensionality of the problem, i.e. 
implementing linear reflectance models, and including several constraints related to the 
physical characteristics of both the samples and the sensors (Maloney, 1986, Maloney and 
Wandell, 1986). In this case the problem becomes an optimisation problem that may be 
solved using different approaches such as quadratic and linear programming, projection 
into convex sets and metameric blacks (Alsam and Lenz, 2007, Cheung et al., 2005, 
Finlayson and Hubel, 1998, Pike, 2010, Shimano and Hironaga, 2010, Westland and 
Ripamonti, 2004).  
A more direct approach for reconstructing the spectral sensitivity curves consists in 
solving directly for the sensitivity at each measured wavelength from linear camera 
responses. Briefly, the method consists in exposing the camera to a set of monochromatic 
stimuli of known spectral exposure (h(λ)), recovering the linear camera response for each 
measured stimulus and solving for Eq. (5.36). The number of measured stimuli depends on 
the spectral range and the sampling interval selected (Bérube et al., 1999, Fairchild et al., 
2008, Martínez-Verdú et al., 2002).  
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Compared to the optimisation method, the direct method has the advantage of requiring 
less assumptions, using smaller wavelength intervals without increasing the complexity of 
the optimisation problem and taking into account the characteristics of real devices such as 
noise (Bérube et al., 1999, Martínez-Verdú et al., 2003, Párraga et al., 2002, Stevens et al., 
2007). The main drawbacks; however, are the inherent difficulty of obtaining accurate 
radiance readings for the quasi-monochromatic stimuli and required instrumentation (Lee, 
2005, Alsam and Finlayson, 2007).  
3.2 MATERIALS AND METHODS 
3.2.1 Radiation sources 
Two different flash units were employed to produce radiation in the long ultraviolet and 
visible regions of the electromagnetic spectrum: A Canon Macro Twin Lite MT-24EX 
(Canon, Japan) and a Nikon Speedlight SB-1 (Nikon, Japan) modified for ultraviolet 
photography. The modification procedure consisted in polishing off the yellow coating of 
the flash tube to increase the ultraviolet output. Conversion was performed by a 
professional camera technician (Mrs Shane Ellen) in the United States (contact details at 
http://www.ultraviolet-photography.com).  
The Macro Twin Lite flash unit consists in two independent flash units positioned on a 
ring that is fitted in front of the lens using an adaptor ring. Both units may be 
independently positioned along the ring at any angle within a 60° arc centred at 0°. Each 
individual flash unit may be displaced along this axis at 22.5° increments. Further 
flexibility is provided by the possibility of tilting each unit individually up to 30° outwards 
from the lens and up to 60° inwards towards the lens at 15° increments. The two flash 
units were positioned at 0° along the vertical axis (ring) and kept parallel to the film plane 
by fixing the tilt position at 0° for all measurements 
The modified Nikon SB-14 Speedlight was mounted in a flash bracket (Nikon, Japan) 
keeping the unit at a fixed distance from the camera during all measurements. The distance 
between the centre of the flash unit and the viewfinder was 0.125m.  The flash unit head 
was kept perpendicular to the sensor plane during all measurements.   
Output power was set at 1/4th of the total power for the Canon MT-24EX flash and at full 
power for the modified Nikon SB-14 for all measurements. 
3.2.1.1 Flash units spectral power distribution and guide number. 
Spectral irradiance for both units was recorded using an ILT-900 spectroradiometer 
(International Light Technologies, USA) equipped with a W2 quartz cosine receptor 
(International Light Technologies, USA) connected via an optical fibre to the 
spectroradiometer. The instrument was connected to a PC and controlled using the 
SpectriLight V3.0 software provided by the instrument manufacturer.  
Flash readings were recorded after programming the spectroradiometer to record ten 
consecutive readings of 500 milliseconds each to ensure recording the peak exposure from 
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flash. The flash was manually fired immediately after initiating the recording sequence. 
The ten obtained readings were then visually inspected and only the reading corresponding 
to the flashing event was retained for further analysis.  
A total of 48 readings were obtained for the Canon MT-24EX flash and 30 for the 
modified Nikon SB-14 unit. Ten readings were obtained after placing the Canon MT-
24EX flash at each of 0.35 m, 0.45 m, 0.55 m, 0.7 m and 1 m from the cosine receptor. 
Five readings were obtained after placing the modified Nikon SB-14 at 0.25 m, 0.35 m, 
0.45m 0.55 m, 0.70 m and 1m from the cosine receptor. Two of the obtained readings for 
the Canon flash, one corresponding to 0.55 m and one to 1.00 m, were removed from the 
analysis as they did not contain the flash exposure.   
To ensure constancy between the calibration measurements and the field measurements 
the flash units were positioned in the same arrangement during these two phases: The 
Canon MT-24EX was mounted on a Canon 40D (Canon, Japan) equipped with a Canon 
EF 100 mm macro lens (Canon, Japan) and the modified Nikon SB-14 was mounted on a 
bracket attached to a Nikon D70s camera (Nikon, Japan) equipped with a Micro Nikkor 
105mm quartz lens (Nikon, Japan). Flash units were aligned first mounting the flash unit 
either on the bracket (Nikon unit) or in the hot shoe of the camera (Canon unit) and then 
moving the camera until the cosine collector was located at the centre of the viewfinder as 
depicted in Figure 3-7. 
Each reading of the spectroradiometer consists of the spectral irradiance of the measured 
flash unit between 250-950 nm at 1 nm intervals. The instrument reports spectral 
irradiance in energy units (µW·cm-²·nm-1) that were subsequently converted into quantum 
units (µmol·m-²·s-1·nm-1) using Eq. (5.16)(Andersson and Prager, 2006, Endler, 1990, 
Kirk, 1994) and binned at 5 nm intervals.  
For all subsequent analysis only data corresponding to the 395-700 nm wavelength 
interval was retained for the Canon MT-24EX flash unit and data corresponding to the 
300-400 nm was retained for the modified Nikon SB-14 flash unit. Spectral irradiance 
readings corresponding to the modified Nikon SB-14 flash unit were multiplied by the 
spectral transmission of the Baader U filter (Company Seven, USA) placed over the sensor 
of the Nikon camera for cutting off radiations below 320 nm and above 395 nm (Figure 
3-8).  
Total power output for each flash unit at each measured distance was calculated from the 
area under the curve of the mean spectral irradiance. Areas were calculated replacing 
integration by summation following standard procedures (Lee, 2005, Malacara, 2011, 
Ohta and Robertson, 2005, Wyszecki and Stiles, 1982). The wavelength interval selected 
for calculating total power differed between units: a wavelength interval of 395-710 nm 
was selected for the Canon flash unit whilst a spectral range of 300-400 nm was selected 
for the modified Nikon SB-14 flash unit.  
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Figure 3-7: Setup for irradiance recordings. (A) Canon Twin Lite flash (B) Nikon Speedlight SB-140. Grey squares 
represent flash units and the inverted triangles the receptor. 
 
 
Figure 3-8: Transmittance of the Baader-U filter in a 200-1000 nm interval. 
Guide number equations were obtained by fitting a power function to a plot of total 
irradiated power versus distance for the two tested units. A value of 0.032 metres was 
added to all the distance values taking into account the existent distance between the 
actual position of the sensor and the cosine collector prior to fitting procedures. Curve 
fitting procedures were performed in a least squares sense employing the Curve Fitting 
Toolbox v.2.0 for Matlab (The Mathworks, USA). The same software package was 
employed for calculating the goodness of fit statistics. 
          (A)                            (B) 
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3.2.1.2 Colour temperature and spectral consistency tests 
Consistency in spectral output at different distances was tested on the Canon MT-24EX 
and the modified Nikon SB-14. Most of the light produced by the Canon flash unit is 
emitted in a 400-700nm wavelength interval; therefore, correlated colour temperature was 
measured for each obtained spectral power distribution (SPD) as a measurement of 
spectral consistency.  
Spectral power distributions obtained from each measurement were expressed in terms of 
CIE 1961 UCS u v chromaticity coordinates. Correlated colour temperatures were then 
obtained interpolating data from isotemperature lines of known colour temperature 
available in the literature (Borbély et al., 2001, Wyszecki and Stiles, 1982). Subsequently 
the u v chromaticity coordinates were transformed into CIE 1931 x y chromaticity 
coordinates and plotted on the CIE 1931 chromaticity diagram. 
Neither chromaticity values nor colour temperature are defined below 380 nm (Wyszecki 
and Stiles, 1982); therefore, spectral consistency of the modified Nikon flash unit output 
was measured by comparing the spectral power distribution of the readings obtained at 
different flash-sensor distances. The developed methodology, referred as spectral segment 
analysis, is based on the segment classification method originally developed for 
comparing visual signals based on their spectral shape (Endler, 1990, Endler and Mielke, 
2005, Armenta et al., 2008).  
The first step of the spectral segment analysis consists in normalising each spectrum by its 
total energy. Each normalised spectrum is subsequently divided into different segments of 
arbitrary length allowing comparing different regions separately in terms of relative 
energy contribution to the total signal. This is particularly useful when the observed 
variations are localised in a particular spectral interval rather than in the entire spectral 
shape. Comparison among segments is attained by implementing standard statistical 
methods. In this particular case a single-factor within-subjects design was implemented 
(Keppel and Wickens, 2004).  
Following the methodology just presented each measured spectrum was divided into seven 
equally sized segments: 300-310nm, 315-325nm, 330-340nm, 345-355nm 360-370nm, 
375-385nm and 390-400nm. The relative energy contribution of each segment (Si) to the 
total signal was then obtained dividing the energy contained by each segment by the total 
energy carried by the signal (Eq. (6.17) ):  
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 (6.17) 
where E(λ) represents spectral irradiance in either energy or quantum units, Si the ith 
segment, and b and a represent the upper and lower wavelength limits of each Si segment. 
 55 
 
Relative energy (segments) corresponding to each one of the five measurements taken at 
each tested distance were averaged. Average relative energy values were then compared 
implementing a within-subjects design with distance as the between subjects factor (A = 6) 
and spectral segment as the within factor (B = 7).Statistical analysis was performed using 
the General Linear Model analysis tool available in SPSS v.17 (SPSS IBM, USA). 
3.2.2 Digital cameras characterisation 
Three digital cameras were characterised to obtain a system capable of recording 
radiations within a 320-710 nm spectral interval: A Canon D40 (Canon, Japan), a Fuji S3 
UVIR and a Nikon D70s modified for ultraviolet recording.  
The Canon camera represents a standard digital camera recording images in the visible 
range of the electromagnetic spectrum from about 400 to 710 nm. The device was 
equipped with a Canon EF 100 mm macro lens and a skylight filter (Hoya, Philippines) 
mounted in front of the lens for cutting off radiations below 300 nm (Figure 3-9 green 
line).  
In most digital cameras a hot mirror filter is placed on top of the sensor for cutting off 
radiations above 700 nm (Holst and Lomheim, 2007). The spectral transmittance of a hot 
mirror filter present in a standard digital camera is depicted in Figure 3-9 (blue line). The 
addition of this filter is deemed necessary for an accurate colour reproduction as most 
digital sensors are highly sensitive to infrared (Holst and Lomheim, 2007, Jenkin, 2011a, 
Wolfe and Hirakawa, 2009). 
 
Figure 3-9: Spectral transmittance of a typical hot mirror filter placed on top of the sensor, the Hoya skylight filter 
fitted on the lens and the combined effect of the two filters. 
On the other hand the Fuji S3 and the Nikon D70s cameras are capable of recording long 
ultraviolet radiation below 400 nm (Dyer et al., 2012, Richards, 2010, Sanfilippo et al., 
2010). Furthermore the ultraviolet sensitivity of the Nikon D70s was increased subjecting 
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it to a modification for ultraviolet recording. The modification was carried out by a 
professional camera technician (Camera Clinic, Melbourne, Australia) including the 
replacement of the standard hot mirror filter by a Baader U filter (Company Seven, USA) 
and adjusting the focusing point.  
A Micro Nikkor 105 mm quartz lens (Nikon, Japan) was mounted on the Fuji S3 UVIR 
and the modified Nikon D70s to ensure free transmission of ultraviolet radiations. Quartz 
optics as the one here employed freely transmits ultraviolet, visible and infrared radiation 
from 200 nm onwards (Eastman Kodak Company, 1972, Ray, 1999, Williams and 
Williams, 1993). The Baader U filter effectively cuts-off radiations from 398 nm up to 
1100 nm excepting a negligible transmission peak of less than 1 %   about 730 nm 
(Sanfilippo et al., 2010) (Figure 3-8). Using a Baader-U filter ensures that the sensor 
response is induced solely by ultraviolet radiation.  
In the Fuji camera the filter was mounted in the front of the lens by means of a filter 
holder (Nikon, Japan) whilst the filter was permanently placed on top of the sensor in the 
modified Nikon D70s camera.  
3.2.2.1 Optoelectronic conversion functions and linearisation 
OECF curves corresponding to the different colour channels of each tested camera were 
reconstructed by plotting the camera response, in pixel intensity values, to stimuli of 
varying intensity. A xenon arc lamp type VX150-1f-2b-L (Siemmens, Germany) 
continuously emitting radiation between 300 to 800 nm was selected as radiation source 
(Figure 3-10). 
 
Figure 3-10: Spectral power distribution of the xenon arc lamp employed for reconstructing the OECF of the three 
tested cameras. Spectral power distribution was measured during the course of the experiments. 
3.2.2.1.1 Canon 40D: Visible region of the electromagnetic spectrum (395-710nm) 
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For reconstructing the OECF curves for the Canon 40D the xenon arc lamp signal 
intensity was reduced using a set of four neutral density filters (Newport, USA) with 0.1, 
0.2, 0.5 and 1.0 optical densities. Signals of 0.3, 0.7, 1.2 and 1.5 optical densities were 
obtained combining the filters. Filters were mounted on a filter holder located at 0.12 m 
from the xenon arc lamp.  
The signal produced by the light source was projected though a baffle and projected on a 
glass diffuser screen (Edmund Optics, USA) placed on a filter holder positioned at 0.462 
m from the light source. This set-up helped to reduce stray light and ensured an even 
illumination. Radiance of each signal was measured by means of an ILT-900 
spectroradiometer (International Light Technologies, USA) equipped with a narrow 
acceptance collector (International Light Technologies, USA) and calibrated for radiance 
readings. The instrument was controlled using the Spectrilight software v3.0 provided by 
the instrument manufacturer. Radiance readings were obtained by placing the sensor in 
contact with the diffuser screen in order to reduce stray light. Each radiance reading 
consists of the average of 5 different scans between 250-950 nm at 1 nm intervals. 
Raw data were transformed from energy (µW/cm²/nm/sr) to quantum units (µmol·m-²·s-
1
·nm
-1
·sr
-1) applying Eq. (5.16) (Andersson and Prager, 2006, Endler, 1990, Kirk, 1994) 
and subsequently binned at 5 nm between 300-710 nm. Only data corresponding to the 
395-710 nm interval were used for subsequent analyses.  
The total number of photons reaching the camera during each exposure was calculated 
from Eq. (5.29). Total radiance (L) was calculated from the area under the curve obtained 
from signals varying in intensity. Total radiance was calculated replacing integration by 
summation (Holst and Lomheim, 2007). 
Camera responses were obtained after completing the radiometric measurements for all 
signals. The Canon 40D camera was mounted on a tripod and placed at 1.04 m from the 
screen. Camera was set at ISO 400 and the flash white balance was selected. For each 
signal, a set of 9 images were recorded corresponding to the lens ƒ-numbers 8, 9, 10, 11, 
13, 14, 16, 18, 20 and 22. Shutter speed was fixed at 1/60th of a second. A dark image, 
with the lens cap on, was recorded at the beginning of the image recording process 
accounting for dark noise. Dark image was subsequently subtracted from all the camera 
response images (Cheung et al., 2005, Stevens et al., 2007). 
Images were recorded in the native raw format of the camera (.CR2) and processed using 
Adobe Camera Raw Plug-in v 6.7 for Photoshop CS5 (Adobe Incorporated, USA). During 
this stage the white balance was set at 5100 K to obtain a response, as equal as possible, 
from all the colour channels. Subsequently images were encoded into the Adobe 1998 
colour space and saved as uncompressed 8-bit TIFF files. 
Camera responses consist of the mean RGB values obtained after sampling a 50 x 50 pixel 
area located at the centre of each image. Sampling coordinates were determined visually 
from the processed TIFF files using the rectangular selection tool available in Image J 
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v1.42q (Abramoff et al., 2004). Image sampling and calculation of image statistics: mean, 
standard deviation, minimum and maximum values, were performed using custom codes 
written for Matlab release 2009b (The Mathworks, USA). 
Camera responses and their associated exposure values were divided into two sets: A 
training set containing camera responses and exposure values for ƒ-apertures 8,9,10 and 
16; and a testing set containing camera responses and exposure values for ƒ-apertures 11, 
13 and 14. The data corresponding to the training set was used to derive the OECF curves 
and the LUT required for linearising the camera output whilst the data in the testing set 
was used for evaluating the results of the methodology. 
Camera responses and exposure were normalised in a 0 to 1 scale prior to fitting 
procedures. Normalisation was done by dividing each camera response and its 
corresponding exposure by the maximum camera output (ρmax) and the maximum exposure 
(Hmax) respectively. Maximum camera output was established at 235 intensity levels to 
avoid information loss due to clipping (Stevens et al., 2007). Maximum exposure is here 
defined as the number of photons required to obtain a camera response equal to 235 
intensity levels. Maximum exposure for each channel was obtained from the OECF curves 
by interpolation. 
A cubic Bézier curve was fitted to each normalised OECF curve. The control points 
defining each Bézier curve were found minimizing the distance between the observed 
camera responses at each stimuli and the fitting curve in a least squares sense. Fitting 
procedures were carried out implementing the Cubic Bezier least square fitting algorithm 
(Khan, 2009) written for Matlab (The Mathworks, USA). 
Look up tables (LUTs) were constructed from the cubic Bézier curves fitting the data by 
interpolating an independent parameter t, between 0 and 1 at 0.01 intervals, applying 
Horner’s rule (Hansford, 2002). Linear camera responses for each colour channel were 
subsequently recovered by interpolating the values available in the different LUTs after 
inverting the x and y axes. 
A linear statistical model (linear regression) was fitted to the recovered linear camera 
responses to validate the results obtained from the linearisation procedure. Statistical 
analyses were performed using SPSS Statistics v17.0 (IBM Corporation, USA). 
3.2.2.1.2 Fuji S3 UVIR and modified Nikon D70s: Ultraviolet region of the spectrum (300-
400 nm) 
The methodology followed for characterising the Fuji S3 UVIR and the modified Nikon 
D70s was the same as the one described in Section 3.2.2.1.1. Nevertheless some variations 
were deemed necessary due to the limited ultraviolet transmission of neutral density filters 
and the glass diffuser screen (Ray, 2002). 
The intensity of the UV rich signal emitted by a xenon arc lamp (Siemens, Germany) 
(Figure 3-10) was reduced by projecting it on five diffuse achromatic samples reflecting 
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86.5 %, 60.3 %, 51.2 %, 15.4 % and 2.3 % of the incident radiation in a 300-400 nm 
interval ( 
Figure 3-11). Achromatic samples were constructed by mixing barium sulphate with 
different proportions of activated coal following published protocols (Dyer et al., 2004). 
Diffusive characteristics of the achromatic targets were evaluated prior to continuing with 
the characterisation procedure for the ultraviolet sensitive cameras. To this end several 
radiance readings of each target at different angles along an arc of about 60° were 
recorded. The implemented methodology is similar to the one implemented by Chiao et.al. 
(2000). No significant difference was found in the radiance readings performed at the 
tested angles therefore a quasi-lambertian diffusion was assumed for the UV calibration 
targets. 
 
Figure 3-11: Spectral reflectance of the five achromatic samples available in the calibration chart for ultraviolet 
photography. Reflectance was measured with an Ocean Optics USB4000 (Ocean Optics, USA) coupled to an 
integration sphere (Ocean Optics, USA). A deuterium-halogen source (Ocean Optics, USA) was employed to produce 
radiation in the long ultraviolet region of the spectrum. 
The use of diffuse reflecting samples made unnecessary the use of a diffusion screen such 
as the one employed during the characterisation of the Canon camera. The spectral 
radiance of the signal reflected by each achromatic sample was measured with an ILT-900 
(International Lighting Technologies, USA) equipped with a narrow acceptance angle 
sensor and calibrated for measuring radiance.  
Radiance readings were obtained after placing each calibration target 0.246 m away from 
the xenon arc lamp and irradiating the targets at normal incidence. The sensor was placed 
at 0.065 m from the calibration chart and oriented 45° from the target normal.  
Readings were processed following the same protocol described in Section 3.2.2.1.1. Only 
those readings corresponding to the 300-405 nm wavelength interval were retained for 
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further analyses. Binned and converted readings were subsequently multiplied by the 
transmission curve of the Baader-U filter (Company Seven, USA) prior to calculating the 
total radiance reflected by each achromatic sample (Figure 3-12). Total radiance for each 
signal was obtained from the area under the resulting curve replacing integration by 
summation.  
 
Figure 3-12: a) Spectral radiance reflected from each achromatic sample available in an ultraviolet calibration chart. 
b) Signals in a) after being multiplied by the spectral transmission of a Baader-U filter. 
Camera responses were recorded immediately after completing the radiance readings. The 
Fuji S3 UVIR camera was mounted on a tripod and placed 1.077 m from the calibration 
chart for ultraviolet whilst the modified D70s Nikon was located at 1.042 m from the 
chart. Both cameras were orientated 45° from the calibration target normal. Cameras were 
aligned in such a way that the recorded sample was always situated at the centre of the 
viewfinder.  
For the characterisation of the two tested cameras each achromatic sample was recorded 
by selecting all the ƒ-apertures available in the Nikkor 105mm quartz lens: 4.5, 5.6, 8, 11, 
16, 22 and 32. Half ƒ-numbers other than 4.5 were not selected as the lens does not 
possess stopping marks for these apertures. Shutter speed was kept fixed at 2” for the 
modified Nikon D70s and at 8” for the Fuji S3UVIR during all measurements. 
An ISO speed of 200 was selected in the two tested cameras. Flash white balance was 
selected for the modified Nikon D70s camera whilst daylight white balance program was 
selected for the Fuji S3 UVIR. This decision was made as the flash white balance program 
is not available in the Fuji S3 UVIR camera and daylight has the closest colour 
temperature to that of the xenon present in most flash units (Malacara, 2011, Ray, 2011, 
Wyszecki and Stiles, 1982). Images were recorded in the native raw format for each 
camera: .NEF for the modified Nikon D70s and .RAF for the Fuji S3 UVIR. The sRGB 
colour space was selected in the two tested devices.  
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During post-processing raw images were converted into the sRGB IEC61966-2.1 colour 
space and saved as uncompressed 8-bit TIFF files. Post-processing was carried out 
implementing the Camera Raw Plug-in v.6.7 for Photoshop CS5 (Adobe Incorporated, 
USA). 
Camera responses for the two tested cameras consist of the mean RGB values obtained 
after sampling a 50x50 pixel area located at the centre of each image. Sampling 
coordinates were determined visually from the TIFF files using the rectangular selection 
tool available in Image J v1.42q (Abramoff et al., 2004). Image sampling and calculation 
of image statistics: mean, standard deviation, minimum and maximum values, were 
performed using custom codes written for Matlab release 2009b (The Mathworks, USA). 
Due to the lower number of camera responses available for the ultraviolet region of the 
electromagnetic spectrum, 35 measurements for each camera, a single training set holding 
all the measurements was employed for reconstructing the OECF curves.  
Following the same camera characterisation procedure detailed in Section 3.2.2.1.1, 
camera responses for ultraviolet radiation and their associated exposure values were 
normalised in a 0 to 1 scale. Maximum camera output was established at 250 intensity 
levels for both the Fuji S3 UVIR and the modified Nikon D70s.  
The increment in the limit of the maximum camera output for ultraviolet recording owes 
to the lower possibility of reaching the clipping level due to the low sensitivity of the 
cameras to ultraviolet radiation. Low sensitivity was predicted from the long exposure 
times required to obtain high camera responses in the two tested cameras.  
The remaining steps involved in the characterisation process: Curve fitting, reconstruction 
of the LUTs and statistical testing, for the modified Nikon D70s and the Fuji S3 UVIR 
cameras follow the same methodology implemented for characterising the Canon 40D 
camera (Section 3.2.2.1.1). The reader is advised to refer to this section for details. 
A second characterisation was carried out with the modified Nikon D70s camera after 
selecting the tungsten white balance. Due to the high difference in sensitivity observed 
between the red and blue channel during the characterisation of this device after selecting 
the flash white balance (Section 3.2.2.1.1) and to avoid overexposure, OCFs and LUTs 
were independently reconstructed for the red and blue colour channels after selecting the 
tungsten white balance program. 
Camera responses for the red channel were recorded following the previously detailed 
methodology after selecting a 1” shutter speed. Camera responses for the blue channel 
characterisation were obtained with a 4” shutter speed. 
3.2.2.2 Spectral sensitivity curves 
Spectral sensitivity curves for the three tested cameras were reconstructed applying Eq. 
(5.37) and Eq. (5.38) in a wavelength interval of 390-710 nm for the Canon 40D camera 
and 320-400 nm for the modified Nikon D70s and the Fuji S3 UVIR cameras.  
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Spectral sensitivity curves were first reconstructed for the Canon 40D camera with the 
objective of establishing the methodology. Results obtained from applying the present 
methodology were validated through comparison. Reconstructed spectral sensitivity 
curves for the tested device were compared against published spectral sensitivities curves 
for the same camera model and other  similar devices produced by the same manufacturer 
(Fairchild et al., 2008, Wüller, 2007). Subsequently the spectral sensitivity curves for 
cameras with ultraviolet sensitivity were reconstructed. 
Broadband radiation emitted by a xenon arc lamp type VX150-1f-2b-L (Siemens, 
Germany) was split into quasi-monochromatic signals using a double-monochromator set-
up (Yvon-Jovin, France) equipped with slits giving a 4 nm spectral bandwidth. Chosen slit 
separation allowed enough radiation passing through to produce a camera response with a 
relatively short integration time. Signals leaving the exit slit were projected on a diffuser 
screen placed at 0.187 m from the double monochromators to ensure an even irradiation. 
A glass diffuser screen (Edmund Optics, USA) was employed to diffuse quasi-
monochromatic signals between 400-710 nm whereas a fused silica diffuser screen 
(Edmund Optics, USA) was used for diffusing signals between 320-400 nm.  
Spectral radiance for each quasi-monochromatic stimulus was measured with an ILT-900 
spectroradiometer (International Light Technologies, USA) calibrated for radiance 
readings and equipped with a narrow acceptance angle sensor connected via an optical 
fibre to the spectroradiometer. The instrument was connected to a PC and controlled using 
the Spectrilight v3.0 software package provided by the manufacturer.  
The spectroradiometer sensor was visually aligned at the centre of the image produced by 
projecting a quasi-monochromatic stimulus of 550 nm prior to measuring the different 
stimuli. After alignment the sensor was carefully displaced towards the screen until the 
two made contact. Proper alignment was then reconfirmed using the scope reading mode 
of the spectroradiometer. 
Two different wavelength sampling intervals were selected depending on the 
electromagnetic region being measured. For the visible region (395-710 nm), 
corresponding to the sensitivity curves of the Canon 40D camera, quasi-monochromatic 
stimuli were measured every 5 nm; for the long ultraviolet region (320-400 nm), 
corresponding to the sensitivity curves of the modified Nikon D70s and the Fuji S3 UVIR, 
stimuli were measured every 2 nm. 
Each quasi-monochromatic raw radiance reading consists in the average of five 
consecutive scans between 250-950 nm at 1 nm intervals expressed in energy units 
(µW/cm2/nm/sr). Raw readings were subsequently converted into quantum units 
(µMol/m2/s/nm/sr) and binned at 5 nm.  
The total radiance for each quasi-monochromatic stimulus (Hq) was obtained from the area 
under a curve centred at the measured wavelength and whose extreme points are located at 
±10 nm from the centre (Figure 3-13).  
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Figure 3-13: Quasi-monochromatic stimuli leaving a double monochromator set-up: a) 395-710 nm, b) 300-400 nm. 
Insert in b) shows a detail of the 300-338 nm region. 
Digital images corresponding to each measured quasi-monochromatic stimulus were 
obtained by mounting the cameras on a tripod placed 0.553 m from the diffuser screen. 
Prior to image recording each camera was aligned by placing the image produced by a 550 
nm quasi-monochromatic stimulus at the centre of the viewfinder. ISO was fixed at 200 in 
the three tested cameras.  
All images were recorded in the native raw format for each camera: .CR2 for the Canon 
40D, .NEF for the modified Nikon D70s and .RAF for the Fuji S3 UVIR. The colour 
spaces selected for reconstruction of the OECF characterisation were also selected for 
reconstructing the spectral sensitivity curves: Adobe 1998 for the Canon 40D and sRGB 
IEC61966-2.1 for the Fuji S3 UVIR and the modified Nikon D70s. Upon colour encoding 
processed images were saved as uncompressed 8-bit TIFF. Colour encoding was 
performed using Camera Raw Plug-in v6.7 for Photoshop CS5 (Adobe Incorporated, 
USA). 
Camera responses for each quasi-monochromatic stimulus are the average pixel intensity 
values for each channel in a 50 x 50 pixel area. Sampling areas were located at the centre 
of the recorded images. Area coordinates were obtained from the TIFF files using the 
rectangular selection tool available in Image J v1.42q (Abramoff et al., 2004). 
Exposure parameters were established at the wavelength of maximum sensitivity for each 
tested camera to avoid overexposure. The wavelength of highest sensitivity was 
determined from pilot measurement runs. The selected exposure parameters were: an 
exposure of 1/50th of a second with an ƒ-aperture 5.6 for the Canon 40D camera, an 
exposure of 4” and ƒ-aperture of 5.6 for the Fuji S3 UVIR camera and an exposure of 2.5” 
and ƒ-aperture 5.6 for the modified Nikon D70s.  
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Exposures corresponding to the extreme ends of the sensitivity range for each tested 
camera were modified from the previously presented values. The selected exposure 
parameters are tabulated in Table 6-19 and Table 6-20, located in the appendix section. 
3.2.2.3 RGB equalisation  
To recover linear camera responses from images whose white balance was modified 
during post-processing, it was assumed that the white balance obtained after image 
processing resulted in a perfect match among the three colour channels. Accordingly a 
new set of RGB equalised look-up tables (EqLUTs) were reconstructed from the look up 
tables obtained during the opto-electronic characterisation step. The EqLUTs were 
obtained after empirically changing the coordinates of the control points defining the 
Bézier curves fitting the OECFs curves for the Canon D40 camera in such way, that the 
three fitting curves overlay each other as closely as possible. 
Effectiveness of the EqLUTs was tested by linearising camera responses obtained after 
recording six achromatic samples available in a Colour-Checker Passport (X-rite 
Corporation, USA). The colour checker was recorded under three different daylight 
illuminations and using the characterised Canon Macro Twin Lite MT-24EX flash unit 
(Canon, Japan). Raw images were white-balanced employing the white balance tool 
available in Camera Raw Plug-in v6.7 for Photoshop CS5 (Adobe, Incorporated, USA) 
and selecting the image region corresponding to the brightest achromatic patch (94.6 % 
reflectance) present in the calibration chart. Processed images were subsequently encoded 
into the Adobe 1998 colour space and saved as uncompressed 8-bit TIFF files employing 
the same software package.  
Images were subsequently linearised using the Eqluts. The magnitude of the colour 
mismatch obtained for each white balance program was calculated as the ratio of linear 
camera responses for the brightest achromatic patch among the red:green and the 
blue:green colour channels.  
Differences in total exposure were simulated by selecting different shutter speeds when 
recording the calibration chart under daylight. Exposures obtained with shutter speeds of 
1/800th of a second, 1/250th of a second and 1/640th of a second represent underexposure, 
correct exposure and overexposure respectively. An ƒ-aperture of 9.0 was kept fixed 
during image recording. 
3.3 RESULTS 
3.3.1 Radiation sources spectral power distribution and guide number 
Average spectral irradiance spectra recorded for the two tested units at different distances 
are depicted in Figure 3-14. Obtained readings correspond to those typical of electric 
discharge lamps filled with xenon gas emitting radiation in the long-ultraviolet, visible and 
infrared regions of the electromagnetic spectrum. Furthermore a characteristic peak 
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located at between 450-500 nm corresponding to the emission band of the gas is also 
observable (Edgerton, 1970, Ray, 1999, Ray, 2011). 
A sharp cut-off effect of the UV-absorbing coating is identifiable in the readings 
corresponding to the Canon Macro Twin Lite MT-24EX (Figure 3-14 left panel). UV 
absorbing coatings or filters are commonly employed in flash units to improve colour 
reproduction; particularly, when using reversal colour films (Edgerton, 1970, Ray, 1999, 
Ray, 2011).  
The opposite effect is noticeable on the readings corresponding to the modified Nikon SB-
14 flash unit where the UV-absorption coating was removed during the modification 
process (Figure 3-14 right panel). Although the amount of emitted ultraviolet radiation is 
low compared to that emitted in the visible, it is enough for most photographic 
applications as long as the unit is placed at close distance from the recorded subject 
(Sanfilippo et al., 2010, Tetley and Young, 2008). 
 
Figure 3-14: Spectral irradiance for two flash units: a) Canon Twin Lite MT-24EX fired at 1/4th of its total power and 
b) a modified Nikon SB-14 fired at total power. Error bars represent 95 % confidence intervals calculated from a t 
distribution. 
The total amount of energy irradiating a subject illuminated by each one of the tested flash 
units may be predicted from a function fitting a plot of total power vs. distance (Figure 
3-15). The total power emitted by both units at each measured distances are presented in 
Table 3-1 
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Table 3-1: Total power emitted by a Canon Twin Lite 24-EX flash unit and a modified Nikon SB-14 flash unit at 
different distances. * Total power calculated including the spectral transmission of the Baader U filter. 
                                
 
Canon Twin Lite MT-24EX 
total emitted irradiance      
(µmol· m-²) between 395-710 
nm 
Modified Nikon SB-14 total emitted irradiance 
(µmol·m-²) between 300-400 nm* 
0.25m N/A 0.018 
0.35m 8.848 0.013 
0.45m 5.133 0.010 
0.55m 3.194 0.008 
0.70m 1.912 0.006 
1.00m 0.889 0.003 
 
 
Figure 3-15: Total power vs. distance plot and fitted functions for a) Canon Twin Lite MT-24EX flash and b) 
modified Nikon SB-14 flash unit.  
The total irradiance of the two tested units diminishes with increasing distance following 
an inverse power function as predicted from radiometric laws (Cannon, 1997, Palmer, 
2010, Palmer and Grant, 2010). Not surprisingly exponential regression models adequately 
explain more than 99 % of the observed variability evidenced by the coefficients of 
determination (R-squared) obtained for each fit: Canon Twin Lite MT-24EX R² = 0.9997, 
modified Nikon SB-14 R² = 0.9975.  
Equations obtained from the regression analysis (Eq. (6.18) and Eq. (6.19)) allow 
predicting the total irradiance incident on a subject situated at any given distance from the 
flash unit within a distance range equal to the one employed during calibration. 
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2.424 20.8507 0.09184 µmol×mCanonE x
− −
= ⋅ +  (6.18) 
 
0.9062 20.00668 0.002953 µmol×mNikonE x
− −
= ⋅ −  (6.19) 
3.3.2 Radiation sources correlated power temperature and spectral consistency 
Correlated colour temperature describes the chromaticity of an object comparing it to the 
colour perceived from a blackbody heated at the same temperature (Malacara, 2011), 
(Section 2.2.2). For the present purposes it is important to test that the light produced by 
the flash selected for recording in the 400-710 nm spectral interval has a colour 
temperature producing a chromatic appearance equal, or close to, a ‘white’ colour. 
Employing a ‘white’ light ensures that any perceived colour cast is due to the effect of the 
selected white balance program thus simplifying colour balance processing.  
Correlated colour temperatures for the Canon Twin Lite MT-24EX flash were calculated from the average spectral 
irradiance readings expressed in energy units (W2·m-2·nm-1). Results are presented in  
 
 
 
Table 3-2 and their corresponding chromaticity values were plotted in the 1931 CIE colour 
diagram as depicted in Figure 3-16 
 
Figure 3-16: Canon MT-24X Flash Unit chromaticity in the CIE 1931 colour space. Red line represents the Planckian 
locus where the blue cross represents the chromaticity of a black body radiator at 6667 K. Chromaticity for each 
measured spectral power distribution is represented by a green dot. 
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Table 3-2: Correlated colour temperature and CIE 1931 chromaticity coordinates for a Canon Twin Lite MT-24EX 
flash unit at different distances.  
Distance  
(m) 
Correlated colour temperature 
(K) 
CIE 1931 chromaticity coordinates 
x y 
0.35 5707.4 ± 0.1 0.314 0.331 
0.45 5707.8 ± 0.3 0.315 0.332 
0.55 5708.3 ± 0.3 0.316 0.333 
0.70 5708.5 ± 0.2 0.316 0.334 
1.00 5709.0 ± 0.4 0.318 0.337 
Average spectral irradiance readings recorded at each measured distances were normalised 
by dividing the irradiance at each wavelength by the total energy of each signal. Plotting 
the normalised readings allowed a first qualitative evaluation of the spectral consistency of 
the modified Nikon SB-14 flash unit (Figure 3-17). Following the segment spectral 
segment analysis method, relative energy contribution from the seven segments making up 
each measured signal was calculated. Results are summarised in Figure 3-18.  
 
Figure 3-17: Normalised spectral quantum irradiance for a modified Nikon SB-14 fired at different distances. 
Within subjects ANOVA failed to reject the null hypothesis (F = 0.00, P-value = 1) 
suggesting that the average energy contribution from the segments making up each signals 
is equal; in other words, differences in energy contribution produced by variations in 
spectral shape are not statistically significant.  
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Figure 3-18: Data summary of the mean relative energy contribution of seven segments corresponding to spectral 
power distributions for a modified Nikon SB-14 fired at different distances. Error bars represent five standard 
deviations. 
3.3.3 Opto-electronic conversion functions and recovery of linear camera 
responses (linearisation) 
3.3.3.1 Canon 40D digital camera 
The flash white balance program selected prior to image recording did not match exactly 
the spectral power distribution of the xenon arc lamp. This translated in a slight ‘red 
colour’ cast perceivable on the camera responses to signals of varying intensity emitted by 
the xenon arc lamp (Figure 3-19 panel a). Colour balance was improved during post-
processing by selecting the white balance setting corresponding to a colour temperature of 
5100 K (Figure 3-19 panel b).  The skylight and hot mirror filters fitted in the camera 
limited the incident radiation to a wavelength interval of about 320-690 nm (Figure 3-9). 
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Figure 3-19: Response of a Canon D40 camera equipped with a skylight and a hot mirror filter to radiation within 
300-800nm produced by a xenon arc lamp projected on a diffuser screen. Signal was reduced by a neutral density 
filter of 0.2 optical densities. a) Flash white balance (as shot), ƒ-aperture 9, shutter speed 1/60th of a second, ISO 200; 
b) 5100 K white balance program (post-production), ƒ-aperture 9, shutter speed 1/60th of a second, ISO 200. 
Opto-Electronic conversion functions (OECFs) corresponding to each one of the colour 
channels of the Canon 40D camera were first fitted with a bi-exponential function of the 
form 
 
255 exp( ) exp( )
max
pe
pe peG a b c d
η
η η
η
 
= − − − − 
 
 (6.20) 
where coefficients a, b, c, and d were found in a least-squares sense and varied for each 
one of the colour channels. Coefficients values for each one of the colour channels with a 
95 % confidence interval are presented in Table 3-3. 
Table 3-3: Coefficients for a set of bi-exponential functions fitting the OECF curves corresponding to the red, green 
and blue channels of a Canon 40D (Eq. (6.20)). Values in parentheses correspond to 95% confidence intervals 
 
 
Red Green Blue 
a 103.3 (69.89, 136.8) 85.46 (65.09, 105.8) 75.85 (56.94, 94.75) 
b 3645 (2693, 4596) 4199 (3232, 5167) 5236 (3759, 6713) 
c 156.9 (122.2, 191.6) 172.1 (150.6, 193.6) 179.1 (158.8, 199.4) 
d 981.4 (823.2, 1140) 960.5 (860, 1061) 1065 (955.9, 1175) 
 
Although the biexponential functions described by Eq. (6.20) adequately fit the OECF 
curves for the camera (Figure 3-20), obtaining a linearisation equation from them by 
inverting the equation is not trivial. Therefore a (parametric) Bézier Cubic Curve was 
selected to fit the reconstructed OECF curves. 
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Figure 3-20: OECF curves corresponding to the red (a), green (b) and blue (c) channels of a Canon 40D and their 
corresponding fitting biexponential functions. White balance 5100 K, ISO 200, Adobe 1998 colour space. 
OECF curves for the red, green and blue channels were reconstructed from camera 
responses ranging from 35 to 250 pixel intensity values (Figure 3-21 panels a-c). 
Maximum exposure values (HMax) for each channel are presented in Table 3-4. 
Table 3-4: Minimum and maximum camera output levels and maximum exposure values for the colour channels of a 
Canon 40D camera obtained from its OECFs. 
Channel ρmin ρmax 
Hmax  
(µmol) 
Red 35 235 0.002115 
Green 35 235 0.002133 
Blue 35 235 0.002126 
 
The Canon 40D camera shows a linear response up to about 150 intensity levels in its 
three colour channels (Figure 3-21panels a-c), after this point there is a knee gain region 
extending up to the maximum camera response (clipping point). The form of the 
reconstructed OECFs suggests an extended dynamic range above the knee point similar to 
the example depicted in Figure 3-6; therefore, a function other than a power function was 
implemented to express the camera gain function (G). 
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Figure 3-21: OECF for the a) red, b) green and c) blue channels of a Canon 40D camera. Camera responses 
correspond to those obtained by selecting the ƒ-apertures: 8, 9, 10 and 16. Shutter speed 1/60th s, white balance 5100 
K, ISO 200, Adobe 1998 colour space. 
Three cubic Bézier curves were fitted after normalising the reconstructed OECFs (Figure 
3-22). The maximum square distance between the different measurements and the fitted 
curves are: 0.0068, 0.0061 and 0.0066 for the red, green and blue channel respectively. 
The gain function for each of the three channels present in the tested camera corresponds 
to the fitting function represented by a (parametric) cubic Bézier curve such that (Farin, 
1993, Hansford, 2002): 
 
3 2 2 3
0 1 2( ) (1 ) 3(1 ) 3(1 ) , [0, 1]G t t P t tP t t P t t= − + − + − + ∈  (6.21) 
where P0, P1, P2 and P3 correspond to the x and y coordinates of the control points 
defining the curve for each ith colour channel. The obtained coordinates for the four 
control points of each curve are presented in Table 3-5. 
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Figure 3-22:Normalised OECF and cubic Bézier curve fit for the a) red, b) green and c) blue channel of a Canon 40D 
camera. Camera values were normalised over 235 intensity levels, exposure was normalised over HMax values in Table 
3-4. 
Table 3-5: Coordinates of the control points defining the cubic Bézier curves fitting the OECFs for the red, green and 
blue channels for a Canon 40D camera. 
 
 
P0 P1 P2 P3 
x y x y x y x y 
Red 0.036 0.133 0.063 0.036 0.330 0.960 1.000 1.000 
Green 0.033 0.142 0.056 0.323 0.289 0.913 1.000 1.000 
Blue 0.027 0.151 0.047 0.337 0.266 0.934 1.000 1.000 
 
A graphical representation of the three LUTs constructed after evaluating the independent 
parameter t at 0.01 intervals in Eq. (6.21) are depicted in Figure 3-23. Axes in Figure 3-23 
have been inverted to illustrate the usage of look up tables for recovering linear camera 
responses. Values corresponding to the LUTs in Figure 3-23 are presented in Table 6-6 to 
Table 6-8 in the appendix section.   
Linear camera response was assumed from zero meaning that the camera has no response 
when it is not irradiated. This implies that any possible dark noise was effectively 
accounted for when subtracting the dark image from each camera response image. 
Accordingly LUTs in Figure 3-23 commence at zero rather than at P0 coordinates. 
Linear values recovered for the training and testing sets for each channel are depicted in 
Figure 3-24 together with the result of the linear regression analysis. A simple linear 
model explains more than 98% of the observed variation for all cannels: Red channel F = 
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5400, P < 0.001, adjusted R² = 0.991; green channel F = 4400, P < 0.001, adjusted R² = 
0.989; blue channel F = 3600, P < 0.001, adjusted R² = 0.986. Coefficients for the 
regression equation and their associated statistics are tabulated in Table 3-6. 
 
Figure 3-23: Look up tables (LUTs) reconstructed from the fitting Bézier curves for the three colour channels of a 
Canon 40D digital camera. Axes have been inverted illustrating the use of the LUTs for recovering the linear camera 
responses from camera output values 
 
Figure 3-24: Results of linear regression analysis performed for recovered linear sensor responses for a training and 
a test set of camera responses for the three colour channels of a Canon 40D digital camera. a) red channel, b) green 
channel and c) blue channel. ISO 200 Adobe 1998 colour space. White balance 5100 K. 
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Table 3-6: Coefficients and calculated statistics for the straight lines fitting the recovered linear sensor responses for 
the three colour channels of a Canon 40D digital camera. 
Channel Model 
parameter 
Coefficient Statistic (t) P-value 
Red 
Slope 0.954 73.7 < 0.001 
Constant 0.010 1.94 0.058 
Green 
Slope 0.928 66.3 < 0.001 
Constant 0.015 2.58 0.013 
Blue 
Slope 0.972 60.4 < 0.001 
Constant 0.006 0.919 0.363 
3.3.3.2 Fuji S3 UVIR and modified Nikon D70s 
Three sets of OECFs were reconstructed for the Fuji S3 UVIR camera and the modified 
Nikon D70s: One set corresponds to the Fuji S3 UVIR camera after selecting the daylight 
white balance program and two sets to the modified Nikon D70s camera after selecting the 
flash and tungsten white balance programs.  
The two tested cameras presented a strong ‘colour’ cast when exposed to UV radiation 
between 320-400 nm corresponding to the spectral transmission curve of the Baader-U 
filter (Figure 3-8). The hue of the cast varied accordingly to the camera model and, at least 
in the Nikon model, with white balance (Figure 3-25). 
 
Figure 3-25: Camera responses for a calibration target (86.5 % total reflectance) under UV radiation (300-400 nm) 
emitted by a xenon arc lamp for: a) Fuji S3UVIR, ƒ-5.6, ISO 200, 8”, daylight white balance; b) modified Nikon D70s, 
ƒ-5.6, ISO 200, 2”, flash white balance; c) modified Nikon D70s, ƒ-5.6, ISO 200, 1”, tungsten white balance. A Nikkor 
105mm quartz lens and a Baader-U filter were equipped in all cameras.  
Opto-Electronic conversion function (OECF) curves were successfully recovered for the 
red and blue colour channels for the two cameras. The green channel in the two tested 
devices showed a poor response to 320-399 nm UV radiation as evidenced by the low 
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pixel intensity values associated with this channel in the images representing camera 
response (Figure 3-25).   
Differently from the OECF curves reconstructed for the Canon 40D camera, the OECF 
curves for the colour channels of the Fuji S3 UVIR and the modified Nikon D70s cameras 
present a notable difference in the magnitude of their responses to UV radiation (Figure 
3-26). Such differences are evidenced by the magnitude of the slope of the linear region 
for each channel and predictable from the ‘colour’ cast present in the images representing 
the camera response to UV radiation (Figure 3-25). 
 
Figure 3-26: OECF curves for the red (left column) and blue (right column) channels for a Fuji S3 UVIR (panels a-b) 
and a modified Nikon D70s (panels c-f) cameras irradiated with UV radiation between 320-400nm. a) and b) shutter 
speed 8”, ISO 200, daylight white balance; c) and d) shutter speed 2”, ISO 200 flash white balance; e) shutter speed 
1”, ISO 200, tungsten white balance; f) shutter speed 4”, ISO 200, tungsten white balance. 
Lower and upper ends of the three OECF curves reconstructed for the two tested cameras 
are presented in Table 3-7. 
With the exception of the blue channel of the modified Nikon D70s set at flash white 
balance, all reconstructed OECF curves evidence a knee gain region extending from about 
150 intensity levels up to the clipping level (Figure 3-26). This observation suggests the 
suitability of a cubic Bézier curve for fitting the reconstructed OECF curves as previously 
done for the Canon 40D camera (Section 3.3.3.1).  
Cubic Bézier curves were fitted to the normalised OECF curves corresponding to the blue 
and red channels of the Fuji S3 UVIR and the modified Nikon D70s camera (Figure 3-27). 
Maximum square distance between the each fitting curve and its corresponding set of 
observations are presented in Table 3-8. Gain functions for the red and blue channel of the 
two tested cameras are described by an equation equal to Eq. (6.21) but differing in the 
position of the control points. Coordinates for the control points describing these 
reconstructed OECF curves are presented in Table 3-9.  
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Table 3-7: Minimum camera responses and maximum camera response and exposure employed for normalising the 
OECF curves. Maximum exposure values for the selected ρMax responses were obtained interpolating values from 
Figure 3-26.   
Camera/white balance Channel ρmin ρmax Hmax 
(µmol) 
Fuji S3 UVIR/daylight 
Red 26 230 6.03x10-3 
Blue 33 219 9.46x10-3 
Modified Nikon D70s/flash 
Red 37 230 1.43x10-3 
Blue 26 52 2.18x10-3 
Modified Nikon D70s/tungsten 
Red 75 250 2.82x10-2 
Blue 83 250 1.16x10-1 
 
 
Figure 3-27: Cubic Bézier curves fitting the OECF curves for the red (left column) and blue (right column) of a Fuji 
S3 UVIR (panels a-b) and a modified Nikon D70s (panels c-f). Panels a) and b) Fuji S3 UVIR daylight white balance, 
panels c) and d) modified Nikon D70s flash white balance, e) and f) modified Nikon D70s tungsten white balance. ISO 
200. 
Table 3-8: Maximum squared distance between the fitting cubic Bézier curve and the reconstructed OECF curves for 
the red and blue channels of a Fuji S3 UVIR and a modified Nikon D70s. 
Camera/white balance Channel 
Fit-observation 
maximum squared distance 
Fuji S3 UVIR / daylight 
Red 0.006 
Blue 0.027 
Modified Nikon D70s/flash Red 0.008 
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Blue 0.027 
Modified Nikon D70s/tungsten 
Red 0.014 
Blue 0.012 
 
Table 3-9: Coordinates of the control points for the cubic Bézier curves describing the camera (G) function for the 
red and blue channels of a Fuji S3 UVIR and a modified Nikon D70s digital cameras set at different white balance 
programs. During the calculations nine significative figures were employed, tabulated values were rounded for 
displaying purposes.  
 Fuji S3 UVIR Dayligth white 
balance 
Modified Nikon D70s Flash 
white balance 
Modified Nikon D70s Tungsten 
white balance 
 Red Blue Red Blue Red Blue 
 x y x y x y x y x y x y 
P0 0.069 0.163 0.052 0.150 0.069 0.160 0.370 0.507 0.073 0.231 0.065 0.256 
P1 0.173 0.311 0.102 0.183 0.151 0.259 0.644 0.928 0.076 0.312 0.051 0.209 
P2 0.116 0.592 0.141 0.736 0.078 0.586 0.500 0.706 0.419 0.775 0.172 0.791 
P3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
 
Graphic representations of the LUTs constructed for the blue and red colour channels of 
the Fuji S3 UVIR and the modified Nikon D70s are graphically depicted in Figure 3-28 
and presented in Table 6-9 through Table 6-14 in the appendix section. Axes were inverted 
illustrating the use of the look up tables for recovering linear camera responses. As with 
the Canon 40D camera, a linear behaviour was assumed from zero to the minimum camera 
output for each channel (P0).  
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Figure 3-28: Look up tables (LUTs) reconstructed from the fitting Bézier curves for the blue and red colour channels 
of a Fuji S3 UVIR and modified Nikon D70s digital cameras. Axes have been inverted illustrating the use of the LUTs 
for recovering the linear sensor responses from camera output values. 
Results of the linearsation procedure were validated by fitting a simple linear model to the 
linearised camera response for the two tested models (Figure 3-29). In all cases a linear 
model significantly explained more than 98.5% of the observed variation between 
linearised camera response and exposure Table 3-10. These results constitute strong 
evidence supporting a linear relationship between recovered linear camera response and 
incident energy.  
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Figure 3-29:Results of linear regression analysis performed for recovered linear sensor responses of the red  (left 
column) and blue (right column) channels for a Fuji S3 UVIR and a modified Nikon D70s set at different white 
balance programs: a) and b) Fuji S3 UVIR flash white balance program, ISO 200; c) and d) modified Nikon D70s 
flash white balance program, ISO 200; e) and f) modified Nikon D70s tungsten white balance program, ISO 200.  
Table 3-10: Statistics for linear regression analyses performed on the recovered linear sensor response for a Fuji 
S3UVIR and a modified Nikon D70s set at different white balance programs. * Significant value at α = 0.05. 
 Channel Adjusted 
R2 
F P-value Model 
parameter 
Coefficient Statistic 
(t) 
P-value 
Fu
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3 
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IR
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Red 0.994 3120 < 0.001 
Slope 1.07 55.9 < 0.001 
Constant -0.011 -1.78 0.092 
Blue 0.997 6120 < 0.001 
Slope 1.02 78.2 < 0.001 
Constant -0.001 -0.23 0.822 
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Red 0.993 2109 < 0.001 
Slope 1.04 45.9 < 0.001 
Constant -0.007 -0.81 0.433 
Blue 0.988 414 < 0.001 
Slope 0.881 20.3 < 0.001 
Constant 0.076 3.29 0.030* 
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 Red 0.992 2320 < 0.001 
Slope 0.983 48.1 < 0.001 
Constant 0.005 0.78 0.447 
Blue 0.996 4010 < 0.001 
Slope 1.020 63.3 < 0.001 
Constant 0.002 0.42 0.678 
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3.3.4 Spectral sensitivity curves 
A total of four sets of spectral sensitivity curves were reconstructed. The first set, 
corresponding to the Canon 40D camera set at a white balance equal to 5100K, ranges 
from 390-710 nm spanning the visible region of the electromagnetic spectrum. The second 
set corresponds to the Fuji S3 UVIR camera in the 320 to 400 nm interval after selecting a 
daylight white balance. The third and fourth sets correspond to the modified Nikon D70s 
after selecting the flash and tungsten white balance programs respectively, covering a 320-
400 nm interval.  
3.3.4.1 Visible region of the electromagnetic spectrum: Canon 40D 
Within the tested wavelength interval, 390-710 nm at 5 nm intervals, the Canon 40D 
camera has a significant response in its three colour channels within a 410-680 nm 
interval. Peak sensitivities are located at 460 nm, 530 nm and 600 nm for the blue, green 
and red channels respectively (Figure 3-30). For the selected flash white balance program, 
the blue channel presents the highest total sensitivity: 48100 relative sensitivity units. The 
green channel is the second most sensitive channel with a total sensitivity of 42600 
relative sensitivity units. The lowest sensitivity corresponds to the red channel with 41000 
relative sensitivity units.   
 
Figure 3-30: Relative spectral sensitivity curves reconstructed for a Canon 40D set a 5100 K white balance program 
at ISO 200. 
3.3.4.2 Ultraviolet region of the electromagnetic spectrum: Fuji S3 UVIR and modified 
Nikon D70s 
The two tested cameras present an extended sensitivity into the ultraviolet region of the 
electromagnetic spectrum; however, there is a noticeable difference in the manner the two 
devices respond to this radiation and a noticeable effect of the white balance program 
(Figure 3-31 and Figure 3-32). Whilst the response of the green channel is almost 
negligible in both models, the red channel readily responds to ultraviolet radiation within 
the tested spectral interval (Figure 3-31).   
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Differences in sensitivity between the red and blue colour channels are responsible for the 
evident colour cast observed on the images recorded during the reconstruction of the 
OECF curves, and differences among the slope magnitudes of the linear region of the 
OECF curves reconstructed for the three channels of the tested devices (Figure 3-25).  
 
Figure 3-31: Reconstructed spectral sensitivity curves for a Fuji S3 UVIR digital camera within a 320-400 nm 
interval equipped with a Baader-U filter. Flash white balance, ISO 200. 
 
Figure 3-32: Reconstructed spectral sensitivity curves for a modified Nikon D70s digital cameras within a 320-400 nm 
interval equipped with a Baader-U filter. a) Flash white balance, ISO 200, b) tungsten white balance, ISO 200. 
Total sensitivity calculated from the reconstructed spectral sensitivity curves indicates that 
the magnitude of the difference in overall sensitivity among the channels responsive to UV 
radiation is an intrinsic property of each device; however, the selected white balance may 
also modify not only the overall camera UV sensitivity but also the individual channel 
sensitivity to these radiations. This is exemplified in the Nikon D70s camera where 
selecting a white balance program favouring the blue channel decreases the red channel 
sensitivity. The opposite effect occurs by selecting the flash white balance where the red 
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channel is favoured at the expense of decreasing the sensitivity of the blue channel (Figure 
3-33).  
 
Figure 3-33: Total sensitivity (area under the curve) for the blue and red colour channels of a Fuji S3 UVIR and a 
modified Nikon D70s set at different white balance programs. 
The daylight white balance program selected in the Fuji S3 UVIR represents an 
intermediate setting between the flash and tungsten white balance programs. Here 
although the red channel still presents the highest sensitivity, there is a smaller difference 
in total sensitivity between the blue and red channels compared to the difference observed 
for the same channels when selecting the flash white balance setting (Figure 3-33). 
Peak sensitivities for the Fuji S3 UVIR camera are located at 358 nm and 384 nm for the 
red and blue channels respectively (Figure 3-31). In the modified Nikon D70s camera 
peak sensitivities are located at 354 nm and 384 nm for the red and blue channels 
respectively (Figure 3-32). The presence of a peak at 384 nm in the blue channel for the 
two tested cameras does not correspond to the actual sensitivity peak for this channel, but 
to the spectral transmissive properties of the Baader-U filter employed to cut-off visible 
radiation (Figure 3-8). The actual sensitivity peak for the blue channel for the two tested 
cameras may possibly be situated above 400 nm as in the Canon D40 camera representing 
a typical digital camera design (Figure 3-30). 
3.3.5 ‘Equal-white’ and RGB equalisation. 
To obtain an image which presents an equal-white condition, where an stimulus with a flat 
reflectance spectrum results in equal amount of photon captures across the selected 
spectral interval (Dyer, 1998), the Opto-Electronic Conversion Function curves should 
perfectly overlap each other (Stevens et al., 2007). This condition was not completely 
satisfied even after modifying the white balance program during post-production as 
evidenced by the OECF curves reconstructed for the Canon D40 camera (Figure 
3-23).Therefore a new set of LUTs representing a perfect white balance condition 
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(EqLUTs) were empirically constructed from the LUTs obtained during the 
characterisation of Canon 40D camera modifying the coordinates of the control points 
defining the latter. 
The coordinates defining the EqLUTs, referred as x’ and y’, lead to OECF curves 
overlying each other as depicted in Figure 3-34. Values corresponding to these plots are 
presented in Table 6-15 to Table 6-17 in the appendix section. 
Table 3-11: Coordinates of the control points for three overlaying cubic Bézier curves assuming a perfect white 
balance. 
 
P0 P1 P2 P3 
x’ y’ x’ y’ x’ y’ x’ y’ 
Red 0.036 0.133 0.062 0.375 0.339 0.935 1.000 1.000 
Green 0.041 0.142 0.056 0.338 0.289 0.913 1.000 1.000 
Blue 0.04 0.151 0.06 0.337 0.290 0.92 1.000 1.00 
 
 
Figure 3-34: Look up tables used for recovering the linear sensor response from camera outputs derived from 
perfectly white-balanced images. 
The EqLUTs representing a set of OECF curves produced from perfectly white-balanced 
images (RGB equalised OECF curves) may be used for recovering the linear camera 
responses as long as the non-linear camera output values correspond to images with an 
adequate white balance (Figure 3-35).  
Effectiveness of the method was tested on four images recorded under different daylight 
conditions and electronic flash illumination. After performing white balance during post-
production, linear sensor responses were recovered implementing the EqLUTs depicted in 
Figure 3-34. Plots of linearised camera responses versus achromatic targets total 
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reflectance present a linear relationship in the three channels whilst overlapping each other 
as expected from a RGB equalised image (Figure 3-35). 
Observed colour mismatch for the linearised images recorded under daylight and flash 
illumination is presented in Table 3-12 
Table 3-12: Colour mismatch observed in the brightest achromatic sample of a Colour Checker Passport after 
linearising images recorded under daylight and flash white balance conditions using EqLUTs. 
 red:green 
colour 
mismatch 
blue:green 
colour 
mismatch 
Daylight < 1 % < 1 % 
Flash 3.3 % 2.5 % 
 
 
Figure 3-35: Recovered linear camera responses for six achromatic samples available in a Colour Passport Checker 
illuminated under daylight and electronic flash. Raw images were white balanced during post-production selecting a 
white point on the white patch available on the chart (reflectance 0.947 (Myers, 2010). a) Daylight, ƒ-aperture 9, 
shutter speed 1/800th second; b) daylight, ƒ-aperture 9, shutter speed 1/250th second; c) daylight, ƒ-aperture 9, 
shutter speed 1/640th second; d) electronic flash, ƒ-aperture 25, shutter speed 1/60th second. 
However there are differences in the effectiveness of the method between the two tested 
illumination conditions. When white balancing during post-production, images recorded 
under daylight illumination (Figure 3-35 panels a-c) produce better results than those 
obtained when recoding images under electronic flash illumination (Figure 3-35 panel d).  
The mismatch observed among the linear camera responses recorded under flash 
illumination could have been the result of an inadequate white balance obtained during 
post-production. Even after selecting a white point during post-production camera, non-
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linear RGB responses were not properly equalised, possibly leading to the observed 
mismatch in the recovered linear response.  
3.4 DISCUSSION 
The characterised camera system is comprised of two different camera models and flash 
units altogether allowing recording reflected radiation between 320 and 710 nm. This 
spectral range is particularly useful for the study of animal colour patterns that, in the case 
of several species of fish, birds and reptiles; reflect incident radiation in both the visible 
and ultraviolet region of the spectrum (Andersson and Prager, 2006, Bleiweiss, 2004, 
Bowmaker, 2008, Cummings et al., 2008, Cuthill et al., 2000, Endler and Mielke, 2005, 
Endler et al., 2005, Fleishman et al., 2009, Fleishman et al., 1993, Fleishman et al., 2011, 
Goldsmith and Butler, 2005, Hart, 2001, Jacobs, 1992, Kelber and Osorio, 2010, Kelber et 
al., 2003, Langkilde and Boronow, 2010, Molina-Borja et al., 2006, Neumeyer, 1992, 
Rubene et al., 2010, Siebeck et al., 2010, Théry and Casas, 2002, Young et al., 2012). 
In a linearised image the intensity value at each pixel location corresponds to the total 
number of photons reaching a given photoelement in the camera sensor. In other words 
linearised pixel intensity values represent the solution for Eq. (5.30). In a digital camera 
equipped with a CFA, the linearised camera responses are represented by a triplet 
corresponding to the total number of photons reaching not a single but several 
neighbouring photoelements each one fitted with either a red, green or blue filter.  
Though pixel intensity values from a linearised image accurately represent the total 
quantum catches by the camera detector, it must be taken into account that these values are 
not comparable with results obtained from other camera system unless employing the 
same optics and their spectral sensitivity curves match exactly. In other words results 
obtained by means of the present methodology are device-dependent (Stevens et al., 2007, 
Westland and Ripamonti, 2004).  
In the practice this limitation may be overcome by a careful formulation of the research 
questions, using data obtained from images in tandem with spectrophotometric techniques, 
and limiting the studied spectral range to that spanned by the camera spectral sensitivity. 
In fact image recording with characterised cameras has been successfully implemented for 
obtaining data in studies regarding different adaptive roles of animal colour patterns 
(Andersson and Prager, 2006, Kelley et al., 2012, Cassey et al., 2012, Young et al., 2011, 
Bergman and Beehner, 2008, Higham et al., 2010, Macedonia et al., 2002, Stevens et al., 
2007). A similar approach was followed for validating the present camera characterisation 
methodology as discussed in Chapter 0. 
For the present purposes it was necessary to assume a perfect demosaicking interpolation 
where camera responses are free of artefacts such as flare and aliasing. This assumption is 
based on the relatively high number of pixels available in the sensor of the selected 
cameras, particularly for recording in the visible region of the spectrum, and the 
sophisticated algorithms implemented in modern digital cameras for colour demosaicking 
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and noise reduction (Gunturk et al., 2005, Allen and Bilisi, 2011, Wolfe and Hirakawa, 
2009, Lian et al., 2007, Lukac and Plataniotis, 2005). Nevertheless it would be extremely 
useful to research the precise relationship between number and size of the pixels, 
magnification ratio and effectiveness of the demosaicking algorithms. Such information 
could be particularly useful when implementing digital imaging for the study of colour 
pattern displayed by small animals.   
3.4.1 Implications of using electronic flash units 
Compared to continuous light sources electronic flash units are lighter, cheaper and easier to carry making them 
ideal for field work. In the visible region of the electromagnetic spectrum their spectral power distribution resembles 
that of daylight with a correlated colour temperature about 6000 K (Lee, 2005). The characterised Canon flash unit 
possesses all these characteristics emitting light of a correlated colour temperature about 5700 K ( 
 
 
 
Table 3-2). Furthermore the chromaticity coordinates calculated for the Canon flash unit 
lie slightly above the Planckian locus close to the position of the CIE D65 illuminant (xD65 
= 0.313, yD65 = 0.329) (Figure 3-16) . 
A drawback of using flash units for studies of animal coloration is their potentially variable spectral output (Stevens 
et al., 2007); however, calculated correlated colour temperatures and CIE 1931 chromaticity coordinates suggest that 
this is not the case for the tested Canon flash unit ( 
 
 
 
Table 3-2). The maximum difference in correlated colour temperature for the Canon unit 
is about 1.61 K considerably lower than a difference in 100 K expected from variations of 
10% in supply voltage (Ray, 2011) suggesting a fairly uniform output. Furthermore 
differences in the chromaticity coordinates calculated for each reading are very small and 
probably imperceptible at least for a human observer. 
It could be argued that the implementation of human visual perception models, i.e. the CIE 
1931 Standard Observer and the CIE 1960 UCS colour space, for evaluating the spectral 
consistency of the Canon flash unit may underestimate the effects of variations in spectral 
consistency in colour reproduction by digital cameras, limiting the evaluation to a specific 
observer. Nevertheless as digital cameras are designed to emulate the human colour 
perception (Párraga et al., 2002, Stevens et al., 2007) it is unlikely that variations in 
spectral output imperceptible for a human observer could lead to significant variations in 
the chromatic response of a digital camera.  
Variation in spectral output caused by fluctuation in voltage capacitor charge was a known 
problem in early flash units(Edgerton, 1970). Due to the production year of the modified 
SB-14 flash it was particularly important to test for spectral consistency in this flash unit. 
However as only ultraviolet radiation between 320-395 nm is relevant for the present 
purposes, and the colorimetric system is not defined below 360 nm (Malacara, 2011, 
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Wyszecki and Stiles, 1982), other than colorimetric techniques are required for testing 
spectral consistency. The spectral segment analysis was developed to address this 
problem. 
Normalised spectral irradiance readings indicate a slight variation in spectral shape 
between 335-345 nm (Figure 3-17). Still these variations do not seem to have a significant 
effect on the total amount of energy transferred by the signal. This is evidenced by the 
average relative energy contribution of the segments corresponding to this spectral region 
and their associated standard deviations (Figure 3-18).  
Still as the analysis was purely based on physical properties of the spectral signals it is not 
possible with the current data to rule out a possible effect of slight spectral variations in 
the camera response. Clearly more data is required concerning this matter particularly for 
the objective of standardisation and more importantly when the objective is comparison 
among images obtained at different times and employing the same flash unit. 
The relatively simple modification performed on the Nikon SB-14 flash unit successfully 
increased its ultraviolet output (Figure 3-14). Increased emission of ultraviolet radiation 
was made possible by removing the UV absorbing coating commonly present in flash 
bulbs equipped in most flash units designed for recording in the visible region of the 
spectrum, here exemplified by the Canon flash model. The amount of ultraviolet radiation 
emitted by the xenon gas contained inside the flash bulb is sufficient for most UV 
photography applications using either film (Eastman Kodak Company, 1972, Ray, 1999, 
Williams and Williams, 1993, Cameron et al., 1973, Hempling, 1981) or digital sensors 
(Richards, 2010, Sanfilippo et al., 2010), making the modified SB-14 flash unit an optimal 
radiation source for recording animal colour patterns with an ultraviolet component 
reflecting ultraviolet radiations longer than 310 nm.  
The use of equations predicting the total irradiance incident on a subject illuminated by the 
two flash units ( Eq. (6.18) and Eq. (6.19)) is analogous to the use of standard guide 
number tables; however, rather than obtaining an ƒ-aperture number the obtained total 
power is employed to find a factor representing variation in power relative to a reference 
spectral reading (Table 3-1). Theoretically any of the measured spectral irradiances could 
be used as reference; however, accuracy is improved by selecting the spectral reading with 
the lowest standard error or deviation (Figure 3-14). For the present application spectral 
irradiances readings corresponding to 0.55 m for the two tested units were selected as 
reference due to their low variation as evidenced by their small standard errors. 
The ability to predict the total amount of power reaching a subject is particularly useful 
when mapping between camera responses and a given animal visual system (Fraser et al., 
2007, Pike, 2010, Stevens and Cuthill, 2006). In this case the objective is finding a 
mapping function between camera and the target animal visual space commonly using 
multiple regression methods (Stevens et al., 2007). The implementation of the technique 
requires knowledge of the animal photoreceptor quantum catches and linear camera 
responses for a set of calibration targets.  
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Whilst the camera responses are easily recorded from linear images recorded from a 
calibration chart, quantum catches for the same target must be calculated using Eq. (5.20) 
requiring the spectral power distribution of the irradiation source E(λ). If a calibrated flash 
is used to record the camera responses the spectral power distribution is readily available 
only requiring correcting for the light dispersed as a function of distance, i.e. the inverse 
square law (Palmer and Grant, 2010, Ray, 1999). Using it is possible to obtain a correction 
factor.  
The flash-subject distance selected when recording the calibration targets depends on the 
equipped optics, selected ƒ-aperture, ISO setting, sample size and required magnification. 
The interaction of all these factors makes it difficult to place the flash unit exactly at one 
of the distances implemented during calibration. However using Eq. (6.18) and Eq. (6.19) 
it is possible to obtain a correction factor for any particular distance provided that the flash 
is placed within a 0.35 – 1 m distance range. 
3.4.2 OECF curve fitting, linearisation and exposure 
When the objective of using digital images to study animal colour patterns is obtaining 
measurements of reflectance, colour, or to map between camera and animal visual space, it 
is necessary to recover the linear response from the sensor. Most published methodologies 
for recovering linear camera responses propose using power functions (Bergman and 
Beehner, 2008, Pike, 2010, Robertson and Robertson, 2008, Stevens et al., 2007) or 
second and third grade polynomials for this end (Cheung and Westland, 2003, Cheung et 
al., 2005, Westland and Ripamonti, 2004). Still when calibrating the Canon 40D camera 
and the modified Nikon D70s it was found that the effectiveness of a power function to fit 
the OECF curves depends not only on the camera model but also on the maximum pixel 
intensity level implemented during the calibration; in other words, on the value of the 
selected maximum camera output (ρmax).  
Figure 3-36 depicts the result of fitting a power function to OECF curves with different 
maximum camera outputs (ρmax) levels. As ρmax increases the effectiveness of a power 
function to fit the OECF curve diminishes. Therefore it is clear that a more flexible 
function is required if the objective is to obtain a linearisation equation covering the entire 
camera output range.  
Linearisation equations based on exponential functions are effective as long as ρmax is 
located within the linear region of the sensor response. In this region the resulting non-
linearity is possibly only resulting from gamma correction performed during colour 
encoding. In two of the most popular colour spaces used in digital photography, sRGB and 
1998 Adobe colour space, an exponential gamma correction is included as part of the 
colour encoding (Adobe Systems Incorporated, 2005, Stokes et al., 1996); therefore, an 
exponential function is the best approach.   
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Figure 3-36: OECF curve including different camera output levels and a power function fitted to the data. a) ρmax 
150, b) ρmax 170, c)  ρmax 203 and d) ρmax 235. 
On the other hand the flexibility of the Bézier curves allows obtaining linearisation 
functions from OECF curves containing ρmax values close to the maximum camera 
response level or clipping point (Figure 3-6 and Figure 3-22).The possibility of recovering 
linear sensor responses from high camera output values allows making the most of the 
extended dynamic range of the sensor, a characteristic of most non-technical cameras 
(Holst and Lomheim, 2007, Allen and Bilisi, 2011).  
This has several practical advantages for studying animal coloration, particularly when 
dealing with contrasting pattern elements as, for example, white or clear blotches 
surrounded by darker areas. In this case a limited dynamic range would make necessary 
recording several images to ensure an optimal reproduction of the darker areas. With an 
extended dynamic range it is possible to record a single image where the lightest and 
darkest regions are within the effective exposure range, in particular if the exposure is 
calibrated against the lightest components of the patch.  
The accuracy of a fitting procedure using Bézier curves is strongly dependent on the 
minimum camera output included in the reconstruction of the OECF curves. During the 
characterisation exercise it was found that when extremely low values are included in the 
OECF curves using a single cubic Bézier curve, an extremely poor fit results as depicted 
in Figure 3-37. 
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Figure 3-37: Fit with a Bézier Curve for the consolidated OECF curve reconstructed for the colour channels of a 
modified Nikon D70s and a Fuji S3 UVIR camera. a) Red channel Fuji S3 UVIR, daylight white balance; b) Blue 
channel Fuji S3UVIR, daylight white balance; c) Red channel modified Nikon D70s camera; flash white balance. The 
maximum allowed distance between the fitted curve and the data set was set to 0.05 in all cases. 
Lack of fit produced when including extremely low camera response values is likely 
produced by the high noise levels dominant in this region. The stochastic nature of most 
noise distributions make difficult its characterisation (Barnard and Funt, 2001, Stevens et 
al., 2007, Westland and Ripamonti, 2004). In this particular case the problem was 
addressed establishing a minimum camera output level (ρMin) located at the end of the 
noise-dominated region.  
The precise camera output corresponding to ρmin varies from one camera model to another 
and among colour channels in the same device; however, it seems to be independent of 
spectral region. Excepting the Nikon D70s camera when set to a tungsten white balance 
program, all ρmin values were found about 33 ± 4 intensity levels (Table 3-4 and Table 
3-7).This value is similar to the ρmin = 30  value previously reported by Barnard et.al 
(2001) for a Sony DCX-930 camera.  
The ρmin and ρmax values define the lower and upper limits of the effective exposure range. 
Linear sensor responses within this range can be accurately recovered from camera output 
levels as observed in Figure 3-24 and Figure 3-29. Nevertheless in some situations, as for 
example when reconstructing the spectral sensitivity curves, it is necessary to recover 
linear sensor responses from camera outputs below ρmin. This limitation was overcome 
assuming a linear response from zero to ρmin when constructing the look up tables (LUTs) 
for the three tested cameras (Figure 3-23 and Figure 3-28). 
In some of the reconstructed LUTs assuming a linear behaviour from zero produced a 
discontinuity in slope at ρmin suggesting that that the assumption of linearity at low camera 
output values may not hold in all the evaluated channels. Linear regression analysis was 
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performed to test this assumption. In all but the linear regression models fitted to the green 
channel of the Canon 40D camera and the blue channel of the modified Nikon D70s set at 
flash white balance, the intercepts of the regression lines were not  significant at an α level 
of 0.05 ( 
 
Table 3-6 and Table 3-10). These results provide evidence that the assumption of linearity 
holds failing to reject the null hypothesis β0 = 0 where β0 is the predictor for the intercept 
in a simple linear model (Bowerman and O'Connell, 1990).  
For the green channel of the Canon 40D camera and the blue channel of modified Nikon 
D70s the linear regression analysis rejects the null hypothesis β0 = 0 in favour of the 
alternative hypotheses β0 ≠ 0; therefore, it may be concluded that in these channels the 
assumption of linear behaviour from the origin does not hold. In these two cases recovered 
linear camera responses below ρmin must be interpreted cautiously or alternatively the 
value for the intercept might be used as a correction factor. For most practical applications 
the best solution is selecting an exposure setting such that the non-linear camera response 
for the darkest image regions is equal to or higher than ρmin.  
3.4.3 Spectral sensitivity  
Reconstructed spectral sensitivity curves precisely indicate the spectral range where the 
three tested cameras are capable of producing a response. A camera system conformed by 
the Canon 40D camera for recording in the visible region of the spectrum and either the 
Fuji S3 UVIR or the modified Nikon D70s for UV recording, covers a spectral interval 
between 320-700 nm with a characteristic “blind spot” within 398-410 nm (Figure 3-30, 
Figure 3-31 and Figure 3-32).  
The spectral position of the blind spot is the result of the spectral transmission of the 
Baader-U filter, equipped for cutting-off visible and short-wavelength infrared radiation in 
the UV recording devices, and the combined effect of both the hot mirror and the blue 
filter present in the colour filter array (CFA) of the Canon camera (Figure 3-8 and Figure 
3-9).  
Spectral sensitivity curves were reconstructed for the Canon 40D camera in order to 
evaluate the characterisation methodology. The resulting spectral sensitivity curves closely 
match those reported by Sigernes et.al (2009) who reconstructed the spectral sensitivity 
curves for the same camera model employing a different experimental set-up. Comparison 
of the two sets of spectral sensitivity curves reveals a high correspondence in the red and 
green spectral curves with only minor differences in the form of the blue channel 
sensitivity curve. Differences in the blue channel sensitivity curve are evidenced by the 
presence of a series of spikes between 440-460 nm that are not observable in the spectral 
sensitivity curve reported by Sigernes et.al (2009) for this channel.  
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Similarities between the present results and those reported in the literature (Sigernes et al., 
2009) evidence the robustness of the methodology. This validation is particularly 
important as there are few published results describing the complete spectral sensitivities 
in the ultraviolet region of the spectrum for either the Fuji S3 UVIR or the modified Nikon 
D70s; however, see Pike (2010).  
3.4.4 Reflected ultraviolet recording and image processing 
The Fuji S3 UVIR camera and the Nikon D70s camera were chosen as recent evidence 
indicates that these devices are capable of producing a response when irradiated by 
ultraviolet radiation (Dyer et al., 2012, Pike, 2010, Sanfilippo et al., 2010). The 
reconstructed spectral sensitivity curves for these devices provide quantitative support for 
these observations.  
Pike (2010) reconstructed the spectral sensitivity curves in the UV region for a Nikon 
D70s equipped with a Bader-U filter using optimisation and direct techniques. His results 
indicate camera responses in the red and blue channels as here reported but he the spectral 
sensitivity curves are normalised making it impossible to corroborate the obtained results 
by a direct comparison. Nevertheless it is important to mention that the results by Pike 
(Pike, 2010) seem to indicate a higher sensitivity from the blue channel, but no 
information is provided regarding the white balance setting.  
A possible explanation for the observed differences in the relative sensitivity of the red 
channel to UV radiation is the hot mirror filter spectral transmission curve. The hot mirror 
filter has a transmission of about 50 % at 350 nm (Figure 3-9) that is about the same 
wavelength as the peak UV sensitivity of the red channel for the Nikon D70s. Below this 
point the red channel still possesses a significant sensitivity cut-off by the transmittance of 
the hot mirror filter (Figure 3-32 panel a). Therefore if this filter is not removed the red 
channel would have a significantly lower sensitivity. Red channel sensitivity may be 
reduced furthermore by the white balance program selected prior to image recording 
(Figure 3-32panel b).  
Sensitivity to UV radiation is not expected from digital cameras equipped with sensors 
made up of silicon such as CCD and CMOS as silicon has an inherently low sensitivity to 
this radiation (Holst and Lomheim, 2007). Nevertheless the evidenced UV sensitivity for 
the Fuji S3 UVIR and the modified Nikon D70s raises questions regarding the ultimate 
causes of the observed sensitivity in these two cameras. 
Ultraviolet sensitivity of digital sensors may be increased by doping the sensor with 
organic phosphors fluorescing when exposed to UV radiation (Franks et al., 2003, Holst 
and Lomheim, 2007). Although there is no evidence suggesting that this is the particular 
case for the tested devices, fortuitous fluorescence by some of the elements present in the 
camera sensor may be, at least, partly responsible for the observed ultraviolet sensitivity.  
Exposure of the Fuji S3 UVIR camera sensor to ultraviolet radiation results in the 
emission of a dim, but easily perceivable, glow in the sensor as seen in Figure 3-38. This 
 94 
 
light might be responsible for the camera response to ultraviolet radiation; however, the 
fact that most of the sensitivity to ultraviolet radiation is limited to the red channel in the 
two tested cameras suggests an alternative explanation.  
 
Figure 3-38: Fuji S3 IRUV digital camera sensor irradiated with 350-380nm ultraviolet radiation produced by a 
xenon arc lamp and filtered by means of a Baader U filter. Image courtesy of Phil Taylor reproduced with the 
author's permission.  
The digital sensor response to UV radiation may be the result of fluorescence not in the 
visible but in the infrared region of the spectrum where digital camera sensors are most 
sensitive. This property is currently being applied for fluorescence imaging techniques 
where exogenous fluorophores with emission spectra in the short infrared region of the 
spectrum are used in conjunction with CCD or CMOS detectors in fluorescence imaging 
systems (Liang, 2010).  
The high sensitivity of the red channel to ultraviolet radiation explains the colour cast 
observed in the images recorded during the reconstruction of the OECF curves (Figure 
3-25). In the Fuji camera and the modified Nikon D70s set for tungsten white balance, 
where the sensitivity of the blue channel is significant, the resulting colour cast tends 
towards a magenta hue following the increasing response of the blue channel. Results 
indicate that the sensitivity of the blue channel is dependent on the selected white balance 
program as evidenced by the sensitivity curves reconstructed for the modified Nikon D70s 
after selecting the flash and tungsten white balance programs (Figure 3-32). 
White balance programs available in most digital cameras determine the overall sensitivity 
of the red and blue channels by adjusting their analogue gain (Allen and Bilisi, 2011, Lam 
and Fung, 2009). With the information provided by the spectral sensitivity curves it is 
possible to match the camera sensitivity with the spectral transmission of other elements of 
the system such as radiation source and lens. This gives users control over the system 
sensitivity allowing them to obtain the best possible results with the available equipment. 
For example changing between the flash and tungsten white balance programs in the 
modified Nikon D70s camera results in an increase in sensitivity towards long wavelength 
ultraviolet about 390nm (Figure 3-32). This may prove particularly useful when only glass 
optics, mostly transmitting long wave UV radiation, are solely available (Ray, 2002).  
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The presence of a colour filter array (CFA) on top of the sensor in the two tested cameras 
results in the production of colour images when recording in the native raw format 
available for each camera even when recording UV radiation (Figure 3-25); however, as 
colour is not defined in the ultraviolet region of the spectrum, monochrome images 
provide a better visual representation. Conventional ultraviolet photography techniques 
employ black and white film to record ultraviolet reflectance from biological subjects 
(Ray, 1999, Krauss and Warlen, 1985, Barsley et al., 1990, Williams and Williams, 1993, 
Gibson, 1992); nevertheless, a standardised methodology for the production of 
monochrome images produced by digital ultraviolet recording is currently missing. The 
present technique represents a first attempt to solve this problem. 
When images are employed for studying animal colour patterns or other biological 
subjects it is of paramount importance to employ images of high quality (Bergman and 
Beehner, 2008, Farallo and Forstner, 2012, Robertson and Robertson, 2008). This also 
holds true when images represent the ultraviolet component of a colour pattern. High 
contrast and high signal-to-noise ratio transmits more information about a recorded 
subject, thus facilitating visual interpretation (Jenkin, 2011b). In UV sensitive cameras, 
where there is a significant difference in sensitivity among the different colour channels, 
keeping the monochrome image corresponding to the most sensitive channel ensures 
obtaining images fulfilling such requirements. 
In addition to sensitivity, linearisation and the effective exposure range also play important 
roles in determining the final quality of the reconstructed monochrome images. 
Linearisation increases contrast uncompressing the camera responses in the knee gain 
region (Figure 3-6, Figure 3-24 and Figure 3-29).  This effect is increased by normalising 
the camera responses prior to linearisation by the ρmax value for each channel. The result of 
this operation is similar to the results obtained from applying histogram equalisation 
techniques, where all the available camera output levels from ρmin to ρmax  are uniformly 
distributed in a 0 to 1 scale improving contrast (Gonzalez and Woods, 2008, Gonzalez et 
al., 2009).  
The outcome of normalisation and subsequent linearisation is more evident for those 
channels whose sensitivity is low but still enough for producing an image as exemplified 
in Figure 3-39. This figure graphically shows the effects of normalisation, linearisation 
and spectral sensitivity on image quality for the three tested cameras for UV recording. 
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Figure 3-39: Monochrome linear representations of images in Figure 3-25. Monochrome images were obtained after 
splitting the raw colour images into their constituting red (left column), green (central column) and blue (right 
column) channels. Images were linearised implementing the LUT tables depicted in Figure 3-28. Images were 
normalised prior to linearisation by diving each pixel by the maximum camera response for each channel  
Compared to the blue and red channels the green channel of the Fuji S3UVIR camera 
presents a relatively low but still significant sensitivity; therefore, the image corresponding 
to the green channel presents a noticeable noise level (Figure 3-39 panel b). On the other 
hand the red and blue channels in this camera possess a higher sensitivity resulting in 
images with higher contrast and lower noise levels (Figure 3-39 panels a, c). The slight 
difference in exposure reflects differences in overall sensitivity between the two channels 
(Figure 3-33).  
The green channel of the modified Nikon D70s camera set at flash white balance has no 
significant response hence producing no (black) image (Figure 3-39 panel e). Conversely 
the red channel, with the highest sensitivity, produces the best looking image (Figure 3-39 
panel d). In the flash white balance setting the blue channel has a poor sensitivity but still 
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enough to produce an image (Figure 3-39 panel f). However after linearisation the image 
corresponding to the blue channel presents noticeable artefacts resulting from stretching 
the limited 50 intensity levels scale (Table 3-7) into a 255 (8-bit) intensity levels scale.  
The tungsten white balance in the Nikon D70s represents an intermediate case between the 
Fuji S3 UVIR and the modified Nikon D70s set at flash white balance. Compared to the 
flash white balance program the tungsten white balance program increases the blue 
channel sensitivity; however, the increase in sensitivity of the blue channel is not enough 
to equal the sensitivity of the red channel (Figure 3-32). Consequently the monochrome 
images obtained from these two channels differ in brightness yet presenting low noise 
levels due to their relative high sensitivity (Figure 3-39 panel g and i). Selecting the 
tungsten white balance also increases the signal gain for the green channel up to a point 
where a discernible image is produced. Yet, the increase in sensitivity is not enough to 
produce an easily discernible image as evidenced by the poor quality, low image contrast 
and high noise levels of the image produced by this channel (Figure 3-39 panel h). 
The information provided by the spectral sensitivity curves allows the photographer to 
make informed decisions about the best camera system to use when recording different 
subjects. The selection of a particular camera system to record ultraviolet radiation has to 
be based not only on the total sensitivity of the system but on other factors such as: Sensor 
resolution, sensor readout time and above all the nature of the subject itself.  
From a comparison of the total spectral sensitivity of the two cameras and the exposure 
time required to reach the maximum exposure value between the Fuji S3 UVIR and the 
modified Nikon D70s, it is made clear that the latter model is about 40 % more sensitive to 
UV radiations than the Fuji S3 UVIR (Table 3-7 and Figure 3-33). High sensitivity is 
commonly advantageous for most photographic purposes allowing selecting smaller ƒ-
apertures, increasing the depth of field, and permitting placing the radiation source further 
away from the subject. The latter quality is particularly desirable for forensic or medical 
applications (Williams and Williams, 1993) or when recording small subjects using 
macrophotography or close-up photographic techniques (Ray, 1999).  
Yet total sensitivity is not the only factor to be taken into account when selecting a UV 
camera system. In spite of its higher sensitivity, images produced by the modified Nikon 
D70s are of lower resolution than those recorded by the Fuji S3 UVIR due to its smaller 
sensor: 6.1 effective megapixels in a 23.7 mm x 15.6 mm sensor in the modified Nikon 
D70s camera compared to 10.1 megapixels in a 23.7 mm x 15.5 mm Super CCD HR 
sensor in the Fuji S3 UVIR. When recording still subjects, or those that can be easily 
transported to a laboratory, the higher resolution of the Fuji S3UVIR camera compensates 
for its lower sensitivity making it the best option. 
Another factor to be considered when selecting a camera system is the type of sensor 
present in the camera. CCD sensors and CMOS sensor differ in the amount of time 
required to read the signals from the individual pixels making up the sensor or readout 
time (Holst and Lomheim, 2007, Jenkin, 2011a, Kriss, 2007). CCD sensors commonly 
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have longer readout times than their CMOS counterparts as charges are moved across the 
entire sensor before reading whereas signals are read at each pixel location in CMOS 
sensors; therefore, readout times are longer in the Fuji S3 UVIR than in the modified 
D70s. The time lag produced by readout time can be a critical factor when selecting a 
camera particularly if, as in the present case, subjects are very active or difficult to restrain 
for long time periods. 
For the present application, where very active small lizards are recorded in the field, the 
Nikon D70s was considered the best option due to its higher sensitivity (Figure 3-31 and 
Figure 3-32) and shorter readout times. However this does not mean that there is a single 
UV recording imaging system that can be considered the best. Recent studies concerning 
animal vision in the UV range of the spectrum have employed a Fuji S3UVIR camera 
system with excellent results (Dyer et al., 2012), thus emphasising the idea that camera 
selection must be based on the particular requirements of each project and especially, on 
the formulated research questions and experimental design. 
3.4.5 RGB equalisation, equal-white and image recording under varying 
illumination 
When the objective of using linearised images is recovering the quantum catches either in 
terms of relative reflectance or absolute energy units, it is of vital importance to use 
properly white balanced images (Stevens et al., 2007). Failure in obtaining images 
producing an equal output on all the responsive channels when recording achromatic 
samples ignores the colour constancy phenomenon by which animal visual systems 
recognise the spectral reflectance of an object despite changes in illumination (Chong et 
al., 2007, Kelber and Osorio, 2010, Smithson, 2005, von Kries, 1970). 
Previously it has been proposed to ensure an adequate white balance after linearisation, 
multiplying the linear pixel intensity values by a constant scaling the three colour channels 
using the green channel as a reference in a process denominated  RGB equalisation 
(Stevens, 2007). Although this method produces satisfactory results its success is 
conditional on the use of the same light source during camera characterisation and sample 
recording. Most of the camera characterisation protocols employ continuous and highly 
stable light sources that are difficult to use when working in the field, therefore image 
recording was to be carried out in the laboratory (Kelley et al., 2012, Young et al., 2011). 
The present methodology differs from previous protocols by assuming a correct white 
balance prior to linearisation reflected in the use of EqLUTs for the Canon 40D 
representing an ideal or close to ideal white balance (Figure 3-34). 
The main advantage of the present approach is that white balance is performed by 
implementing colour adaptation transformations (CATs) available either as part of the 
camera firmware or included in raw image processing software packages 
(Triantaphillidou, 2011a). These CATs are not only more sophisticated than those that 
have been developed experimentally, see Khan (Kang, 2006) for a review, but take into 
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account the precise spectral sensitivities and details of the specific sensor architecture for 
each camera model that are rarely disclosed to the general public.  
Success of the RGB equalisation by the present technique is mainly determined by the 
white balance attained during post-production and the overlap of the EqLUTs to a minor 
degree. Moreover results obtained after applying the derived EqLUTs to images recorded 
under different daylight conditions and an electronic flash source (Figure 3-35) suggest 
that the quality of the illumination is another factor that must be taken into account.  
When images are recorded under a diffuse illumination, as that available during partially 
clouded days, it is relatively easy to recover an almost perfect white balance during post-
production (Figure 3-35 panels a-c, Table 3-12). However when a flash unit is employed 
as a light source the selected arrangement of the units may overemphasize texture (Ray, 
1999).  
Extremely textured surfaces present significant differences in pixel intensity among 
neighbouring pixels negatively affecting the performance of automatic white balance 
algorithms (Allen and Bilisi, 2011, Lam and Fung, 2009); therefore, limiting the extent to 
which a neutral area is faithfully reproduced. As the use of EqLUTs for recovering linear 
camera response assumes a perfect white balance condition, unequal camera responses 
from the colour channels, resulting from highly textured surfaces emphasised by the flash 
illumination, may be partially responsible for the observed colour mismatch (Figure 3-35 
panel, Table 3-12).  
3.5 CONCLUDING REMARKS 
A camera system consisting of two cameras: A Canon 40D and a modified Nikon D70s, 
equipped with a Canon Macro MT24EX Twin Lite and a modified Nikon Speedlight SB-
14 respectively; was selected for recording animal colour patterns in the field. The system 
produces images from reflected or emitted energy between 320-710 nm with a 
discontinuity about between 395-405 nm produced by the implementation of a Baader U 
filter in the Nikon camera and the presence of a hot mirror filter in the Canon device.  
Obtained data encourages using electronic flash units as the radiation source for recording 
images in the long ultraviolet and visible regions of the electromagnetic spectrum. 
Advantages of using these sources are not limited to convenience in terms of portability 
and price, but to their spectral output; in particular, for UV photography applications. A 
relatively simple physical modification of a flash unit extended its spectral output 
including long wavelength ultraviolet radiations down to 315 nm. The emitted irradiation 
is enough for obtaining high quality digital images using either a Fuji S3 UVIR or a Nikon 
D70s after being modified for ultraviolet recording.  
The tested flash units produce a fairly stable spectral output corroborated by colorimetric 
and quantitative methods. However more data is required describing precisely the 
tolerance of the two camera models to variations in the spectral output of the flash unit. In 
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other words it would be extremely useful to know the precise amount of spectral 
variability in flash output required for producing a change in the RGB camera response for 
each one of the tested cameras. 
The opto-electronic conversion functions for the colour channels in all the tested cameras 
present a knee gain region following the linear sensor response. Cubic Bézier functions 
adequately fit the entire OECF curve rather than limiting the recovery of linear sensor 
responses to the linear transfer region as proposed by previous methodologies. Applying 
the present methodology is then possible to make the most of the extended dynamic range 
of the digital sensor; a common characteristic of most consumer level digital cameras. 
Linear camera responses, representing the linear sensor response from the camera, may be 
recovered from look up tables constructed from the Bézier curves fitting the OECFs 
reconstructed for each channel regardless of the spectral region spanned by the channel’s 
sensitivity. The accuracy of the reconstruction depends on the magnitude of the non-linear 
(raw) camera response, i.e. pixel intensity level included in the OECF curves. Extremely 
low camera responses fall within a noise dominated region that follows a non-linear 
distribution different from the rest of the OECF curve. The extent of the noise dominated 
region establishes the lower end of the effective exposure range for any given colour 
channel.  
In most cases a linear response from zero to the lower limit of the effective exposure range 
can be assumed with a high degree of confidence; however, in some cases this assumption 
does not hold true. Therefore it is recommended to select an exposure during imaging 
recording such that the lowest camera response corresponds to a pixel intensity value 
equal or higher than the one corresponding to the lowest value of the effective exposure 
range. At the same time it is also important to ensure that the maximum camera response 
is not higher than the upper limit of the effective exposure range.  
The precise pixel response corresponding to the upper limit of the effective exposure range 
is a partially subjective decision but has to be made prior to the fitting procedure. This 
obeys to the fact that camera responses are normalised by dividing by this value. 
Pixel intensity values in a linearised digital image are directly related to the total amount 
of photons incident on the sensor. In digital cameras equipped with a colour filter array 
consisting of three different colour filters, camera responses are represented by a three 
dimensional vector holding the total quantum catches of each one of the colour filters. If 
so desired, absolute energy units can be recovered from normalised camera responses by 
multiplying the linear camera output by the maximum exposure value. This value 
corresponds to the exposure required to obtain a camera response equal to the upper limit 
of the effective exposure range.  
Linear camera values may then be used to quantify the spectral properties of an object 
either in terms of colour: catches by each one of the red, green and blue filters; or total 
brightness: the sum of the individual contribution from each individual colour channel. In 
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any case, recovered linear camera responses correspond to the specific spectral space of 
the camera defined by its spectral sensitivity curves; in other words, linearised camera 
responses, albeit physically meaningful, still constitute device dependent data. 
For animal colour studies linear camera responses may be used to objectively quantify the 
number of photons reflected by each one of the different elements constituting a colour 
pattern. Additionally the use of images permits measuring other spatial characteristics of 
the pattern such as area or shape. Together these two measurements can objectively 
describe a colour pattern in a purely quantitative approach. 
The reconstructed spectral sensitivity curves for the two cameras selected for ultraviolet 
recording indicate that most of the camera response to this radiation is produced by the red 
channel. Differences in sensitivity among the channels are responsible for the colour cast 
observed on images recorded in the native raw format of each camera. However 
information provided by the spectral sensitivity curves may be used for producing high 
quality monochrome images corresponding to the channel presenting the highest 
sensitivity during post-production. The use of the information provided by the spectral 
sensitivity curves allows production of images in a standardised manner thus permitting 
quantitative and qualitative analysis by comparison as long as images are recorded with 
the same device; this is particularly useful when studying animal colour patterns 
presenting ultraviolet components that are invisible to the unaided human eye.  
Direct observations of the sensor when irradiated by long wavelength ultraviolet radiation 
and the high sensitivity observed in the red channel suggest that camera response to 
ultraviolet radiation may be produced by fluorescence of some physical camera 
components. However the available data did not permit identifying the exact causes of the 
extended sensitivity of the tested devices. More research effort is required to explore the 
possible role of fluorescence in the response of the two cameras to UV radiation, and to 
describe precisely the mechanism(s) responsible for the camera extended sensitivity. 
Results from these studies may aid in designing affordable highly UV sensitive digital 
cameras in the near future.  
Although UV sensitivity in the two cameras may be slightly increased by means of the 
white balance programs, the modified Nikon D70s always showed a higher sensitivity than 
the Fuji S3 UVIR. Therefore the former device was selected as part of the camera system 
for recording colour patterns displayed by the selected lizard species in the field.    
The possibility of obtaining linear images from images recorded under different light 
sources, between 395-710 nm, provides an increased flexibility to the camera system. For 
example it allows using flash units for illuminating colour patterns of small animals where 
depth of field is critical whilst using sunlight when recording vast areas constituting the 
natural background of the animals.  This is particularly beneficial for visual modelling 
experiments where images implemented in complex visual discrimination experiments are 
constructed from different images representing targets and natural backgrounds. 
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Summing up, the methodology presented in the present chapter allows recovering linear 
sensor responses to radiations between 320-710 nm employing a camera system consisting 
in two camera models: a Canon 40D for recording in the visible region of the spectrum 
between 410-700 nm and a modified Nikon D70s for recording in the ultraviolet region of 
the spectrum between 320-385 nm. Illumination within the desired spectral range is 
provided by two electronic flash units: a Canon MT24EX TwinLite for recording in the 
visible region of the spectrum and a modified Nikon Speedlight SB-14 for the ultraviolet 
region of the spectrum.  
Image processing includes two steps: a) recovering linear camera responses using device-
specific look up tables constructed from cubic Bézier functions fitting the OECF curves 
for the colour channels of each device; and b) in the case of UV images, production of 
monochrome images retaining the image produced by the colour channel showing the 
highest sensitivity. For the modified Nikon D70s this means retaining the image from the 
red channel. For images recorded in the visible region of the spectrum, white balance must 
be set during post-production prior to linearising images with the EqLUTs reconstructed 
for colour channel equalisation. 
Compared to previously reported camera systems for using digital cameras for studying 
animal coloration, the present method allows making the most of the extended dynamic 
range typical of consumer level digital cameras and using portable flash units as 
irradiation sources. These two characteristics define a cost effective, portable and accurate 
system to quantify animal colour patterns ideal for field work allowing data collection in 
the natural environment occupied by the animals. 
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4 SPECTRAL AND SPATIAL VISUAL PROPERTIES OF PREY 
COLOUR PATTERN AND THEIR ROLE AS A CAMOUFLAGE 
ADAPTATION TO LOCAL VISUAL ENVIRONMENTS 
The present section demonstrates how images recorded with the characterised camera 
system may be used to analyse complex animal colour patterns using as a model to 
sympatric lizard species presenting different colour patterns. The main goal of the analysis 
seeks to identify differences in colour patterns as an adaptation for camouflage where the 
spatial and spectral characteristics of the pattern interact in different ways to provide 
concealment to its bearer (Endler, 2006, Stevens, 2007, Stevens and Merilaita, 2009, 
Troscianko et al., 2009). 
The background section for this chapter discusses the three current models explaining the 
use of colour patterns for camouflage purposes, thus providing the theoretical background 
for the discussion of the obtained results.  
The materials and methods section includes main aspects of the biology and ecology of the 
selected lizard species, including recent data on the phylogenetic relationships within the 
genus, geographical references of the study area and sampling sites, methods applied for 
lizard capture and sampling, protocols followed for spectral data recording and processing, 
and details of image recoding and  processing methodologies. 
Results include spectral readings and images for the background and the colour patterns of 
the selected lizard species in the visible and ultraviolet regions of the electromagnetic 
spectrum, and statistical analysis of the obtained data. Obtained results are subsequently 
discussed comparing the two implemented techniques and interpreted in a context of 
adaptive traits for camouflage in visually different environments. 
The image analysis methodology presented in this chapter follows the same guidelines as 
those typically followed by a visual ecologist or vision scientist for studying animal 
coloration. However, rather than relying on spectral data most of the analysis is based on 
linearised images. This approach allows assessing the use of the camera system previously 
characterised, identifying its limitations and more importantly suggesting a methodology 
for the use of digital images for objectively comparing colour patterns. 
4.1 BACKGROUND 
4.1.1 Quantification and comparison of colour patterns 
Before the introduction of portable spectrophotometers colour measurement was based on 
qualitative visual comparison between the colour sample and a calibrated colour charts 
such as the Munsell Colour Atlas or the Munsell Book of Colour (Endler, 1984, Gibbons 
and Lillywhite, 1981, Tobias et al., 2010). Inherent drawbacks of this method were the 
subjectivity involved in colour appreciation, variations in colour perception due to 
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physiological conditions of the visual system of the different observer produced by ageing 
or optical aberrations (Wyszecki and Stiles, 1982, Lee, 2005), and perceptual bias 
produced by effects related with colour appearance such as the Stevens and Hunt effect 
and colour memory (Montgomerie, 2006). 
An objective comparison of colour pattern is possible by using spectrophotometric 
techniques and instrumentation. As previously discussed in the background chapter, 
spectrophotometers and spectroradiometers allow an objective evaluation of colour by 
measuring the amount of energy reflected or emitted in a specific wavelength interval 
(Armenta et al., 2008, Endler, 1990). 
Methods for comparing the spectral profiles describing a colour pattern or element can be 
broadly divided in two main groups. The first one compares colour samples purely based 
on the physical properties of the reflectance or radiance spectra whilst the second method 
attempts to compare colour patterns taking into account the properties of the observer 
visual system, in other words, the way the observer perceives colour (Endler and Mielke, 
2005, Montgomerie, 2006, Vorobyev et al., 1998). 
Two main methodologies have been proposed for the comparison of colour based on the 
physical characteristics of colour signals: the segment classification method (Endler, 1990) 
and principal component analysis (PCA) (Cuthill et al., 1999). The first  method divides 
any spectral colour sample into different regions of almost equal size and subsequently 
obtains measurements of brightness, saturation and hue based on the total energy carried 
by each one of the spectral segments, only assuming the presence of colour oponency 
process in the visual system of the observer (Endler, 1990). Colour patterns are then 
compared by calculating the Euclidean distance between two or more samples for each 
one of the three colour characteristics. 
The second method, PCA analysis, compares spectral signals in a purely statistical way 
without making any assumption about the physiological properties of the visual system of 
the observer or colour perception. The PCA approach considers each measured 
wavelength as a variable and the amount of reflected or emitted energy as an observation. 
An advantage of applying PCA is the possibility of summarising n variables describing a 
colour signals into few, commonly three, orthogonal factors or PC describing different 
physical characteristics of the measured spectra (Armenta et al., 2008, Montgomerie, 
2006, Cuthill et al., 1999, Endler and Mielke, 2005, Zuk and Decruyenaere, 1994, 
Andersson and Prager, 2006, Cherry and Bennett, 2001). Nevertheless the precise meaning 
of the PC in terms of colour characteristics is still a matter of controversy (Armenta et al., 
2008). 
Currently it is widely accepted that the first PC is related to the overall brightness of the 
colour pattern due to its high correlation to all the measured variables (Montgomerie, 
2006). However the meaning of the second and third components is open to debate. One of 
the most accepted interpretations is that the second PC constitutes an overall description of 
saturation (chroma) and the third PC describes the hue axis (Endler, 1990, Grill and Rush, 
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2000, Kelley et al., 2012). Nevertheless other interpretations are also possible, for 
example, by regarding the second PC as a measurement of variation of short vs. long 
wavelengths (Cherry and Bennett, 2001, Montgomerie, 2006).  
Irrespective of the interpretation of the obtained PC after preforming a PCA analysis, 
colour patterns are then compared by applying standard multivariate statistical techniques 
such as MANOVA or Hotelling T2 depending on the number of PC included in the 
subsequent analysis (Andersson and Prager, 2006, Montgomerie, 2006). Alternatively 
colour patterns can be compared in terms of PCs by implementing non-parametric 
techniques such as multiple least sum of Euclidean distances regression analyses and 
multi-response permutation procedures (LSED-MRPP) (Endler and Mielke, 2005, Endler 
et al., 2005, Mielke and Berry, 2007). 
Photon capture methods compare colour patterns by describing the visual signals produced 
by different pattern elements in terms of photon catches. Photon catches are calculated 
from Eq. (5.20) for each one of the photoreceptors present in the visual system of the 
observer and subsequently plotted in a colour space defined by the number and spectral 
transmittance of the different photoreceptors present in the visual system of the observer 
(Endler and Mielke, 2005, Macedonia et al., 2009). Alternatively colorimetric properties 
may be calculated directly from reflectance spectra in particular, when there are practical 
or theoretical reasons for limiting the analysis to the visible region of the spectrum 
(Cassey et al., 2012). 
The use of RGB responses for describing and quantifying colour patterns follows the 
approach just described (Pike, 2010, Stevens et al., 2007). However, rather than using one 
of the CIE standard observer tristimulus values as sensitivity functions, the specific 
spectral sensitivity functions of the red, green and blue colour channels of the employed 
camera are used instead (Fairchild et al., 2008).  
RGB camera responses are commonly employed in two ways to measure colour 
differences. One approach is to calculate ratios of camera responses of one channel 
relative to another commonly, using the green channel as reference (Bergman and 
Beehner, 2008). Another approach is to compare hues described by a given RGB 
combination are compared after mapping camera responses from the camera sRGB to 
human HSI (hue, saturation, intensity) colour spaces using standard formulae (Bezzerides 
et al., 2007, Gonzalez et al., 2009, Robertson and Robertson, 2008).  
Here, an alternative methodology for comparing animal colour patterns based on linear 
camera responses is presented. 
4.1.2 Camouflage and colour patterns 
An animal’s ability to avoid been detection by predators depends on both behavioural and 
physical characteristics used in conjunction to work as a defensive strategy. Generally 
speaking, if the colour pattern of an animal has spectral and spatial characteristics which 
prevents the correct detection or interpretation of its shape by the visual system of the 
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observer, the object is said to be camouflaged (Stevens, 2007, Troscianko et al., 2009, 
Sherratt et al., 2005). Still the effectiveness of any camouflage strategy will depend not 
only on the colour pattern per se, but also on the background against which the animal is 
observed and the spectral characteristics of the ambient light illuminating both (Endler, 
1990). Clearly, an animal that is difficult to be perceived has a lower predation risk and 
therefore a higher chance of survival. In this context it may be predicted that natural 
selection favours those colour patterns maximizing concealment in the specific 
environment inhabited by the animal (Stevens, 2007, Stevens and Merilaita, 2009). 
Currently three main theories are used to explain animal camouflage by means of colour 
patterns: background matching, disruptive coloration and background visual complexity. 
4.1.2.1 Camouflage by background matching 
The most intuitive and widely studied model is background matching (BM). This model is 
based on the idea of a colour pattern representing a random sample of the background 
either by texture, colour or lightness that is harder to perceive than a colour pattern 
significantly different from the background. In this model, concealment is attained by 
minimizing its signal-to-noise ratio between the target and its background, making a target 
indistinguishable from the background (Endler, 1984). The degree of similarity between a 
target and its background (crypsis) may be quantified as the colour distance (Euclidean) in 
the colour space of the animal observing the target (Théry and Casas, 2002, Endler, 1990). 
If the distance between the colour pattern and the background is less than a determined 
threshold, the colour pattern is assumed to be camouflage (Endler, 1990). 
The number of dimensions of a point representing a colour signal and its associated colour 
space depends on the number of photoreceptors present in the observer’s visual system 
(Cuthill et al., 2000, Fleishman et al., 1997, Hart and Hunt, 2007, Kelber et al., 2003, 
Loew et al., 2002). The precise location of this point in the colour space is defined by a set 
of coordinates predicted from Eq. (5.19) (Endler and Mielke, 2005). 
Although performing the required calculations is simple, obtaining the required quantities 
or a set of functions that predict them is far from trivial. Required functions include the 
spectral sensitivity of the photoreceptors, spectral transmission curves of the ocular media, 
and knowledge of the exact relationship between colour distance and perceivable colour 
difference, i.e. colour discrimination threshold.  
Colour discrimination is a complex process involving several physiological, neurological 
and cognitive mechanisms (Kelber and Osorio, 2010). This was evidenced in the 1940s 
when it was first attempted to create a uniform colour space from the CIE chromaticity 
diagram. The psychophysical experiments by MacAdam (1940) on colour differences and 
colour difference matching (Wyszecki and Stiles, 1982), revealed that perceivable colours 
are better represented by ellipsoidal loci than by single points. Any visual stimulus within 
a given ellipsoidal locus is perceived as the same colour, and the shape and orientation of 
the ellipsoids vary with their position within the colour space (Wyszecki and Stiles, 1982, 
MacAdam, 1981).  
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For humans colour discrimination threshold values are well defined by means of the CIE 
L*a*b colour space, first established on 1976 and revised several times since then, and its 
associated colour difference formulae (Lee, 2005, Wyszecki and Stiles, 1982). However, 
this is not the case for non-human species.  
Psychophysical experiments are required to precisely determine not only the 
dimensionality of a given animal colour space but also its colour discrimination thresholds 
(Kelber et al., 2003). Probably due to the complexity involved in designing and realizing 
these experiments, data describing animal colour discrimination thresholds and colour 
spaces are limited to few vertebrate species including goldfish (Neumeyer, 1992), 
loggerhead turtles (Young et al., 2012), budgerigars (Goldsmith and Butler, 2005) and an 
species of Anolis lizards (Fleishman and Persons, 2001). 
An alternative methodology for determining colour discrimination thresholds is the 
photoreceptor noise model (Vorobyev and Osorio, 1998, Vorobyev et al., 1998, Endler 
and Mielke, 2005). This model is based on the assumption that colour thresholds are solely 
determined by receptor noise and that they are represented by ellipsoids of colour 
mismatches similar to those proposed by MacAdam for the human visual system 
(Vorobyev et al., 1998). The model requires knowledge of the total quantum catches for 
each of the photoreceptors present on the system (Eq. (5.20)) and a noise parameter 
indirectly estimated from the differences in density among the different photoreceptors 
present in the retina (Vorobyev et al., 1998). Even though data corroborating the model 
predictions have been obtained from behavioural experiments for some species (Vorobyev 
et al., 2001a, Vorobyev et al., 1998), the model heavily relays on the precise knowledge of 
the noise levels present in the photoreceptors, a topic which remains open to debate (Lind 
and Kelber, 2009).    
Measurements obtained in natural environments point towards the importance of 
background matching in the effectiveness of camouflage (Théry et al., 2005, Théry and 
Casas, 2002). Several species referred to as cryptic present colour patterns closely 
resembling their backgrounds as observed in some Iguanid species including members of 
the genus Ctenophorus  (Gibbons and Lillywhite, 1981, Macedonia et al., 2009). 
Furthermore, the results of recent studies point to a significant relationship between low 
background matching and increased predation susceptibility in natural environments for 
lizards and rattlesnakes (Farallo and Forstner, 2012, Stuart-Fox et al., 2003). 
4.1.2.2 Disruptive coloration 
Disruptive patterns are characterized by the presence of pattern elements such as lines, 
stripes or spots which highly contrast against their background (Merilaita and Lind, 2005, 
Cuthill et al., 2005, Sherratt et al., 2005). This broad definition encompasses a wide range 
of different disruptive pattern designs (sub-principles) which as a whole provide 
concealment creating false edges and boundaries thus preventing the detection or 
recognition of an object’s outline and shape (Stevens and Merilaita, 2009). 
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The most currently accepted hypothesis explaining the success of disruptive patterns as a 
concealment strategy states that these affect the edge detection and edge grouping 
processes occurring at early stages during the visual perception process (Stevens and 
Cuthill, 2006, Troscianko et al., 2009, Stevens and Merilaita, 2009, Stevens, 2007, Osorio 
and Srinivasan, 1991).  
Although there is some experimental evidence on the use of disruptive coloration by 
several vertebrates including fish, birds, mammals and snakes (reviewed by Stevens et.al 
(2006a), the precise mechanisms involved in the obtaining of concealment by this strategy 
are not known precisely. Experiments on disruptive coloration using artificial targets and 
employing birds and humans as model predators have failed to reveal a single rule 
predicting the effect of differences in position and brightness of the different elements on 
the degree of concealment attainable by this strategy thus suggesting the existence of not a 
unique, but a context- specific principle (Cuthill et al., 2005, Fraser et al., 2007, Merilaita 
and Lind, 2005) 
Still, there seems to be an agreement that neither background matching coloration nor 
disruptive coloration alone are enough for successfully providing concealment; rather, that 
both work simultaneously (Fraser et al., 2007). This idea is supported by recent models 
demonstrating that the presence of disruptive markings on a given pattern represent a 
compromise for concealment in visually heterogeneous habitats where marks provide 
some degree of concealment in all the different backgrounds even if background matching 
is not perfectly attained for the same reason (Houston et al., 2007). This model proposed 
the existence of generalist and specialized camouflage patterns where the presence of 
disruptive or background matching coloration is a response to several ecological aspects 
including background and predator hunting strategies. 
4.1.2.3 Concealment by visual background complexity 
The ‘concealment’ model focuses on the visual background per se rather than the animal 
colour pattern as a factor determining the effectiveness and evolution of animal 
camouflage. The model is based on simulation studies and has been recently tested 
experimentally using artificially generated backgrounds and trained birds as model 
predators (Merilaita, 2003, Dimitrova and Merilaita, 2010). 
Based on neural network simulations, the visual complexity model predicts that 
differences in the visual complexity between habitats impose different evolutionary 
constraints to the evolution of camouflage (Merilaita, 2003). In visually simple 
environments, the detection of an object by a predator is easier so that it takes longer to 
attain a successful camouflage due to the higher selective pressure. However once a viable 
colour pattern is attained in such an environment, it resembles more closely the 
background than the colour patterns observed in visually complex environments. 
Conversely, in visually complex environments the detection of an object is more difficult 
hence the requirement for a coloration closely matching the background is lower. This 
facilitates the evolution of colour patterns with elements providing concealment to 
 109 
 
different backgrounds and favours other camouflage strategies such as disruptive 
coloration.  
Recently, Dimitrova and Merilaita (2010) tested hypothesis derived from this model in 
particular the effect of the background visual complexity in the effectiveness of 
camouflage. They measured searching times of bird predators as an indicator of 
camouflage effectiveness and implemented artificially generated backgrounds, including 
five and eight different elements as models of background complexity. Obtained data 
support the visual complexity model presenting a significant difference in the searching 
time spent on the two backgrounds.  
In spite of the advances in the understanding of the use of animal colour patterns for 
camouflage, the mechanisms involved in this process and their relation with the 
background, there is a paucity of data available from natural backgrounds and animal 
colour patterns as pointed out by several authors (Dimitrova and Merilaita, 2010, Stevens, 
2007).  
The assemblage of lizard communities present in Australian arid and semiarid 
environments constitutes an excellent opportunity to gather such information and to test 
hypotheses regarding the effect of background in camouflage effectiveness.  
Habitat divergence and microhabitat specialisations in Australian lizard assemblages 
occupying arid and semi-arid environments: the case of the genus Ctenophorus. 
Australian arid and semiarid ecosystems present several microhabitats of differing 
ecological properties and visual complexity exploited by a large number of 
morphologically different, but related species (Pianka, 1986, Rabosky et al., 2011, Pianka, 
1989, Vitt et al., 2003). The evolution of the colour patterns observed in lizard inhabiting 
these microhabitats can be explained by a model based on the visual background theory.  
The genus Ctenophorus is an endemic Australian radiation including 23 species of 
dragons specialized to live in semi-arid to arid environments (Melville et al., 2001, 
Cogger, 2000) belonging to the family Agamidae. As other members of the family, 
dragons possess a well-developed visual system, relay on visual clues for prey detection 
and feed on low energy preys such as ants, hymenopterans and beetles (Pianka, 1989, 
Pianka, 1986, Daly et al., 2008). These characteristics and other anatomical traits are 
shared with the Chamaeleonidae and Iguanidae making up a single monophyletic clade 
(Iguania) according to recent molecular evidence (Vidal and Hedges, 2009). 
Early attempts to establish the phylogenetic relationships among the several species 
belonging to the genus Ctenophorus were based on morphological and ecological 
characteristics identifying three, presumably monophyletic, groups or ecotypes: burrowers, 
rock and Spinifex (porcupine grass) dwellers (Greer, 1989).  All the species belonging to 
the genus were then allocated into one of these groups as detailed in  
Table 4-1. 
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Table 4-1: Species belonging to the three ecotypes present in the genus Ctenophorus. Table based on Greer (1989) 
with additions as suggested by Melville et.al (2001). 
Ecotype/Ecomorph Species 
Burrowers C.clayi, C.gibba, C.maculosus, C.nuchalis, C. pictus, C. salinarum, C. reticulatus. 
Rock dwellers C.caudicinctus, C.decresii, C. fionni, C.ornatus, C.rufescens, C.vadnappa, 
C.yinnietharra and C. tjantjalka. 
Spinifex dwellers C. cristatus, C. femoralis, C. fordi, C. isolepis, C. maculatus, C.rubens, 
C.mckenziei, C.scutulatus 
   
Molecular phylogenetic studies using mitochondrial (Melville et al., 2001) and combined 
nuclear and mitochondrial gene sequences (Hugall et al., 2008) have found no evidence 
that would support the monophyly of these three groups thus revealing a noticeable 
example of evolutionary convergence possibly related to microhabitat specialization.   
Recent studies based on diet preference and phylogenetic data of several lizard genus 
occupying arid and semi-arid environments, including the genus Ctenophorus, 
demonstrated that closely related species show a tendency for habitat divergence even 
though if they show conservatism in diet preference (Rabosky et al., 2011). These findings 
support earlier observations and field experiments (Daly et al., 2008) concluding that, the 
morphological and ecological characteristics observed on the different ecotypes represent 
adaptations to specific microhabitats and that habitat preference is not induced solely by 
interspecific competition. Furthermore similarities in the colour pattern observed among 
the different species belonging to each ecotype suggest that this could be the case (Farallo 
and Forstner, 2012, Stuart-Fox et al., 2004). 
Camouflage protects and animal from predation by minimizing the chances of detection 
by a visually oriented predator such as birds which commonly prey upon on dragons of the 
genus Ctenophorus (Daly et al., 2008, Stuart-Fox et al., 2003). Therefore, if the 
microhabitats occupied by the two selected lizard species constitute examples of 
backgrounds differing in visual complexity, it is expected that the colour patterns 
displayed by the two species reflect such differences.  
Differences should reveal variations in the concealment strategies reflected in colour 
patterns better suited either for background matching or presenting different levels of 
disruptive coloration. The selected lizard species: Ctenophorus fordi and Ctenophorus 
pictus constitute an excellent model to test the hypothesis as both species exemplify 
different microhabitat adaptations, i.e. ecotypes (Greer, 1989, Hugall et al., 2008, Melville 
et al., 2001).   
Following Merilaita (2003) model, it is expected that species inhabiting visually simple 
backgrounds displays a colour pattern providing a better concealment than those living in 
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more visually complex environments. Furthermore sexual dichromatism, a characteristic 
widely present in the genus (Hugall et al., 2008), should be more evident in those species 
commonly seen against visually complex backgrounds. 
With the possibility of objectively comparing the spectral and spatial characteristics of the 
colour patterns by means of linearised images, it is hypothesised that image analysis will 
reveal significative differences between the colour pattern displayed by the two species, 
and the two genders. 
4.2 MATERIALS AND METHODS 
4.2.1 Lizard species 
Two species of Ctenophorus (C.pictus and C. fordi) belonging to two different ecotypes 
(burrowers and spinifex dwellers) were selected for modelling purposes (FIGURE). 
C.pictus  (commonly referred as Painted Dragon) is a small to middle sized dragon 
ranging from 65 to 95 mm snout-vent length (SVL) (Healey et al., 2007). It is usually 
found on sandy soils were it digs burrows for sheltering and laying eggs (Cogger, 2000). 
The species shows a preference for areas covered by low vegetation and ground debris 
which may be used as perches from where males can survey their surroundings  (Cogger, 
2000, Olsson et al., 2007). 
C. pictus has a blotted pattern made up of black spots alternated with white to cream 
patches aligned in bars which extend from the dorsum to the dorsolateral region. Black 
spots are also distributed along the vertebral region fusing in several places forming a line. 
The dorsal and dorsolateral region presents a dark orange coloration on the spaces between 
the spots (Figure 4-1 panels a and b).  
Sexual dichromatism is present with males presenting a yellow, orange or red coloration 
on an area that extends from the cheeks to the throat which is absent on females (Figure 
2-1 panel a). In addition to head colour variations, males may express or not a series of 
bands under the chins which seems to be used as a condition signal (Olsson et al., 2009).  
Ctenophorus fordi is a small lizard (40 to 80 mm SVL) confined to areas with porcupine 
grass (Triodia scariosa) (Figure 4-1 panel c). The particular distribution of the species 
may be explained by the strong dependency of C. fordi on the porcupine grass for its 
survival. In contrast to C.pictus, C. fordi only uses burrows for nesting and hibernation 
relaying on Triodia for shelter, perching, thermoregulation and feeding purposes during all 
its active lifetime (Cogger, 1974, Olsson, 2001). 
C. fordi displays an overall orange to dark brown coloration with a pale yellow 
dorsolateral and dorsoventral stripes bordered by a black stripe in the latter (Figure 4-1 
panels c and d) (Cogger, 2000). Black and cream small speckles are present between the 
pale bands and on front and hind limbs. Males may present a dark “V” mark on the ventral 
surface of the throat region (Bush et al., 2007, Olsson, 2001). 
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Figure 4-1: Images of an a) male and b) female Ctenophorus pictus; c) male and d) female Cteniohorus fordi 
individuals. 
4.2.2 Study area and field work protocol  
Images and lizard samples were collected at eighteen different locations within the limits 
of the Murray Sunset National Park (Victoria, Australia). Latitude and longitude 
coordinates are presented in Table 4-2 and displayed in Figure 4-2. 
 
Figure 4-2: Sampling locations within the Murray Sunset National Park. Left panel gernal view, right panel sampling 
area detail 
Sampling was performed during late spring, early summer and late summer of 2009, 2011 
and 2012. Lizards were collected by hand and pitfall trapping accordingly to methods 
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approved by the RMIT University Animal Ethics Committee projects AEC0821 and 
AEC1123. 
When implementing trapping (late spring and summer 2011-2012), a single trapping line 
with three drift fences of 10 m each connected forming a Y-shaped pattern was employed. 
Pits consisted on plastic buckets buried at 5 m intervals bifurcated by a drift fence 
(Crosswhite et al., 1999, Hobbs et al., 1994, Moseby and Read, 2001). An image of the 
trapping line deployed in the field is depicted in Figure 4-3.  
Captured animals were individually placed inside resealable, transparent, 0.18 x 0.17 m, 
plastic bags (Glad Snap Lock bags, Clorox Pty, Australia) and transferred to a cooler 
located at each sampling point. Lizards were held for up to two hours, with up to ten 
lizards per cooler.  Coolers were placed at the shade at all times. Temperature within the 
coolers was measured by a thermometer linked to the cooler interior and monitored every 
30 minutes to ensure a temperature range between 18-25 °C. Lizards were also monitored 
for adverse behaviour at those times.  
 
Figure 4-3: Pitfall trapping line deployed at the field. 
For reflectance measurements and image recording, lizards were removed, one at the time, 
from the cooler, gently taken from the bag and held by one person in the palm of the hand 
while applying pressure with the index finger of the other hand to the base of the tail of the 
lizard. 
Trapped lizards were measured for spectral reflectance and photographed using the 
calibrated camera system described in Chapter 3 in the visible and long ultraviolet regions 
of the electromagnetic spectrum (320-710 nm) as detailed in sections 4.2.4.1 and 4.2.5.1. 
All animals were released unharmed at the conclusion of the measurements at the point of 
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capture if captured by hand or at 10 m from the trap line. Released animals were observed 
until they safely found shelter. 
Table 4-2: Latitude and longitude coordinates of the sampling sites. 
Site Latitude Longitude 
1 -35.0084 141.7491 
2 -34.9898 141.0976 
3 -34.9871 141.0976 
4 -34.9887 141.0976 
5 -34.9850 141.0976 
6 -34.9906 141.0977 
7 -34.9513 141.1241 
8 -35.0350 141.1434 
9 -35.0042 141.7454 
10 -35.0357 141.7459 
11 -35.0084 141.7491 
12 -35.0138 141.7448 
13 -35.0132 141.7452 
14 -34.9883 141.0976 
15 -34.9616 141.1532 
16 -34.9616 141.1872 
17 -34.9616 141.1873 
18 -34.9591 141.1473 
 
4.2.3 Lizard samples 
A total of 24 Ctenophorus fordi individuals (11 males and 13 females) and 17 
Ctenophorus pictus (9 males and 8 females) were sampled. Obtained data includes 
reflectance spectra and images obtained from reflected visible (395-710 nm) and 
ultraviolet (300-400 nm) radiation. Results reported for C. fordi correspond to animals 
captured during field work at the study site; however, only two Painted Dragon samples, 
one female and one male, were captured during field work. Data corresponding to the 
remaining fifteen samples of C. pictus were taken from individuals belonging to New 
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South Wales populations held  at the Australian National University as part of an 
independent project lead by Mr Daniel Hoops.   
4.2.4 Spectral data 
4.2.4.1 Lizard reflectance readings 
Reflectance spectra were measured by means of an Ocean Optics USB2000 (Ocean 
Optics, USA) equipped with a bifurcated 400 µm ultraviolet-visible probe. A PX-2 xenon 
lamp (Ocean Optics, USA) was employed as radiation source and the sensing probe was 
fitted to a cylindrical ferrule to attain a fixed measuring angle of 45° from the normal of 
the sampled surface. Spectral reflectance readings measured the percentage of reflected 
radiation relative to a Spectralon reflectance standard (LabSphere, USA). 
Lizards were manually restrained during reflectance measurements as described in section 
4.2.2. The probe was gently pressed against the lizard body at each one of the selected 
sampling points:  anterior ventrolateral surface 5 mm under the ear (2 reading), dorsal 
surface at the lower cervical and caudal regions (4 readings), middle laterodorsal surface 
between the limbs (2 readings) and the dorsal surface of the head (2 readings); resulting in 
11 readings per sampled individual.   
Each reading of the spectrophotometer consisted in the average of 5 scans between 176.94 
and 882.71 nm at 0.39 nm intervals. Raw readings were binned at 5 nm intervals 
implementing a custom code written for the Matlab programming environment release 
2009b (The Mathworks, USA). Only data corresponding to the 300–710 nm interval were 
used for subsequent analysis. Reflectance spectra were averaged for each body region 
among individuals of the same sex. Readings corresponding to the dorsal region were 
pooled together into a single, ‘dorsal’ region. 
4.2.4.2 Background reflectance readings 
Six different elements were selected as samples of the background against which the two 
species are commonly observed. Elements were selected as those which were always 
found in a rectangular area of about 1 m² centred at the point where lizards were first 
spotted. These elements were (1) hard and loose sand, (2) plant debris, (3) Eucalyptus 
leaves, (4) fresh and, (5) mature leaves of Triodia grass. Sand and debris readings were 
obtained directly positioning the probe on the surface Triodia readings were obtained from 
a leaf bunch containing about 25 to 30 individual leaves placed on a black matte surface. 
Readings from Eucalyptus leaves corresponding to the reflectance component were 
obtained from ten different leaves placed on a black matte surface to minimize the effect 
of the transmission component. 
Spectral data was obtained and processed implementing the same instrument and 
techniques described in section 4.2.4.1. A total of thirteen readings were recorded for each 
sample by placing the ferrule at different locations which had been chosen randomly. 
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4.2.4.3 Background radiance readings 
Spectral radiance was measured with an ILT-900 spectroradiometer (International Light 
Technologies, USA) fitted with a narrow acceptance angle sensor. The sensor was fitted in 
a tripod with a fixed height of 0.6 m and oriented 45° from the normal. Prior to recording, 
the instrument was calibrated using calibration files available for radiance measurements.  
Background radiance readings were obtained from two different locations where C. fordi 
and C. pictus were observed. A total of 121 spectral radiance readings were recorded from 
the two different backgrounds after randomly selecting several points falling within a 1 m 
diameter circle centred about the position where the lizard was first spotted. 
Fifty radiance readings were taken from the two sites where C. pictus was observed (25 
readings per site) and 71 readings were taken from two sites (50 and 11 readings) where C. 
fordi was observed. As C. fordi was more frequently observed, two sites were randomly 
selected for radiance measurements 
Each reading consisted of the average spectral radiance of 5 scans between 250 and 830 
nm at 1 nm intervals. The instrument produced spectral readings expressed in µW· cm-
2
·nm-1·sr-1 that were subsequently transformed into quantum units (µmol⋅m-²⋅s-1⋅nm-1⋅sr) 
applying Eq. (5.16) (Andersson and Prager, 2006, Endler, 1990, Kirk, 1994) and binned at 
5 nm intervals. Binned spectral data between 300 and 710 nm were used for subsequent 
analyses.   
For comparison purposes, radiance readings obtained at each site were normalized 
dividing the radiance recorded at each wavelength by the total area under the curve 
(Endler, 1993). Trapezoidal integration was performed using the trapezoidal numerical 
integration algorithm (‘trapz’ function) available in the Matlab programming environment 
release 2009b (The MathWorks, USA). 
4.2.4.4 Ambient light irradiance 
Ambient light spectral irradiance readings were recorded with an ILT-900 
spectroradiometer (International Light Technologies, USA) equipped with a cosine 
corrected collector. The sensor was mounted on a tripod and fixed at 0.1 m above the 
ground level. The sensor was orientated 180° from the normal axis following published 
protocols (Endler, 1993). 
A total of 18 irradiance measures were recorded corresponding to the sites were four C. 
fordi and two C. pictus were observed at the field. Each irradiance measurement is the 
average of 5 scans between 250 and 830 nm at 1 nm intervals. Data was converted from 
µW⋅cm-²⋅nm-1 into quantum units (µmol ⋅m-²⋅s-1⋅nm-1) applying Eq. (5.16) (Andersson and 
Prager, 2006, Endler, 1990, Kirk, 1994) and binned at 5 nm intervals. Binned spectral data 
between 300 and 710 nm was employed for all subsequent analyses. 
As done with the spectral radiance readings, irradiance spectra were normalized by 
dividing the obtained irradiance at each wavelength by the total area under the curve. 
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Trapezoidal integration was performed using the trapezoidal integration algorithm 
available in the Matlab programming environment (The Mathworks, USA). 
4.2.5 Image recording and processing 
4.2.5.1 Image recording and post-production 
Colour patterns for each lizard were recorded in the visible (395-710 nm) and ultraviolet 
(320-395 nm) regions of the electromagnetic spectrum employing the camera system 
previously characterised (Chapter 3). Recording in the visible region of the 
electromagnetic spectrum was done with a Canon 40D camera (Canon inc, Japan), 
equipped with a 100 mm 2.8 EF macro lens (Canon inc, Japan) and using a Macro Twin 
Lite MT-24EX flash (Canon, Japan) as light source. The flash unit was situated at 0.4 m 
from the samples and fired at 1/4th of its total power for all recorded images. 
Reflected ultraviolet image recording was done employing a modified Nikon D70s camera 
which hot mirror filter had been removed and replaced by a Baader U-filter (Company 
Seven, USA) as part of a conversion for ultraviolet photography. The camera was 
equipped with a 105 mm 4.5 Micro Nikkor quartz lens (Nikon corp., Japan) ensuring free 
transmission of ultraviolet radiation. A Nikon SB-140 (Nikon corp., Japan) flash gun, 
employed as ultraviolet irradiation source, was situated at 0.4 m from the samples and 
fired at full power. Spectral power distributions for the two employed flash units are 
presented in Figure 3-14, Figure 3-30 and Figure 3-31. 
Either a Colour Checker Passport (X-rite Inc, USA) or a UV calibration chart (Dyer et al., 
2004) was included on each photograph for determining exposure during image recording 
and for standardising image exposure during post-production. Lens apertures ƒ 8 and ƒ 29 
were selected for recording images in the ultraviolet and the visible regions of the 
spectrum respectively. Flash-subject distance was fixed at 0.7 m. Selected exposure and 
flash distance ensured a camera response lower to the ρmax value for each camera (Table 
3-4 and Table 3-7) when recording the most reflective sample available in the two 
calibration charts. Flash and tungsten white balance programs were selected for the Canon 
and Nikon camera respectively.  
Images were recorded in the native raw format available for each camera. Raw images 
were subsequently processed for exposure and white balance calibration employing the 
Camera Raw plug-in V. for Photoshop CS5 (Adobe Inc, USA). Exposure was fine-tunned 
in such way that the normalised camera response for the brightest calibration target was 
equal to the response predicted for this target from the OECF curves of each device (Table 
4-3). Average camera responses were obtained from nine sample points randomly 
distributed on the image region corresponding to the calibration target. 
White balance was automatically corrected for images recorded under visible radiation 
(light) using the white balance tool available in Camera Raw. White balance correction 
was attained by selecting a white point corresponding to a random location within the 
 118 
 
brightest achromatic target. White balance was performed before exposure fine-tunning in 
all cases.  
After correcting for exposure and white balance images were encoded into either the 
sRGB IEC61966-2.1 or the Adobe 1998 colour space depending on the camera used for 
recoding the images. Processed raw images were then saved as uncompressed 8-bit TIFF 
files using the same software package. 
Table 4-3: Exposure calibration values for images recorded in the visible and ultraviolet regions of the 
electromagnetic spectrum. † Values obtained from the red channel LUT; ‡ Values rounded to the closest integer.  
Spectral 
region 
Calibrati
on target 
Selected 
Maximum 
camera response 
Total 
reflectance 
(%) 
Normalized 
non-linear 
camera 
response † 
8-bit 
camera 
response 
value (ρ) ‡ 
Visible    
(395-710 nm) 
White 235 94.8 0.994 234 
Ultraviolet 
(300-400 nm) 
A 250 86.5 0.979 245 
4.2.5.2 Image linearisation and segmentation 
Processed TIFF files were normalised and linearised implementing the ρmax values and 
LUTs specific for each camera model, white balance and colour space (Table 4-3, Figure 
3-23 and Figure 3-28), using a custom written code for Matlab release 2009b (The 
Mathworks, USA). Monochrome images corresponding to the red channel of RGB images 
recorded with the modified Nikon D70s were extracted prior linearisation. A pseudocolour 
mapping was applied to the linearised monochrome images, replacing the otherwise grey 
intensity levels by the colour gamut defined by the ‘jet’ colour mapping function available 
for Matlab release 2009b. 
Data describing spectral and spatial properties of the colour patterns within the visible 
range of the electromagnetic spectrum were obtained from image samples corresponding 
to the dorsal and lateral regions of the lizards. The low number of C. pictus females 
captured (n = 5) limited the number of individuals employed for image and statistical 
analysis. Data corresponding to one of the females had to be discarded as the images did 
not fulfil the quality criteria for an accurate quantitative analysis limiting the number of 
analysed individuals to four samples for this group. In order to obtain equal sampling size 
increasing the power of the statistical analysis, eight C. fordi individuals, four males and 
four females, were randomly selected for subsequent analyses. In the same way four C. 
pictus males were also randomly selected for further analysis. Random selection was 
performed by generating uniformly distributed pseudorandom numbers using the routine 
‘randi’ available in Matlab release 2009b (The Mathworks, USA) and removing those 
samples corresponding to the generated numbers.  
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Image analysis protocol is based on methodologies by Kelley et.al (2012) and Young et.al 
(2011). Images corresponding to the back and side regions of eight individuals of each 
Ctenophorus species: four males and four females were imported into Image J v1.42q 
(Abramoff et al., 2004). Images were subsequently calibrated for size, in millimetres, 
using the scale available in the Colour Checker Passport (X-Rite Inc., USA) included on 
each image. Image samples corresponding to the pattern displayed on the dorsolateral, 
laterodorsal, (‘side’); and dorsal (‘back’) regions were obtained using the elliptical 
selection tool available in Image J (Abramoff et al., 2004). 
Spectral properties of the patterns were measured as the total number of photons reflected 
on the long wavelength (≈ 530-690 nm), middle wavelength (≈ 475-615 nm) and short 
wavelength (≈ 415 – 515 nm) regions of the spectrum, corresponding to the spectral 
sensitivity curves of the ‘red’, ‘green’ and ‘blue’ colour channels of the Canon 40D 
camera employed for image recording (Figure 3-30). 
Average linear camera output values, representing the total quantum catches for each 
colour channel, and their standard deviations were normalised dividing by the total sample 
area expressed in mm² after size calibration. As a measure of chromatic variability rather 
than chromatic appearance was required, the coefficient of variation was calculated for 
each sample dividing the normalised average linear output camera values of each colour 
channel by their normalised standard deviation (Quinn and Keough, 2003, Zar, 1999). 
Two variables representing the spatial characteristics of the patterns were measured: The 
total area covered by patches reflecting energy in the long, middle and short wavelength 
regions of the spectrum and, the total number of patches reflecting energy in each spectral 
region. A variable describing the pattern spatial configuration, i.e. spatial uniformity, was 
constructed dividing the total area covered by each chromatic patch by the number of 
patches.  
Size and number of patches were obtained implementing image segmentation on dual-
threshold images (Gonzalez et al., 2004) employing the Analyse particles tool available in 
ImageJ v1.42q (Abramoff et al., 2004). Binary images were first obtained by threshold 
monochrome images corresponding to the different colour channel comprising each RGB 
image. Lower and upper threshold values were defined as the second and third quartiles of 
the pixel intensity distribution (histogram) of each monochrome image. Image 
segmentation was subsequently performed after selecting a particle size equal to 0.025 
mm². This value was empirically determined as it provided the best reconstruction of the 
patterns for samples of different areas. 
4.2.6 Data and statistical analysis 
A total of six variables were measured corresponding to chromatic variability and spatial 
uniformity in the long, middle and short wavelength regions of the spectrum. All variables 
were log-transformed to remedy for outliers and deviations from normality (Tabachnick 
and Fidell, 2007) employing SPSS Statistics v17.0 (IBM corporation, USA). 
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Principal component analysis (PCA) was used for creating three orthogonal derived 
variables (principal components) suitable for MANOVA (Armenta et al., 2008, Cuthill et 
al., 1999, Endler and Mielke, 2005, Montgomerie, 2006) using SPSS Statistics v17.0 (IBM 
Corporation, USA). PCA was performed based on the correlation matrix and a Quartimax 
rotation was selected for minimising complexity of the variables whilst maximising 
variance of loadings on each variable (Tabachnick and Fidell, 2007, Fielding, 2007).  
Spatial and spectral properties of the colour patterns were compared performing within-
subjects MANOVA design on the principal components derived from the PCA analysis 
employing a repeated measures general linear model in SPSS Statistics v17.0 (IBM 
Corporation, USA). The design consisted in a single between-subjects factor with two 
levels: back and side, and two within-subjects factors: species and gender, each one with 
two levels. Univariate ANOVAs were performed following the MANOVA using the same 
statistical software package. 
4.3 RESULTS  
4.3.1 Ambient light 
The spectral irradiance of the ambient light reaching the ground in the study area is 
characterised by a relative flat spectral shape above 470 nm and low contribution of 
visible short wavelength radiation below 430 nm and long wavelength ultraviolet radiation 
(Figure 4-4).  
 
Figure 4-4: Average spectral quantum irradiance of ambient light reaching the ground at the study site (red solid 
line) compared to the standard data of solar irradiance at the Earth’s surface reported by NASA (blue solid line) 
(Wyszecki and Stiles, 1982), and subsequently refined using extra-terrestrial data (magenta solid line) (Bird et al., 
1983). Error bars for the measured irradiance represent 95 % confidence intervals. 
The shape of the curve describing the spectral irradiance of the ambient irradiation 
measured at the study site corresponds to the standard data of spectral solar irradiance in 
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open areas as previously reported by different authors (Bird et al., 1983, Endler, 1993, 
Wyszecki and Stiles, 1982). Differences in total intensity (brightness) between the 
reported and measured readings are produced by seasonal, altitudinal, latitudinal and 
temporal variation among sampling sites and time of measurements. 
4.3.2 Background plant community, spatial and spectral properties  
The visual background against which the two lizard species are observed is characterized 
by the presence of three different groups of elements typical to Australian semi-arid 
habitats: 1) plant community dominated by Spinifex (Triodia scariosa), Acacia shrubs and 
Eucalyptus trees; 2) loose sand and compacted sand/clay cores and 3) plant debris 
containing pieces of bark, dead leaves and other plant material. In some places small rocks 
can also be found scattered on the ground (Figure 4-5). 
These objects are not uniformly distributed but are arranged accordingly to the spatial 
distribution of the plant community. Areas dominated by Triodia may be considered as 
open spaces with a high proportion of uncovered sand areas only interrupted by annular 
Triodia patches of varying sizes (Figure 4-5 panels b and c); nevertheless, Triodia patches 
can also be found bordering areas dominated by Acacia. In this case the area may be 
shaded by mid-sized shrubs or trees. (Figure 4-5 panels a and f). The spectral reflectance 
spectra of the main elements present in the background occupied by the two species are 
shown in Figure 4-6.  
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Figure 4-5: Physical characteristic and plant community in the study site. 
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Figure 4-6: Reflectance spectra for six common elements present in the visual background occupied by C. pictus and 
C. fordi. Error bars represent a 95 % confidence interval. 
The number of radiance readings recorded at each background reflects differences in area 
size between the Triodia dominated and bush backgrounds. Areas occupied by C. pictus 
were always smaller than those occupied by C. fordi reason for which fewer readings were 
recorded there. Average spectral radiances corresponding to the two different backgrounds 
are shown in Figure 4-7. 
Backgrounds occupied by C. pictus present a higher spectral variability than those 
occupied by C. fordi. Most of the variation occurs within the 400-600 nm interval, in 
particular, at about 550 nm.  Both backgrounds present similar spectral shape at 
wavelengths above 600 nm  matching the reflectance spectrum of the loose sand soil 
(Figure 4-6 panel b) which is the most dominant element in both backgrounds (Figure 
4-5). 
Backgrounds occupied by C. fordi reflect lower amounts of ultraviolet radiation than the 
one expected from the ambient light reaching the ground (Figure 4-4), possibly as a result 
of absorption of this radiation by Triodia leaves (Figure 4-6 panels c and d). On the other 
hand those backgrounds occupied by C. pictus reflect higher amounts of ultraviolet and 
short wavelength radiation. This characteristic may be a consequence of the presence of 
plant debris, uniformly reflecting incident energy within a 300-710 nm spectral interval 
(Figure 4-7 panel e).  
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Figure 4-7: Average background spectral radiance for sites occupied by C. pictus and C. fordi (Open squares and 
circles).  Solid lines indicate the upper and lower bounds of the standard deviation. 
4.3.3 Lizard colour pattern spectral properties 
Measured reflected spectra corresponding to four different body regions of C. fordi and C. 
pictus are depicted in Figure 4-8 and Figure 4-9. Spectra from males and females are 
presented separately to identify possible differences between males and females (sexual 
dichromatism). 
In both species, males and females display similarities in the shape of their reflectance 
spectra on the back and dorsal region (Figure 4-8 and Figure 4-9 second column). The 
shape of the reflectance spectra for these regions in both species is characterized by a low 
reflection of ultraviolet and short wavelength visible radiation with reflectance increasing 
with wavelength attaining a maximum value after 600 nm. This spectral shape roughly 
corresponds to the reflectance spectra measured for the loose and harden sand samples 
(Figure 4-6, panels a-b).  
The lateral region (dorsolateral and laterodorsal regions) shows a different trend between 
the two species (Figure 4-8 and Figure 4-9 bottom panel left column). Whilst C. fordi 
presents a noticeable similarity in the shape of the reflectance spectra between male and 
female, there is a noticeable difference in the shape of the reflectance spectra for this 
region in C .pictus (Figure 4-8 and Figure 4-9). Differences in spectral reflectance are 
particularly noticeable in the 400-600 nm region, where the sampled male presents a 
higher reflectance than the measured female. 
Reflectance spectra corresponding to the neck region indicate the possible presence of 
sexual dimorphism in the two species as evidenced by differences in the spectral profile 
reflected by males and females of the two species (Figure 4-8 and Figure 4-9 upper left 
panel). In C. fordi, differences may be related to brightness: females are brighter than 
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males, in particular in the ultraviolet region. In C. pictus differences are related to the 
slope of the reflectance curve at about 370 nm.  
In both species reflectance spectra indicate the presence of ultraviolet reflecting pattern 
elements limited to the ventral anterior (neck) region (Figure 4-8 and Figure 4-9). The 
other measured regions present an almost negligible ultraviolet reflectance in the 350-400 
nm interval.  
 
Figure 4-8: Average reflectance spectra of male (red) and female (blue) C. fordi measured at four body locations: 
Neck (upper left panel), back (upper right panel), side (lower left panel) and head (lower right panel). Error bars 
represent 95% confidence intervals. Details of the location of the sampled regions are available in the methods 
section. 
 
Figure 4-9: Average reflectance spectra of one male (red) and one female (blue) C. pictus measured at three body 
locations: neck (upper left panel), back (upper right panel) and side (lower left panel).  Details of the location of the 
sampled regions are available in the methods section. 
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4.3.4 Spectral and spatial analysis of colour patterns within 415-690 nm: Image 
analysis 
The spectral and spatial characteristics of the colour pattern displayed by the two lizard 
species were described by six variables. Three of the variables describe the spectral 
characteristics of the pattern in terms of the total amount of photons reflected by the 
pattern within the spectral region covered by the camera spectral sensitivity. The 
remaining variables describe spatial characteristics of the pattern in terms of area, shape 
and distribution of patches reflecting energy in the long, medium and short wavelengths 
regions of the electromagnetic spectrum.  
Samples corresponding to the dorsal and lateral regions of the lizards were obtained from 
the linearised images depicted in Figure 4-10 and Figure 4-11. Image segmentation 
analysis described the spatial composition of the pattern as exemplified in Figure 4-12.  
Measurements describing the chromatic variation and spatial distribution of pattern 
elements reflecting energy in the long, medium and short regions of the visible spectrum 
on the lateral and dorsal surfaces of the sampled specimens are graphically summarised in 
Figure 4-13 
 
Figure 4-10: Linearised images depicting the dorsal region of C. fordi (panel a) and C. pictus (panel B). Original 
image registration was modified for displaying purposes. 
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Figure 4-11: Linearised images depicting the lateral region of C. fordi (panel a) and C. pictus (panel b). Original 
image registration was modified for displaying purposes. 
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Figure 4-12: Results of image segmentation analysis for the images recorded by the long wavelength 'red', middle 
wavelength 'green', short wavelength 'blue' sensors of a Canon 40D camera and the ‘UV-red’ sensor of a modified 
Nikon D70s camera. Results correspond to linearised images representing the dorsal and lateral regions of male and 
female individuals of C. fordi (left column) and C. pictus (right column). Images were resized and scaled for 
displaying purposes.  
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Figure 4-13: Graphical summary of the image segmentation analysis for the dorsal and lateral regions of eight 
individuals of C. fordi (4 males and 4 females) and eight individuals of C. pictus (4 males and 4 females). Data 
corresponding to the two measured body regions were pooled together for displaying purposes. a) Mean long 
wavelength channel variability; b) mean middle wavelength channel variability; c) short wavelength channel 
variability; d) spatial uniformity of the long wavelength pattern component; e) spatial uniformity of the middle 
wavelength pattern component; f) spatial uniformity of the short wavelength pattern component. Error bars 
represent one standard error. Summary corresponds to untransformed data. 
Results from the image segmentation analysis indicate a high contribution of long 
wavelength signals to the pattern in both species; however, variability is lower in C. fordi 
than in C. pictus (Figure 4-13 panel a). Low variability results in a relatively uniform, 
human-perceived, red-brownish coloration reflected in the small magnitude of the standard 
errors calculated for this variable (Figure 4-13 panel a).  
C. pictus shows a higher variability in the total brightness of the signals reflected in the 
long and middle regions of the electromagnetic spectrum (Figure 4-13 panels a, b). 
Differences are probably due to the high amount of pale blotches scattered along the two 
measured body regions.  
The contribution of short wavelength signals to the colour pattern is less than the 
contribution of either middle or long wavelength signals in both species (Figure 4-12 panel 
c). Nevertheless the colour pattern of male C. pictus is characterised by a higher 
contribution of short wavelength signals as evidenced in both images and spectral 
reflectance readings corresponding to the dorsal and lateral body regions of a single 
measured individual (Figure 4-10, Figure 4-11 panel b and Figure 4-9). 
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The second set of variables describes the spatial uniformity of the three different 
‘chromatic’ elements of the colour pattern. High values on any of these variables indicate 
presence of large, unsegmented patches; in other words, uniform chromatic arrangement. 
The opposite case, small areas distributed in many small patches, uneven or speckled 
chromatic arrangements; results in low spatial uniformity values. (Figure 4-12 first column 
panels a, b; Figure 4-13 panel d).  
In general terms the short wavelength chromatic component is the less uniform and 
abundant chromatic component in both species (Figure 4-13 panel f). In C. fordi the 
distribution of this component is restricted to the clearest regions of the pale stripes and 
the human-perceived light cream or ‘white’ spots (Figure 4-10 panel a). On the other hand 
C. pictus displays a higher contribution of this chromatic component particularly on the 
lateral region in male individuals Figure 4-11 panel b).  
Finally, the spatial uniformity of the middle wavelength chromatic component presents a 
similar distribution of that observed for the short wavelength component. Differences 
between these two components (Figure 4-13 panel e) are in the larger area sizes 
corresponding to the former chromatic component resulting from the human-perceived 
yellow-orange external portions of the pale spots in both species (Figure 4-12 second 
column panels a, b). 
PCA analysis produced three new composite variables from the six initial variables. After 
axes rotation three principal components (PCs) explain 92.4 % of the total variance. The 
first principal component explains 59.4 % of the total variance showing high positive 
loadings for the three variables related to chromatic variability and the spatial uniformity 
of the short wavelength chromatic component (log10 long wavelength variability 0.957, 
log10 middle wavelength variability 0.919, log10 spatial uniformity short wavelength 
chromatic component 0.884). The second principal component explains 17.1 % of the total 
variance showing a high positive correlation with the spatial uniformity of the long 
wavelength chromatic component (log10 spatial uniformity long wavelength chromatic 
component 0.961). The third principal component explains 16.0 % of the total variance 
showing a high positive correlation with the spatial uniformity of the middle wavelength 
chromatic component of the pattern (log10 spatial uniformity middle wavelength chromatic 
component 0.913). 
 131 
 
 
Figure 4-14: Factor plot in Quartimax rotated spaced for lognorm trasformed data (a) and raw data (b). Vrn, Vgn 
and Vbn correspond to chromatic variability in the long, medium and short wavelength regions (camera red, green 
and blue channels). Red_patchness, green_patchness and blue_patchness correspond to spatial uniformity 
measurements for the three colour channels of a Canon 40D camera. 
 
The same factor structure was observed after performing a PCA analysis on the raw data 
suggesting that the observed data structure is not an artefact of the applied logarithmic 
transformation (Figure 4-14).  
The component scores for the three selected PCs are provided in Eq. (7.1) to Eq. (7.3) 
 
1 10 10 10
10 10 10
0.306 log ( ) 0.281log ( ) 0.288log ( )
0.091log ( ) 0.101log ( ) 0.274log ( )
PC VRn VGn VBn
Ru Gu Bu
= + +
+ − +  (7.1) 
 
2 10 10 10
10 10 10
0.152log ( ) 0.019log ( ) 0.160 log ( )
1.088log ( ) 0.220log ( ) 0.058log ( )
PC VRn VGn VBn
Ru Gu Bu
= − +
+ − +
 (7.2) 
 
3 10 10 10
10 10 10
0.170log ( ) 0.075log ( ) 0.105log ( )
0.261log ( ) 1.183log ( ) 0.179 log ( )
PC VRn VGn VBn
Ru Gu Bu
= − − −
− + −
 (7.3) 
where the coefficients correspond to the component scores obtained after implementing 
the regression method. VRn, VGn and VBn denote chromatic variability (contrast) in the 
long, middle and short wavelength (red, green and blue) channels respectively. Ru, Gu and 
Bu denote spatial uniformity in the long, middle and short wavelength channels as defined 
above. 
PC1 may be interpreted as a variable describing overall contrast. This principal component 
highly correlates with variation within each spectral region, represented by the coefficient 
of variation, and the spatial uniformity of the short wavelength chromatic component of 
the pattern. Low values of PC1 are produced by highly speckled patterns reflecting 
radiation in the short wavelength region of the spectrum and low variation in the total 
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amount of energy reflected within each one of the three spectral regions spanned by the 
colour channels of the camera. 
The second principal component mainly describes spatial uniformity of pattern elements 
reflecting long wavelength radiation and chromatic variability in the short and long 
wavelength regions in a minor degree. As such this PC may be interpreted as a variable 
describing the spatial and spectral characteristic of the ‘red’ elements of the colour pattern. 
The significance of the last component is more difficult to interpret. However the signs of 
the components for this factor suggest that PC3 mostly describes the spatial characteristics 
of pattern elements reflecting energy in the middle region of the electromagnetic spectrum. 
A graphical summary of the factor scores obtained after applying Eqs. 4.1-4.3 is presented in 
Figure 4-15. Multivariate statistical analysis performed on the selected principal components 
failed to reject the null hypothesis concerning differences in colour pattern between the dorsal 
and lateral regions, the between subjects effect: Wilks’ Λ = 0.349, F = 2.485, P = 0.200, η² = 
0.651; therefore, body region data was pooled for the graphical summary of the PCs. Results 
for the complete MANOVA design are presented in  
Table 4-4: 
 
 
Figure 4-15: Mean values of the three principal components (factors) derived from PCA analysis performed to the 
original six variables. Log-norm transformation was reversed for displaying and interpretation purposes. Error bars 
represent one standard error.  
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Table 4-4: Results of the MANOVA analysis. * Significant values at α = 0.05 
Source 
Statistic 
(Wilk’s Λ) 
F 
Significance 
(P-value) 
Effect size 
(partial η²) 
Between subjects factor     
Body region 0.349 2.485 0.200 0.651 
Within subjects factors     
Gender 0.009 140 < 0.001* 0.991 
Gender x body region 0.306 3.02 0.157 0.694 
Species 0.050 25.2 0.005* 0.950 
Species x body region 0.846 0.242 0.863 0.154 
Gender x species 0.566 1.02 0.472 0.434 
Gender x species x body 
region 0.608 0.858 0.531 0.392 
 
 
 
Table 4-5: Results of univariate ANOVA analysis. * Significant values at α = 0.05 
Source Factor 
Type III 
Sum of 
Squares 
df 
Mean 
Square 
F Significa
nce (P-
value) 
Effect size 
(partial η²) 
G
en
de
r 
Pattern 
contrast 3.501 1 3.501 107.269 <0.001* 0.947 
Long 
wavelength 
spatial 
uniformity 
0.189 1 0.189 0.202 0.669 0.033 
Middle 
wavelength 
spatial 
uniformity 
3.563 1 3.563 4.476 0.079 0.427 
G
en
de
r 
x
 
bo
dy
 
re
gi
o
n
 
Pattern 
contrast 0.040 1 0.040 1.218 0.312 0.169 
Long 
wavelength 
spatial 
uniformity 
1.000 1 1.000 1.067 0.341 0.151 
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Middle 
wavelength 
spatial 
uniformity 
2.315 1 2.315 2.909 0.139 0.327 
Sp
ec
ie
s 
Pattern 
contrast 19.943 1 19.943 54.433 <0.001* 0.901 
Long 
wavelength 
spatial 
uniformity 
0.821 1 0.821 0.889 0.382 0.129 
Middle 
wavelength 
spatial 
uniformity 
0.572 1 0.572 1.022 0.351 0.146 
Sp
ec
ie
s 
x
 
bo
dy
 
re
gi
o
n
 
Pattern 
contrast 0.213 1 0.213 0.580 0.475 0.088 
Long 
wavelength 
spatial 
uniformity 
0.010 1 0.010 0.011 0.921 0.002 
Middle 
wavelength 
spatial 
uniformity 
0.556 1 0.556 0.993 0.358 0.142 
G
en
de
r 
x
 
sp
ec
ie
s 
Pattern 
contrast 
0.019 1 0.019 0.184 0.683 0.030 
Long 
wavelength 
spatial 
uniformity 
2.519 1 2.519 2.262 0.183 0.274 
Middle 
wavelength 
spatial 
uniformity 
1.412 1 1.412 1.209 0.314 0.168 
G
en
de
r 
x
 
sp
ec
ie
s 
x
 
bo
dy
 
re
gi
o
n
 
Pattern 
contrast 0.018 1 0.018 0.171 0.694 0.028 
Long 
wavelength 
spatial 
uniformity 
1.085 1 1.085 0.975 0.362 0.140 
Middle 
wavelength 
spatial 
uniformity 
1.846 1 1.846 1.580 0.255 0.208 
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MANOVA test evidence significant differences in the colour pattern displayed by males and females and between 
species. Univariate analyses following the MANOVA test support this trend in particular, for the variable describing 
pattern contrast (PC1) ( 
Table 4-4 and Table 4-5).   
4.3.5 Spectral and spatial analysis of colour patterns within 330-395 nm: 
Reflected ultraviolet imaging. 
Linearised images produced by reflected ultraviolet not only confirm the presence of 
ultraviolet reflecting colour pattern elements in the two species but also suggest that these 
elements are arranged in patches following a precise arrangement. This information is 
hardly obtainable by spectrophotometry alone and ultraviolet photography allows 
describing the spatial distribution of UV reflective patches in both species. Moreover, the 
use of linearised images make possible obtaining data related to the total amount of 
ultraviolet radiation reflected by the different pattern elements represented by the different 
colour hues in the pseudolocored images.  
 
Figure 4-16: Pseudocoloured reflected UV linearised images of the ventrolateral and ventral surfaces of C. fordi 
(panel a) and C. pictus (panel b). Circles correspond to the calibration standards. Colour bar represents total 
amounts of reflected ultraviolet energy within a 330 – 395 nm interval. 
Based on a purely qualitative image analysis, UV-photographic techniques suggest that the 
UV-reflective pattern elements present in males and females of C. pictus differ in total 
brightness and spatial distribution between males and females. Whilst the ventral surface 
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of females uniformly reflects ultraviolet radiation, the ventral surface of males shows a 
distinctive pattern where the UV reflective surface is surrounded by a low reflective region 
thus creating a clearly defined UV reflective patch (Figure 4-16 panel b right column). 
Females also display an additional UV reflecting patch surrounding the ventral surface of 
the mouth region absent in most males (Figure 4-16 panel b left column). 
On the other hand C. fordi does not present a marked dimorphism in terms of the spatial 
arrangement of the ultraviolet reflecting patches other than the size of the patches and 
probably their total brightness. However this difference cannot be easily quantified from 
UV images alone and should be evaluated by quantitative means using image 
segmentation techniques as described below in this section. 
UV images corresponding to the dorsal region of the two species suggest significant 
differences in the distribution of ultraviolet reflective patches (Figure 4-17). Dorsal and 
laterodorsal stripes in C. fordi reflect a noticeable amount of radiation within 330-395 nm 
particularly in the latter stripes. Less UV reflective spots located between the stripes are 
also present in both gender of this species (Figure 4-17 panel a)  
 
Figure 4-17: Pseudocoloured reflected UV linearised images of the dorsal and laterodorsal surfaces of C. fordi (panel 
a) and C. pictus (panel b). Circles correspond to the calibration standards. Colour bar represents total amounts of 
reflected ultraviolet energy within a 330 – 395 nm interval. 
C. pictus also presents UV reflective spots but distributed transversally particularly in 
females. Presence of UV reflective spots seem to be more limited in males presenting an 
more uniform, no-ultraviolet reflective ‘coloration’ (Figure 4-17 panel b). 
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Lateral view including dorsolateral and ventrolateral markings present a similar 
configuration as the one observed in the dorsal region in both species (Figure 4-18). 
Stripes extending across the lateral surface of C. fordi reflect higher amounts of ultraviolet 
radiation than the surface enclosed by them (Figure 4-18 panel a).  
All sampled C. pictus females present ultraviolet reflective spots in this region that seem 
to represent a continuation of the markings observed in the dorsal region (Figure 4-18 
panel b). However these markings were absent in all the sampled males presenting a 
uniform non-reflective ultraviolet ‘coloration’ similar to the one observed in the views 
corresponding to the dorsal surface for males of this species (Figure 4-17 panel b left 
column). 
 
Figure 4-18: Pseudocoloured reflected UV linearised images of the dorsal and laterodorsal surfaces of C.fordi (panel 
a) and C.pictus (panel b). Circles correspond to the calibration standards. Colour bar represents total amounts of 
reflected ultraviolet energy within a 330 – 395 nm interval. 
A quantitative analysis of the spectral and spatial characteristics of the UV-reflective 
pattern elements present in Ctenophorus fordi and Ctenophorus pictus was done following 
the same image segmentation methodology implemented in Section 4.3.4. However, the 
analysis was carried out only using data from the red channel of the modified Nikon D70s 
camera as it showed the greatest sensitivity to UV radiation as evidenced by the 
reconstructed spectral sensitivity curves (Figure 3-32). 
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Three different variables were recorded for each one of the sampled lizards: 1) total 
reflected UV radiation, 2) number of UV-reflective patches and 3) UV to non-UV 
reflective area. Figure 4-19 depicts an example of the different steps involved in the image 
segmentation process and an example of one of the obtained particle outlines. 
 
Figure 4-19: Pseudocolour representation of one the image sets employed for measuring spectral and spatial 
characteristics of the UV reflecting elements in the colour patterns of C.fordi and C.pictus. a) Linearised image 
corresponding to the red channel of the modified Nikon D70s camera. Colour bar represents the total reflected UV 
irradiance at each pixel location. Red ellipse approximately corresponds to the selected sampling area. Vermillion 
circle at the upper right corner is a UV reflectance standard reflecting about 87 % of the total incident UV radiation. 
b) Particle outline obtained for the sampled region in a). c) Negative binary mask obtained by the threshold of the 
area sampled in a). d) Result of multiplying the binary mask in c) and the sampled area in a) used to calculate the 
mean intensity of the UV reflective patches in the colour pattern. Scale bars on all images represent 10 mm. 
Values for the three selected variables are graphically summarised in Figure 4-20. In 
general terms, Ctenophorus fordi reflects a higher amount of UV radiation than 
Ctenophorus pictus (Figure 4-20 panel a), and in both species the anterior cervical region 
(neck) is characterised for reflecting the highest amount of UV radiation among the 
different body regions; thus, corroborating the qualitative image analysis.  
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Figure 4-20: Summary of measurements for three variables measuring the spectral and spatial characterisitcs of the 
colour pattern displayed by males four males and four females of Cthonphorus fordi and Ctenophorus pictus in the 
320 to 395 nm spectral interval. a) Mean normalised reflected irradiance, b) mean normalised number of particles, c) 
mean UV to non-UV ratio and d) bivariate scatter plot for the three variables. Error bars in a), b) and c) represent 
standard error.  
Quantitative analyses based on linearised images permits a better assessment of the total 
amount of UV reflected by the entire pattern that an assessment based on point samples. 
This is evidenced by comparing the amount of UV measured by the spectral readings and 
the one indicated by the linearised images; particularly, for the lateral and neck region of 
Ctenophorus pictus (Figure 4-9, Figure 4-18 and Figure 4-20 panel a). Whilst spectral 
readings suggest an almost negligible amount of UV irradiation reflected by these body 
regions in C. pictus, quantitative image analyses suggest that the amount of UV reflected 
reaches about 15 % in the cervical region and about 10 % in the lateral region (Figure 
4-18).  
A possible explanation for the apparent contradiction in total amount of UV reflected 
reported by the two techniques is the non-uniform distribution of the UV-reflecting pattern 
elements observable in the UV images (Figure 4-18). Measurement of UV reflectance 
solely implementing point samples may underestimate the total amount of UV reflected by 
the pattern if non-reflective areas are not uniformly distributed across the body region or, 
if there are only few UV reflective elements. This may be the case for the lateral region of 
Ctenophorus pictus (Figure 4-20 panel b and c).    
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Similarly, results from the quantitative image analysis suggests that males of Ctenophorus 
fordi reflect a higher amount of incident UV radiation than females of the same species 
(Figure 4-20 panel a) on their cervical region which apparently contradicts the results 
obtained from the spectral readings (Figure 4-8).  Nevertheless data recorded from the 
number of UV reflective pattern elements (Figure 4-20 panel b) and, the UV to no-UV 
reflective ratio for the two genera (Figure 4-20 panel c) may explain this observation. 
Females of Ctenophorus fordi have larger UV-reflective patches reflecting lower amounts 
of UV radiation than the smaller patches of males; therefore, it is possible that discrepancy 
between spectral readings and images arise from the location of the spectrophotometer 
probe on those areas in males where UV reflective elements are not present. 
Cervical and lateral regions of female Ctenophorus pictus reflect a higher amount of UV 
radiation than males (Figure 4-20 panel a). This trend seems to be inverted on the dorsal 
region, where males present a greater number of UV reflective elements occupying larger 
areas than in females (Figure 4-20 panel b and c). Nevertheless from the data summary it 
is not possible identifying possible quantitative differences if the total amount of reflected 
UV radiation by this body region; therefore a formal statistical test was performed to 
answer this question.  
Differently from the analysis performed for the visible region of the spectrum (Section 
4.3.4), analysis of the UV region of the spectrum is limited to a single camera channel thus 
reducing the amount of variables from six, two variables per colour channel, to just two. 
Therefore the selection of the variable best describing the spatial characteristics of the 
pattern was done based on bivariate correlation analyses between the three measured 
variables (Figure 4-20 panel d), rather than by PCA analysis. 
Correlations between each one of the three variables were found significant at α = 0.05 
(Table 4-6). The two variables describing spatial characteristics of the pattern: particle size 
and UV to non-UV ratio presented the highest correlation value whilst, the correlations 
between these two variables and the intensity variables presented low correlation values of 
with a similar magnitude (Table 4-6). The UV to non-UV ratio variable was selected as 
the variable describing the spatial characteristic of the pattern as it showed the lowest 
correlation value with the intensity variable (Table 4-6). By selecting the spatial variable 
having the lowest correlation with the intensity variable, any possible multicollinearity 
effects on the subsequent MANOVA analyses were minimised; therefore increasing the 
power of the statistical test (Tabachnick and Fidell, 2007). 
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Table 4-6: Results of bivariate, non-parametric correlation analysis between three variables describing spectral and 
spatial characteristics of the UV-reflecting elements present in the colour pattern of Ctenophorus fordi and 
Ctenophorus pictus. Correlation coefficients corespond to values for Kendall’s Tau (τ) calculated for n  = 28 data 
points for each variable. 
 
Pattern reflected UV 
irradiation (µmol ·mm-²)  
Variable 1 
Number of UV reflecting 
elements (particles · mm-2) 
Variable 2 
UV to non-UV ratio 
Variable 3 
Pattern reflected UV 
irradiation (µmol ·mm-²) 
Variable 1 
τ = 1.000 τ = 0.320,                           
P = 0.001** 
τ = 0.313,                           
P = 0.002** 
Number of UV reflecting 
elements (particles · mm-2) 
Variable 2 
τ = 0.320,                           
P = 0.001** τ = 1.000 
τ = 0.818,                            
P < 0.000** 
UV to non-UV ratio 
Variable 3 
τ = 0.313,                          
P = 0.002** 
τ = 0.818,                            
P  <  0.000** τ = 1.000 
 
Data corresponding to the intensity and UV to non-UV ratio variables were normalised 
using a natural logarithm (ln) transformation to ensure normality and homogeneity of 
variance. Normality and Equality of Error Variances tests performed on the transformed 
data were non-significant at α = 0.05 for all the transformed variables, but for the test for 
equality of variance for the body region comparison, where the transformed intensity 
variable was significant P = 0.010. 
An initial repeated-measures MANOVA was performed on a a two-between one-within 
subjects experimental design selecting species and gender as between-subjects factors and 
body regions as the within-subjects factor for testing possible statistical differences 
between species, genders and body regions.  Obtained results are presented on Table 4-7.  
Table 4-7: Results for the two-between one within-subjects repeated measures MANOVA testing for statistical 
differences between species, genders and body regions. * Significant values at α = 0.05. 
Effect Statistic          (Wilk’s Λ) F 
Significance            
(P – value) 
Effect size (partial 
η²) 
Between-subjects factors 
Species 0.106 46.2 < 0.000* 0.894 
Gender 0.930 0.416 0.669 0.0700 
Species x gender 0.364 9.59 0.004* 0.636 
Within-subjects factors 
Body region 0.015 150 < 0.000* 0.985 
Body region x 
species 0.544 1.88 0.198 0.456 
Body region x gender 0.545 1.88 0.199 0.455 
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Body region x 
species x gender 0.617 1.40 0.311 0.383 
 
Results from the initial MANOVA indicate a highly significant difference between the 
two species and among body regions for the two genders in both species; nevertheless, the 
test for differences between the genders was not significant for a significance level α = 
0.05 (Table 4-7). On the other hand, the highly significant interaction between gender and 
species suggests that the presence of any difference between males and female should be 
tested separately for each one of the species. This test was done implementing two 
separate MANOVA analyses, one for each species. Each MANOVA consisted in a one-
between one-within subject design with gender as between-subjects factor and body region 
as within-subjects factor. Results for these analyses are presented in Table 4-8. 
Table 4-8: Results for two one-between one-within subjects MANOVAs testing for statistical differences between 
genders and body regions of Ctenophorus fordi and Ctenophorus pictus. * Significant values at α = 0.05.  
Species Effect Statistic     (Wilk’s Λ) F 
Significance     
(P-value) 
Effect size 
(partial η²) 
Ctenophours 
fordi 
Between-subjects 
Gender 0.413 3.55 0.110 0.587 
Within-subjects 
Body region 0.008 91.6 0.002* 0.992 
Body region x 
gender 0.364 1.31 0.429 0.636 
      
Ctenophours 
pictus 
Between-subjects 
Gender 0.292 6.05 0.046* 0.708 
Within –subjects 
Body region 0.004 197.304 0.001* 0.996 
Body region x 
gender 0.082 8.392 0.056 0.918 
 
Independent MANOVA analyses for the two species provided further evidence for 
rejecting the null hypothesis of equality among the body regions for the joint effect of the 
two variables on the two species. Moreover MANOVA analysis for Ctenophorus pictus 
revealed a significant difference between the genders of Ctenophorus pictus at α = 0.05. 
Univariate analyses were performed to follow-up the MANOVAs after testing the 
sphericity assumption for the two independent variables. Results were not significant at α 
= 0.05 in all cases. Results for the ANOVA analyses are summarised in Table 4-9. 
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Table 4-9: Results for ANOVA analyses following-up MANOVA analyses for Ctenophours fordi and Ctenohorus 
pictus. ANOVA analyses were performed independently on the pattern reflected UV irradiation “Intensity” and the 
UV to non-UV ratio variables. * Significant values at α = 0.05. 
Species Effect Variable F Significance (P-value) 
Effect size 
(partial η²) 
Ctenophorus 
fordi 
Between-subjects 
Gender 
Intensity 7.70 0.032* 0.562 
UV to non-UV 
ratio 0.533 0.493 0.082 
Within-subjects 
Body region 
Intensity 369 <0.000* 0.984 
UV to non-UV 
ratio 1.69 0.225 0.220 
Body region x 
gender 
Intensity 2.80 0.101 0.318 
UV to non-UV 
ratio 0.571 0.580 0.087 
Ctenophorus 
pictus 
Between-subjects 
Gender 
Intensity 10.1 0.019* 0.628 
UV to non-UV 
ratio 0.315 0.595 0.050 
Within-subjects 
Body region 
Intensity 83.4 <0.000* 0.933 
UV to non-UV 
ratio 1.06 0.377 0.150 
Body region x 
gender 
Intensity 1.96 0.184 0.246 
UV to non-UV 
ratio 5.29 0.023* 0.468 
 
Follow-up univariate analyses reveal differences in the total amount of reflected UV 
irradiance as the main source of variation across the measured body regions in 
Ctenophorus fordi and Ctenophorus pictus. Furthermore, results from the ANOVA 
analyses suggest that differences between males and females for this variable may 
constitute a dimorphic trait in both species, at least, in a purely statistical sense (Table 
4-9).  
On the other hand, follow-up results also indicate a non-significant difference in terms of 
UV to non-UV ratio for the two species; however, low statistical power reported for this 
variable suggest that more data is required before supporting or rejecting the null 
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hypothesis with more confidence. The significant interaction between gender and body 
region for this variable in Ctenophorus pictus is of particular interest as it suggest that 
males of this species are characterised by presenting a higher number of UV-reflecting 
elements than females in the back, trend that is reversed in the cervical and lateral regions 
(Figure 4-20).  
In overall, results obtained from the quantitative image analysis support the results 
obtained from the qualitative image analysis; in particular, those regarding the existence of 
a dimorphism in terms of total UV reflected irradiance in both species. This dimorphic 
trait is more pronounced in Ctenophorus fordi than in Ctenophorus pictus as evidenced by 
the spectral reflectance readings recorded for the different body regions in males and 
females of the two species (Figure 4-8 and Figure 4-9).  
4.4 DISCUSSION 
4.4.1 Advantages and limitations of using digital imaging for studying animal 
colour patterns 
The use of the characterised camera system aids to the study of animal colour patterns in 
two main ways: allows visualising pattern elements reflecting radiations outside the 
spectral range visible to humans, i.e. ultraviolet region, and makes possible describing 
simultaneously, in quantitative terms, the spectral and spatial characteristics of the colour 
pattern.  
Quantitative information obtainable from linearised images corresponds to the total 
amount of UV, or visible, radiation reflected by different patterns elements covering a 
given area sampled by several neighbouring pixels. Therefore average pixel intensity 
values corresponding to a given region represent the average of the total amount of energy 
reflected by the different pattern elements present in the sampled region.  
However unless spectral reflectance data is evaluated in the same spectral interval as that 
spanned by the camera spectral sensitivity, the results obtained by the two methods cannot 
be directly compared. In this sense, implementing digital imaging for studying colour 
patterns is equivalent to evaluate a colour pattern as perceived by a single ‘observer’. For 
this reason results obtained by implementing photographic techniques must be always 
analysed keeping in mind that any derived conclusion cannot be interpolated to other 
visual system.  
Possible ways to overcome this limitation are: 1) mapping from the camera colour space, 
defined by the spectral sensitivity of the colour channels, to the colour space of the target 
species defined by the spectral sensitivity of the photoreceptors or, 2) reconstructing the 
spectral signal directly from the camera responses (Alsam and Finlayson, 2007, Finlayson 
and Morovic, 2005, Heikkinen et al., 2008, Shimano and Hironaga, 2010, Zhang and Xu, 
2008).  
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Nevertheless linear images reconstructed with the proposed characterisation method 
accurately represent the total amount of energy reflected at each pixel location as 
evidenced by the camera responses corresponding to the calibration targets.  
When analysing monochrome images, as those reconstructed from the camera employed 
for record reflected UV radiation, this task is greatly simplified by the use of colour maps. 
In the present case, the implementation of the developed image processing methods 
adequately recovered the linear camera response as evidenced by the agreement between 
the values of the recovered linear camera response and the total reflectance of the 
calibration target.  
This exemplifies how the implementation photographic techniques may be particularly 
useful during exploratory or pilot studies where an accurate characterisation of complete 
colour patterns may reveal interesting and biologically meaningful colour pattern 
configurations. 
Even though spectrophotometric readings provide accurate measurements leading to the 
calculation of  the total amount of energy reflected on an area equal to the size of the 
measuring probe, it does not provide information describing spatial characteristics of the 
pattern (Stevens et al., 2007). When sampling simple patterns or, when the measured 
pattern element is bigger than the selected probe size, this limitation may be overcome by 
a recurring to a properly designed sampling grid (Endler and Mielke, 2005). However 
when measuring complex, reticulated patterns or, when the colour pattern contains small 
elements, brightness calculated from spectrophotometric techniques may underestimate 
the contribution of these elements to the overall appearance of the pattern as exemplified 
by the selected species.  
Spectral readings obtained from the ventral and lateral surfaces of the two selected species 
failed to reveal the presence of ultraviolet reflecting elements in the sampled patterns. Low 
reflectance values in the 322-398 nm interval reported by spectrophotometry obey to the 
low amount of ultraviolet radiation reflected from the larger, UV-absorbing surfaces 
surrounding the UV-reflective patches as subsequently revealed by the linearised images. 
The use of linearised digital images not only allows visualising the overall spatial 
distribution and shape of different pattern elements, but provides information about the 
total amount of energy reflected by each element without confounding it with the total 
amount of energy reflected by adjacent elements. This is particularly advantageous when 
studying the role of colour patterns in camouflage or communication, where the 
quantification of visual contrast, produced by sharp differences in brightness between 
pattern elements and background, is commonly the main objective (Endler and Mielke, 
2005).  
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4.4.2 Implications of using UV photography in the study of animal colour 
patterns 
The inclusion of a UV sensitive camera as part of the characterised photographic system 
provides the opportunity of visualising pattern elements invisible to the unaided eye. This 
is particularly important for animal coloration studies as these elements are involved in 
visual communication in different species of birds, lizards and fish. Uses of UV reflective 
pattern include sexual dichromatism (dimorphism), inter-specific visual communication   
and face recognition (Fleishman et al., 2009, Eaton, 2005, Fleishman and Pallus, 2010, 
Siebeck et al., 2010) 
Currently the quantitative study of pattern elements reflecting radiations invisible for the 
human eye is mostly limited to the use of spectrophotometric data. Nevertheless 
qualitative assessment of ultraviolet reflective pattern elements in several species of 
invertebrates, birds, lizards and fish from images recorded implementing UV photography 
techniques either in film, (Burkhardt, 1982, Silberglied, 1979, Fleishman et al., 1993, 
Molina-Borja et al., 2006) or digital media (Partridge and Cuthill, 2010), have revealed 
sophisticated uses of these signals by different animal species. 
UV digital imaging revealed the presence of bright UV reflecting patches located on the 
ventral and ventrolateral surfaces of the head region surrounded by larger no UV reflecting 
regions both species as evidenced by differences in pixel intensity levels.  
C. fordi presents a noticeable difference in UV brightness between males and females, trait 
that may be interpreted as dimorphic between genders. Dimorphic traits are commonly 
associated with sexual selection (Anderson, 1994), and the role of UV reflecting patches 
as dimorphic (dichromatic) traits has been ample studied in birds and some lizard species 
(Eaton, 2005, Bennett et al., 1996, Molina-Borja et al., 2006).  
Contrary to C. pictus, that presents an obvious sexual dichromatism in the visible region of 
the spectrum (Olsson et al., 2007, Olsson et al., 2009, Olsson et al., 2012), ultraviolet 
imaging suggests the possibility of the presence of sexual dichromatism in C. fordi in 
terms of differences in total amount of ultraviolet radiation reflected by the ventral pattern 
elements. These elements are commonly exposed during displays characterised by a series 
of precisely defined movements including nods, head-bobs and push-ups in both species 
(Bush et al., 2007, Ord et al., 2010, Cogger, 1974, Cogger, 2000, Healey et al., 2007, 
Olsson et al., 2007). Furthermore images recorded with reflected ultraviolet revealed high 
contrast between the UV and no UV reflective patches a characteristic commonly 
associated to visual signals (Cummings et al., 2008, Ord et al., 2010). 
Images recorded with reflected ultraviolet radiation indicate the existence of smaller 
ultraviolet reflective pattern elements on the dorsal, laterodorsal and dorsolateral surface 
in the two species which are not easily detectable from the spectrophotometric readings 
alone. In spite of their small size, these elements are highly contrasting due to the high UV 
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absorption of the surrounding ‘coloration’; a characteristic that may be interpreted in terms 
of camouflage in particular, in terms of disruptive coloration.  
C. fordi has a higher amount of UV-reflective elements than C. pictus. Differences are 
represented by the presence of UV-reflective bands running along the dorsal and lateral 
surfaces in addition to the rounded markings common to both species. In C. fordi the 
particular distribution of the UV-reflecting elements creates a contrasting speckled pattern 
which could possibly hinder the proper perception of the actual lizard body outline; an 
effect commonly regarded as disruptive (Cuthill et al., 2005, Merilaita, 1998, Merilaita 
and Lind, 2005, Stevens, 2007, Stevens et al., 2006b, Stevens and Merilaita, 2009, Sherratt 
et al., 2005, Troscianko et al., 2009). If this is the case the observed patterns may be 
considered as an example of disruptive ultraviolet ‘coloration’, an interesting hypothesis 
deserving future research. 
Proper testing of the role of ultraviolet reflective patches either for communication or 
camouflage, not only requires behavioural experiments and data not related to the present 
study, but illustrates how data obtained from images recorded employing the characterised 
camera system may be used for formulating complex hypotheses testing different possible 
roles of animal colour patterns.  
Even though it is not possible to precisely identify the role of UV reflective pattern 
elements with the solely implementation of photographic techniques, results illustrate how 
linearised images may be used to formulate, improve and refine hypotheses and models 
subsequently tested by means of psychophysical or behavioural experiments (Osorio and 
Srinivasan, 1991, Morrone and Burr, 1988, Kovesi, 2000, Bruce et al., 2003, Stevens and 
Cuthill, 2006).  
4.4.3 Quantitative comparison of animal colour patterns using linearised digital 
images. 
One of the major advantages of using linearised images recorded with the present system 
is the possibility of performing complex quantitative image analyses which simultaneously 
measures spatial and spectral properties of the recorded patterns; thus, allowing an 
objective comparison of the patterns and revealing possible interactions between these two 
properties.    
Digital photography techniques are increasingly being used in conjunction with 
spectrophotometric data to incorporate spatial characteristics such as size and shape of 
different pattern elements in studies characterising and comparing animal colour patterns 
(Kelley et al., 2012). Nevertheless the method here presented differs from previous 
methodologies by expressing colour differences not in terms hue value or average 
brightness recorded in each colour channel but expressing colour differences in terms of 
differences in the amount of variability observed in the camera responses for its three 
colour channels.  
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Using variability in brightness rather than average brightness allows for obtaining a 
relative measurement of contrast in each one of three spectral regions defined by the 
spectral sensitivity curves of the employed digital camera (Section 3.2.2.2). Large 
chromatic variability values indicate low contrast resulting from relatively small standard 
deviations whilst low chromatic variability values indicate high contrast due to larger 
standard deviation values.  
In this context the obtained results indicate that C. fordi possesses a more contrasting 
colour pattern than C. pictus. This is probably as a consequence of the presence of lighter 
striped pattern elements on the surface of the lateral and dorsal body regions.  
Both spectral and spatial properties of a colour pattern are important for achieving 
camouflage regardless of displaying either cryptic (background matching) or disruptive 
characteristics (Endler, 2006). Therefore in addition to measuring the spectral component 
in terms of chromatic variability, the spatial component of the patterns should also be 
taken into account.  
Even though the extent and shape of  pattern elements such as stripes or spots are variables 
describing the spatial characteristics of a pattern (Robertson and Robertson, 2008, Young 
et al., 2012, Young et al., 2011), here these two parameters were combined into a single 
variable, spatial uniformity, measuring overall dispersion. This variable was measured for 
three different spectral regions defined by the spectral sensitivity of the camera sensors. In 
other words this variable measures how dispersed is the distribution of the ‘red’, ‘green’ 
and ‘blue’ components of a recorded pattern.  
Measurements of spatial uniformity were obtained by dividing the total sampled area 
covered by each chromatic component  (‘colour’) by the number of pattern elements 
(patches or segments) reflecting significant amounts of each one of the measured 
‘colours’. The precise shape of each patch was determined by the threshold limits and the 
intensity values of the patch itself following a typical image segmentation routine 
(Gonzalez and Woods, 2008, Kelley et al., 2012). Therefore the magnitude obtained for 
this variable accurately measures   how speckled the different chromatic components 
appear. Large spatial uniformity values correspond to large, unsegmented areas or 
uniformly coloured surfaces whilst low spatial uniformity values are typically produced by 
dispersed or speckled coloured surfaces.  
In both species the large spatial uniformity values from the long wavelength chromatic 
component (‘red’) is relatively high compared to the other two chromatic components. 
This result indicates a colour pattern dominated by long wavelength radiations perceived 
by a human observer as being predominantly red, brown or orange. Such characteristic is 
not surprising as the background is rich in long wavelength radiations as revealed by the 
spectral radiance and reflectance readings. On the other hand the short wavelength 
component of the measured patterns presents a highly speckled spatial distribution 
excepting in male individuals of C. pictus which display a more uniform component 
produced by the dominant presence of this colour in their colour pattern. 
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The three principal components underlying the data structure of the six measured variables 
present an interesting distribution that can be interpreted in terms of the two main 
properties of a colour pattern adapted for camouflage: disruptive and background 
matching coloration.  
The first principal component is highly correlated with variables measuring chromatic 
contrast in the long, middle and long wavelength regions of the visible spectrum including, 
the more speckled colour component (‘blue’). All these characteristics are normally 
associated with disruptive coloration where highly contrasting pattern elements touching 
or not the body outline prevent an observer from correctly interpreting the object as an 
element different from the background (Endler, 2006, Stevens and Cuthill, 2006, Stevens 
et al., 2006a, Stevens and Merilaita, 2009, Troscianko et al., 2009); therefore, this factor 
may be interpreted as a measure of disruptive coloration.  
Highly significant differences observed between species for the first factor or principal 
component (PC) suggest that C. fordi displays a more disruptive coloration than C. pictus. 
Furthermore females of both species are more disruptive than males suggesting that the 
former are better concealed. These results reinforce the presence of sexual dichromatism 
in the two species as previously suggested by the differences in intensity in the UV-
reflecting pattern elements.  
The no-significant interaction between gender and species for the first principal 
component may also be interpreted as an evidence of the presence of sexual dimorphism 
in both species, suggesting the presence of more cryptic females than males in the two 
species. Still the low effect size reported by the test, and consequently, the low amount of 
variance explained by it (Cohen, 1977, Cohen, 1992, Ellis, 2010), indicates a low 
statistical power resulting from low sampling size. Therefore more data is required before 
completely supporting or rejecting this hypothesis. 
The second principal component is almost uniquely correlated with the spatial uniformity 
of the long wavelength pattern component. Principal component score values obtained for 
this factor indicate that this chromatic component is highly uniform in both species. The 
visual background against the two lizard species are observed is rich in long wavelength 
radiations resulting from the abundance of elements such as sand and harden clay cores 
reflecting radiations in this spectral region; thus, this factor may be interpreted as a 
measure of background matching coloration. 
Low values for this component, resulting from low chromatic contrast and uniform spatial 
distribution, may be interpreted as a coloration matching its background. In this context 
results suggest that C. pictus better matches its background than C. fordi, particularly 
females. Yet ANOVA tests for this parameter failed to reject the null hypothesis 
suggesting that differences in this characteristic are not significant, at least, in a purely 
statistical sense.  
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This result suggests that when ignoring the chromatic contrast effect described by the first 
principal component the two genders in this species match their backgrounds in relatively 
equal amounts. However, when the other two components are also taken into account the 
two genders are significative different. 
From this result it may be suggested that the colour pattern displayed by both species have 
a significant background matching component and probably the main cause of the 
observed difference is the presence pattern elements increasing chromatic contrast such as 
the pale stripes observable in C. fordi the contrast produced by the bluish coloration in C. 
pictus. This would explain why differences for the first factor are significant whilst 
differences for the second factor are not.  
The interpretation of the third component is more complex. This factor is highly correlated 
to the spatial uniformity of pattern elements reflecting energy in the middle wavelength 
region between 415-615 nm, corresponding to the spectral interval spanned by the 
sensitivity of the green colour channel of the employed camera (Figure 3-30). Radiations 
in this interval are perceived by human observers as greenish-yellow that, in conjunction 
with different amounts of reflected red signals, results in hues perceived by a human 
observer as being light orange or pale yellow. These hues are observed in the dorsal 
pattern elements and the ventral region extending into the ventrolateral surface in both 
species. C. pictus lacks of ventrolateral stripes and the ventral coloration gradually extends 
into the lateral region; therefore, the value for this factor is larger in this species than in C. 
fordi. However in male individuals of C. pictus the ventral coloration may be in dominated 
by short wavelength signals producing a ‘colour’ perceived by humans as being green-
blue or cyan. The presence of these colours may be responsible for the differences 
observed for this variable between males and females of C. pictus.  
Differences between gender and species for this factor alone were not significant; 
nevertheless, significance of the test for the gender effect was close to a rejection level of 
α = 0.05, with a ‘large’ effect size. The interpretation of this result is particularly 
interesting due to its effect size.  
Following a ‘benchmark’ interpretation of the obtained effect size and P value for this 
variable, it may be suggested that reported differences correspond to not easily or 
‘obviously’ perceivable differences (Ellis, 2010, Cohen, 1977, Cohen, 1992, Nakagawa 
and Cuthill, 2007). This difference may be then interpreted as another evidence for sexual 
dimorphism resulting from females perceived by a human observer as being slightly more 
‘yellowish’ or pale than males in both species, a difference indicated by some authors as a 
diagnostic character for sex identification in C. fordi (Wilson and Gerry, 2003, Bush et al., 
2007). In this context this helps to illustrate how the application of photographic 
techniques may also be useful for other purposes different than quantitative comparison 
such as gender and species identification. 
Summing up, results obtained from qualitative and quantitative analyses of images 
recorded in the ultraviolet (392-394 nm) and the visible region of the electromagnetic 
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spectrum (410-695 nm) revealed the presence of UV-reflective pattern elements on 
different body regions in C. fordi and C. pictus, and allowed simultaneously comparing 
the spatial and spectral properties of the colour patterns displayed by these two species.   
The brightness and spatial configuration of the UV-reflective patches suggest a double 
functionality of these elements: visual communication and possibly camouflage by 
disruptive coloration in this spectral interval. PCA analysis of six variables describing 
chromatic variability (contrast) and spatial uniformity in three spectral regions, defined by 
the spectral sensitivity of the camera, produced three uncorrelated factors interpreted as 
variables measuring disruptive and background matching characteristics of the specific 
colour patterns. 
MANOVA and subsequent ANOVA analyses revealed significant differences between 
gender and species providing evidence supporting the presence of sexual dichromatism in 
both species. Furthermore differences in disruptive coloration and similarities in the 
implementation of background matching coloration between the two species can be 
explained as examples of adaptation to micro-habitats differing in their spectral 
characteristic possibly related to differences in visual complexity.   
4.5 CONCLUDING REMARKS 
The colour pattern displayed by the two selected species chosen species represent an 
example of a classical problem in visual ecology where the simultaneous action of two 
opposing selective pressures: natural and sexual selection, has produced complex colour 
patterns including elements of varying size number and shape reflecting radiation in a 
spectral region invisible to the unaided human eye. The characterised camera system 
constitutes and excellent tool for studying such patterns by allowing an accurate mapping 
of the total amount of energy reflected by each pattern element at different scales 
accordingly to the selected image magnification and sampling areas. 
Implementing thresholding image segmentation algorithms on linearised images, it is 
possible evaluating the spectral and spatial properties of the pattern in different spectral 
intervals including, as in the present case, long ultraviolet, short, middle and long 
wavelengths in the visible region of the spectrum. 
Qualitative image analysis of images recorded with UV radiation may reveal the presence 
of pattern elements that are very likely to be involved in visual communication and 
camouflage, as evidenced in the two model species. Data obtained from UV imaging 
revealed the presence of pattern elements reflecting this radiation, which are located on 
body regions easily visible to co-specifics when individuals are performing specific 
display behaviours. Regions presenting UV marks possibly involved in communication 
include: the ventral surface of the chest, neck and mouth. The location of these markings, 
their high reflectance and in particular, the low amount of UV reflected by surrounding 
pattern elements and the background, result in highly contrasting and conspicuous cues as 
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the ones commonly used for visual communication by visually-oriented animals such as 
lizards and birds. 
The precise role of UV reflective patches in visual communication has to be evaluated by 
means of behavioural experiments as the solely presence of such patches does not 
constitute an absolute prove of their use for this purpose. However present results 
demonstrate how photography may aid formulating testable hypotheses in a relatively easy 
and efficient manner. Moreover with the possibility of recording several individuals in a 
single session, exploratory studies implementing photography make possible gaining a 
better insight into different pattern configurations displayed by the selected species; thus, 
facilitating hypotheses refining and leading to experiments aimed to solve specific 
questions. 
The ability of quantitative image analysis to simultaneously characterise the spatial and 
spectral properties of colour patterns was evidenced by the factors (principal components) 
obtained from the six variables selected for this purpose. Resulting factors can be 
interpreted as variables measuring different characteristics of the colour pattern related to 
camouflage: contrast and spatial uniformity (amount of dispersion). Albeit this 
interpretation of the factors is not unique, it has the advantage of permitting an objective 
comparison between the colour patterns displayed by the two selected species. 
In addition to revealing possible differences between the concealment strategies 
implemented by the selected species, comparison of colour patterns based on digital 
images provided strong evidence supporting the presence of sexual dimorphism, expressed 
as dichromatism, in both species in particular when simultaneously comparing all the 
variables describing the colour patterns. This result is particularly relevant as one of the 
species is currently considered as monomorphic in spite of the common presence of 
dimorphism within the genus.   
The detection of sexual dimorphism on a species commonly regarded as monomorphic 
like C. fordi evidences an additional advantage of using a characterised camera system, as 
the one here employed, for studying animal colour patterns. Assessment of dimorphism in 
this species, solely based on its visual appearance or spectrophotometric data within the 
visible region of the spectrum, failed to reveal a noticeable chromatic difference; however, 
implementing quantitative image analysis, that considers both spectral and spatial 
characteristics of the colour patterns, it is possible obtaining a deeper insight into the 
differences and similitudes of the patterns thus allowing a better comparison between 
genders. 
Nevertheless statistical significance per se is not enough for completely supporting or 
rejecting hypothesis concerning the role of different pattern elements as mechanisms for 
concealment by means of disruptive and/or background matching; on the contrary, the 
present results should be interpreted as model rather than a final answer to this question.  
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Modelling the effect of visual appearance for communication or concealment by means of 
a characterised photographic digital system is, up to a certain point, equivalent to 
constructing models employing data describing the spectral properties of the visual system 
of the observer and reflectance readings from the target for the same purpose. However 
differently from this approach digital photography allows taking into account the size, 
distribution, and shape of the pattern elements, which are very difficult to include in 
models based on a purely mathematical approach. Models based on linearised digital 
images are limited to a single ‘observer’ defined by the spectral sensitivity curves of the 
employed digital camera. Biologically meaningful results are only obtainable after 
performing psychophysical and/or behavioural experiments; hence, they are suggested as 
the next step for testing the hypotheses formulated after a quantitative image analysis.  
Summing up, the implementation of digital imaging techniques with a characterised 
camera system allows characterising and quantitatively comparing animal colour patterns. 
Advantages of implementing this technique include identification of concealed or not 
easily perceived dichromatism and the objective comparison of pattern properties involved 
in camouflage such as disruptive coloration and background matching. Conclusions drawn 
from image analysis may be used in the construction of models explaining differences and 
evolution of colour patterns as adaptations providing the basis of testable hypotheses by 
means of psychophysical and/or behavioural experiments.    
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5 CONCLUSION 
Camera characterisation allows recovery of the linear sensor response thus permitting the 
interpretation of camera responses in terms of physical meaningful units such as photon 
captures, i.e., µmol·m-2·s-1·sr, or energy units, i.e., W·m-2·sr. The proposed camera 
characterisation methodology aims to find an expression describing the joint effect of the 
specific gain and gamma functions of each camera described by its Opto-Electronic 
Conversion Function (OECF). Inverting such a function leads to an expression that can be 
used to recover the linear sensor responses here referred as a linearisation equation. 
The three tested digital cameras have OECF curves with two different regions separated 
by an inflexion point or knee. Simple mathematical functions can be used for fitting the 
first region of an OECF curve; however, fitting the complete OECF curve requires 
implementing non-linear functions consisting of several terms such as bi-exponential 
functions. Still, obtaining a linearisation equation from such a function is no trivial. 
Therefore, an alternative approach was developed. 
The use of (parametric) cubic Bézier curves for fitting the OECFs in conjunction with the 
use of look-up tables (LUTs), obtained after interpolating the fitting function, proved a 
suitable alternative to recover linear values instead of inverting the fitting equation. An 
advantage of the present approach is the possibility of establishing precise minimum and 
maximum exposure limits represented by the lower and upper extreme ends of the fitting 
Bézier curve. These exposure limits define an effective exposure range where linear 
camera responses can be accurately recovered. They thus represent quantitative exposure 
requirements leading to a standardised methodology for image recording and processing.  
The amount of energy required to reach the maximum camera response for a given 
channel depends on: the intrinsic characteristics of the sensor, ISO setting and the selected 
white balance program. However by expressing the exposure limits in terms of camera 
responses rather than absolute energy units, it is possible to use exposure correction tools 
available in most image processing software for fine-tuning exposure, thus, ensuring that 
two or more images can be objectively compared. The only requirement is including an 
achromatic standard of known reflectance in all images to be compared and also selecting 
exposure parameters during recording such that under and over exposure are avoided.  
The two UV sensitive cameras used do not produce a response in all their colour channels 
resulting in the presence of a strong colour cast in the images recorded by them. 
Nevertheless, responsive channels present OECF curves whose form is similar to the ones 
reconstructed for the camera selected for recording visible radiation. This observation 
implies that the form of the gain and gamma functions underlying the OECF curve are 
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independent from the spectral characteristics of the signal and probably, solely defined by 
the amount of incident energy.  
As the proposed method uses a flexible function to fit the OECF curve while additionally, 
the form of the OECF curves experimentally found and reported in the literature have a 
similar shape, it can be concluded that the developed method is a general method 
applicable for characterising most digital camera models where the response is not linearly 
related to incident irradiation.  
The hue of the colour cast observed in digital images recorded with ultraviolet radiation is 
explained by differences in sensitivity among the red and blue channels in the two tested 
cameras. The green channel failed to show a significant response in both cameras as 
evidenced by the OECF curves and the reconstructed spectral sensitivities. To avoid the 
introduction of undesired noise, resulting from the inclusion of camera responses from the 
least sensitive channel, it is proposed the reconstruction of images representing the linear 
sensor response by retaining only those images corresponding to most sensitive channel(s) 
as indicated by the spectral sensitivity curves. The application of these methods leads to 
reconstructed linear images whose pixel intensity values accurately represent the amount 
of energy reflected by each element present in the recorded scene. 
Spectral sensitivity curves also revealed noticeable differences in overall sensitivity to 
ultraviolet between the two tested camera models. The modified Nikon D70s camera 
presents the highest sensitivity to this radiation; particularly, when the flash white balance 
is selected. Nevertheless, other characteristics such as resolution, sensor size and the 
intended application must be considered before selecting a camera model. For the present 
application, where high sensitivity and short readout times were considered as critical 
factors, the Nikon model represents the best option. 
In the visible region of the spectrum differences in sensitivity among the three colour 
channels also result in the production of a colour cast. The white balance programs 
available in most digital cameras represent different spectral sensitivity configurations 
favouring either the red or the blue colour channel, thus increasing its sensitivity. When 
the same light source is available for camera characterisation and image recording, a 
single set of RGB equalisation parameters is required; this set of parameters can be 
obtained directly from the linearisation equations. However when different light sources 
are used for calibration and image recording, this method does not account for the changes 
in the overall sensitivity of colour channels as required to match the spectral shape of the 
second light source.  
The solution implemented here was to empirically reconstruct a set of OECF curves, 
representing an ideal white balance condition in which the three colour channels produce 
an equal response when recording a ‘white’ object. This approach makes use of the 
sophisticated chromatic adaptation models, implemented by either the camera or image 
processing software, to obtain a proper white balance prior to linearising. This eliminates 
the requirement of employing the same light source for image recording and calibration.  
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The effectiveness of the methodology was tested by recording images under daylight and 
electronic flash illuminations. Obtained camera responses represent the actual reflectance 
of the sample targets in both cases with only small errors when using an electronic flash 
unit. Although fluorescent and incandescent light sources should be tested before 
generalising the effectiveness of method, the two tested light sources constitute the most 
commonly selected light sources for recording images in natural environments. Therefore 
the use of the LUTs reconstructed from the equalised OECF curves allows for the 
recovery of linear sensor responses irrespectively of the spectral qualities of the light 
source under which images are recorded. 
The characterised camera system, in addition to producing images linearly related to the 
amount of energy incident to the sensor, allows visualising and quantifying signals 
reflecting energy within a spectral range that includes the long ultraviolet and visible 
regions of the electromagnetic spectrum.  Nevertheless an important caveat of the system 
is the presence of a ‘blind spot’, or no sensitive spectral range between 396-410 nm 
produced by the presence of cut-off filters in the two cameras making up the characterised 
photographic system. Although the obtained results did not indicate a major information 
loss due to the presence of this blind spot, it may represent an important limitation when 
studying colour patterns with peak reflectance in this spectral interval. In this case, pilot 
spectrophotometric readings may provide useful information indicating the suitability of 
applying photographic techniques when studying such colour patterns. 
The possibility of obtaining quantitative data from the linearised digital images in terms of 
total quantum catches overcomes various limitations of spectrophotometric techniques; 
particularly the capacity to adequately sample spatial pattern element characteristics such 
as shape, size and distribution. However, this does not imply that the use of digital 
photography alone may substitute the implementation of spectrophotometric techniques; 
rather, digital photography constitutes another tool that may be used in conjunction with 
spectrophotometry. A sensible use of the two techniques leads to the formulation of 
precise hypotheses that are subsequently testable by behavioural or psychophysical 
experiments where photography and spectrophotometry again may be used; for example, 
for creating images used as stimuli for these experiments 
Animal camouflage exemplifies a problem well suited for the implementation of 
photographic techniques as the concealing effect of a colour pattern is produced by the 
interaction of spectral and spatial properties of the different elements constituting it. These 
two properties were measured for three different regions of the visible spectrum, defined 
by the spectral sensitivity of the colour channels of the camera. Principal component 
analysis (PCA) carried out on the measured variables produced three factors highly 
correlated with contrast and spatial dispersion of pattern elements which reflect radiation 
in the long and middle wavelength regions of the visible spectrum. The resulting factors 
were interpreted as measures of disruptive and background matching coloration; therefore, 
demonstrating the suitability of quantitative image analysis for describing colour patterns 
in terms of camouflage. 
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For the two selected lizard species considered in this work, comparison of the colour 
patterns revealed differences in the strategies adopted for camouflage by the two species; 
possibly resulting from dissimilar predation pressure in the two micro habitats occupied by 
them. Whilst one of the species presents an obvious dichromatism with few disruptive 
elements, the other species present several disruptive elements and inconspicuous 
dichromatism. Observed differences may be explained in a context of adaptation for 
camouflage in backgrounds of differing visible complexity; therefore, presented data 
constitute a first evidence for this hypothesis from naturally occurring patterns in complex 
backgrounds.   
The detection of significant differences in colour pattern displayed by males and females 
of both species was greatly simplified by the use of linearised images. The sole use of 
spectrophotometric techniques underestimates the contribution of small pattern elements 
with different spectral components to the overall visual appearance of the lizards, which 
may be important for visual communication purposes.  
Summing up, the characterised camera system constitutes a cost-effective, fast, and 
accurate tool for studying animal colour patterns. Compared to standard 
spectrophotometric methods, digital photography has the unique advantage of permitting a 
quantitative characterisation of the spectral and spatial properties of pattern elements 
simultaneously. This is particularly useful when studying the role of pattern elements for 
visual communication and camouflage, as the effectiveness of the pattern for these 
purposes is the result of the interaction between the different constituting pattern elements 
rather than their individual properties. 
An additional advantage of the characterised camera system presented here is the 
possibility of using portable irradiation sources such as electronic flash units. These 
devices not only provide radiation in the same spectral interval where animals produce 
visual signals either for communication or concealment, but also allow recording of 
images in the natural environments inhabited by the animals. This allows collecting data in 
situ, hence reducing the necessity of transferring the animals to the laboratory.  
To unveil some of the evolutionary processes shaping animal visual appearance, it is 
necessary to describe the spectral and spatial components of animal colour pattern in the 
same spectral region visible to the animals. The characterised camera system presented 
here allows researchers to obtain high quality and accurate quantitative data for both 
components in the visible and the ultraviolet regions of the spectrum. Furthermore, with 
the possibility of recording images in the field and under different light conditions, it is 
possible to include behavioural data describing animal interactions, which are impossible 
to obtain in laboratory environments. This opens new exciting research possibilities giving 
insight into the ecological role of animal patterns for visual communication and 
camouflage in the natural environments where they have evolved. 
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6 APPENDICES 
6.1 Modelling of avian photon captures from linear camera responses 
6.1.1 Background 
In order to use the linear camera responses for modelling photon captures by a given animal 
observer, it is required to find a function f’(ρ),mapping from linear camera responses, 
expressed in µmol, to photon captures by each one of the photoreceptor present in the target 
animal visual system. 
In a previous work (Stevens et.al., 2007), the authors predicted that a linear function of the 
form of Eq. (9.1) could be used to map from camera responses to photon captures by a given 
Q photoreceptor. 
 

1 2 3 4 5 6 7i i i i i i i iQ b R b G b B b RG b RB b GB b RGB= + + + + + +  (9.1) 
In Eq.(9.1), the symbols R, G, and B represent the camera responses for a given radiance 
signal; whereas, RG, RB, GB and RGB represent interaction terms among the different colour 
channels. The hat superscript denotes the predicted photon catches by each one of the Qi 
photoreceptors. 
The letter b in Eq. (9.1) denotes specific coefficients for each one of the camera colour 
channels, whose precise value are found by implementing multiple regression. The regression 
is performed employing a large set of samples with known spectral characteristics using Q, 
calculated for each sample of the set, as dependent variable and the corresponding camera 
responses as predictors. In their paper the authors predicted that the only limitation of this 
mapping function was that (1) the number of photoreceptor in the target species should be 
equal or less than the number of ‘colour’ channels present in the camera and, (2) that both 
system should be sensitive in the same spectral interval (Stevens et al., 2007). Nevertheless 
the authors did not provide data for testing their hypothesis. 
Alternatively, a function that maps from camera responses to photon captures by each one of 
the different photoreceptors in an animal visual system can be derived in a purely analytical 
way applying the principles of linear algebra. A transformation as the one just described can 
be obtain by means of a transformation matrix here denoted as the gamma matrix (Γ) such 
that: 
 =q Γρ  (9.2) 
where q and ρ denote m-by-1 and k-by-1 column vectors holding the transformed and linear 
camera responses respectively, and Γ is a m-by-k matrix containing m × k  transformation 
coefficients. Each one of the Γmk elements constituting the Γ matrix are obtained by solving 
the integral: 
 159 
 
 ( ) ( )mk m kp r dλ λ λ
∞
−∞
Γ = ⋅∫  (9.3) 
where p(λ) and r(λ) are functions describing the spectral sensitivity of the mth photoreceptor 
present in the visual system of the target species and the kth colour channel of the camera 
respectively. Each one of the Γmk coefficients in the Γ matrix describes the total area of a 
region produced by the overlap of the spectral sensitivity curves of each one of the m 
photoreceptors present in the visual system of the animal target with the k camera colour 
channels. 
For an avian visual system with four different single cone classes: SW1 SW2, MW and LW, 
the q vector holds m = 4 elements representing the total photon captures by each 
photoreceptor, thus requiring a vector ρ with k = 4 elements holding the camera output values 
from the UV, B, G and R colour channels. Therefore Eq. (9.2) takes the form: 
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    Γ Γ Γ Γ    
 (9.4) 
However when two or more different cameras are used to cover the entire spectrum visible by 
the animal observer, Eq. (9.2) may take a reduced version of that expressed by Eq. (9.4). In 
the present case two different cameras were employed: a Canon 40D camera covering the 400 
to 710 nm spectral interval with three channels (Figure 3-30) and a Nikon D70s modified for 
UV recording covering the 320 to 395 nm interval with two channels (Figure 3-32). 
For the Canon camera m and k = 3; therefore, Eq. (9.2) takes the reduced form:  
 
'
'
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LW R LW G LW B
MW R MW G MW B
SWS R SWS G SWS B
LW R
MW G
SWS B
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
Γ Γ Γ     
     
= Γ Γ Γ     
     Γ Γ Γ     
 (9.5) 
whilst, for the Nikon camera m = 1 and k = 2; thus, Eq. (9.2) is expressed as: 
 [ ]1 11' SW R SW B RSW B⋅ ⋅
 
= Γ Γ  
 
 (9.6) 
Equation (9.6) assumes that both the red and blue channels of the camera contribute 
significantly to the camera response; however, results from the camera characterisation 
exercise indicate that this is not the case for the modified Nikon camera when set in flash 
white balance setting.  When the flash white balance setting is selected, the camera response 
is almost totally produced by the red channel (Figure 3-39) thus reducing Eq. (9.2) to the 
linear equation: 
 11' SW RSW R⋅= Γ  (9.7) 
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In the present section the hypothesis formulated by Stevens et.al (2007) is tested 
implementing both the regression and analytical methods just outlined, using as a target 
species a common avian predator of Ctenophorus fordi and Ctenophorus pictus. Results and 
conclusions in this section allows for: 1) objectively evaluating the extent to which a function 
accurately mapping from camera to avian photoreceptors can be obtained for the selected 
camera system, and 2) identifying the factors determining the accuracy of the mapping 
function. 
6.1.2 Materials and methods 
6.1.2.1 Model predator and visual modelling 
The Brown Falcon (Falco berigora) is common predator of Ctenophorus fordi and 
Ctenophorus pictus (Marchant et al., 1990) in the study area (Victorian Fauna Database,  
Viridans, 2010) making it a suitable model for an avian predator of the two lizard species 
selected for this research.  
Even though MSP measurements of the spectral sensitivity for the photoreceptors present in 
this species are not currently available, genetic sequences of the pigment opsin gene present 
in phylogenetically closely related species suggest that Falco berigora may have violet-
sensitive SW1 photoreceptors (Hart and Hunt, 2007, Ödeen and Håstad, 2003, Ödeen and 
Håstad, 2009).  Although variation in the spectral tunning of the SW1, SW2 and MW 
photoreceptors among the species belonging to this group makes difficult to define a single 
‘model’ species (Endler and Mielke, 2005, Hart, 2001, Hart and Hunt, 2007), the peafowl 
(Pavo cristatus) can be considered a good representative of a violet-sensitive bird (Hart, pers. 
comm.). For this reason published data from the visual system of this species including: 
spectral sensitivity for the four single cone photoreceptors, oil droplets and ocular media 
transmittance for this species were employed for modelling the avian observer.  
Spectral sensitivity curves for the SW1, SW2, MW and LW photoreceptors were modelled 
employing the pigment template by Govardovskii et.al. (2000), including their α and β bands, 
from λmax values reported for Pavo cristatus by Hart (Hart, 2002).  
Transmission curves for the different oil droplets present on each photoreceptor were 
modelled employing equations proposed by Hart and Vorobyev (2005), using λmid values 
available in the literature (Hart and Hunt, 2007, Hart and Vorobyev, 2005). Transmittance of 
the ocular media was directly recovered from published data (Hart, 2002) employing the 
software package WinDig v2.6 (Lovy, 1996), and interpolated within the 320 – 710 nm 
interval implementing a cubic spline. Interpolation was done using built-in algorithms 
available in the Curve Fitting Toolbox v for Matlab release 2009b (The Mathworks, USA).    
6.1.2.2  Mapping function by multiple linear regression 
A total of 1321 camera responses and their corresponding reflectance spectra were collected 
from samples belonging to the Munsell Book of Color: matte finish collection (Munsell Color 
Company, 1976), the Lee Filters Numeric Edition (Panavision Inc., USA), Kodak 
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Polycontrast II filter set (Kodak Corp., USA) and Kodak Wratten filter Set (Kodak Corp., 
USA) to derive the b coefficients required for solving Eq. (9.1).  
A total of 1197 samples were obtained from the Munsell book of colour. Sampling included 
all hues available in the book excepting the hues 10 Yellow Red and 2.5 Yellow, which were 
not available. Remaining samples in the reference set corresponded to: 110 filters available in 
the Lee Filters Numeric Edition, 11 filters of the Kodak Polycontrast II filter set and Kodak 
Wratten Filters No. 30, 32, 35 and 38, transmitting a significant amount of UV transmittance. 
Filter selection was done based on the transmittance charts provided by the manufacturer and 
following methods proposed by Pike (2010). Munsell colour samples were employed for 
deriving a mapping function from the RGB colour channels of the Canon 40D camera, whilst 
the UV-transmitting filters were used for deriving a mapping function for the UV-sensitive 
red channel of the modified Nikon D70s. 
Camera responses from the two devices correspond to average linear pixel intensity values 
for a 50 x 50 pixel sampling area located at the centre of each image. Camera responses were 
linearised implementing LUT previously derived for each camera (Table 6-6 to Table 6-8 and 
Table 6-11- Table 6-13).  
Images from the Munsell samples were recorded using a Canon Macro Twin Lite MT-24EX 
electronic flash (Canon, Japan) located at 0.70 m from the sensor plane, and a Canon 100 mm 
EF Macro Lens (Canon, Japan).  Reflectance spectra were recorded for each Munsell colour 
sample employing an Ocean Optics USB 2000 spectrophotometer (Ocean Optics, USA) 
connected to an integrating sphere via an optical fibre. A deuterium-halogen light source 
(Ocean Optics, USA) was coupled to the sphere in a 0/90 CIE standard illuminating and 
viewing condition (Wyszecki and Stiles, 1982). The use of a diffusion sphere ensured a 
uniform illumination preventing any possible specular reflection from the colour samples.  
Spectral radiance from the Lee filters was recorded with an ILT-900 spectroradiometer 
(International Light Technologies, USA), equipped with a narrow angle radiance collector. 
The sensor was aligned 45° from the normal of a Spectralon reflectance standard (Labsphere 
Inc, USA) reflecting a signal produced by the irradiating the signal produced by a Nikon SB-
14 electronic flash modified for UV photography through each one of the measured filters. 
Camera responses for the filters were recorded with a Nikon D70s modified for UV radiation 
and equipped with a Micro-Nikkor 105 mm quartz lens after replacing the spectroradiometer 
sensor by the camera. Spectral reflectance of each filter was calculated by dividing its 
spectral radiance, from 300 to 900 nm at 1 nm intervals, by the reflected spectral radiance of 
the electronic flash on the absence of filters. All reflectance spectra were binned at 5 nm 
intervals for subsequent analysis.  
Camera responses and photon captures calculated from the different Munsell colour samples 
presented a positively-skewed distribution. Rather than applying a cubic root transform to the 
data, as suggested by previous authors (D'Andrade and Romney, 2003, Romney, 2008), a 
non-parametric regression technique was implemented instead. For the purposes of this 
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research a cubic root transformation was not desirable as the mapping is done to an animal 
visual system where it not possible to predict is perceptual validity.  
Least absolute deviation (LAD) regression analysis was implemented for obtaining the 
coefficients in Eq. (6.1). Differently from ordinary least squares (OLS) regression, LAD 
regression is less sensitive to the effects of extreme values (Mielke and Berry, 2007), which 
are common for the Qi values calculated from the samples available in Munsell Color Atlas 
(D’Andrade and Rommey, 2003). Another advantage of LAD over OLS regression is that the 
former does not assume a normal distribution of the error terms in the regression equation as 
regression coefficients are calculated implementing linear programming rather than least-
squares (Mielke and Berry, 2007). LAD regression procedures were done employing 
programming code by Mielke and Berry (2007), which implements linear programming 
algorithms by Kaufman (2002).  
The software employed is limited to analyse up to 80 samples per run; therefore, a 
permutation approach was followed for obtaining the regression coefficients from the 
complete training set. Reported coefficients correspond to the mean value of 5,000 regression 
analyses performed on subsets consisting of 80 samples each. Samples included on each 
subset were randomly selected employing the random number generating routine available in 
Matlab release 2009b (The Mathworks, USA). 
6.1.2.3 Analytical mapping function 
Efficacy of the function described by Eq. (9.2) to map camera responses into avian photon 
captures was evaluated with two separate experiments.  In the first experiment a small 
calibration chart, consisting of the 24 samples available in the Xrite Colour Checker (Xrite 
Inc., USA), was employed to obtain an overall insight into the effectiveness of the analytical 
approach, using a the achromatic samples as reference.  
In the second experiment, the analytical mapping function (Eq. (9.2)), was used to transform 
theoretical camera responses corresponding to the  same Munsell sample set employed during 
the regression experiment into avian photon captures. Theoretical camera responses were 
calculated applying Eq. (2.20) to the reflectance spectra of the samples used for deriving the 
mapping function by multiple linear regression techniques (Section 6.1.3.2).  
Camera sensitivity functions were obtained by fitting Gaussian functions in the least-square 
sense to the sensitivity curves reconstructed for the Canon 40D camera (Figure 3-30). All 
fitting procedures were performed using the Curve Fitting Toolbox v. (The MathWorks, 
USA) available in Matlab Release 2009b (The MathWorks, USA).   
6.1.3 Results 
6.1.3.1 Modelling of the avian observer photoreceptors 
Spectral sensitivities for the selected avian predator were modelled by multiplying the 
functions describing four different photoreceptors present in the bird’s eye by their 
transmission function of their corresponding oil droplets. Subsequently the ocular medium 
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transmittance was then multiplied by each of the photoreceptor functions. These function and 
the modelled spectral sensitivity functions for the four photoreceptor classes are depicted in 
Figure 6-1. 
 
Figure 6-1: Modelled hypothetical visual system parameters for Falco berigora (Brown Falcon). a) Spectral sensitivity 
of the four different pigments present on the different photoreceptors b) spectral transmission of the oil droplets 
present on each photoreceptor, c) ocular media spectral transmittance and d) modelled spectral transmittance 
obtained from multiplying the functions in a), b) and c). 
6.1.3.2 Mapping implementing linear regression 
A series of pilot regression analyses were first performed for the Canon D40 camera which 
included all the colour channels and possible interactions as described by Eq. (9.1). Results 
from these pilot experiments suggested that not all the colour channels or the interaction 
terms were significant for all the mapping functions. Consequently, only those terms which 
were significant at α = 0.05 were included in the non-parametric regression analyses 
performed to obtain the regression coefficients of the mapping functions derived for the two 
tested cameras.  
Table 6-1 presents the coefficients obtained for each one of the i = 4   mapping functions 
(Eq.(9.1)). Grey-shaded cells in Table 6-1 represent excluded terms and interactions. 
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Table 6-1: Regression coefficients, 95 % confidence intervals and R² for four functions mapping camera responses 
into four different avian photoreceptor classes. Coefficient values and their corresponding confidence intervals are 
the mean value of 5000 coefficients obtained by implementing LAD regression analysis on predicted photon captures 
and camera responses to two different calibration sets.  
 SW1 SWS MW LW 
Constant 
1.14x10-7  
(1.14x10-7, 1.14x10-7)   
1.01x10-5 
 (9.68 x10-6, 1.05x10-5) 
1.33x10-5  
(1.30 x10-5, 1.35x10-5) 
-1.17x10-5  
(-1.19x10-5, -1.16x10-5) 
R 
  2.61x10-1 
 (2.60x10-1, 2.62x10-1)  
2.53 x10-1 
 (2.52x10-1, 2.53x10-1) 
G 
 1.05 x 10-1  
(1.04x10-1, 1.06x10-1) 
-9.26x10-2  
(-9.36x10-2, -9.16x10-2) 
5.30 x 10-3  
(4.63x10-3, 5.97x10-3) 
B 
 1.27 x 10-1  
(1.25x10-1, 1.29x10-1)  
  
RG 
  4.05 x 101  
(3.97x101, 4.13x101) 
 
 
GB 
 1.14 x 101  
(1.02x101, 1.26x101) 
  
R Nikon D70s 
(UV sensitive) 
1.53 x 10-4  
(1.45x10-4, 1.61x10-4) 
   
R² 0.826 0.542 0.669 0.736 
 
Goodness of fit for the regression was evaluated in terms of the multiple coefficient of 
determination (R²), R² values were calculated from the values obtained from applying Eq. 
(5.20) for each photoreceptor, the ‘observed’ values, and their corresponding mapped 
(predicted) values obtained from applying Eq. (9.1). 
For the mapping functions derived for the Canon 40D camera, goodness of fit was 
independently calculated for each one of the 10 hues (colours) available in the Munsell Book 
of Colour matte finish, for three different value (brightness) numbers: three, five and eight. 
With this methodology it was possible to dissect two different sources of variation potentially 
affecting the accuracy of the mapping functions: spectral shape (hue) of the samples and their 
total brightness. Results for this test are graphically summarised in Figure 6-2. 
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Figure 6-2: Graphical summary of the multiple correlation coefficients calculated for the predicted photon captures 
by three avian photoreceptors: SWS, MW and LW obtained after implementing Eq. (6.1) with the coefficients 
available Table 6-1 for a Canon 40D RGB camera responses for the different colour samples available in the Munsell 
Book of Color: matte finish collection. Hues are allocated following the Munsell notation starting from 10 RP at 90° 
and continuing in a clock-wise direction. Refer to Section 2.4.1 for details on the angle values corresponding to each 
hue (angle). The magnitude of the radius at each colour angle represents the R² value. Negative R² values were 
reported as 0 for displaying purposes. The three panels correspond to different brightness levels in terms of Munsell 
values: a) Munsell value 3, b) Munsell value 5 and c) Munsell value 8.  R² values are not reported for hues 2.5 YR, 7.5 
YR, 7.5 Y, 2.5 and 7.5 GY for Value 3 as there was a single sample for this value. Colour samples corresponding to 
hues 10 YR and 2.5 YR were not available for analysis. 
Goodness of fit for the regression function mapping between the modified Nikon D70s 
camera responses into the avian SW1 (violet) photoreceptor was R² = 0.799. 
6.1.3.3 Analytical mapping function 
A total of eight Gaussian functions of the form: 
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 (9.8) 
were employed for fitting the m = 4 avian photoreceptors (p(λ)) and k  = 4 camera sensitivity 
RGB (r(λ)) functions in Eq. (9.3). Coefficients for the eight fitted functions are presented in 
Table 6-2 along with their 95% confidence intervals. Functions of the form of Eq. (9.8) were 
fitted to the spectral sensitivity curves reconstructed for the three colour channels of the 
Canon 40D camera (Figure 3-30) and the modelled spectral sensitivities of the SW1, SWS, 
MW and LW avian photoreceptors for the hypothetical bird observer (Figure 6-1, panel d). 
The eight obtained functions are depicted in Figure 6-3. 
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Figure 6-3: a) Modelled photoreceptor and camera sensitivities employing Gaussian fitting functions (Eq. (6.6)).  b) 
Modelled RGB camera sensitivities as in a) detailing spectral overlap with the spectral sensitivity function for the 
SWS photoreceptor. c) Modelled camera sensitivities as in a) detailing spectral overlap with the spectral sensitivity 
function for the MW photoreceptor. d) Modelled RGB camera sensitivities as in a) detailing spectral overlap with the 
spectral sensitivity function for the LW photoreceptor.  
Table 6-2: Coefficients,  95 % confidence intervals and adjusted R² of the Gaussian functions (Eq. (9.8)) fitting the 
spectral sensitivity functions of the SW1, SWS, MW and LW avian photoreceptors; and, the R, G, B and ‘UV’ 
channels of a Canon 40D camera. † UV channel refers to the red channel of the modified Nikon D70s camera. 
 
a1 b1 c1 a2 b2 c2 R² 
SW1 
0.043 
(-0.018, 0.103) 
442 
(431, 452) 
37.6 
(29.3, 45.8) 
0.026 
(-0.014, 0.065)  
405 
(343, 468) 
48.3 
(20.3, 76.2) 
0.997 
SWS 
0.068 
(0.0364, 0.0998) 
473.0 
(472,  474) 
16.0 
(13.1, 18.9) 
0.064 
(0.048, 0.080) 
494 
(486, 503) 
26.9 
(21.9, 31.9) 
0.995 
MW 
-8.56 
(-2.45x104, 2.45x104) 
551 
(439, 662) 
21.1 
(-147, 189) 
8.65 
(-2.45x10-4, 2.45x104) 
551 
(439,662) 
21.2 
(-145, 188) 
0.993 
LW 
0.054 
(0.032, 0.075) 
598 
(597, 599) 
20.6 
(17.8, 23.4) 
0.052 
(0.040, 0.064) 
622 
(641, 630) 
32.8 
(28.6, 37.0) 
0.998 
R 
0.028 
(0.023, 0.032) 
594 
(592, 596) 
20.4 
(16.9, 23.8) 
0.042 
(0.038, 0.046) 
619 
(616, 622) 
53.7 
(51.0, 56.3) 
0.988 
G 
0.054 
(0.047, 0.062) 
523 
(516, 530) 
35.8 
(30.6, 40.9) 
0.028 
(0.018, 0.038) 
572 
(561, 583) 
32.2 
(24.2, 40.2) 
0.988 
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B 
0.018 
(0.009, 0.026) 
436 
(433, 438) 
12.8 
(7.09, 18.6) 
0.083 
(0.080, 0.086) 
466 
(464, 468) 
31.8 
(29.5, 34.2) 
0.991 
UV† 
0.124 
(0.118, 0.130) 
357 
(355, 358) 
15.8 
(14.5, 17.2) 
0.078 
(0.063, 0.092) 
376 
(374, 377) 
10.6 
(9.39, 11.7) 
0.995 
  
A general solution for Eq. (9.3) when both p (λ) and r (λ) are functions taking the form 
described by Eq.(9.8), is given by Eq.(9.9). In the latter equation subscripts 1 and 2 
correspond to the same subscript numbers in for the first function whilst subscripts 3 and 4 
correspond to the subscripts 1 and 2 for the second function in Table 6-2. Coefficients a, b, 
and c are as for Table 6-2.  
( ) ( ) ( ) ( )2 2 2 21 3 2 3 1 4 2 4
1 3 1 3 2 3 2 3 1 1 2 22 2 2 2 2 2 2 2
1 3 2 3 1 4 2 4
4 42 2 2 2 2 2 2 2
1 3 2 3 1 4 2 4
exp exp exp exp
ij
b b b b b b b b
a a c c a a c c a c a c
c c c c c c c c
a c
c c c c c c c c
pi
         
− − − −         − − − −
       + + + +          Γ = ⋅ + + +  
+ + + +  
  
    
 (9.9) 
Solving Eq.(9.9) for each one of the 16	Γ coefficients of the gamma transformation matrix 
in Eq. (9.4) using the modelled photoreceptor and camera sensitivity functions, leads to: 
 
6 24
23
8
5
' 0.238 0.052 2.10 10 4.98 10
' 0.069 0.230 0.005 4.87 10
' 0.002 0.109 0.258 4.498 10
1' 7.47 10 0.011 0.175 0.064
LW R
MW G
SWS B
SW UV
− −
−
−
−
 × ×   
    
×    =
    ×
    
×     
 (9.10) 
with reduced forms: 
 
6
' 0.238 0.0521 2.10 10
' 0.0691 0.230 0.00500
' 0.00164 0.109 0.258
LW R
MW G
SWS B
− ×   
    
=     
        
 (9.11) 
 1' 0.064SW R= ⋅  (9.12) 
Predicted (mapped) photon captures for the SWS, MW and LW avian photoreceptors 
obtained after solving for Eq. (9.11) for each of the 24 samples available in the Xrite Colour 
Checker are presented in Table 6-3.   
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Table 6-3: Predicted photon captures by: LW, MW and SWS avian photoreceptors; camera R, G and B colour 
channels and; mapped LW’, MW’ and SWS’ photon captures for the 24 colour samples available in an Xrite-Colour 
Checker. 
 Predicted avian photon catches Predicted camera catches Mapped photon catches 
 LW MW SWS R G B LW' MW' SWS' 
Dark Skin 7.75E-05 4.88E-05 3.59E-05 7.74E-05 4.76E-05 3.29E-05 2.09E-05 1.65E-05 1.38E-05 
Light Skin 2.63E-04 1.63E-04 1.46E-04 2.54E-04 1.69E-04 1.26E-04 6.93E-05 5.72E-05 5.14E-05 
Blue Sky 7.01E-05 9.50E-05 1.42E-04 6.98E-05 1.05E-04 1.45E-04 2.20E-05 2.96E-05 4.91E-05 
Foliage 5.45E-05 7.79E-05 4.61E-05 5.71E-05 7.09E-05 3.69E-05 1.73E-05 2.04E-05 1.74E-05 
Blue Flower 1.22E-04 1.09E-04 1.85E-04 1.27E-04 1.28E-04 1.92E-04 3.70E-05 3.93E-05 6.39E-05 
Bluish Green 1.23E-04 2.37E-04 2.73E-04 1.31E-04 2.51E-04 2.18E-04 4.41E-05 6.80E-05 8.40E-05 
Orange 3.00E-04 1.42E-04 3.82E-05 2.87E-04 1.20E-04 3.41E-05 7.43E-05 4.77E-05 2.24E-05 
Purplish Blue 4.51E-05 5.16E-05 1.39E-04 4.62E-05 6.73E-05 1.59E-04 1.45E-05 1.95E-05 4.85E-05 
Moderate Red 2.40E-04 6.31E-05 6.57E-05 2.22E-04 7.40E-05 6.65E-05 5.66E-05 3.27E-05 2.56E-05 
Purple 4.90E-05 3.05E-05 4.39E-05 5.57E-05 3.30E-05 5.72E-05 1.50E-05 1.17E-05 1.85E-05 
Yellow Green 1.92E-04 2.85E-04 1.10E-04 1.98E-04 2.45E-04 6.65E-05 5.98E-05 7.04E-05 4.43E-05 
Orange 
Yellow 3.47E-04 2.30E-04 5.75E-05 3.36E-04 1.87E-04 4.36E-05 8.96E-05 6.65E-05 3.23E-05 
Blue 2.54E-05 2.67E-05 1.17E-04 2.52E-05 4.05E-05 1.37E-04 8.10E-06 1.17E-05 3.98E-05 
Green 6.53E-05 1.56E-04 8.26E-05 7.16E-05 1.40E-04 5.52E-05 2.43E-05 3.74E-05 2.96E-05 
Red 2.00E-04 3.23E-05 2.97E-05 1.99E-04 3.84E-05 2.93E-05 4.94E-05 2.27E-05 1.21E-05 
Yellow 4.15E-04 3.48E-04 9.98E-05 4.06E-04 2.96E-04 5.65E-05 1.12E-04 9.64E-05 4.76E-05 
Magenta 2.22E-04 6.22E-05 1.06E-04 2.26E-04 7.72E-05 1.26E-04 5.78E-05 3.40E-05 4.13E-05 
Cyan 4.60E-05 1.01E-04 2.28E-04 4.93E-05 1.35E-04 1.99E-04 1.87E-05 3.54E-05 6.62E-05 
White 5.22E-04 5.32E-04 5.23E-04 5.15E-04 5.34E-04 4.83E-04 1.50E-04 1.61E-04 1.84E-04 
Neutral 8 3.06E-04 3.13E-04 3.07E-04 3.02E-04 3.13E-04 2.85E-04 8.80E-05 9.44E-05 1.08E-04 
Neutral 6.5 1.80E-04 1.86E-04 1.81E-04 1.77E-04 1.86E-04 1.67E-04 5.18E-05 5.60E-05 6.37E-05 
Neutral 5 9.32E-05 9.63E-05 9.63E-05 9.17E-05 9.68E-05 9.15E-05 2.68E-05 2.91E-05 3.44E-05 
Neutral 3.5 4.55E-05 4.78E-05 4.87E-05 4.49E-05 4.81E-05 4.74E-05 1.32E-05 1.44E-05 1.76E-05 
Black 1.90E-05 1.93E-05 2.05E-05 1.88E-05 1.96E-05 2.07E-05 5.49E-06 5.91E-06 7.52E-06 
 
Differences in total sensitivity between the avian photoreceptors and the camera sensors, total 
area under the curves in Figure 6-3, made necessary scaling the mapped photon captures. 
Scaling is done by means of four scaling factors (κ-values), one for each photoreceptor, 
obtainable after fitting a simple linear function to a plot of the predicted avian photon catches 
vs. the (unscaled) mapped photon catches. κ-Values resulting from the regression analyses 
are presented in Table 6-4.  
Table 6-4: κ-values for scaling mapped photon catches by four different photoreceptors and their associated 
coefficients of determination (R²). Values in parentheses represent the 95 % confidence intervals for the κ-values. 
  Parameters 
 
Photoreceptor 
κ-Value R² 
SW1’ 29.4 (17.7,41.1) 0.99 
SWS’ 2.97 (2.78, 3.15) 0.98 
MW’ 3.52 (3.24, 3.80) 0.97 
LW’ 3.71 (3.49, 3.93) 0.98 
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Predicted photon captures by the modelled avian photoreceptors for the 24 samples available 
in the Xrite Colour Checker and their corresponding scaled mapped photon captures are 
presented in Table 6-5. Goodness of fit, expressed in terms of R², for the analytical mapping 
function for each target photoreceptor for this sample set are: R²LW” = 0.981, R²MW” = 0.9551 
and R²SWS” = 0.985. 
Table 6-5: Predicted photon captures by: LW, MW and SWS avian photoreceptors and mapped and scaled LW”, 
MW” and SWS” photon captures for the 24 colour samples available in an Xrite-Colour Checker. 
 Predicted avian photon catches 
Mapped and scaled photon 
catches 
 LW MW SWS LW” MW” SWS” 
Dark Skin 7.75E-05 4.88E-05 3.59E-05 7.74E-05 5.79E-05 4.10E-05 
Light Skin 2.63E-04 1.63E-04 1.46E-04 2.57E-04 2.01E-04 1.53E-04 
Blue Sky 7.01E-05 9.50E-05 1.42E-04 8.17E-05 1.04E-04 1.46E-04 
Foliage 5.45E-05 7.79E-05 4.61E-05 6.40E-05 7.19E-05 5.15E-05 
Blue Flower 1.22E-04 1.09E-04 1.85E-04 1.37E-04 1.38E-04 1.90E-04 
Bluish Green 1.23E-04 2.37E-04 2.73E-04 1.64E-04 2.39E-04 2.49E-04 
Orange 3.00E-04 1.42E-04 3.82E-05 2.76E-04 1.68E-04 6.65E-05 
Purplish Blue 4.51E-05 5.16E-05 1.39E-04 5.37E-05 6.85E-05 1.44E-04 
Moderate Red 2.40E-04 6.31E-05 6.57E-05 2.10E-04 1.15E-04 7.60E-05 
Purple 4.90E-05 3.05E-05 4.39E-05 5.54E-05 4.12E-05 5.48E-05 
Yellow Green 1.92E-04 2.85E-04 1.10E-04 2.22E-04 2.48E-04 1.31E-04 
Orange 
Yellow 3.47E-04 2.30E-04 5.75E-05 3.32E-04 2.34E-04 9.57E-05 
Blue 2.54E-05 2.67E-05 1.17E-04 3.00E-05 4.13E-05 1.18E-04 
Green 6.53E-05 1.56E-04 8.26E-05 9.00E-05 1.31E-04 8.79E-05 
Red 2.00E-04 3.23E-05 2.97E-05 1.83E-04 8.00E-05 3.59E-05 
Yellow 4.15E-04 3.48E-04 9.98E-05 4.14E-04 3.39E-04 1.41E-04 
Magenta 2.22E-04 6.22E-05 1.06E-04 2.14E-04 1.20E-04 1.22E-04 
Cyan 4.60E-05 1.01E-04 2.28E-04 6.94E-05 1.25E-04 1.97E-04 
White 5.22E-04 5.32E-04 5.23E-04 5.57E-04 5.66E-04 5.46E-04 
Neutral 8 3.06E-04 3.13E-04 3.07E-04 3.26E-04 3.32E-04 3.22E-04 
Neutral 6.5 1.80E-04 1.86E-04 1.81E-04 1.92E-04 1.97E-04 1.89E-04 
Neutral 5 9.32E-05 9.63E-05 9.63E-05 9.95E-05 1.02E-04 1.02E-04 
Neutral 3.5 4.55E-05 4.78E-05 4.87E-05 4.88E-05 5.07E-05 5.21E-05 
Black 1.90E-05 1.93E-05 2.05E-05 2.03E-05 2.08E-05 2.23E-05 
 
As done for the regression mapping function, goodness of fit for the analytical mapping 
function was evaluated in terms of R² calculated for each one of the 10 hues (colours) 
available in the Munsell Book of Colour matte finish, for three different value (brightness) 
numbers: three, five and eight. Results are depicted in Figure 6-4. 
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Figure 6-4: Summary of goodness of fit analyses for photon captures mapped implementing the analytical method for 
the different colour samples available in the Munsell Book of Color: matte finish collection. Hues are allocated 
following the Munsell notation starting from 10 RP at 90° and continuing in a clock-wise direction. Refer to Section 
2.4.1 for details on the angle values corresponding to the different hues. The magnitude of the radius at each hue 
value (angle) represents the R² value. Negative R² values were reported as 0 for displaying purposes. The three panels 
correspond to different brightness levels in terms of Munsell values: a) Munsell value 3, b) Munsell value 5 and c) 
Munsell value 8.  R² values are not reported for hues 2.5 YR, 7.5 YR, 7.5 Y, 2.5 and 7.5 GY for Value 3 as there was a 
single sample for this value. Colour samples corresponding to hues 10 YR and 2.5 YR were not available. 
6.1.3.4 Implications of using mapping functions for converting camera responses into 
photon captures by an avian visual system 
For the modelled observer (Falco berigora), and using the characterised camera system 
consisting in two different cameras independently covering the 320 – 390 nm and the 395 – 
710 nm spectral interval,  successful mapping cannot by attain for all the camera 
channels/avian photoreceptor combinations.  
For the case of the Canon camera, which covering the 395 – 710 nm spectral interval, and 
adequate mapping can only be attained for three distinct types or ‘groups’ of spectral signals 
and for the red/LW and blue/SWS channel/photoreceptor combinations (Figure 6-5).  
The first group of signals that can be successfully mapped between the camera red and avian 
LW photoreceptor are characterised by being rich in long wavelength radiations above about 
560 nm, as those corresponding to the Red and Yellow Red Munsell hues (Figure 6-5 panels 
a and c). 
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Figure 6-5: Spectral signals for Munsell samples that can be mapped between red and blue camera channels (solid 
black and grey lines) into LW and SWS avian photoreceptor (dashed black and grey lines) space with an R² value > 
.55. Samples for each hue correspond to those used for evaluating the goodness of fit in Figure 6-2 and Figure 6-4. a) 
Multiple regression mapping function between camera red channel and avian LW photoreceptor, b) multiple 
regression mapping function between camera blue channel and avian SWS photoreceptor, c) analytical mapping 
function between camera red channel and LW photoreceptor, d) analytical mapping function between camera blue 
channel and avian SWS photoreceptor. Signals and sensitivities were normalised for comparison and illustration 
purposes. 
The second group consists of signals containing a single peak about 450 to 500 nm and 
quickly decaying towards longer wavelengths such as some Munsell Blue Green and Blue 
colour samples. These signals can be accurately mapped between the camera blue channel 
and the avian SWS photoreceptor (Figure 6-5 panels b and d).The third group of signals is 
made up by bi-modal signals peaking about 475 and 615 nm, corresponding to some Munsell 
Purple Blue and Purple hues. Signals belonging to this group can be accurately mapped 
between the red/LW and the blue/SWS channel/photoreceptor combinations simultaneously. 
Few, if any, other samples are expected to produce an accurate mapping (Figure 6-5 panels c 
and d).  
Surprisingly none of the mappings calculated for the camera responses from the Canon 40D 
green colour channel and the avian MW photoreceptor produced a satisfactory fit. The 
success of this mapping was very limited even when using the analytical mapping function 
which ignores possible artefacts introduced by the camera system (Figure 6-4). 
A relationship between the amount of overlap between the spectral sensitivity curves and the 
spectral shape of the signals also determines the success of the SW1/UV mapping. From the 
125 samples available in the calibration set, only 10 samples produced an R² > 0.99. These 
are characterisied by presenting an almost flat spectral shape across the three regions limited 
by the spectral sensitivity curves of the two system and their overlap (Figure 6-6 panel a), in a 
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similar manner as achromatic samples in the 400 -700 nm interval are accurately mapped 
between camera sensor and avian photoreceptor spectral space (Table 6-5). 
 
Figure 6-6: Spectral signals corresponding to the UV calibration sample set that can be mapped from the UV-
sensitive red channel of the modified Nikon D70s camera into an avian SW1 (violet) photoreceptor space with an a) 
R²  = 0.99, b) R² = 0.9408 and c) R² = 0.5626. Spectral signals and photoreceptor sensitivities were normalised for 
comparison and illustration purposes.  
However, as the spectral shape starts to present spectral variations across the overlap region 
and those corresponding to the camera sensor and avian photoreceptor spectral spaces the R² 
value dimishes quickly. Decline in the R² value is less severe when the spectral change is 
produced only by an increase in the amount of reflected irradiance with wavelength (Figure 
6-6 panel b), whilst changes in the spectral shape produced by the presence of peaks or 
pronounced slopes result in low R² values (Figure 6-6 panel c). The coefficient of 
determination calculated for the SW1’ photon captures mapped from the camera responses 
for the entire set is R² = - 0.396.  
Altogether these results suggest that the amount of overlap between the spectral sensitivity 
curves of camera and the photoreceptor is the main factor limiting the number and colour of 
samples that can be accurately mapped between the two systems.  
6.1.4 Discussion 
The data presented in this section allow for evaluating the accuracy of a mapping function, 
derived by analytical and experimental means, for transforming camera responses into photon 
captures by each one of the four photoreceptors present in the visual system of an avian 
observer with a SW1violet photoreceptor.  
Results indicate that mapping success depends on four main properties. Three of these are 
related to physical characteristics of the reflected irradiance signal: (1) spectral shape, (2) 
spectral uniformity, saturation in human vision terms, and (3) brightness; whilst, the fourth 
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condition is related to the spectral tunning of the camera colour channels and the animal 
photoreceptor, which determines the size of the overlap area between each pair of these. 
By Evaluating the analytical function using theoretical camera responses it was possible 
discarding possible artefacts unaccounted for, or introduced during the characterisation 
procedure such as: inter-pixel intensity fluctuation and image noise. Furthermore the 
analytical approach also accounts for possible variations in camera response introduced by 
optical defects, such as lens chromatic aberration and camera flare (Wolfe and Hirakawa, 
2009), in addition to any other artefacts introduced during image processing by the inbound 
camera software (firmware), as for example, those introduced by demosaicking algorithms 
(Gunturk et al., 2005, Lian et al., 2007). 
For the camera used for recording in the 400 – 700 nm interval, goodness of fit for the 
regression mapping functions was highest for the camera’s red colour channel and the avian 
LW photoreceptor (Table 6-1), which present the largest overlap area among the mapped 
photoreceptors (Figure 6-3 panel d). As the size of the overlap area diminishes so does the R² 
values for the mapped values obtained by using the fitting function (Figure 6-3 panel c and 
d). It could then be predicted that accuracy of the mapping function will be highest for the 
camera responses recorded by the red channel of the camera and lowest for those recorded by 
the blue channel; however, this does not seem to be the case as indicated by the R²-values 
calculated for samples of similar hue, varying in their brightness and saturation (Figure 6-2 
and Figure 6-4). These results suggest that the spectral shape of the signals per se is another 
important factor affecting the accuracy of the mapping function.   
The spectral shape of an irradiance signal is defined by the number and location of its 
inflexion points, producing a ‘colour’ sensation particular to each observer and mediated by 
the number and spectral tuning of its photoreceptors (Endler, 1990). Spectral signals 
presenting peaks and inflexion points located on areas where the target and source sensitivity 
functions overlap are adequately mapped whilst mapping accuracy is extremely low for those 
samples presenting peaks and inflexion points outside the overlapping areas in both caemera 
systems (Figure 6-5 and Figure 6-6). 
This observation supports suggestions by previous authors (Stevens et al., 2007, Westland 
and Ripamonti, 2004), who stated that calibration sets for deriving the mapping function 
should contain samples spectrally similar as those present in the colour pattern recorded using 
a calibration method. Results provide support for this claim also suggesting that spectral 
sensitivity overlap between the source and target system is a second, yet more important, 
condition for obtaining a successful mapping function. 
Another factor that was an effect on the accuracy of the mapping function is the intensity 
(brightness) of the signal. A better fit between the predicted and mapped photon captures is 
obtained as the brightness of the samples is increased. This relation is seen in Figure 6-2 and 
Figure 6-4 for increasing brightness described by the Munsell Value of the samples.  
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Saturation (chroma) may be another factor possibly affecting the accuracy of the mapping 
functions. In a purely physical sense, saturation may be described by the magnitude of the 
slope produced by changes in intensity across a given wavelength interval in a spectral signal 
(Grill and Rush, 2000); or more precisely, the brightness ratio between a given spectral 
region in relation to the entire sampled spectrum (Montgomerie, 2006). In a human vision 
context, saturation describes how ‘pure’ a colour is: the lower the saturation of a given signal 
the more it resembles to an achromatic signal of the same brightness (Cuthill et al., 2000, 
Endler, 1990, Wyszecki and Stiles, 1982). 
Even though it is not possible to use the Munsell calibration sample set to test the effect of 
saturation due to the asymmetry of this colour system (Malacara, 2011, Romney, 2008, 
Romney and Indow, 2003, Wyszecki and Stiles, 1982), it is still possible to use the mapped 
camera responses for the achromatic samples of the Xrite Colour Checker (Table 6-5) to 
construct a hypothesis predicting the effects of saturation in mapping success.  
If both target and source ‘observers’ are properly adapted to a given broadband light source, 
the irradiance signal produced by an achromatic reflectance spectrum will produce the same 
number of photon catches independently of the spectral tunning of the photoreceptors present 
on the two systems due to the uniform shape of the reflectance spectrum; therefore, the 
mapping function will lead to relatively accurate predictions of the photon captures as seen in 
Table 6-5 for the Xrite achromatic samples. Low-saturated signals resemble achromatic 
signal; therefore, it could be expected to obtain an adequate mapping from the camera 
responses. However as saturation of a signal increases so does the steepness of its slope and 
the spectral position of the latter becomes more important for obtaining an accurate mapping.  
When signals possess a slope(s) located within an overlap region an accurate mapping can be 
obtained, otherwise accuracy of the fit diminishes dramatically as demonstrated by the 
UV/SW1 mapping exercise (Figure 6-6).  
Low, or even negative, R²-values values were obtained more frequently for dark samples than 
for their brighter counterparts (Figure 6-4) particularly, when implementing the regression 
mapping function (Figure 6-2). These results suggest that there are two factors potentially 
affecting the mapping of dark samples from camera responses to photon captures: (1) image 
noise and the introduction of artefacts during image processing and (2) the low brightness 
levels characteristic of these samples.    
Camera responses from dark signals are characterised by presenting high noise levels which 
in turn may also affect the effectiveness of the linearisation equation as discussed in Section 
3.4.2 and by several authors. (Alsam and Lenz, 2007, Barnard and Funt, 2001, Lee, 2005, 
Vora and Farrell, 1997). Camera responses obtained from dark samples available in testing 
set are very likely affected by these two factors as suggested by the magnitude of the R² value 
calculated for the mapped photon captures obtained by implementing the regression method 
and, the increased number of adequately mapped samples when implementing the analytical 
mapping function (Figure 6-2 and Figure 6-4).    
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On the other hand, Independently of the mapping function employed, the number of samples 
accurately mapped increased with an increase in total brightness; which expressed using 
Munsell terminology, means that a greater number of hues were adequately mapped with 
increasing Munsell Value (Figure 6-2 and Figure 6-4). This trend was observed irrespectively 
of the mapping function used, thus suggesting that the total brightness of the sample is 
another factor determining the success of the mapping function independently from image 
noise or the introduction of artefacts during image processing.  
6.1.5 Concluding remarks  
Even though it is possible defining a function which maps from camera responses to a non-
human visual system as predicted by previous authors, the success of such a procedure 
depends on the spectral tunning of the photoreceptors present in the target animal visual 
system and the camera’s colour channels. More precisely, it depends on the size and spectral 
location of the area produced by the overlap of the spectral sensitivity curves of both systems.  
For an avian predator modelled as violet-sensitive and with a camera system consisting on a 
Canon 40D and a Nikon D70s modified for UV recording, a successful mapping cannot be 
attained for the UV/SW1 and G/MW colour channel/photoreceptor combinations. Accurate 
mappings can be obtained between the blue colour channel and the SWS avian photoreceptor 
for relatively bright samples presenting relative narrow spectral peaks above 470 nm. The 
most accurate mappings are obtained for the R/LW combination for those spectral samples 
presenting peaks or reflecting radiations above 570 nm. 
Future work should focus on developing a methodology for predicting the spectral 
characteristics of samples that can be accurately mapped between the camera and animal 
visual systems based on their spectral sensitivities. The analytical method here proposed 
constitiute a good starting point for this task. However, the development of a function 
successfully mapping camera responses produced by a real device should also include 
parameters describing image noise and the effects of the exposure parameters image 
processing. 
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6.2 Look-up tables (LUT) for linearsing camera responses 
Table 6-6: Look up table (LUT) for recovering linear camera responses from the red channel camera responses of a 
Canon 40D, white balance 5100 K, Adobe 1998 colour space. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2616 0.0657 0.4256 0.1350 0.6014 0.2472 
0.1333 0.0357 0.2654 0.0669 0.4300 0.1373 0.6057 0.2506 
0.1360 0.0360 0.2692 0.0682 0.4343 0.1396 0.6101 0.2540 
0.1388 0.0364 0.2730 0.0695 0.4387 0.1419 0.6144 0.2574 
0.1416 0.0368 0.2769 0.0708 0.4430 0.1442 0.6188 0.2609 
0.1444 0.0372 0.2807 0.0721 0.4474 0.1466 0.6231 0.2644 
0.1473 0.0376 0.2846 0.0735 0.4518 0.1490 0.6274 0.2679 
0.1502 0.0380 0.2885 0.0749 0.4561 0.1514 0.6317 0.2715 
0.1531 0.0385 0.2924 0.0763 0.4605 0.1539 0.6360 0.2751 
0.1561 0.0390 0.2964 0.0778 0.4649 0.1564 0.6403 0.2787 
0.1591 0.0395 0.3003 0.0792 0.4693 0.1589 0.6446 0.2823 
0.1621 0.0400 0.3043 0.0807 0.4737 0.1614 0.6489 0.2860 
0.1652 0.0406 0.3083 0.0822 0.4781 0.1640 0.6532 0.2897 
0.1682 0.0412 0.3123 0.0838 0.4825 0.1666 0.6575 0.2935 
0.1714 0.0418 0.3163 0.0853 0.4869 0.1692 0.6617 0.2972 
0.1745 0.0424 0.3204 0.0869 0.4913 0.1718 0.6659 0.3010 
0.1777 0.0431 0.3244 0.0885 0.4957 0.1745 0.6702 0.3049 
0.1809 0.0437 0.3285 0.0902 0.5001 0.1772 0.6744 0.3087 
0.1841 0.0444 0.3326 0.0918 0.5045 0.1800 0.6786 0.3126 
0.1874 0.0452 0.3367 0.0935 0.5089 0.1827 0.6828 0.3165 
0.1906 0.0459 0.3408 0.0952 0.5134 0.1855 0.6870 0.3205 
0.1940 0.0467 0.3449 0.0970 0.5178 0.1883 0.6912 0.3245 
0.1973 0.0475 0.3491 0.0987 0.5222 0.1912 0.6953 0.3285 
0.2007 0.0483 0.3532 0.1005 0.5266 0.1940 0.6995 0.3325 
0.2040 0.0491 0.3574 0.1024 0.5310 0.1969 0.7036 0.3366 
0.2075 0.0500 0.3616 0.1042 0.5354 0.1998 0.7077 0.3407 
0.2109 0.0508 0.3658 0.1061 0.5399 0.2028 0.7118 0.3448 
0.2144 0.0517 0.3700 0.1080 0.5443 0.2058 0.7159 0.3490 
0.2179 0.0527 0.3742 0.1099 0.5487 0.2088 0.7200 0.3532 
0.2214 0.0536 0.3784 0.1118 0.5531 0.2118 0.7240 0.3574 
0.2249 0.0546 0.3827 0.1138 0.5575 0.2149 0.7281 0.3617 
0.2285 0.0556 0.3869 0.1158 0.5619 0.2180 0.7321 0.3660 
0.2321 0.0566 0.3912 0.1178 0.5663 0.2211 0.7361 0.3703 
0.2357 0.0577 0.3955 0.1199 0.5707 0.2243 0.7401 0.3746 
0.2393 0.0588 0.3998 0.1220 0.5751 0.2275 0.7441 0.3790 
0.2430 0.0598 0.4040 0.1241 0.5795 0.2307 0.7480 0.3834 
0.2467 0.0610 0.4083 0.1262 0.5839 0.2339 0.7520 0.3879 
0.2504 0.0621 0.4126 0.1284 0.5883 0.2372 0.7559 0.3923 
0.2541 0.0633 0.4170 0.1306 0.5926 0.2405 0.7598 0.3968 
0.2578 0.0645 0.4213 0.1328 0.5970 0.2438 0.7637 0.4014 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7676 0.4059 0.9029 0.6151 0.9861 0.8786 
0.7714 0.4105 0.9057 0.6211 0.9873 0.8859 
0.7752 0.4152 0.9085 0.6270 0.9885 0.8933 
0.7790 0.4198 0.9112 0.6330 0.9896 0.9006 
0.7828 0.4245 0.9139 0.6390 0.9907 0.9081 
0.7866 0.4293 0.9166 0.6450 0.9918 0.9155 
0.7903 0.4340 0.9192 0.6511 0.9928 0.9230 
0.7941 0.4388 0.9218 0.6572 0.9937 0.9305 
0.7978 0.4436 0.9244 0.6634 0.9946 0.9381 
0.8014 0.4485 0.9269 0.6696 0.9954 0.9457 
0.8051 0.4534 0.9294 0.6758 0.9962 0.9534 
0.8087 0.4583 0.9319 0.6820 0.9970 0.9610 
0.8124 0.4632 0.9343 0.6883 0.9977 0.9688 
0.8159 0.4682 0.9367 0.6946 0.9983 0.9765 
0.8195 0.4732 0.9390 0.7010 0.9989 0.9843 
0.8231 0.4783 0.9413 0.7074 0.9995 0.9921 
0.8266 0.4834 0.9436 0.7138 1.0000 1.0000 
0.8301 0.4885 0.9459 0.7203 
0.8335 0.4936 0.9481 0.7268 
0.8370 0.4988 0.9502 0.7333 
0.8404 0.5040 0.9523 0.7399 
0.8438 0.5092 0.9544 0.7465 
0.8472 0.5145 0.9565 0.7531 
0.8505 0.5198 0.9585 0.7598 
0.8538 0.5252 0.9604 0.7665 
0.8571 0.5305 0.9623 0.7732 
0.8604 0.5360 0.9642 0.7800 
0.8636 0.5414 0.9661 0.7868 
0.8668 0.5469 0.9679 0.7936 
0.8700 0.5524 0.9696 0.8005 
0.8731 0.5579 0.9713 0.8074 
0.8762 0.5635 0.9730 0.8144 
0.8793 0.5691 0.9746 0.8214 
0.8824 0.5747 0.9762 0.8284 
0.8854 0.5804 0.9778 0.8355 
0.8884 0.5861 0.9793 0.8426 
0.8913 0.5918 0.9807 0.8497 
0.8943 0.5976 0.9821 0.8569 
0.8972 0.6034 0.9835 0.8641 
0.9000 0.6093 0.9848 0.8713 
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Table 6-7: Look up table (LUT) for recovering linear camera responses from the green channel camera responses of 
a Canon 40D, white balance 5100 K, Adobe 1998 colour space. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2508 0.0591 0.4011 0.1227 0.5700 0.2296 
0.1425 0.0330 0.2542 0.0603 0.4052 0.1248 0.5743 0.2329 
0.1446 0.0333 0.2576 0.0614 0.4093 0.1270 0.5786 0.2362 
0.1468 0.0336 0.2610 0.0625 0.4134 0.1291 0.5829 0.2395 
0.1490 0.0339 0.2644 0.0637 0.4175 0.1313 0.5871 0.2429 
0.1513 0.0342 0.2679 0.0649 0.4216 0.1336 0.5914 0.2463 
0.1536 0.0346 0.2714 0.0662 0.4258 0.1358 0.5957 0.2497 
0.1559 0.0350 0.2749 0.0674 0.4299 0.1381 0.5999 0.2532 
0.1582 0.0353 0.2784 0.0687 0.4341 0.1404 0.6042 0.2567 
0.1607 0.0358 0.2819 0.0700 0.4382 0.1427 0.6085 0.2602 
0.1631 0.0362 0.2855 0.0713 0.4424 0.1451 0.6127 0.2638 
0.1656 0.0367 0.2891 0.0727 0.4466 0.1475 0.6170 0.2674 
0.1681 0.0371 0.2927 0.0740 0.4508 0.1499 0.6212 0.2710 
0.1706 0.0376 0.2963 0.0754 0.4550 0.1524 0.6254 0.2747 
0.1732 0.0381 0.3000 0.0768 0.4592 0.1549 0.6297 0.2784 
0.1758 0.0387 0.3037 0.0783 0.4634 0.1574 0.6339 0.2821 
0.1784 0.0392 0.3074 0.0798 0.4676 0.1599 0.6381 0.2858 
0.1811 0.0398 0.3111 0.0813 0.4718 0.1625 0.6423 0.2896 
0.1838 0.0404 0.3148 0.0828 0.4761 0.1651 0.6465 0.2934 
0.1865 0.0410 0.3186 0.0843 0.4803 0.1677 0.6507 0.2973 
0.1893 0.0417 0.3223 0.0859 0.4846 0.1703 0.6549 0.3012 
0.1921 0.0423 0.3261 0.0875 0.4888 0.1730 0.6591 0.3051 
0.1949 0.0430 0.3299 0.0891 0.4931 0.1757 0.6633 0.3091 
0.1978 0.0437 0.3337 0.0908 0.4973 0.1785 0.6674 0.3130 
0.2007 0.0445 0.3376 0.0924 0.5016 0.1812 0.6716 0.3171 
0.2036 0.0452 0.3414 0.0941 0.5058 0.1840 0.6757 0.3211 
0.2066 0.0460 0.3453 0.0958 0.5101 0.1869 0.6799 0.3252 
0.2095 0.0468 0.3492 0.0976 0.5144 0.1897 0.6840 0.3293 
0.2126 0.0476 0.3531 0.0994 0.5187 0.1926 0.6881 0.3335 
0.2156 0.0484 0.3570 0.1012 0.5229 0.1955 0.6922 0.3376 
0.2187 0.0493 0.3610 0.1030 0.5272 0.1985 0.6963 0.3419 
0.2218 0.0502 0.3649 0.1048 0.5315 0.2014 0.7004 0.3461 
0.2249 0.0511 0.3689 0.1067 0.5358 0.2044 0.7044 0.3504 
0.2280 0.0520 0.3729 0.1086 0.5401 0.2075 0.7085 0.3547 
0.2312 0.0530 0.3769 0.1106 0.5443 0.2105 0.7125 0.3591 
0.2344 0.0539 0.3809 0.1125 0.5486 0.2136 0.7166 0.3635 
0.2377 0.0549 0.3849 0.1145 0.5529 0.2168 0.7206 0.3679 
0.2409 0.0560 0.3889 0.1165 0.5572 0.2199 0.7246 0.3723 
0.2442 0.0570 0.3930 0.1185 0.5615 0.2231 0.7286 0.3768 
0.2475 0.0581 0.3970 0.1206 0.5658 0.2263 0.7326 0.3814 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7365 0.3859 0.8795 0.5979 0.9779 0.8718 
0.7405 0.3905 0.8826 0.6040 0.9796 0.8795 
0.7444 0.3952 0.8857 0.6101 0.9812 0.8872 
0.7483 0.3998 0.8887 0.6163 0.9829 0.8950 
0.7522 0.4045 0.8917 0.6224 0.9844 0.9028 
0.7561 0.4093 0.8947 0.6287 0.9860 0.9107 
0.7600 0.4140 0.8976 0.6349 0.9875 0.9186 
0.7638 0.4188 0.9005 0.6412 0.9889 0.9265 
0.7677 0.4237 0.9034 0.6476 0.9903 0.9345 
0.7715 0.4286 0.9063 0.6539 0.9917 0.9425 
0.7753 0.4335 0.9091 0.6604 0.9930 0.9506 
0.7791 0.4384 0.9119 0.6668 0.9943 0.9587 
0.7829 0.4434 0.9147 0.6733 0.9955 0.9669 
0.7866 0.4484 0.9174 0.6799 0.9967 0.9751 
0.7903 0.4535 0.9201 0.6864 0.9979 0.9834 
0.7940 0.4586 0.9228 0.6931 0.9990 0.9917 
0.7977 0.4637 0.9254 0.6997 1.0000 1.0000 
0.8014 0.4689 0.9280 0.7064 
0.8050 0.4741 0.9306 0.7131 
0.8087 0.4793 0.9331 0.7199 
0.8123 0.4846 0.9356 0.7267 
0.8159 0.4899 0.9380 0.7336 
0.8194 0.4953 0.9405 0.7405 
0.8230 0.5006 0.9429 0.7474 
0.8265 0.5061 0.9452 0.7544 
0.8300 0.5115 0.9476 0.7615 
0.8335 0.5170 0.9498 0.7685 
0.8369 0.5226 0.9521 0.7756 
0.8403 0.5281 0.9543 0.7828 
0.8437 0.5337 0.9565 0.7900 
0.8471 0.5394 0.9586 0.7972 
0.8505 0.5451 0.9607 0.8045 
0.8538 0.5508 0.9628 0.8118 
0.8571 0.5566 0.9648 0.8191 
0.8604 0.5624 0.9668 0.8265 
0.8636 0.5682 0.9687 0.8340 
0.8669 0.5741 0.9706 0.8414 
0.8701 0.5800 0.9725 0.8490 
0.8732 0.5859 0.9743 0.8565 
0.8764 0.5919 0.9761 0.8641 
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Table 6-8: Look up table (LUT) for recovering linear camera responses from the blue channel camera responses of a 
Canon 40D, white balance 5100 K, Adobe 1998 colour space. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2615 0.0511 0.4141 0.1122 0.5842 0.2171 
0.1506 0.0268 0.2650 0.0522 0.4182 0.1143 0.5884 0.2204 
0.1528 0.0271 0.2684 0.0533 0.4223 0.1164 0.5927 0.2237 
0.1551 0.0273 0.2719 0.0544 0.4265 0.1185 0.5970 0.2270 
0.1573 0.0276 0.2754 0.0555 0.4306 0.1206 0.6013 0.2303 
0.1597 0.0279 0.2789 0.0566 0.4348 0.1228 0.6056 0.2337 
0.1620 0.0282 0.2824 0.0578 0.4390 0.1250 0.6098 0.2371 
0.1644 0.0286 0.2860 0.0590 0.4432 0.1272 0.6141 0.2405 
0.1669 0.0289 0.2896 0.0602 0.4474 0.1295 0.6184 0.2440 
0.1693 0.0293 0.2932 0.0614 0.4516 0.1317 0.6226 0.2475 
0.1718 0.0297 0.2968 0.0627 0.4558 0.1341 0.6269 0.2511 
0.1744 0.0301 0.3005 0.0640 0.4600 0.1364 0.6311 0.2546 
0.1769 0.0305 0.3042 0.0653 0.4642 0.1388 0.6353 0.2582 
0.1795 0.0310 0.3079 0.0666 0.4685 0.1412 0.6396 0.2619 
0.1822 0.0315 0.3116 0.0680 0.4727 0.1436 0.6438 0.2656 
0.1848 0.0320 0.3153 0.0694 0.4770 0.1460 0.6480 0.2693 
0.1876 0.0325 0.3191 0.0708 0.4812 0.1485 0.6522 0.2730 
0.1903 0.0330 0.3228 0.0722 0.4855 0.1510 0.6564 0.2768 
0.1931 0.0336 0.3266 0.0737 0.4897 0.1536 0.6606 0.2806 
0.1959 0.0342 0.3304 0.0751 0.4940 0.1561 0.6648 0.2844 
0.1987 0.0347 0.3342 0.0767 0.4983 0.1587 0.6690 0.2883 
0.2016 0.0354 0.3381 0.0782 0.5026 0.1614 0.6731 0.2922 
0.2045 0.0360 0.3420 0.0797 0.5068 0.1640 0.6773 0.2962 
0.2074 0.0367 0.3458 0.0813 0.5111 0.1667 0.6814 0.3001 
0.2103 0.0373 0.3497 0.0829 0.5154 0.1694 0.6856 0.3042 
0.2133 0.0380 0.3536 0.0846 0.5197 0.1722 0.6897 0.3082 
0.2164 0.0388 0.3576 0.0862 0.5240 0.1750 0.6938 0.3123 
0.2194 0.0395 0.3615 0.0879 0.5283 0.1778 0.6979 0.3164 
0.2225 0.0403 0.3655 0.0896 0.5326 0.1806 0.7020 0.3206 
0.2256 0.0411 0.3694 0.0914 0.5369 0.1835 0.7061 0.3247 
0.2287 0.0419 0.3734 0.0931 0.5412 0.1864 0.7101 0.3290 
0.2319 0.0427 0.3774 0.0949 0.5455 0.1893 0.7142 0.3332 
0.2351 0.0435 0.3815 0.0967 0.5498 0.1923 0.7182 0.3375 
0.2383 0.0444 0.3855 0.0986 0.5541 0.1953 0.7222 0.3419 
0.2415 0.0453 0.3895 0.1004 0.5584 0.1983 0.7262 0.3462 
0.2448 0.0462 0.3936 0.1023 0.5627 0.2014 0.7302 0.3506 
0.2481 0.0472 0.3977 0.1043 0.5670 0.2045 0.7342 0.3551 
0.2514 0.0481 0.4017 0.1062 0.5713 0.2076 0.7382 0.3595 
0.2548 0.0491 0.4058 0.1082 0.5756 0.2107 0.7421 0.3640 
0.2581 0.0501 0.4099 0.1102 0.5799 0.2139 0.7461 0.3686 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7500 0.3732 0.8897 0.5877 0.9816 0.8679 
0.7539 0.3778 0.8927 0.5938 0.9831 0.8758 
0.7578 0.3825 0.8956 0.6000 0.9845 0.8837 
0.7616 0.3871 0.8986 0.6063 0.9859 0.8917 
0.7655 0.3919 0.9014 0.6126 0.9873 0.8998 
0.7693 0.3966 0.9043 0.6189 0.9886 0.9079 
0.7731 0.4014 0.9071 0.6253 0.9899 0.9160 
0.7769 0.4063 0.9099 0.6317 0.9911 0.9242 
0.7807 0.4112 0.9126 0.6382 0.9923 0.9324 
0.7845 0.4161 0.9154 0.6447 0.9934 0.9407 
0.7882 0.4210 0.9180 0.6513 0.9945 0.9491 
0.7919 0.4260 0.9207 0.6579 0.9955 0.9574 
0.7956 0.4311 0.9233 0.6645 0.9965 0.9658 
0.7993 0.4361 0.9259 0.6712 0.9975 0.9743 
0.8030 0.4412 0.9284 0.6779 0.9984 0.9828 
0.8066 0.4464 0.9310 0.6846 0.9992 0.9914 
0.8102 0.4515 0.9334 0.6914 1.0000 1.0000 
0.8138 0.4568 0.9359 0.6983 
0.8174 0.4620 0.9383 0.7052 
0.8210 0.4673 0.9407 0.7121 
0.8245 0.4727 0.9430 0.7191 
0.8280 0.4780 0.9453 0.7261 
0.8315 0.4834 0.9476 0.7332 
0.8349 0.4889 0.9498 0.7403 
0.8384 0.4944 0.9520 0.7474 
0.8418 0.4999 0.9541 0.7546 
0.8452 0.5055 0.9562 0.7619 
0.8485 0.5111 0.9583 0.7691 
0.8518 0.5167 0.9603 0.7765 
0.8552 0.5224 0.9623 0.7838 
0.8584 0.5282 0.9643 0.7913 
0.8617 0.5339 0.9662 0.7987 
0.8649 0.5397 0.9681 0.8062 
0.8681 0.5456 0.9699 0.8138 
0.8713 0.5515 0.9717 0.8214 
0.8744 0.5574 0.9735 0.8290 
0.8776 0.5634 0.9752 0.8367 
0.8806 0.5694 0.9768 0.8444 
0.8837 0.5754 0.9785 0.8522 
0.8867 0.5815 0.9800 0.8600 
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Table 6-9: Look up table (LUT) for recovering linear camera responses from the red channel camera responses of a 
Fuji S3 UVIR under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 mm 
quartz lens. Daylight white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2406 0.1097 0.3389 0.1524 0.4566 0.2217 
0.1634 0.0693 0.2428 0.1106 0.3416 0.1537 0.4598 0.2240 
0.1651 0.0706 0.2450 0.1116 0.3443 0.1550 0.4630 0.2263 
0.1669 0.0718 0.2473 0.1125 0.3471 0.1563 0.4662 0.2287 
0.1687 0.0729 0.2495 0.1135 0.3498 0.1577 0.4694 0.2311 
0.1704 0.0741 0.2518 0.1144 0.3526 0.1591 0.4726 0.2335 
0.1722 0.0753 0.2541 0.1154 0.3553 0.1605 0.4759 0.2359 
0.1741 0.0764 0.2564 0.1164 0.3581 0.1619 0.4791 0.2384 
0.1759 0.0776 0.2587 0.1173 0.3609 0.1633 0.4824 0.2410 
0.1777 0.0787 0.2610 0.1183 0.3637 0.1647 0.4857 0.2435 
0.1796 0.0798 0.2633 0.1193 0.3665 0.1662 0.4890 0.2462 
0.1814 0.0809 0.2657 0.1202 0.3693 0.1677 0.4923 0.2488 
0.1833 0.0820 0.2680 0.1212 0.3722 0.1692 0.4956 0.2515 
0.1852 0.0831 0.2704 0.1222 0.3750 0.1707 0.4989 0.2542 
0.1871 0.0841 0.2728 0.1232 0.3779 0.1723 0.5023 0.2569 
0.1890 0.0852 0.2752 0.1242 0.3808 0.1739 0.5056 0.2597 
0.1909 0.0862 0.2776 0.1252 0.3837 0.1755 0.5090 0.2626 
0.1928 0.0873 0.2800 0.1262 0.3866 0.1771 0.5124 0.2654 
0.1948 0.0883 0.2824 0.1272 0.3895 0.1787 0.5158 0.2683 
0.1967 0.0893 0.2849 0.1283 0.3924 0.1804 0.5192 0.2713 
0.1987 0.0904 0.2873 0.1293 0.3953 0.1821 0.5226 0.2743 
0.2007 0.0914 0.2898 0.1303 0.3983 0.1838 0.5260 0.2773 
0.2027 0.0924 0.2923 0.1314 0.4012 0.1856 0.5295 0.2804 
0.2047 0.0934 0.2948 0.1325 0.4042 0.1873 0.5329 0.2835 
0.2067 0.0944 0.2973 0.1335 0.4072 0.1891 0.5364 0.2867 
0.2087 0.0953 0.2998 0.1346 0.4102 0.1910 0.5399 0.2898 
0.2107 0.0963 0.3023 0.1357 0.4132 0.1928 0.5434 0.2931 
0.2128 0.0973 0.3048 0.1368 0.4162 0.1947 0.5469 0.2964 
0.2149 0.0983 0.3074 0.1379 0.4192 0.1966 0.5504 0.2997 
0.2169 0.0992 0.3099 0.1391 0.4223 0.1985 0.5539 0.3031 
0.2190 0.1002 0.3125 0.1402 0.4253 0.2005 0.5574 0.3065 
0.2211 0.1012 0.3151 0.1414 0.4284 0.2025 0.5610 0.3099 
0.2232 0.1021 0.3177 0.1425 0.4315 0.2045 0.5645 0.3134 
0.2254 0.1031 0.3203 0.1437 0.4346 0.2065 0.5681 0.3170 
0.2275 0.1040 0.3229 0.1449 0.4377 0.2086 0.5717 0.3206 
0.2297 0.1050 0.3256 0.1461 0.4408 0.2107 0.5753 0.3242 
0.2318 0.1059 0.3282 0.1473 0.4439 0.2128 0.5789 0.3279 
0.2340 0.1069 0.3309 0.1486 0.4471 0.2150 0.5825 0.3316 
0.2362 0.1078 0.3335 0.1498 0.4502 0.2172 0.5862 0.3354 
0.2384 0.1087 0.3362 0.1511 0.4534 0.2194 0.5898 0.3392 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.5935 0.3431 0.7495 0.5422 0.9246 0.8445 
0.5971 0.3470 0.7536 0.5484 0.9292 0.8536 
0.6008 0.3510 0.7578 0.5547 0.9339 0.8628 
0.6045 0.3550 0.7620 0.5610 0.9385 0.8720 
0.6082 0.3591 0.7662 0.5674 0.9432 0.8814 
0.6119 0.3632 0.7703 0.5738 0.9479 0.8908 
0.6156 0.3674 0.7746 0.5804 0.9525 0.9003 
0.6194 0.3716 0.7788 0.5869 0.9572 0.9099 
0.6231 0.3759 0.7830 0.5936 0.9619 0.9196 
0.6269 0.3802 0.7872 0.6003 0.9666 0.9293 
0.6307 0.3846 0.7915 0.6071 0.9714 0.9392 
0.6345 0.3890 0.7958 0.6140 0.9761 0.9491 
0.6383 0.3935 0.8000 0.6209 0.9809 0.9591 
0.6421 0.3981 0.8043 0.6279 0.9856 0.9692 
0.6459 0.4027 0.8086 0.6350 0.9904 0.9794 
0.6497 0.4073 0.8129 0.6421 0.9952 0.9896 
0.6536 0.4120 0.8173 0.6493 1.0000 1.0000 
0.6574 0.4168 0.8216 0.6566 
0.6613 0.4216 0.8259 0.6639 
0.6652 0.4264 0.8303 0.6714 
0.6691 0.4314 0.8347 0.6789 
0.6730 0.4363 0.8391 0.6864 
0.6769 0.4414 0.8435 0.6941 
0.6808 0.4465 0.8479 0.7018 
0.6848 0.4516 0.8523 0.7096 
0.6887 0.4568 0.8567 0.7174 
0.6927 0.4621 0.8612 0.7254 
0.6967 0.4674 0.8656 0.7334 
0.7007 0.4728 0.8701 0.7415 
0.7047 0.4783 0.8746 0.7496 
0.7087 0.4838 0.8791 0.7578 
0.7127 0.4893 0.8836 0.7662 
0.7168 0.4950 0.8881 0.7746 
0.7208 0.5006 0.8926 0.7830 
0.7249 0.5064 0.8971 0.7916 
0.7289 0.5122 0.9017 0.8002 
0.7330 0.5181 0.9063 0.8089 
0.7371 0.5240 0.9108 0.8177 
0.7412 0.5300 0.9154 0.8265 
0.7454 0.5361 0.9200 0.8355 
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Table 6-10: Look up table (LUT) for recovering linear camera responses from the blue channel camera responses of a 
Fuji S3 UVIR under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 mm 
quartz lens. Daylight white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.1987 0.0768 0.3065 0.1198 0.4540 0.1991 
0.1497 0.0517 0.2008 0.0776 0.3098 0.1212 0.4580 0.2018 
0.1501 0.0523 0.2029 0.0784 0.3131 0.1227 0.4620 0.2044 
0.1506 0.0529 0.2050 0.0792 0.3164 0.1242 0.4661 0.2071 
0.1511 0.0535 0.2072 0.0800 0.3198 0.1257 0.4702 0.2098 
0.1516 0.0541 0.2094 0.0809 0.3231 0.1273 0.4742 0.2126 
0.1522 0.0547 0.2116 0.0817 0.3265 0.1289 0.4783 0.2154 
0.1529 0.0552 0.2139 0.0826 0.3300 0.1305 0.4824 0.2182 
0.1536 0.0558 0.2162 0.0834 0.3334 0.1321 0.4866 0.2211 
0.1544 0.0564 0.2185 0.0843 0.3369 0.1338 0.4907 0.2240 
0.1552 0.0570 0.2209 0.0852 0.3404 0.1354 0.4948 0.2269 
0.1560 0.0576 0.2233 0.0861 0.3439 0.1371 0.4990 0.2299 
0.1569 0.0582 0.2258 0.0870 0.3474 0.1389 0.5031 0.2329 
0.1578 0.0588 0.2282 0.0880 0.3510 0.1406 0.5073 0.2360 
0.1588 0.0594 0.2307 0.0889 0.3545 0.1424 0.5115 0.2391 
0.1598 0.0600 0.2333 0.0899 0.3581 0.1442 0.5157 0.2422 
0.1609 0.0606 0.2359 0.0909 0.3618 0.1461 0.5198 0.2454 
0.1620 0.0612 0.2385 0.0919 0.3654 0.1479 0.5240 0.2486 
0.1631 0.0618 0.2411 0.0929 0.3691 0.1498 0.5283 0.2519 
0.1643 0.0624 0.2438 0.0939 0.3727 0.1517 0.5325 0.2552 
0.1655 0.0630 0.2465 0.0949 0.3764 0.1537 0.5367 0.2585 
0.1668 0.0637 0.2492 0.0960 0.3801 0.1557 0.5409 0.2619 
0.1681 0.0643 0.2520 0.0971 0.3839 0.1577 0.5452 0.2653 
0.1695 0.0649 0.2547 0.0982 0.3876 0.1597 0.5494 0.2687 
0.1709 0.0656 0.2576 0.0993 0.3914 0.1618 0.5537 0.2722 
0.1723 0.0662 0.2604 0.1004 0.3952 0.1639 0.5579 0.2758 
0.1738 0.0669 0.2633 0.1016 0.3990 0.1660 0.5622 0.2794 
0.1753 0.0675 0.2662 0.1027 0.4028 0.1682 0.5665 0.2830 
0.1769 0.0682 0.2691 0.1039 0.4067 0.1704 0.5707 0.2867 
0.1785 0.0689 0.2721 0.1051 0.4105 0.1726 0.5750 0.2904 
0.1801 0.0695 0.2751 0.1064 0.4144 0.1748 0.5793 0.2941 
0.1818 0.0702 0.2781 0.1076 0.4183 0.1771 0.5836 0.2979 
0.1836 0.0709 0.2812 0.1089 0.4222 0.1794 0.5879 0.3018 
0.1853 0.0716 0.2842 0.1102 0.4261 0.1818 0.5922 0.3057 
0.1871 0.0723 0.2873 0.1115 0.4300 0.1842 0.5965 0.3096 
0.1890 0.0731 0.2905 0.1128 0.4340 0.1866 0.6008 0.3136 
0.1908 0.0738 0.2936 0.1141 0.4380 0.1890 0.6051 0.3176 
0.1927 0.0745 0.2968 0.1155 0.4419 0.1915 0.6094 0.3217 
0.1947 0.0753 0.3000 0.1169 0.4459 0.1940 0.6137 0.3258 
0.1967 0.0761 0.3032 0.1183 0.4499 0.1966 0.6180 0.3299 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.6224 0.3342 0.7930 0.5440 0.9471 0.8478 
0.6267 0.3384 0.7971 0.5504 0.9506 0.8568 
0.6310 0.3427 0.8012 0.5568 0.9541 0.8658 
0.6353 0.3471 0.8054 0.5633 0.9575 0.8750 
0.6396 0.3515 0.8095 0.5698 0.9609 0.8841 
0.6439 0.3559 0.8135 0.5764 0.9643 0.8934 
0.6483 0.3604 0.8176 0.5831 0.9677 0.9027 
0.6526 0.3649 0.8217 0.5898 0.9710 0.9121 
0.6569 0.3695 0.8257 0.5966 0.9744 0.9216 
0.6612 0.3742 0.8298 0.6035 0.9776 0.9311 
0.6655 0.3788 0.8338 0.6104 0.9809 0.9407 
0.6699 0.3836 0.8378 0.6174 0.9842 0.9504 
0.6742 0.3884 0.8418 0.6244 0.9874 0.9602 
0.6785 0.3932 0.8458 0.6315 0.9906 0.9700 
0.6828 0.3981 0.8498 0.6387 0.9937 0.9799 
0.6871 0.4030 0.8537 0.6459 0.9969 0.9899 
0.6914 0.4080 0.8577 0.6532 1.0000 1.0000 
0.6957 0.4131 0.8616 0.6605 
0.7000 0.4182 0.8655 0.6679 
0.7043 0.4233 0.8694 0.6754 
0.7086 0.4285 0.8733 0.6830 
0.7128 0.4338 0.8772 0.6906 
0.7171 0.4391 0.8810 0.6982 
0.7214 0.4444 0.8848 0.7060 
0.7257 0.4498 0.8887 0.7138 
0.7299 0.4553 0.8925 0.7217 
0.7342 0.4608 0.8962 0.7296 
0.7384 0.4664 0.9000 0.7376 
0.7427 0.4720 0.9037 0.7457 
0.7469 0.4777 0.9075 0.7538 
0.7511 0.4835 0.9112 0.7620 
0.7554 0.4893 0.9149 0.7703 
0.7596 0.4951 0.9185 0.7786 
0.7638 0.5010 0.9222 0.7870 
0.7680 0.5070 0.9258 0.7955 
0.7722 0.5130 0.9294 0.8041 
0.7764 0.5191 0.9330 0.8127 
0.7805 0.5252 0.9366 0.8214 
0.7847 0.5314 0.9401 0.8301 
0.7889 0.5377 0.9436 0.8389 
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Table 6-11: Look up table (LUT) for recovering linear camera responses from the red channel camera responses of a 
modified Nikon D70s under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 
mm quartz lens. Flash white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2208 0.0999 0.3132 0.1349 0.4329 0.1996 
0.1601 0.0690 0.2228 0.1006 0.3159 0.1360 0.4362 0.2018 
0.1613 0.0700 0.2248 0.1013 0.3186 0.1372 0.4396 0.2041 
0.1625 0.0709 0.2267 0.1021 0.3213 0.1384 0.4429 0.2064 
0.1637 0.0718 0.2287 0.1028 0.3240 0.1396 0.4463 0.2087 
0.1649 0.0727 0.2308 0.1035 0.3268 0.1408 0.4496 0.2111 
0.1662 0.0737 0.2328 0.1043 0.3295 0.1420 0.4530 0.2135 
0.1674 0.0745 0.2349 0.1050 0.3323 0.1433 0.4564 0.2159 
0.1687 0.0754 0.2370 0.1058 0.3351 0.1446 0.4598 0.2184 
0.1700 0.0763 0.2391 0.1065 0.3379 0.1459 0.4633 0.2209 
0.1714 0.0772 0.2412 0.1073 0.3407 0.1472 0.4667 0.2235 
0.1727 0.0780 0.2433 0.1081 0.3436 0.1486 0.4702 0.2261 
0.1741 0.0788 0.2455 0.1088 0.3464 0.1500 0.4737 0.2287 
0.1755 0.0797 0.2477 0.1096 0.3493 0.1514 0.4772 0.2314 
0.1769 0.0805 0.2499 0.1104 0.3522 0.1528 0.4807 0.2342 
0.1784 0.0813 0.2521 0.1112 0.3551 0.1542 0.4842 0.2369 
0.1798 0.0821 0.2543 0.1120 0.3580 0.1557 0.4877 0.2397 
0.1813 0.0829 0.2566 0.1128 0.3610 0.1572 0.4913 0.2426 
0.1828 0.0837 0.2588 0.1137 0.3639 0.1587 0.4948 0.2455 
0.1843 0.0845 0.2611 0.1145 0.3669 0.1603 0.4984 0.2484 
0.1859 0.0852 0.2634 0.1153 0.3699 0.1618 0.5020 0.2514 
0.1874 0.0860 0.2657 0.1162 0.3729 0.1634 0.5056 0.2544 
0.1890 0.0868 0.2681 0.1170 0.3759 0.1651 0.5092 0.2575 
0.1906 0.0875 0.2704 0.1179 0.3789 0.1667 0.5128 0.2606 
0.1922 0.0883 0.2728 0.1188 0.3820 0.1684 0.5165 0.2637 
0.1939 0.0890 0.2752 0.1197 0.3851 0.1701 0.5201 0.2669 
0.1955 0.0897 0.2776 0.1206 0.3881 0.1719 0.5238 0.2702 
0.1972 0.0905 0.2801 0.1215 0.3912 0.1737 0.5275 0.2734 
0.1989 0.0912 0.2825 0.1225 0.3943 0.1755 0.5312 0.2768 
0.2006 0.0919 0.2850 0.1234 0.3975 0.1773 0.5349 0.2802 
0.2024 0.0927 0.2875 0.1244 0.4006 0.1792 0.5386 0.2836 
0.2041 0.0934 0.2900 0.1254 0.4038 0.1810 0.5424 0.2871 
0.2059 0.0941 0.2925 0.1264 0.4070 0.1830 0.5461 0.2906 
0.2077 0.0948 0.2950 0.1274 0.4102 0.1849 0.5499 0.2942 
0.2095 0.0956 0.2976 0.1284 0.4134 0.1869 0.5537 0.2978 
0.2114 0.0963 0.3001 0.1294 0.4166 0.1889 0.5575 0.3015 
0.2132 0.0970 0.3027 0.1305 0.4198 0.1910 0.5613 0.3052 
0.2151 0.0977 0.3053 0.1315 0.4231 0.1931 0.5651 0.3090 
0.2170 0.0984 0.3079 0.1326 0.4263 0.1952 0.5689 0.3128 
0.2189 0.0992 0.3106 0.1337 0.4296 0.1974 0.5728 0.3167 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.5766 0.3206 0.7411 0.5245 0.9230 0.8380 
0.5805 0.3246 0.7454 0.5309 0.9278 0.8475 
0.5844 0.3286 0.7498 0.5374 0.9325 0.8570 
0.5883 0.3327 0.7542 0.5439 0.9373 0.8667 
0.5922 0.3368 0.7586 0.5505 0.9421 0.8764 
0.5961 0.3410 0.7629 0.5572 0.9469 0.8862 
0.6001 0.3452 0.7673 0.5639 0.9516 0.8961 
0.6040 0.3495 0.7718 0.5707 0.9564 0.9061 
0.6080 0.3539 0.7762 0.5776 0.9613 0.9162 
0.6119 0.3583 0.7806 0.5846 0.9661 0.9263 
0.6159 0.3628 0.7851 0.5916 0.9709 0.9366 
0.6199 0.3673 0.7895 0.5987 0.9757 0.9469 
0.6239 0.3718 0.7940 0.6059 0.9806 0.9574 
0.6280 0.3765 0.7985 0.6131 0.9854 0.9679 
0.6320 0.3812 0.8030 0.6204 0.9903 0.9785 
0.6360 0.3859 0.8074 0.6278 0.9951 0.9892 
0.6401 0.3907 0.8120 0.6353 1.0000 1.0000 
0.6442 0.3956 0.8165 0.6428 
0.6483 0.4005 0.8210 0.6504 
0.6524 0.4055 0.8255 0.6581 
0.6565 0.4105 0.8301 0.6659 
0.6606 0.4156 0.8346 0.6738 
0.6647 0.4208 0.8392 0.6817 
0.6689 0.4260 0.8438 0.6897 
0.6730 0.4313 0.8484 0.6978 
0.6772 0.4366 0.8530 0.7059 
0.6814 0.4420 0.8576 0.7142 
0.6856 0.4475 0.8622 0.7225 
0.6898 0.4531 0.8668 0.7309 
0.6940 0.4586 0.8715 0.7393 
0.6982 0.4643 0.8761 0.7479 
0.7024 0.4700 0.8807 0.7565 
0.7067 0.4758 0.8854 0.7653 
0.7110 0.4817 0.8901 0.7741 
0.7152 0.4876 0.8948 0.7829 
0.7195 0.4936 0.8995 0.7919 
0.7238 0.4996 0.9042 0.8010 
0.7281 0.5058 0.9089 0.8101 
0.7324 0.5119 0.9136 0.8193 
0.7368 0.5182 0.9183 0.8286 
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Table 6-12: Look up table (LUT) for recovering linear camera responses from the blue channel camera responses of a 
modified Nikon D70s under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 
mm quartz lens. Flash white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.6593 0.4701 0.7478 0.5357 0.7943 0.5882 
0.5071 0.3700 0.6623 0.4721 0.7493 0.5371 0.7952 0.5896 
0.5120 0.3732 0.6652 0.4741 0.7509 0.5384 0.7960 0.5909 
0.5169 0.3764 0.6680 0.4760 0.7524 0.5398 0.7968 0.5923 
0.5217 0.3795 0.6708 0.4779 0.7539 0.5411 0.7977 0.5937 
0.5264 0.3826 0.6736 0.4799 0.7553 0.5425 0.7985 0.5951 
0.5311 0.3856 0.6763 0.4817 0.7568 0.5438 0.7993 0.5965 
0.5358 0.3886 0.6790 0.4836 0.7582 0.5452 0.8001 0.5979 
0.5403 0.3916 0.6817 0.4854 0.7596 0.5465 0.8009 0.5993 
0.5449 0.3946 0.6843 0.4873 0.7609 0.5478 0.8017 0.6007 
0.5493 0.3975 0.6868 0.4891 0.7623 0.5491 0.8025 0.6022 
0.5537 0.4003 0.6894 0.4909 0.7636 0.5504 0.8033 0.6036 
0.5581 0.4032 0.6919 0.4926 0.7649 0.5517 0.8041 0.6051 
0.5624 0.4060 0.6943 0.4944 0.7662 0.5530 0.8049 0.6066 
0.5666 0.4088 0.6967 0.4961 0.7675 0.5543 0.8056 0.6081 
0.5708 0.4115 0.6991 0.4978 0.7687 0.5556 0.8064 0.6096 
0.5750 0.4142 0.7015 0.4995 0.7699 0.5569 0.8072 0.6111 
0.5791 0.4169 0.7038 0.5012 0.7711 0.5582 0.8079 0.6126 
0.5831 0.4195 0.7060 0.5028 0.7723 0.5595 0.8087 0.6141 
0.5871 0.4221 0.7083 0.5045 0.7735 0.5608 0.8095 0.6157 
0.5910 0.4247 0.7105 0.5061 0.7746 0.5621 0.8102 0.6172 
0.5949 0.4272 0.7126 0.5077 0.7757 0.5634 0.8110 0.6188 
0.5987 0.4297 0.7148 0.5093 0.7768 0.5646 0.8117 0.6204 
0.6025 0.4322 0.7169 0.5109 0.7779 0.5659 0.8125 0.6220 
0.6062 0.4347 0.7189 0.5124 0.7790 0.5672 0.8132 0.6237 
0.6099 0.4371 0.7210 0.5140 0.7801 0.5685 0.8140 0.6253 
0.6135 0.4395 0.7230 0.5155 0.7811 0.5698 0.8147 0.6270 
0.6171 0.4418 0.7249 0.5170 0.7821 0.5711 0.8155 0.6287 
0.6206 0.4442 0.7269 0.5185 0.7831 0.5724 0.8163 0.6303 
0.6241 0.4465 0.7288 0.5200 0.7841 0.5737 0.8170 0.6321 
0.6275 0.4488 0.7307 0.5215 0.7851 0.5750 0.8178 0.6338 
0.6309 0.4510 0.7325 0.5230 0.7861 0.5763 0.8186 0.6355 
0.6343 0.4532 0.7343 0.5244 0.7871 0.5776 0.8193 0.6373 
0.6375 0.4554 0.7361 0.5259 0.7880 0.5789 0.8201 0.6391 
0.6408 0.4576 0.7378 0.5273 0.7889 0.5802 0.8209 0.6409 
0.6440 0.4597 0.7396 0.5287 0.7899 0.5815 0.8217 0.6428 
0.6471 0.4619 0.7413 0.5301 0.7908 0.5829 0.8225 0.6446 
0.6503 0.4640 0.7429 0.5316 0.7917 0.5842 0.8233 0.6465 
0.6533 0.4660 0.7446 0.5329 0.7926 0.5855 0.8241 0.6484 
0.6564 0.4681 0.7462 0.5343 0.7934 0.5869 0.8249 0.6503 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.8257 0.6522 0.8688 0.7523 0.9505 0.9132 
0.8265 0.6542 0.8703 0.7555 0.9533 0.9182 
0.8274 0.6562 0.8718 0.7587 0.9561 0.9232 
0.8282 0.6582 0.8733 0.7620 0.9589 0.9284 
0.8290 0.6602 0.8748 0.7653 0.9618 0.9335 
0.8299 0.6623 0.8764 0.7686 0.9648 0.9388 
0.8308 0.6643 0.8780 0.7720 0.9678 0.9440 
0.8316 0.6664 0.8796 0.7754 0.9708 0.9494 
0.8325 0.6686 0.8812 0.7789 0.9738 0.9548 
0.8334 0.6707 0.8829 0.7823 0.9770 0.9602 
0.8343 0.6729 0.8846 0.7859 0.9801 0.9657 
0.8353 0.6751 0.8863 0.7895 0.9833 0.9713 
0.8362 0.6773 0.8881 0.7931 0.9866 0.9769 
0.8371 0.6796 0.8899 0.7967 0.9898 0.9826 
0.8381 0.6819 0.8917 0.8005 0.9932 0.9883 
0.8391 0.6842 0.8935 0.8042 0.9966 0.9941 
0.8400 0.6866 0.8954 0.8080 1.0000 1.0000 
0.8410 0.6889 0.8973 0.8118 
0.8421 0.6913 0.8992 0.8157 
0.8431 0.6938 0.9012 0.8196 
0.8441 0.6962 0.9032 0.8236 
0.8452 0.6987 0.9052 0.8276 
0.8463 0.7012 0.9073 0.8317 
0.8473 0.7038 0.9094 0.8358 
0.8485 0.7064 0.9115 0.8400 
0.8496 0.7090 0.9137 0.8442 
0.8507 0.7116 0.9159 0.8484 
0.8519 0.7143 0.9181 0.8527 
0.8531 0.7170 0.9204 0.8571 
0.8543 0.7198 0.9227 0.8615 
0.8555 0.7226 0.9250 0.8659 
0.8567 0.7254 0.9274 0.8704 
0.8580 0.7282 0.9298 0.8750 
0.8593 0.7311 0.9323 0.8796 
0.8606 0.7340 0.9348 0.8842 
0.8619 0.7370 0.9373 0.8889 
0.8632 0.7400 0.9399 0.8936 
0.8646 0.7430 0.9425 0.8984 
0.8660 0.7461 0.9451 0.9033 
0.8674 0.7492 0.9478 0.9082 
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Table 6-13: Look up table (LUT) for recovering linear camera responses from the red channel camera responses of a 
modified Nikon D70s under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 
mm quartz lens. Tungsten white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2926 0.0978 0.3977 0.1706 0.5308 0.2888 
0.2310 0.0730 0.2948 0.0991 0.4007 0.1730 0.5344 0.2923 
0.2320 0.0730 0.2970 0.1003 0.4038 0.1754 0.5380 0.2959 
0.2330 0.0731 0.2992 0.1016 0.4069 0.1779 0.5415 0.2995 
0.2340 0.0732 0.3015 0.1030 0.4100 0.1804 0.5451 0.3031 
0.2351 0.0734 0.3037 0.1043 0.4131 0.1829 0.5487 0.3067 
0.2362 0.0736 0.3060 0.1057 0.4162 0.1855 0.5523 0.3104 
0.2373 0.0738 0.3084 0.1072 0.4194 0.1880 0.5559 0.3140 
0.2385 0.0740 0.3107 0.1086 0.4225 0.1906 0.5596 0.3177 
0.2397 0.0743 0.3131 0.1101 0.4257 0.1933 0.5632 0.3215 
0.2410 0.0746 0.3155 0.1116 0.4289 0.1959 0.5668 0.3252 
0.2422 0.0749 0.3179 0.1132 0.4321 0.1986 0.5704 0.3290 
0.2435 0.0753 0.3203 0.1147 0.4353 0.2014 0.5741 0.3328 
0.2449 0.0757 0.3228 0.1163 0.4386 0.2041 0.5777 0.3367 
0.2462 0.0761 0.3253 0.1180 0.4418 0.2069 0.5814 0.3405 
0.2477 0.0765 0.3278 0.1196 0.4451 0.2097 0.5851 0.3444 
0.2491 0.0770 0.3304 0.1213 0.4484 0.2125 0.5887 0.3484 
0.2506 0.0775 0.3329 0.1230 0.4517 0.2154 0.5924 0.3523 
0.2521 0.0781 0.3355 0.1248 0.4550 0.2183 0.5961 0.3563 
0.2536 0.0787 0.3381 0.1265 0.4583 0.2212 0.5997 0.3603 
0.2552 0.0793 0.3408 0.1284 0.4616 0.2241 0.6034 0.3643 
0.2567 0.0799 0.3434 0.1302 0.4650 0.2271 0.6071 0.3684 
0.2584 0.0806 0.3461 0.1321 0.4683 0.2301 0.6108 0.3724 
0.2600 0.0813 0.3488 0.1339 0.4717 0.2331 0.6145 0.3765 
0.2617 0.0820 0.3515 0.1359 0.4751 0.2362 0.6182 0.3807 
0.2634 0.0828 0.3542 0.1378 0.4785 0.2393 0.6219 0.3848 
0.2652 0.0836 0.3570 0.1398 0.4819 0.2424 0.6256 0.3890 
0.2670 0.0844 0.3598 0.1418 0.4853 0.2455 0.6293 0.3932 
0.2688 0.0852 0.3626 0.1438 0.4888 0.2487 0.6330 0.3975 
0.2706 0.0861 0.3654 0.1459 0.4922 0.2519 0.6367 0.4017 
0.2725 0.0870 0.3682 0.1480 0.4957 0.2551 0.6405 0.4060 
0.2744 0.0880 0.3711 0.1501 0.4992 0.2584 0.6442 0.4103 
0.2763 0.0890 0.3740 0.1523 0.5026 0.2616 0.6479 0.4147 
0.2782 0.0900 0.3769 0.1545 0.5061 0.2649 0.6516 0.4190 
0.2802 0.0910 0.3798 0.1567 0.5096 0.2683 0.6553 0.4234 
0.2822 0.0921 0.3827 0.1589 0.5131 0.2716 0.6591 0.4278 
0.2842 0.0931 0.3857 0.1612 0.5167 0.2750 0.6628 0.4323 
0.2863 0.0943 0.3886 0.1635 0.5202 0.2784 0.6665 0.4367 
0.2884 0.0954 0.3916 0.1658 0.5237 0.2819 0.6702 0.4412 
0.2905 0.0966 0.3947 0.1682 0.5273 0.2853 0.6739 0.4457 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.6777 0.4503 0.8239 0.6526 0.9550 0.8934 
0.6814 0.4549 0.8274 0.6582 0.9579 0.8999 
0.6851 0.4595 0.8309 0.6638 0.9609 0.9064 
0.6888 0.4641 0.8344 0.6694 0.9638 0.9130 
0.6926 0.4687 0.8379 0.6750 0.9667 0.9195 
0.6963 0.4734 0.8414 0.6806 0.9696 0.9261 
0.7000 0.4781 0.8448 0.6863 0.9725 0.9327 
0.7037 0.4828 0.8483 0.6920 0.9753 0.9393 
0.7074 0.4876 0.8517 0.6978 0.9781 0.9460 
0.7111 0.4923 0.8552 0.7035 0.9809 0.9527 
0.7148 0.4971 0.8586 0.7093 0.9837 0.9594 
0.7185 0.5020 0.8620 0.7151 0.9865 0.9661 
0.7223 0.5068 0.8654 0.7209 0.9892 0.9728 
0.7260 0.5117 0.8688 0.7268 0.9920 0.9796 
0.7296 0.5166 0.8722 0.7326 0.9947 0.9864 
0.7333 0.5215 0.8756 0.7385 0.9973 0.9932 
0.7370 0.5264 0.8789 0.7444 1.0000 1.0000 
0.7407 0.5314 0.8823 0.7504 
0.7444 0.5364 0.8856 0.7563 
0.7481 0.5414 0.8889 0.7623 
0.7517 0.5465 0.8922 0.7683 
0.7554 0.5516 0.8955 0.7744 
0.7591 0.5567 0.8988 0.7804 
0.7627 0.5618 0.9020 0.7865 
0.7664 0.5669 0.9053 0.7926 
0.7700 0.5721 0.9085 0.7988 
0.7737 0.5773 0.9117 0.8049 
0.7773 0.5825 0.9149 0.8111 
0.7809 0.5878 0.9181 0.8173 
0.7845 0.5930 0.9212 0.8235 
0.7882 0.5983 0.9244 0.8297 
0.7918 0.6036 0.9275 0.8360 
0.7954 0.6090 0.9307 0.8423 
0.7990 0.6144 0.9338 0.8486 
0.8025 0.6197 0.9368 0.8549 
0.8061 0.6252 0.9399 0.8613 
0.8097 0.6306 0.9430 0.8677 
0.8132 0.6361 0.9460 0.8741 
0.8168 0.6416 0.9490 0.8805 
0.8203 0.6471 0.9520 0.8869 
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Table 6-14: Look up table (LUT) for recovering linear camera responses from the blue channel camera responses of a 
modified Nikon D70s under UV irradiation (320 to 400 nm), equipped with a Baader U-filter and a Micro Nikkor 105 
mm quartz lens. Tungsten white balance, sRGB colour space ISO 200. 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2749 0.0704 0.3636 0.1079 0.4994 0.1916 
0.2556 0.0655 0.2763 0.0708 0.3666 0.1094 0.5032 0.1944 
0.2551 0.0653 0.2778 0.0713 0.3695 0.1109 0.5070 0.1973 
0.2547 0.0652 0.2794 0.0719 0.3725 0.1124 0.5108 0.2001 
0.2543 0.0650 0.2810 0.0724 0.3755 0.1140 0.5146 0.2030 
0.2539 0.0649 0.2826 0.0730 0.3785 0.1156 0.5185 0.2060 
0.2536 0.0648 0.2843 0.0736 0.3816 0.1172 0.5223 0.2090 
0.2534 0.0647 0.2860 0.0742 0.3847 0.1189 0.5262 0.2120 
0.2532 0.0646 0.2878 0.0748 0.3878 0.1205 0.5301 0.2151 
0.2531 0.0645 0.2896 0.0755 0.3909 0.1223 0.5340 0.2182 
0.2530 0.0645 0.2914 0.0762 0.3941 0.1240 0.5379 0.2213 
0.2530 0.0644 0.2933 0.0769 0.3973 0.1258 0.5418 0.2245 
0.2531 0.0644 0.2952 0.0776 0.4005 0.1276 0.5458 0.2277 
0.2532 0.0644 0.2972 0.0783 0.4037 0.1294 0.5497 0.2310 
0.2533 0.0644 0.2992 0.0791 0.4070 0.1313 0.5537 0.2343 
0.2535 0.0644 0.3012 0.0799 0.4103 0.1332 0.5576 0.2376 
0.2538 0.0645 0.3033 0.0807 0.4136 0.1351 0.5616 0.2410 
0.2541 0.0645 0.3054 0.0815 0.4169 0.1371 0.5656 0.2444 
0.2545 0.0646 0.3075 0.0824 0.4203 0.1391 0.5696 0.2479 
0.2549 0.0646 0.3097 0.0833 0.4237 0.1411 0.5736 0.2514 
0.2553 0.0647 0.3119 0.0842 0.4271 0.1432 0.5776 0.2549 
0.2558 0.0648 0.3142 0.0851 0.4305 0.1453 0.5816 0.2585 
0.2564 0.0650 0.3165 0.0861 0.4340 0.1474 0.5856 0.2621 
0.2570 0.0651 0.3188 0.0871 0.4374 0.1496 0.5896 0.2658 
0.2577 0.0653 0.3212 0.0881 0.4409 0.1518 0.5937 0.2695 
0.2584 0.0655 0.3236 0.0891 0.4444 0.1540 0.5977 0.2733 
0.2592 0.0657 0.3261 0.0902 0.4480 0.1563 0.6018 0.2771 
0.2600 0.0659 0.3285 0.0913 0.4515 0.1585 0.6058 0.2809 
0.2609 0.0661 0.3310 0.0924 0.4551 0.1609 0.6099 0.2848 
0.2618 0.0664 0.3336 0.0936 0.4587 0.1632 0.6139 0.2887 
0.2627 0.0666 0.3361 0.0947 0.4623 0.1656 0.6180 0.2927 
0.2637 0.0669 0.3388 0.0959 0.4659 0.1681 0.6221 0.2967 
0.2648 0.0672 0.3414 0.0971 0.4696 0.1706 0.6262 0.3007 
0.2659 0.0675 0.3441 0.0984 0.4732 0.1731 0.6302 0.3048 
0.2670 0.0679 0.3468 0.0997 0.4769 0.1756 0.6343 0.3090 
0.2682 0.0682 0.3495 0.1010 0.4806 0.1782 0.6384 0.3131 
0.2695 0.0686 0.3523 0.1023 0.4843 0.1808 0.6425 0.3174 
0.2708 0.0690 0.3551 0.1037 0.4881 0.1835 0.6466 0.3217 
0.2721 0.0695 0.3579 0.1051 0.4918 0.1861 0.6507 0.3260 
0.2735 0.0699 0.3608 0.1065 0.4956 0.1889 0.6548 0.3303 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.6588 0.3347 0.8189 0.5505 0.9565 0.8523 
0.6629 0.3392 0.8228 0.5570 0.9594 0.8610 
0.6670 0.3437 0.8266 0.5635 0.9624 0.8698 
0.6711 0.3482 0.8303 0.5700 0.9652 0.8787 
0.6752 0.3528 0.8341 0.5766 0.9681 0.8877 
0.6793 0.3575 0.8378 0.5833 0.9709 0.8967 
0.6834 0.3622 0.8416 0.5900 0.9737 0.9058 
0.6875 0.3669 0.8453 0.5968 0.9765 0.9149 
0.6916 0.3717 0.8490 0.6036 0.9793 0.9241 
0.6956 0.3765 0.8527 0.6105 0.9820 0.9334 
0.6997 0.3814 0.8564 0.6174 0.9846 0.9427 
0.7038 0.3863 0.8600 0.6244 0.9873 0.9521 
0.7079 0.3912 0.8636 0.6314 0.9899 0.9615 
0.7119 0.3963 0.8672 0.6385 0.9925 0.9711 
0.7160 0.4013 0.8708 0.6457 0.9950 0.9806 
0.7201 0.4064 0.8744 0.6529 0.9975 0.9903 
0.7241 0.4116 0.8780 0.6602 1.0000 1.0000 
0.7282 0.4168 0.8815 0.6675 
  0.7322 0.4221 0.8850 0.6749 
0.7362 0.4274 0.8885 0.6823 
0.7403 0.4327 0.8920 0.6898 
0.7443 0.4381 0.8954 0.6974 
0.7483 0.4436 0.8989 0.7050 
0.7523 0.4491 0.9023 0.7127 
0.7563 0.4546 0.9057 0.7204 
0.7603 0.4603 0.9090 0.7282 
  0.7643 0.4659 0.9124 0.7361 
0.7683 0.4716 0.9157 0.7440 
0.7722 0.4774 0.9190 0.7519 
0.7762 0.4832 0.9222 0.7600 
0.7801 0.4890 0.9255 0.7681 
0.7841 0.4950 0.9287 0.7762 
0.7880 0.5009 0.9319 0.7844 
0.7919 0.5069 0.9351 0.7927 
  0.7958 0.5130 0.9382 0.8010 
0.7997 0.5191 0.9413 0.8094 
0.8036 0.5253 0.9444 0.8178 
0.8074 0.5315 0.9475 0.8264 
0.8113 0.5378 0.9505 0.8349 
0.8151 0.5441 0.9535 0.8436 
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Table 6-15: Look up table (LUT) for recovering linear camera responses from the red channel camera responses of a 
Canon 40D, after being corrected for white balance (EqLUT). 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2636 0.0658 0.4254 0.1362 0.5970 0.2497 
0.1333 0.0357 0.2674 0.0671 0.4296 0.1385 0.6012 0.2531 
0.1361 0.0360 0.2712 0.0684 0.4339 0.1408 0.6055 0.2565 
0.1390 0.0364 0.2750 0.0697 0.4382 0.1432 0.6097 0.2600 
0.1419 0.0367 0.2788 0.0710 0.4424 0.1456 0.6139 0.2635 
0.1449 0.0371 0.2827 0.0724 0.4467 0.1480 0.6182 0.2671 
0.1479 0.0375 0.2865 0.0737 0.4510 0.1504 0.6224 0.2706 
0.1509 0.0380 0.2904 0.0751 0.4552 0.1529 0.6266 0.2742 
0.1539 0.0384 0.2943 0.0766 0.4595 0.1553 0.6308 0.2778 
0.1569 0.0389 0.2982 0.0780 0.4638 0.1579 0.6350 0.2815 
0.1600 0.0394 0.3021 0.0795 0.4681 0.1604 0.6392 0.2852 
0.1631 0.0400 0.3060 0.0810 0.4724 0.1630 0.6434 0.2889 
0.1663 0.0405 0.3100 0.0826 0.4767 0.1656 0.6475 0.2926 
0.1694 0.0411 0.3140 0.0841 0.4810 0.1682 0.6517 0.2964 
0.1726 0.0417 0.3179 0.0857 0.4853 0.1709 0.6559 0.3002 
0.1758 0.0423 0.3219 0.0873 0.4896 0.1735 0.6600 0.3040 
0.1791 0.0430 0.3259 0.0890 0.4939 0.1762 0.6641 0.3078 
0.1823 0.0436 0.3300 0.0907 0.4982 0.1790 0.6683 0.3117 
0.1856 0.0443 0.3340 0.0923 0.5025 0.1817 0.6724 0.3156 
0.1889 0.0451 0.3380 0.0941 0.5068 0.1845 0.6765 0.3196 
0.1923 0.0458 0.3421 0.0958 0.5111 0.1874 0.6806 0.3236 
0.1956 0.0466 0.3462 0.0976 0.5154 0.1902 0.6846 0.3276 
0.1990 0.0474 0.3503 0.0994 0.5198 0.1931 0.6887 0.3316 
0.2024 0.0482 0.3543 0.1012 0.5241 0.1960 0.6927 0.3357 
0.2059 0.0490 0.3585 0.1030 0.5284 0.1989 0.6968 0.3398 
0.2093 0.0499 0.3626 0.1049 0.5327 0.2019 0.7008 0.3439 
0.2128 0.0508 0.3667 0.1068 0.5370 0.2049 0.7048 0.3480 
0.2163 0.0517 0.3708 0.1087 0.5413 0.2079 0.7088 0.3522 
0.2198 0.0526 0.3750 0.1107 0.5456 0.2109 0.7128 0.3564 
0.2233 0.0536 0.3791 0.1127 0.5499 0.2140 0.7168 0.3607 
0.2269 0.0546 0.3833 0.1147 0.5542 0.2171 0.7208 0.3650 
0.2305 0.0556 0.3875 0.1167 0.5585 0.2202 0.7247 0.3693 
0.2341 0.0566 0.3917 0.1188 0.5628 0.2234 0.7286 0.3736 
0.2377 0.0577 0.3958 0.1209 0.5671 0.2266 0.7325 0.3780 
0.2413 0.0588 0.4000 0.1230 0.5714 0.2298 0.7364 0.3824 
0.2450 0.0599 0.4043 0.1251 0.5756 0.2330 0.7403 0.3868 
0.2487 0.0610 0.4085 0.1273 0.5799 0.2363 0.7442 0.3913 
0.2524 0.0622 0.4127 0.1295 0.5842 0.2396 0.7481 0.3957 
0.2561 0.0634 0.4169 0.1317 0.5885 0.2429 0.7519 0.4003 
0.2599 0.0646 0.4212 0.1339 0.5927 0.2463 0.7557 0.4048 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7595 0.4094 0.8942 0.6185 0.9821 0.8800 
0.7633 0.4140 0.8970 0.6243 0.9836 0.8872 
0.7671 0.4187 0.8998 0.6303 0.9850 0.8945 
0.7708 0.4233 0.9026 0.6362 0.9863 0.9018 
0.7745 0.4280 0.9054 0.6422 0.9876 0.9092 
0.7783 0.4328 0.9081 0.6482 0.9889 0.9165 
0.7819 0.4375 0.9108 0.6543 0.9901 0.9239 
0.7856 0.4423 0.9135 0.6604 0.9913 0.9314 
0.7893 0.4472 0.9161 0.6665 0.9924 0.9389 
0.7929 0.4520 0.9187 0.6726 0.9935 0.9464 
0.7965 0.4569 0.9213 0.6788 0.9946 0.9539 
0.8001 0.4618 0.9238 0.6850 0.9956 0.9615 
0.8037 0.4668 0.9263 0.6913 0.9966 0.9692 
0.8072 0.4718 0.9288 0.6976 0.9975 0.9768 
0.8108 0.4768 0.9312 0.7039 0.9984 0.9845 
0.8143 0.4818 0.9336 0.7102 0.9992 0.9922 
0.8178 0.4869 0.9360 0.7166 1.0000 1.0000 
0.8212 0.4920 0.9384 0.7230 
0.8247 0.4972 0.9407 0.7295 
0.8281 0.5024 0.9429 0.7360 
0.8315 0.5076 0.9452 0.7425 
0.8349 0.5128 0.9474 0.7490 
0.8382 0.5181 0.9495 0.7556 
0.8416 0.5234 0.9517 0.7622 
0.8449 0.5287 0.9538 0.7689 
0.8481 0.5341 0.9558 0.7756 
0.8514 0.5395 0.9578 0.7823 
0.8546 0.5449 0.9598 0.7891 
0.8578 0.5504 0.9618 0.7958 
0.8610 0.5559 0.9637 0.8027 
0.8642 0.5614 0.9655 0.8095 
0.8673 0.5670 0.9674 0.8164 
0.8704 0.5726 0.9692 0.8233 
0.8734 0.5782 0.9709 0.8303 
0.8765 0.5838 0.9726 0.8373 
0.8795 0.5895 0.9743 0.8443 
0.8825 0.5952 0.9760 0.8514 
0.8855 0.6010 0.9776 0.8585 
0.8884 0.6068 0.9791 0.8656 
0.8913 0.6126 0.9806 0.8728 
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Table 6-16: Look up table (LUT) for recovering linear camera responses from the green channel camera responses of 
a Canon 40D, after being corrected for white balance (EqLUT). 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2557 0.0640 0.4076 0.1253 0.5759 0.2308 
0.1425 0.0410 0.2591 0.0650 0.4117 0.1274 0.5801 0.2340 
0.1448 0.0412 0.2626 0.0661 0.4158 0.1295 0.5844 0.2373 
0.1471 0.0414 0.2661 0.0672 0.4199 0.1316 0.5886 0.2406 
0.1495 0.0416 0.2696 0.0683 0.4240 0.1338 0.5928 0.2440 
0.1519 0.0419 0.2731 0.0695 0.4282 0.1360 0.5971 0.2474 
0.1544 0.0421 0.2766 0.0706 0.4323 0.1382 0.6013 0.2508 
0.1569 0.0424 0.2802 0.0718 0.4364 0.1404 0.6055 0.2542 
0.1594 0.0427 0.2838 0.0730 0.4406 0.1427 0.6097 0.2577 
0.1620 0.0430 0.2874 0.0743 0.4448 0.1450 0.6139 0.2612 
0.1645 0.0434 0.2910 0.0755 0.4489 0.1473 0.6182 0.2647 
0.1672 0.0437 0.2947 0.0768 0.4531 0.1497 0.6224 0.2683 
0.1698 0.0441 0.2984 0.0781 0.4573 0.1521 0.6266 0.2719 
0.1725 0.0445 0.3020 0.0795 0.4615 0.1545 0.6307 0.2756 
0.1752 0.0450 0.3057 0.0808 0.4657 0.1569 0.6349 0.2792 
0.1779 0.0454 0.3095 0.0822 0.4699 0.1594 0.6391 0.2829 
0.1807 0.0459 0.3132 0.0836 0.4741 0.1619 0.6433 0.2867 
0.1835 0.0464 0.3170 0.0851 0.4783 0.1644 0.6474 0.2904 
0.1864 0.0469 0.3207 0.0865 0.4825 0.1670 0.6516 0.2942 
0.1892 0.0475 0.3245 0.0880 0.4867 0.1695 0.6557 0.2981 
0.1921 0.0480 0.3284 0.0895 0.4910 0.1722 0.6599 0.3019 
0.1950 0.0486 0.3322 0.0911 0.4952 0.1748 0.6640 0.3058 
0.1980 0.0492 0.3360 0.0926 0.4994 0.1775 0.6681 0.3098 
0.2010 0.0498 0.3399 0.0942 0.5037 0.1802 0.6722 0.3137 
0.2040 0.0505 0.3438 0.0958 0.5079 0.1829 0.6763 0.3177 
0.2070 0.0512 0.3476 0.0975 0.5121 0.1857 0.6804 0.3218 
0.2101 0.0519 0.3516 0.0991 0.5164 0.1885 0.6845 0.3258 
0.2132 0.0526 0.3555 0.1008 0.5206 0.1913 0.6886 0.3299 
0.2163 0.0533 0.3594 0.1026 0.5249 0.1942 0.6926 0.3341 
0.2194 0.0541 0.3634 0.1043 0.5291 0.1970 0.6967 0.3382 
0.2226 0.0549 0.3673 0.1061 0.5334 0.2000 0.7007 0.3424 
0.2258 0.0557 0.3713 0.1079 0.5376 0.2029 0.7048 0.3467 
0.2290 0.0565 0.3753 0.1097 0.5419 0.2059 0.7088 0.3509 
0.2323 0.0574 0.3793 0.1116 0.5461 0.2089 0.7128 0.3552 
0.2355 0.0582 0.3833 0.1135 0.5504 0.2119 0.7168 0.3596 
0.2388 0.0591 0.3873 0.1154 0.5546 0.2150 0.7207 0.3640 
0.2422 0.0601 0.3914 0.1173 0.5589 0.2181 0.7247 0.3684 
0.2455 0.0610 0.3954 0.1193 0.5631 0.2212 0.7287 0.3728 
0.2489 0.0620 0.3995 0.1213 0.5674 0.2244 0.7326 0.3773 
0.2523 0.0630 0.4035 0.1233 0.5716 0.2276 0.7365 0.3818 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7404 0.3864 0.8812 0.5980 0.9780 0.8718 
0.7443 0.3909 0.8842 0.6041 0.9797 0.8795 
0.7482 0.3956 0.8872 0.6102 0.9814 0.8872 
0.7521 0.4002 0.8902 0.6163 0.9830 0.8950 
0.7559 0.4049 0.8932 0.6225 0.9845 0.9028 
0.7597 0.4096 0.8961 0.6287 0.9861 0.9107 
0.7635 0.4144 0.8990 0.6350 0.9875 0.9186 
0.7673 0.4192 0.9019 0.6413 0.9890 0.9265 
0.7711 0.4240 0.9047 0.6476 0.9904 0.9345 
0.7749 0.4289 0.9075 0.6540 0.9917 0.9425 
0.7786 0.4338 0.9103 0.6604 0.9930 0.9506 
0.7824 0.4387 0.9130 0.6669 0.9943 0.9587 
0.7861 0.4437 0.9157 0.6734 0.9955 0.9669 
0.7898 0.4487 0.9184 0.6799 0.9967 0.9751 
0.7934 0.4538 0.9211 0.6865 0.9979 0.9834 
0.7971 0.4588 0.9237 0.6931 0.9990 0.9917 
0.8007 0.4640 0.9263 0.6997 1.0000 1.0000 
0.8043 0.4691 0.9289 0.7064 
0.8079 0.4743 0.9314 0.7132 
0.8115 0.4795 0.9339 0.7200 
0.8150 0.4848 0.9363 0.7268 
0.8186 0.4901 0.9388 0.7336 
0.8221 0.4955 0.9412 0.7405 
0.8255 0.5008 0.9435 0.7475 
0.8290 0.5062 0.9458 0.7544 
0.8325 0.5117 0.9481 0.7615 
0.8359 0.5172 0.9504 0.7685 
0.8393 0.5227 0.9526 0.7756 
0.8426 0.5283 0.9548 0.7828 
0.8460 0.5339 0.9569 0.7900 
0.8493 0.5395 0.9590 0.7972 
0.8526 0.5452 0.9611 0.8045 
0.8559 0.5509 0.9631 0.8118 
0.8591 0.5567 0.9651 0.8191 
0.8624 0.5625 0.9671 0.8265 
0.8656 0.5683 0.9690 0.8340 
0.8687 0.5742 0.9709 0.8414 
0.8719 0.5801 0.9727 0.8490 
0.8750 0.5860 0.9745 0.8565 
0.8781 0.5920 0.9763 0.8641 
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Table 6-17: Look up table (LUT) for recovering linear camera responses from the blue channel camera responses of a 
Canon 40D, after being corrected for white balance (EqLUT). 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
x 
(normalised 
camera 
response) 
y 
(normalised 
linear 
camera 
response) 
0.0000 0.0000 0.2607 0.0649 0.4113 0.1271 0.5792 0.2326 
0.1506 0.0400 0.2641 0.0660 0.4153 0.1292 0.5835 0.2359 
0.1528 0.0402 0.2675 0.0671 0.4194 0.1313 0.5877 0.2392 
0.1551 0.0405 0.2709 0.0682 0.4235 0.1334 0.5919 0.2425 
0.1573 0.0408 0.2744 0.0693 0.4276 0.1356 0.5962 0.2458 
0.1597 0.0411 0.2779 0.0705 0.4317 0.1378 0.6004 0.2492 
0.1620 0.0414 0.2814 0.0717 0.4358 0.1400 0.6046 0.2526 
0.1644 0.0418 0.2849 0.0729 0.4400 0.1422 0.6088 0.2560 
0.1668 0.0421 0.2884 0.0742 0.4441 0.1445 0.6131 0.2595 
0.1693 0.0425 0.2920 0.0754 0.4483 0.1468 0.6173 0.2630 
0.1718 0.0429 0.2956 0.0767 0.4524 0.1492 0.6215 0.2665 
0.1743 0.0433 0.2992 0.0780 0.4566 0.1515 0.6257 0.2701 
0.1769 0.0438 0.3028 0.0794 0.4608 0.1539 0.6299 0.2737 
0.1794 0.0442 0.3065 0.0807 0.4649 0.1563 0.6341 0.2773 
0.1821 0.0447 0.3101 0.0821 0.4691 0.1588 0.6383 0.2810 
0.1847 0.0452 0.3138 0.0835 0.4733 0.1613 0.6424 0.2847 
0.1874 0.0458 0.3175 0.0850 0.4775 0.1638 0.6466 0.2884 
0.1901 0.0463 0.3212 0.0864 0.4817 0.1663 0.6508 0.2922 
0.1929 0.0469 0.3250 0.0879 0.4859 0.1688 0.6549 0.2960 
0.1957 0.0475 0.3287 0.0894 0.4901 0.1714 0.6591 0.2998 
0.1985 0.0481 0.3325 0.0910 0.4944 0.1741 0.6632 0.3036 
0.2013 0.0487 0.3363 0.0925 0.4986 0.1767 0.6673 0.3075 
0.2042 0.0494 0.3401 0.0941 0.5028 0.1794 0.6715 0.3114 
0.2071 0.0500 0.3439 0.0957 0.5070 0.1821 0.6756 0.3154 
0.2100 0.0507 0.3478 0.0973 0.5113 0.1848 0.6797 0.3194 
0.2130 0.0515 0.3516 0.0990 0.5155 0.1876 0.6838 0.3234 
0.2160 0.0522 0.3555 0.1007 0.5198 0.1904 0.6879 0.3275 
0.2190 0.0530 0.3594 0.1024 0.5240 0.1932 0.6919 0.3316 
0.2221 0.0537 0.3633 0.1042 0.5282 0.1960 0.6960 0.3357 
0.2251 0.0545 0.3672 0.1059 0.5325 0.1989 0.7000 0.3398 
0.2282 0.0554 0.3712 0.1077 0.5367 0.2018 0.7041 0.3440 
0.2314 0.0562 0.3751 0.1095 0.5410 0.2048 0.7081 0.3482 
0.2345 0.0571 0.3791 0.1114 0.5452 0.2078 0.7121 0.3525 
0.2377 0.0580 0.3831 0.1132 0.5495 0.2108 0.7161 0.3568 
0.2409 0.0589 0.3871 0.1151 0.5537 0.2138 0.7201 0.3611 
0.2442 0.0598 0.3911 0.1171 0.5580 0.2169 0.7241 0.3655 
0.2474 0.0608 0.3951 0.1190 0.5622 0.2200 0.7281 0.3699 
0.2507 0.0618 0.3991 0.1210 0.5665 0.2231 0.7320 0.3743 
0.2540 0.0628 0.4031 0.1230 0.5707 0.2262 0.7359 0.3788 
0.2574 0.0638 0.4072 0.1250 0.5750 0.2294 0.7399 0.3833 
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x 
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
x   
(normalised 
camera 
response) 
y   
(normalised 
linear 
camera 
response) 
0.7438 0.3878 0.8840 0.5988 0.9792 0.8720 
0.7476 0.3924 0.8871 0.6049 0.9808 0.8796 
0.7515 0.3970 0.8900 0.6110 0.9824 0.8874 
0.7554 0.4016 0.8930 0.6171 0.9840 0.8951 
0.7592 0.4063 0.8959 0.6232 0.9855 0.9029 
0.7630 0.4110 0.8988 0.6294 0.9869 0.9108 
0.7669 0.4157 0.9017 0.6357 0.9883 0.9187 
0.7706 0.4205 0.9045 0.6420 0.9897 0.9266 
0.7744 0.4253 0.9074 0.6483 0.9910 0.9346 
0.7782 0.4302 0.9101 0.6546 0.9923 0.9426 
0.7819 0.4351 0.9129 0.6610 0.9935 0.9507 
0.7856 0.4400 0.9156 0.6675 0.9947 0.9588 
0.7893 0.4450 0.9183 0.6740 0.9959 0.9669 
0.7930 0.4500 0.9209 0.6805 0.9970 0.9751 
0.7967 0.4550 0.9235 0.6870 0.9980 0.9834 
0.8003 0.4601 0.9261 0.6936 0.9990 0.9917 
0.8039 0.4652 0.9287 0.7003 1.0000 1.0000 
0.8076 0.4703 0.9312 0.7070 
0.8111 0.4755 0.9337 0.7137 
0.8147 0.4807 0.9362 0.7204 
0.8182 0.4859 0.9386 0.7272 
0.8218 0.4912 0.9410 0.7341 
0.8252 0.4966 0.9433 0.7410 
0.8287 0.5019 0.9456 0.7479 
0.8322 0.5073 0.9479 0.7548 
0.8356 0.5127 0.9501 0.7619 
0.8390 0.5182 0.9523 0.7689 
0.8424 0.5237 0.9545 0.7760 
0.8457 0.5293 0.9566 0.7831 
0.8491 0.5349 0.9587 0.7903 
0.8524 0.5405 0.9608 0.7975 
0.8557 0.5462 0.9628 0.8048 
0.8589 0.5519 0.9648 0.8121 
0.8622 0.5576 0.9667 0.8194 
0.8654 0.5634 0.9686 0.8268 
0.8685 0.5692 0.9705 0.8342 
0.8717 0.5750 0.9723 0.8417 
0.8748 0.5809 0.9741 0.8492 
0.8779 0.5868 0.9759 0.8567 
0.8810 0.5928 0.9776 0.8643 
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6.3 Exposure parameters for calculating spectral sensitivity curves 
Table 6-18: Exposure parameters for reconstructing the spectral sensitivity curves of a Canon D40, white balance 
5100 K, Adobe 1998 colour space. 
Wavelength 
(nm) ƒ 
Integration 
time (s) 
Wavelength 
(nm) ƒ 
Integration 
time (s) 
390 2.8 0.17 580 5.6 0.02 
395 2.8 1 585 5.6 0.02 
400 2.8 0.5 590 5.6 0.02 
405 2.8 0.5 595 5.6 0.02 
410 2.8 0.5 600 5.6 0.02 
415 2.8 0.08 605 5.6 0.02 
420 5.6 0.02 610 5.6 0.02 
425 5.6 0.02 615 5.6 0.02 
430 5.6 0.02 620 5.6 0.02 
435 5.6 0.02 625 5.6 0.02 
440 5.6 0.02 630 5.6 0.02 
445 5.6 0.02 635 5.6 0.02 
450 5.6 0.02 640 5.6 0.02 
455 5.6 0.02 645 5.6 0.02 
460 5.6 0.02 650 5.6 0.02 
465 5.6 0.02 655 5.6 0.02 
470 5.6 0.02 660 5.6 0.02 
475 5.6 0.02 665 5.6 0.02 
480 5.6 0.02 670 5.6 0.02 
485 5.6 0.02 675 5.6 0.02 
490 5.6 0.02 680 5.6 0.02 
495 5.6 0.02 685 5.6 0.02 
500 5.6 0.02 690 5.6 0.02 
505 5.6 0.02 695 2.8 0.02 
510 5.6 0.02 700 2.8 0.17 
515 5.6 0.02 705 2.8 0.17 
520 5.6 0.02 710 2.8 0.17 
525 5.6 0.02 
   
530 5.6 0.02 
   
535 5.6 0.02 
   
540 5.6 0.02 
   
545 5.6 0.02 
   
550 5.6 0.02 
   
555 5.6 0.02 
   
560 5.6 0.02 
   
565 5.6 0.02 
   
570 5.6 0.02 
   
575 5.6 0.02 
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Table 6-19: Exposure parameters for reconstructing the spectral sensitivity curves of a Fuji S3 UVIR for the daylight 
white balance program. 
Wavelength 
(nm) f-aperture 
Integration 
time (s) 
Wavelength 
(nm) f-aperture 
Integration 
time (s) 
320 5.6 30 396 5.6 4 
322 5.6 30 398 5.6 8 
324 5.6 30 400 5.6 10 
326 5.6 30 402 5.6 20 
328 5.6 30 
330 5.6 30 
332 5.6 30 
334 5.6 30 
336 5.6 30 
338 5.6 30 
340 5.6 8 
342 5.6 8 
344 5.6 8 
346 5.6 8 
348 5.6 8 
350 5.6 8 
352 5.6 8 
354 5.6 8 
356 5.6 8 
358 5.6 8 
360 5.6 8 
362 5.6 8 
364 5.6 8 
366 5.6 8 
368 5.6 8 
370 5.6 8 
372 5.6 8 
374 5.6 8 
376 5.6 8 
378 5.6 6 
380 5.6 6 
382 5.6 6 
384 5.6 4 
386 5.6 4 
388 5.6 4 
390 5.6 4 
392 5.6 4 
394 5.6 4 
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Table 6-20: Exposure parameters for reconstructing the spectral sensitivity curves of a Nikon D70s corresponding to 
flash and tungsten white balance programs. 
Wavelength 
(nm) f-aperture 
Integration 
time (s) 
Wavelength 
(nm) f-aperture 
Integration 
time (s) 
320 5.6 20 396 5.6 10 
322 5.6 20 398 5.6 20 
324 5.6 20 400 5.6 20 
326 5.6 20 402 5.6 20 
328 5.6 20 
  
330 5.6 20 
  
332 5.6 20 
  
334 5.6 20 
  
336 5.6 20 
  
338 5.6 20 
  
340 5.6 10 
  
342 5.6 10 
  
344 5.6 10 
  
346 5.6 2.5 
  
348 5.6 2.5 
  
350 5.6 2.5 
  
352 5.6 2.5 
  
354 5.6 2.5 
  
356 5.6 2.5 
  
358 5.6 2.5 
  
360 5.6 2.5 
  
362 5.6 2.5 
  
364 5.6 2.5 
  
366 5.6 2.5 
  
368 5.6 2.5 
  
370 5.6 2.5 
  
372 5.6 2.5 
  
374 5.6 2.5 
  
376 5.6 2.5 
  
378 5.6 2.5 
  
380 5.6 2.5 
  
382 5.6 2.5 
  
384 5.6 2.5 
  
386 5.6 5 
  
388 5.6 5 
  
390 5.6 5 
  
392 5.6 10 
  
394 5.6 10 
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6.4 Comparison between three different functions fitting an OECF 
function 
 
Figure 6-7: Result of fitting  a cubic Bézier curve (solid blue line), a bi-exponential function (dashed green line) and a 
sigmoid function (dotted yellow line) to OECF data corresponding to the red channel of a Canon 40D camera K  (red 
open circles). White balance 5100 K; ISO 200.  
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6.5 Un-rotated PCA solution 
Table 6-21: Total of variance explained by an unrotated PCA analysis from six variables describing spectral and 
spatial characterisitics of the colour patterns of Ctenophorus fordi and Ctenophorus pictus in a 395 to 710 nm spectral 
interval 
Principal 
Component 
Initial 
Eigenvalues 
Un-rotated Principal Components  Quatimax rotation Principal 
Components 
Variance 
explained (%) 
Cumulative 
variance (%) 
 Variance 
explained (%) 
Cummulative 
variance (%) 
1 3.71 61.8 61.8  59.4 59.4 
2 1.38 23.0 84.8  17.1 76.5 
3 0.492 8.20 93.0  16.0 92.5 
 
Table 6-22:Variable loadings for three un-rotated and Quartimax rotated principal components extracted from six 
variables describing spectral and spatial characteristcis of the colour patterns of Ctenophorus fordi and Ctenophorus 
pictus in a 395 to 710 nm spectral interval. † Variables were lognorm-transformed prior PCA extraction. 
Variable† 
Un-rotated  Principal 
Components  
Quartimax rotatation Principal 
Components 
PC1 PC2 PC3  PC1 PC2 PC3 
Long wavelength chromatic variability 0.887 -0.264 0.238  0.957 -0.198 4.02x10-5 
Middle wavelength chromatic 
variability 0.955 -0.207 0.090  0.919 0.069 0.192 
Short wavelength chromatic variability 0.927 0.159 0.076  0.919 -0.136 -0.120 
Long wavelength spatial uniformity -0.290 0.831 0.472  -0.221 0.34 0.162 
Middle Wavelength chromatic 
variability 0.496 0.721 -0.445  0.359 0.961 0.913 
Short wavelength chromatic variability 0.903 0.185 -0.010  0.884 0.34 0.217 
 
 
 
Figure 6-8: Factor (principal components) plot in un-rotated space for lognorm-transformed data. Vrn, Vgn and Vbn 
correspond to chromatic variability in the long, medium and short wavelength regions (camera red, green and blue 
channels). Red_patchness, green_patchness and blue_patchness correspond to spatial uniformity measurements for 
the three colour channels of a Canon 40D camera. 
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