In mathematical genetics genetic algebras are devoted to describe some model in genetics. The genetic algebra usually has a basis corresponding to genetically different gametes, and the structure constant of the algebra used to encode the probabilities of producing offspring of several types. In this paper, we find the connection between the genetic and evolution algebras in dimension three.
Introduction
In mathematical genetics, a genetic algebras which is non-associative algebra in generals , are devoted to describe some model in genetic. This algebra usually has a basis corresponding to genetically different gametes, and the structure constant of the algebra used to encode the probabilities of producing offspring of several types. a numerous classes of non-associative algebras Namely, baric, evolution, Bernstein, train, stochastic, etc, whose consideration has given a number of significant contributions to theoretical population genetics. Several authors have been defined different times such classes. Here should be noted that all algebras belonging to these classes are generally called genetic. recently, abundant authors have tried to study the difficult problem of classification of these algebras. The most comprehensive references for the mathematical research done in this area are [1, 2, 3, 4] . In [1] an evolution algebra A associated to the free population is introduced. This non-associative algebra are produced many a lot of results in explicit form, e.g. the explicit description of stationary quadratic operators, and the explicit solutions of a nonlinear evolutionary equation in the absence of selection, as well as general theorems on convergence to equilibrium in the presence of selection.
In [3] a new type of evolution algebra has been appeared. This algebra used also to describes some evolution laws of genetics and it is an algebra E over a field K with a countable natural basis e 1 , e 2 , . . . and multiplication given by e i e i = j a ij e j , e i e j = 0 if i = j. Therefore, e i e i is viewed as "self-reproduction". From the definition of genetic algebra and evolution algebra one can ask the following question: is there a transformation of genetic algebra into some evolution algebra? In the paper [2] , the answer of this question in dimension two has been done. This paper is devoted to answer this question in dimension three. We think that this will open new perspectives in the study of genetic algebras by employing methods and tools of evolution algebras.
Preliminary Notes
Definition 2.1 Let g be an algebra over the field K. Assume that g admits a basis {e 1 , ..., e n } such that the multiplication constants P ij,k with respect to this basis, are given by
We say that g is a genetic algebra if the multiplication constants P ij,k satisfy
In that case, the basis {e 1 , ..., e n } is called a natural basis. Let (E, ·) be an algebra over a field F. If it admits a basis {e 1 , e 2 , . . .} such that
then E is called an evolution algebra. By A we denote the structural matrix of
Let (E, ·) be an algebra over a field F. If it admits a basis {e 1 , e 2 , . . .} such that
then this algebra is called evolution algebra.
It is remarkable that this type of algebra depends on evolution basis {e 1 , e 2 , . . .}.
Theorem 2.3 [2]
Let g be a genetic algebra generated by the basis e 1 , e 2 with structure constant (p ij,k ). Then g is an evolution algebra with respect to new basis f 1 , f 2 if and only if one of the following conditions are satisfied:
(ii) p 11,1 = p 12,1 = p 22,1
Main Results
These are the main results of the paper.
Theorem 3.1 Let g be a three dimensional genetic algebra generated with heredity coefficients {p ij,k }. Then g is an evolution algebra with respect to a new basis {f 1 , f 2 , f 3 } if and only if the following conditions are satisfied: 
In what follows, the transition matrix is denoted by T = (a ij ).
Then one gets
a is a jl p sl,k )e k Let us denote
Due to f i • f j = 0, we obtain a i P k a t j = 0, if i = j for every k ∈ I. This implies
for every i = j. Hence, one gets a 11 + a 12 + a 13 = 0, a 21 + a 22 + a 23 = 0.
According to these equalities, we introduce new denotations a 11 = a, a 12 = b, a 13 = −(a + b), a 21 = x, a 22 = y, a 23 = −(x + y), So, one can easily find that det T = (a 31 + a 32 + a 33 )(ay − bx)
which with det T = 0 implies a 31 + a 32 + a 33 = 0 and ay − bx = 0. Therefore, we denote
So, after denotation, we obtain the following ones
which yield (αx + βa, αy + βb, −(αx + αy) − (βa + βb)P n (k, l, m) = 0 for any α, beta. Now choosing appropriate α and β, we find
The last ones reduced to the following system
where n ∈ {1, 2} and k + l + m = 0.
From (x, y, −(x+y))P k (a, b, −(a+b)) = 0 we infer the following possibilities Case (1) x = 0 and ay = 0 (case a = 0 and bx = 0 is similar to the considered one);
Case (2) 1 − p 23,1 − p 32,1 + p 33,1 , p 22,2 − p 23,2 − p 32,2 + p 33,2 , p 22,3 − p 23,3 − p 32,3 + p 33,3 ).
Case (2) . In this case, we have y = 0 and bx = 0. Therefore, one finds
The last equality reduces to p 11,n − p 13,n − p 31,n + p 33,n = s(p 12,n − p 13,n − p 32,n + p 33,n )
which yields that the vectors are co-linear. Case (3) . In this setting, we have xyba = 0, which implies the equation
This equation reduces to p 11,n + (t + s)p 12,n − (2 + t + s)p 13,n +tsp 22,n − (s + t + 2st)p 23,n − (1 + s + t + st)p 33,n = 0 where t + s = p, st = q = 0 and n = 1, 3, which completes the proof.
Example 3.3 Let us turn to construct an example which is satisfied the four conditions mentioned in Theorem 3.1. Now, let (k,l,m)=(1,0,0) Then form condition(i) we have P 12,n = P 13,n = P 11,n
Due to (1) and from condition (ii), we find P 12,n − P 23,n − P 13,n + P 33,n P 22,n − P 23,n − P 23,n + P 33,n = P 33,n − P 23,n P 22,n − 2P 23,n + P 33,n ,
where n = {1, 2, 3}. The parallelity condition yields P 33,1 − P 23,1 P 22,1 − 2P 23,1 + P 33,1 = P 33,2 − P 23,2 P 22,2 − 2P 23,2 + P 33,2 = P 33,3 − P 23,3 P 22,3 − 2P 23,3 + P 33, 3 .
Now, let us look at the condition (iii). In the same manner as in condition (ii), one has P 33,1 − P 12,1 P 33,1 − P 23,1 = P 33,2 − P 13,2 P 33,2 − P 23,2 .
Using (1) in the last condition, we obtain P 11,n = P 22,n st − P 23,n (s + t + 2st) + P 33,n (1 + s + t + st)
Now, we are going to choose values of the heredity coefficients P ij,k in such a way to satisfy the equations (1), (3), (4) and (5). To do this, let us consider the following table
Here P ij = (P ij,1 , P ij,3 , P ij,3 ), i, j ∈ {1, 2, 3}. It is clear that these values of the heredity P ij,k satisfy the equations 1, 3,4 and 5.
Example 3.4 Let (k, l, m) = (1, 1, 0) then from (i) condition, one has that P 12,n − P 13,n + P 22,n − P 23,n = 0 P 11,n − P 13,n + P 12,n − P 23,n = 0 Therefore, P 12,n + P 22,n = P 13,n + P 23,n (6) P 11,n + P 12,n = P 13,n + P 23,n
from the equations (6) and (7) one easily has that P 11,n = P 22,n Now, by (6) and (7) and condition (ii), we have P 12,n − (P 23,n + P 13,n ) + P 33,n P 22,n − 2P 23,n + P 33,n = P 33,n − P 22,n P 22,n − 2P 23,n + P 33,n .
Again the parallelity condition yields P 33,1 − P 22,1 P 22,1 − 2P 23,1 + P 33,1 = P 33,2 − P 22,2 P 22,2 − 2P 23,2 + P 33, 2 . Now, let us look at the condition (iii). In the same manner as in condition (ii), we get P 22,1 − 2P 13,1 + P 33,1 P 33,1 − P 22,1 = P 22,2 − 2P 13,2 + P 33,2 P 33,2 − P 22,2 .
Next table give us a concrete examples of the heredity coefficients P ij,k which satisfy the derived equations.
Case P 11 P 22 P 33 1 α α λ 2 β β ρ 3 γ γ µ
Case P 12 P 13 P 23 1 α σ 2 β θ ω 3 γ π φ
