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Les programmes mobiles, comme les applettes, sont utiles mais poten-
tiellement hostiles, et il faut donc pouvoir s’assurer que leur exe´cution n’est
pas dangereuse pour le syste`me hoˆte. Une solution est d’exe´cuter le pro-
gramme mobile dans un environnement se´curise´, servant d’interface avec les
ressources locales, dans le but de controˆler les flux d’informations entre le
code mobile et les ressources, ainsi que les acce`s du code mobile aux res-
sources. Nous proposons deux crite`res de se´curite´ pour l’exe´cution de code
mobile, obtenus chacun a` partir d’une analyse de l’environnement local. Le
premier porte sur les flux d’informations, garantit la confidentialite´, est fonde´
sur le code de l’environnement, et est exact et inde´cidable ; le second porte
sur les controˆles d’acce`s, garantit le confinement, s’obtient a` partir du type
de l’environnement, et est approche´ et de´cidable.
Le premier chapitre, me´thodologique, pre´sente l’e´tude d’objets infinis repre´-
sente´s sous la forme d’arbres. Nous avons privile´gie´ pour les de´finir, une ap-
proche e´quationnelle, et pour raisonner sur eux, une approche de´ductive, fon-
de´e sur l’interpre´tation co-inductive de syste`mes d’infe´rence. Dans le second
chapitre, on montre dans le cas simple du λ-calcul, comment passer d’une
se´mantique ope´rationnelle a` une se´mantique de´notationnelle, en utilisant
comme de´notation d’un programme son observation. Le troisie`me chapitre
pre´sente finalement en de´tail les deux crite`res de se´curite´ pour l’exe´cution de
code mobile. Les techniques de´veloppe´es dans les chapitres pre´ce´dents sont
utilise´es pour l’e´tude de la confidentialite´, alors que des techniques e´le´men-
taires suffisent a` l’e´tude du confinement.
Two Security Criteria for Executing Mobile Code
Mobile programs, like applets, are not only ubiquitous, but also potentially mali-
cious. Therefore, the host system must grant that their execution is not dangerous
for its resources. A solution is to execute mobile programs in a secured environment,
which enables controlling information flows between mobile programs and local re-
sources, and accesses from mobile programs to local resources. We give two security
criteria for executing mobile code. The first one deals with information flows, en-
sures confidentiality, is based on the code of the local environment, is accurate and
undecidable ; the second one deals with access controls, ensures confinement, is ba-
sed on the type of the local environment, is approximate and decidable.
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5Introduction
Le code mobile1 est utile mais hostile, au moins potentiellement, et il faut
donc pouvoir s’assurer que l’exe´cution de code mobile n’est pas dangereuse
pour le syste`me sur lequel elle se produit. Aussi, le syste`me hoˆte exe´cute
le code mobile dans un environnement se´curise´, forme´ de code local et ser-
vant d’interface avec les ressources de l’hoˆte, dans le but de les prote´ger,
particulie`rement de controˆler
– les acce`s du code mobile aux ressources de l’hoˆte,
– les flux d’informations entre le code mobile et les ressources.
Prenons l’exemple d’un environnement contenant une ressource munie d’une
fonction d’acce`s, et supposons que l’acce`s a` cette ressource doive eˆtre controˆle´.
Deux possibilite´s se pre´sentent alors : ou bien l’environnement permet un
acce`s direct a` la ressource, prote´ge´e par le remplacement de la fonction d’ac-
ce`s encapsule´e par une version suˆre, re´alisant les controˆles avant l’acce`s, ou
bien l’environnement propose une interface d’acce`s a` la ressource, compo-
se´e d’une fonction suˆre re´alisant les controˆles, et assure que la ressource
est confine´e dans l’environnement ; en effet, si ce n’e´tait pas le cas, le code
mobile pourrait appeler directement la fonction d’acce`s encapsule´e dans la
ressource, sans aucun controˆle.
Supposons maintenant que la fonction d’acce`s lise des informations conte-
nues dans la ressource, et que certaines de ces informations doivent rester
confidentielles. Dans ce cas, ce sont les flux d’informations qui doivent eˆtre
controˆle´s, afin d’e´viter que le code mobile puisse prendre connaissance d’in-
formations confidentielles.
Nous soutenons la the`se suivante : pour ve´rifier le confinement de res-
sources ou de´terminer les flux d’informations entre les ressources et le code
mobile, il est possible d’analyser l’environnement local seul. Chacune de ces
analyses repose sur l’examen de la frontie`re entre le code mobile et son envi-
1On entend par code un ensemble d’instructions e´crites dans un langage de program-
mation. Oppose´ au code local, attache´ a` une machine particulie`re, le code mobile s’exe´cute
sur une machine hoˆte a` laquelle il est lie´ temporairement, le temps de l’exe´cution.
6ronnement d’exe´cution. Pre´cise´ment, dans le cas du confinement, la frontie`re
est de´finie de manie`re locale et dynamique, ce qui permet de de´crire les inter-
actions entre le code mobile et l’environnement local au cours de l’exe´cution
et de ve´rifier que les ressources sont confine´es dans l’environnement ; dans
le cas des flux d’informations, la frontie`re est de´finie de manie`re globale et
permanente, ce qui permet de de´crire ce qu’observe le code mobile de l’en-
vironnement local, puis de repe´rer les e´ventuels flux d’informations entre les
ressources et le code mobile.
Il est clair que la mobilite´ introduit une frontie`re au sein meˆme du code,
le partageant entre le code mobile et le code local. C’est la variation la plus
simple de l’unite´ originelle, libre de toute frontie`re, ou` du code s’exe´cute sur
une machine2 ; elle peut se rencontrer en beaucoup de situations, que nous
e´voquons brie`vement.
Le code mobile peut se de´placer sur un re´seau, comme Internet. On pense
e´videmment aux applettes du langage Java, qui sont des applications dont le
code compile´ peut eˆtre attache´ a` un document du Web ; apre`s avoir charge´
un document contenant une applette, un navigateur peut exe´cuter l’applette
sur une machine virtuelle dans un environnement suˆr. Concre`tement, pour
des raisons d’incompatibilite´ avec certains navigateurs, les applettes sont
peu utilise´es sur le Web.
Le code mobile peut aussi eˆtre charge´ sur des composants de´die´s a` des taˆches
spe´cifiques, comme les cartes a` puces qui contiennent un processeur et de la
me´moire, volatile et permanente. Compte tenu des ressources limite´es d’une
carte3, un sous-ensemble de Java a e´te´ de´veloppe´ pour les cartes a` puces,
Java Card. Se trouvent alors sur la carte a` puces une machine virtuelle pour
Java Card, un environnement suˆr, et des applettes, qui sont te´le´charge´es
suivant les besoins spe´cifiques.
Apre`s ces conside´rations pratiques, venons-en a` la construction de l’objet
d’e´tude, ainsi qu’a` la proble´matique.
Le code mobile s’exe´cute sur une machine hoˆte en appelant des fonctions
pre´sentes dans l’environnement d’exe´cution hoˆte, forme´ de code local. A`
partir d’analyses de l’environnement seul, on cherche a` garantir la se´curite´
d’exe´cution de tout code mobile envisageable.
2La machine peut eˆtre abstraite ou concre`te, suivant que le code est exprime´ dans un
langage de haut niveau ou de bas niveau. Elle peut eˆtre virtuelle ou physique, suivant
qu’elle est imple´mente´e par logiciel ou par mate´riel.
3La fre´quence du processeur est de l’ordre du me´ga-hertz pour une carte a` puces, du
giga-hertz pour un ordinateur, la capacite´ de la me´moire vive de l’ordre du kilo-octet pour
une carte a` puces, du me´ga-octet pour un ordinateur.
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Dans cette introduction, on s’inte´resse particulie`rement au langage Java,
puisque ce langage, par sa large diffusion et par les possibilite´s de mobilite´
qu’il a introduites, a contribue´ a` modeler l’ensemble de la proble´matique
se´curitaire. On se re´fe`re aussi a` des travaux portant sur des langages beau-
coup plus simples que Java ; il faut bien comprendre que cette simplification
concerne avant tout la syntaxe, car il est ge´ne´ralement possible de traduire
une partie substantielle de Java en ces langages. Ainsi, en utilisant ces lan-
gages simplifie´s, on se livre a` une mode´lisation, qui ne retient que les ca-
racte´ristiques importantes et permet une re´solution formelle des proble`mes
rencontre´s. Pour eˆtre utile, une mode´lisation doit permettre en retour d’ap-
pliquer la solution a` des langages comme Java. Nous reviendrons sur cette
question en conclusion, car elle est importante : nous utilisons en effet dans
ce travail des langages de programmation tre`s simples, l’un purement fonc-
tionnel, l’autre enrichi par l’ajout de re´fe´rences permettant la manipulation
d’objets en me´moire.
Commenc¸ons par de´finir ce qu’on peut entendre par la se´curite´ d’exe´-
cution. De`s qu’un syste`me informatique posse`de des biens (des ressources)
a` prote´ger, la question de la se´curite´ se pose, et peut eˆtre formule´e sous la
forme d’exigences se´curitaires. Ces exigences peuvent porter
– sur la spe´cification fonctionnelle du syste`me, en de´finissant alors une
politique de se´curite´, ensemble de re`gles que les fonctions de se´curite´
du syste`me doivent ve´rifier,
– de manie`re associe´e, sur la de´monstration que le syste`me applique
effectivement la politique de se´curite´, en indiquant le degre´ de forma-
lisation de cette de´monstration,
– enfin, sur les conditions d’utilisation du syste`me.
Dans le cas qui nous inte´resse, le syste`me est constitue´ de la machine et
de l’environnement hoˆtes. Par machine, on entend ici la machine abstraite
exe´cutant le code, pre´cise´ment sa repre´sentation se´mantique ; par environ-
nement, un ensemble de fonctions e´crites dans le langage de programmation
conside´re´ et forme´es de code local. On suppose que ce langage est un langage
de haut niveau, manipulant des entite´s abstraites, comme Java. Ainsi, nous
partons d’une vue abstraite du syste`me, se fondant sur le langage de pro-
grammation utilise´, de´fini par sa syntaxe et sa se´mantique ope´rationnelle.
Ce point de de´part n’est pas sans conse´quences sur l’imple´mentation des
fonctions de se´curite´ : elle pourra s’effectuer au niveau du code, en l’instru-
mentant, ou au niveau du langage, par exemple en modifiant le syste`me de
types ou la se´mantique.
Venons-en aux exigences, et en premier lieu aux conditions d’utilisation
de notre syste`me.
8La se´curite´ du syste`me doit eˆtre garantie pour l’exe´cution de tout code
mobile. Cette condition impose que le langage assure une suˆrete´ minimale,
celle du typage. Dans ce cas, aucune exe´cution ne peut provoquer d’erreurs
de types, ce qui permet d’e´viter par exemple les comportements suivants
dans le code mobile, fort compromettants pour la se´curite´ :
– la conversion d’une chaˆıne de caracte`res en une fonction, permettant
d’exe´cuter n’importe quel code,
– la conversion d’une chaˆıne en une adresse en me´moire, permettant
d’acce´der a` la me´moire de manie`re incontroˆle´e.
C’est e´videmment une des caracte´ristiques majeures de Java que de posse´-
der un syste`me de types suˆr. Plus ge´ne´ralement, on impose l’utilisation de
langages dont le syste`me de types est suˆr.
Pratiquement, le code mobile et le code local sont forme´s de code exe´cutable
(sur une machine virtuelle ou physique), re´sultat de la compilation du code
e´crit dans le langage de programmation de haut niveau. Une question se
pose donc : notre point de vue abstrait est-il justifie´ ?
Il l’est si la se´curite´, garantie initialement pour l’exe´cution de tout code
mobile compilable appelant le code local compilable, est pre´serve´e par com-
pilation : autrement dit, la se´curite´ est-elle encore garantie pour l’exe´cution
de tout code mobile exe´cutable appelant le code local exe´cutable ?
Comme le remarque Abadi [1], la compilation, conside´re´e comme une tra-
duction d’un langage de haut niveau en un langage de plus bas niveau, n’est
ge´ne´ralement pas une traduction comple`tement ade´quate4 : dans ce cas, une
proprie´te´ ve´rifie´e par du code compilable ne l’est plus ne´cessairement apre`s
compilation. Abadi pre´sente le cas du langage Java et de la traduction en
« bytecode », le langage de la machine virtuelle de Java. Par un exemple pro-
bant (cf. [1, §2.2]), il montre qu’au niveau du « bytecode », il est possible de
distinguer les traductions de deux programmes, pourtant e´quivalents avant
compilation : le « bytecode »permet en effet de cre´er des contextes qui ne
sont pas le re´sultat d’une compilation ; le « bytecode » est donc un langage
trop riche. Ainsi, il peut eˆtre ne´cessaire de ve´rifier le code mobile exe´cutable
a` sa re´ception, pour montrer qu’il est bien le re´sultat d’une compilation.
La ne´cessite´ d’une ve´rification s’impose inde´pendamment du proble`me de
l’ade´quation comple`te : en effet, rien ne permet de supposer que le code
mobile a` exe´cuter est le´gal, autrement dit appartient au langage de la ma-
chine virtuelle. Il pourrait violer par exemple des re`gles de typage, compro-
mettant ainsi la se´curite´ lors de son exe´cution. Dans le cas de Java, ou` le
« bytecode » est un langage type´, le code s’exe´cutant sur la machine virtuelle
4« Fully abstract » en anglais.
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est ve´rifie´, statiquement et dynamiquement, de manie`re a` assurer l’absence
de certaines erreurs a` l’exe´cution : on pourra lire, au sujet des ve´rifications
statiques, l’article de Leroy [47], en particulier le de´but qui de´crit la machine
virtuelle, le « bytecode » et les ve´rifications effectue´es qui concernent le ty-
page.
Comment faciliter la ve´rification de code exe´cutable ? Comme pour le « by-
tecode »du langage Java, il est pre´fe´rable de disposer d’un langage type´.
Comme en te´moigne par exemple les compte-rendus de l’atelier de travail
« Types in compilation » [48], une tendance s’affirme, celle d’utiliser, lors de
la compilation, des langages interme´diaires type´s. Pousse´e a` sa limite, elle
aboutit au langage type´ pour assembleur5, conc¸u par Morrisett et al. [59]
pour assurer :
– la suˆrete´ de la me´moire, soit la correction des acce`s a` la me´moire,
– la suˆrete´ du flux de controˆle, soit l’exe´cution des instructions suivant
le se´quencement programme´,
ce qui peut se re´sumer a` la pre´servation des abstractions. On peut donc
conside´rer que le code mobile appartenant a` un tel langage transporte avec
lui des informations de typage, permettant de de´montrer certaines proprie´te´s
de suˆrete´. C’est un exemple d’une technique plus ge´ne´rale de´veloppe´e par
Lee et Necula [60], pre´conisant l’utilisation de code transportant sa preuve
(« Proof Carrying Code ») : a` la re´ception du code mobile, la preuve qu’il
transporte est ve´rifie´e, puis si elle est valide, le code est exe´cute´. Cette tech-
nique permet d’e´tendre les proprie´te´s de´montre´es au dela` de la suˆrete´ du
typage.
Par la suite, nous conservons un point de vue abstrait et ne´gligeons le
proble`me de la pre´servation des proprie´te´s de se´curite´ par compilation. Nous
allons raisonner a` partir du code local formant l’environnement et du code
mobile, entendus comme des programmes appartenant au langage de haut
niveau conside´re´ : on parlera ainsi du programme local, contenant le code
local formant l’environnement, et du programme mobile, contenant le code
mobile.
On entend ici par programme une entite´ contenant du code et pouvant s’exe´-
cuter. Notre terminologie peut paraˆıtre impropre dans le sens ou` l’environ-
nement est plutoˆt une bibliothe`que de sous-programmes et le code mobile
5Jusqu’a` maintenant, nous avons de´crit la compilation simplement comme la traduction
de code compilable en code exe´cutable sur une machine, virtuelle ou physique. On peut
conside´rer que le code pour assembleur peut eˆtre interpre´te´ par une machine virtuelle
tre`s proche de la machine physique : l’assembleur traduit en effet le code a` assembler,
qui utilise des instructions symboliques, en code machine, qui utilise des instructions sous
forme binaire.
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du code pouvant s’exe´cuter s’il est lie´ a` l’environnement. A` vrai dire, un
mode`le simple permet de rendre compte de cette situation tout en justifiant
notre terminologie : le programme mobile est une fonction a` un parame`tre,
et le programme local la valeur effective de ce parame`tre. C’est toujours a`
ce mode`le que nous nous re´fe´rons.
Ce niveau d’abstraction va nous permettre de raisonner formellement, donc
de de´montrer rigoureusement les proprie´te´s de se´curite´ : c’est donc l’exigence
la plus forte qu’on puisse avoir pour la de´monstration que les fonctions de
se´curite´ appliquent correctement la politique de se´curite´.
Quelles exigences fonctionnelles de se´curite´ peut-on prendre en compte ?
En appelant l’environnement, le code mobile peut acce´der a` des ressources du
syste`me hoˆte ou obtenir des informations sur leur contenu : dans la mesure
ou` le code mobile est potentiellement hostile, il est ne´cessaire de controˆler
ces acce`s et ces flux d’informations, par l’interme´diaire de l’environnement.
Controˆler les flux d’informations La notion de flux d’informations
peut eˆtre de´finie de manie`re ge´ne´rale, comme dans l’article de Sutherland
[79]. Conside´rons un syste`me posse´dant plusieurs e´tats, formant l’ensemble
S, et soumis a` l’observation de deux observateurs : chaque observateur asso-
cie a` chaque e´tat du syste`me une valeur, re´sultat de l’observation, ce qui per-
met de de´finir pour chaque observateur l’ensemble des valeurs observables.
Les flux d’informations peuvent se de´finir indirectement ainsi, a` partir de la
notion d’inde´pendance :
les observations des deux observateurs sont inde´pendantes si
pour toutes valeurs δ1 et δ2 observables respectivement par le
premier et le second observateur, il existe un e´tat de S dont l’ob-
servation par le premier observateur donne δ1, et par le second,
δ2.
Si leurs observations sont de´pendantes, alors il existe deux valeurs obser-
vables δ1 et δ2 pour lesquelles il n’existe aucun e´tat de S conduisant aux
observations respectives de δ1 et δ2. Dans ce cas, dans un e´tat donne´ du
syste`me, si le premier observateur observe δ1, il en de´duit que le second ob-
servateur n’observe pas δ2 : il existe donc un flux d’informations du second
observateur vers le premier.
A` cette condition d’inde´pendance, il est souvent pre´fe´re´ celle de non-interfe´-
rence, plus forte :
les observations du premier observateur n’interfe`rent pas avec
celles du second si le second observateur n’observe qu’une unique
valeur.
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Cette de´finition se comprend mieux si on conside`re que le syste`me est un
programme, acceptant une valeur en entre´e, observe´e par le premier obser-
vateur, et produisant un re´sultat, observe´ par le second observateur6 : elle
signifie alors que le re´sultat observable ne de´pend pas de la valeur en entre´e,
autrement dit que l’observation du re´sultat respecte la confidentialite´ de la
valeur en entre´e. Sous cette forme, on retrouve la de´finition de l’inde´pen-
dance donne´e par Cohen dans [19]7, et celle de la non-interfe´rence donne´e
par Volpano, Smith et Irvine dans [84], qui reprennent le terme utilise´ par
Goguen et Meseguer dans [29] pour de´crire une proprie´te´ de se´curite´ des
syste`mes (d’exploitation) multi-utilisateurs.
Cette proprie´te´ de non-interfe´rence est importante, car depuis l’article de
Volpano et al., elle est utilise´e pour justifier la correction des analyses sta-
tiques des flux d’informations, pre´sente´es ge´ne´ralement sous la forme de
syste`mes de types, et inspire´es peu ou prou du travail fondateur de Denning
[26]. Ces analyses traquent les de´pendances, ou bien directes, comme dans
une affectation a` une variable, ou` le contenu de la variable de´pend de la va-
leur affecte´e, ou bien indirectes, comme dans une alternative, ou` les branches
de´pendent toutes deux de la condition. On peut lire a` ce sujet l’article de
Myers et Sabelfeld [73] qui recense et classe un ensemble exhaustif de tra-
vaux relatifs a` l’analyse statique des flux d’informations.
Pour le syste`me qui nous inte´resse, compose´ de la machine hoˆte et de l’en-
vironnement forme´ de code local, le controˆle des flux d’informations va se
traduire par le respect d’une proprie´te´ d’inde´pendance, e´quivalente a` une
proprie´te´ de non-interfe´rence relative comme celle qui pre´ce`de a` la confiden-
tialite´.
On suppose que le programme local, c’est-a`-dire l’environnement forme´ de
code local, est parame´tre´ par la valeur d’un sous-programme, repre´sentant
une ressource dont le contenu doit rester confidentiel : c’est la valeur de ce
parame`tre local qui va eˆtre observe´e initialement. Ainsi, un e´tat du syste`me
peut eˆtre de´crit par :
– la valeur initiale du parame`tre local,
– le programme mobile, forme´ du code mobile, qui s’exe´cute en appelant
le programme local.
6On peut observer d’un re´sultat sa valeur, mais pas toujours. Les valeurs des types de
base, dits « passifs », comme les entiers, les boole´ens, sont observables. Au contraire, les
valeurs des types « actifs », comme les types des fonctions ou des objets, ne le sont pas :
l’observation se limite alors a` la terminaison du programme. Par la suite, on entend par
re´sultat observable ce qu’on peut observer du re´sultat.
7Cette re´fe´rence, peu connue, est cite´e dans l’article de Sabelfeld et Sands [74], d’ou`
nous la reprenons.
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D’un e´tat on observe :
– d’un point de vue local, la valeur initiale du parame`tre local,
– d’un point de vue exte´rieur, l’exe´cution du code mobile dans l’envi-
ronnement local, par exemple en n’en retenant que la valeur du pro-
gramme mobile et son re´sultat d’exe´cution.
La proprie´te´ de se´curite´ a` ve´rifier concerne la confidentialite´ du contenu de la
ressource, et s’exprime donc simplement par l’inde´pendance entre les obser-
vations des valeurs du parame`tre local et celles des exe´cutions. Clairement,
elle est e´quivalente a` la proprie´te´ suivante, utilisant la non-interfe´rence :
pour tout programme mobile, les observations des valeurs du
parame`tre local n’interfe`rent pas avec les observations des exe´-
cutions du programme mobile appelant le programme local.
Si l’on n’observe d’une exe´cution que son re´sultat final, la proprie´te´ de confi-
dentialite´ peut donc s’exprimer sous la forme suivante, par de´finition de la
non-interfe´rence :
pour tout programme mobile, pour tout couple de valeurs δ1 et
δ2 du parame`tre local, l’exe´cution du programme mobile donne
le meˆme re´sultat observable lorsqu’il appelle le programme local
dont le parame`tre vaut δ1 que lorsqu’il appelle le programme
local dont le parame`tre vaut δ2.
Si l’on remarque que le programme mobile, en appelant le programme local,
peut le placer dans n’importe quel contexte d’utilisation8, on peut re´crire
cette proprie´te´ ainsi :
pour tout contexte d’utilisation M, pour tout couple de valeurs
initiales δ1 et δ2 du parame`tre local, l’exe´cution dans le contexte
M du programme local dont le parame`tre vaut δ1 donne le meˆme
re´sultat observable que celle du programme local dont le para-
me`tre vaut δ2.
Une de´finition en des termes purement se´mantiques se dessine. La se´man-
tique ope´rationnelle, qui associe a` tout programme le re´sultat de son exe´cu-
tion, induit une e´quivalence entre programmes, dite contextuelle et de´finie
ainsi :
deux programmes sont e´quivalents contextuellement si place´s
dans n’importe quel contexte d’utilisation, ils donnent le meˆme
re´sultat observable.
Finalement, la proprie´te´ de confidentialite´ s’exprime ainsi :
8On ne´glige le fait que le programme local puisse diverger.
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pour tout couple de valeurs initiales δ1 et δ2 du parame`tre lo-
cal, le programme local dont le parame`tre vaut δ1 est e´quivalent
contextuellement au programme local dont le parame`tre vaut δ2.
A` ce stade, il est be´ne´fique de mode´liser le raisonnement pre´ce´dent. Tout pro-
gramme mobile s’exprime sous la forme d’une fonction qui a` un parame`tre x
repre´sentant l’environnement local associe le programme M[x], M e´tant un
contexte d’utilisation pour le parame`tre x. Si l’on note L[δ] le programme
local dont le parame`tre vaut δ, alors l’exe´cution du code mobile dans l’envi-
ronnement local peut eˆtre mode´lise´e par l’exe´cution du programme M[L[δ]].
La dernie`re proprie´te´ de confidentialite´ s’exprime donc sous la forme sui-
vante :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre lo-
cal, le programme local L[δ1] est e´quivalent contextuellement au
programme local L[δ2].
Cette caracte´risation utilisant l’e´quivalence contextuelle justifie aussi l’uti-
lisation d’une se´mantique de´notationnelle, qui associe a` chaque programme
une de´notation, description abstraite du re´sultat de son exe´cution : en effet,
une se´mantique de´notationnelle, pour eˆtre utile, doit au moins eˆtre ade´quate,
ce qui signifie qu’elle doit abstraire correctement, pre´cise´ment que deux pro-
grammes ayant meˆme de´notation sont e´quivalents contextuellement ; si la
re´ciproque est e´galement ve´rifie´e, la se´mantique de´notationnelle est alors
comple`tement ade´quate9. On peut donc reformuler la proprie´te´ de confi-
dentialite´ en remplac¸ant l’e´quivalence contextuelle par l’e´quivalence de´nota-
tionnelle pour obtenir une condition suffisante ou e´quivalente, suivant que
la se´mantique de´notationnelle est ade´quate ou comple`tement ade´quate, ce
qui donne dans notre mode`le la condition suivante :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre local,
les programmes locaux L[δ1] et L[δ2] ont la meˆme de´notation.
C’est cette voie qui est emprunte´e par Abadi, Banerjee, Heintze et Riecke
dans [2], d’une part, par Sabelfeld et Sands dans [74], d’autre part, bien
qu’elle le soit dans un but diffe´rent du noˆtre : ces deux articles cherchent a`
de´crire les flux d’informations au sein d’un programme donne´, sans le placer
dans un quelconque contexte, si bien que le rapport entre les e´quivalences
de´notationnelle et contextuelle n’est pas e´voque´. Nous retenons cependant
que pour exprimer la condition pre´ce´dente, ces deux articles proposent une
interpre´tation relationnelle s’appuyant sur la se´mantique de´notationnelle,
9« Fully abstract » en anglais.
14
qui semble dans ce cas mieux adapte´e qu’une se´mantique ope´rationnelle.
Pre´cise´ment, soit ∆ la relation binaire entre de´notations de´finie ainsi :
le couple (d1, d2) appartient a` ∆ si d1 et d2 sont deux de´notations
de valeurs possibles pour le parame`tre local.
Notons p le parame`tre local et [[L[p]]](p : d) la de´notation du programme local
obtenue en interpre´tant le parame`tre p par une de´notation quelconque d.
Il est alors possible de donner une interpre´tation relationnelle, en liant le
parame`tre p non plus a` une de´notation mais a` la relation binaire ∆ entre
de´notations, et en associant a` L la relation note´e [[L[p]]](p : ∆) et de´finie par :
[[L[p]]](p :∆)
def
= {([[L[p]]](p : d1), [[L[p]]](p : d2)) | (d1, d2) ∈ ∆} .
La proprie´te´ de confidentialite´ s’exprime finalement ainsi :
la relation [[L[p]]](p : ∆) est incluse dans la relation diagonale, en-
semble des couples (d, d) pour toute de´notation d.
Notre travail a consiste´ a` reprendre ces de´veloppements concernant les
flux d’informations du point de vue des observations a` la frontie`re. La fron-
tie`re est ici entendue de manie`re a` la fois globale et permanente, dans le
sens ou` elle est le lieu de l’interaction entre le programme mobile et son
environnement local, menant a` une observation initiale, caracte´rise´e par la
valeur du parame`tre local, et une observation finale, le re´sultat observable
de l’exe´cution du programme mobile dans l’environnement local.
Premie`re question ge´ne´rale et pre´alable a` laquelle nous re´pondons dans
le second chapitre « La se´mantique observationnelle » : e´tant donne´ un pro-
gramme, que peut-on en observer ? On conside`re ici qu’une observation e´le´-
mentaire consiste a` placer le programme dans un contexte d’utilisation et a`
observer le re´sultat de son exe´cution. A` la question pose´e, il est possible de
re´pondre de deux manie`res, l’une absolue, mettant l’accent sur les observa-
tions effectivement associe´es a` chaque programme, l’autre relative, mettant
l’accent sur la structure diffe´rentielle des observations entre tous les pro-
grammes. C’est cette seconde manie`re qui nous inte´resse.
Supposons qu’on ait choisi un ensemble de contextes d’utilisation pour re´a-
liser les observations. Ce choix induit une relation d’e´quivalence entre pro-
grammes, deux programmes e´tant e´quivalents si dans tout contexte d’utilisa-
tion se´lectionne´, ils me`nent au meˆme re´sultat observable. La relation d’e´qui-
valence la plus fine est e´videmment obtenue en choisissant l’ensemble de tous
les contextes d’utilisation : on obtient dans ce cas l’e´quivalence contextuelle
induite par la se´mantique ope´rationnelle. Peut-on restreindre l’ensemble des
contextes conside´re´, tout en conservant la meˆme relation d’e´quivalence in-
duite, soit l’e´quivalence contextuelle ? Nous re´pondons par l’affirmative, dans
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le cas d’un langage purement fonctionnel, le λ-calcul paresseux avec appel
par valeur. Pour observer une fonction, il suffit de l’appliquer a` tout argu-
ment possible, d’enregistrer l’observation du re´sultat, la convergence ou la
divergence, puis en cas de convergence, de recommencer avec le re´sultat, qui
est une fonction, et ainsi de suite ; autrement dit, on peut se restreindre aux
contextes purement applicatifs.
Nous avons mentionne´ le fait que pour une se´mantique de´notationnelle com-
ple`tement ade´quate, l’e´quivalence de´notationnelle est e´gale a` l’e´quivalence
contextuelle. Nous montrons alors que graˆce aux observations ainsi de´fi-
nies, nous pouvons de´finir une se´mantique de´notationnelle comple`tement
ade´quate, la se´mantique observationnelle : la de´notation d’un programme
est simplement son observation.
Comme nous le verrons, l’ensemble de ces re´sultats est bien connu ; aussi,
notre travail consiste surtout en une relecture privile´giant le point de vue
observationnel.
Seconde question, relative au controˆle des flux d’informations et traite´e
dans la premie`re partie du troisie`me chapitre « Deux analyses de l’envi-
ronnement local » : comment observer l’environnement local de manie`re a`
de´terminer s’il ve´rifie la proprie´te´ de confidentialite´ ? Rappelons que l’en-
vironnement local est conside´re´ comme un programme local posse´dant un
parame`tre et que la proprie´te´ de confidentialite´ exprime que pour tout pro-
gramme mobile, les valeurs initiales du parame`tre local n’interfe`rent pas avec
les observations du re´sultat de l’exe´cution du programme mobile dans l’en-
vironnement local ; plus formellement, si l’on note L[δ] le programme local
dont le parame`tre vaut δ, on a vu que cette proprie´te´ se traduit ainsi :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre lo-
cal, le programme local L[δ1] est e´quivalent contextuellement au
programme local L[δ2],
ou encore en utilisant la se´mantique observationnelle,
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre lo-
cal, l’observation du programme local L[δ1] est e´gale a` celle du
programme local L[δ2].
Il reste que cette proprie´te´ est difficile a` manier en raison de la quantification
universelle portant sur la relation forme´e des couples de valeurs possibles
pour le parame`tre local. Aussi, nous proposons d’interpre´ter abstraitement
la se´mantique ope´rationnelle, le parame`tre local e´tant abstrait par une valeur
note´e δ repre´sentant la relation forme´e des couples de valeurs possibles pour
le parame`tre local. Toujours pour le λ-calcul paresseux avec appel par valeur,
nous montrons que si le parame`tre local peut eˆtre remplace´ par n’importe
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quel sous-programme, alors la proprie´te´ de confidentialite´ est e´quivalente a`
la suivante :
l’observation abstraite du programme local L[δ] ne fait pas ap-
paraˆıtre δ.
L’observation abstraite est de´finie relativement a` la se´mantique ope´ration-
nelle interpre´te´e abstraitement, suivant le meˆme principe ge´ne´rateur que pre´-
ce´demment pour la se´mantique observationnelle : ainsi, l’observation d’un
programme abstrait est obtenue en l’exe´cutant abstraitement, en observant
son re´sultat, et s’il converge, en observant son application a` tout argument
possible. La grande diffe´rence relativement a` l’observation concre`te, c’est
que le re´sultat observable d’une exe´cution peut eˆtre non seulement comme
pre´ce´demment la convergence ou la divergence, mais aussi une variation,
pre´cise´ment son interpre´tation abstraite, la valeur δ. Ainsi, si l’observation
abstraite du programme local fait apparaˆıtre δ, c’est bien que le re´sultat
de´pend de la valeur initiale du parame`tre local.
Ce crite`re de confidentialite´, obtenu par l’observation abstraite de l’environ-
nement local, induit une me´thode permettant d’utiliser pour le code mobile
les analyses statiques des flux d’informations, qui lorsqu’elles s’inspirent du
travail pionnier de Denning dans [26], s’appuient sur la meˆme interpre´tation
abstraite : a` notre connaissance, toutes ces analyses ont e´te´ de´veloppe´es pour
de´crire les flux d’informations au sein d’un programme donne´, sans jamais
conside´rer la proble´matique propre au code mobile, ou` le programme local,
seul analysable, peut eˆtre place´ dans n’importe quel contexte, mobile.
Controˆler les acce`s Quelles ressources ne´cessitent un controˆle d’acce`s ?
Vues du langage de programmation, les ressources correspondent ge´ne´ra-
lement a` la source des entre´es ou a` la destination des sorties, comme le
syste`me de fichiers ou le re´seau. Ce n’est cependant pas ne´cessaire, comme
le montrent les exemples suivants : on peut souhaiter limiter l’acce`s a` une
fonction, c’est-a`-dire restreindre ses possibilite´s d’application, ou encore limi-
ter l’acce`s au contenu d’une re´fe´rence, en lecture ou en e´criture. De manie`re
ge´ne´rale, les controˆles d’acce`s concernent donc les ope´rations applique´es aux
valeurs du langage.
En particulier avec Java, sont controˆle´s les acce`s aux me´thodes des objets,
qu’elles re´alisent ou non des entre´es ou des sorties. Le langage Java permet
de de´finir une politique de se´curite´, sous une forme simple : e´tant donne´
un ensemble de sujets10 et un ensemble de ressources, la politique asso-
10Traditionnellement, dans la litte´rature se´curitaire, on de´signe par sujet l’entite´ active
acce´dant a` un objet, entite´ passive a` prote´ger, qu’on appelle ici ressource.
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cie a` chaque sujet des permissions d’acce`s aux ressources. Chaque sujet est
charge´ d’appliquer la politique aux ressources qu’il controˆle dans son do-
maine de protection, ensemble de classes qui lui est exclusivement alloue´ :
ainsi, la politique de se´curite´ est obligatoire, s’imposant a` tous les sujets
lors de l’exe´cution, mais sa mise en œuvre discre´tionnaire, c’est-a`-dire a` la
discre´tion des sujets dans leurs domaines de protection respectifs. Un acce`s
est controˆle´ par une ve´rification pre´alable de sa permission : le controˆleur
d’acce`s, appele´ pour cette ve´rification, de´termine alors si le sujet courant
posse`de cette permission suivant le politique de se´curite´, mais aussi si le su-
jet ayant appele´ le sujet courant la posse`de, et ainsi de suite en remontant
la pile des appels. Le sujet courant peut aussi imposer temporairement au
controˆleur d’acce`s de ne pas remonter la pile des appels pour les prochaines
ve´rifications : il prend donc la responsabilite´ temporaire d’autoriser l’acce`s
indirect aux sujets l’ayant appele´.
Cette technique d’inspection de la pile est imple´mente´e dans Java par ins-
trumentation de la machine virtuelle : voir la description de la me´thode
checkPermission du controˆleur d’acce`s dans les deux articles des concep-
teurs de l’architecture de se´curite´ de Java [30] et [31]. Quant aux controˆles
d’acce`s, ils sont imple´mente´s par une instrumentation du code, qui introduit
les appels a` la me´thode checkPermission du controˆleur d’acce`s. Wallach,
dont le travail est a` l’origine de l’utilisation de cette technique d’inspection
de la pile, propose dans sa the`se [85] une autre imple´mentation, entie`re-
ment par instrumentation du code puisqu’elle repose sur une traduction qui
passe effectivement la pile des sujets d’appel en appel11. Reprenant l’ide´e
de cette traduction, Pottier, Skalka et Smith de´veloppent dans leur article
[71] un syste`me de types pour un langage mode´lisant les aspects se´curi-
taires de Java12 : tout programme bien type´ s’exe´cute sans erreur, au sens
ou` chaque controˆle de permission donne toujours un re´sultat positif ; autre-
ment dit, lors de l’exe´cution, il est possible de ne pas re´aliser les controˆles.
Suivant un mouvement bien connu, il serait donc possible de substituer aux
controˆles dynamiques de Java, re´alise´s pendant l’exe´cution, des controˆles
statiques, re´alise´s avant l’exe´cution. En re´alite´, seules les ressources qu’on
peut identifier avant l’exe´cution peuvent eˆtre concerne´es : par exemple, lors-
qu’un programme lit le contenu d’un fichier dont le nom ne sera connu qu’a`
l’exe´cution (le nom e´tant calcule´, ou entre´ par l’utilisateur), seul un controˆle
dynamique est envisageable.
11Pour reprendre les termes de Wallach, c’est une traduction dans le « security-passing
style » , ne´ologisme conc¸u par analogie avec le classique « continuation-passing style ».
12Il s’agit du λ-calcul enrichi par des primitives de se´curite´, permettant le controˆle des
permissions et l’autorisation temporaire d’acce`s indirect.
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En re´sume´, nous retenons de cette pre´sentation de l’architecture de se´curite´
de Java le principe suivant : les controˆles d’acce`s sont re´alise´s avant l’ac-
ce`s, par instrumentation du code, et permettent de ve´rifier que l’ensemble
des sujets courants obtenu par inspection de la pile posse`de la permission
suivant la politique de se´curite´.
Revenons maintenant a` notre proble´matique : comment controˆler les ac-
ce`s du code mobile aux ressources locales ?
Dans l’exemple du langage Java, il suffit d’instrumenter le code local pour
re´aliser les controˆles d’acce`s a` l’entre´e de chaque me´thode a` prote´ger. Lors
de l’exe´cution, a` chaque entre´e dans une me´thode instrumente´e, le controˆ-
leur d’acce`s inspecte la pile des appels et donne ou non la permission d’acce`s
suivant la politique de se´curite´ ; la politique de se´curite´, en distinguant deux
sujets, correspondant au code mobile et au code local respectivement, per-
met d’exprimer toutes les variations possibles dans les controˆles. L’efficacite´
de cette programmation de´fensive repose sur l’encapsulation : chaque objet,
qui encapsule les me´thodes permettant d’observer et de modifier son e´tat
interne, peut maˆıtriser les acce`s a` ses me´thodes.
Tant qu’il s’agit de controˆler l’acce`s aux me´thodes, il est clair que cette im-
ple´mentation des controˆles reposant sur l’encapsulation fonctionne parfaite-
ment. Cependant, elle ne permet pas de controˆler l’acce`s aux re´fe´rences des
objets. Bien suˆr, si toutes les me´thodes d’un objet sont instrumente´es, il est
inutile de controˆler l’acce`s a` sa re´fe´rence13. Ainsi, le controˆle de l’acce`s aux
re´fe´rences se pre´sente comme une alternative a` la programmation de´fensive
utilisant l’encapsulation, alternative qui peut eˆtre choisie pour permettre
par exemple :
– de re´utiliser des classes tre`s utiles, non se´curise´es,
– de restreindre les controˆles a` l’exe´cution, dans le but de l’acce´le´rer.
Dans [83], Bokowski et Vitek proposent de controˆler l’acce`s aux re´fe´rences
par confinement14, voie que nous allons suivre. Pour former une ve´ritable
alternative au controˆle d’acce`s par encapsulation, le confinement doit s’ac-
13Ge´ne´ralement, devrait-on ajouter, car on ne´glige le fait que Java posse`de certaines
ope´rations applicables aux re´fe´rences, comme le test d’e´galite´ ou la conversion du type,
et la possibilite´ qu’on puisse souhaiter controˆler l’usage de ces ope´rations pour certaines
re´fe´rences.
14Le confinement pour les langages oriente´s objets est le sujet actuellement de nom-
breux travaux, comme en te´moigne le premier atelier « International Workshop on Alia-
sing, Confinement and Ownership in object-oriented programming (IWACO ’03) ». Un
re´sultat montre´ par Banerjee et Naumann dans [10] re´ve`le l’importance de la question.
Il s’agit d’une proprie´te´ d’inde´pendance relativement aux imple´mentations (ou aux repre´-
sentations des donne´es) confine´es : une imple´mentation confine´e peut eˆtre change´e en une
imple´mentation e´quivalente sans changer le re´sultat du programme.
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compagner d’un controˆle du code local, permettant de ve´rifier l’utilisation
des re´fe´rences confine´es dans l’environnement local.
Pour bien comprendre ces diffe´rentes formes de controˆle, un exemple typique,
proche de notre exemple liminaire, va nous e´clairer ; il nous a e´te´ inspire´ par
un cas re´el, a` l’origine d’une faille de se´curite´, cas relate´ dans l’article de
Bokowski et Vitek [83, §3].
Conside´rons un objet r repre´sentant une ressource, muni de deux me´thodes,
l’une pour modifier son e´tat, muto, l’autre pour l’observer, lego ; la politique
de se´curite´ stipule que la me´thode muto de la ressource doit eˆtre controˆle´e
d’une certaine manie`re, alors qu’aucun controˆle n’est ne´cessaire pour la me´-
thode lego. Supposons que l’environnement doive imple´menter une me´thode
permettant d’observer l’e´tat de la ressource.
Si cette me´thode renvoie la re´fe´rence de r, plus rien n’empeˆche l’appelant
de modifier l’e´tat de r ; c’est la` que re´sidait l’e´vidente faille de se´curite´.
Premie`re solution, par encapsulation : ajouter le controˆle d’acce`s dans la
me´thode muto de r, sans modifier l’environnement.
Seconde solution, transformer l’environnement en une fac¸ade15 pour la res-
source r, compose´e d’une me´thode retournant le re´sultat de l’appel de la
me´thode lego de r ; les appels de la me´thode muto de r sont controˆle´s dans
le code de l’environnement afin de ve´rifier la politique de se´curite´ ; si la
re´fe´rence de r est confine´e dans l’environnement, aucun autre appel de la
me´thode muto de r ne peut exister dans le code.
Jusqu’a` maintenant, nous n’avons pas e´lucide´ le rapport entre les controˆles
d’acce`s dans le code et la politique de se´curite´, proprie´te´ globale de l’exe´-
cution. Dans [41], Jensen et al. proposent ainsi une mode´lisation d’un pro-
gramme par un graphe de controˆle ne retenant que les appels de me´thodes et
les controˆles de permissions, et permettant de simuler abstraitement l’exe´-
cution du programme, en particulier la pile des appels ; il est alors pos-
sible de ve´rifier si le graphe de controˆle ve´rifie une politique de se´curite´,
exprime´e sous la forme d’une proprie´te´ portant sur les traces d’exe´cution.
Cette premie`re e´tude est prolonge´e par celle de Besson et al. [15], ou` ce
n’est plus un programme entier qui est mode´lise´, mais une bibliothe`que de
programmes, afin de permettre une approche modulaire de la ve´rification.
L’analyse du mode`le de la bibliothe`que produit alors une contrainte portant
sur le contexte d’utilisation de la bibliothe`que, qu’il suffit de satisfaire pour
ve´rifier la politique de se´curite´. Cette dernie`re approche est adapte´e au code
mobile, puisque seul l’environnement local peut eˆtre mode´lise´ et analyse´.
15Il s’agit d’un « pattern » de conception bien connu, correspondant a` la cre´ation d’une
interface de haut niveau pour diffe´rents services internes.
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Comme l’analyse statique de´ja` vue, la mode´lisation utilise´e dans ces deux
derniers articles convient bien pour les controˆles concernant des ressources
connues avant l’exe´cution.
Par la suite, afin d’e´viter la question difficile des rapports entre les controˆles
dans le code et la politique de se´curite´, proprie´te´ globale de l’exe´cution, on
ne de´taille pas la nature des controˆles re´alise´s : on suppose seulement que le
code est instrumente´ de manie`re a` ve´rifier une certaine politique de se´curite´.
Nous nous proposons dans la seconde partie du troisie`me chapitre «Deux
analyses de l’environnement local »d’e´tudier la question du confinement,
question pendante jusqu’a` maintenant. Nous l’e´tudions de deux manie`res,
ge´ne´rale d’une part et applique´e au controˆle d’acce`s d’autre part, manie`res
que nous pre´sentons maintenant. Nous revenons a` notre mode`le, l’exe´cution
d’un programme mobile dans un environnement local.
Conside´rons un ensemble de valeurs du langage, repre´sentant des ressources
et devant eˆtre confine´es au code local. Lors de l’exe´cution, des ope´rations
peuvent eˆtre applique´es a` ces valeurs : par exemple, en Java, les valeurs sont
des re´fe´rences d’objets, et elles sont utilise´es pour appeler les me´thodes des
objets. On de´finit le confinement ainsi : une valeur est dite confine´e a` l’envi-
ronnement local si lors de l’exe´cution de tout programme mobile, seules des
ope´rations appartenant au code local lui sont applique´es. Autrement dit, le
code mobile n’ope`re pas directement sur une valeur confine´e au code local.
Cette de´finition du confinement nous conduit donc a` une nouvelle notion de
frontie`re, locale et dynamique, qui comprend toutes les interactions ou` le
code mobile ope`re sur des valeurs du code local.
Afin de ve´rifier la proprie´te´ de confinement, nous cherchons ide´alement a`
de´terminer les valeurs du code local sur lesquelles le code mobile ope`re. Pra-
tiquement, nous nous livrons a` une approximation, puisque plutoˆt qu’a` la
de´termination des valeurs, nous nous limitons a` celle de leur type. Nous uti-
lisons donc un langage type´, le λ-calcul enrichi de re´fe´rences, permettant la
manipulation d’objets en me´moire et entraˆınant ainsi des effets de bord, ce
qui complique les interactions possibles. Nous pouvons e´tendre aux types la
notion de confinement : un type est confine´ au code local si toute valeur
de ce type est confine´e au code local. Inversement, un type est accessible
a` partir de l’environnement s’il existe un programme mobile pouvant acce´-
der a` une valeur du type conside´re´ et d’origine le code local. A` partir de
l’e´tude de la frontie`re entre le code mobile et le code local, nous montrons
alors la majoration suivante de l’ensemble des types accessibles a` partir de
l’environnement :
si un type est accessible a` partir de l’environnement, c’est qu’il
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apparaˆıt dans le type de l’environnement en une occurrence po-
sitive, ou sous la garde du constructeur des types de re´fe´rences.
Cette majoration, qui ne de´pend que du type de l’environnement, est opti-
male au sens suivant :
pour tout type A apparaissant dans un type L en une occurrence
positive, ou sous la garde du constructeur des types de re´fe´rences,
il existe un environnement local de type L tel que le type A est
accessible a` partir de cet environnement.
Cette caracte´risation des types accessibles re´sout une conjecture de Leroy
et Rouaix dans [49, §5.1, p. 397], article dont nous nous inspirons pour l’ap-
plication du confinement aux controˆles d’acce`s. Dans cet article, les auteurs
proposent (entre autres) de fonder les controˆles d’acce`s non sur l’encapsula-
tion, mais sur le confinement et le controˆle local des ope´rations re´alise´es sur
les ressources confine´es : cette solution repose donc sur l’abstraction proce´-
durale que constitue l’environnement local.
Le controˆle des ope´rations s’effectue a` leur utilisation ; ainsi, en Java, les
controˆles dans le code local seraient place´s exactement comme dans l’exemple
pre´ce´dent, soit a` l’appel d’une me´thode d’un objet dont la re´fe´rence est confi-
ne´e, et non dans la me´thode appele´e. Dans [49, §5.1], pour un langage voisin
du noˆtre, Leroy et Rouaix proposent un sche´ma d’instrumentation du code
local permettant de controˆler les acce`s du code local aux ressources a` pro-
te´ger, et montrent que si aucun type d’une ressource a` prote´ger n’apparaˆıt
dans le type de l’environnement local, alors le confinement est ve´rifie´, si
bien que l’exe´cution de tout programme mobile dans l’environnement local
est suˆre. La condition portant sur le type de l’environnement local peut eˆtre
affaiblie, graˆce a` notre e´tude pre´ce´dente : le confinement est ve´rifie´ si aucun
type d’une ressource a` prote´ger n’apparaˆıt en mauvaise position dans le type
de l’environnement.
Avec cette approche, le controˆle des acce`s s’appuie donc :
– sur le confinement au code local des ressources a` prote´ger,
– sur l’instrumentation du code, pour controˆler dans le code local les
ope´rations applique´es aux ressources a` prote´ger.
Il nous reste a` nous pre´occuper de l’instrumentation du code. Plutoˆt que
de´finir, comme dans l’article de Leroy et Rouaix (cf. [49, §5.1]), un sche´ma
d’instrumentation du code permettant de ve´rifier une politique de se´curite´
particulie`re, nous pre´fe´rons introduire des ope´rations instrumente´es, en fai-
sant abstraction du de´tail de leur instrumentation : elles sont donc suppose´es
garantir l’application de la politique de se´curite´. Il s’agit de ve´rifier que l’ins-
trumentation est correctement re´alise´e au sens suivant : pendant l’exe´cution
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d’un programme instrumente´, seuls les ope´rateurs instrumente´s peuvent ac-
ce´der aux ressources a` prote´ger. Nous proposons de ve´rifier statiquement la
correction de l’instrumentation par un syste`me de types e´tiquete´s. Sa forme
est tout a` fait classique, puisque c’est par exemple une restriction du syste`me
de types du « SLam Calculus »16 (cf. [34]), le langage conc¸u par Heintze et
Riecke pour permettre d’exprimer en son sein meˆme une politique de se´cu-
rite´ et de controˆler statiquement son application par son syste`me de types.
Pour le confinement, nous utilisons une proprie´te´ importante de ce syste`me
de types, l’existence d’une relation de sous-typage, qui exprime la possibilite´
de convertir une valeur qui ne ne´cessite pas de protection en une valeur a`
prote´ger. Nous montrerons que pour confiner, il suffit de convertir, ce qui
mettra en e´vidence la relation entre la conversion et la notion de frontie`re
que nous avons de´finie et e´tudie´e pre´ce´demment.
En re´sume´, nous proposons deux crite`res de se´curite´ pour l’exe´cution de
code mobile ; ils re´sultent d’analyses de l’environnement local et s’appuient
sur deux de´finitions de la frontie`re entre le code mobile et l’environnement
local,
– la premie`re adapte´e au controˆle des flux d’informations entre le code
mobile et les ressources a` prote´ger,
– la seconde adapte´e au controˆle du confinement des ressources a` prote´-
ger.
Questions me´thodologiques Nous n’avons pas jusqu’a` maintenant porte´
notre attention sur les questions me´thodologiques. Les objets manipule´s au
cours de ce travail ont pre´sente´ bien souvent une caracte´ristique commune,
a` savoir une structure arborescente e´ventuellement infinie en profondeur.
Citons quelques exemples :
– l’observation d’un programme, telle que nous l’avons de´finie,
– le calcul infini d’un programme ne terminant pas, tel qu’on peut le
de´crire avec une se´mantique ope´rationnelle,
– l’e´tat de la me´moire d’un programme en Java, ou` des objets contiennent
des me´thodes se re´fe´rant a` d’autres objets, si bien que le re´fe´rencement
(indirect) peut devenir circulaire.
Pour de´finir ces objets infinis, nous avons privile´gie´ une approche e´quation-
nelle ; pour raisonner sur ces objets infinis, nous avons privile´gie´ une ap-
proche de´ductive. Pre´cise´ment, dans le premier chapitre « Repre´senter par
des arbres », nous e´tudions successivement
16C’est l’acronyme de « Secure λ-Calculus ».
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– les syste`mes d’e´quations re´cursives sur les arbres, afin d’obtenir un
moyen simple de de´finir des arbres e´ventuellement infinis en profon-
deur, en particulier des preuves,
– les syste`mes d’infe´rence, en particulier leur interpre´tation co-inductive,
qui autorise des preuves infinies en profondeur, et nous permet de
raisonner simplement sur des objets infinis.
L’approche de´ductive, qui s’appuie sur l’utilisation des syste`mes d’infe´rence
et des preuves qu’ils admettent, est peu utilise´e, bien qu’elle soit souple et
intuitive. Nous essayons de combler cette lacune dans ce chapitre me´tho-
dologique, en l’adoptant syste´matiquement, dans le but de la comparer a`
l’approche classique par points fixes.
Finalement, la the`se se compose de trois chapitres. Le troisie`me chapitre
expose en de´tail les deux analyses que nous venons de pre´senter, concernant
respectivement la confidentialite´ et le confinement. Les deux premiers cha-
pitres sont me´thodologiques, et peuvent eˆtre lus inde´pendamment de toute
pre´occupation se´curitaire ; de ce fait, ils be´ne´ficient chacun d’une longue in-
troduction, exposant en de´tail leur proble´matique propre. Il est possible de
lire cette the`se en lisant les introductions des chapitres un et deux, puis le
chapitre trois, en revenant lorsque c’est ne´cessaire aux deux premiers cha-
pitres.
Re´sumons le contenu des trois chapitres :
– le premier chapitre « Repre´senter par des arbres »pre´sente les tech-
niques utilise´es dans les deux chapitres suivants ; s’y ajoutent des re´-
sultats et des ge´ne´ralisations permettant de comparer l’approche de´-
ductive a` l’approche classique par points fixes ;
– le second chapitre « La se´mantique observationnelle » concerne l’obser-
vation des programmes et son lien avec la se´mantique de´notationnelle ;
cette e´tude est mene´e a` partir du λ-calcul paresseux avec appel par
valeurs ;
– le troisie`me chapitre «Deux analyses de l’environnement local » concerne
les deux analyses de se´curite´, garantissant respectivement la confiden-
tialite´ et le confinement des ressources ; il est pre´ce´de´ d’une intro-
duction technique, expliquant la me´thode commune utilise´e pour ces
analyses. Noter que pour l’e´tude du confinement, le λ-calcul est enri-
chi de re´fe´rences, permettant la manipulation d’objets en me´moire, et
devient type´.
La conclusion reprend l’ensemble des re´sultats, en essayant d’esquisser des
extensions possibles. On s’inte´resse plus particulie`rement a` la question de
savoir si les techniques retenues pour ce travail conservent leur efficacite´
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lorsque les langages de programmation utilise´s sont e´tendus de manie`re a`
mode´liser plus comple`tement des langages comme Java.
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Chapitre 1
Repre´senter par des arbres
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Le chapitre suivant de´finit diffe´rentes se´mantiques d’un langage de pro-
grammation e´le´mentaire, le λ-calcul paresseux, et utilise largement les me´-
thodes pre´sente´es ici. C’est une approche syntaxique qui est suivie pour
de´finir ces se´mantiques : partant d’une se´mantique ope´rationnelle, on de´finit
ce que peut eˆtre l’observation d’un programme, et on montre que ces obser-
vations permettent de de´finir une se´mantique de´notationnelle comple`tement
ade´quate, la se´mantique observationnelle. Tout au long de ce chapitre, on
rencontre des objets infinis, au sens de structures arborescentes non fon-
de´es, comme l’observation d’un programme ou une preuve de divergence.
Plus simplement, si on conside`re comme au troisie`me chapitre la se´mantique
ope´rationnelle du λ-calcul enrichi de re´fe´rences permettant la manipulation
d’objets en me´moire, on s’aperc¸oit qu’un e´tat se´mantique pre´sente cette
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structure arborescente non fonde´e. Dans cet exemple que nous de´taillons
dans cette introduction, la se´mantique s’exprime sous la forme d’une rela-
tion de transition entre des e´tats1. Un e´tat se´mantique est une abstraction
de l’e´tat de la me´moire lors de l’exe´cution d’un programme (d’ou` le terme
ope´rationnel). Pour aller vite, un e´tat de la me´moire contient :
– les instructions du programme, parmi lesquelles se distingue l’instruc-
tion courante,
– le contenu des objets cre´e´s pendant l’exe´cution.
Quelle est la structure d’un tel e´tat se´mantique ?
Prenons l’exemple d’un programme e´crit en Java. Une instruction mani-
pule des re´fe´rences (ou adresses) d’objets cre´e´s en me´moire pour pouvoir y
acce´der, et un objet contient des instructions dans ses me´thodes. Ainsi, il
peut re´fe´rencer d’autres objets et en particulier s’auto-re´fe´rencer (directe-
ment ou non), si bien qu’on peut conside´rer que l’e´tat se´mantique posse`de
une structure arborescente e´ventuellement infinie en profondeur, lorsqu’on
de´plie ces re´fe´rences ; certes, dans ce cas particulier, cette structure peut eˆtre
repre´sente´e de manie`re finie, graˆce a` sa re´gularite´.
Comment raisonner sur un tel e´tat se´mantique ?
Voyons l’exemple de la suˆrete´ du typage pour des langages type´s statique-
ment, proprie´te´ e´minemment souhaitable, puisqu’elle affirme que tout pro-
gramme bien type´ ne provoque pas d’erreur de type. Par exemple, pour le
langage Java, une erreur de type est la se´lection d’un champ ou d’une me´-
thode pour un objet qui en est de´pourvu.
Classiquement, pour de´montrer la suˆrete´ du typage avec une se´mantique ope´-
rationnelle, on montre que la proprie´te´ de typage se pre´serve par transition
(graˆce a` un the´ore`me de re´duction du sujet2) et qu’un e´tat se´mantique bien
type´ ne provoque pas d’erreur. On conclut qu’un programme bien type´ ne
provoque pas d’erreur par re´currence sur la suite des transitions a` partir de
l’e´tat initial, forme´ du programme bien type´. Cette me´thode de de´monstra-
tion est reprise pour le langage fonctionnel et impe´ratif du troisie`me chapitre
(cf. p. 231).
Pour prouver le the´ore`me de re´duction du sujet, on de´finit un syste`me de
types pour les e´tats se´mantiques, et on essaie de montrer la pre´servation de
la validite´ d’un jugement de typage dans ce syste`me apre`s re´duction du su-
jet. Si la structure de l’e´tat se´mantique n’est pas fonde´e, il est impossible de
construire une preuve de typage dans ce syste`me par re´currence structurelle
1On conside`re donc une se´mantique ope´rationnelle « small step » (a` petit pas, suivant
l’exe´cution), et non « big step » (a` grand pas, donnant directement le re´sultat).
2Cette terminologie est relative au jugement de typage, ou` le sujet est l’e´tat se´mantique,
l’objet e´tant le type.
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sur l’e´tat. Deux solutions ont e´te´ apporte´es a` ce proble`me :
1. une repre´sentation bien fonde´e de l’e´tat se´mantique est utilise´e, et on
peut dans ce cas recourir a` la re´currence structurelle,
2. on interpre`te de manie`re co-inductive le syste`me de types.
L’interpre´tation co-inductive consiste a` de´finir l’ensemble des jugements de
typage valides comme e´tant le plus grand point fixe de l’ope´rateur d’infe´rence
associe´ au syste`me de types, et non le plus petit point fixe. Dans ce cas,
pour montrer que des jugements de typage sont valides, il suffit de montrer
la densite´ de leur ensemble. L’approche co-inductive, permettant d’e´viter
de recourir a` une quelconque repre´sentation, est plus directe, mais moins
intuitive, ne s’appuyant pas sur des preuves. Par la suite, nous essayons de
re´unir le meilleur des deux approches : l’utilisation de preuves, proche de
l’intuition, et l’interpre´tation co-inductive, ge´ne´ralisant l’inductive au cas
des objets infinis. La solution est simple :
les objets infinis ne´cessitent des preuves infinies.
Si nous avons traite´ l’exemple de la suˆrete´ du typage, c’est par fide´-
lite´ historique, dans la mesure ou` c’est dans une telle de´monstration que le
terme de co-induction a e´te´ utilise´ pour la premie`re fois en informatique, et
ou` les de´monstrations de ce re´sultat utilisent l’une ou l’autre des techniques
pre´ce´dentes, lorsque les langages sont suffisamment expressifs. De plus, les
travaux sur cette question sont nombreux. C’est qu’en effet le typage sta-
tique a pour but fondamental d’e´viter toute erreur de type a` l’exe´cution :
telle est en tout cas l’opinion commune´ment admise, comme en te´moigne
l’article didactique « Type Systems »de Cardelli [18]. Pour un langage type´
statiquement, la suˆrete´ du typage garantit que ce but est atteint. Pour des
langages de bas niveau, privile´giant l’efficacite´, au de´triment de l’abstrac-
tion, comme le langage C par exemple, le typage statique n’est pas suˆr. Pour
des langages de haut niveau comme Java ou ML, qui manipulent des entite´s
abstraites, la suˆrete´ du typage est acquise.
Pour Java, cette proprie´te´ a e´te´ recherche´e de`s la conception3, et elle a e´te´
par la suite montre´e, par exemple par Drossopoulou et al. ([27]). Dans cet
article, c’est la repre´sentation finie de l’e´tat se´mantique qui est utilise´e.
Pour ML, la situation s’ave`re plus inte´ressante d’un point de vue me´tho-
dologique, car de nombreux travaux ont e´te´ consacre´s a` la suˆrete´ de son
syste`me de types, qui autorise le polymorphisme. On pourra consulter l’in-
troduction de l’article de Wright et Felleisen [86] pour une revue comple`te
3On trouve dans la spe´cification la description informelle des re`gles de typage bien
connues.
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des me´thodes utilise´es. Si l’on s’inte´resse aux principaux travaux concernant
le noyau fonctionnel augmente´ de re´fe´rences, alors, conforme´ment a` notre
description pre´ce´dente, il est effectivement possible de les re´partir en deux
groupes :
– d’un coˆte´, l’e´tude initiale de Milner et Tofte4, suivie par celle de Talpin
et Jouvelot [80], ou` la co-induction est utilise´e,
– de l’autre, toutes les autres e´tudes (par exemple celles de Leroy [46]
et Harper [33], qui mentionnent explicitement l’avantage d’une repre´-
sentation finie sur la co-induction).
Noter que la de´monstration que nous donnons au troisie`me chapitre tombe
aussi dans cette seconde cate´gorie, ce qui confirme cette tendance.
Revenons aux objets infinis rencontre´s dans notre exemple : ils corres-
pondent ou bien a` des termes, au sens large (les e´tats se´mantiques), ou bien
a` des preuves. Dans les deux cas, ils peuvent eˆtre repre´sente´s concre`tement
par des arbres, dont des branches peuvent eˆtre infinies. Explorer les possi-
bilite´s de repre´sentation par arbres, telle est l’ide´e centrale de cette partie
me´thodologique. En premier lieu, on va de´terminer un moyen pour de´finir
des arbres : ce sera par la re´solution de syste`mes d’e´quations re´cursives.
En second lieu, on montrera que raisonner, c’est prouver : l’induction et la
co-induction, tant dans un syste`me d’infe´rence que dans un treillis complet,
seront caracte´rise´es en utilisant des arbres de preuves, plutoˆt que des points
fixes.
E´quations re´cursives et arbres Comment de´finir des arbres, e´ventuelle-
ment infinis en profondeur ? Nous re´pondons : par des syste`mes d’e´quations
re´cursives.
Par exemple, conside´rons la signature forme´e de deux symboles, 0 et S,
d’arite´ ze´ro et un respectivement, repre´sentant la valeur nulle et la fonction
successeur. Elle permet d’engendrer librement l’ensemble des entiers natu-
rels, qu’on peut repre´senter sous la forme d’arbres, ou mieux, en notation
pre´fixe, de mots, de la manie`re suivante : 0, S 0, S S 0, etc. Le premier ordi-
nal limite, ω, peut eˆtre repre´sente´ par un mot infini, note´ S . . . S . . ., ou Sω,
en notation pre´fixe, et ce mot est l’unique solution de l’e´quation x = S x.
4Dans sa the`se [81], Tofte attribue a` Milner l’ide´e d’utiliser la co-induction, principe pre´-
sente´ par ailleurs dans un article commun [56]. Dans ce dernier, le terme de « co-induction »
est forge´ pour la premie`re fois pour indiquer la me´thode duale de l’induction ; ce sont les
fermetures des fonctions re´cursives qui justifient l’usage de la co-induction, jouant le meˆme
roˆle que les re´fe´rences dans notre exemple. L’ide´e de la co-induction remonte a` des tra-
vaux pre´ce´dents de Milner, concernant la bisimilarite´ de processus concurrents, comme
nous allons le voir plus loin.
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E´videmment, une e´quation de la forme x = x n’admet pas une unique solu-
tion, mais une infinite´. Ainsi, seules les e´quations garde´es sont conside´re´es,
soit des e´quations de la forme
x = f(. . .) ,
ou` le membre droit f(. . .) est un arbre garde´ par un symbole fonctionnel, f ,
et non par une inconnue. Une solution est une valuation, application asso-
ciant a` toute variable inconnue un arbre, qui ve´rifie les e´quations apre`s qu’on
a substitue´ aux inconnues les arbres associe´s par la valuation. On montrera
par la suite l’existence et l’unicite´ de la solution de syste`mes d’e´quations
re´cursives garde´es. Nous traitons deux cas, qui se distinguent par les arbres
conside´re´s, d’une part, les arbres e´tiquete´s, sans aucune contrainte de for-
mation, d’autre part, les arbres respectant une signature a` plusieurs sortes
(des termes, donc).
Par souci de simplification, nous avons cherche´ une formulation unique de ces
deux cas, en de´crivant les arbres e´tiquete´s comme des arbres respectant une
certaine signature, ce qui nous a impose´ d’e´tendre la de´finition habituelle
des signatures : en effet, les arbres e´tiquete´s peuvent eˆtre de degre´ infini,
ce qui n’est pas le cas d’un terme respectant une signature classique. Notre
de´finition des signatures est directement inspire´e de l’approche cate´gorique
de l’alge`bre universelle, ou` les signatures sont remplace´es et ge´ne´ralise´es par
des foncteurs. Reprenons l’exemple de la signature forme´e de deux symboles,
0 et S, d’arite´ ze´ro et un respectivement, repre´sentant la valeur nulle et la
fonction successeur. A` cette signature, dans la cate´gorie des ensembles, on
peut associer le foncteur F de´fini par F (X) = 1 +X, ou` 1 est un ensemble
singleton. Une alge`bre sur la pre´ce´dente signature devient une alge`bre du
foncteur F , soit un couple forme´ d’un ensemble A et d’une application ι de
F (A) dans A : les restrictions de ι a` 1 et A donnent l’interpre´tation respec-
tivement de 0 et S. Ge´ne´ralement, pour une signature a` une seule sorte, le
foncteur F aura donc une forme polynomiale :
F (X) = ΣfXjf ,
ou` f parcourt l’ensemble des ope´rations de la signature et jf repre´sente
l’arite´ de f . Notre ge´ne´ralisation consiste a` conside´rer des formes polyno-
miales plus ge´ne´rales, puisqu’admettant des produits carte´siens quelconques :
F (X) = ΣfXJf ,
ou` pour chaque ope´ration f , Jf est cette fois-ci un ensemble, et non un en-
tier.
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Les re´sultats e´le´mentaires e´voque´s concernant la re´solution des e´quations
re´cursives sont e´videmment bien connus, mais sont ne´anmoins le point de
de´part de de´veloppements conse´quents. Ainsi, les syste`mes d’e´quations por-
tant sur les arbres infinis ont e´te´ particulie`rement e´tudie´s par Courcelle (cf.
[21] par exemple), et c’est la the´orie des sche´mas de programmes5 qui re´cla-
mait une telle e´tude pre´liminaire.
Le terme de garde est surtout utilise´ dans la description des processus
concurrents par des e´quations re´cursives, de manie`re analogue a` notre propre
utilisation (cf. par exemple l’ouvrage de Baeten et Weijland [9, §2.3]) ; de
meˆme, dans la the´orie des types, conside´re´e comme une the´orie de de´finitions
inductives et co-inductives, les termes infinis des types co-inductifs sont in-
troduits par des e´quations re´cursives garde´es, les types co-inductifs servant
ge´ne´ralement a` de´crire des processus (cf. l’article de Coquand [20], pour la
premie`re utilisation de cette notion en the´orie des types).
Les syste`mes d’e´quations re´cursives ne sont pas faciles a` manier en l’e´tat.
En particulier, ils ne permettent pas de prendre en compte facilement l’action
d’ope´rations de´finies sur les arbres. Par exemple, conside´rons un syste`me de
la forme
x = f(. . . y . . .) ,
y = ay ,
...
...
... .
Supposons qu’on s’aperc¸oive que la valuation recherche´e ne ve´rifie pas la
premie`re e´quation, mais une e´quation voisine, de la forme
x = f(. . . α(y) . . .) ,
ou` les occurrences de y ont e´te´ transforme´es en l’application a` y de l’ope´ra-
tion unaire α de´finie sur l’ensemble des arbres. Pour retrouver un syste`me
auquel les re´sultats pre´ce´dents d’existence et d’unicite´ s’appliquent, on est
oblige´ de modifier l’e´quation (y = ay), pour y reporter l’action de α, ce qui
peut entraˆıner de nouvelles modifications pour les e´quations des inconnues
apparaissant dans ay. E´videmment, pour que ce proce´de´ soit correct, α doit
ve´rifier certaines conditions. On cherche donc a` montrer un the´ore`me d’exis-
tence et d’unicite´ de la solution pour des syste`mes ou` des ope´rations entre
arbres interviennent dans les e´quations, the´ore`me valable pour un ensemble
d’ope´rations ve´rifiant certaines conditions.
5Le lecteur inte´resse´ par ce sujet pourra consulter l’article synthe´tique de Courcelle
[23], et en particulier les notes historiques concluant l’article (p. 488).
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Une premie`re solution consiste a` conside´rer les ope´rations comme des e´ti-
quettes, en l’occurrence des symboles fonctionnels, et a` re´aliser le quotient
de l’ensemble des arbres par une congruence, de telle manie`re que chaque
classe d’e´quivalence contienne une unique forme normale, un arbre sans ope´-
ration, repre´sentant le re´sultat du calcul de chaque arbre de la classe. C’est la
voie emprunte´e par Courcelle, dans [22]6 : la congruence, de´finie initialement
comme la plus petite congruence ve´rifiant certaines e´quations sur les arbres
finis, est e´tendue aux arbres infinis, en calculant la forme normale d’un arbre
infini comme la borne supe´rieure des formes normales des arbres finis l’ap-
prochant, l’approximation se de´finissant a` partir de la relation d’ordre « est
moins de´fini que » (la de´finition de cette relation se trouve dans le paragraphe
suivant). Dans ce cas, la condition de garde n’est pas suffisante pour assurer
l’unicite´ de la solution. Par exemple, conside´rons la signature contenant en
plus de la valeur de non-de´finition ⊥, un symbole d’arite´ un, le constructeur
c, et adjoignons a` cette signature l’ope´ration unaire qu’on souhaite utiliser
dans les e´quations, soit le destructeur d. De´finissons la congruence a` partir
des e´quations d⊥ = ⊥ et d(c(e)) = e, pour tout terme fini e ; les formes
normales finies sont de la forme cn⊥, la seule forme normale infinie e´tant
cω. Clairement, l’e´quation x = d(c(x)) admet une infinite´ de solutions, bien
qu’elle soit garde´e.
Comme notre intention est plutoˆt de conserver des e´quations garde´es, et de
qualifier les ope´rations autorise´es dans de telles e´quations, ce n’est pas cette
solution que nous avons adopte´e. Notre solution est issue d’un transfert :
elle provient en effet du de´veloppement d’une the´orie des ensembles, sans
l’axiome de fondation, remplace´ par un axiome, dit d’anti-fondation, affir-
mant l’existence et l’unicite´ de la solution de certains syste`mes d’e´quations
re´cursives sur les ensembles : c’est cette possibilite´ de re´soudre des e´qua-
tions re´cursives qui est a` l’origine de l’inte´reˆt pour cette the´orie, pre´sente´e
en de´tail dans l’ouvrage d’Aczel [7]. Les e´quations conside´re´es sont de la
forme x = {. . . y . . .} ; si on repre´sente les ensembles par leur structure ar-
borescente, de´finie a` partir de la relation d’appartenance, l’analogie avec les
e´quations garde´es sur les arbres devient claire. Ainsi, l’e´quation pre´ce´dente
se re´crit sous la forme x =3 (. . . y . . .) : l’e´tiquette de garde 3 est l’e´tiquette
utilise´e pour les ensembles non vides, les sous-arbres sous cette e´tiquette
repre´sentant les e´le´ments de l’ensemble. Dans l’ouvrage de Barwise et Moss
[13], concernant des applications de cette the´orie des ensembles, la meˆme
pre´occupation que la noˆtre se retrouve : autoriser des ope´rations dans les
6Les cinq premie`res pages de´crivent pre´cise´ment le contenu de l’article, et pourront
comple´ter utilement notre bre`ve pre´sentation.
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e´quations (cf. [13, p. 239]). Nous avons donc adapte´ et ge´ne´ralise´ la solution
qui y est propose´e.
Le membre droit d’une e´quation peut de´sormais comporter des ope´rations
autorise´es. Cependant, afin de pouvoir de´finir facilement la solution d’un sys-
te`me, il est ne´cessaire d’imposer une condition portant sur l’utilisation des
ope´rations autorise´es. Barwise et Moss dans [13, p. 239] imposent d’utiliser
les ope´rations en les appliquant uniquement a` des variables. Nous relaˆchons
cette contrainte en permettant de construire inductivement les membres
droits des e´quations a` partir de ce cas de base, suivant les deux re`gles de
construction suivante :
– si (ai)i est une famille de membres droits, alors pour toute e´tiquette
f , f(ai)i est aussi un membre droit,
– si (ai)i est une famille de membres droits, alors pour toute ope´ration
autorise´e α, α(ai)i est aussi un membre droit,
Dans ce cas, une solution d’un tel syste`me est une valuation ve´rifiant les
e´quations apre`s qu’on a remplace´ les inconnues par les arbres associe´s par
la valuation et effectue´ l’e´valuation des ope´rations. Nous nous inte´ressons
alors a` la re´solution d’un syste`me d’e´quations garde´es, c’est-a`-dire dans les-
quelles toute inconnue est garde´e par au moins une e´tiquette : nous cher-
chons a` de´terminer des conditions portant sur les ope´rations autorise´es dans
les e´quations, suffisantes pour assurer l’existence et l’unicite´ d’une solution.
Nous verrons que si les ope´rations autorise´es peuvent s’e´tendre a` des arbres
contenant des variables et des ope´rations applique´es a` des variables (comme
dans le cas de base) et en pre´server la proprie´te´ de garde, alors on peut se
ramener a` la re´solution d’un syste`me classique d’e´quations garde´es, a` condi-
tion que les ope´rations autorise´es commutent avec les valuations. Telle est
donc la proprie´te´ principale que doit ve´rifier l’ensemble des ope´rations au-
torise´es : c’est e´galement la proprie´te´ donne´e par Barwise et Moss dans [13,
Th. 16.11]. Un exemple inte´ressant d’ope´rations autorise´es, c’est l’ensemble
des applications sur les e´tiquettes, prolonge´es de manie`re naturelle sur les
arbres.
Pour re´sumer, les syste`mes d’e´quations re´cursives permettent de de´finir
des objets infinis sous la forme d’arbres ; dans les e´quations, afin de faci-
liter l’utilisation de cette me´thode de de´finition, certaines ope´rations sont
autorise´es.
Raisonner sur les objets infinis Prenons l’exemple mentionne´ pre´ce´-
demment de la relation d’ordre « est moins de´fini que », de´finie sur l’en-
semble des arbres (augmente´ de l’arbre vide, note´ ⊥) et note´e ≤. Dans ce
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cas, la relation d’ordre est de´finie par un syste`me d’infe´rence, forme´ des
re`gles7 suivantes :
∅
(⊥, a) (a arbre) ,
(ai, bi)i∈I
(f(ai)i∈I , f(bi)i∈I)
(
f e´tiquette
(ai)i, (bi)i : sous arbres
)
.
La premie`re re`gle, qui est un axiome puisqu’il n’y a pas de pre´misses, indique
que l’arbre vide est le plus petit e´le´ment ; la seconde permet de de´duire, pour
toute e´tiquette f , f(ai)i∈I ≤ f(bi)i∈I des ine´galite´s (ai ≤ bi)i∈I : elle s’inter-
pre`te donc comme la croissance de f . Par de´finition, un jugement a ≤ b est
vrai s’il peut eˆtre prouve´ dans le syste`me pre´ce´dent : cela signifie qu’ou bien
a = ⊥, ou bien a et b commencent par la meˆme e´tiquette, et les sous-arbres
respectifs de a et b sont correctement ordonne´s. Si a et b ne sont pas fonde´s,
la preuve ne termine donc pas : elle est infinie en profondeur.
Ge´ne´ralisons : on cherche a` prouver des jugements portant sur des objets
infinis (ou sur des n-uplets d’objets), au sein d’un syste`me d’infe´rence. La
preuve de la validite´ d’un jugement sur un objet se fait en combinant des
re`gles d’infe´rence du syste`me : un jugement se de´duit d’autres jugements,
si ceux-ci forment dans une re`gle ses pre´misses, jugements qui eux-meˆmes
se de´duisent, et ainsi de suite. Une preuve forme bien alors un arbre, ou`
chaque nœud contient un jugement et a pour sous-arbres les preuves de
ses pre´misses suivant une re`gle du syste`me d’infe´rence ; la conclusion de la
preuve est alors a` la racine de l’arbre. Une telle preuve peut eˆtre bien fonde´e
ou non : dans ce dernier cas, on peut construire en remontant la preuve a`
partir de sa conclusion au moins une suite infinie de de´ductions.
Comme les preuves peuvent eˆtre repre´sente´es par des arbres, il est possible
de les de´finir en utilisant des syste`mes d’e´quations re´cursives. Reprenons
l’exemple des entiers naturels, repre´sente´s par les arbres respectant la signa-
ture forme´e des deux symboles 0 et S, d’arite´ ze´ro et un respectivement.
Pour montrer que Sω ≤ Sω, on utilise la seule re`gle applicable
(Sω, Sω)
(S Sω, S Sω)
.
7Il s’agit plutoˆt d’un sche´ma de re`gles, qui de´finit un ensemble de re`gles, obtenu en
parcourant toutes les valeurs possibles des parame`tres libres du sche´ma. On suivra toujours
cette convention : une re`gle posse´dant des parame`tres libres est un sche´ma de re`gles, les
parame`tres libres e´tant quantifie´s universellement.
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La preuve est infinie puisque la pre´misse est identique a` la conclusion, et
peut eˆtre vue comme l’unique solution du syste`me suivant :
x =
x
(Sω, Sω)
.
Nous allons caracte´riser la validite´ des jugements dans un syste`me d’infe´-
rence en admettant certaines preuves et en refusant les autres ; ainsi, une
interpre´tation d’un syste`me d’infe´rence de´gage un ensemble de preuves, dites
admissibles, et un ensemble de jugements, dits valides, qui sont les conclu-
sions des preuves admissibles : on dira que ces conclusions sont valide´es
par leurs preuves, admissibles. L’interpre´tation classique utilise les preuves
bien fonde´es, une autre, plus originale, accepte aussi les preuves infinies en
profondeur. Ainsi, dans l’article d’Aczel [6], souvent cite´, qui pre´sente les
de´finitions inductives et co-inductives (sous le nom de noyau) au sein d’un
syste`me d’infe´rence, seules les preuves bien fonde´es sont utilise´es pour ca-
racte´riser les de´finitions inductives. C’est dans l’article de Coquand [20],
concernant la the´orie des types et de´ja` cite´, qu’est introduite la notion de
preuves de´finies re´cursivement, et donc potentiellement infinies en profon-
deur : par l’isomorphisme de Curry-Howard, un terme s’interpre`te en effet
comme une preuve, et nous avons vu pre´ce´demment qu’un terme d’un type
co-inductif peut eˆtre de´fini par un syste`me d’e´quations re´cursives garde´es.
Nous allons distinguer deux ensembles de preuves admissibles :
– l’ensemble des preuves bien fonde´es, pour lesquelles tout chemin a`
partir de la conclusion est fini,
– l’ensemble de toutes les preuves, ou` les chemins peuvent eˆtre finis
comme infinis.
Ces deux interpre´tations, inductives et co-inductives respectivement, per-
mettent en effet de caracte´riser deux ensembles de jugements remarquables,
les plus petit et plus grand points fixes de l’ope´rateur d’infe´rence associe´
au syste`me : c’est cette multiplicite´ de points de vue qui nous a paru par-
ticulie`rement inte´ressante a` e´tudier, avec d’une part, l’approche de´ductive,
utilisant les preuves, d’autre part, l’approche alge´brique, s’appuyant sur les
points fixes. Avant de de´velopper cette comparaison, d’autres ensembles de
preuves me´ritent cependant d’eˆtre mentionne´s, comme nous allons le voir
maintenant.
Digression : d’autres ensembles de preuves remarquables Voyons
tout d’abord un ensemble interme´diaire entre celui des preuves bien fonde´es
et celui de toutes les preuves. Une preuve est re´gulie`re si sur tout chemin in-
fini partant de la racine, on ne rencontre qu’un nombre fini de sous-preuves.
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Toute preuve bien fonde´e est ainsi re´gulie`re. Quant a` une preuve re´gulie`re,
bien qu’elle puisse eˆtre infinie en profondeur, elle posse`de un caracte`re bien
fonde´, moyennant une repre´sentation particulie`re, que nous de´taillons. As-
socions a` tout syste`me d’infe´rence Φ un nouveau syste`me, Φ′, tel que toute
preuve re´gulie`re dans Φ corresponde a` une preuve bien fonde´e dans Φ′. Les
jugements de Φ′ sont des se´quents qui, comme en de´duction naturelle, ont
pour ante´ce´dent une suite de jugements de Φ, et pour the`se un jugement de
Φ ; on note J ` j un tel se´quent, ou` J est une suite de jugements et j un juge-
ment. Les re`gles de Φ′ se construisent a` partir de celles de Φ ainsi. Conside´-
rons une re`gle (Z, z) de Φ, ce qui signifie que de l’ensemble de pre´misses Z, on
de´duit la conclusion z. On lui associe les re`gles ({(J z ` y) | y ∈ Z}, (J ` z)),
pour toute suite de jugements J ne contenant pas z. L’ide´e est ainsi de consi-
de´rer que la the`se d’un se´quent peut servir d’ante´ce´dent dans une pre´misse :
pour en tirer parti, on ajoute donc l’axiome classique (∅, (J ` z)) si z ap-
partient a` J . C’est cet axiome qui permet d’arreˆter la traduction dans Φ′ de
toute preuve re´gulie`re dans Φ, permettant ainsi d’obtenir une preuve bien
fonde´e. Pre´cise´ment, un jugement j est valide´ par une preuve re´gulie`re dans
Φ si et seulement si le se´quent ∅ ` j est valide´ par une preuve bien fonde´e
dans Φ′.
Reprenons l’exemple pre´ce´dent, ou` il s’agit de montrer que Sω ≤ Sω. La
re`gle
(Sω, Sω)
(Sω, Sω)
donne dans le syste`me associe´ les re`gles
J (Sω, Sω) ` (Sω, Sω)
J ` (Sω, Sω) ,
si bien que la preuve re´gulie`re infinie en profondeur
. . .
(Sω, Sω)
(Sω, Sω)
devient une preuve bien fonde´e, soit
∅
(Sω, Sω) ` (Sω, Sω)
∅ ` (Sω, Sω)
.
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A` notre connaissance, cette transformation a e´te´ uniquement e´tudie´e dans le
cas ou` les preuves infinies sont ne´cessairement re´gulie`res, du fait de la struc-
ture re´gulie`re des jugements. On peut par exemple citer l’e´tude de Brandt
et Henglein [17], concernant les relations d’e´galite´ structurelle et de sous-
typage pour les types re´cursifs, ou` la transformation repose sur la meˆme
ide´e d’utiliser des se´quents.
Pour terminer cet exemple, mentionnons le fait que l’ensemble des conclu-
sions des preuves re´gulie`res forme un point fixe de l’ope´rateur d’infe´rence.
D’autres ensembles de preuves admissibles sont envisageables. Par exem-
ple, on peut envisager de limiter l’application d’une re`gle d’infe´rence suivant
son contexte d’utilisation dans une preuve ; dans l’article des Cousot [24],
certainement a` l’origine de cette ide´e, c’est la profondeur des preuves des
pre´misses qui est prise en compte. Cette me´thode est utilise´e dans les cha-
pitres suivants a` plusieurs reprises (cf. p. 106 pour une introduction, p. 116 et
suivantes pour un traitement de´taille´, p. 196 et p. 202 pour deux exemples).
Dans ce chapitre, nous donnons seulement une de´finition d’une telle inter-
pre´tation, dite mixte, ainsi qu’une manie`re de construire des preuves ad-
missibles. Si nous n’avons pas e´tudie´ plus avant cette interpre´tation, c’est
qu’elle ne me`ne pas a` d’autres caracte´risations inte´ressantes ; par exemple,
la caracte´risation comme point fixe d’un ope´rateur sur les jugements est
peu intuitive, contrairement a` celle par les preuves : c’est en tout cas la
conclusion que nous tirons de la lecture de l’article [24, §1.4], ou` les auteurs
Cousot et Cousod sont cependant moins cate´goriques (« may be less intui-
tive », e´crivent-ils).
En conclusion, cette possibilite´ de varier l’ensemble des preuves admissibles
nous semble un avantage de´cisif de l’approche de´ductive, lui apportant une
grande souplesse.
Par la suite, nous allons comparer pour un syste`me d’infe´rence l’approche
de´ductive, utilisant les preuves, a` une autre approche classique, par points
fixes. Nous nous limitons a` l’ensemble des preuves bien fonde´es et a` celui de
toutes les preuves.
Caracte´risation des points fixes A` tout syste`me d’infe´rence, il est pos-
sible d’associer un ope´rateur croissant sur les jugements, donnant pour tout
ensemble de jugements les conclusions qu’on peut en de´duire en une infe´-
rence : c’est l’ope´rateur d’infe´rence. Il admet un plus petit point fixe et un
plus grand, qui peuvent eˆtre caracte´rise´s8
8Nous nous appuyons sur l’article de Kanamori [43] pour les re´fe´rences historiques qui
suivent et que nous ne reprenons pas dans la bibliographie ; elles concernent des re´sultats
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– de manie`re impre´dicative9, comme plus petite partie stable et plus
grande partie dense (dual de stable) respectivement, graˆce au the´ore`me
de Tarski10,
– de manie`re ite´rative, par induction transfinie, cas particulier du re´sul-
tat valable pour toute application croissante sur un ensemble ordonne´
complet11 (corollaire du the´ore`me de Bourbaki (1939), ou` la re´fe´rence
aux ordinaux est remplace´e par l’affirmation de l’existence d’un en-
semble bien ordonne´).
La caracte´risation par les preuves que nous allons donner est a` la fois pre´dica-
tive et libre de tout recours aux ordinaux12. Nous la qualifions de de´ductive,
ce qu’elle est essentiellement, puisqu’elle s’exprime ainsi :
– un jugement appartient au plus petit point fixe de l’ope´rateur d’infe´-
rence si et seulement s’il est valide´ par une preuve bien fonde´e,
– un jugement appartient au plus grand point fixe de l’ope´rateur d’infe´-
rence si et seulement s’il est valide´ par une preuve quelconque.
Ainsi se justifient que le plus petit point fixe soit appele´ l’ensemble engendre´
inductivement par le syste`me d’infe´rence, de meˆme que le plus grand soit
appele´ l’ensemble engendre´ co-inductivement : il suffit de penser a` la carac-
te´risation correspondante par les preuves.
Les caracte´risations impre´dicatives et ite´ratives concernent toute applica-
tion croissante de´finie sur un treillis complet, et pas seulement un ope´rateur
croissant sur un ensemble. Il est donc naturel de se demander s’il est encore
possible de donner une caracte´risation de´ductive dans le cas ge´ne´ral d’un
treillis complet. Les donne´es du proble`me sont donc modifie´es ainsi : l’en-
semble des jugements est suppose´ former un treillis complet, et on conside`re
une application croissante de´finie sur les jugements, η. La relation d’ordre
entre jugements peut eˆtre interpre´te´e comme une re`gle d’affaiblissement : si
z est infe´rieur a` y et si y a e´te´ prouve´, alors on peut de´duire z. Une interpre´-
mathe´matiques classiques, de´veloppe´s initialement en the´orie des ensembles, conside´re´e
comme la the´orie unifiant les mathe´matiques, et finalement utilise´s pour fonder la se´man-
tique de´notationnelle des langages de programmation.
9Dans le sens e´le´mentaire ou` chaque point fixe appartient a` l’ensemble a` partir duquel
il est de´fini.
10Ou de Knaster-Tarski, Knaster l’ayant montre´ en 1928 dans le seul cas du treillis
complet forme´ des parties d’un ensemble, Tarski le ge´ne´ralisant a` tout treillis complet (en
1939, repris dans son e´tude classique de 1955).
11Un ensemble ordonne´ est complet si toute chaˆıne y admet une borne supe´rieure.
12En ce sens, elle respecte l’intention de Kuratowski, qui dans son article de 1922, cherche
« a` e´liminer les nombres transfinis des raisonnements mathe´matiques », le the´ore`me du
point fixe de Kuratowski e´tant ge´ne´ralise´ par celui de Bourbaki. Cependant, s’exprimer
en terme de bon ordre ou d’ordinal est e´videmment e´quivalent.
38 Chapitre 1. Repre´senter par des arbres
tation en termes d’information se dessine : l’ine´galite´ z < y signifie alors que
z contient moins d’information que y. Ainsi, le plus petit e´le´ment du treillis
peut eˆtre interpre´te´ comme l’absence d’information, et plus ge´ne´ralement,
l’information contenue dans une partie du treillis correspond a` l’information
contenue dans la borne supe´rieure de cette partie. L’interpre´tation de η par
un syste`me d’infe´rence devient claire : le syste`me contient, en plus des re`gles
d’affaiblissement, les re`gles (Z, η(∨Z)), pour toute partie Z. On montre alors
les correspondances suivantes :
– l’ensemble engendre´ inductivement par le syste`me d’infe´rence associe´
est e´gal a` l’ide´al engendre´13 par le plus petit point fixe de η,
– l’ensemble engendre´ co-inductivement est e´gal a` l’ide´al engendre´ par
le plus grand point fixe de η.
Cette de´monstration est mene´e en formalisant l’interpre´tation pre´ce´dente
en termes d’information, par la repre´sentation classique du treillis complet
dans l’ensemble de ses parties, qui utilise les ide´aux principaux (c’est-a`-dire
les ide´aux engendre´s par les e´le´ments du treillis).
La de´finition par les preuves bien fonde´es de l’ensemble engendre´ inductive-
ment par un syste`me d’infe´rence est bien connue : on la trouve par exemple
dans l’introduction d’Aczel aux de´finitions inductives [6]. Pour l’ensemble
engendre´ co-inductivement, cette de´finition par les preuves est rarement
utilise´e, pas par exemple dans l’article pre´ce´dent d’Aczel. Dans l’article de
Coquand [20], qui concerne les objets infinis en the´orie des types, et ou` des
preuves infinies sont utilise´es, c’est sous une forme le´ge`rement diffe´rente que
l’ensemble engendre´ co-inductivement est caracte´rise´ (cf. [20, §2.4]) : elle est
ne´anmoins e´quivalente a` la caracte´risation par les preuves lorsque le syste`me
d’infe´rence est de´terministe14. En ce qui concerne les treillis complets, cette
approche de´ductive n’est pas utilise´e, a` notre connaissance.
Utiliser les preuves pour raisonner Les preuves peuvent eˆtre utilise´es
directement pour valider des jugements. On peut les construire a` partir de
syste`mes d’e´quations re´cursives ; cette me´thode est particulie`rement adapte´e
lorsque c’est l’ensemble engendre´ co-inductivement qui est conside´re´, alors
que pour l’ensemble engendre´ inductivement, il est ne´cessaire en plus de
ve´rifier la bonne fondation des preuves ainsi construites. Dans ce dernier cas,
on pre´fe`re donc partir de la bonne fondation des preuves pour raisonner par
13L’ide´al engendre´ par un e´le´ment z est la section initiale ferme´e engendre´e par z, soit
l’ensemble des y infe´rieurs ou e´gaux a` z.
14Un syste`me d’infe´rence est de´terministe si deux re`gles ayant meˆme conclusion sont
e´gales : la conclusion d’une re`gle de´termine ainsi ses pre´misses, ce qui implique qu’un
jugement est valide´ par une unique preuve.
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re´currence structurelle. Ainsi se dessinent deux principes, l’un co-inductif ,
l’autre inductif ; e´tant donne´ un syste`me d’infe´rence Φ et une partie Z de
l’ensemble des jugements, ils permettent de montrer respectivement que
– Z est inclus dans l’ensemble engendre´ co-inductivement par Φ, si l’on
peut construire des preuves validant les jugements de Z,
– l’ensemble engendre´ inductivement par Φ est inclus dans Z, si l’on
peut montrer l’appartenance a` Z par re´currence structurelle sur les
preuves bien fonde´es.
Ces principes sont optimaux dans le sens ou` la conclusion qu’ils permettent
de de´duire est e´quivalente a` la condition a` ve´rifier pour appliquer le principe.
A` fin de comparaison, il est utile de les de´cliner suivant les deux autres ca-
racte´risations donne´es, impre´dicatives et ite´ratives. Conside´rons l’ope´rateur
d’infe´rence ϕ associe´ a` Φ. Il est possible de calculer le plus petit point fixe a`
partir de l’ensemble vide, puis en ite´rant par ϕ, en prenant pour le premier
ordinal limite, ω, la re´union des ite´re´s, et en continuant ainsi jusqu’a` obtenir
une stabilisation. Soient (∆α(ϕ))α ordinal cette suite d’ite´re´s, stationnaire a`
partir d’un certain rang, et (∇α(ϕ))α ordinal celle obtenue par dualite´ et per-
mettant de calculer le plus grand point fixe. Pour les deux caracte´risations,
voici les conditions permettant de de´duire pour le principe inductif que le
plus petit point fixe de ϕ est inclus dans Z, pour le principe co-inductif que
Z est inclus dans le plus grand point fixe de ϕ :
``````````````caracte´risation
principe
inductif co-inductif
impre´dicative stabilite´ de Z ∩ lfp(ϕ) densite´ de Z∪gfp(ϕ)
ϕ(Z ∩ lfp(ϕ)) ⊆ Z Z ⊆ ϕ(Z ∪ gfp(ϕ))
ite´rative induction transfinie
∀α . ( ∀β < α .
∆β(ϕ) ⊆ Z
) ⇒ ∆α(ϕ) ⊆ Z
∀α . ( ∀β < α .
Z ⊆ ∇β(ϕ)
) ⇒ Z ⊆ ∇α(ϕ)
Avec ces conditions, tous les principes sont optimaux ; autrement dit, pour
chaque principe, toutes ces conditions sont e´quivalentes entre elles et a` la
conclusion qu’elles permettent de de´duire. La comparaison qui suit n’est
donc pas logique, mais me´thodologique. On cherche a` interpre´ter en termes
de preuves les conditions tire´es des caracte´risations impre´dicatives et ite´ra-
tives.
Pour le principe inductif, lorsqu’on raisonne par re´currence structurelle sur
les preuves, on montre, re`gle par re`gle, la condition de stabilite´. Cette condi-
tion de stabilite´ est ge´ne´ralement donne´e sous une forme plus forte, puis-
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qu’elle concerne la stabilite´ de Z et non celle de Z ∩ lfp(ϕ) : le principe
associe´, qui n’est pas optimal, est souvent appele´ le principe inductif de
Park, en re´fe´rence a` son article pre´curseur [62]. La forme plus faible, utilise´e
ici, qui donne un principe optimal, est tre`s courante : en te´moigne par exem-
ple son utilisation dans des de´monstrateurs de the´ore`mes, comme Isabelle
[64, §2.3].
Quant a` l’induction transfinie, elle correspond a` l’ordonnancement des preuves
suivant leur hauteur, plus exactement suivant une notion e´tendue de la hau-
teur, exprime´e par un ordinal. La hauteur d’un arbre fini est donne´e par un
entier naturel, mesurant la longueur du plus grand chemin de la racine a`
une feuille, et est de´finie par l’e´quation re´cursive suivante :
h(f(ai)i∈I) =
∨
i∈I
h(ai) + 1 ,
ou` f(ai)i∈I est l’arbre e´tiquete´ par f a` la racine et ayant pour sous-arbres
imme´diats les arbres de la famille (ai)i∈I . Cette de´finition peut eˆtre e´ten-
due aux arbres bien fonde´s, a` condition de l’interpre´ter dans la classe des
ordinaux, et non seulement dans l’ensemble des entiers. C’est qu’en effet
un arbre bien fonde´ peut posse´der un nœud ayant une infinite´ de fils, et la
borne supe´rieure peut eˆtre alors infinie dans l’e´quation pre´ce´dente. A` l’aide
de cette notion de hauteur, on montre que l’ensemble ∆α(ϕ) est constitue´
des jugements valide´s par au moins une preuve de hauteur infe´rieure a` α :
on dit que ces jugements admettent une complexite´ infe´rieure a` α. Cette
caracte´risation des ite´re´s a` partir des preuves est classique et se trouve par
exemple dans l’article d’Aczel [6, pp. 743, 747].
Pour le principe co-inductif, l’induction transfinie sur les ite´re´s s’interpre`te
plus facilement si l’on raisonne par dualite´. Soit ϕ˜ l’ope´rateur dual de ϕ,
de´fini par
ϕ˜(Z) = ¬ϕ(¬Z) ,
ou` pour toute partie Z de l’ensemble des jugements, ¬Z est son comple´men-
taire. Cet ope´rateur permet de de´finir le syste`me dual de Φ, note´ Φ˜. E´tant
donne´ un ite´re´∇α(ϕ), on cherche a` caracte´riser ses jugements par les preuves
qu’ils admettent dans un certain syste`me d’infe´rence. Comme l’ite´re´ contient
l’ensemble engendre´ co-inductivement par Φ, ce syste`me est ne´cessairement
une extension de Φ : le plus simple est d’y ajouter des axiomes. La question
est de savoir quels axiomes. On peut montrer facilement que le plus grand
point fixe de ϕ a pour comple´mentaire le plus petit point fixe de ϕ˜, de meˆme
que ∇α(ϕ) a pour comple´mentaire ∆α(ϕ˜), soit l’ensemble des jugements de
complexite´ infe´rieure a` α dans le syste`me dual Φ˜. On montrera qu’il suffit
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d’ajouter comme axiomes a` Φ les jugements de complexite´ α+1 dans Φ˜ pour
obtenir la caracte´risation souhaite´e, qui semble nouvelle : l’ite´re´ ∇α(ϕ) est
alors e´gal a` l’ensemble engendre´ co-inductivement par cette extension de Φ.
Quant a` la condition de densite´, toujours pour le principe co-inductif, elle
permet de de´finir pour chaque jugement j de Z une e´quation re´cursive de´-
finissant la preuve de j en fonction de preuves d’autres jugements de Z et
de preuves de jugements dans gfp(ϕ). Plus ge´ne´ralement, e´tant donne´ un
syste`me d’e´quations re´cursives de´finissant des preuves, pour de´duire que Z
est inclus dans le plus grand point fixe de ϕ, il suffit de pouvoir associer
a` chaque jugement de Z une e´quation de manie`re a` ce que la valeur de la
solution en l’inconnue correspondante donne la preuve du jugement . La
condition de densite´ s’exprime donc plutoˆt ainsi :
∃Y . Z ⊆ Y ∧ Y ⊆ ϕ(Y ) .
Par exemple, Y peut eˆtre choisi e´gal a` l’ensemble des jugements valide´s
par les preuves solutions du syste`me, ainsi que par leurs sous-preuves. Cette
condition est seulement en apparence plus faible que la condition donne´e pre´-
ce´demment, car toutes les deux sont e´quivalentes a` la conclusion du principe
co-inductif, Z ⊆ gfp(ϕ).
La condition de densite´ est la condition duale de celle de stabilite´. Elle est
particulie`rement utilise´e pour montrer que deux processus sont bisimilaires,
habituellement sous sa forme plus forte, Z ⊆ ϕ(Z). Illustrons notre com-
paraison par cet exemple de la bisimilarite´, au cœur de la se´mantique des
processus communicants depuis les travaux fondateurs de Park [63] et Milner
[54].
L’exemple de la bisimilarite´ entre processus Conside´rons un ensem-
ble de processus, ge´ne´ralement donne´ par une alge`bre, et une relation de
transitions e´tiquete´es entre processus. Si P et P ′ sont deux processus, la
transition P a−→ P ′ signifie que le processus P peut se transformer en P ′
en re´alisant l’action (observable) a. Deux processus sont dits bisimilaires
s’ils re´alisent exactement les meˆmes actions, plus exactement les meˆmes se´-
quences d’actions maximales : ce n’est pas leur structure interne qui importe,
mais leurs actions observables, d’ou` le terme de simulation pour rendre
compte de cette e´quivalence. Formellement, la relation de bisimilarite´ est
de´finie par un syste`me d’infe´rence. Pour faciliter l’expression des re`gles d’in-
fe´rence, il est utile d’appeler une fonction de choix pour un processus P
toute fonction S de l’ensemble des actions dans l’ensemble des processus
telle que pour toute action a du domaine de S, la transition P a−→ S(a) est
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possible. Le syste`me d’infe´rence contient alors toutes les re`gles bien de´finies
de la forme suivante, pour tout couple de processus (P1, P2) et toute paire
de fonctions de choix S1 et S2 pour les processus P1 et P2 respectivement :
{(P ′1, S2(a)) | P1 a−→ P ′1} ∪ {(S1(a), P ′2) | P2 a−→ P ′2}
(P1, P2)
.
Comme les processus ont pour vocation d’eˆtre des objets au comportement
infini, c’est l’interpre´tation co-inductive de ce syste`me qui est retenue. L’ope´-
rateur d’infe´rence associe´ ϕ est alors de´fini pour toute relation R par :
ϕ(R)
def
= {(P1, P2) |∀ a . ∀P ′1 . P1 a−→ P ′1 ⇒
∃P ′2 . P2 a−→ P ′2 ∧ (P ′1, P ′2) ∈ R
∧
∀P ′2 . P2 a−→ P ′2 ⇒
∃P ′1 . P1 a−→ P ′1 ∧ (P ′1, P ′2) ∈ R} .
La de´finition habituelle de la bisimilarite´ utilise cet ope´rateur, puisqu’elle
est de´finie comme la plus grande relation R ve´rifiant R ⊆ ϕ(R) (voir par
exemple l’expose´ de Milner pre´sentant la se´mantique des processus concur-
rents [55, pp. 1216-1217]). On reconnaˆıt la caracte´risation de Tarski du plus
grand point fixe de ϕ. La me´thode de de´monstration par bisimulation, tre`s
utilise´e pour les alge`bres de processus, de´duit de la condition forte de den-
site´ la bisimilarite´ : e´tant donne´e une relation R entre processus, si R est
inclus dans ϕ(R), alors les couples de processus dans R sont bisimilaires.
A` ce principe qui n’est pas optimal, une ame´lioration peut eˆtre apporte´e,
permettant d’utiliser une condition plus faible que la densite´. L’article de
Sangiorgi [75] en donne une formulation synthe´tique : e´tant donne´e une re-
lation R, si R est inclus dans ϕ(F (R)), pour une application F ve´rifiant
certaines conditions, alors les couples de processus dans R sont bisimilaires.
Les conditions portant sur F visent a` assurer que la re´union des ite´re´s de R
par F ,
⋃
i∈N F
i(R)15, forme une partie dense pour ϕ (cf. [75, Th. 2.11]). On
reconnaˆıt cette fois-ci une instance de la condition ∃S . R ⊆ S ∧ S ⊆ ϕ(S),
aboutissant a` un principe optimal.
Ici s’ache`ve la pre´sentation du chapitre. Par la suite, nous e´tudions suc-
cessivement
– les syste`mes d’e´quations re´cursives,
15On traite ici le seul cas ou` F est expansive (R ⊆ F (R) pour toute relation R), cas
auquel il est possible de se ramener.
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– la caracte´risation de´ductive de l’induction et de la co-induction, faisant
appel aux preuves.
Nous pre´sentons aussi un exemple e´le´mentaire d’application de l’approche
de´ductive, en de´finissant l’ordre d’approximation et l’e´galite´ entre arbres par
des syste`mes d’infe´rence interpre´te´s co-inductivement. On obtient ainsi une
formulation e´le´gante de ces relations habituellement pre´sente´es sous la forme
d’une extension aux arbres des relations sur les e´tiquettes (cf. par exemple
l’article de Courcelle [21, p. 45]). Nous donnons ces de´finitions en raison,
non pas de leur inte´reˆt intrinse`que, mais de leur utilite´ dans les chapitres
suivants.
Pre´alablement a` tout de´veloppement, pre´cisons quelques notations concer-
nant les familles.
Notations : applications, fonctions et familles Une application est de´-
finie par un ensemble de de´part, E, un ensemble d’arrive´e, F , et un graphe,
relation fonctionnelle incluse dans E×F et de domaine l’ensemble de de´part
E. On note FE l’ensemble des applications de E dans F .
De manie`re classique, on conside`re par la suite qu’une fonction f de E dans
F est le prolongement d’une application de´finie sur une partie de E, qui
associe a` tout e´le´ment hors de cette partie la valeur de non de´finition ⊥.
En notant F⊥ l’ensemble (pointe´) F ∪ {⊥}, on obtient que toute fonction
de E dans F devient une application de E dans F⊥ ; assez naturellement,
l’ensemble des fonctions de E dans F est note´ (F⊥)E . On note dom f le
domaine de f , soit l’ensemble des x de E tels que f(x) 6= ⊥.
On appelle aussi famille le graphe d’une application. Ce faisant, on met l’ac-
cent sur une notation particulie`re : si f est une application de E dans F ,
on note (f(i))i∈E , ou (fi)i∈E , ou encore laconiquement (f), la famille asso-
cie´e. L’ensemble E est appele´ l’ensemble des indices de la famille, l’ensemble
f(E), celui des e´le´ments de la famille ou l’image de la famille. Il convient
de noter que l’ensemble des applications de E dans F est en bijection avec
l’ensemble des familles ayant pour ensemble d’indices E et pour image une
partie de F ; par la suite, nous utilisons tacitement cette bijection.
Souvent, une famille sert a` de´crire un ensemble, sous une forme indexe´e :
une famille de´crit l’ensemble E si son image est l’ensemble E. Lorsque la fa-
mille est injective, c’est-a`-dire lorsque l’application associe´e l’est, on obtient
une description univoque de l’ensemble E. Par exemple, la famille identique
(i)i∈E de´crit l’ensemble E de manie`re univoque.
Dans le cas ou` les e´le´ments de la famille sont traite´s comme des ensembles,
on pre´fe`re une notation ensembliste. La famille (Ai)i∈I est alors note´e comme
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le produit carte´sien indexe´
∏
i∈I Ai ; c’est qu’en effet les familles d’ensembles
permettent de ge´ne´raliser le produit carte´sien, une famille (ai)i∈I apparte-
nant au produit carte´sien ge´ne´ralise´
∏
i∈I Ai si pour tout i, on a ai ∈ Ai.
Enfin, e´voquons quelques familles remarquables.
Lorsque l’ensemble des indices I est fini, il est implicitement suppose´ que
I est un segment initial de l’ensemble des entiers naturels. Si I a n e´le´-
ments, on utilise alors une notation carte´sienne, (f0, . . . , fn−1), pour la fa-
mille (fi)0≤i<n ; avec le point de vue ensembliste, on note A0× . . .×An−1 la
famille (Ai)0≤i<n ; bien noter que la classe des familles d’ensembles indexe´es
par un segment initial des entiers naturels est en bijection avec la classe
des produits carte´siens d’ensembles ; par la suite, la` encore, nous utilisons
tacitement cette bijection.
La famille associe´e a` la fonction de domaine vide est note´e ()16 ; on asso-
cie a` l’application constante sur E de valeur c la famille constante (c)i∈E ;
avec le point de vue ensembliste, cette famille se note cE , puisqu’elle corres-
pond a` l’ensemble des applications de E dans c ; la famille associant y a` x
est note´e (x : y) ; e´tant donne´ une famille (fi)i∈I , son prolongement en x
n’appartenant pas a` I par la valeur y est note´ ((f), x : y).
1.1 De´finir des arbres
Par la suite, les arbres sont repre´sente´s de manie`re concre`te. On consi-
de`re deux ensembles, P, l’alphabet a` partir duquel est engendre´ librement
l’ensemble des positions, et F , l’ensemble des e´tiquettes associe´es aux posi-
tions ; un arbre est alors une fonction de l’ensemble P∗ des positions dans
l’ensemble des e´tiquettes, dont le domaine est ferme´ par pre´fixe. On se re´fe´-
rera au tableau 1.1 pour des de´finitions classiques concernant les arbres, qui
peuvent eˆtre infinis en profondeur et en largeur17.
Nous plongeons l’ensemble de variables X dans T ∞F [X ] : a` chaque variable x
est associe´ l’arbre (ε 7→ x), qu’on notera aussi x. De meˆme, l’ensemble F est
plonge´ dans T ∞F , tout comme la valeur de non-de´finition, ⊥, dans (T ∞F )⊥.
Les notations pour les images de ces plongements sont cohe´rentes avec la
notation pre´fixe de la fin du tableau 1.1.
16Nous utiliserons cette notation e´galement dans l’interpre´tation ensembliste, a` la place
de la notation courante 1, ensemble singleton, qui est un e´le´ment neutre du produit car-
te´sien (a` un isomorphisme pre`s).
17C’est-a`-dire de degre´ infini.
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P∗ (ensemble des positions) : mono¨ıde libre engendre´ par P, un mot p est
note´ p(0) . . . p(|p| − 1), ε est le mot vide
≺p (relation pre´fixe imme´diate) : p ≺p q s’il existe j ∈ P tel que p j = q
≺+p ,≺∗p (relations pre´fixes) : fermetures respectivement transitive, re´flexive
et transitive de ≺p
≺s (relation suffixe imme´diate) : p ≺s q s’il existe j ∈ P tel que j p = q
≺+s ,≺∗s (relations suffixes) : fermetures respectivement transitive, re´flexive
et transitive de ≺s
F : ensemble des e´tiquettes
⊥ : valeur de non-de´finition, et particulie`rement notation pour l’arbre vide
T ∞F (arbres e´tiquete´s par F) : une fonction a : P∗ → F appartient a` T ∞F si
son domaine, dom a, est non vide et ferme´ par pre´fixe
(T ∞F )⊥ : T ∞F ∪ {⊥} (ajout de l’arbre vide)
X : ensemble de variables
T ∞F [X ] : arbres e´tiquete´s par (F ∪ X ) tels que toute variable apparaˆıt ne´-
cessairement en une feuille
sous-arbre : a/p est le sous arbre en position p (vide si p /∈ dom a)
≺ (relation « est un sous-arbre imme´diat de ») : a ≺ b s’il existe j ∈ P tel
que a = b/j
≺+ ,≺∗ (relations « est un sous-arbre de ») : fermetures respectivement
transitive, re´flexive et transitive de ≺
f(ai)i∈I : notation pre´fixe pour un arbre a ∈ T ∞F (ou (T ∞F )⊥) de´fini par
a(ε) = f et pour tout i ∈ I, a/i = ai, avec ai ∈ T ∞F (ou (T ∞F )⊥) (I ⊆ P)
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1.1.1 Re´currence et re´cursion
En premier lieu, nous pre´sentons la me´thode qui va nous permettre de
raisonner sur les arbres infinis en profondeur, c’est-a`-dire posse´dant un che-
min infini a` partir de la racine. Rappelons pre´alablement la manie`re dont
on raisonne sur les arbres bien fonde´s. Un arbre a ∈ T ∞F est bien fonde´
s’il n’existe pas de suite strictement croissante dans son domaine ordonne´
par la relation pre´fixe ≺+p . La relation « est un sous-arbre de », ≺+, res-
treinte a` l’ensemble T des arbres bien fonde´s, est alors bien fonde´e : en effet,
remarquons que a/p q = (a/p)/q, si bien qu’une suite strictement de´crois-
sante d’arbres correspondrait a` une suite strictement croissante de positions
appartenant au domaine du premier arbre de la suite. La re´currence struc-
turelle est alors l’outil naturel pour montrer des proprie´te´s concernant les
arbres bien fonde´s, et la re´cursion pour de´finir des applications de domaine
l’ensemble de ces arbres.
Pour les arbres infinis, ces techniques ne sont plus possibles. Cependant, par
une forme de dualite´, plutoˆt que de s’appuyer sur la bonne fondation des
arbres, on peut raisonner par re´currence sur les positions : on change de
perspective, qui d’oriente´e initialement vers les feuilles se dirige maintenant
vers la racine.
Prenons l’exemple d’une proprie´te´ de´finie par un pre´dicat binaire P , fonc-
tion d’un arbre et d’une position. Comme on le verra, d’utiles proprie´te´s sont
stables pour un syste`me d’infe´rence forme´ de re`gles de la forme suivante :
{(a/qi , ri) | i ∈ I}
(a, p)
,
ou` a` tout arbre a et a` toute position p, a e´te´ associe´e une famille ((qi, ri))i∈I ,
e´ventuellement vide, telle que pour tout i appartenant a` I, on a qi ri = p et
qi 6= ε. La stabilite´ signifie que si pour tout i on a montre´ P (a/qi , ri), alors
on peut de´duire P (a, p). Elle peut eˆtre utilise´e de deux manie`res, duales.
Si on conside`re les arbres bien fonde´s, on peut raisonner par re´currence
structurelle ainsi. Soit a un arbre et supposons
∀ b ≺+ a . ∀ p . P (b, p) .
Par stabilite´, on de´duit que pour toute position p, on a P (a, p), et on peut
conclure que la proprie´te´ est ve´rifie´e universellement.
Si on conside`re tous les arbres, bien fonde´s ou non, on raisonne par re´currence
sur les positions, ordonne´s par la relation suffixe ≺+s . Soit p une position et
supposons
∀ r ≺+s p . ∀ a . P (a, r) .
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Par stabilite´, on de´duit que pour tout arbre a, on a P (a, p), et on peut
conclure que la proprie´te´ est ve´rifie´e universellement.
Il s’ave`re que les deux techniques que nous venons d’e´voquer sont des ins-
tances du the´ore`me classique suivant, valable pour tout ensemble muni d’une
relation bien fonde´e.
1.1.1 The´ore`me (Re´currence et re´cursion)
Soit W un ensemble muni d’une relation bien fonde´e < , c’est-a`-dire n’ad-
mettant pas de suite strictement de´croissante suivant < 18 :
∀ (an)n∈N ∈WN . ¬(∀n . an+1 < an) .
Conside´rons une proprie´te´ portant sur les e´le´ments de W et de´finie par un
pre´dicat unaire Q ve´rifiant :
∀ a ∈W . (∀ a′ < a . Q(a′))⇒ Q(a) .
Alors la proprie´te´ est universellement vraie :
∀ a ∈W . Q(a) .
E´tant donne´ un ensemble A quelconque, soit F une fonction de W × (A⊥)W
dans A telle que pour tout couple (x, f) du domaine de F , f a pour domaine
de de´finition la section initiale ouverte engendre´e par x :
∀ y ∈W . y < x⇔ y ∈ dom f .
Alors il existe une unique application g ve´rifiant :
∀x ∈W . g(x) = F (x, g|<x) ,
ou` g|<x est la restriction de g a` la section initiale ouverte engendre´e par x.
La de´monstration que nous donnons utilise un syste`me d’infe´rence pour
construire le graphe de l’application de´finie re´cursivement. Il conviendrait
donc de lire pre´alablement les de´finitions du paragraphe 1.2.1 : outre les
de´finitions d’un syste`me d’infe´rence, de ses re`gles d’infe´rence et des preuves
18Il s’agit plutoˆt d’un crite`re de terminaison pour la relation inverse de < . Il est souvent
pre´fe´re´ la de´finition nœthe´rienne d’une relation bien fonde´e, qui affirme que toute partie
non vide admet un e´le´ment minimal suivant < . Cette de´finition implique le crite`re de
terminaison, qui lui est e´quivalent si l’on admet l’axiome du choix. Remarquons que la
de´monstration du the´ore`me utilise d’ailleurs cet axiome.
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dans ce syste`me, il est indispensable de savoir que l’ensemble engendre´ in-
ductivement par ce syste`me se de´finit comme l’ensemble des conclusions des
preuves qui sont bien fonde´es.
De´monstration
• Re´currence
Supposons ∀ a ∈ W . (∀ a′ < a . Q(a′)) ⇒ Q(a). Montrons par l’absurde le
re´sultat. On suppose que le comple´mentaire de Q dans W n’est pas vide ;
on va construire par re´currence une suite (an)n forme´e d’e´le´ments du com-
ple´mentaire de Q, strictement de´croissante suivant < , ce qui contredit la
bonne fondation de W .
◦ n = 0
Par hypothe`se, il existe a n’appartenant pas a` Q et on pose a0 = a.
◦ n > 0
Supposons la suite construite jusqu’au rang n− 1. Ne´cessairement, il existe
a′ < an−1 n’appartenant pas a` Q et on pose an = a′.
• Re´cursion
L’unicite´ se de´montre par re´currence structurelle sur W sans difficulte´.
Montrons l’existence. Conside´rons le syste`me d’infe´rence de´fini sur W × A
et compose´ uniquement des re`gles
{(y, f(y)) | y < x}
(x, F (x, f))
,
pour tout x dans W et toute fonction f de W dans A de domaine < x.
Ce syste`me a pour but de de´crire le graphe de g. Conside´rons l’ensemble en-
gendre´ inductivement par ce syste`me, I, et montrons qu’il de´crit un graphe
d’application.
Tout d’abord, montrons que c’est un graphe de fonction : si (x, a) et (x, a′)
sont dans I, alors a = a′.
C’est imme´diat par re´currence structurelle sur la preuve bien fonde´e de
(x, a).
Montrons maintenant que I de´finit un graphe d’application.
On montre par re´currence sur W la proprie´te´ suivante : pour tout x de W ,
il existe un e´le´ment a de A tel que (x, a) appartienne a` I.
Soit x dans W . Supposons que pour tout y < x, il existe ay tel que (y, ay)
appartienne a` I. Alors soit f la fonction de´finie sur < x par f(y) = ay.
De´finissons a par F (x, f) : on a bien (x, a) dans I.
Finalement, par construction, l’application g de´finie inductivement par le
syste`me d’infe´rence ve´rifie ∀x ∈W . g(x) = F (x, g|<x).
x
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Par la suite, on utilisera ce the´ore`me pour l’ensemble des arbres bien
fonde´s et pour l’ensemble des positions, le mono¨ıde libre P∗, bien fonde´
suivant la relation d’ordre suffixe ≺+s .
1.1.2 Re´soudre des syste`mes d’e´quations re´cursives
Venons-en maintenant au cœur de cette partie, et de´finissons les syste`mes
d’e´quations re´cursives que nous conside´rons.
En un premier temps, nous conside´rons l’ensemble T ∞F des arbres e´ti-
quete´s ; dans un second temps, on construit les arbres en respectant une
contrainte supple´mentaire, exprime´e sous la forme d’une signature.
Pour mate´rialiser la solution d’un syste`me, introduisons les valuations.
Une valuation attribue a` chaque variable une valeur, choisie parmi les arbres
sans variable, et lorsqu’elle est applique´e a` un arbre posse´dant des variables,
elle remplace chacune de ses variables par la valeur associe´e. Pre´cise´ment,
une valuation ν est une application de X dans T ∞F . Son extension, de T ∞F [X ]
dans T ∞F , note´e [ν] en position suffixe, est de´finie ainsi, pour tout arbre
a ∈ T ∞F [X ] et toute position p :
a[ν](p)
def
=

a(p) si a(p) ∈ F ,
ν(y)(r) si
{
p = q r ,
a(q) = y (y ∈ X ) ,
⊥ sinon.
Remarquons que dans le second cas, la de´composition de p en q r est unique,
tout comme la variable y, puisqu’une variable ne peut eˆtre qu’une feuille.
Un syste`me d’e´quations re´cursives sur T ∞F [X ] est une famille (non ne´cessai-
rement finie) (ax)x∈X d’arbres appartenant a` T ∞F [X ], indexe´e par l’ensemble
X des variables inconnues, et est note´ ainsi :
(x = ax)x∈X .
Pour toute variable x, l’expression x = ax est alors appele´e l’e´quation en x
du syste`me ; elle est garde´e si son membre droit posse`de une e´tiquette de
garde :
ax(ε) ∈ F .
Le syste`me est garde´ si chacune de ses e´quations est garde´e. Une solution
du syste`me est une valuation ν telle que :
∀x ∈ X . ν(x) = ax[ν] .
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Souvent, nous conside´rerons des syste`mes quasi-uniformes, qui sont garde´s :
soit ax appartient a` T ∞F , soit ax = f(xi)i∈I (en notation pre´fixe), ou` f
appartient a` F et pour tout i, xi est une variable.
Le the´ore`me suivant est fondamental.
1.1.2 The´ore`me (Existence et unicite´ de la solution dans T ∞F )
Tout syste`me garde´ d’e´quations re´cursives sur T ∞F [X ] admet une unique
solution a` valeur dans T ∞F .
De´monstration
Soient (x = ax)x∈X un syste`me garde´ et ν une valuation. On a :
∀x ∈ X . ν(x) = ax[ν] ⇔ ∀x ∈ X , p ∈ P∗ . ν(x)(p) = ax[ν](p) .
E´valuons ax[ν](p) :
ax[ν](p) =

ax(p) si ax(p) ∈ F ,
ν(y)(r) si
{
p = q r ,
ax(q) = y (y ∈ X ) ,
⊥ sinon.
Puisque le syste`me est garde´, dans le second cas, r ≺+s p. Ainsi, la valuation ν
est solution si et seulement si la famille (ν(x))x ve´rifie une de´finition re´cursive
sur l’ensemble bien fonde´ des positions (ordonne´ suivant la relation suffixe).
Par le the´ore`me 1.1.1 (p. 47), il existe une unique famille ve´rifiant cette
de´finition re´cursive : c’est l’unique solution du syste`me.
x
Plutoˆt que seulement conside´rer des arbres e´tiquete´s, il est souvent utile
de munir l’ensemble des arbres d’une structure alge´brique. Chaque e´tiquette
symbolise alors une fonction posse´dant un certain profil. Si les arbres sont
d’une seule sorte, le profil se re´duit a` l’arite´, soit le nombre d’arguments ; s’ils
sont de plusieurs sortes, le profil se compose de l’arite´, qui donne les sortes
du premier argument jusqu’au dernier, ainsi que de la sorte du re´sultat.
Dans les deux cas, le nombre d’arguments est fini, et cette limitation nous
empeˆche de conside´rer les arbres e´tiquete´s comme un cas particulier d’arbres
respectant une certaine signature. Aussi, nous ge´ne´ralisons cette notion de
signature, de manie`re a` pouvoir traiter par la suite le seul cas des arbres
respectant une signature sans restreindre la porte´e de notre propos : nous
parlerons de signature concre`te, dans le sens ou` l’ensemble des positions P∗
est pris en compte dans la de´finition de la signature.
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On conside`re un ensemble de sortes S, un ensemble P engendrant libre-
ment les positions et un ensemble d’e´tiquettes F .
Une signature concre`te de´finie sur S, P et F est forme´e de deux applica-
tions, d’une part d’une application de F dans l’ensemble des fonctions de P
dans S donnant pour chaque e´tiquette son arite´ concre`te, soit la position et
la sorte de chaque argument, et d’autre part d’une application de F dans S,
donnant la sorte du re´sultat.
Soit Σ = (A : F → (S⊥)P ,R : F → S) une signature concre`te. Si f est une
e´tiquette, le couple (A(f),R(f)) est appele´ le profil de f , et se note( ∏
j∈domA(f)
A(f)(j)
)→ R(f) .
Un arbre a appartenant a` T ∞F respecte la signature Σ si pour toute position
p de son domaine, la condition d’arite´ est ve´rifie´e :
∀ j ∈ P, s ∈ S . A(a(p))(j) = s⇔ (p j ∈ dom a ∧R(a(p j)) = s) .
Ainsi, dans le cas classique d’une signature a` une seule sorte, qu’on notera
s, ou` l’arite´ d’une e´tiquette se de´finit par le nombre de ses arguments, il est
possible de prendre pour P l’ensemble des entiers naturels, N, et de de´finir
la signature concre`te ainsi : si une e´tiquette a pour arite´ n, alors son arite´
concre`te est la fonction qui associe a` tout entier entre 0 et n−1 la sorte s, la
sorte de son re´sultat e´tant e´videmment s ; dans ce cas, la condition d’arite´
se re´crit ainsi, pour un arbre a en une position p de son domaine telle que
a(p) a pour arite´ n :
∀ j ∈ P . 0 ≤ j < n⇔ p j ∈ dom a .
Comme annonce´ en introduction, montrons que l’ensemble T ∞F des arbres
e´tiquete´s est isomorphe a` l’ensemble T ∞Σ des arbres respectant une certaine
signature concre`te Σ, a` une seule sorte s. Cet isomorphisme qu’on note ι an-
note chaque e´tiquette d’un arbre par l’arite´ concre`te rencontre´e en la position
conside´re´e, sa re´ciproque les effac¸ant. Pre´cise´ment, la signature concre`te Σ
est de´finie sur le singleton {s}, forme´ de l’unique sorte, l’ensemble P engen-
drant librement les positions et sur l’ensemble F × ({s}⊥)P des e´tiquettes,
et est munie des deux applications A et R ve´rifiant
A((f,A))
def
= A ,
R((f,A))
def
= s ,
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alors que l’isomorphisme ι ve´rifie l’e´quation :
ι(f(ai)i∈I) = (f, (s)i∈I)(ι(ai))i∈I .
Nous re´capitulons dans le tableau 1.2 les de´finitions et les notations utiles
concernant les signatures concre`tes et les termes, c’est-a`-dire les arbres res-
pectant une signature. Bien noter la diffe´rence entre les valeurs de non-
de´finition ⊥s et la valeur de non-de´finition, ⊥, vue pre´ce´demment. Une po-
sition p dans un arbre a telle que a(p) = ⊥s appartient au domaine de a,
alors que la valeur de non-de´finition ⊥ se de´finit par l’e´quivalence suivante :
a(p) = ⊥ def⇔ p /∈ dom a .
Aussi, l’arbre vide, pre´ce´demment de´fini comme l’arbre de domaine vide et
note´ ⊥, ne respecte aucune signature concre`te. A` la place, pour chaque sorte
s, il existe un arbre vide, note´ ⊥s, de domaine ε. Bien suˆr, l’isomorphisme
de´crit pre´ce´demment entre T ∞F et T ∞Σ , pour une certaine signature concre`te
Σ, se prolonge en un isomorphisme entre (T ∞F )⊥ et T ∞Σ⊥ .
Enfin, l’e´galite´ entre deux termes a et b est e´quivalente a` :
∀ p ∈ P∗ . a(p) = b(p) ,
ou encore, sans utiliser la valeur ⊥,
(dom a = dom b) ∧ (∀ p ∈ dom a . a(p) = b(p)) .
On peut affaiblir cette dernie`re proposition, graˆce a` la condition d’arite´.
1.1.3 Lemme (E´galite´ entre termes)
Conside´rons une signature concre`te Σ et deux Σ-termes a et b. Alors :
a = b⇔ (dom a ⊆ dom b) ∧ (∀ p ∈ dom a . a(p) = b(p)) .
De´monstration
Supposons dom a ⊆ dom b et ∀ p ∈ dom a . a(p) = b(p). Montrons que
dom a = dom b par l’absurde.
Soit p tel que a(p) = ⊥ et b(p) 6= ⊥.
Conside´rons l’ensemble P forme´ des pre´fixes q de p ve´rifiant a(q) 6= ⊥ :
P = {q ≺∗p p | a(q) 6= ⊥} .
Comme a n’est pas l’arbre vide, P n’est pas vide. Soit q le plus grand e´le´ment
de P pour la relation d’ordre ≺∗p ; ne´cessairement q ≺+p p. Comme b(p) 6= ⊥,
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S : ensemble des sortes
P∗ : ensemble des positions
F : ensemble des e´tiquettes
Σ (signature concre`te) :
A : F → (S⊥)P e´tiquette 7→ positions et sortes de ses arguments
R : F → S e´tiquette 7→ sorte du re´sultat
f : (
∏
j∈domA
A(j))→ s def⇔ A(f) = A ∧R(f) = s
T ∞Σ : Σ-alge`bre des Σ-termes (arbres bien fonde´s ou non respectant Σ)
T ∞Σ def= {a ∈ T ∞F | ∀ p ∈ dom a . ∀ j ∈ P, s ∈ S .
A(a(p))(j) = s⇔ p j ∈ dom a ∧R(a(p j)) = s}
(T ∞Σ : s) : ensemble des Σ-termes de sorte s
(T ∞Σ : s) def= {a ∈ T ∞Σ | R(a(ε)) = s}
a : s
def⇔ a ∈ (T ∞Σ : s)
⊥s : valeur de non-de´finition, de profil () → s (pas d’argument, re´sultat de
sorte s)
Σ⊥ (signature pointe´e) : signature concre`te obtenue en ajoutant les valeurs
de non-de´finition ⊥s (pour chaque sorte s)
T ∞Σ⊥ : Σ⊥-alge`bre des Σ-termes partiels (arbres respectant Σ⊥)
X s : ensemble de variables, de profil () → s (pas d’arguments, re´sultat de
sorte s)
X : re´union disjointe des ensembles de variables de chaque sorte
X =
∑
s∈S
X s
Σ[X ] (signature e´tendue sur X ) : signature concre`te obtenue en ajoutant les
variables
T ∞Σ [X ] : Σ[X ]-alge`bre des Σ-termes ouverts (arbres respectant Σ[X ])
f(ai)i∈I : notation pre´fixe pour un arbre a ∈ T ∞Σ (ou T ∞Σ⊥) de´fini par a(ε) = f
et pour tout i ∈ I, a/i = ai, avec ai ∈ T ∞Σ (ou T ∞Σ⊥) (I ⊆ P)
f(a0, . . . , ai−1) : notation pre´fixe pour le meˆme arbre a ∈ T ∞Σ (ou T ∞Σ⊥) (cas
classique ou` P = N et ou` les arguments sont en nombre fini et classe´s de 0
a` i− 1)
Tab. 1.2 – Notations pour les termes
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alors b(q) 6= ⊥ et il existe j appartenant a` P et une sorte s tels que q j ≺∗p p,
q j ∈ dom b et A(b(q))(j) = s. Comme a(q) = b(q), on en de´duit que q j ∈
dom a puisque a respecte la signature Σ, ce qui contredit la de´finition de q.
Finalement, dom a = dom b et a est bien e´gal a` b.
x
De´sormais, nous conside´rons l’ensemble T ∞Σ des Σ-termes pour une si-
gnature concre`te Σ quelconque. Reprenons la de´marche pre´ce´dente pour la
re´solution d’e´quations re´cursives, de manie`re a` prendre en compte la condi-
tion d’arite´.
Tout d’abord, les e´quations doivent respecter les sortes. Ainsi, un syste`me
d’e´quations re´cursives sur T ∞Σ [X ] est une famille (non ne´cessairement finie)
(ax)x∈X de Σ-termes ouverts appartenant a` T ∞Σ [X ], indexe´e par l’ensemble
X des variables inconnues, et telle que pour toute inconnue x, la sorte de x
est e´gale a` celle de ax :
ax : R(x) .
Ensuite, une valuation doit aussi respecter les sortes. Une application ν :
X → T ∞Σ est une valuation, ce qu’on note ν : X v→ T ∞Σ , si pour toute
variable x, la sorte de x est e´gale a` celle de ν(x) :
ν(x) : R(x) .
L’extension d’une valuation, telle que de´finie pre´ce´demment, est une appli-
cation de T ∞Σ [X ] dans T ∞F . Nous aimerions ve´rifier que son image est incluse
dans T ∞Σ . De meˆme, pour la re´solution d’e´quations, nous aimerions montrer
que tout syste`me garde´ sur T ∞Σ [X ] admet une unique solution a` valeur dans
T ∞Σ . Remarquons que cette dernie`re proprie´te´ suffit a` montrer la pre´ce´dente,
concernant les valuations. En effet, soient ν : X v→ T ∞Σ une valuation et a
un Σ-terme ouvert de T ∞Σ [X ] ; si a est une variable, alors a[ν] appartient
e´videmment a` T ∞Σ , sinon a[ν] est la composante en y de l’unique solution
du syste`me garde´ (y = a, (x = ν(x))x∈X ), ou` y est une nouvelle variable.
Pour la valeur en une inconnue de la solution d’un syste`me, il nous importe
donc de ve´rifier la condition d’arite´ en toute position. Cette condition consti-
tue un exemple de proprie´te´s particulie`res, celles qui expriment en toute
position une proprie´te´ du sous-arbre y commenc¸ant. Pour montrer de telles
proprie´te´s, dites locales, on proce`de par une forme simplifie´e de re´currence,
suivant la construction de la solution.
1.1.4 De´finition et proposition (Lemme des proprie´te´s locales)
Une proprie´te´ de´finie par un pre´dicat binaire I de parame`tres un arbre et une
position est locale si elle ve´rifie pour tout arbre a de T ∞F et toute position p
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du domaine de a l’e´quivalence suivante :
I(a, p)⇔ I(a/p, ε) .
Conside´rons une proprie´te´ locale de´finie par un pre´dicat I.
Soient (x = ax)x∈X un syste`me garde´ sur T ∞F [X ], et ν son unique solution.
Supposons que pour toute variable x et toute position p appartenant a` dom ax
telle que ax(p) ∈ F , on ait I(ν(x), p).
Alors, pour toute variable x de X et toute position p de dom ν(x), I(ν(x), p)
est ve´rifie´ : on dit que la valuation ν a pour invariant la proprie´te´ locale
de´finie par I.
De´monstration
Montrons pour toute position p, la proprie´te´
∀x . p ∈ dom ν(x)⇒ I(ν(x), p)
par re´currence sur l’ensemble des positions, muni de la relation bien fonde´e
≺+s (la relation suffixe).
Soit p une position et supposons qu’on ait pour toute position r telle que
r ≺+s p, la proprie´te´
∀x . r ∈ dom ν(x)⇒ I(ν(x), r) .
Distinguons deux cas.
• p = ε
Soit x une variable. On a e´videmment p ∈ dom ν(x) ; montrons donc I(ν(x), p).
Puisque le syste`me est garde´, ax(ε) ∈ F , d’ou` I(ν(x), ε) par hypothe`se.
• p 6= ε
Soit x une variable telle que p appartienne a` dom ν(x).
Si ax(p) ∈ F , alors par hypothe`se, on a I(ν(x), p).
Sinon, p = q r, avec ax(q) = y, y e´tant une variable. Par de´finition de ν, on a
ν(x)/q = ν(y). On en de´duit, graˆce au caracte`re local de I, les e´quivalences
suivantes :
I(ν(x), p) ⇔ I(ν(x)/p, ε)
⇔ I(ν(y)/r, ε)
⇔ I(ν(y), r) .
Puisque le syste`me est garde´, nous avons q 6= ε, soit r ≺+s p ; par l’hypothe`se
de re´currence, I(ν(y), r) est ve´rifie´, et donc finalement I(ν(x), p) aussi.
x
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Nous sommes maintenant en mesure de montrer le the´ore`me analogue au
1.1.2.
1.1.5 The´ore`me (Existence et unicite´ de la solution dans T ∞Σ )
Tout syste`me garde´ d’e´quations re´cursives sur T ∞Σ [X ] admet une unique
solution a` valeur dans T ∞Σ .
De´monstration
Soient (x = ax)x∈X un syste`me garde´, ou` ax ∈ T ∞Σ [X ], et ν son unique
solution a` valeur dans T ∞F . Nous de´finissons une proprie´te´ permettant de
ve´rifier l’arite´, note´e I, a` savoir, pour tout arbre a et toute position p de son
domaine :
I(a, p)
def⇔ ∀ j ∈ P, s ∈ S . A(a(p))(j) = s⇔
(
p j ∈ dom a
R(a(p j)) = s
)
.
Montrons que les conditions pour appliquer le lemme des proprie´te´s locales
sont remplies par I.
Que le pre´dicat I de´finisse une proprie´te´ locale est clair.
Soient x une variable et p une position appartenant a` dom ax telle que
ax(p) ∈ F . Montrons I(ν(x), p).
Par de´finition de la solution ν, et comme ax(p) ∈ F , on a :
ν(x)(p j) =

ax(p j) si ax(p j) ∈ F ,
ay(ε) si ax(p j) = y (y ∈ X ) ,
⊥ sinon.
Pour j ∈ P et s ∈ S, la proposition
ν(x)(p j) 6= ⊥ ∧R(ν(x)(p j)) = s
est successivement e´quivalente a` :
(ax(p j) ∈ F ∧R(ax(p j)) = s)
∨ (∃ y ∈ X . ax(p j) = y ∧R(ay(ε)) = s) ,
(ax(p j) ∈ F ∧R(ax(p j)) = s)
∨ (∃ y ∈ X . ax(p j) = y ∧R(y) = s) (R(y) = R(ay(ε))) ,
A(ax(p))(j) = s (ax ∈ T ∞Σ [X ]) ,
A(ν(x)(p))(j) = s (ν(x)(p) = ax(p)) .
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Nous avons ainsi ve´rifie´ I(ν(x), p).
D’apre`s la proposition 1.1.4, ν a pour invariant la proprie´te´ d’arite´ I, et nous
pouvons conclure :
∀x ∈ X . ν(x) ∈ T ∞Σ .
x
1.1.3 Des e´quations avec des ope´rations
Comme annonce´, nous allons maintenant autoriser des ope´rations sur
les arbres dans les e´quations, afin de permettre une plus grande souplesse
d’utilisation des syste`mes d’e´quations.
On se donne pour la suite une signature concre`te Σ, de´finie sur l’ensemble
S des sortes, l’ensemble P engendrant librement les positions, et l’ensemble
F des e´tiquettes, et munie des applications A : F → (S⊥)P , et R : F → S,
donnant l’arite´ et la sorte de chaque e´tiquette. L’ensemble des variables
inconnues utilise´es dans les e´quations est toujours note´ X .
Dans tout ce paragraphe, nous illustrerons notre propos par un exemple. On
conside`re dans une signature a` une seule sorte une variable x, une e´tiquette
f unaire, l’ope´ration unaire α, ainsi que l’e´quation
x = α(f(α(x))) .
Il s’agit de re´soudre cette e´quation pour certaines ope´rations, dites autori-
se´es.
On notera O l’ensemble des ope´rations autorise´es dans les e´quations. Un e´le´-
ment de O sera conside´re´ tantoˆt comme une application, tantoˆt comme une
e´tiquette. En tant qu’e´tiquette, il posse`de un profil, et en tant qu’applica-
tion, il posse`de un type, obtenu en interpre´tant chaque sorte s par l’ensemble
des termes de sorte s, (T ∞Σ : s). Pre´cise´ment, on suppose que l’ensemble O
est a` la fois, suivant le point de vue,
– une signature, associant a` chaque ope´ration un profil,
– un ensemble d’applications,
tels que si l’ope´ration α a pour profil
∏
i∈I Ai → s (I ⊆ P), alors α est aussi
une application de
∏
i∈I(T ∞Σ : Ai) dans (T ∞Σ : s).
Pour lever toute ambigu¨ıte´, rappelons une diffe´rence entre la notation pre´-
fixe pour les arbres et l’application d’une ope´ration a` une famille : α((ai)i∈I)
repre´sente le re´sultat de l’application de α a` la famille (ai)i∈I , alors que
α(ai)i∈I repre´sente l’arbre de racine α et de sous-arbre ai en position i, pour
tout indice i.
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Dans un premier temps, nous allons de´finir la forme des e´quations re´cursives
e´tudie´es, puis nous re´soudrons des syste`mes de telles e´quations. Cette re´so-
lution sera possible si l’ensemble des ope´rations autorise´es ve´rifie certaines
conditions, que nous allons mettre en e´vidence. On montrera aussi l’exis-
tence d’un tel ensemble d’ope´rations autorise´es, particulie`rement simple et
utile dans la pratique.
Comme nous l’avons vu en introduction, le membre droit d’une e´quation
est un Σ + O-terme ouvert d’une forme particulie`re, Σ + O e´tant la signa-
ture obtenue par re´union de Σ et de O : des contraintes limitent en effet les
possibilite´s d’utilisation des ope´rations.
Commenc¸ons par le cas e´le´mentaire : les ope´rations autorise´es n’apparaissent
dans le membre droit qu’en e´tant applique´es a` des variables. Pour repre´senter
les applications des ope´rations aux variables, on pre´fe`re introduire un second
ensemble de variables, note´O(X ∗) et indexe´ injectivement par l’ensemble des
couples (α, (xi)i∈I), ou` α, appartenant a` O, et la famille (xi)i∈I de variables
sont tels que α(xi)i∈I appartient a` T ∞O [X ]. On notera α(xi)i∈I la variable
indexe´e par (α, (xi)i∈I) : autrement dit, on remplace dans un membre droit
tout sous-arbre α(xi)i∈I par la variable indexe´e par (α, (xi)i∈I) et note´e aussi
α(xi)i∈I .
A` partir de ce cas e´le´mentaire, les membres droits se construisent inductive-
ment ; on note EΣ,O[X ] l’ensemble des membres droits admissibles dans les
e´quations avec ope´rations. Voici les re`gles d’infe´rence permettant d’engen-
drer inductivement l’ensemble EΣ,O[X ] :
un arbre a de T ∞Σ+O[X ∪O(X ∗)] appartient a` EΣ,O[X ]
– si a appartient a` T ∞Σ [X ∪O(X ∗)] :
∅
a
(a ∈ T ∞Σ [X ∪O(X ∗)]) ,
– s’il existe une famille (ai)i∈I d’arbres appartenant a` EΣ,O[X ] et une
e´tiquette f telles que a est e´gal a` f(ai)i∈I :
(ai)i∈I
f(ai)i∈I
(f ∈ F) ,
– s’il existe une famille (ai)i∈I d’arbres appartenant a` EΣ,O[X ] et une
ope´ration autorise´e α telles que a est e´gal a` α(ai)i∈I :
(ai)i∈I
α(ai)i∈I
(α ∈ O) ,
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ce qu’on re´sume par la grammaire suivante :
a ::= b (b ∈ T ∞Σ [X ∪O(X ∗)])
| f(ai)i∈I (f ∈ F)
| α(ai)i∈I (α ∈ O) .
Nous conside´rons donc des syste`mes d’e´quations re´cursives de la forme
(x = ax)x∈X ,
ou` pour toute inconnue x de X ,
– le membre droit ax appartient a` EΣ,O[X ],
– si x a pour sorte s, alors ax e´galement.
Le syste`me (x = ax)x∈X est dit garde´ si pour toute inconnue x, le membre
droit ax est garde´. Quant a` la proprie´te´ de garde pour les membres droits,
elle se de´finit inductivement ainsi, pour tout arbre a de EΣ,O[X ] :
– a ∈ T ∞Σ [X ∪O(X ∗)] : a est garde´ si a(ε) est une e´tiquette,
– a = f(ai)i∈I (f ∈ F) : a est garde´,
– a = α(ai)i∈I (α ∈ O) : a est garde´ si pour tout i de I, ai est garde´.
Autrement dit, un arbre de EΣ,O[X ] est garde´ si toute variable y apparaissant
est garde´e par une e´tiquette. Par exemple, si f est une e´tiquette unaire, α
une ope´ration unaire autorise´e et x une variable, alors :
– f(x), α(f(x)), f(α(x)) et α(f(α(x))) sont garde´s,
– α(x) n’est pas garde´.
De´finissons maintenant la solution d’un tel syste`me d’e´quations.
Soit ν : X v→ T ∞Σ une valuation. Son extension a` X ∪O(X ∗), toujours note´e
ν, est de´finie par :
ν(α(xi)i∈I)
def
= α((ν(xi))i∈I) .
Il est de´sormais possible d’e´tendre ν a` l’ensemble des membres droits ad-
missibles, EΣ,O[X ]. L’extension de la valuation, application de EΣ,O[X ] dans
T ∞Σ , note´e [ν] en position suffixe, se de´finit inductivement de la manie`re
suivante, pour tout arbre a appartenant a` EΣ,O[X ] :
– a ∈ T ∞Σ [X ∪ O(X ∗)] : a[ν] est de´fini de manie`re classique en toute
position p par l’e´quation suivante :
a[ν](p)
def
=

a(p) si a(p) ∈ F ,
ν(y)(r) si
{
p = q r ,
a(q) = y (y ∈ X ) ,
α((ν(xi))i∈I)(r) si
{
p = q r ,
a(q) = α(xi)i∈I (α(xi)i∈I ∈ O(X ∗)) ,
⊥ sinon,
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– a = f(ai)i∈I (f ∈ F) :
a[ν] = f(ai[ν])i∈I ,
– a = α(ai)i∈I (α ∈ O) :
a[ν] = α((ai[ν])i∈I) .
Une valuation ν est solution du syste`me (x = ax)x∈X si pour toute inconnue
x, on a :
ν(x) = ax[ν] .
Par exemple, la valuation ν est solution de l’e´quation
x = α(f(α(x)))
si elle ve´rifie19
ν(x) = α
((
f
(
α(( ν(x) ))
) ))
.
Nous cherchons a` ramener la re´solution d’un tel syste`me, admettant des ope´-
rations, a` celle d’un syste`me classique, pour lequel on dispose d’un the´ore`me
d’existence et d’unicite´ de la solution. A` l’aide d’un exemple, de´gageons les
principes de la re´solution.
Pour pre´ciser la de´finition des ope´rations autorise´es dans les syste`mes, un
point de vue cate´gorique est utile pour commencer. On conside`re
– d’une part, la cate´gorie ayant pour objets les signatures concre`tes et
pour morphismes les applications entre ensembles d’e´tiquettes pre´ser-
vant le profil : si Σ1 est une signature concre`te sur S1, P ∗1 et F1 de´finie
par A1 : F1 → ((S1)⊥)P1 et R1 : F1 → S1, et Σ2 une signature concre`te
sur S2, P ∗2 et F2 de´finie par A2 : F2 → ((S2)⊥)P2 et R2 : F2 → S2,
alors l’application α : F1 → F2 est un morphisme de Σ1 vers Σ2 si
A1 = A2 ◦ α et R1 = R2 ◦ α ;
– d’autre part, la cate´gorie ayant pour objets les ensembles d’arbres
respectant une signature concre`te et pour morphismes les applications
entre ces ensembles.
On peut alors e´tendre la correspondance entre toute signature concre`te Σ
et l’ensemble T ∞Σ des Σ-termes de manie`re a` obtenir un foncteur entre les
cate´gories associe´es. E´tant donne´ deux signatures Σ1 et Σ2, le foncteur T ∞
associe a` chaque morphisme γ de Σ1 dans Σ2, l’application T ∞γ de T ∞Σ1 dansT ∞Σ2 de´finie pour tout terme a ∈ T ∞Σ1 et toute position p par :
T ∞γ (a)(p) = γ(a(p)) .
19Nous pre´fe´rons conserver l’usage des doubles parenthe`ses pour l’application, meˆme si
une simplification serait bienvenue dans ce cas.
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On applique donc a` chaque e´tiquette dans l’arbre l’application γ. Ce genre
de foncteur, bien connu, pour les listes par exemple, porte souvent le nom
de « map ».
Voyons maintenant la re´solution d’un syste`me impliquant une ope´ration ob-
tenue par le foncteur T ∞. Conside´rons un morphisme γ de la signature
concre`te Σ vers elle-meˆme. On obtient par le foncteur T ∞ une application
de T ∞Σ dans lui-meˆme, soit T ∞γ , puis pour chaque sorte s, en restreignant les
ensembles de de´part et d’arrive´e, une application de T ∞Σ : s dans lui-meˆme,
qu’on note T ∞γ : s. Cette application, qui a pour profil s → s, sera aussi
note´e γs ; rappelons que son application a` un terme a de T ∞Σ : s est note´e
γs((a)), et que le terme de racine l’ope´ration γs et de sous-terme imme´diat
a est note´ γs(a). Supposons que l’ensemble O contienne l’ope´ration T ∞γ : s,
et qu’il soit ferme´ par composition a` gauche de γs (en respectant le typage).
Soit f ∈ F une e´tiquette de profil s→ s et conside´rons le syste`me forme´ de
l’e´quation
x = γs(f(γs(x))) .
On commence par appliquer γs, pour obtenir :
x = γ(f)(γ2s (x)) ,
puis on de´termine l’e´quation ve´rifie´e par γ2s (x), soit
γ2s (x) = γ
3
s (f(γs(x))) ,
et on peut appliquer γ3s , et ainsi de suite.
Pour ge´ne´raliser cette technique de re´solution, il est donc utile d’e´tendre les
ope´rations de O aux termes ouverts, c’est-a`-dire de les prolonger en ope´ra-
tions sur l’ensemble T ∞Σ [X ∪O(X ∗)].
Voyons comment re´aliser cette extension dans le cas de la meˆme ope´ration
que pre´ce´demment, T ∞γ : s, note´e γs. L’application γ, de F dans F , peut
eˆtre prolonge´e en une application de F∪X ∪O(X ∗) dans lui-meˆme, toujours
note´e γ, et de´finie ainsi :
γ(x)
def
= γs(x) (x ∈ X s) ,
γ(β(xi)i∈I)
def
= (γs ◦ β)(xi)i∈I
(
β(xi)i∈I ∈ O(X ∗)
β(xi)i∈I : s
)
.
Dans le premier cas, γs(x) appartient a` O(X ∗) et a pour sorte s, dans le
second, graˆce a` l’hypothe`se de fermeture par composition, (γs ◦ β)(xi)i∈I
est bien une variable de O(X ∗), de plus de sorte s. Comme l’application
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γ ainsi prolonge´e pre´serve les sortes, c’est un morphisme de la signature
concre`te Σ[X ∪ O(X ∗)] vers elle-meˆme ; il s’ensuit que son image par T ∞,
soit T ∞γ , est une application de T ∞Σ [X ∪O(X ∗)] dans lui-meˆme, de´finie sans
surprise, pour tout terme a et toute position p, par :
T ∞γ (a)(p) def= γ(a(p)) .
Suivant l’exemple, l’ide´e d’e´tendre les ope´rations autorise´es en ope´rations
sur T ∞Σ [X ∪O(X ∗)] a e´te´ introduite pour transformer l’e´quation
x = γs(f(γs(x))) ,
en
x = γs
((
f(γs(x))
))
.
L’application de γs a` f(γs(x)) produit un terme garde´, soit γ(f)(γ2s (x)),
si bien que la re´solution du syste`me transforme´ est possible. Si on note a
le terme f(γs(x)), la solution ν du syste`me transforme´ est aussi solution
du syste`me initial si γs((a))[ν] = γs((a[ν])), ce qui est le cas si γs (son
prolongement) commute avec les valuations. On peut donc conside´rer qu’une
telle transformation d’un syste`me est justifie´e
– si le syste`me forme´ des e´quations transforme´es, ainsi que des nouvelles
e´quations correspondant aux variables de O(X ∗), peut eˆtre re´solu,
ce qui est le cas si toute ope´ration autorise´e transforme une famille
d’arbres garde´s en un arbre garde´,
– et si le syste`me transforme´ et le syste`me original ont la meˆme solu-
tion, ce qui est le cas si les ope´rations autorise´es (pre´cise´ment leur
prolongement) commutent avec les valuations.
La pre´servation de la proprie´te´ de garde et la commutativite´ sont fondamen-
tales pour l’ensemble O, car elles fournissent des conditions suffisantes pour
re´soudre les syste`mes d’e´quations garde´es de manie`re univoque. Formalisons
donc ces proprie´te´s.
1.1.6 De´finition (Ope´rations autorise´es)
Soit O un ensemble d’ope´rations sur T ∞Σ . L’ensemble O est forme´ d’ope´rations
autorise´es dans les syste`mes d’e´quations re´cursives si chaque ope´ration α de
O, de´finie de∏i∈I(T ∞Σ : Ai) vers (T ∞Σ : s), peut eˆtre prolonge´e en une ope´-
ration de
∏
i∈I(T ∞Σ [X ∪ O(X ∗)] : Ai) vers (T ∞Σ [X ∪ O(X ∗)] : s), toujours
note´e α, et ve´rifiant :
– la commutativite´ avec les valuations :
pour toute valuation ν : X v→ T ∞Σ et toute famille (ai)i∈I de termes de
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T ∞Σ [X ∪O(X ∗)] appartenant au domaine de α,
α((ai)i∈I)[ν] = α((ai[ν])i∈I) , 20
– la pre´servation de la proprie´te´ de garde :
pour toute famille (ai)i∈I de termes garde´s de T ∞Σ [X ∪O(X ∗)] appar-
tenant au domaine de α, α((ai)i∈I) est garde´ :
(ai(ε) ∈ F)i∈I
α((ai)i∈I)(ε) ∈ F
.
Il existe au moins un ensemble d’ope´rations autorise´es, l’ensemble des ope´-
rations images par le foncteur T ∞, puisque nous avons le lemme de commu-
tativite´ suivant.
1.1.7 Lemme (
Commutativite´ entre valuations
et ope´rations fonctorielles
)
Soit γ un morphisme de Σ vers Σ.
Conside´rons un ensemble O d’ope´rations sur T ∞Σ , tel que pour toute sorte s,
O contient l’ope´ration T ∞γ : s et est ferme´ par composition a` gauche avec
T ∞γ : s. Alors, pour toute sorte s, pour toute valuation ν : X v→ T ∞Σ et tout
terme a appartenant a` T ∞Σ [X ∪ O(X ∗)] : s, on a, en notant γs l’ope´ration
T ∞γ : s :
γs((a))[ν] = γs((a[ν])) .
De´monstration
Soient s une sorte, ν une valuation et a un terme de T ∞Σ [X ∪ O(X ∗)] : s.
Conside´rons une position p. On a :
γs((a[ν]))(p) = γ(a[ν](p)) .
Examinons les quatre cas relatifs a` p intervenant dans le calcul de a[ν](p).
• a(p) ∈ F
Dans ce cas, γs((a))(p) ∈ F . Ve´rifions l’e´galite´ :
γs((a))[ν](p) = γs((a))(p)
= γ(a(p)) ,
γs((a[ν]))(p) = γ(a(p)) .
20On aurait pu e´crire cette e´galite´ ainsi :
α((ai)i∈I)[ν] = α(ai)i∈I [ν] .
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• p = q r, a(q) = y (y ∈ X )
C’est un cas particulier du cas suivant, en prenant pour β l’identite´.
• p = q r, a(q) = β(xi)i∈I (β(xi)i∈I ∈ O(X ∗) : t)
Dans ce cas, γs((a))(q) = (γt ◦ β)(xi)i∈I . Ve´rifions l’e´galite´ :
γs((a))[ν](p) = (γt ◦ β)((ν(xi))i∈I)(r)
= γ(β((ν(xi))i∈I)(r)) ,
γs((a[ν]))(p) = γ(β((ν(xi))i∈I)(r)) .
• Cas restant
Les deux valeurs a` comparer ne sont pas de´finies.
x
On en de´duit imme´diatement la proposition suivante.
1.1.8 Proposition (Ope´rations autorise´es : les images par T ∞)
A` toute sorte s et tout morphisme γ de Σ dans Σ associons l’ope´ration unaire
T ∞γ : s, restriction de T ∞γ a` T ∞Σ : s. L’ensemble des ope´rations unaires
T ∞γ : s est forme´ d’ope´rations autorise´es.
De´monstration
• Fermeture par composition
Pour tous morphismes γ1 et γ2, on a :
(T ∞γ1 : s) ◦ (T ∞γ2 : s) = (T ∞γ1◦γ2 : s) .
• Pre´servation de la proprie´te´ de garde
Sous l’hypothe`se de fermeture par composition, on a vu comment prolonger
une ope´ration T ∞γ : s, en une application de T ∞Σ [X ∪ O(X )] : s dans lui-
meˆme : ce prolongement pre´serve la proprie´te´ de garde.
• Commutativite´ avec les valuations
Par le lemme pre´ce´dent, la proprie´te´ de commutativite´ est aussi ve´rifie´e.
x
Nous pouvons maintenant re´soudre tout syste`me d’e´quations garde´es conte-
nant des ope´rations autorise´es. E´tant donne´ un ensemble d’ope´rations auto-
rise´es O, de´finissons la fonction Θ de EΣ,O[X ] dans T ∞Σ [X ∪O(X ∗)] re´alisant
la transformation des membres droits utilise´e pour la re´solution ; elle est de´fi-
nie inductivement par les e´quations suivantes, pour tout arbre a appartenant
a` EΣ,O[X ] :
– a ∈ T ∞Σ [X ∪O(X ∗)] :
Θ(a)
def
= a ,
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– a = f(ai)i∈I (f ∈ F) :
Θ(f(ai)i∈I)
def
= f(Θ(ai))i∈I ,
– a = α(ai)i∈I (α ∈ O) :
Θ(α(ai)i∈I)
def
= α((Θ(ai))i∈I) .
Il est facile de montrer par re´currence structurelle que Θ pre´serve la sorte :
Θ(a) a la meˆme sorte que a. Comme toute ope´ration autorise´e pre´serve
la proprie´te´ de garde, il est aussi facile de montrer, toujours par re´cur-
rence structurelle, que Θ pre´serve cette meˆme proprie´te´ : si a appartenant a`
EΣ,O[X ] est garde´, alors Θ(a) est garde´.
Nous pouvons maintenant e´noncer le the´ore`me concernant la re´solution des
syste`mes d’e´quations avec des ope´rations.
1.1.9 The´ore`me (Re´solution des syste`mes avec ope´rations)
Soit O un ensemble d’ope´rations sur T ∞Σ autorise´es. Soit
(x = ax)x∈X
un syste`me d’e´quations re´cursives, ve´rifiant pour toute inconnue x les condi-
tions suivantes :
– le membre droit ax appartient a` EΣ,O[X ] et est garde´,
– si x a pour sorte s, alors ax e´galement.
Alors ce syste`me admet une unique solution a` valeur dans T ∞Σ .
De´monstration
Associons au syste`me de l’e´nonce´ le syste`me suivant :
(x = Θ(ax))x∈X ,(
β(xj)j∈J = β((Θ(axj ))j∈J)
)
β(xj)j∈J∈O(X ∗) .
Les inconnues de ce syste`me sont les variables de l’ensemble X ∪ O(X ∗),
les membres droits appartiennent a` T ∞Σ [X ∪ O(X ∗)], ont meˆme sorte que
l’inconnue a` laquelle ils sont associe´s et sont garde´s. D’apre`s le the´ore`me
1.1.5 (p. 56), ce syste`me admet donc une unique solution ν, a` valeur dans
T ∞Σ . Ve´rifions que la restriction de ν a` X est solution du syste`me de l’e´nonce´.
Montrons par re´currence structurelle sur a appartenant a` EΣ,O[X ] que
Θ(a)[ν] = a[ν] .
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• a ∈ T ∞Σ [X ∪O(X ∗)]
Comme Θ(a) = a, c’est imme´diat.
• a = f(ai)i∈I (f ∈ F)
On a :
Θ(f(ai)i∈I)[ν] = f(Θ(ai))i∈I [ν]
= f(Θ(ai)[ν])i∈I
= f(ai[ν])i∈I (hyp. de re´c.)
= f(ai)i∈I [ν] .
• a = α(ai)i∈I (α ∈ O)
On a :
Θ(α(ai)i∈I)[ν] = α((Θ(ai))i∈I)[ν]
= α((Θ(ai)[ν])i∈I) (commut.)
= α((ai[ν])i∈I) (hyp. de re´c.)
= α(ai)i∈I [ν] .
Il s’ensuit que pour toute inconnue x, on a
ν(x) = ax[ν] ,
autrement dit que la restriction de ν a` X est solution du syste`me.
Ve´rifions l’unicite´ de la solution. Soit ν ′ une solution de (x = ax)x∈X . Mon-
trons que le prolongement de ν ′ sur X ∪ O(X ∗) est solution du syste`me
associe´.
Par la proprie´te´ pre´ce´dente, on a pour toute inconnue x :
ν ′(x) = Θ(ax)[ν ′] .
Rappelons que le prolongement de ν ′ sur O(X ∗) est de´fini pour toute incon-
nue β(xj)j∈J de O(X ∗) par :
ν ′(β(xj)j∈J)
def
= β((ν ′(xj))j∈J) .
On a alors :
β((Θ(axj ))j∈J)[ν
′] = β((Θ(axj )[ν
′])j∈J) (commut.)
= β((axj [ν
′])j∈J)
= β((ν ′(xj))j∈J) .
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La valuation ν ′ est solution du syste`me associe´. Par unicite´, ν ′ = ν : la
solution est bien unique.
x
Pour conclure, nous disposons d’un moyen simple pour construire des
arbres : les syste`mes d’e´quations re´cursives. Il peut s’agir aussi bien d’arbres
e´tiquete´s que d’arbres respectant une signature. Les e´quations doivent eˆtre
garde´es, et peuvent contenir des ope´rations sur les arbres, sous certaines
conditions.
1.2 Raisonner sur les objets infinis
Nous allons utiliser les syste`mes d’e´quations re´cursives pour de´finir des
preuves, e´ventuellement infinies en profondeur. Ces preuves s’entendent rela-
tivement a` des syste`mes d’infe´rence, ensembles de re`gles d’infe´rence. Comme
nous l’avons vu en introduction, ce sont les objets infinis qui obligent a`
e´tendre les preuves admissibles a` celles non fonde´es, et a` ainsi conside´rer
deux interpre´tations d’un syste`me d’infe´rence : l’inductive, admettant les
seules preuves bien fonde´es, et la co-inductive, libe´rant cette contrainte.
Prenons l’exemple des arbres que nous venons d’e´tudier. L’e´galite´ de deux
arbres peut eˆtre montre´e par l’e´galite´ de leurs racines et l’e´galite´ de leurs
sous-arbres. Si les arbres ne sont pas fonde´s, ce raisonnement ne s’arreˆte
pas : la preuve ne sera pas fonde´e. Concre`tement, l’e´galite´ que nous venons
de caracte´riser correspond a` une preuve dans le syste`me d’infe´rence suivant,
de´fini sur le produit carte´sien (T ∞F )⊥ × (T ∞F )⊥ :
axiome :
∅
(⊥,⊥) (⊥ : arbre vide) ,
re`gle d’infe´rence :
(a/j , b/j)j∈P
(a, b)
(a, b 6= ⊥, a(ε) = b(ε)) .
Que ce syste`me de´finisse bien l’e´galite´ est clair : une preuve a la meˆme struc-
ture que les deux arbres formant sa conclusion, et la condition d’e´galite´ des
racines donne l’e´galite´ des arbres en toute position. Il apparaˆıt donc que si
l’arbre est infini en profondeur, la preuve l’est aussi.
Nous introduisons donc les syste`mes d’infe´rence, puis associons a` chacun son
ope´rateur d’infe´rence, qui permet de re´aliser une infe´rence dans le syste`me.
Un ope´rateur d’infe´rence posse`de deux points fixes remarquables, le plus pe-
tit et le plus grand, que nous caracte´risons de deux manie`res, impre´dicative
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et ite´rative. Vient ensuite l’approche de´ductive, qui vise a` caracte´riser ces
points fixes a` partir des preuves dans le syste`me d’infe´rence conside´re´.
Toute cette e´tude peut eˆtre re´pe´te´e en conside´rant une application crois-
sante d’un treillis complet dans lui-meˆme, application repre´sentant l’ope´ra-
teur d’infe´rence, comme on le verra.
1.2.1 Prouver dans un syste`me d’infe´rence
Un syste`me d’infe´rence est un ensemble de re`gles portant sur des ju-
gements, e´le´ments d’un ensemble, note´ U . Une re`gle d’infe´rence sur U est
un couple (Z, z), ou` Z ⊆ U est l’ensemble des pre´misses et z ∈ U est la
conclusion. Une re`gle est aussi note´e
Z
z
.
Il existe une surjection canonique entre les syste`mes d’infe´rence sur U et
les ope´rateurs croissants sur U21. Si Φ est un syste`me d’infe´rence, alors
l’ope´rateur ϕ : 2U → 2U est de´fini ainsi :
ϕ(Y ) = {z ∈ U | ∃Z ⊆ Y . (Z, z) ∈ Φ} .
ϕ(Y ) donne ainsi les conclusions que l’on peut de´duire de Y en une infe´-
rence : ϕ est ainsi appele´ l’ope´rateur d’infe´rence associe´ au syste`me Φ. Par
exemple, si Y est l’ensemble vide, alors ϕ(Y ) est l’ensemble des axiomes du
syste`me, c’est-a`-dire les conclusions des re`gles sans pre´misses.
Re´ciproquement, e´tant donne´ un ope´rateur ϕ, le syste`me d’infe´rence conte-
nant les seules re`gles (Z, z), avec z ∈ ϕ(Z), est un ante´ce´dent de ϕ : c’est le
plus grand e´le´ment, au sens de l’inclusion, de tous les syste`mes d’infe´rence
ante´ce´dents de ϕ. On en parlera comme du syste`me d’infe´rence associe´ a`
l’ope´rateur ϕ.
Conside´rons un syste`me d’infe´rence Φ, et l’ope´rateur associe´ ϕ. Par l’in-
terme´diaire de ϕ, il est possible d’associer des ensembles remarquables au
syste`me Φ. En effet, l’ope´rateur ϕ posse`de des points fixes, en particulier un
plus petit et un plus grand qui peuvent eˆtre caracte´rise´s de manie`re impre´-
dicative a` l’aide des notions de stabilite´ et de densite´. Une partie Z telle que
ϕ(Z) ⊆ Z est dite stable par l’ope´rateur ϕ (et par extension pour le syste`me
d’infe´rence Φ) ; une partie Z telle que Z ⊆ ϕ(Z) est dite dense pour ϕ (ou
21Un ope´rateur sur un ensemble E est une application de 2E dans 2E (2E e´tant l’en-
semble des parties de E).
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Φ). L’interpre´tation dans le syste`me d’infe´rence est la suivante : si les pre´-
misses d’une re`gle appartiennent a` une partie stable Z, alors sa conclusion
aussi ; si un jugement appartient a` une partie dense, alors il existe une re`gle
de conclusion ce jugement et dont les pre´misses appartiennent a` la partie
dense.
Le the´ore`me suivant montre l’existence de ces points fixes extre´maux, et
donne la caracte´risation impre´dicative annonce´e. Il est valide dans tout
treillis complet, et pas seulement dans l’ensemble des parties.
1.2.1 The´ore`me (Points fixes (Knaster-Tarski))
Soit (T,≤,∨,∧,⊥,>) un treillis complet22, et η une application croissante
de T dans T . Alors η admet un plus petit point fixe lfp(η) et un plus grand
point fixe gfp(η), respectivement le plus petit e´le´ment de T stable par η et le
plus grand e´le´ment dense pour η :
lfp(η) = min {x ∈ T | η(x) ≤ x} ,
gfp(η) = max {x ∈ T | x ≤ η(x)} .
De´monstration
Notons I∗ la borne infe´rieure des e´le´ments stables par η,
∧{x ∈ T | η(x) ≤
x}. On va montrer que I∗ est un point fixe. Il s’ensuivra que I∗ est stable et
est donc le plus petit e´le´ment stable par η, et que I∗ est le plus petit point
fixe de η puisque tout point fixe est stable.
Pour montrer que I∗ est stable, on montre que η(I∗) est infe´rieur a` tout
e´le´ment stable x :
I∗ ≤ x ⇒ η(I∗) ≤ η(x) (η croissante)
⇒ η(I∗) ≤ x (x stable).
Par de´finition de la borne infe´rieure, η(I∗) ≤ I∗.
On montre maintenant que I∗ est dense : comme I∗ est stable et η est
croissante, η(I∗) est stable et I∗ ≤ η(I∗), par de´finition de I∗.
I∗, stable et dense, est bien un point fixe.
Par dualite´, on de´duit le re´sultat pour le plus grand point fixe.
x
Ces points fixes peuvent aussi eˆtre calcule´s par ite´ration transfinie.
22Un treillis complet est un ensemble ordonne´ tel que toute partie Z y admet une borne
supe´rieure, note´e ∨Z, et une borne infe´rieure, note´e ∧Z. ∨∅ est alors le plus petit e´le´ment,
note´ ⊥, et ∧∅ le plus grand, note´ >.
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1.2.2 The´ore`me (Calcul des points fixes)
Soient (T,≤,∨,∧,⊥,>) un treillis complet, et η une application croissante
de T dans T .
Alors le plus petit point fixe de η peut eˆtre calcule´ par ite´ration transfinie
ainsi :
lfp(η) =
∨
α
∆α(η) ,
ou` la suite des ite´re´s (∆α(η))α, de´finie sur les ordinaux par l’e´quation
∆α(η) =
∨
β|β<α
η(∆β(η)) ,
est croissante et stationnaire a` partir d’un certain rang.
De meˆme, le plus grand point fixe de η peut eˆtre calcule´ par ite´ration trans-
finie ainsi :
gfp(η) =
∧
α
∇α(η) ,
ou` la suite des ite´re´s (∇α(η))α, de´finie sur les ordinaux par l’e´quation
∇α(η) =
∧
β|β<α
η(∇β(η)) ,
est de´croissante et stationnaire a` partir d’un certain rang.
De´monstration
• Croissance de la suite
On commence par montrer que la suite (∆α(η))α est croissante. Il suffit de
montrer par induction transfinie sur α que η(∆α(η)) ≥ ∆α(η) : car on aura
alors pour β < α, ∆α(η) ≥ η(∆β(η)) ≥ ∆β(η).
Supposons donc ∀β < α . η(∆β(η)) ≥ ∆β(η). On a, en utilisant la croissance
de η :
η(∆α(η)) = η(
∨
β|β<α
η(∆β(η))) (de´f.)
≥
∨
β|β<α
η2(∆β(η)) (prop. de ∨ )
≥
∨
β|β<α
η(∆β(η)) (hyp. d’ind.)
= ∆α(η) .
1.2. Raisonner sur les objets infinis 71
De la croissance de la suite (∆α(η))α, on de´duit que pour tout ordinal α, on
a
∆α+1(η) = η(∆α(η)) ,
simplification qui nous sera utile.
• Stationnarite´ de la suite
Avant de montrer que la suite est stationnaire, montrons d’abord que s’il
existe un ordinal λ tel que ∆λ+1(η) = ∆λ(η), alors la suite est stationnaire
a` partir du rang λ. Notons que d’apre`s la remarque pre´ce´dente, l’hypothe`se
∆λ+1(η) = ∆λ(η) entraˆıne que η(∆λ(η)) = ∆λ(η), ce qui signifie que ∆λ(η)
est un point fixe de η.
Supposons λ tel que ∆λ+1(η) = ∆λ(η). Montrons par induction transfinie
que pour tout ordinal α > λ, alors ∆α(η) = ∆λ(η).
Soit α un ordinal strictement supe´rieur a` λ et supposons que pour tout
ordinal β tel que α > β > λ, on ait ∆β(η) = ∆λ(η). On a alors, en utilisant
la croissance de la suite :
∆α(η) =
∨
β|β<α
η(∆β(η))
=
∨
β|λ≤β<α
η(∆β(η))
=
∨
β|λ≤β<α
η(∆λ(η)) (hyp. d’ind.)
=
∨
β|λ≤β<α
∆λ(η)
= ∆λ(η) .
On montre maintenant que la suite (∆α(η))α est stationnaire. Soit S son
support. Inclus dans l’ensemble T , S est un ensemble, de surcroˆıt ordonne´
par l’ordre induit. Comme la suite est croissante et indexe´e par la classe des
ordinaux, qui est bien ordonne´e, S est bien ordonne´. Il existe donc un ordinal
λ et un unique isomorphisme d’ordre, note´ ι, de S vers λ. On va montrer
par induction transfinie que pour tout ordinal α < λ, on a ι(∆α(η)) = α. Il
s’ensuivra que la suite est stationnaire a` partir de λ.
Supposons α < λ, et pour tout β < α, ι(∆β(η)) = β. On montre par
l’absurde que ι(∆α(η)) = α.
Supposons ι(∆α(η)) < α. Soit β = ι(∆α(η)). Par hypothe`se d’induction,
ι(∆β(η)) = β, puis par injectivite´ de ι, ∆β(η) = ∆α(η). Par croissance de
la suite, ∆β(η) = ∆β+1(η), si bien que la suite est stationnaire a` partir de
β. Donc α ne peut avoir d’ante´ce´dent par ι, ce qui contredit le fait que ι est
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un isomorphisme d’ordre.
Supposons ι(∆α(η)) > α. Comme la suite est croissante, tout comme ι,
α ne peut avoir d’ante´ce´dent par ι, ce qui contredit le fait que ι est un
isomorphisme d’ordre.
Finalement, ι(∆α(η)) = α. De´duisons-en que la suite est stationnaire.
Soit α = ι(∆λ(η)). Comme ι(∆α(η)) = α, on de´duit par injectivite´ de ι que
∆α(η) = ∆λ(η), puis par croissance de la suite, que ∆α(η) = ∆α+1(η), ce
qui implique que la suite est stationnaire a` partir de α, d’ou` le re´sultat.
• Calcul du plus petit point fixe
Comme ∆λ(η) = ∆λ+1(η), ∆λ(η) est un point fixe de η.
Enfin, montrons que pour tout ordinal α, ∆α(η) ≤ lfp(η). On proce`de par
induction transfinie, et c’est imme´diat.
Finalement ∆λ(η) est le plus petit point fixe.
• Cas du plus grand point fixe
Pour le plus grand point fixe, on raisonne par dualite´.
x
Jusqu’a` maintenant, le syste`me d’infe´rence n’a servi qu’a` de´finir l’ope´ra-
teur d’infe´rence associe´, et n’a donc pas e´te´ utilise´ comme syste`me de´ductif,
permettant de prouver des jugements. C’est ce dernier point que nous abor-
dons, en caracte´risant par des preuves les plus petit et plus grand points
fixes de l’ope´rateur d’infe´rence associe´.
Conside´rons un syste`me d’infe´rence Φ de´fini sur l’ensemble de jugements
U , et de´finissons ce qu’est une preuve dans Φ, ou plus exactement sa re-
pre´sentation par un arbre. Cette de´finition suppose que pour toute re`gle
d’infe´rence, l’ensemble de ses pre´misses soit de´crit sous la forme d’une fa-
mille, pas ne´cessairement injective. On se donne donc un ensemble P et
pour toute re`gle (Z, z) de Φ une famille (zk)k∈K , avec K ⊆ P, telle que
Z = {zk | k ∈ K}. Dans ce cas, la re`gle est note´e ((zk)k∈K , z).
Si ces familles ne sont pas pre´cise´es, on conside`re que P est e´gal a` l’ensemble
des jugements, U , et pour toute re`gle (Z, z) de Φ, on de´crit Z par la famille
injective (j)j∈Z . Dans ce cas, les preuves ainsi construites seront dites cano-
niquement associe´es au syste`me d’infe´rence.
Bien souvent, pour un syste`me d’infe´rence finitaire23, les pre´misses de chaque
re`gle seront indexe´es par un segment initial des entiers naturels. Lorsque c’est
le cas, une re`gle ((zk)0≤k≤n, z) sera note´e aussi
z0 . . . zn
z
.
23Un syste`me d’infe´rence est finitaire lorsque chacune de ses re`gles a un nombre fini de
pre´misses.
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Pour les arbres de preuves, l’ensemble des positions est engendre´ par P, et
l’ensemble des e´tiquettes est e´gal a` celui des jugements. Un arbre a : P∗ → U
repre´sente une preuve s’il ve´rifie la condition suivante :
pour toute position p du domaine de a, il existe une re`gle de Φ,
((zk)k∈K , z), telle que
(i) a(p) = z ,
(ii) {k ∈ P | p k ∈ dom a} = K ,
(iii) ∀ k ∈ K . a(p k) = zk .
Une alternative inte´ressante consiste a` conside´rer les jugements comme des
sortes, et a` prendre pour e´tiquettes les re`gles d’infe´rence, ou mieux, des noms
qu’on leur donne ; dans ce cas, le couple des pre´misses et de la conclusion
d’une re`gle constitue son profil, et une preuve est alors un arbre respectant
la signature concre`te ainsi de´finie. La condition pre´ce´dente de´finissant les
preuves correspond a` la condition d’arite´ associe´e a` cette signature concre`te.
De´sormais, la terminologie de´veloppe´e pour les arbres est adopte´e pour
les preuves, toujours repre´sente´es par des arbres : ainsi, par exemple, une
sous-preuve est un sous-arbre d’un arbre de preuve, ou une preuve bien fon-
de´e est un arbre de preuve bien fonde´. Quant a` la racine a(ε) d’une preuve
a, elle est appele´e sa conclusion.
L’interpre´tation d’un syste`me d’infe´rence est de´finie par la donne´e d’un en-
semble de preuves, dites admissibles. Les conclusions de ces preuves forment
les jugements valides, autrement dit valide´s par des preuves admissibles, et
correspondent ge´ne´ralement, et dans les cas nous inte´ressant, a` un point fixe
de l’ope´rateur associe´ au syste`me.
Pour de´finir des preuves, infinies en profondeur surtout, on utilisera princi-
palement des syste`mes quasi-uniformes.
1.2.3 Proposition (Construction re´cursive de preuves)
Soit Φ un syste`me d’infe´rence de´fini sur l’ensemble de jugements U . Soit
(x = ax)x∈X un syste`me quasi-uniforme de´fini sur T ∞U [X ], compatible avec
le syste`me d’infe´rence, au sens suivant :
pour toute inconnue x de X ,
– soit ax est une preuve,
– soit ax = z(xk)k∈K , en notation pre´fixe, ou`
– quel que soit k dans K, xk est une variable,
– ((axk(ε))k∈K , z) est une re`gle de Φ.
Alors, pour chaque inconnue x, la valeur en x de la solution est une preuve
suivant Φ.
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De´monstration
Soit ν l’unique solution du syste`me. Conside´rons la proprie´te´ suivante, de´-
finie pour tout arbre a de T ∞U et toute position p de son domaine, et note´e
I(a, p) :
I(a, p)
def⇔ ∃ ((zk)k∈K , z) ∈ Φ .
 a(p) = z{k ∈ P | p k ∈ dom a} = K
∀ k ∈ K . a(p k) = zk
 .
Ve´rifions que le lemme des proprie´te´s locales 1.1.4 (p. 54) peut s’appliquer.
Premie`rement, le pre´dicat I de´finit une proprie´te´ locale.
Deuxie`mement, montrons que pour toute variable x et toute position p ap-
partenant a` dom ax telle que ax(p) ∈ U , on a I(ν(x), p).
Soit x une variable.
Si ax est une preuve, alors ν(x) = ax et pour toute position p, I(ν(x), p) est
ve´rifie´.
Examinons l’autre cas, ou` ax = z(xk)k∈K . On doit ve´rifier I(ν(x), ε).
On a ν(x)(ε) = z et pour k ∈ P, ν(x)(k) = axk(ε) si k ∈ K et ν(x)(k) = ⊥
sinon. Compte tenu des hypothe`ses, I(ν(x), ε) est bien ve´rifie´, en prenant la
re`gle d’infe´rence ((axk(ε))k∈K , z).
On peut donc conclure que ν a pour invariant I, et donc de´finit des preuves
suivant Φ.
x
Les e´quations de´finissant des preuves pourront eˆtre note´es de manie`re plus
explicite ainsi :
x =
(xk)k∈K
z
.
Avant d’aborder la caracte´risation des points fixes, et les interpre´tations
inductives et co-inductives, de´finissons une interpre´tation mixte, en ajoutant
des contraintes pour la formation des preuves. Une contrainte encadre l’uti-
lisation des re`gles d’infe´rence : chaque pre´misse d’une re`gle se voit qualifie´e
de « positive », « ne´gative » ou « neutre », pour indiquer le profil en profon-
deur de la preuve. Dans la preuve d’un jugement, une re`gle est utilisable
si chacune de ses pre´misses, suivant qu’elle est positive, ne´gative ou neutre,
est la conclusion d’une sous-preuve respectivement fonde´e, non fonde´e ou
quelconque. Ainsi, dans une interpre´tation inductive, toutes les pre´misses
seront positives, et dans une co-inductive, toutes seront neutres.
On suppose que pour toute re`gle ((zk)k∈K , z) de Φ, il existe une partition de
K en trois ensembles, note´s K+, K− et K0 ; les pre´misses appartenant a` la
famille (zk)k∈K+ sont les pre´misses positives, celles appartenant a` la famille
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(zk)k∈K− sont les pre´misses ne´gatives, et enfin celles appartenant a` la famille
(zk)k∈K0 sont les pre´misses neutres. Dans la suite, les re`gles pourront eˆtre
note´es en pre´ce´dant les pre´misses du signe «+ » si elles sont positives, « - » si
elles sont ne´gatives et d’aucun signe sinon, comme ceci par exemple pour la
re`gle ((zk)k∈K , z), avec K = {0, 1, 2}, K+ = {0}, K− = {2} et K0 = {1} :
+ z0 z1 − z2
z
.
Une preuve a : P∗ → U est admissible dans l’interpre´tation mixte du syste`me
d’infe´rence Φ si elle ve´rifie
pour toute position p du domaine de a, il existe une re`gle de Φ,
((zk)k∈K , z), telle que
(i) a(p) = z ,
(ii) {k ∈ P | p k ∈ dom a} = K ,
(iii) ∀ k ∈ K . a(p k) = zk ,
(iv) ∀ k ∈ K+ . a/p k est bien fonde´,
(v) ∀ k ∈ K− . a/p k n’est pas fonde´.
Les conditions (iv) et (v) constituent les contraintes nouvelles sur l’utilisa-
tion des re`gles. Dans une interpre´tation mixte d’un syste`me d’infe´rence, on
de´finira ge´ne´ralement les preuves a` l’aide de syste`mes d’e´quations re´cursives.
Cependant, la proposition pre´ce´dente 1.2.3 ne nous permet pas de savoir si
une preuve ainsi construite ve´rifie les contraintes supple´mentaires. Raffinons
donc cette proposition.
1.2.4 Proposition (
Interpre´tation mixte :
Construction re´cursive de preuves
)
Soit Φ un syste`me d’infe´rence de´fini sur l’ensemble de jugements U , et consi-
de´rons une interpre´tation mixte de ce syste`me.
Soit (X+,X−,X 0) une partition de l’ensemble des inconnues X .
Conside´rons un syste`me quasi-uniforme (x = ax)x∈X , de´fini sur T ∞U [X ],
compatible avec l’interpre´tation mixte du syste`me d’infe´rence, au sens sui-
vant :
pour toute inconnue x de X+,
– ax est une preuve bien fonde´e admissible dans l’interpre´tation mixte,
pour toute inconnue x de X−,
– soit ax est une preuve non fonde´e admissible dans l’interpre´tation
mixte,
– soit ax = z(xk)k∈K , en notation pre´fixe, ou`
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– ((axk(ε))k∈K , z) est une re`gle de Φ,
– K− n’est pas vide,
– quel que soit k dans K+, xk appartient a` X+,
– quel que soit k dans K−, xk appartient a` X−,
– quel que soit k dans K0, xk appartient a` X ,
pour toute inconnue x de X 0,
– soit ax est une preuve admissible dans l’interpre´tation mixte,
– soit ax = z(xk)k∈K , en notation pre´fixe, ou`
– ((axk(ε))k∈K , z) est une re`gle de Φ,
– quel que soit k dans K+, xk appartient a` X+,
– quel que soit k dans K−, xk appartient a` X−,
– quel que soit k dans K0, xk appartient a` X .
Alors, pour chaque inconnue x, la valeur en x de la solution est une preuve
admissible dans l’interpre´tation mixte de Φ.
La de´monstration est analogue a` celle de la proposition pre´ce´dente 1.2.3.
De´monstration
Soit ν l’unique solution du syste`me. Conside´rons la proprie´te´ suivante, de´-
finie pour tout arbre a de T ∞U et toute position p de son domaine, et note´e
I(a, p) :
I(a, p)
def⇔ ∃ ((zk)k∈K , z) ∈ Φ .

a(p) = z
{k ∈ P | p k ∈ dom a} = K
∀ k ∈ K . a(p k) = zk
∀ k ∈ K+ . a/p k est bien fonde´
∀ k ∈ K− . a/p k n’est pas fonde´
 .
Ve´rifions que le lemme des proprie´te´s locales 1.1.4 (p. 54) peut s’appliquer.
Premie`rement, le pre´dicat I de´finit bien une proprie´te´ locale.
Deuxie`mement, montrons que pour toute variable x et toute position p ap-
partenant a` dom ax telle que ax(p) ∈ U , on a I(ν(x), p).
Soit x une variable.
Si ax est une preuve admissible, alors ν(x) = ax et pour toute position p,
I(ν(x), p) est ve´rifie´.
Examinons l’autre cas, ou` ax = z(xk)k∈K . On doit ve´rifier I(ν(x), ε).
On a ν(x)(ε) = z et pour k ∈ P, ν(x)(k) = axk(ε) si k ∈ K et ν(x)(k) = ⊥
sinon.
Compte tenu des hypothe`ses, les trois premie`res conditions sont ve´rifie´es, en
prenant la re`gle d’infe´rence ((axk(ε))k∈K , z).
Si k ∈ K+, on a ν(x)/k = axk , et ν(x)/k est bien fonde´.
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Supposons enfin k ∈ K−. On cherche a` montrer que ν(x)/k n’est pas fonde´.
Comme ν(x)/k = ν(xk), avec xk ∈ X−, il suffit de montrer que pour tout
x ∈ X−, il existe une suite de preuves (Axn)n de´croissant suivant ≺ (la
relation « est un sous-arbre de ») commenc¸ant en ν(x). On construit cette
famille de suites par re´currence en imposant que pour tout n, ou bien Axn
est une preuve admissible non fonde´e, ou bien il existe y ∈ X− tel que
Axn = ν(y).
• n = 0
Pour tout x ∈ X−, on pose Ax0 = ν(x).
• n > 0
Supposons que pour tout x ∈ X−, Axn−1 est de´fini.
Soit x ∈ X−.
Si Axn−1 est une preuve admissible non fonde´e, il existe au moins une sous-
preuve imme´diate, admissible et non fonde´e, et on en choisit une pour Axn.
Supposons Axn−1 = ν(y), ou` y ∈ X−. Si ay est une preuve admissible non
fonde´e, on a ν(y) = ay, et on est ramene´ au cas pre´ce´dent.
Supposons donc ay = z(xk)k∈K . Par hypothe`se, il existe k ∈ K− ve´rifiant
xk ∈ X− et on pose Axn = ν(xk).
On peut donc conclure que ν a pour invariant I, et donc de´finit des preuves
admissibles dans l’interpre´tation mixte de Φ.
x
Comme pre´ce´demment, les e´quations de´finissant des preuves admissibles
pourront eˆtre note´es de manie`re plus explicite en pre´cisant les contraintes,
comme dans cet exemple :
x =
+ x0 x1 − x2
z
.
Bien que nous utilisions a` plusieurs reprises l’interpre´tation mixte de sys-
te`mes d’infe´rence dans les chapitres suivants, nous ne poursuivons pas son
e´tude, car elle ne donne pas lieu a` une caracte´risation inte´ressante par points
fixes. Revenons donc aux points fixes extre´maux, et a` leur caracte´risation
par des preuves.
Pre´cise´ment, quelle notion d’admissibilite´ pour les preuves correspond
aux plus petit et plus grand points fixes de l’ope´rateur d’infe´rence ? Le the´o-
re`me suivant apporte la re´ponse.
1.2.5 De´finition et the´ore`me (
Interpre´tation inductive et co-inductive
d’un syste`me d’infe´rence
)
Soit Φ un syste`me d’infe´rence.
Dans son interpre´tation inductive, ou` les preuves admissibles sont les preuves
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bien fonde´es, l’ensemble des jugements valides est e´gal au plus petit point fixe
de l’ope´rateur d’infe´rence associe´.
Dans son interpre´tation co-inductive, ou` toutes les preuves sont admissibles,
l’ensemble des jugements valides est e´gal au plus grand point fixe de l’ope´-
rateur d’infe´rence associe´.
De´monstration
Soit ϕ l’ope´rateur associe´ a` Φ. Soient P∆(Φ) l’ensemble des preuves bien
fonde´es et P∇(Φ) l’ensemble de toutes les preuves de Φ. Soient enfin ∆(Φ)
et ∇(Φ) les ensembles de jugements valide´s par les preuves de P∆(Φ) et de
P∇(Φ) respectivement.
• lfp(ϕ) = ∆(Φ)
◦ lfp(ϕ) ⊆ ∆(Φ)
Il suffit de montrer que ϕ(∆(Φ)) ⊆ ∆(Φ).
Soit z ∈ ϕ(∆(Φ)).
Il existe Z ⊆ ∆(Φ) tel que (Z, z) ∈ Φ. Supposons que Z soit de´crit par la
famille (zk)k∈K . Comme Z ⊆ ∆(Φ), on peut associer a` chaque k de K une
preuve bien fonde´e ak ∈ P∆(Φ) ayant zk comme conclusion. Conside´rons le
syste`me suivant, d’inconnues (xε, (xk)k∈K) :
xε =
(xk)k∈K
z
,
xk = ak (k ∈ K) .
Il est quasi-uniforme et compatible avec Φ : d’apre`s la proposition 1.2.3
(p. 73), la valeur de l’unique solution en xε est une preuve de conclusion z,
de plus bien fonde´e. Ainsi, z appartient ainsi a` ∆(Φ). Finalement, ∆(Φ) est
stable, ce qui montre la premie`re inclusion.
◦ ∆(Φ) ⊆ lfp(ϕ)
Nous proce´dons par re´currence structurelle sur l’ensemble des preuves bien
fonde´es.
Soit a une telle preuve, et supposons ∀ a′ ≺ a . a′(ε) ∈ lfp(ϕ).
Comme l’ensemble des pre´misses de la conclusion de a, {a(k) | k ∈ P ∩
dom a}, est e´gal a` {a′(ε) | a′ ≺ a} et est donc inclus par l’hypothe`se de
re´currence dans lfp(ϕ), on de´duit par la stabilite´ de lfp(ϕ) que a(ε) ∈ lfp(ϕ).
Finalement, ∀ a ∈ P∆(Φ) . a(ε) ∈ lfp(ϕ).
• gfp(ϕ) = ∇(Φ)
◦ gfp(ϕ) ⊆ ∇(Φ)
Comme gfp(ϕ) est dense, on peut associer a` tout z ∈ gfp(ϕ) une re`gle
((j(z, k))k∈Kz , z) de Φ, avec {j(z, k) | k ∈ Kz} ⊆ gfp(ϕ). Conside´rons le
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syste`me suivant, d’inconnues (xz)z∈gfp(ϕ) :(
xz =
(xj(z,k))k∈Kz
z
)
z∈gfp(ϕ)
.
Il est quasi-uniforme et compatible avec Φ : d’apre`s la proposition 1.2.3
(p. 73), pour tout z de gfp(ϕ), la valeur de l’unique solution en xz est une
preuve de conclusion z.
◦ ∇(Φ) ⊆ gfp(ϕ)
Montrons que ∇(Φ) ⊆ ϕ(∇(Φ)), ce qui permettra de conclure.
Soit z ∈ ∇(Φ). Il existe a ∈ P∇(Φ) tel que a(ε) = z. Soit Z = {a(k) | k ∈
P ∩ dom a}. On a Z ⊆ ∇(Φ) et (Z, z) ∈ Φ. Ainsi z ∈ ϕ(∇(Φ)). L’ensemble
∇(Φ) est donc dense, d’ou` ∇(Φ) ⊆ gfp(ϕ).
x
Comme corollaire de ce the´ore`me, il vient que la validite´ d’un jugement dans
un syste`me d’infe´rence ne de´pend pas de la forme retenue pour les preuves,
pre´cise´ment de la manie`re dont les pre´misses des re`gles sont de´crites.
Ce the´ore`me justifie aussi un changement de terminologie. Si Φ est un sys-
te`me d’infe´rence, d’ope´rateur associe´ ϕ, alors le plus petit point fixe de ϕ
est appele´ l’ensemble engendre´ inductivement par Φ, note´ ∆(Φ), le qua-
lificatif « inductif » signifiant la bonne fondation des preuves admissibles ;
quant au plus grand point fixe de ϕ, il est appele´ l’ensemble engendre´ co-
inductivement par Φ, note´ ∇(Φ), le qualificatif « co-inductif » signifiant que
toutes les preuves sont admissibles.
Avant de poursuivre notre e´tude, de´veloppons un exemple particulie`re-
ment utile d’interpre´tation co-inductive.
1.2.2 Comparer des arbres
Nous illustrons la de´marche de´ductive en poursuivant et de´taillant un
exemple de´ja` aborde´, et qui nous sera utile par la suite, la comparaison
entre termes (soit entre arbres respectant une signature).
Dans un terme, une valeur de non-de´finition ⊥s (s e´tant une sorte) appa-
raˆıt ne´cessairement en une feuille. On peut comple´ter un terme comportant
des valeurs de non-de´finition en les remplac¸ant par des termes non triviaux,
pour obtenir un terme mieux de´fini. L’ordre associe´ a` cette ope´ration de
remplacement a e´te´ de´crit pre´ce´demment comme la relation « est moins de´-
fini que » ; il peut eˆtre compris aussi comme la relation « est un sous-terme
initial », en interpre´tant les valeurs de non-de´finition comme des arbres vides
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(pour chaque sorte), ce que nous avons de´ja` fait ; on choisit plutoˆt de le nom-
mer « ordre d’approximation » : e´tant donne´ un terme, on peut chercher a`
l’approcher en utilisant des termes moins de´finis que lui. Nous allons de´finir
cette relation de deux manie`res :
– par similarite´, a` partir de l’interpre´tation co-inductive d’un syste`me
d’infe´rence,
– par compatibilite´, en e´tendant aux termes, conside´re´s comme des ap-
plications de l’ensemble des positions dans l’ensemble des e´tiquettes
augmente´ des valeurs de non-de´finition, la relation d’ordre naturelle
sur l’ensemble d’arrive´e.
Dans la suite, on conside`re la signature pointe´e Σ⊥, de´finie sur l’ensemble
de sortes S, l’ensemble de positions P∗ et l’ensemble d’e´tiquettes F .
Commenc¸ons par la de´finition de l’extension. L’ensemble F ∪ {⊥s | s ∈ S}
peut eˆtre muni d’une relation d’ordre strict < de´finie pour toute sorte s et
toute e´tiquette f de sorte s par :
⊥s < f .
L’ordre d’approximation est l’extension a` T ∞Σ⊥ compatible avec la relation
pre´ce´dente, et se de´finit ainsi, pour tout terme a et b de T ∞Σ⊥ :
a ≤ b def⇔ (dom a ⊆ dom b) ∧ (∀ p ∈ dom a . a(p) ≤ b(p)) .
Il s’agit e´videmment d’une relation d’ordre.
Voyons maintenant la de´finition par similarite´ de cette meˆme relation. Consi-
de´rons le syste`me d’infe´rence suivant, note´ Φ≤, de´fini sur le produit carte´sien
T ∞Σ⊥ × T ∞Σ⊥ par les re`gles de la forme suivante :
∅
(⊥s, a)
(a ∈ T ∞Σ⊥ : s) ,
(
(σ1(y), σ2(y))
)
y∈var(e)
(e[σ1], e[σ2])
(
e ∈ T ∞Σ⊥ [X ], e(ε) ∈ F
σ1, σ2 : var(e)
v→ T ∞Σ⊥
)
.
Nous allons montrer que l’ensemble engendre´ co-inductivement par Φ≤ est
e´gal a` la relation d’ordre d’approximation. Dans la de´monstration que nous
donnons, nous utilisons une hypothe`se portant sur la taille de l’ensemble des
variables X : pre´cise´ment, on suppose que pour chaque sorte s, il est possible
de plonger l’ensemble des positions P∗ dans l’ensemble des variables de sorte
s, X s, plongement qu’on de´crit par la famille (xsp)p∈P∗ .
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1.2.6 Proposition (
De´finition par similarite´ de
l’ordre d’approximation
)
L’ensemble engendre´ co-inductivement par Φ≤ est e´gal a` la relation d’ordre
d’approximation : pour tous termes a et b de T ∞Σ⊥, on a
(a, b) ∈ ∇(Φ≤)⇔ a ≤ b .
De´monstration
• a ≤ b⇒ (a, b) ∈ ∇(Φ≤)
Supposons a ≤ b. On associe tout d’abord a` a un terme e, appartenant a`
T ∞Σ [X ] et obtenu en remplac¸ant les valeurs de non-de´finition par des va-
riables, de la manie`re suivante, pour toute position p de dom a :
e(p) =
{
a(p) si a(p) ∈ F ,
xsp si a(p) = ⊥s .
Conside´rons la valuation σ1 : var(e)
v→ T ∞Σ⊥ de´finie par :
σ1(xsp) = ⊥s .
On a e´videmment e[σ1] = a.
Conside´rons maintenant l’application σ2 : var(e)→ T ∞Σ⊥ de´finie par :
σ2(xsp) = b/p .
Elle respecte les sortes, puisque si xsp est une variable de e, alors a(p), e´gal
a` ⊥s, a pour sorte s, et donc b(p) aussi : σ2 est donc une valuation.
Montrons que e[σ2] = b.
Soit p une position. On a :
e[σ2](p) =

e(p) si e(p) ∈ F ,
σ2(xsq)(r) si p = q r, e(q) = x
s
q ,
⊥ sinon.
Dans le premier cas, on a e(p) = a(p) = b(p), et dans le second, σ2(xsq)(r) =
b(p). Finalement, pour toute position p ∈ dom e[σ2], e[σ2](p) = b(p), d’ou`
par le lemme 1.1.3 (p. 52), l’e´galite´ e[σ2] = b.
Pour conclure, de´finissons un syste`me d’e´quations re´cursives, d’inconnues
(x, (xy)y∈var(e)), par les e´quations suivantes :
x =
(xy)y∈var(e)
(e[σ1], e[σ2])
,
xy =
∅
(σ1(y), σ2(y))
(y ∈ var(e)) .
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Ce syste`me quasi-uniforme est compatible avec Φ≤ ; d’apre`s la proposition
1.2.3 (p. 73), la valeur de la solution en x est une preuve de (a, b) dans Φ≤.
• (a, b) ∈ ∇(Φ≤)⇒ a ≤ b
On montre par re´currence sur l’ensemble des positions, muni de la relation
bien fonde´e ≺+s (la relation suffixe), que pour toute position p et pour tout
couple (a, b) de ∇(Φ≤), on a
p ∈ dom a⇒ p ∈ dom b ∧ a(p) ≤ b(p) .
On de´duit de cette dernie`re implication e´videmment que a ≤ b. Remarquons
aussi que si a = ⊥s, alors dom a = ε, et l’implication est ve´rifie´e pour toute
position p.
Soit p une position et supposons que pour toute position r telle que r ≺+s p,
la proprie´te´ est ve´rifie´e.
Soit (a, b) appartenant a` ∇(Φ≤), et conside´rons le seul cas inte´ressant, ou`
il existe e ∈ T ∞Σ⊥ et σ1, σ2 : var(e) → T ∞Σ⊥ tels que a = e[σ1], b = e[σ2],
e(ε) ∈ F et ∀ y ∈ var(e) . (σ1(y), σ2(y)) ∈ ∇(Φ≤).
Distinguons deux cas.
• p = ε
Dans ce cas, p appartient a` dom a et dom b et on a a(p) = e(p) = b(p).
• p 6= ε
Supposons p ∈ dom a. Deux cas sont possibles.
◦ e(p) ∈ F ∪ {⊥s | s ∈ S}
Alors a(p) = e(p) = b(p).
◦ p = q r, e(q) = x(x ∈ X )
Alors a(p) = σ1(x)(r) et b(p) = σ2(x)(r). Comme e(ε) ∈ F , r ≺+s p, et on
peut appliquer l’hypothe`se de re´currence a` r et au couple (σ1(x), σ2(x)) de
∇(Φ≤) pour conclure.
x
Apre`s la de´finition par similarite´ de la relation d’ordre, il est possible d’en
donner une de l’e´galite´, avec des re`gles tre`s voisines. Soit Φ= le syste`me
d’infe´rence suivant, de´fini sur le produit carte´sien T ∞Σ⊥ × T ∞Σ⊥ par les re`gles
suivantes :
∅
(⊥s,⊥s)
(s ∈ ⊥) ,
(σ1(y), σ2(y))y∈var(e)
(e[σ1], e[σ2])
(
e ∈ T ∞Σ⊥ , e(ε) ∈ F ,
σ, σ′ : var(e)→ T ∞Σ⊥
)
.
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Ce syste`me de´finit bien l’e´galite´ de deux termes, e´galite´ que nous avons
de´finie pre´ce´demment sous la forme d’une extension compatible aux termes
de l’e´galite´ entre e´tiquettes et valeurs de non-de´finition (cf. p. 52).
1.2.7 Proposition (De´finition par bisimilarite´ de l’e´galite´)
L’ensemble engendre´ co-inductivement par Φ= est e´gal a` la relation d’e´galite´
entre termes : pour tous termes a et b de T ∞Σ⊥, on a
(a, b) ∈ ∇(Φ=)⇔ a = b .
De´monstration
• (a, b) ∈ ∇(Φ=)⇒ a = b
Si (a, b) ∈ ∇(Φ=), alors (a, b) ∈ ∇(Φ≤) et par syme´trie, (b, a) ∈ ∇(Φ≤). Par
la proposition pre´ce´dente, a ≤ b et b ≤ a, soit a = b.
• a = b⇒ (a, b) ∈ ∇(Φ=)
On ve´rifie facilement que pour tout terme a de T ∞Σ⊥ , le couple (a, a) est un
axiome de Φ=.
x
1.2.3 Prouver dans un treillis complet
Re´sumons-nous : on a associe´ a` un syste`me d’infe´rence sur U un ope´rateur
croissant de´fini sur U et caracte´rise´ son plus petit point fixe et son plus grand.
Le plus petit point fixe est, au choix,
– le plus petit ensemble stable,
– la limite d’une suite transfinie croissante d’ite´rations partant de l’en-
semble vide,
– l’ensemble des jugements valide´s par des preuves bien fonde´es,
et son plus grand point fixe :
– le plus grand ensemble dense,
– la limite d’une suite transfinie de´croissante d’ite´rations partant de l’en-
semble de tous les jugements,
– l’ensemble des jugements valide´s par des preuves.
Les deux premie`res caracte´risations ont e´te´ montre´es en utilisant seulement
le fait que l’ensemble des parties d’un ensemble est un treillis complet. Une
question se pose : peut-on caracte´riser les points fixes d’une application crois-
sante sur un treillis complet quelconque en termes de preuves ? Si oui, dans
quel syste`me d’infe´rence ? La re´ponse est affirmative, en voici le de´veloppe-
ment.
Conside´rons un treillis complet (U ,≤,∨,∧,⊥,>), et une application crois-
sante η de U dans U . On va transformer η en un ope´rateur sur U , de manie`re
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a` ensuite construire un syste`me d’infe´rence.
La transformation la plus simple, qui consiste a` associer a` toute partie l’en-
semble forme´ des images de ses e´le´ments, ne convient pas. En effet, son plus
petit point fixe est l’ensemble vide.
En revanche, il est possible de repre´senter le treillis complet U a` l’inte´rieur de
l’ensemble des parties de U , 2U , en utilisant les ide´aux d’ordre principaux 24.
C’est qu’en effet tout ensemble ordonne´ est isomorphe a` l’ensemble de ses
ide´aux principaux, ordonne´ par l’inclusion. Soit ι l’isomorphisme d’ordre
entre U et l’ensemble de ses ide´aux principaux, ≤U , de´fini par :
ι(z)
def
= ≤ z ,
ou` ≤ z est l’ide´al principal engendre´ par z, soit
≤ z def= {y ∈ U | y ≤ z} .
Cette correspondance entre les ensembles ordonne´s et les ensembles d’ide´aux
principaux peut eˆtre e´tendue pour former un foncteur entre les deux cate´-
gories suivantes, qui sont e´quivalentes :
– objets : tout ensemble ordonne´,
morphismes : toute application croissante,
– objets : tout ensemble forme´ des ide´aux principaux d’un ensemble
ordonne´,
morphismes : toute application croissante (les objets e´tant ordonne´s
par l’inclusion).
Ce foncteur transforme ainsi η en ι ◦ η ◦ ι−1, de ≤U dans lui-meˆme.
Il reste a` e´tablir la relation entre l’ensemble des parties de U et ≤U , graˆce a`
la comple´tude de U . Soit donc (pi∗ : 2U → ≤U , pi∗ : ≤U → 2U ) la connexion
de Galois25 de´finie par :
pi∗(Z)
def
= ≤(∨Z) ,
pi∗(Y ) def= Y .
24Un ide´al d’ordre est une section initiale dirige´e d’un ensemble ordonne´ ; une section
initiale est une partie stable par minoration, et une partie est dirige´e si elle peut eˆtre
munie d’une loi de composition interne associant a` tout couple un de leurs majorants. Un
ide´al est principal s’il est engendre´ par un e´le´ment : c’est donc la section initiale ferme´e
engendre´e par cet e´le´ment.
25E´tant donne´ deux ensembles ordonne´s (A,≤) et (C,≤), une connexion de Galois entre
A et C est un couple d’applications (pi∗ : A→ C, pi∗ : C → A) ve´rifiant pour tout a de A
et tout c de C, a ≤ pi∗(c)⇔ pi∗(a) ≤ c.
1.2. Raisonner sur les objets infinis 85
A` η, on peut maintenant associer un ope´rateur sur U , ϕ, de´fini par
ϕ
def
= pi∗ ◦ ι ◦ η ◦ ι−1 ◦ pi∗ .
Il est facile de ve´rifier que z est un point fixe de η si et seulement si ≤ z est
un point fixe de ϕ. On peut donc construire le syste`me d’infe´rence a` partir
de ϕ, ce qui conduit au the´ore`me suivant.
1.2.8 The´ore`me (
Treillis complet :
interpre´tation inductive et co-inductive
pour points fixes
)
Soit (U ,≤,∨,∧,⊥,>) un treillis complet. Soit η une application croissante
de U dans U .
Conside´rons le syste`me d’infe´rence Φ forme´ des re`gles de la forme :
Z
z
(Z ⊆ U , z ≤ η(∨Z)) .
Alors :
– l’ensemble engendre´ inductivement par Φ est l’ide´al principal engendre´
par le plus petit point fixe de η :
∆(Φ) = ≤ lfp(η) ,
– l’ensemble engendre´ co-inductivement par Φ est l’ide´al principal en-
gendre´ par le plus grand point fixe de η :
∇(Φ) = ≤ gfp(η) .
De´monstration
On reprend les notations d’avant l’e´nonce´.
Pour une partie Z de U , e´valuons ϕ(Z) ; on obtient ≤ η(∨Z). Il s´ensuit
qu’un point fixe de ϕ est ne´cessairement un ide´al principal. De plus, pour
tout jugement z, on a :
η(z) = z ⇔ ϕ(≤ z) = ≤ z .
Les points fixes de η sont donc transforme´s par ι en ceux de ϕ, et re´cipro-
quement les points fixes de ϕ sont transforme´s par ι−1 en ceux de η.
Soit enfin ϕ′ l’ope´rateur associe´ a` Φ. On a :
ϕ′(Y ) = {z ∈ U | ∃Z ⊆ U . (Z, z) ∈ Φ ∧ Z ⊆ Y }
= {z ∈ U | ∃Z ⊆ U . z ≤ η(∨Z) ∧ Z ⊆ Y }
= {z ∈ U | z ≤ η(∨Y )}
= ≤ η(∨Y )
= ϕ(Y ) .
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L’ope´rateur associe´ a` Φ est bien ϕ. On peut donc conclure par le the´ore`me
1.2.5 (p. 77) et la correspondance entre les points fixes de ϕ et ceux de η.
x
Chaque re`gle (Z, z) du syste`me d’infe´rence Φ peut se de´composer en une
re`gle lie´e a` η,
Z
η(∨Z) ,
et une re`gle d’affaiblissement, lie´e a` l’ordre ≤,
{η(∨Z)}
z
,
instance du sche´ma de re`gle suivant, ou` z ≤ y,
{y}
z
.
Si seules les preuves des points fixes de η importent, il est possible de se
passer des re`gles d’affaiblissement : les ide´aux principaux ne sont alors plus
prouve´s dans leur entier.
1.2.9 The´ore`me (
Treillis complet (bis) :
interpre´tation inductive et co-inductive
pour points fixes
)
Soit (U ,≤,∨,∧,⊥,>) un treillis complet. Soit η une application croissante
de U dans lui-meˆme.
Conside´rons le syste`me d’infe´rence Φ′ forme´ des re`gles de la forme :
Z
η(∨Z) (Z ⊆ U) .
Alors :
– l’ensemble engendre´ inductivement par Φ′ admet un plus grand e´le´-
ment, le plus petit point fixe de η :
max∆(Φ′) = lfp(η) ,
– l’ensemble engendre´ co-inductivement par Φ′ admet un plus grand e´le´-
ment, le plus grand point fixe de η :
max∇(Φ′) = gfp(η) .
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De´monstration
• max∆(Φ′) = lfp(η)
Il suffit de montrer que ∨∆(Φ′) = lfp(η). En effet, dans ce cas, conside´rons
la re`gle de Φ′
∆(Φ′)
η(∨∆(Φ′))
.
η(∨∆(Φ′)) admet donc une preuve bien fonde´e et appartient ainsi a` ∆(Φ′) ;
par hypothe`se, c’est justement ∨∆(Φ′), qui est donc le plus grand e´le´ment
de ∆(Φ′).
◦ ∨∆(Φ′) ≤ lfp(η)
Comme ∆(Φ′) ⊆ ∆(Φ), on de´duit du the´ore`me pre´ce´dent l’ine´galite´.
◦ lfp(η) ≤ ∨∆(Φ′)
Comme pre´ce´demment, de la re`gle
∆(Φ′)
η(∨∆(Φ′))
,
on de´duit que η(∨∆(Φ′)) appartient a` ∆(Φ′), et est donc infe´rieur ou e´gal a`
∨∆(Φ′) : ∨∆(Φ′) est ainsi stable par η. Le the´ore`me de Tarski (1.2.1 (p. 69))
permet de conclure.
• max∇(Φ′) = gfp(η)
On montre tout d’abord que ∨∇(Φ′) ≤ gfp(η), puis que gfp(η) appartient a`
∇(Φ′). On en de´duit e´videmment que gfp(η) est le maximum de ∇(Φ′).
◦ ∨∇(Φ′) ≤ gfp(η)
Comme ∆(Φ′) ⊆ ∆(Φ), on de´duit du the´ore`me pre´ce´dent l’ine´galite´.
◦ gfp(η) ∈ ∇(Φ′)
Conside´rons l’e´quation re´cursive suivante :
x =
x
gfp(η)
.
Comme le syste`me d’infe´rence Φ′ contient la re`gle d’infe´rence
gfp(η)
gfp(η)
,
cette e´quation forme un syste`me quasi-uniforme compatible avec Φ′ ; d’apre`s
la proposition 1.2.3 (p. 73), sa solution est donc une preuve de gfp(η), qui
appartient ainsi a` ∇(Φ′).
x
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1.2.4 Raisonner, c’est prouver
Les ensembles engendre´s inductivement et co-inductivement par un sys-
te`me d’infe´rence ont e´te´ caracte´rise´s en tant que points fixes de l’ope´rateur
d’infe´rence associe´ et en tant que conclusions de preuves. On va maintenant
associer a` ces caracte´risations des principes pour raisonner sur les e´le´ments
de ces ensembles engendre´s. Fide`le a` notre ligne directrice, nous insistons
sur la formulation en termes de preuves. Ainsi, un raisonnement co-inductif
correspond a` la validation d’un jugement par une preuve : raisonner, c’est
donc prouver ; un raisonnement inductif s’appuie sur la proprie´te´ des preuves
admissibles conside´re´es, la bonne fondation : il s’agit donc d’une re´currence
structurelle sur les preuves.
On conside`re tout d’abord le cas d’un syste`me d’infe´rence, puis celui d’un
treillis complet. A` chaque fois, on donne tout d’abord les principes d’induc-
tion, puis ceux de co-induction. On compare aussi les diffe´rents principes, re-
lativement a` ceux utilisant les preuves. Pour simplifier, on utilise les preuves
canoniquement associe´es aux syste`mes d’infe´rence conside´re´s.
Les principes donne´s sont toujours optimaux, dans le sens ou` la condition
permettant de de´duire la conclusion souhaite´e lui est en fait e´quivalente.
Conside´rons tout d’abord le cas d’un syste`me d’infe´rence. Les diffe´rentes
caracte´risations donne´es dans le paragraphe 1.2.1 me`nent au the´ore`me sui-
vant pour l’induction.
1.2.10 The´ore`me (Syste`me d’infe´rence : principes inductifs)
Conside´rons un syste`me d’infe´rence Φ de´fini sur l’ensemble U . Soient ϕ
l’ope´rateur d’infe´rence associe´, (∆α(ϕ))α la suite transfinie croissante des
ite´re´s de ϕ, de´finie par
∆α(ϕ) =
⋃
β|β<α
ϕ(∆β(ϕ)) ,
P∆(Φ) l’ensemble des preuves dans Φ bien fonde´es et ∆(Φ) l’ensemble en-
gendre´ inductivement par Φ.
Soit Z une partie de U . Alors chacune des conditions suivantes implique que
∆(Φ) est inclus dans Z, et re´ciproquement :
(i) conditions de stabilite´ :
(a) ϕ(Z ∩∆(Φ)) ⊆ Z ,
(b) ∃Y . Y ⊆ Z ∧ ϕ(Y ) ⊆ Y ,
(ii) condition d’induction transfinie :
∀α . (∀β < α . ∆β(ϕ) ⊆ Z)⇒ ∆α(ϕ) ⊆ Z ,
(iii) condition de re´currence structurelle sur les preuves :
∀ a ∈ P∆(Φ) . (∀ j ∈ dom a ∩ U . a(j) ∈ Z)⇒ a(ε) ∈ Z .
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De´monstration
Notons (C) la conclusion ∆(Φ) ⊆ Z.
• (i.a)⇒ (C)
Supposons (i.a). Comme ∆(Φ) est un point fixe, Z ∩∆(Φ) est stable par ϕ.
Du the´ore`me de Tarski (1.2.1 (p. 69)), on de´duit ∆(Φ) ⊆ Z ∩ ∆(Φ), d’ou`
(C).
• (i.b)⇒ (C)
Supposons (i.b). Comme Y est stable, par le the´ore`me de Tarski (1.2.1
(p. 69)), ∆(Φ) ⊆ Y , puis par transitivite´ (C).
• (ii)⇒ (C)
Supposons (ii). On de´duit du principe d’induction transfinie que pour tout
ordinal α, ∆α(ϕ) ⊆ Z, d’ou` (C) par le the´ore`me 1.2.2 (p. 70).
• (iii)⇒ (C)
Supposons (iii). Du principe de re´currence structurelle sur les preuves bien
fonde´es, on de´duit ∀ a ∈ P∆(Φ) . a(ε) ∈ Z. Par le the´ore`me 1.2.5 (p. 77), on
a alors (C).
• Re´ciproques
Elles sont triviales.
x
D’un point de vue logique, toutes ces conditions sont e´quivalentes, comme
elles sont e´quivalentes a` la conclusion du principe, l’inclusion de l’ensemble
engendre´ inductivement dans la partie conside´re´e. Il est cependant inte´res-
sant de les comparer d’un point de vue me´thodologique. A` cette fin, on se
place dans une position quelque peu artificielle : on cherche a` de´montrer la
condition de re´currence structurelle sur les preuves, en supposant tour a` tour
chacune des autres conditions, comme si nous ignorions, malgre´ l’e´vidence,
que le principe d’induction peut s’appliquer a` chaque fois.
La premie`re condition de stabilite´ exprime de manie`re synthe´tique la condi-
tion de re´currence structurelle sur les preuves : il s’agit de sa traduction
utilisant l’ope´rateur d’infe´rence. Quant a` la seconde condition de stabilite´,
elle conduit a` de´montrer la condition de re´currence avec Y , et non Z, puis
a` utiliser l’inclusion de Y dans Z.
La condition d’induction transfinie ressemble a` la condition de re´currence
structurelle. Pour pre´ciser leur rapport, nous allons caracte´riser les ite´re´s de
l’ope´rateur d’infe´rence a` l’aide de preuves. Conside´rons les premiers termes
de la suite des ite´re´s, (∆α(ϕ))α, avec la notation du the´ore`me pre´ce´dent :
– ∆0(ϕ) est l’ensemble vide,
– ∆1(ϕ) est l’ensemble des axiomes,
– ∆2(ϕ) est l’ensemble forme´ des axiomes et des conclusions de re`gles
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dont les pre´misses sont des axiomes.
Ces premie`res caracte´risations sugge`rent que l’ordinal indique la hauteur des
preuves, intuition que nous de´veloppons maintenant.
La hauteur d’un arbre, entendue comme la plus grande longueur d’un chemin
entre la racine et une feuille de l’arbre, est de´finie lorsque l’arbre est fini :
on peut cependant e´tendre la de´finition aux arbres bien fonde´s, a` condition
de renoncer a` l’ensemble des entiers naturels pour la classe des ordinaux.
1.2.11 De´finition et proposition (
Hauteur (ordinale)
d’un arbre bien fonde´
)
Il existe une unique application h de l’ensemble des arbres bien fonde´s dans
la classe des ordinaux ve´rifiant pour tout arbre f(ai)i∈I d’e´tiquette f et de
sous-arbres les arbres de la famille (ai)i∈I :
h(f(ai)i∈I) =
∨
i∈I
h(ai) + 1 .
L’ordinal h(f(ai)i∈I) est la hauteur de l’arbre f(ai)i∈I .
L’existence et l’unicite´ de´coule du the´ore`me 1.1.1 (p. 47) concernant la re´-
cursion sur les ensembles munis d’une relation bien fonde´e26.
Appliquons cette notion de hauteur aux preuves. Conside´rons un syste`me
d’infe´rence Φ et un jugement z appartenant a` l’ensemble engendre´ inductive-
ment par Φ. On associe a` z le plus petit ordinal de l’ensemble des hauteurs
des preuves (bien fonde´es) validant z. Cet ordinal, non nul, est appele´ la
complexite´ du jugement z dans Φ.
Finalement, les conditions d’induction transfinie et de re´currence structurelle
sur les preuves se correspondent tre`s pre´cise´ment.
1.2.12 Proposition (Induction : ite´re´s et complexite´)
Conside´rons un syste`me d’infe´rence Φ sur l’ensemble U .
Soient ϕ l’ope´rateur d’infe´rence associe´ et (∆α(ϕ))α la suite transfinie crois-
sante des ite´re´s de ϕ, de´finie par
∆α(ϕ) =
⋃
β|β<α
ϕ(∆β(ϕ)) .
Alors, pour tout jugement z et pour tout ordinal α,
26Le the´ore`me a e´te´ e´tabli dans le cas ou` l’ensemble d’arrive´e est un ensemble (de la
the´orie des ensembles), et non une classe propre (ce qu’est la classe des ordinaux). On
admet qu’il est encore valable dans ce cas.
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z appartient a` ∆α(ϕ) si et seulement si la complexite´ de z dans
Φ est infe´rieure ou e´gale a` α.
De´monstration
Soit Rα l’ensemble des jugements de complexite´ infe´rieure ou e´gale a` α.
• ∆α(ϕ) ⊆ Rα
On proce`de par induction transfinie.
Soit α un ordinal tel que ∀β < α . ∆β(ϕ) ⊆ Rβ, et conside´rons z ∈ ∆α(ϕ).
Il existe β < α tel que z ∈ ϕ(∆β(ϕ)). Cela signifie qu’il existe une re`gle
(Z, z) de Φ, avec Z ⊆ ∆β(ϕ), soit par hypothe`se d’induction, Z ⊆ Rβ. Tout
jugement j de Z a ainsi une complexite´ infe´rieure ou e´gale a` β, si bien que
la complexite´ de z est infe´rieure ou e´gale a` β + 1, et donc a` α.
• Rα ⊆ ∆α(ϕ)
On proce`de par induction transfinie.
Soit α un ordinal tel que ∀β < α . Rβ ⊆ ∆β(ϕ), et conside´rons z ∈ Rα, de
complexite´ β, infe´rieure ou e´gale a` α.
Si β < α, alors l’hypothe`se d’induction donne z ∈ ∆β(ϕ) et comme ∆β(ϕ) ⊆
∆α(ϕ), on peut conclure.
Supposons donc β = α. Comme β est la hauteur d’un arbre, il existe β′
tel que β = β′ + 1. Soit (Z, z) la re`gle d’infe´rence par laquelle se termine
la preuve de z de hauteur β. Ne´cessairement, les jugements de Z ont une
complexite´ infe´rieure ou e´gale a` β′. De l’hypothe`se d’induction, on de´duit
que Z ⊆ ∆β′(ϕ), ce qui montre que z appartient a` ϕ(∆β′(ϕ)), et donc a`
∆α(ϕ).
x
Toujours au sein d’un syste`me d’infe´rence, voyons maintenant la co-
induction, a` partir des caracte´risations donne´es dans le paragraphe 1.2.1.
1.2.13 The´ore`me (Syste`me d’infe´rence : principes co-inductifs)
Conside´rons un syste`me d’infe´rence Φ sur l’ensemble U .
Soient ϕ l’ope´rateur d’infe´rence associe´, (∇α(ϕ))α la suite transfinie de´crois-
sante des ite´re´s de ϕ, de´finie par
∇α(ϕ) =
⋂
β|β<α
ϕ(∇β(ϕ)) ,
∇(Φ) l’ensemble engendre´ co-inductivement par Φ et P∇(Φ) l’ensemble des
preuves dans Φ.
Soit Z une partie de U . Alors chacune des conditions suivantes implique que
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Z est inclus dans ∇(Φ), et re´ciproquement :
(i) conditions de densite´ :
(a) Z ⊆ ϕ(Z ∪∇(Φ)) ,
(b) ∃Y . Z ⊆ Y ∧ Y ⊆ ϕ(Y ) ,
(ii) condition d’induction transfinie :
∀α . (∀β < α . Z ⊆ ∇β(ϕ))⇒ Z ⊆ ∇α(ϕ) ,
(iii) validation par preuve :
∀ z ∈ Z . ∃ a ∈ P∇(Φ) . a(ε) = z .
De´monstration
Notons (C) la conclusion Z ⊆ ∇(Φ).
• (i.a)⇒ (C), (i.b)⇒ (C), (ii)⇒ (C)
En raisonnant par dualite´, on peut utiliser les re´sultats du the´ore`me 1.2.10
(p. 88).
• (iii)⇒ (C)
Supposons (iii). Du the´ore`me 1.2.5 (p. 77), on de´duit imme´diatement (C).
• Re´ciproques
Elles sont triviales.
x
Comme pour l’induction, toutes ces conditions sont e´quivalentes, comme
elles sont e´quivalentes a` la conclusion du principe, l’inclusion de Z dans
l’ensemble engendre´ co-inductivement par le syste`me d’infe´rence. Il reste
la comparaison me´thodologique : cette fois-ci, on cherche a` valider par des
preuves les jugements de Z. Examinons une a` une les autres conditions et
de´terminons la manie`re dont chacune d’elles permet cette validation.
Chaque condition de densite´ permet de construire un syste`me d’e´quations
re´cursives dont la solution donne les preuves recherche´es. En effet, dans les
deux cas, il est possible de de´finir un syste`me d’e´quations re´cursives, quasi-
uniforme et compatible avec Φ, (xj = aj)j∈J , ve´rifiant
– J ⊆ U ,
– Z ⊆ J ,
– et aj(ε) = j.
La premie`re condition, Z ⊆ ϕ(Z ∪ ∇(Φ)), permet de de´finir un syste`me
avec J = Z ∪ ∇(Φ) ; pour la seconde, ∃Y . Z ⊆ Y ∧ Y ⊆ ϕ(Y ), on prend
e´videmment J ve´rifiant Z ⊆ J ∧ J ⊆ ϕ(J). Dans tous les cas, pour tout
jugement j de J , donc de Z, la valeur de la solution en xj est une preuve de
j.
Venons-en a` la condition d’induction transfinie. La suite des ite´re´s (∇α(ϕ))α
est de´croissante et converge vers le plus grand point fixe. E´tant donne´ un
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ite´re´ ∇α(ϕ) de l’ope´rateur d’infe´rence ϕ, essayons de valider par des preuves
ses jugements. Ne´cessairement, le syste`me d’infe´rence conside´re´ doit eˆtre une
extension de Φ ; le plus simple est d’ajouter des axiomes. Avant d’e´tudier
les premiers termes de la suite pour en induire une caracte´risation ge´ne´rale,
remarquons qu’en raisonnant par dualite´, il est facile de valider par des
preuves les jugements du comple´mentaire de ∇α(ϕ).
L’ope´rateur dual de ϕ, note´ ϕ˜, est de´fini par
ϕ˜(Z) = ¬ϕ(¬Z) ,
ou` pour toute partie Z de l’ensemble des jugements, ¬Z est son comple´-
mentaire. Le plus petit point fixe de ϕ a pour comple´mentaire le plus grand
point fixe de ϕ˜, et syme´triquement pour le plus grand. De meˆme, les suites
transfinies des ite´re´s de ϕ et ϕ˜ se correspondent : pour tout ordinal α, les
ite´re´s ∆α(ϕ) et ∇α(ϕ) ont pour comple´mentaire ∇α(ϕ˜) et ∆α(ϕ˜) respecti-
vement.
Le syste`me d’infe´rence dual de Φ, note´ Φ˜, se de´finit a` partir de ϕ˜, et contient
donc toute re`gle de la forme (Z, z) telle que pour toute re`gle de Φ ayant
pour conclusion z, au moins une de ses pre´misses appartient a` Z :
∀ (Y, z) ∈ Φ . Z ∩ Y 6= ∅ .
C’est qu’en effet on a les e´quivalences suivantes :
(Z, z) ∈ Φ˜ ⇔ z ∈ ϕ˜(Z)
⇔ z /∈ ϕ(¬Z)
⇔ ¬(∃Y . (Y, z) ∈ Φ ∧ Y ∩ Z = ∅)
⇔ ∀Y . (Y, z) ∈ Φ⇒ Z ∩ Y 6= ∅ .
Il s’ensuit, d’apre`s la proposition 1.2.12 (p. 90), que le comple´mentaire de
∇α(ϕ) est e´gal a` l’ensemble des jugements de complexite´ infe´rieure ou e´gale
a` α dans Φ˜.
En dehors du plus grand point fixe de ϕ, l’ite´re´ ∇α(ϕ) contient des juge-
ments appartenant au plus petit point fixe de ϕ˜ : leur complexite´ est alors
supe´rieure a` α dans Φ˜. Affinons ce re´sultat en conside´rant les deux premiers
termes de la suite.
On a ∇0(ϕ) = U . Conside´rons un jugement z, et essayons de le prouver dans
une extension de Φ. S’il est conclusion d’une re`gle de Φ, on examine cha-
cune des pre´misses de la re`gle ; si cette pre´misse est conclusion d’une re`gle,
on peut continuer de meˆme, sinon, il est ne´cessaire d’ajouter comme axiome
ce jugement. C’est meˆme suffisant puisqu’ainsi aussi bien les conclusions des
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re`gles que les jugements qui n’en sont pas peuvent eˆtre prouve´s. Comme les
axiomes de Φ˜ sont les jugements qui ne sont pas conclusion d’une re`gle de
Φ, il s’agit donc de les ajouter, autrement dit d’ajouter les jugements de
complexite´ un dans Φ˜.
On a ∇1(ϕ) = ϕ(U). C’est donc l’ensemble des conclusions des re`gles de
Φ. Essayons de prouver une conclusion z d’une re`gle de Φ. Soit ((Zi, z))i∈I
la famille forme´e des re`gles de Φ ayant pour conclusion z. S’il existe i ∈ I
tel que Zi ne contient que des conclusions de re`gles, on peut continuer en
prenant comme pre´misses de z l’ensemble Zi. Sinon, pour chaque i, il existe
zi dans Zi qui n’est pas conclusion d’une re`gle. Il est facile de voir que la
re`gle ({zi | i ∈ I}, z) appartient alors au syste`me dual Φ˜. Le jugement z, qui
n’est pas un axiome de Φ˜, a donc pour complexite´ deux dans Φ˜.
Ge´ne´ralisons avec la proposition suivante.
1.2.14 Proposition (Co-induction : ite´re´s et complexite´)
Soient Φ un syste`me d’infe´rence sur l’ensemble U , ϕ l’ope´rateur associe´,
(∇α(ϕ))α la suite transfinie de´croissante des ite´re´s de ϕ, de´finie par
∇α(ϕ) =
⋂
β|β<α
ϕ(∇β(ϕ)) ,
et enfin Φ˜ le syste`me d’infe´rence dual de Φ.
Soit α un ordinal. De´finissons le syste`me d’infe´rence Φα comme une exten-
sion de Φ, contenant en plus les axiomes forme´s des jugements de complexite´
α+ 1 dans Φ˜ :
Φα = Φ ∪ {(∅, z) | z de complexite´ α+ 1 dans Φ˜} .
Alors ∇α(ϕ) est e´gal a` l’ensemble engendre´ co-inductivement par Φα.
De´monstration
• ∇α(ϕ) ⊆ ∇(Φα)
On va construire un syste`me d’e´quations re´cursives, d’inconnues (xz)z∈∇α(ϕ),
dont la solution de´finit pour chaque z de ∇α(ϕ) une preuve dans Φα.
Soit z ∈ ∇α(ϕ).
Pour de´finir l’e´quation en xz, conside´rons la famille ((Zi, z))i∈I forme´e des
re`gles de Φ ayant pour conclusion z, et distinguons deux cas.
◦ ∃ i ∈ I . ∀ j ∈ Zi . j ∈ ∇α(ϕ)
Soit i appartenant a` I ve´rifiant ∀ j ∈ Zi . j ∈ ∇α(ϕ). On pose :
xz =
(xj)j∈Zi
z
.
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◦ ∀ i ∈ I . ∃ j ∈ Zi . j /∈ ∇α(ϕ)
On peut donc associer a` tout i ∈ I un jugement zi de Zi ve´rifiant zi /∈ ∇α(ϕ),
soit zi ∈ ∆α(ϕ˜). Il est facile de ve´rifier que la re`gle ({zi | i ∈ I}, z) est une
re`gle du syste`me dual Φ˜. Comme les zi ont une complexite´ dans Φ˜ d’au
plus α, z y a donc une complexite´ d’au plus α + 1. Comme z /∈ ∆α(ϕ˜) par
hypothe`se, il en re´sulte que z a pour complexite´ α+ 1 dans Φ˜. Finalement,
on pose :
xz =
∅
z
.
Le syste`me ainsi construit est quasi-uniforme et compatible avec Φα ; d’apre`s
la proposition 1.2.3 (p. 73), pour tout z appartenant a` ∇α(ϕ), la valeur de
la solution en xz est donc une preuve de z dans Φα.
• ∇(Φα) ⊆ ∇α(ϕ)
On proce`de par induction transfinie.
Soit α un ordinal et supposons ∀β < α . ∇(Φβ) ⊆ ∇β(ϕ). Du fait de l’in-
clusion pre´ce´dente, on a en fait ∀β < α . ∇(Φβ) = ∇β(ϕ).
On montre que pour tout ordinal β < α, on a ∇(Φα) ⊆ ϕ(∇β(ϕ)), ce qui
permettra de conclure.
Soit donc β < α. On va construire un syste`me d’e´quations re´cursives, d’in-
connues ((xz)z∈∇(Φα), (yj)j∈∇(Φβ)), dont la solution de´finit pour chaque z de
∇(Φα) une preuve de z dans Φβ se terminant par l’application d’une re`gle
de Φ. On en de´duira que ∇(Φα) ⊆ ϕ(∇(Φβ)), ce qui est e´quivalent par l’hy-
pothe`se d’induction, a` ∇(Φα) ⊆ ϕ(∇β(ϕ)).
Soit j appartenant a` ∇(Φβ). Il admet dans Φβ une preuve aj , et on pose :
yj = aj .
Soit z appartenant a` ∇(Φα). Distinguons deux cas.
◦ z a pour complexite´ α+ 1 dans le syste`me dual Φ˜.
Conside´rons la famille ((Zi, z))i∈I forme´e des re`gles de Φ ayant pour conclu-
sion z, et montrons par l’absurde qu’il existe i ∈ I tel que Zi ⊆ ∇β(ϕ).
Supposons ∀ i ∈ I . ∃ z ∈ Zi . z /∈ ∇β(ϕ). Comme pre´ce´demment, on montre
que z a alors une complexite´ dans Φ˜ d’au plus β + 1, donc d’au plus α,
contradiction.
Soit i ∈ I tel que Zi ⊆ ∇β(ϕ), soit par hypothe`se d’induction Zi ⊆ ∇(Φβ).
L’e´quation en xz est de´finie par :
xz =
(yj)j∈Zi
z
.
◦ z n’a pas pour complexite´ α+ 1 dans Φ˜.
Une preuve de z dans Φα se termine donc par l’application d’une re`gle de
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Φ, soit (Z, z), avec Z ⊆ ∇(Φα), et on pose :
xz =
(xj)j∈Z
z
.
Le syste`me ainsi construit est quasi-uniforme et compatible avec Φβ. D’apre`s
la proposition 1.2.3 (p. 73), pour tout z appartenant a` ∇(Φα), la valeur de
la solution en xz est une preuve de z dans Φβ , se terminant par l’application
d’une re`gle de Φ ; comme les pre´misses de z appartiennent a` ∇(Φβ), on
en de´duit que z appartient a` ϕ(∇(Φβ)), soit par l’hypothe`se d’induction a`
ϕ(∇β(ϕ)).
x
Revenons finalement au proble`me initial, la validation des jugements d’une
partie Z ve´rifiant la condition d’induction transfinie, et donc pour tout or-
dinal α, l’inclusion dans ∇α(ϕ).
Soit α un ordinal.
En utilisant la meˆme technique que dans la preuve pre´ce´dente, on construit
un syste`me d’e´quations re´cursives, d’inconnues (xz)z∈∇α(ϕ). Soit z apparte-
nant a` ∇α(ϕ), et conside´rons la famille ((Zi, z))i∈I forme´e des re`gles de Φ
de conclusion z. S’il existe i tel que Zi ⊆ ∇α(ϕ), alors on pose :
xz =
(xj)j∈Zi
z
.
Sinon, pour chaque i, il existe zi dans Zi n’appartenant pas a`∇α(ϕ). Comme
pre´ce´demment, il est facile de voir que z a pour complexite´ α+1 dans Φ˜, et
on pose :
xz =
∅
z
.
Le syste`me e´tant uniforme et compatible avec Φα, chaque jugement de
∇α(ϕ), et donc de Z, admet une preuve dans Φα. Pour α suffisamment
grand, Φ = Φα, si bien qu’on obtient une preuve dans Φ.
Donnons pour terminer les principes d’induction et de co-induction dans
un treillis complet. On s’appuie sur les caracte´risations obtenues dans le pa-
ragraphe 1.2.3 (p. 83).
On peut e´noncer pour l’induction le the´ore`me suivant, tre`s proche du the´o-
re`me 1.2.10 (p. 88) pour les syste`mes d’infe´rence.
1.2.15 The´ore`me (Treillis complet : principes inductifs)
Soit (U ,≤,∨,∧,⊥,>) un treillis complet. Soient η une application croissante
de U dans lui-meˆme, et (∆α(η))α la suite transfinie croissante des ite´re´s de
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η, de´finie par
∆α(η) =
∨
β|β<α
η(∆β(η)) .
Associons a` η le syste`me d’infe´rence Φ sur U , forme´ des re`gles de la forme :
Z
z
(Z ⊆ U , z ≤ η(∨Z)) ,
et le syste`me Φ′, forme´ des re`gles de la forme :
Z
η(∨Z) (Z ⊆ U) .
Soient enfin lfp(η) le plus petit point fixe de η, et P∆(Φ) et P∆(Φ′) les
ensembles des preuves bien fonde´es dans Φ et Φ′ respectivement.
Conside´rons un jugement z. Alors les conditions suivantes impliquent que
lfp(η) est infe´rieur ou e´gal a` z, et re´ciproquement :
(i) conditions de stabilite´ :
(a) η(z ∧ lfp(η)) ≤ z ,
(b) ∃ y . y ≤ z ∧ η(y) ≤ y ,
(ii) condition d’induction transfinie :
∀α . (∀β < α . ∆β(η) ≤ z)⇒ ∆α(η) ≤ z ,
(iii) conditions de re´currence structurelle sur les preuves :
(a) ∀ a ∈ P∆(Φ) . (∀ j ∈ dom a ∩ U . a(j) ≤ z)⇒ a(ε) ≤ z ,
(b) ∀ a ∈ P∆(Φ′) . (∀ j ∈ dom a ∩ U . a(j) ≤ z)⇒ a(ε) ≤ z .
De´monstration
Notons (C) la conclusion lfp(η) ≤ z.
• (i.a)⇒ (C)
Supposons (i.a). Comme lfp(η) est un point fixe, z ∧ lfp(η) est stable par η.
Du the´ore`me de Tarski (1.2.1 (p. 69)), on de´duit lfp(η) ≤ z ∧ lfp(η), d’ou`
(C).
• (i.b)⇒ (C)
Supposons (i.b). Comme y est stable, par le the´ore`me de Tarski (1.2.1
(p. 69)), lfp(η) ≤ y, puis par transitivite´ (C).
• (ii)⇒ (C)
Supposons (ii). On de´duit du principe d’induction transfinie que pour tout
ordinal α, ∆α(η) ≤ z, d’ou` (C) par le the´ore`me 1.2.2 (p. 70).
• (iii.a)⇒ (C)
Supposons (iii). Du principe de re´currence structurelle sur les preuves bien
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fonde´es, on de´duit ∀ a ∈ P∆(Φ) . a(ε) ≤ z. Par le the´ore`me 1.2.8 (p. 85), on
a alors (C).
• (iii.b)⇒ (C)
C’est le meˆme raisonnement, cette fois en utilisant le the´ore`me 1.2.9 (p. 86).
• Re´ciproques
Elles sont triviales.
x
Pour la co-induction, on dispose des principes suivants.
1.2.16 The´ore`me (Treillis complet : principes co-inductifs)
Soit (U ,≤,∨,∧,⊥,>) un treillis complet. Soient η une application croissante
de U dans lui-meˆme, et (∇α(η))α la suite transfinie de´croissante des ite´re´s
de η, de´finie par
∇α(η) =
∧
β|β<α
η(∇β(η)) .
Associons a` η le syste`me d’infe´rence Φ sur U , forme´ des re`gles de la forme :
Z
z
(Z ⊆ U , z ≤ η(∨Z)) ,
et le syste`me Φ′, forme´ des re`gles de la forme :
Z
η(∨Z) (Z ⊆ U) .
Soient enfin gfp(η) le plus grand point fixe de η, et P∇(Φ) et P∇(Φ′) les
ensembles des preuves dans Φ et Φ′ respectivement.
Conside´rons un jugement z. Alors les conditions suivantes impliquent que
gfp(η) est supe´rieur ou e´gal a` z, et re´ciproquement :
(i) conditions de densite´ :
(a) z ≤ η(z ∨ gfp(η)) ,
(b) ∃ y . z ≤ y ∧ y ≤ η(y) ,
(ii) condition d’induction transfinie :
∀α . (∀β < α . z ≤ ∇β(η))⇒ z ≤ ∇α(η) ,
(iii) validation par preuve :
(a) ∃ a ∈ P∇(Φ) . a(ε) = z ,
(b) ∃ y ∈ U . ∃ a ∈ P∇(Φ′) . z ≤ y ∧ a(ε) = y .
De´monstration
Notons (C) la conclusion z ≤ gfp(η).
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• (i.a)⇒ (C)
Supposons (i.a). Comme gfp(η) est un point fixe, z ∨ gfp(η) est dense pour
η. Du the´ore`me de Tarski (1.2.1 (p. 69)), on de´duit z∨gfp(η) ≤ gfp(η), d’ou`
(C).
• (i.b)⇒ (C)
Supposons (i.b). Comme y est dense, par le the´ore`me de Tarski (1.2.1 (p. 69)),
y ≤ gfp(η), puis par transitivite´ (C).
• (ii)⇒ (C)
Supposons (ii). On de´duit du principe d’induction transfinie que pour tout
ordinal α, z ≤ ∇α(η), d’ou` (C) par le the´ore`me 1.2.2 (p. 70).
• (iii.a)⇒ (C)
Supposons (iii.a). Du the´ore`me 1.2.8 (p. 85), on de´duit (C).
• (iii.b)⇒ (C)
Cette fois, on utilise le the´ore`me 1.2.9 (p. 86).
• Re´ciproques
Elles sont triviales.
x
Comme pre´ce´demment, il serait possible de comparer les principes d’un point
de vue me´thodologique. C’est cependant inutile dans la mesure ou` il est facile
de traduire les re´sultats pre´ce´dents dans ce nouveau contexte. En effet, en
associant a` l’application η les ope´rateurs d’infe´rence des syste`mes Φ et Φ′,
note´s ϕ et ϕ′, on peut traduire toutes les conditions portant sur η en des
conditions analogues utilisant ϕ ou ϕ′. Par exemple, les ite´re´s de η, de ϕ et
de ϕ′ ve´rifient pour tout ordinal α :
∆α(η) = ∨∆α(ϕ) = ∨∆α(ϕ′) .
L’interpre´tation en termes de preuves dans Φ ou Φ′ en de´coule.
Nous avons essaye´ de montrer dans ce chapitre que l’approche de´ductive
est une alternative viable a` l’approche classique par points fixes. Elle repose
sur l’utilisation de syste`mes d’infe´rence et s’appuie sur une pratique unique,
la construction de preuves dans les syste`mes d’infe´rence.
Dans les chapitres suivants, nous construirons des objets infinis en utilisant
des syste`mes d’e´quations re´cursives et raisonnerons sur ces objets en suivant
cette approche de´ductive.
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Dans ce chapitre, nous re´pondons a` la question suivante : e´tant donne´
un programme, que peut-on en observer ?
C’est un pre´alable a` notre e´tude des flux d’informations, pre´sente´e au cha-
pitre suivant. La ge´ne´ralite´ de la question nous a conduit a` de´velopper ce
chapitre sans re´fe´rence a` notre proble´matique se´curitaire, mais plutoˆt sous
l’angle purement se´mantique.
Ainsi, on peut conside´rer que le but de ce chapitre est de de´velopper une
me´thode pour de´finir la se´mantique de langages de programmation algorith-
mique. Elle est pre´sente´e ici pour le langage paradigmatique par excellence,
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le λ-calcul paresseux1 ou faible, dans sa version utilisant l’appel par valeur.
La simplicite´ de ce langage rend l’expose´ plus clair, mais peut paraˆıtre res-
trictive ; que devient la me´thode pre´sente´e ici lorsqu’on e´tend le langage,
syntaxiquement en structurant les donne´es, mais aussi se´mantiquement, en
introduisant des effets de bord, des entre´es et sorties, etc. ? C’est en conclu-
sion qu’on abordera cette question de la ge´ne´ralisation.
Les diffe´rentes approches se´mantiques peuvent se partager suivant la
manie`re dont l’exe´cution est de´crite :
– ou bien elle l’est effectivement, par la suite des ope´rations qui me`nent
au re´sultat, et la se´mantique est dite ope´rationnelle,
– ou bien elle ne l’est pas, seul le re´sultat important, inde´pendamment
de la manie`re dont le calcul s’est re´alise´, et on parle de se´mantique
de´notationnelle.
Une se´mantique ope´rationnelle de´crit ainsi l’exe´cution des programmes sur
une machine, ge´ne´ralement abstraite : elle associe a` chaque programme sa
trace d’exe´cution, soit la suite des e´tats successifs de la machine abstraite
lors de l’exe´cution. De ce point de vue, elle est proche de l’activite´ de pro-
grammation a` laquelle elle donne un sens.
Une se´mantique ope´rationnelle peut servir a` de´finir ce qu’on observe d’un
programme, par expe´rimentation : il suffit d’exe´cuter le programme dans
tout contexte d’utilisation possible et d’observer le re´sultat qu’il donne. Il
est a` noter que cette de´finition peut eˆtre circulaire, puisque l’observation
d’un programme se de´finit a` partir de l’observation de re´sultats d’exe´cution.
Deux reme`des a` la circularite´ : d’une part, l’accepter, ce qui revient a` de´-
finir l’observation co-inductivement, d’autre part, de´finir l’observation d’un
re´sultat de manie`re e´le´mentaire, par sa valeur si le re´sultat appartient a` un
type de base, dit « passif », comme un entier, un boole´en, ou par l’observa-
tion de sa terminaison s’il appartient a` un type « actif », repre´sentant des
fonctions ou des objets.
E´tant donne´ un programme, quelle information apporte sa trace d’exe´cu-
tion sur son observation ? Il est clair que les e´tats interme´diaires ne sont
pas observables. Si la trace est infinie, on peut conside´rer qu’il est inutile
d’expe´rimenter avec ce programme divergent : l’observation de la divergence
suffit. Si la trace est finie, alors le programme donne un re´sultat final ; si ce
re´sultat appartient a` un type « passif », on peut se limiter a` l’observation
de sa valeur : l’expe´rimentation n’apporte rien a` ce qu’on peut observer du
1« Paresseux » signifie ici que l’e´valuation s’arreˆte sur les abstractions, leurs corps
n’e´tant donc pas e´value´s, contrairement au λ-calcul dans sa the´orie classique. Une accep-
tion courante, que nous ne suivons pas, y associe aussi l’appel par nom.
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programme ; si ce re´sultat appartient a` un type « actif », sa connaissance
ne donne pas directement d’informations sur son observation : il est ne´ces-
saire d’expe´rimenter. Dans la mesure ou` nous nous inte´ressons aux langages
d’ordre supe´rieur, comme le λ-calcul, seuls capables de mode´liser des lan-
gages e´volue´s, la se´mantique ope´rationnelle atteint ici sa limite.
Une se´mantique de´notationnelle doit permettre de re´soudre cette limita-
tion, en associant a` chaque programme une de´notation, typiquement une
fonction de´crite en extension, sans re´fe´rence a` la manie`re dont le calcul peut
se re´aliser2. Le domaine de´notationnel doit caracte´riser alors ce qui est cal-
culable par un programme, et cette caracte´risation, difficile, fait moins appel
a` l’intuition du programmeur qu’a` celle du mathe´maticien. Dans les faits,
cette rupture se traduit par l’absence de se´mantiques de´notationnelles dans
les spe´cifications de langages tre`s re´pandus, comme le langage oriente´ ob-
jets Java : seul l’aspect ope´rationnel est traite´, suppose´ mieux adapte´ aux
lecteurs programmeurs. C’est un premier inconve´nient de la se´mantique de´-
notationnelle, pratique. S’y ajoutent deux autres, plus the´oriques : d’une
part, si l’objectif de caracte´riser la calculabilite´ a pu eˆtre atteint dans des
cas e´le´mentaires, il est difficile de ge´ne´raliser la solution a` des exemples plus
complets, comme nous l’e´voquerons en conclusion, d’autre part, et c’est ce
qui nous inte´resse particulie`rement, cet objectif n’est pas toujours atteint au
mieux, ne re´solvant qu’incomple`tement la limitation des se´mantiques ope´-
rationnelles. C’est un e´chec par le haut, par une ge´ne´rosite´ excessive, pour
reprendre le mot de Milner, dans l’introduction de [53] : les domaines de´no-
tationnels sont trop riches et permettent de distinguer des programmes qui
pourtant observationnellement sont semblables.
Notre but est double :
– re´concilier le programmeur avec la se´mantique de´notationnelle, en la
construisant simplement a` partir de la se´mantique ope´rationnelle,
– parvenir a` re´soudre comple`tement, graˆce a` cette se´mantique de´nota-
tionnelle, les limitations de la se´mantique ope´rationnelle.
Cette construction repose sur l’observation des programmes, telle que nous
l’avons de´finie pre´ce´demment, mais en re´alisant une simplification impor-
tante : seuls certains contextes sont retenus pour l’expe´rimentation. L’obser-
vation d’un programme se construit maintenant re´cursivement de la manie`re
suivante : on conside`re le re´sultat de l’exe´cution du programme, et si c’est
une donne´e simple (un nombre par exemple), l’observation est termine´e, si-
2Cette description s’applique aux mode`les de´notationnels de la premie`re ge´ne´ration,
ceux de la seconde associant aussi une vue « intensionnelle ». Lire par exemple l’introduc-
tion de [61], ou` Ong retrace cette e´volution en de´tail.
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non, le re´sultat est une fonction, et on observe les re´sultats qu’elle donne
lorsqu’on l’applique a` tout argument possible.
Rentrons maintenant dans les de´tails de notre de´marche, en la situant.
Pourquoi le λ-calcul paresseux Avant de commencer, justifions rapide-
ment le choix du λ-calcul paresseux3. Que le λ-calcul permette de mode´liser
les aspects fonctionnels des langages de programmation, nul n’en doute.
C’est un fait cependant que les imple´mentations de langages fonctionnels ne
re´duisent pas sous les abstractions, fait de´ja` remarque´ par Plotkin dans [66,
p. 126] ; des raisons d’efficacite´ dictent ce choix et ne semblent pas devoir
eˆtre e´carte´es, aujourd’hui comme hier. Pratiquement, c’est donc toujours le
λ-calcul paresseux qui est utilise´ pour mode´liser les langages de program-
mation. Un pas supple´mentaire peut eˆtre franchi, d’apre`s Abramsky et Ong
(cf. [4] et [5] par exemple) : supplanter la the´orie classique du λ-calcul, telle
qu’on la trouve dans l’ouvrage de re´fe´rence de Barendregt [11], par la the´orie
de la variante paresseuse, ou` la re´duction n’est pas autorise´e sous les abs-
tractions. On pourra lire a` ce sujet l’introduction e´clairante de [4].
Enfin, un mot sur le choix de l’appel par valeur : c’est seulement que nous
souhaitons mode´liser des langages comme le langage fonctionnel ML, ou
comme le langage oriente´ objets Java, qui utilisent ce mode d’appel. Il est
en effet mieux adapte´ a` la manipulation d’objets en me´moire, ou plus ge´ne´-
ralement a` la prise en compte d’effets ope´rationnels4 se´quentiels5.
Se´mantiques ope´rationnelles - Les me´thodes Le λ-calcul, cre´e´ par
Church6 dans les anne´es trente, est un langage permettant de repre´senter
des fonctions et leur utilisation ; sa the´orie de´crit le quotient de ce langage
par une congruence, la β-conversion, mode´lisation de l’application d’une
fonction a` un argument. Une se´mantique ope´rationnelle se de´duit simple-
ment de la manie`re suivante : les e´tats de la machine abstraite sont les
programmes du langage, et les transitions s’obtiennent a` partir de la conver-
sion, en l’orientant. La β-re´duction, qui en re´sulte, transforme l’application
3Une pre´sentation syntaxique du λ-calcul se trouve a` la fin de cette introduction (p.
113).
4On entend par effet ope´rationnel toute action susceptible de modifier l’e´tat de la
machine abstraite sur laquelle s’exe´cutent les programmes. Ainsi, un langage de program-
mation peut avoir des effets sur la me´moire, ou sur les entre´es et les sorties, ou encore des
effets non-de´terministes.
5Cette affirmation doit eˆtre nuance´e puisque pour les langages fonctionnels avec appel
par nom, les monades ont e´te´ utilise´es avec succe`s pour repre´senter les effets ope´rationnels.
6Pour un survol de son histoire et de ses applications, l’article de Barendregt [12] est
parfait, amusant par ses anecdotes et inte´ressant techniquement.
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a` un argument d’une fonction en son corps, apre`s remplacement du para-
me`tre formel par l’argument. Muni de cette se´mantique ope´rationnelle, ce
langage rudimentaire de programmation a e´te´ utilise´ pour de´finir diffe´rentes
fonctions (par Kleene en particulier), pour finalement aboutir a` la the`se de
Church : toute fonction calculable est de´finissable dans le λ-calcul. Trente
ans plus tard, avec le de´veloppement des ordinateurs, les premie`res imple´-
mentations du λ-calcul paresseux sont envisage´es. Ainsi le langage ISWIM
de´veloppe´ par Landin (« If You See What I Mean », cf. [44] et [45]), pion-
nier dans ce domaine, pre´sente une se´mantique ope´rationnelle fonde´e sur
une machine abstraite, la SECD (« Stack, Environment, Control, Dump »).
Plotkin, dans son article [66], e´tudie la correspondance entre les deux se´man-
tiques : a` cette fin, il simplifie la se´mantique fonde´e sur la machine abstraite,
la SECD, pour en donner une version abstraite, de´finissant re´cursivement la
meˆme fonction d’e´valuation. C’est un des actes fondateurs de la se´mantique
ope´rationnelle structure´e (par les constructions syntaxiques du langage), qui
permet d’e´viter toute re´fe´rence a` des machines abstraites de trop bas niveau,
sauf a` vouloir e´tudier l’imple´mentation7. Une me´thode ge´ne´rale de pre´sen-
tation lui sera bientoˆt associe´e, la se´mantique naturelle, pre´sente´e par Kahn
dans [42], un formalisme permettant de former des jugements portant sur
des termes, et de de´finir des re`gles d’infe´rence dirige´es par la syntaxe.
Avant de poursuivre, fixons la terminologie. Les deux se´mantiques ope´ra-
tionnelles e´voque´es sont structure´es, par la relation de re´duction d’une part,
par la syntaxe d’autre part. C’est donc par la manie`re dont elles calculent
l’interpre´tation d’un programme qu’elles se distinguent :
– la premie`re proce`de par re´criture du programme, suivant la relation
de re´duction,
– la seconde par une de´composition re´cursive du programme.
Par la suite, nous parlons ainsi de se´mantique ope´rationnelle par re´criture
et par de´composition.
Dans [66, Th. 4], Plotkin montre que les se´mantiques par re´criture et par
de´composition sont e´quivalentes. Cependant, leur pratique s’ave`re tre`s dif-
fe´rente :
– avec la se´mantique par re´criture, l’exe´cution est de´crite pas a` pas
(« small step ») et on raisonne par re´currence sur la suite des re´duc-
tions, aussi bien finie qu’infinie, suivant que le programme termine ou
non,
7Noter que la se´mantique ope´rationnelle structure´e peut formaliser aussi bien une fonc-
tion d’e´valuation qu’une relation de re´duction. En particulier, dans son expose´ synthe´tique
de cette me´thode [68], Plotkin axiomatise la relation de re´duction. Les deux ide´es cle´s sont
donc la structuration par la syntaxe et l’abstraction.
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– avec la se´mantique par de´composition, l’exe´cution est de´crite en un pas
(« big step ») lorsque le programme termine, et n’est pas de´crite sinon,
et on raisonne par re´currence structurelle sur la preuve de l’e´valuation
du programme.
Avec une se´mantique par de´composition, peut-on aussi conside´rer les pro-
grammes ne terminant pas ? Telle est la question a` laquelle nous re´pondons
dans la premie`re partie, comme illustration de l’approche de l’induction et de
la co-induction fonde´e sur les preuves, de´veloppe´e au premier chapitre. Cette
pre´occupation n’est pas neuve. C’est dans l’article des Cousot [24] qu’elle
semble exprime´e et re´solue pour la premie`re fois. Une ge´ne´ralisation de la
se´mantique ope´rationnelle structure´e y est propose´e, qui prend en compte la
divergence. Le syste`me d’infe´rence de´finissant la relation d’e´valuation est in-
terpre´te´ d’une manie`re originale, plus qu’inductive, moins que co-inductive,
et pour cette raison dite mixte : la part inductive de´crit l’e´valuation des pro-
grammes convergents, la part co-inductive de´crivant celle des programmes
divergents. Chaque re`gle d’infe´rence peut eˆtre qualifie´e de positive, ne´gative
ou neutre, suivant qu’elle peut eˆtre utilise´e dans une preuve bien fonde´e,
non fonde´e ou indiffe´remment fonde´e ou non. C’est une variante que nous
utilisons, qui repose sur la meˆme ide´e de controˆler l’usage des re`gles suivant
la profondeur des preuves.
Est-ce suffisant ? Non, car il manque une technique pour raisonner avec les
preuves infinies, comme on raisonne par re´currence sur une suite de re´duc-
tions. Cette question est aborde´e dans l’article d’Ibraheem et Schmidt [39].
La solution propose´e revient a` parcourir la preuve de l’e´valuation suivant
l’ordre d’exe´cution et a` raisonner par re´currence sur le parcours. Sa na-
ture algorithmique tient sans doute a` l’utilisation envisage´e par Schmidt,
l’interpre´tation abstraite (cf. [76]). De notre coˆte´, nous apportons une ca-
racte´risation des proprie´te´s ainsi montre´es, les proprie´te´s finitaires stables.
Pre´cisons donc notre de´marche :
– dans un premier temps, on montre qu’une se´mantique par de´compo-
sition peut de´crire l’exe´cution d’un programme sous forme de traces,
finies ou infinies, tout comme la se´mantique par re´criture ;
– dans un second temps, pour les deux se´mantiques,
– on caracte´rise les proprie´te´s finitaires stables (pour un syste`me d’in-
fe´rence de´duit de celui qui de´finit l’interpre´tation se´mantique), qui
sont des proprie´te´s portant sur les programmes et les pas de l’exe´-
cution,
– on montre que ces proprie´te´s sont ve´rifie´es universellement,
– puis on utilise cette me´thode de raisonnement pour conclure a` l’e´qui-
valence des deux se´mantiques ;
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– finalement, on re´alise une abstraction des se´mantiques pre´ce´dentes,
transformant les traces en leur re´sultat final, une valeur ou la diver-
gence, ce qui permet en particulier d’e´tendre la se´mantique par de´-
composition classique aux programmes divergents.
Pour conclure, on compare les deux se´mantiques ope´rationnelles, d’un point
de vue pratique, celui de leur usage.
Se´mantique de´notationnelle - Le mode`le des termes
Pour de´duire une se´mantique de´notationnelle, nous partons de la seule fonc-
tion d’e´valuation ope´rationnelle, qui de´finit pour chaque programme le re´-
sultat final de l’exe´cution, ou bien une valeur (c’est-a`-dire une fonction) ou
bien la divergence.
Notre objectif est de parvenir a` ce que deux programmes aient la meˆme de´-
notation si et seulement s’ils me`nent aux meˆmes observations. Que peut-on
observer d’un programme du λ-calcul paresseux ? Comme nous l’avons vu
plus haut, une manie`re simple et comple`te d’y re´pondre est d’observer les re´-
sultats qu’il donne dans chacune de ses utilisations. Utiliser un programme
revient a` l’inte´grer dans un ensemble plus vaste, le contexte d’utilisation.
Observer un re´sultat d’exe´cution se re´duit a` de´terminer si le programme
converge ou non, c’est-a`-dire termine ou non. On est donc conduit a` de´finir
ainsi l’e´quivalence de deux programmes :
deux programmes sont e´quivalents si dans tout contexte d’uti-
lisation, ou bien ils convergent tous deux, ou bien ils divergent
tous deux.
Il est possible de remplacer dans cette de´finition les programmes par des
parties de programme, pre´cise´ment des termes, a` condition de limiter les
contextes d’utilisation a` ceux qui transforment les termes compare´s en pro-
grammes. Aussi, il est possible de conside´rer un pre´-ordre plutoˆt qu’une
e´quivalence, en mesurant a` l’aune de la convergence :
un programme e est infe´rieur a` un autre e′ si dans tout contexte
d’utilisation, lorsque e termine, alors e′ aussi.
La relation d’e´quivalence s’obtient alors par syme´trisation du pre´-ordre. Le
pre´-ordre et l’e´quivalence sont dits contextuels8. Dans cette introduction,
8On aurait pu employer le qualificatif « observationnel », fre´quemment utilise´ et par-
faitement adapte´, mais ambigu dans notre e´tude puisque nous allons de´finir a` partir des
observations une se´mantique observationnelle, dont l’e´quivalence naturellement associe´e
sera dite « observationnelle » ; on rencontre aussi le qualificatif « ope´rationnel », trop vague
a` notre avis, et nous pre´fe´rons de´finir l’e´quivalence ope´rationnelle par le fait de s’e´valuer
en la meˆme valeur, autrement dit par ce qu’on appelle ge´ne´ralement la « convertibilite´
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on s’inte´resse principalement a` la relation d’e´quivalence et aux programmes,
dans l’unique but de simplifier la pre´sentation, mais il faut se rappeler que
les de´finitions et proprie´te´s mentionne´es s’e´tendent naturellement au pre´-
ordre et aux termes, comme le montrera notre traitement de la question par
la suite.
Reformulons notre objectif :
que deux programmes aient la meˆme de´notation si et seulement
s’ils sont e´quivalents contextuellement.
Comme l’e´quivalence contextuelle est une congruence, ce qui signifie que
les constructeurs syntaxiques sont compatibles avec elle, on peut essayer de
re´soudre le proble`me pose´ en quotientant l’ensemble des termes par cette
congruence et en formant ainsi ce qu’on appelle le mode`le des termes (mo-
dulo cette congruence)9 ; la question est alors de montrer que la surjection
canonique associant a` un terme sa classe constitue bien une se´mantique de´-
notationnelle.
De´finir une se´mantique de´notationnelle Comment se de´finit une se´-
mantique de´notationnelle ?
Nous suivons la proposition de Henkin, pre´sente´e dans son ce´le`bre article
de 1950 [35], ou` il de´montre la comple´tude de la logique d’ordre supe´rieur ;
Henkin introduit une notion de mode`le ge´ne´ral pour le λ-calcul type´ (de la
the´orie des types de Church, entendue comme une repre´sentation syntaxique
de la logique d’ordre supe´rieur) ; la particularite´ d’un tel mode`le est d’inter-
pre´ter un type fonctionnel A → B par un sous-ensemble de l’ensemble des
applications de l’interpre´tation de A dans l’interpre´tation de B. Cette ide´e
nous est particulie`rement utile ici, dans la mesure ou` un mode`le standard
du λ-calcul non type´ aurait pour domaine un ensemble X ve´rifiant, a` un
isomorphisme pre`s, une e´quation voisine10 de l’e´quation
X = X → X ,
ou` l’ensembleX → X est interpre´te´ de manie`re standard, c’est-a`-dire comme
l’ensemble des applications de X dans lui-meˆme. C’est qu’en effet le λ-calcul
non type´ peut eˆtre conside´re´ comme un langage type´, posse´dant un seul type
ve´rifiant justement l’e´quation pre´ce´dente. Bien suˆr, pour des raisons de car-
dinalite´, aucun ensemble ne ve´rifie cette e´quation.
ope´rationnelle ».
9« Term model » en anglais.
10A` chaque mode d’appel, son e´quation.
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Nous utilisons aussi une formulation du premier ordre, au sens suivant : bien
que les objets conside´re´s repre´sentent des fonctions, nous ne les conside´rons
pas comme telles, mais introduisons une ope´ration, l’application fonction-
nelle.
L’approche que nous suivons, classique (voir par exemple la pre´sentation par
Mitchell des mode`les du λ-calcul simplement type´ [57]), est la plus ancienne ;
une autre approche, plus re´cente, existe, et e´mane de la logique cate´gorique :
l’interpre´tation s’effectue alors dans une cate´gorie posse´dant une structure
particulie`re, pre´cise´ment une cate´gorie carte´sienne ferme´e.
De notre point de vue, une se´mantique de´notationnelle est simplement une
interpre´tation : elle se de´finit par un ensemble d’interpre´tation et une fonc-
tion d’interpre´tation ve´rifiant certaines proprie´te´s.
Comme un e´le´ment d’interpre´tation repre´sente ou bien une fonction, ou bien
la divergence, le domaine forme une structure applicative, une alge`bre posse´-
dant une seule ope´ration binaire, l’application et posse`de un e´le´ment particu-
lier, note´ traditionnellement ⊥ et repre´sentant la divergence. Toute interpre´-
tation de l’application doit ve´rifier une condition associe´e a` la divergence :
eˆtre stricte en ses deux arguments, autrement dit, propager la divergence.
Comme les e´le´ments d’interpre´tation diffe´rents de ⊥ repre´sentent des fonc-
tions, une proprie´te´ d’extensionalite´ est ve´rifie´e : un e´le´ment fonctionnel est
entie`rement de´termine´e par son application a` chacun des e´le´ments.
L’interpre´tation d’un terme associe a` tout environnement un e´le´ment du do-
maine d’interpre´tation : c’est la de´notation du terme dans l’environnement
conside´re´. Elle est compositionnelle en ce sens : dans un environnement
donne´,
– la de´notation d’une variable est de´finie par l’environnement, fonction
donnant leur valeur aux variables,
– la de´notation d’une abstraction est de´finie a` partir de l’interpre´tation
de son corps,
– la de´notation de l’application entre termes est l’application (interpre´-
te´e) entre les de´notations des termes.
Le rapport entre les se´mantiques ope´rationnelle et de´notationnelle peut eˆtre
nuance´ ainsi :
– la se´mantique de´notationnelle est ade´quate lorsque deux termes ayant
meˆme interpre´tation sont e´quivalents contextuellement,
– la se´mantique de´notationnelle est comple`tement ade´quate11 lorsqu’elle
est ade´quate et lorsque deux termes e´quivalents contextuellement ont
meˆme interpre´tation, ce qui constitue le but que nous nous sommes
11On traduit ici l’expression anglaise « fully abstract ».
110 Chapitre 2. La se´mantique observationnelle
fixe´.
Il est au moins demande´ a` une se´mantique de´notationnelle d’eˆtre ade´quate,
sinon a` quoi servirait-elle ? On verra par la suite qu’une condition suffisante
est de pre´server la divergence, soit d’interpre´ter les programmes divergents
par l’e´le´ment repre´sentant la divergence, ⊥.
Revenons au mode`le des termes. Comme l’e´quivalence contextuelle est une
congruence, on peut de´finir l’interpre´tation de l’application par passage au
quotient de l’application entre termes. L’ade´quation comple`te re´sulte de la
de´finition du quotient, et la compositionalite´ se montre facilement. Seule la
proprie´te´ d’extensionalite´ semble poser proble`me ; effectivement, examinons
les nombreux travaux qui lui ont e´te´ consacre´s.
La question de l’extensionalite´ C’est a` Plotkin (cf. [67]) et Milner (cf.
[53]) qu’on doit la premie`re comparaison entre la se´mantique de´notationnelle
et l’e´quivalence contextuelle, pour une extension type´e du λ-calcul paresseux,
le langage PCF (« Programming Language for Computable Functions »)12.
Ces deux e´tudes viennent apre`s les travaux fondateurs de la the´orie des do-
maines, mene´s par Scott (cf. [77]), et qui ont permis l’extraordinaire de´velop-
pement de la se´mantique de´notationnelle des langages de programmation.
D’un coˆte´, Plotkin montre que le mode`le de Scott n’est pas comple`tement
ade´quat : la continuite´, proprie´te´ fondamentale des fonctions dans ce mode`le,
est trop ge´ne´reuse, en admettant des fonctions non se´quentielles, comme l’al-
ternative dans une e´valuation paralle`le (« parallel or »), qui permettent de
discriminer des programmes pourtant e´quivalents contextuellement.
De l’autre, en re´ponse a` Plotkin, Milner construit a` partir du mode`le des
termes quotiente´s par l’e´quivalence contextuelle, un mode`le a` la Scott com-
ple`tement ade´quat. Lors de l’e´tude du mode`le des termes, il montre un
lemme, dit « lemme des contextes »13, qui implique la proprie´te´ d’extensio-
nalite´, sa de´monstration se faisant par re´currence sur la longueur des traces
de´finies par la relation de re´duction.
Des variations de ce lemme pour l’extensionalite´, de´montre´es de la meˆme
fac¸on, se retrouvent dans de nombreux travaux concernant le λ-calcul ; on
peut citer par exemple l’e´tude de Berry [14], concernant les mode`les du λ-
calcul, ou encore relatifs a` sa version paresseuse, les articles d’Abramsky et
Ong [5, Prop. 2.2.4] pour l’appel par nom, de Honsell et Lenisa [36, Lem.
5,8,10,12] pour diffe´rentes strate´gies de re´duction, de Mason et al. [52, Th.
12Les de´veloppements ulte´rieurs sont de´crits par Ong dans l’introduction de [61], ainsi
que dans l’introduction de la version re´nove´e [38], utilisant les jeux et e´crite en collabora-
tion avec Hyland.
13« Context Lemma » en version originale.
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3.5] pour l’appel par valeur.
Une ge´ne´ralisation de ce lemme a e´te´ propose´e par Howe, dans [37], et c’est
elle que nous de´taillons maintenant. Par une formalisation plus abstraite, elle
permet de parame´trer le lemme par la fonction d’e´valuation ope´rationnelle
et de de´finir des conditions simples pour l’appliquer. Elle repose sur la de´-
finition d’une relation de bisimilarite´ associe´e a` l’e´valuation, ge´ne´ralisant la
bisimilarite´ applicative d’Abramsky dans [4]. Cette dernie`re relation exprime
l’e´quivalence extensionnelle de deux programmes : ils sont e´quivalents s’ils se
comportent de la meˆme fac¸on, du point de vue de la convergence, lorsqu’on
leur applique une suite quelconque (e´ventuellement vide) d’arguments. Pour
obtenir l’extensionalite´ du mode`le des termes, il suffit de montrer que les
e´quivalences extensionnelle et contextuelle sont e´gales. En effet, si c’est le
cas, e´tant donne´ deux programmes convergents, dont les applications a` tout
argument sont e´quivalentes contextuellement, et donc extensionnellement,
on peut de´duire qu’ils sont e´quivalents extensionnellement par de´finition, et
donc contextuellement. Montrer l’e´galite´ des e´quivalences revient a` montrer
que l’e´quivalence entre programmes se pre´serve lorsqu’on e´tend l’ensemble
des contextes conside´re´s, d’ou` le nom de « lemme des contextes » : purement
applicatifs pour l’e´quivalence extensionnelle, ils deviennent quelconques pour
l’e´quivalence contextuelle. Il suffit pour assurer ce passage de montrer que
l’e´quivalence extensionnelle est une congruence : c’est justement ce qu’ap-
porte la me´thode de Howe. Esquissons cet argument que nous retrouverons.
Si deux programmes sont e´quivalents extensionnellement, alors par congru-
ence, ils le sont aussi dans tout contexte d’utilisation, ce qui implique que
dans tout contexte, ils convergent tous deux, ou divergent tous deux : ils
sont donc e´quivalents contextuellement.
Suivant une tendance bien affirme´e (lire par exemple l’introduction de Gor-
don et Pitts [32] a` l’ouvrage collectif concernant principalement de telles
techniques ope´rationnelles), nous utilisons au cœur de notre de´marche la
me´thode de Howe. Voici comment nous proce´dons.
1. Nous de´finissons l’observation d’un programme, en utilisant les seuls
contextes applicatifs, autrement dit les contextes appliquant la place
a` une suite d’arguments : compte tenu de la de´finition donne´e plus
haut de l’observation, il vient que la relation d’e´quivalence entre pro-
grammes canoniquement associe´e a` l’observation, une relation de bisi-
milarite´, au sens applicatif, est e´gale a` l’e´quivalence extensionnelle.
2. Par la me´thode de Howe, on montre que la relation de bisimilarite´
e´gale l’e´quivalence contextuelle ; ainsi, les observations permettent de
repre´senter les classes d’e´quivalence du mode`le des termes.
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3. A` partir des observations utilise´es comme de´notations, on de´finit une
se´mantique de´notationnelle comple`tement ade´quate du langage, appe-
le´e par la suite se´mantique observationnelle.
Excepte´ l’utilisation des observations, la pre´sentation adopte´e pour cette
se´mantique de´notationnelle est proche de celle de Mason, Smith et Talcott
dans [52], de´veloppe´e elle-aussi pour des raisons analogues aux noˆtres.
Apre`s cette construction, suivant un mouvement habituel, nous cherchons a`
donner une de´finition axiomatique de la se´mantique observationnelle, c’est-
a`-dire un ensemble de conditions ve´rifie´es par l’interpre´tation, la de´termi-
nant comple`tement, a` un isomorphisme pre`s. Il s’ave`re qu’un jeu re´duit de
conditions suffit :
– la compositionalite´, permettant de de´finir par re´currence structurelle
sur les termes leur interpre´tation,
– l’ade´quation avec la se´mantique ope´rationnelle, qui se re´duit a` la pre´-
servation de la divergence, comme on l’a de´ja` dit,
– une proprie´te´ d’extensionalite´ forte, exprimant que l’e´galite´ (ou l’ordre)
sur l’ensemble d’interpre´tation est de´finie co-inductivement a` partir
de la re`gle d’infe´rence de´finissant l’extensionalite´, re`gle qui stipule que
deux e´le´ments fonctionnels sont e´gaux si leur application a` tout e´le´-
ment d’interpre´tation donne le meˆme re´sultat,
– une proprie´te´ d’accessibilite´, exprimant que tout e´le´ment d’interpre´-
tation de´note (une valeur).
Les trois premie`res proprie´te´s reprennent la de´finition d’une se´mantique de´-
notationnelle ; seule modification, l’extensionalite´ forte, qui renforce la pro-
prie´te´ originelle, qui affirme seulement que l’e´galite´ est stable pour la re`gle
d’infe´rence de´finissant l’extensionalite´. Dans le cas des observations, l’exten-
sionalite´ forte correspond a` une formulation co-inductive de l’e´galite´ (ou de
l’ordre d’approximation) entre arbres observationnels. Plus ge´ne´ralement,
elle exprime la relation entre les e´quivalences extensionnelle et contextuelle,
qu’e´tablit le lemme des contextes.
Ces trois premiers axiomes sont e´quivalents a` ceux des λ-syste`mes de tran-
sition14 ade´quats, pre´sente´s dans l’article de´ja` cite´ d’Abramsky et Ong [5].
Quant a` l’accessibilite´, elle correspond e´videmment au fait qu’on conside`re
un mode`le de termes. C’est une notion brute de la calculabilite´, sans aucune
description qualitative.
Avec cette axiomatisation, on semble e´loigne´ de l’e´le´gante caracte´risation
par des crite`res de convergence et d’approximation que fournit une inter-
14Traduction de « lambda transition systems ».
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pre´tation dans un domaine continu ou alge´brique15. Cependant, a` partir du
mode`le des termes, il est possible de construire une interpre´tation dans un
domaine alge´brique, par comple´tion, comme le montrent Milner dans [53]
et Mason et al. dans [52], pour deux extensions diffe´rentes du λ-calcul. De
plus, ces mode`les ve´rifient la proprie´te´ d’extensionalite´ forte (cf. [53, Context
Lemma] et [52, Th. 4.6]). Comme le montre Abramsky dans son e´tude du
λ-calcul paresseux avec appel par nom, il en est de meˆme de la solution ca-
nonique de l’e´quation re´cursive entre domaines D = (D → D)⊥ (cf. [4, Th.
4.1]16).
Juger de l’utilite´ Partant de l’axiomatisation de la se´mantique observa-
tionnelle, on e´tudie la the´orie e´quationnelle (et ine´quationnelle) induite par
la se´mantique observationnelle sur les termes : deux termes sont e´quivalents
s’ils ont meˆme de´notation dans tout environnement de´notationnel. Comme
la se´mantique est comple`tement ade´quate, la the´orie est e´videmment maxi-
male. Ce qui nous inte´resse, c’est la manie`re dont on de´duit quelques re`gles
d’infe´rence classiques, a` partir de l’axiomatisation pre´ce´dente. C’est un bon
point de de´part pour juger de l’inte´reˆt de la de´marche.
Il apparaˆıt que la plupart des re`gles se de´duisent avec une grande facilite´
des axiomes et de proprie´te´s e´le´mentaires de la se´mantique ope´rationnelle,
pre´cise´ment de la fonction d’e´valuation. Un test probant est constitue´ de la
re`gle permettant le calcul par ite´ration du plus petit point fixe d’un pro-
gramme. Dans ce cas, la re`gle est montre´e en e´tablissant une proprie´te´ de
l’e´quivalence contextuelle, puis par comple`te ade´quation, le re´sultat vaut
aussi pour l’e´quivalence de´notationnelle. La technique ope´rationnelle utili-
se´e repose sur l’e´tude de la re´duction d’un programme dans un contexte.
Nous formalisons cet argument classique, pre´sent par exemple dans l’article
de Mason et al. [52, Th. 3.5], en ge´ne´ralisant aux contextes la de´composition
d’un programme, soit en une valeur, soit en un radical dans un contexte de
re´duction.
Pre´sentation syntaxique du λ-calcul Le lecteur trouvera toutes les
de´finitions suivantes dans l’ouvrage de re´fe´rence de Barendregt [11].
15Un domaine continu est un ensemble ordonne´ complet (pour ses parties dirige´es) et
posse´dant une base ; cela signifie que tout e´le´ment est la borne supe´rieure d’une partie
de la base. Un domaine continu est alge´brique s’il posse`de une base forme´e d’e´le´ments
compacts ; un e´le´ment est compact si lorsqu’il est infe´rieur a` la borne supe´rieure d’une
partie dirige´e, alors il appartient a` l’ide´al d’ordre engendre´ par cette partie.
16Dans [65], Pitts ge´ne´ralise ce re´sultat a` tout domaine de´fini re´cursivement.
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Rappelons la grammaire de´finissant les expressions du λ-calcul :
e ::= x | λx e | e e ,
ou` x parcourt un ensemble infini de variables, note´ X, λx e repre´sente une
abstraction fonctionnelle de parame`tre x et de corps e, et e1 e2 repre´sente
l’application de e1 a` l’argument e2. Les variables libres et lie´es sont de´fi-
nies de manie`re habituelle, tout comme l’α-conversion. Les termes sont les
classes d’expressions suivant cette dernie`re relation d’e´quivalence, qui est
une congruence. Toutes les de´finitions sur les expressions doivent passer au
quotient, puisque seuls les termes nous inte´ressent. C’est le cas par exemple
des substitutions. Une substitution est une fonction de l’ensemble des va-
riables dans l’ensemble des termes. L’application de la substitution σ a` un
terme e, note´e e[σ], substitue dans e a` toute variable libre x de e le terme
σ(x). Au niveau des expressions, on doit e´viter la capture des variables libres
de σ(x) par les lieurs λy . . . des abstractions, en renommant le cas e´che´ant
les variables lie´es (soit y). Si la substitution σ a pour domaine {x1, . . . , xn},
le terme e[σ] se note aussi e[σ(x1)/x1, . . . , σ(xn)/xn]17.
Remarquons qu’il n’existe pas de repre´sentation simple des termes. La no-
tation de de Bruijn [25], par exemple, qui permet d’e´viter l’α-conversion,
complique l’expression des substitutions. Par la suite, on utilise les expres-
sions et re´alise le passage des expressions aux termes tacitement.
On notera Λ l’ensemble des termes, Λ0 l’ensemble des termes clos, c’est-a`-
dire sans variables libres, appele´s aussi programmes. Pour un terme e, on
note FV(e) l’ensemble de ses variables libres.
2.1 De´composition et re´criture
Deux se´mantiques ope´rationnelles sont de´finies, par de´composition et
par re´criture. Il s’ave`re qu’elles sont e´quivalentes. Une de´marche similaire
est adopte´e pour leur e´tude, ce qui facilite leur comparaison :
– on de´crit l’aspect ope´rationnel avec un maximum de de´tails : les deux
se´mantiques permettent en effet d’associer a` chaque programme sa
trace d’exe´cution ;
– comme les traces peuvent eˆtre infinies lorsque le programme ne ter-
mine pas, on de´veloppe pour chaque se´mantique une me´thode pour
raisonner avec les programmes ne terminant pas ;
– ces me´thodes sont utilise´es pour comparer les deux se´mantiques, et
montrer leur e´quivalence ;
17Cette notation n’est pas celle de Barendregt dans [11], qui utilise e[x1 := σ(x1), . . .].
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– pour finir, on fait abstraction des de´tails ope´rationnels interme´diaires,
pour ne retenir que le re´sultat de l’exe´cution.
Pre´alablement, pre´cisons quelques de´finitions et notations concernant les
traces.
Une trace est une suite finie ou infinie de programmes, les programmes for-
mant les configurations se´mantiques. Si t est une trace, on note dom t son
support, |t| sa longueur (c’est-a`-dire le cardinal de son support, ω s’il est
infini). Pour tout entier i, si i appartient au support de t, alors t(i) est le
(i+ 1)ie`me programme de la trace, sinon t(i) est la valeur de non-de´finition
⊥. Si t1 est une trace finie, t2 une trace finie ou infinie, la concate´nation
de t1 et de t2 est note´e t1 → t2 ; elle admet pour e´le´ment neutre la trace
vide, note´e ε. On de´compose toute trace non vide t en un pre´fixe p(t) et un
programme de fin t. Si t est finie, alors p(t) = t(0) → . . . → t(|t| − 2),
e´ventuellement vide si t a pour longueur un, et t = t(|t| − 1). Si t est
infinie, alors p(t) = t et t = ⊥. Enfin, si e est un programme, on note
< t e > la trace (t(0) e) → . . . (t(n) e)[. . .], et syme´triquement, < e t > la
trace (e t(0))→ . . . (e t(n))[. . .].
Par la suite, l’ensemble des traces finies non vides est note´ (Λ0)+, et celui
des traces infinies, (Λ0)ω.
Les traces infinies peuvent eˆtre repre´sente´es par des arbres respectant une
certaine signature. Pre´cise´ment, on utilise l’isomorphisme entre l’ensemble
des traces infinies et l’ensemble des arbres respectant la signature a` une
seule sorte, dont les e´tiquettes sont les programmes et ont pour arite´ un.
Plus ge´ne´ralement, toute trace peut eˆtre repre´sente´e par un arbre : il suffit
d’ajouter a` la signature pre´ce´dente une e´tiquette ε, d’arite´ nulle, et repre´-
sentant la trace vide, pour obtenir un isomorphisme entre l’ensemble des
traces et l’ensemble des arbres respectant cette signature.
2.1.1 De´composer pour exe´cuter
Commenc¸ons par donner une se´mantique par de´composition du λ-calcul
paresseux, avec appel par valeur. Fide`le au programme annonce´, on s’inte´-
resse aux traces d’exe´cution des programmes, et non seulement aux re´sultats
qu’ils donnent.
A` chaque programme, on associe donc une suite maximale d’e´tats se´-
mantiques, ou configurations, de´crivant l’exe´cution du programme. Cette
se´mantique du λ-calcul se de´finit a` partir d’un syste`me d’infe´rence, portant
sur des jugements de la forme e ⇓ t, ou` e est un programme et t une trace,
re´sultat de l’exe´cution de e.
Dans sa forme habituelle, une telle se´mantique ne rend pas compte de la
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∅
[ABS]
λx e ⇓ λx e
+ e1 ⇓ t1 + e2 ⇓ t2 + e[v/x] ⇓ t
[APP+]
e1 e2 ⇓< p(t1) e2 >→< t1 t2 >→ t
(
t1, t2, t ∈ (Λ0)+
t1 = λx e, t2 = v
)
− e1 ⇓ t1
[APP1-]
e1 e2 ⇓< t1 e2 >
(t1 ∈ (Λ0)ω)
+ e1 ⇓ t1 − e2 ⇓ t2
[APP2-]
e1 e2 ⇓< p(t1) e2 >→< t1 t2 >
(
t1 ∈ (Λ0)+
t2 ∈ (Λ0)ω
)
+ e1 ⇓ t1 + e2 ⇓ t2 − e[v/x] ⇓ t
[APP3-]
e1 e2 ⇓< p(t1) e2 >→< t1 t2 >→ t
 t1, t2 ∈ (Λ0)+t ∈ (Λ0)ω
t1 = λx e, t2 = v

Tab. 2.1 – Se´mantique par de´composition : traces d’exe´cution
divergence puisqu’elle repose sur une de´finition inductive, n’autorisant que
des preuves finies. Pour e´valuer aussi bien les programmes divergents que
ceux convergents, il est ne´cessaire de recourir a` une interpre´tation mixte
du syste`me d’infe´rence, en partie inductive, en partie co-inductive (cf. p. 75
pour la de´finition et les notations). Rappelons que dans cette interpre´tation,
chaque pre´misse d’une re`gle se voit qualifie´e de « positive », « ne´gative » ou
« neutre » ; dans la preuve d’un jugement, une re`gle est utilisable si cha-
cune de ses pre´misses, suivant qu’elle est positive, ne´gative ou neutre, est la
conclusion d’une preuve respectivement fonde´e, non fonde´e ou quelconque.
La relation d’e´valuation donnant la trace est de´finie par le syste`me d’in-
fe´rence de la table 2.1 (p. 116) ; ses jugements sont de la forme e ⇓ t, ou`
e est un programme et t une trace. On observe que les pre´misses positives
concernent les traces finies, les ne´gatives, les traces infinies. Remarquons
aussi qu’une preuve finie n’utilise que les re`gles [ABS] et [APP+], et qu’une
preuve infinie ne peut se conclure que par une des re`gles [APP1-], [APP2-]
ou [APP3-]. Ainsi, les conclusions des preuves finies portent sur des traces
finies, celles des preuves infinies sur des traces infinies.
Avant d’e´tablir les proprie´te´s de cette relation d’e´valuation, traitons deux
exemples, pour bien montrer la diffe´rence entre les pre´misses positives et
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ne´gatives. Notons I la fonction identite´, λxx, et δ le programme d’auto-
application, λxxx. Donnons la preuve que I I a pour trace (I I)→ I :
∅
[ABS]
I ⇓ I
∅
[ABS]
I ⇓ I
∅
[ABS]
I ⇓ I
[APP+] .
I I ⇓ I I → I
Cette preuve est finie, tout comme sa trace. A` l’oppose´, le programme δ δ ne
termine pas. Voici donc une preuve infinie que sa trace est δ δ → . . .→ δ δ . . .,
trace abre´ge´e ci-dessous en (δ δ)ω :
∅
[ABS]
δ ⇓ δ
∅
[ABS]
δ ⇓ δ
. . .
[APP3-]
δ δ ⇓ (δ δ)ω
[APP3-] .
δ δ ⇓ δ δ → (δ δ)ω
Le syste`me d’infe´rence de´finit une relation d’e´valuation dont la princi-
pale proprie´te´ est la suivante : tout programme s’exe´cute suivant une unique
trace.
Pour montrer cette proprie´te´, on s’inte´resse tout d’abord aux programmes
convergents, puis a` ceux divergents. On dit qu’un programme converge (ou
termine) s’il posse`de une trace d’exe´cution finie, et qu’il diverge (ou ne ter-
mine pas) s’il en posse`de une infinie. Le raisonnement suit les e´tapes sui-
vantes :
1. un programme convergent posse`de une trace finie unique,
2. un programme convergent ne peut eˆtre divergent,
3. un programme non convergent est divergent, et posse`de une trace in-
finie unique.
Ainsi, si un programme est convergent, alors il s’exe´cute suivant une unique
trace, qui de plus est finie, sinon, il est divergent, et s’exe´cute suivant une
unique trace, cette fois infinie.
Montrons tout d’abord qu’un programme convergent ne posse`de qu’une seule
trace finie.
2.1.1 Proposition (Convergence de´terministe)
Soient e un programme, et t1 et t2 deux traces finies. Si le jugement e ⇓ t1
est valide, tout comme e ⇓ t2, alors les traces t1 et t2 sont e´gales.
De´monstration
On proce`de par re´currence structurelle sur la preuve finie de e ⇓ t1. Pour
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les deux re`gles applicables, [ABS] et [APP+], c’est imme´diat.
x
On pourra donc parler par la suite pour un programme convergent e de sa
trace finie, trace qu’on notera T (e).
Montrons maintenant qu’un programme convergent ne diverge pas.
2.1.2 Proposition (Convergence implique non divergence)
Soit e un programme convergent. Alors e n’est pas divergent : pour toute
trace infinie t, le jugement e ⇓ t n’est pas valide.
De´monstration
On proce`de par re´currence structurelle sur la preuve finie de e ⇓ T (e).
Pour chaque re`gle par laquelle e ⇓ T (e) peut se conclure, on conside`re une
trace infinie t et on raisonne par l’absurde, en supposant que e ⇓ t soit la
conclusion d’une preuve infinie.
• re`gle [ABS]
Le programme e est une abstraction, et aucune des re`gles [APP1-], [APP2-]
ou [APP3-] n’est applicable.
• re`gle [APP+]
Les re`gles [APP1-], [APP2-] ou [APP3-] peuvent conclure e ⇓ t.
Supposons que ce soit la re`gle [APP1-]. On obtient une contradiction par
l’hypothe`se de re´currence applique´e a` la pre´misse gauche de e ⇓ T (e).
Supposons que ce soit la re`gle [APP2-]. On obtient une contradiction par
l’hypothe`se de re´currence applique´e a` la pre´misse centrale de e ⇓ T (e).
Supposons que ce soit la re`gle [APP3-]. Dans ce cas, par la proposition 2.1.1
(p. 117), e ⇓ T (e) et e ⇓ t ont les meˆmes pre´misses gauche et centrale.
Les pre´misses droites de e ⇓ T (e) et de e ⇓ t de´finissent donc la trace
d’un meˆme programme, d’ou` la contradiction en appliquant l’hypothe`se de
re´currence a` la pre´misse droite de e ⇓ T (e).
x
Par la suite, on de´signera par C l’ensemble des programmes convergents, et
D l’ensemble comple´mentaire des programmes non convergents. La propo-
sition suivante montre que D est contenu dans l’ensemble des programmes
divergents.
2.1.3 Proposition (Non convergence implique divergence)
Tout programme e qui ne converge pas diverge.
De´monstration
Montrons que tout programme qui ne converge pas peut s’exe´cuter en une
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trace infinie. On commence par associer a` chaque programme deD une trace
d’exe´cution infinie, puis on conclut en montrant que chaque programme
s’e´value bien en la trace qui lui est associe´e.
Pour associer a` chaque programme de D une trace infinie, on va re´soudre
un syste`me d’e´quations re´cursives sur l’ensemble des traces infinies. Consi-
de´rons le syste`me d’inconnues (Xe)e∈D et forme´ des e´quations de la table
2.2. Les trois cas pre´sente´s e´puisent les possibilite´s pour un programme non
Xe1 e2 =

< Xe1 e2 > si e1 ∈ D , (2.1)
< p(T (e1)) e2 >→< T (e1)Xe2 > si e1 ∈ C, e2 ∈ D , (2.2)
< p(T (e1)) e2 >→
< T (e1)T (e2) >→ Xe[v/x] si e1, e2 ∈ C ,e[v/x] ∈ D , (2.3)
avec
T (e1) = λx e ,
T (e2) = v .
Tab. 2.2 – De´m. prop. 2.1.3
convergent.
Les applications < − e > et < e− > sont des extensions a` l’ensemble des
traces d’applications de´finies initialement sur l’ensemble des programmes.
D’apre`s la proposition 1.1.8 (p. 64), ce sont des ope´rations autorise´es dans
les e´quations re´cursives. Il est donc possible d’appliquer le the´ore`me 1.1.9
(p. 65) si l’on montre que ce syste`me, qui n’est pas garde´ a` cause des e´qua-
tions de type 2.1 et 2.2 (lorsque e1 est une abstraction), est e´quivalent a` un
syste`me garde´. Montrons donc par l’absurde qu’on ne peut avoir une suite
infinie d’e´quations (Xei =< Xei+1 e
′
i > ou < e
′
iXei+1 >)i∈N de type 2.1 ou
2.2. Si c’e´tait le cas, on obtiendrait une suite infinie strictement de´croissante
de sous-termes, ce qui est impossible. Apre`s un nombre fini de telles e´qua-
tions, on rencontre ne´cessairement une e´quation garde´e de type 2.2 ou de
type 2.3, et par des expansions successives des inconnues, cette suite devient
e´quivalente a` une e´quation garde´e, au sens du the´ore`me 1.1.9 (p. 65). Le
syste`me d’e´quations peut donc se re´crire en un syste`me e´quivalent garde´,
admettant une unique solution. Pour e appartenant a` D, notons T (e) la
valeur de la solution du syste`me en Xe ; par de´finition, T (e) est une trace
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infinie.
A` partir des preuves finies (P (e ⇓ T (e)))e∈C obtenues pour les programmes
convergents et des traces infinies (T (e))e∈D, nous allons construire pour
chaque programme e de D une preuve infinie de son e´valuation en T (e), en
re´solvant un syste`me d’e´quations re´cursives, d’inconnues ((Ye)e∈C, (Xe)e∈D)
et pre´sente´ dans la table 2.3. Ce syste`me est quasi-uniforme et compatible
Xe1 e2 =

− Xe1
e1 e2 ⇓ T (e1 e2)
si e1 ∈ D ,
+ Ye1 − Xe2
e1 e2 ⇓ T (e1 e2)
si
{
e1 ∈ C ,
e2 ∈ D ,
+ Ye1 + Ye2 − Xe[v/x]
e1 e2 ⇓ T (e1 e2)
si

e1 ∈ C ,
e2 ∈ C ,
e[v/x] ∈ D ,
avec
{
T (e1) = λx e ,
T (e2) = v ,
Ye = P (e ⇓ T (e)) (e ∈ C) .
Tab. 2.3 – De´m. prop. 2.1.3
avec le syste`me d’infe´rence de´finissant l’e´valuation en traces ; d’apre`s la pro-
position 1.2.4 (p. 75), pour tout programme e appartenant a` D, la valeur de
la solution en Xe est une preuve de l’e´valuation de e en T (e).
On a donc montre´ qu’un programme non convergent est divergent.
x
Re´sumons ce qu’on a montre´ par les trois dernie`res propositions. Un pro-
gramme est soit convergent, soit divergent ; s’il est convergent, il posse`de
une unique trace, qui est finie ; s’il est divergent, il peut s’exe´cuter suivant
une ou plusieurs traces, toutes infinies. Tout programme s’exe´cute donc en
au moins une trace, qu’on note T (e).
Pour montrer l’unicite´ de la trace infinie pour un programme divergent,
on va utiliser une technique tre`s ge´ne´rale, qui e´vite de conside´rer les preuves
infinies, dues a` la divergence.
On s’inte´resse a` une classe particulie`re de proprie´te´s, de´finies par des pre´-
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dicats binaires, ayant pour parame`tres un programme et un entier naturel.
Conside´rons une telle proprie´te´ de´finie par un pre´dicat dont les jugements
sont note´s e : n, pour tout programme e et tout entier naturel n. Typi-
quement, la proprie´te´ concernera le (n+1)ie`me programme de la trace du
programme e, ou le pre´fixe de longueur n + 1 : elle est ainsi qualifie´e de
finitaire. Pour certaines proprie´te´s, dites stables, il est possible de construire
une preuve finie de tout jugement e : n, en utilisant une partie finie de la
preuve e´ventuellement infinie de l’e´valuation de e. Ces proprie´te´s sont dites
stables car leur extension l’est, pour un syste`me d’infe´rence canoniquement
associe´ a` celui qui de´finit les traces d’exe´cution.
2.1.4 De´finition (
Se´mantique par de´composition :
Proprie´te´ finitaire stable
)
Conside´rons une proprie´te´ finitaire, de´finie par un pre´dicat de jugements
(e : n)e∈Λ0,n∈N. Elle est stable si l’ensemble des jugements vrais est stable
pour le syste`me d’infe´rence de la table 2.4.
∅
[ABS n]
λx e : n
,
e1 : n
[APP1 n]
e1 e2 : n
(n < |T (e1)| − 1) ,
e1 : n e2 : p
[APP1-2 n]
e1 e2 : n
(
n = |T (e1)| − 1
p = 0
)
,
e2 : p
[APP2 n]
e1 e2 : n
( |T (e1)| ≤ n < |T (e1)|+ |T (e2)| − 1
p = n− (|T (e1)| − 1)
)
,
e[v/x] : p
[APP3 n]
e1 e2 : n
 |T (e1)|+ |T (e2)| − 1 ≤ nT (e1) = λx e, T (e2) = v
p = n− (|T (e1)|+ |T (e2)| − 1)
 .
Tab. 2.4 – Se´mantique par de´composition : proprie´te´ finitaire stable
Les re`gles du syste`me pre´ce´dent suivent assez naturellement celles du sys-
te`me d’e´valuation. Seules la re`gle [APP1-2 n] pre´sente une particularite´, une
condition de frontie`re. Lors de l’e´valuation d’une application, la configu-
ration se´mantique terminant l’e´valuation de la fonction est aussi celle qui
122 Chapitre 2. La se´mantique observationnelle
commence l’e´valuation de l’argument ; on choisit donc de de´duire la pro-
prie´te´ concernant cette configuration de l’e´valuation de la fonction et de
l’e´valuation de l’argument.
La stabilite´ implique que l’ensemble des jugements vrais contient l’ensemble
engendre´ inductivement par le syste`me pre´ce´dent. Comme il s’ave`re qu’une
preuve finie de tout jugement dans le syste`me pre´ce´dent peut eˆtre construite,
on peut conclure que toute proprie´te´ finitaire stable est ve´rifie´e universelle-
ment.
2.1.5 Proposition (
Se´mantique par de´composition :
Lemme des proprie´te´s finitaires stables
)
Conside´rons une proprie´te´ finitaire stable, de´finie par un pre´dicat de juge-
ments (e : n)e∈Λ0,n∈N. Alors elle est ve´rifie´e universellement : pour tout
programme e et tout entier n, on a
e : n .
De´monstration
Primo, on construit pour chaque programme e et chaque entier n une preuve
dans le syste`me d’infe´rence de la de´finition 2.1.4 (p. 121), secundo, on montre
qu’il n’existe pas de preuves infinies dans ce syste`me, ce qui montre que
les preuves pre´ce´demment construites sont finies, tertio, on conclut par la
stabilite´ que la proprie´te´ est toujours ve´rifie´e.
De´finissons un syste`me d’e´quations re´cursives, d’inconnues (Xe,n)e∈Λ0,n∈N,
par les e´quations de la table 2.5. Ce syste`me est quasi-uniforme et compa-
tible avec le syste`me d’infe´rence de la de´finition 2.1.4. D’apre`s la proposition
1.2.3 (p. 73), pour tout programme e et tout entier n, la valeur de l’unique
solution en Xe,n est une preuve de e : n suivant ce syste`me d’infe´rence.
Montrons maintenant que ce syste`me d’infe´rence n’admet que des preuves
finies. On de´montre par re´currence sur l’entier n que toute preuve de conclu-
sion e : n, e e´tant un programme quelconque, est finie.
• n = 0
On montre par re´currence sur le programme e que toute preuve de conclu-
sion e : 0 est finie.
◦ e = λx b
Le jugement e : 0 est la conclusion de la re`gle [ABS 0], et constitue donc
un axiome.
◦ e = e1 e2
Le jugement e : 0 est la conclusion de la re`gle [APP1 0] ou [APP1-2 0]. Dans
les deux cas, on peut appliquer l’hypothe`se de re´currence aux pre´misses, qui
concernent dans le premier cas, e1, dans le second cas, e1 et e2, ce qui permet
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Xλx e,n =
∅
λx e : n
,
Xe1 e2,n =

Xe1,n
e1 e2 : n
si n < |T (e1)| − 1 ,
Xe1,n Xe2,0
e1 e2 : n
si n = |T (e1)| − 1 ,
Xe2,p
e1 e2 : n
si
|T (e1)| ≤ n < |T (e1)|+ |T (e2)| − 1 ,
p = n− (|T (e1)| − 1) ,
Xe[v/x],p
e1 e2 : n
si
|T (e1)|+ |T (e2)| − 1 ≤ n ,
T (e1) = λx e, T (e2) = v ,
p = n− (|T (e1)|+ |T (e2)| − 1) .
Tab. 2.5 – De´m. prop. 2.1.5
de conclure.
• n > 0
On suppose que pour tout entier p strictement infe´rieur a` n, pour tout pro-
gramme e, on a e : p. On montre par re´currence sur le programme e que
toute preuve de conclusion e : n est finie.
◦ e = λx b
Le jugement e : n est la conclusion de la re`gle [ABS n], et constitue donc
un axiome.
◦ e = e1 e2
Si le jugement e : n est la conclusion de la re`gle [APP1 n] ou [APP1-2 n],
chacune de ses pre´misses est de la forme e′ : k, ou` e′ est e´gal soit a` e1, soit
a` e2 ; on applique donc l’hypothe`se de re´currence aux sous-termes e1 et e2
pour conclure.
Si le jugement e : n est la conclusion de la re`gle [APP2 n] ou [APP3 n],
sa pre´misse est de la forme e′ : p, ou` p est strictement infe´rieur a` n ; on
applique l’hypothe`se de re´currence a` l’entier p pour conclure.
Finalement, pour tout programme e et tout entier n, le jugement e : n,
qui admet une preuve finie, appartient a` l’ensemble engendre´ inductivement
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par le syste`me de la de´finition 2.1.4. Comme la proprie´te´ est stable, le juge-
ment e : n est donc vrai.
x
Avec l’aide de ce lemme fondamental, il est facile de montrer l´unicite´
de la trace infinie associe´e a` un programme divergent.
2.1.6 Proposition (Divergence de´terministe)
Soient e un programme, et t1 et t2 deux traces infinies. Si le jugement e ⇓ t1
est valide, tout comme e ⇓ t2, alors les traces t1 et t2 sont e´gales.
De´monstration
Conside´rons la proprie´te´ finitaire suivante :
e : n
def⇔ ∀ t1, t2 ∈ (Λ0)ω . e ⇓ t1 ∧ e ⇓ t2 ⇒ t1(n) = t2(n) .
Montrons qu’elle est stable. Passons en revue les diffe´rentes re`gles d’infe´-
rence. Il s’agit a` chaque fois de montrer que si les pre´misses sont ve´rifie´es,
alors la conclusion aussi.
On utilise sans le mentionner le fait que tout programme convergent s’e´value
en une unique trace, T (e).
• [ABS n]
C’est trivialement ve´rifie´, puisqu’on a λx e ⇓ λx e.
Conside´rons de´sormais deux programmes e1 et e2, et un entier n.
• [APP1 n]
Supposons n < |T (e1)| − 1 et e1 : n.
Si t est une trace telle que e1 e2 ⇓ t, on a par de´finition de l’e´valuation
t(n) = T (e1)(n) e2, et on peut conclure.
• [APP1-2 n]
Supposons n = |T (e1)| − 1, e1 : n et e2 : 0.
Si t est une trace telle que e1 e2 ⇓ t, on a par de´finition de l’e´valuation
t(n) = T (e1)(n) e2, et on peut conclure.
• [APP2 n]
Supposons |T (e1)| ≤ n < |T (e1)| + |T (e2)| − 1, e1 : n et e2 : p, avec
p = n− (|T (e1)| − 1).
E´tant donne´ deux traces infinies t1 et t2, supposons e1 e2 ⇓ t1 et e1 e2 ⇓ t2.
Il existe une trace t′1 telle que e1 e2 ⇓ t1 admet pour pre´misse e2 ⇓ t′1, et
une trace t′2 telle que e1 e2 ⇓ t2 admet pour pre´misse e2 ⇓ t′2. Il est facile
de voir que t1(n) = T (e1) t′1(p) et t2(n) = T (e1) t′2(p). De e2 : p, on de´duit
que t′1(p) = t′2(p), puis que t1(n) = t2(n).
• [APP3 n]
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Supposons |T (e1)| + |T (e2)| − 1 ≤ n et e[v/x] : p, avec p = n − (|T (e1)| +
|T (e2)| − 1), T (e1) = λx e et T (e2) = v.
E´tant donne´ deux traces infinies t1 et t2, supposons e1 e2 ⇓ t1 et e1 e2 ⇓ t2.
Il existe une trace t′1 telle que e1 e2 ⇓ t1 admet pour pre´misse e[v/x] ⇓ t′1,
et une trace t′2 telle que e1 e2 ⇓ t2 admet pour pre´misse e[v/x] ⇓ t′2. Il est
facile de voir que t1(n) = t′1(p) et t2(n) = t′2(p). De e[v/x] : p, on de´duit
que t′1(p) = t′2(p), puis que t1(n) = t2(n).
x
En conclusion, tout programme posse`de une unique trace d’exe´cution : la
se´mantique par de´composition propose´e rend compte des programmes tant
convergents que divergents.
2.1.2 Re´duire pour exe´cuter
Le syste`me de´finissant les traces d’exe´cution ne met l’accent ni sur la
relation de re´duction, ni sur la strate´gie d’e´valuation. Ce sont les re`gles
[APP+] et [APP3-] (de la table 2.1 (p. 116)) qui induisent une transition
entre programmes, correspondant a` la β-re´duction habituelle
(λx e) v r→ e[v/x] .
Quant a` la strate´gie de re´duction, elle est exprime´e par les re`gles concernant
l’application : la fonction est d’abord e´value´e, puis l’argument avant son
passage. Il est en fait possible d’exprimer la meˆme se´mantique, en de´finissant
tout d’abord la relation de re´duction et la strate´gie d’e´valuation, puis les
traces maximales pour cette relation.
Pour la relation de re´duction, sont importants les programmes ne se
re´duisant pas, appele´s valeurs : ce sont les abstractions closes.
v ::= λx e ,
ou` FV(λx e) = ∅. On de´signera l’ensemble des valeurs par V.
Un programme, s’il n’est pas une valeur, peut se de´composer en un radical ,
qui va se re´duire, et une continuation, repre´sentant ce qui reste a` e´valuer
apre`s que le radical a e´te´ re´duit.
Les radicaux qui se re´duisent dans un programme sont forme´s par des ap-
plications d’abstractions closes a` des valeurs.
r ::= (λx e) v ,
ou` FV(λx e) = ∅.
Un contexte de re´duction, repre´sentant la continuation, est un terme clos a`
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∅
[β]
(λx e) v r→ e[v/x]
r
r→ e
[RED]
E[r] r→ E[e]
Tab. 2.6 – Relation de re´duction
une place, line´aire en sa place : il posse`de une seule variable libre, la place,
a` l’occurrence de plus unique ; on re´serve a` ce seul usage une variable, note´e
−18. Un contexte de re´duction se construit autour de la place, en appliquant
des valeurs, ou en passant des arguments non e´value´s :
E ::= − | v E | E e ,
ou` FV(e) = ∅.
Tout programme peut se de´composer de manie`re unique en une valeur ou un
radical place´ dans un contexte de re´duction : si e est un programme, ou bien
c’est une valeur, ou bien il existe un unique radical r et un unique contexte
E tel que e = E[r] (E[r] abre´geant E[r/−]).
La relation de re´duction r→ est de´finie (inductivement) par le syste`me
d’infe´rence de la table 2.6 (p. 126). L’axiome exprime la β-re´duction, la re`gle
permettant de passer au contexte de re´duction. La relation est de´terministe :
si e r→ e1 et si e r→ e2, alors e1 = e2. En effet, si le syste`me est restreint
a` l’axiome, la relation ainsi de´finie l’est, et de plus, la de´composition en
un radical dans un contexte de re´duction est unique. Elle est aussi totale,
dans le sens suivant : tout programme qui n’est pas une valeur se re´duit,
conforme´ment a` la de´finition informelle que nous avons donne´e des valeurs.
Nous nous inte´ressons maintenant a` la construction des traces a` partir
de la relation de re´duction. Cette construction suppose seulement la donne´e
d’une relation de re´duction totale ; l’hypothe`se du de´terminisme n’est en
effet pas ne´cessaire.
Une fois que la relation de re´duction est de´finie, il est facile d’associer
a` chaque programme l’ensemble de ses traces d’exe´cution. On conside`re des
jugements de la forme e ⇓r t, exprimant que le programme e peut s’exe´-
cuter suivant la trace t. Le syste`me d’infe´rence de cette nouvelle relation
d’e´valuation est pre´sente´ dans la table 2.7 (p. 127), e´tant donne´ une rela-
tion de re´duction r→ totale. De l’observation des re`gles et des preuves, deux
18Cela signifie que cette variable ne sert pas a` construire de termes autres que les
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∅
[VAL]
v ⇓r v
(v ∈ V)
+ e′ ⇓r t
[RED+]
e ⇓r e→ t
 e, e′ ∈ Λ0t ∈ (Λ0)+
e
r→ e′

− e′ ⇓r t
[RED-]
e ⇓r e→ t
 e, e′ ∈ Λ0t ∈ (Λ0)ω
e
r→ e′

Tab. 2.7 – Se´mantique par re´criture : traces d’exe´cution
remarques viennent imme´diatement :
– les traces finies et infinies sont obtenues respectivement par des preuves
finies et infinies,
– une trace commence toujours par le programme a` e´valuer.
Dans ce syste`me, tout programme s’e´value en au moins une trace.
2.1.7 Proposition (Existence d’une trace)
Soit r→ une relation de re´duction totale. Alors tout programme posse`de au
moins une trace d’exe´cution suivant le syste`me d’infe´rence de la table 2.7
(p. 127).
De´monstration
La de´monstration se fait en deux temps.
Primo, on associe a` chaque programme une trace, en re´solvant un syste`me
d’e´quations re´cursives sur les traces, directement inspire´ du syste`me d’infe´-
rence de la table 2.7. Comme la relation de re´duction est totale, il est possible
d’associer a` tout programme e qui n’est pas une valeur un programme r(e)
tel que e se re´duit en r(e). Conside´rons alors le syste`me d’inconnues (Xe)e∈Λ0
et forme´ des e´quations suivantes :
Xe =
{
e si e valeur,
e→ Xr(e) sinon.
Pour tout programme e, notons Tr(e) la valeur de la solution en Xe.
Secundo, on montre que tout programme e s’e´value en Tr(e) suivant le sys-
te`me d’infe´rence de la table 2.7.
contextes, en particulier qu’elle n’est jamais lie´e.
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Tout d’abord, montrons que pour tout programme e, si Tr(e) est une trace
finie, alors e ⇓r Tr(e) est un jugement valide. C’est imme´diat, en proce´dant
par re´currence sur la longueur des traces.
A` tout programme e tel que Tr(e) est une trace infinie, associons une preuve
de e ⇓r Tr(e) en re´solvant le syste`me d’e´quations re´cursives d’inconnues
(Xe)e tel que |Tr(e)|=ω et forme´ des e´quations suivantes :
Xe =
− Xr(e)
e ⇓r Tr(e)
.
Ce syste`me est quasi-uniforme et compatible avec le syste`me d’infe´rence de´-
finissant l’e´valuation en traces (cf. tab. 2.7). Par la proposition 1.2.4 (p. 75),
pour tout programme e tel que la trace Tr(e) est infinie, la valeur de la so-
lution en Xe est une preuve de e ⇓r Tr(e).
x
Comme pour le syste`me de´finissant la se´mantique par de´composition,
afin de raisonner sur l’e´valuation, avec ses preuves e´ventuellement infinies,
on peut de´finir des proprie´te´s finitaires stables, et le mode de raisonnement
associe´ correspond ici a` celui qu’on attend, une re´currence sur la position
dans une trace. On note de´sormais e :r n (e ∈ Λ0, n ∈ N) les jugements de
ces proprie´te´s, pour souligner le syste`me auquel se re´fe`re la stabilite´.
2.1.8 De´finition (
Se´mantique par re´criture :
Proprie´te´ finitaire stable
)
Soit r→ une relation de re´duction totale. Conside´rons une proprie´te´ finitaire,
de´finie par un pre´dicat de jugements (e :r n)e∈Λ0,n∈N. Elle est stable si
l’ensemble des jugements vrais est stable pour le syste`me d’infe´rence de la
table 2.8.
∅
[VAL n]
v :r n
(v ∈ V, n ≥ 0) ,
∅
[RED 0]
e :r 0
(e se re´duisant) ,
(e′ :r n− 1)e′|e r→e′ [RED n]
e : n
(e se re´duisant, n > 0) .
Tab. 2.8 – Se´mantique par re´criture : proprie´te´ finitaire stable
2.1. De´composition et re´criture 129
Remarquons que si la relation de re´duction r→ n’est pas de´terministe, dans la
re`gle [RED n], le jugement e :r n se de´duit de la conjonction des pre´misses
(e′ :r n−1)e′|e r→e′ . On peut imaginer une forme plus faible, ou` le jugement se
de´duirait de la disjonction de ces pre´misses. Dans le cas qui nous inte´resse,
ou` la relation est de´terministe, cela revient e´videmment au meˆme.
Une proprie´te´ finitaire stable est ve´rifie´e universellement.
2.1.9 Proposition (
Se´mantique par re´criture :
Lemme des proprie´te´s finitaires stables
)
Soit r→ une relation de re´duction totale. Conside´rons une proprie´te´ finitaire
stable de´finie par un pre´dicat de jugements (e :r n)e,n. Alors elle est ve´rifie´e
universellement : pour tout programme e et tout entier n, on a
e :r n .
De´monstration
Primo, on construit pour chaque programme e et chaque entier n une preuve
dans le syste`me d’infe´rence de la de´finition 2.1.8 (p. 128), secundo, on montre
qu’il n’existe pas de preuves infinies dans ce syste`me, ce qui fait que les
preuves construites sont ne´cessairement finies, tertio, on conclut par la sta-
bilite´ que la proprie´te´ est toujours ve´rifie´e.
De´finissons un syste`me d’e´quations re´cursives, d’inconnues (Xe,n)e∈Λ0,n∈N,
par les e´quations de la table 2.9. Comme la relation de re´duction est totale,
Xe,n =

∅
e :r n
si e valeur,
∅
e :r n
si e se re´duit et n = 0 ,
(Xe′,n−1)e′|e r→e′
e :r n
si e se re´duit et n > 0 .
Tab. 2.9 – De´m. prop. 2.1.9
ce syste`me est bien de´fini. Ce syste`me est quasi-uniforme et compatible avec
le syste`me d’infe´rence de la de´finition 2.1.8. D’apre`s la proposition 1.2.3
(p. 73), pour tout programme e et tout entier n, la valeur de l’unique solu-
tion en Xe,n est une preuve suivant ce syste`me d’infe´rence.
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Montrons maintenant par re´currence sur l’entier n que toute preuve de
conclusion e :r n, e e´tant un programme quelconque, est finie.
• n = 0
Conside´rons une preuve de conclusion e :r 0. Ce jugement est ne´cessaire-
ment la conclusion de la re`gle [VAL 0] ou de la re`gle [RED 0]. Dans les deux
cas, il s’agit d’un axiome.
• n > 0
On suppose le re´sultat vrai en n− 1.
Conside´rons une preuve de conclusion e :r n.
Si le jugement e :r n est la conclusion de la re`gle [VAL n], alors la preuve
est finie, puisqu’il s’agit d’un axiome.
Sinon, le jugement e :r n a pour pre´misses (e′ :r n− 1)e′|e r→e′ , par la re`gle
[RED n], et on applique l’hypothe`se de re´currence a` ces pre´misses.
Finalement, pour tout programme e et tout entier n, le jugement e :r n,
qui admet une preuve finie, appartient a` l’ensemble engendre´ inductivement
par le syste`me de la de´finition 2.1.8. Comme la proprie´te´ est stable, le juge-
ment e :r n est vrai.
x
Ce lemme est le principal outil pour montrer des proprie´te´s concernant les
traces d’exe´cution des programmes. Ainsi, nous pouvons de´sormais montrer
que les traces d’exe´cution sont maximales pour la relation de re´duction.
2.1.10 Proposition (Traces d’exe´cution maximales pour r→)
Soit r→ une relation de re´duction totale. Conside´rons un programme e et une
trace t telle que e ⇓r t. Alors la trace t correspond a` une suite de re´duction
par r→ et est maximale pour r→ : ou bien elle est infinie, ou bien elle se
termine par une valeur.
De´monstration
Conside´rons la proprie´te´ finitaire suivante :
e :r n
def⇔ ∀ t ∈ (Λ0)∗ ∪ (Λ0)ω . e ⇓r t ∧ 0 < n < |t| ⇒ t(n− 1) r→ t(n)
On ve´rifie aise´ment que cette proprie´te´ est stable. Le seul cas inte´ressant
concerne la re`gle [RED n].
Soit e un programme, n un entier strictement positif, et supposons que pour
tout programme e′ en lequel e se re´duit, on ait e′ :r n− 1. Montrons e :r n.
Supposons e ⇓r t et 0 < n < |t|. Par la re`gle [RED+] ou [RED-], il existe un
programme e′ et une trace t′ tels que e r→ e′, e′ ⇓r t′ et t = e→ t′. Comme
on l’a remarque´, t′ commence par e′.
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Si n = 1, t(n− 1) = e et t(n) = e′, et on a bien t(n− 1) r→ t(n).
Sinon, t(n − 1) = t′(n − 2) et t(n) = t′(n − 1), et on applique l’hypothe`se
e′ :r n− 1 pour conclure.
Finalement, la proprie´te´ est ve´rifie´e par tout programme e et tout entier n.
Conside´rons un programme e et une trace t telle que e ⇓r t. Si t est
infinie, elle est maximale. Supposons qu’elle soit finie. Dans ce cas, la preuve
de e ⇓r t est finie, et on peut facilement montrer par re´currence structurelle
sur la preuve que la trace se termine par une valeur. Comme une valeur ne
se re´duit pas, par de´finition, la trace est bien maximale.
x
Nous supposons maintenant que la relation de re´duction est totale et
de´terministe, comme la relation de´finie initialement. Il est alors facile de
montrer qu’un programme posse`de une unique trace.
2.1.11 Proposition (Unicite´ de la trace)
Soit r→ une relation de re´duction totale et de´terministe. Conside´rons un
programme e, et deux traces t1 et t2. Si le jugement e ⇓r t1 est valide, tout
comme e ⇓r t2, alors les traces t1 et t2 sont e´gales.
De´monstration
Conside´rons la proprie´te´ finitaire suivante :
e :r n
def⇔ ∀ t1, t2 ∈ (Λ0)∗ ∪ (Λ0)ω . e ⇓r t1 ∧ e ⇓r t2 ⇒ t1(n) = t2(n)
On ve´rifie aise´ment que cette proprie´te´ est stable. Le seul cas inte´ressant
concerne la re`gle [RED n]. Comme la relation r→ est de´terministe, elle n’est
constitue´e que d’une pre´misse. Supposons donc e′ :r n − 1, avec n > 0, et
e
r→ e′, et montrons e :r n.
Soient t1 et t2 deux traces telles que e ⇓r t1 et e ⇓r t2. Par la re`gle [RED+]
ou [RED-], il existe deux traces t′1 et t′2 telles que e′ ⇓r t′1, e′ ⇓r t′2, t1 = e→
t′1 et t2 = e→ t′2. De l’hypothe`se e′ :r n−1, on de´duit t′1(n−1) = t′2(n−1),
soit t1(n) = t2(n).
Du lemme fondamental des proprie´te´s finitaires stables, on de´duit que la
proprie´te´ est ve´rifie´e par tout programme e et tout entier n, ce qui permet
de conclure.
x
On notera Tr(e) la trace d’exe´cution du programme e suivant le syste`me
d’infe´rence de la table 2.7 (p. 127), qui s’appuie sur la relation de re´duction
r→, de´finie dans la table 2.6 (p. 126).
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2.1.3 Se´mantique ope´rationnelle une
Il nous reste a` montrer que les deux se´mantiques pre´sente´es dans les
tables 2.1 (p. 116) et 2.7 (p. 127) sont e´quivalentes, soit que pour tout
programme e et toute trace t, on a
e ⇓ t⇔ e ⇓r t .
Supposons que e ⇓ t1 et e ⇓r t2. On sait que t2 commence par e. On va
donc aussi le montrer pour t1 : ce sera notre premier lemme. Ensuite, on
sait que si e se re´duit en e′, alors t2 commence par e, suivi de la trace de
e′ (pour le second syste`me d’infe´rence). On va donc aussi le montrer pour
t1 : ce sera notre second lemme. On pourra conclure par re´currence sur la
position dans la trace a` l’e´galite´ de t1 et t2.
On rappelle que pour tout programme e, on note T (e) l’unique trace telle
que e ⇓ T (e), et Tr(e) l’unique trace telle que e ⇓r Tr(e).
E´nonc¸ons le premier lemme.
2.1.12 Lemme
Soient e un programme et t une trace tels que e ⇓ t. Alors t commence par
e.
De´monstration
Conside´rons la proprie´te´ finitaire suivante :
e : n
def⇔ n = 0⇒ T (e)(n) = e .
Montrons qu’elle est stable pour le syste`me d’infe´rence de la de´finition 2.1.4
(p. 121). Passons en revue les diffe´rentes re`gles d’infe´rence. Il s’agit a` chaque
fois de montrer que si les pre´misses sont ve´rifie´es, alors la conclusion aussi.
Comme pour tout programme e et tout entier n, le jugement e : n est
trivialement ve´rifie´ de`s que n > 0, on se limite au cas ou` n vaut ze´ro.
• [ABS 0]
C’est imme´diat, puisque λx e ⇓ λx e.
Conside´rons de´sormais deux programmes e1 et e2.
• [APP1 0]
Supposons 0 < |T (e1)| − 1 et e1 : 0.
Comme dans ce cas |T (e1)| > 1, on a :
T (e1 e2)(0) = T (e1)(0) e2
= e1 e2 (hyp. e1 : 0) ,
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et on peut conclure que e1 e2 : 0 est ve´rifie´.
• [APP1-2 0]
Supposons 0 = |T (e1)| − 1, e1 : 0 et e2 : 0.
Comme |T (e1)| = 1 et e1 : 0, on a T (e1) = T (e1)(0) = e1. Puis :
T (e1 e2)(0) = T (e1)T (e2)(0)
= e1 e2 (hyp. e2 : 0) ,
ce qui permet de conclure que e1 e2 : 0 est ve´rifie´.
x
Voyons maintenant le second lemme.
2.1.13 Lemme
Supposons que e se re´duise en e′. Soient t et t′ deux traces telles que e ⇓ t
et e′ ⇓ t′. Alors :
t = e→ t′ .
De´monstration
Le programme e se de´compose de manie`re unique en E[(λx a) v], qui se
re´duit en E[a[v/x]]. Le re´sultat se montre par re´currence sur E. On notera
r le radical (λx a) v, et r′ son β-re´duit.
• E = −
Le jugement r ⇓ T (r) est ne´cessairement la conclusion de la re`gle [APP+]
ou [APP3-], avec pour pre´misse droite r′ ⇓ T (r′), et donc T (r) = r → T (r′).
• E = E1 e2
Le jugement e ⇓ t est ne´cessairement la conclusion d’une des re`gles [APP+],
[APP1-], [APP2-] ou [APP3-].
Conside´rons le cas de la re`gle [APP+] :
E1[r] ⇓ t1 e2 ⇓ t2 b[u/y] ⇓ t3
E1[r] e2 ⇓< p(t1) e2 >→< t1 t2 >→ t3
,
avec t1 = λy b et t2 = u. Par l’hypothe`se de re´currence applique´e a` E1[r], on
a t1 = E1[r]→ T (E1[r′]), d’ou` on de´duit successivement
E1[r] e2 ⇓ E1[r] e2 →< p(T (E1[r′])) e2 >→< t1 t2 >→ t3 ,
E1[r] e2 ⇓ E1[r] e2 → T (E1[r′] e2) ,
puisque t1 = T (E1[r′]).
Les autres cas sont des variations de ce cas, et nous ne les traitons pas.
• E = (λy b)E2
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Le jugement e ⇓ t est ne´cessairement la conclusion d’une des re`gles [APP+],
[APP2-] ou [APP3-].
Conside´rons le cas de la re`gle [APP+] :
λy b ⇓ λy b E2[r] ⇓ t2 b[u/y] ⇓ t3
(λy b)E2[r] ⇓ (λy b) t2 → t3
,
avec t2 = u. Par l’hypothe`se de re´currence applique´e a` E2[r], on a t2 =
E2[r]→ T (E2[r′]), d’ou` on de´duit successivement
(λy b)E2[r] ⇓ (λy b)E2[r]→< (λy b)T (E2[r′]) >→ t3 ,
(λy b)E2[r] ⇓ (λy b)E2[r]→ T ((λy b)E2[r′]) ,
puisque t2 = T (E2[r′]).
Les autres cas sont des variations de ce cas, et nous ne les traitons pas.
x
Comme annonce´, on peut conclure a` l’e´quivalence des deux se´mantiques.
2.1.14 The´ore`me (E´quivalence des se´mantiques)
Pour tout programme e et toute trace t, on a :
e ⇓ t⇔ e ⇓r t .
De´monstration
Conside´rons la proprie´te´ finitaire suivante :
e :r n
def⇔ T (e)(n) = Tr(e)(n)
Montrons qu’elle est stable (pour le syste`me de la de´finition 2.1.8 (p. 128)).
C’est imme´diat, en utilisant le lemme 2.1.12 (p. 132) pour la re`gle [RED 0]
et le lemme 2.1.13 (p. 133) pour la re`gle [RED n].
Les deux se´mantiques sont bien e´quivalentes.
x
Ce qui inte´resse avant tout dans l’exe´cution d’un programme, c’est le
re´sultat, ou bien la valeur finale de la trace, si elle est finie, ou bien la di-
vergence (ou la non-terminaison), si elle est infinie. Si, conforme´ment a` la
tradition, on ajoute une valeur de non-terminaison, note´e ⊥, une trace t
est donc abstraite en t, suivant la notation de´ja` utilise´e. Il est alors pos-
sible de re´crire les deux syste`mes d’e´valuation pre´ce´dents, en re´alisant cette
abstraction pour chaque re`gle.
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[ABS]
λx e ⇓ λx e
+ e1 ⇓ v1 + e2 ⇓ v2 + e[v2/x] ⇓ v
[APP+]
e1 e2 ⇓ v
(
v1, v2, v ∈ V
v1 = λx e
)
− e1 ⇓ ⊥
[APP1-]
e1 e2 ⇓ ⊥
+ e1 ⇓ v1 − e2 ⇓ ⊥
[APP2-]
e1 e2 ⇓ ⊥
(v1 ∈ V)
+ e1 ⇓ v1 + e2 ⇓ v2 − e[v2/x] ⇓ ⊥
[APP3-]
e1 e2 ⇓ ⊥
(
v1, v2 ∈ V
v1 = λx e
)
Tab. 2.10 – Se´mantique par de´composition : re´sultats d’exe´cution
2.1.15 De´finition et proposition (Re´sultat d’exe´cution)
Un re´sultat est soit une valeur, soit la valeur de divergence, ⊥.
Un programme a pour re´sultat ρ si le jugement e ⇓ ρ est valide, dans le
syste`me de la table 2.10 (p. 135) ou celui de la table 2.11 (p. 136).
Le choix du syste`me est indiffe´rent et tout programme s’e´value en un et un
seul re´sultat.
De´monstration
Comme tout programme posse`de une trace, il donne aussi au moins un
re´sultat, obtenu par l’un des deux syste`mes d’infe´rence pre´ce´dent, e´gal a` la
valeur finale de la trace, ou a` ⊥. Pour chaque syste`me, la seule question est
l’unicite´ de ce re´sultat. Il est facile de montrer par re´currence structurelle
sur les preuves finies que si un programme donne une valeur, alors il ne
donne pas d’autre re´sultat. On en de´duit l’unicite´ du re´sultat pour ces deux
syste`mes d’e´valuation, puisqu’il n’y a qu’une valeur de divergence.
x
On pourra donc de´signer par Eval(e) le re´sultat de l’e´valuation du pro-
gramme e, dans un des deux syste`mes, indiffe´remment.
Pour conclure, il apparaˆıt que la se´mantique par re´criture est beaucoup
plus simple a` manier que la se´mantique par de´composition : moins de re`gles
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∅
[VAL]
v ⇓r v
(v ∈ V)
+ e′ ⇓r v
[RED+]
e ⇓r v
 e, e′ ∈ Λ0v ∈ V
e
r→ e′

− e′ ⇓r ⊥
[RED-]
e ⇓r ⊥
(
e, e′ ∈ Λ0
e
r→ e′
)
Tab. 2.11 – Se´mantique par re´criture : re´sultats d’exe´cution
d’infe´rence, me´thode de raisonnement naturelle avec la re´currence sur la
suite des re´ductions. Cependant, si l’on restreint la se´mantique par de´com-
position aux programmes convergents, le syste`me d’infe´rence se simplifie, et
une me´thode de raisonnement naturelle est disponible, la re´currence struc-
turelle sur les preuves de l’e´valuation.
Ces conclusions sont conformes a` la pratique observe´e : la se´mantique par
re´criture est souvent pre´fe´re´e pour sa simplicite´, la se´mantique par de´com-
position restreinte aux programmes convergents.
Cette restriction semble particulie`rement ne´cessaire lorsque la se´mantique
pre´sente un caracte`re non-de´terministe, appele´ a` disparaˆıtre lors du raffine-
ment menant a` l’imple´mentation : par exemple, pour un langage purement
fonctionnel, l’addition peut eˆtre conside´re´e comme une ope´ration commuta-
tive, et on peut pre´fe´rer diffe´rer le choix de l’ordre d’e´valuation. En cas de
non-de´terminisme, les traces d’exe´cution se composent par entrelacement,
ce qui rend difficile l’expression d’une se´mantique par de´composition de´-
finissant les traces d’exe´cution, et donc aussi la de´finition des proprie´te´s
finitaires stables. D’une part, l’abstraction, qui fait passer des traces aux
re´sultats, est particulie`rement utile dans ce cas, d’autre part, la difficulte´
de raisonner avec les programmes divergents incite a` se limiter aux seuls
programmes convergents.
2.2 L’observation comme de´notation
Par les syste`mes d’infe´rence pre´ce´dents, un re´sultat est attribue´ aux pro-
grammes, mais non aux termes posse´dant des variables libres. Il est cepen-
dant facile de passer des programmes aux termes, en envisageant les termes
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dans tous les contextes d’utilisation possibles. Conside´rons un terme e fai-
sant partie d’un programme. Lorsque le terme e doit eˆtre e´value´19, des va-
leurs ont e´te´ substitue´es aux variables libres de e. Il est donc suffisant de
donner le re´sultat de l’e´valuation de e apre`s avoir remplace´ ses variables
libres par des valeurs quelconques. Nous appelons une substitution de va-
leurs un environnement ope´rationnel . Pre´cise´ment, pour s’affranchir de la
de´pendance vis-a`-vis des variables libres, on de´finit un environnement ope´-
rationnel comme une application de l’ensemble des variables dans l’ensemble
des valeurs. E´tant donne´ un environnement ope´rationnel γ, une variable x
et une valeur v, on note γ.(x : v) l’environnement obtenu en modifiant la
liaison de x ainsi :
(γ.(x : v))(y)
def
=
{
γ(y) si y 6= x ,
v sinon.
Par la suite, on supposera que γ parcourt l’ensemble des environnements
ope´rationnels, note´ VX. L’interpre´tation ope´rationnelle d’un terme e associe
a` tout environnement ope´rationnel γ le re´sultat de l’e´valuation de e[γ], note´
[[e]]γ :
[[e]]γ
def
= Eval(e[γ]) .
Cette interpre´tation peut eˆtre de´finie sous la forme d’une se´mantique de´-
notationnelle. Munissons l’ensemble des re´sultats d’une application binaire
map ve´rifiant, pour toutes valeurs v1 et v2 :
map(⊥,⊥) = ⊥ ,
map(⊥, v2) = ⊥ ,
map(v1,⊥) = ⊥ ,
map(v1, v2) = Eval(v1 v2) .
Autrement dit, l’application est stricte en chacun de ses deux arguments (ce
qui, pour le second argument, correspond a` un appel par valeur), et calcule le
re´sultat de l’application du premier argument au second. Alors l’interpre´ta-
tion ope´rationnelle ve´rifie les e´quations suivantes, pour tout environnement
ope´rationnel γ :
[[x]]γ = γ(x) ,
map([[λx e]]γ , v) = [[e]]γ.(x : v) (v valeur) ,
[[e1 e2]]γ = map([[e1]]γ , [[e2]]γ) .
19Plus pre´cise´ment, c’est un descendant du terme e qui est e´value´.
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Il ne s’agit pas ve´ritablement d’une se´mantique de´notationnelle, car la pro-
prie´te´ d’extensionalite´ n’est pas ve´rifie´e : si f et g sont deux valeurs, l’e´galite´
pour toute valeur v de map(f, v) et map(g, v) n’implique pas que f et g soient
e´gaux.
Par exemple, λx I et λx I I (I e´tant l’identite´), applique´s a` n’importe quelle
valeur, donnent le meˆme re´sultat, I, et cependant ce sont deux valeurs dis-
tinctes.
Aussi les e´quations pre´ce´dentes ne permettent pas de construire par compo-
sition20 l’interpre´tation ope´rationnelle d’un terme : la deuxie`me e´quation ne
de´termine pas de manie`re unique la de´notation de l’abstraction, [[λx e]]γ .
L’interpre´tation obtenue par la se´mantique ope´rationnelle donne des de´-
tails sur la structure interne, empeˆchant de de´velopper une the´orie riche de
l’e´quivalence entre termes, deux termes e´tant e´quivalents s’ils ont la meˆme
interpre´tation :
e =op e′
def⇔ ∀ γ ∈ VX . [[e]]γ = [[e′]]γ .
Il est aussi possible de comparer les termes a` partir de leur interpre´tation,
une fois que l’ensemble des re´sultats est muni de la relation d’ordre de´finie
par ⊥ < v, pour toute valeur v :
e ≤op e′ def⇔ ∀ γ ∈ VX . [[e]]γ ≤ [[e′]]γ .
Voyons la validite´ de quelques re`gles classiques permettant de comparer ope´-
rationnellement des termes.
Le pre´-ordre ≤op n’est pas une congruence :
∅
x ≤op x
est valide.
e ≤op e′
λx e ≤op λx e′
n’est pas valide
(prendre e = I, e′ = I I).
e1 ≤op e′1 e2 ≤op e′2
e1 e2 ≤op e′1 e′2
est valide.
Elle ve´rifie la re`gle concernant la β-conversion, a` condition de se limiter a`
des arguments de´ja` e´value´s (c’est la βv-conversion) :
20La compositionalite´ est la possibilite´ de de´finir par re´currence structurelle sur les
termes l’interpre´tation.
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∅
(λx e) v =op e[v/x]
est valide.
Toute substitution par valeur est compatible avec le pre´-ordre ope´rationnel :
e ≤op e′
e[v/x] ≤op e′[v/x]
est valide.
Enfin, l’η-conversion n’est pas valide :
∅
λx e x = e
n’est pas valide (prendre e divergent).
Pour de´velopper une the´orie plus riche, il est pre´fe´rable de s’appuyer sur
l’observation des termes. Observer un terme, c’est l’utiliser pour observer les
re´sultats qu’il donne, et non pas seulement l’e´valuer.
Comme nous l’avons vu en introduction de ce chapitre, il existe une the´orie
maximale : c’est celle qui est induite par l’e´quivalence contextuelle. Nous
allons de´finir l’observation de manie`re a` induire la the´orie maximale, tout
en restreignant les contextes d’utilisation conside´re´s : alors que l’e´quivalence
contextuelle impose de placer chaque terme dans tout contexte d’utilisation
possible, nous nous limitons aux contextes applicatifs, comme nous allons le
voir.
2.2.1 Bisimilarite´ et e´quivalence contextuelle
Partons d’un terme e, dans un environnement ope´rationnel γ. On peut
tout d’abord observer sa convergence, et s’il converge, observer son appli-
cation a` chaque valeur, et ainsi de suite. Cette observation peut eˆtre repre´-
sente´e par un arbre, dit observationnel . Les arbres observationnels sont les
termes de la signature concre`te suivante. Une seule sorte est utilise´e, no-
te´e o ; l’ensemble des e´tiquettes est e´gal a` la paire {⊥,>}, ⊥ repre´sentant
la divergence, > la convergence ; l’ensemble des positions est engendre´ par
l’ensemble des valeurs, V. Les e´tiquette ⊥ et > ont le profil suivant :
⊥ : ()→ o ,
> : oV → o .
Voyons comment associer a` un terme un arbre observationnel.
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2.2.1 De´finition et proposition (Observation d’un terme)
Il existe une unique application associant a` tout terme e et tout environne-
ment ope´rationnel γ un arbre observationnel, note´ Obs(e)(γ), et ve´rifiant :
(i) si e[γ] diverge, alors Obs(e)(γ) = ⊥ ,
(ii) si e[γ] converge, alors Obs(e)(γ) => (Obs(e v)(γ))v∈V .
L’arbre observationnel Obs(e)(γ) est appele´ l’observation de e dans l’envi-
ronnement ope´rationnel γ. L’application qui a` γ associe Obs(e)(γ), note´e
Obs(e), est appele´e l’observation de e.
L’observation d’un programme e est inde´pendante de l’environnement d’ob-
servation et on note Obs0(e) la valeur qu’elle prend en tout environnement.
Montrons dans un premier temps l’existence et l’unicite´ de l’application
de´finissant l’observation.
De´monstration
De´finissons un syste`me d’e´quations re´cursives d’inconnues (X(e,γ))(e,γ)∈Λ0×VX
par les e´quations suivantes :
X(e,γ) =
{
⊥ si e[γ] diverge,
> (X(e v,γ))v∈V si e[γ] converge.
Si pour tout terme e et tout environnement γ, Obs(e)(γ) ve´rifie les conditions
(i) et (ii), alors la valuation ν de´finie par ν(X(e,γ)) = Obs(e)(γ) pour tout
couple (e, γ) est solution du syste`me. Comme le syste`me admet une unique
solution, il existe une unique application ve´rifiant (i) et (ii).
x
Avant de justifier que l’observation d’un programme ne de´pend pas de l’envi-
ronnement, il est utile de de´finir un mode de raisonnement co-inductif pour
les observations, permettant de montrer l’e´galite´ de deux observations. Il
de´finit un ensemble de conditions suffisantes pour construire des preuves de
l’e´galite´ des arbres observationnels, e´galite´ de´finie co-inductivement par le
syste`me suivant :
∅
(⊥,⊥) ,
(a/v, b/v)v∈V
(a, b)
(a, b arbres observationnels 6= ⊥) .
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2.2.2 Lemme (Raisonnement co-inductif pour les observations)
Soit R une relation de´finie sur les couples forme´s d’un terme et d’un envi-
ronnement ope´rationnel, et ve´rifiant pour tout couple ((e, γ), (e′, γ′)) appar-
tenant a` R :
(i) e[γ] converge si et seulement si e′[γ′] converge,
(ii) si e[γ] converge, alors pour toute valeur v, ((e v, γ), (e′ v, γ′)) appartient
a` R.
Alors, pour tous termes e et e′, et tous environnements γ et γ′ tels que
((e, γ), (e′, γ′)) appartient a` R,
Obs(e)(γ) = Obs(e′)(γ′) .
De´monstration
Pour chaque couple ((e, γ), (e′, γ′)) de R, on construit une preuve de l’e´ga-
lite´ Obs(e)(γ) = Obs(e′)(γ′), en re´solvant le syste`me d’e´quations re´cursives
d’inconnues (Xc)c∈R et forme´ des e´quations suivantes :
X(e,γ),(e′,γ′) =

∅
(Obs(e)(γ),Obs(e′)(γ′))
si e[γ] diverge,
(X(e v,γ),(e′ v,γ′))v∈V
(Obs(e)(γ),Obs(e′)(γ′))
si e[γ] converge.
Ce syste`me est bien de´fini graˆce a` la seconde hypothe`se sur R.
Pour la premie`re e´quation, on sait par la premie`re hypothe`se sur R, que
e′[γ′] diverge aussi, et donc Obs(e)(γ) = Obs(e′)(γ′) = ⊥. Pour la seconde
e´quation, on sait que e′[γ′] converge aussi, et donc Obs(e)(γ) et Obs(e′)(γ′)
ne sont pas des observations triviales.
Ce syste`me, quasi-uniforme et compatible avec le syste`me d’infe´rence de´fi-
nissant l’e´galite´, de´finit donc des preuves de l’e´galite´ des observations, par
la proposition 1.2.3 (p. 73).
x
Terminons la de´monstration de la proposition incluse dans la de´finition des
observations.
De´monstration
On doit montrer que l’observation d’un programme ne de´pend pas de l’en-
vironnement d’observation.
Soit R la relation de´finie par :
(e, γ) R (e′, γ′) def⇔ e = e′ ∧ e ∈ Λ0 .
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Les hypothe`ses du lemme 2.2.2 (p. 141) sont trivialement ve´rifie´es. Ainsi,
e´tant donne´ deux environnements, γ et γ′, pour tout programme e, on a
Obs(e)(γ) = Obs(e)(γ′).
x
La de´finition des observations aurait pu se limiter aux programmes, puis-
qu’on peut fermer n’importe quel terme par un environnement ope´rationnel
pour l’observer.
2.2.3 Proposition (Fermeture d’un terme pour l’observation)
Soient e un terme et γ un environnement ope´rationnel. Observer e dans
l’environnement γ est e´quivalent a` observer le programme e[γ] :
Obs(e)(γ) = Obs0(e[γ]) .
De´monstration
Soit R la relation de´finie par :
(e, γ) R (e′, γ′) def⇔ e[γ] = e′ .
Les hypothe`ses du lemme 2.2.2 (p. 141) sont trivialement ve´rifie´es. On a
donc pour tout programme e et tous environnements ope´rationnels γ et γ′ :
Obs(e)(γ) = Obs(e[γ])(γ′)
= Obs0(e[γ]) (e[γ] ∈ Λ0) .
x
L’observation est compatible avec l’e´quivalence ope´rationnelle.
2.2.4 Proposition (
Compatibilite´ de l’observation
avec l’e´quivalence ope´rationnelle
)
Conside´rons deux termes e et e′ e´quivalents ope´rationnellement. Alors ils
me`nent aux meˆmes observations :
e =op e′
Obs(e) = Obs(e′)
.
De´monstration
Soit R la relation de´finie par :
(e, γ) R (e′, γ′) def⇔ γ = γ′ ∧ e =op e′ .
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Les hypothe`ses du lemme 2.2.2 (p. 141) sont trivialement ve´rifie´es. On en
de´duit l’implication demande´e.
x
A` l’aide des observations, on peut construire une premie`re notion d’e´qui-
valence entre termes. Deux termes sont e´quivalents s’ils me`nent aux meˆmes
observations :
e =B e′
def⇔ Obs(e) = Obs(e′) .
On dit que les deux termes sont bisimilaires (applicativement ou observa-
tionnellement).
Plutoˆt que seulement conside´rer cette e´quivalence entre les termes, il est
pre´fe´rable de de´finir un pre´-ordre, la relation de similarite´, dont la syme´-
trisation donne l’e´quivalence. Ce pre´-ordre s’appuie sur une relation d’ordre
entre arbres d’observations, par laquelle on mesure le degre´ de convergence.
Cette relation d’ordre est engendre´e co-inductivement par le syste`me d’infe´-
rence suivant, qui rappelle celui de l’e´galite´ entre arbres observationnels :
∅
(⊥, a) (a arbre observationnel) ,
(a/v, b/v)v∈V
(a, b)
(a, b 6= ⊥) .
On ve´rifie aise´ment que la syme´trisation de cette relation donne l’e´galite´
pre´ce´demment de´finie. Aussi, comme nous l’avons vu au premier chapitre
(cf. §1.2.2 (p. 79)), cette relation peut se de´finir comme extension aux arbres
(en tant que fonctions) de la relation d’ordre de´finie par ⊥ < > :
a ≤ b⇔ ∀V ∈ V∗ . a(V ) ≤ b(V ) .
La relation de similarite´ se de´finit alors ainsi :
e ≤B e′ def⇔ Obs(e) ≤ Obs(e′) ,
ou` la relation d’ordre entre les observations se de´duit naturellement de la
relation d’ordre de´finie pour les arbres d’observation :
Obs(e) ≤ Obs(e′) def⇔ ∀ γ ∈ VX . Obs(e)(γ) ≤ Obs(e′)(γ) .
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Lorsque e ≤B e′, on dit que e′ simule e.
L’ensemble des arbres observationnels posse`de un plus petit e´le´ment, ⊥, et
un plus grand, solution de l’e´quation suivante :
x = >(x)v∈V .
Ces deux arbres observationnels correspondent a` des observations de pro-
grammes, comme l’indique la proposition21 suivante.
2.2.5 Proposition (Observations minimale et maximale)
Il existe un programme, note´ pmax, ve´rifiant :
Obs0(pmax) = >(Obs0(pmax))v∈V .
Il existe un programme, note´ pmin, tel que :
Obs0(pmin) = ⊥ .
L’ide´e est de prendre pour pmin un programme divergent et pour pmax le
programme infini λy λy . . ., qu’on de´finit comme point fixe du combinateur
K, e´gal a` λxλy x.
De´monstration
• De´finition de pmax
Soit K = λxλy x. De´finissons un combinateur de point fixe :
Y
def
= λf B(f) ,
ou` pour tout terme f ,
B(f)
def
= C(f)C(f) ,
C(f) e´tant de´fini par
C(f)
def
= λx η(f (xx)) (x /∈ FV(f)) ,
et η(f) re´alisant l’η-expansion de f , soit
η(f)
def
= λx f x (x /∈ FV(f)) .
De´finissons ainsi pmax :
pmax
def
= η(KB(K)) .
21C’est l’adaptation a` l’appel par valeur d’une proposition de l’article d’Abramsky de´-
veloppant la the´orie du λ-calcul paresseux (cf. [4, Prop. 2.7]).
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On ve´rifie facilement que pour toute valeur v, pmax v se re´duit en pmax. On
en de´duit le re´sultat.
• De´finition de pmin
Il suffit de de´finir pmin ainsi :
pmin
def
= (λxxx) (λxxx) .
Ainsi pmin se re´duit en lui-meˆme et diverge.
x
Ide´alement, la bisimilarite´ devrait correspondre a` l’e´quivalence contex-
tuelle, qui e´gale deux termes lorsqu’aucun contexte d’utilisation ne permet
de les distinguer. De meˆme, la similarite´ devrait correspondre au pre´-ordre
pour lequel un terme est infe´rieur a` un autre lorsqu’aucun contexte d’utili-
sation ne permet d’observer la convergence du premier et la divergence du
second. C’est ce que nous allons voir maintenant.
E´tant donne´ une expression C, le contexte a` une place associe´ a` C22 est
l’application qui a` tout terme e associe le terme obtenu par la greffe23 dans
C de e en toute occurrence de la place −24. On note C[e] le re´sultat de la
greffe (qui pourra en certaines occasions eˆtre conside´re´ comme une expres-
sion, et non un terme), et C[ ] le contexte.
Par exemple, si C1 = λx−, C2 = λy− et e = x, alors C1[e] est l’identite´,
λxx, et C2[e] le terme λy x25.
Le fait qu’on ne puisse pas distinguer deux termes dans un contexte donne´
peut s’exprimer ainsi : les deux programmes obtenus en plac¸ant les deux
termes dans le contexte ou bien divergent ensemble, ou bien convergent en-
semble. Autrement dit, seule la convergence peut eˆtre observe´e. Se pre´cise
ainsi la notion d’e´quivalence contextuelle pre´sente´e en introduction du cha-
pitre.
2.2.6 De´finition (E´quivalence contextuelle)
Deux termes e et e′ sont e´quivalents contextuellement si dans tout contexte
C[ ] faisant de C[e] et C[e′] des programmes, C[e] converge si et seulement
22L’application associant le contexte a` l’expression ne passe pas au quotient par l’α-
conversion, car un contexte (en tant qu’expression) peut lier les variables libres des termes
greffe´s.
23La greffe, a` la diffe´rence de la substitution, autorise la capture des variables libres par
le contexte, lors du remplacement de la place par le terme.
24On rappelle que cette variable est re´serve´e a` ce seul usage, ce qui signifie qu’elle ne
peut pas eˆtre lie´e.
25On remarque que C1 et C2 repre´sentent le meˆme terme, mais C1[ ] et C2[ ] sont deux
contextes diffe´rents, puisque C1[e] 6= C2[e].
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si C[e′] converge.
e =C e′
def⇔ ∀C[ ] .
C[e], C[e′] ∈ Λ0 ⇒ (C[e] ⇓ ⊥ ⇔ C[e′] ⇓ ⊥) .
Associe´ a` cette e´quivalence, un pre´-ordre contextuel peut eˆtre de´fini.
2.2.7 De´finition (Pre´-ordre contextuel)
Un terme e converge contextuellement moins (ou diverge contextuellement
plus) qu’un terme e′ si pour tout contexte C[ ] faisant de C[e] et C[e′] des
programmes, la convergence de C[e] implique celle de C[e′].
e ≤C e′ def⇔ ∀C[ ] .
C[e], C[e′] ∈ Λ0 ⇒ (C[e′] ⇓ ⊥ ⇒ C[e] ⇓ ⊥) .
L’e´quivalence contextuelle est donc la syme´trisation du pre´-ordre contextuel :
=C = ≤C∩ t≤C .
Intuitivement, il est clair que l’e´quivalence contextuelle entraˆıne l’e´galite´
des observations, puisque moins de contextes sont en jeu lorsque se construit
l’observation. Pre´cise´ment, supposons que e et e′ soient e´quivalents contex-
tuellement. Pour obtenir l’e´galite´ des observations de e et e′, on va raisonner
co-inductivement, comme pre´ce´demment. On aimerait donc avoir, pour tout
environnement ope´rationnel γ :
– e[γ] converge si et seulement si e′[γ] converge,
– si e[γ] converge, alors pour toute valeur v, e[γ] v et e′[γ′] v sont contex-
tuellement e´quivalents,
si bien que le lemme 2.2.2 (p. 141) pourrait alors s’appliquer.
E´tablissons donc ces deux proprie´te´s de l’e´quivalence contextuelle, en les
ge´ne´ralisant et en les formulant a` partir du pre´-ordre contextuel.
De´finissons tout d’abord une congruence.
2.2.8 De´finition ((Pre´-)Congruence)
Une relation de´finie sur l’ensemble des termes est une pre´-congruence si elle
est stable pour le syste`me d’infe´rence compose´ de toutes les re`gles des formes
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suivantes :
∅
[CONG-VAR]
(x, x)
(x var.) ,
(e, e′)
[CONG-ABS]
(λx e, λx e′)
,
(e1, e′1) (e2, e
′
2)
[CONG-APP]
(e1 e2, e′1 e
′
2)
.
C’est une congruence si c’est de plus une relation d’e´quivalence.
Une autre formulation de la proprie´te´ de congruence utilise des contextes
a` plusieurs places, les places e´tant des variables re´serve´es a` ce seul usage,
et note´es −1, . . . ,−n, . . .. Si C est une expression, le contexte a` n places
associe´, note´ C[n], est l’application qui a` tout n-uplet de termes (e1, . . . , en)
associe le terme obtenu par la greffe simultane´e dans C de e1 en chaque
occurrence de −1, de e2 en chaque occurrence de −2, etc. Cette image est
note´e C[e1, . . . , en]. Bien noter que n peut prendre la valeur nulle, de´finissant
alors un contexte a` ze´ro place, l’image C[] e´tant alors e´gale a` C.
2.2.9 Proposition (Pre´-congruence et passage au contexte)
Une relation de´finie sur l’ensemble des termes est une pre´-congruence si et
seulement si elle est stable pour le syste`me d’infe´rence compose´ de toutes les
re`gles de la forme suivante :
(e1, e′1) . . . (en, e
′
n)
[CONG-CONT]
(C[e1, . . . , en], C[e′1, . . . , e
′
n])
(
n ≥ 0
C[n] contexte.
)
.
De´monstration
La stabilite´ dans ce syste`me d’infe´rence est e´videmment suffisante. Pour
montrer qu’elle est ne´cessaire, on proce`de par re´currence structurelle sur le
contexte, sans aucune difficulte´.
x
Il est clair que l’e´quivalence contextuelle est une congruence.
2.2.10 Proposition (Congruence de l’e´quivalence contextuelle)
Le pre´-ordre contextuel est une pre´-congruence et l’e´quivalence contextuelle
une congruence.
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De´monstration
Examinons les diffe´rentes re`gles.
• [CONG-VAR]
C’est imme´diat.
• [CONG-ABS]
Imme´diat.
• [CONG-APP]
Supposons e1 ≤C e′1 et e2 ≤C e′2. On doit montrer que e1 e2 ≤C e′1 e′2.
Soit C[ ] un contexte faisant de e1 e2 et de e′1 e′2 des programmes. On a
successivement :
C[e′1 e
′
2] ⇓ ⊥ ⇒ C[e1 e′2] ⇓ ⊥ ⇒ C[e1 e2] ⇓ ⊥ ,
en appliquant l’hypothe`se aux contextes (C[− e′2])[ ] et (C[e1−])[ ]26.
Le pre´-ordre contextuel est donc une pre´-congruence. Par syme´trie, l’e´qui-
valence contextuelle est aussi une pre´-congruence ; comme c’est une relation
d’e´quivalence, c’est bien une congruence.
x
Voyons maintenant le passage au quotient des substitutions par valeurs.
2.2.11 Proposition ( E´quivalence contextuelle : passage au quotient
des substitutions par valeurs
)
Soient e et e′ deux termes, et v et v′ deux valeurs.
– Supposons que e et v convergent contextuellement moins que e′ et
v′ respectivement. Alors e[v/x] converge contextuellement moins que
e′[v′/x].
e ≤C e′ v ≤C v′
e[v/x] ≤C e′[v′/x]
(v, v′ ∈ V) .
– Supposons que e et e′ soient e´quivalents contextuellement, de meˆme
que v et v′. Alors e[v/x] et e′[v′/x] sont e´quivalents contextuellement.
e =C e′ v =C v′
e[v/x] =C e′[v′/x]
(v, v′ ∈ V) .
De´monstration
Supposons e ≤C e′ et v ≤C v′. Conside´rons un contexte C[ ] faisant de
C[e[v/x]] et de C[e′[v′/x]] des programmes, ce qui implique que C ne pos-
se`de aucune variable libre (autre que la place −). On veut montrer que
26C[− e′2] et C[e1−] repre´sentent ici les expressions obtenues par greffe, et non les termes.
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si C[e′[v′/x]] diverge, alors C[e[v/x]] diverge. Comme les variables libres de
e[v/x] et e′[v′/x] sont distinctes de x, les programmes C[e[v/x]] et C[e′[v′/x]]
sont α-convertibles en deux programmes, C ′[e[v/x]] et C ′[e′[v′/x]], ou` C ′ est
une expression dont les variables lie´es sont distinctes de x.
On remarque que (λxC ′[e]) v se re´duit en C ′[e[v/x]], comme (λxC ′[e′]) v′
en C ′[e′[v′/x]]. Il est donc e´quivalent de montrer que si (λxC ′[e′]) v′ diverge,
alors (λxC ′[e]) v diverge.
Cette implication de´coule de l’ine´galite´ (λxC ′[e]) v ≤C (λxC ′[e′]) v′, conclu-
sion valide de la re`gle [CONG-CONT], avec le contexte ((λxC ′[−1])−2)[2]
puisque e ≤C e′ et v ≤C v′.
La proprie´te´ pour l’e´quivalence contextuelle se de´duit par syme´trie.
x
Pour l’observation des termes, et le syste`me d’e´quations re´cursives la de´fi-
nissant, plutoˆt que raisonner par unicite´ de la solution, on pre´fe`re raisonner
par co-induction directement a` partir de relations, suivant un principe voisin
du lemme 2.2.2 (p. 141) de´ja` vu pour l’e´galite´.
2.2.12 Proposition (Raisonnement co-inductif pour les simulations)
Soit R une simulation, c’est-a`-dire une relation entre termes ve´rifiant :
(i) pour tout couple (e, e′) de R, et tout environnement γ, si e[γ] converge,
alors e′[γ] converge,
(ii) pour tout couple (e, e′) de R, et pour toute valeur v, le couple (e v, e′ v)
appartient a` R.
Alors la relation R est incluse dans la relation de similarite´ :
∀ e, e′ . e R e′ ⇒ e ≤B e′ .
De´monstration
Pour tout couple (e, e′) de R et tout environnement γ, on construit une
preuve de Obs(e)(γ) ≤ Obs(e′)(γ), en de´finissant un syste`me d’e´quations
re´cursives, d’inconnues (X(e,e′),γ)(e,e′)∈R,γ∈VX et d’e´quations :
X(e,e′),γ =

∅
(Obs(e)(γ),Obs(e′)(γ))
si Obs(e)(γ) = ⊥ ,
(X(e v,e′ v),γ)v∈V
(Obs(e)(γ),Obs(e′)(γ))
si Obs(e)(γ) 6= ⊥ .
Par la seconde hypothe`se sur R, le syste`me est bien de´fini. Pour la seconde
e´quation, si Obs(e)(γ) 6= ⊥, alors par la premie`re hypothe`se, Obs(e′)(γ) 6= ⊥.
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Ce syste`me quasi-uniforme est donc compatible avec le syste`me de´finissant
l’ordre entre les arbres d’observations. D’apre`s la proposition 1.2.3 (p. 73), il
en re´sulte que pour tout couple (e, e′) de R et tout environnement γ, la valeur
de l’unique solution en ((e, e′), γ) est une preuve de Obs(e)(γ) ≤ Obs(e′)(γ).
x
Comme annonce´, on montre maintenant que l’e´quivalence contextuelle en-
traˆıne la bisimilarite´.
2.2.13 Proposition (E´quivalence contextuelle implique bisimilarite´)
Soient e1 et e2 deux termes. Si e1 converge contextuellement moins que e2,
alors e2 simule e1 :
∀ e1, e2 . e1 ≤C e2 ⇒ e1 ≤B e2 .
Si e1 et e2 sont e´quivalents contextuellement, alors ils sont bisimilaires :
∀ e1, e2 . e1 =C e2 ⇒ e1 =B e2 .
De´monstration
On applique la proposition 2.2.12 (p. 149). Les conditions sont ve´rifie´es par
le pre´-ordre contextuel, puisque ce sont des conse´quences des propositions
2.2.11 (p. 148) et 2.2.10 (p. 147) respectivement. Par syme´trie, on de´duit la
proprie´te´ pour l’e´quivalence contextuelle.
x
La re´ciproque est plus de´licate, comme on pouvait s’y attendre. C’est l’objet
du paragraphe suivant que de la montrer.
2.2.2 La me´thode de Howe
Suivant la me´thode de Howe, on va montrer que la similarite´ est une
pre´-congruence. Dans ce cas, si e′ simule e, pour tout contexte C[ ], le pro-
gramme C[e′] simule C[e], et donc C[e] diverge si C[e′] diverge. Puis, par
syme´trie, la bisimilarite´ e´gale l’e´quivalence contextuelle.
Pour montrer la proprie´te´ de pre´-congruence, on e´tend la relation de simila-
rite´ de manie`re a` obtenir une pre´-congruence et a` ve´rifier les conditions de la
proposition 2.2.12 (p. 149). Par co-induction, on de´duit que cette extension
est contenue dans la relation de similarite´ : elle est donc e´gale, ce qui fait de
la similarite´ une pre´-congruence.
La difficulte´ re´side dans la de´finition de l’extension. La similarite´ ve´rifie e´vi-
demment les conditions de la proposition 2.2.12 (p. 149). Des proprie´te´s de
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congruence, seule la re`gle concernant l’application pose proble`me : si e′1 et e′2
simulent respectivement e1 et e2, il n’est pas e´vident que e′1 e′2 simule e1 e2.
Re´capitulons les proprie´te´s que doit ve´rifier une extension potentielle R :
– [EXT] : ≤B⊆ R,
– [CONG] : R est une pre´-congruence,
– si le couple de termes (e, e′) appartient a` R,
– [CO-IND1] : pour tout environnement γ, si e[γ] converge, alors e′[γ]
converge,
– [CO-IND2] : pour toute valeur v, (e v, e′ v) appartient a` R.
La dernie`re condition [CO-IND2] se de´duit des proprie´te´s de pre´-congruence,
et est donc inutile.
Conside´rons un couple de termes (e, e′) de R et un environnement γ. On peut
penser que (e[γ], e′[γ]) appartient encore a` R : c’est une nouvelle condition,
[ENV]. Supposons que e[γ] converge vers λx a. Il est raisonnable de supposer
que le couple (λx a, e′[γ]) appartienne aussi a` R : c’est une dernie`re condition,
note´e [RED]. On aimerait pouvoir de´duire de λx a R e′[γ] la convergence de
e′[γ], ce qui donnerait [CO-IND1]. Tentons de de´finir R par un ensemble de
re`gles d’infe´rence. Essayons donc, assez naturellement, la re`gle
(λx a, λx a′)
(λx a, e′[γ])
(e′[γ] r→∗ λx a′) ,
ou, mieux, en combinaison avec la re`gle de congruence concernant l’abstrac-
tion, de manie`re a` rendre le syste`me de´terministe (un jugement (e, e′) ne
pouvant alors eˆtre la conclusion que d’une seule re`gle), assurant ainsi que le
jugement (λx a, e′[γ]) se de´duit bien de cette re`gle,
(a, a′)
(λx a, e′[γ])
(e′[γ] r→∗ λx a′) .
On peut ge´ne´raliser cette formulation aux deux autres re`gles de congruence.
Ainsi, la relation R de´finie inductivement par ces re`gles d’infe´rence ve´rifie
[CONG] et [CO-IND1]. Il reste a` ve´rifier [EXT], [ENV] et [RED]. Pour de´-
finir une extension, le plus simple est de remplacer la fermeture re´flexive
et transitive de la relation de re´duction par la similarite´, qui la contient. Il
s’ave`re que les conditions [ENV] et [RED] sont alors ve´rifie´es, comme nous
allons le voir formellement.
L’extension met en relation un terme avec tous les termes de meˆme
structure, modulo la similarite´. Cette construction se ge´ne´ralise a` tout pre´-
ordre.
152 Chapitre 2. La se´mantique observationnelle
∅
(x, e)
(x  e)
(b, b′)
(λx b, e)
(λx b′  e)
(a1, e1) (a2, e2)
(a1 a2, e)
(e1 e2  e)
Tab. 2.12 – Extension de Howe
2.2.14 De´finition (Extension de Howe d’un pre´-ordre)
Soit  une relation de pre´-ordre (re´flexive et transitive). L’extension de
Howe du pre´-ordre  , note´e  • est la relation binaire sur les termes en-
gendre´e inductivement par le syste`me d’infe´rence de la table 2.12 (p. 152).
E´tablissons quelques proprie´te´s universelles de  •.
2.2.15 Proposition (Proprie´te´s universelles de l’extension de Howe)
L’extension de Howe  • du pre´-ordre  ve´rifie les proprie´te´s suivantes :
– La relation  • est re´flexive.
– La relation  • est stable par composition a` droite avec le pre´-ordre
 :
e  • e′
e  • e′′
(e′  e′′) .
– La relation  • est une extension du pre´-ordre  :
 ⊆ • .
– La relation  • est une pre´-congruence.
De´monstration
• Re´flexivite´
Il est facile de construire une preuve de e  • e, par re´currence structurelle
sur e, en utilisant la re´flexivite´ de  .
• ( • ◦  ) ⊆ •
C’est imme´diat, par re´currence structurelle sur la preuve de e  • e′, en
utilisant la transitivite´ de  .
•  ⊆ •
On a e  • e, par re´flexivite´, et si e  e′, alors d’apre`s la proprie´te´ pre´ce´dente,
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e  • e′.
• Pre´-congruence
Il suffit de conside´rer la de´finition, et d’utiliser la re´flexivite´ de  .
x
De´sormais, nous nous inte´ressons a` l’extension de Howe associe´e a` la si-
milarite´, ≤B•.
Avant d’e´tudier le comportement de cette extension relativement a` la re´duc-
tion, il est utile de connaˆıtre celui de ≤B.
Tout d’abord, inte´ressons-nous aux substitutions.
2.2.16 Lemme (Similarite´ : compatibilite´ des substitutions par valeurs)
Soient e et e′ tels que e′ simule e. Alors pour toute valeur v, e′[v/x] simule
e[v/x].
e ≤B e′
e[v/x] ≤B e′[v/x]
(v ∈ V) .
De´monstration
Conside´rons un environnement γ. On a :
Obs(e[v/x])(γ) = Obs0((e[v/x])[γ]) (prop. 2.2.3 (p. 142))
= Obs0(e[γ.(x : v)])
= Obs(e)(γ.(x : v)) (prop. 2.2.3 (p. 142))
≤ Obs(e′)(γ.(x : v)) (hyp.)
≤ Obs(e′[v/x])(γ) (idem),
ce qui montre que e′[v/x] simule e[v/x].
x
Ensuite, voyons la compatibilite´ de l’application a` une valeur avec la simi-
larite´.
2.2.17 Lemme (Similarite´ : compatibilite´ de l’application a` une valeur)
Soient e et e′ deux termes tels que e′ simule e, et v une valeur. Alors e′ v
simule e v.
e ≤B e′
e v ≤B e′ v
(v ∈ V) .
De´monstration
Supposons e ≤B e′.
Soient v une valeur et γ un environnement.
Si e[γ] diverge, alors (e v)[γ] diverge et Obs(e v)(γ) ≤ Obs(e′ v)(γ).
154 Chapitre 2. La se´mantique observationnelle
Sinon, on a Obs(e)(γ) => (Obs(e v)(γ))v et Obs(e′)(γ) => (Obs(e′ v)(γ))v,
et Obs(e v)(γ) ≤ Obs(e v)(γ) est une des pre´misses du jugement valide
Obs(e)(γ) ≤ Obs(e′)(γ).
x
Enfin, e´tudions la composition de la similarite´ avec l’e´quivalence ope´ration-
nelle.
2.2.18 Lemme (
Similarite´ : stabilite´ par composition
avec l’e´quivalence ope´rationnelle
)
Soient e, a, e′ et a′ quatre termes tels que e′ simule e, e et a soient e´quivalents
ope´rationnellement, de meˆme que e′ et a′. Alors a′ simule a.
(e =op a)
e ≤B e′
a ≤B a′
(e′ =op a′) .
De´monstration
Soit R la relation entre termes de´finie par :
a R a′ def⇔ ∃ e, e′ . e ≤B e′ ∧ e =op a ∧ e′ =op a′ .
Montrons que c’est une simulation.
Soit (a, a′) dans R, auquel on associe (e, e′) par la de´finition de R.
Conside´rons un environnement γ. Si a[γ] converge, alors e[γ] converge par
e´quivalence ope´rationnelle, donc e′[γ] par similarite´, puis a′[γ] par e´quiva-
lence ope´rationnelle.
Conside´rons une valeur v. Par le lemme pre´ce´dent, on a e v ≤B e′ v, et par
les proprie´te´s de l’e´quivalence ope´rationnelle, e v =op a v et e′ v =op a′ v.
Finalement (a v, a′ v) appartient bien a` R.
R est donc une relation de similarite´, et par la proposition 2.2.12 (p. 149),
on de´duit le re´sultat annonce´.
x
Ces lemmes vont nous servir a` de´montrer les deux proprie´te´s inte´ressantes
de ≤B•, sa stabilite´ par re´duction et la pre´servation de la convergence.
2.2.19 Proposition (Similarite´ : extension et re´duction)
La relation ≤B• ve´rifie les proprie´te´s suivantes :
– les substitutions par valeurs passent au quotient par ≤B• :
e ≤B• e′ v ≤B• v′
e[v/x] ≤B• e′[v′/x]
(v, v′ ∈ V) ,
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– l’extension de la similarite´ est stable par re´duction a` gauche :
e ≤B• e′
e1 ≤B• e′
(e r→ e1) .
– la convergence est pre´serve´e par l’extension de la similarite´ :
si e ≤B• e′ et e converge, alors e′ converge.
De´monstration
• Passage au quotient des substitutions par valeurs
On montre par re´currence structurelle sur e que si e ≤B• e′ et v ≤B• v′
(pour deux valeurs v et v′), alors e[v/x] ≤B• e′[v′/x].
◦ e = x
Par de´finition de x ≤B• e′, on a x ≤B e′,
puis par le lemme 2.2.16 (p. 153), v′ ≤B e′[v′/x].
Comme v ≤B• v′ par hypothe`se, on de´duit de la proprie´te´ (≤B• ◦ ≤B) ⊆≤B•
que v ≤B• e′[v′/x].
◦ e = y (y 6= x)
On a y ≤B e′, puis par le lemme 2.2.16 (p. 153), y[v′/x] ≤B e′[v′/x],
soit y ≤B e′[v′/x], donc par de´finition, y ≤B• e′[v′/x].
◦ e = λy e1
Par de´finition de λy e1 ≤B• e′, il existe e′1 tel que λy e′1 ≤B e′ et e1 ≤B• e′1.
Puis, d’une part :
(λy e′1)[v
′/x] ≤B e′[v′/x] (lem. 2.2.16 (p. 153)),
d’autre part :
e1[v/x] ≤B• e′1[v′/x] (hyp. de re´c.),
λy e1[v/x] ≤B• λy e′1[v′/x] (congruence).
Comme (≤B• ◦ ≤B) ⊆≤B•, on de´duit des troisie`me et premie`re ine´galite´s
pre´ce´dentes que (λy e1)[v/x] ≤B• e′[v′/x].
◦ e = e1 e2
Par de´finition de e1 e2 ≤B• e′, il existe e′1 et e′2 tels que e′1 e′2 ≤B e′, e1 ≤B• e′1
et e2 ≤B• e′2.
De l’hypothe`se de re´currence, on de´duit e1[v/x] ≤B• e′1[v′/x] et e2[v/x] ≤B•
e′2[v′/x], du lemme 2.2.16 (p. 153), e′1[v′/x] e′2[v′/x] ≤B e′[v′/x].
On en de´duit que e[v/x] ≤B• e′[v′/x].
• Stabilite´ par re´duction a` gauche
On montre par re´currence structurelle sur le contexte de re´duction E que si
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E[r] ≤B• e′ et E[r] r→ E[r′] (pour un radical r), alors E[r′] ≤B• e′.
◦ E = −, r = (λx b) v, r′ = b[v/x]
Comme (λx b) v ≤B• e′, il existe f , a et b′ tels que
λx b ≤B• f ,
v ≤B• a ,
f a ≤B e′ ,
b ≤B• b′ ,
λx b′ ≤B f .
De v ≤B• a, il vient que a simule une abstraction, donc converge vers une
certaine valeur v′, qui ve´rifie a =B v′. On en de´duit que v ≤B• v′. Comme
f v′ =op f a, du lemme 2.2.18 (p. 154) applique´ a` f a ≤B e′, on obtient
f v′ ≤B e′.
D’apre`s la proprie´te´ pre´ce´dente, b[v/x] ≤B• b′[v′/x]. Puis :
b′[v′/x] =B (λx b′) v′ ,
(λx b′) v′ ≤B f v′ (lem. 2.2.17 (p. 153), λx b′ ≤B f) ,
f v′ ≤B e′ .
Finalement, par transitivite´, b′[v′/x] ≤B e′,
puis par la proprie´te´ (≤B• ◦ ≤B) ⊆≤B•, b[v/x] ≤B• e′.
◦ E = v E1, E[r] r→ E[r′]
Comme v E1[r] ≤B• e′, il existe f et a tels que
f a ≤B e′ , (2.4)
E1[r] ≤B• a , (2.5)
v ≤B• f . (2.6)
Par hypothe`se de re´currence, E1[r′] ≤B• a, et comme ≤B• est une con-
gruence, v E1[r′] ≤B• f a. De la proprie´te´ (≤B• ◦ ≤B) ⊆≤B•, on de´duit
v E1[r′] ≤B• e′.
◦ E = E1 a,E[r] r→ E[r′]
Le raisonnement est analogue au pre´ce´dent.
• Pre´servation de la convergence
Supposons e ≤B• e′ et que e converge vers λx a. D’apre`s la proprie´te´ pre´-
ce´dente, λx a ≤B• e′ ; par de´finition de l’extension, il s’ensuit que e′ simule
une abstraction, et donc converge.
x
Cette proposition nous permet de montrer les deux conditions manquantes
mentionne´es en introduction, [ENV] et [RED]. Nous pouvons donc conclure.
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2.2.20 The´ore`me (Bisimilarite´ et e´quivalence contextuelle)
Soient e et e′ deux termes.
– e′ simule e si et seulement si e converge contextuellement moins que e′.
e ≤B e′ ⇔ e ≤C e′ .
– e et e′ sont bisimilaires si et seulement si e et e′ sont e´quivalents
contextuellement.
e =B e′ ⇔ e =C e′ .
De´monstration
C’e´tait l’objet de la proposition 2.2.13 (p. 150) de montrer que le pre´-ordre
et l’e´quivalence contextuels e´taient inclus dans les relations de similarite´ et
de bisimilarite´ respectivement. Voyons donc la re´ciproque.
La relation ≤B• ve´rifie :
– ≤B⊆≤B• (proposition 2.2.15 (p. 152)),
– ≤B• est une pre´-congruence (proposition 2.2.15),
– si e ≤B• e′, alors pour tout environnement γ, par passage au quotient
des substitutions par valeurs (proposition 2.2.19 (p. 154)), e[γ] ≤B•
e′[γ], puis par pre´servation de la convergence (proposition 2.2.19), la
convergence de e[γ] implique celle de e′[γ].
L’extension ≤B• est ainsi une simulation et par la proposition 2.2.12 (p. 149),
on de´duit que ≤B•⊆≤B, soit finalement que ≤B=≤B•. La relation de simi-
larite´ est ainsi une pre´-congruence.
Supposons que e′ simule e, et soit C[ ] un contexte faisant de C[e] et C[e′]
des programmes. Par congruence, C[e′] simule C[e], et donc si C[e] converge,
alors C[e′] converge. On a ainsi montre´ que e converge contextuellement
moins que e′.
Par syme´trie, on de´duit que la bisimilarite´ est incluse dans l’e´quivalence
contextuelle.
x
2.2.3 La se´mantique observationnelle
Il est de´sormais possible de donner une se´mantique de´notationnelle a`
notre langage, a` partir des observations : cette se´mantique, e´quivalente au
mode`le des termes, est comple`tement ade´quate. L’objectif fixe´ initialement
est ainsi rempli. Plutoˆt que seulement construire cette se´mantique a` partir
des observations, nous allons adopter une approche axiomatique : seront
ainsi mises en e´vidence des conditions qui de´terminent de manie`re unique (a`
un isomorphisme pre`s) cette se´mantique, qu’on qualifiera d’observationnelle.
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L’inte´reˆt de cette axiomatisation tient au nombre re´duit des axiomes et a`
leur caracte`re naturel.
Au pre´alable, une de´finition pre´cise des se´mantiques de´notationnelles
s’impose. Par la suite, on conside`re la signature A, forme´e d’un unique sym-
bole fonctionnel d’arite´ deux, map, repre´sentant l’application. Pour simpli-
fier, toute interpre´tation de map sera e´galement note´e map, ce qui prati-
quement ne posera pas de proble`mes. Une A-alge`bre ordonne´e pointe´e27 est
de´finie par
– un ensembleD et un e´le´ment ⊥ n’appartenant pas a`D, dont la re´union
D ∪ ⊥ est note´e D⊥,
– une relation d’ordre ≤, de´finie sur D⊥ et admettant pour plus petit
e´le´ment ⊥,
– une application map : D⊥ × D⊥ → D⊥, croissante et stricte en ses
deux arguments.
Enfin, un D-environnement est une application de l’ensemble des variables
dans l’ensemble D. E´tant donne´ un D-environnement Γ, une variable x et
un e´le´ment d de D, on note Γ.(x : d) l’environnement obtenu en modifiant
la liaison de x ainsi :
(Γ.(x : d))(y)
def
=
{
Γ(y) si y 6= x ,
d sinon.
2.2.21 De´finition (Se´mantique de´notationnelle)
Une se´mantique de´notationnelle du λ-calcul paresseux avec appel par valeurs
est de´finie par :
– une A-alge`bre ordonne´e pointe´e, (D⊥,≤,map), dont le domaine de´finit
l’ensemble des de´notations,
– une interpre´tation qui a` tout terme e et a` tout D-environnement Γ,
associe une de´notation dans D⊥, note´e [[e]]Γ,
ve´rifiant trois proprie´te´s :
– [EXT] (extensionalite´ de (D⊥,≤,map))
∀ f, f ′ ∈ D . (∀ d ∈ D . map(f, d) ≤ map(f ′, d)⇒ f ≤ f ′) ,
– [REC] (compositionalite´)
27L’usage est de qualifier une alge`bre en de´crivant son domaine, ses ope´rations devant
alors ve´rifier une condition naturelle associe´e a` ces qualificatifs.
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l’interpre´tation ve´rifie les e´quations re´cursives suivantes :
[[x]]Γ = Γ(x) ,
map([[λx e]]Γ, d) = [[e]]Γ.(x : d) (d ∈ D) ,
[[e1 e2]]Γ = map([[e1]]Γ, [[e1]]Γ) ,
– [VAL] (correction des de´notations de valeurs)
l’interpre´tation d’une valeur est une de´notation non triviale :
∀ v ∈ V . ∀Γ ∈ DX . [[v]]Γ 6= ⊥ .
E´tant donne´ une telle se´mantique de´notationnelle, on de´finit sur les termes
un pre´-ordre, ≤D, et la relation d’e´quivalence associe´e, =D, par
e ≤D e′ def⇔ ∀Γ ∈ DX . [[e]]Γ ≤ [[e′]]Γ ,
e =D e′
def⇔ e ≤D e′ ∧ e′ ≤D e .
Pour se convaincre de la pertinence de cette de´finition, montrons quelques
lemmes classiques, et bien utiles par la suite. Pour la se´mantique de´nota-
tionnelle conside´re´e, on reprend les notations de la de´finition 2.2.21 ; par
environnement, on entend D-environnement.
Tout d’abord, l’interpre´tation d’un terme ne de´pend de l’environnement que
par ses variables libres.
2.2.22 Lemme
Soit e un terme. Conside´rons deux environnement Γ et Γ′ tels que pour toute
variable libre x de e, on ait Γ(x) = Γ′(x). Alors
[[e]]Γ = [[e]]Γ′ .
De´monstration
A` chaque terme e, on associe la relation d’e´quivalence entre environnements
≡e, de´finie par :
Γ ≡e Γ′ def⇔ ∀x ∈ FV(e) . Γ(x) = Γ′(x) .
On montre par re´currence structurelle sur e que ∀Γ,Γ′ . Γ ≡e Γ′ ⇒ [[e]]Γ =
[[e]]Γ′ . Pour chaque cas de la re´currence structurelle sur e, on conside`re deux
environnements Γ et Γ′, ve´rifiant Γ ≡e Γ′.
160 Chapitre 2. La se´mantique observationnelle
• e = x
On a :
[[x]]Γ = Γ(x)
= Γ′(x) (x ∈ FV(e))
= [[x]]Γ′ .
• e = λx a
On a, pour tout d de D :
map([[λx a]]Γ, d) = [[a]]Γ.(x : d)
= [[a]]Γ′.(x : d) (hyp. de re´c.)
= map([[λx a]]Γ′ , d) .
On conclut a` l’e´galite´ de [[λx a]]Γ et [[λx a]]Γ′ par extensionalite´ ([EXT]),
comme [[λx a]]Γ et [[λx a]]Γ′ appartiennent a` D (d’apre`s [VAL]).
• e = e1 e2
On a :
[[e1 e2]]Γ = map([[e1]]Γ, [[e2]]Γ)
= map([[e1]]Γ′ , [[e2]]Γ′) (hyp. de re´c.)
= [[e1 e2]]Γ′ .
x
En particulier, l’interpre´tation d’un programme e ne de´pend pas de l’envi-
ronnement d’interpre´tation : on notera [[e]]∅ cette de´notation constante.
Substituer une valeur a` une variable revient a` la lier dans l’environnement
a` l’interpre´tation de la valeur.
2.2.23 Lemme (
Substitution par valeur
et liaison dans l’environnement
)
Soient e un terme, v une valeur et Γ un environnement. Alors :
[[e[v/x]]]Γ = [[e]]Γ.(x : [[v]]∅) .
De´monstration
On montre le re´sultat par re´currence structurelle sur e. Les cas e = y,
e = x et e = e1 e2 se de´duisent directement de la de´finition inductive de
l’interpre´tation ([REC]). Le seul cas inte´ressant est donc e = λy a (avec
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y 6= x).
On a, pour tout d de D :
map([[(λy a)[v/x]]]Γ, d) = map([[λy a[v/x]]]Γ, d)
= [[a[v/x]]]Γ.(y : d)
= [[a]]Γ.(x : [[v]]∅).(y : d) (hyp. de re´c.)
= map([[λy a]]Γ.(x : [[v]]∅), d) .
On conclut a` l’e´galite´ de [[(λy a)[v/x]]]Γ et [[λy a]]Γ.(x : [[v]]∅) par extensionalite´
([EXT]), comme ces deux de´notations appartiennent a` D (d’apre`s [VAL]).
x
Ainsi, les substitutions par valeurs passent au quotient par l’e´quivalence
de´notationnelle =D.
L’e´quivalence de´notationnelle forme une congruence, ce qu’exprime ce lemme
de manie`re un peu plus ge´ne´rale en conside´rant le pre´-ordre de´notationnel.
2.2.24 Lemme (Pre´-congruence de ≤D)
Le pre´-ordre de´notationnel forme une pre´-congruence, et l’e´quivalence de´no-
tationnelle une congruence.
De´monstration
On ve´rifie la stabilite´ de ≤D pour les re`gles [CONG-VAR], [CONG-ABS] et
[CONG-APP] (cf. de´finition 2.2.8 (p. 146)).
• [CONG-VAR]
Imme´diat.
• [CONG-ABS]
Supposons e1 ≤D e2. On a :
map([[λx e1]]Γ, d) = [[e1]]Γ.(x : d)
≤ [[e2]]Γ.(x : d) (hyp.)
= map([[λx e2]]Γ, d) .
On conclut que [[λx e1]]Γ ≤ [[λx e2]]Γ par extensionalite´ ([EXT]), comme
ces deux de´notations appartiennent a` D (d’apre`s [VAL]), ce qui prouve que
λx e1 ≤D λx e2.
• [CONG-APP]
C’est imme´diat par croissance de map.
x
Il est maintenant possible de pre´ciser le rapport entre la se´mantique ope´ra-
tionnelle et la se´mantique de´notationnelle.
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2.2.25 Lemme (
Stabilite´ des classes
modulo l’e´quivalence de´notationnelle
par e´valuation
)
Supposons que e converge vers v. Alors :
[[e]]∅ = [[v]]∅ .
De´monstration
Montrons que si e1 se re´duit en e2, alors [[e1]]∅ = [[e2]]∅, en proce´dant par
re´currence structurelle sur le contexte d’e´valuation. On conclut ensuite par
re´currence sur la longueur de la trace.
On conside`re la re´duction E[(λx a) v] r→ E[a[v/x]].
• E = −
Soit Γ un environnement quelconque. On a successivement :
[[(λx a) v]]Γ = map([[λx a]]Γ, [[v]]Γ) ([REC])
= [[a]]Γ.(x : [[v]]Γ) ([REC])
= [[a[v/x]]]Γ (lem. 2.2.23 (p. 160)) .
• E = E′ e ou E = v E′
Le re´sultat de´coule par congruence (lemme 2.2.24 (p. 161)) de l’hypothe`se
de re´currence.
x
On peut en de´duire la pre´servation de la convergence.
2.2.26 Corollaire (Pre´servation de la convergence)
L’interpre´tation de´notationnelle pre´serve la convergence :
– [CONV] (pre´servation de la convergence)
∀ e ∈ Λ0 . ¬(e ⇓ ⊥)⇒ [[e]]∅ 6= ⊥ .
De´monstration
Si le programme e converge vers v, alors par le lemme 2.2.25, [[e]]∅ = [[v]]∅.
Comme v est une valeur, par [VAL], [[v]]∅ 6= ⊥, soit [[e]]∅ 6= ⊥.
x
La re´ciproque est une proprie´te´ e´minemment souhaitable : en effet, elle im-
plique que la se´mantique de´notationnelle est ade´quate.
2.2.27 Proposition (Ade´quation de la se´mantique de´notationnelle)
Supposons que l’interpre´tation de´notationnelle pre´serve la divergence :
2.2. L’observation comme de´notation 163
– [DIV] (pre´servation de la divergence)
∀ e ∈ Λ0 . e ⇓ ⊥ ⇒ [[e]]∅ = ⊥ .
Alors la se´mantique de´notationnelle est ade´quate :
le pre´-ordre de´notationnel ≤D est inclus dans le pre´-ordre contextuel ≤C,
tout comme l’e´quivalence de´notationnelle =D dans l’e´quivalence contextuelle
=C.
De´monstration
Supposons [DIV].
Soient deux termes e et e′ ve´rifiant e ≤D e′, et soit C[ ] un contexte faisant
de e et de e′ des programmes.
On montre que si C[e′] diverge, alors C[e] diverge, ce qui nous permettra de
conclure que e ≤C e′.
Supposons donc que C[e′] diverge.
Comme≤D est une pre´-congruence, C[e] ≤D C[e′]. Par [DIV], on a [[C[e′]]]∅ =
⊥, puis par majoration, [[C[e]]]∅ = ⊥, dont on de´duit par [CONV] en contra-
posant que C[e] diverge.
Par syme´trie, on de´duit le re´sultat pour l’e´quivalence de´notationnelle.
x
Venons-en maintenant a` la construction d’une se´mantique de´notation-
nelle a` partir des observations.
Soient O l’ensemble des observations non triviales :
O def= Obs0(V) ,
et O⊥ l’ensemble des observations :
O⊥
def
= {⊥} ∪O .
Ce sont les observations qui vont servir de de´notations. La de´finition de la
se´mantique observationnelle va eˆtre parame´tre´e par une application ve´rifiant
certaines proprie´te´s, cependant nous montrerons qu’elle est inde´pendante du
choix de l’application. On supposera en effet la donne´e d’une application ρ
de´finie sur l’ensemble des observations O⊥ et ve´rifiant :
– ρ(⊥) est un programme divergent,
– pour toute observation non triviale d (diffe´rente de ⊥), ρ(d) est une
valeur ve´rifiant
Obs0(ρ(d)) = d .
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On en de´duit que pour toute observation d, on a Obs0(ρ(d)) = d. Aussi,
ρ est croissante et injective, puisqu’on a l’e´quivalence suivante, pour tout
couple d’observations d1 et d2 :
d1 ≤ d2 ⇔ ρ(d1) ≤B ρ(d1) .
Autre proprie´te´ importante que nous utiliserons : si e est un programme,
alors ρ(Obs0(e)) et e sont bisimilaires.
Bien suˆr, il existe une telle application, puisqu’on peut prendre comme pro-
gramme divergent (λxxx) (λxxx) et qu’a` toute observation non triviale, il
est possible d’associer une valeur ve´rifiant la proprie´te´ par de´finition.
Graˆce a` une telle application, l’ensemble des observations, qui est de´ja` or-
donne´ par l’ordre induit et posse`de ⊥ comme plus petit e´le´ment, peut eˆtre
muni d’une ope´ration map, le transformant en une alge`bre ordonne´e pointe´e.
2.2.28 De´finition et proposition (
Ensemble des observations :
la structure alge´brique
)
Soit ρ une application de´finie sur l’ensemble des observations O⊥ et ve´ri-
fiant :
(i) ρ(⊥) est un programme divergent,
(ii) pour toute observation non triviale d (diffe´rente de ⊥), ρ(d) est une
valeur ve´rifiant
Obs0(ρ(d)) = d .
L’ensemble ordonne´ (O⊥,≤) peut eˆtre muni d’une structure de A-alge`bre
ordonne´e pointe´e en de´finissant l’ope´ration map ainsi, pour toutes observa-
tions f et d de O⊥ :
map(f, d) = Obs0(ρ(f) ρ(d)) .
De plus, cette de´finition ne de´pend pas du choix de ρ.
De´monstration
Montrons que (O⊥,≤,map) forme bien une structure de A-alge`bre ordonne´e
pointe´e.
L’ope´ration map est e´videmment stricte en ses deux arguments. Montrons
qu’elle est croissante.
Soient f1, f2, d1 et d2 quatre observations ve´rifiant f1 ≤ f2 et d1 ≤ d2. Par
croissance de ρ, on a ρ(f1) ≤B ρ(f2) et ρ(d1) ≤B ρ(d2), puis par congru-
ence, ρ(f1) ρ(d1) ≤B ρ(f2) ρ(d2), ce qui est e´quivalent a` Obs0(ρ(f1) ρ(d1)) ≤
Obs0(ρ(f2) ρ(d2)).
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Il s’agit enfin de montrer que la de´finition de map ne de´pend pas du choix
de ρ. C’est imme´diat par congruence de la bisimilarite´.
x
Cette de´finition met en e´vidence le fait que l’ensemble des observations ve´-
rifie l’ine´quation suivante
O ⊂ O→ O⊥ ,
a` un isomorphisme pre`s, a` rapprocher de l’e´quation classique entre domaines
X = X → X⊥ ,
ou` l’espace fonctionnel est celui des fonctions continues.
Il est maintenant possible de donner une interpre´tation observationnelle des
termes.
2.2.29 De´finition et the´ore`me (Se´mantique observationnelle)
Soit ρ une application de´finie sur l’ensemble des observations O⊥ et ve´ri-
fiant :
(i) ρ(⊥) est un programme divergent,
(ii) pour toute observation non triviale d (diffe´rente de ⊥), ρ(d) est une
valeur ve´rifiant
Obs0(ρ(d)) = d .
L’interpre´tation observationnelle d’un terme e est une application, note´e
[[e]], qui associe a` tout O-environnement Γ, la de´notation observationnelle
suivante, note´e [[e]]Γ :
[[e]]Γ
def
= Obs(e)(ρ ◦ Γ) .
Alors ((O⊥,≤,map), [[−]]−) de´finit une se´mantique de´notationnelle, la se´-
mantique observationnelle, qui de plus, ne de´pend pas du choix de ρ.
A` cette se´mantique observationnelle, sont associe´s le pre´-ordre observation-
nel ≤O et l’e´quivalence observationnelle =O.
De´monstration
On ve´rifie que la se´mantique de´notationnelle ve´rifie les proprie´te´s [EXT],
[REC] et [VAL].
• [EXT]
Soient f et g appartenant a` O tels que pour tout d de O, on ait map(f, d) ≤
map(g, d), soit Obs0(ρ(f) ρ(d)) ≤ Obs0(ρ(g) ρ(d)).
Comme f et g sont diffe´rents de⊥, on a f = Obs0(ρ(f)) => (Obs0(ρ(f) v))v∈V
166 Chapitre 2. La se´mantique observationnelle
et g = Obs0(ρ(g)) => (Obs0(ρ(g) v))v∈V.
Soit v une valeur. Pour conclure, il suffit de montrer que Obs0(ρ(f) v) ≤
Obs0(ρ(g) v).
Comme ρ(Obs0(v)) =B v, puis par congruence ρ(f) ρ(Obs0(v)) =B ρ(f) v,
et de meˆme, ρ(g) ρ(Obs0(v)) =B ρ(g) v, on de´duit de l’hypothe`se l’ine´galite´
recherche´e.
• [REC]
On a, pour la premie`re e´galite´ concernant une variable x :
[[x]]Γ = Obs(x)(ρ ◦ Γ)
= Obs0(x[ρ ◦ Γ])
= Obs0((ρ ◦ Γ)(x))
= Γ(x) .
Pour la seconde e´galite´ concernant une abstraction λx e, on doit montrer
que pour tout d ∈ O, on a :
map([[λx e]]Γ, d) = [[e]]Γ.(x : d) .
On a :
map([[λx e]]Γ, d) = map(Obs0((λx e)[ρ ◦ Γ]), d)
= Obs0(ρ(Obs0((λx e)[ρ ◦ Γ])) ρ(d)) .
Comme ρ(Obs0((λx e)[ρ ◦ Γ])) =B (λx e)[ρ ◦ Γ], on obtient finalement :
map([[λx e]]Γ, d) = Obs0((λx e)[ρ ◦ Γ] ρ(d)) (congruence)
= Obs0(e[(ρ ◦ Γ).(x : ρ(d))])
= Obs0(e[ρ ◦ (Γ.(x : d))])
= [[e]]Γ.(x : d) .
Pour la troisie`me e´galite´ concernant une application e1 e2, on a :
map([[e1]]Γ, [[e2]]Γ) = map(Obs0(e1[ρ ◦ Γ]),Obs0(e2[ρ ◦ Γ]))
= Obs0(ρ(Obs0(e1[ρ ◦ Γ])) ρ(Obs0(e2[ρ ◦ Γ]))) .
Comme ρ(Obs0(e1[ρ ◦ Γ])) =B e1[ρ ◦ Γ], et de meˆme pour e2, on obtient par
congruence
map([[e1]]Γ, [[e2]]Γ) = Obs0(e1[ρ ◦ Γ] e2[ρ ◦ Γ])
soit
map([[e1]]Γ, [[e2]]Γ) = [[e1 e2]]Γ .
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• [VAL]
Cette proprie´te´ est trivialement ve´rifie´e, par de´finition de l’observation.
Pour finir, montrons que la de´finition de la se´mantique ne de´pend pas du
choix de ρ.
Soient ρ1 et ρ2 deux applications ve´rifiant les hypothe`ses de l’e´nonce´. On
doit montrer que pour tout terme e et tout environnement Γ, on a :
Obs(e)(ρ1 ◦ Γ) = Obs(e)(ρ2 ◦ Γ) ,
soit
e[ρ1 ◦ Γ] =B e[ρ2 ◦ Γ] .
Comme pour toute variable x, ρ1 ◦ Γ(x) =B ρ2 ◦ Γ(x), on peut conclure
du fait que la bisimilarite´ est e´gale a` l’e´quivalence contextuelle et que les
substitutions par valeurs passent au quotient par cette e´quivalence (cf. prop.
2.2.11 (p. 148)).
x
La se´mantique observationnelle nous convient bien, l’e´quivalence observa-
tionnelle co¨ıncidant avec l’e´quivalence contextuelle.
2.2.30 The´ore`me (Ade´quation comple`te)
La se´mantique observationnelle est comple`tement ade´quate :
∀ e, e′ . e ≤O e′ ⇔ e ≤C e′ .
De´monstration
D’une part, on a les e´quivalences suivantes :
e ≤O e′ ⇔ ∀Γ . [[e]]Γ ≤ [[e′]]Γ
⇔ ∀Γ . Obs(e)(ρ ◦ Γ) ≤ Obs(e′)(ρ ◦ Γ) .
D’autre part, on a :
e ≤C e′ ⇔ e ≤B e′
⇔ ∀ γ . Obs(e)(γ) ≤ Obs(e′)(γ) .
Que cette dernie`re proposition implique e ≤O e′ est donc clair.
Supposons e ≤O e′, et soit γ un environnement ope´rationnel. Soit Γ l’envi-
ronnement observationnel de´fini par Γ(x) = Obs0(γ(x)). Pour toute variable
x, on a ρ(Γ(x)) =B γ(x). Il s’ensuit que e[ρ ◦ Γ] =B e[γ] et e′[ρ ◦ Γ] =B e′[γ],
soit Obs(e)(ρ ◦ Γ) = Obs(e)(γ) et Obs(e′)(ρ ◦ Γ) = Obs(e′)(γ), si bien qu’on
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peut conclure, en utilisant l’hypothe`se.
x
La se´mantique observationnelle nous fournit une repre´sentation du mo-
de`le des termes. Apre`s sa construction, on peut adopter une de´marche axio-
matique :
trouver des conditions de´finissant (a` un isomorphisme pre`s) la
se´mantique observationnelle.
Ces conditions peuvent porter sur le domaine de´notationnel, l’interpre´ta-
tion de´notationnelle et la se´mantique ope´rationnelle, donne´e par la fonction
d’e´valuation, comme c’e´tait de´ja` le cas lors de notre de´finition des se´man-
tiques de´notationnelles (cf. p. 158). Une axiomatisation inte´ressante doit
faciliter la preuve de re`gles admissibles dans les the´ories e´quationnelles et
ine´quationnelles induites sur les termes par l’e´quivalence et le pre´-ordre
contextuels ; rappelons que l’inte´reˆt d’une se´mantique comple`tement ade´-
quate re´side dans sa capacite´ a` de´crire comple`tement ces the´ories. C’est donc
la seule pratique qui doit de´terminer l’inte´reˆt des axiomes choisis ; pour res-
ter fide`le a` la ligne fixe´e initialement, elle doit s’appuyer sur des techniques
ope´rationnelles, suppose´es plus proches de l’intuition du programmeur.
Les axiomes retenus reprennent ceux de´finissant une se´mantique de´notation-
nelle, en renforc¸ant la proprie´te´ d’extensionalite´. S’y ajoutent la pre´servation
de la divergence ope´rationnelle, qui implique l’ade´quation, et une condition
d’accessibilite´ des de´notations.
2.2.31 De´finition (
Axiomatisation de la
se´mantique observationnelle
)
Une se´mantique observationnelle du λ-calcul avec appel par valeur est de´finie
par :
– une A-alge`bre ordonne´e pointe´e, (D⊥,≤,map), dont le domaine de´finit
l’ensemble des de´notations,
– une interpre´tation qui a` tout terme e et a` tout D-environnement Γ,
associe une de´notation dans D⊥, note´e [[e]]Γ,
ve´rifiant
– [EXT+] (extensionalite´ forte de (D⊥,≤,map))
la relation d’ordre ≤ est engendre´e co-inductivement par le syste`me
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suivant : ∅
(⊥, d) (d ∈ D⊥) ,
(map(f, d),map(g, d))d∈D
(f, g)
(f, g ∈ D) ,
– [REC] (compositionalite´)
l’interpre´tation ve´rifie les e´quations re´cursives suivantes :
[[x]]Γ = Γ(x) ,
map([[λx e]]Γ, d) = [[e]]Γ.(x : d) (d ∈ D) ,
[[e1 e2]]Γ = map([[e1]]Γ, [[e1]]Γ) ,
– [VAL] (correction des de´notations de valeurs)
l’interpre´tation d’une valeur est une de´notation non triviale :
∀ v ∈ V . ∀Γ ∈ DX . [[v]]Γ 6= ⊥ ,
– [DIV] (pre´servation de la divergence)
l’interpre´tation pre´serve la divergence :
∀ e ∈ Λ0 . e ⇓ ⊥ ⇒ ∀Γ ∈ DX . [[e]]Γ = ⊥ ,
– [ACC] (accessibilite´)
chaque e´le´ment de D de´note une valeur :
∀ d ∈ D . ∃ v ∈ V,Γ ∈ DX . [[v]]Γ = d .
E´tant donne´ une telle se´mantique observationnelle, on de´finit sur les termes
un pre´-ordre, ≤O, et la relation d’e´quivalence associe´e, =O, par
e ≤O e′ def⇔ ∀Γ ∈ DX . [[e]]Γ ≤ [[e′]]Γ ,
e =O e′
def⇔ e ≤O e′ ∧ e′ ≤O e .
Une se´mantique observationnelle est e´videmment de´notationnelle, puisque
la condition d’extensionalite´ forte [EXT+] implique celle d’extensionalite´
[EXT], qui affirme seulement que la relation d’ordre est stable pour la se-
conde re`gle d’infe´rence.
La condition d’accessibilite´ permet de ramener les raisonnements sur les
termes a` des raisonnements sur les programmes, comme nous l’indique ce
lemme, forme de re´ciproque du lemme 2.2.23 (p. 160), concernant la com-
patibilite´ des substitutions par valeurs.
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2.2.32 Lemme (
Pre´-ordre de´notationnel :
Stabilite´ par extension ope´rationnelle
)
Soient e et e′ deux termes appartenant a` l’extension ope´rationnelle du pre´-
ordre de´notationnel, c’est-a`-dire ve´rifiant pour tout environnement ope´ra-
tionnel γ :
e[γ] ≤O e′[γ] .
Alors :
e ≤O e′ .
De´monstration
On suppose que pour tout environnement ope´rationnel γ, on ait e[γ] ≤O
e′[γ].
Soit Γ un environnement de´notationnel quelconque. On doit montrer que
[[e]]Γ ≤ [[e′]]Γ.
Par la condition d’accessibilite´ [ACC], il existe un environnement ope´ra-
tionnel γ ve´rifiant ∀x . Γ(x) = [[γ(x)]]∅. Par le lemme 2.2.23 (p. 160), on
a [[e]]Γ = [[e[γ]]]∅ et [[e′]]Γ = [[e′[γ]]]∅. Par hypothe`se, [[e[γ]]]∅ ≤ [[e′[γ]]]∅, d’ou`
l’ine´galite´ recherche´e.
x
Par la suite, nous utiliserons souvent ce lemme ainsi, ou sous une forme
voisine, sans le rappeler : e´tant donne´ deux termes e et e′ ve´rifiant une
certaine condition H(e, e′), on cherche a` montrer que F (e) ≤O G(e′), ou`
F (e) et G(e′) sont deux termes calcule´s a` partir de e et e′ respectivement ;
si pour tout environnement ope´rationnel γ, la condition H(e[γ], e′[γ]) est
ve´rifie´e de`s lors que H(e, e′) l’est, et si F et G commutent avec γ (soit
F (e)[γ] = F (e[γ]), G(e′)[γ] = G(e′[γ])), alors il est possible de se limiter
dans la de´monstration au cas ou` e et e′ sont des programmes.
La se´mantique observationnelle construite pre´ce´demment ve´rifie e´videm-
ment toutes les conditions de la de´finition et nous assure de l’existence d’au
moins une se´mantique de´notationnelle ve´rifiant ces conditions. Pour montrer
l’unicite´, prouvons un re´sultat important, l’ade´quation comple`te.
2.2.33 The´ore`me (Ade´quation comple`te)
Conside´rons une se´mantique observationnelle (suivant la de´finition 2.2.31
(p. 168)). Alors elle est comple`tement ade´quate :
∀ e, e′ ∈ Λ . e ≤O e′ ⇔ e ≤C e′ .
De´monstration
L’ade´quation de´coule de la proposition 2.2.27 (p. 162). Il reste a` montrer
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qu’elle est comple`te.
Soient e et e′ deux termes tels que e ≤C e′. Comme par la proposition 2.2.11
(p. 148), pour tout environnement ope´rationnel γ, e[γ] ≤C e′[γ], on peut se
limiter au cas ou` e et e′ sont des programmes, ce qu’on suppose.
Par [ACC], a` tout e´le´ment d de D, il est possible d’associer une valeur no-
te´e vd telle que [[vd]]∅ = d. Remarquons que pour tout programme e, on a
[[e vd]]∅ = map([[e]]∅, d).
L’ine´galite´ e ≤O e′ est e´quivalente a` l’ine´galite´ [[e]]∅ ≤ [[e′]]∅, qu’on va montrer
en la prouvant dans le syste`me d’infe´rence de´fini par [EXT+].
Pour tout couple de programmes (e, e′) tel que e ≤C e′, on construit une
preuve de [[e]]∅ ≤ [[e′]]∅ en re´solvant le syste`me d’e´quations re´cursives, d’in-
connues (X(e,e′))e,e′∈Λ0|e≤Ce′ , et de´fini par les e´quations :
X(e,e′) =

∅
([[e]]∅, [[e′]]∅)
si e diverge,
(X(e vd,e′ vd))d∈D
([[e]]∅, [[e′]]∅)
si e converge.
Dans le premier cas, si e diverge, on a d’apre`s [DIV], [[e]]∅ = ⊥, et le juge-
ment est un axiome.
Dans le second cas, si e converge, alors e′ aussi, puisque e′ converge contex-
tuellement plus que e ; par [CONV] (cf. corollaire 2.2.26 (p. 162)), [[e]]∅ et
[[e′]]∅ appartiennent a` D ; de plus, la valeur de la solution en X(e vd,e′ vd) a
pour racine ([[e vd]]∅, [[e′ vd]]∅), soit (map([[e]]∅, d),map([[e′]]∅, d)).
Il en re´sulte que ce syste`me quasi-uniforme est compatible avec le sys-
te`me d’infe´rence de´fini par [EXT+]. D’apre`s la proposition 1.2.3 (p. 73),
la valeur de l’unique solution du syste`me en (e, e′) constitue une preuve de
[[e]]∅ ≤ [[e′]]∅, ce qui montre que e ≤O e′.
x
Avant de montrer que l’axiomatisation de´termine une unique se´mantique ob-
servationnelle a` un isomorphisme pre`s, pre´cisons cette notion d’e´quivalence
entre se´mantiques de´notationnelles.
2.2.34 De´finition et proposition ( E´quivalence de
se´mantiques de´notationnelles
)
Deux se´mantiques de´notationnelles sont dites e´quivalentes s’il existe un iso-
morphisme d’A-alge`bres ordonne´es entre leurs A-alge`bres respectives. Dans
ce cas, leurs interpre´tations respectives, note´es [[−]]1− et [[−]]2−, ve´rifient :
∀ e,Γ . θ([[e]]1Γ) = [[e]]2θ◦Γ ,
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ou` θ est l’isomorphisme d’A-alge`bres ordonne´es.
De´monstration
On note (D1⊥,≤,map, [[−]]1−) et (D2⊥,≤,map, [[−]]2−) les deux se´mantiques.
Rappelons les proprie´te´s d’isomorphisme de θ : c’est une bijection de D1⊥
dans D2⊥, croissante, envoyant donc ⊥ sur ⊥, et ve´rifiant pour toutes de´-
notations d et d′ de D1, θ(map(d, d′)) = map(θ(d), θ(d′)).
On montre par re´currence sur e que pour tout D1-environnement Γ, on a
θ([[e]]1Γ) = [[e]]
2
θ◦Γ .
• e = x
C’est imme´diat.
• e = λx a
Soit d′ ∈ D2, et d son ante´ce´dent par θ. On a :
map(θ([[λx a]]1Γ), d
′) = map(θ([[λx a]]1Γ), θ(d))
= θ(map([[λx a]]1Γ, d))
= θ([[a]]1Γ.(x : d))
= [[a]]2θ◦(Γ.(x : d)) (hyp. de re´c.)
= [[a]]2(θ◦Γ).(x : d′)
= map([[λx a]]2θ◦Γ, d
′) .
Comme d’habitude, on conclut a` l’e´galite´ de θ([[λx a]]1Γ) et de [[λx a]]
2
θ◦Γ par
extensionalite´ ([EXT]), comme les deux de´notations [[λx a]]1Γ et [[λx a]]
2
θ◦Γ ap-
partiennent a` D1 et D2 respectivement (d’apre`s [VAL]) et comme θ−1(⊥) =
{⊥}.
• e = e1 e2
On a :
θ([[e1 e2]]1Γ) = θ(map([[e1]]
1
Γ, [[e2]]
1
Γ))
= map(θ([[e1]]1Γ), θ([[e2]]
1
Γ))
= map([[e1]]2θ◦Γ, [[e2]]
2
θ◦Γ) (hyp. de re´c.)
= [[e1 e2]]2θ◦Γ .
x
On peut finalement de´duire de la comple`te ade´quation que les proprie´te´s de´-
finissant une se´mantique observationnelle la de´terminent de manie`re unique,
a` un isomorphisme (de A-alge`bre ordonne´e) pre`s : elles constituent une axio-
matisation cate´gorique de cette se´mantique.
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2.2.35 The´ore`me (Unicite´ de la se´mantique observationnelle)
Il existe une unique se´mantique observationnelle (suivant la de´finition 2.2.31
(p. 168)), a` un isomorphisme pre`s.
De´monstration
L’existence de´coule du the´ore`me 2.2.29 (p. 165). Montrons l’unicite´, a` un
isomorphisme pre`s. Supposons deux se´mantiques observationnelles et mon-
trons qu’elles sont e´quivalentes.
On note (D1⊥,≤,map, [[−]]1−) et (D2⊥,≤,map, [[−]]2−) les deux se´mantiques.
On quotiente l’ensemble des programmes par la relation d’e´quivalence contex-
tuelle =C, puis on construit deux bijections strictement croissantes de l’en-
semble quotient vers D1⊥ et D2⊥ respectivement, graˆce a` la proprie´te´ de
comple`te ade´quation. Si l’on appelle ϕ et ψ ces bijections, on constate alors
que ψ ◦ ϕ−1 est un isomorphisme de A-alge`bres ordonne´es.
On note Λ0/=C le quotient de Λ
0 par =C, et si e est un programme, e/ la
classe de e modulo =C.
De´finissons ϕ de Λ0/=C dans D
1⊥ par ϕ(e/) = [[e]]1∅. E´videmment, comme la
se´mantique est comple`tement ade´quate, ϕ(e/) ne de´pend pas du choix de e.
De meˆme, de´finissons ψ de Λ0/ =C dans D2⊥ par ψ(e/) = [[e]]2∅.
Par les proprie´te´s [DIV] et [ACC], ϕ et ψ sont surjectives. Par ade´quation,
ϕ et ψ sont injectives. Par la comple´tude de l’ade´quation, ϕ et ψ sont crois-
santes.
Finalement, soit θ = ψ ◦ ϕ−1. C’est une bijection croissante de D1⊥ vers
D2⊥. Il reste a` montrer que c’est un morphisme de A-alge`bres ordonne´es.
Soient f et d appartenant a` D1⊥, e/ et e′/ leurs ante´ce´dents par ϕ. On a :
θ(map(f, d)) = θ(map([[e]]1∅, [[e
′]]1∅))
= θ([[e e′]]1∅)
= [[e e′]]2∅
= map([[e]]2∅, [[e
′]]2∅)
= map(θ(f), θ(d)) .
θ est bien un morphisme de A-alge`bres ordonne´es.
x
Nous pouvons maintenant nous exercer a` prouver quelques re`gles d’in-
fe´rence admissibles pour les the´ories e´quationnelles et ine´quationnelles in-
duites sur les termes par l’e´quivalence =O et le pre´-ordre ≤O associe´s a` la
se´mantique observationnelle28. Nous construisons nos raisonnements a` par-
tir des axiomes de´finissant cette se´mantique. Voici un jeu minimal de re`gles
28Les the´ories e´quationnelles et ine´quationnelles d’une se´mantique de´notationnelle cor-
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classiques, dont certaines peuvent eˆtre montre´es pour toute se´mantique de´-
notationnelle. Nous utilisons la notation (Λ,≤O,=O) pour la re´union des
the´ories e´quationnelles et ine´quationnelles.
2.2.36 Proposition (Structure fine de la se´mantique observationnelle)
Conside´rons la se´mantique observationnelle de la de´finition 2.2.31 (p. 168).
Les re`gles d’infe´rence suivantes sont admissibles dans la the´orie associe´e
(Λ,≤O,=O) :
– congruence :
∅
[CONG-VAR],
x ≤O x
e ≤O e′
[CONG-ABS],
λx e ≤O λx e′
e1 ≤O e′1 e2 ≤O e′2
[CONG-APP],
e1 e2 ≤O e′1 e′2
– compatibilite´ du destructeur d’abstractions :
λx e ≤O λx e′
[DES-ABS],
e ≤O e′
,
– passage au quotient des substitutions par valeurs :
e ≤O e′ v ≤O v′
[SUB]
e[v/x] ≤O e′[v′/x]
(v, v′ ∈ V) ,
– stabilite´ par extension ope´rationnelle :
(e[γ] ≤O e′[γ])γ∈VX [STA-OP]
e ≤O e′
,
– inclusion du pre´-ordre ope´rationnel :
∅
[OP]
e ≤O e′
(e ≤op e′) ,
respondent exactement aux extensions de l’e´quivalence et du pre´-ordre de´notationnels.
Traditionnellement, on les de´crit sous la forme d’e´quations ou d’ine´quations, comme nous
l’avons fait jusqu’a` maintenant. Ces the´ories forment ce qu’on appelle la structure fine de
la se´mantique.
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– extensionalite´ ope´rationnelle :
(e v ≤O e′ v)v∈V
[EXT-OP]
λx e x ≤O λx e′ x
(x /∈ FV(e) ∪ FV(e′)) ,
– η-conversion :
∅
[ETA]
λx e x =O e
(x /∈ FV(e),∀ γ . e[γ] converge) .
De´monstration
• [CONG] : congruence
C’est le lemme 2.2.24 (p. 161), valable pour toute se´mantique de´notation-
nelle.
• [DES-ABS] : compatibilite´ du destructeur d’abstractions
Supposons λx e ≤O λx e′ et conside´rons un environnement Γ. On a :
[[e]]Γ = map([[λx e]]Γ,Γ(x))
= map([[λx e′]]Γ,Γ(x))
= [[e′]]Γ .
Finalement, e ≤O e′.
Remarquons que cette re`gle est valable pour toute se´mantique de´notation-
nelle.
• [SUB] : passage au quotient des substitutions par valeurs
C’est une conse´quence imme´diate du lemme 2.2.23 (p. 160), valable pour
toute se´mantique de´notationnelle.
• [STA-OP] : stabilite´ par extension ope´rationnelle
C’est le lemme 2.2.32 (p. 170), de´montre´ en utilisant la condition d’accessi-
bilite´ [ACC]. Cette re`gle est utilise´e dans la suite pour se limiter au cas des
programmes, conforme´ment a` la description donne´e apre`s le lemme 2.2.32.
• [OP] : inclusion du pre´-ordre ope´rationnel
Supposons e ≤op e′, ce qui signifie que pour tout environnement ope´ration-
nel γ, ou bien e[γ] diverge, ou bien e[γ] et e′[γ] convergent vers la meˆme
valeur.
Comme ∀ γ ∈ VX . e[γ] ≤op e′[γ], par [STA-OP], on peut se limiter au cas
ou` e et e′ sont des programmes.
On montre que e ≤O e′, autrement dit [[e]]∅ ≤ [[e′]]∅.
Supposons que e diverge ope´rationnellement. Par [DIV], [[e]]∅ = ⊥, et donc
[[e]]∅ ≤ [[e′]]∅.
Supposons que e converge vers v. Il en est de meˆme de e′, et par le lemme
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2.2.25 (p. 162), [[e]]∅ = [[v]]∅ = [[e′]]∅.
• [EXT-OP] : extensionalite´ ope´rationnelle
Comme pour tout environnement ope´rationnel γ, et tout terme e tel que
x /∈ FV(e), on a (λx e x)[γ] = λx e[γ]x, alors par [SUB] et [STA-OP], il est
suffisant de conside´rer deux programmes e et e′.
Supposons ∀ v ∈ V . e v ≤O e′ v.
Conside´rons un e´le´ment d de D, auquel on associe par [ACC] une valeur v
telle que d = [[v]]∅.
On a :
map([[λx e x]]∅, d) = map([[λx e x]]∅, [[v]]∅)
= [[(λx e x) v]]∅
= [[e v]]∅ [OP]
≤ [[e′ v]]∅
= [[(λx e′ x) v]]∅ [OP]
= map([[λx e′ x]]∅, d) .
Par [VAL] et [EXT], comme a` l’habitude, on de´duit l’ine´galite´ [[λx e x]]∅ ≤
[[λx e′ x]]∅.
• [ETA] : η-conversion
Comme pour tout environnement ope´rationnel γ, on a (λx e x)[γ] = λx e[γ]x,
de`s lors que x /∈ FV(e), par [STA-OP], on peut se limiter au cas ou` e est un
programme.
Soit d ∈ D. On a29 :
map([[λx e x]]∅, d) = [[e x]]∅.(x : d)
= map([[e]]∅, d) .
Comme e est convergent par hypothe`se, par le lemme 2.2.25 (p. 162) et
[VAL], on a [[e]]∅ 6= ⊥, et par [EXT], on obtient [[λx e x]]∅ = [[e]]∅.
x
Toutes les re`gles pre´ce´dentes ont e´te´ de´montre´es par un usage direct des
axiomes suivants :
– les axiomes communs a` toute se´mantique de´notationnelle, [REC] et
[VAL],
– celui qui entraˆıne l’ade´quation, [DIV],
29Pour que la notation soit cohe´rente, ∅ doit repre´senter ici un environnement quel-
conque.
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– l’axiome d’accessibilite´, [ACC], qui permet la correspondance entre les
de´notations et les valeurs,
– l’axiome d’extensionalite´ forte, [EXT+], utilise´ uniquement sous sa
forme plus faible, [EXT], exprimant l’extensionalite´.
Par ailleurs, seules quelques informations e´le´mentaires concernant la se´man-
tique ope´rationnelle ont e´te´ ne´cessaires : la de´finition de la relation de re´-
duction et d’e´valuation. C’est a` rapprocher du fait que la proprie´te´ d’ex-
tensionalite´ forte [EXT+] n’a pas e´te´ utilise´e, mais seulement la proprie´te´
d’extensionalite´ simple [EXT]. Or c’est ce renforcement de l’extensionalite´
qui est de´cisif, avec l’accessibilite´, dans la de´monstration de comple`te ade´-
quation, permettant de passer de l’e´quivalence contextuelle a` l’e´quivalence
de´notationnelle. Voyons maintenant un exemple de re`gle ou` nous utilisons la
comple`te ade´quation dans la de´monstration : il s’agit ainsi d’utiliser l’e´qui-
valence contextuelle pour de´montrer l’e´quivalence de´notationnelle.
Montrons qu’un certain ope´rateur de point fixe calcule les points fixes
par ite´ration.
De´finissons le combinateur de point fixe de Curry30, dans sa version corres-
pondant a` l’appel par valeur :
Y
def
= λf C(f)C(f) ,
ou` pour tout terme e,
C(e)
def
= λx η(e (xx)) (x /∈ FV(e)) ,
η(e) re´alisant l’η-expansion de e, soit
η(e)
def
= λx e x (x /∈ FV(e)) .
Conside´rons une valeur f et re´duisons Y f :
Y f
r→ C(f)C(f) r→ η(f (C(f)C(f))) .
L’η-expansion a ainsi pour roˆle d’assurer la terminaison, et est inutile dans
le cas de l’appel par nom.
Pour tout terme f , de´signons par fix(f) le terme C(f)C(f). Conside´rons un
terme f et un environnement ope´rationnel γ ; nous avons
fix(f)[γ] = fix(f [γ]) r→ η(f [γ] fix(f [γ])) = η(f fix(f))[γ] .
30Il traduit le paradoxe de Russell de la the´orie (na¨ıve) des ensembles, l’e´quivalence
{x | x /∈ x} ∈ {x | x /∈ x} ⇔ ¬({x | x /∈ x} ∈ {x | x /∈ x}), le parame`tre f correspondant a`
la ne´gation, x ∈ y se traduisant en l’application y x et {x | . . .} en λx . . ..
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Ainsi les termes fix(f) et η(f fix(f)) sont e´quivalents ope´rationnellement.
C’est la raison qui nous a amene´ a` de´finir fix(f) par C(f)C(f), et non
par Y f , nous permettant d’e´viter de conside´rer l’e´valuation de Y f , et son
e´ventuelle divergence a` cause de f .
La de´notation de fix(f) est effectivement un point fixe de la de´notation de f ,
si on suppose que l’application de f a` n’importe quelle valeur est convergente,
par exemple si on suppose que f a la forme (λy λx . . .). En effet, on a, pour
tout environnement Γ :
[[fix(f)]]Γ = [[η(f fix(f))]]Γ [OP]
= [[f fix(f)]]Γ [ETA]
= map([[f ]]Γ, [[fix(f)]]Γ) .
Nous montrons maintenant que la de´notation de fix(f) peut eˆtre calcule´e
par ite´ration, en partant de la fonction inde´finie en tous ses arguments, puis
en ite´rant par la de´notation de f . Pre´cise´ment, plutoˆt que de travailler avec
les de´notations, nous pre´fe´rons les termes, pour e´tablir une nouvelle re`gle
admissible dans la the´orie e´quationnelle induite par l’e´quivalence de´nota-
tionnelle.
Comme nous allons utiliser la proprie´te´ d’ade´quation comple`te, nous allons
raisonner a` partir de l’e´quivalence contextuelle. Un travail pre´paratoire va
nous eˆtre utile, l’e´tude de la re´duction des contextes.
Nous allons utiliser des contextes a` une place31, note´e −, et e´tudier leur
de´composition en valeurs ou en radicaux dans un environnement de re´duc-
tion. Conforme´ment a` la de´finition de´ja` donne´e (cf. p. 145), un contexte se
de´finit a` partir d’une expression, et non d’un terme, comme l’application
qui associe a` chaque terme le re´sultat de sa greffe en chaque occurrence
de la place dans l’expression. Cependant, pour l’e´tude de la de´composition
qui nous inte´resse, seuls des contextes clos (des programmes a` une place)
remplissent la place, autrement dit, un contexte peut s’y de´finir comme une
application de l’ensemble des contextes clos dans l’ensemble des contextes.
Dans ce cas, la construction d’un contexte a` partir d’une expression est
compatible avec l’α-conversion, puisque la place d’un contexte clos ne peut
pas eˆtre lie´e ; de plus, la correspondance entre les termes a` une place et les
contextes forme une bijection. Ainsi, pour l’e´tude de la de´composition des
contextes, on conside`re de manie`re plus simple qu’un contexte est un terme
31Rappelons que la place est une variable re´serve´e a` ce seul usage ; en particulier, elle
ne peut pas eˆtre lie´e.
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a` une place.
Nous pouvons alors ge´ne´raliser des de´finitions de´ja` donne´es pour les pro-
grammes, contextes particuliers ou` la place n’apparaˆıt pas.
Un contexte est un terme a` une place :
C ::= − | x | λxC | C C .
Un contexte est clos s’il ne posse`de aucune variable libre (autre que la place
qu’on ne compte pas comme variable libre) :
FV(C) = ∅ .
Une valeur est un contexte clos, e´gal a` une abstraction :
v ::= λxC .
Un radical est un contexte clos, e´gal soit a` la place, soit a` l’application d’une
abstraction a` une valeur :
r ::= − | (λxC) v .
Un contexte de re´duction est un contexte clos a` deux places,− et r−, construit
autour de la place re´serve´e au radical, r−, en appliquant des valeurs, ou en
passant des contextes quelconques :
E ::= r− | v E | E C .
Tout contexte clos peut se de´composer de manie`re unique soit en une va-
leur, soit en un radical place´ dans un contexte de re´duction : si C est un
contexte clos, ou bien c’est une valeur, ou bien il existe un unique radical r
et un unique contexte de re´duction E tel que C = E[−, r] (E[−, r] abre´geant
E[−/−, r/ r−]).
Nous pouvons e´noncer le re´sultat annonce´, en utilisant la notation de´velop-
pe´e dans le paragraphe pre´ce´dent.
2.2.37 The´ore`me (Point fixe et ite´ration)
Conside´rons un terme f et de´finissons la suite des termes ite´re´s par f ainsi :
f0 = η(Ω) (Ω = (λxxx) (λxxx)) ,
fn+1 = η(f fn) (n ∈ N) .
Alors la suite (fn)n est croissante suivant ≤O et admet une borne supe´rieure
ve´rifiant :
ω∨
n=0
fn =O fix(f) .
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De´monstration
On doit montrer que
∀n . fn ≤O fix(f)
et
∀ g . (∀n . fn ≤O g)⇒ fix(f) ≤O g .
E´tant donne´ un environnement ope´rationnel γ quelconque, il est facile de
ve´rifier que pour tout n, fn[γ] = (f [γ])n (par re´currence) et que fix(f)[γ] =
fix(f [γ]).
Ainsi, par [SUB] et [STA-OP], on peut se limiter au cas ou` f et g sont des
programmes.
• croissance de (fn)n
On montre par re´currence sur n que fn ≤O fn+1.
◦ n = 0
Comme [[Ω]]∅ = ⊥, on a Ω ≤O f f0, puis par congruence, f0 ≤O f1.
◦ n > 0
Supposons fn−1 ≤O fn. Par congruence, on de´duit que fn ≤O fn+1.
• fix(f) =O η(f fix(f))
On a vu pre´ce´demment que ces deux programmes sont e´quivalents ope´ration-
nellement. Par application de la re`gle [OP] de pre´servation de l’e´quivalence
ope´rationnelle, ils sont donc e´quivalents observationnellement.
• ∀n . fn ≤O fix(f)
On proce`de par re´currence sur n.
◦ n = 0
Comme [[Ω]]∅ = ⊥, on a Ω ≤O f fix(f), puis par congruence, f0 ≤O fix(f).
◦ n > 0
C’est imme´diat, a` partir de l’hypothe`se de re´currence fn−1 ≤O fix(f), par
congruence et en utilisant l’e´quivalence fix(f) =O η(f fix(f)).
• ∀ g . (∀n . fn ≤O g)⇒ fix(f) ≤O g
Par comple`te ade´quation, on peut remplacer l’e´quivalence et le pre´-ordre
observationnels par l’e´quivalence et le pre´-ordre contextuels.
Soit g un programme ve´rifiant ∀n . fn ≤O g. On montre que pour tout
contexte clos C, si C[fix(f)] converge, alors il existe un entier n tel que
C[fn] converge. On en de´duira que C[g] converge, puisque fn ≤C g par hy-
pothe`se, et finalement que fix(f) ≤C g.
Montrons par re´currence sur l’entier l la proprie´te´ suivante : pour tout
contexte clos C tel que la trace d’exe´cution de C[fix(f)] a pour longueur
l, il existe un entier n tel que C[fn] converge.
Soit C un contexte clos tel que la longueur de la trace d’exe´cution de
C[fix(f)] est l.
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◦ l = 0
Ne´cessairement C est une valeur, et n = 0 convient.
◦ l > 0
Le contexte C ne peut eˆtre une valeur, et donc il peut se de´composer en un
radical r dans un contexte de re´duction E, soit C = E[−, r]. Examinons les
deux cas possibles, suivant la nature du radical r.
◦ r = −
Dans ce cas, pour tout programme e se re´duisant en e′, E[e, e] se re´duit en
E[e, e′].
En particulier, E[fix(f),fix(f)] se re´duit en E[fix(f), η(f fix(f))]. Par l’hy-
pothe`se de re´currence applique´e au programme E[−, η(f −)][fix(f)], il existe
n tel que E[−, η(f −)][fn] converge.
Comme E[−, η(f −)][fn] = E[fn, fn+1], et comme fn ≤O fn+1, on de´duit
par congruence que E[fn+1, fn+1] converge, autrement dit que C[fn+1] con-
verge.
◦ r = (λxD) v
Dans ce cas, pour tout programme e, E[e, r[e]] se re´duit en E[e,D[v/x][e]].
En particulier, E[fix(f), r[fix(f)]] se re´duit en E[fix(f), D[v/x][fix(f)]]. Par
l’hypothe`se de re´currence applique´e au programme E[−, D[v/x]][fix(f)], il
existe n tel que E[−, D[v/x]][fn] converge, et donc tel que E[fn, r[fn]] con-
verge, soit C[fn].
x
En conclusion, notre objectif semble rempli de manie`re satisfaisante.
On peut construire une se´mantique de´notationnelle du λ-calcul paresseux
a` partir de la se´mantique ope´rationnelle, en utilisant l’observation des pro-
grammes : cette se´mantique, dite observationnelle, est comple`tement ade´-
quate, autrement dit l’e´quivalence qu’elle induit entre termes e´gale l’e´quiva-
lence contextuelle. Cette se´mantique peut eˆtre axiomatise´e simplement, ce
qui permet de de´duire facilement de nombreuses e´quivalences entre termes.
Outre les axiomes, la de´monstration de ces e´quivalences utilise des proprie´-
te´s e´le´mentaires de la relation de re´duction ; dans les exemples traite´s, deux
me´thodes se dessinent : on peut chercher a` de´montrer ou bien l’e´quivalence
induite par la se´mantique observationnelle, ce qui est suffisant dans la plu-
part des cas, ou bien l’e´quivalence contextuelle, ce qui demande une analyse
plus approfondie de la relation de re´duction, pre´cise´ment dans le seul cas
rencontre´, l’e´tude de la re´duction des contextes.
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C’est dans ce chapitre que nous exposons notre the`se : il est possible
d’analyser l’environnement local seul pour garantir la se´curite´ d’exe´cution
du code mobile.
Rappelons brie`vement notre mode`le d’e´tude : le code mobile s’exe´cute dans
un environnement local, charge´ de prote´ger les ressources appartenant au
syste`me hoˆte. Deux analyses sont pre´sente´es, concernant le controˆle respec-
tivement des flux d’informations et des acce`s. Elles permettent de ve´rifier
que l’environnement local garantit lors de l’exe´cution de tout code mobile
envisageable, d’une part la confidentialite´ des informations contenues dans
certaines ressources locales, d’autre part le confinement des ressources dont
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l’acce`s doit eˆtre controˆle´.
De manie`re plus concre`te, nous mode´lisons le code mobile par un pro-
gramme, dit mobile, et l’environnement local par un autre programme. Ces
deux programmes appartiennent a` un langage de haut niveau, mode´lise´ a`
l’aide du λ-calcul paresseux, simple ou enrichi. L’exe´cution du code mobile
dans l’environnement local est mode´lise´e par la trace d’exe´cution de l’ap-
plication du programme mobile a` l’environnement local, ce qui suppose que
nous munissons le langage d’une se´mantique ope´rationnelle.
Pour faciliter la description de notre me´thode, il est utile de formuler les
proble`mes de flux d’informations et d’acce`s sous une forme commune : on
peut en effet conside´rer que dans ces deux cas, il s’agit d’observer a` la fron-
tie`re entre le code mobile et le code local un phe´nome`ne particulier. Dans
le cas des flux d’informations, la frontie`re est de´finie de manie`re globale et
statique, comme lieu d’expe´rimentation pour l’environnement local, auquel
on applique diffe´rents programmes mobiles ; le phe´nome`ne a` observer, lui,
n’apparaˆıt pas simplement, dans la mesure ou` il s’agit d’observer le re´sul-
tat de l’exe´cution pour de´terminer s’il re´ve`le des informations initialement
contenues dans les ressources locales. Comment l’information se propage-
t-elle lors de l’exe´cution ? Telle est la premie`re question. Dans le cas des
acce`s, le phe´nome`ne a` observer se de´finit simplement comme l’acce`s a` une
ressource locale a` prote´ger ; la frontie`re est difficile a` cerner, e´tant locale et
dynamique, puisque c’est le lieu des interactions entre le code mobile et le
code local. Le proble`me est ici de suivre l’e´volution de la frontie`re au cours
de l’exe´cution, a` partir de la situation initiale ou` le code mobile et le code
local sont se´pare´s.
Il s’ave`re qu’une solution ge´ne´rale a` ce genre de proble`mes existe : l’e´tique-
tage (on dit aussi l’annotation) des termes du langage. Chaque ope´rateur du
langage est annote´ par une e´tiquette qui peut intervenir dans la re´duction
d’un programme. L’ensemble des e´tiquettes forme un mono¨ıde, muni en plus
de deux ope´rations binaires, β et σ, dont la justification se comprend a` partir
de la de´finition de la β-re´duction :
@m(λxn b, a)→ (b[aσ(m,n)/x])β(m,n) .
Dans cette re´duction, @m(−,−) est l’ope´rateur d’application e´tiquete´ par
m, λ−n−, l’ope´rateur d’abstraction e´tiquete´ par n ; de plus, si e est un
terme e´tiquete´ e´gal a` f j(. . .), alors ek est e´gal a` f j k(. . .). La fonction β
traduit ainsi dans l’e´tiquette finale de b la β-re´duction, alors que la fonction
σ traduit dans l’e´tiquette finale de l’argument a la substitution re´alise´e.
Cette formulation ge´ne´rale s’inspire du langage de´fini par Le´vy dans [50].
Nous la donnons ici non pas parce qu’elle va nous servir sous cette forme
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ge´ne´rale par la suite, mais parce que d’une part, il est inte´ressant de noter
qu’elle fournit un outil particulie`rement puissant pour l’e´tude du λ-calcul,
comme en te´moigne par exemple l’article de Bethke, Klop et de Vrijer [16],
d’autre part elle met en e´vidence les diffe´rences de traitements entre les flux
d’informations et les acce`s. En effet, pour l’e´tude de la confidentialite´ et du
confinement, nous utilisons deux langages e´tiquete´s distincts, qui peuvent
eˆtre conside´re´s comme deux cas extreˆmement simples d’annotation.
Pour la confidentialite´, on suppose qu’une e´tiquette est soit le mot vide,
utilise´ pour le code public, soit δ, utilise´ pour le code confidentiel, ou prive´ ;
pour la concate´nation, on suppose que δ est un e´le´ment absorbant ; quant
aux fonctions β et σ, elles sont de´finies par β(m,n) = nm et σ(m,n) = ε
(le mot vide), ce qui donne la β-re´duction suivante :
@m(λxn b, a) → (b[a/x])nm .
La de´finition de β permet de propager les de´pendances, en affirmant que le
re´sultat de´pend de l’abstraction et de l’application. Noter que ce langage
e´tiquete´ correspond a` l’appel par nom, mais non a` l’appel par valeur que
nous utilisons, et ou` il faudrait tenir compte de l’e´tiquette de l’argument,
qui peut diverger avant de remplacer la variable x ; c’est uniquement pour
simplifier cette pre´sentation rapide que nous avons fait ce choix. Adapte´ a`
l’e´tude des flux d’informations, ce langage e´tiquete´ permet de de´terminer si
le re´sultat observable d’un programme parame´tre´ de´pend de ses parame`tres.
Repre´sentons un programme parame´tre´ (a` un parame`tre pour simplifier) par
un contexte C[ ] a` une place ; le re´sultat observable du programme parame´-
tre´ C[ ] de´pend du parame`tre s’il existe deux termes e1 et e2 tels que C[e1]
converge et C[e2] diverge, puisqu’on n’observe du re´sultat de l’exe´cution que
la convergence. De deux choses, l’une : ou bien, pour tout terme e, le pro-
gramme C[e] diverge, et dans ce cas, le re´sultat observable de C[ ] ne de´pend
pas de son parame`tre, ou bien il existe un terme e tel que C[e] converge.
Dans ce dernier cas, conside´rons l’exe´cution du programme e´tiquete´ C[eδ],
ou` e a e´te´ e´tiquete´ par δ ; alors l’e´tiquette du re´sultat est diffe´rente de δ si
et seulement si pour tout terme a, C[a] converge.
L’utilisation de ce langage e´tiquete´ dans ce but n’est pas nouvelle. Dans [28],
Gandhe, Venkatesh et Sanyal s’en servent dans le cas du λ-calcul pur (sans
strate´gie d’e´valuation) pour montrer la meˆme proprie´te´ ; Klop et al. dans
[16, § 7], Abadi, Lampson et Le´vy un peu plus toˆt dans [3] montrent une
autre proprie´te´ classique de de´pendance, dite de stabilite´ ou de ge´ne´ricite´, ou`
c’est la valeur meˆme du re´sultat qui est observe´e ; enfin, Conchon et Pottier
dans [70] appliquent les re´sultats d’Abadi et al. a` la question du controˆle des
flux d’informations, ouvrant ainsi la voie que nous empruntons.
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Inte´ressons-nous maintenant au confinement. Une e´tiquette cette fois repre´-
sente l’origine de l’ope´rateur, soit le code mobile, soit le code local. Il n’est
pas ne´cessaire de de´finir la concate´nation, puisqu’aucune ope´ration n’est re´a-
lise´e sur les e´tiquettes. En effet, β(m,n) et σ(m,n) sont e´gaux tous deux au
mot vide, ce qui donne pour la re´duction :
@m(λxn b, a) → b[a/x] .
L’origine des ope´rateurs est ainsi pre´serve´e par re´duction. Il est alors pos-
sible de de´finir formellement la frontie`re entre le code mobile et le code local
lors de l’exe´cution. Un terme em est a` la frontie`re dans un programme a s’il
existe un sous-terme fn(. . . , em, . . .) de a tel que m est distinct de n.
Ce langage e´tiquete´ est utilise´ par Klop et al. dans [16, §4] pour de´finir for-
mellement la notion d’anceˆtre d’un ope´rateur. D’un point de vue se´curitaire,
on peut conside´rer que c’est le mode`le sous-jacent des langages permettant
d’associer a` des ressources des droits d’acce`s. Lorsqu’un ope´rateur acce`de a`
une ressource, il doit eˆtre ve´rifie´ que l’ope´rateur en a le droit, en controˆlant
son origine. Les qualificatifs d’acce`s « public » et « private » attribue´s aux
champs et aux me´thodes en Java constituent un exemple de droits associe´s
a` un objet, entendu comme ressource. Skalka et Smith dans [78] proposent
un raffinement de cette possibilite´ de qualifier les acce`s ; la se´mantique ope´-
rationnelle de leur langage oriente´ objets se de´finit a` partir d’une relation de
re´duction qui pre´serve l’origine du code et les droits d’acce`s associe´s aux res-
sources. Un autre exemple inte´ressant est le « SLam Calculus »1 (cf. [34]). Ce
langage conc¸u par Heintze et Riecke permet d’attribuer a` chaque ressource
une premie`re e´tiquette lie´e a` l’information qu’elle contient et une seconde
de´finissant les droits d’acce`s a` la ressource, et a` chaque ope´rateur d’acce`s
une origine. La relation de re´duction de´finissant la se´mantique ope´ration-
nelle re´alise la synthe`se des deux relations que nous venons de de´crire, en
propageant les informations et en pre´servant les origines et les droits d’acce`s.
De´taillons maintenant le contenu du chapitre. Dans la premie`re partie,
l’e´tude des flux d’informations est mene´e en deux temps. Tout d’abord,
nous e´tudions la question de la de´pendance d’un programme parame´tre´ re-
lativement a` la valeur de ses parame`tres, puis nous de´finissons un crite`re de
confidentialite´ fonde´ sur une analyse de l’environnement local. Le langage
utilise´ est le λ-calcul paresseux avec appel par valeur.
A` un langage e´tiquete´ comme celui de´crit pre´ce´demment, nous pre´fe´rons
un langage a` deux niveaux, l’un correspondant au code public, l’autre au
code prive´. C’est une formulation e´quivalente ou` les e´tiquettes annotent des
1C’est l’acronyme de « Secure λ-Calculus ».
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termes et non des ope´rateurs2. Elle est particulie`rement adapte´e a` notre
cas dans la mesure ou` le code public et le code prive´ ne s’imbriquent pas :
le programme parame´tre´ est en effet forme´ de code public, alors que les
termes remplac¸ant les parame`tres sont entie`rement forme´s de code prive´.
Elle permet aussi de distinguer nettement deux niveaux non seulement dans
la syntaxe, mais aussi dans la se´mantique : l’exe´cution du code public sera
mode´lise´e par une relation de re´duction, alors que l’exe´cution du code prive´
sera mode´lise´e par une relation d’e´valuation. C’est cette distinction qui fa-
cilite l’interpre´tation abstraite du code prive´.
Pour l’e´tude de la de´pendance, notre de´marche se re´sume ainsi :
– on commence par de´finir la de´pendance : un programme parame´tre´
de´pend de ses parame`tres si le re´sultat observable varie lorsque ses
parame`tres varient ; rappelons qu’on observe la convergence ou la di-
vergence ;
– le langage a` deux niveaux permet de traduire un programme parame´tre´
en distinguant le code public appartenant au programme du code prive´
appartenant aux parame`tres ; la proprie´te´ de de´pendance s’exprime
tout aussi bien dans ce langage a` deux niveaux ;
– le langage a` deux niveaux est interpre´te´ abstraitement, en oubliant le
code prive´, interpre´te´ par une unique valeur ; nous montrons que cette
traduction abstraite est comple`tement ade´quate pour la de´pendance,
autrement dit, il est possible de de´finir abstraitement la de´pendance,
sans aucune approximation ; ce re´sultat ne devrait pas surprendre dans
la mesure ou` il est voisin de re´sultats bien connus, comme le the´ore`me
de stabilite´ cite´ plus haut.
Pour l’e´tude de la confidentialite´, on conside`re que l’environnement local est
un programme parame´tre´, note´ L[ ], le parame`tre repre´sentant la ressource
dont le contenu doit rester confidentiel. Nous avons vu en introduction (cf.
p. 12) que la proprie´te´ de confidentialite´ peut s’exprimer ainsi :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre lo-
cal, l’environnement local L[δ1] est e´quivalent contextuellement
a` l’environnement local L[δ2].
En utilisant la se´mantique observationnelle du second chapitre (cf. 2.2.29
(p. 165)), on obtient une proprie´te´ e´quivalente :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre local,
2Si on conside`re une paire d’e´tiquettes {m,n}, on de´finit la traduction par deux fonc-
tions, Tm et Tn, ve´rifiant Tm(f
m(ej)j) = f(Tm(ej))j et Tm(f
n(ej)j) = n(f(Tn(ej))j), et
de meˆme pour Tn ; les e´tiquettes deviennent ainsi des ope´rateurs unaires. La traduction
du terme e´tiquete´ e s’obtient par Tm(e) ou Tn(e).
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l’observation de L[δ1] est e´gale a` l’observation de L[δ2].
Compte tenu de la de´finition de l’observation (cf. de´f. 2.2.1 (p. 139)), elle se
re´crit encore :
pour tout couple de valeurs initiales δ1 et δ2 du parame`tre local,
pour toute suite de valeurs v1, . . . , vn, le programme L[δ1] v1 . . . vn
converge si et seulement si le programme L[δ2] v1 . . . vn converge,
soit, par de´finition de la de´pendance,
pour toute suite de valeurs v1, . . . , vn, le programme local para-
me´tre´ L[ ] v1 . . . vn ne de´pend pas de son parame`tre.
Comme nous avons pu de´finir abstraitement la de´pendance, il est possible de
de´finir l’observation abstraite de l’environnement local, comme a e´te´ de´finie
l’observation concre`te, pour arriver finalement au re´sultat suivant :
l’environnement local garantit la confidentialite´ de la ressource
si et seulement si son observation abstraite ne fait pas apparaˆıtre
de de´pendance.
A` notre connaissance, ce crite`re de confidentialite´ est nouveau. Il est inte´res-
sant parce qu’il permet d’adapter les analyses statiques de flux d’informa-
tions au cas du code mobile. Ge´ne´ralement, ces analyses sont des variations
de celle que Denning de´crit dans [26]. Elles reposent donc sur l’ide´e d’abs-
traire le code confidentiel par une unique valeur, comme nous venons de
le faire. On peut conside´rer qu’une telle analyse statique associe a` chaque
programme parame´tre´ une valeur abstraite d’un domaine abstrait, et qu’il
est possible de de´terminer si une valeur abstraite re´ve`le de l’information
confidentielle, autrement dit, re´ve`le une de´pendance relativement aux pa-
rame`tres. L’observation abstraite peut alors eˆtre construite a` partir de ces
valeurs abstraites. La question qui se pose est finalement d’approcher cette
observation abstraite en utilisant une repre´sentation finie.
Dans la seconde partie du chapitre, nous nous inte´ressons a` la question
du confinement. Il s’agit de ve´rifier que les ressources a` prote´ger sont confi-
ne´es dans l’environnement local. C’est une proprie´te´ indispensable pour le
controˆle des acce`s, qui comple`te le controˆle de l’usage des ressources dans le
code local, et signifie que le code mobile ne peut pas acce´der directement,
sans controˆle, aux ressources.
Nous utilisons un langage enrichi par des re´fe´rences, permettant de manipu-
ler des objets en me´moire ; il devient aussi type´, afin de distinguer les objets
en me´moire des fonctions. Graˆce aux re´fe´rences, il est possible de de´finir
pour chaque type un combinateur de point fixe3, ce qui est impossible dans
3On proce`de ainsi pour un type fonctionnel C = A→ B. Le combinateur de point fixe
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le λ-calcul type´, ou` tous les programmes terminent. Le langage reste donc
suffisamment expressif. La se´mantique ope´rationnelle du langage est de´finie
par une relation de re´duction entre configurations, forme´es chacune d’une
description de l’e´tat de la me´moire et d’un terme de controˆle.
Comme annonce´, ce langage est annote´ de manie`re a` pouvoir retrouver l’ori-
gine de chaque ope´rateur, information indispensable pour ve´rifier le confine-
ment. Il est alors possible de de´finir la frontie`re d’interaction entre le code
mobile et le code local lors de l’exe´cution : un terme apparaˆıt a` la frontie`re
dans une configuration s’il est l’argument d’un ope´rateur d’origine diffe´rente,
ou le contenu d’une re´fe´rence d’origine diffe´rente. Notre premie`re taˆche est
de caracte´riser par leur type les termes apparaissant a` la frontie`re lors d’une
exe´cution. Pre´cise´ment, a` partir de l’ensemble des types apparaissant a` la
frontie`re dans une configuration initiale, nous montrons comment calculer un
ensemble de types frontaliers qui contient l’ensemble des types apparaissant
a` la frontie`re dans toute configuration ulte´rieure. Ce re´sultat s’applique alors
naturellement au proble`me du confinement pour le code mobile. Comme nous
mode´lisons l’exe´cution du code mobile dans son environnement par l’appli-
cation du programme mobile, fonction a` un argument, a` l’environnement
local, il vient qu’initialement seul l’environnement local est a` la frontie`re,
si bien qu’il est possible d’obtenir de l’ensemble des types apparaissant a` la
frontie`re une majoration calcule´e a` partir du type de l’environnement local.
De´finissons maintenant un type confine´ : un type est confine´ dans l’environ-
nement local si le code mobile n’ope`re pas directement sur une valeur de
ce type provenant du code local. Pour qu’un type soit confine´, il suffit qu’il
ne puisse apparaˆıtre a` la frontie`re, ce qui donne en utilisant la majoration
obtenue le crite`re suivant :
si un type n’apparaˆıt dans le type de l’environnement ni en une
occurrence positive, ni sous la garde du constructeur des types
de re´fe´rences, alors il est confine´ dans l’environnement local.
Ce re´sultat, nouveau, re´sout une question pose´e par Leroy et Rouaix dans
[49, §5.1, p. 397]. Il est optimal, puisqu’il donne la condition la plus faible
possible a` partir des types. En effet, nous montrons que si un type A appa-
raˆıt dans un type donne´ L en une occurrence positive, ou sous la garde du
est de´fini sous la forme du contenu d’une re´fe´rence :
let Ref((C → C)→ C) Y = aRef((C→C)→C) in
set(Y, λf : C → C. η(f (get(Y ) f))) ; get(Y ) ,
ou` aA est une valeur par de´faut de type A, set(l, e) affecte e a` l, get(l) lit le contenu
de l, let A x = a in e de´clare et initialise x a` a de type A dans e et enfin η(f) re´alise
l’η-expansion de f .
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constructeur des types de re´fe´rences, alors il existe un environnement local
de type L et un programme mobile tels que le code mobile peut ope´rer sur
une valeur de type A provenant du code local.
Donnons quelques exemples de telles attaques ou coope´rations.
Si L = (A→ B) → C, le code mobile passe a` l’environnement local une
fonction re´alisant l’acce`s, a` laquelle l’environnement transmet la valeur de
type A.
Si L = Ref(A)→ B, le code mobile transmet une re´fe´rence, a` laquelle l’envi-
ronnement affecte une valeur de type A, qui devient disponible pour le code
mobile.
Si L = Ref(A → B), l’exercice est plus difficile. L’environnement affecte a`
la re´fe´rence qu’il rend accessible, note´e l, une fonction particulie`re, note´e
f : celle-ci commence par lire le contenu de l, qui est une fonction, puis lui
passe une valeur de type A. Tant que le contenu de l est f , cette fonction ne
termine donc en aucun argument. Quant au code mobile, il lit le contenu de
l, obtient f , affecte a` l une fonction re´alisant l’acce`s a` l’argument de type
A, et applique finalement f a` un argument quelconque : le contenu de l, soit
maintenant la fonction d’acce`s provenant du code mobile, rec¸oit une valeur
de type A d’origine le code local.
Revenons maintenant a` la question du controˆle des acce`s. Comme nous
l’avons vu en introduction, les acce`s aux ressources peuvent eˆtre controˆ-
le´s d’une part en encapsulant dans les ressources les fonctions de controˆles,
d’autre part
– en confinant au code local les ressources a` prote´ger
– et en instrumentant le code local, de manie`re a` controˆler l’usage des
ressources a` prote´ger.
C’est e´videmment cette seconde voie qui nous inte´resse. Dans un premier
temps, nous cherchons a` ve´rifier qu’e´tant donne´ un programme instrumente´,
l’instrumentation du code est correctement effectue´e. Nous posons initiale-
ment cette question de manie`re ge´ne´rale, sans nous pre´occuper de la distinc-
tion entre le code local et le code mobile, si bien qu’il s’agit de de´terminer
si l’exe´cution d’un programme ve´rifie la proprie´te´ suivante :
le code non instrumente´ n’acce`de jamais a` une ressource devant
eˆtre prote´ge´e.
Nous ne nous inte´ressons pas a` la manie`re dont le code est instrumente´, ni
par conse´quent a` la nature de la politique de se´curite´ que l’instrumentation
applique. Comme les ressources sont mode´lise´es dans notre langage par des
valeurs, et les fonctions d’acce`s par des destructeurs, la proprie´te´ pre´ce´dente
peut se formuler plus pre´cise´ment ainsi :
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une valeur devant eˆtre prote´ge´e n’est jamais de´truite par un des-
tructeur non instrumente´.
Syntaxiquement, il est donc ne´cessaire de pouvoir distinguer les ope´rateurs a`
prote´ger ou instrumente´s de ceux qui ne le sont pas. Aussi introduisons-nous
deux e´tiquettes, ⊥ et >, auxquelles nous attribuons la signification suivante,
selon qu’elles annotent un constructeur ou un destructeur :
constructeur destructeur
⊥ pas de protection pas d’instrumentation
> protection instrumentation
La proprie´te´ s’e´nonce finalement ainsi :
un destructeur e´tiquete´ par ⊥ n’est jamais applique´ a` une valeur
e´tiquete´e par >.
C’est par un syste`me de types annote´s que nous imposons le respect de cette
proprie´te´ : tout programme admettant un type dans ce syste`me ve´rifie alors
la proprie´te´ lors de son exe´cution. Dans ce syste`me, une valeur a` prote´ger
rec¸oit un type e´tiquete´ par >, alors qu’une valeur ne ne´cessitant aucune
protection rec¸oit un type e´tiquete´ par ⊥. De tels types e´tiquete´s seront dits
se´curitaires. Ce syste`me est pre´cise´ment la restriction de celui du « SLam
Calculus » aux controˆles d’acce`s. Dans [34], Heintze et Riecke de´finissent
e´galement une relation de sous-typage, ou` tout type A⊥ est un sous-type
de A>. C’est qu’en effet le principe de substitution tel qu’il est e´nonce´ par
Liskov et Wing dans [51, §1] s’applique. Conside´rons en effet un programme
parame´tre´ quelconque C[ ] : si pour tout valeur v de type A>, la proprie´te´
pre´ce´dente est ve´rifie´e lors de l’exe´cution de C[v], alors on peut en de´duire
que pour toute valeur v de type A⊥, elle l’est e´galement.
Cette relation de sous-typage permet de reformuler la question du confi-
nement en utilisant le slogan « convertir pour confiner ». Le programme
mobile est suppose´ type´ dans le syste`me des types classiques, sans anno-
tation, alors que l’environnement local est type´ dans le syste`me des types
se´curitaires ; cette dissyme´trie traduit la distinction entre le code mobile,
inde´fini, et le code local, a` disposition pour l’analyse. Remarquons alors
que le programme mobile est aussi type´ dans le syste`me des types se´curi-
taires, a` condition d’utiliser la seule e´tiquette ⊥, puisqu’il ne contient pas
de ressources a` prote´ger et n’est pas instrumente´. En conse´quence, si le type
se´curitaire de l’environnement local n’utilise que l’e´tiquette ⊥, l’application
du programme mobile a` l’environnement local admet aussi un type dans le
syste`me des types se´curitaires, et la proprie´te´ de confinement est ve´rifie´e. Si
le type de l’environnement local comporte des e´tiquettes >, il est possible
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dans certains cas de les faire disparaˆıtre en utilisant les re`gles de sous-typage.
Par exemple, si l’environnement local a pour type A>, il est impossible de
supprimer l’e´tiquette >, alors que s’il a pour type A> ⊥→ B⊥, il a aussi
pour type le sur-type A⊥ ⊥→ B⊥, annote´ seulement par ⊥ (en utilisant la
contravariance pour l’ensemble de de´part). La connexion avec notre e´tude
pre´ce´dente de la frontie`re et du confinement vient de la proprie´te´ suivante
de la relation de sous-typage :
le type se´curitaire de l’environnement local peut eˆtre converti en
un type se´curitaire utilisant seulement l’e´tiquette ⊥ si et seule-
ment si tout type apparaissant dans le type de l’environnement
local en une occurrence positive ou sous la garde du constructeur
des types de re´fe´rences est e´tiquete´ par ⊥.
On retrouve que le controˆle des acce`s repose d’une part sur l’instrumentation
du code local, d’autre part sur une forme de confinement, puisque la der-
nie`re proprie´te´ implique que les types a` prote´ger sont confine´s. C’est cette
connexion qui est inte´ressante, puisqu’elle formalise l’intuition qu’un type
de´finit une frontie`re.
Terminologie Par la suite, nous allons souvent rencontrer des traductions
entre deux ensembles, par exemple une interpre´tation abstraite permettant
de passer d’un ensemble concret a` un ensemble abstrait. Ces ensembles en
correspondance ne viennent pas seuls, mais munis de fonctions ou de rela-
tions, et nous nous inte´ressons a` leur transfert d’un ensemble a` l’autre par
la traduction. Dans un contexte alge´brique, la notion de morphisme est in-
troduite par exemple pour exprimer une compatibilite´ entre la traduction
et les ope´rations. Voici une description rapide de notre terminologie pour ce
genre de correspondances, dans le cas d’une proprie´te´.
On conside`re deux ensembles disjoints E et F , et une proprie´te´ P , identifie´e
par son extension, de´finie sur la re´union de E et F . On note PE l’intersection
de P et E, PF l’intersection de P et F . Soit ϕ l’application de E dans F
re´alisant la traduction. On dira que :
– ϕ pre´serve P , ou P est stable par ϕ, si ϕ(PE) ⊆ PF ,
– P est dense pour ϕ si PF ⊆ ϕ(PE),
– ϕ conserve P si ϕ(PE) = PF ,
– ϕ est ade´quate pour P si ϕ−1(PF ) ⊆ PE ,
– ϕ est comple`tement ade´quate pour P si ϕ−1(PF ) = PE .
Les trois premie`res de´finitions suivent la terminologie utilise´e pour les points
fixes (pre´ et post). Les deux dernie`res suivent la terminologie utilise´e en
logique pour de´finir le rapport entre un calcul syntaxique (pour de´montrer)
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et la se´mantique (pour signifier) : on calcule dans F , on signifie dans E,
ce qui est typiquement le cas lorsqu’on ϕ correspond a` une interpre´tation
abstraite du domaine concret E vers le domaine abstrait F .
3.1 Un crite`re abstrait de confidentialite´
Nous nous inte´ressons aux flux d’informations entre les ressources de
l’hoˆte et le code mobile. Pre´cise´ment, nous cherchons a` caracte´riser les en-
vironnements garantissant la confidentialite´ des ressources qu’ils prote`gent.
Notre point de de´part est plus ge´ne´ral, puisque nous commenc¸ons par e´tu-
dier la question de la de´pendance : il s’agit de caracte´riser les programmes
parame´tre´s dont le re´sultat observable de´pend de leurs parame`tres. A` cette
fin, nous introduisons un langage a` deux niveaux, l’un public, correspondant
au code du programme parame´tre´, l’autre prive´, correspondant au code des
termes remplac¸ant les parame`tres. C’est son interpre´tation abstraite qui va
nous servir a` caracte´riser abstraitement tout d’abord la de´pendance, puis
la confidentialite´. L’interpre´tation abstraite consiste a` interpre´ter le niveau
prive´ trivialement, par une seule valeur. Rappelons enfin que cette e´tude est
mene´e a` partir du λ-calcul paresseux, avec appel par valeur.
3.1.1 Un langage a` deux niveaux
Ajoutons au λ-calcul un second niveau : le premier niveau correspond au
code public, le second au code prive´, au sens ou` sa confidentialite´ doit eˆtre
assure´e. La syntaxe du langage est enrichie par un ope´rateur permettant de
transformer du code prive´ en code public ; plus pre´cise´ment, pour faciliter
l’expression de la se´mantique ope´rationnelle, deux versions de cet ope´rateur
sont utilise´es, la premie`re, note´e δr, permettant de convertir n’importe quel
terme prive´ en un terme public, qui, une fois clos, donne un radical, la se-
conde, note´e δv, permettant de convertir n’importe quelle abstraction prive´e
en un terme public, qui, une fois clos, donne une valeur.
La syntaxe du λ-calcul a` deux niveaux est de´finie par la grammaire
suivante :
e ::= x | λx e | e e | δr(e) | δv(λx e) .
Il est important de remarquer que seuls les ope´rateurs de conversion les plus
exte´rieurs importent : ils marquent la limite entre le code public et le code
prive´. On note Λ2 l’ensemble des termes a` deux niveaux, et Λ02 l’ensemble
des programmes a` deux niveaux.
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La se´mantique ope´rationnelle est de´finie en distinguant deux niveaux, par
une relation de re´duction pour le code public, par une relation d’e´valuation
pour le code prive´ ; on la formule cependant en donnant directement le re´-
sultat de l’exe´cution, comme on l’a vu dans la table 2.11 (p. 136) pour le
λ-calcul simple. Quelques notions usuelles sont indispensables.
On ajoute a` la de´finition habituelle d’une substitution qu’elle commute avec
δr et δv : si σ est une substitution, on a ainsi
δr(e)[σ] = δr(e[σ]) ,
δv(λx e)[σ] = δv((λx e)[σ]) .
Une valeur est ou bien une abstraction close publique, ou bien la conversion
publique d’une abstraction close prive´e :
v ::= λx e | δv(λx e) ,
ou` λx e est une abstraction close. On note V2 l’ensemble des valeurs.
Un radical est ou bien l’application d’une valeur a` une autre valeur, ou bien
la conversion publique d’un programme prive´ :
r ::= v v | δr(e) ,
ou` e est un programme.
Un contexte de re´duction se construit autour de la place, en appliquant des
valeurs, ou en passant des arguments :
E ::= − | v E | E e ,
ou` e est un programme.
Comme d’habitude, tout programme peut se de´composer de manie`re unique
en une valeur ou un radical place´ dans un contexte de re´duction : si e est
un programme, ou bien c’est une valeur, ou bien il existe un unique radical
r et un unique contexte de re´duction E tel que e = E[r] (E[r] abre´geant
E[r/−]).
Enfin, un re´sultat d’e´valuation est soit une valeur, soit la divergence ; on
distingue deux valeurs de divergence, une par niveau, note´es ⊥ pour le code
public, δv(⊥) pour le code prive´, entendue comme la conversion publique de
la divergence du code prive´ :
ρ ::= v | ⊥ | δv(⊥) .
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Il est utile de de´finir la traduction du λ-calcul a` deux niveaux permettant
d’effacer les conversions et donc d’abolir les niveaux. Cette application, note´e
T2→1, est de´finie re´cursivement par les e´quations suivantes :
T2→1(x) = x ,
T2→1(λx e) = λxT2→1(e) ,
T2→1(f e) = T2→1(f)T2→1(e) ,
T2→1(δr(e)) = T2→1(e) ,
T2→1(δv(λx e))) = T2→1(λx e) .
La fonction de traduction T2→1 est e´tendue aux re´sultats d’e´valuation par
T2→1(⊥) = ⊥ et T2→1(δv(⊥)) = ⊥. On remarque que la fonction de tra-
duction T2→1 commute avec les substitutions, puisque pour tous termes e1
et e2 et toute variable x, on a :
T2→1(e1[e2/x]) = T2→1(e1)[T2→1(e2)/x] .
Elle traduit aussi une valeur en une valeur, un contexte de re´duction en un
contexte de re´duction et un radical diffe´rent de δr(λx e) en un radical. Par
la suite, on utilisera ces proprie´te´s sans mention.
La relation d’e´valuation, note´e ⇓2 , qui associe a` un programme un re´sultat
d’e´valuation, est de´finie par le syste`me d’infe´rence de la table 3.1 (p. 196),
pour lequel une interpre´tation mixte est utilise´e ; elle s’appuie sur la relation
d’e´valuation du λ-calcul simple, toujours note´e ⇓ . Les re`gles se re´partissent
en trois groupes :
– les re`gles [VAL], [β+] et [β−] correspondent a` celles du λ-calcul simple,
e´tudie´ pre´ce´demment,
– les re`gles [PRIV/β+] et [PRIV/β−] correspondent a` l’application a`
un argument d’une abstraction prive´e, application publique donnant
un re´sultat prive´,
– les re`gles [PRIV/CONV+], [PRIV/CONV–] et [PRIV/DIV] corres-
pondent a` l’exe´cution du code prive´.
Quelques re´sultats concernant la se´mantique ope´rationnelle nous seront utiles.
On montre tout d’abord que la relation d’e´valuation se pre´serve par efface-
ment des niveaux, puis que la relation d’e´valuation est de´terministe et totale.
3.1.1 Proposition (Lemme de l’effacement)
Soit e un programme a` deux niveaux s’e´valuant en ρ :
e ⇓2 ρ .
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∅
[VAL]
v ⇓2 v
(v ∈ V2)
+ E[a[v/x]] ⇓2 ρ
[β+]
E[(λx a) v] ⇓2 ρ
(
ρ 6= ⊥
v ∈ V2
)
− E[a[v/x]] ⇓2 ⊥
[β−]
E[(λx a) v] ⇓2 ⊥
(v ∈ V2)
+ E[δr(a[v/x])] ⇓2 ρ
[PRIV/β+]
E[δv(λx a) v] ⇓2 ρ
(
ρ 6= ⊥
v ∈ V2
)
− E[δr(a[v/x])] ⇓2 ⊥
[PRIV/β−]
E[δv(λx a) v] ⇓2 ⊥
(v ∈ V2)
+ E[δv(λx a)] ⇓2 ρ
[PRIV/CONV+]
E[δr(e)] ⇓2 ρ
(
ρ 6= ⊥
T2→1(e) ⇓ λx a
)
− E[δv(λx a)] ⇓2 ⊥
[PRIV/CONV–]
E[δr(e)] ⇓2 ⊥
(T2→1(e) ⇓ λx a)
∅
[PRIV/DIV]
E[δr(e)] ⇓2 δv(⊥)
(T2→1(e) ⇓ ⊥)
Tab. 3.1 – Se´mantique ope´rationnelle du langage a` deux niveaux
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Alors sa traduction dans le λ-calcul simple T2→1(e) s’e´value en la traduction
de ρ, T2→1(ρ) :
T2→1(e) ⇓ T2→1(ρ) .
De´monstration
Pour tout couple (e, ρ) tel que e ⇓2 ρ, on construit une preuve de
T2→1(e) ⇓ T2→1(ρ)
en re´solvant un syste`me d’e´quations re´cursives, d’inconnues (X(e,ρ))(e,ρ)|e⇓2 ρ.
Pour faciliter une description ge´ne´rique des e´quations, on note ρ+ un re´sul-
tat d’exe´cution e´gal a` une valeur, et ρ− une valeur de divergence, ⊥ ou
δv(⊥). L’indice « + » ou « − » se re´fe`re a` l’interpre´tation mixte du syste`me
et indique la contrainte portant sur le profil de la preuve de la pre´misse,
« + »pour une preuve bien fonde´e, « − »pour une preuve infinie en profon-
deur. On de´crit dans la table 3.2 (p. 197) l’e´quation associe´e a` X(e,ρ∗) en
fonction de la de´composition de e soit en une valeur, soit en un radical dans
un contexte de re´duction ; on a note´ dans cette table ∗ un e´le´ment de la paire
{+,−}. A` cause de l’e´quation 3.1, le syste`me n’est pas garde´ ; montrons qu’il
X(v,v) =
∅
T2→1(v) ⇓ T2→1(v)
(v ∈ V2)
X(E[(λx a) v],ρ∗) =
∗ X(E[a[v/x]],ρ∗)
T2→1(E[(λx a) v]) ⇓ T2→1(ρ∗)
X(E[δv(λx a) v],ρ∗) =
∗ X(E[δr(a[v/x])],ρ∗)
T2→1(E[δv(λx a) v]) ⇓ T2→1(ρ∗)
X(E[δr(a)],ρ∗) =

X(E[δv(T2→1(a))],ρ∗) si T2→1(a) ∈ V (3.1)
∗ X(E[δr(a′)],ρ∗)
T2→1(E[δr(a)]) ⇓ T2→1(ρ∗)
sinon
(T2→1(a)→ a′)
Tab. 3.2 – De´m. prop. 3.1.1
est cependant e´quivalent a` un syste`me garde´.
Dans ce but, de´finissons une relation entre programmes a` deux niveaux,
note´e rv→, par :
e
rv→ e′ def⇔ ∃E, a .
 e = E[δr(a)]e′ = E[δv(T2→1(a))]
T2→1(a) ∈ V
 .
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Remarquons que cette relation est de´terministe : en conse´quence, a` chaque
programme e a` deux niveaux, on peut associer l’unique trace suivant la re-
lation rv→ commenc¸ant en e. Pour montrer que le syste`me d’e´quations est
e´quivalent a` un syste`me garde´, il suffit de montrer que la relation rv→ ter-
mine.
On montre par re´currence sur le terme e que si e est un programme, alors
la trace suivant rv→ associe´e a` e est finie.
Soit e un programme.
Si e est une valeur, aucune re´duction n’est possible.
Supposons e = E[r], ou E est un contexte de re´duction et r un radical, et
examinons les diffe´rents cas pour E.
• E = −
S’il existe un programme a tel que r vaut δr(a) et T2→1(a) ∈ V, alors e se
re´duit par rv→ en δv(T2→1(a)), qui ne se re´duit pas.
Sinon, e ne se re´duit pas.
• E = v1E2
Par l’hypothe`se de re´currence, la trace associe´e a` E2[r] suivant
rv→ se termine
par un programme e2. On constate que la trace associe´e a` e se termine alors
par v1 e2.
• E = E1 e2
Par l’hypothe`se de re´currence, la trace associe´e a` E1[r] suivant
rv→ se termine
par un programme e1. Il s’ensuit que e se re´duit par
rv→ en e1 e2.
Si e1 n’est pas une valeur, alors e1 e2 ne peut pas se re´duire, puisque sinon,
e1 se re´duirait.
Si e1 est une valeur, on raisonne comme pre´ce´demment. Par l’hypothe`se de
re´currence, la trace associe´e a` e2 suivant
rv→ se termine par un programme
e′2. On constate que la trace associe´e a` e se termine alors par e1 e′2.
Le syste`me d’e´quations est donc e´quivalent a` un syste`me garde´. Le sys-
te`me e´quivalent est quasi-uniforme et compatible avec le syste`me d’infe´-
rence de´finissant les re´sultats d’exe´cution (cf. tab.2.11 (p. 136)) pour le
λ-calcul simple : d’apre`s la proposition 1.2.4 (p. 75)), pour tout couple
(e, ρ) tel que e ⇓2 ρ, la valeur de la solution en X(e,ρ) est une preuve de
T2→1(e) ⇓ T2→1(ρ).
x
Montrons maintenant que la relation d’e´valuation ⇓2 est de´terministe.
3.1.2 Proposition (De´terminisme de l’e´valuation)
Soient e un programme a` deux niveaux, ρ1 et ρ2 deux re´sultats d’e´valuation.
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Si e s’e´value en ρ1 et en ρ2, alors les re´sultats ρ1 et ρ2 sont e´gaux :
e ⇓2 ρ1 e ⇓2 ρ2
ρ1 = ρ2
.
De´monstration
Supposons e ⇓2 ρ1 et e ⇓2 ρ2.
Montrons tout d’abord que si ρ1 est diffe´rent de ⊥, alors ρ1 = ρ2.
Supposons ρ1 6= ⊥. On remarque tout d’abord que le jugement e ⇓2 ρ1 est
valide´ par une preuve bien fonde´e, utilisant les re`gles [VAL], [β+], [PRIV/β+],
[PRIV/CONV+] et [PRIV/DIV]. Pour montrer l’e´galite´, il suffit alors de rai-
sonner par re´currence structurelle sur la preuve bien fonde´e de e ⇓2 ρ1 : c’est
imme´diat.
Supposons ρ1 = ⊥. Raisonnons par l’absurde. Si ρ2 6= ⊥, par le re´sultat
pre´ce´dent, ρ1 = ρ2, contradiction.
x
Enfin, montrons que la relation d’e´valuation est totale.
3.1.3 Proposition (Totalite´ de l’e´valuation)
Tout programme admet un re´sultat d’exe´cution :
∀ e ∈ Λ02 . ∃ ρ . e ⇓2 ρ .
De´monstration
Re´partissons les programmes en deux ensembles, d’une part ceux qui ad-
mettent un re´sultat d’exe´cution diffe´rent de ⊥, d’autre part ceux qui n’en
admettent pas. Soit D ce dernier ensemble :
D
def
= {e ∈ Λ02 | ¬(∃ ρ . ρ 6= ⊥ ∧ e ⇓2 ρ)} .
Pour tout programme e de D, on va construire une preuve de
e ⇓2 ⊥
en re´solvant un syste`me d’e´quations re´cursives, d’inconnues (Xe)e∈D, ce qui
permettra de conclure.
Soit e un programme de D. Ne´cessairement, e peut se de´composer en un
radical dans un contexte de re´duction. Le radical peut eˆtre d’une des trois
formes suivantes :
(λx a) v ,
δv(λx a) v ,
δr(a) .
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Dans le troisie`me cas, ne´cessairement T2→1(a) est convergent, sinon e s’e´va-
luerait en δv(⊥).
De´crivons maintenant les e´quations du syste`me, suivant les diffe´rentes de´-
compositions possibles, correspondant respectivement aux re`gles d’infe´rence
[β−], [PRIV/β−] et [PRIV/CONV–] :
XE[(λx a) v] =
− XE[a[v/x]]
E[(λx a) v] ⇓2 ⊥
,
XE[δv(λx a) v] =
− XE[δr(a[v/x])]
E[δv(λx a) v] ⇓2 ⊥
,
XE[δr(a)] =
− XE[δv(λx b)]
E[δr(a)] ⇓2 ⊥
(T2→1(a) ⇓ λx b) .
Ve´rifions que les e´quations sont bien forme´es. Elles ont toutes la forme
Xe =
− Xe′
e ⇓2 ⊥
.
Dans chaque cas, on peut constater que si e′ s’e´value en un re´sultat diffe´rent
de ⊥, il en est de meˆme de e, soit en contraposant, si e appartient a` D, alors
e′ aussi.
Enfin, ce syste`me d’e´quations est quasi-uniforme et compatible avec le sys-
te`me d’infe´rence de´finissant les re´sultats d’exe´cution (cf. tab.3.1 (p. 196)) :
d’apre`s la proposition 1.2.4 (p. 75)), pour tout programme e de D, la valeur
de la solution en Xe est une preuve de e ⇓2 ⊥.
x
Nous allons maintenant interpre´ter le niveau prive´ abstraitement. Pre´ci-
se´ment, nous allons interpre´ter tout terme δr(e) par δr, et tout terme δv(λx e)
par δv. La syntaxe du langage abstrait est donc de´finie par la grammaire sui-
vante :
e ::= x | λx e | e e | δr | δv .
La se´mantique ope´rationnelle abstraite se de´finit comme pre´ce´demment en
distinguant deux niveaux, par une relation de re´duction pour le code public,
par une relation d’e´valuation maintenant triviale pour le code prive´. Nous
reprenons la description re´alise´e pour le langage concret a` deux niveaux.
On ajoute a` la de´finition habituelle d’une substitution l’invariance de δr et
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δv ; si σ est une substitution, on a ainsi
δr[σ] = δr ,
δv[σ] = δv .
Une valeur est ou bien une abstraction close publique, ou bien la valeur
abstraite δv :
v ::= λx e | δv .
On note VA l’ensemble des valeurs.
Un radical est ou bien l’application d’une valeur a` une autre valeur, ou bien
le radical abstrait δr :
r ::= v v | δr .
Un contexte de re´duction se construit autour de la place, en appliquant des
valeurs, ou en passant des arguments :
E ::= − | v E | E e ,
ou` e est un programme.
Comme d’habitude, tout programme peut se de´composer de manie`re unique
en une valeur ou un radical place´ dans un contexte de re´duction : si e est
un programme, ou bien c’est une valeur, ou bien il existe un unique radical
r et un unique contexte de re´duction E tel que e = E[r] (E[r] abre´geant
E[r/−]).
Enfin, un re´sultat d’e´valuation est soit une valeur, soit la divergence ; on
distingue deux valeurs de divergence, une par niveau, note´es ⊥ pour le code
public, δv(⊥) pour le code prive´, entendue comme la conversion publique de
la divergence du code prive´ :
ρ ::= v | ⊥ | δv(⊥) .
La relation d’e´valuation, note´e ⇓A , qui associe a` un programme un re´sultat
d’e´valuation, est de´finie par le syste`me d’infe´rence de la table 3.3 (p. 202),
pour lequel une interpre´tation mixte est utilise´e ; il s’agit de l’interpre´ta-
tion abstraite des re`gles du syste`me d’infe´rence de la table 3.1 (p. 196),
de´finissant la se´mantique ope´rationnelle concre`te. L’interpre´tation abstraite
rend la relation d’e´valuation non de´terministe. Ainsi, le radical abstrait δr
s’e´value par la re`gle [PRIV/CONV+] (et la re`gle [VAL]) en δv, et par la
re`gle [PRIV/DIV] en δv(⊥) ; il en est de meˆme de l’application δv v, qui
s’e´value comme δr par la re`gle [PRIV/β+]. Les deux propositions suivantes
permettent de pre´ciser la nature du non-de´terminisme. Si l’on s’inte´resse aux
seules valeurs, la relation d’e´valuation est de´terministe.
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∅
[VAL]
v ⇓A v
(v ∈ VA)
+ E[a[v/x]] ⇓A ρ
[β+]
E[(λx a) v] ⇓A ρ
(
ρ 6= ⊥
v ∈ VA
)
− E[a[v/x]] ⇓A ⊥
[β−]
E[(λx a) v] ⇓A ⊥
(v ∈ VA)
+ E[δr] ⇓A ρ
[PRIV/β+]
E[δv v] ⇓A ρ
(
ρ 6= ⊥
v ∈ VA
)
− E[δr] ⇓A ⊥
[PRIV/β−]
E[δv v] ⇓A ⊥
(v ∈ VA)
+ E[δv] ⇓A ρ
[PRIV/CONV+]
E[δr] ⇓A ρ
(ρ 6= ⊥)
− E[δv] ⇓A ⊥
[PRIV/CONV–]
E[δr] ⇓A ⊥
∅
[PRIV/DIV]
E[δr] ⇓A δv(⊥)
Tab. 3.3 – Se´mantique ope´rationnelle abstraite du langage a` deux niveaux
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3.1.4 Proposition ( E´valuation abstraite :
De´terminisme pour les valeurs
)
Soient e un programme abstrait a` deux niveaux, v1 et v2 deux valeurs abs-
traites. Si e s’e´value en v1 et en v2, alors les valeurs v1 et v2 sont e´gales :
e ⇓A v1 e ⇓A v2
v1 = v2
(v1, v2 ∈ VA) .
De´monstration
On remarque tout d’abord que les jugements e ⇓A v1 et e ⇓A v2 sont valide´s
par des preuves bien fonde´es, utilisant les re`gles [VAL], [β+], [PRIV/β+] et
[PRIV/CONV+]. Pour montrer l’e´galite´, il suffit de raisonner par re´currence
structurelle sur la preuve bien fonde´e de e ⇓A v1 : c’est imme´diat.
x
Un programme abstrait ou bien converge (vers une valeur), ou bien diverge
publiquement, ces deux possibilite´s s’excluant.
3.1.5 Proposition ( E´valuation abstraite :
De´terminisme et totalite´ hors divergence en prive´
)
Soit e un programme abstrait a` deux niveaux. Alors e converge vers une
valeur si et seulement si e ne diverge pas publiquement :
∃ v ∈ VA . e ⇓A v ⇔ ¬(e ⇓A ⊥) .
De´monstration
• ∃ v ∈ VA . e ⇓A v ⇒ ¬(e ⇓A ⊥)
Soit v une valeur telle que e ⇓A v. Il est facile de montrer par re´currence
structurelle sur la preuve bien fonde´e de e ⇓A v que ¬(e ⇓A ⊥).
• ¬(e ⇓A ⊥)⇒ ∃ v ∈ VA . e ⇓A v
On contrapose. Soit D l’ensemble des programmes e tels que pour toute
valeur v, on ait ¬(e ⇓A v). Pour tout programme e de D, on construit une
preuve de
e ⇓A ⊥
en re´solvant un syste`me d’e´quations re´cursives, d’inconnues (Xe)e∈D.
Comme par de´finition, tout programme de D se de´compose en un radical
dans un contexte de re´duction, nous pouvons de´crire les e´quations de ce
syste`me suivant les diffe´rentes de´compositions possibles, correspondant aux
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re`gles d’infe´rence [β−], [PRIV/β−] et [PRIV/CONV–] :
XE[(λx a) v] =
− XE[a[v/x]]
E[(λx a) v] ⇓A ⊥
,
XE[δv v] =
− XE[δr]
E[δv v] ⇓A ⊥
,
XE[δr] =
− XE[δv]
E[δr] ⇓A ⊥
.
Ve´rifions que les e´quations sont bien forme´es. Elles ont toutes la forme
Xe =
− Xe′
e ⇓A ⊥
.
Dans chaque cas, on peut constater que si e′ s’e´value en une valeur, il en est
de meˆme de e, soit en contraposant, si e appartient a` D,alors e′ aussi.
Enfin, ce syste`me d’e´quations est quasi-uniforme et compatible avec le sys-
te`me d’infe´rence de´finissant les re´sultats d’exe´cution abstraits (cf. tab.3.3
(p. 202)) : d’apre`s la proposition 1.2.4 (p. 75)), pour tout programme e de
D, la valeur de la solution en Xe est une preuve de e ⇓A ⊥.
x
Ces deux dernie`res propositions permettent de distinguer diffe´rents cas pour
l’observation des re´sultats d’un programme abstrait a` deux niveaux. Avant
de les e´noncer, introduisons une notation utile pour la relation d’e´valua-
tion, permettant de de´crire l’ensemble des re´sultats d’e´valuation de tout
programme abstrait e :
e ⇓A {ρ0, . . . , ρn−1} def⇔ ∀ ρ . e ⇓A ρ⇔ (∃ i < n . ρ = ρi) .
E´tant donne´ un programme abstrait e, il est facile de voir que les re´sultats
de son exe´cution ve´rifient une et une seule des trois proprie´te´s suivantes :
– [>] : le programme converge uniforme´ment (vers une unique valeur) :
∃ ! v ∈ VA . e ⇓A {v} ,
– [⊥] : le programme diverge uniforme´ment :
(e ⇓A {⊥}) ∨ (e ⇓A {⊥, δv(⊥)}) ,
– [∆] : le programme de´pend de δr (ou converge et diverge en prive´) :
∃ v ∈ VA . e ⇓A {v, δv(⊥)} .
3.1. Un crite`re abstrait de confidentialite´ 205
Donnons quelques exemples. N’importe quel programme convergent du λ-
calcul simple, c’est-a`-dire forme´ de code public uniquement, ve´rifie la pro-
prie´te´ [>] ; de meˆme, n’importe quel programme divergent du λ-calcul simple,
ve´rifie la proprie´te´ [⊥] ; si Ω est un tel programme, alors (λxΩ) δr s’e´value
en ⊥ et δv(⊥), et ve´rifie donc la proprie´te´ [⊥] ; enfin, δr, qui s’e´value en δv
et δv(⊥) ve´rifie la proprie´te´ [∆].
Par la suite, nous notons ainsi les trois proprie´te´s pre´ce´dentes :
– e ⇓A [>] : le programme e ve´rifie la proprie´te´ [>],
– e ⇓A [⊥] : le programme e ve´rifie la proprie´te´ [⊥],
– e ⇓A [∆] : le programme e ve´rifie la proprie´te´ [∆].
Il nous reste a` e´tablir la correspondance entre le langage a` deux niveaux
et son interpre´tation abstraite.
De´finissons tout d’abord par re´currence structurelle la fonction d’interpre´-
tation, note´e T2→A, transformant tout programme a` deux niveaux en un
programme abstrait, ou` le code prive´ a e´te´ efface´ :
T2→A(x) = x ,
T2→A(λx e) = λxT2→A(e) ,
T2→A(f e) = T2→A(f)T2→A(e) ,
T2→A(δr(e)) = δr ,
T2→A(δv(λx e)) = δv .
On e´tend aussi cette fonction aux re´sultats d’exe´cution de la manie`re sui-
vante :
T2→A(⊥) = ⊥ ,
T2→A(δv(⊥)) = δv(⊥) .
On remarque que la fonction d’interpre´tation commute avec les substitu-
tions, puisque pour tous termes e1 et e2 et toute variable x, on a :
T2→A(e1[e2/x]) = T2→A(e1)[T2→A(e2)/x] .
Elle interpre`te aussi une valeur par une valeur, un contexte de re´duction
par un contexte de re´duction et un radical par un radical. Par la suite, on
utilisera ces proprie´te´s sans mention.
La relation d’e´valuation est pre´serve´e par l’interpre´tation abstraite du lan-
gage a` deux niveaux, au sens donne´ par la proposition suivante.
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3.1.6 Proposition (
Interpre´tation abstraite :
Pre´servation de la relation d’e´valuation
)
Soit e un programme a` deux niveaux admettant ρ pour re´sultat d’exe´cution.
Alors l’interpre´tation abstraite de e admet l’interpre´tation abstraite de ρ
pour re´sultat d’exe´cution :
e ⇓2 ρ
T2→A(e) ⇓A T2→A(ρ)
.
De´monstration
Pour tout couple (e, ρ) tel que e ⇓2 ρ, on construit une preuve de
T2→A(e) ⇓A T2→A(ρ)
en re´solvant un syste`me d’e´quations re´cursives, d’inconnues (X(e,ρ))(e,ρ)|e⇓2 ρ.
Pour faciliter une description ge´ne´rique des e´quations, on note ρ+ un re´sul-
tat d’exe´cution e´gal a` une valeur ou a` δv(⊥), et ρ− la valeur de divergence
⊥. L’indice « + » ou « − » se re´fe`re a` l’interpre´tation mixte du syste`me
et indique la contrainte portant sur le profil de la preuve de la pre´misse,
« + »pour une preuve bien fonde´e, « − »pour une preuve infinie en pro-
fondeur. On de´crit dans la table 3.4 (p. 207) l’e´quation associe´e a` X(e,ρ∗)
en fonction de la de´composition de e soit en une valeur, soit en un radical
dans un contexte de re´duction ; on a note´ dans cette table ∗ un e´le´ment
de la paire {+,−}. On ve´rifie aise´ment que ce syste`me d’e´quations garde´
et quasi-uniforme est compatible avec le syste`me d’infe´rence de´finissant les
re´sultats d’exe´cution (cf. tab. 3.3 (p. 202)) pour le langage abstrait : d’apre`s
la proposition 1.2.4 (p. 75)), pour tout couple (e, ρ) tel que e ⇓2 ρ, la valeur
de la solution en X(e,ρ) est une preuve de T2→A(e) ⇓A T2→A(ρ).
x
E´tudions une forme de re´ciproque, qui montre que toute e´valuation abstraite
est l’interpre´tation d’au moins une e´valuation concre`te : autrement dit, la
relation d’e´valuation est dense pour l’interpre´tation abstraite. Examinons
trois cas, suivant le re´sultat de l’e´valuation abstraite.
Commenc¸ons par les valeurs.
3.1.7 Proposition (
Interpre´tation abstraite :
Densite´ de la relation d’e´valuation -
Cas des valeurs
)
Soit a un programme abstrait a` deux niveaux convergent vers une valeur
abstraite u :
a ⇓A u (u ∈ VA) .
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X(v,v) =
∅
T2→A(v) ⇓A T2→A(v)
(v ∈ V2)
X(E[(λx a) v],ρ∗) =
∗ X(E[a[v/x]],ρ∗)
T2→A(E[(λx a) v]) ⇓A T2→A(ρ∗)
X(E[δv(λx a) v],ρ∗) =
∗ X(E[δr(a[v/x])],ρ∗)
T2→A(E[δv(λx a) v]) ⇓A T2→A(ρ∗)
X(E[δr(a)],ρ∗) =

∗ X(E[δv(λx b)],ρ∗)
T2→A(E[δr(a)]) ⇓A T2→A(ρ∗)
si T2→1(a) ⇓ λx b
∅
T2→A(E[δr(a)]) ⇓A δv(⊥)
si T2→1(a) ⇓ ⊥
Tab. 3.4 – De´m. prop. 3.1.6
Alors il existe un programme concret a` deux niveaux c ayant pour interpre´-
tation abstraite a et convergent vers une valeur concre`te v :
c ⇓2 v (T2→A(c) = a, v ∈ V2) .
De´monstration
Soit pmax le programme de´fini dans la de´monstration de la proposition 2.2.5
(p. 144), et ve´rifiant la proprie´te´ suivante :
∀ v ∈ V . pmax v ⇓ pmax .
Ce programme est aussi une abstraction, qu’on note λz p.
Associons a` tout terme abstrait a` deux niveaux a un terme concret, note´
T (a) et de´fini par re´currence sur a ainsi :
T (x) = x ,
T (λx b) = λxT (b) ,
T (a1 a2) = T (a1)T (a2) ,
T (δr) = δr(pmax) ,
T (δv) = δv(pmax) .
Nous utiliserons par la suite quelques proprie´te´s concernant T sans les men-
tionner. Tout d’abord, T commute avec les substitutions : pour tous termes
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abstraits a1 et a2, et toute variable x, on a T (a1[a2/x]) = T (a1)[T (a2)/x].
Ensuite, l’image par T d’une valeur abstraite est une valeur concre`te, et
l’image d’un contexte de re´duction abstrait est un contexte de re´duction
concret.
Nous allons montrer par re´currence sur la preuve de a ⇓A u que
T (a) ⇓2 T (u) .
Examinons les diffe´rents cas pour la re`gle concluant la preuve de
a ⇓A u .
• [VAL]
La conclusion est l’axiome u ⇓A u. E´videmment, T (u), qui est une valeur,
s’e´value en T (u).
• [β+]
La preuve se termine par l’infe´rence suivante :
+ E[b[v/x]] ⇓A u
E[(λx b) v] ⇓A u
.
On de´duit de l’hypothe`se de re´currence que T (E[b[v/x]]) ⇓2 T (u). Par la
re`gle [β+], on de´duit que T (E[(λx b) v]) ⇓2 T (u).
• [PRIV/β+]
La preuve se termine par l’infe´rence suivante :
+ E[δr] ⇓A u
E[δv v] ⇓A u
.
On de´duit de l’hypothe`se de re´currence
T (E[δr]) ⇓2 T (u) ,
soit
T (E)[δr(pmax)] ⇓2 T (u) .
Ne´cessairement, ce jugement est de´duit par la re`gle [PRIV/CONV+] du
jugement
T (E)[δv(pmax)] ⇓2 T (u) .
Posons v′ = T2→1(T (v)).
Par la re`gle [PRIV/CONV+], on de´duit du jugement pre´ce´dent le jugement
T (E)[δr(p[v′/z])] ⇓2 T (u) ,
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puisque pmax v′, qui se re´duit en p[v′/z], s’e´value en pmax. Finalement, par
la re`gle [PRIV/β+], on obtient
T (E)[δv(pmax)T (v)] ⇓2 T (u) .
• [PRIV/CONV+]
La preuve se termine par l’infe´rence suivante :
+ E[δv] ⇓A u
E[δr] ⇓A u
.
On de´duit de l’hypothe`se de re´currence que T (E)[δv(pmax)] ⇓ T (u). Par la
re`gle [PRIV/CONV+], on obtient T (E)[δr(pmax)] ⇓ T (u).
x
Venons-en a` la divergence prive´e.
3.1.8 Proposition (
Interpre´tation abstraite :
Densite´ de la relation d’e´valuation abstraite -
Cas de la divergence prive´e
)
Soit a un programme abstrait a` deux niveaux divergent en prive´ :
a ⇓A δv(⊥) .
Alors il existe un programme concret a` deux niveaux c ayant pour interpre´-
tation abstraite a et divergent en prive´ :
c ⇓2 δv(⊥) (T2→A(c) = a) .
De´monstration
Soit pmin un programme divergent, par exemple le programme (λxxx) (λxxx).
Associons a` tout terme abstrait a un terme concret, note´ T (a) et de´fini par
re´currence sur a ainsi :
T (x) = x ,
T (λx b) = λxT (b) ,
T (f a) = T (f)T (a) ,
T (δr) = δr(pmin) ,
T (δv) = δv(λxpmin) .
Nous utiliserons par la suite quelques proprie´te´s concernant T , sans les men-
tionner. Tout d’abord, T commute avec les substitutions : pour tous termes
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abstraits a1 et a2, et toute variable x, on a T (a1[a2/x]) = T (a1)[T (a2)/x].
Ensuite, l’image par T d’une valeur abstraite est une valeur concre`te, et
l’image d’un contexte de re´duction abstrait est un contexte de re´duction
concret.
Nous allons montrer par re´currence sur la preuve de a ⇓A δv(⊥) que
T (a) ⇓2 δv(⊥) .
Examinons les diffe´rents cas pour la re`gle concluant la preuve de
a ⇓A δv(⊥) .
• [β+]
La preuve se termine par l’infe´rence suivante :
+ E[a[v/x]] ⇓A δv(⊥)
E[(λx a) v] ⇓A δv(⊥)
.
On de´duit de l’hypothe`se de re´currence que T (E[a[v/x]]) ⇓2 δv(⊥). Par la
re`gle [β+], on obtient T (E[(λx a) v]) ⇓2 δv(⊥).
• [PRIV/β+]
La preuve se termine par l’infe´rence suivante :
+ E[δr] ⇓A δv(⊥)
E[δv v] ⇓A δv(⊥)
.
On de´duit de l’hypothe`se de re´currence
T (E[δr]) ⇓2 δv(⊥) ,
soit
T (E)[δr(pmin)] ⇓2 δv(⊥) .
Par la re`gle [PRIV/β+], on obtient
T (E)[δv(λxpmin)T (v)] ⇓2 δv(⊥) ,
soit
T (E[δv v]) ⇓2 δv(⊥) .
• [PRIV/CONV+]
La preuve se termine par l’infe´rence suivante :
+ E[δv] ⇓A δv(⊥)
E[δr] ⇓A δv(⊥)
.
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Par la re`gle [PRIV/DIV], on a directement T (E)[δr(pmin)] ⇓2 δv(⊥), puisque
pmin diverge.
• [PRIV/DIV]
La preuve se termine par l’infe´rence suivante :
∅
E[δr] ⇓A δv(⊥)
Par la re`gle [PRIV/DIV], on a directement T (E)[δr(pmin)] ⇓2 δv(⊥), puisque
pmin diverge.
x
Terminons par la divergence publique.
3.1.9 Proposition (
Interpre´tation abstraite :
Densite´ de la relation d’e´valuation -
Cas de la divergence publique
)
Soit a un programme abstrait a` deux niveaux divergent publiquement :
a ⇓A ⊥ .
Alors il existe un programme concret a` deux niveaux c ayant pour interpre´-
tation abstraite a et divergent publiquement :
c ⇓2 ⊥ (T2→A(c) = a) .
De´monstration
On re´utilise la fonction T de´finie au de´but de la de´monstration de la propo-
sition 3.1.7 (p. 206), ve´rifiant
T (δr) = δr(pmax) ,
T (δv) = δv(pmax) .
On rappelle que pmax est le programme de´fini dans la de´monstration de la
proposition 2.2.5 (p. 144), qu’il ve´rifie
∀ v ∈ V . pmax v ⇓ pmax ,
et qu’il est e´gal a` une abstraction, qu’on note λz p.
Soit D l’ensemble des programmes abstraits divergents publiquement :
D
def
= {a ∈ Λ0A | a ⇓A ⊥} .
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Pour tout programme a de D, on va construire une preuve de
T (a) ⇓2 ⊥
en re´solvant un syste`me d’e´quations re´cursives, d’inconnues (Xa)a∈D, ce qui
permettra de conclure.
De´crivons les e´quations du syste`me, suivant les diffe´rentes de´compositions
possibles d’un programme deD, qui correspondent respectivement aux re`gles
d’infe´rence [β−], [PRIV/β−] et [PRIV/CONV–] :
XE[(λx a) v] =
− XE[a[v/x]]
T (E[(λx a) v]) ⇓2 ⊥
,
XE[δv v] =
− XE[δv]
T (E)[δr(p[T (v)/z])] ⇓2 ⊥
T (E)[δv(pmax)T (v)] ⇓2 ⊥
,
XE[δr(a)] =
− XE[δv(λx b)]
E[δr(a)] ⇓2 ⊥
(T2→1(a) ⇓ λx b) .
Ve´rifions que les e´quations sont bien forme´es. Elles ont toutes la forme
Xa =
− Xa′····
T (a) ⇓2 ⊥
.
Dans chaque cas, on peut constater que si a′ s’e´value en une valeur, il en
est de meˆme de a, soit en contraposant et en utilisant la proposition 3.1.5
(p. 203), si a appartient a` D, alors a′ aussi.
Enfin, ce syste`me d’e´quations est e´quivalent a` un syste`me quasi-uniforme et
compatible avec le syste`me d’infe´rence de´finissant l’e´valuation concre`te (cf.
tab.3.1 (p. 196)) : d’apre`s la proposition 1.2.4 (p. 75)), pour tout programme
a de D, la valeur de la solution en Xa est une preuve de T (a) ⇓2 ⊥.
x
Ainsi s’ache`ve la description de la correspondance entre le langage a` deux
niveaux et son interpre´tation abstraite. Comme l’interpre´tation conserve
l’e´valuation4, il apparaˆıt que cette correspondance est forte : comme le
de´voilent les trois dernie`res de´monstrations, elle repose sur la capacite´ de
4Au sens ou` la relation d’e´valuation est pre´serve´e par l’interpre´tation et dense pour
elle.
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l’e´valuation abstraite de simuler deux e´valuations concre`tes particulie`res,
celle du programme donnant lieu a` une observation maximale et celle d’un
programme divergent. C’est sur cette correspondance que nous nous fondons
pour l’e´tude de la confidentialite´.
3.1.2 Uniformite´, de´pendance, confidentialite´
Nous commenc¸ons par nous inte´resser a` la question de savoir si le re´-
sultat observable d’un programme de´pend de certains de ses sous-termes.
A` cette fin, nous mode´lisons un programme sous la forme d’un contexte
posse´dant des places, ou` se greffent les sous-termes en question : les places
rendent compte de la parame´trisation du programme. Par la suite, on appel-
lera un contexte servant a` une telle mode´lisation un programme parame´tre´,
et ses places, les parame`tres. Pour de´terminer si un programme parame´tre´
de´pend de ses parame`tres, il suffit de faire varier les termes remplac¸ant les
parame`tres et d’enregistrer les re´sultats d’exe´cution : si l’observation de ces
re´sultats re´ve`le des variations, c’est que le programme parame´tre´ de´pend
de ses parame`tres. Nous menons cette e´tude de la de´pendance en utilisant
le langage a` deux niveaux de´crit pre´ce´demment, le programme parame´tre´
correspondant au code public, les termes remplac¸ant les parame`tres au code
prive´ ; l’interpre´tation abstraite nous permet de de´finir abstraitement la pro-
prie´te´ de de´pendance. Finalement, nous appliquons les re´sultats obtenus a`
la question de la confidentialite´ lors de l’exe´cution de code mobile.
Conside´rons deux nouveaux ensembles de places, ( r−i)i>0 et ( v−j)j>0 ;
ces places seront appele´es des parame`tres. Dans un terme, un parame`tre
r−i peut eˆtre remplace´e par n’importe quel terme, alors qu’un parame`tre
v−j peut uniquement eˆtre remplace´ par une abstraction. On associe a` toute
expression C le terme parame´tre´ aux n parame`tres ( r−i)i∈{1,...,n} et aux p
parame`tres ( v−i)i∈{1,...,p}, note´ C[n,p] : c’est l’application qui a` tout n-uplet
de termes (e1, . . . , en) et tout p-uplet d’abstractions (f1, . . . , fp) associe le
terme obtenu par la greffe simultane´e dans C de ei en chaque occurrence de
r−i pour tout i et de fj en chaque occurrence de v−j pour tout j. Un terme
parame´tre´ est donc un contexte particulier, qui utilise comme places les
parame`tres et restreint les possibilite´s de remplacement des parame`tres. Un
programme parame´tre´ C[n,p] est un terme parame´tre´ clos (les parame`tres ne
comptant pas comme des variables libres) dont le domaine de de´finition est
restreint aux familles de termes ((ei)i, (fj)j) telles que C[(ei)i, (fj)j ] forme un
programme. Par la suite, on suppose toujours tacitement que les familles de
termes utilise´es avec un programme parame´tre´ appartiennent a` son domaine
de de´finition.
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Nous sommes maintenant en mesure de de´finir la proprie´te´ de de´pendance,
comme ne´gation d’une proprie´te´ d’uniformite´.
3.1.10 De´finition ( Programme parame´tre´ : Uniformite´ et de´pendance )
Soit C[n,p] un programme parame´tre´. On dit que le programme parame´tre´
C[n,p] est
– uniforme´ment convergent, ce qu’on note C[n,p] ⇓ [>], s’il converge
quels que soient les termes remplac¸ant ses parame`tres :
C[n,p] ⇓ [>] def⇔ ∀ (ei)i, (fj)j . ∃ v ∈ V . C[(ei)i, (fj)j ] ⇓ v ,
– uniforme´ment divergent, ce qu’on note C[n,p] ⇓ [⊥], s’il diverge quels
que soient les termes remplac¸ant ses parame`tres :
C[n,p] ⇓ [⊥] def⇔ ∀ (ei)i, (fj)j . C[(ei)i, (fj)j ] ⇓ ⊥ .
On dit que le programme parame´tre´ C[n,p] de´pend de ses parame`tres, ce qu’on
note C[n,p] ⇓ [∆], s’il n’est ni uniforme´ment convergent, ni uniforme´ment
divergent :
C[n,p] ⇓ [∆] def⇔
( ∃ (ei)i, (fj)j , (e′i)i, (f ′j)j , v ∈ V .
C[(ei)i, (fj)j ] ⇓ ⊥ ∧ C[(e′i)i, (f ′j)j ] ⇓ v
)
.
Bien noter que les trois proprie´te´s s’excluent mutuellement et couvrent l’en-
semble des possibilite´s.
Il est simple de traduire tout terme parame´tre´ en un terme parame´tre´ a`
deux niveaux, les parame`tres formant le code prive´, le reste le code public.
Pre´cise´ment, a` tout terme parame´tre´ C[n,p] associons l’expression a` deux
niveaux T1→2(C), de´finie par :
T1→2(C)
def
= C[(δr( r−i))i, (δv( v−j))j ] ,
puis le terme parame´tre´ a` deux niveaux T1→2(C)[n,p].
Le lemme de l’effacement montre que cette traduction est comple`tement
ade´quate pour la convergence et la divergence, d’ou` son utilite´.
3.1.11 Lemme (
Traduction a` deux niveaux : Ade´quation comple`te
pour la convergence et la divergence
)
Soient C[n,p] un programme parame´tre´, (e1, . . . , en) un n-uplet de termes et
(f1, . . . , fp) un p-uplet d’abstractions. Alors on a les e´quivalences suivantes :
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– C[(ei)i, (fj)j ] converge si et seulement si T1→2(C)[(ei)i, (fj)j ] con-
verge :
(∃ v ∈ V . C[(ei)i, (fj)j ] ⇓ v)⇔
( ∃w ∈ V2 .
T1→2(C)[(ei)i, (fj)j ] ⇓2 w
)
,
– C[(ei)i, (fj)j ] diverge si et seulement si T1→2(C)[(ei)i, (fj)j ] diverge :
(C[(ei)i, (fj)j ] ⇓ ⊥)⇔
 T1→2(C)[(ei)i, (fj)j ] ⇓2 ⊥∨
T1→2(C)[(ei)i, (fj)j ] ⇓2 δv(⊥)
 .
De´monstration
C[(ei)i, (fj)j ] s’e´value en un unique re´sultat ρ1 ;T1→2(C)[(ei)i, (fj)j ] s’e´value
en un unique re´sultat ρ2. Par la proposition 3.1.1 (p. 195), on a T2→1(ρ2) =
ρ1. Ainsi, si ρ2 est une valeur, alors ρ1 aussi, et si ρ2 est e´gal a` ⊥ ou δv(⊥),
alors ρ1 vaut ⊥. On peut donc conclure.
x
Adaptons les de´finitions de l’uniformite´ et de la de´pendance au langage a`
deux niveaux. Soit C[n,p] un programme parame´tre´. On dit que sa traduction
a` deux niveaux T1→2(C)[n,p] est
– uniforme´ment convergente, ce qu’on note T1→2(C)[n,p] ⇓2 [>], si elle
converge quels que soient les termes remplac¸ant ses parame`tres :
T1→2(C)[n,p] ⇓2 [>]
def⇔
( ∀ (ei)i, (fj)j .
∃ v ∈ V2 . T1→2(C)[(ei)i, (fj)j ] ⇓2 v
)
,
– uniforme´ment divergente, ce qu’on note T1→2(C)[n,p] ⇓2 [⊥], si elle
diverge quels que soient les termes remplac¸ant ses parame`tres :
T1→2(C)[n,p] ⇓2 [⊥]
def⇔
 ∀ (ei)i, (fj)j .T1→2(C)[(ei)i, (fj)j ] ⇓2 ⊥
∨T1→2(C)[(ei)i, (fj)j ] ⇓2 δv(⊥)
 .
On dit que le programme parame´tre´ a` deux niveaux T1→2(C)[n,p] de´pend de
ses parame`tres, ce qu’on noteT1→2(C)[n,p] ⇓2 [∆], s’il n’est ni uniforme´ment
convergent, ni uniforme´ment divergent :
T1→2(C)[n,p] ⇓2 [∆]
def⇔

∃ (ei)i, (fj)j , (e′i)i, (f ′j)j . ∃ v ∈ V2 .(
T1→2(C)[(ei)i, (fj)j ] ⇓2 δv(⊥)
∨T1→2(C)[(ei)i, (fj)j ] ⇓2 ⊥
)
∧ (T1→2(C)[(e′i)i, (f ′j)j ] ⇓2 v)
 ,
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ce qui est e´quivalent a`
T1→2(C)[n,p] ⇓2 [∆]
def⇔
 ∃ (ei)i, (fj)j , (e′i)i, (f ′j)j . ∃ v ∈ V2 .(T1→2(C)[(ei)i, (fj)j ] ⇓2 δv(⊥))
∧ (T1→2(C)[(e′i)i, (f ′j)j ] ⇓2 v)
 .
En effet, s’il existe des familles (ei)i, (fj)j , (e′i)i et (f
′
j)j , et une valeur a`
deux niveaux v telles que
(T1→2(C)[(ei)i, (fj)j ] ⇓2 ⊥) ∧ (T1→2(C)[(e′i)i, (f ′j)j ] ⇓2 v) ,
alors de la pre´servation de l’e´valuation par l’interpre´tation abstraite (cf.
prop. 3.1.6 (p. 205)), on de´duit T2→A(T1→2(C)[(ei)i, (fj)j ]) ⇓A T2→A(v) et
T2→A(T1→2(C)[(e′i)i, (f
′
j)j ]) ⇓A ⊥ ; comme T2→A(T1→2(C)[(ei)i, (fj)j ]) =
T2→A(T1→2(C)[(e′i)i, (f
′
j)j ]), on obtient une contradiction d’apre`s la propo-
sition 3.1.5 (p. 203).
Bien noter la` encore que les trois proprie´te´s pre´ce´dentes s’excluent mutuel-
lement et couvrent l’ensemble des possibilite´s.
La proposition suivante montre que la traduction a` deux niveaux est com-
ple`tement ade´quate pour les proprie´te´s d’uniformite´ et de de´pendance.
3.1.12 Proposition (
Traduction a` deux niveaux : Ade´quation comple`te
pour l’uniformite´ et la de´pendance
)
Soit C[n,p] un programme parame´tre´. Alors :
– le contexte C[n,p] converge uniforme´ment si et seulement si sa traduc-
tion a` deux niveaux T1→2(C)[n,p] converge uniforme´ment :
C[n,p] ⇓ [>]⇔ T1→2(C)[n,p] ⇓2 [>] ,
– le contexte C[n,p] diverge uniforme´ment si et seulement si sa traduction
a` deux niveaux T1→2(C)[n,p] diverge uniforme´ment :
C[n,p] ⇓ [⊥]⇔ T1→2(C)[n,p] ⇓2 [⊥] ,
– le contexte C[n,p] de´pend de ses sous-termes si et seulement si sa tra-
duction a` deux niveaux T1→2(C)[n,p] de´pend de ses sous-termes :
C[n,p] ⇓ [∆]⇔ T1→2(C)[n,p] ⇓2 [∆] .
De´monstration
Cette proposition de´coule directement de l’ade´quation comple`te pour la
convergence et la divergence, de´montre´es dans le lemme 3.1.11 (p. 214).
x
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Nous allons maintenant donner une de´finition e´quivalente des proprie´te´s
d’uniformite´ et de de´pendance en utilisant l’interpre´tation abstraite du lan-
gage a` deux niveaux. Elle permet d’e´viter le remplacement des parame`tres
par tous les termes possibles, puisque l’interpre´tation abstraite oublie le code
prive´.
Commenc¸ons par traduire un terme parame´tre´ en un terme abstrait a` deux
niveaux, comme pre´ce´demment nous l’avons traduit en un terme concret.
Pre´cise´ment, a` tout terme parame´tre´ C[n,p] associons le terme abstrait a`
deux niveaux T1→A(C), de´fini par :
T1→A(C)
def
= C[(δr)i, (δv)j ] .
On remarque que pour tout programme parame´tre´ C[n,p], on a :
T1→A(C) = T2→A(T1→2(C)) ,
et que pour tout n-uplet de termes (e1, . . . , en) et tout p-uplet d’abstractions
(f1, . . . , fp), on a :
T1→A(C) = T2→A(T1→2(C)[(ei)i, (fj)j ]) .
Graˆce a` l’e´troite correspondance entre le langage a` deux niveaux et son
interpre´tation abstraite, il est possible de de´finir les proprie´te´s d’uniformite´
et d’inde´pendance en utilisant la traduction abstraite.
3.1.13 The´ore`me (
Traduction abstraite : Ade´quation comple`te
pour l’uniformite´ et la de´pendance
)
Soit C[n,p] un programme parame´tre´. Alors :
– le programme parame´tre´ C[n,p] est uniforme´ment convergent si et seule-
ment si sa traduction abstraite a` deux niveaux T1→A(C) est unifor-
me´ment convergente :
C[n,p] ⇓ [>]⇔ T1→A(C) ⇓A [>] ,
– le programme parame´tre´ C[n,p] est uniforme´ment divergent si et seule-
ment si sa traduction abstraite a` deux niveaux T1→A(C) est unifor-
me´ment divergente :
C[n,p] ⇓ [⊥]⇔ T1→A(C) ⇓A [⊥] ,
– le programme parame´tre´ C[n,p] de´pend de ses parame`tres si et seule-
ment si sa traduction abstraite a` deux niveaux T1→A(C) de´pend de
δr :
C[n,p] ⇓ [∆]⇔ T1→A(C) ⇓A [∆] .
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De´monstration
Conside´rons un programme parame´tre´ C[n,p]. Du fait de l’e´quivalence e´ta-
blie par la proposition 3.1.12 (p. 216), il suffit de montrer que pour tout d
appartenant a` {⊥,>,∆}, on a
T1→2(C)[n,p] ⇓2 [d]⇔ T1→A(C) ⇓A [d] .
• T1→2(C)[n,p] ⇓2 [>]⇒ T1→A(C) ⇓A [>]
Supposons T1→2(C)[n,p] ⇓2 [>].
Si T1→A(C) diverge, c’est-a`-dire si T1→A(C) ⇓A ⊥ ou T1→A(C) ⇓A δv(⊥),
alors par densite´ (cf. prop. 3.1.8 (p. 209) et 3.1.9 (p. 211)), il existe un n-
uplet de termes (ei)i et un p-uplet d’abstractions (fj)j tels que le programme
concret a` deux niveaux T1→2(C)[(ei)i, (fj)j ] diverge, contradiction.
Finalement, on a bien T1→A(C) ⇓A [>].
• T1→A(C) ⇓A [>]⇒ T1→2(C)[n,p] ⇓2 [>]
Supposons T1→A(C) ⇓A [>].
Soient (ei)i un n-uplet de termes et (fj)j un p-uplet d’abstractions.
Si T1→2(C)[(ei)i, (fj)j ] diverge, par pre´servation de l’e´valuation (cf. prop.
3.1.6 (p. 205)), il en est de meˆme de T1→A(C), contradiction.
Finalement, T1→2(C)[(ei)i, (fj)j ] converge.
• T1→2(C)[n,p] ⇓2 [⊥]⇒ T1→A(C) ⇓A [⊥]
Supposons T1→2(C)[n,p] ⇓2 [⊥].
Si T1→A(C) converge vers une valeur, alors par densite´ (cf. prop. 3.1.7
(p. 206)), il existe un n-uplet de termes (ei)i et un p-uplet d’abstractions
(fj)j tels que le programme concret a` deux niveaux T1→2(C)[(ei)i, (fj)j ]
converge, contradiction.
Finalement, on a bien T1→A(C) ⇓A [⊥].
• T1→A(C) ⇓A [⊥]⇒ T1→2(C)[n,p] ⇓2 [⊥]
Supposons T1→A(C) ⇓A [⊥].
Soient (ei)i un n-uplet de termes et (fj)j un p-uplet d’abstractions.
Si T1→2(C)[(ei)i, (fj)j ] converge vers une valeur, par pre´servation de l’e´va-
luation (cf. prop. 3.1.6 (p. 205)), il en est de meˆme de T1→A(C), contradic-
tion. Finalement, T1→2(C)[(ei)i, (fj)j ] diverge.
• T1→2(C)[n,p] ⇓2 [∆]⇔ T1→A(C) ⇓A [∆]
Il suffit d’utiliser les deux e´quivalences pre´ce´dentes et de se rappeler que
T1→2(C)[n,p] ⇓2 [∆] est la ne´gation de la disjonction de T1→2(C)[n,p] ⇓2 [>]
et de T1→2(C)[n,p] ⇓2 [⊥], tout comme T1→2(C)[n,p] ⇓A [∆] est la ne´gation
de la disjonction de T1→2(C)[n,p] ⇓A [>] et de T1→2(C)[n,p] ⇓A [⊥].
x
Nous allons maintenant appliquer cette de´finition abstraite de l’unifor-
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mite´ et de la de´pendance au proble`me de la confidentialite´ pour le code
mobile.
Rappelons que nous mode´lisons le code mobile par un programme mobile,
pre´cise´ment une abstraction dont la variable repre´sente l’environnement, et
l’environnement local par un programme local. Pour rendre compte des flux
d’informations, on suppose que le programme local est parame´tre´, le terme
remplac¸ant ce parame`tre repre´sentant une ressource dont le contenu doit
rester confidentiel. Introduisons les notations correspondantes :
– λxM[x] est le programme mobile, M e´tant un programme parame´tre´
posse´dant un unique parame`tre, a` remplacer par l’environnement,
– L[ ] est le programme local, programme parame´tre´ posse´dant un unique
parame`tre, a` remplacer par la ressource a` prote´ger.
E´tant donne´ un terme δ repre´sentant la ressource a` prote´ger, l’exe´cution
du code mobile dans l’environnement local se mode´lise par l’exe´cution du
programme
(λxM[x]) L[δ] .
Comme nous l’avons vu en introduction (cf. p. 12), la proprie´te´ de confiden-
tialite´ exprime que pour tout code mobile, le re´sultat observable du code
mobile dans l’environnement local ne de´pend pas du parame`tre local. Rap-
pelons qu’on observe du re´sultat sa divergence ou sa convergence.
3.1.14 De´finition (Environnement : Confidentialite´)
L’environnement L[ ] garantit la confidentialite´ de la ressource si pour tout
code mobile M, pour tout couple de termes (δ1, δ2), on a l’e´quivalence sui-
vante :
le programme (λxM[x]) L[δ1] converge si et seulement si le pro-
gramme (λxM[x]) L[δ2] converge.
La proposition suivante donne une de´finition e´quivalente.
3.1.15 Proposition (Confidentialite´ et e´quivalence contextuelle)
L’environnement L[ ] garantit la confidentialite´ de la ressource si et seule-
ment si pour tout couple de termes (δ1, δ2), le programme local L[δ1] est
e´quivalent contextuellement au programme local L[δ2].
De´monstration
La condition donne´e est e´videmment suffisante. Montrons qu’elle est ne´ces-
saire.
Supposons que l’environnement L[ ] garantisse la confidentialite´ de la res-
source. Soit (δ1, δ2) un couple de termes. De l’hypothe`se, on de´duit facile-
ment que L[δ1] diverge si et seulement si L[δ2] diverge.
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Distinguons deux cas, suivant que L[δ1] diverge ou non.
• L[δ1] diverge
L[δ2] diverge e´galement et on a L[δ1] =C L[δ2].
• L[δ1] converge
L[δ2] converge e´galement. Soit C[ ] un contexte. Comme (λxC[x]) L[δ1] se
re´duit en C[L[δ1]], et (λxC[x]) L[δ2] en C[L[δ2]], de l’hypothe`se, on obtient
que C[L[δ1]] converge si et seulement si C[L[δ2]] converge, d’ou` l’e´quivalence
contextuelle.
x
En utilisant la se´mantique observationnelle, la proprie´te´ de confidentialite´
devient e´quivalente a` :
pour tout couple de termes (δ1, δ2), l’observation du programme
local L[δ1] est e´gale a` celle du programme local L[δ2].
C’est cette dernie`re formulation qui nous ame`ne a` de´finir l’observation d’un
programme abstrait. Comme l’observation d’un programme concret, cette
observation peut eˆtre repre´sente´e par un arbre, dit observationnel abstrait .
Ces arbres observationnels sont les termes respectant la signature concre`te
suivante. Une seule sorte est utilise´e, note´e o ; l’ensemble des e´tiquettes est
e´gal a` la paire {⊥,>,∆}, ⊥ repre´sentant la divergence uniforme, > la conver-
gence uniforme, ∆ la de´pendance relativement a` δr (soit la convergence et la
divergence en prive´) ; l’ensemble des positions est engendre´ par l’ensemble
des valeurs V. Les e´tiquettes ont le profil suivant :
⊥ : ()→ o ,
> : oV → o ,
∆ : ()→ o .
Voyons comment associer a` un programme abstrait5 un arbre observationnel
abstrait.
3.1.16 De´finition et proposition (Observation d’un programme abstrait)
Il existe une unique application associant a` tout programme abstrait a` deux
niveaux a, un arbre observationnel abstrait, note´ Obs0A(a) et ve´rifiant :
(i) si a ⇓A [⊥] , alors Obs0A(a) = ⊥ ,
(ii) si a ⇓A [>] , alors Obs0A(a) = >(Obs0A(a v))v∈V ,
(iii) si a ⇓A [∆] , alors Obs0A(a) = ∆ .
5Comme dans le cas concret, on aurait pu e´videmment conside´rer plus ge´ne´ralement les
termes abstraits : c’est cependant inutile ici compte tenu de l’application que nous avons
en vue.
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L’arbre observationnel abstrait Obs0A(a) est appele´ l’observation abstraite de
a.
De´monstration
Les e´quations pre´ce´dentes permettent de de´finir un syste`me garde´ d’e´qua-
tions re´cursives, d’ou` l’existence et l’unicite´ de l’application de´finissant l’ob-
servation abstraite.
x
Il est possible d’e´tendre la notion d’uniformite´ aux observations : l’observa-
tion d’un programme parame´tre´ est uniforme si elle ne de´pend pas de ses
parame`tres. Le lemme suivant permet de de´finir l’uniformite´ observationnelle
a` partir de l’observation abstraite.
3.1.17 Lemme (
Traduction abstraite : Ade´quation comple`te
pour l’uniformite´ observationnelle
)
Soient C[n,p] un programme parame´tre´ et A un arbre observationnel concret6.
Alors l’observation abstraite de T1→A(C) est e´gale a` A si et seulement
si pour tout n-uplet de termes (e1, . . . , en) et tout p-uplet d’abstractions
(f1, . . . , fp), l’observation de C[(ei)i, (fj)j ] est e´gale a` A :
(Obs0A(T1→A(C)) = A)⇔ (∀ (ei)i, (fj)j . Obs0(C[(ei)i, (fj)j ]) = A) .
De´monstration
• ∀A,C[n,p] .
(
(∀ (ei)i, (fj)j . Obs0(C[(ei)i, (fj)j ]) = A)⇒
(Obs0A(T1→A(C)) = A)
)
Soit D l’ensemble des couples (C[n,p], A), ou` C[n,p] est un programme para-
me´tre´ et A un arbre observationnel concret, ve´rifiant :
∀ (ei)i, (fj)j . Obs0(C[(ei)i, (fj)j ]) = A .
Pour tout couple (C[n,p], A) de D, on construit une preuve de l’e´galite´ entre
Obs0A(T1→A(C)) et A, en re´solvant un syste`me d’e´quations re´cursives, d’in-
connues (Xd)d∈D. Si (C[n,p], A) appartient a` D, l’e´quation associe´e est de´finie
ainsi :
X(C[n,p],A) =

∅
(Obs0A(T1→A(C)), A)
si A = ⊥ ,
(X((C v)[n,p],Av))v∈V
(Obs0A(T1→A(C)), A)
si A = >(Av)v∈V .
6Ses seules e´tiquettes sont donc ⊥ et >.
222 Chapitre 3. Deux analyses de l’environnement local
Il est facile de ve´rifier que dans le second cas, pour toute valeur v, le couple
((C v)[n,p], Av) appartient a` D.
Montrons que ce syste`me quasi-uniforme est compatible avec le syste`me d’in-
fe´rence de´finissant l’e´galite´ entre arbres observationnels.
Dans le premier cas, ou` A = ⊥, le programme parame´tre´ est uniforme´ment
divergent, d’ou` par le the´ore`me 3.1.13 (p. 217), T1→A(C) ⇓A [⊥], puis
Obs0A(T1→A(C)) = ⊥. On obtient ainsi un axiome du syste`me d’infe´rence.
Dans le second cas, ou` A = >(Av)v∈V, le programme parame´tre´ est unifor-
me´ment convergent, d’ou` par le the´ore`me 3.1.13 (p. 217), T1→A(C) ⇓A [>],
puis Obs0A(T1→A(C)) = >(Obs0A(T1→A(C) v))v∈V. Comme T1→A(C) v =
T1→A(C v), la re`gle (
(Obs0A(T1→A(C v)), Av)
)
v∈V
(Obs0A(T1→A(C)), A)
appartient bien au syste`me d’infe´rence de´finissant l’e´galite´ entre arbres ob-
servationnels.
Finalement, d’apre`s la proposition 1.2.3 (p. 73), pour tout couple (C[n,p], A)
de D, la valeur de la solution en X(C[n,p],A) est une preuve de l’e´galite´ entre
Obs0A(T1→A(C)) et A.
• ∀A,C[n,p] .
(
(Obs0A(T1→A(C)) = A)⇒
(∀ (ei)i, (fj)j . Obs0(C[(ei)i, (fj)j ]) = A)
)
Soit D l’ensemble des couples (C[n,p], A), ou` C[n,p] est un programme para-
me´tre´ et A un arbre observationnel concret, ve´rifiant :
Obs0A(T1→A(C)) = A .
Soient (ei)i un n-uplet de termes et (fj)j un p-uplet d’abstractions.
Pour tout couple (C[n,p], A) de D, on construit une preuve de l’e´galite´ entre
Obs0(C[(ei)i, (fj)j ]) et A, en re´solvant un syste`me d’e´quations re´cursives,
d’inconnues (Xd)d∈D. Si (C[n,p], A) appartient a` D, l’e´quation associe´e est
de´finie ainsi :
X(C[n,p],A) =

∅
(Obs0(C[(ei)i, (fj)j ]), A)
si A = ⊥ ,
(X((C v)[n,p],Av))v∈V
(Obs0(C[(ei)i, (fj)j ]), A)
si A = >(Av)v∈V .
Il est facile de ve´rifier que dans le second cas, pour toute valeur v, le couple
((C v)[n,p], Av) appartient a` D.
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Montrons que ce syste`me quasi-uniforme est compatible avec le syste`me d’in-
fe´rence de´finissant l’e´galite´ entre arbres observationnels.
Dans le premier cas, ou` A = ⊥, le programme abstrait a` deux niveaux
T1→A(C) diverge uniforme´ment, d’ou` par le the´ore`me 3.1.13 (p. 217), le
programme C[(ei)i, (fj)j ] diverge, puis Obs0(C[(ei)i, (fj)j ]) = ⊥. On ob-
tient ainsi un axiome du syste`me d’infe´rence.
Dans le second cas, ou` A = >(Av)v∈V, le programme abstrait a` deux niveaux
T1→A(C) converge uniforme´ment, d’ou` par le the´ore`me 3.1.13 (p. 217), le
programme C[(ei)i, (fj)j ] converge, ce qui donne pour son observation l’e´ga-
lite´ Obs0(C[(ei)i, (fj)j ]) = >(Obs0(C[(ei)i, (fj)j ] v))v∈V.
Comme C[(ei)i, (fj)j ] v est e´gal a` (C v)[(ei)i, (fj)j ], la re`gle(
(Obs0((C v)[(ei)i, (fj)j ]), Av)
)
v∈V
(Obs0(C[(ei)i, (fj)j ]), A)
appartient bien au syste`me d’infe´rence de´finissant l’e´galite´ entre arbres ob-
servationnels.
Finalement, d’apre`s la proposition 1.2.3 (p. 73), pour tout couple (C[n,p], A)
de D, la valeur de la solution en X(C[n,p],A) est une preuve de l’e´galite´ entre
Obs0(C[(ei)i, (fj)j ]) et A.
x
Nous sommes maintenant en mesure de caracte´riser exactement les environ-
nements garantissant la confidentialite´ a` l’aide de l’observation abstraite.
3.1.18 The´ore`me (
Environnement : Crite`re abstrait
de confidentialite´
)
L’environnement L[ ] garantit la confidentialite´ de la ressource si et seule-
ment si l’observation abstraite de L[δr] ne fait pas apparaˆıtre ∆, soit si et
seulement si
∀V ∈ V∗ . Obs0A(L[δr])(V ) 6= ∆ .
De´monstration
Conside´rons la proposition exprimant que l’environnement L[ ] garantit la
confidentialite´ de la ressource. Elle est successivement e´quivalente a` :
∀ (δ1, δ2) . L[δ1] =C L[δ2] ,
∀ (δ1, δ2) . Obs0(L[δ1]) = Obs0(L[δ2]) ,
∀V ∈ V∗ . Obs0A(L[δr])(V ) 6= ∆ (lem. 3.1.17) .
x
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Ici s’ache`ve notre analyse des flux d’informations, pre´cise´ment de la confi-
dentialite´ des ressources. Il a donc e´te´ montre´ qu’une analyse de l’environ-
nement suffit pour de´terminer s’il garantit la confidentialite´ des ressources
qu’il prote`ge, et de plus que cette analyse peut eˆtre mene´e abstraitement,
sans aucune approximation. Le crite`re abstrait obtenu n’est e´videmment
pas de´cidable. S’il l’e´tait, le proble`me de la la terminaison le serait pour le
λ-calcul paresseux. En effet, conside´rons un programme e et appliquons la
proce´dure de de´cision suppose´e a` (λx δr) e. On constate que e termine si et
seulement si l’observation abstraite de δr e fait apparaˆıtre ∆.
3.2 Un crite`re de confinement
Nous nous inte´ressons maintenant au confinement. Nous allons enrichir
notre langage par des re´fe´rences, permettant de manipuler des objets en me´-
moire. Nous de´finissons la syntaxe de ce langage, son syste`me de types et
sa se´mantique ope´rationnelle, a` partir d’une relation de re´duction. Vient en-
suite son annotation. La se´mantique ope´rationnelle du langage annote´ vise a`
pre´server l’origine des ope´rateurs. C’est cette pre´servation qui permet de de´-
finir la frontie`re entre le code mobile et le code local. L’e´tude du confinement
est mene´e apre`s l’e´tude de la frontie`re. Enfin, nous proposons une solution
pour controˆler les acce`s, fonde´e sur le controˆle de l’usage et le confinement
des ressources dans le code local.
3.2.1 Manipuler des objets en me´moire
Comme annonce´, on ajoute au λ-calcul quelques primitives permettant
de manipuler des objets en me´moire, et de´crites ici a` partir de leurs re`gles
de typage :
– unit : Unit : unique valeur du type singleton Unit, appele´e l’unite´,
–
e : A
ref(e) : Ref(A)
: ope´rateur permettant la cre´ation d’une nouvelle re´-
fe´rence, ayant pour contenu initial le re´sultat de l’e´valuation de e,
– lA : Ref(A) : une re´fe´rence lA est identifie´e par son identificateur l et
a pour contenu une valeur de type A ;
–
e1 : Ref(A) e2 : A
set(e1, e2) : Unit
: ope´rateur permettant d’affecter e2 au contenu
de la re´fe´rence e1, et renvoyant la valeur unit,
–
e : Ref(A)
get(e) : A
: ope´rateur permettant de lire le contenu de la re´fe´rence e.
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a ::= x (variable)
| λx : A. a (abstraction)
| a a (application)
| unit (unite´)
| lA (re´fe´rence)
| ref(a) (cre´ation de re´fe´rence)
| get(a) (lecture)
| set(a, a) (e´criture)
A ::= Unit (type singleton)
| A→ A (type fonctionnel)
| Ref(A) (type des re´fe´rences)
Tab. 3.5 – Syntaxe du langage avec re´fe´rences
Le langage est engendre´ par la grammaire de´crite dans la table 3.5. Il utilise
une notation a` la Church7. On note FV(a) l’ensemble des variables libres
de a et Ref(a) l’ensemble des re´fe´rences ayant une occurrence dans a. Un
terme clos est un terme sans variable libre, un programme est un terme clos
ne posse´dant pas de re´fe´rences :
a terme clos
def⇔ FV(a) = ∅ ,
a programme
def⇔ FV(a) = ∅ ∧Ref(a) = ∅ .
On impose une condition de bonne formation aux termes : pour tout terme
a, il est suppose´ que la famille (l)lA∈Ref(a) est injective, autrement dit il
est suppose´ que les re´fe´rences d’un terme peuvent eˆtre identifie´es par leur
identificateur. Par la suite, nous n’utilisons que des termes ve´rifiant cette
condition et omettons de ve´rifier la pre´servation de cette condition, toujours
e´vidente.
Le syste`me de types de ce langage est de´crit par la table 3.6. Il permet de
7Dans cette notation, la variable lie´e par une abstraction rec¸oit explicitement un type :
cette notation s’oppose a` celle de Curry, ou` le type est absent ; dans le cas de la notation
de Church, chaque terme posse`de un type unique, alors que dans celle de Curry, il en
posse`de un principal, les autres s’obtenant en remplac¸ant les variables de types par des
types quelconques.
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∅
[intro-Var]
Γ ` x : Γ(x) (x ∈ domΓ)
Γ.(x : A) ` a : B
[intro-→ ]
Γ ` λx : A. a : A→ B
Γ ` f : A→ B Γ ` a : A
[e´lim-→ ]
Γ ` f a : B
∅
[intro-Unit]
Γ ` unit : Unit
∅
[intro-Ref/loc]
Γ ` lA : Ref(A)
Γ ` a : A
[intro-Ref/new]
Γ ` ref(a) : Ref(A)
Γ ` a : Ref(A)
[e´lim-Ref/ !]
Γ ` get(a) : A
Γ ` a1 : Ref(A) Γ ` a2 : A
[e´lim-Ref/ ?]
Γ ` set(a1, a2) : Unit
Tab. 3.6 – Syste`me de types du langage avec re´fe´rences
de´finir inductivement l’ensemble des jugements de typage valides, un juge-
ment de typage e´tant de la forme Γ ` a : A, ou` Γ est un environnement de
typage, a est un terme et A un type, ces derniers respectivement sujet et ob-
jet du jugement « a pour type »dans l’environnement Γ. Un environnement
de typage sert au typage des variables libres ; c’est donc une fonction de l’en-
semble des variables dans l’ensemble des types. Comme les re´fe´rences sont
e´tiquete´es par le type de leur contenu, il est inutile d’utiliser un environne-
ment de typage pour les re´fe´rences. Donnons quelques proprie´te´s classiques
(parce qu’indispensables) du syste`me de types.
3.2.1 Proposition (Proprie´te´s du syste`me de types)
Soit Γ un environnement de typage. Conside´rons un terme a de type A dans
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l’environnement Γ :
Γ ` a : A .
Lemme d’affaiblissement
Conside´rons un environnement Γ′ prolongeant Γ. Alors le jugement de typage
Γ′ ` a : A est valide.
Lemme de la base
Conside´rons l’environnement Γ|FV(a) obtenu en restreignant Γ aux variables
libres de a. Alors le jugement de typage Γ|FV(a) ` a : A est valide.
Unicite´ du type
Pour tout type B, si Γ ` a : B est valide, alors A = B.
De´monstration
• Affaiblissement
Imme´diat, par re´currence structurelle sur la preuve de Γ ` a : A.
• Base
On proce`de par re´currence structurelle sur la preuve de Γ ` a : A. Le seul
cas inte´ressant concerne les abstractions.
Supposons Γ ` λx : A. b : A → B. Ce jugement se de´duit de Γ.(x : A) `
b : B, et par hypothe`se de re´currence, on a (Γ.(x : A))|FV(b) ` b : B.
Si x est une variable libre de b, on (Γ.(x : A))|FV(b) = Γ|FV(a).(x : A),
sinon, (Γ.(x : A))|FV(b) = Γ|FV(a). Dans tous les cas, en utilisant le lemme
d’affaiblissement, on a Γ|FV(a).(x : A) ` b : B, d’ou` on de´duit Γ|FV(a) `
λx : A. b : A→ B.
• Unicite´
Imme´diat, par re´currence structurelle sur la preuve de Γ ` a : A.
x
Le lemme de la base et l’unicite´ permettent de de´finir le type d’un terme clos
type´ sans ambigu¨ıte´. Par la suite, on utilisera de telles proprie´te´s e´videntes
sans rappeler cette proposition.
La se´mantique ope´rationnelle du langage avec re´fe´rences se de´finit a` partir
d’une relation de re´duction. Donnons les de´finitions habituelles indispen-
sables a` cette de´finition.
Une substitution se de´finit comme d’habitude, en ajoutant cependant une
contrainte de typage. Pre´cise´ment, une substitution est un couple (Γ, σ)
forme´ d’un environnement de typage Γ et d’une fonction σ de l’ensemble
des variables dans l’ensemble des termes ve´rifiant :
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– domΓ = domσ,
– pour toute variable x du domaine de σ, le terme σ(x) a pour type Γ(x)
dans l’environnement Γ.
A` tout terme e admettant un type dans l’environnement Γ, on associe un
terme, note´ e[σ] ou e[(σ(x)/x)x∈domσ], de´fini comme d’habitude en rempla-
c¸ant chaque variable libre de e appartenant au domaine de σ par son image
par σ, et en e´vitant la capture des variables libres de cette dernie`re par les
lieurs de e. Comme dans ces dernie`res notations, on omettra ge´ne´ralement
de pre´ciser l’environnement lors de l’utilisation d’une substitution : c’est
qu’il pourra se de´duire du contexte sans ambigu¨ıte´. Comme le montre la
proposition suivante, une substitution pre´serve le type.
3.2.2 Proposition (Lemme des substitutions)
Soit (Γ, σ) une substitution. Conside´rons un terme a de type A dans l’en-
vironnement Γ et une variable x du domaine de Γ. Si le terme b a pour
type Γ(x) dans l’environnement Γ, alors le terme a[b/x] a pour type A dans
l’environnement Γ :
Γ ` a : A Γ ` b : Γ(x)
a[b/x] : A
(x ∈ domΓ) .
De´monstration
On proce`de par re´currence structurelle sur la preuve de Γ ` a : A. C’est
sans difficulte´.
x
On doit pouvoir de´composer un terme clos en ou bien une valeur, ou bien
un radical dans un contexte de re´duction.
Une valeur est ou bien une abstraction close, ou bien la valeur unite´, ou bien
une re´fe´rence, ce qu’on re´sume ainsi :
v ::= λx : A. e | unit | lA ,
ou` FV(λx : A. e) = ∅.
Un radical est ou bien l’application d’une abstraction close a` une valeur, ou
bien la cre´ation d’une re´fe´rence, ou bien la lecture d’une re´fe´rence, ou encore
l’e´criture d’une re´fe´rence, ce qui donne :
r ::= (λx : A. e) v | ref(v) | get(lA) | set(lA, v) .
Un contexte de re´duction se construit autour de la place8 − de la manie`re
suivante :
E ::= − | E e | v E | ref(E) | get(E) | set(E, e) | set(v,E) ,
8On rappelle que la place est une variable particulie`re, re´serve´e a` ce seul usage.
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ou` FV(e) = ∅. Si E est un contexte de re´duction et e un terme, on note
E[e] la greffe9 de e en la place −.
Un terme clos type´ peut eˆtre de´compose´ d’une unique manie`re, comme l’in-
dique la proposition suivante.
3.2.3 Proposition (Lemme de la de´composition)
Soit a un terme clos de type A.
Alors a n’est pas une valeur si et seulement s’il existe un contexte de re´duc-
tion E et un radical r tels que a est e´gal a` E[r].
Dans ce cas, la de´composition en E[r] est unique, le radical r est type´ et le
contexte de re´duction E a pour type A, si on attribue a` la place − le type
de r.
De´monstration
On ve´rifie facilement par simple examen que si a = E[r], alors a n’est pas
une valeur. On montre maintenant par re´currence sur a que si a est un terme
clos type´ qui n’est pas une valeur, alors il existe un contexte de re´duction E
et un radical r tels que a = E[r] et tels que :
– si E′ est un contexte de re´duction et r′ un radical tels que a = E′[r′],
alors E = E′ et r = r′,
– r est type´,
– E a la meˆme type que a si on attribue a` la place − le type de r.
• a = x, a = λx : A. b
C’est trivialement ve´rifie´.
• a = a1 a2
a n’est pas une valeur. Supposons que a soit un terme clos type´, ce qui
implique que a1 et a2 sont aussi clos et type´s. Distinguons deux cas pour a1,
suivant que a1 est une valeur ou non.
◦ a1 est une valeur
Appliquons l’hypothe`se de re´currence a` a2. Deux cas se pre´sentent encore.
Si a2 est une valeur, alors a est un radical, puisque par les re`gles de typage,
a1 ne peut eˆtre qu’une abstraction, et on ve´rifie facilement que E = − et
r = a conviennent.
Sinon, il existe un contexte de re´duction E2 et un radical r2 tels que a2 =
E2[r2] et ve´rifiant les autres proprie´te´s. On ve´rifie facilement que E = a1E2
et r = r2 conviennent.
◦ a1 n’est pas une valeur
Appliquons l’hypothe`se de re´currence a` a1. Il existe un contexte de re´duction
9Comme c’est aussi le re´sultat de la substitution dans E du terme e a` la variable −, le
lemme des substitutions peut s’appliquer.
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E1 et un radical r1 tels que a1 = E1[r1] et ve´rifiant les autres proprie´te´s. On
ve´rifie facilement que E = E1 a2 et r = r1 conviennent.
• Autres cas
Ils sont analogues au pre´ce´dent.
x
Contrairement au λ-calcul simple, ce ne sont pas des programmes qui se
re´duisent, mais des configurations : une configuration de´crit l’e´tat courant
du programme s’exe´cutant par un terme clos et par l’e´tat de la me´moire.
Le terme clos est le terme de controˆle, qui de´finit le radical a` re´duire et la
continuation, alors que l’e´tat-me´moire donne le contenu de chacune des re´fe´-
rences cre´e´es. Pre´cise´ment, un e´tat-me´moire s est une fonction de l’ensemble
des re´fe´rences dans l’ensemble des valeurs telle que :
– la famille (l)lA∈dom s est injective, autrement dit les re´fe´rences du do-
maine de s peuvent eˆtre identifie´es par leur identificateur,
– l’ensemble des identificateurs {l | ∃A . lA ∈ dom s} est un segment ini-
tial de l’ensemble des identificateurs de re´fe´rences, suppose´ isomorphe
a` l’ensemble des entiers naturels, et donc bien ordonne´,
– pour toute re´fe´rence lA du domaine de s, la valeur s(lA) a pour type
A.
Les contraintes impose´es au domaine d’un e´tat-me´moire permettent de de´fi-
nir pour tout type A une fonction de cre´ation de re´fe´rences, νA, qui associe a`
tout e´tat-me´moire s la re´fe´rence lA, ou` l est le minimum du comple´mentaire
de l’ensemble d’identificateurs {l | ∃A . lA ∈ dom s}.
Autre ope´ration utile, la mise a` jour d’un e´tat-me´moire, qui modifie le
contenu d’une re´fe´rence existante, ou ajoute une nouvelle association entre
une nouvelle re´fe´rence et une valeur. A` tout e´tat-me´moire s, toute re´fe´rence
lA et toute valeur v, tels que lA appartient a` dom s ∪ {νA(s)} et v a pour
type A, associons un nouvel e´tat-me´moire, (s, lA 7→ v), de´fini par :
(s, lA 7→ v)(kB) def=
{
s(kB) si kB 6= lA ,
v sinon.
On ve´rifie facilement que (s, lA 7→ v) est bien un e´tat-me´moire.
Une configuration est compose´e d’un e´tat-me´moire et d’un terme clos type´.
Comme toute re´fe´rence utilise´e doit posse´der un contenu, on impose que le
domaine de l’e´tat-me´moire contient
– les re´fe´rences ayant une occurrence dans le terme de controˆle,
– les re´fe´rences ayant une occurrence dans une valeur re´fe´rence´e par
l’e´tat-me´moire.
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∅
[β]
(s, (λx : A. b) v)→ (s, b[v/x])
∅
[REF]
(s, ref(v))→ ((s, lA 7→ v), lA) (l
A = νA(s))
∅
[REF- !]
(s, get(lA))→ (s, s(lA))
∅
[REF- ?]
(s, set(lA, v))→ ((s, lA 7→ v),unit)
(s, r)→ (s′, r′)
[RED]
(s,E[r])→ (s′, E[r′])
(
r radical
E 6= −
)
Tab. 3.7 – Se´mantique ope´rationnelle du langage avec re´fe´rences - La rela-
tion de re´duction
Il est utile d’e´tendre aux couples forme´s d’un e´tat-me´moire et d’un terme
l’applicationRef(−) donnant l’ensemble des re´fe´rences ayant une occurrence
dans un terme :
Ref(s, e) =
( ⋃
lA∈dom s
Ref(s(lA))
) ∪Ref(e) .
Ainsi, un couple (s, e) compose´ d’un e´tat-me´moire s et d’un terme clos type´
e forme une configuration s’il ve´rifie la condition suivante :
Ref(s, e) ⊆ dom s .
De cette condition, on de´duit que les re´fe´rences d’une configuration peuvent
eˆtre identifie´es par leur identificateur.
La relation de re´duction est de´finie par un syste`me d’infe´rence, pre´sente´ dans
la table 3.7 (p. 231). Un jugement y est de la forme (s, a)→ (s′, a′), ou` (s, a)
est une configuration, et signifie que (s, a) se re´duit en (s′, a′). La relation de
re´duction est bien de´finie entre configurations et pre´serve le type du terme
de controˆle.
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3.2.4 Proposition (Re´duction du sujet)
Soit (s, a) une configuration.
Si (s, a) se re´duit en (s′, a′), alors (s′, a′) est une configuration et a′ posse`de
le meˆme type que a.
De´monstration
On proce`de par re´currence structurelle sur la preuve de la re´duction (s, a)→
(s′, a′).
• [β]
a est e´gal a` (λx : A. b) v, et la re´duction est (s, (λx : A. b) v) → (s, b[v/x]).
Puisque s est un e´tat-me´moire, le couple (s, b[v/x]) est une configuration si
et seulement si b[v/x] est type´. Par le lemme des substitutions, b[v/x] est
type´, de meˆme type que b dans l’environnement (x : A). Il en re´sulte que
b[v/x] a la meˆme type que a.
• [REF], [REF- !], [REF- ?]
C’est sans aucune difficulte´.
• [RED]
a est e´gal a` E[r] et la re´duction est (s,E[r])→ (s′, E[r′]). Elle se de´duit de
la re´duction (s, r) → (s′, r′). De l’hypothe`se de re´currence, on de´duit que
(s′, r′) est une configuration et que r′ a meˆme type que r. Il s’ensuit que
E[r′] a le meˆme type que E[r] et que (s′, E[r′]) est une configuration.
x
La relation de re´duction est aussi de´terministe et totale, au sens donne´ par
la proposition suivante.
3.2.5 Proposition (Re´duction : de´terminisme et totalite´)
Soit (s, a) une configuration.
Si a est une valeur, alors (s, a) ne se re´duit pas.
Sinon, (s, a) se re´duit en une unique configuration.
De´monstration
La relation de re´duction concerne la re´duction de configurations (s, a) ou` a
se de´compose en un radical dans un contexte de re´duction. Par le lemme de
la de´composition, a n’est pas une valeur.
Soit (s, a) une configuration telle que a n’est pas une valeur.
L’existence d’une configuration (s′, a′) telle que (s, a) se re´duit en (s′, a′)
de´coule de la de´composition de a en un radical dans un contexte de re´duction,
et de la re´duction de toute configuration (s, r), ou` r est un radical.
L’unicite´ se de´montre par re´currence sur la preuve de (s, a) → (s′, a′) et
de´coule de l’unicite´ de la de´composition en un radical dans un contexte de
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m ::= (A, ι) (type et information)
e ::= x (variable)
| λxm e (abstraction)
| @m(e, e) (application)
| unitm (unite´)
| lm (re´fe´rence)
| refm(e) (cre´ation de re´fe´rence)
| getm(e) (lecture)
| setm(e, e) (e´criture)
A ::= Unit (type singleton)
| A→ A (type fonctionnel)
| Ref(A) (type des re´fe´rences)
Tab. 3.8 – Syntaxe du langage annote´
re´duction.
x
On peut donc de´finir sans ambigu¨ıte´ la trace d’un programme a comme
la suite maximale de configurations obtenues par re´duction a` partir de la
configuration initiale (∅, a), ou` ∅ est l’e´tat-me´moire de domaine vide. Le
re´sultat d’e´valuation est soit une configuration dont le terme de controˆle est
une valeur, soit la divergence.
3.2.2 Annoter les termes
Pour e´tudier le confinement, nous utilisons un langage annote´, ce qui
signifie que chaque symbole d’ope´ration rec¸oit une e´tiquette. Une e´tiquette
est un couple, dont la premie`re composante est un type et la seconde une
information. Si m est une e´tiquette, on note (m.T,m.I) le couple e´gal a` m,
compose´ du type m.T et de l’information m.I. La syntaxe du langage annote´
est pre´sente´e dans la table 3.8. On remarque que si on efface les e´tiquettes,
on retrouve la grammaire du langage non annote´, a` deux exceptions pre`s,
l’abstraction et la re´fe´rence. Dans ces deux cas, on utilise l’e´tiquette pour
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obtenir le type. Du fait de cette similitude, nous omettons par la suite cer-
tains de´tails de´ja` de´crits pour le langage non annote´ et mettons l’accent sur
les quelques diffe´rences. Le syste`me de types et la se´mantique par re´duction
du langage annote´ sont calque´s sur ceux du langage non annote´ ; seule diffe´-
rence, les ope´rateurs e´tiquete´s portent avec eux leur type et une information,
que les re´ductions pre´servent.
On impose la meˆme condition de bonne formation aux termes e´tiquete´s :
pour tout terme e, il est suppose´ que la famille (l)lm∈Ref(e) est injective,
autrement dit il est suppose´ que les re´fe´rences d’un terme peuvent eˆtre iden-
tifie´es par leur identificateur.
Il nous arrivera de de´crire la grammaire engendrant les termes sous une
forme abre´ge´e, de la manie`re suivante :
e ::= . . . | fmi (e, . . . , e︸ ︷︷ ︸
i fois
) ,
les points de suspension correspondant aux re`gles de´taille´es et la dernie`re
re`gle e´tant ge´ne´rique, fmi repre´sentant tout symbole fonctionnel d’arite´ i
(i ∈ N) d’e´tiquette m.
Par exemple, l’e´tiquette d’un terme e, note´e e.L, peut se de´finir simplement
ainsi :
x.L
def
= ⊥ ,
fmi (ei)i.L
def
= m.
Le syste`me de types est calque´ sur le pre´ce´dent et est conc¸u de manie`re a`
assurer que l’e´tiquette d’un terme indique son type. Il est de´crit dans la table
3.9 (p. 235) ; il permet de de´finir inductivement l’ensemble des jugements de
typage valides.
Une substitution est de´finie comme pre´ce´demment. La se´mantique ope´ra-
tionnelle du langage annote´ s’inspire de celle qui pre´ce`de. Comme toujours,
il est indispensable de pouvoir de´composer un terme clos en ou bien une
valeur, ou bien un radical dans un contexte de re´duction, cette dernie`re de´-
composition e´tant unique.
Une valeur est ou bien une abstraction close, ou bien la valeur unite´, ou bien
une re´fe´rence, ce qu’on re´sume ainsi :
v ::= λxm e | unitm | lm ,
ou` FV(λxm e) = ∅.
Un radical est ou bien l’application d’une abstraction close a` une valeur, ou
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∅
[intro-Var]
Γ ` x : Γ(x) (x ∈ domΓ)
Γ.(x : A) ` e : B
[intro-→ ]
Γ ` λxm e : A→ B
(A→ B = m.T)
Γ ` f : A→ B Γ ` a : A
[e´lim-→ ]
Γ ` @m(f, a) : B (B = m.T)
∅
[intro-Unit]
Γ ` unitm : Unit
(Unit = m.T)
∅
[intro-Ref/loc]
Γ ` lm : Ref(A) (Ref(A) = m.T)
Γ ` e : A
[intro-Ref/new]
Γ ` refm(e) : Ref(A) (Ref(A) = m.T)
Γ ` e : Ref(A)
[e´lim-Ref/ !]
Γ ` getm(e) : A (A = m.T)
Γ ` e1 : Ref(A) Γ ` e2 : A
[e´lim-Ref/ ?]
Γ ` setm(e1, e2) : Unit
(Unit = m.T)
Tab. 3.9 – Syste`me de types du langage annote´
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bien la cre´ation d’une re´fe´rence, ou bien la lecture d’une re´fe´rence, ou bien
l’e´criture d’une re´fe´rence, ce qui donne :
r ::= @n(λxm e, v) | refm(v) | getm(ln) | setm(ln, v) .
Un contexte de re´duction se construit autour de la place − de la manie`re
suivante :
E ::= −
| @n(v,E) | @n(E, e)
| refm(E) | getm(E) | setm(E, e) | setm(v,E) ,
ou` FV(e) = ∅.
Un e´tat-me´moire s est une fonction de l’ensemble des re´fe´rences dans l’en-
semble des valeurs telle que :
– la famille (l)lm∈dom s est injective, autrement dit les re´fe´rences du do-
maine de s peuvent eˆtre identifie´es par leur identificateur,
– l’ensemble des identificateurs {l | ∃m. lm ∈ dom s} est un segment ini-
tial de l’ensemble des identificateurs de re´fe´rences, suppose´ isomorphe
a` l’ensemble des entiers naturels, et donc bien ordonne´,
– pour toute re´fe´rence lm du domaine de s, la valeur s(lm) a pour type
A, ou` A ve´rifie l’e´galite´ Ref(A) = m.T.
E´tant donne´ une e´tiquette m, dont le type m.T est un type de re´fe´rences,
la fonction de cre´ation de re´fe´rences, νm, associe a` tout e´tat-me´moire s la
re´fe´rence lm, ou` l est le minimum du comple´mentaire de l’ensemble d’identifi-
cateurs {l | ∃m.lm ∈ dom s}. Quant a` la mise a` jour d’un e´tat-me´moire, elle
associe a` tout e´tat-me´moire s, toute re´fe´rence lm et toute valeur v, tels que
lm appartient a` dom s∪{νm(s)} et v a pour type A ve´rifiant Ref(A) = m.T,
un nouvel e´tat-me´moire, (s, lm 7→ v), de´fini par :
(s, lm 7→ v)(kn) def=
{
s(kn) si kn 6= lm ,
v sinon.
Une configuration est de´finie comme pre´ce´demment : un couple (s, e) com-
pose´ d’un e´tat-me´moire s et d’un terme clos type´ e forme une configuration
s’il ve´rifie la condition suivante :
Ref(s, e) ⊆ dom s .
La relation de re´duction est de´finie par le syste`me d’infe´rence pre´sente´ dans
la table 3.10 (p. 237). On ve´rifie facilement comme pre´ce´demment que la
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∅
[β]
(s,@m(λxn e, v))→ (s, e[v/x])
∅
[REF]
(s, refm(v))→ ((s, lm 7→ v), lm) (l
m = νm(s))
∅
[REF- !]
(s, getm(ln))→ (s, s(ln))
∅
[REF- ?]
(s, setm(ln, v))→ ((s, ln 7→ v),unitm)
(s, r)→ (s′, r′)
[RED]
(s,E[r])→ (s′, E[r′])
(
r radical
E 6= −
)
Tab. 3.10 – Se´mantique ope´rationnelle du langage annote´ - Relation de
re´duction
relation de re´duction est bien de´finie entre configurations, pre´serve le typage
et le type du terme de controˆle par re´duction du sujet, enfin est de´terministe
et totale.
Pour terminer, pre´cisons formellement le rapport entre le langage annote´
et le langage non annote´.
La fonction d’effacement des e´tiquettes, note´e ↓ , est de´finie inductivement
ainsi :
↓ (x) = x ,
↓ (λxm e) = λx : A. ↓ (e) (m.T = A→ B) ,
↓ (lm) = lA (m.T = Ref(A)) ,
↓ (fmi (ej)j) = fi(↓ (ej))j .
Elle conserve la relation de typage.
3.2.6 Proposition (Effacement : Conservation du typage)
Si le terme e´tiquete´ e a pour type A dans l’environnement Γ, alors ↓ (e) a
pour type A dans l’environnement Γ.
Re´ciproquement, si le terme non e´tiquete´ a a pour type A dans l’environne-
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ment Γ, il existe un terme e´tiquete´ e de type A dans l’environnement Γ tel
que ↓ (e) = a.
De´monstration
La proposition se montre facilement par re´currence structurelle sur les preuves
de Γ ` e : A et de Γ ` a : A.
x
La conservation de la relation de typage permet d’associer a` tout terme non
e´tiquete´ type´ un terme e´tiquete´ de meˆme type, ante´ce´dent par la fonction
d’effacement. Un autre ante´ce´dent de meˆme type ne diffe`re que par l’infor-
mation qu’il porte, comme le montre la proposition suivante.
3.2.7 Proposition (
Effacement :
Repre´sentation de l’e´quivalence canonique
)
Conside´rons la relation d’e´quivalence ∼, reliant deux termes e´tiquete´s s’ils
sont e´gaux a` condition de restreindre la comparaison des e´tiquettes aux types,
autrement dit conside´rons la relation ∼ engendre´e inductivement par le sys-
te`me d’infe´rence forme´ des re`gles suivantes :
∅
(x, x)
,
(e1j , e
2
j )j
(fm(e1j )j , f
n(e2j )j)
(m.T = n.T) .
Alors, pour tous termes e´tiquete´s e1 et e2 type´s dans un meˆme environne-
ment de typage, nous avons :
e1 ∼ e2 ⇔↓ (e1) =↓ (e2) .
De´monstration
• e1 ∼ e2 ⇒↓ (e1) =↓ (e2)
On proce`de par re´currence structurelle sur la preuve de e1 ∼ e2. C’est im-
me´diat.
• ↓ (e1) =↓ (e2)⇒ e1 ∼ e2
On proce`de par re´currence structurelle sur la preuve de typage de e1 dans Γ.
Examinons les diffe´rents cas pour la re`gle d’infe´rence concluant la preuve. On
suppose a` chaque fois que e2 est un terme type´ dans Γ tel que ↓ (e1) =↓ (e2),
et on cherche a` montrer que e1 ∼ e2.
◦ [intro-Var]
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Dans ce cas, il existe une variable x telle que e1 = e2 = x. On peut conclure.
◦ [intro-→ ]
La preuve se termine par la re`gle
Γ.(x : A) ` b1 : B1
Γ ` λxm b1 : A→ B1
,
ou` m.T = A→ B1.
On de´duit de ↓ (e1) =↓ (e2) et du typage de e2 dans Γ l’existence d’une
e´tiquette n et d’un terme b2 tels que e2 = λxn b2, ↓ (b1) =↓ (b2), n.T = A→
B2 et Γ.(x : A) ` b2 : B2.
De l’hypothe`se de re´currence applique´e a` Γ.(x : A) ` b1 : B1, on obtient
que b1 ∼ b2.
Si b1 est une variable, alors b1 = b2, puis B1 = B2, soit m.T = n.T.
Sinon, par de´finition de ∼, on a b1.L.T = b2.L.T, soit B1 = B2, soit m.T =
n.T.
Finalement, on a bien e1 ∼ e2.
◦ Autres cas
Le raisonnement est analogue au pre´ce´dent.
x
Ainsi, il est possible d’associer a` tout terme clos non e´tiquete´ a de type A,
et a` toute information ι, l’unique terme clos e´tiquete´, note´ 〈a〉ι, de type A,
ve´rifiant ↓ (〈a〉ι) = a et entie`rement e´tiquete´ par ι, colore´ en ι pourrait-on
dire : toute e´tiquette m ayant une occurrence dans 〈a〉ι ve´rifie m.I = ι.
La fonction d’effacement peut eˆtre e´tendue aux e´tats-me´moire de la manie`re
suivante. Si s est un e´tat-me´moire e´tiquete´, comme la famille (l)lm∈dom s est
injective, on peut associer a` tout identificateur de re´fe´rence l appartenant a`
l’image de cette famille l’e´tiquette ml telle que lml appartient au domaine
de s ; ↓ (s) est alors la fonction de´crite par la famille ( ↓ (s(lml)))
lA∈↓(dom s).
Finalement, la fonction d’effacement peut eˆtre e´tendue aux configurations
de la manie`re suivante : si (s, e) est une configuration e´tiquete´e, alors ↓ (s, e)
est e´gal a` (↓ (s), ↓ (e)). Par pre´servation de la relation de typage, c’est bien
une configuration. La re´duction est aussi conserve´e par effacement.
3.2.8 Proposition (Effacement : Conservation de la re´duction)
Si (s, e) est une configuration e´tiquete´e se re´duisant en (s′, e′), alors ↓ (s, e)
se re´duit en ↓ (s′, e′) ; si (s, e) est une configuration e´tiquete´e ne se re´duisant
pas, alors ↓ (s, e) ne se re´duit pas.
Re´ciproquement, si (t, a) est une configuration non e´tiquete´e se re´duisant
en (t′, a′), alors il existe deux configurations e´tiquete´es (s, e) et (s′, e′) telles
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que (s, e) se re´duit en (s′, e′), et ↓ (s, e) = (t, a) et ↓ (s′, e′) = (t,′ a′) ;
si (t, a) est une configuration non e´tiquete´e ne se re´duisant pas, alors il
existe une configuration e´tiquete´e (s, e) telle que (s, e) ne se re´duit pas et
↓ (s, e) = (t, a).
De´monstration
Pour la premie`re partie de la proposition, concernant la pre´servation de la
re´duction, il suffit de remarquer tout d’abord que la fonction d’effacement ↓
transforme une valeur en une valeur, un radical en un radical, un contexte
de re´duction en un contexte de re´duction. En remarquant que la fonction
d’effacement commute avec les substitutions, on constate alors qu’un radical
dans un contexte de re´duction est transforme´ en un radical dans un contexte
de re´duction, et on peut proce´der par re´currence sur la preuve de la re´duction
pour conclure.
Pour la seconde partie, conside´rons une configuration non e´tiquete´e (t, a).
Soit ι une information quelconque. De´finissons s ainsi, pour toute re´fe´rence
lA du domaine de t :
s(l(Ref(A),ι))
def
= 〈t(lA)〉ι .
Il est clair que (s, 〈a〉ι) est une configuration e´tiquete´e telle que ↓ (s, 〈a〉ι) =
(t, a). On applique la premie`re partie de la proposition pour conclure.
x
3.2.3 Les types a` la frontie`re
Pour e´tudier le confinement, nous utilisons le langage annote´ que nous
venons de de´crire, en donnant un sens particulier aux informations compo-
sant les e´tiquettes : elles repre´sentent l’origine des termes. Comme un terme
peut provenir ou bien du code mobile ou bien du code local, l’ensemble des
informations est suppose´ e´gal a` {mo, lo} : l’information mo indique comme
provenance le code mobile, l’information lo le code local. Si ι appartient a`
{mo, lo}, on note ι l’autre e´le´ment de {mo, lo}.
Nous de´finissons maintenant la frontie`re entre le code mobile et le code
local au sein d’un terme. Conside´rons un terme e, et un de ses sous-termes
fm(. . . , d, . . .), ou` d a pour e´tiquette n ; le sous-terme d est a` la frontie`re
dans e si son origine est diffe´rente de celle de l’ope´rateur f , soit si
n.I 6= m.I .
Il existe donc deux sortes de frontie`res, l’une, dite sortante10, correspondant
10Le code local place´ a` cette frontie`re peut sortir de l’environnement, le code mobile
ope´rant alors sur lui.
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au cas ou` d a pour origine le code local, soit n.I = lo, l’autre, dite entrante11,
correspondant au cas ou` d a pour origine le code mobile, soit n.I = mo.
Plutoˆt que de de´terminer les termes apparaissant a` la frontie`re, nous re´a-
lisons une approximation, en nous inte´ressant seulement a` leur type. De´fi-
nissons donc deux ensembles, forme´s des types apparaissant aux frontie`res
sortante et entrante respectivement au sein d’un terme.
Soit ι un e´le´ment de {mo, lo}. Si m est une e´tiquette, on de´finit une appli-
cation Fmι , associant a` chaque terme e´tiquete´ e
– le singleton {e.L.T}, si e et m portent les informations ι et ι respecti-
vement :
e.L.I = ι ,
m.I = ι ,
– l’ensemble vide sinon.
Autrement dit, l’application Fmι applique´e a` un terme e de´termine si e est
a` la frontie`re, sortante ou entrante suivant la valeur de ι, lorsqu’il est place´
sous un ope´rateur e´tiquete´ par m, et le cas e´che´ant, renvoie son type. Ainsi,
pour toute variable x, Fmι (x) = ∅ ; pour un terme e d’e´tiquette (A, ι), Fmι (e)
est e´gal a` {A} si m.I = ι, a` l’ensemble vide sinon, et Fmι (e) = ∅.
A` tout terme e´tiquete´ e, on associe l’ensemble note´ Fι(e) des types apparte-
nant a` la frontie`re, sortante si ι = lo, entrante si ι = mo, de´fini re´cursivement
par les e´quations suivantes :
Fι(x) = ∅ ,
Fι(fmj (e1, . . . , ej)) =
⋃
1≤k≤j
Fι(ek) ∪ Fmι (ek) .
Ainsi, dans un terme, un type appartient a` la frontie`re sortante si c’est le
type d’un sous-terme d’origine lo, place´ imme´diatement sous un sous-terme
d’origine mo, et inversement pour la frontie`re entrante. Par exemple, pour
le terme e´tiquete´ e e´gal a`
@(B,lo)(f (A→B,mo), a(A,lo)) ,
Fmo(e) est e´gal a`
{A→ B} ∪ Fmo(f) ∪ Fmo(a) .
L’application est e´tendue aux e´tats-me´moire de la manie`re suivante :
Fι(s) =
⋃
lm∈dom s
Fι(s(lm)) ∪ Fmι (s(lm)) .
11Le code mobile place´ a` cette frontie`re peut entrer dans l’environnement qui ope`re alors
sur lui.
242 Chapitre 3. Deux analyses de l’environnement local
puis aux configurations ainsi :
Fι(s, e) = Fι(s) ∪ Fι(e) .
Ainsi, dans une configuration (s, e), un type appartient a` la frontie`re sortante
– ou s’il appartient a` la frontie`re sortante dans e,
– ou s’il appartient a` la frontie`re sortante dans une valeur s(lm),
– ou s’il est le type d’une valeur s(lm) d’origine lo, lm ayant pour origine
mo,
et de meˆme pour la frontie`re entrante, en permutant les origines.
Pour simplifier, on de´finit la frontie`re d’un terme comme le couple
(Flo(e),Fmo(e)) ,
de meˆme la frontie`re d’une configuration (s, e) comme le couple
(Flo(s, e),Fmo(s, e)) .
Plus ge´ne´ralement, on appelle frontie`re tout couple forme´ de deux ensembles
de types.
Notre premier objectif est de de´terminer a` partir d’un programme un
majorant de l’ensemble des frontie`res apparaissant dans sa trace d’exe´cution,
le majorant e´tant calcule´ a` partir de la frontie`re de la configuration initiale.
Il doit donc eˆtre possible de de´terminer la manie`re dont e´volue la frontie`re
lors d’une re´duction. Une hypothe`se portant sur les variables lie´es est alors
ne´cessaire, comme le montre l’exemple suivant.
Conside´rons deux valeurs 〈f〉mo et 〈v〉lo, forme´es de code d’origine mo et lo
respectivement, et de types respectifs A→ B et A. Le programme
@(B,lo)(λx(A→B,lo)@(B,mo)(〈f〉mo, x), 〈v〉lo)
a pour frontie`re (∅, {B}). Il se re´duit en @(B,mo)(〈f〉mo, 〈v〉lo), qui a pour
frontie`re ({A}, ∅). Comme A et B peuvent eˆtre quelconques, une hypothe`se
concernant l’e´tiquetage s’ave`re ne´cessaire si l’on veut rapporter la frontie`re
apre`s re´duction a` la frontie`re avant : elle assure qu’on ne traverse aucune
frontie`re, d’une part, entre une variable lie´e et son lieur, d’autre part, entre
une variable libre et la racine du terme. C’est l’hypothe`se de cohe´rence des
origines.
3.2.9 De´finition (Cohe´rence des origines)
Un terme e´tiquete´ e est d’origine cohe´rente si l’une des conditions suivantes
est ve´rifie´e :
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∅
x
(x variable)
e1 . . . ej
fmj (e1, . . . , ej)
 ∀ k ∈ {1, . . . , j} .FV(ek) 6= ∅
⇒ Fmlo (ek) = Fmmo(ek) = ∅

Tab. 3.11 – Termes e´tiquete´s : Cohe´rence des origines
(i) e est une variable,
(ii) e est e´gal a` fmj (e1, . . . , ej), et pour tout entier k compris entre 1 et j,
– ek est d’origine cohe´rente,
– si ek posse`de une variable libre, ek n’appartient pas a` la frontie`re de
e.
Formellement, un terme e´tiquete´ e est d’origine cohe´rente si e appartient
a` l’ensemble engendre´ inductivement par le syste`me d’infe´rence de la table
3.11 (p. 243).
Une configuration (s, e) est d’origine cohe´rente si
– le terme de controˆle e est d’origine cohe´rente,
– pour toute re´fe´rence lm du domaine de s, la valeur s(lm) est d’origine
cohe´rente.
Ainsi, dans l’exemple pre´ce´dent, le terme
λx(A→B,lo)@(B,mo)(〈f〉mo, x)
n’est pas d’origine cohe´rente. En revanche, les termes
λx(A→B,mo)@(B,mo)(〈f〉mo, x)
et
λx(A→B,lo)@(B,lo)(〈f〉mo, x)
le sont. Pour ces deux cas, voyons comment e´volue la frontie`re lors de la
re´duction du programme corrige´. Les programmes
@(B,lo)(λx(A→B,mo)@(B,mo)(〈f〉mo, x), 〈v〉lo)
et
@(B,lo)(λx(A→B,lo)@(B,lo)(〈f〉mo, x), 〈v〉lo)
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ont pour frontie`re (∅, {A→ B}). Le premier se re´duit en @(B,mo)(〈f〉mo, 〈v〉lo),
de frontie`re ({A}, ∅), le second en @(B,lo)(〈f〉mo, 〈v〉lo), de frontie`re (∅, {A→
B}). Dans les deux cas, il est possible de relier les types appartenant a`
la frontie`re apre`s re´duction a` ceux qui y appartiennent avant. C’est cette
intuition que nous de´veloppons et formalisons maintenant.
De´sormais, nous allons utiliser des termes d’origine cohe´rente. Montrons
donc que cette proprie´te´ est pre´serve´e par re´duction.
Commenc¸ons par e´tudier la de´composition dans un contexte de re´duction.
Pre´cisons la de´finition de la proprie´te´ pour un contexte de re´duction : un
contexte de re´duction est d’origine cohe´rente s’il appartient a` l’ensemble
engendre´ inductivement par le syste`me d’infe´rence de la de´finition pre´ce´-
dente, a` condition de ne pas conside´rer la place comme une variable libre.
Par exemple, le contexte getm(getn(−)) est d’origine cohe´rente, quels que
soient m et n. On ve´rifie aise´ment que les contextes de re´duction d’origine
cohe´rente sont engendre´s par la grammaire suivante :
E ::= −
| @n(E, e) | @n(v,E)
| refm(E) | getm(E) | setm(E, e) | setm(v,E) ,
ou` la valeur v et le terme clos e sont d’origine cohe´rente.
Voyons le premier lemme, utilise´ pour la re`gle d’infe´rence [RED].
3.2.10 Lemme
Soient E un contexte de re´duction et e un terme clos.
Si E[e] est d’origine cohe´rente, alors E et e le sont.
De´monstration
C’est imme´diat, par re´currence structurelle sur E.
x
Inte´ressons-nous maintenant aux substitutions, utilise´es dans la β-re´duction ;
si on remplace une variable libre par un terme clos, la cohe´rence est pre´ser-
ve´e.
3.2.11 Lemme
Soient e et a deux termes e´tiquete´s.
Supposons que a soit clos, et que e et a soient d’origine cohe´rente. Alors
e[a/x] est d’origine cohe´rente.
De´monstration
Soit a un terme clos d’origine cohe´rente. On montre par re´currence struc-
turelle sur e que si e est d’origine cohe´rente, alors e[a/x] aussi. On traite le
3.2. Un crite`re de confinement 245
seul cas inte´ressant ou` e = fmj (e1, . . . , ej). On suppose que e est d’origine
cohe´rente.
On doit montrer que pour tout entier k compris entre 1 et j, on a :
– ek[a/x] est d’origine cohe´rente,
– si FV(ek[a/x]) 6= ∅, alors Fmlo (ek[a/x]) = Fmmo(ek[a/x]) = ∅.
Soit k ∈ {1, . . . , j}.
La premie`re condition de´coule de l’hypothe`se de re´currence, puisque ek est
d’origine cohe´rente.
Pour la seconde, examinons les diffe´rents cas possibles pour ek.
Si ek = x, alors ek[a/x] = a et par hypothe`se, FV(ek[a/x]) = ∅.
Si ek est e´gal a` une variable y diffe´rente de x, alors ek[a/x] = y et par
de´finition Fmlo (y) = F
m
mo(y) = ∅.
Sinon, ek = gn(. . .), donc ek[a/x] = gn(. . .).
On a alors les e´galite´s Fmlo (ek[a/x]) = F
m
lo (ek) et F
m
mo(ek[a/x]) = F
m
mo(ek).
Comme ek est d’origine cohe´rente et comme on a l’inclusion FV(ek[a/x]) ⊆
FV(ek), puisque a est clos, il vient que si FV(ek[a/x]) 6= ∅, alors on a
Fmlo (ek[a/x]) = F
m
mo(ek[a/x]) = ∅.
x
Nous pouvons maintenant de´montrer la pre´servation de la cohe´rence par
re´duction.
3.2.12 Proposition (
Cohe´rence des origines :
Pre´servation par re´duction
)
Soit t1 une configuration se re´duisant en t2.
Si t1 est d’origine cohe´rente, alors il en est de meˆme de t2.
De´monstration
Proce´dons par re´currence sur la preuve de t1 → t2.
• [β]
On utilise le lemme 3.2.11 (p. 244) pour conclure.
• [REF], [REF- !], [REF- ?]
C’est imme´diat.
• [RED]
t1 est de la forme (s,E[r]), t2 de la forme (s′, E[r′]), avec (s, r)→ (s′, r′).
Si t1 est d’origine cohe´rente, en utilisant le lemme 3.2.10 (p. 244), il en est
de meˆme pour E et (s, r), puis par hypothe`se de re´currence, pour (s′, r′), et
enfin, par le lemme 3.2.11 (p. 244), il en est de meˆme pour t2.
x
Venons-en a` la majoration de la frontie`re d’une configuration. A` tout
type C, nous allons associer deux ensembles de types, T+(C) et T−(C).
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∅
[+]
C ` C : +
C ` A→ B : ∗
[− → ]
C ` A : ∗
( ∗ ∈ {−,+})
C ` A→ B : ∗
[→ +]
C ` B : ∗
( ∗ ∈ {−,+})
C ` Ref(A) : ∗
[Ref(−)]
C ` A : ∗
( ∗ ∈ {−,+})
C ` Ref(A) : ∗
[Ref(+)]
C ` A : ∗
( ∗ ∈ {−,+})
Tab. 3.12 – Types entrants et sortants
L’ensemble T+(C) est forme´ des types ayant une occurrence positive dans C
ou e´tant garde´ dans C par le constructeur Ref(−) ; on les appelle les types
sortants de C ; l’ensemble T−(C) est forme´ des types ayant une occurrence
ne´gative dans C ou e´tant garde´ dans C par le constructeur Ref(−) ; on les
appelle les types entrants de C. Ces deux ensembles sont de´finis formellement
a` partir du syste`me d’infe´rence de la table 3.12, interpre´te´ inductivement.
Un jugement est de la forme C ` A : ∗, ou` ∗ est un e´le´ment de la paire
{−,+} ; on note ∗ l’autre e´le´ment de la paire. Pre´cise´ment, les ensembles
T+(C) et T−(C) s’obtiennent ainsi :
– le type A appartient a` T+(C) si le jugement C ` A : + est valide dans
le syste`me d’infe´rence,
– le type A appartient a` T−(C) si le jugement C ` A : − est valide dans
le syste`me d’infe´rence.
On peut e´tendre les applications T+(−) et T−(−) aux ensembles de types de
la manie`re suivante : si C est un ensemble de types, alors
T+(C) =
⋃
C∈C
T+(C) ,
T−(C) =
⋃
C∈C
T−(C) .
Nous allons relier ces ensembles a` la notion de frontie`re de la manie`re sui-
vante. E´tant donne´ une frontie`re (C1, C2) (c’est-a`-dire un couple forme´ de
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deux ensembles de types), de´finissons l’ensemble des types frontaliers par :
A(C1,C2)
def
= T+(C1) ∪ T−(C2) .
Le couple (A(C1,C2),A(C2,C1)) est appele´ la frontie`re accessible a` partir de la
frontie`re (C1, C2). Nous pouvons maintenant e´noncer le the´ore`me principal.
3.2.13 The´ore`me (Frontie`re et accessibilite´)
Soit t une trace d’exe´cution telle que la configuration initiale t0 soit d’origine
cohe´rente.
Alors, pour toute configuration ti de la trace t, la frontie`re de ti est majore´e
(au sens de l’inclusion des composantes) par la frontie`re accessible a` partir
de la frontie`re de la configuration initiale t0 :
Flo(ti) ⊆ A(Flo(t0),Fmo(t0)) ,
Fmo(ti) ⊆ A(Fmo(t0),Flo(t0)) .
La de´monstration se fait par re´currence sur la position dans la trace. Elle
ne´cessite d’e´tudier l’e´volution de la frontie`re d’une configuration lors de sa
re´duction. Quelques lemmes pre´paratoires sont utiles.
Commenc¸ons par calculer la frontie`re pour un terme clos place´ dans un
contexte de re´duction. On dit qu’un contexte de re´duction re´duit sous n s’il
admet pour sous-terme un contexte de re´duction de la forme fn(. . . ,−, . . .).
L’introduction de cette de´finition se justifie par le lemme suivant.
3.2.14 Lemme (Frontie`re et re´duction)
Soient E un contexte de re´duction re´duisant sous n et e un terme clos,
d’origine ι.
Alors :
Fι(E[e]) = Fι(E) ∪ Fι(e) ∪ Fnι (e) ,
Fι(E[e]) = Fι(E) ∪ Fι(e) .
De´monstration
On montre par re´currence structurelle sur E que si E re´duit sous n, alors
pour tout terme clos e d’origine ι, les deux e´galite´s sont ve´rifie´es.
Soit e un terme clos d’origine ι. On suppose a` chaque fois que E re´duit
sous n.
• E = −
C’est trivial.
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• E = @m(F, a)
Supposons τ ∈ {lo,mo}. On a :
Fτ (E[e]) = Fτ (F [e]) ∪ Fmτ (F [e]) ∪ Fτ (a) ∪ Fmτ (a) .
Envisageons deux cas pour F .
◦ F = −
On a F [e] = e, n = m et Fτ (E) = Fτ (a) ∪ Fnτ (a), soit finalement
Fτ (E[e]) = Fτ (e) ∪ Fnτ (e) ∪ Fτ (E) .
On en de´duit les deux e´galite´s attendues.
◦ F 6= −
E et F re´duisent alors sous n. Comme Fmτ (F [e]) = F
m
τ (F ), il suffit d’appli-
quer l’hypothe`se de re´currence a` F pour obtenir les e´galite´s attendues.
• Autres cas
Ils sont analogues au pre´ce´dent.
x
Inte´ressons-nous maintenant aux effets d’une substitution.
3.2.15 Lemme (Frontie`re et substitution)
Soient e et a deux termes et x une variable, tels que e soit d’origine cohe´-
rente.
Supposons que e soit distinct de x et que x soit libre dans e. Alors, pour tout
e´le´ment ι de {lo,mo}, on a :
Fι(e[a/x]) = Fι(e) ∪ Fι(a) ∪ Fe.Lι (a) .
De´monstration
Soit ι un e´le´ment de {lo,mo}.
On montre par re´currence sur e que si e d’origine cohe´rente est distinct de
x et x est libre dans e, alors on a l’e´galite´ indique´e.
• e = x, e = y
C’est trivialement ve´rifie´.
• e = fnj (e1, . . . , ej)
On suppose e d’origine cohe´rente et x ∈ FV(e). Par de´finition, on a :
Fι(e[a/x]) =
⋃
1≤k≤j
Fι(ek[a/x]) ∪ Fnι (ek[a/x]) .
On doit montrer que
Fι(e[a/x]) =
( ⋃
1≤k≤j
Fι(ek) ∪ Fnι (ek)
) ∪ Fι(a) ∪ Fnι (a) .
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Soit k un entier compris entre 1 et j. Distinguons deux cas suivant que x est
une variable libre de ek ou non.
◦ x ∈ FV(ek)
Si ek = x, alors
Fι(ek[a/x]) ∪ Fnι (ek[a/x]) = Fι(a) ∪ Fnι (a) ,
Fι(ek) ∪ Fnι (ek) = ∅ .
Supposons ek 6= x.
Comme e est d’origine cohe´rente, ek l’est aussi et on a n.I = ek.L.I. De
l’hypothe`se de re´currence applique´e a` ek, on obtient
Fι(ek[a/x]) = Fι(ek) ∪ Fι(a) ∪ Fek.Lι (a) .
Comme n.I = ek.L.I, on a Fek.Lι (a) = F
n
ι (a). En remarquant que F
n
ι (ek[a/x]) =
Fnι (ek), on obtient finalement :
Fι(ek[a/x]) ∪ Fnι (ek[a/x]) = Fι(ek) ∪ Fnι (ek) ∪ Fι(a) ∪ Fnι (a) .
◦ x /∈ FV(ek)
Dans ce cas, ek[a/x] = ek.
Finalement, en re´unissant tous les cas, et en remarquant qu’il existe au moins
un k tel que x ∈ FV(ek), on obtient :
Fι(e[a/x]) = Fι(e) ∪ Fι(a) ∪ Fnι (a) .
x
E´tudions maintenant l’e´volution de la frontie`re lors de la mise a` jour d’un
e´tat-me´moire.
3.2.16 Lemme (Frontie`re et mise a` jour de l’e´tat-me´moire)
Soit s un e´tat-me´moire.
Conside´rons une re´fe´rence ln appartenant a` l’ensemble dom s∪{νn(s)}. Alors
on a, pour tout e´le´ment ι de {lo,mo} :
Fι((s, ln 7→ v)) ⊆ Fι(s) ∪ Fι(v) ∪ Fnι (v) .
De´monstration
Il suffit de reprendre la de´finition de la mise a` jour et de la frontie`re.
x
Il est de´sormais possible de de´crire l’e´volution de la frontie`re au cours d’une
re´duction. Pour les majorants, les proprie´te´s de stabilite´ suivantes nous se-
ront utiles.
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3.2.17 Lemme (Proprie´te´s de la frontie`re accessible)
Soit (C1, C2) une frontie`re. Alors :
(i) tout type de C1 appartient a` A(C1,C2),
(ii) si A→ B appartient a` A(C1,C2), alors B appartient a` A(C1,C2),
(iii) si Ref(A) appartient a` A(C1,C2), alors A appartient a` A(C1,C2),
(iv) si A→ B appartient a` A(C1,C2), alors A appartient a` A(C2,C1),
(v) si Ref(A) appartient a` A(C1,C2), alors A appartient a` A(C2,C1).
De´monstration
Il suffit de reprendre la de´finition de la frontie`re accessible et d’appliquer les
re`gles d’infe´rence du syste`me de´crit dans la table 3.12 (p. 246).
x
Finalement, nous pouvons rassembler tous ces e´le´ments pour e´tudier la pre´-
servation de la majoration de la frontie`re par re´duction. Conside´rons une
configuration (s,E[r]) se re´duisant en (s′, E[r′]). Envisageons deux cas pour
le contexte de re´duction E.
Si E = −, on a, pour tout e´le´ment ι de {lo,mo} :
Fι(s,E[r]) = Fι(s) ∪ Fι(r) ,
Fι(s′, E[r′]) = Fι(s′) ∪ Fι(r′) .
Sinon, il existe une e´tiquette h telle que E re´duit sous h ; dans ce cas, on a :
Fι(s,E[r]) = Fι(s) ∪ Fι(E) ∪ Fι(r) ∪ Fhι (r) ,
Fι(s′, E[r′]) = Fι(s′) ∪ Fι(E) ∪ Fι(r′) ∪ Fhι (r′) .
Remarquons que si Fhι (r) 6= ∅, alors Fhι (r′) ⊆ Fhι (r), puisque r et r′ ont meˆme
type. Le seul cas posant proble`me est donc lorsque Fhι (r) = ∅ et Fhι (r′) 6= ∅,
ce qui entraˆıne que Fhι (r) = F
h
ι (r
′) = ∅ : on dit que le contexte de re´duction
cre´e une nouvelle frontie`re avec le re´duit r′. Dans notre premier lemme qui
concerne ce cas, nous allons montrer que si le type de la frontie`re nouvelle-
ment cre´e´e n’appartient pas a` la frontie`re de la configuration initiale, alors
il se de´duit d’un type initialement a` la frontie`re en appliquant une re`gle
« positive »du syste`me d’infe´rence de la table 3.12 (p. 246), correspondant
aux cas (ii) et (iii) du lemme 3.2.17 (p. 250).
Finalement, pour conclure, il nous restera a` comparer Fι(s′) ∪ Fι(r′) avec
Fι(s) ∪ Fι(r), ce que nous ferons en un second temps. Nous verrons qu’une
nouvelle frontie`re peut eˆtre cre´e´e par le remplacement d’un terme par un
autre dans la configuration initiale, et que si le type de la frontie`re nouvelle-
ment cre´e´e n’appartient pas a` la frontie`re de la configuration initiale, alors
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il peut se de´duire d’un type initialement a` la frontie`re en appliquant une
re`gle « ne´gative »du syste`me d’infe´rence, correspondant aux cas (iv) et (v)
du lemme 3.2.17 (p. 250).
Commenc¸ons par e´tudier le passage au contexte de la re´duction.
3.2.18 Lemme ( Majoration de la frontie`re - cas [RED] )
Soit (C1, C2) une frontie`re.
Conside´rons une configuration (s,E[r]), ou` E est un contexte de re´duction
re´duisant sous h et r un radical, qui se re´duit en la configuration (s′, E[r′])
et ve´rifie les deux conditions suivantes :
(i) la frontie`re de (s,E[r]) est incluse dans la frontie`re accessible a` partir
de la frontie`re (C1, C2) :
Flo(s,E[r]) ⊆ A(C1,C2) ,
Fmo(s,E[r]) ⊆ A(C2,C1) ,
(ii) le contexte de re´duction E cre´e avec r′ une nouvelle frontie`re :
Fhlo(r) ∪ Fhmo(r) = ∅ ,
Fhlo(r
′) ∪ Fhmo(r′) 6= ∅ .
Alors la nouvelle frontie`re cre´e´e avec r′ est incluse dans la frontie`re acces-
sible a` partir de la frontie`re (C1, C2) :
Fhlo(r
′) ⊆ A(C1,C2) ,
Fhmo(r
′) ⊆ A(C2,C1) .
De´monstration
On pose (B, τ)
def
= r′.L. Comme E cre´e une nouvelle frontie`re avec r′, on a
(B, τ) = r.L et h.I = τ .
On note Aτ le majorant de Fτ (s,E[r]) :
Aτ =
{
A(C1,C2) si τ = lo ,
A(C2,C1) si τ = mo .
Il s’agit de montrer que Fhτ (r
′) ⊆ Aτ , soit B ⊆ Aτ , a` partir de l’hypothe`se
Fτ (s,E[r]) ⊆ Aτ , soit Fτ (s) ∪ Fτ (E) ∪ Fτ (r) ⊆ Aτ .
Examinons les diffe´rents cas pour la re´duction (s, r)→ (s′, r′).
• [β]
La re´duction est
(s,E[@(B,τ)(λx(A→B,ι) b, v)])→ (s,E[b[v/x]]) .
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Distinguons deux cas, suivant que b est la variable x ou non.
◦ b = x
Dans ce cas, on a r′ = v, si bien que B appartient a` la frontie`re Fτ (r), donc
a` Aτ .
◦ b 6= x
Dans ce cas, l’origine de r′, soit τ , est e´gale a` l’origine de b.
Si l’origine de l’abstraction ι est diffe´rente de τ , alors B appartient a` la
frontie`re Fτ (r), donc a` Aτ .
Si ι = τ , alors A → B appartient a` la frontie`re Fτ (r), donc a` Aτ . De la
proprie´te´ (ii) du lemme 3.2.17 (p. 250), on de´duit que B appartient a` Aτ .
• [REF]
La re´duction serait
(s,E[ref (B,τ)(v)])→ ((s, l(B,τ) 7→ v), E[l(B,τ)]) ,
ou` l(B,τ) = ν(B,τ)(s). Or on constate que E ne cre´e pas de nouvelle frontie`re
avec r′.
• [REF- !]
La re´duction est
(s,E[get (B,τ)(l(Ref(B),ι))])→ (s,E[s(l(Ref(B),ι))]) .
Examinons les deux cas possibles pour l’origine ι de la re´fe´rence.
◦ ι = τ
Le type Ref(B) appartient a` Fτ (r), donc a` Aτ ; de la proprie´te´ (iii) du
lemme 3.2.17 (p. 250), on de´duit que B appartient a` Aτ .
◦ ι 6= τ
Le type B appartient a` Fτ (s), donc a` Aτ .
• [REF- ?]
La re´duction serait
(s,E[set (Unit,τ)(l(Ref(B),ι), v)])→ ((s, l(Ref(B),ι) 7→ v), E[unit(Unit,τ)]) .
Or E ne cre´e pas de nouvelle frontie`re avec r′.
x
Venons-en maintenant aux diffe´rents axiomes de la relation de re´duction.
On traite a` part la β-re´duction, puisqu’elle ne´cessite une hypothe`se supple´-
mentaire, la cohe´rence des origines.
3.2.19 Lemme ( Majoration de la frontie`re - cas [β] )
Soit (C1, C2) une frontie`re.
Conside´rons une configuration (s, r), ou` r est un radical, qui se re´duit en la
3.2. Un crite`re de confinement 253
configuration (s′, r′), et dont la frontie`re est incluse dans la frontie`re acces-
sible a` partir de la frontie`re (C1, C2) :
Flo(s, r) ⊆ A(C1,C2) ,
Fmo(s, r) ⊆ A(C2,C1) .
Supposons que la re´duction (s, r)→ (s′, r′) forme un axiome [β]. Alors si la
configuration (s, r) est d’origine cohe´rente, la frontie`re de (s′, r′) est incluse
dans la frontie`re accessible a` partir de la frontie`re (C1, C2) :
Flo(s′, r′) ⊆ A(C1,C2) ,
Fmo(s′, r′) ⊆ A(C2,C1) .
De´monstration
La re´duction est
(s,@(B,ι1)(λx(A→B,ι2) b, v))→ (s, b[v/x]) .
Il s’agit donc de montrer que la frontie`re de b[v/x] est incluse dans la frontie`re
accessible a` partir de la frontie`re (C1, C2).
Soit ι un e´le´ment quelconque de {mo, lo}.
On note Aι le majorant de Fι(s, r) :
Aι =
{
A(C1,C2) si ι = lo ,
A(C2,C1) si ι = mo .
Si b = x ou x /∈ FV(e), on a Fι(r′) ⊆ Fι(r), donc Fι(r′) ⊆ Aι.
On peut donc supposer b 6= x et x ∈ FV(e).
Comme (s, r) est d’origine cohe´rente, par la proposition 3.2.12 (p. 245),
(s′, r′) l’est aussi ; du lemme 3.2.15 (p. 248), on obtient alors que Fι(r′) =
Fι(b) ∪ Fι(v) ∪ Fmι (v), ou` m est l’e´tiquette de b.
Comme Fι(b) ∪ Fι(v) ⊆ Fι(r), le seul cas posant proble`me est lorsque
Fmι (v) 6= ∅.
Supposons Fmι (v) 6= ∅, soit Fmι (v) = {A}, puisque A est le type de v. Soit τ
l’origine de v. On a alors : ι = τ , m.I = τ . Il s’agit de montrer que A appar-
tient a` Aτ . Examinons les deux cas possibles pour l’origine de l’application.
• ι1 = τ
A appartient a` la frontie`re Fτ (r), donc a` Aτ .
• ι1 = τ
Ne´cessairement l’origine ι2 de l’abstraction est distincte de τ . Sinon, on au-
rait x ∈ FV(b), b d’origine τ , et ι2 = τ , si bien que λx(A→B,ι2) b ne serait
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pas d’origine cohe´rente, contradiction. Il s’ensuit que A → B appartient a`
Fτ (r), donc a` Aτ ; de la proprie´te´ (iv) du lemme 3.2.17 (p. 250), on de´duit
que A appartient a` Aτ .
x
Voyons les axiomes concernant les re´fe´rences.
3.2.20 Lemme (
Majoration de la frontie`re -
cas [REF], [REF- !] et [REF- ?]
)
Soit (C1, C2) une frontie`re.
Conside´rons une configuration (s, r), ou` r est un radical, qui se re´duit en la
configuration (s′, r′), et dont la frontie`re est incluse dans la frontie`re acces-
sible a` partir de la frontie`re (C1, C2) :
Flo(s, r) ⊆ A(C1,C2) ,
Fmo(s, r) ⊆ A(C2,C1) .
Supposons que la re´duction (s, r)→ (s′, r′) forme un axiome [REF], [REF- !]
ou [REF- ?]. Alors la frontie`re de (s′, r′) est incluse dans la frontie`re acces-
sible a` partir de la frontie`re (C1, C2) :
Flo(s′, r′) ⊆ A(C1,C2) ,
Fmo(s′, r′) ⊆ A(C2,C1) .
De´monstration
Soit ι un e´le´ment quelconque de {mo, lo}.
On note Aι le majorant de Fι(s, r) :
Aι =
{
A(C1,C2) si ι = lo ,
A(C2,C1) si ι = mo .
Examinons les diffe´rents cas pour la re´duction (s, r)→ (s′, r′).
• [REF]
La re´duction est
(s, refm(v))→ ((s, lm 7→ v), lm) ,
ou` lm = νm(s).
Du lemme 3.2.16 (p. 249), on obtient l’ine´galite´ suivante :
Fι(s′, r′) ⊆ Fι(s) ∪ Fι(v) ∪ Fmι v ,
soit
Fι(s′, r′) ⊆ Fι(s, r) .
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• [REF- !]
La re´duction est
(s, getm(ln))→ (s, s(ln)) .
On a :
Fι(s′, r′) ⊆ Fι(s) .
• [REF- ?]
La re´duction est
(s, set (Unit, ι1)(l(Ref(B), ι2), v))→ ((s, l(Ref(B), ι2) 7→ v),unit(Unit, ι1)) .
Par le lemme 3.2.16 (p. 249), on a :
Fι(s′, r′) ⊆ Fι(s) ∪ Fι(v) ∪ F(Ref(B), ι2)ι (v) .
Comme Fι(s) ∪ Fι(v) ⊆ Aι, il reste a` montrer que F(Ref(B), ι2)ι (v) ⊆ Aι.
Examinons donc le cas ou` F(Ref(B), ι2)ι (v) 6= ∅.
Soit τ l’origine de v. On a alors ι = τ , F(Ref(B), ι2)τ (v) = {B}, puisque v a
pour type B, et τ 6= ι2. Examinons les deux cas possibles pour l’origine de
l’ope´rateur set(−,−), soit ι1.
◦ ι1 = τ
Le type Ref(B) appartient a` Fτ (r), donc a` Aτ . De la proprie´te´ (v) du lemme
3.2.17 (p. 250), on de´duit que B appartient a` Aτ .
◦ ι1 6= τ
Le type B appartient a` Fτ (r), donc a` Aτ .
x
Il est maintenant possible de de´montrer le the´ore`me 3.2.13 (p. 247) par
re´currence.
De´monstration
Soit t une trace d’exe´cution telle que la configuration initiale t0 soit d’origine
cohe´rente.
En utilisant la proposition 3.2.12 (p. 245), on montre facilement par re´cur-
rence sur la position dans la trace que toute configuration ti de t est d’origine
cohe´rente.
On montre maintenant par re´currence sur la position dans la trace que toute
configuration ti de la trace t ve´rifie :
Flo(ti) ⊆ A(Flo(t0),Fmo(t0)) ,
Fmo(ti) ⊆ A(Fmo(t0),Flo(t0)) .
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• i = 0
Il suffit d’appliquer le lemme 3.2.17 (p. 250) (proprie´te´ (i)).
• i > 0
On suppose le re´sultat en i−1. La re´duction ti−1 → ti est e´gale a` (s,E[r])→
(s′, E[r′]), ou` E est un contexte de re´duction et r un radical.
Si E = −, il suffit d’appliquer les lemmes 3.2.19 (p. 252) et 3.2.20 (p. 254)
pour conclure.
Supposons que E re´duise sous h. Soit ι un e´le´ment quelconque de {mo, lo}.
On note Aι le majorant de Fι(ti−1) :
Aι =
{
A(Flo(t0),Fmo(t0))si ι = lo ,
A(Fmo(t0),Flo(t0))si ι = mo .
On a, par le lemme 3.2.18 (p. 251) :
Fι(s,E[r]) = Fι(s) ∪ Fι(E) ∪ Fι(r) ∪ Fhι (r) ,
Fι(s′, E[r′]) = Fι(s′) ∪ Fι(E) ∪ Fι(r′) ∪ Fhι (r′) .
Des lemmes 3.2.19 (p. 252) et 3.2.20 (p. 254), on de´duit que
Fι(s′) ∪ Fι(r′) ⊆ Aι .
Il reste a` montrer que Fhι (r
′) ⊆ Aι.
Si Fhι (r) 6= ∅, ne´cessairement Fhι (r′) ⊆ Fhι (r), puisque r et r′ ont meˆme
type, et c’est termine´. Sinon, si Fhι (r
′) = ∅, c’est termine´. Il reste le cas ou`
le contexte de re´duction E cre´e une nouvelle frontie`re avec r′. Du lemme
3.2.18 (p. 251), on de´duit que Fhι (r
′) ⊆ Aι.
On peut conclure.
x
3.2.4 E´tude du confinement
Le the´ore`me 3.2.13 (p. 247) est notre principal outil pour l’e´tude du confi-
nement. Revenons a` notre mode`le d’e´tude, le code mobile s’exe´cutant dans
un environnement local. Rappelons que nous mode´lisons le code mobile par
un programme mobile, pre´cise´ment une abstraction dont la variable repre´-
sente l’environnement, et l’environnement local par un programme local. On
note L le programme local, suppose´ de type L, et λx : L.M[x] le programme
mobile, ou` M est un contexte a` une place, de type M (lorsqu’on attribue
a` la place le type L). Nous cherchons a` de´terminer une condition portant
sur le type de l’environnement assurant le confinement des ressources dans
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l’environnement lors de l’exe´cution du programme (λx : L.M[x]) L.
Pour re´aliser cette e´tude, nous allons annoter le programme mobile par
mo et l’environnement local par lo. Pre´cise´ment, de´finissons le programme
M(M, L) par
M(M, L) def= @(M,mo)(〈λx : L.M[x]〉mo, 〈L〉lo) .
Le fait d’annoter les termes par leur origine permet de formaliser la notion
de confinement, comme nous le voyons maintenant.
La re´duction d’un radical de´truit une valeur, excepte´ le cas particulier
du radical cre´ant et initialisant une re´fe´rence (de la forme ref(v)). Il est donc
possible de de´composer tout radical de destruction sous la forme d’un des-
tructeur, contexte forme´ d’un ope´rateur de destruction, applique´ a` une place
−, qu’on remplace par la valeur a` de´truire, et e´ventuellement a` une place
∗, qu’on remplace par une valeur parame´trant la destruction. Le tableau
suivant de´crit pre´cise´ment cette de´composition :
radical destructeur valeur de´truite valeur parame´trant
@n(λxm e, v) @n(−, ∗) λxm e v
getm(ln) getm(−) ln ∅
setm(ln, v) setm(−, ∗) ln v
Nous sommes maintenant en mesure de formaliser la notion de confinement
et d’accessibilite´. On dit qu’un type apparaˆıt dans un programme type´ e si
c’est le type d’une e´tiquette d’un sous-terme de 〈e〉ι, ι e´tant une information
quelconque.
3.2.21 De´finition (Confinement et accessibilite´)
Soit L un environnement et conside´rons un type A.
Le type A est confine´ dans l’environnement L si
(i) le type A apparaˆıt dans L,
(ii) pour tout programme mobile M, lors de l’exe´cution deM(M, L), aucune
valeur de type A et d’origine l’environnement n’est de´truite par un
destructeur d’origine le code mobile.
Le type A est accessible a` partir de l’environnement L s’il existe un pro-
gramme mobile λx : L.M[x] tel que lors de l’exe´cution de M(M, L), une va-
leur de type A et d’origine l’environnement est de´truite par un destructeur
d’origine le code mobile.
On remarque qu’un type A apparaˆıt ne´cessairement dans l’environnement L
s’il est accessible. C’est qu’en effet aucune nouvelle e´tiquette n’est cre´e´e par
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re´duction. Ainsi, pour un type A apparaissant dans l’environnement, A est
confine´ si et seulement s’il est inaccessible.
Comme les destructions proscrites par le confinement se produisent a` la
frontie`re, on de´duit du the´ore`me 3.2.13 (p. 247) le corollaire suivant.
3.2.22 Corollaire (
Caracte´risation des types confine´s et accessibles
par les types sortants
)
Soient L un environnement de type L et A un type.
(i) Si A n’est pas un type sortant de L et si A apparaˆıt dans L, alors A
est confine´.
(ii) Si A est accessible a` partir de L, alors A est un type sortant de L.
De´monstration
Par de´finition, l’ensemble des types sortants de L est e´gal a` T+(L).
Soit t la trace d’exe´cution deM(M, L). Comme pour la configuration initiale
t0, on a Flo(t0) = {L} et Fmo(t0) = ∅, on obtient par le the´ore`me 3.2.13
(p. 247) que pour toute configuration ti de t, Flo(ti) est inclus dans T+(L).
Si le type A est accessible a` partir de L, alors il existe une configuration ti
telle que A appartient a` Flo(ti), si bien que A est un type sortant de L.
Si le type A apparaˆıt dans l’environnement L, en contraposant l’implication
pre´ce´dente, on obtient la premie`re implication.
x
Nous montrons maintenant que la caracte´risation pre´ce´dente des types ac-
cessibles est optimale au sens ou` tout type sortant est aussi accessible a`
partir d’un certain environnement.
3.2.23 The´ore`me (
Caracte´risation des types sortants
par les types accessibles
)
Soit L un type.
Alors, pour tout type A sortant de L diffe´rent de Unit, il existe un environ-
nement L de type L tel que A est accessible a` partir de L.
On construit l’environnement et le programme mobile re´alisant l’acce`s par
re´currence structurelle sur le type de l’environnement. Prenons le cas ou` le
type de l’environnement est un type fonctionnel L1 → L2. Si le type A est
un type sortant de L1 → L2, autrement dit s’il apparaˆıt dans L1 → L2 en
une occurrence positive ou sous la garde du constructeur Ref(−), alors deux
cas sont envisageables lorsque A est distinct de L1 → L2 :
– ou bien A est un type entrant de L1,
– ou bien A est un type sortant de L2.
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Dans le second cas, l’hypothe`se de re´currence s’applique, dans le premier,
non, si bien qu’on proce`de diffe´remment : on montre qu’il est possible de
de´composer L1 jusqu’a` obtenir un type L′1 admettant A comme type sortant.
Formalisons dans un premier temps les proprie´te´s lie´es a` la de´composition
du type de l’environnement, a` l’aide du syste`me d’infe´rence de la table 3.12
(p. 246).
3.2.24 Proposition
Soit ∗ un e´le´ment de {−,+}.
Conside´rons deux types distincts C et A. Alors :
(i) si C est e´gal a` C1 → C2, le jugement C ` A : ∗ est valide si et
seulement si au moins l’un des jugements C1 ` A : ∗ et C2 ` A : ∗
est valide.
(ii) si C est e´gal a` Ref(D), le jugement C ` A : ∗ est valide si et seulement
si au moins l’un des jugements D ` A : ∗ et D ` A : ∗ est valide.
De´monstration
Commenc¸ons par une remarque utile par la suite : si le jugement C ` A : ∗
est valide, alors A est un sous-arbre de C, strict si ∗ = −. La de´monstration
par re´currence structurelle sur la preuve de C ` A : ∗ est facile et omise.
Dans un premier temps, on montre par re´currence sur la preuve de C ` A : ∗
que si C 6= A, alors l’un des jugements C ′ ` A : . . . indique´s est valide, C ′
e´tant un sous-arbre imme´diat de C.
• [+]
La preuve se re´duit a` l’axiome C ` C : +. La proprie´te´ est trivialement
ve´rifie´e.
• [− → ]
La preuve se conclut par la re`gle
C ` A→ B : ∗
C ` A : ∗
.
Distinguons deux cas suivant la nature de C.
◦ C = C1 → C2
Si C = A→ B, ne´cessairement ∗ = −, puis par de´composition, on a C1 = A,
et donc C1 ` A : ∗ est valide.
Si C 6= A → B, alors de l’hypothe`se de re´currence, on de´duit qu’au moins
l’un des jugements C1 ` A→ B : ∗ et C2 ` A→ B : ∗ est valide, puis par
application de la re`gle [− → ], qu’au moins l’un des jugements C1 ` A : ∗
et C2 ` A : ∗ est valide.
◦ C = Ref(D)
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De l’hypothe`se de re´currence, on de´duit qu’au moins l’un des jugements
D ` A → B : ∗ et D ` A → B : ∗ est valide, puis par application de la
re`gle [− → ], qu’au moins l’un des jugements D ` A : ∗ et D ` A : ∗ est
valide.
• Autres cas
Ce sont des variantes du cas pre´ce´dent.
Venons-en maintenant a` la re´ciproque. Nous la montrons sous la forme e´qui-
valente suivante : pour tous types C et A, si le jugement C ` A : ∗ est
valide, alors les jugements suivants le sont aussi :
– pour tout type D, D → C ` A : ∗ et C → D ` A : ∗,
– Ref(C) ` A : ∗ et Ref(C) ` A : ∗.
On proce`de par re´currence structurelle sur la preuve de C ` A : ∗. A` chaque
fois, on conside`re un type D quelconque.
• [+]
La preuve se re´duit a` l’axiome C ` C : +. Prouvons donc les diffe´rents
jugements :
(i)
∅
C → D ` C → D : +
C → D ` C : −
,
(ii)
∅
D → C ` D → C : +
D → C ` C : +
,
(iii)
∅
Ref(C) ` Ref(C) : +
Ref(C) ` C : ∗
.
• [− → ]
La preuve se conclut par la re`gle
C ` A→ B : ∗
C ` A : ∗
.
De l’hypothe`se de re´currence applique´e a` C ` A → B : ∗, on de´duit C →
D ` A → B : ∗, D → C ` A → B : ∗, Ref(C) ` A → B : ∗ et
Ref(C) ` A→ B : ∗, puis C → D ` A : ∗, D → C ` A : ∗, Ref(C) ` A : ∗
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et Ref(C) ` A : ∗.
• Autres cas
Ils sont analogues au pre´ce´dent.
x
La de´monstration du the´ore`me 3.2.23 (p. 258) est principalement un exer-
cice de programmation.
En premier lieu, nous montrons que chaque type contient au moins un pro-
gramme convergent.
3.2.25 Lemme
Il existe une famille de programmes (aA)A, indexe´e par l’ensemble des types,
ainsi qu’une famille de valeurs (uA)A et une famille d’e´tats-me´moire (σA)A,
telles que pour tout type A, (∅, aA) converge vers (σA, uA).
De´monstration
On proce`de par re´currence structurelle sur le type A.
• A = Unit
On pose aA = uA = unit et σA = ∅.
• A = A1 → A2
On pose aA = uA = λx : A1. aA2 et σA = ∅.
• A = Ref(A1)
On pose aA = ref(aA1), uA = νA1(σA1) et σA = (σA1 , uA 7→ uA1).
x
Ce lemme nous est utile pour de´finir des valeurs par de´faut.
Les notations suivantes facilitent la programmation.
Si e1 et e2 sont deux termes et x une variable qui n’est pas libre dans e1,
et de type A dans e2, alors let A x = e1 in e2 de´clare une variable locale de
type A dans e2 et l’initialise a` e1, et se de´finit par :
let A x = e1 in e2
def
= (λx : A. e2) e1 .
Si e1 et e2 sont deux termes, alors e1 ; e2 re´alise la composition se´quentielle
de e1 et e2, et se de´finit par :
e1 ; e2
def
= (λx e2) e1 ,
ou` x n’est pas une variable libre de e2 (on a omis le type de x).
Si f et g ont pour type A1 → A2 et A2 → A3, alors g◦f re´alise la composition
fonctionnelle de g par f , et se de´finit par :
g ◦ f def= λx : A1. g (f x) ,
262 Chapitre 3. Deux analyses de l’environnement local
ou` x n’est une variable libre ni de f ni de g.
Enfin, nous de´signerons par s1 . . . . . sn l’e´tat-me´moire s si les fonctions (si)i
et l’e´tat-me´moire s ve´rifient :
– pour tout i, s prolonge si,
– (dom si)i forme une partition de s,
– pour tout i, l’ensemble {l | ∃ j ≤ i, A . lA ∈ dom sj} est un segment
initial de l’ensemble des identificateurs.
Voyons maintenant pre´cise´ment le cas des types entrants, avec ce lemme
suivi d’une bre`ve explication.
3.2.26 Lemme
Soient L et A deux types tels que A soit un type entrant de L.
Alors il existe deux types L′ et L′′, et deux programmes δ et γ, de type
respectivement L→ L′ et L′ → L, ve´rifiant :
(i) L′ est un sous-arbre de L,
(ii) L′ est e´gal a` Ref(L′′) ou a` L′′ → B pour un certain type B,
(iii) L′ admet A comme type entrant,
(iv) L′′ admet A comme type sortant,
(v) les programmes δ et γ sont des abstractions,
(vi) pour toute configuration (s1, v), ou` s1 est un e´tat-me´moire et v une
valeur de type L′, il existe une valeur note´e u et un e´tat-me´moire note´
s tels que
(a) (s1, γ v) s’e´value en (s1 . s, u),
(b) pour toute configuration (s2 . s . s3, δ u), ou` s2 et s3 sont des e´tats-
me´moire, il existe un e´tat-me´moire s4 tel que (s2 . s . s3, δ u) s’e´va-
lue en (s2 . s . s3 . s4, v).
Aux effets de bord pre`s, le lemme e´nonce que δ ◦ γ est l’identite´. En per-
mettant de passer de L′ a` L, puis de revenir, ces deux programmes rendent
possible l’utilisation de l’hypothe`se de re´currence en L′′. Avant de voir com-
ment, de´montrons ce lemme.
De´monstration
La de´monstration se fait par re´currence sur L. Soit A un type. On montre
que si L ` A : −, alors on peut de´finir deux types, L′ et L′′, et deux
programmes, δ et γ ve´rifiant les conditions de l’e´nonce´.
• L = Unit
Il n’existe pas de type A tel que L ` A : −.
• L = L1 → L2
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Supposons L ` A : −. Suivant la proposition 3.2.24 (p. 259), il existe deux
possibilite´s, que nous de´taillons.
◦ L1 ` A : +
On de´finit L′ par L, L′′ par L1, δ et γ par l’identite´ λx : L. x.
◦ L2 ` A : −
De l’hypothe`se de re´currence applique´e a` L2, on obtient L′, L′′, δ et γ.
Soient F = λf : L. f aL1 et G = λy : L2. λx : L1. y. On ve´rifie facilement que
L′, L′′, δ ◦ F et G ◦ γ conviennent.
• L = Ref(L1)
Supposons L ` A : −. Suivant la proposition 3.2.24 (p. 259), il existe deux
possibilite´s, que nous de´taillons.
◦ L1 ` A : +
Comme pre´ce´demment, on de´finit L′ par L, L′′ par L1, δ et γ par l’identite´
λx : L. x.
◦ L1 ` A : −
De l’hypothe`se de re´currence applique´e a` L1, on obtient L′, L′′, δ et γ.
Soient F = λx : L. get(x) et G = λx : L1. ref(x). On ve´rifie facilement que
L′, L′′, δ ◦ F et G ◦ γ conviennent.
x
Nous sommes de´sormais en mesure de de´montrer le the´ore`me 3.2.23 (p. 258).
Dans cette de´monstration, nous ne montrons pas que les traces d’exe´cution
des programmes que nous de´finissons ve´rifient la proprie´te´ souhaite´e. Il est
facile de s’assurer informellement que c’est le cas : on raisonne en utilisant
les conditions (v) et (vi) du lemme 3.2.26, que nous avons mises sous cette
forme pour simplifier la ve´rification, ainsi que quelques proprie´te´s intuitives
des traces d’exe´cution. Manuellement, il serait tre`s long de formaliser com-
ple`tement le raisonnement.
De´monstration
On proce`de par re´currence sur L. Soit A un type diffe´rent de Unit. On
montre que si L ` A : +, alors on peut de´finir un environnement local L de
type L et un programme mobile λx : L.M[x] tels que lors de l’exe´cution de
M(M, L), une valeur de type A et d’origine l’environnement est de´truite par
un destructeur d’origine le code mobile.
Le cas ou` A est e´gal a` L e´tant trivial, on peut supposer A distinct de L.
• L = Unit
On ne peut avoir L ` A : +.
• L = L1 → L2
Supposons L ` A : +. Suivant la proposition 3.2.24 (p. 259), il existe deux
possibilite´s, que nous de´taillons.
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◦ L2 ` A : +
De l’hypothe`se de re´currence applique´e a` L2, on obtient un environnement
local L de type L2 et un programme mobile λx : L2.M[x] tels que l’exe´cution
de M(M, L) entraˆıne la destruction attendue. On ve´rifie facilement que
λx : L1. L
et
λf : L.(λx : L2.M[x]) (f aL1)
conviennent comme environnement local et programme mobile respective-
ment.
◦ L1 ` A : −
Par le lemme pre´ce´dent 3.2.26, on obtient deux types L′ et L′′, et deux pro-
grammes δ et γ, de type respectivement L1 → L′ et L′ → L1, ve´rifiant les
diffe´rentes conditions. Comme L′′ ` A : +, en appliquant l’hypothe`se de
re´currence a` L′′, on dispose d’un environnement local L de type L′′ et d’un
programme mobile λx : L′′.M[x] tels que l’exe´cution deM(M, L) entraˆıne la
destruction souhaite´e.
Envisageons deux cas, suivant le rapport entre L′′ et L′.
◦ L′ = L′′ → B
On de´finit le nouvel environnement par
L′ def= λx : L1.(δ x L ; aL2)
et le nouveau programme mobile par
λf : L.M′[f ] def= λf : L. f (γ λx : L′′.(M[x] ; aB)) .
Il est facile de ve´rifier que l’exe´cution de M(M′, L′) entraˆıne la destruction
souhaite´e.
◦ L′ = Ref(L′′)
On de´finit le nouvel environnement par
L′ def= λx : L1.(set(δ x, L) ; aL2)
et le nouveau programme mobile par
λf : L.M′[f ] def= λf : L. let L′ z = aL′ in
(f (γ z) ; (λx : L′′.M[x]) get(z)) .
Il est facile de ve´rifier que l’exe´cution de M(M′, L′) entraˆıne la destruction
souhaite´e.
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• L = Ref(L1)
Supposons L ` A : +. Suivant la proposition 3.2.24 (p. 259), il existe deux
possibilite´s, que nous de´taillons.
◦ L1 ` A : +
De l’hypothe`se de re´currence applique´e a` L1, on obtient un environnement
local L de type L1 et un programme mobile λx : L1.M[x] tels que l’exe´cution
de M(M, L) entraˆıne la destruction attendue. On ve´rifie facilement que
ref(L)
et
λz : L. let L1 x = get(z) in M[x]
conviennent comme environnement local et programme mobile respective-
ment.
◦ L1 ` A : −
Par le lemme pre´ce´dent 3.2.26, on obtient deux types L′ et L′′, et deux pro-
grammes δ et γ, de type respectivement L1 → L′ et L′ → L1, ve´rifiant les
diffe´rentes conditions. Comme L′′ ` A : +, en appliquant l’hypothe`se de
re´currence a` L′′, on dispose d’un environnement local L de type L′′ et d’un
programme mobile λx : L′′.M[x] tels que l’exe´cution deM(M, L) entraˆıne la
destruction attendue.
Envisageons deux cas, suivant le rapport entre L′′ et L′.
◦ L′ = L′′ → B
On de´finit le nouvel environnement par
L′ def= let L z = aL in
(set(z, γ λx : L′′. δ get(z) L) ; z)
et le nouveau programme mobile par
λz : L.M′[z] def= λz : L. let L1 y = get(z) in
(set(z, γ λx : L′′.(M[x] ; aB)) ; δ y aL′′) .
Il est facile de ve´rifier que l’exe´cution de M(M′, L′) entraˆıne la destruction
souhaite´e.
◦ L′ = Ref(L′′)
On de´finit le nouvel environnement par
L′ def= let L′ y = ref(L) in ref(γ y)
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et le nouveau programme mobile par
λz : L.M′[z] def= λz : L. let L′′ y = get(δ get(z)) in
M[y] .
Il est facile de ve´rifier que l’exe´cution de M(M′, L′) entraˆıne la destruction
souhaite´e.
x
Ici s’ache`ve l’e´tude ge´ne´rale du confinement. En utilisant un langage
annote´ particulier, dans lequel chaque terme porte, en plus de son type, son
origine, le code mobile ou le code local, nous avons pu de´finir d’une part,
une notion de frontie`re, locale et dynamique, lieu des interactions entre le
code mobile et le code local, d’autre part, la proprie´te´ de confinement de
manie`re rigoureuse. L’e´tude de la frontie`re a permis de de´gager un crite`re,
relatif au type de l’environnement local et permettant d’affirmer si un type
donne´ est confine´ dans l’environnement local. Il se re´sume ainsi :
si le type n’apparaˆıt dans le type de l’environnement local ni en
une occurrence positive ni sous la garde du constructeur Ref(−),
alors il est confine´ dans l’environnement local.
Bien suˆr, si le type apparaˆıt en une occurrence positive ou sous la garde du
constructeur Ref(−), il est impossible d’affirmer quoi que ce soit. Cepen-
dant, on a montre´ que dans ce cas il existe un environnement local a` partir
duquel le type conside´re´ est accessible par le code mobile. Autrement dit,
nous avons obtenu le meilleur crite`re possible a` partir du type de l’environ-
nement local. De plus, il est e´videmment de´cidable : e´tant donne´ un type L
pour l’environnement local et un type a` tester A, la question de savoir si A
apparaˆıt dans L en une occurrence positive ou sous la garde du constructeur
Ref(−) est de´cidable. C’est a` rapporter au proble`me ge´ne´ral suivant, qui lui
est inde´cidable :
– donne´es :
un environnement local L type´ et un type A,
– question :
le type A est-il accessible a` partir de l’environnement local L ?
En effet, si ce proble`me e´tait de´cidable, le proble`me de la terminaison serait
de´cidable12. En effet, conside´rons un programme e et appliquons la proce´-
dure de de´cision suppose´e au type A et a` l’environnement e ; aA, ou` aA est
12On pre´sume e´videmment que le proble`me de la terminaison est inde´cidable pour notre
langage.
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le programme convergent de type A donne´ par le lemme 3.2.25 (p. 261). On
constate que e termine si et seulement si le code mobile acce`de a` une valeur
de type A.
Revenons maintenant aux questions de se´curite´, pre´cise´ment au controˆle
des acce`s. Nous avons vu en introduction que le confinement des ressources
doit s’accompagner du controˆle de l’usage des ressources au sein du code
local. C’est cette question que nous abordons maintenant.
3.2.5 De l’instrumentation au confinement
Nous distinguons le code instrumente´ de celui qui ne l’est pas, de meˆme
le code a` prote´ger de celui qui ne l’est pas. A` cette fin, nous introduisons
deux e´tiquettes, ⊥ et >, auxquelles nous attribuons la signification suivante,
selon qu’elles annotent un constructeur ou un destructeur du langage :
constructeur destructeur
⊥ pas de protection pas d’instrumentation
> protection instrumentation
Dans un premier temps, nous de´veloppons un syste`me de types de manie`re
a` assurer que l’exe´cution de tout programme y admettant un type ve´rifie la
proprie´te´ suivante :
un destructeur e´tiquete´ par ⊥ n’est jamais applique´ a` une valeur
e´tiquete´e par >,
ou encore en ordonnant la paire {⊥,>} par ⊥ < >,
un destructeur e´tiquete´ par i de´truit une valeur e´tiquete´e par j
seulement si j ≤ i.
Ce syste`me garantit ainsi la correction de l’instrumentation. Dans un second
temps, nous utilisons la relation de sous-typage suivant le principe « convertir
pour confiner »pour re´soudre la question du confinement.
Nous de´veloppons un syste`me utilisant des types e´tiquete´s, dits se´curi-
taires. Leur ensemble est engendre´ par la grammaire suivante :
A ::= Unit (type singleton)
| A ⊥→ A | A >→ A (types fonctionnels)
| Ref⊥(A) | Ref>(A) (types des re´fe´rences) .
Une valeur e´tiquete´e par ⊥ admettra un type e´tiquete´ par ⊥, et de meˆme
pour >. De´taillons le langage annote´ que nous utilisons, et e´videmment
conforme a` la de´finition ge´ne´rale donne´e dans le paragraphe 3.2.2 (p. 233).
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Rappelons que les e´tiquettes annotant les ope´rateurs d’un tel langage sont
forme´es d’un type (sans annotation) et d’une information. Se limiter a` l’in-
formation indiquant l’instrumentation ou la protection est insuffisant dans
notre cas si on souhaite de´terminer le type se´curitaire a` partir de la seule
e´tiquette d’un terme. Par exemple, au programme λx(A,>) x, ou` A est un
type non e´tiquete´, on pourrait attribuer n’importe quel type A′ >→ A′, ou`
A′ est une annotation du type A. Aussi, on prendra pour information un
couple, forme´ d’un type se´curitaire et d’une valeur, ⊥ ou >. Comme le type
se´curitaire permet de retrouver le type non e´tiquete´, simplement en effac¸ant
les e´tiquettes, il suffit pratiquement de prendre pour e´tiquettes les couples
forme´s d’un type se´curitaire et d’une valeur ⊥ ou > ; si m est une telle e´ti-
quette, on notera m.T le type se´curitaire et m.I la valeur ⊥ ou > ve´rifiant
m = (m.T,m.I). Nous verrons par la suite que cette de´finition des e´tiquettes
permet de de´terminer le type minimal d’un terme. De´sormais, on appelle un
terme e´tiquete´ de ce langage annote´ un terme instrumente´.
Le syste`me de types est de´crit par le syste`me d’infe´rence de la table 3.13
(p. 269) ; il permet de de´finir inductivement l’ensemble des jugements de ty-
page valides, un jugement de typage e´tant de la forme Γ ` e : A, ou` Γ est un
environnement, e un terme instrumente´ et A un type se´curitaire, ces derniers
respectivement sujet et objet du jugement « a pour type se´curitaire »dans
l’environnement Γ. On remarque que si on n’utilise qu’une seule valeur ⊥
ou > pour les e´tiquettes des types se´curitaires et des termes, on retrouve
les re`gles de typage du syste`me 3.9 (p. 235). La seule diffe´rence concerne
les re`gles applicables aux destructeurs, ou` la contrainte concernant les e´ti-
quettes vise le respect du principe e´nonce´ plus haut : l’information associe´e
a` un destructeur, qui indique s’il est instrumente´ ou non, est compare´e a`
l’e´tiquette du type du terme a` de´truire ; comme l’information associe´e a` un
constructeur co¨ıncide avec l’e´tiquette de son type, on comprend que le prin-
cipe est bien applique´.
Nous aurons besoin par la suite d’annoter entie`rement par ⊥ un programme
non e´tiquete´ et type´. Pre´cise´ment, notons 〈A〉α le type se´curitaire obtenu
en e´tiquetant par α tous les constructeurs de types, − → − ou Ref(−), du
type non e´tiquete´ A. Associons a` tout programme e non e´tiquete´ et type´
le programme 〈〈e〉〉⊥, e colore´ en ⊥, dont l’e´tiquetage n’utilise que ⊥, aussi
bien pour les types se´curitaires que pour les e´tiquettes des constructeurs et
des destructeurs, de la manie`re suivante :
〈〈e〉〉⊥ def= G(〈e〉⊥) ,
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∅
[intro-Var]
Γ ` x : Γ(x) (x ∈ domΓ)
Γ.(x : A) ` e : B
[intro-→ ]
Γ ` λxm e : A α→ B
(
A
α→ B = m.T
α = m.I
)
Γ ` f : A α→ B Γ ` a : A
[e´lim-→ ]
Γ ` @m(f, a) : B
(
B = m.T
α ≤ m.I
)
∅
[intro-Unit]
Γ ` unitm : Unit
(Unit = m.T)
∅
[intro-Ref/loc]
Γ ` lm : Refα(A)
(
Refα(A) = m.T
α = m.I
)
Γ ` e : A
[intro-Ref/new]
Γ ` refm(e) : Refα(A)
(
Refα(A) = m.T
α = m.I
)
Γ ` e : Refα(A)
[e´lim-Ref/ !]
Γ ` getm(e) : A
(
A = m.T
α ≤ m.I
)
Γ ` e1 : Refα(A) Γ ` e2 : A
[e´lim-Ref/ ?]
Γ ` setm(e1, e2) : Unit
(
Unit = m.T
α ≤ m.I
)
Tab. 3.13 – Syste`me de types se´curitaires du langage instrumente´
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∅
(Unit,Unit)
(A2, A1) (B1, B2)
(A1
α1→ B1, A2 α2→ B2)
(α1 ≤ α2)
∅
(Refα1(A),Refα2(A))
(α1 ≤ α2)
Tab. 3.14 – Types se´curitaires : relation de sous-typage
ou` G est de´fini par l’e´quation re´cursive suivante :
G(f (A,α)(ej)j) = f (〈A〉
⊥,α)(G(ej))j .
Il est facile de ve´rifier que si e a pour type A, alors 〈〈e〉〉⊥ a pour type 〈A〉⊥.
Conside´rons maintenant un type se´curitaire A dont l’e´tiquette est > et
que nous notons B>. On note B⊥ le type obtenu en modifiant l’e´tiquette de
A en ⊥. Soit C[ ] un programme instrumente´ a` un parame`tre, admettant un
type se´curitaire dans le syste`me pre´ce´dent lorsqu’on attribue le type B> au
parame`tre. En utilisant la se´mantique ope´rationnelle pre´ce´demment de´finie
pour le langage annote´ (cf. tab. 3.10 (p. 237)), on verra par la suite que pour
toute valeur v de type B>, l’exe´cution de C[v] n’entraˆıne pas de destruction
interdite, c’est-a`-dire impliquant un destructeur non instrumente´ et une va-
leur a` prote´ger. Il est clair que pour toute valeur v de type B⊥, l’exe´cution
de C[v] n’entraˆıne pas non plus de destruction interdite. Autrement dit, on
peut conside´rer que B⊥ est un sous-type de B>.
Pre´cise´ment, la relation de sous-typage entre les types se´curitaires est engen-
dre´e inductivement par le syste`me d’infe´rence de la table 3.14 (p. 270). Les
jugements sont des couples (A,B), ou` A et B sont des types se´curitaires : si le
jugement (A,B) est valide, on dit que A est un sous-type de B, et on le note
A ≤ B. On remarque les proprie´te´s classiques : pour le constructeur − → −,
contravariance pour l’ensemble de de´part, covariance pour l’ensemble d’ar-
rive´e, pour le constructeur Ref(−), invariance. On ve´rifie facilement que la
relation de sous-typage est une relation d’ordre partielle. Pour l’utiliser, on
ajoute au syste`me de types la re`gle de conversion suivante :
Γ ` e : A
[≤]
Γ ` e : B
(A ≤ B) .
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Le syste`me de types ve´rifie les proprie´te´s habituelles. Noter que l’unicite´ du
type est remplace´e par l’existence d’un type minimal.
3.2.27 Proposition (Proprie´te´s du syste`me de types se´curitaires)
Soit Γ un environnement de typage. Conside´rons un terme instrumente´ a de
type se´curitaire A dans l’environnement Γ :
Γ ` a : A .
Lemme d’affaiblissement
Conside´rons un environnement Γ′ prolongeant Γ. Alors le jugement de typage
Γ′ ` a : A est valide.
Lemme de la base
Conside´rons l’environnement Γ|FV(a) obtenu en restreignant Γ aux variables
libres de a. Alors le jugement de typage Γ|FV(a) ` a : A est valide.
Existence d’un plus petit type
Si a est une variable x, alors a admet un plus petit type (pour la relation de
sous-typage) dans l’environnement Γ, soit Γ(x).
Sinon, soit M le type donne´ par l’e´tiquette de a :
M = a.L.T .
Alors M est le plus petit type de a dans l’environnement Γ.
Lemme des substitutions
Soient x une variable du domaine de Γ, et b un terme instrumente´ de type
Γ(x). Alors le terme a[b/x] a pour type A dans l’environnement Γ :
Γ ` a : A Γ ` b : Γ(x)
Γ ` a[b/x] : A (x ∈ domΓ) .
Lemme de la de´composition
Supposons que a soit un programme se de´composant en un radical r dans
un contexte de re´duction E :
a = E[r] .
Alors r est type´, et si on attribue a` la place − le plus petit type de r, E
admet pour type A.
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De´monstration
• Affaiblissement, base
La de´monstration est analogue a` celle de la proposition 3.2.1 (p. 226).
• Plus petit type
On montre tre`s facilement par re´currence structurelle sur la preuve de Γ `
a : A que a admet comme plus petit type dans l’environnement Γ celui qui
est indique´ par la proposition.
• Substitutions
La de´monstration, classique, se fait par re´currence structurelle sur a, et ne
pre´sente aucune difficulte´.
• De´composition
On proce`de par re´currence structurelle sur E. Seul cas original, le contexte
de re´duction vide.
Supposons E = −. Comme r est e´gal a` a, r est type´ ; quant au contexte de
re´duction E, il admet pour type le plus petit type de r, qui est le plus petit
type de a, et est donc un sous-type de A.
x
De´finissons maintenant la se´mantique ope´rationnelle de notre langage.
Pour simplifier, nous ne modifions pas la se´mantique ope´rationnelle de´finie
par le syste`me de la table 3.10 (p. 237). Ce choix correspond a` une interpre´-
tation en termes d’accessibilite´. Pour un destructeur, l’e´tiquette > signifie
la possibilite´ d’acce´der aux valeurs devant eˆtre prote´ge´es, e´tiquete´es par >.
Une approche re´aliste consisterait a` conside´rer qu’un destructeur re´alise tout
d’abord un test, puis s’il est positif, re´alise la destruction habituelle, sinon
arreˆte l’exe´cution ou lance une exception.
E´nonc¸ons la principale proprie´te´ permettant de relier la se´mantique statique
(le syste`me de types) a` la se´mantique ope´rationnelle. On dit qu’une confi-
guration (s, e) est type´e pour la se´curite´ si elle est type´e dans le syste`me de
types se´curitaires, autrement dit si
– pour toute re´fe´rence lm du domaine de s, la valeur s(lm) admet pour
type se´curitaire le type A ve´rifiant
m.T = Refm.I(A) ,
– le terme de controˆle e admet un type se´curitaire.
3.2.28 The´ore`me (Re´duction du sujet : pre´servation du typage)
Soit (s1, e1) une configuration type´e pour la se´curite´. Alors si (s1, e1) se
re´duit en (s2, e2), la configuration (s2, e2) est type´e pour la se´curite´. De
plus, le plus petit type se´curitaire de e2 est un sous-type du plus petit type
se´curitaire de e1.
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De´monstration
On raisonne par re´currence structurelle sur la preuve de la re´duction (s1, e1)→
(s2, e2). On suppose que la configuration (s1, e1) est type´e pour la se´curite´,
et on note M le plus petit type de e1.
• [β]
La re´duction est
(s1,@m(λxn a, v))→ (s1, a[v/x]) .
La preuve de ∅ ` e1 : M se termine ainsi :
∅.(x : A′) ` a : M ′
∅ ` λxn a : A′ α′→M ′····
∅ ` λxn a : A α→M ∅ ` v : A
∅ ` @m(λxn a, v) : M
ou` A ≤ A′, M ′ ≤M et α′ ≤ α.
De ces ine´galite´s et du lemme des substitutions, on de´duit que a[v/x] a pour
type M , si bien que son plus petit type est un sous-type de M .
De plus, (s1, a[v/x]) est type´e pour la se´curite´.
• [REF]
La re´duction est
(s1, refm(v))→ ((s1, lm 7→ v), lm) ,
ou` lm est e´gal a` νm(s). Du jugement ∅ ` refm(v) : M , on de´duit que v admet
pour type A de´fini par m.T = Refm.I(A). Il en re´sulte que ((s1, lm 7→ v), lm)
est type´e pour la se´curite´.
Enfin, refm(v) et lm ont le meˆme plus petit type, m.T.
• [REF- !]
La re´duction est
(s1, getm(ln))→ (s1, s1(ln)) .
E´videmment, la configuration (s1, s1(ln)) est type´e pour la se´curite´. Mon-
trons que s1(ln) admet M pour type.
Par hypothe`se, on sait que s1(ln) admet pour typeA ve´rifiant n.T = Refn.I(A).
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La preuve de ∅ ` getm(ln) : M est ainsi forme´e
∅
∅ ` ln : Refn.I(M)····
∅ ` ln : Refα(M)
∅ ` getm(ln) : M
avec n.T = Refn.I(M). Il s’ensuit que M = A.
• [REF- ?]
La re´duction est
(s1, setm(ln, v))→ ((s1, ln 7→ v),unitm) .
On doit montrer que v admet pour type A de´fini par n.T = Refn.I(A). Or
il existe un type B tel que la preuve de ∅ ` setm(ln, v) : Unit est forme´e
ainsi :
∅
∅ ` ln : Refn.I(B)····
∅ ` ln : Refα(B) ∅ ` v : B
∅ ` setm(ln, v) : Unit
avec n.T = Refn.I(B), ce qui implique B = A et donc que v a pour type A.
• [RED]
La re´duction est (s1, E[r1]) → (s2, E[r2]), de´duite de (s1, r1) → (s2, r2), et
ou` E est un contexte de re´duction et r1 un radical.
Par le lemme de de´composition, on obtient que r1 est type´ et que E a pour
type M si on attribue a` la place − le plus petit type de r1. En appliquant
l’hypothe`se de re´currence a` la re´duction (s1, r1) → (s2, r2), comme (s1, r1)
est type´e pour la se´curite´, on obtient que s2 ve´rifie la condition de typage et
que le plus petit type de r2 est un sous-type du plus petit type de r1. Par le
lemme des substitutions, on obtient finalement que E[r2] admet pour type
M , et on peut conclure.
x
Il re´sulte de ce the´ore`me fondamental que le syste`me de types se´curitaires
est suˆr.
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3.2.29 Corollaire (Suˆrete´ du typage)
Conside´rons un programme instrumente´ admettant un type se´curitaire. Alors,
lors de son exe´cution, aucun destructeur e´tiquete´ par ⊥ ne de´truit une valeur
e´tiquete´e par >.
De´monstration
Par le the´ore`me de re´duction du sujet, toute configuration de la trace d’exe´-
cution est type´e pour la se´curite´. Si lors de l’exe´cution, un destructeur e´ti-
quete´ par ⊥ de´truisait une valeur e´tiquete´e par >, alors le radical en question
n’admettrait pas de type se´curitaire, ce qui constituerait une contradiction,
par le lemme de la de´composition.
x
Autrement dit, la ve´rification statique de l’instrumentation entraˆıne la ve´ri-
fication dynamique de la politique de se´curite´.
Comment appliquer ce syste`me de types dans le cas du code mobile ?
Commenc¸ons par mode´liser l’exe´cution du code mobile appelant l’environ-
nement local avec le langage instrumente´. Comme le code mobile ne peut pas
eˆtre instrumente´ et ne contient pas de ressources a` prote´ger, il ne contient
que l’e´tiquette ⊥. Pre´cise´ment, si λx : L.M[x] est le programme mobile de
type L→M , nous le repre´sentons par le programme
〈〈λx : L.M[x]〉〉⊥ ,
de type
〈L〉⊥ ⊥→ 〈M〉⊥ .
Quant au code local, il peut eˆtre instrumente´ et contenir des ressources a`
prote´ger, si bien qu’il utilise les deux e´tiquettes ⊥ et > suivant le principe
de´ja` e´nonce´ :
constructeur destructeur
⊥ pas de protection pas d’instrumentation
> protection instrumentation
On note LS l’environnement local ainsi e´tiquete´. On suppose e´videmment
qu’il admet un type se´curitaire, qu’on note LS . On sait donc que l’exe´cu-
tion de l’environnement local seul est suˆre. Qu’en est-il de l’exe´cution du
programme mobile appelant l’environnement local, autrement dit du pro-
gramme
@(〈M〉
⊥,⊥)(〈〈λx : L.M[x]〉〉⊥, LS)
qui nous sert a` mode´liser cette exe´cution ? Une condition suffisante est e´vi-
demment que ce programme admette un type se´curitaire. Compte tenu des
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re`gles de typage, il vient que ce programme admet un type se´curitaire si et
seulement le type de l’environnement LS est un sous-type du type 〈L〉⊥, le
meˆme type que LS si ce n’est que les e´tiquettes > ont e´te´ remplace´es par
des e´tiquettes ⊥. La proposition suivante de´finit une condition e´quivalente,
a` l’aide des types sortants. E´tant donne´ un type se´curitaire C, on note ↓ (C)
le type non e´tiquete´ obtenu en effac¸ant les e´tiquettes.
3.2.30 Proposition (Conversion et types sortants)
Soit C un type se´curitaire.
Alors C est un sous-type de 〈↓ (C)〉⊥ si et seulement si tout type sortant de
C et diffe´rent de Unit a pour e´tiquette ⊥.
On de´finit les types sortants et entrants de C comme pour les types non
e´tiquete´s. Un type A est un type sortant de C s’il apparaˆıt dans C en une
occurrence positive ou sous la garde d’un constructeur Refα(−) ; un type A
est un type entrant de C s’il apparaˆıt dans C en une occurrence ne´gative ou
sous la garde d’un constructeur Refα(−). Formellement, on utilise le syste`me
d’infe´rence de la table 3.12 (p. 246), ou` chaque constructeur de types, − → −
ou Ref(−), doit cependant eˆtre remplace´ par un constructeur e´tiquete´. On
rappelle qu’un type A est un type sortant de C si le jugement C ` A : +
est valide, alors que c’est un type entrant de C si le jugement C ` A : −
est valide.
On utilise dans la de´monstration la proposition 3.2.24 (p. 259), qui permet
de relier un jugement C ` A : . . . a` un jugement C ′ ` A : . . ., ou` C ′ est un
sous-arbre de C, lorsque C est distinct de A.
De´monstration
Nous allons montrer non seulement la proprie´te´ de l’e´nonce´, mais aussi
une proprie´te´ duale. Pre´cise´ment, nous montrons les deux e´quivalences sui-
vantes :
C ≤ 〈↓ (C)〉⊥ ⇔ ∀A 6= Unit . C ` A : +⇒ A.I = ⊥ ,
〈↓ (C)〉⊥ ≤ C ⇔ ∀A 6= Unit . C ` A : − ⇒ A.I = ⊥ .
Commenc¸ons par montrer simultane´ment les deux implications de gauche a`
droite par re´currence sur C. On conside`re un type A distinct de Unit.
• C = Unit
C’est trivialement ve´rifie´.
• C = C1 α→ C2
Voyons la premie`re implication.
Supposons C ≤ 〈↓ (C)〉⊥, ce qui implique par de´finition du sous-typage,
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α = ⊥, C2 ≤ 〈↓ (C2)〉⊥ et 〈↓ (C1)〉⊥ ≤ C1.
Supposons aussi C ` A : +.
Si A = C, alors A a pour e´tiquette α, soit ⊥.
Sinon, on peut appliquer la proposition 3.2.24 (p. 259).
Si C1 ` A : −, en appliquant l’hypothe`se de re´currence a` C1, on obtient
A.I = ⊥.
Si C2 ` A : +, en appliquant l’hypothe`se de re´currence a` C2, on obtient
A.I = ⊥.
Voyons la seconde implication.
Supposons 〈↓ (C)〉⊥ ≤ C, ce qui implique par de´finition du sous-typage,
C1 ≤ 〈↓ (C1)〉⊥ et 〈↓ (C2)〉⊥ ≤ C2.
Supposons aussi C ` A : −.
Ne´cessairement, A 6= C, et on peut appliquer la proposition 3.2.24 (p. 259).
Si C1 ` A : +, en appliquant l’hypothe`se de re´currence a` C1, on obtient
A.I = ⊥.
Si C2 ` A : −, en appliquant l’hypothe`se de re´currence a` C2, on obtient
A.I = ⊥.
• C = Refα(D)
Voyons la premie`re implication.
Supposons C ≤ 〈↓ (C)〉⊥, ce qui implique par de´finition du sous-typage,
α = ⊥, D = 〈↓ (D)〉⊥.
Supposons aussi C ` A : +.
Si A = C, alors A a pour e´tiquette α, soit ⊥.
Sinon, on peut appliquer la proposition 3.2.24 (p. 259).
Si D ` A : −, en appliquant l’hypothe`se de re´currence a` D, on obtient
A.I = ⊥.
Si D ` A : +, en appliquant l’hypothe`se de re´currence a` D, on obtient
A.I = ⊥.
Voyons la seconde implication.
Supposons 〈↓ (C)〉⊥ ≤ C, ce qui implique par de´finition du sous-typage,
D = 〈↓ (D)〉⊥.
Supposons aussi C ` A : −.
Ne´cessairement, A 6= C, et on peut appliquer la proposition 3.2.24 (p. 259).
Si D ` A : +, en appliquant l’hypothe`se de re´currence a` D, on obtient
A.I = ⊥.
Si C2 ` A : −, en appliquant l’hypothe`se de re´currence a` D, on obtient
A.I = ⊥.
Montrons maintenant simultane´ment les deux implications de droite a` gauche,
toujours par re´currence sur C.
• C = Unit
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On a C = 〈↓ (C)〉⊥.
• C = C1 α→ C2
Voyons la premie`re implication.
Supposons ∀A 6= Unit . C ` A : +⇒ A.I = ⊥.
Pour montrer que C ≤ 〈↓ (C)〉⊥, il est suffisant de montrer que α = ⊥,
C2 ≤ 〈↓ (C2)〉⊥ et 〈↓ (C1)〉⊥ ≤ C1.
Comme C ` C : +, on de´duit de l’hypothe`se que α = ⊥.
Conside´rons un type A diffe´rent de Unit. Nous allons montrer que si C2 `
A : + est valide, alors A.I = ⊥, de meˆme que si C1 ` A : − est valide,
alors A.I = ⊥, ce qui permettra de conclure en appliquant l’hypothe`se de
re´currence a` C2 et C1 respectivement.
Supposons C2 ` A : +. Par la proposition 3.2.24 (p. 259), on a C1 α→ C2 `
A : +, donc par hypothe`se A.I = ⊥.
Supposons C1 ` A : −. Par la proposition 3.2.24 (p. 259), on a C1 α→ C2 `
A : +, donc par hypothe`se A.I = ⊥.
On a donc montre´ C ≤ 〈↓ (C)〉⊥.
Voyons la seconde implication.
Supposons ∀A 6= Unit . C ` A : − ⇒ A.I = ⊥.
Pour montrer que 〈↓ (C)〉⊥ ≤ C, il est suffisant de montrer que C1 ≤
〈↓ (C1)〉⊥ et 〈↓ (C2)〉⊥ ≤ C2.
Conside´rons un type A diffe´rent de Unit. Nous allons montrer que si C2 `
A : − est valide, alors A.I = ⊥, de meˆme que si C1 ` A : + est valide,
alors A.I = ⊥, ce qui permettra de conclure en appliquant l’hypothe`se de
re´currence a` C2 et C1 respectivement.
Supposons C2 ` A : −. Par la proposition 3.2.24 (p. 259), on a C1 α→ C2 `
A : −, donc par hypothe`se A.I = ⊥.
Supposons C1 ` A : +. Par la proposition 3.2.24 (p. 259), on a C1 α→ C2 `
A : −, donc par hypothe`se A.I = ⊥.
On a donc montre´ 〈↓ (C)〉⊥ ≤ C.
• C = Refα(D)
Voyons la premie`re implication.
Supposons ∀A 6= Unit . C ` A : +⇒ A.I = ⊥.
Pour montrer que C ≤ 〈↓ (C)〉⊥, il est suffisant de montrer que α = ⊥ et
D = 〈↓ (D)〉⊥.
Comme C ` C : +, on de´duit de l’hypothe`se que α = ⊥.
Conside´rons un type A diffe´rent de Unit. Nous allons montrer que si D `
A : + est valide, alors A.I = ⊥, de meˆme que si D ` A : − est valide,
alors A.I = ⊥, ce qui permettra de conclure en appliquant l’hypothe`se de
re´currence a` D.
Supposons D ` A : +. Par la proposition 3.2.24 (p. 259), on a Refα(D) `
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A : +, donc par hypothe`se A.I = ⊥.
Supposons D ` A : −. Par la proposition 3.2.24 (p. 259), on a Refα(D) `
A : +, donc par hypothe`se A.I = ⊥.
On a donc montre´ C ≤ 〈↓ (C)〉⊥.
Voyons la seconde implication.
Supposons ∀A 6= Unit . C ` A : − ⇒ A.I = ⊥.
Pour montrer que 〈↓ (C)〉⊥ ≤ C, il est suffisant de montrer que D =
〈↓ (D)〉⊥.
Conside´rons un type A diffe´rent de Unit. Nous allons montrer que si D `
A : − est valide, alors A.I = ⊥, de meˆme que si D ` A : + est valide,
alors A.I = ⊥, ce qui permettra de conclure en appliquant l’hypothe`se de
re´currence a` D.
Supposons D ` A : −. Par la proposition 3.2.24 (p. 259), on a Refα(D) `
A : −, donc par hypothe`se A.I = ⊥.
Supposons D ` A : +. Par la proposition 3.2.24 (p. 259), on a Refα(D) `
A : −, donc par hypothe`se A.I = ⊥.
On a donc montre´ 〈↓ (C)〉⊥ ≤ C.
x
Cette dernie`re proposition permet de de´finir un crite`re assurant qu’un
type se´curitaire pour l’environnement est suˆr. On dit qu’un type se´curitaire
LS est suˆr si pour tout programme mobile type´ λx : L.M[x] (L e´tant e´gal
a` ↓ (LS)) et tout environnement instrumente´ LS de type se´curitaire LS ,
l’exe´cution de
@(〈M〉
⊥,⊥)(〈〈λx : L.M[x]〉〉⊥, LS)
est suˆre, autrement dit n’entraˆıne pas la destruction par un destructeur e´ti-
quete´ par ⊥ d’une valeur e´tiquete´e par >. Il vient que le type se´curitaire LS
est suˆr si tout type sortant de LS et diffe´rent de Unit a pour e´tiquette ⊥. La
re´ciproque pourrait eˆtre montre´e en adaptant le the´ore`me 3.2.23 (p. 258) au
cas des types se´curitaires. Ce the´ore`me adapte´ permettrait alors d’associer
a` tout type sortant A de LS un environnement de type LS a` partir duquel le
type A serait accessible. Ainsi, s’il existait un type sortant A de LS , diffe´rent
de Unit et ayant pour e´tiquette >, on obtiendrait une destruction proscrite
pour un certain programme mobile appelant l’environnement local associe´ a`
A par ce the´ore`me.
En re´sume´, dans le cas du code mobile, nous proposons de controˆler les
acce`s aux ressources
– en ve´rifiant que l’instrumentation du code local est correctement re´ali-
se´e, ce qui peut se faire en montrant que l’environnement local admet
un type se´curitaire dans le syste`me de types de´crit dans la table 3.13
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(p. 269),
– en ve´rifiant une forme de confinement des types a` prote´ger, pre´cise´-
ment en ve´rifiant qu’un type a` prote´ger n’apparaˆıt dans le type de
l’environnement ni en une occurrence positive ni sous la garde d’un
constructeur Refα(−), ce qui permet de convertir le type se´curitaire
de l’environnement pour confiner les types a` prote´ger.
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Conclusion
Nous avons e´tudie´ dans cette the`se l’exe´cution de code mobile dans un
environnement local ; le code mobile e´tant potentiellement hostile, l’environ-
nement local est charge´ de prote´ger les ressources du syste`me hoˆte, pre´ci-
se´ment de garantir d’une part, la confidentialite´ des informations contenues
dans les ressources, d’autre part, le confinement local de ressources a` prote´-
ger. Au terme de ce travail, nous pouvons affirmer qu’il est possible d’ana-
lyser l’environnement local seul pour garantir la se´curite´ de l’exe´cution de
tout code mobile. Nous avons pu de´finir deux crite`res de se´curite´ :
– le premier est ve´rifie´ par le code de l’environnement local si et seule-
ment si l’environnement garantit la confidentialite´ des ressources lo-
cales,
– le second porte sur le type de l’environnement local et implique que
les ressources a` prote´ger sont confine´es dans l’environnement si le type
de l’environnement le ve´rifie.
L’originalite´ de ces re´sultats ne tient pas en la possibilite´ d’analyser un
programme pour de´terminer des proprie´te´s concernant le controˆle des flux
d’informations ou des acce`s : la litte´rature sur ces sujets est de´ja` vaste. Mais
elle provient de la proble´matique propre a` l’exe´cution de code mobile, en
particulier des deux points spe´cifiques suivants :
– seul l’environnement local est disponible pour l’analyse,
– un crite`re de se´curite´ doit eˆtre valide pour tout code mobile envisa-
geable.
Rentrons un peu plus dans le de´tail de ces crite`res pour en cerner les limites
et e´tudier les extensions possibles. Noter que nous ne revenons pas sur les
limites implique´es par nos hypothe`ses de travail et de´crites en introduction
(cf. p. 7) : la principale hypothe`se concerne l’utilisation d’un langage de haut
niveau, ce qui suppose qu’on s’assure de la pre´servation par compilation des
proprie´te´s de se´curite´.
Nous comparons les deux crite`res suivant trois points de vue :
– le langage de programmation utilise´,
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– le degre´ d’approximation du crite`re relativement a` la proprie´te´ qu’il
implique,
– les techniques utilise´es pour de´montrer ces crite`res.
Commenc¸ons par une technique commune aux deux de´marches. Tant la
confidentialite´ que le confinement ont e´te´ e´tudie´s a` partir d’une annotation
du langage de programmation, ou` chaque ope´rateur du langage rec¸oit une
e´tiquette : dans les deux cas, ce sont des langages bien connus, qui peuvent
eˆtre conside´re´s comme les langages naturels pour l’e´tude de ces questions.
Excepte´ cette technique commune, le contraste est autrement parfait. Pour
le crite`re de confidentialite´, le langage est e´le´mentaire, le crite`re est exact,
c’est-a`-dire e´quivalent a` la proprie´te´ de confidentialite´, et les techniques sont
e´labore´es, puisqu’une partie des deux premiers chapitres est de´volue a` leur
de´veloppement ; pour le crite`re de confinement, le langage est enrichi (par
des re´fe´rences), le crite`re repose sur l’approximation des valeurs par leur
type, et les techniques sont e´le´mentaires.
Pour la confidentialite´, c’est donc surtout une extension du langage de
programmation qui est souhaitable. Si on reprend la meˆme de´marche, il
conviendrait pour le langage e´tendu de
1. de´finir une se´mantique observationnelle,
2. e´tudier l’uniformite´ et la de´pendance, en recourant a` une interpre´tation
abstraite,
3. donner un crite`re de confidentialite´, a` partir de l’observation abstraite.
Des trois points, le premier semble le plus de´licat. Depuis les travaux de
Moggi [58], il est reconnu que l’expression d’une se´mantique de´notationnelle
peut eˆtre parame´tre´e par une monade. D’un point de vue ope´rationnel, la
monade de´crit la structure des configurations de la machine abstraite exe´-
cutant les programmes. Dans l’optique d’une ge´ne´ralisation, il serait donc
inte´ressant de combiner l’approche monadique et l’approche observation-
nelle. Il s’ave`re que la me´thode de Howe a de´ja` e´te´ utilise´e pour des mo-
nades particulie`res. Inte´ressons-nous a` la monade permettant de repre´senter
un e´tat-me´moire (global), adapte´e au langage avec re´fe´rences utilise´ pour le
confinement. Dans [72], Ritter et Pitts montrent que la relation de bisimila-
rite´ est incluse strictement dans la relation d’e´quivalence contextuelle : c’est
un re´sultat d’ade´quation. On peut conside´rer que la relation de bisimilarite´
qu’ils de´finissent s’obtient a` partir d’une notion d’observation : l’observation
d’un programme convergent est obtenu en observant de son re´sultat a` la fois
la valeur obtenue et l’e´tat-me´moire. Comme l’e´quivalence contextuelle est
de´finie uniquement en observant du re´sultat la convergence, elle est claire-
ment plus grossie`re que la bisimilarite´ : il faudrait raffiner l’observation du
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re´sultat de manie`re a` prendre en compte l’e´tat-me´moire pour espe´rer obtenir
la bisimilarite´. A` l’inverse, si on laisse inchange´e l’e´quivalence contextuelle,
c’est la notion d’observation utilise´e pour de´finir la bisimilarite´ qui doit eˆtre
moins discriminante. Lors de l’observation d’un programme, il est impos-
sible d’observer le contenu d’une re´fe´rence cre´e´e par le programme si elle
n’a pas e´te´ rendue accessible par le programme. Autrement dit, pour un
e´tat-me´moire, il est impossible d’observer les re´fe´rences confine´es dans le
programme. C’est cette distinction qu’exploitent Jeffrey et Rathke dans [40,
§4, 5] pour aboutir a` l’ade´quation comple`te, soit l’e´galite´ entre la bisimilarite´
et l’e´quivalence contextuelle ; ils utilisent e´galement la me´thode de Howe, qui
justifie ainsi par sa robustesse son emploi dans ce travail.
Pour le confinement, le langage pourrait eˆtre e´tendu par des structures
de donne´es, sans modifier l’e´tude de la frontie`re telle que nous l’avons me-
ne´e : par exemple, au niveau des types, outre des types de base, comme
des entiers ou des boole´ens, on pourrait introduire le produit carte´sien ou la
somme (union disjointe) sans aucune difficulte´.
Comme le langage contient de´ja` des re´fe´rences, il se rapprocherait alors d’un
langage oriente´ objets, comme Java. Un type dans un langage comme Java,
meˆme s’il est d’abord le nom d’une classe ou d’une interface, peut aussi eˆtre
identifie´ avec la liste des signatures13 de ses me´thodes ; comme il est sus-
ceptible d’apparaˆıtre dans le type d’une de ses me´thodes, il peut former un
type re´cursif. Que devient l’e´tude de la frontie`re en pre´sence de types re´cur-
sifs ? Il apparaˆıt que notre e´tude ne ne´cessite aucune hypothe`se concernant
le caracte`re non re´cursif des types. Cette dernie`re hypothe`se n’est utilise´e
qu’une seule fois, pour associer a` chaque type un programme convergent de
ce type, lorsqu’on montre que le crite`re de confinement est optimal.
Autre particularite´ d’un syste`me de types comme celui du langage Java :
le sous-typage. La relation de sous-typage permet d’affirmer qu’un type
(mi : Ai)i∈I , ou` pour chaque indice i de l’ensemble fini I, mi est le nom
d’une me´thode et Ai son type, est un sous-type de (mj : Aj)j∈J , ou` J est
inclus dans I. Avec le sous-typage, sans hypothe`ses sur la conversion des
types, il n’est pas raisonnable de de´finir un crite`re de confinement a` par-
tir du type de l’environnement local. En effet, s’il est possible de re´aliser
une coercition d’un type vers un sous-type, c’est non seulement le type de
l’environnement local qui doit ve´rifier le crite`re de confinement, mais aussi
tous ses sous-types. Si comme en Java, il existe un type au sommet de la
hie´rarchie de sous-typage (le type « Object » en Java), le crite`re peut deve-
nir inapplicable. Il est donc souhaitable d’interdire ou bien la conversion des
13La signature d’une me´thode contient le nom et le type de la me´thode.
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types devant eˆtre confine´s en sur-types, ou bien la coercition. Ce sont des
hypothe`ses habituelles pour le confinement, la premie`re donne´e par exemple
par Bokowski et Vitek dans [83, §5.3].
Une autre extension possible concernerait l’introduction du polymorphisme
parame´trique : c’est la possibilite´ de parame´trer par un type la de´finition
d’un programme. Le passage d’un syste`me de types monomorphes a` un sys-
te`me de types polymorphes impose de nombreuses modifications techniques
a` notre e´tude de la frontie`re, et demande donc d’eˆtre explore´ plus avant.
Il convient aussi de remarquer que le polymorphisme parame´trique permet
de rendre abstrait dans le code mobile un type a` prote´ger : il suffit en effet
de parame´trer le code mobile par ce type pour empeˆcher tout acce`s a` une
valeur de ce type au sein du code mobile. Cette technique de confinement
est e´tudie´e par Leroy et Rouaix dans [49, §5.2].
S’il est possible d’envisager un crite`re de confinement pour un langage e´tendu,
il reste que ce crite`re repose sur une approximation forte : il concerne les
types et non les valeurs. C’est dommageable, dans la mesure ou` le processus
d’approximation n’est pas formalise´. Il serait pre´fe´rable de de´finir un crite`re
de confinement exact, a` partir du code de l’environnement local, e´quivalent
a` la proprie´te´ de confinement, puis de de´duire par une interpre´tation abs-
traite transformant chaque valeur en son type le crite`re approche´ que nous
donnons. Il s’agirait donc de de´terminer l’ensemble des valeurs accessibles
par le code mobile a` partir de l’environnement local : on remarque un inte´-
ressant point de convergence avec le proble`me de l’ade´quation comple`te en
pre´sence de re´fe´rences, e´voque´ plus haut.
E´voquons enfin brie`vement les techniques mathe´matiques de´crites dans
le premier chapitre et utilise´es dans les chapitres suivants. Elles concernent
des objets infinis, au sens de structures arborescentes infinies en profon-
deur. Rappelons que pour de´finir ces objets infinis, nous avons privile´gie´
une approche e´quationnelle, et que pour raisonner sur ces objets infinis,
nous avons privile´gie´ une approche de´ductive. A` l’usage, ces deux approches
se sont re´ve´le´es efficaces et intuitives. Elles sont susceptibles d’eˆtre e´tendues
dans de nombreuses directions. On pourrait par exemple conside´rer des sys-
te`mes d’e´quations re´cursives non de´terministes, permettant de de´finir des
ensembles d’arbres, en s’inspirant des sche´mas de programmes re´cursifs non
de´terministes de´veloppe´s par Arnold et Nivat dans [8] ; on pourrait aussi
comparer l’approche de´ductive avec l’approche par points fixes pour d’autres
the´ore`mes de points fixes que celui de Tarski.
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