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Abstract
In this paper, we derive an approximation for throughput of TCP
Compound connections under random losses. Throughput expressions for
TCP Compound under a deterministic loss model exist in the literature.
These are obtained assuming the window sizes are continuous, i.e., a fluid
behaviour is assumed. We validate this model theoretically. We show that
under the deterministic loss model, the TCP window evolution for TCP
Compound is periodic and is independent of the initial window size. We
then consider the case when packets are lost randomly and independently
of each other. We discuss Markov chain models to analyze performance of
TCP in this scenario. We use insights from the deterministic loss model
to get an appropriate scaling for the window size process and show that
these scaled processes, indexed by p, the packet error rate, converge to
a limit Markov chain process as p goes to 0. We show the existence and
uniqueness of the stationary distribution for this limit process. Using the
stationary distribution for the limit process, we obtain approximations for
throughput, under random losses, for TCP Compound when packet error
rates are small. We compare our results with ns2 simulations which show
a good match.
1 Introduction
In the last few years, traditional TCP congestion control algorithms, viz., TCP
Reno [1], TCP New Reno [2] are being superseded by high speed TCP variants
[3]. The reason for this is the poor link utilization by traditional TCP variants
over high-speed, large delay networks and networks subject to random losses
[4,5]. Traditional TCP variants, use AIMD algorithm with fixed rates of increase
and rates of decrease. For high bandwidth delay product links, these rates are
too conservative and lead to inefficient utilization. Also, TCP cannot distinguish
between congestion and non-congestion losses, hence it has poor performance
over wireless links. Since the high speed TCP variants use more aggressive
increase rates, they perform more efficiently than the traditional TCP on high
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speed, large delay networks. Also, as a consequence of their aggressive increase
rates, these protocols are able to recover quickly from a non-congestion loss and
therefore perform better than traditional TCP in wireless environments.
High speed TCP [5], H-TCP [6], BIC [7], CUBIC [8], Scalable [9], FAST [10]
and Compound [11] are some examples of high speed TCP congestion control
algorithms. High speed TCP uses AIMD algorithm but with variable increase
and decrease factors which are aggressive when window sizes are large and con-
servative when window sizes are small. BIC uses binary search to search for the
optimum sending rate. H-TCP and CUBIC adjust their window sizes based on
time elapsed since last congestion and increase the window size more rapidly as
this time increases. Scalable TCP uses MIMD congestion control which is more
aggressive than AIMD. FAST and Compound are delay-based TCP algorithms.
The TCP Compound window has two components, a delay-based component
and a loss-based component. When competing with loss-based congestion con-
trol algorithms, delay-based protocols may not be able to get their fair share of
network capacity. The loss-based component of TCP Compound ensures that
these flows get a fair share of the network capacity.
We now give a brief overview of literature on analytical models for TCP
performance analysis. There exists enormous literature for analysis of the tra-
ditional variants of TCP. In [12], the authors derive an expression for the steady
state throughput of long lived TCP Reno flows as a function of the loss rates
and the RTT of the flows. In [13], the authors study the performance of TCP
Reno on high bandwidth delay product networks under random losses. They
find that when multiple flows share a bottleneck queue, connections with higher
round trip times receive lesser throughput. In [14], the authors study the ef-
fect of connection establishment, slow start and losses on the TCP Reno data
transfer latencies. In [15], the authors analyze performance of persistent and
ON-OFF TCP Reno connections through a bottleneck queue with UDP traffic
and compute mean file download times. In [16], the authors prove stability of
TCP Tahoe and Reno with drop-tail and RED queues in tandem which also
carry UDP traffic. In [17], the authors use a random matrix model to describe
the performance of multiple AIMD TCP flows through a drop-tail queue. In [18],
the authors model congestion control algorithms using deterministic fluid model
approximations for a system with large number of flows. In [19], the authors de-
velop a fluid model for window size evolution of TCP Reno flows going through
a RED queue.
There are fewer analytical studies of TCP Compound as compared to the
traditional AIMD variants. In [20–22], the authors study the performance of
TCP Compound using control theoretic techniques and derive stability condi-
tions for TCP Compound. In these papers, it is shown that when multiple TCP
flows share a single bottleneck queue, the queue sizes and the link utilization has
oscillatory behaviour when the feedback delays (round trip times of the flows)
and the buffer sizes are large. In [20], the authors evaluates TCP Compound
performance as a function of buffer size in the bottleneck queue. In [21], the
authors study the performance of TCP Compound with a proportional integral
enhanced queue management policy whereas in [22], RED queue management
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policy is considered. In [23], the authors study the performance of a single
TCP Compound connection in the presence of random losses using Markovian
models. In [24], we develop Markov models for TCP Compound under random
losses, also considering the case when queuing delays are non-negligible. These
results were then used to compute TCP Compound performance in a hetero-
geneous network with multiple queues when competing against different TCP
variants (TCP CUBIC and TCP Reno).
We now briefly describe the contribution and the motivation for this paper.
Throughput expressions for Compound connections have been derived earlier
using a deterministic loss model in [11]. Throughput for TCP Compound con-
nections has also been computed using Markov chains in [23, 24]. The deter-
ministic loss model gives us an explicit expression, whereas the Markov chain
models only give numerical results. In this paper, we address this drawback
of the Markov chain model and give an approximation for TCP throughput
under random losses. We first discuss the deterministic loss model and then
give theoretical justification for it. These models rely on the existence of a
globally stable fixed point for equation (3) discussed in Section 3. While [11]
implicitly shows that a unique fixed point exists for (3) for TCP Compound,
we show that the fixed point is globally stable. This implies that under the
deterministic loss model, the asymptotic TCP window evolution is periodic and
does not depend on the initial window size. For the Markov chain model, we
consider appropriately scaled window size processes for TCP and derive results
for the limiting process (as the packet error rates, p → 0) and develop an ap-
proximation for TCP throughput for small packet error rates. The deterministic
loss model is used to get the correct scaling. This approach has earlier been
used in [25] where they develop an approximation for TCP throughput for TCP
Reno. While the earlier Markov chain models in [23, 24] requires solving for
the stationary distribution of the window size process for each p, the approach
discussed in this paper requires us to solve for the stationary distribution of a
single Markov chain. We choose TCP Compound for analysis as it is a widely
used congestion control algorithm. In [3], it has been observed that out of 30000
servers chosen, 14.6 − 25.6% used TCP Compound. Also, TCP Compound is
available as an option on Microsoft Windows systems and is used by Microsoft
Windows servers.
The organization of the paper is as follows. In Section 2, we describe our
system model. In Section 3, we describe the deterministic loss model and show
that the window evolution under this model is eventually periodic. In Section 4,
we consider a scaled window size process. We show that with appropriate scal-
ing, starting from a window size x, the limit for the scaled time between losses,
as p → 0 converges to a random variable. We then show that the sequence of
the limiting window size process at drop epochs is a Markov chain with a unique
stationary distribution. The stationary distribution of these limit processes is
then used to derive an approximation for the TCP Compound throughput for
small packet error rates. In Section 5, we compare our approximation with ns2
simulations. Section 6 concludes the paper
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Figure 1: Single TCP with fixed RTT
2 System model for TCP Compound
We illustrate our system model in Figure 1. We consider a single TCP connec-
tion with constant RTT (round trip time), i.e., negligible queuing with random
losses. A packet in a TCP window can be dropped with probability p indepen-
dently of other packets. This is a commonly made assumption, especially for
wireless links [12], [13]. We will compute an approximation for TCP Compound
average window size under these assumptions in Section 4.
The TCP Compound window size has two components: a loss-based com-
ponent and a delay based component. Let Wn denote the window size of TCP
Compound at the end of nth round trip time (RTT). Let Dn and Ln denote the
delay-based and loss-based components respectively, where W (n) = Ln + Dn.
Then the TCP Compound window size evolution is given by
Dn+1 =


Dn + (α(Wn)
k − 1)+,
if no loss in nth RTT and Qn+1 < γ;
(Dn − ζQn+1)
+,
if no loss in nth RTT and Qn+1 ≥ γ;
(1− β)Dn, if loss is detected;
(1)
Ln+1 =
{
Ln + 1, if no loss in n
th RTT;
(1 − β)Ln, if a loss is detected;
(2)
here α, β and k are TCP Compound parameters, whereas γ is a queuing thresh-
old. When there is no queuing, the delay-based component is more aggressive
as compared to TCP Reno and helps TCP Compound flows achieve higher uti-
lization over high speed links. When there is queuing, the loss-based component
ensures a worst-case TCP Reno-like behaviour.
In Section 3, we briefly describe the approximation for TCP Compound
average window size under a deterministic loss model. The insights from the
deterministic loss model are then used to derive the approximation for TCP
Compound average window size under random losses in Section 4.
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3 Deterministic loss models for TCP
Fluid models disregard the discrete nature of TCP window size and treat the
TCP window size as a fluid, i.e., the window size now takes values in (0,∞).
Such an assumption allows us to use tools such as differential equations which
makes analysis of fluid models simpler. The reference [26] gives a survey of
deterministic fluid models which compute the TCP response function. The
response function for TCP is an expression for TCP throughput as a function
of the system parameters viz., RTT, packet error rate. Such approximations
have been used by [8], [11] and [27] to get expressions for average window size
for TCP CUBIC, Compound and Reno respectively. We briefly discuss these
models and then show that under the deterministic loss model, the window
size evolution is asymptotically periodic and independent of the initial window
size. This validates the TCP Compound throughput approximation in [11].
We use the insights from the deterministic loss model to appropriately scale
the TCP Compound window evolution process and derive an approximation for
throughput under random losses in Section 4.
3.1 Fluid model description
Consider a single TCP connection with RTT R, and suppose the packets are
dropped independently of each other with probability p. The average number
of packets sent between two consecutive losses is 1
p
. Let W (t) be the window
size at time t. We now consider a deterministic process, Wˆ (t) to approximate
the TCP window evolution. The evolution of Wˆ (t) process is similar to the
evolution of the W (t) process between losses. However, unlike W (t), Wˆ (t) is
not integer-valued. Also the process Wˆ (t) is subject to losses every 1
p
packets
and hence undergoes a reduction every 1
p
packets. Suppose Wˆ (0) = x, let
τp(x) denote the time taken by the Wˆ (t) process to send
1
p
packets. At t =
τp(x), Wˆ (t) undergoes a window reduction and Wˆ (τp(x)
+) = (1− β)Wˆ (τp(x)),
where β is the multiplicative drop factor for TCP. Next, the window size Wˆ (t)
evolves as before but now with initial window size, Wˆ (τp(x)
+). Now at time
t = τp(x) + τp(Wˆ (τp(x)
+)), Wˆ (t) process undergoes another loss reducing its
window size. This process continues so that Wˆ (t) undergoes losses every 1
p
packets and in between the loss epochs the evolution is similar to W (t) process
without losses. Thus the deterministic loss model has a loss rate of p.
Suppose there exists a x∗p such that Wˆ (τp(x
∗
p)
+) = x∗p, i.e., the fixed point
equation
Wˆ (τp(x)
+) = x, (3)
has a unique solution. Then, if we start from x∗p, the process Wˆ (t) will have
a periodic behaviour with period τp(x
∗
p) and Wˆ (t) ∈ [x
∗
p,
x∗p
1−β ]. The long time
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average for the process Wˆ (t) is then given by
1
τp(x∗p)
∫ τp(x∗p)
0
Wˆ (t)dt, (4)
with Wˆ (0) = x∗p. Expression (4), is then used to approximate the time station-
ary window size E[W (p)] of corresponding window sizeW (t) process. Using the
above model, [11] derives the following approximations for average window size
for TCP Compound.
E[W (p)] ≈
(1− k)(α
p
)
1
2−k (1 − (1− β)(2−k))
1−k
2−k
(1 − (1− β)(1−k))(2 − k)
1−k
2−k
. (5)
The throughput of the TCP connection is given by E[W (p)]
R
.
The above expression is valid, for any initial condition at t = 0, if the fixed
point equation, (3) is globally stable. We prove this for TCP Compound in
Proposition 1. We ignore the slow start phase and ignore that there may be an
upper bound on the maximum window size. This assumption is implicitly made
in the references [8], [11] and [27].
3.2 TCP Compound Fluid model
For TCP Compound, the window evolution, when there is no loss, with fixed
RTT and no queuing delay is given by,
W (t+R) =W (t) + αW (t)k, (6)
where R is the RTT for the connection. Therefore, for the deterministic fluid
model Wˆ (t), the window size between losses can be approximated as solution
to the following ODE,
dWˆ
dt
=
αWˆ k
R
, (7)
which is
Wˆ (t)1−k
1− k
=
αt
R
+ c, (8)
where c depends on the initial conditions of (7). For the process, Wˆ (t), we have
Proposition 1. For any fixed p ∈ (0, 1), there exists a unique x (denoted by
x∗p) such that Wˆ (τp(x)
+) = x, i.e., the function Wˆ (τp(.)
+) has a unique fixed
point. For any x ≥ 1 such that Wˆ (0) = x, Wˆ (t) converges monotonically to x∗p
at drop epochs.
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Proof. Existence of x∗p
Suppose that at time t = 0, the flow experienced a loss and Wˆ (0+) = x. Then,
Wˆ (t)1−k
1− k
=
αt
R
+
Wˆ (0+)1−k
1− k
, (9)
assuming no further losses in (0, t]. Let τp(x) be the first drop epoch after t = 0,
so that 1
p
packets are sent by the Wˆ (t) process in (0, τp(x)]. Then we have
1
p
=
1
R
∫ τp(x)
0
Wˆ (t)dt
=
1
R
∫ τp(x)
t=0
Wˆ (t)1−k
R
α
dWˆ , from (7),
=
Wˆ (τp(x))
2−k − x2−k
α(2 − k)
.
(10)
Solving the fixed point equation (3) now requires us to find an x such that
Wˆ (τp(x)
+) = x = Wˆ (0+), (11)
so that Wˆ (τp(x)) =
x
1−β . From (10) and (11), for the fixed point, x
∗
p, we have
1
α(2− k)
(( x∗p
1− β
)2−k
− (x∗p)
2−k
)
=
1
p
. (12)
Thus the fixed point to (3) for TCP Compound fluid model is given by
x∗p =
(α(2 − k)(1− β)2−k
p(1− (1− β)2−k)
) 1
2−k
. (13)
Thus, corresponding to every p, we have unique x given by (13) such that
Wˆ (τˆp(x)) =
x
1−β . Thus we have proved existence of x
∗
p such that Wˆ (τp(x
∗
p)
+) =
x∗p.
Convergence to x∗p
From (10) and (12), we have
Wˆ (τp(x))
2−k = (x∗p)
2−k
(( 1
1− β
)2−k
− 1
)
+ x2−k. (14)
Suppose the initial window size, Wˆ (0+), at the first loss epoch at t = 0 is x, such
that 0 < x < x∗p, then
x
1−β < Wˆ (τp(x)) <
x∗p
1−β . Thus after window reduction
at τp(x)
+, we have x < Wˆ ((τp(x))
+) < x∗p. Therefore if Wˆ (0
+) = x < x∗p, Wˆ
monotonically increases to x∗p at the drop epochs. Similarly, if x > x
∗
p, then
x∗p < Wˆ ((τp(x))
+) < x. Thus, if Wˆ (t) = x at some drop epoch, the value of
Wˆ (t) at drop epochs converges monotonically to x∗p.
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Figure 2: Deterministic-loss window evolution with initial conditions, 10, 100
In Figure 2, we illustrate the evolution of the window size process, Wˆ (t),
under the deterministic loss model for packet error rate, p = 0.001 with ini-
tial window sizes, 10, 100. In both cases, we see that the window size at the
drop epoch converges monotonically to x∗p and the window size has a periodic
evolution eventually.
Using equation (9) in Proposition 1, for the deterministic loss model, time
between losses converges to
τˆp(x
∗
p) =
( (1− (1 − β)1−k)R
α(1 − k)(1− β)1−k
)
(x∗p)
1−k. (15)
From equation (13), we see that for the deterministic loss model, the window size
at the loss epochs converges to C1p
− 12−k , where C1 is some constant dependent
on the TCP Compound parameters. Also from equation (15), the time between
losses converges to C2p
− 1−k2−k where C2 is some constant dependent on the TCP
Compound parameters. These are key observations which we use in the next
section to get appropriate scaling for the TCP Compound window size process
under random losses.
4 Throughput approximation with random losses
In this section, we assume that the packets of the connection are subject to
random losses due to channel errors. Also assume that each packet in a window
is lost independently of other packets with probability p. We can then model the
window evolution as a Markov chain. The results obtained using this Markov
chain are presented in [24]. In [24], we assume that the maximum window size
is restricted byWmax <∞. With a maximum window size restriction, it is easy
to see that as p → 0, the steady state distribution of the Markov chain {Wn}
converges to a unit mass on Wmax. In this paper, we derive limiting results for
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this Markov chain as p goes to zero. We show that with an appropriate scaling
and lettingWmax =∞, approximations for distributions for time between losses,
window size at loss epochs and finally time average window size can be obtained
for small p.
Consider a single TCP Compound connection with fixed RTT R, whose
window evolution is given by (1) and (2). Let Wn(p) be the window size at the
end of the nth RTT. Let Vk(p) denote the window size at the k
th loss epoch
(just after loss) and let Gp
Vk(p)
denote the time between the kth and (k + 1)st
loss. In Proposition 2 and Corollary 1, we show that the processes {Wn(p)},
{Vk(p)} and {G
p
Vk(p)
} have unique stationary distributions.
Proposition 2. For any p ∈ (0, 1), the Markov chain {Wn(p)} has a single
aperiodic positive recurrent communicating class and the remaining states are
transient. Hence it has a unique stationary distribution. Also, for fixed p ∈
(0, p), E[W η] is finite under stationarity for all η ≥ 1.
Proof. The state (1) can be reached from any state in the state space of {Wn(p)}
process with non-zero probability. Hence, all states that can be reached from
the state (1) form a communicating class, whereas the remaining states are
transient. Also, the state (1) has a self loop. Hence the communicating class
which contains state (1) is aperiodic. We next show that the communicating
class containing state (1) is positive recurrent.
For the Markov chain {Wn}, we have
E[Wn+1 −Wn|Wn = j] =
−j
2
(1− (1− p)j) + αjk(1− p)j ,
=
−j
2
+ (1− p)j(αjk +
j
2
),
≤
−j
2
+ (1− p)j(α+
1
2
)j,
(16)
For p ∈ (0, 1), we can choose a J such that ∀j > J we have E[Wn+1−Wn|Wn =
j] < −ǫ for some ǫ > 0. Thus by mean drift criteria for positive recurrence, the
Markov chain {Wn} is positive recurrent.
For proof of E[W η] <∞ for all η ≥ 1, we will use Theorem 3 in [28]. Since
{Wk} is a countable state irreducible, aperiodic Markov chain, any finite set
of the state space is small. Let us take A = {1, · · ·M} where M < ∞ will be
specified later. To show E[W η] <∞, it is sufficient to show that
sup
i∈A
E[W η1 |W0 = i] <∞, (17)
and there is a δ > 0 such that
E[W η1 |W0 = i] ≤ (1− δ)i
η, (18)
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for all i ∈ Ac. Since,
E[W η1 |W0 = i] = (i+ αi
k)η(1− p)i + (
i
2
)η(1− (1− p)i)
≤ iη(1 + α)η + (
i
2
)η(1− (1 − p)i)
≤Mη(1 + α)η + (
M
2
)η <∞
(19)
for any i ∈ A, (17) is proved. Also, for any i > M , (1 − p)i < 14(1+α)η if M is
taken large enough. Then, for i > M
E[W η1 |W0 = i] ≤ i
η(1 + α)η(1− p)i + (
i
2
)η,
≤
iη
4
+
iη
2
(20)
Thus for i > M
E[W η1 |W0 = i] ≤
3
4
iη.
Corollary 1. For any p ∈ (0, 1), the processes {Vk(p)} and {G
p
Vk(p)
} have
unique stationary distributions. Also, for fixed p ∈ (0, p), E[V (p)η] is finite
under stationarity for all η ≥ 1.
Proof. For the process {Wn(p)}, consider the inter-visit times to state 1. These
epochs are regeneration epochs for the process {Wn(p)} as well as for the {Vk(p)}
and {Gp
Vk(p)
} processes. From Proposition 2, the process {Wn(p)} is positive
recurrent. Hence, with visits to state 1 as regeneration epochs, the average
regeneration cycle length, EτW , (for the {Wn(p)} process) is finite. The regen-
eration cycle length for {Vk(p)} and {G
p
Vk(p)
} processes (denoted by τV ) is given
by the number of loss epochs between two consecutive visits to state 1. Since
in each regeneration cycle, τV ≤ τW , we get, EτV <∞. Therefore, the Markov
chain {Vk(p)} is positive recurrent and the processes {Vk(p)} and {G
p
Vk(p)
} have
unique stationary distributions. Also, since the process {Vk(p)} is stochastically
dominated by {Wn(p)} process, the finiteness of E[V (p)
η], under stationarity,
follows from Proposition 2.
We now derive an approximation for the TCP throughput under random
losses. Consider a single TCP Compound connection with fixed RTT R, whose
window evolution is given as solution to the ODE (7) given in Section 3. The
solution to this ODE with initial window size x is given by
W (t) =
(
x1−k +
α(1 − k)t
R
) 1
1−k
. (21)
Let Gpx denote the time for first packet loss (in multiples of R) when the initial
window size is x and the packet error probability is p. Consider p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋,
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which denotes the product of p
1−k
2−k with time for first packet loss when the initial
window size is ⌊ x
p
1
2−k
⌋. The choice of parameters p
1−k
2−k and p
1
2−k is motivated
from the deterministic loss model in Section 3. In Section 3, it was shown that
under deterministic losses which happen every 1
p
packets, the average time be-
tween losses is inversely proportional to p
1−k
2−k whereas the time average window
size is inversely proportional to p
1
2−k (see equations (13) and (15)). In Proposi-
tion 3, we show that the term p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ converges to a random variable Gx
as p→ 0 for all x ≥ 1.
Proposition 3. For x ≥ 1, p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ converges in distribution to a random
variable Gx, where the complementary cdf of Gx is given by
P(Gx ≥ y) = exp
(
−xy − 2α(1− k)xky2 − 2α2(1− k)2x2k−1y3
− α3(1− k)3x3k−2y4 −
α4(1− k)4x4k−3y5
5
)
.
(22)
For any finite M , if x, y ≤M the above convergence is uniform in x and y, i.e.,
lim
p→0
sup
p
1
2−k≤x≤M,y≤M
∣∣∣P(p 1−k2−kGp⌊ x
p
1
2−k
⌋ ≥ y
)
− P(Gx ≥ y)
∣∣∣ = 0, (23)
Also, the moment generating functions of p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ are uniformly bounded
in some neighbourhood of 0.
Proof. We have,
P
(
G
p
⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
≤ P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≥ y
)
≤ P
(
G
p
⌊ x
p
1
2−k
⌋ ≥ ⌊
y
p
1−k
2−k
⌋
)
,
(24)
with
P
(
G
p
⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
= (1− p)
x0+x1+···+x⌊ y
p
1−k
2−k
⌋
, (25)
where x0 = ⌊
x
p
1
2−k
⌋ is the initial window size and xi is the window size at
the end of the ith RTT. Using (21), we get xi = ⌊x0
(
1 + α(1−k)i
x
1−k
0
) 1
1−k ⌋. Now
x0
(
1 + α(1−k)i
x
1−k
0
) 1
1−k ∈ [xi, xi + 1]. Let m = ⌊
y
p
1−k
2−k
⌋ and z = α(1−k)
x
1−k
0
. Therefore,
P
(
G
p
⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
∈
[
(1− p)
(
x0(1+(1+z)
1
1−k +···+(1+mz)
1
1−k )+(m+1)
)
,
(1− p)
(
x0(1+(1+z)
1
1−k +···+(1+mz)
1
1−k )−(m+1)
)]
,
(26)
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Since k = 34 for TCP Compound, we get,
(1 + z)
1
1−k + · · ·+ (1 +mz)
1
1−k =(1 + z)4 + · · ·+ (1 +mz)4,
=(1 + 4z + 6z2 + 4z3 + z4) + · · ·+ (1
+ 4mz + 6(mz)2 + 4(mz)3 + (mz)4).
(27)
We can simplify terms in (26) using
(1+4z + 6z2 + 4z3 + z4) + · · ·+ (1 + 4mz + 6(mz)2 + 4(mz)3 + (mz)4))
= m+ 4z
m∑
i=1
i+ 6z2
m∑
i=1
i2 + 4z3
m∑
i=1
i3 + z4
m∑
i=1
i4.
(28)
Therefore,
x0(1 + (1 + z)
1
1−k + · · ·+ (1 +mz)
1
1−k )
=x0
(
(m+ 1) + 4z
m∑
i=1
i+ 6z2
m∑
i=1
i2 + 4z3
m∑
i=1
i3 + z4
m∑
i=1
i4
)
.
(29)
After we expand the series,
∑m
i=1 i,
∑m
i=1 i
2,
∑m
i=1 i
3 and
∑m
i=1 i
4, we see that
the terms in the RHS of equation (29) are of the form x0m
nzj with n−1 ≤ j ≤ 4,
1 ≤ n ≤ 5. Also, we have an additional term x0. Now,
x0m
nzj = αj(1− k)jx1−j+kjynp
−1+(j−n)(1−k)
2−k . (30)
If j = (n− 1), we have limp→0(1− p)
p
−1+(j−n)(1−k)
2−k
= limp→0(1− p)
1
p = e−1. If
j > n− 1, we get, (1− p)p
−1+(j−n)(1−k)
2−k
= (1− p)
t−4
5 , where t = (j −n) ≥ 0. We
have t−45 > −1, for all t ≥ 0 and limp→0(1 − p)
pf = 1, if f > −1. Therefore,
limp→0(1−p)
p
−1+(j−n)(1−k)
2−k
= 1, for j > n−1 . Also, for the terms p(m+1) and
x0, limp→0(1 − p)
(m+1) = limp→0(1 − p)
−(m+1) = 1 and limp→0(1 − p)
x0 = 1.
Thus, for the limit of equation (26) as p→ 0, we need to only consider terms of
the form x0m
nzj with j = n− 1. Therefore, we get
P
(
G
p
⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
→ exp
(
−xy − 2α(1− k)xky2 − 2α2(1− k)2x2k−1y3
− α3(1− k)3x3k−2y4 −
α4(1− k)4x4k−3y5
5
)
,
(31)
as p→ 0. Using similar steps as before, we can show that
P
(
G
p
⌊ x
p
1
2−k
⌋ ≥ ⌊
y
p
1−k
2−k
⌋
)
→ exp
(
−xy − 2α(1− k)xky2 − 2α2(1− k)2x2k−1y3
− α3(1− k)3x3k−2y4 −
α4(1− k)4x4k−3y5
5
)
,
(32)
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as p→ 0. This proves the convergence of p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ to Gx.
We now show uniform convergence of P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≥ y
)
to P(Gx ≥ y).
We assume that x, y are bounded above byM . Taking logarithms on both sides
of (26), we get
logP
(
G
p
⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
∈
[
(x0(1 + (1 + z)
1
1−k + · · ·+ (1 +mz)
1
1−k ) + (m+ 1)) log(1 − p),
(x0(1 + (1 + z)
1
1−k + · · ·+ (1 +mz)
1
1−k )− (m+ 1)) log(1 − p)
]
,
(33)
The equation (33) has elements of the form x0m
nzj log(1− p) with n− 1 ≤
j < 5, 0 < n ≤ 5 and the terms (m + 1) log(1 − p) and x0 log(1 − p). The
elements with j = (n − 1) are the only terms that contribute to the limit, i.e.,
equation (31). From (30), the remaining terms that do not contribute to the
limit are of the form c(n, j)x1−j+kjynp
−1+(j−n)(1−k)
2−k log(1 − p) with j > (n − 1)
and c(n, j) being some finite coefficient. Additionally, we have terms of the form
x0 log(1 − p) and (m + 1) log(1 − p), which also do not contribute to (31). For
n− 1 < j, p
−1+(j−n)(1−k)
2−k is of the form pǫ(n,j,k) with ǫ(n, j, k) > −1. The terms
can be grouped together and written as f(x, y, p), where f has elements of the
form x1−j+kjynpǫ(n,j,k) log(1 − p), with pǫ(n,j,k) > −1. Let T = max{1,M},
hence x1−j+kjyn ≤ T 1−j+kj+n, for x, y ≤M . Therefore, for x, y ≤M , we have,∣∣∣logP(Gp⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
− logP(Gx ≥ y)
∣∣∣
≤ |f(x, y, p)|+ x0 log(1− p) + (m+ 1) log(1− p),
≤ c1T
5− j4 pǫ log(1− p) + Tp−
4
5 log(1 − p) + (Tp−
1
5 + 1) log(1− p),
≤ c1T
5pǫ log(1− p) + Tp−
4
5 log(1 − p) + (Tp−
1
5 + 1) log(1− p),
(34)
where the term T 5−
j
4 in the inequality comes from the element with the largest
power for x and y in f(x, y, p), ǫ = min
(n,j):j>(n−1),n≤4
ǫ(n, j, k) > 0 and c1 is a
constant independent of p, x, y. Therefore, we have
lim
p→0
sup
p
1
2−k≤x≤M,y≤M
∣∣∣logP(Gp⌊ x
p
1
2−k
⌋ > ⌊
y
p
1−k
2−k
⌋
)
− logP(Gx ≥ y)
∣∣∣ = 0. (35)
We can similarly prove
lim
p→0
sup
p
1
2−k≤x≤M,y≤M
∣∣∣logP(Gp⌊ x
p
1
2−k
⌋ ≥ ⌊
y
p
1−k
2−k
⌋
)
− logP(Gx ≥ y)
∣∣∣ = 0. (36)
The result (23) in Proposition 3 then follows from the uniform continuity of the
exp() function on (−∞, 0).
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To prove uniform boundedness of the moment generating functions of p
1−k
2−k
G
p
⌊ x
p
1
2−k
⌋, we require a uniform bound on their tail distributions. For a fixed p,
G
p
⌊ x
p
1
2−k
⌋ is stochastically dominated by G
p
1, for all x > p
1
2−k . Let z0 = α(1− k)
and m = ⌊ y
p
1−k
2−k
⌋. Therefore, for all x > p
1
2−k , we have
P
(
G
p
⌊ x
p
1
2−k
⌋ ≥ ⌊
y
p
1−k
2−k
⌋
)
≤ (1− p)(1+(1+z0)
1
1−k +···+(1+(m−1)z0)
1
1−k−m), (37)
Since, (1− p) ≤ exp(−p), we have,
P
(
G
p
⌊ x
p
1
2−k
⌋ ≥ ⌊
y
p
1−k
2−k
⌋
)
≤ e(−p(1+(1+z0)
1
1−k+···+(1+(m−1)z0)
1
1−k−m). (38)
Taking log and using (24), we get
logP
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≥ y
)
≤ −p(1 + (1 + z0)
1
1−k + · · ·+ (1 + (m− 1)z0)
1
1−k ) + pm,
= −p(4z0
m−1∑
i=1
i+ 6z20
m−1∑
i=1
i2 + 4z30
m−1∑
i=1
i3 + z40
m−1∑
i=1
i4), (from (29))
≤ −pz40
m∑
i=1
i4,
= −pz40
( (m− 1)5
5
+
(m− 1)4
2
+
(m− 1)3
3
−
m− 1
30
)
,
≤ −pz40
( (m− 1)5
5
−
m− 1
30
)
,
≤ −
pz40(m− 1)
5
5
+ p
4
5
z40y
30
, (since m = ⌊
y
p
1−k
2−k
⌋ ≤
y
p
1−k
2−k
+ 1)
≤ −
pz40(
m
2 )
5
5
+
z40y
30
,
≤ −
z40y
5
160
+
z40y
30
,
(39)
Therefore, for all x > p
1
2−k and for all p the tail distribution for p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ is
upper bounded by exp(−α4(1 − k)4( y
5
160 −
y
30 )). We can find constants c1 > 0,
c2 > 0, such that
P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≥ y
)
≤ c1 exp(−c2y), (40)
for all p ∈ (0, 1), for all x > p
1
2−k . We get the desired result using Proposition
8 in Appendix A.
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We now derive a limiting result for the Markov chain, {Vk(p)} embedded
at the loss epochs of the TCP Compound window evolution process. Suppose
V0(p) = x, then V1(p) is given by
V1(p) = (1− β)
(
x1−k + α(1 − k)Gpx
) 1
1−k
, (41)
where Gpx denotes time (in multiples of R) for first loss given that the initial
window size is x.
We now define a Markov chain, {V n}, which serves as the limit for the
process {Vn(p)} with appropriate scaling. Let V 0 be a random variable with an
arbitrary initial distribution on R+. Define V n for n ≥ 1 as
V n = (1− β)
(
V
1−k
n−1 + α(1− k)(GV n−1)
) 1
1−k
, (42)
where {GV n−1} are random variables with distribution given by (22). Also,
GV n−1 is chosen independently of {V k : k < n− 1}.
Proposition 4. Suppose V 0 = x and V0(p) = ⌊
x
p
1
2−k
⌋ for some x > 0, for all
p > 0. Then we have
lim
p→0
sup
x≥p
1
2−k
∣∣∣Px(p 12−k V1(p) ≤ a1, p 12−k V2(p) ≤ a2, · · · , p 12−k Vn(p) ≤ an)
− Px(V 1 ≤ a1, V 2 ≤ a2, · · · , V n ≤ an)
∣∣∣ = 0,
(43)
where ai ∈ R
+, for i = 1, 2, · · · , n and Px denotes the law of the processes when
V 0 = x and V0(p) = ⌊
x
p
1
2−k
⌋.
Proof. We prove (43) for n = 1, 2, the proof for n > 2 follows by induction. The
proof for n = 1 is given below.
Px(p
1
2−k V1(p) ≤ a1) = P
(
(1− β)x
(
1 +
α(1− k)Gp⌊ x
p
1
2−k
⌋(
x
p
1
2−k
)1−k )
1
1−k
≤ a1
)
,
= P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≤
(
a1
1−β
)1−k
− x1−k
α(1 − k)
)
.
(44)
Similarly,
Px(V 1(p) ≤ a1) = P
(
Gx ≤
(
a1
1−β
)1−k
− x1−k
α(1 − k)
)
. (45)
From equation (26) in Proposition 3, P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≤ y
)
converges to P(Gx ≤
y) uniformly in x and y over any bounded interval. Also, from (41) and (42),
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for x > a11−β , we have Px(p
1
2−k V1(p) ≤ a1) = Px(V 1 ≤ a1) = 0. Therefore, we
have
lim
p→0
sup
x≥p
1
2−k
∣∣∣Px(p 12−k V1(p) ≤ a1)− Px(V 1 ≤ a1)∣∣∣ = 0. (46)
This proves (43) for n = 1. We use Proposition 3 for proving the result for
n = 2. Consider
Px(p
1
2−k V1(p) ≤ a1, p
1
2−k V2(p) ≤ a2)
=
a1∫
0
P
(
(1− β)y
(
1 +
α(1 − k)Gp⌊ y
p
1
2−k
⌋(
y
p
1
2−k
)1−k
) 1
1−k
≤ a2
)
Px(p
1
2−k V1(p) ∈ dy)
=
a1∫
0
P
(
(1− β)y
(
1 +
α(1 − k)p
1−k
2−kG
p
⌊ y
p
1
2−k
⌋
y1−k
) 1
1−k
≤ a2
)
Px(p
1
2−k V1(p) ∈ dy).
(47)
From equation (26) in Proposition 3, P
(
p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≤ y
)
converges to P(Gx ≤
y) uniformly in x and y over any bounded interval. Therefore, for any given
ǫ > 0 there exists a p∗ such that for p < p∗, we have
Px(p
1
2−k V1(p) ≤ a1, p
1
2−k V2(p) ≤ a2)
≈ǫ
a1∫
0
P
(
(1− β)y
(
1 +
α(1 − k)Gy
y1−k
) 1
1−k
≤ a2
)
Px(p
1
2−k V1(p) ∈ dy),
=
∞∫
0
P
(
(1− β)y
(
1 +
α(1 − k)Gy
y1−k
) 1
1−k
≤ a2
)
1{y≤a1}Px(p
1
2−k V1(p) ∈ dy),
= Ex[g(p
1
2−k V1(p))],
(48)
where the symbol ≈ǫ denotes that the RHS of the expression is ǫ-close to the
LHS and the function g(y) = P
(
(1− β)y
(
1 +
α(1−k)Gy
y1−k
) 1
1−k
≤ a2
)
1{y≤a1}. For
any continuous functions f on R+ with compact support, using Proposition 9
from appendix A, we have
lim
p→0
sup
x≥p
1
2−k
∣∣∣Ex[f(p 12−k V1(p))] − Ex[f(V 1)]∣∣∣ = 0, (49)
The function g is continuous with a compact support, therefore using (49) we
get,
lim
p→0
sup
x≥p
1
2−k
∣∣∣Px(p 12−k V1(p) ≤ a1, p 12−k V2(p) ≤ a2)−Px(V 1 ≤ a1, V 2 ≤ a2)∣∣∣ = 0.
(50)
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The proof of (43) for n > 2 can be done using induction.
Since the finite dimensional distributions of {p
1
2−k Vn(p)} converge to {V n},
we have
Corollary 2. If limp→0 p
1
2−k V0(p) converges in distribution to V 0, then the
Markov chain {p
1
2−k Vn(p)} converges in distribution to the Markov chain {V n}.
The limiting distribution of the Markov chain {V n} (if it exists) can be used
to compute approximation to the time average throughput and average window
size of TCP Compound for small enough p. The following proposition shows
the existence of the limiting distribution for {V n} process.
Proposition 5. The Markov chain {V n} is Harris recurrent and has a unique
invariant distribution.
Proof. For the Markov chain {V n}, from (42), we have
V
1−k
n = (1− β)
1−k
(
V
1−k
n−1 + α(1 − k)(GV n−1)n−1
)
. (51)
Consider the sequence {Xn} defined as follows. Let X0 have the same distri-
bution as V 0. Choose a sequence of i.i.d random variables {ηn} with same
distribution as of G0 and set Xn for n ≥ 1 recursively as follows
Xn = (1 − β)
1−k
(
Xn−1 + α(1 − k)ηn−1
)
. (52)
The term (1 − β)1−k is strictly less than 1 and ηn is absolutely continuous
with respect to the Lebesgue measure. Therefore (see example 14.2.15 in [29])
the Markov chain {Xn} is Harris recurrent and admits a unique stationary
distribution, π(·), and Px(Xn ∈ ·) converges to π(·) for all x in total variation.
Since Xn converges to a stationary distribution, it is tight. From (22), for any
x > 0, Gx is stochastically smaller than G0. Therefore for each n, V
1−k
n is
stochastically smaller than Xn and consequently the sequence of distributions
of
∑n
i=1
1
n
Px(V
1−k
i ∈ ·) is tight. Therefore, the sequence of distributions of∑n
i=1
1
n
Px(V i ∈ ·) is also tight. The limit of
∑n
i=1
1
n
Px(V i ∈ ·) is an invariant
probability distribution for the Markov chain, {V n}.
In Proposition 5, we have shown that the Markov chain {V n} has a unique
invariant distribution. Also for p > 0, p
1
2−k Vn(p) has a unique invariant distribu-
tion (see Proposition 2 for existence of unique invariant distribution for Wn(p),
existence of unique invariant distribution for p
1
2−k Vn(p) follows from Corollary
1). In Proposition 7, we see the relation between these invariant distributions.
The proof for Proposition 7 requires Proposition 6 and Lemma 1.
Let πp denote the invariant distribution of p
1−k
2−k Vn(p)
1−k and let π denote
the invariant distribution of V
1−k
n . For K > 0, define TK(p) to be the hitting
time to set [0,K] by the process p
1−k
2−k Vn(p)
1−k to hit [0,K], similarly TK is
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the corresponding hitting time for the V
1−k
n process. Let π
K
p (·) =
πp1K(·)∫
K
πp(x)dx
,
similarly let πK(·) = π1K(·)∫
K
π(x)dx
.
Proposition 6. For any n ∈ {1, 2, 3, · · · },
lim
p→0
PπKp
(TK(p) = n) = PπK (TK = n) (53)
Proof. Let Px denote the law of the processes, {p
1−k
2−k Vn(p)
1−k} and {V
1−k
n }
when p
1−k
2−k V0(p)
1−k = x and V
1−k
0 = x. Suppose that p
1−k
2−k V0(p)
1−k = x ≤ K,
then for the hitting time TK(p), we have
Px(TK(p) = n) = Px(p
1−k
2−k V1(p)
1−k > K, p
1−k
2−k V2(p)
1−k > K, · · · ,
p
1−k
2−k Vn−1(p)
1−k > K, p
1−k
2−k Vn(p)
1−k ≤ K).
(54)
Similarly, assuming V
1−k
0 = x ≤ K, we have
Px(TK = n) = Px(V
1−k
1 > K,V
1−k
2 > K, · · · , V
1−k
n−1 > K,V
1−k
n ≤ K). (55)
From Proposition 5, for any x,
lim
p→0
Px(TK(p) = n) = Px(TK = n). (56)
The sequence πKp is tight and hence there exists a subsequence {pn} with pn → 0
as n→∞ and distribution πK such that πKpn converges to π
K as n→∞. From
Corollary 2, along this sequence,
lim
m→∞
Px(TK(pm) = n) = PπK (TK = n). (57)
Let us define sequences, {Yn(p)} , {Y n} which denote the sequence of states
visited in successive visits to [0,K] by the Markov chains, {p
1−k
2−k Vn(p)
1−k} and
{V
1−k
n } respectively. Since, πp is the stationary distribution for {p
1−k
2−k Vn(p)
1−k},
we have
PπKpn
(Y0(pn) ≤ a) = PπKpn (Y1(pn) ≤ a). (58)
As n → ∞, πKpn converges to π
K . From Corollary 2, along this sequence, we
have
πK([0, a]) + PπK (Y 0 ≤ a) = lim
n→∞
PπKpn
(Y1(pn) ≤ a) = PπK (Y 1 ≤ a). (59)
Thus, πK is invariant distribution for the embedded Markov chain, {Y n}. How-
ever, since π is the invariant distribution of V n, πK is the invariant distribution
of the embedded Markov chain, {Y n}. Therefore, by uniqueness of invariant
distribution, we get πK = πK . The above argument holds for any convergent
subsequence of any arbitrarily chosen subsequence {pn} going to 0 as n → ∞.
Therefore, we have
PπKp
(TK(p) = n)→ PπK (TK = n), (60)
as p→ 0.
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Lemma 1. There exist constants K, ζ, and λ > 0 such that for all 0 < p < 1,
we have
E
[
eζTK(p)−λp
1−k
2−k V0(p)
1−k
∣∣∣p 1−k2−k V0(p)1−k > K] ≤ 1. (61)
Proof. Let Fn be the sigma-algebra generated by V0(p), V1(p), · · · , Vn(p). Define
Zn = e
λp
1−k
2−k V 1−kn , for n ∈ N. Using (41), we have
Zn+1 = e
λp
1−k
2−k (1−β)1−k
(
V 1−kn +α(1−k)G
p
Vn(p)
)
= Zne
λp
1−k
2−k ((1−β)1−k−1)V 1−kn eλp
1−k
2−k α(1−k)(1−β)1−kGVn(p)(p)
(62)
Therefore, on the event En = {p
1−k
2−k Vn(p)
1−k > K}, the drift in the {Zn}
process can be bounded as follows,
E[Zn+1 − Zn|Fn] ≤ Zn
(
e−λ0KE
[
eλ1p
1−k
2−k GVn(p)
∣∣∣En]− 1),
≤ Zn
(
e−λ0K sup
p∈(0,1);y≥0
E
[
exp
(
λ1p
1−k
2−kG⌊ y
p
1
2−k
⌋
)]
− 1
)
,
(63)
where λ0 = λ((1 − β)
1−k − 1), λ1 = λα(1 − k)(1 − β)
1−k. From Proposition 3,
there exists a λ2 > 0 such that for 0 < λ < λ2, there exists a finite C such that
E[Zn+1 − Zn|Fn] ≤ Zn
(
Ce−λ0K − 1
)
, (64)
on the event En = {p
1−k
2−k Vn(p)
1−k > K}. We can now choose a K0 such that
for all K ≥ K0, there exists a η < 1 such that,
E[Zn+1|Fn] ≤ ηZn, (65)
on the event En = {p
1−k
2−k Vn(p)
1−k > K}. Therefore if p
1−k
2−k V0(p)
1−k > K, the
sequence Un = η
−n∧TK(p)Zn∧TK(p) is a super-martingale. Hence for n ≥ 0, we
have
E[η−n∧TK(p)Zn∧TK(p)|F0] = E[Un|F0] ≤ U0 = e
λp
1−k
2−k V0(p)
1−k
. (66)
Since, Zn ≥ 1, we have
E[η−n∧TK(p)] ≤ eλp
1−k
2−k V0(p)
1−k
, (67)
on the event {p
1−k
2−k V0(p)
1−k > K}. Now using Fatou’s lemma, we get
E[ηTK(p)] ≤ eλp
1−k
2−k V0(p)
1−k
, (68)
on the event {p
1−k
2−k V0(p)
1−k > K} which proves the desired result.
Proposition 7. The invariant distribution of p
1
2−k Vn(p) converges weakly to
the invariant distribution of V n as p→ 0.
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Proof. We will first prove that the invariant distribution of p
1−k
2−k Vn(p)
1−k con-
verges to the invariant distribution of V
1−k
n . The continuous mapping theorem
then gives us the desired result. Suppose p
1−k
2−k V0(p)
1−k ∈ [0,K] and set its
initial distribution as πKp (·) =
πp1K(·)∫
K
πp(x)dx
, similarly let V
1−k
0 ∈ [0,K] with ini-
tial distribution πK(·) = π1K(·)∫
K
π(x)dx
. Using Palm calculus [30], for any bounded
measurable function f we have
Eπp [f ] :=
∫
fdπp =
1
EπKp
[TK(p)]
EπKp
[TK(p)−1∑
n=0
f(p
1−k
2−k Vn(p)
1−k)
]
, (69)
and
Eπ[f ] :=
∫
fdπ =
1
EπK [TK ]
EπK
[TK−1∑
n=0
f(V
1−k
n )
]
. (70)
Now, TK(p) = 1 if p
1−k
2−k V1(p)
1−k ≤ K and using Markov property, TK(p) =
1 + T ′K(p) if p
1−k
2−k V1(p)
1−k > K, where T ′K(p) denotes hitting time to [0,K] for
Markov chain starting from p
1−k
2−k V1(p)
1−k. Therefore we have,
EπKp
[
eζTK(p)
]
≤ eζ + eζEπKp
[
E
p
1−k
2−k V1(p)1−k
[
eζT
′
K(p)
∣∣∣p 1−k2−k V1(p)1−k > K]],
= eζ + eζEπKp
[
eλp
1−k
2−k V1(p)
1−k
E
p
1−k
2−k V1(p)1−k
[
eζT
′
K(p)
e−λp
1−k
2−k V1(p)
1−k
∣∣∣p 1−k2−k V1(p)1−k > K]]
(71)
Now from Lemma 1, with appropriate choice of K, ζ, and λ > 0 we have,
EπKp
[
eζTK(p)
]
≤ eζ + eζEπKp
[
eλp
1−k
2−k V1(p)
1−k
]
,
= eζ + eζEπKp
[
e
λp
1−k
2−k (1−β)
(
V0(p)
1−k+α(1−k)Gp
V0(p)
)]
,
≤ eζ + eζeλ(1−β)KEπKp
[
e
λp
1−k
2−k α(1−k)Gp
V0(p)
]
,
(72)
since p
1−k
2−k V0(p)
1−k ∈ [0,K]. Using Proposition 3, with a choice of small enough
λ, we see that EπKp
[
eζTK(p)
]
is bounded for p ∈ (0, 1) for some ζ > 0. Thus with
initial distribution πKp , the random variables TK(p) are uniformly integrable.
From Proposition 6,
PπKp
(TK(p) = n)→ PπK (TK = n), (73)
as p→ 0. Therefore, we have
lim
p→0
EπKp
[TK(p)] = EπK [TK ]. (74)
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Since TK(p) is uniformly integrable, given ǫ > 0, there exists C such that
EπKp
[TK(p)1TK(p)>C ] ≤ ǫ, (75)
for all p ∈ (0, 1). Also,
EπK [TK1TK>C ] ≤ ǫ. (76)
Now using the above and the uniform convergence in equation (43) of Proposi-
tion 4, for any bounded continuous function f , we have
lim
p→0
EπKp
[TK(p)−1∑
n=0
f(p
1−k
2−k Vn(p)
1−k)
]
= EπK
[TK−1∑
n=0
f(V
1−k
n )
]
(77)
From (74) and (77), we see that for any bounded continuous function f ,
lim
p→0
Eπp [f ] = Eπ[f ], (78)
this shows that the distribution πp converges weakly to π as p→ 0, which proves
the desired result.
Let E[W (p)] denote the time average window size. Let V∞(p) is a random
variable which has the same distribution as the invariant distribution of Vn
process. From Palm calculus, we have
E[W (p)] =
1
pE[Gp
V∞(p)
]
, (79)
since the average number of packets sent between losses is 1
p
. Let V∞ be a
random variable which has the same distribution as the stationary distribution
of the V n process. The following result, gives us an approximation to the time
average window size of TCP Compound for small packet error rates.
Theorem 1.
lim
p→0
E[p
1
2−kW (p)] =
1
E[GV∞ ]
. (80)
Proof. Using (79), we get
E[p
1
2−kW (p)] =
1
E[p
1−k
2−kG
p
V∞(p)
]
, (81)
We shall now prove that p
1−k
2−kG
p
V∞(p)
converges weakly to GV∞ .
P(p
1−k
2−kG
p
V∞(p)
≥ y) =
∑
x=p
1
2−k ,2p
1
2−k ,···
P(p
1−k
2−kG
p
x
p
1
2−k
≥ y)P(p
1
2−k V∞(p) = x).
(82)
21
Let M <∞ be such that P(V∞ ≥M) < ǫ. Since, p
1
2−k V∞(p) converges weakly
to V∞, for small enough p, we have P(p
1
2−k V∞(p) ≥ M) ≤ ǫ. Therefore, for
small enough p,
P(p
1−k
2−kG
p
V∞(p)
≥ y) ≈ǫ
M∑
x=p
1
2−k
P(p
1−k
2−kG
p
x
p
1
2−k
≥ y)P(p
1
2−k V∞(p) = x). (83)
Using the uniform convergence of P(p
1−k
2−kG
p
⌊ x
p
1
2−k
⌋ ≥ y) to P(Gx ≥ y) over the
compact interval [0,M ] (see (23)), we have
P(p
1−k
2−kG
p
V∞(p)
≥ y) ≈2ǫ
M∑
x=p
1
2−k
P(Gx ≥ y)P(p
1
2−k V∞(p) = x),
≈3ǫ
∑
x=p
1
2−k ,2p
1
2−k ,···
P(Gx ≥ y)P(p
1
2−k V∞(p) = x),
(84)
for all p ≤ p∗ for some p∗ > 0. Since, P(Gx ≥ y) is a continuous, bounded
function of x, the RHS of (84) converges to
∫
P(Gx ≥ y)dPV∞(x) as p → 0.
Therefore, we get
lim
p→0
P(p
1−k
2−kG
p
V∞(p)
≥ y) =
∫
P(Gx ≥ y)dPV∞(x),
= P(GV∞ ≥ y).
(85)
From Proposition 3, p
1−k
2−kG
p
V∞(p)
is uniformly integrable. Therefore,
lim
p→0
E(p
1−k
2−kG
p
V∞(p)
) = E(GV∞). (86)
This proves the desired result.
We can evaluate E[GV∞ ] using Monte-Carlo simulations. In Figure 3, we
illustrate simulations for evaluating
∑n
i=1
GV i
n
with initial conditions V 0 =, 0.0,
0.1, 2.0 for TCP Compound with parameters used in [11]. We see that in these
cases, after n > 100, there is little change in
∑n
i=1
GV i
n
. For the TCP Compound
parameters as used above and using n = 10000, we get E[GV∞ ] ≈ 3.9002.
Therefore for small p, we can approximate the average window size as follows
E[W (p)] = 0.2564p−
1
2−k , (87)
and the throughput is given by λ(p) = E[W (p)]
R
.
An advantage of (87) over the results in [23] and [24] is that now for given
parameters, α, β of TCP Compound with one Monte-Carlo simulation we have
a closed form expression of the average window size as a function of p for all
small p. It also shows the explicit dependence on p and k.
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Figure 3: Monte-Carlo simulations for E[GV∞ ] ≈
∑n
i=1
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n
5 Simulation Results
In Tables 1 and 2, we compare the approximation obtained in Section 4 with
the fluid approximate model from [11] (equation (5)) and our earlier Markov
model in [24]. In the ns2 simulations, the RTT was set to 0.1 sec, the link speed
was set to 10 Gbps so that there is negligible queuing. The packet sizes were
set to 1050 bytes, the ns2 default value. For TCP Compound with fixed RTT
and negligible queuing, the average window size, for the fluid model as well as
the Markov chain model does not depend on the RTT. We see that the results
obtained using the fluid model as well as the approximation developed in this
paper show a good match with simulation. When compared against the ns2
simulations, all the models have similar accuracy. Most errors are less than 4%
for all the models. The Markov chain model of [24] is marginally better.
6 Conclusion
In this paper, we have derived expressions for throughput of TCP Compound
connections under random losses. We first looked at a deterministic loss model
where a loss happens every 1
p
packets, where p is the packet error rate. We
have shown that the window size process under this model has asymptotically
periodic behaviour independent of the initial window size. This, theoretically
justifies a fluid approximation for TCP Compound available in literature. We
have then studied the system with random losses, which is more realistic, at
least for wireless channels. We consider the window sizes at loss epochs. Using
the insight from the fluid approximation, we have shown that the resulting
Markov chains, indexed by p, when appropriately scaled converge to a limiting
Markov chain as p → 0. We have also shown that this Markov chain has a
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Table 1: Average window size via different approximations
per E[W ] E[W ] E[W ] E[W ]
(p) Simulations Det. Fluid Markov chain Approx. Markov
(ns2) [11] [24] 0.2570p−
1
2−k
1× 10−2 13.06 10.16 12.99 10.23
5× 10−3 19.16 17.69 19.06 17.81
3× 10−3 25.83 26.63 26.67 26.80
1× 10−3 58.96 64.12 63.46 64.54
8× 10−4 71.67 76.66 76.16 77.16
5× 10−4 108.30 111.65 111.68 112.38
3× 10−4 166.62 168.01 168.90 169.11
1× 10−4 414.97 404.60 409.26 407.25
8× 10−5 499.14 483.67 489.64 486.85
5× 10−5 727.09 704.45 714.25 709.07
3× 10−5 1115.37 1060.05 1076.51 1067.01
Table 2: Goodput via different approximations
per Goodput Goodput Goodput Goodput
(p) Simulations Det. Fluid Markov chain Approx. Markov
(ns2) [11] [24] (1−p)0.2570p
− 1
2−k
R
1× 10−2 128.84 100.61 128.61 101.27
5× 10−3 189.94 176.06 189.62 177.22
3× 10−3 257.36 265.47 265.92 267.22
1× 10−3 588.88 640.60 633.95 644.81
8× 10−4 715.88 765.96 761.02 770.98
5× 10−4 1082.15 1115.92 1116.22 1123.24
3× 10−4 1665.00 1679.57 1688.53 1690.58
1× 10−4 4146.45 4045.58 4092.16 4072.12
8× 10−5 4986.78 4836.35 4896.05 4868.07
5× 10−5 7262.94 7044.12 7142.10 7090.32
3× 10−5 11137.35 10600.21 10764.81 10669.74
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unique stationary distribution. This stationary distribution is then used to
derive a closed from expression for TCP Compound average window size. We
have compared our results with ns2 simulations and observed a good match
between theory and simulations.
A Appendix
Proposition 8. Suppose {X(p)} is a family of positive random variables in-
dexed by p ∈ I, for some I ⊂ R such that
P(X(p) ≥ y) ≤ c1 exp(−c2y), (88)
for all y, with c1 > 0 and c2 > 0. Then there exists t > 0 such that for all
u ∈ (−t, t)
sup
p∈I
E[euX(p)] <∞. (89)
Proof. For any u > 0 and p > 0,
E[euX(p)] =
∫ ∞
0
P(euX(p) ≥ y)dy,
≤ 1 +
∫ ∞
1
P(uX(p) ≥ log(y))dy,
≤ 1 +
∫ ∞
1
c1 exp(−
c2
u
log(y))dy,
= 1 +
∫ ∞
1
c1
y
c2
u
dy.
(90)
For u < c2,
∫∞
1
c1
y
c2
u
< ∞. Therefore for all, u ∈ [0, c2), supp∈I E[e
uX(p)] < ∞.
For u < 0, uX(p) ≤ 0 which implies supp∈I E[e
uX(p)] ≤ 1, for u < 0.
Proposition 9. Let {Xp(x), x ∈ R
+}, be a process, for 0 < p < 1, which
converges to a limiting process X(x) uniformly in the sense,
lim
p→0
sup
x,y≤M
∣∣∣P(Xp(x) ≤ y)− P(X(x) ≤ y)∣∣∣ = 0, (91)
for any finite M , and for each x, the limiting distribution, P(X(x) ≤ y) is
continuous. Then,
lim
p→0
sup
x≤M
∣∣∣Ef(Xp(x)) − Ef(X(x))∣∣∣ = 0, (92)
for any f : R+ → R continuous with compact support.
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Proof. Consider a continuous function f with compact support, [0,K]. Such a
function is uniformly continuous. Therefore, given any ǫ, there exists m points
u0 = 0 < u1 < · · · < um = K, such that
sup
ui<y<ui+1
|f(y)− f(ui)| < ǫ,
for all i = 1, 2, · · · ,m. We have
E[f(Xp(x)] =
K∫
0
f(u)P(Xp(x) ∈ du)
≈ǫ
m−1∑
i=1
f(ui)P(Xp(x) ∈ (ui, ui+1]),
(93)
where ≈ǫ indicates that the RHS and LHS are ǫ-close to each other. Similarly,
E[f(X(x)] ≈ǫ
m−1∑
i=1
f(ui)P(X(x) ∈ (ui, ui+1]). (94)
Therefore,
∣∣∣Ef(Xp(x)− Ef(X(x))∣∣∣ ≈2ǫ m∑
i=1
f(ui)
∣∣∣P(Xp(x) ∈ (ui, ui+1])− P(X(x) ∈ (ui, ui+1])∣∣∣,
≤
m∑
i=1
‖ f ‖∞
|P(Xp(x) ∈ (ui, ui+1])− P(X(x) ∈ (ui, ui+1])|,
(95)
where ‖ f ‖∞= sup{f(x) : x ∈ [0,K]}. Since f is continuous over a compact
support, it is bounded and hence ‖ f ‖∞<∞. Therefore
lim
p→0
sup
x
∣∣∣Ef(Xp(x)− Ef(X(x))∣∣∣
≤ lim
p→0
‖ f ‖∞
m∑
i=1
sup
x
∣∣∣Pp,x((ui, ui+1])− Px((ui, ui+1])∣∣∣+ 2ǫ,
= 2ǫ.
(96)
The second inequality follows from the hypothesis (91). Since ǫ is arbitrary we
get the desired result.
26
References
[1] M. Allman, V. Paxson, and W. Stevens, “TCP Congestion Control,” RFC
2581 (Proposed Standard), Internet Engineering Task Force, Apr. 1999.
[2] S. Floyd and T. Henderson, “The NewReno Modification to TCP’s Fast Re-
covery Algorithm,” RFC 2582 (Experimental), Internet Engineering Task
Force, Apr. 1999.
[3] P. Yang, J. Shao, W. Luo, L. Xu, J. Deogun, and Y. Lu, “TCP congestion
avoidance algorithm identification,” Networking, IEEE/ACM Transactions
on, vol. 22, no. 4, pp. 1311–1324, 2014.
[4] G. Huston, “Gigabit TCP,” Internet Protocol Journal, 2006.
[5] S. Floyd, “HighSpeed TCP for Large Congestion Windows,” RFC 3649
(Experimental), Internet Engineering Task Force, December 2003.
[6] R. N. Shorten and D. J. Leith, “H-TCP: TCP for high-speed and long-
distance networks,” in Proc. PFLDnet, Argonne., 2004.
[7] L. Xu, K. Harfoush, and I. Rhee, “Binary Increase Congestion Control
(BIC) for Fast Long-Distance Networks,” in Infocom ’04, 2004.
[8] S. Ha, I. Rhee, and L. Xu, “CUBIC: a new TCP-friendly high-speed TCP
variant,” SIGOPS Oper. Syst. Rev., vol. 42, pp. 64–74, July 2008.
[9] T. Kelly, “Scalable TCP: Improving Performance in Highspeed Wide Area
Networks,” SIGCOMM Comput. Commun. Rev., vol. 33, no. 2, pp. 83–91,
Apr. 2003.
[10] D. X. Wei, C. Jin, S. H. Low, and S. Hegde, “FAST TCP: motivation,
architecture, algorithms, performance,” IEEE/ACM Trans. Netw., vol. 14,
no. 6, pp. 1246–1259, Dec. 2006.
[11] K. Tan, J. Song, Q. Zhang, and M. Sridharan, “A Compound TCP Ap-
proach for High-Speed and Long Distance Networks,” in IEEE Infocom,
2006.
[12] J. Padhye, V. Firoiu, D. F. Towsley, and J. F. Kurose, “Modeling TCP Reno
Performance: A Simple Model and Its Empirical Validation,” IEEE/ACM
Transactions on Networking, vol. 8, pp. 133–145, 2000.
[13] T. V. Lakshman and U. Madhow, “The performance of TCP/IP for net-
works with high bandwidth-delay products and random loss,” IEEE/ACM
Trans. Netw., vol. 5, pp. 336–350, June 1997.
[14] N. Cardwell, S. Savage, and T. Anderson, “Modeling TCP latency,” in
IEEE Infocom, 2000, pp. 1724–1751.
27
[15] A. Gupta and V. Sharma, “A Unified Approach for Analyzing Persis-
tent, Non-persistent and ON-OFF TCP Sessions in the Internet,” Perform.
Eval., vol. 63, no. 2, pp. 79–98, Feb. 2006.
[16] V. Sharma and P. Purkayastha, “Stability and Analysis of TCP Connec-
tions with RED Control and Exogenous Traffic,” Queueing Syst. Theory
Appl., vol. 48, pp. 193–235, November 2004.
[17] R. Shorten, C. King, F. Wirth, and D. Leith, “Modelling TCP congestion
control dynamics in drop-tail environments,” Automatica, vol. 43, no. 3,
pp. 441–449, Mar. 2007.
[18] S. Shakkottai and R. Srikant, “How good are deterministic fluid models
of internet congestion control?” in INFOCOM 2002. Twenty-First Annual
Joint Conference of the IEEE Computer and Communications Societies.
Proceedings. IEEE, vol. 2, 2002, pp. 497–505 vol.2.
[19] V. Misra, W.-B. Gong, and D. Towsley, “Fluid-based analysis of a network
of AQM routers supporting TCP flows with an application to RED,” in
ACM SIGCOMM Computer Communication Review, vol. 30, no. 4. ACM,
2000, pp. 151–160.
[20] D. Ghosh, K. Jagannathan, and G. Raina, “Right buffer sizing matters:
Stability, queuing delay and traffic burstiness in compound TCP,” in Com-
munication, Control, and Computing (Allerton), 2014 52nd Annual Aller-
ton Conference on, Sept 2014, pp. 1132–1139.
[21] S. Chavan and G. Raina, “Performance of TCP with a Proportional Inte-
gral Enhanced (PIE) queue management policy,” in Control and Decision
Conference (CCDC), 2015 27th Chinese, May 2015, pp. 1013–1018.
[22] S. Manjunath and G. Raina, “Analyses of compound TCP with Random
Early Detection (RED) queue management,” in Control and Decision Con-
ference (CCDC), 2015 27th Chinese, May 2015, pp. 5334–5339.
[23] A. Blanc, K. Avrachenkov, D. Collange, and G. Neglia, “Compound TCP
with Random Losses,” in Proceedings of the 8th International IFIP-TC
6 Networking Conference, ser. NETWORKING ’09. Berlin, Heidelberg:
Springer-Verlag, 2009, pp. 482–494.
[24] S. Poojary and V. Sharma, “Theoretical Analysis of High-speed Multiple
TCP Connections through Multiple Routers.” in ICC. IEEE, 2013.
[25] V. Dumas, F. Guillemin, and P. Robert, “A Markovian analysis of additive-
increase multiplicative-decrease algorithms,” Advances in Applied Probabil-
ity, vol. 34, no. 1, pp. 85–111, 2002.
[26] K. L. Mills, J. J. Filliben, D. Y. Cho, E. Schwartz, and D. Genin, Study of
Proposed Internet Congestion Control Mechanisms. DIANE Publishing,
2011.
28
[27] M. Mathis, J. Semke, J. Mahdavi, and T. Ott, “The macroscopic behavior
of the TCP congestion avoidance algorithm,” SIGCOMM Comput. Com-
mun. Rev., vol. 27, pp. 67–82, July 1997.
[28] R. Tweedie, “The existence of moments for stationary Markov chains,”
Journal of Applied Probability, pp. 191–196, 1983.
[29] K. Athreya and S. Lahiri, Measure Theory and Probability Theory, ser.
Springer Texts in Statistics. Springer, 2006.
[30] S. Asmussen, Applied probability and queues, 2nd ed., ser. Applications
of Mathematics (New York). New York: Springer-Verlag, 2003, vol. 51,
stochastic Modelling and Applied Probability.
29
