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Les maladies neurodégénératives sont des pathologies qui aectent de façon progressive le
système nerveux central. Les dégénérescences impliquées sont liées à un dysfonctionnement
métabolique du tissu nerveux conduisant à la mort des neurones et à la destruction du
système nerveux.
Certaines de ces maladies, comme la chorée de Huntington, peuvent être symptomatiques
chez l'enfant ou le jeune adulte. La majorité de ces pathologies se rencontre néanmoins
après 65 ans. La conséquence pour le malade est une atteinte prédominante et progressive,
souvent irréversible, des fonctions psychiques aboutissant à la démence comme dans la ma-
ladie d'Alzheimer ou des fonctions motrices comme dans la sclérose latérale amyotrophique
ou la maladie de Parkinson. Dans certaines pathologies, comme la chorée de Huntington,
le dysfonctionnement neuronal concerne les fonctions psychiques et motrices. Malgré les
progrès réalisés ces dernières années concernant les causes potentielles, l'évolution et les
traitements ralentissant les dégénérescences développées, la plupart de ces maladies neu-
rodégénératives restent incurables et sont souvent létales. La prise en charge des patients
étant lourde, de nombreuses conséquences sociales et humaines apparaissent ; ces maladies
sont un problème de Santé Publique.
Au sein du centre de recherche du Commissariat à l'Energie Atomique et aux Energies
Alternatives (CEA), le Laboratoire des Maladies Neurodégénératives est en charge de déve-
lopper une recherche fondamentale et pré-clinique sur ces maladies. Ce laboratoire est ratta-
ché à la plateforme d'imagerie biomédicale MIRCen a, centre de recherche translationnelle.
La mission de ce centre est de proposer des stratégies thérapeutiques innovantes, dévelop-
pées et validées sur des modèles animaux pertinents et pouvant, en cas de succès, mener à
des essais cliniques.
Pour atteindre cet objectif, de nombreux équipements d'imagerie sont à la disposition
des équipes multidisciplinaires de MIRCen. Ceux-ci leur permettent d'acquérir un grand
nombre de données aussi bien in vivo que post mortem et de mener leurs projets de
recherche. La réunion des diérents savoir-faire au sein d'une même plateforme permet à
ces équipes d'interagir entre elles et d'associer leurs compétences. Des études transversales
a. Molecular Imaging Research Center
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ont ainsi été mises en place et réunissent à la fois des médecins, des biologistes, des
physiciens et des chercheurs en traitement des images. Les critères de performance exigée
par chacun multiplient ainsi la qualité des résultats fournis et font avancer ecacement la
Recherche médicale.
Le travail de recherche présenté dans ce manuscrit de thèse est le fruit d'une colla-
boration entre les équipes de traitement d'images et de biologie de MIRCen travaillant
notamment sur des modèles transgéniques murins de la maladie d'Alzheimer. Il a visé à
mettre en place une stratégie d'analyse des images acquises par les biologistes
an de faciliter leur interprétation et accéder à de nouvelles informations.
Les images concernées ont principalement été constituées de coupes histologiques et
autoradiographiques, modalités d'imagerie post mortem anatomiques et fonctionnelles
considérées encore aujourd'hui comme des modalités d'imagerie de référence. Pour traiter
un grand nombre de coupes et s'aranchir du caractère bidimensionnel des images natives,
des travaux ont été réalisés pour reconstruire des images tridimensionnelles à partir de
séries de coupes. Le travail de thèse décrit dans ce mémoire a consisté à automatiser
et à optimiser l'analyse de ce type de données en utilisant un atlas numérique 3D.
La présentation du travail réalisé est composée de cinq chapitres.
Le chapitre 1 présente le contexte biomédical dans lequel s'inscrit ce travail de recherche.
Les intérêts de la recherche pré-clinique ainsi que des modèles murins de la maladie
d'Alzheimer sont présentés. Les principales techniques d'imagerie utilisées post mortem
et in vivo pour étudier la Souris sont ensuite décrites ce qui nous permet de comprendre
les raisons pour lesquelles l'imagerie post mortem reste la référence pour étudier le petit
animal. Un état de l'art des diérentes méthodes mises au point par les chercheurs en
traitement d'images pour apparier et analyser les informations issues de plusieurs images
(mono et multimodales) est dressé. Les limitations des méthodes existantes pour analyser
des images post mortem sont explicitées et permettent d'introduire la problématique et les
objectifs de ce travail de recherche. Nous décrivons l'approche d'analyse de données
proposée basée sur la mise en correspondance d'un atlas numérique 3D avec
des images obtenues post mortem et reconstruites au préalable en 3D.
La démarche proposée pour optimiser l'analyse de données post mortem a été déve-
loppée en utilisant deux atlas numériques tridimensionnels de cerveau de souris mis
à la disposition de la communauté scientique via un réseau de recherche (le BIRN,
http://www.birncommunity.org/). Pour évaluer notre approche, nous avons travaillé sur
un jeu de données du laboratoire acquis dans le cadre d'une étude préliminaire sur la ma-
ladie d'Alzheimer et constitué de deux groupes de souris transgéniques. L'ensemble de ces
données est présenté dans le chapitre 2.
Introduction 3
La stratégie de recalage d'un atlas numérique 3D sur des volumes de données post mor-
tem sur laquelle s'est appuyée la méthode d'analyse d'images proposée est décrite dans le
chapitre 3. Des évaluations qualitatives et quantitatives ont attesté de la faisabilité et de
la validité de notre approche d'analyse. Ayant à disposition deux modèles numériques de
cerveau de souris, nous avons eectué des tests permettant de sélectionner l'atlas le plus
adapté pour analyser le jeu de données expérimentales considéré. Nous l'avons utilisé pour
étudier l'anatomie et la fonction des animaux de la base. La n de ce chapitre dresse un
bilan des résultats obtenus et des apports et limitations d'une telle approche d'analyse.
Une autre méthode d'analyse d'images cérébrales consiste à comparer statistiquement les
intensités des pixels des images. Cette approche permet de mettre en évidence des variations
fonctionnelles inter-groupe locales et souvent non détectables par une analyse à l'échelle de
la structure anatomique telle que celle réalisée par l'atlas. Depuis peu utilisée dans le cadre
d'études sur le Rongeur, cette analyse fournit des résultats encore complexes à interpréter.
Aussi, pour tirer prot des avantages oerts par cette approche et ceux de l'analyse par
atlas, nous avons proposé dans le chapitre 4 de combiner ces deux méthodes d'analyse
complémentaires. L'objectif de ce travail a été d'automatiser l'indexation des variations
fonctionnelles inter-groupe mises en évidence par l'analyse statistique dans des structures
anatomiques. La première partie de ce chapitre présente l'analyse statistique réalisée sur
les données fonctionnelles de notre étude. Le recalage d'un atlas numérique sur l'image
paramétrique a été évalué qualitativement et quantitativement. Nous avons ensuite étudié
les résultats d'indexation des zones de variations métaboliques détectées entre les deux
lignées de souris dans les régions cérébrales dénies dans l'atlas. Une synthèse des apports
de cette combinaison de méthodes d'analyse clôt le chapitre.
Enn, le chapitre 5 présente une des perspectives de ce travail de recherche : l'analyse
par atlas d'images fonctionnelles cérébrales acquises in vivo chez la souris. L'approche
proposée a reposé sur le recalage d'un atlas numérique sur une image anatomique acquise
simultanément avec l'image fonctionnelle avec un système hybride TEP/TDM. Le travail
décrit dans ce chapitre est préliminaire mais les résultats sont prometteurs.
Une synthèse des travaux réalisés et contributions apportées à la recherche biomédicale
est présentée en n de manuscrit. D'autres perspectives de ce travail de thèse sont alors
proposées, en particulier celles concernant l'analyse par un seul outil d'analyse, l'atlas
numérique, de données acquises in vivo et post mortem sur des mêmes sujets.
Chapitre 1
Analyse d'images en recherche
pré-clinique
Ce premier chapitre a pour objectif de faire un état des lieux de l'imagerie en recherche
pré-clinique et plus précisément de l'analyse des images obtenues. Pour cela, le contexte
biomédical dans lequel s'inscrit ce projet de thèse est d'abord présenté : il s'agit d'études
sur les maladies neurodégénératives humaines, en particulier la maladie d'Alzheimer, mo-
délisées sur le petit animal. Les diérentes techniques d'imagerie généralement utilisées
sont ensuite décrites et comparées entre elles ; un état de l'art des techniques de mise en
correspondance d'informations présentes dans diérentes images est ensuite dressé. Les
approches d'analyse utilisées pour étudier ces modèles animaux sont exposées et leurs li-
mitations commentées. La problématique de recherche sur laquelle j'ai travaillé pendant
ma thèse est explicitée en n de chapitre. La gure 1.1 présente une vue synthétique de
l'organisation de ce chapitre ainsi que des principaux points abordés.
Figure 1.1  Organisation du chapitre 1 de ce manuscrit et principaux points abordés.
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1.1 Recherche pré-clinique
Le but premier de la recherche biomédicale est de comprendre les mécanismes physio-
logiques du corps humain, des processus pathologiques et de permettre le développement
de nouvelles thérapeutiques. Cette science peut être divisée en trois branches : la recherche
fondamentale, la recherche pré-clinique et la recherche clinique. Alors que les études cli-
niques s'intéressent exclusivement à l'être humain, en analysant notamment l'évolution
d'une pathologie particulière ou bien les eets de certaines approches thérapeutiques sur
celle-ci, les recherches fondamentales et pré-cliniques consistent à mimer ces pathologies
humaines respectivement in vitro et sur des modèles animaux. Ces études sont principale-
ment menées sur des mammifères, tels que le Rongeur ou le Primate. Elles sont réalisées
en amont des tests eectués sur l'Homme an de caractériser au mieux la pathologie ciblée
pour développer et valider de nouvelles thérapeutiques, et ce, dans l'optique d'optimiser
leurs chances de succès chez les patients. Ces étapes sont donc primordiales, incontour-
nables et aujourd'hui obligatoires pour aborder dans les meilleures conditions le passage
en clinique. Depuis les années 1980, des lois nationales, comme le décret français 87/848,
et internationales, comme la directive européenne 86/609/CEE, ont été mises en place
pour réglementer et utiliser à bon escient des animaux pour la recherche biomédicale. Leur
environnement vital doit être respecté, un certain confort lors de leur captivité doit être
procuré et les sourances éventuelles générées par des manipulations invasives doivent être
réduites.
1.1.1 Un modèle animal de prédilection, la Souris
Pour appréhender les mécanismes physiopathogéniques des maladies et par extension les
eets des thérapies, les biologistes ont recours à l'utilisation du petit animal, tel que la
Souris ou le Rat. Ces espèces sont largement utilisées en laboratoire du fait de la facilité de
leur élevage et leur reproduction rapide (environ 3 semaines). Plusieurs études exploratoires
peuvent alors être menées plus facilement sur des sujets. Les études les plus pertinentes
sont ensuite transposées sur le Primate, espèce animale, proche de l'Homme, qui nécessite
un temps de gestation plus important que les rongeurs (près de 6 mois pour le Babouin)
et des conditions d'élevage plus contraignantes.
Les rongeurs ne présentent pas spontanément les mêmes pathologies que l'Homme, mais
leurs génomes sont bien connus des scientiques. Des études ont par exemple montré
que bien que le génome de la Souris ne comporte que 2,5.109 paires de nucléotides,
contre 3,2.109 chez l'Homme, 99% de nos gènes sont communs avec ceux de cet animal a.
Les biologistes parviennent aujourd'hui à manipuler le génome des rongeurs, plus facile-
ment celui de la Souris que celui du Rat, pour créer des lignées transgéniques robustes
a. Source : http://www.ncbi.nlm.nih.gov/sites/genome
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capables de mimer assez dèlement certains aspects de pathologies, comme ceux des ma-
ladies neurodégénératives.
Les données sur lesquelles j'ai travaillé durant ma thèse ont été acquises chez la Souris,
espèce sur laquelle est focalisé le manuscrit.
1.1.2 Modélisation de la maladie d'Alzheimer sur la Souris
1.1.2.1 La maladie d'Alzheimer
La maladie d'Alzheimer est une maladie neurodégénérative. Elle se manifeste progressive-
ment par des troubles de mémoire et des capacités cognitives altérées. Ce vieillissement
cérébral pathologique perturbe, dans un premier temps, les activités quotidiennes des pa-
tients puis réduit gravement leur autonomie au point qu'une non-assistance permanente
peut leur être fatale.
Cette maladie est la forme de démence la plus fréquente chez les personnes âgées ; elle consti-
tue environ 65 % des cas de démence. Elle touche aujourd'hui 860 000 personnes en France.
En raison du vieillissement de la population et ses conséquences sociales et humaines, la
maladie d'Alzheimer est devenue un problème de Santé Publique. Les recherches sur cette
maladie doivent être approfondies pour prévenir, ralentir et soigner cette pathologie.
Bien qu'elle ait été identiée pour la 1e`re fois il y a un siècle par le neurologue allemand Alois
Alzheimer, les causes exactes de cette maladie ne sont pas encore réellement connues. Les
chercheurs supposent néanmoins qu'il existe des facteurs environnementaux et génétiques
contribuant à son déclenchement.
1.1.2.2 Étude de la maladie
Pour modéliser la maladie d'Alzheimer, les biologistes ont cherché à reproduire deux de ses
caractéristiques majeures détectables post mortem dans le cerveau humain :
• l'apparition de structures neurobrillaires intra-neuronales (Iqbal et al., 2000; Medeiros
et al., 2010) ;
• l'apparition de plaques amyloïdes extracellulaires (Masliah, 2008; Jack et al., 2010).
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Les structures neurobrillaires sont des agrégats de laments hélicoïdaux appariés,
constitués principalement de la protéine Tau b, protéine associée à la stabilité des micro-
tubules du cytosquelette. Ces interactions de la protéine Tau avec les microtubules sont
régulées par phosphorylation c. Dans les cas pathologiques étudiés, cette protéine est hyper-
phosphorylée. Son anité avec les microtubules est alors diminuée, ce qui peut expliquer
la présence d'amas de protéines Tau entre les cellules, la désorganisation du cytosquelette,
voire l'apoptose neuronale. La gure 1.2 illustre le dysfonctionnement de cette protéine
(appelé tauopathie) impliquée dans la maladie d'Alzheimer.
Figure 1.2  Dégénérescence de la protéine Tau dans la maladie d'Alzheimer. La protéine Tau est
associée à la stabilité des microtubules contenus dans un neurone (a). Dans des cas pathologiques
étudiés, une désintégration des microtubules a été observée, formant des amas de protéines Tau
entre les cellules (b). D'après http: // www. web-books. com/ .
b. La protéine Tau est codée par un gène du chromosome 17 chez l'Homme et du chromosome 11 chez
la Souris.
c. La phosphorylation est l'addition d'un groupe phosphate (PO4) à une protéine ou à une petite
molécule.
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Une plaque amyloïde est une accumulation extracellulaire du peptide Aβ issu du clivage
de la protéine amyloïde précurseur du peptide (amyloid precursor protein, APP) d par les
enzymes β- et γ- secrétases (cf. gure 1.3) (Kang et al., 1987). La formation de dépôts
insolubles dans le milieu extracellulaire (amyloïdose) serait neurotoxique et entraînerait
une neurodégénérescence, plus particulièrement au niveau du cortex entorhinal et de l'hip-
pocampe, régions cérébrales notamment impliquées dans les processus d'apprentissage et
de mémorisation (Hardy, 1997).
Figure 1.3  Cellule normale (a). Clivages de l'APP par les β- et γ- secrétases, enzymes re-
présentées ici par des ciseaux (b). Formation d'une plaque amyloïde extracellulaire (c). D'après
http: // www. nia. nih. gov/ .
Dans les années 1990, Hardy et son équipe ont démontré que plusieurs patients atteints
de formes familiales de la maladie d'Alzheimer avaient une mutation pathogène du gène
de l'APP (Hardy, 1997). Par la suite, d'autres mutations ont été découvertes. Tout por-
teur de ces mutations autosomiques dominantes e développe la maladie. Ces modications
génétiques perturberaient par ailleurs le métabolisme initial de l'APP. Il en est de même
pour les mutations sur le gène de la préséniline 1 (PS1) f.
En intégrant au génome de la Souris des gènes humains mutés codant pour l'APP et la
PS1, les biologistes ont réussi à induire une amyloïdose chez les animaux de cette espèce.
Ces sujets transgéniques sont couramment appelés souris APP/PS1 (Jankowsky et al.,
2002; Blanchard et al., 2003; Sadowski et al., 2004; Delatour et al., 2006; Duyckaerts et al.,
2008).
d. Le gène codant pour l'APP se situe sur le chromosome 21 chez l'Homme et le chromosome 16 chez
la Souris.
e. Une mutation est dite "autosomique dominante" lorsqu'elle est située sur un chromosome non sexuel
(ni X, ni Y) et que la présence d'un seul allèle morbide est susante pour que la maladie s'exprime.
f. Le gène codant pour la PS1 est situé sur le chromosome 14 chez l'Homme et sur le chromosome 12
chez la Souris.
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1.2 L'imagerie, outil d'investigation incontournable
Pour étudier, analyser, voire quantier les conséquences de telles mutations génétiques, les
biologistes peuvent utiliser des tests comportementaux, tel que le test du water maze. Ce
test a été proposé par Morris en 1981 pour évaluer chez un rongeur, immergé dans un
environnement plus ou moins stressant, l'apprentissage et la mémorisation d'un chemin
(Morris, 1981). Cependant, pour mesurer les altérations morphologiques et même fonc-
tionnelles engendrées par diverses pathologies et par la suite mieux comprendre leurs
conséquences sur le cerveau et le reste de l'organisme, les chercheurs ont mis au point
des techniques permettant d'observer le corps dans son entier ou en partie, dans un pre-
mier temps post mortem, i.e. g une fois le sujet étudié euthanasié, mais également, avec
les progrès technologiques récents, in vivo, i.e. en maintenant ses constantes vitales. Les
paragraphes 1.2.1 et 1.2.2 présentent les principales techniques permettant de procurer aux
chercheurs, des "images" du sujet qu'ils étudient. Les modalités présentées ont été utilisées
dans mon projet de thèse.
1.2.1 Imagerie post mortem
L'imagerie dite post mortem désigne toute technique mise au point pour acquérir une image
de l'organisme d'un sujet après sa mort. L'ensemble des techniques décrites dans ce para-
graphe exigent l'extraction de l'organe que l'on cherche à étudier. Les tissus observés étant
à l'extérieur de leur environnement naturel, les modalités présentées ici sont également
qualiées, dans la suite du manuscrit, de techniques d'imagerie ex situ . Les chercheurs
travaillent généralement sur des coupes nes de l'organe étudié. Ils utilisent ensuite des
radiotraceurs et/ou des colorants pour mettre en évidence sur les coupes bidimension-
nelles prélevées (2D), de façon spécique et avec une résolution spatiale microscopique, les
sous-structures (information anatomique), voire leurs fonctionnements (information fonc-
tionnelle telle que le métabolisme du glucose) au moment du décès du sujet.
Extraire un organe de son environnement naturel, le découper et l'étudier post mortem
entraînent des déformations qui peuvent fausser par la suite l'analyse et les interprétations
des observations réalisées. La préparation des échantillons ainsi que le protocole d'imagerie,
i.e. la mise en évidence de ce que l'on souhaite observer sont donc des étapes délicates qu'il
ne faut pas négliger. Selon les études envisagées, chaque équipe met au point, au sein de son
laboratoire, des protocoles de prélèvement et de coupe d'organes, ainsi que des techniques
de coloration ou révélation de traceurs radioactifs. Par souci de concision, la présentation
de ces diérentes techniques est limitée à celles exploitées pour l'obtention des données
de mon projet de thèse. Les prochains points développés dans ce paragraphe concernent
donc uniquement les protocoles d'acquisition de coupes cérébrales de souris réalisés sur
g. i.e. : abréviation de l'expression latine "id est" signiant c'est-à-dire.
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tissu frais et les techniques d'imagerie permettant d'obtenir les informations anatomiques
et fonctionnelles dont je me suis servie durant ma thèse.
1.2.1.1 Obtention des coupes de tissu
La première étape à réaliser pour acquérir des images post mortem d'un cerveau de souris
est l'extraction de cet organe. La dissection des échantillons doit être réalisée le plus
rapidement possible après l'euthanasie de l'animal et avec précaution pour éviter toute
détérioration post mortem de l'échantillon.
Le cerveau est immédiatement congelé pour conserver et ger les structures cérébrales dans
un état le plus proche possible de l'état du vivant et ainsi minimiser des déformations dites
primaires. Ces déformations peuvent être dues à des changements de conditions mécaniques
et/ou physiologiques tels que la variation de pression intra-crânienne, la fuite de liquide
céphalo-rachidien ou de sang ou encore l'action d'enzymes sur les tissus. Elles peuvent
altérer la géométrie tridimensionnelle de l'échantillon. Par ailleurs, l'étape de congélation
permet de préparer le tissu an de le couper dans les meilleures conditions possibles. Pour
cela, le cerveau est immergé dans de l'isopentane refroidi à -40◦C et conservé ensuite à
-20◦C.
Les cerveaux peuvent alors être coupés en tranches de 20 µm d'épaisseur à l'aide d'un mi-
crotome maintenu à -20◦C dans un cryostat. Les coupes peuvent être réalisées en incidence
coronale, axiale ou sagittale (voir gure 1.4) (ou de biais par rapport à ces incidences selon
l'étude à mener). Le cerveau est xé sur un support à l'aide d'un milieu d'enrobage.
Les coupes sont alors prélevées sur des lames de verre adhésives et séchées rapidement.
La découpe de l'échantillon provoque inévitablement la perte de sa cohérence tri-
dimensionnelle. De plus, les perturbations physico-chimiques dues aux changements de
températures auxquelles sont soumis les tissus et la manipulation des prélèvements peuvent
engendrer des déformations locales dites secondaires propres à chaque coupe 2D. Malgré
l'attention prêtée, l'opérateur peut cisailler, déchirer ou plisser les coupes en les prélevant
et les déposant sur la lame de verre.
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Figure 1.4  Illustration de trois plans de coupe utilisés (en bleu) superposés à un modèle surfa-
cique tridimensionnel de cerveau de souris (rose). Les coupes coronales et axiales sont également
respectivement appelées coupes frontales et coupes transverses.
L'ensemble de ce protocole de prélèvement de coupes cérébrales est schématisé en gure 1.5.
Figure 1.5  Protocole de prélèvement de coupes de cerveau.
1.2.1.2 Révélation de traceurs radioactifs injectés dans l'organisme vivant
Pour obtenir ex vivo, des informations fonctionnelles sur l'animal au moment de son eu-
thanasie, telles que la consommation, la synthèse ou biodistribution de peptides ou en-
core le débit sanguin, les biologistes ont souvent recours à la technique d'imagerie appelée
autoradiographie. Le principe de cette méthode repose sur la révélation de molécules
marquées par des radioisotopes sur un lm photographique pour suivre la synthèse des
protéines. Injectés in vivo, elles sont biodistribuées et métabolisées par l'organisme comme
les composés naturels. Prenons l'exemple du processus appelé métabolisme énergétique : cet
ensemble de réactions chimiques représente les dépenses énergétiques d'un sujet. Cette éner-
gie est principalement produite par la consommation de glucose (voir gure 1.6). L'injection
de 2-désoxyglucose marqué au carbone 14 ([14C]2DG) dans l'animal vivant va mettre en
compétition cet analogue du glucose radiomarqué avec le sucre naturel. Cependant, n'étant
pas totalement utilisé au cours de la glycolyse, le [14C]2DG va s'accumuler dans les endroits
où le glucose est consommé.
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Figure 1.6  Consommation de glucose et réserve d'énergie de l'organisme (symbolisé par "ATP",
adénosine triphosphate). Source : http: // www. gsu. edu/ .
Les coupes de tissu contenant les molécules radioactives doivent être déshydratées (chauf-
fage des lames de verre) an de limiter la diusion des radioéléments dans le reste de la
coupe. Au contact d'un lm autoradiographique, constitué notamment de grains ou de cris-
taux d'halogénure d'argent, les particules β du [14C]2DG présents dans le tissu vont réduire
les ions argent en atomes d'argent métallique et ainsi s'imprimer sur le lm. L'activité éner-
gétique, ou encore la prise de glucose de l'animal gé au moment de son euthanasie, va
ainsi pouvoir être observée par autoradiographie. La réduction des ions argent étant fonc-
tion du nombre de radiations émises à un endroit particulier de la coupe, cette technique
d'imagerie permet de mesurer le processus fonctionnel auquel elle est associée (dans notre
exemple, l'activité énergétique).
La résolution des autoradiographies étudiées dépend de plusieurs paramètres : l'énergie du
radioélément, la résolution du lm révélateur et l'échantillonnage induit par une éventuelle
numérisation pour faciliter l'analyse (point plus détaillé en section 1.4 (p. 38)). Typique-
ment, des images autoradiographiques révélant la xation de 14C ont une résolution spatiale
estimée à quelques dizaines de micromètres avant numérisation.
La révélation du [14C]2DG injecté par voie intraveineuse par autoradiographie est illustrée
en gure 1.7(a). Sur cette coupe, le [14C]2DG a particulièrement interagi avec le lm au
niveau de certaines zones corticales, hippocampiques et thalamiques. L'activité énergétique
de l'animal avant son euthanasie était donc plus importante dans ces régions. Cependant,
cette image montre également que les structures anatomiques ne sont pas clairement iden-
tiables. Des méthodes permettant de corréler une information anatomique plus précise
avec l'autoradiographie, ainsi que diérentes approches pour les analyser seront présentées
dans la suite du manuscrit.
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1.2.1.3 Coloration et techniques de marquages histologiques
Pour obtenir des images dites anatomiques, les chercheurs ont à leur disposition une grande
variété de colorants et de marqueurs histochimiques, histoenzymologiques et immunohis-
tochimiques permettant de mettre en évidence diérents types moléculaires. Les lipides,
glucides et protéines vont par exemple être mis en évidence grâce à des marqueurs his-
tochimiques, les enzymes par des marqueurs histoenzymologiques et les sites de liaison
d'un anticorps spécique à une protéine par des marqueurs immunohistochimiques (ou im-
munocytochimiques). Ces solutions étant en phase aqueuse, les coupes prélevées doivent
d'abord être réhydratées. Avant cela, les échantillons, montés sur des lames de verre, sont
plongés dans un solvant (toluène) puis nettoyés dans une série décroissante d'éthanols. La
ré-hydratation est ensuite achevée en utilisant de l'eau distillée. Les coupes sont alors colo-
rées dans une solution aqueuse. Pour xer la coloration tout en préservant les échantillons,
les coupes sont rincées dans de l'eau puis de nouveau plongées dans des bains d'alcool et de
solvant. A l'aide d'une résine synthétique, une lamelle est déposée sur chaque échantillon
monté sur lame de verre. Ces montages sont par la suite souvent analysés par des systèmes
optiques fonctionnant en transmission (microscope, numériseur). Aussi, pour minimiser les
aberrations chromatiques et sphériques, l'indice de réfraction de la lamelle est proche de
celui du verre (≃1,5).
La technique de Nissl, mise au point au début du XXème siècle par l'histologiste Franz
Nissl, est un exemple de méthode de coloration particulièrement utile en neuropathologie
car elle ne fait apparaître, en utilisant des colorants tels que le violet de crésyl, le bleu
de toluidine ou encore la thionine, que les corps cellulaires des neurones (partie centrale
des neurones dont le diamètre varie, selon leur type, entre 5 et 120 µm) et non leurs
prolongements (axones). Ce type de coloration permet de mettre en évidence l'organisation
structurelle du cerveau.
La coloration d'une coupe de cerveau de souris au violet de crésyl est illustrée en
gure 1.7(b). Cette gure met en évidence des structures cérébrales telles que l'hippo-
campe, région entourée d'une couche de corps cellulaires neuronaux par conséquent par-
ticulièrement marquée par ce colorant. En revanche, le corps calleux, faisceaux d'axones
pour l'essentiel, n'a pas beaucoup xé le colorant et apparaît donc très clair sur cette même
image.
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Figure 1.7  (a) Coupe autoradiographique de cerveau de souris sur laquelle le [14C]2DG a parti-
culièrement interagi avec le lm au niveau de certaines zones corticales, hippocampiques et thala-
miques. (b) Coupe histologique de cerveau de souris colorée au violet de crésyl (colorant mettant en
évidence les corps cellulaires des neurones) correspondant à la coupe montrée en (a). L'hippocampe
est une structure entourée d'une couche de corps cellulaires neuronaux donc particulièrement bien
coloré avec ce marquage. A l'inverse, le corps calleux est une région essentiellement constituée de
faisceaux d'axones ; le colorant est donc très peu xé dans cette structure qui apparaît donc très
claire sur cette image. Les images (a) et (b) ont été acquises à MIRCen dans le cadre de l'étude
Herard et al. (2009).
L'imagerie post mortem, obtenue par autoradiographie ou coloration de coupes prélevées,
fournit, très spéciquement, des informations fonctionnelles (comme le métabolisme) ou
anatomiques (comme l'organisation structurelle) de hautes résolutions spatiales (de l'ordre
de grandeur du composé cellulaire marqué). La qualité et la résolution de ces images font
de ces modalités des outils de référence pour les biologistes. Cependant, ces données sont
bidimensionnelles et nécessitent obligatoirement l'euthanasie de l'animal. Le nombre de
sujets étudiés est donc limité. Par ailleurs, l'évolution d'une pathologie, ou celle d'un trai-
tement administré, ne peut être évaluée sur un même animal avec ces techniques d'ima-
gerie. Pour pallier ce problème, d'autres techniques d'imagerie, initialement développées
pour l'Homme, sont de plus en plus utilisées an d'étudier les modèles animaux in vivo, et
de permettre ainsi la réalisation de suivis longitudinaux.
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1.2.2 Imagerie in vivo
L'acquisition d'images sur un sujet vivant permet d'envisager des études longitudinales, i.e.
d'acquérir sur un même animal plusieurs images à diérents temps. L'imagerie dite in
vivo est née à la n du XIXème siècle avec la découverte du rayonnement X par le physicien
Wilhelm Röntgen. En envoyant un faisceau X sur la main de sa femme, ce scientique est
parvenu à acquérir une image de projection des diérents os de la main et à imprimer le
résultat sur une plaque photographique. Une illustration de cette première image acquise
in vivo se trouve en gure 1.8. Nous pouvons remarquer que les os de la main sont entourés
d'une ombre qui n'est autre que l'image de la chair.
Figure 1.8  Image par rayons X de la main de la femme de Wilhelm Röntgen, réalisée le
22/12/1895. Source : http: // science. nasa. gov/ .
Cette technique d'imagerie planaire, ionisante et anatomique s'appelle la radiographie.
L'image formée est une cartographie bidimensionnelle de la projection sur un détecteur (ici
la plaque photographique) des coecients d'atténuation caractérisant les diérents milieux
traversés par le rayonnement X pour une énergie donnée. L'os est un matériau plus dense
que les tissus mous (comme la chair) ; il apparait donc sur l'image en hypodensité par
rapport à ces autres matériaux.
Se présentant comme une bonne alternative à l'imagerie acquise post mortem, beaucoup de
scientiques se sont intéressés au développement de divers systèmes d'acquisition d'images
in vivo. Initialement mis au point pour étudier le corps humain, ces systèmes sont de plus
en plus adaptés pour observer d'autres espèces, notamment la Souris. Pour faire bénécier
la recherche pré-clinique des avantages de ce type d'imagerie (informations anatomiques
ou fonctionnelles diérentes, réalisation possible de suivis longitudinaux), les chercheurs
doivent s'eorcer de rendre compatibles ces systèmes avec les faibles dimensions des organes
à étudier, tout en préservant une résolution d'image adéquate pour étudier ces petites
structures : le cerveau d'une souris mesure en moyenne 0,5 cm3, soit près de 1/3000 de
celui d'un humain (≃1400 cm3) h (Johnson et al., 2007). Nous présentons par la suite
quelques systèmes d'imagerie utilisés pour étudier in vivo le petit animal.
h. Source : http://hypertextbook.com/
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1.2.2.1 Imagerie par TomoDensitoMétrie
L'imagerie par TomoDensitoMétrie (TDM), encore appelée scanographie ou Compute-
rized Tomography (CT), est une technique d'imagerie qui repose sur le même principe
physique que la radiologie dite conventionnelle, présentée dans le paragraphe précédent,
i.e. sur l'absorption du rayonnement X par les tissus traversés. Apparue dans les années
1970 avec l'avènement des ordinateurs et l'ingéniosité des physiciens Sir Godfrey Newbold
Hounseld et Allan MacLeod Cormack, la TDM fournit des images anatomiques tridi-
mensionnelles contrairement aux radiographies classiques. Pour reconstruire les organes
étudiés dans leur géométrie d'origine, plusieurs images sont acquises lors de l'examen grâce
à la rotation d'une source de rayonnement et/ou de multiples détecteurs autour du sujet i
(cf. gure 1.9(a)). Des algorithmes de reconstruction, basés sur les transformées de Radon
ou de Fourier, permettent par la suite de former des images 3D et quantitatives. Chaque
niveau de gris de l'image produite caractérise en eet précisément le tissu traversé en ce
point de part sa densité (étalonnage de ces intensités sur l'Échelle de Hounseld j). Sur des
systèmes adaptés, une image TDM acquise sur une souris peut avoir une résolution spa-
tiale isotrope de l'ordre de quelques dizaines de micromètres pour une durée d'acquisition
d'environ 5 min k. Pour comparaison, une image TDM acquise en moins d'une minute chez
l'Homme peut atteindre une résolution spatiale de l'ordre de 1×1×5 mm3.
Figure 1.9  Imagerie par TomoDensitoMétrie : (a) Schéma de principe du fonctionnement d'un
tomodensitomètre où la source de rayonnement X (tube radiogène) ainsi que les détecteurs tournent
autour du sujet (D'après http: // www. medvet. umontreal. ca/ ). (b) Image TDM acquise sur
une souris (vue sagittale), d'après l'étude décrite dans Delzescaux et al. (2010). Le squelette de
l'animal (boîte crânienne et colonne vertébrale par exemple) est bien identiable sur cette image
alors que les tissus situés à l'intérieur d'une cavité osseuse (comme le cerveau) ne sont pas du tout
contrastés entre eux.
i. Selon la génération des appareils
j. Pour identier facilement les tissus observés, Hounseld a pondéré chaque niveau de gris de l'image
par celui qu'il obtenait lorsque le faisceau de rayons X traversait de l'eau. Cette échelle de Hounseld
s'échelonne, en unités Hounseld (UH), de -1000 pour l'air à +1000 pour l'os dense cortical, en passant
par -50 pour la graisse et 0 pour l'eau.
k. Source : http://www.microphotonics.com/
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Les rayons X sont beaucoup plus absorbés par les structures osseuses que par les tissus
mous. Il est donc dicile d'observer par TDM, des tissus se situant à l'intérieur de com-
partiments osseux, tels que le cerveau (cf. gure 1.9(b)). Seule, cette modalité d'imagerie
est donc peu adaptée aux études menées en neuroanatomie.
1.2.2.2 Imagerie par Résonance Magnétique
L'Imagerie par Résonance Magnétique (IRM) est une technique qui crée une image d'un
corps en exploitant les propriétés magnétiques des noyaux de certains atomes. Étant le plus
abondant dans l'organisme, l'hydrogène (1H - présent dans l'eau) est l'atome le plus ob-
servé. Le sujet à étudier est d'abord placé dans un champ magnétique statique qui force les
moments magnétiques des noyaux des atomes à s'aligner avec lui. Cet état d'équilibre est
ensuite perturbé par l'application d'un second champ magnétique oscillant (onde radiofré-
quence) orthogonal au premier. Le système cherche alors à retrouver son état d'équilibre.
L'image enregistrée est en fait la transformée de Fourier de la densité d'aimantation de
l'objet pendant ce retour à l'équilibre. Cette densité est pondérée par plusieurs termes de
relaxation : la relaxation caractérisée par la constante de temps T1 (relaxation longitudi-
nale), et la relaxation caractérisée par la constante de temps T2 (relaxation transversale).
En intervenant par la suite sur le temps entre deux perturbations magnétiques (temps de
répétition TR) et celui entre l'excitation et la réception de l'onde émise par les noyaux
(temps d'écho TE), l'opérateur va pouvoir moduler le contraste des images et mettre en
évidence certaines structures aux dépens d'autres. En diminuant par exemple le TR et
le TE, la détection des structures à T1 court est favorisée : la graisse va apparaître en
hypersignal, à l'opposé des uides, notamment le liquide céphalo-rachidien. Les tissus mous,
comme ceux de la matière grise (exemple le cortex) et de ceux de la matière blanche du
cerveau (exemple le corps calleux), vont être contrastés entre eux. Ce contraste au niveau
cérébral est considéré comme anatomique car la matière grise est en hyposignal par
rapport la matière blanche (cf. gure 1.10(a)). Le type d'images produites avec de tels
paramètres est appelé IRM pondérée en T1.
Si au contraire le temps d'écho est rallongé, la détection des structures à T2 long est
favorisée. Les uides vont apparaitre en hypersignal et les tissus mous avoir des contrastes
inversés par rapport au contraste anatomique T1 (cf. gure 1.10(b)). Tout tissu entouré
de uides, telle qu'une partie de l'hippocampe, est bien mis en évidence. Cette image, dite
IRM pondérée en T2, est très utilisée pour étudier les lésions tissulaires associées à des
÷dèmes.
D'autres séquences peuvent être paramétrées et mettre en évidence des processus phy-
siologiques tels que la concentration de désoxyhémoglobine par tissu. Ce dernier exemple
permet ainsi d'acquérir une image fonctionnelle par IRM, aussi appelée IRM fonctionnelle
(IRMf).
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Figure 1.10  (a) Vue sagittale d'une IRM de rat pondérée en T1 (d'après Boretius et al. (2008)) :
le liquide céphalo-rachidien (LCR) apparait en hyposignal, la matière grise (cortex par exemple)
apparait en hyposignal par rapport à la matière blanche (corps calleux par exemple). (b) Vue
sagittale d'une IRM de rat pondérée en T2 (acquise à MIRCen) : les uides apparaissent en
hypersignal et les tissus mous ont des contrastes inversés par rapport au contraste anatomique T1.
Pour améliorer la qualité des IRM, des agents de contraste paramagnétiques peuvent être
injectés avant l'acquisition. Perturbant la densité de protons de certains milieux (comme le
liquide céphalo-rachidien), les T1 et les T2 concernés vont être altérés. Les structures aec-
tées par l'agent de contraste vont apparaître diéremment. Des opérations de traitement
d'image peuvent aussi être appliquées aux données produites pour améliorer le contraste
tissulaire (des exemples de ces améliorations de contraste tissulaire sont illustrés dans le
chapitre 2 (p. 63)).
L'IRM est une modalité non ionisante et non invasive, qui va permettre de créer une image
3D de tous les organes, y compris ceux se trouvant dans une cavité osseuse comme le
cerveau. Cette technique est par conséquent fréquemment utilisée dans les neurosciences.
Notons que, contrairement à la TDM, cette imagerie n'est pas quantitative, i.e. que les
intensités des pixels l de l'image créée ne renvoient pas directement à une grandeur physique.
Cette technique d'imagerie est aujourd'hui utilisée en routine chez l'Homme et ore des
images de bonne résolution par rapport aux dimensions du sujet observé (résolution spa-
tiale de l'ordre du millimètre). Pour observer par IRM des objets de plus petite taille, tels
que le cerveau de Rongeur, les scientiques ont dû adapter ces systèmes en augmentant
notamment le champ magnétique (typiquement 7 à 11,7 teslas) : ceci permet d'augmenter
la sensibilité de détection. Typiquement, une acquisition IRM (in vivo) de 15 minutes don-
nera une image cérébrale de souris d'une résolution spatiale isotrope valant entre 100 et
200 µm. Pour augmenter cette caractéristique, il faut accumuler plus de signal et donc faire
une acquisition plus longue (plusieurs heures). Ceci peut être contraignant car pendant l'ex-
périmentation, l'animal est anesthésié. Allonger la durée d'acquisition implique donc une
dose plus importante d'anesthésiant injectée au sujet. Beaucoup de chercheurs travaillent
donc sur des images acquises post mortem. Alors que les premières images étaient obtenues
l. Dans ce manuscrit, tout élément d'une image est désigné par pixel et ce, quelle que soit la dimension
des données étudiées.
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une fois l'organe extrait (ex situ) (Ma et al., 2005), les images actuelles sont acquises certes
après l'euthanasie de l'animal, mais toujours in situ , i.e. dans leur environnement natif (le
cerveau par exemple est laissé dans la boîte crânienne). Les déformations de type primaire
(cf. paragraphe 1.2.1 (p. 9)) sont ainsi diminuées et la qualité des images d'autant plus
améliorée (Johnson et al., 2007; Badea et al., 2007; Dorr et al., 2008).
1.2.2.3 Imagerie par Tomographie par Emission de Positons
La Tomographie par Emission de Positons (TEP) est une technique développée en
1975 qui permet de cartographier et quantier la xation d'un ligand dans l'organisme
(Ter-Pogossian et al., 1975). Cette technique d'imagerie fonctionnelle quantitative, peu in-
vasive mais ionisante, est considérée comme l'analogue in vivo de la technique post mortem
autoradiographie (cf. paragraphe 1.2.1 (p. 9)).
Des radiotraceurs, comme le uorodésoxyglucose marqué au uor 18 ([18F]FDG) sont injec-
tés dans le sujet à étudier. Ils vont ensuite se xer sur les cellules cibles ou être métabolisés
par l'organisme. Dans l'exemple précédent, le radiotraceur est utilisé comme son analogue
naturel, le glucose. Le radioisotope se désintègre dans l'organisme en émettant un positon
qui, au contact d'un électron, va s'annihiler après un très court parcours. L'interaction
de ces deux particules va émettre deux photons γ de 511 keV en sens opposés. S'ils sont
détectés en coïncidence (à 180◦ et à quelques nanosecondes près) par des capteurs posi-
tionnés autour du sujet, le signal enregistré va permettre de retrouver la localisation de
l'annihilation, très proche du positon émis par le radioisotope (cf. gure 1.11(a)). Pour
cela, des techniques de reconstruction tomographique sont utilisées pour créer une image
TEP tridimensionnelle dite d'émission.
Une fois émis, les photons peuvent rencontrer des particules avant d'être détectés. Ces
interactions rayonnement-matière peuvent diminuer l'énergie des photons émis et ainsi
diminuer le signal enregistré par les détecteurs et par conséquent le contraste de l'image
produite. Ces interactions peuvent également dévier la trajectoire des photons. Ceux émis
initialement en sens opposé après l'annihilation d'un positon avec un électron ne peuvent
donc pas être détectés en coïncidence. A l'inverse, des photons, non émis initialement à
180◦ l'un de l'autre, peuvent être détectés en coïncidence de façon fortuite. Des méthodes
de reconstruction et de correction ont été mises au point pour limiter le nombre des faux
positifs créés par ces phénomènes physiques et apparaissant dans les images TEP.
Une illustration d'image TEP acquise sur un rat se trouve en gure 1.11(b). Cette repré-
sentation montre bien la principale limitation de cette modalité d'imagerie : l'absence de
repères anatomiques. Seule, une image TEP est donc dicilement analysable. Il est recom-
mandé d'acquérir une image anatomique (par exemple une image TDM ou IRM) sur le
même sujet (la complémentarité des modalités est décrite en paragraphe 1.2.3 (p. 21)).
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Figure 1.11  (a) Principe de l'imagerie TEP : Un radiotraceur (exemple du [ 18F ]FDG) est
injecté. Le radioisotope se désintègre dans l'organisme en émettant un positon qui, au contact
d'un électron, va s'annihiler. Deux photons γ de 511 keV vont être émis en sens opposés. S'ils sont
détectés en coïncidence autour du sujet, le signal enregistré va permettre de retrouver la localisation
du positon dans l'organisme. Source : http: // www. quantique. net/ . (b) Image TEP acquise sur
un cerveau de rat. Nous remarquons l'absence de repères anatomiques. La èche indique le striatum
dans lequel le radiotraceur injecté s'est xé. Cette image a été acquise par une équipe de MIRCen.
L'analyse d'une image TEP consiste à mesurer la quantité de radiotraceurs qui s'est eecti-
vement xée sur les cellules cibles. Pour l'évaluer, il faut au préalable modéliser la quantité
de radiotraceurs disponible dans l'organisme, i.e. celle située dans les tissus (non quanti-
able précisément) et celle circulant dans le système sanguin. Pour mesurer cette dernière
grandeur, des prélèvements sanguins au niveau des artères peuvent être eectués au cours
de l'examen (pour obtenir ce que l'on appelle communément une fonction d'entrée).
Ces prélèvements sont dicilement réalisables sur le petit animal. Cette intervention est
très délicate sur le rat et encore plus complexe sur la souris du fait de sa plus petite taille.
Les opérateurs ne peuvent donc pas quantier exactement la quantité de radiotraceurs réel-
lement xée sur les cellules cibles. De plus, durant l'acquisition de l'image TEP, l'animal
est anesthésié, contrairement à l'homme durant un examen clinique. Les produits anesthé-
siants étant susceptibles d'interagir avec le radiotraceur et les constantes physiologiques,
l'interprétation de l'intensité de l'image TEP produite est d'autant plus complexe.
La résolution des images produites dépend en partie de la taille des détecteurs. Une caméra
TEP développée pour le petit animal (usuellement appelée µTEP) peut fournir des images
avec une résolution plus ne que celle d'images TEP acquises chez l'homme (∼ 1,5 - 2 mm
pour un µTEP type Focus de chez Siemens contre ∼ 3 - 4 mm pour une caméra type
Biograph de ce même fabricant). Cependant, si nous considérons le volume moyen d'un
cerveau de souris (∼ 0,5 cm3), la résolution des µTEP apparaît encore limitée pour étudier
les régions cérébrales d'intérêt chez cet animal. Technologiquement, l'amélioration de la
résolution des caméras a été obtenue aux dépens de la sensibilité de détection. Alors que
cette grandeur est évaluée à près de 10 % sur un système clinique, elle diminue à près de
5 % sur un système dédié au petit animal. Pour détecter un signal correct, la quantité de
radioactivité à injecter doit être, par rapport à la masse du sujet, plus importante chez
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le petit animal que chez l'homme. Un compromis doit cependant être trouvé pour ne pas
perturber le processus étudié (Hume et al., 1998).
1.2.3 Complémentarité des modalités d'imagerie
Le tableau 1.1 résume les principales caractéristiques des modalités d'imagerie présentées
dans les paragraphes 1.2.1 (p. 9) et 1.2.2 (p. 15).
Modalité Acquisition Information Résolution Limitations
Autoradiographie Post mortem Fonctionnelle ∼20 µm 2D
Histologie Post mortem Anatomique 5 - 120 µm 2D





















Tableau 1.1  Caractéristiques de diérentes modalités d'imagerie (autoradiographie, histologie,
TDM, IRM, TEP) utilisées pour étudier le petit animal comme la Souris.
Malgré les avantages qu'ore l'imagerie acquise in vivo, les images produites sourent d'une
trop faible résolution au regard de la taille des structures observées chez le petit animal,
notamment pour les études menées en neurosciences. Aussi, en dépit des limitations des
modalités autoradiographique et histologique, ces imageries acquises post mortem et
ex situ fournissant des images bidimensionnelles restent la référence pour les biolo-
gistes du fait de leur grande résolution et spécicité de marquage (Wong et al., 2002; Valla
et al., 2006).
Les descriptions des modalités d'imagerie présentées dans le tableau 1.1 illustrent que, tant
post mortem qu'in vivo il n'existe pas de modalité qui se suse à elle-même pour réaliser
une analyse à la fois anatomique et fonctionnelle quantitative, la plus complète possible.
Chacune d'entre elles apporte une information diérente et par conséquent complémentaire.
Les scientiques cherchent donc à obtenir, pour un même sujet, un maximum d'images
multimodales et à les faire correspondre entre elles pour être en mesure de coupler les
informations.
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Il existe aujourd'hui des imageurs multimodaux pour l'imagerie in vivo, comme la caméra
TEP-TDM Inveon de chez Siemens. Pour les études chez la Souris, ces appareils sont
toujours en cours de développement (Fontaine et al., 2003; Delpierre, 2005; Liang et al.,
2007). Ces combinaisons de modalités permettent de localiser plus précisément la biodis-
tribution d'un traceur injecté dans l'animal. Cependant, la TDM ne pouvant diérencier
les structures cérébrales, l'utilisation d'une telle caméra ne peut sure pour une étude en
neuroanatomie. Le couplage d'informations fournies par la TEP avec celles produites par
l'IRM serait plus approprié pour ces problématiques (Hammer, 1990; Hammer et al., 1994).
Cependant, une telle association reste technologiquement délicate du fait de la diculté de
faire fonctionner à proximité d'un aimant haut champ, les chaînes d'acquisition nécessaires
à un tomographe. De même, l'introduction d'une caméra TEP dans l'enceinte d'une IRM
risquerait de perturber l'homogénéité du champ ; les images IRM seraient donc déformées
ou souriraient de lourds artéfacts. Malgré les récents progrès dans ce domaine (Mars-
den et al., 2002; Lucas et al., 2006; Raylman et al., 2006), la communauté scientique
se concentre plus sur une autre voie qui est la mise en correspondance post acquisition
d'images obtenues à partir de diérents systèmes. Les recherches sur ce sujet, décrites
ci-après, visent par ailleurs à rapprocher les informations acquises post mortem de celles
obtenues in vivo.
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1.3 Mise en correspondance d'images
1.3.1 Recalage d'images
Mettre en correspondance, ou encore recaler une image test (I test) sur une image réfé-
rence (I ref ), consiste à estimer la transformation géométrique optimale qui permet d'ali-
gner au mieux les images considérées. Cette opération peut être réalisée manuellement
(Chan et al., 2007) mais est fastidieuse, opérateur-dépendant et peu reproductible. Des
algorithmes ont alors été développés pour estimer mathématiquement la transformation
optimale T̂ , appartenant à une classe de transformations géométriques T et pouvant s'ex-
primer selon la formulation proposée dans Brown (1992) (cf. équation 1.1). Le but est de
maximiser une mesure de ressemblance S pour apparier les pixels des deux images concer-
nées, représentant des points physiquement homologues.
T̂ = arg max
TϵT
S (Iref , Itest, T ) (1.1)
Selon la nature des images et les sujets observés, nous parlons de :
• recalage monomodal, si les images sont issues de la même modalité. Des diérences
morphométriques (recalage de volumes IRM anatomiques par exemple) ou fonctionnelles
(recalage de données autoradiographiques ou d'images TEP par exemple) sont alors
recherchées.
• recalage multimodal, si nous souhaitons mettre en correspondance deux images ac-
quises via des techniques d'acquisition diérentes ; c'est le cas par exemple quand on
cherche à superposer l'information anatomique d'une IRM sur l'information fonction-
nelle d'une image TEP.
• recalage intra-sujet, si les deux images ont été acquises sur le même sujet. Ce type
de recalage est utilisé par exemple pour eectuer un suivi longitudinal d'un sujet, en
comparant des images acquises à des temps diérents.
• recalage inter-sujet, si nous cherchons à confronter des informations provenant de
sujets diérents. Ce type de recalage peut être eectué lorsque nous comparons, par
exemple, une image d'un sujet "sain" à celle d'un autre "pathologique".
Le recalage est une problématique centrale en traitement d'images biomédicales : si elle
échoue, l'analyse des images peut être biaisée, voire compromise car aboutissant à des
conclusions biologiques ou médicales erronées. La complexité de sa mise en ÷uvre est
d'autant plus importante que chaque situation est diérente. Le recalage doit être adapté
au cas par cas en fonction des modalités impliquées, des comparaisons éventuelles in situ/
ex situ, voire in vivo/post mortem et des déformations géométriques à considérer.
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La gure 1.12 propose une approche de classication des méthodes de recalage inspirée
de celle proposée par Maintz and Viergever (1998). Chacun des termes utilisés sur cette
gure est explicité dans la suite de cette section.
Figure 1.12  Classication des méthodes de recalage d'images : un recalage d'images peut être
basé sur des repères inclus ou non dans les images. S'ils sont inclus, ils peuvent appartenir ou non
aux zones des images à mettre en correspondance (repères intrinsèques/extrinsèques). Un repère
intrinsèque peut être de nature géométrique ou iconique. Le processus du recalage peut considérer
la quasi totalité ou bien une partie seulement des images. Les transformations géométriques esti-
mées sont anes ou non anes et optimisées par un critère de similarité. Enn, des indicateurs
qualitatifs ou quantitatifs permettent d'évaluer la qualité de la mise en correspondance des images.
1.3.2 Repères pour apparier les images
1.3.2.1 Repères inclus ou non dans les images
D'un point de vue général, le recalage de deux images peut s'opérer en utilisant deux types
de repères : ceux extérieurs aux images et ceux qui en font partie. Les repères extérieurs
aux images sont par exemple des systèmes de coordonnées propres au système d'acqui-
sition des images (position du sujet à l'intérieur de la machine) ou à la salle accueillant
la machine (repères par faisceaux laser). Ces références extérieures permettent de placer
grossièrement le(s) sujet(s) dans une même position. Cependant, pour le recalage d'objets
de très petites dimensions, tels que les structures cérébrales d'un petit animal, le résultat
est trop approximatif pour être satisfaisant.
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1.3.2.2 Repères extrinsèques ou intrinsèques
Pour avoir des repères plus adaptés aux recalages d'images acquises sur le petit ani-
mal, nous nous intéressons plutôt à ceux directement intégrés dans les images à recaler.
Ces derniers peuvent être extérieurs au sujet à étudier ; nous parlons alors de repères
extrinsèques. Ceux-ci, plus ou moins invasifs, peuvent correspondre à des marqueurs cu-
tanés (Evans et al., 1991), des marqueurs externes tels que des vis (Yelnik et al., 2007) ou
encore des cadres stéréotaxiques (Lunsford, 1988). Développés pour certaines modalités,
ces types de repères sont facilement détectables et ne gênent pas l'acquisition. Le calcul
de la transformation géométrique peut donc être rapide. Cependant, le fait que ces repères
soient souvent invasifs limite leur utilisation. Sur le petit animal, la xation de vis ou de
cadre stéréotaxique peut d'autant plus endommager la zone à étudier. Par ailleurs, le re-
père utilisé est invariant, en position, forme et constitution au cours des acquisitions, ce
qui n'est pas forcément le cas du sujet observé. Prenons l'exemple de l'utilisation de barres
d'oreilles ou des appareils pour bloquer la mâchoire d'un animal : ces dispositifs immobi-
lisent le sujet et peuvent être positionnés de façon identique dans le système d'acquisition
pour l'ensemble des expériences. Cependant, il est dicile de placer ces dispositifs sur les
animaux et d'autant plus de manière identique. Les sujets étudiés ne sont donc pas posi-
tionnés exactement de la même façon dans le système d'acquisition. Recaler parfaitement
des repères extrinsèques n'implique donc pas obligatoirement que l'objet étudié soit cor-
rectement recalé. Ainsi, les scientiques se sont tournés vers des stratégies alternatives :
l'utilisation de repères appartenant aux images et situés dans la zone d'intérêt. Dans ce
cas, nous parlons de repères intrinsèques.
1.3.2.3 Point de vue géométrique ou iconique
Pour recaler des images en se basant sur des repères intrinsèques à celles-ci, le problème
peut être abordé d'un point de vue géométrique ou iconique.
Les repères géométriques (primitives géométriques) peuvent être des points singuliers de
l'objet étudié (Thirion, 1996), des contours, des lignes de crêtes (Guéziec and Ayache, 1994),
ou des surfaces (Borgefors, 1986). Les algorithmes d'appariement s'appuient sur une partie
seulement de l'image et peuvent converger rapidement (quantité réduite d'informations à
traiter). En revanche, cette approche implique que ces repères puissent être extraits des
deux images impliquées dans le recalage, ce qui n'est pas forcément le cas si les images ont
des artéfacts ou sont issues de modalités d'imagerie diérentes.
L'approche iconique prend en compte l'intensité des pixels de l'image : la mise en cor-
respondance des images est basée sur la similarité relative, entre les niveaux de gris, des
plus petits éléments constituant les images (les pixels). Les critères de similarité les plus
utilisés pour recaler deux images via cette approche sont décrits après. Ne nécessitant pas
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d'opérations préalables d'extraction de primitives géométriques, l'approche iconique appa-
raît plus générale que l'approche géométrique. Pour trouver le meilleur appariement, une
grande partie voire la totalité des pixels des images est prise en compte. Les algorithmes
de mise en correspondance sont donc généralement plus complexes et coûteux en temps de
calcul que ceux utilisés dans une approche géométrique.
1.3.3 Recalage par approches globales, locales, pyramidales et
multi-échelles
1.3.3.1 Approche globale, approche locale
L'opération consistant à recaler deux images par une approche iconique peut prendre
en compte, de façon séquentielle, une grande quantité (voire la quasi totalité) de pixels
de l'image (parfois plusieurs millions). L'approche utilisée pour le recalage est alors dite
globale.
Il est également possible d'adopter une approche locale qui consiste à considérer, in-
dépendamment, des sous-parties des images (pouvant aussi être appelées imagettes). Un
exemple de cette mise en correspondance par bloc est le recalage par Block Matching
(BM). Initialement développée pour la compression vidéo, cette méthode a par la suite été
adaptée pour reconstruire des volumes histologiques en appariant de proche en proche des
images 2D (Ourselin et al., 2001). Cette approche permet de privilégier une sous-partie
de l'image, ou au contraire d'en écarter certaines, considérées sans information pertinente
pour le recalage. Cette dernière considération peut s'avérer très utile dans le cas d'un reca-
lage de coupes histologiques ou autoradiographiques car les images peuvent présenter des
artéfacts inhérents au protocole d'acquisition (exemple du plissement de coupes qui peut
modier l'intensité et la géométrie d'une partie de l'image). Une description plus détaillée
de cette approche est présentée en annexe A (p. 175).
1.3.3.2 Approche pyramidale, approche multi-échelles
La courbe des coûts optimisée par rapport aux paramètres de la transformation géométrique
peut s'avérer bruitée et irrégulière. Le risque que l'algorithme d'optimisation tombe dans un
minimum local est alors accru. Pour contrecarrer ce risque, une approche pyramidale
peut être employée : il s'agit d'estimer la transformation mathématique sur des images
sous-échantillonnées pour capturer les principales déformations, puis d'itérer l'opération
sur des images échantillonnées avec une plus grande résolution jusqu'à atteindre la pleine
résolution.
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Les transformations de recalage mises en jeu peuvent être estimées au niveau de points
de contrôle répartis dans l'image (exemple de la transformation appelée Free Form Defor-
mation présentée dans le paragraphe suivant). Pour optimiser l'appariement des images,
l'opération de recalage peut être itérée, en augmentant progressivement le nombre de points
de contrôle considérés : nous parlons alors ici d'un recalage estimé par une approche
multi-échelles.
Ces approches permettent d'estimer des transformations de déformation avec un pas d'ex-
ploration variable. Les processus d'itération mis en place sur des données de plus en plus
résolues ou sur des grilles de points de contrôles de plus en plus denses permettent égale-
ment d'optimiser le temps de calcul global.
1.3.4 Classes de transformations
Pour mettre en correspondance deux images, diérentes transformations peuvent être consi-
dérées. Elles sont souvent classées en deux grandes catégories : la catégorie des transforma-
tions anes et celle des non-anes. Les paragraphes suivants présentent les transformations
utilisées dans ce projet de thèse.
1.3.4.1 Transformations anes
Les transformations anes applicables à une image s'écrivent sous la forme de
l'équation 1.2.
∀ X ∈ Itest, Taff (X) = A.X +
−→
t (1.2)
oùX(x 1, x 2, ..., xN) représente l'élément (pixel) de l'espace de dimensionN des coordonnées
spatiales de l'image I test à recaler, N valant 2 en 2D, 3 en 3D ou 4 s'il s'agit d'une série
d'images dynamiques TEP ; A est une matrice réelle de dimension N×N et
−→
t , un vecteur
réel de dimension N symbolisant la translation appliquée. Le nombre maximum de degrés
de liberté (ddl) d'une telle transformation est donc de ddl = N×N+N ; soit 6 pour un
espace en 2D et 12 pour un espace en 3D. Une transformation ane conserve le parallélisme
et réciproquement.
La matrice A peut se décomposer en un produit de matrices de rotation (orthogonale et
dont le déterminant vaut 1 ), d'homothétie (matrice diagonale à coecients non nuls) et de
cisaillement (matrice triangulaire inférieure à diagonale nulle). Si la matrice A n'est décrite
que par des paramètres de rotation, alors il s'agit là d'une transformation rigide, ayant
jusqu'à 3 ddl en 2D et 6 en 3D (voir gure 1.13(a)).
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Le résultat de l'application d'une transformation ane en général sur un objet 3D est
illustré en gure 1.13(b).
1.3.4.2 Déformations non anes
Le recalage de certaines images nécessite l'usage d'une transformation possédant un plus
grand nombre de degrés de liberté, i.e. plus exible qu'une transformation ane. Les
transformations géométriques qui ne peuvent pas s'écrire sous la forme de l'équation 1.2
sont appelées transformations non anes, ou parfois transformations non linéaires par abus
de langage.
Ces transformations non anes peuvent être dénies par un nombre ni de paramètres
(transformations paramétriques) ou au contraire par autant de vecteurs de déplacements
qu'il y a de pixels dans l'image (transformations libres). Les algorithmes utilisés peuvent
minimiser simultanément un terme d'attache aux données et une énergie de régularisation
(approche élastique) ou optimiser alternativement ces deux termes (approche uide).
Cette dernière approche donne des résultats plus précis (localement) mais des déformations
moins lisses.
Parmi les transformations élastiques, nous pouvons citer la transformation appelée Free
Form Deformation (FFD), transformation paramétrique contrairement à ce que son
appellation free laisse supposer. Pour déformer l'objet considéré, cette transformation
s'appuie sur une grille constituée de p points de contrôle, répartis dans l'image et se-
lon toutes ses directions. Sur chacun d'entre eux et pour chaque dimension est appliquée







va permettre d'exprimer les vecteurs de déplacement en chaque point de l'image de façon
continue (Sederberg and Parry, 1986).
Cette transformation a donc N×p degrés de liberté pour déformer l'image I test : si l'on
considère par exemple une image 3D (N = 3) et une grille ayant 10 points de contrôle selon
chaque axe du référentiel (p = 10×10×10 = 1000), la transformation FFD sera caractérisée
par 3000 ddl, représentés par l'ensemble de coecients Ci,j,k, associés à chaque point de
contrôle de la grille et avec i, j, k dénis par ∀ i, j, k ∈ N 3, i, j, k ≤ 10 (dans notre exemple).
Les fonctions B-splines cubiques, fonctions polynomiales par morceau (Coquillart, 1990; Lee
et al., 1997) sont souvent utilisées car elles possèdent de bonnes propriétés mathématiques
(à support ni, de classe C2). Le champ de déplacement local (u, v, w) est alors décrit par
l'équation 1.3 :
∀ X ∈ Itest, TFFD(X) = (x








cxi0+l, j0+m, k0+n. Bl(r)Bm(s)Bn(t) (1.3)
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avec B les fonctions B-splines cubiques, i0 = ⌊ x/δx⌋−1 et r = x/δx−⌊x/δx⌋, si δx est l'espace
entre deux points de contrôle et ⌊.⌋ la fonction partie entière. Les indices j0 (respectivement
k0) et s (respectivement t) sont dénis comme i0 et r en considérant y (respectivement z)
à la place de x. Les termes v et w sont également dénis par l'équation 1.3, en remplaçant
x respectivement par y et z.
L'utilisation de la FFD pour recaler des images, notamment médicales, a démontré tant
son ecacité que sa robustesse à travers de nombreux travaux centrés sur l'imagerie du
thorax humain (Bardinet et al., 1996; Rueckert et al., 1999; Mattes et al., 2003), mais aussi
sur celle du cerveau d'animaux (Dauguet et al., 2007).
Le résultat de l'application d'une transformation non ane sur un objet en 3D est illustré
en gure 1.13(c). Notons que l'estimation d'une transformation non ane pour mettre en
correspondance deux images peut, la plupart du temps, être réalisée. Cependant, si l'objet
d'intérêt est très déformé, la mise en correspondance des données peut ne pas être adaptée.
Pour apprécier la pertinence du recalage eectué, les paramètres de déformation estimés
peuvent être appliqués à une grille formée de plans perpendiculaires et régulièrement es-
pacés entre eux et dénie dans une matrice de taille équivalente à celle dénissant l'image
à recaler. Une évaluation qualitative permet ensuite de visualiser les zones de l'image les
plus déformées.
Figure 1.13  Représentation de l'application de transformations rigides (a), anes (b) et non
anes (c) sur un objet 3D.
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1.3.5 Optimisation
1.3.5.1 Critères de similarité pour les appariements géométriques
Mesure de distances
Les critères de similarité utilisés pour les appariements géométriques s'appuient sur des
notions de distances.
Parmi les mesures fréquemment optimisées, nous pouvons citer les distances euclidiennes,
de Mahalanobis (Mahalanobis, 1936) et de Hausdor. Cette dernière grandeur mesure
l'éloignement de deux sous-ensembles d'un espace métrique (Huttenlocher et al., 1993;
Rucklidge, 1996). Si nous considérons A et B deux sous-ensembles compacts non vides d'un
espace métrique, alors la distance de Hausdor DH(A,B) entre A et B est dénie comme
étant le plus petit nombre réel r tel que tout r-voisinage d'un élément de A contienne un
élément de B et tout r-voisinage d'un élément de B contienne un élément de A.
Une autre distance très utilisée en analyse d'images est la distance du chanfrein. Il s'agit
d'une distance discrète basée sur un masque de pondérations entières, dont l'application
locale permet le calcul de l'image de distance (Rosenfeld and Pfaltz, 1966; Borgefors, 1984).
Si nous considérons p et q deux points d'un espace discret et le masque dit de chanfreinm
M = {(xi, wi)} où xi est un déplacement et wi un poids, alors la distance de chanfrein
dM est le coût minimal
∑
λiwi de tous les chemins de longueur nie
∑
λixi entre p et q








Calcul d'une carte des distances
Si nous considérons l'une des mesures précédemment citées, nous pouvons ensuite calculer
des cartes des distances. Cette carte est associée à une image binaire de contours (en 2D)
ou de surface (en 3D) tel que la valeur de tous les pixels appartenant aux contours/surfaces
soit mise à zéro. La valeur de chaque autre pixel du restant de l'image représente la distance
de ce pixel au point de contour le plus proche.
m. Un masque de chanfrein est un masque possédant une symétrie centrale, dont les poids sont stricte-
ment positifs et les déplacements non nuls.
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1.3.5.2 Critères de similarité pour les appariements iconiques
Le choix du critère de similarité utilisé pour mettre en correspondance des images en
s'appuyant sur la valeur de leurs pixels dépend essentiellement des éventuelles diérences
entre les modalités des images à apparier. En eet, les critères choisis sont diérents suivant
le type de relation existant entre les intensités des images.
En pratique, pour mettre en correspondance l'image I test sur l'image I ref , nous estimons le
champ de ré-échantillonnage qui va de l'image I ref à l'image I test. Par souci de simplication
d'écriture mathématique, nous confondons ce champ avec la transformation spatiale T
permettant de recaler l'image I test sur l'image I ref .
Nous notons pour la suite :
• i = I ref (X), intensité du pixel X(x1, x2, ..., xN) dans l'image de référence ;
• j = I test ◦ T (X), intensité du pixel X(x1, x2, ..., xN) dans l'image test, une fois recalée
par la transformation T ;
• pi et pj, les probabilités d'obtenir i et j, respectivement dans l'image de référence et
l'image test après recalage ;
• pi,j, probabilité qu'un pixel de l'image de référence ait l'intensité i et que son correspon-
dant ait l'intensité j dans l'image test recalée.
• pj| i =
pi,j
pi
, probabilité qu'un pixel de l'image test recalée ait l'intensité j sachant que la
probabilité que son correspondant ait l'intensité i dans l'image de référence soit non nulle.
Relation de conservation des intensités
Dans le cas de recalage d'images obtenues dans les mêmes conditions expérimentales, nous
pouvons considérer qu'il existe une relation linéaire entre les intensités des pixels.
Lorsque l'hypothèse de conservation des intensités est vériée, une mesure classique-
ment utilisée pour optimiser une opération de recalage, notamment dans les études de
Zhao et al. (1993) et Hajnal et al. (1995) du fait de sa simplicité de mise en ÷uvre, est la
somme des carrés de la diérence, ou Sum of Squared Dierences (SSD) en anglais,
dénie par l'équation 1.5.




Cette mesure est par nature optimale (donc nulle) lorsque les intensités des pixels mis en
correspondance des deux images sont identiques (conservation de l'intensité).
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Relation ane entre les intensités des images
L'hypothèse de la conservation des intensités peut s'avérer trop contraignante. Nous pou-
vons alors supposer qu'il existe une relation ane entre les intensités des deux images
(Brown, 1992). La mesure la plus adéquate pour modéliser cette fonction mathématique
est le coecient de corrélation linéaire de Bravais-Pearson (ρ), déni par l'équation 1.6.
ρ(Iref , Itest ◦ T ) =
Cov(Iref , Itest ◦ T )√









(j − Itest ◦ T )2
(1.6)
avec Cov et Var, les fonctions covariance et variance, et I, l'intensité moyenne de l'image I.
Ce coecient varie de -1 à 1 : s'il est proche de 0, les variables impliquées (ici l'intensité
de chacune des deux images) sont dites décorrélées linéairement. Optimiser ce critère de
similarité équivaut donc à maximiser sa valeur absolue. Cette mesure est optimale lorsqu'il
existe une relation ane entre les intensités des deux images considérées.
Relation fonctionnelle entre les intensités des images
Dans certains cas de recalage d'images multimodales, la relation entre les intensités des
images n'est pas ane, mais fonctionnelle. En se basant sur l'histogramme conjoint n, nous
pouvons utiliser le rapport de corrélation (η) déni par l'équation 1.7. Une étude dé-
taillée sur ce critère a été réalisée par A. Roche (Roche et al., 1998; Roche, 2001).
η(Itest ◦ T | Iref ) = 1−
Var(Itest ◦ T − E[Itest ◦ T | Iref ])



















avec E, la fonction espérance. Ce critère est optimal lorsqu'il est maximisé.
n. Tableau 2D illustrant l'accumulation des couples d'intensités des images considérées pour le recalage.
Une fois normalisé par le nombre de couples d'intensités, formé par les deux images, il représente la densité
de probabilité jointe empirique qu'un couple d'intensités apparaisse.
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Relation statistique entre les intensités des images
Dans d'autres cas de recalages multimodaux, les intensités à considérer ne sont plus liées par
une relation linéaire mais plutôt par une relation statistique. En se basant une fois encore
sur l'histogramme conjoint, nous pouvons utiliser l'information mutuelle ou mutual
information (MI ) en anglais, critère basé sur la mesure d'entropie de Shannon-Wienner
en théorie de l'information et déni par l'équation 1.8.







Ce critère est optimal lorsqu'il est maximisé. Très largement utilisé dans le recalage
d'images médicales multimodales (Collignon et al., 1995; Maes et al., 1997; Viola and
Wells, 1997), il vise à intégrer des informations issues de diérents systèmes, ce qui permet
d'augmenter la valeur diagnostique en oncologie par exemple.
1.3.5.3 Méthodes d'optimisation
Pour trouver la meilleure transformation géométrique au sens d'un critère de similarité,
plusieurs méthodes d'optimisation peuvent être utilisées. Celles utilisées pour ce projet de
thèse sont décrites ci-dessous.
Lorsque cela est possible, on se sert d'une approche analytique car elle permet de trouver
une solution par un calcul exact. Une méthode couramment utilisée est la minimisation
aux moindres carrés des écarts entre les appariements initiaux et les déplacements in-
duits par la transformation. Pour ce faire, la norme des résidus est dénie par la norme
euclidienne. L'avantage de cette méthode est l'existence d'une solution analytique pour les
ensembles de transformations anes (Pennec, 1996). Pour pallier la sensibilité de cette ap-
proche aux points aberrants, des estimations successives de la transformation géométrique
à optimiser peuvent être calculées en éliminant à chaque itération les points jugés trop
loin de la solution (Rousseeuw and Leroy, 1987). Pour déterminer les valeurs aberrantes,
les appariements peuvent être classés par ordre de résidus croissants et ne sont conservés
qu'un pourcentage des meilleurs résidus (typiquement 50 %).
Dans les cas où l'approche analytique n'est pas solvable, on utilise une approche
numérique qui consiste à itérer l'approximation d'une solution jusqu'à la satisfaction d'un
critère d'arrêt. Une autre approche très utilisée est celle de Powell-Brent (Powell, 1964).
L'idée de base de cette méthode est d'optimiser séquentiellement les paramètres selon cha-
cune des directions dans lesquelles ils sont décrits. Nous supposons qu'il existe un minimum
global pour chaque paramètre selon chaque direction que nous pouvons déterminer par
combinaison linéaire. L'avantage de cette approche est que le calcul du gradient du critère
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n'est pas obligatoire (calcul parfois dicile sur tout l'espace). En revanche, la convergence
vers un minimum global n'est pas garantie.
D'autres méthodes numériques comme celles dites de Quasi-Newton peuvent être utilisées
pour résoudre des systèmes d'équations non-linéaires. Parmi elles, nous pouvons citer l'al-
gorithme L-BFGS (acronyme de Limited memory BroydenFletcherGoldfarbShanno)
décrit dans Byrd et al. (1995). Cette méthode consiste à approximer l'inverse de la dérivée
seconde de la fonction à minimiser, en analysant les diérents gradients successifs. Les
paramètres estimés sont représentés dans seulement quelques vecteurs, approche particu-
lièrement intéressante pour les problèmes traitant avec un grand nombre de variables.
1.3.6 Évaluation du recalage
La convergence de l'algorithme d'appariement des images signie, dans le meilleur des
cas, que le critère de similarité choisi a été maximisé. Ceci n'assure pas que les images
soient correctement recalées. Il faut donc par la suite évaluer la qualité du recalage. Cette
opération peut se faire qualitativement, et, sous certaines conditions, quantitativement.
1.3.6.1 Évaluation qualitative du recalage
Pour s'assurer d'un bon appariement d'images, une possibilité intuitive consiste à fusionner
(superposer) les images et observer si elles se recouvrent bien. Généralement, on s'appuie
surtout sur des repères anatomiques facilement identiables sur l'une et l'autre des images.
L'application d'un algorithme d'extraction de contours sur l'une des deux images (souvent
celle que l'on recale), tel que celui proposé par Deriche (Deriche, 1987), permet de segmenter
les contours des structures composant l'image concernée (cf. paragraphe 1.4.2.2 (p. 41)).
La superposition d'une image de contours sur une image native peut aider à l'évaluation
du recalage (Mangin et al., 1994). D'autres méthodes qualitatives existent comme celle qui
consiste à découper les images en carrés (eet mosaïque) et à s'assurer de la continuité des
objets d'un carré à l'autre.
Ces méthodes permettent de détecter d'importantes diérences spatiales et géométriques
entre les images. Cependant, ces évaluations sont peu objectives car inévitablement
opérateur-dépendantes. Seules, elles permettent donc dicilement de comparer nement
plusieurs méthodes de recalage ou une même méthode appliquée sur plusieurs jeux de
données diérents.
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1.3.6.2 Évaluation quantitative du recalage
Pour avoir une évaluation quantitative du recalage d'une image sur une autre,
nous pouvons avoir recours à des critères de superposition qui vont quantier
l'adéquation des images, en terme de taille, de forme et de recouvrement spatial
(Zijdenbos et al., 1994; Gerig et al., 2001). Pour ce faire, il faut pouvoir extraire, de cha-
cune des images, une segmentation o représentant la même région, comme une structure
anatomique par exemple. Dans l'image de référence, nous appelons cette segmentation, seg-
mentation de référence et dans l'image test, segmentation test. Après recalage, nous
pouvons eectuer des mesures basées sur des notions de distance. Ces mesures permettent
de bien comparer les petites segmentations mais sont sensibles aux éventuels artéfacts
risquant de perturber la forme globale des segmentations (Commowick, 2007).
L'autre possibilité est d'exploiter la quantité de pixels détectés par la segmentation test et
de la comparer au nombre de pixels qui auraient dû être détectés (i.e. ceux appartenant à
la segmentation référence). Nous appelons alors :
• vrais positifs, les pixels correctement détectés par la segmentation test ;
• vrais négatifs, les pixels correctement non détectés par la segmentation test ;
• faux positifs, les pixels détectés à tort par la segmentation test ;
• faux négatifs, les pixels non détectés à tort par la segmentation test.
Une illustration de ces termes se trouve en gure 1.14.
Figure 1.14  Schéma représentant une segmentation de référence (en vert) superposée à une
segmentation test (en rouge). Les pixels situés à l'intersection des deux segmentations sont les
vrais positifs. Ceux appartenant à la segmentation de référence uniquement sont les faux négatifs
et ceux n'appartenant qu'à la segmentation test sont les faux positifs. Ceux n'appartenant à aucune
des segmentations sont les vrais négatifs.
o. Les sections 1.4 (p. 38) et 1.5 (p. 44) présentent diérentes méthodes pour segmenter des images.
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En désignant par R, la taille de l'image, ST la segmentation test et V T le volume lui
correspondant (si nous travaillons en 3D), SR la segmentation de référence et V R le volume
associé, nous pouvons alors calculer diérents critères de superposition :





Ce critère permet de comparer l'écart volumique entre les deux segmentations. Si les
deux régions ont exactement le même volume (condition optimale) alors ce critère est
nul (cf. gures 1.15(a) et (c)).
• le coecient de Jaccard, J déni par l'équation 1.10 comme le ratio entre les vrais





avec card , le cardinal et ∩ et ∪ symbolisant respectivement les notions d'intersection et
d'union.
Cet indice, proposé par Jaccard (Jaccard, 1901, 1912), introduit en traitement d'images
des critères de superposition spatiale (cf. gure 1.15).
• le coecient de Dice, κ déni par l'équation 1.11 comme le ratio entre les vrais positifs
et la demie-somme des cardinaux des deux segmentations.
κ = 2×
card(ST ∩ SR)
card(ST ) + card(SR)
(1.11)
Initialement proposé par Dice (Dice, 1945), ce coecient quantie de 0 à 1 la super-
position spatiale des segmentations. Considérant que 1 correspond à une superposition
parfaite, il est admis, dans la communauté scientique, qu'un coecient supérieur à 0,7
indique une bonne correspondance entre les deux segmentations (Zijdenbos et al., 1994).
Etant lié au coecient de Jaccard par la relation κ = 2×J/1+J, nous pouvons alors
considérer qu'un score J supérieur à 0,54 correspond à une bonne similarité entre les
segmentations (cf. gures 1.15(b) et(c)).
• la sensibilité de la détection Se dénie par l'équation 1.12 comme le ratio entre les





La sensibilité est un critère qui permet de quantier l'ecacité d'une méthode de
détection (apparentée dans notre exemple à la segmentation test). Une sensibilité élevée
indique qu'il y a très peu de faux négatifs (cf. gures 1.15(b) et (c)).
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A partir du moment où les segmentations dites test et de référence sont obtenues, il est
possible de calculer les critères énoncés précédemment. Ces derniers renseignent quantita-
tivement sur la qualité de la mise en correspondance des régions segmentées ainsi que sur
la ressemblance des segmentations.
Figure 1.15  Schéma illustrant diérents scores obtenus pour les critères de superposition sui-
vants : diérence de volumes (∆V), coecient de Dice (κ), coecient de Jaccard (J) et sensibilité
(Se). Dans la gure (a), les segmentations test et de référence ont la même taille mais ne se super-
posent pas : seule la diérence de volumes est maximale. Dans la gure (b), la segmentation test
est deux fois plus grande que la segmentation de référence et celle-ci est totalement intégrée dans
la première : la sensibilité est donc maximale et les coecients de Dice et de Jaccard attestent que
les segmentations se superposent bien dans l'espace. Dans la gure (c), les deux segmentations ont
la même taille et ne se superposent pas complètement dans l'espace. La diérence de volumes est
maximale et les trois autres critères attestent d'un bon recouvrement spatial des segmentations.
Pour mesurer la quantité de faux positifs, nous pouvons calculer la spécicité (Sp) de la
méthode, dénie par le ratio entre les vrais négatifs et leur somme avec les faux positifs
(cf. équation 1.13). Ce critère dépend de la taille de la boîte englobant les segmentations
considérées. Pour les petites structures, il peut donc être très optimal (proche de 1), sans
pour autant être probant pour évaluer le recalage d'images. Il faut donc prêter une attention





Le recalage d'images, notamment multimodales, permet donc d'associer plusieurs informa-
tions provenant de modalités diérentes. Il devient alors possible d'analyser ces images en
optimisant à la fois la pertinence de l'information extraite, la robustesse et le temps consa-
cré à cette tâche. Les images acquises post mortem et ex situ restent, encore aujourd'hui,
des images de référence pour les biologistes (cf. section 1.2 (p. 9)). Aussi, il est important
de concentrer des eorts sur l'analyse de ce type d'images.
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1.4 Méthodes d'analyse d'images 2D acquises
post mortem
1.4.1 Approche classique d'analyse d'images 2D post mortem
1.4.1.1 Numérisation des données
Les données acquises post mortem, de type autoradiographique ou histologique, se pré-
sentent sous forme de données bidimensionnelles (cf. paragraphe 1.2.1 (p. 9)). L'approche
classique pour étudier ces données est de sélectionner quelques coupes et de les observer di-
rectement au microscope ou de les numériser, à l'aide d'un scanner à plat ou d'une caméra
CCD p. Numériser ce type d'images est aujourd'hui très avantageux, car cela permet d'une
part de stocker ces données et d'autre part d'orir la possibilité à plusieurs opérateurs
de les étudier à distance. Si les coupes marquées sont conservées à l'abri de toute source
de détérioration possible, des numérisations à diérente résolution peuvent être réalisées
ultérieurement selon les besoins d'analyse.
L'acquisition de ces images numériques est réalisée en mode transmission. L'information
de ces nouvelles données est donc une densité optique (DO), fonction de la transmittance
(T , rapport entre le niveau de gris moyen d'une zone de l'image et celui de son fond) :
DO = -log(T ). Pour convertir a posteriori la DO mesurée sur les coupes autoradiogra-
phiques en activité (nCi/g), des gammes étalons, appelés aussi standards d'activité, sont
co-exposées avec les échantillons prélevés.
1.4.1.2 Segmentation manuelle des images 2D
Des logiciels d'analyse d'images, type MCIDTM Analysis, permettent par la suite de me-
surer, sur une coupe autoradiographique dans notre exemple, la DO au sein d'une région
dénie ou segmentée manuellement par l'opérateur. Si des images anatomiques issues
de marquages histologiques comme le violet de crésyl, ont été acquises sur les mêmes coupes
que celles étudiées, les biologistes peuvent s'appuyer sur ces données pour identier et seg-
menter les régions anatomiques d'intérêt où le radiotraceur s'est xé. Un atlas papier,
i.e. une succession de cartographies de l'organe concerné révélant des parfois plusieurs cen-
taines de régions anatomiques, de type celui réalisé par Swanson (Swanson, 1998) ou par
Paxinos et Franklin (Paxinos and Franklin, 2001), est utilisé pour guider les opérateurs
dans leur travail d'identication de régions anatomiques (cf. gure 1.16). Ces dessins ont
souvent été élaborés à partir de coupes prélevées selon le plan coronal (cf. gure 1.4 (p. 11)),
perpendiculaire au plan inter-hémisphérique (cf. gure 1.17). Les régions segmentées sont
p. CCD, acronyme de Charge-Coupled Device, dispositif à transfert de charge.
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repérées par leurs positions relatives par rapport à des points caractéristiques de la boîte
crânienne (bregma et lambda). D'autres équipes superposent directement les diagrammes
anatomiques numérisés sur leurs images 2D autoradiographiques (Morrow et al., 1998;
Paulson et al., 2007).
Figure 1.16  Exemple d'atlas papier (a) ayant servi à délimiter manuellement l'hippocampe sur
une coupe histologique (b), segmentation ensuite reportée sur la coupe autoradiographique corres-
pondante (c). Cette segmentation sur ces données expérimentales a été réalisée pour l'étude décrite
dans Lebenberg et al. (2010a).
1.4.1.3 Limitations de cette approche d'analyse
La segmentation manuelle est une approche d'analyse nécessitant l'intervention d'un expert
en neuroanatomie. Elle est donc dépendante de la personne en charge de la segmentation.
Même pour une personne entraînée, cette tâche reste longue et fastidieuse : il faut compter
en moyenne 3 minutes pour segmenter correctement une région sur une coupe. Par ailleurs,
les sections cartographiées dans l'atlas papier ne sont pas équidistantes tout au long de
l'organe étudié. Les échantillons prélevés peuvent ne pas correspondre exactement aux
coupes gurant dans l'atlas papier. Si de plus l'organe est positionné de biais sur le support,
il a alors été sectionné dans un plan non perpendiculaire au plan inter-hémisphérique
(cf. gure 1.17). La coupe prélevée n'est alors plus symétrique selon ce plan et il faut
parcourir plusieurs planches de l'atlas pour pouvoir identier l'ensemble des structures
présentes sur l'échantillon.
Etant chronophage, ce type d'analyse ne permet d'explorer qu'un nombre limité de coupes
et/ou de structures : une importante quantité d'informations, bien que présente sur ces
images post mortem, demeure inexploitée. Il faut donc optimiser l'intervention de
l'opérateur en automatisant au moins une partie de l'analyse, voire en résolvant
l'asymétrie des coupes prélevées.
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Figure 1.17  Rendu surfacique d'un cerveau de souris avec son plan inter-hémisphérique
(ligne pointillée). Si le cerveau est positionné de biais sur le support du cryostat, le plan inter-
hémisphérique ne sera plus perpendiculaire au plan de coupe (ligne continue) ; la coupe prélevée ne
sera pas symétrique par rapport au plan inter-hémisphérique. Son analyse sera plus fastidieuse.
1.4.2 Analyse semi-automatique
Quand un opérateur segmente manuellement une région sur des coupes fonctionnelles,
il s'appuie sur des repères anatomiques mis en évidence sur d'autres images (atlas pa-
pier, coupes histologiques) et pertinents pour l'analyse qu'il souhaite mener. Le terme de
segmentation intègre pour la personne en charge de cette tâche une notion d'extraction
d'informations biologiquement pertinentes. Les algorithmes développés pour réaliser une
analyse fonctionnelle semi-automatique doivent donc fournir des informations similaires.
En traitement des images, segmenter un objet est le procédé mathématique qui permet
d'extraire cet objet de l'image à laquelle il appartient. Plus généralement, segmenter une
image consiste à regrouper des pixels connexes ayant des propriétés communes qui les dif-
férencient des pixels des régions voisines (Horowitz and Pavlidis, 1975; Zucker, 1976). Il
s'agit donc de déterminer des régions signicatives pour cette image et qui regroupent
des pixels homogènes entre eux. Pham et al. et Lec÷ur et al. ont présenté les dié-
rentes techniques de segmentation couramment utilisées en traitement d'images médicales
(Pham et al., 2000; Lecoeur and Barillot, 2007). Avant de présenter quelques-unes de ces
méthodes, nous synthétisons des caractéristiques des images 2D acquises post mortem dont
il faut tenir compte pour déployer une technique d'analyse.
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1.4.2.1 Caractéristiques des images 2D acquises post mortem
Les points suivants sont des caractéristiques des images histologiques et autoradiogra-
phiques importantes à considérer en vue d'une analyse réalisée semi-automatiquement.
Ces images sont illustrées en gure 1.7 (p. 9).
• le cerveau d'un petit animal (Rat, Souris) est lisse, i.e. sans circonvolution. Il existe
donc moins de repères anatomiques que sur les cerveaux de primates.
• les images autoradiographiques sont dépourvues de repères anatomiques précis et
sont très bruitées.
• les marquages histologiques de type violet de crésyl mettent en évidence certains types
de cellules (corps cellulaires des neurones). Le contraste de l'image histologique est donc
important au niveau de la cellule alors que les niveaux de gris sont assez similaires dans
la plupart de structures anatomiques.
1.4.2.2 Méthodes de segmentation d'images semi-automatiques
Les techniques de segmentation d'images couramment utilisées en traitement d'images
médicales sont les suivantes :
1. Méthodes de seuillage : ces méthodes font l'hypothèse qu'une région peut se dé-
marquer des autres car l'intensité des pixels qui la constituent appartient à un in-
tervalle qui lui est propre. Le risque principal encouru ici est un choix non optimal
du ou des seuils entraînant des sur- ou sous-segmentations des objets recherchés. Des
méthodes basées sur l'analyse d'histogramme de l'image peuvent aider à déterminer
au mieux ces seuils (Brummer et al., 1993).
2. Détection de contours : ces méthodes s'appuient sur des primitives géométriques
présentes dans les images. Il s'agit le plus souvent de contours des régions, i.e. des
lignes de contrastes séparant des régions de niveaux de gris diérents et relative-
ment homogènes. Ces contours peuvent être déterminés en étudiant les variations
d'intensité existantes au sein de l'image, autrement dit, en exploitant localement les
extrema ou passages à zéro des gradients et laplaciens de l'image à analyser. Dans son
étude, Deriche a proposé une méthode permettant de localiser les maxima du gra-
dient de l'image selon une direction de l'opérateur (Deriche, 1987). Cette technique
est considérée aujourd'hui comme une référence dans le domaine de la détection de
contours.
3. Croissance de régions : cette approche consiste à agréger entre eux des pixels
connexes dont l'intensité répond à un critère d'homogénéité permettant de dénir une
structure (Haralick and Shapiro, 1985). Parmi les méthodes connues s'appuyant sur
ce principe, nous pouvons citer celle appelée ligne de partage des eaux qui consiste à
considérer l'image à analyser comme un relief en associant le niveau de gris de chaque
point à une altitude (Digabel and Lantuéjoul, 1978). La technique du Fast Marching
peut, elle, segmenter des structures en utilisant un front de propagation (Sethian,
1999).
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4. Classication tissulaire en fonction d'une base d'apprentissage : cette ap-
proche d'analyse consiste à répartir les pixels d'une image en plusieurs classes dénies
dans une base de données dite d'apprentissage. L'attribution d'une classe à chacun
des pixels peut se faire par la méthode des k-means (MacQueen, 1967). Le prin-
cipe de cette méthode est de partitionner au départ l'image en k ensembles, dénis
manuellement ou par une heuristique, qui vérient localement des propriétés d'homo-
généité, notamment en terme d'intensité lumineuse. Une autre méthode permettant
de classier les pixels d'une image dans des classes d'une base d'apprentissage est
celle utilisant les champs de Markov, modèle statistique permettant d'attribuer un
label (valeur arbitraire) à un pixel donné en fonction des valeurs prédénies dans les
pixels alentours. Cette approche intègre donc la notion de répartition spatiale des
pixels (Geman and Geman, 1984). L'attribution des labels peut se faire par une ap-
proche bayésienne qui va classier chaque pixel dans une classe de structures dénies
selon la valeur du label la plus probable (Ali et al., 2005; Sharief et al., 2008; Bae
et al., 2009).
5. Méthodes basées sur des modèles déformables : ces méthodes s'appuient
sur des formes prédénies qui vont être capables de se déformer pour s'ajuster
au mieux aux objets devant être segmentés. Nous parlons ici de modèles défor-
mables et de contours actifs (Kass et al., 1988; Terzopoulos and Fleischer, 1988).
Pour converger rapidement, la position initiale du modèle doit être proche de la so-
lution. Ces méthodes sont en général utilisées pour ne segmenter qu'un objet à la fois.
L'ensemble des méthodes présentées dans le paragraphe précédent est sensible au bruit
présent dans les images à analyser. Les appliquer sur des images autoradiographiques
ne fournirait qu'une extraction partielle des informations recherchées (contours,
régions) et donc dicilement exploitables pour mener une analyse de l'intégralité
des données autoradiographiques. Par ailleurs, l'application de ces méthodes sur des
images histologiques marquées au violet de crésyl ne permettrait d'extraire que les corps
cellulaires des neurones du reste des images ou les zones délimitées par ces cellules
(selon la résolution de numérisation des coupes). Il ne serait donc pas possible d'obtenir
des segmentations ables correspondant exactement à des structures anatomiques. Ces
segmentations ne pourraient donc pas non plus analyser l'intégralité des données autora-
diographiques correspondantes. Enn, les méthodes nécessitant une initialisation (basées
sur la croissance de régions, la méthode des k-means ou encore les contours actifs) sont
très dépendantes de cette première étape et par conséquent peu reproductibles.
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Nos recherches bibliographiques nous ont permis de découvrir d'autres approches d'analyses
semi-automatiques développées principalement pour étudier des images tridimensionnelles
telles que des images TEP ou IRM. Il s'agit de la méthode d'analyse par comparaison
statistique des intensités des pixels des images et de celle utilisant des atlas
numériques 3D. En plus de l'optimisation éventuelle de l'intervention d'un opérateur
en charge de l'analyse des données post mortem, l'utilisation de l'une de ces méthodes
implique la nécessité de reconstruire en 3D les données autoradiographiques et/ou
histologiques acquises post mortem. Le problème d'asymétrie des coupes énoncé auparavant
pourrait alors être résolu.
La section suivante présente des travaux menés pour reconstruire les données post mortem
en 3D. Par la suite, les approches analyses semi-automatiques sus-citées seront détaillées.
44 1. Analyse d'images en recherche pré-clinique
1.5 Méthodes d'analyse d'images 3D acquises post
mortem
1.5.1 Reconstruction 3D de données acquises post mortem
Le processus d'acquisition de coupes histologiques et autoradiographiques peut induire
une asymétrie dans les données à analyser (cf. paragraphe 1.4.1.3 (p. 39)). Une façon de
pallier ce problème est de reconstruire, en 3 dimensions, des volumes d'images à partir
de séries de coupes prélevées. En eet, si nous cherchons maintenant à étudier un objet
tridimensionnel et non plus un nombre limité d'images 2D, nous pouvons nous aranchir
de la perte de symétrie due au protocole expérimental et considérer une quantité plus
importante de coupes voire de structures à analyser. Il faut cependant recréer un objet
spatialement cohérent et avec une géométrie proche de celle de l'organe natif (i.e. avant le
processus de coupe).
De nombreux travaux concernant les méthodes de reconstruction de volumes à partir de
coupes 2D ont déjà été réalisés notamment par Hess, Nikou, Malandain, Dubois et Dauguet
(Hess et al., 1998; Nikou et al., 2003; Malandain et al., 2004; Dubois et al., 2007; Dauguet
et al., 2007). Les paragraphes qui suivent présentent deux grandes approches adoptées en
particulier par les personnes précédemment citées : l'approche de reconstruction d'images
3D recalant par propagation les coupes 2D les unes par rapport aux autres et l'approche
de reconstruction d'images 3D recalant les coupes 2D sur des images de référence.
1.5.1.1 Recalage intra-volume par propagation
Une façon de reconstruire un volume à partir d'images 2D est de positionner spatialement
ces dernières de proche en proche. Il s'agit bien là d'un recalage même si les images prises
en compte sont deux coupes successivement prélevées lors de l'expérience, donc deux ob-
jets diérents. L'hypothèse sous-jacente est que les coupes à recaler sont proches et très
semblables.
Les premiers travaux réalisés pour reconstruire algorithmiquement des volumes de données
post mortem se sont appuyés sur des repères géométriques (Hibbard and Hawkins, 1988)
ou iconiques (Andreasen et al., 1992; Nikou et al., 2003) appartenant aux images 2D.
L'utilisation de la méthode du Block Matching proposée dans Ourselin et al. (2001) et
décrite en annexe A (p. 175) s'est révélée ecace pour reconstruire des volumes à partir
de coupes (2D).
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Cependant, le risque encouru lors de ce recalage intra-volume par propagation s'appelle
l'eet banane (Streicher et al., 1997; Malandain et al., 2004) : la reconstruction tridimen-
sionnelle d'un objet incurvé ne peut se faire qu'en se basant sur des repères propres à
cet objet, la courbure perpendiculaire au plan de coupe étant perdue. Pour pallier ce pro-
blème, une solution proposée pour reconstruire les données post mortem a été d'utiliser un
volume 3D de référence dont la forme des données n'a pas été détériorée par le processus
d'acquisition de coupes (cf. paragraphe 1.2.1 (p. 9)). Dans ces conditions, les déformations
secondaires ont pu être minimisées.
1.5.1.2 Reconstruction 3D par recalage avec un volume de référence
Pour reconstruire en 3D des données post mortem, les équipes de recherche ont principale-
ment utilisé des volumes IRM ou bien des volumes photographiques, spécialement acquis
pour résoudre le problème soulevé.
Volume IRM considéré comme référence
Pour reconstruire des volumes à partir d'images 2D de coupes histologiques prélevées, plu-
sieurs équipes ont utilisé des volumes IRM acquis au préalable sur le même sujet. Ces
images ont ensuite été ré-échantillonnées pour obtenir les sections 2D de l'IRM corres-
pondant à celles prélevées post mortem. Des transformations linéaires (Schormann et al.,
1995; Kim et al., 1997; Malandain et al., 2004) ou non linéaires (Chakravarty et al., 2006)
sont ensuite appliquées aux coupes histologiques ou autoradiographiques numérisées. La
diculté de cette méthode est de trouver les bons appariements géométriques ou iconiques
permettant de recaler correctement les images. L'IRM (image 3D) n'ore en eet pas les
mêmes détails ni contrastes structurels que des images histologiques ou autoradiographiques
(images 2D). Ces dernières peuvent également sourir d'artéfacts dus à l'acquisition et la
manipulation des coupes (tissu déchiré, replié sur lui-même, ...). Il est donc dicile de
mettre en correspondance ces modalités. De plus, dans la mesure où les coupes post mor-
tem peuvent être asymétriques, elles peuvent correspondre à des plans obliques dans le
volume IRM (Dauguet, 2005), ce qui ajoute une diculté supplémentaire.
Volume photographique considéré comme référence
Pour s'aranchir de l'utilisation de l'IRM, une autre modalité est de plus en plus utilisée :
la photographie. Il s'agit de photographier, à l'aide d'un appareil numérique ou d'une
caméra vidéo, le plan de coupe de l'organe avant la coupe au cryostat (cf. gure 1.18).
Si ces acquisitions sont réalisées exactement dans la même position tout au long des pré-
lèvements, les images auront le même champ de vue. Étant acquises avant le processus de
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coupe, ces données ne sourent pas des déformations secondaires. L'empilement de telles
images fournit donc directement un volume non aecté par l'eet banane et géométrique-
ment cohérent dans l'espace. Pour chaque coupe prélevée, une photographie est associée.
Correspondant physiquement à la même coupe, il est plus facile de recaler une image de
coupe histologique ou autoradiographique sur une photographie (recalage 2D-2D) que sur
une IRM (recalage 2D-3D). Si les tissus prélevés ne sont pas trop abîmés et que les images
numérisées ne présentent pas d'artéfacts importants, une transformation rigide peut sure
en première estimation (Bertrand and Nissanov, 2008; Dubois et al., 2010b).
Figure 1.18  (a) Photographie du plan de coupe avant la coupe au cryostat ; (b) Illustration en
incidences coronales, sagittales et axiales du volume photographique reconstruit et superposition
d'une vue axiale avec le rendu surfacique de l'image 3D obtenue. L'image a été acquise sur un
cerveau de souris, à MIRCen et le volume photographique a été reconstruit dans le cadre de l'étude
Herard et al. (2009).
Dans l'étude Dauguet et al. (2007), les auteurs ont utilisé cette modalité pour reconstituer
des volumes histologiques de cerveaux de primates pour lesquels les hémisphères s'étaient
désolidarisés durant le processus de coupe. Cette modalité leur a également servi de pas-
serelle pour recaler ensuite le volume histologique sur le volume IRM acquis in vivo sur
le même cerveau. Ainsi, cette équipe a obtenu un volume histologique présentant la même
géométrie que celle des données acquises in vivo.
Dans l'étude Dubois et al. (2010b), les auteurs ont montré que l'utilisation de la photo-
graphie permettait de reconstruire et de recaler entre eux des volumes histologiques et
autoradiographiques de rongeur. La stratégie de reconstruction des volumes histologiques
et autoradiographiques s'appuyant sur les images du volume photographique a fourni trois
volumes parfaitement cohérents spatialement pour chaque animal. Une description plus ap-
profondie de cette stratégie est présentée dans le manuscrit (en paragraphe 2.2.3 (p. 73)).
Nous venons de présenter une méthode permettant de résoudre le problème d'asymétrie
limitant l'analyse des coupes histologiques et autoradiographiques : il s'agit de la recons-
truction de volumes histologiques et autoradiographiques réalisée à partir de photographies
numériques du plan de coupe. Cette modalité est cohérente avec les données à analyser,
1.5. Méthodes d'analyse d'images 3D acquises post mortem 47
notamment avec les autoradiographies. Si la méthode présentée dans Dubois et al. (2010b)
est utilisée pour reconstruire un volume autoradiographique, ce volume fonctionnel pourrait
être analysé à l'échelle des segmentations réalisées sur le volume photographique.
La photographie a été introduite il y a peu de temps dans le protocole d'acquisition de
coupes de cerveaux de souris. Les études menées pour optimiser la qualité des photogra-
phies acquises, notamment pour améliorer le contraste tissulaire, ne sont pas nombreuses.
Alors que ce contraste apparait susant pour les études menées sur le Primate ou sur
le Rat, il reste peu marqué pour les projets s'intéressant aux cerveaux de Souris. L'uti-
lisation de méthodes de segmentation semi-automatiques telles que celles présentées au
paragraphe 1.4.2 (p. 40) ne semble donc pas appropriée pour extraire des informations
anatomiques des photographies acquises.
L'amélioration du contraste des photographies peut être réalisée grâce à l'utilisation
d'un agent de contraste administré par perfusion comme cela a été proposé dans l'étude
d'Annese et al. (2006). Cependant une analyse fonctionnelle par autoradiographie ne peut
être réalisée après un tel protocole. Des eorts sont actuellement déployés au sein du labora-
toire pour acquérir des photographies avec un contraste tissulaire de plus en plus important
et augmenter tant la qualité que les champs d'application de la modalité photographique.
1.5.2 Analyse par comparaison statistique des intensités des pixels
Une autre approche d'analyse d'images, dite exploratoire, a émergé il y a une vingtaine
d'années dans la sphère des neurosciences : il s'agit d'une méthode d'analyse pixel à
pixel par comparaison statistique de groupes (souvent appelée voxel-wise ou voxel-based
en anglais q). Initialement développée pour étudier des images TEP et IRM fonctionnelles
acquises chez l'homme (Friston et al., 1991, 1995), elle a ensuite été utilisée pour analyser
des images cérébrales IRM et TEP acquises in vivo chez le Rat (Schweinhardt et al.,
2003; Casteels et al., 2006) puis, plus récemment, des volumes autoradiographiques chez
ce même animal ainsi que chez la Souris (Nguyen et al., 2004; Lee et al., 2005b; Dubois
et al., 2008b, 2010b). Cette approche consiste à comparer statistiquement des images de
deux groupes de sujets distincts à l'échelle du pixel. Ceci permet de détecter des variations
très faibles entre des groupes, dicilement accessibles avec d'autres méthodes d'analyses.
Des variations contraires survenant au sein d'une même région anatomique peuvent être
également détectées grâce à cette approche (Poldrack, 2007; Dubois et al., 2008b, 2010b).
q. Voxel est la contraction de l'expression anglophone volume element. Il s'agit donc d'un pixel en 3D.
48 1. Analyse d'images en recherche pré-clinique
1.5.2.1 Principe d'analyse
Pour comparer statistiquement les intensités des pixels, il faut normaliser toutes les images
de l'étude dans un référentiel commun puis décrire le modèle statistique permettant d'ana-
lyser les données. La normalisation des données est réalisée à l'aide de transformations
anes et/ou non anes an de corriger les diérences inter-individuelles pouvant exister.
Les variations inter-groupes fournies par l'analyse statistique reètent ainsi les diérences
signicatives. Le référentiel commun est en général celui d'une image moyenne représentant
l'ensemble des données à étudier, aussi appelé template (cf. gure 1.19-1). A la n de cette
étape, les pixels homologues des images sont en correspondance les uns par rapport aux
autres. Un lissage spatial de type gaussien est souvent utilisé pour renforcer l'étape de la
normalisation spatiale et diminuer le bruit présent dans les images.
L'analyse statistique réalisée s'appuie sur un modèle linéaire général (cf. gure 1.19-2),
modèle exprimant le signal observé en un pixel comme une combinaison linéaire de va-
riables dites explicatives auxquelles s'ajoute une erreur résiduelle (Friston et al., 2007). Les
variables explicatives sont les covariables (caractéristiques) du modèle (population d'ap-
partenance à un groupe, âge, sexe, ...) dénies pour chaque sujet impliqué dans le modèle
et pondérées par un coecient propre. Ce modèle peut donc s'écrire selon l'équation 1.14.
y = Xβ + ε (1.14)
en désignant par N , le nombre d'images à analyser (on a généralement une image par sujet)
et p, le nombre de régresseurs du modèle (p ≪ N), nous notons également :
• y, vecteur colonne de dimension N représentant le signal observé en chaque pixel des
images recalées dans le référentiel choisi ;
• X, matrice dite d'expérience (ou Matrix Design en anglais) de dimension N×p repré-
sentant les composantes attendues pour l'ensemble des sujets de l'étude ;
• β, vecteur colonne de dimension p représentant les contributions de chacun des régres-
seurs pour le pixel observé ;
• et ε, vecteur colonne de dimension N représentant les résidus, supposés indépendants
et identiquement distribués selon une loi normaleN (0, σ2), avec σ2, la variance résiduelle.
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L'analyse pixel à pixel par comparaison statistique consiste alors à estimer les paramètres
β de ce modèle pour pouvoir ensuite les considérer comme données dans un test statistique
établi pour comparer les groupes de sujets. L'estimation de ces paramètres, représentée
par un vecteur noté β̂, est obtenue en minimisant l'erreur ε par la méthode des moindres






avec XTX matrice dénie positive et σ̂2, l'estimée de la variance résiduelle. D'après la loi
de Fisher, β̂ et σ̂2 sont indépendants. Le test statistique réalisé par la suite est lié à une
notion de contraste, représentée sous forme de vecteur colonne c de dimension p et dont
chaque élément va permettre de peser les eets de certaines conditions à travers le scalaire
cTβ en utilisant l'équation 1.16.
cT β̂ − cTβ√
σ̂2cT (XTX)−1c
∼ tN−p (1.16)
avec tN−p, la distribution de Student à (N-p) degrés de liberté. L'hypothèse H : cTβ = d
peut ensuite être évaluée en calculant les valeurs T dénies par l'équation 1.17 et les
p-values associées et ce, pour tous les pixels des images de l'étude. Une représentation
graphique sous forme de cartographie de l'ensemble de ces T est ensuite créée, reétant ainsi
spatialement les eets du contraste choisi. Cette image paramétrique est appelée carte
des T  et illustre ainsi les diérences testées entre les groupes. Des inférences statistiques
sont ensuite introduites pour interpréter les résultats. Très souvent, elles consistent à ne
considérer que les zones de l'image paramétrique dont l'intensité correspond à une p-value
inférieure à un seuil de signicativité accepté et tel que ces zones soient constituées d'un
nombre minimal de pixels connexes. Les agrégats de pixels respectant ces conditions sont
alors appelés des clusters (cf. gure 1.19-3).
T =
cT β̂ − d√
σ̂2cT (XTX)−1c
(1.17)
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Figure 1.19  Principe de l'analyse pixel à pixel par comparaison statistique (d'après Friston
et al. (2007)). 1 : Les données sont d'abord normalisées spatialement dans un référentiel com-
mun (généralement celui d'une image moyenne représentative du jeu de données aussi appelée
template) pour corriger les diérences inter-individuelles et faire correspondre les pixels des dié-
rentes images entre eux. Un lissage spatial est souvent utilisé pour diminuer le bruit présent dans
les images. 2 : Le signal observé en chaque pixel des images normalisées est alors estimé selon
un modèle statistique paramétrique représenté par une matrice ("matrix design"). 3 : Les résultats
sont représentés sous forme de clusters issus d'une carte statistique paramétrique.
1.5.2.2 Logiciels dédiés
Les étapes de normalisation spatiale et d'analyse statistique sont souvent réalisées à
l'aide d'un même logiciel créé pour ce type d'analyse (exemple : Statistical Parametric
Mapping (SPM) développé au Wellcome Department of Imaging Neuroscience de
Londres ; FMRIB Software Library (FSL) développé à l'Oxford Centre for Functional MRI
of the Brain ; Analysis of Functional NeuroImages (AFNI) développé au Medical College
du Wisconsin ; A general statistical analysis for fMRI data (FMRISTAT) développé au
Department of Mathematics and Statistics de l'Université de McGill à Montréal). Ces lo-
giciels ont initialement été paramétrés pour réaliser des études cliniques, i.e. pour traiter
des images acquises in vivo chez l'Homme, dans le domaine des neurosciences.
L'application de ces techniques pour les études in vivo des cerveaux de rongeurs est com-
plexe à réaliser du fait de la taille réduite de ces derniers et des limitations des systèmes
d'acquisitions (en particulier en TEP). Pour l'étude du métabolisme du glucose, plusieurs
travaux récents ont appliqué ces techniques d'analyse sur des images autoradiographiques
reconstruites en 3D en utilisant le logiciel SPM. Pour réaliser ces études dans ce logiciel,
un ré-échantillonnage préalable des données a été nécessaire.
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Pour éviter ce ré-échantillonnage articiel, Sawiak et al. ont récemment adapté les fonc-
tionnalités de SPM aux dimensions et à la résolution des images cérébrales acquises
chez le Rongeur et rebaptisé le logiciel SPMMouse. Ces nouvelles fonctionnalités, im-
pactant notamment la normalisation des données de rongeurs, ont permis de mener une
étude morphométrique sur des souris transgéniques modélisant la maladie de Huntington r
(Sawiak et al., 2009). L'analyse de ces données est basée sur le principe de la "Voxel Based
Morphometry" d'après les travaux d'Ashburner et al. (Ashburner and Friston, 2000).
1.5.2.3 Limitations de cette approche d'analyse
Basée sur des comparaisons statistiques entre plusieurs groupes, cette approche d'analyse
concerne les projets incluant un nombre important de sujets (typiquement une dizaine
de sujets par groupe pour une étude clinique et entre six et huit pour une étude sur le
Rongeur).
Par ailleurs, la localisation des diérences inter-groupe mises en évidence par les cartes
paramétriques générées se réfère à l'espace du template utilisé pour la normalisation des
données à analyser. Pour les études cliniques, plusieurs équipes ont créé et mis à disposition
de la communauté scientique des modèles de cerveaux humains dont les coordonnées
des pixels sont connues et renvoient à des zones cérébrales référencées comme l'atlas de
Talairach (Talairach and Tournoux, 1988; Lancaster et al., 2000) ou le template créé par
le Montreal Neurological Institute (MNI) (Collins et al., 1994).
Dans les études menées sur le petit animal, des templates appropriés ont dû être créés
pour normaliser les images de cerveaux de rongeurs. Un descriptif sur la création d'un
tel template est présenté plus loin dans le manuscrit (cf. paragraphe 4.1.1 (p. 117)). Ces
modèles moyens de cerveaux de rongeurs ont permis de mener des études pré-cliniques.
Cependant, les coordonnées des pixels ne sont plus liées à des zones cérébrales détermi-
nées. Pour leurs études menées sur le Rat, Schweinhardt et al. et Casteels et al. ont pris
pour centre du référentiel le point caractéristique de la boîte crânienne bregma et extra-
polé les coordonnées des autres pixels de l'image en fonction de ce dernier (Schweinhardt
et al., 2003; Casteels et al., 2006). Cette tâche requiert une localisation visuelle de ce point
référent, moyennant une projection pour le situer sur le cerveau, rendant ainsi ce repère
imprécis (Chan et al., 2007). L'ensemble des coordonnées des pixels des images étudiées, et
a fortiori le repérage des structures anatomiques, restent donc approximatifs. Les clusters
résultant de l'analyse doivent donc être localisés visuellement, i.e. en les superposant à
une image anatomique (Sawiak et al., 2009).
r. La maladie de Huntington est une aection héréditaire due à une dégénérescence entraînant une
atrophie du cortex cérébral et des ganglions de la base.
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Enn, une dernière limitation de cette approche d'analyse réside dans la méthode et donc
l'interprétation des résultats obtenus. En eet, l'obtention des clusters représentant les
diérences mises en évidence entre les groupes dépend du seuil de signicativité choisi. Si
nous considérons une p-value égale à 0,01, nous pouvons nous attendre à détecter 0,01×n
faux positifs, n étant le nombre total de pixels détectés positifs au test statistique. C'est
ce que l'on appelle le problème des comparaisons multiples. Il faut alors trouver des
corrections pour diminuer ce nombre de faux positifs. Parmi elles, il existe la correction de
Bonferroni qui admet pour seuil de signicativité le ratio de celui-ci par le nombre de tests
eectués (Miller, 1981). Cependant, cette dernière correction se révèle trop conservative
pour un nombre important d'études en neuroimagerie fonctionnelle du fait de la corré-
lation spatiale de l'intensité d'un pixel avec celles des pixels des alentours (conséquence
de la reconstruction des données, des normalisations et des lissages appliqués). Pour s'af-
franchir du caractère conservatif de cette correction sur des images lissées, Worsley et al.
ont proposé d'utiliser la Random Field Theory et de restreindre l'analyse statistique à
une sous-partie des images, approche connue sous le nom de Small Volume Correction
(Worsley et al., 1996). Enn, dans le cas d'une étude n'observant qu'un petit nombre de
sujets, l'approche du False Discovery Rate (FDR) (Benjamini and Hochberg, 1995) est
conseillée (Frackowiak et al., 2003). Celle-ci consiste à contrôler le nombre de faux positifs
parmi le nombre de pixels déclarés positifs par l'analyse statistique. Par la suite, Geno-
vese et al. ont préconisé d'appliquer la correction du FDR, à des sous-parties isolées an
d'écarter tous les tests dont nous connaissons le résultat par de précédentes hypothèses
(Genovese et al., 2002). Il est donc intéressant de trouver une méthode capable de segmen-
ter les parties des images susceptibles de contenir les diérences les plus signicatives entre
les groupes de l'étude.
1.5.3 Analyse par atlas numérique 3D
A la diérence de ceux présentés au paragraphe 1.4.1 (p. 38), les atlas concernés dans ce
paragraphe sont numériques et les structures segmentées ne réfèrent pas à des coordonnées
stéréotaxiques. Il s'agit donc de modèles numériques cartographiant les organes étudiés.
Les régions segmentées sont représentées par une valeur de pixel arbitraire (label), ne cor-
respondant pas à un phénomène physique particulier. Le principe de l'approche d'analyse
présentée ici, appelée par la suite approche atlas, est de segmenter simultanément
plusieurs structures sur une seule et même image en se référant à celles prédénies
dans l'atlas numérique utilisé. Cette approche consiste donc à mettre en correspondance
un modèle numérique avec une image qualiée d'expérimentale. Généralement, l'atlas est
obtenu à partir de la segmentation d'une image en plusieurs régions (typiquement une ou
plusieurs dizaines). Les méthodes de construction d'un atlas sont détaillées dans le prochain
paragraphe.
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Dans un premier temps, l'image utilisée pour segmenter l'atlas est mise en correspondance
avec l'image à étudier. Dans un second temps, la transformation précédemment estimée
est appliquée à l'atlas pour analyser l'information de l'image expérimentale ou obtenir
des propriétés morphologiques de cette dernière (cf. gure 1.20). Cette approche introduit
en plus d'un a priori de forme sur les objets à extraire des images, un a priori sur leur
localisation spatiale les uns par rapport aux autres. Elle a l'avantage de permettre
l'analyse d'une unique image, contrairement à l'analyse par comparaison statistique
(cf. paragraphe 1.5.2 (p. 47)) qui requiert de travailler sur des groupes d'images. De plus,
l'image expérimentale est analysée dans sa géométrie native, i.e. sans normalisation
spatiale préalable.
Figure 1.20  Schéma de principe de l'analyse par atlas numérique : 1) Création d'un atlas (a)
à partir d'une image (b) ; 2) Estimation de la transformation géométrique permettant de recaler
l'image (b) sur l'image à analyser (c) ; 3) Déformation de l'atlas (a) en utilisant les paramètres
de recalage estimés pour pouvoir appliquer les segmentations de l'atlas (a) sur l'image à analyser
(c) ; image de fusion (d) de l'atlas (a) et de l'image à analyser (c).
Les atlas présentés ci-après sont ceux utilisés dans le cadre des neurosciences et exploités
pour la recherche sur le Rongeur.
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1.5.3.1 Construction d'un atlas numérique 3D
La construction d'un atlas numérique peut être réalisée de plusieurs façons :
• à partir de segmentations manuelles réalisées sur une ou plusieurs images expérimentales
3D ;
• à partir de segmentations issues d'un atlas papier numérisé ;
• à partir de segmentations semi-automatiques réalisées sur une ou plusieurs images 3D.
A partir de segmentations manuelles réalisées sur une ou plusieurs images 3D
Un atlas numérique 3D peut être construit à partir de segmentations manuelles d'image(s)
3D réalisées par un expert en neuroanatomie. Pour ce faire, ce dernier s'appuie, comme
pour les segmentations sur coupes (cf. paragraphe 1.4.1 (p. 38)), sur des atlas papiers
(Swanson, 1998; Paxinos and Franklin, 2001). Les délimitations de structures sont réalisées
par l'intermédiaire de la souris de l'ordinateur ou de tablettes graphiques et de logiciels
appropriés (Anatomist, logiciel développé à l'I2BM du CEA (Rivière et al., 2003) ; Amira,
Mercury Computing Systems, San Diego, CA ; Display, logiciel développé par le McConnell
Brain Imaging Center du Montreal Neurological Institute ; ImageJ, MRPath, Durham, NC ;
Illustrator, Adobe ; ...).
L'opérateur en charge des tracés travaille sur les données anatomiques tridimensionnelles
qu'il possède. Dans la plupart des travaux proposés, il s'agit de données acquises en IRM
(Kovacevi¢ et al., 2005; Dorr et al., 2007, 2008; Scheenstra et al., 2009). Bertrand et al. ont
quant à eux réalisé leurs segmentations sur un volume histologique (segmentation selon
le plan de coupe axial) (Bertrand and Nissanov, 2008). Rubins et al. ont eux choisi de
s'appuyer sur des photographies pour dénir leurs tracés (Rubins et al., 2003). Certains
utilisent plusieurs modalités d'imagerie pour améliorer les tracés en exploitant les infor-
mations complémentaires. Ainsi, Mackenzie-Graham et al. se sont appuyés sur les coupes
histologiques acquises après l'IRM pour délimiter plus précisément les petites structures
cérébrales (Mackenzie-Graham et al., 2004). Dorr et al., ainsi que Chan et al. ont quant
à eux utilisé des images TDM pour les guider dans l'élaboration de leur atlas du système
vasculaire cérébral de la Souris (Dorr et al., 2007) ou dans le développement de répères
stéréotaxiques en 3D (Chan et al., 2007).
Délimiter manuellement des structures anatomiques permet de segmenter le cerveau selon
les objectifs de l'opérateur (analyse au niveau de la structure anatomique entière ou au
niveau de sous-structures). Cependant, cette tâche étant fastidieuse et chronophage, l'atlas
est généralement réalisé sur une seule image 3D (Bertrand and Nissanov, 2008; Scheenstra
et al., 2009). Pour s'aranchir des biais anatomiques dus à la variabilité inter-individuelle
et ainsi créer un atlas plus représentatif d'une population, certaines équipes ont segmenté
manuellement non plus une image native, mais une image représentative d'une population
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(template) créée en recalant linéairement et parfois non linéairement plusieurs images
acquises sur diérents sujets (Kovacevi¢ et al., 2005; Bock et al., 2006; MacKenzie-Graham
et al., 2006; Dorr et al., 2007).
Le tableau 1.2 synthétise les objectifs des études présentées précédemment ainsi que ceux
de projets tiers s'appuyant sur des atlas numériques 3D de cerveaux de rongeur créés à
partir de segmentations manuelles réalisées sur des données expérimentales pour analyser
ensuite leurs données.
Etudes Objectifs des études
Rubins et al. (2003)
Création d'un atlas de régions cérébrales chez le Rat, basé sur des photo-
graphies, en vue d'analyser des images TEP.
Mackenzie-Graham et al.
(2004)
Création d'un atlas des régions cérébrales de la Souris, basé sur des images
IRM, des coupes histologiques et des photographies
Kovacevi¢ et al. (2005)
Création d'un atlas de régions cérébrales chez la Souris, basé sur un template
IRM.
Bock et al. (2006)
Détection d'anomalies cérébrales morphométriques chez la Souris cdf/cdf
détectées en IRM en utilisant un atlas numérique
Chen et al. (2006)




Analyse par atlas de l'atrophie corticale détectée par IRM chez des souris
modélisant une pathologie liée à l'inammation
Chan et al. (2007) Développement de répères stéréotaxiques en 3D
Dorr et al. (2007)
Création d'un atlas du système vasculaire cérébral de la Souris, superposé
à un atlas de régions cérébrales
Dorr et al. (2008)




Création d'un atlas de régions cérébrales chez la Souris, basé sur un volume
histologique
Maheswaran et al. (2009a)
Comparaison des approches d'analyse par atlas et par comparaison statis-
tique pour des études morphométriques longitudinales menées sur des IRM
de cerveaux de souris sauvages et modélisant la maladie d'Alzheimer
Maheswaran et al. (2009b)
Etude morphométrique longitudinale menée, par une approche d'analyse
par atlas, sur des IRM de cerveaux de souris sauvages et modélisant la
maladie d'Alzheimer
Scheenstra et al. (2009)
Segmentation d'IRM pondérées en T2 (acquises in vivo) et en T1 (acquises
post mortem)
Tableau 1.2  Objectifs des études détaillant la création d'atlas numériques 3D de cerveaux de
rongeur à partir de segmentations manuelles réalisées sur des données expérimentales et/ou leur
utilisation.
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A partir de segmentations issues d'un atlas papier numérisé
Un atlas numérique 3D peut également être construit à partir des cartographies réalisées
manuellement grâce au contraste tissulaire mis en évidence sur des coupes histologiques
(Paxinos and Watson, 1986; Swanson, 1998; Paxinos and Franklin, 2001; Paxinos and
Watson, 2005). Toga et al., Hjornevik et al., Carson et al. mais aussi Purger et al. ont
numérisé puis empilé ces cartographies pour créer un modèle numérique de cerveaux de
rat et de souris (Toga et al., 1989; Palombi et al., 2006; Hjornevik et al., 2007; Pain et al.,
2008; Purger et al., 2009; Carson et al., 2010). Les structures tridimensionnelles de ces atlas
ont été obtenues en utilisant des logiciels tels que Amira et en interpolant les contours des
segmentations 2D entre eux pour créer des rendus surfaciques. Purger et al. ont par la suite
recalé manuellement l'atlas initial sur plusieurs IRM puis créé un atlas moyen.
Cette technique, intuitive pour s'aranchir de la segmentation manuelle, fournit
cependant un atlas numérique peu cohérent en 3D. La reconstruction 3D de ces mo-
dèles numériques soure en eet des limites de reconstruction 3D par propagation
(cf. paragraphe 1.5.1.1 (p. 44)) d'autant plus que les coupes utilisées sont espacées entre
elles et ne sont pas équidistantes tout au long du cerveau. Purger et al. ont par ailleurs
remarqué que certaines structures, notamment de la matière blanche (corps calleux et
capsule externe) ne pouvaient être reconstruites avec précision du fait d'un manque
d'informations sur ces régions dans les atlas papiers.
Le tableau 1.3 synthétise les objectifs des études présentées précédemment ainsi que ceux
de projets tiers s'appuyant sur des atlas numériques 3D de cerveaux de rongeur créés à
partir de cartographies papier pour analyser leurs données.
Etudes Objectifs des études
Toga et al. (1989) Création d'un atlas de régions cérébrales chez le Rat
Palombi et al. (2006)
Développement d'un outil pour mettre en évidence les interactions des struc-
tures cérébrales chez le Rat
Hjornevik et al. (2007)
Développement d'une plateforme informatique pour superposer dans un re-
père stéréotaxique des images TEP, TDM et IRM
Pain et al. (2008)
Création d'un atlas de régions cérébrales chez le Rat pour analyser des
images TEP
Purger et al. (2009) Création d'un atlas de régions cérébrales chez la Souris
Carson et al. (2010)
Développement d'un outil pour analyser des coupes histologiques grâce à
un atlas
Tableau 1.3  Objectifs des études détaillant la création d'atlas numériques 3D de cerveaux de
rongeur à partir de cartographies papiers et/ou leur utilisation.
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A partir de segmentations semi-automatiques réalisées sur une ou plusieurs images 3D
Une troisième possibilité pour construire un atlas numérique 3D est de segmenter semi-
automatiquement une ou plusieurs images 3D. Nos recherches bibliographiques ont montré
que les images utilisées pour réaliser ces atlas ont toutes été acquises en IRM.
Dans l'étude de Lee et al. (2005a), chaque IRM cérébrale, pondérée en T2, a été manuel-
lement segmentée en 13 régions en utilisant un logiciel développé dans leur laboratoire
(Shattuck et al., 2004). Ces images ont été acquises post mortem et intra cranium sur des
souriceaux âgés d'un jour. Pour construire l'atlas, un template IRM a d'abord été créé en
recalant, par des transformations rigides et anes, les données natives dans un référentiel
commun puis en les normalisant en intensité. Une image moyenne a été créée à partir des
IRM recalées, servant par la suite de référence pour recaler non linéairement tous les images.
Cette image moyenne a elle aussi été segmentée manuellement ; les tracés initiaux ont ainsi
pu être recalés dans ce référentiel. L'atlas nal a été créé en moyennant ces segmentations
recalées. Une carte de probabilité d'appartenance d'un pixel à une structure a également été
calculée selon la méthode décrite dans Watanabe et al. (2001) et Chiavaras et al. (2001).
Pour réaliser leurs atlas, Ma et al. ont d'abord segmenté manuellement, avec le logiciel
Amira, 20 régions de cerveau de souris sur une IRM représentative de leur jeu de données.
Pour leur première étude (Ma et al., 2005), cette IRM a été pondérée en T2* et acquise
post mortem s. Pour leur seconde étude (Ma et al., 2008), il s'agissait d'une IRM pondérée
en T2 et acquise in vivo. Les autres IRM de la base de données ont été recalées de manière
rigide puis non linéairement sur l'IRM représentative associée. Trois atlas ont ensuite été
créés :
• Un premier atlas, dit de déformation minimale, a été créé par un processus itératif
qui a consisté à : 1) déformer la segmentation manuelle sur chacune des IRM recalées
par des transformations anes et élastiques ; 2) créer une image moyenne à partir des
segmentations. L'algorithme a itéré jusqu'à ce qu'un critère de convergence soit atteint.
• La carte de déformation induite par le recalage a été calculée.
• Enn, un atlas probabiliste a été construit à partir des déformations anes de la
segmentation manuelle initiale : la valeur des pixels de ce nouvel atlas représente la
probabilité d'appartenance à une structure.
Badea et al. ont de leur côté déployé une méthode un peu diérente pour construire
leur atlas de cerveau de souris (Badea et al., 2007, 2009). Cette équipe a utilisé la
méthode des champs de Markov (cf. paragraphe 1.4.2.2 (p. 41)) pour classier, à partir de
segmentations manuelles, les pixels d'IRM pondérées en T1 et en T2 selon leur intensité et
s. Une IRM pondérée en T2* peut être obtenue en modiant le paramétrage de la séquence IRM per-
mettant d'obtenir une image pondérée en T2. Les IRM pondérées en T2* sont sensibles aux inhomogénéités
locales (dues notamment au contact de l'air). Les zones contenant beaucoup de fer, telles que les vaisseaux
sanguins, sont bien mises en évidence avec cette séquence.
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des a priori spatiaux (localisation d'une structure dans le cerveau et organisation générale
des structures entre elles). Cette segmentation d'IRM est décrite dans Ali et al. (2005) et
Sharief et al. (2008). Trente-trois structures ont ainsi pu être segmentées sur chacune des
images de leur base de données, préalablement normalisées spatialement et en intensité.
Des templates d'IRM pondérées en T1 et en T2 ont été créés à partir des images
natives recalées non linéairement dans le référentiel commun. Les transformations non
linéaires ont été appliquées aux volumes de labels précédemment créés. Un atlas moyen a
nalement été créé en moyennant ces volumes de labels recalés non linéairement puis en
ré-échantillonnant le résultat au plus proche voisin pour conserver les valeurs d'intensité
d'origine et éviter de créer de nouveaux labels par interpolation. Un atlas probabiliste a
été également construit en utilisant la méthode décrite par Ma et al. (2005).
Le tableau 1.4 synthétise les objectifs des études présentées précédemment ainsi que ceux
de projets tiers s'appuyant sur des atlas numériques 3D de cerveaux de rongeur créés
semi-automatiquement pour analyser leurs données.
Etudes Objectifs des études
Ma et al. (2005)
Création d'atlas moyen et probabiliste à partir d'IRM cérébrales de Souris,
acquises in vitro
Lee et al. (2005a) Création d'un atlas de régions cérébrales pour le Souriceau à partir d'IRM
Badea et al. (2007) Analyse morphométrique de cerveaux de Souris sauvages, basée sur des IRM
Ma et al. (2008)
Création d'atlas moyen et probabiliste à partir d'IRM cérébrales de Souris,
acquises in vivo
Badea et al. (2009)
Analyse morphométrique de cerveaux de Souris, basée sur des IRM, sur 11
lignées diérentes
Tableau 1.4  Objectifs des études détaillant la création semi-automatique d'atlas numériques 3D
de cerveaux de rongeur et/ou leur utilisation.
1.5.3.2 Utilisation d'un atlas numérique
La liste non exhaustive des études citées dans les tableaux 1.2, 1.3 et 1.4 traitent préféren-
tiellement de la description même de la construction d'atlas plutôt que de leur utilisation.
Dans les articles présentant une analyse de données via la segmentation fournie par un at-
las, les images cérébrales de rongeurs ont été acquises exclusivement par IRM (Bock et al.,
2006; Chen et al., 2006; MacKenzie-Graham et al., 2006; Maheswaran et al., 2009a,b; Badea
et al., 2007, 2009). A notre connaissance, l'approche atlas n'a donc pas encore été uti-
lisée pour analyser des données acquises post mortem et ex situ, reconstruites
en 3D (autrement dit des volumes histologiques et autoradiographiques).
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1.5.3.3 Partage de données au sein de la communauté scientique
Les équipes citées ci-dessus ont principalement développé des atlas de cerveaux de rongeur
pour leurs applications propres ainsi que les outils de traitements d'images associés. Les
modèles numériques n'ont pas été diusés hors des laboratoires respectifs.
Cependant depuis quelques années certaines équipes diusent via le site internet de
leur laboratoire ou grâce à des communautés virtuelles leurs outils voire leurs données
pour créer des banques d'images et de logiciels susceptibles d'être utilisées par d'autres
laboratoires de recherche. Certains outils et images, comme le logiciel BrainNavigator
(http://www.brainnav.com/home/), sont uniquement accessibles en ligne. De plus, Brain-
Navigator est avant tout un outil pédagogique qui permet de naviguer en 3D dans le cerveau
de souris an de comprendre l'organisation des structures cérébrales.
De plus en plus de laboratoires ne se contentent plus de publier leurs données ; ils orent
également la possibilité aux autres chercheurs de les télécharger. Dans sa revue, Boline
et al. présente des grands projets communautaires, destinés principalement à l'étude des
gènes dans les cerveaux de souris (Boline et al., 2008).
Nous pouvons par exemple citer :
• la Mouse Brain Library (MBL, http://www.mbl.org), bibliothèque virtuelle où sont
accessibles des coupes histologiques de résolutions variables (entre ∼0,2 et 25 µm/pixel)
obtenues pour diérentes lignées de souris (Rosen et al., 2003) ;
• le Mouse Atlas Project (MAP, http://www.loni.ucla.edu/MAP/), projet chargé de dé-
velopper des outils pour visualiser, en une unique interface, à la fois les structures céré-
brales et l'expression des gènes (MacKenzie-Graham et al., 2003; Lee et al., 2005a) ;
• l'Allen Brain Atlas (ABA, http://www.brain-map.org), banque d'images interactive
illustrant notamment l'expression de gènes dans le cerveau de souris, observable grâce
au logiciel Brain Explorer (Lau et al., 2008a) ;
• la base de données (CCDB, http://ccdb.ucsd.edu/) collectant des images obtenues
grâce à des techniques de microscopie (Martone et al., 2004) ;
• le Biomedical Informatics Research Network (BIRN, http://www.
birncommunity.org/), base de données réunissant nombre des projets cités ci-
dessus. Il s'agit de la première cyber-structure américaine créée pour la recherche
biomédicale en 2001 par le National Center for Research Resources, unité de l'institut
américain, le National Institute of Health (NIH). La majorité des travaux recensés par
ce réseau présente la création et l'utilisation d'atlas numériques 3D pour analyser des
données de cerveaux de souris.
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1.6 Problématique du projet de thèse : analyse par atlas
de données post mortem reconstruites en 3D
La première section de ce chapitre a montré que la recherche pré-clinique était essentielle
pour comprendre le mécanisme de certaines pathologies humaines et étudier l'eet de nou-
velles thérapeutiques sur ces dernières. Les modèles murins sont encore aujourd'hui de très
bons modèles pour étudier ces maladies et particulièrement celles impliquant les neurodégé-
nérescences comme la maladie d'Alzheimer. Pour observer ces phénomènes, les scientiques
utilisent de plus en plus diverses méthodes d'imagerie qui permettent de voir l'intérieur de
l'organisme, d'un point de vue anatomique mais aussi fonctionnel (cf. section 1.2 (p. 9)).
Pour coupler par la suite un ensemble d'images acquises sur un même sujet ou comparer des
données entre plusieurs individus, de nombreux algorithmes ont été développés pour mettre
en correspondance ces images enregistrées au cours du temps, par diérentes modalités ou
même celles acquises sur plusieurs sujets (cf. section 1.3 (p. 23)).
Dans le cadre d'études pré-cliniques, et notamment celles concernant le petit animal tel
que la souris, les techniques fournissant des images de plus grande spécicité de marquage
et avec la meilleure résolution spatiale restent celles qualiées de post mortem et ex situ. Il
s'agit donc des techniques d'autoradiographie, pour avoir une information fonctionnelle sur
l'organisme avant euthanasie, et des marquages histologiques, pour obtenir des informations
anatomiques.
Le principal inconvénient de ces techniques est de fournir des images en deux dimensions.
La géométrie native (tridimensionnelle) de l'objet étudié est donc perdue. La méthode
classique pour analyser ce type de données est la segmentation manuelle guidée par des atlas
papier. Elle requiert l'intervention d'experts en biologie pour cibler, identier et extraire
les informations pertinentes dans chaque étude. Ce travail étant long et fastidieux, seul
un nombre limité de coupes prélevées ou de régions anatomiques est généralement traité,
laissant inexploitées une grande quantité d'informations.
Pour pallier cet inconvénient, diérentes méthodes ont été développées pour reconstruire
en trois dimensions des séries de données 2D (cf. paragraphe 1.5.1 (p. 44)). Les chercheurs
ont ainsi pu résoudre le problème de la perte de cohérence spatiale. Néanmoins, l'analyse
de tels volumes reste encore complexe à réaliser en recherche pré-clinique. Quelques équipes
sont parvenues à extraire de nouvelles informations sur ces images 3D en comparant sta-
tistiquement, pixel à pixel, des groupes de données. Cependant, cette approche d'analyse
présente des limitations quant à l'interprétation des résultats (notamment l'identication
des structures anatomiques impliquées dans le phénomène étudié) et ne peut être appliquée
que sur des groupes de sujets (cf. paragraphe 1.5.2 (p. 47)).
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En parallèle de ces développements algorithmiques, d'autres équipes se sont intéressées à
la construction d'atlas numériques destinés aussi bien à décrire la géométrie des struc-
tures et leur position relative dans l'espace qu'à potentiellement analyser des images
(cf. paragraphe 1.5.3 (p. 52)).
L'objectif de mon travail de thèse a été d'évaluer s'il était possible et pertinent
d'analyser des images cérébrales 3D acquises post mortem chez le Rongeur,
plus particulièrement chez la Souris, grâce à un atlas numérique 3D.
A notre connaissance, aucune équipe n'a utilisé ce genre de modèle numérique pour ana-
lyser, sur le petit animal, des données cérébrales post mortem ex situ reconstruites en 3D.
Cette approche peut se révéler pertinente car, en recalant un tel atlas sur des volumes his-
tologiques ou autoradiographiques, elle permettrait de segmenter rapidement l'ensemble
des volumes en plusieurs structures anatomiques. Des informations morphométriques mais
aussi fonctionnelles, à l'échelle des régions dénies par l'atlas, pourraient alors être obtenues
en un temps moindre que celui requis par la méthode classique (manuelle).
La première tâche a été de se procurer un atlas numérique de cerveau de souris. L'étude
bibliographique présentée nous a permis de découvrir l'existence de modèles numériques
de cerveau de souris accessibles en ligne. Nous avons pu dans un premier temps télécharger
ces images et voir s'il était possible d'utiliser un de ces atlas pour analyser des volumes post
mortem. Nous avons ensuite développé et validé une stratégie de mise en correspondance
d'images permettant in ne de segmenter des volumes post mortem avec les régions déli-
mitées par l'atlas. Dans un second temps, l'utilisation d'un tel outil combiné à l'approche
d'analyse par comparaison statistique a été évaluée en vue de cumuler les avantages four-
nis par chacune de ces méthodes et ainsi faciliter, voire améliorer la qualité des résultats
obtenus.
La description des diérentes techniques d'analyse d'images, notamment acquises post mor-
tem, a révélé d'importantes limitations à l'exploitation de ce type de données. Considérant
nécessaire de s'aranchir de ce problème pour améliorer nos connaissances sur certaines
pathologies, notamment neurodégénératives, nous avons voulu répondre à cette probléma-
tique de recherche en explorant l'approche d'analyse de données post mortem par atlas
numérique 3D (voir gure 1.21 pour illustration). Nos recherches bibliographiques nous ont
conduit sur un site de partage de données où sont notamment téléchargeables deux atlas de
cerveaux de souris créés par des équipes diérentes. Nous présentons leurs caractéristiques
dans le chapitre suivant. Pour développer notre stratégie d'analyse d'images pré-cliniques
post mortem, par atlas numérique 3D, nous avons considéré un jeu de données du labora-
toire, obtenu dans le cadre d'une étude préliminaire sur la maladie d'Alzheimer. Ce dernier
est également décrit dans le chapitre qui suit.
Figure 1.21  Approche d'analyse par un atlas numérique 3D (au milieu) de données post mortem
autoradiographiques (à gauche) et histologiques (à droite) reconstruites en 3D.
Chapitre 2
Atlas numériques utilisés et données
expérimentales étudiées
Dans ce chapitre sont présentés deux atlas numériques tridimensionnels de cerveau de sou-
ris choisis pour développer notre approche d'analyse d'images post mortem par atlas. La
méthodologie proposée a été mise en ÷uvre sur un jeu de données du laboratoire acquis
dans le cadre d'une étude préliminaire sur la maladie d'Alzheimer. L'acquisition et la re-
construction de ces images sont décrites dans la seconde partie de ce chapitre. La gure 2.1
présente une vue synthétique de l'organisation de ce chapitre ainsi que des principaux points
abordés.
Figure 2.1  Organisation du chapitre 2 de ce manuscrit et principaux points abordés.
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2.1 Atlas numériques 3D de cerveau de souris
Le Biomedical Informatics Research Network (BIRN) est une commu-
nauté scientique virtuelle qui permet de partager des ressources (don-
nées, outils de visualisation/traitement d'images) susceptibles de faire
avancer le diagnostic et le traitement de pathologies (Boline et al., 2008). Au début de
mon projet de thèse, nos recherches bibliographiques ont révélé que ce réseau mettait à
disposition de la communauté scientique deux modèles numériques de cerveau de souris
développés par deux laboratoires américains :
• le Laboratory Of Neuro Imaging (LONI) de l'Université de Californie à Los Angeles ;
• le Center for In Vivo Microscopy (CIVM) rattaché à l'Université de Duke en Caroline
du Nord.
Ces deux atlas ont été créés par deux méthodes diérentes. Ne pouvant de prime abord
identier l'atlas le mieux adapté à l'analyse de nos données, nous avons décidé de télé-
charger et de tester les deux an de les évaluer pour sélectionner le plus adéquat. Les
paragraphes 2.1.1 et 2.1.2 décrivent les caractéristiques des images mises à disposition.
2.1.1 Atlas créé par le LONI
L'équipe d'Allan MacKenzie-Graham du Laboratory Of Neuro Imaging (LONI) de l'Uni-
versité de Californie à Los Angeles a publié, en 2004, puis distribué via le réseau du BIRN,
un atlas de cerveau de souris généré à partir d'une IRM pondérée en T2 et des coupes
histologiques (Mackenzie-Graham et al., 2004).
2.1.1.1 Protocole expérimental
Cet atlas a été réalisé sur une souris mâle C57BL/6J âgée de 100 jours. Cette lignée dite
sauvage (par opposition à transgénique) est largement utilisée en laboratoire du fait de la
facilité de reproduction et de leur bonne espérance de vie (2 à 3 ans). Les souris ayant ce
génotypage présentent une bonne tolérance à la plupart des mutations génétiques subies
tout en ayant une dégénérescence tumorale limitée.
Le modèle numérique de cerveau a été créé à partir d'une IRM pondérée en T2 acquise
ex vivo (11,7 teslas, TR = 1500ms et TE = 10 ms). Cette IRM, dénie dans une matrice
de 512×256×256 pixels avec une résolution isotropique de 56 µm et mise à la disposition
de la communauté scientique est illustrée en gure 2.2(a). Sur cette gure, la matière
blanche apparaît en hypersignal par rapport à la matière grise et les uides (liquide céphalo-
rachidien) en hyposignal. Des traitements ont dû être appliqués a posteriori.
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Le cerveau de l'animal a ensuite été sectionné selon le plan coronal, en coupes de 50 µm.
Les corps de Nissl, la myéline et l'acétylcholine estérase ont été marqués sur diérentes
coupes prélevées. Elles ont ensuite été numérisées. Les coupes ont été réalignées entre elles
de façon rigide en utilisant la méthode du Block-Matching (Ourselin et al., 2001) via le
logiciel Baladin. Les volumes d'images post mortem ont été reconstruits en utilisant le
logiciel Reunite (Automated Image Registration 4.0, Woods et al. (1998a,b)). Ces derniers,
ainsi que le volume IRM acquis auparavant, ont enn été recalés avec le logiciel Baladin,
dans un référentiel déni par le plan inter-hémisphérique et la ligne inter-auriculaire décrits
dans Paxinos and Franklin (2001).
2.1.1.2 Création de l'atlas du LONI
Trente-sept structures ont été manuellement segmentées sur les coupes post mortem numé-
risées avec le logiciel Illustrator 9.0 (Adobe) en s'appuyant sur les segmentations cérébrales
dénies dans Paxinos and Franklin (2001). Ces tracés ont été exportés dans le logiciel Light-
Wave (NewTek) pour reconstruire en 3D les surfaces des structures segmentées. Celles-ci
ont enn été réajustées manuellement, sur les volumes IRM et post mortem grâce au lo-
giciel BrainSuite (Shattuck and Leahy, 2002). La liste des structures labellisées gure en
annexe B (p. 178).
L'atlas de cerveau de souris proposé par cette équipe est illustré en gure 2.2(b). Nous
observons des décrochages importants au niveau des interfaces des segmentations (indiqués
par les rectangles noirs dans la gure).
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Figure 2.2  Modèle numérique de cerveau de souris créé par une équipe du LONI : (a) IRM
pondérée en T2 acquise ex vivo et utilisée pour créer l'atlas. Nous notons que des traitements
ont dû être appliqués a posteriori sur l'image pour obtenir la matière blanche en hypersignal par
rapport à la matière grise et les uides (liquide céphalo-rachidien) en hyposignal. (b) Atlas 3D
créé à partir de l'IRM (a). Les rectangles noirs mettent en évidence des décrochages importants
au niveau des interfaces des segmentations.
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2.1.2 Atlas créé par le CIVM
De son côté, l'équipe de G. Allan Johnson du Center for In Vivo Microscopy (CIVM) de
l'Université de Duke en Caroline du Nord, a développé un atlas de cerveau de souris à
partir d'IRM pondérées en T1 et en T2 (Sharief and Johnson, 2006; Johnson et al., 2007;
Badea et al., 2007).
2.1.2.1 Protocole expérimental
Les IRM (9,4 teslas) ont été acquises sur six souris C57BL/6J âgées de 9 semaines.
Les animaux ont été anesthésiés avec du Nembutal, puis perfusés à deux reprises, avec
des solutions composées d'un agent de contraste IRM à base de Gadolinium. Ces per-
fusions ont permis de xer le tissu cérébral tout en réduisant le temps de relaxation T1
(Johnson et al., 2002, 2007). La résolution temporelle des IRM a donc été améliorée. Après
une nuit d'immersion dans du formaldéhyde, les cerveaux ont été imagés in situ, i.e. dans
la boîte crânienne, pour préserver leur géométrie native et éviter les déformations dues à
l'extraction (Johnson et al., 2007; Badea et al., 2007; Dorr et al., 2008). Les images pondé-
rées en T1 (avec TE = 5,1 ms et TR = 50 ms) et T2 (avec TE = 7 ms et TR = 400 ms) ont
été produites respectivement dans des matrices de 512×512×1024 et 256×256×512 pixels
avec des résolutions isotropes de 21,5 et 43 µm. Pour améliorer le contraste des images
pondérées en T2 acquises sur des sujets perfusés, la séquence 3D Carr-Purcell-Meiboom-
Gill a été paramétrée dans le système d'acquisition des IRM. La méthode Multiple Echo
Frequency-domain Image Contrast a par la suite été appliquée aux IRM pondérées en T2
an d'améliorer le contraste de ces images (Sharief and Johnson, 2006). Contrairement à
la méthode classique qui optimise un contraste tissulaire pour des structures particulières
et à un TE donné, cette méthode consiste à augmenter le contraste entre tous les tissus
caractérisés par des T2 diérents.
Des IRM pondérées en T1 et en T2, représentatives du jeu de données et distribuées à
la communauté scientique via le réseau du BIRN, sont illustrées en gures 2.3(a) et (b).
Notons que l'agent de contraste injecté avant l'acquisition des IRM a modié le contraste
attendu dans une IRM pondérée en T1. Dans la gure 2.3(a), les uides (LCR) apparaissent
en hypersignal et la matière blanche est en hyposignal par rapport à la matière grise. Nous
observons également que des artéfacts tel qu'une certaine hétérogénéité de la matière grise
sont présents dans l'IRM pondérée en T2 (dans les bulbes olfactifs par exemple, voir ellipse
blanche dans la gure 2.3(b)).
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2.1.2.2 Création de l'atlas du CIVM
Normalisation des IRM
Des opérations de morphologie mathématique ont été appliquées sur les IRM an d'extraire
les cerveaux des boîtes crâniennes (Höhne and Hanson, 1992; Badea et al., 2003) : les
images ont été lissées, seuillées puis érodées. Les masques ont été modiés en ajoutant tout
pixel connexe au centre des volumes IRM dont l'intensité appartenait à un intervalle de
valeurs xées. Ces masques ont ensuite été dilatés autant de fois que les IRM avaient été
précédemment érodées pour restituer le volume initial. Enn, les IRM ont été normalisées
en intensité et recalées dans un référentiel commun en utilisant une transformation ane
du logiciel Image Registration Toolkit.
Utilisation des champs de Markov pour segmenter chaque IRM
Cette équipe a utilisé la méthode des champs de Markov (cf. paragraphe 1.4.2.2 (p. 41))
pour classier, à partir de segmentations manuelles, les pixels d'IRM pondérées en T1 et
en T2 selon leur intensité et des a priori spatiaux (localisation d'une structure dans le
cerveau et organisation générale des structures entre elles).
Trente-trois structures anatomiques, comprenant des régions de tailles variables de la ma-
tière grise et de la matière blanche ont pu être segmentées en se basant sur des segmen-
tations manuelles. Ces dernières ont été délimitées sur chaque IRM pondérée en T2 grâce
à l'outil ImageJ et sous incidence axiale (Sharief et al., 2008). La liste des structures la-
bellisées se trouve en annexe C (p. 181). Pour réaliser ces tracés, l'équipe s'est appuyée
sur les contrastes des images pondérées en T1 et la nomenclature anatomique dénie dans
Paxinos and Franklin (2001). Les segmentations ont été corrigées sous les deux autres in-
cidences avec le logiciel de visualisation SHIVA (MacKenzie-Graham et al., 2003).
La gure 2.3(c) représente la segmentation réalisée sur un animal.
Création de templates d'IRM et de l'atlas nal
Une image moyenne a été créée à partir des IRM pondérées en T1, une autre image repré-
sentative a été créée à partir des IRM pondérées en T2. Les IRM natives ont été recalées
non linéairement sur ces images représentatives. Des templates d'IRM pondérées en T1
(template IRM-T1 ) et en T2 (template IRM-T2 ) ont nalement été créés en moyennant
de nouveau les IRM recalées.
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Les transformations non linéaires estimées sur les IRM ont été appliquées à chaque seg-
mentation en interpolant au plus proche voisin pour conserver les labels. L'atlas nal a
nalement été obtenu en moyennant les segmentations recalées.
Figure 2.3  Modèle numérique de cerveau de souris créé par une équipe du CIVM : (a) IRM
pondérée en T1 (après injection d'un produit de contraste) représentative du jeu de données. Le
liquide céphalo-rachidien (LCR) est en hypersignal et la matière blanche est en hyposignal par
rapport à la matière grise. (b) IRM pondérée en T2 acquise sur le même animal. L'ellipse blanche
met en évidence des hétérogénéités de la matière grise. (c) Atlas 3D créé à partir des deux IRM.
Ces images sont présentées sous les incidences coronales, axiales et sagittales.
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Le tableau 2.1 récapitule les principales caractéristiques des deux modèles numériques de
cerveau de souris.
Atlas créé par le LONI Atlas créé par le CIVM
Sujets Souris mâle C57BL/6J (n = 1) Souris C57BL/6J (n = 6)
Age ≃100 jours ≃63 jours
Images acquises
IRM pondérée en T2 ex vivo
(11,7 teslas), résolution isotro-
pique de 56µm3, post traite-
ments apportés à l'image
IRM pondérée en T1 post mor-
tem, intra cranium et après
injection d'agent de contraste
(9,4 teslas), résolution isotro-
pique de 21,5µm3
Coupes histologiques IRM pondérée en T2 post mor-
tem, intra cranium et après
injection d'agent de contraste
et traitement selon la méthode
MEFIC (9,4 teslas), résolution
isotropique de 43µm3
Atlas Segmentation manuelle des
coupes histologiques, réajustée
sur l'IRM (37 structures)
Segmentation
semi-automatique à partir
des IRM pondérées en T1 et
en T2 (33 structures)
Données disponibles
pour n = 1
IRM pondérée en T2 IRM pondérées en T1 et en T2
Atlas Atlas
Tableau 2.1  Caractéristiques des atlas créés par le LONI (à gauche) et par le CIVM (à droite).
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2.2 Données expérimentales de l'étude préliminaire sur
la maladie d'Alzheimer
2.2.1 Animaux étudiés
La méthode développée dans mon projet de thèse a été testée sur quatre souris trans-
géniques APPSL/PS1M146L âgées de 64±1 semaines et de trois souris transgéniques
PS1M146L âgées de 65±2 semaines. La lignée transgénique APPSL/PS1M146L a été obtenue
en intégrant au génome de l'animal :
• le gène de l'APP humain portant les mutations dites Swedish (K670M/N671L) et London
(V717I) (Hsiao et al., 1996; Hardy, 1997) ;
• le gène PS1 humain portant la mutation M146L (Imafuku et al., 1999).
Sur-exprimé, le gène PS1 muté accélère le dépôt amyloïde généré par l'APP muté
(Blanchard et al., 2003). Les souris porteuses de cette première modication génétique
(souris PS1M146L) ne présentent pas de phénotype pathologique et peuvent être utilisées
comme contrôles pour les souris APPSL/PS1M146L (Delatour et al., 2006). Ces deux lignées
de souris ont le même fond génétique que les souris C57BL/6.
Toutes les procédures ont été eectuées en conformité avec les recommandations de l'Union
Européenne (directive 86/609/CEE) et le Comité national français (décret 87/848) pour
l'utilisation des animaux de laboratoire.
2.2.2 Acquisition de données post mortem
L'étude a été composée en deux sous-projets :
1. L'objectif du premier projet était d'évaluer et de comparer les diérences morphomé-
triques et métaboliques entre le groupe pathologique (souris APP/PS1) et le groupe
contrôle (souris PS1).
2. Le second projet avait pour objectif de quantier et comparer la charge amyloïde
entre les deux groupes de souris.
Pour mener en parallèle ces deux études, les hémisphères des cerveaux des souris ont été
séparés ; les hémisphères droits ont été traités pour le premier projet, les gauches ont été
réservés au second projet. Les expériences et résultats de l'étude de la quantication de la
charge amyloïde ne sont pas présentés dans ce manuscrit (Delatour et al., 2006).
Deux techniques d'imagerie post mortem et ex situ ont permis les études des diérences
fonctionnelles et anatomiques entre les deux groupes de souris : l'injection d'un traceur
radioactif et un marquage histologique.
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2.2.2.1 Étude de la prise de glucose
Pour évaluer la prise cérébrale de glucose, du 2-desoxyglucose marqué au carbone 14
([14C]2DG) a a été injecté aux souris, vigiles au repos, 45 minutes avant leur euthana-
sie (temps nécessaire à l'assimilation de ce traceur dans l'organisme). Les cerveaux ont
été extraits de la boîte crânienne et les deux hémisphères ont été séparés selon le plan
inter-hémisphérique (cf. gure 1.17 (p. 40)). Les échantillons ont été congelés dans de l'iso-
pentane à -40◦C. Les hémisphères droits ont été sectionnés en coupes coronales de 20 µm
à l'aide d'un cryostat b en excluant les parties externes du bulbe olfactif et du cervelet.
Une coupe sur quatre a été prélevée et mise sur une lame de verre Superfrost. Pour chaque
hémisphère, environ 120 coupes ont été conservées et sechées. Les lames ont été co-exposées
pendant une semaine sur un lm autoradiographique c, avec des standards radioactifs d de
14C.
Lorsque les lms autoradiographiques ont été jugés exploitables, les mêmes coupes ont
été utilisées pour obtenir des informations anatomiques.
2.2.2.2 Images anatomiques
Les coupes ont été marquées au violet de crésyl pour révéler les corps cellulaires des
neurones (se référer au protocole décrit en paragraphe 1.2.1.3 (p. 13)).
Pour faciliter et améliorer la reconstruction de ces données autoradiographiques et
histologiques (cf. paragraphe 1.5.1 (p. 44)), des photographies numériques e des plans
de coupe ont été acquises avant le passage du couteau du cryostat. Chaque coupe pré-
levée a donc été photographiée au préalable, avec une résolution de 27×27µm2 dans le plan.
a. 16,5µCi/100g de masse corporelle ; Perkin Elmer, Boston, MA, USA
b. CM3050S Leica, Rueil-Malmaison, France
c. Kodak Biomax MR
d. 146C, American Radiochemical Company,St. Louis, MO
e. Canon Powershot G5 Pro 5 Mo pixels
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La gure 2.4 illustre le protocole d'acquisition des données expérimentales.
Figure 2.4  Acquisition des données post mortem du projet : Du [14C]2DG a été injecté in vivo
45 min avant l'euthanasie et l'extraction des cerveaux. L'hémisphère droit sans bulbe olfactif ni
cervelet a été traité. Une photographie numérique du plan de coupe a été acquise avant la coupe
au cryostat (1). La coupe prélevée a été révélée sur le lm autoradiographique (2) puis marquée au
violet de crésyl (3).
2.2.3 Reconstruction tridimensionnelle des données de l'étude
Pour retrouver la forme originelle des cerveaux étudiés et restituer leur cohérence spatiale,
les données des trois modalités ont été reconstruites en 3D. La photographie a été utilisée
comme référence.
2.2.3.1 Empilement des photographies et création d'un volume
photographique de référence
Les photographies, acquises en couleurs, ont d'abord été empilées. Elles ont ensuite été
décomposées en trois images de niveaux de gris correspondant aux composantes rouges,
vertes et bleues. La composante rouge, présentant le meilleur contraste entre le tissu cé-
rébral et le milieu d'enrobage, a été utilisée pour segmenter le cerveau et ainsi créer un
masque (analyse par histogramme). La composante verte, présentant le meilleur contraste
tissulaire, a été masquée par l'image binaire obtenue précédemment. Les images issues des
composantes vertes ainsi masquées ont constitué les données de travail (voir gure 2.5).
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Figure 2.5  Traitements des photographies acquises. Les photographies ont été acquises en cou-
leurs (a) puis décomposées en trois images de niveaux de gris correspondant chacune aux compo-
santes rouges (b), vertes (c) et bleues (d). Les composantes rouges ont été seuillées pour créer des
masques des cerveaux (e). Les composantes vertes ont été masquées par ces images binarisées et
ont constitué les données de travail (f).
La gure 2.6-1 illustre l'empilement des images issues des composantes vertes et masquées.
L'acquisition de ces images ayant eu lieu avant la coupe des cerveaux et réalisée exactement
dans la même position par rapport au plan de coupe, la série de photographies présente
le même champ de vue. L'empilement génère un volume photographique intrinsèquement
cohérent spatialement, dont la dimension est de l'ordre de 350×308×120 pixels et la taille
de ceux-ci est 0,027×0,027×0,080 mm3 (Dubois et al., 2010b) (cf. gure 2.6-1').
Les lms autoradiographiques (accompagnées des standards radioactifs de 14C) et les
coupes histologiques ont été numérisées sous forme d'images de niveaux de gris, codées
sur 8 bits, en utilisant un scanner à plat f et avec une résolution de 1200 dpi dans le plan
(correspondant à ∼ 21×21 µm2).
f. ImageScanner ; GE Healthcare Europe, Orsay, France)
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2.2.3.2 Reconstruction des volumes histologiques et autoradiographiques
Les coupes histologiques et autoradiographiques numérisées ont été empilées dans le plan
perpendiculaire du plan d'acquisition et centrées selon le centre de gravité (protocole décrit
dans (Dubois et al., 2007, 2008b)). Pour ce faire, les fonctions de traitements d'images bio-
logiques de BrainRAT g ont été utilisées (Dubois et al., 2008a). Chaque coupe histologique
a ensuite été réalignée, par transformation rigide, avec la photographie lui correspondant
(cf. gure 2.6-2). Cette même opération mathématique a permis de réaligner la coupe
analogue du volume autoradiographique sur la coupe histologique précédemment traitée
(cf. gure 2.6-3). La méthode du Block-Matching, décrite dans Ourselin et al. (2001) et
réimplémentée dans BrainVISA (Dauguet, 2005), a été utilisée pour recaler ces images 2D
multimodales. Ces volumes sont illustrés en gures 2.6-2' et -3'.
L'ensemble de ces étapes, valorisé dans l'article de Dubois et al. (2010b), fournit pour
chaque souris et dans un même référentiel spatial, trois volumes d'images acquises post
mortem :
• un volume photographique décrit dans une matrice de 350×308×120 pixels et dont la
taille de ceux-ci est 0,027×0,027×0,080 mm3 ;
• un volume histologique décrit dans une matrice de 479×420×120 pixels environ et dont
la taille de ceux-ci est 0,021×0,021×0,080 mm3 ;
• un volume autoradiographique également décrit dans une matrice de 479×420×120
pixels environ et dont la taille de ceux-ci est 0,021×0,021×0,080 mm3.
g. BrainRAT (Brain Reconstruction and Analysis Toolbox of BrainVISA) est une nouvelle boîte à outils
BrainVISA, logiciel téléchargeable gratuitement (htpp://brainvisa.info/)
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Figure 2.6  Reconstruction tridimensionnelle des données post mortem. Les photographies ont
d'abord été empilées (1) pour fournir un volume photographique spatialement cohérent (1'). Les
coupes histologiques et autoradiographiques numérisées ont ensuite été individualisées et empilées
grâce à l'outil BrainRAT de BrainVISA. Chaque coupe histologique a ensuite été réalignée, par
transformation rigide, avec la photographie lui correspondant (2) ; un volume histologique spatiale-
ment cohérent et dans le même référentiel spatial que le volume photographique a été obtenu (2').
Chaque coupe autoradiographique a été enn réalignée, par transformation rigide, avec la coupe
histologique lui correspondant (3) ; un volume autoradiographique spatialement cohérent et dans le
même référentiel spatial que les volumes photographiques et histologiques a été obtenu (3').
Notes :
• Pour quantier la prise de glucose cérébrale des souris, l'intensité en niveaux de gris
des volumes autoradiographiques a été convertie en valeur d'activité (en nCi/g), en
considérant pour étalon les standards radioactifs de 14C co-numérisés avec les coupes.
Des coecients correctifs, dépendant du poids de l'animal et de l'épaisseur des coupes
prélevées, ont été ensuite appliqués pour normaliser les activités cérébrales et permettre
ainsi les comparaisons inter-groupe (Reiman et al., 2000; Valla et al., 2006).
• L'ensemble des opérations de traitements d'images mis en ÷uvre dans ce travail de thèse
a été implémenté en C/C++ en utilisant les librairies développées au sein de l'I2BM
(AIMS) h. Sauf mention contraire, il en est de même pour tous les traitements d'images
appliqués pour ce projet de thèse et décrits dans la suite de ce manuscrit.
h. Analyse d'Images Médicales et Séquences
Les laboratoires du LONI et CIVM ont distribué des atlas numériques 3D de cerveau de
souris. Construits de diérentes façons, nous les avons utilisés pour développer et valider
notre stratégie d'analyse d'images post mortem 3D par atlas. Cette approche d'analyse
a été élaborée sur un jeu de données obtenu dans le cadre d'une étude préliminaire sur
la maladie d'Alzheimer et constitué de 3 animaux contrôles (souris PS1) et des 4 souris
pathologiques (APP/PS1). Pour chacun de ces animaux, des volumes photographiques, his-
tologiques (créés à partir de coloration des coupes au violet de cresyl) et autoradiographiques
(obtenus après révélation de 2-DG injecté in vivo) ont été créés dans le laboratoire. L'en-
semble de ces données est illustré en gure 2.7. La méthode proposée implique le recalage
de l'atlas numérique sur notre jeu de données ; la stratégie de recalage de ces données est
développée dans le chapitre suivant.
Figure 2.7  Fusion de l'atlas de cerveau de souris créé par le LONI avec l'IRM utilisée pour le
construire (a). Fusions de l'atlas de cerveau de souris créé par le CIVM avec les IRM pondérées
en T1 et T2 utilisées pour le construire [respectivement (b) et (b')]. Reconstructions 3D d'images
post mortem d'une souris PS1 et d'une APP/PS1 acquises par des techniques photographiques (c),
histologiques (d) et autoradiographiques (e).
Chapitre 3
Recalage d'un atlas numérique sur des
volumes post mortem et analyse des
données
Ce chapitre décrit et valide la stratégie que nous avons proposée pour recaler un atlas
numérique 3D sur des volumes de données post mortem an de répondre à la problé-
matique d'analyse soulevée au début de ce manuscrit (cf. section 1.6). Pour cela, nous
nous sommes appuyés sur l'état de l'art du recalage d'images multimodales présenté en
section 1.3. La stratégie élaborée fait l'objet de la première partie de ce chapitre. Nous pré-
sentons et discutons des résultats validant qualitativement et quantitativement la faisabilité
de notre approche. Des tests ont été eectués pour déterminer lequel des deux atlas décrits
en section 2.1 était le plus adéquat pour analyser nos données expérimentales présentées en
section 2.2. Enn, les résultats de l'analyse anatomo-fonctionnelle réalisée sur ces données
et obtenus en utilisant l'atlas sélectionné sont présentés et discutés à la n de ce chapitre.
La gure 3.1 présente une vue synthétique de l'organisation de ce chapitre ainsi que des
principaux points abordés.
Figure 3.1  Organisation du chapitre 3 de ce manuscrit et principaux points abordés.
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3.1 Stratégie de recalage d'un atlas numérique sur
des images 3D de cerveaux de souris acquises
post mortem
Nous avons développé et testé la faisabilité d'une approche d'analyse par atlas d'images
3D de cerveaux de souris acquises post mortem en utilisant l'atlas créé par le laboratoire
du CIVM. Dans cette section, nous parlons donc seulement des données issues de leur
projet, à savoir les IRM pondérées en T1 et en T2 et l'atlas créé à partir de ces images
(cf. paragraphe 2.1.2 (p. 67)). Des tests ont été eectués par la suite pour déterminer si
cet atlas était plus adéquat que celui fourni par le LONI pour analyser nos données expé-
rimentales (voir section 3.3 (p. 103)).
Cet atlas a déjà été utilisé pour mener des analyses morphométriques à partir d'IRM
de cerveaux de souris de diérentes lignées et âgées en moyenne de 9 semaines
(Badea et al., 2007, 2009). Les principaux enjeux de mon travail ont été de :
1. étudier la faisabilité de recaler des images acquises in situ (les IRM décrites en
paragraphe 2.1.2 (p. 67)) sur des images acquises ex situ (nos images expérimentales
décrites en section 2.2 (p. 71)) ;
2. évaluer la possibilité d'analyser des images post mortem 3D acquises ex situ
en utilisant un atlas créé à partir d'IRM acquises in situ ;
3. étudier la faisabilité d'analyser des images acquises sur des souris âgées d'envi-
ron 64 semaines par un modèle numérique généré à partir d'images acquises sur une
souris âgée de 9 semaines.
3.1.1 Traitements préliminaires de l'atlas
Le principe de l'analyse par atlas a consisté à mettre en correspondance un modèle numé-
rique et une image expérimentale à étudier. Pour cela, un des volumes IRM utilisés pour
générer l'atlas a été recalé avec les images à analyser (cf. gure 1.20 (p. 53)).
Les données à analyser proviennent de demi-cerveaux de souris extraits de la boîte crâ-
nienne. Les images acquises sont des photographies des plans de coupe et des numéri-
sations de coupes histologiques et autoradiographiques (cf. section 2.2 (p. 71)). L'atlas
utilisé pour élaborer notre approche d'analyse a été créé à partir d'IRM de cerveau entier
(cf. paragraphe 2.1.2 (p. 67)). Le champ de vue des images expérimentales était diérent
de celui des images de l'atlas. Pour éviter de faire converger les algorithmes dans des mi-
nima locaux et optimiser le temps de calcul d'appariement des images, des pré-traitements
ont été appliqués sur les images de l'atlas. Les diérentes étapes sont décrites ci-après.
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3.1.1.1 Débruitage des IRM
Les IRM pondérées en T1 et en T2 et fournies par le CIVM étaient légèrement bruitées
(voir gures 2.3(a) et (b)). Ce phénomène est une source potentielle de divergence de
l'algorithme de recalage. Pour s'en aranchir sans pour autant modier la dynamique des
images, un ltre médian 3×3×3 a été appliqué aux IRM (cf. gure 3.2). L'avantage de
cette opération est qu'elle ne crée pas de nouvelles valeurs. Ainsi, les zones de discontinuité
et les contrastes des structures sont préservés.
Figure 3.2  Filtre médian appliqué aux IRM pour réduire le bruit présent dans ces images (ici
image pondérée en T1 en vue axiale).
3.1.1.2 Régularisation des segmentations de l'atlas
L'atlas proposé par l'équipe du CIVM présentait quelques artéfacts. Certains pixels ont été
labellisés comme appartenant à une structure diérente de celle(s) représentée(s) par les
pixels avoisinants. Pour corriger cette classication erronée des pixels qui donne un aspect
discontinu et bruité à l'image de labels (voir cercles rouges dans la gure 3.3), un ltre
majoritaire 3×3×3 a été appliqué à l'atlas. Cette opération consiste à recenser dans un
voisinage d'un pixel (noté P i) les labels présents et le nombre de pixels correspondants. La
valeur aectée au pixel P i est celle de la classe dominante de son entourage. Les structures
de taille importante sont favorisées par un tel traitement aux dépens des structures petites
et nes dont les tailles et épaisseurs sont de l'ordre de la taille du ltre. Après traitement, les
contours des régions cérébrales apparaissent plus réguliers et les décrochages précédemment
observés ont disparu (cf. cercles verts dans la gure 3.3).
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Figure 3.3  Filtre majoritaire appliqué à l'atlas (ici vu sous incidence sagittale) pour régulariser
les segmentations. Les cercles rouges et verts mettent respectivement en évidence les eets de ce
ltre : la réduction de l'aspect bruité et des contours irréguliers de certaines structures dus à une
classication imparfaite des pixels dans l'atlas initial.
3.1.1.3 Redressement du plan inter-hémisphérique
Le plan inter-hémisphérique des IRM et de l'atlas présentait une légère inclinaison par
rapport à la normale de l'axe X de notre référentiel déni par le logiciel de visualisation
Anatomist (Rivière et al., 2003). Pour faciliter par la suite l'extraction de la zone à recaler,
opération décrite en paragraphe 3.1.1.4 (p. 82), nous avons redressé l'ensemble de ces
images. Pour ce faire, nous avons utilisé un algorithme développé par notre équipe qui
s'appuie sur les travaux de Prima (Prima et al., 2002). L'idée principale a consisté à créer
une image symétrique de l'originale par rapport à l'axe que nous souhaitons dénir comme
le nouveau plan inter-hémisphérique (dans notre cas l'axe x= dimX/2, où dimX est la
dimension en x de l'image). Nous avons estimé ensuite la transformation T qui permet de
recaler de façon rigide l'image originale sur l'image symétrique et nous avons appliqué la
transformation T 1/2 à l'image originale telle que T 1/2 ◦ T 1/2 = T .
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3.1.1.4 Adaptation du champ de vue
Extraction du cerveau sur les IRM
Les IRM cérébrales mises à disposition ont été acquises in situ, i.e. dans la boîte crânienne.
Malgré les opérations de morphologie mathématique utilisées par l'équipe du CIVM pour
extraire les cerveaux des IRM (voir paragraphe 2.1.2.2 (p. 68)), des uides cérébraux ont
subsisté dans les images (voir èches vertes sur la gure 3.4(a)). Pour les retirer des images,
nous avons masqué les IRM en utilisant le volume de labels (voir èches vertes sur la
gure 3.4(b)).
Extraction de la zone à apparier avec les données expérimentales
Le dernier pré-traitement appliqué aux IRM et à l'atlas a été l'extraction du champ de vue
équivalent à celui des données expérimentales, à savoir un hémisphère privé de son bulbe
olfactif, partie antérieure du cerveau, et de son cervelet, partie postérieure du cerveau
(voir gure 2.4 (p. 73)).
Après redressement du plan inter-hémisphérique, ce dernier a coïncidé avec l'axe
x= dimX/2. Nous avons donc pu extraire automatiquement chaque hémisphère. Les images
ayant été acquises sur une souris sauvage, les hémisphères ont été considérés symétriques.
Les extractions du bulbe olfactif et du cervelet ont été réalisées interactivement sur l'IRM
pondérée en T1 en utilisant BrainVISA et Anatomist et cela en se basant sur les images de la
base de données à analyser (voir cadre rouge sur la gure 3.4(b)). Le champ de vue du résul-
tat obtenu est similaire à celui des nos images expérimentales (cf. gures 3.4(c) et 3.4(d)).
Les paramètres d'extraction du volume d'intérêt enregistrés, les opérations d'extraction de
la zone à recaler sur l'IRM pondérée en T2 et sur l'atlas ont été réalisées automatiquement.
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Figure 3.4  Vue axiale de l'IRM pondérée en T1 avant (a) et après (b) extraction des uides
cérébraux restants (liquide céphalo-rachidien (LCR) pointé par les èches vertes). Extraction au-
tomatique de l'hémisphère à considérer grâce au plan inter-hémisphérique situé à x = dimX/2
(ligne bleue pointillée sur (b)). Extraction interactive de la zone à apparier (cadre rouge sur (b)).
Le champ de vue nal (c) est similaire à celui des nos images expérimentales ((d), vue axiale d'un
volume photographique de notre base de données).
3.1.2 Méthodologie de recalage développée
Pour appliquer les segmentations de l'atlas sur les volumes post mortem de notre
base de données, il a été nécessaire de mettre en correspondance les IRM sur les vo-
lumes à analyser. Les IRM pondérées en T1 et en T2 étant dans le même référentiel
(cf. paragraphe 2.1.2.2 (p. 68)) et les volumes photographiques, histologiques et autora-
diographiques étant eux aussi dans un même référentiel (cf. paragraphe 2.2.3.2 (p. 75)),
une seule transformation permettant de recaler une des deux IRM sur un des trois volumes
de la base a été estimée.
3.1.2.1 Détermination des modalités à mettre en correspondance
L'IRM pondérée en T1 est une image dite anatomique (cf. paragraphe 1.2.2.2 (p. 17)). Le
contraste tissulaire y est plus important que sur une IRM pondérée en T2. De plus, l'image
anatomique fournie par le CIVM présentant moins d'artéfacts que l'IRM pondérée en T2
(voir gures 2.3(a) et (b) (p. 69)), elle a été choisie pour estimer le champ de déformation.
Les volumes post mortem ont été construits en se basant sur la modalité
photographique car le volume créé en empilant les photographies est spatialement cohé-
rent (cf. paragraphe 2.2.3.1 (p. 73)). L'image photographique étant par ailleurs plus sem-
blable à l'IRM que les images produites par les techniques de marquage histologique et
autoradiographique, elle a été choisie comme image de référence pour l'estimation du champ
de déformation.
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La mise en correspondance d'IRM avec des images photographiques reconstruites en 3D a
déjà été proposée dans les travaux de Yelnik et al. et Dauguet et al. (Yelnik et al., 2007;
Dauguet et al., 2007). Des transformations anes et non anes ont été respectivement
utilisées par ces équipes. Des volumes IRM ont également été mis en correspondance avec
des volumes autoradiographiques (Malandain et al., 2004) et histologiques (Schormann
et al., 1995; Lee et al., 2005a; Chakravarty et al., 2006; Li et al., 2009). Aussi, ayant à
disposition les trois modalités post mortem reconstruites en 3D (photographique, histolo-
gique et autoradiographique), une étude méthodologique a consisté à tester chacune de ces
trois modalités comme image de référence pour le recalage de l'IRM an de déterminer la
modalité la plus adaptée (voir gure 3.5).
3.1.2.2 Transformations géométriques utilisées
Les images à recaler (IRM pondérée en T1 et volumes post mortem) ont été acquises sur
des animaux d'âges diérents et dans des conditions expérimentales diérentes. Malgré le
pré-traitement appliqué aux images de l'atlas pour obtenir un champ de vue similaire à
celui des données à analyser (cf. paragraphe 3.1.1.4 (p. 82)), les hémisphères à mettre en
correspondance diéraient en positionnement dans l'espace et en taille. Aussi, la stratégie
de recalage de l'atlas sur les données expérimentales a dû être capable de :
1. positionner les cerveaux dans une même orientation ;
2. compenser les diérences de volumes entre les hémisphères étudiés.
Pour s'aranchir de la variabilité des sujets à mettre en correspondance, plusieurs équipes
ont précédemment proposé de recaler leurs images en augmentant progressivement
le nombre de degrés de liberté des transformations géométriques appliqué à
l'image à recaler (Bock et al., 2006; Badea et al., 2007; Dauguet et al., 2007; Ma et al.,
2008; Li et al., 2009; Maheswaran et al., 2009a). Nous nous sommes inspirés de ces travaux
pour mener cette étude.
La mise en correspondance de l'IRM avec nos volumes post mortem a été
eectuée en trois étapes :
1. Une transformation rigide a d'abord été estimée par une approche globale et
optimisée par la méthode de Powell (cf. paragraphes 1.3.4.1 (p. 27) et 1.3.5.3 (p.
33)). Les images à apparier n'étant pas de même modalité, l'information mu-
tuelle a été utilisée comme critère de similarité (voir équation 1.8 (p. 33) et
Viola and Wells (1997)). Les six paramètres de rotation et de translation de cette
transformation ont permis d'aligner l'IRM avec le volume à analyser.
3.1. Stratégie de recalage d'un atlas numérique sur des images 3D de cerveaux de souris
acquises post mortem 85
2. Une transformation ane, initialisée avec les paramètres précédemment calcu-
lés, a ensuite été estimée indépendamment sur des imagettes de l'IRM en utili-
sant la méthode du Block Matching proposée dans Ourselin et al. (2001) (voir
paragraphes 1.3.3 (p. 26) et 1.3.4.1 (p. 27)). Ne considérant que des petites parties
des images, nous avons supposé qu'il existait une relation linéaire entre les in-
tensités des images à mettre en correspondance. Le coecient de corrélation
a donc été utilisé comme critère de similarité pour apparier ces volumes
(cf. équation 1.6 (p. 32)). De plus, pour minimiser le risque de tomber dans un mi-
nimum local, une approche pyramidale, avec trois niveaux d'échantillonnage, a été
adoptée (cf. paragraphe 1.3.3 (p. 26)). Les paramètres de changement d'échelle et de
cisaillement de cette transformation géométrique ont permis de compenser les dié-
rences volumétriques les plus importantes.
3. Enn, pour améliorer localement le recalage, la transformation non-ane Free
Form Deformation (cf. équation 1.3 (p. 28)) a été initialisée avec les paramètres
précédemment calculés et estimée par une approche globale. Cette méthode de
recalage a été proposée par Rueckert et al et Mattes et al. (Rueckert et al., 1999;
Mattes et al., 2003) et précédemment utilisée avec succès par les membres de notre
équipe pour recaler des images post mortem acquises sur des animaux (Delzescaux
et al., 2003; Dauguet, 2005; Dauguet et al., 2007). L'information mutuelle a été
utilisée comme critère de similarité pour cette étape (cf. équation 1.8 (p. 33)).
L'algorithme L-BFGS a été utilisé pour optimiser la mesure (voir paragraphe 1.3.5.3
(p. 33)). Cette transformation élastique a permis de déformer l'IRM en utilisant
p×q×r points de contrôle, positionnés sur l'ensemble du volume selon les directions
x, y et z. Avec p = q = r = 10, nous avons disposé de 3000 degrés de liberté
pour compenser localement les diérences entre les deux hémisphères à mettre en
correspondance.
La stratégie de recalage proposée pour mettre en correspondance l'IRM pondérée en T1
avec les données post mortem s'est donc eectuée en trois étapes. Des tests supplémentaires
ont pu être réalisés pour déterminer si une combinaison d'images de référence permettait
d'obtenir de meilleurs résultats. Pour chaque étape du recalage, les volumes expérimentaux
ont été testés et celui fournissant le meilleur recalage a été choisi pour réaliser le recalage.
An d'enchaîner automatiquement les trois étapes de recalage, un script python intégré
dans BrainVISA a été développé.
La gure 3.5 synthétise la stratégie de recalage proposée pour mettre en correspondance
l'atlas numérique créé à partir d'IRM de cerveau entier de souris avec des images post
mortem de demi-cerveaux de souris reconstruites en 3D.
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Figure 3.5  Stratégie de recalage d'un atlas numérique créé à partir d'IRM de cerveau entier de
souris avec des images post mortem de demi-cerveaux de souris reconstruites en 3D. Une trans-
formation rigide (1), optimisée en utilisant l'information mutuelle (MI), a d'abord été estimée
pour recaler la partie de l'IRM correspondant à nos données post mortem (0). Une transforma-
tion ane (2), initialisée par les paramètres précédemment obtenus, a ensuite été estimée par la
méthode du Block Matching et optimisée par le coecient de corrélation (ρ). Une transformation
élastique (3), initialisée par les paramètres précédemment obtenus, a enn été estimée en utili-
sant la méthode de la Free Form Deformation. L'information mutuelle (MI) a été utilisée pour
optimiser 3 ddl en chaque point (pt) de contrôle (ctrl) positionné sur l'image (10×10×10). Les
volumes photographiques, histologiques et autoradiographiques ont successivement été considérés
comme image de référence pour chaque étape du recalage. Les paramètres de déformation estimés
ont été appliqués à la partie de l'atlas numérique 3D correspondant à nos données (4).
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3.1.3 Critères d'évaluation qualitative et quantitative de la
méthode de recalage
La mise en correspondance de l'IRM et de l'atlas associé avec nos volumes expérimentaux
a été évaluée à chaque étape du recalage pour juger du bon appariement des données et
de l'amélioration du recalage. Ces évaluations ont été réalisées sur deux souris de l'étude
appartenant chacune à un groupe diérent (une souris PS1 et une APP/PS1) an de
conrmer que l'approche pouvait être appliquée sur des lignées de souris transgéniques
diérentes.
3.1.3.1 Evaluation qualitative
La première évaluation des recalages a été réalisée visuellement. Pour cela, les contours
de l'IRM, obtenus en utilisant un ltre de Deriche (cf. paragraphe 1.4.2.2 (p. 41)), ont
été superposés aux images histologiques associées à nos deux souris. Les correspondances
des contours externes et internes ont été vériées pour évaluer si les données étaient
globalement bien positionnées et si les structures internes, comme le corps calleux ou l'hip-
pocampe, se superposaient correctement.
3.1.3.2 Evaluation quantitative
An d'évaluer quantitativement la qualité des recalages, quelques segmentations de l'atlas
à des segmentations manuelles réalisées par un expert en neuroanatomie sur les volumes
histologiques d'une souris PS1 (souris contrôle) et d'une souris APP/PS1 (souris modèle
de la maladie d'Alzheimer) ont été comparées à l'aide de critères de superposition décrits
en paragraphe 1.3.6.2 (p. 35). Les scores obtenus à la n du processus de recalage ont éga-
lement permis de valider l'utilisation d'un tel atlas pour analyser des images anatomiques
et fonctionnelles acquises post mortem et reconstruites en 3D.
Le choix des structures à étudier a été déterminé selon plusieurs critères :
• les structures devaient être déjà dénies par les segmentations de l'atlas et facilement
segmentables sur les images anatomiques ;
• les structures étudiées devaient être représentatives de l'ensemble des structures
cérébrales de par leur localisation dans le cerveau et leur taille et ce, an d'évaluer les
recalages dans diérentes conditions.
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Les structures choisies pour évaluer quantitativement les recalages ont donc été les sui-
vantes :
1. le cortex cérébral, structure paire a de grande taille qui s'étend sur la quasi totalité
du cerveau (des bulbes olfactifs au cervelet) (représenté en jaune sur la gure 3.6) ;
2. l'hippocampe, structure paire sous-corticale, de taille plus petite, de forme complexe
(en forme de corne dite d'Amon b), principalement située dans la partie postérieure
du cerveau (représenté en rouge sur la gure 3.6) ;
3. le striatum, structure paire sous-corticale dont la taille est du même ordre de gran-
deur que l'hippocampe mais de forme plus simple et située dans la partie antérieure
du cerveau (représenté en bleu sur la gure 3.6) ;
4. le corps calleux, structure impaire c, très ne et située entre le cortex cérébral et
les ventricules (représenté en turquoise sur la gure 3.6) ;
5. la substance noire, structure paire de petite taille, sous-thalamique, profonde,
située dans la partie postérieure du cerveau (représentée en vert sur la gure 3.6).
Figure 3.6  Illustration sur un plan coronal (en haut à gauche), sagittal (en haut à droite) ou
par rendus surfaciques (en bas) des structures cérébrales dénies dans l'atlas : le cortex cérébral
(jaune), l'hippocampe (rouge), le striatum (bleu), le corps calleux (turquoise) et la substance noire
(vert). Ces structures ont été choisies car elles dièrent en taille, en localisation et en complexité
géométrique.
a. Une structure paire est constituée de deux composantes appartenant chacune à un hémisphère.
b. Zeus-Amon est un dieu gréco-égyptien qui apparaît dans l'iconographie grecque sous forme humaine,
les tempes ceintes de cornes de bélier.
c. Une structure impaire n'est constituée que d'une seule composante et est centré sur le plan inter-
hémisphérique du cerveau.
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An que les critères de superposition calculés puissent comparer des régions similaires,
des modications ont été apportées aux segmentations de l'atlas. Le striatum par exemple
peut être considéré comme la région cérébrale réunissant les structures nommées caudate
putamen et accumbens nucleus. Ces deux structures sont plus contrastées en IRM par
rapport à un marquage au violet de crésyl. Aussi, elles peuvent être facilement délimitées
sur l'IRM cérébrale de souris mais beaucoup plus dicilement sur des coupes histologiques
colorées au violet de crésyl. L'expert en neuroanatomie a donc segmenté la région striatale
dans son ensemble et les régions caudate putamen et accumbens nucleus de l'atlas ont été
fusionnées pour créer la région striatale correspondante. Les autres modications apportées
aux segmentations de l'atlas sont décrites en annexe C. (p. 181).
Le tableau 3.1 présente les volumes des régions segmentées sur les volumes histologiques
des demi-cerveaux d'une souris PS1 et d'une souris APP/PS1 ainsi que ceux des structures
correspondantes dénies dans l'atlas.
Volumes (en mm3)
Structures Segmentation manuelle Segmentation manuelle Segmentation dénie
Souris PS1 Souris APP/PS1 dans l'atlas
Cortex 73,55 82,60 84,27
Corps calleux 7,27 6,53 6,47
Hippocampe 13,39 14,98 12,46
Striatum 14,02 13,85 13,15
Substance noire 0,95 0,85 0,89
Tableau 3.1  Volumes du cortex cérébral, du corps calleux, de l'hippocampe, du striatum et de la
substance noire segmentés manuellement sur un hémisphère d'une souris PS1 (souris contrôle),
sur un hémisphère d'une souris APP/PS1 (souris modélisant la maladie d'Alzheimer) et dénis
dans un hémisphère de l'atlas du CIVM.
Comparaison des géométries des segmentations
Pour évaluer les concordances géométriques et spatiales entre les segmentations dénies par
l'atlas et celles délimitées manuellement par l'expert, les critères de superposition suivants
ont été calculés :
• la diérence de volumes (cf. équation 1.9 (p. 36)) ;
• le coecient de Dice (cf. équation 1.11 (p. 36)) ;
• l'index de sensibilité (cf. équation 1.12 (p. 36)).
Des algorithmes codés en C/C++ ont été réalisés pour calculer les critères d'évaluation
quantitative de cette étude.
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Comparaison des informations fonctionnelles mesurées par les diérentes segmentations
Pour s'assurer que les segmentations de l'atlas étaient capables de mesurer des grandeurs
fonctionnelles similaires à celles que pourrait mesurer un expert, les segmentations dénies
dans l'atlas et réalisées manuellement ont été reportées sur les images autoradiographiques
et les activités moyennes par région (µact) ont été mesurées et comparées. Tous les volumes
post mortem étant dans le même référentiel, les segmentations manuelles réalisées sur les
images histologiques ont été appliquées sur les données autoradiographiques. Il en a été de
même pour les segmentations de l'atlas après recalage, et ce, pour toutes les combinaisons
possibles des images de référence.
Le coecient de variation (δµ) déni par l'équation 3.1 a été calculé pour chacune des
cinq structures précédemment citées, an d'estimer l'erreur des mesures des segmentations
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3.2 Etude de faisabilité de la méthode de recalage
L'étude de faisabilité de notre méthode a été réalisée sur une souris PS1 et une APP/PS1.
3.2.1 Evaluation des étapes du recalage
Des transformations rigides, anes puis élastiques ont été estimées pour mettre l'IRM
pondérée en T1 en correspondance avec les volumes post mortem expérimentaux. Les pa-
ramètres de recalage précédemment obtenus ont ensuite été appliqués à l'atlas 3D pour
que ses segmentations puissent délimiter automatiquement des régions cérébrales sur les
volumes expérimentaux. L'ensemble de ces opérations a été réalisé en moins de 30 min
pour chaque animal d.
Dans un premier temps, nous avons considéré la modalité photographique comme
référence pour le recalage. Les résultats qualitatifs et quantitatifs obtenus sont présentés
ci-dessous.
3.2.1.1 Evaluation qualitative
Les recalages de l'IRM sur les souris PS1 et APP/PS1 ont donné des résultats qualitatifs
similaires. Nous présentons uniquement ceux obtenus sur une la souris APP/PS1.
La gure 3.7 montre la superposition des contours de l'IRM pondérée en T1 (en blanc sur la
gure) avec le volume histologique acquis sur une souris APP/PS1. La fusion de ces images
illustre la superposition des données avant toute transformation (cf. gure 3.7(a)) et après
chaque étape de la stratégie de recalage proposée, i.e. après l'estimation des transforma-
tions rigides (cf. gure 3.7(b)), anes (cf. gure 3.7(c)) et élastiques (cf. gure 3.7(d)). Les
èches pleines numérotées 1 (pointées vers les contours externes) des gures 3.7(a) et 3.7(b)
montrent bien que les paramètres de la transformation rigide ont permis de réorien-
ter l'IRM dans l'axe des données expérimentales et de centrer ces images. Ces mêmes
èches montrent, sur les gures 3.7(b) et 3.7(c), que les diérences de volumes les plus
importantes, notamment au niveau de l'enveloppe externe, ont été corrigées après l'es-
timation de la transformation ane. Les variations plus locales ont ensuite été
compensées grâce à la déformation élastique de l'IRM. En eet, dans la gure 3.7(d),
nous observons que les contours des structures externes (èches pleines no 1) aussi bien que
ceux des structures internes telles que le corps calleux (èches pleines no 2) ou l'hippocampe
(èches pleines no 3) de l'IRM se superposent correctement à ces mêmes régions bien mises
en évidence par le marquage au violet de crésyl.
d. Ces tests ont été réalisés sur un IntelR⃝ XeonR⃝ CPU 5150 à 2,66GHz.
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Pour avoir une idée des parties de l'IRM les plus déformées au cours de ces opérations,
nous avons également appliqué les paramètres de déformation à une grille constituée de
plans initialement équidistants et perpendiculaires entre eux. La gure 3.7(e) nous montre
qu'à la n du processus de recalage, les structures externes de l'IRM ont été plus
fortement déformées que les structures internes pour apparier correctement l'atlas
avec les données expérimentales (èches pointillées no 1).
Figure 3.7  Évaluation qualitative du recalage de l'IRM pondérée en T1 sur les volumes expé-
rimentaux par superposition des contours de cette image (en blanc) sur des images histologiques
acquises sur une souris APP/PS1 avant (a) et après chaque étape du recalage : après les trans-
formations rigides (b), anes (c) et élastiques (d). Le volume photographique a été utilisé comme
image de référence pour ce recalage. Les contours externes (èches pleines no 1) en (b) montrent
que la transformation rigide a permis de centrer les deux images. En (c), ces contours montrent
que la transformation ane a permis de compenser les principales diérences volumétriques entre
les données. En (d), nous observons que la transformation élastique a permis d'ajuster localement
les diérences restantes entre les données (se reporter aux contours des structures externes (èches
pleines no 1) et à ceux des structures internes (corps calleux pointé par la èche pleine no 2 et hip-
pocampe pointé par la èche pleine no 3)). La grille en (e) montre que les déformations les plus
importantes à la n du recalage ont lieu au niveau des structures externes (èches pointillées no 1).
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3.2.1.2 Evaluation quantitative
Comparaison des géométries des segmentations
Le tableau 3.2 présente les diérences de volumes (tableau 3.2(a)), les coecients de Dice
(tableau 3.2(b)) et les index de sensibilité (tableau 3.2(c)) calculés entre les segmentations
de l'atlas et celles réalisées manuellement sur une souris PS1 (souris contrôle) et une souris
APP/PS1 (souris modélisant la maladie d'Alzheimer) représentant le cortex cérébral, le
corps calleux, l'hippocampe, le striatum et la substance noire. Ces critères de superposition
ont été calculés avant et après chaque transformation estimée (rigide, ane et élastique)
pour recaler l'IRM sur le volume photographique de ces deux souris.
Souris PS1 Souris APP/PS1
(ctrl) (modèle MA)
Init Rig A Elast Init Rig A Elast






0,14 0,14 0,03 0,03
0,12 0,12 0,28 0,29
0,08 0,08 0,24 0,18
0,06 0,06 0,23 0,08
0,05 0,05 0,22 0,26
0,02 0,02 0,06 0,09
0,02 0,02 0,10 0,08
0,19 0,19 0,27 0,15
0,06 0,06 0,14 0,05
0,08 0,08 0,02 0,01






0,44 0,76 0,79 0,83
0,08 0,42 0,48 0,54
0,38 0,82 0,79 0,83
0,45 0,80 0,81 0,83
0,12 0,67 0,54 0,47
0,56 0,79 0,81 0,85
0,09 0,41 0,42 0,58
0,41 0,82 0,82 0,86
0,47 0,79 0,81 0,81
0,57 0,50 0,51 0,57






0,48 0,82 0,78 0,82
0,07 0,40 0,42 0,47
0,36 0,79 0,70 0,76
0,44 0,78 0,73 0,80
0,11 0,65 0,49 0,41
0,57 0,80 0,78 0,82
0,09 0,41 0,40 0,56
0,37 0,75 0,72 0,80
0,45 0,77 0,76 0,79
0,59 0,52 0,50 0,57
Tableau 3.2  Critères de superposition ((a) Diérences de volumes, (b) Coecients de Dice et (c)
Index de sensibilité) calculés avant (Init) et après chaque transformation estimée (rigide (Rig), af-
ne (A) et élastique (Elast), entre cinq segmentations de l'atlas et celles réalisées manuellement
sur une souris PS1 (souris contrôle "ctrl") et une souris APP/PS1 (souris modélisant la mala-
die d'Alzheimer "MA") : segmentations du cortex cérébral, du corps calleux, de l'hippocampe, du
striatum et de la substance noire. Les scores naux moyens (diérences de volumes ∼ 10%, index
de Dice et de sensibilité & 0, 70) montrent que cet atlas a été capable de classier correctement
les pixels de nos volumes expérimentaux dans les structures cérébrales adéquates.
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Globalement, pour chaque structure segmentée, les critères de superposition varient de
la même façon pour les deux souris transgéniques étudiées. Les gains observés pour les
index de Dice et de sensibilité après la transformation rigide reètent le centrage global des
données comme illustré en gure 3.7(b). Les coecients de Dice obtenus pour les structures
de grande taille (cortex, hippocampe et striatum) sont supérieurs à 0,70. Ceci montre
qu'après l'estimation de cette transformation, les segmentations des structures majeures
se correspondent déjà bien dans l'espace. Cette superposition a ensuite été améliorée grâce
aux paramètres de facteurs d'échelles et de cisaillements de la transformation ane estimée
(gain moyen de ce coecient ∼ 0,5 % entre les recalages rigides et anes). Ces paramètres
ont en revanche dégradé la similitude entre les tailles des segmentations (représentée par
la diérence de volumes) et augmenté le nombre de faux négatifs (représenté par l'index
de sensibilité) : entre les recalages rigides et anes, la diérence de volumes entre les
segmentations a augmenté en moyenne de ∼ 175 % et l'index de sensibilité a perdu en
moyenne ∼ 5 %. Ces pertes ont pu être compensées grâce aux 3×103 degrés de liberté de
la transformation élastique estimée à la n de la stratégie de recalage. En eet, entre les
recalages anes et élastiques, la diérence de volumes entre les segmentations a diminué
de ∼ 23 % en moyenne et l'index de sensibilité a lui augmenté de ∼ 9 %. Le coecient de
Dice a proté également de ces ajustements locaux et les scores obtenus après le recalage
élastique sont en moyenne ∼ 7 % plus élevés que ceux obtenus après le recalage ane.
Les diérences de volumes nales montrent que l'atlas a été capable de mesurer, sur une
reconstruction 3D d'images post mortem, le volume :
• du cortex cérébral avec une moyenne des erreurs de 6 % (ce qui représente ∼ 5 mm3
pour un hémisphère) ;
• du corps calleux avec une moyenne des erreurs de 18 % (ce qui représente ∼ 1 mm3 pour
un hémisphère) ;
• de l'hippocampe avec une moyenne des erreurs de 17 % (ce qui représente ∼ 2 mm3 pour
un hémisphère) ;
• du striatum avec une moyenne des erreurs de 6 % ;(ce qui représente ∼ 1 mm3 pour un
hémisphère) ;
• de la substance noire avec une moyenne des erreurs de 14 % (ce qui représente ∼ 0,2mm3
pour un hémisphère).
Les index naux de Dice et de sensibilité sont respectivement ∼ 0,72 et ∼ 0,68 en moyenne.
Ces scores attestent de la capacité de l'atlas à classier correctement les pixels de nos
volumes expérimentaux dans les principales structures cérébrales. Nous avons donc pu
utiliser cet atlas pour segmenter automatiquement les structures cérébrales
d'une reconstruction 3D d'images post mortem.
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Pour illustrer la mise en correspondance de ces segmentations, les tracés de l'hippocampe
dénis dans l'atlas et réalisés manuellement sur la souris APP/PS1 ont été superposés
avant et après recalage et visualisés en 2D et en 3D. Sur la gure 3.8, nous observons
qu'après recalage les deux segmentations de cette structure de forme complexe étaient bien
superposées dans l'espace. Cette illustration indique également que l'erreur de mesure du
volume de l'hippocampe était distribuée de façon homogène tout autour de la structure.
Ces mêmes observations ont été faites pour toutes les structures segmentées manuellement
an d'évaluer la qualité de notre stratégie de recalage.
Figure 3.8  Superposition de la segmentation de l'hippocampe de l'atlas (en rouge) sur la seg-
mentation manuelle de cette structure (en bleu) réalisée sur un volume histologique d'un cerveau
de souris APP/PS1, avant ((a) et (c)) et après recalage ((b) et (d)) de l'atlas sur ce volume ex-
périmental. Les gures (a) et (b) représentent les projections de ces segmentations sur une coupe
histologique. Les gures (c) et (d) représentent les rendus surfaciques de ces segmentations sur un
rendu surfacique du volume histologique. Cette gure montre qu'après recalage, les deux segmen-
tations de cette structure de forme complexe sont bien superposées dans l'espace.
Comparaison des informations fonctionnelles mesurées par les diérentes segmentations
L'activité cérébrale a été mesurée à l'intérieur de chaque structure segmentée par l'atlas
µact(A) et comparée à celle mesurée après segmentation manuelle µact(M). Le tableau 3.3
montre ces activités (en nCi/g) pondérées par leur écart-type (SD pour Standard De-
viation en anglais) pour chacune de cinq structures segmentées sur une souris PS1 (voir
tableau 3.3(a)) et une souris APP/PS1 (voir tableau 3.3(b)). Les coecients de variation
(δµ) ont également été calculés entre les activités appariées. Les résultats présentés dans ce
tableau montrent que les diérences de mesure d'activité réalisées par les deux approches de
segmentation sont globalement non signicatives (δµ ≤ 5%). A l'exception du cas du corps
calleux de la souris PS1, les segmentations de l'atlas ont fourni une activité moyenne par
structure du même ordre de grandeur que celles estimées par les segmentations manuelles.
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µact(M) ± SD µact(A) ± SD δµ
(nCi/g) (nCi/g)










































Tableau 3.3  Comparaison des activités moyennes des structures cérébrales mesurées par les
segmentations manuelles (µact(M)±SD) et celles dénies dans l'atlas (µact(A)±SD), avec "SD",
l'écart-type mesuré pour chaque segmentation. Les activités (exprimées en nCi/g) ont été mesurées
dans le cortex cérébral, le corps calleux, l'hippocampe, le striatum et la substance noire d'une souris
PS1 (souris contrôle "ctrl", tableau (a)) et une souris APP/PS1 (souris modélisant la maladie
d'Alzheimer "MA", tableau (b)) une fois l'atlas recalé sur les images de ces souris. Les coecients
de variation (δµ) calculés pour chaque structure ont permis d'estimer l'erreur de mesure d'activité
des segmentations de l'atlas par rapport aux mesures réalisées avec les segmentations manuelles.
Les diérences entre les deux mesures sont globalement non signicatives (δµ ≤ 5%). Ces résultats
montrent que les segmentations de l'atlas ont fourni une activité moyenne par structure du même
ordre de grandeur que celles estimées par les segmentations manuelles.
Les résultats exposés aux paragraphes 3.2.1.1 (p. 91) et 3.2.1.2 (p. 93) montrent que la
stratégie de recalage proposée pour mettre en correspondance les segmenta-
tions d'un atlas numérique 3D sur des reconstructions d'images post mortem
était bien adaptée à notre étude pour les principales structures cérébrales.
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3.2.2 Validation du choix de la modalité de référence utilisée pour
le recalage
Les résultats présentés dans le paragraphe 3.2.1 (p. 91) ont été obtenus en considérant uni-
quement les volumes photographiques comme images de référence pour eectuer les étapes
successives de recalage. Ayant à notre disposition des volumes histologiques et autoradio-
graphiques pour chaque sujet de la base, nous avons recalé de nouveau l'IRM pondérée
en T1 sur nos données en prenant en compte ces autres modalités comme images de ré-
férence pour l'estimation des transformations. La stratégie de recalage se décomposant en
trois étapes (rigide, ane et élastique), nous avons considéré une seule modalité pour l'en-
semble des étapes ou combiné les modalités. Les critères de superposition (diérences de
volumes, coecients de Dice et index de sensibilité) ont été calculés. En fonction des scores
obtenus pour chacun des tests, nous avons déterminé la(es) modalité(s) à considérer comme
image(s) de référence pour chacune des étapes de la stratégie de mise en correspondance
de l'atlas numérique sur nos données expérimentales.
Les tests présentés ci-dessous ont été réalisés sur les souris PS1 et APP/PS1 dont cinq
structures ont été segmentées manuellement. Les résultats étant similaires pour ces deux
animaux, seuls ceux obtenus sur la souris APP/PS1 sont présentés.
3.2.2.1 Recalage de l'IRM pondérée en T1 sur une seule modalité de référence
Dans un premier temps, les transformations rigides, anes et élastiques permettant de
recaler l'IRM pondérée en T1 ont été estimées en considérant uniquement le volume his-
tologique, puis uniquement le volume autoradiographique.
Le tableau 3.4 présente les diérences de volumes (tableau 3.4(a)), les coecients de Dice
(tableau 3.4(b)) et les index de sensibilité (tableau 3.4(c)) calculés entre les segmentations
de l'atlas et celles réalisées manuellement sur une souris APP/PS1. Ces critères de super-
position ont été calculés après l'estimation de la transformation élastique (scores obtenus
en gras dans le tableau 3.4). Pour chaque critère et structure, l'écart-type des scores
a été calculé an d'évaluer les diérences entre les tests eectués. Seules les diérences de
volumes hippocampiques et striataux, ainsi que les index de Dice et de sensibilité calculés
pour la substance noire ont un écart-type supérieur à 0,05.
La majorité des écarts-types calculés étant inférieure ou égale à 0,05 nous avons admis
que les mesures entre les tests eectués étaient peu dispersées. Par conséquent, que l'on
considère le volume photographique, histologique ou autoradiographique comme unique
modalité de référence, la qualité de la mise en correspondance des images est similaire.
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3.2.2.2 Recalage de l'IRM pondérée en T1 avec une combinaison de modalités
d'imagerie de référence
Les transformations rigides, anes et élastiques ont ensuite été estimées en considérant
alternativement les volumes photographiques, histologiques et autoradiographiques. Les
mêmes critères de superposition que pour les tests précédents et pour les mêmes structures
cérébrales ont été calculés, mais cette fois-ci après chaque étape du recalage. Les scores
obtenus ont été reportés dans le tableau 3.4 (résultats non écrits en gras). Pour chaque
critère, structure et étape du recalage, l'écart-type des scores obtenus a été calculé.
Après le recalage rigide, les écarts-types calculés pour les diérents critères ont tous été
inférieurs à 0,05. Nous en avons déduit que le choix de l'image de référence pour cette
transformation n'inuait pas sur la qualité du recalage de l'IRM sur les données expéri-
mentales. Nous avons décidé de conserver la modalité photographique comme image de
référence pour le recalage rigide, modalité spatialement plus cohérente que les deux autres
(cf. paragraphe 2.2.3.1 (p. 73)).
Toutes les transformations anes estimées par la suite ont été initialisées avec les para-
mètres de translation et de rotation obtenus en utilisant le volume photographique comme
image de référence pour la première étape de notre stratégie de recalage. Seul l'écart-type
calculé entre les index de sensibilité pour la substance noire est supérieur à 0,05 ; les autres
écarts-types sont inférieurs à cette valeur. Une fois encore, le choix de l'image de référence
pour cette transformation n'a pas semblé inuer sur la qualité du recalage des images.
Nous avons donc conservé ici aussi la modalité photographique pour image de référence du
recalage.
Enn, après estimation des transformations élastiques, initialisées avec les paramètres
obtenus en ne considérant que la modalité photographique pour image de référence des
deux premières étapes du recalage, les scores calculés ont peu varié entre eux, quelle que
soit la modalité d'image considérée comme image de référence du recalage.
Ces tests ont montré que combiner des modalités de référence pour recaler l'IRM pondérée
en T1 sur des reconstructions en 3D d'images post mortem n'apportaient pas d'améliora-
tions majeures et signicatives quant à la qualité du recalage des images. Pour les expéri-
mentations décrites dans les sections suivantes, seul le volume photographique a été
considéré comme image de référence pour les trois transformations estimées.








































































































































































































































Tableau 3.4  Comparaison quantitative des diérents recalages selon l'image de référence choisie
par calcul de la diérence de volumes, du coecient de Dice et de l'index de sensibilité pour le
cortex cérébral (Cx), le corps calleux (cc), l'hippocampe (Hc), le striatum (Striat) et la substance
noire (SN) d'une souris APP/PS1. Les volumes histologique (His), autoradiographique (Aut) et
photographique (Ph) ont été successivement considérés comme image de référence pour chaque
étape de la stratégie de recalage (rigide (Rig), ane (A) et élastique (Elast)). Les scores obtenus
pour les tests ne considérant qu'une unique modalité référente pour l'ensemble des transformations
sont indiqués en gras. Les écarts-types des résultats obtenus par test (SD) indiquent que le choix
de l'image de référence pour un recalage n'a pas inué sur sa qualité (globalement SD ≤ 0, 05).
Pour chaque étape de recalage, nous avons conservé la photographie comme modalité de référence.
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3.2.3 Discussion sur la stratégie de recalage mise en place
Cette étude de faisabilité a été réalisée pour évaluer qualitativement et quantitativement
s'il était possible de recaler une IRM de cerveau entier de souris acquise in situ sur des
reconstructions 3D d'images de demi-cerveaux acquises post mortem et ex situ et ce, en
vue d'analyser les images anatomiques et fonctionnelles post mortem.
La stratégie de recalage proposée a consisté à augmenter progressivement le nombre
de degrés de liberté des transformations géométriques pour recaler une IRM sur nos
images 3D expérimentales. Cette approche a permis d'aner au fur et à mesure le recalage
de ces images dont les champs de vue, les géométries et les localisations globales des objets
à apparier (demi-cerveaux) étaient initialement diérents.
3.2.3.1 Evaluation de la qualité du recalage
Recaler des images multimodales puis évaluer l'opération n'est pas chose aisée étant donné
que les informations contenues dans une image ne se retrouvent pas forcément dans l'autre
image. Superposer les images pour évaluer localement la mise en correspondance de cha-
cune des données ou calculer des critères de superposition pour valider la concordance des
segmentations réalisées pour l'une et l'autre images est un exercice dicile.
Notre étude a été d'autant plus complexe qu'en plus de la diculté de la multimodalité,
nous avons cherché à mettre en correspondance une image de cerveau de souris dans sa
géométrie d'origine, post-traitée semi-automatiquement (zone de l'IRM à apparier, voir
paragraphe 3.1.1 (p. 79)) avec des images de demi-cerveaux de souris déformés physique-
ment par le protocole d'acquisition des images (cf. paragraphe 1.2.1 (p. 9)). En plus des
déformations des coupes numérisées dues à la manipulation des tissus, ces images post
mortem ex situ sont par essence dépourvues de méninges e et de liquide céphalo-rachidien,
alors que ces membranes et liquide sont présents sur l'IRM (image acquise en conservant
le cerveau dans la boîte crânienne). Par conséquent, certaines structures, comme les ven-
tricules, cavités cérébrales participant à la circulation de uide, ne peuvent apparaître de
façon identique dans les deux images. Le recalage de structures avoisinantes, telles que
l'hippocampe ou le corps calleux (voir gure 3.6 (p. 88)), peut donc être impacté par ces
déformations. Ceci peut expliquer les scores obtenus pour les critères de superposition de
l'hippocampe et du corps calleux (cf. tableau 3.2 (p. 93)).
e. Les méninges sont les membranes enveloppant le système nerveux central, la portion intra-crânienne
des nerfs crâniens et les racines des nerfs spinaux.
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Une autre hypothèse peut être proposée pour expliquer l'obtention de ces résultats. Les
diérences entre les segmentations de l'atlas et celles réalisées manuellement ont pu être
dues à la dénition même des structures, fait survenant lorsque des segmentations réali-
sées par deux méthodes diérentes sont comparées. En eet, bien que des compromis et
post-traitements aient été faits pour rendre comparables le plus possible les segmentations
(cf. paragraphe 3.1.3.2 (p. 87)), il est peu probable d'avoir atteint l'adéquation parfaite
entre les deux tracés. Ces diérences persistantes sont particulièrement visibles au niveau
des nes structures telles que le corps calleux ou encore des structures de forme complexe
telles que l'hippocampe (cf. paragraphe 3.1.3.2 (p. 87)). La stratégie de recalage proposée
a été principalement dirigée par les grosses structures et celles ayant une géométrie simple,
aux dépens de celles plus petites en taille et/ou ayant une géométrie plus complexe. La
contribution des diverses structures a donc été diérente sur le recalage global. Certains
paramètres de recalage, tels que ceux jouant sur les facteurs d'échelle, ont pu amplier les
diérences pour ces petites structures de forme plus ou moins complexe. Pour améliorer
le recalage de ces petites structures, une approche itérative pourrait être adoptée. Une
première étape pourrait consister à recaler l'ensemble des structures de l'atlas en utilisant
l'approche proposée dans ce chapitre. Une seconde étape consisterait alors à estimer locale-
ment des transformations permettant d'optimiser le recalage des structures les moins bien
recalées tout en contraignant le déplacement des structures avoisinantes jugées correcte-
ment recalées. Les transformations estimées pourraient être de nature multi-anes comme
celles proposées dans l'étude Commowick et al. (2008).
La superposition des contours de l'IRM sur les images histologiques (cf. gure 3.7 (p. 92)),
ainsi que la superposition des segmentations de l'hippocampe, dénies par l'atlas et ma-
nuellement (cf. gure 3.8 (p. 95)), montrent bien que la stratégie de recalage proposée
est parvenue à déformer progressivement l'IRM et l'atlas associé pour qu'ils
puissent être recalés correctement sur les données expérimentales. Les déforma-
tions de la grille en gure 3.7(e) attestent que la transformation non-ane n'a pas déformé
de façon excessive les structures internes, mais plutôt celles situées en périphérie du cer-
veau. Considérant également les scores élevés obtenus pour les critères de superposition
après l'estimation de la transformation ane (voir tableau 3.2 (p. 93)), nous avons conclu
que cette transformation était proche de la solution et par conséquent initialisait bien la
transformation élastique. L'algorithme de la Free Form Deformation a optimisé, de façon
ecace, le recalage en se basant sur une grille dense de points de contrôle ; une approche
multi-échelles sur cet algorithme ne nous est pas apparue nécessaire.
Les scores naux obtenus pour chaque critère de superposition calculé sont élevés : les index
moyen de Dice et de sensibilité valent respectivement ∼ 0,72 et ∼ 0,68 (cf. tableau 3.2).
Ils attestent que l'atlas a été capable de classier correctement, les pixels des
volumes expérimentaux dans les structures cérébrales adéquates. La gure 3.8
montre par ailleurs que les erreurs de mesure des volumes des structures telles que l'hip-
pocampe ont été distribuées de façon homogène. La forme générale et la localisation des
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structures étant préservées, nous avons conclu que cet atlas pouvait être utilisé pour seg-
menter automatiquement les régions anatomiques présentes dans une reconstruction 3D
d'images post mortem. Cette conclusion a été renforcée par les coecients de variation de
mesure d'activité moyenne au sein d'une structure, montrés dans le tableau 3.3 (p. 96).
Globalement, les activités mesurées par les segmentations de l'atlas et celles délimitées ma-
nuellement ont peu diéré entre elles (δµ ≤ 5%). Une analyse fonctionnelle des images
de la base de données a donc pu être menée avec cet atlas.
3.2.3.2 Choix de la modalité de référence pour le recalage
La stratégie de recalage a été dénie en trois étapes : estimations de transformations
rigides, anes et élastiques. Ayant à notre disposition des volumes histologiques, autora-
diographiques et photographiques pour chaque sujet de la base, nous avons déterminé, en
nous appuyant sur les critères de superposition, quelle était la modalité à considérer comme
image de référence pour chaque étape du recalage. A notre connaissance, cette étude n'a
jamais été réalisée. Les tests ont montré que le choix de telle ou telle modalité n'ap-
portait pas d'améliorations majeures et signicatives à la qualité du recalage
des images (voir les résultats du tableau 3.4 (p. 99)). L'analyse de nos données expéri-
mentales a donc été réalisée en considérant uniquement le volume photographique
comme image de référence pour les trois transformations estimées.
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3.3 Sélection de l'atlas numérique 3D pour analyser les
données expérimentales
Les recherches bibliographiques présentées dans le paragraphe 1.5.3 (p. 52) nous ont permis
d'avoir accès à deux atlas de cerveaux de souris créés par des équipes diérentes (voir
section 2.1 (p. 64)). Une approche d'analyse par atlas d'images post mortem reconstruites
en 3D a été développée et validée avec l'atlas mis à disposition par le CIVM. Nous avons
ensuite évalué si la méthode utilisée pour créer l'atlas pouvait inuer sur nos analyses
ultérieures, et le cas échéant, avons déterminé quel atlas (celui du LONI ou celui du CIVM)
était le plus à même d'être utilisé pour analyser la base de données de l'étude.
3.3.1 Protocole de comparaison des atlas
3.3.1.1 Homogénéisation de la dénition des structures des atlas
Les atlas originaux fournis par les deux laboratoires comportent tous deux une trentaine
de structures (voir annexes B (p. 178) et C (p. 181)). Beaucoup de structures présentes
dans un atlas ne le sont pas dans l'autre, ou du moins pas exactement : les 3ème et 4ème
ventricules sont par exemple diérenciés dans l'atlas du LONI mais pas dans celui du
CIVM et la structure dénommée amygdale, proche du cortex, a été segmentée dans l'atlas
du CIVM mais pas dans celui du LONI. Pour être en mesure de comparer les analyses
de nos données, il a fallu dans un premier temps homogénéiser la dénition des structures
dans les deux modèles numériques.
Les segmentations des atlas ont ainsi été harmonisées an d'obtenir des structures anato-
miques cohérentes entre les deux atlas. La liste de ces quinze nouvelles structures ainsi
que le détail des agglomérats réalisés sont détaillés en annexe D (p. 184). Les volumes de
ces structures sur un hémisphère sont présentés dans le tableau 3.5. Nous observons que
malgré les modications apportées, certaines structures, comme le cortex cérébral, n'ont
pas le même volume dans les deux atlas. La gure 3.9 illustre cette nouvelle organisation.
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Volume (en mm3)
Structures Segmentation dénie Segmentation dénie
dans l'atlas du CIVM dans l'atlas du LONI
Commissure antérieure 0,36 0,44
Tronc cérébral 26,14 21,83
Cervelet 4,06 2,34
Cortex cérébral 91,03 51,10




Capsule interne 1,28 2,02




Bulbe olfactif 7,20 5,91
Substance noire 0,89 0,63
Tableau 3.5  Volumes (en mm3) des structures dénies dans un des hémisphères des atlas du
CIVM et du LONI, après homogénéisation des segmentations.
Figure 3.9  (a) Atlas originaux créés par le LONI (à gauche) et le CIVM (à droite). (b) Atlas du
LONI et du CIVM après homogénéisation des segmentations (voir annexe D).
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3.3.1.2 Comparaison des segmentations des atlas
Pour comparer spatialement les segmentations des atlas, un des modèles numériques a été
recalé sur l'autre en utilisant la stratégie de recalage proposée auparavant. Les critères
de superposition ont ensuite été calculés entre les segmentations des atlas. Le tableau 3.6
présente les scores obtenus pour ces critères. Globalement, nous n'avons pas obtenu de
scores optimaux pour les petites structures (cf. tableau 3.5), notamment pour le corps
calleux et la substance noire. Cela peut être en partie être dû à des erreurs de recalage,
à des diérences persistantes entre les segmentations de chacun des atlas ou bien à la
variabilité entre les souris ayant servies à créer les atlas.
Structures Diérences Coecients Index de
segmentées de volumes de Dice sensibilité
Commissure antérieure 0,57 0,31 0,43
Tronc cérébral 0,07 0,87 0,84
Cervelet 0,07 0,92 0,89
Cortex cérébral 0,11 0,87 0,82
Corps calleux 0,35 0,50 0,61
Fimbria 0,56 0,55 0,76
Hippocampe 0,10 0,82 0,87
Hypothalamus 0,44 0,71 0,90
Capsule interne 0,82 0,44 0,74
Tractus optique 0,28 0,30 0,29
Striatum 0,26 0,78 0,89
Thalamus 0,24 0,77 0,69
Ventricules 0,75 0,32 0,24
Bulbe olfactif 0,01 0,78 0,78
Substance noire 0,09 0,58 0,55
Tableau 3.6  Critères de superposition (Diérences de volumes, Coecient de Dice et Index de
sensibilité) calculés entre les segmentations des atlas du LONI et du CIVM une fois ces volumes
mis en correspondance par la méthode proposée en section 3.1.
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3.3.2 Choix de l'atlas pour analyser les données de l'étude
Nous avons considéré que les modications apportées aux structures dénies dans les atlas
ont fourni des modèles numériques de cerveaux de souris susamment cohérents entre eux
d'un point de vue de la segmentation pour eectuer les tests suivants.
Pour déterminer lequel de ces deux atlas était le plus adapté pour analyser les données, les
atlas du LONI et celui du CIVM ont été successivement recalés sur les volumes photogra-
phiques de la souris PS1 et de la souris APP/PS1 dont cinq structures anatomiques ont été
segmentées pour l'étude de faisabilité de la méthode de recalage (voir section 3.2 (p. 91)).
La mise en correspondance de ces données a été eectuée selon la stratégie proposée pré-
cédemment (voir section 3.1 (p. 79)).
3.3.2.1 Comparaison qualitative des recalages de ces deux atlas sur nos
données
Pour comparer qualitativement la mise en correspondance de chaque atlas sur nos données,
nous avons superposé les segmentations des atlas recalés sur celles délimitées manuellement.
La gure 3.10 montre qu'après recalage sur les données de l'étude, la segmentation du stria-
tum dénie dans l'atlas du CIVM est mieux superposée sur la segmentation manuelle que
celle provenant de l'atlas du LONI. Nous avons pu faire cette même observation sur l'en-
semble des structures segmentées sur la souris PS1 et la souris APP/PS1 : une meilleure
adéquation entre les segmentations de référence et les segmentations de l'atlas
du CIVM comparativement à celles de l'atlas du LONI.
Figure 3.10  Superposition des segmentations du striatum par l'atlas du LONI (à gauche) et du
CIVM (à droite) (en rouge) sur la segmentation manuelle de cette structure (en bleue) réalisée
sur un volume histologique d'une souris PS1, une fois chaque atlas recalé sur les données de cette
souris. La segmentation fournie par l'atlas du CIVM est mieux superposée à la segmentation de
référence que celle fournie par l'atlas du LONI.
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3.3.2.2 Comparaison quantitative du recalage des deux atlas sur les données
de l'étude
Les critères de superposition ont ensuite été calculés pour comparer la concordance des
segmentations provenant des atlas avec celles réalisées manuellement f. Les scores obtenus
pour la souris PS1 et la souris APP/PS1 segmentées sont montrés dans le tableau 3.7.
Segmentations Segmentations
de l'atlas du CIVM de l'atlas du LONI
∆V κ Se ∆V κ Se
































Tableau 3.7  Critères de superposition (Diérences de volumes (∆V ), Coecients de Dice (κ)
et Index de sensibilité (Se)) calculés entre les segmentations manuelles de cinq structures (cortex
cérébral, corps calleux, hippocampe, striatum et substance noire) délimitées sur une souris PS1 et
une souris APP/PS1, et les segmentations dénies par les atlas du CIVM et du LONI une fois
ces derniers recalés sur les images des souris PS1 et APP/PS1. En moyenne, sur l'ensemble des
structures segmentées, les segmentations de l'atlas du CIVM se superposent mieux que celles de
l'atlas du LONI sur les segmentations manuelles : κ(CIVM) ≃ 0, 71 contre κ(LONI) ≃ 0, 66
et Se(CIVM) ≃ 0, 69 contre Se(LONI) ≃ 0, 67.
Le tableau 3.7 indique que l'atlas du CIVM a mesuré le volume :
• du cortex cérébral avec une erreur moyenne de 3 % contre 14 % pour l'atlas du LONI ;
• du corps calleux avec une erreur moyenne de 19 % contre 9 % pour l'atlas du LONI ;
• de l'hippocampe avec une erreur moyenne de 17 % contre 3 % pour l'atlas du LONI ;
• du striatum avec une erreur moyenne de 12 % contre 32 % pour l'atlas du LONI ;
• de la substance noire avec une erreur moyenne de 14 % comme pour l'atlas du LONI.
f. Les scores obtenus pour les segmentations de l'atlas du CIVM sont sensiblement diérents de ceux
obtenus en paragraphe 3.2.1.2 (p. 93) du fait des traitements apportés aux segmentations de l'atlas pour
les homogénéiser avec celles de l'atlas du LONI.
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Ce critère ne permet pas de déterminer le modèle numérique le plus approprié pour analyser
les données de la base. En revanche, les index naux de Dice et de sensibilité obtenus avec
les segmentations de l'atlas du CIVM sont respectivement ∼ 0,71 et ∼ 0,69 en moyenne
contre ∼ 0,66 et ∼ 0,67 pour l'atlas du LONI. Ces résultats ont conrmé les observations
faites précédemment, à savoir que les segmentations de l'atlas du CIVM se superposaient
mieux que celles provenant de l'atlas du LONI sur les segmentations manuelles.
Au vu de l'ensemble de ces observations et résultats quantitatifs, nous avons considéré
l'atlas proposé par le CIVM pour mener les analyses anatomo-fonctionnelles. Les
segmentations de cet atlas comme décrit en annexe C (p. 181) ont été conservées pour la
suite de l'étude.
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3.4 Analyse par atlas de volumes post mortem
anatomiques et fonctionnels
L'analyse des données de l'étude avec l'atlas a permis de :
1. évaluer la robustesse de l'approche d'analyse des données post mortem 3D par l'atlas
du CIVM ;
2. quantier les diérences morphologiques et fonctionnelles entre les deux groupes
de souris (souris contrôles (PS1) versus souris modélisant la maladie d'Alzheimer
(APP/PS1)).
3.4.1 Recalage de l'atlas sur les données de l'étude
Pour mener l'analyse des volumes post mortem anatomiques et fonctionnels de la base de
données (trois souris PS1 et quatre souris APP/PS1), nous avons recalé l'atlas du CIVM
selon la stratégie proposée (cf. section 3.1 (p. 79)). Nous avons vérié visuellement que
les contours de l'IRM pondérée en T1 se superposaient bien avec chacun des volumes
histologiques.
3.4.2 Étude de groupe à l'échelle des structures cérébrales
Après recalage de l'atlas sur chaque souris de la base, les volumes de plusieurs structures
dénies par les segmentations de l'atlas ainsi que les activités contenues dans chaque seg-
mentation ont été calculés. Pour cela, les images anatomiques (volumes photographiques
ou histologiques) et fonctionnelles (volumes autoradiographiques g) propres à chaque ani-
mal ont été respectivement utilisées. Le volume moyen (V ± SEM) et l'activité moyenne
(µact ± SEM) pondérés par l'erreur type de la moyenne (SEM pour Standard Error Mean
en anglais) ont ensuite été calculés pour chaque région anatomique étudiée et pour chaque
groupe de souris (PS1 versus APP/PS1). Un test de Student bilatéral non-apparié a été
eectué pour évaluer la signicativité des diérences trouvées entre les deux groupes (seuil
de signicativité xé à 5%).
En plus des structures précédemment citées, i.e. le cortex cérébral, le corps calleux, l'hip-
pocampe, le striatum et la substance noire, les volumes et activités des colliculi inférieur
et supérieur (structures paires non sous-corticales, situées dans la partie postérieure du
cerveau), du thalamus (structure impaire, située dans la partie centrale du cerveau), ainsi
que de l'hémisphère dans son intégralité ont été calculés.
g. Les volumes autoradiographiques ont été normalisés en intensité selon la note de la n du
chapitre 2 (p. 76)
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Les résultats des volumes et activités moyens par structure et par groupe sont présentés
dans le tableau 3.8. Nous avons observé que pour les très grandes structures (hémisphère
et cortex cérébral), l'atlas était capable de mesurer de façon robuste les volumes et les
activités (SEM par structure et par groupe faible au regard de la moyenne). Les segmen-
tations dénies par l'atlas ont également fourni des mesures volumiques et fonctionnelles
du même ordre de grandeur pour les structures sous-corticales (corps calleux, hippocampe,
striatum et thalamus). Pour les structures non sous-corticales (colliculi inférieurs et supé-
rieurs) ainsi que pour les très petites structures profondes (substance noire), les mesures
volumétriques ont été plus dispersées : pour les colliculi inférieurs (IC) et supérieurs (SC)
des souris PS1, nous avons V (ICPS1) = 2,48 ± 0,15 mm3, V (SCPS1) = 6,12 ± 0,42 mm3.
Il en a été de même pour les mesures d'activités de ces structures : pour les colliculi in-
férieurs des souris PS1 et APP/PS1, nous avons µact(ICPS1) = 233,11 ± 16,55 nCi/g et
µact(ICAPP/PS1) = 295,80 ± 26,98 nCi/g, et pour les substances noires (SN), nous avons
mesuré µact(SNPS1) = 177,08 ± 20,98 nCi/g.
Les tests de Student eectués n'ont pas révélé, à l'échelle des segmentations de l'atlas, de
diérences signicatives volumétriques ou fonctionnelles entre ces groupes (p ≥ 0,05).
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Souris PS1 Souris APP/PS1
(n = 3) (n = 4)
























































Tableau 3.8  Volume moyen (V ± SEM) et activité moyenne (µact ± SEM) mesurés par les
segmentations dénies dans l'atlas, une fois celui-ci recalé sur les images de la base de données de
notre étude. SEM représente l'erreur type de la moyenne (acronyme de l'expression anglophone
Standard Error Mean). Les mesures volumétriques et fonctionnelles par l'atlas des grandes struc-
tures (hémisphère, cortex cérébral) et/ou sous-corticales (corps calleux, hippocampe, striatum et
thalamus) sont homogènes au sein d'un groupe de souris ; les mesures réalisées pour les plus petites
structures profondes et/ou non sous-corticales (substance noire, colliculi inférieur et supérieur)
sont elles plus dispersées. A l'échelle des segmentations de l'atlas, les diérences volumétriques et
fonctionnelles entre les groupes n'ont pas été statistiquement signicatives (p ≥ 0,05).
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3.4.3 Discussion des résultats obtenus
3.4.3.1 Confrontation des résultats avec ceux de la littérature
Les résultats présentés dans le tableau 3.8 ont montré que les mesures réalisées avec les
segmentations de l'atlas, recalé sur chaque sujet de la base, étaient globalement homogènes
au sein d'un même groupe de souris (exemple du volume de l'hippocampe (HC) sur un
hémisphère : V (HcAPP/PS1) = 12,9 ± 0,24 mm3). Ces résultats sont cohérents avec ceux
obtenus dans des études similaires comme celle décrite dans Maheswaran et al. (2009b),
étude menée sur des acquisitions IRM de cerveaux entiers de souris d'une lignée diérente
analysées par l'atlas fourni par le LONI (V (HcTASTPM) = 25,4 ± 0,75 mm3). Ceci montre
que l'approche d'analyse par atlas permet d'analyser avec une robustesse équivalente des
images de cerveaux de souris aussi bien obtenues par IRM qu'obtenues par des techniques
d'imagerie post mortem.
Les travaux décrits dans Delatour et al. (2006) présentent des résultats morphométriques
obtenus sur les mêmes lignées transgéniques que celles de notre base de données. Ces der-
niers dièrent un peu de ceux que nous avons présenté dans le tableau 3.8. L'écart entre
les résultats peut être dû aux diérentes méthodes utilisées. En eet, alors que nous avons
analysé des images post mortem 3D en utilisant les segmentations d'un atlas, l'équipe de
Delatour a estimé les volumes des structures anatomiques en se basant sur des segmenta-
tions manuelles réalisées sur des coupes épaisses de 40µm (1 coupe sur 8 a été segmentée).
Les volumes ont ensuite été déterminés en utilisant la méthode de Cavalieri.
Notre analyse de groupe n'a pas mis en évidence de diérences volumétriques et/ou fonc-
tionnelles statistiquement signicatives à l'échelle des régions anatomiques. Des conclusions
similaires ont été tirées à l'occasion d'autres études analysant cette fois-ci des images de
cerveaux entiers (Sadowski et al., 2004; Delatour et al., 2006). La concordance de nos résul-
tats avec ces études montre que malgré les déformations supplémentaires induites par notre
protocole d'acquisition des images (les cerveaux ont été coupés en deux), notre méthode
a fourni des résultats du même ordre de grandeur et avec la même robustesse que ceux
obtenus avec des méthodes standards (segmentations manuelles).
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3.4.3.2 Limitation de l'approche d'analyse par atlas
Certaines mesures réalisées par les segmentations de l'atlas sont plus dispersées au sein
d'un même groupe de souris (exemples des mesures réalisées pour les colliculi infé-
rieurs (IC) et pour les sustances noires (SN) : µact(ICAPP/PS1) = 295,80 ± 26,98 nCi/g,
µact(SNPS1) = 177,08 ± 20,98 nCi/g). Ces résultats peuvent être liés à la taille et la loca-
lisation de la structure étudiée. En eet, le colliculus inférieur est une structure non sous-
corticale et proche du cervelet. La substance noire est aussi une structure non sous-corticale,
profonde et située sous le thalamus. Plus exposées que les structures sous-corticales et cen-
trales, ces régions ont pu être déformées au moment de l'extraction et de la coupe du
cerveau. Par ailleurs, comme nous l'avons mentionné dans le paragraphe 3.2.3.1 (p. 100),
les petites structures (comme le colliculus inférieur, V (IC) ∼ 2,49,mm3 et la substance
noire, V (SN) ∼ 0,77 mm3) ont pu pâtir de petites erreurs de recalage provenant d'une
structure adjacente plus importante (le colliculus supérieur ou plus vraisemblablement le
cortex cérébral pour l'exemple du colliculus inférieur, et le thalamus pour ce qui concerne
la substance noire). Alors que l'erreur de recalage sur les régions de grande taille a été
jugé négligeable, les conséquences ont pu être plus importantes sur les petites structures
avoisinantes. Ceci a pu entraîner une contamination de l'activité mesurée par les structures
avoisinantes. Ces résultats montrent une limitation sur les petites structures de l'approche
d'analyse d'images autoradiographiques par atlas.
Nous avons noté par ailleurs que l'équipe de Sadowski a obtenu des diérences statistique-
ment signicatives entre ses groupes de souris pour certaines sous-structures de l'hippo-
campe (cf. Sadowski et al. (2004)). Cette observation suggère bien que l'approche d'analyse
de volumes par atlas est dépendante de l'échelle de segmentation des structures dénies
dans l'atlas en question.
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3.5 Bilan de l'approche d'analyse par atlas des images
post mortem 3D et valorisation des travaux
L'étude bibliographique décrite en section 1.3 (p. 23) ainsi que les diérents tests eectués
ont permis d'évaluer, grâce à des critères d'évaluation visuelle et quantitative, l'application
successive des transformations mathématiques estimées pour mettre en correspondance les
segmentations dénies dans un atlas numérique avec les données de l'étude. Nos travaux
ont mis en évidence les dicultés de recaler une image acquise in situ (volume IRM à
l'origine de l'atlas numérique) sur des images acquises ex situ (données expérimentales du
projet). Les critères d'évaluation de notre méthode ont montré qu'un tel atlas pouvait être
utilisé, à l'échelle de ses segmentations, pour analyser des volumes d'images anatomiques
et fonctionnelles acquises ex situ et ce aussi bien qu'un expert en neuroanatomie mais en
beaucoup moins de temps et en évitant tout biais inhérent à l'opérateur.
Les résultats de nos expériences ont attesté que l'atlas développé par le laboratoire du
CIVM était plus adapté que celui créé par le laboratoire du LONI pour analyser les don-
nées de l'étude. Cette stratégie de recalage d'images multimodales ainsi que les valida-
tions qualitatives et quantitatives ont été valorisées lors de conférences internationales,
sous forme de poster lors de la conférence 2009 de l'International Society for Magne-
tic Resonance in Medicine (ISMRM) (Lebenberg et al., 2009a) et à travers une
communication orale lors de l'IEEE International Symposium on Biomedical Imaging
(ISBI) 2009 (Lebenberg et al., 2009b), et enn dans un article scientique publié dans
la revue NeuroImage (Lebenberg et al., 2010a).
Le recalage de l'atlas numérique sélectionné sur les volumes anatomiques (photographiques
ou histologiques) et fonctionnels (autoradiographiques) nous a permis de mesurer les vo-
lumes et les activités des structures cérébrales segmentées par l'atlas. Nous avons ainsi pu
obtenir des moyennes volumétriques et fonctionnelles pour chacun des deux groupes de
souris de l'étude et comparer les résultats entre ces groupes. Les résultats obtenus sont ho-
mogènes intra-groupe et cohérents avec ceux de la littérature. Ces résultats n'ont pas révélé
de diérences signicatives entre les deux lignées à l'échelle de la structure cérébrale. Dans
une étude menée en parallèle de ce projet de thèse et présentée dans Dubois et al. (2010b),
des diérences métaboliques entre les deux groupes de souris transgéniques ont été mises
en évidence en utilisant une approche par comparaison statistique des pixels des images
autoradiographiques. Ces diérences fonctionnelles ont cependant dû être identiées ma-
nuellement. Ces résultats montrent que les approches d'analyse à l'échelle de la structure
cérébrale dénie par un atlas numérique et celle réalisée à l'échelle du pixel ont toutes
deux des limitations diérentes. Il nous a semblé intéressant de voir s'il était possible de
combiner ces deux approches d'analyse an de bénécier de leurs avantages respectifs et
ainsi améliorer la technique d'analyse globale.
Nous avons proposé dans ce chapitre une stratégie pour recaler un atlas numérique 3D sur
des volumes de données post mortem an d'analyser par atlas de telles données expéri-
mentales. Cette stratégie a consisté à recaler, en estimant des transformations anes et
non anes, une IRM, utilisée pour déterminer les segmentations d'un atlas, sur un volume
photographique créé pour chaque sujet de la base à étudier. Les paramètres de déformation
ont ensuite été appliqués à l'atlas 3D. Ainsi, toutes les segmentations de l'atlas ont pu
être appliquées sur les volumes anatomiques et fonctionnels acquis pour chaque sujet de la
base (voir gure 3.11). Cette approche d'analyse par atlas a permis de fournir rapidement
des résultats reproductibles et cohérents avec ceux de la littérature. Cette méthode soure
néanmoins de quelques limitations propres à la stratégie de recalage et à l'échelle d'analyse
des données. Nos recherches bibliographiques ont montré qu'une analyse par comparaison
statistique des intensités des images permettait d'obtenir des résultats pertinents pour ce
type d'étude. Présentant des limitations diérentes, nous avons proposé dans le chapitre qui
suit de combiner ces deux approches d'analyse an de bénécier des avantages de chacune
et ainsi améliorer la technique d'analyse.
Figure 3.11  Stratégie de recalage proposée pour analyser par atlas des images post mortem anato-
miques et fonctionnelles reconstruites en 3D. L'IRM (a) utilisée pour déterminer les segmentations
de l'atlas (c) a été recalée par estimation de transformations rigides, anes et élastiques sur un
volume photographique (b) créé pour chaque sujet étudié. L'atlas (c) a ensuite été déformé par
les paramètres précédemment estimés. Les segmentations peuvent ainsi se superposer (d) à tous
les volumes anatomiques (photographique [1], histologique [2]) et fonctionnel (autoradiographique
[3]) d'un sujet étudié. Des informations volumiques et fonctionnelles peuvent ainsi être extraites
à l'échelle des structures dénies par l'atlas.
Chapitre 4
Supervision par atlas de l'analyse
statistique des intensités des pixels
Dans ce chapitre nous décrivons la stratégie d'analyse de volumes post mortem combi-
nant les approches par comparaison statistique des intensités des pixels des images, (voir
paragraphe 1.5.2) et celle par atlas, développée dans le chapitre précédent. Nous avons mon-
tré comment cette combinaison de méthodes a permis de tirer prot des avantages oerts
par ces deux approches d'analyse, à savoir la détection de diérences métaboliques locales
et leur localisation dans le cerveau. Les résultats obtenus uniquement par analyse sans a
priori sont tout d'abord présentés et discutés. La méthode de supervision d'une telle ana-
lyse par un atlas numérique est détaillée par la suite. Une fois les résultats d'indexation des
zones de variations métaboliques entre les deux lignées de souris discutés, nous avons réa-
lisé une analyse quantitative des résultats précédemment obtenus. Nous avons enn exploré
la possibilité d'améliorer la signicativité des comparaisons statistiques grâce à l'utilisation
des segmentations de l'atlas. Un bilan sur les apports d'une telle combinaison de méthodes
d'analyse clôt ce chapitre. La gure 4.1 présente une vue synthétique de l'organisation de
ce chapitre ainsi que des principaux points abordés.
Figure 4.1  Organisation du chapitre 4 de ce manuscrit et principaux points abordés.
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4.1 Analyse fonctionnelle par comparaison
statistique des intensités des pixels des volumes
autoradiographiques
L'analyse fonctionnelle par comparaison statistique des intensités des pixels d'images de
diérents groupes émerge depuis une vingtaine d'années dans le domaine des neurosciences
(cf. paragraphe 1.5.2 (p. 47)). Initialement développée pour étudier des images acquises
chez l'Homme, cette méthode est aussi utilisée, depuis quelques années, pour analyser des
images cérébrales acquises chez le Rongeur, dont la Souris. An de faciliter l'exploitation
des données du petit animal, Sawiak et al. ont récemment adapté les fonctionnalités de la
5ème version du logiciel Statistical Parametric Mapping (SPM5) (Sawiak et al., 2009). Pour
réaliser notre analyse fonctionnelle sans a priori sur nos images de cerveaux de souris, nous
avons utilisé cette adaptation du logiciel, rebaptisée SPMMouse.
Notons qu'une approche similaire (utilisant SPM5, non optimisé pour l'étude sur le petit
animal) a été menée sur ce même jeu de données en parallèle des travaux présentés ici
(Dubois et al., 2010b). Les enjeux importants ici n'ont pas tant résidé dans la faisabilité
ni le bien-fondé de l'approche d'analyse fonctionnelle par comparaison statistique des inten-
sités des pixels d'images autoradiographiques de l'étude, mais plutôt dans la pertinence
de combiner l'approche atlas que nous avons développée dans le chapitre 3 (p. 78) avec
l'approche citée ci-dessus. La version SPMMouse ayant été disponible après le début de
l'étude menée par Dubois et al., il nous a semblé judicieux de réaliser de nouveau les tests
eectués mais avec la nouvelle version du logiciel an d'évaluer ses apports par rapport à
SPM5 pour une étude sur le petit animal. La méthodologie d'analyse des données décrites
dans cette section est donc similaire à celle décrite dans l'étude précédemment citée.
4.1.1 Normalisation des images fonctionnelles dans un référentiel
commun
Pour être en mesure de comparer statistiquement l'intensité de pixels homologues dans cha-
cun des volumes fonctionnels de l'étude, il a fallu au préalable normaliser toutes les images
dans un référentiel commun, souvent déni par une image représentative de l'ensemble des
données à étudier (le template). Travaillant sur des cerveaux tronqués (un seul hémisphère
privé du bulbe olfactif et du cervelet), nous avons dû créer un template spécique pour
normaliser spatialement les volumes autoradiographiques.
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4.1.1.1 Création d'un template spécique à l'étude
Le template spécique à notre étude a été créé d'après le protocole décrit dans les travaux
de Nguyen et Dubois (Nguyen et al., 2004; Dubois et al., 2008b). Les étapes réalisées sont
décrites ci-dessous. L'ensemble de ces opérations a été eectué dans SPMMouse.
1. Choix d'une image de référence parmi celles de la base de données (souris PS1 et
APP/PS1). La modalité choisie pour réaliser cette image représentative des données
a été la photographie. En eet, les volumes photographiques ont une plus grande
cohérence spatiale par rapport aux volumes histologiques et autoradiographiques (cf.
paragraphe 2.2.3.1 (p. 73)). Les photographies des plans de coupe n'étant pas su-
jettes aux déformations secondaires, elles ne présentent pas d'artéfacts dus au pro-
cessus de coupe. Les transformations non anes utilisées par la suite sont sensibles
à de tels artéfacts. Aussi, la normalisation spatiale des données entre elles donne
de meilleurs résultats si les transformations non anes sont estimées sur des vo-
lumes photographiques et non sur les volumes histologiques ou autoradiographiques
(Dubois et al., 2010b). L'image de référence sélectionnée pour initier la création du
template spécique à cette étude a donc été un volume photographique, choisi parmi
ceux appartenant au groupe des souris PS1 (cf. gure 4.2-1).
2. Lissage spatial de l'image de référence. Un ltre gaussien (FWHM = 3×la
résolution des pixels de l'image) a été appliqué pour diminuer le bruit présent dans
cette image (cf. gure 4.2-2).
3. Normalisation spatiale des volumes photographiques de la base de données. Des
transformations anes et non anes ont été estimées pour recaler le volume pho-
tographique de chaque sujet sur l'image de référence lissée (cf. gure 4.2-3). La
transformation non ane estimée dans SPMMouse était une combinaison linéaire
de fonctions de base de cosinus connue sous l'acronyme "DCT", pour la formulation
anglophone Discrete Cosinus Transform (Ashburner and Friston, 1999). Le critère
de similarité utilisé pour estimer le meilleur appariement entre les images concernées
était la somme des carrés de la diérence (cf. équation 1.5 (p. 31)). Les intensités
des pixels des volumes normalisés spatialement dans le référentiel de l'image de réfé-
rence lissée ont été obtenues en interpolant linéairement les intensités des pixels des
volumes initiaux. A la n de cette étape, tous les volumes photographiques étaient
dans un même référentiel spatial.
4. Création d'une image moyenne. Toutes les images normalisées dans le référen-
tiel de l'image de référence ont ensuite été sommées pour créer une image moyenne
(cf. gure 4.2-4).
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5. Lissage spatial de l'image moyenne. Un ltre gaussien a de nouveau été appliqué
sur l'image moyenne précédemment obtenue (FWHM = 3×la résolution des pixels
de l'image) (cf. gure 4.2-5). Le résultat de cette étape a constitué le template utilisé
par la suite, également nommé "template photographique" (encadré en rouge sur la
gure 4.2).
Figure 4.2  Création du template spécique à l'étude à partir d'une image photographique appar-
tenant au groupe des souris PS1 (données illustrées sous incidence axiale). 1 : Choix d'une image
de référence (a). 2 : Lissage spatial de cette référence par un ltre gaussien. 3 : Normalisation
spatiale des images de la base de données (c) sur l'image de référence lissée (b). 4 : Création d'une
image moyenne à partir des images normalisées (d). 5 : Lissage spatial de l'image moyenne (d)
par un ltre gaussien. Le résultat de cette étape a fourni le template spécique à l'étude ( template
photographique)(f).
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4.1.1.2 Normalisation des volumes autoradiographiques
Pour comparer statistiquement les intensités des pixels des images fonctionnelles de notre
base de données, les opérations suivantes ont été eectuées :
1. Normalisation spatiale des images fonctionnelles. Des transformations anes et
non anes ont été estimées pour recaler les volumes photographiques sur le template
photographique (cf. gure 4.3-1) puis appliquées sur les volumes autoradiographiques
correspondants (cf. gure 4.3-1').
2. Normalisation en intensité. Les intensités de ces volumes autoradiogra-
phiques normalisés spatialement ont été normalisées selon la note de la n du
chapitre 2 (p. 76) (cf. gure 4.3-2).
3. Lissage spatial des images normalisées. Un ltre gaussien a été appliqué sur
chacune des images fonctionnelles précédemment normalisées spatialement et en
intensité (FWHM = 3×la résolution des pixels de l'image) (cf. gure 4.3-3). Les
images obtenues à la n de cette étape ont été utilisées pour réaliser notre étude de
groupes décrite dans le paragraphe suivant (encadrées en rouge sur la gure 4.3).
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Figure 4.3  Normalisation des volumes autoradiographiques. 1 : Normalisation spatiale des vo-
lumes photographiques de la base (b) sur le template créé pour cette étude (a). 1' : Application
des transformations précédemment estimées sur les volumes autoradiographiques correspondants
(c). 2 : Normalisation en intensité des images normalisées spatialement (d). 3 : Lissage spatial
des images normalisées (e) par un ltre gaussien. Le résultat de cette étape a fourni les données
à analyser par comparaison statistique des intensités des pixels (f).
4.1.2 Étude statistique de groupes
Une étude de groupes a été réalisée pour évaluer les diérences de prise de glucose entre
les souris APP/PS1 (souris modélisant la maladie d'Alzheimer) et les souris PS1 (souris
contrôles). Pour ce faire, nous avons comparé statistiquement les intensités des pixels homo-
logues dans les volumes autoradiographiques, précédemment normalisés dans le référentiel
du template créé spéciquement pour l'étude.
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4.1.2.1 Modèle statistique
L'analyse statistique réalisée s'est appuyée sur le modèle linéaire général décrit dans le
paragraphe 1.5.2 (p. 47).
Le test t de Student bilatéral non apparié, fourni dans SPMMouse, a été utilisé pour
évaluer, de façon indépendante, deux contrastes :
1. Hypométabolisme (prise de glucose moins importante) dans certaines régions cé-
rébrales des souris APP/PS1 par rapport à leurs régions homologues chez les souris
PS1. L'hypothèse émise ici a été que les intensités de certains pixels des autoradio-
graphies des souris APP/PS1 étaient plus faibles que celles des pixels homologues
des autoradiographies des souris PS1.
2. Hypermétabolisme (prise de glucose plus importante) dans certaines régions cé-
rébrales des souris APP/PS1 par rapport à leurs régions homologues chez les souris
PS1. L'hypothèse émise ici a été que les intensités de certains pixels des autoradio-
graphies des souris APP/PS1 étaient plus élevées que celles des pixels homologues
des autoradiographies des souris PS1.
Pour diminuer le nombre de tests eectués, les pixels appartenant au fond des images et aux
ventricules ont été exclus de l'analyse. Pour ce faire, nous avons seuillé les autoradiogra-
phies, en utilisant le logiciel SPMMouse, pour ne conserver que les pixels dont l'intensité,
dans toutes les images, était au moins égale à 80% de la valeur moyenne des intensités des
pixels des images a.
A l'issue de ces tests, deux cartes paramétriques, de valeurs T (dénies par
l'équation 1.17 (p. 49)), représentant respectivement les zones cérébrales des souris
APP/PS1 en hypo- puis en hypermétabolisme par rapport aux zones homologues chez
les souris PS1 ont été obtenues. Nous nous sommes ensuite appuyés sur des travaux
similaires (Nguyen et al., 2004; Lee et al., 2005b; Dubois et al., 2008b, 2010b) et
avons choisi pour seuil de signicativité statistique 0,01 (non corrigé pour les comparai-
sons multiples). Seuls les clusters contenant au minimum 1500 pixels connexes ont par
ailleurs été retenus. La résolution des autoradiographies étant de 0,021×0,021×0,080 mm3
(cf. paragraphe 2.2.3.1 (p. 74)), ces agrégats de pixels ont représenté des zones dont la taille
minimale valait ∼0,05mm3.
a. La moyenne retenue a été en réalité la moyenne des intensités des pixels supérieure à un huitième de
la moyenne de tous les pixels (Friston et al., 2007).
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4.1.2.2 Évaluation des diérences métaboliques détectées
Une fois les clusters extraits des cartes paramétriques, les activités moyennes (en nCi/g)
contenues dans chacune de ces zones détectées par l'analyse statistique ont été mesurées.
Pour ce faire, des commandes BrainVISA ont été utilisées. Les valeurs obtenues pour les
animaux de chaque groupe ont été ensuite moyennées. Les résultats naux ont été pondé-
rés par l'erreur type de la moyenne (SEM) et les pourcentages de diérence des mesures
d'activité entre les deux lignées transgéniques ont été calculés.
4.1.2.3 Synthèse des résultats de l'analyse statistique
Zones représentant des diérences du métabolisme entre les deux lignées
L'analyse statistique réalisée dans SPMMouse (considérant un seuil de signicativité à 0,01
et une taille minimale de clusters xée à 1500 pixels) a permis de mettre en évidence 9 et
8 zones cérébrales chez les souris APP/PS1 dans lesquelles la prise de glucose a été respec-
tivement moins et plus importante que dans les zones homologues chez les souris PS1. Les
gures 4.4(a) et (b) illustrent en 3D ces clusters représentant respectivement les hypo- et
hypermétabolismes chez les souris APP/PS1. Ces gures montrent qu'il existe plus de zones
où les souris APP/PS1 sont en hypométabolisme par rapport aux souris PS1 que de zones
où les souris modélisant la maladie d'Alzheimer sont en hypermétabolisme par rapport aux
souris contrôles. Ces gures montrent d'autre part que ces zones où le métabolisme dière
selon la lignée transgénique se situent de part et d'autre de l'hémisphère.
Les gures 4.4(c) et (d) représentent sur une coupe histologique, normalisée spatiale-
ment via SPMMouse sur le template spécique à l'étude, les projections de ces clus-
ters. Nous observons que, même en s'appuyant sur un atlas détaillé (par exemple celui
de Paxinos and Franklin (2001)), il est parfois dicile d'attribuer un cluster à une région
anatomique particulière. Aussi, pour cette partie de l'étude, nous avons identié les clusters
détectés par l'analyse statistique par des numéros arbitraires.
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Figure 4.4  Clusters de pixels, représentés en 3D, résultant des analyses par comparaison sta-
tistique pour les contrastes représentant les hypo- et hypermétabolismes chez les souris APP/PS1
((a) et (b)) dans un rendu surfacique du template spécique à l'étude. Nous observons qu'il existe
plus de zones où les souris APP/PS1 sont en hypométabolisme par rapport aux souris PS1 qu'en
hypermétabolisme par rapport à ces mêmes souris. L'ensemble de ces zones se situent de part et
d'autre de l'hémisphère. Des projections de ces clusters sont superposées en (c) et en (d) sur une
coupe histologique normalisée sur le template spécique à l'étude. Ces vues coronales montrent
qu'il est parfois dicile de localiser précisément un cluster dans une région anatomique.
Analyse fonctionnelle au sein des clusters détectés
Les prises moyennes de glucose de chaque groupe de souris mesurées en nCi/g dans les zones
résultant de l'analyse statistique et pondérées par l'erreur type de la moyenne (SEM) sont
présentées dans le tableau 4.1. Les pourcentages de diérence de ces mesures d'activité
entre les deux groupes gurent également sur ce tableau.
Le tableau 4.1(a) montre les résultats obtenus pour le contraste de l'analyse statistique
reétant les zones d'hypométabolisme détectées chez les souris APP/PS1 comparées aux
souris PS1. En moyennant les valeurs mesurées dans les clusters, nous avons trouvé que la
prise de glucose chez les souris modélisant la maladie d'Alzheimer (APP/PS1) était ∼19%
plus faible que celle mesurée dans les mêmes zones chez les souris contrôles (PS1).
Les résultats obtenus pour le contraste de l'analyse statistique reétant les zones d'hyper-
métabolisme détectées chez les souris APP/PS1 comparées aux souris PS1 sont dans le
tableau 4.1(b). En moyennant les valeurs mesurées dans les clusters, nous avons trouvé que
la prise de glucose chez les souris modélisant la maladie d'Alzheimer est ∼26% plus élevée
que celle mesurée dans les mêmes zones chez les souris contrôles.
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no du Souris PS1 (n = 3) Souris APP/PS1 (n = 4) % de diérence d'activité
cluster µact ± SEM (nCi/g) µact ± SEM (nCi/g) entre les groupes
(a) Clusters représentant les zones de prise de glucose plus faible





































(b) Clusters représentant les zones de prise de glucose plus élevée

































Tableau 4.1  Activité moyenne par groupe (µact, en nCi/g) mesurée dans chacune de ces zones
dénies par les deux contrastes de l'analyse statistique (hypo- (a) et hypermétabolisme (b) des
souris APP/PS1) et pondérée par l'erreur type de la moyenne (SEM). La colonne de droite montre
les pourcentages de diérence des mesures d'activité moyenne entre les deux groupes d'animaux. En
moyennant les résultats obtenus pour le contraste représentant l'hypométabolisme chez les souris
APP/PS1, nous avons trouvé que la prise de glucose chez ces souris était ∼19% plus faible que celle
mesurée dans les mêmes zones chez les souris PS1. La même opération eectuée pour le contraste
représentant l'hypermétabolisme chez les souris APP/PS1 a montré que la prise de glucose chez
ces souris était ∼26% plus élevée que celle mesurée dans les mêmes zones chez les souris PS1.
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4.1.3 Discussion des résultats de l'approche d'analyse par
comparaison statistique des intensités des pixels des images
4.1.3.1 Analyse fonctionnelle des données de l'étude
En parallèle de cette partie de travail de thèse, une étude similaire a été menée, sur ce
même jeu de données, avec la 5ème version de SPM (SPM5), non optimisée pour l'étude
sur le petit animal (Dubois et al., 2010b). Les mesures de prise de glucose sur les volumes
autoradiographiques normalisés sont globalement équivalentes entre les deux études, pro-
bablement du fait de l'adaptation des paramètres de normalisation spatiale des données
apportée à SPMMouse (cf. paragraphe 1.5.2 (p. 47)).
Dans l'étude menée par Dubois et al., seuls les résultats des clusters jugés de taille signi-
cative ont été reportés. L'identication des clusters de pixels a été réalisée visuellement
par un expert. L'analyse visant à comparer le métabolisme de chaque groupe de souris a
ensuite été menée en fusionnant les informations fonctionnelles mesurées dans les clusters
localisés dans une même région anatomique (exemple de la fusion des clusters localisés dans
le striatum pour le contraste représentant l'hypométabolisme chez les souris APP/PS1).
Les résultats de notre analyse, reportés dans le tableau 4.1, n'ont pas pu être directement
comparés avec ceux de l'étude précédemment citée. Néanmoins, pour chaque contraste étu-
dié, les métabolismes et pourcentages de diérence de prise de glucose entre les
groupes mesurés pour chaque cluster de pixels ont été du même ordre de grandeur
entre les deux études. Notons que dans l'étude de Dubois et al., une diérence de prise
de glucose de 35,6 % a été détectée au sein d'un cluster résultant du contraste "hypomé-
tabolisme chez les souris APP/PS1" (identié comme appartenant au cortex cingulaire b).
Nos résultats du tableau 4.1(a) n'ont pas reporté une telle variation. A l'inverse, notre
étude sur l'hypermétabolisme chez les souris APP/PS1 a détecté une diérence de prise
de glucose de 62,46 % pour le cluster no 1 (cf. tableau 4.1(b)) ; une telle diérence n'a pas
été reportée dans Dubois et al. (2010b). Ces constatations peuvent résulter des diérences
entre les paramètres de normalisation des deux versions du logiciel d'analyse et/ou de la
manière dont les clusters ont été analysés dans l'étude Dubois et al. (2010b).
Les résultats de notre analyse fonctionnelle par l'approche d'analyse par comparaison sta-
tistique des intensités des pixels des volumes autoradiographiques ont montré qu'il existait
chez les souris modélisant la maladie d'Alzheimer des zones cérébrales consommant signi-
cativement moins (9 clusters ont été détectés pour ce contraste) et plus (8 clusters ont
été détectés pour ce contraste) de glucose que ces mêmes zones cérébrales chez les souris
contrôles.
b. Le cortex cingulaire est une partie du cerveau située sur la partie médiale du cortex, au-dessus et le
long du corps calleux.
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Les pourcentages de diérence de prise de glucose, calculés pour chaque cluster détecté et
entre les lignées, étant plus important que la variabilité intra-lignée (représentée par l'erreur
type de la moyenne), nous avons conrmé que cette approche d'analyse permettait
de révéler des diérences fonctionnelles signicatives entre les deux lignées de
souris. Ces résultats doivent cependant être considérés comme préliminaires du fait du
nombre limité de souris traitées dans cette étude.
Ces résultats sont cohérents avec ceux obtenus par des travaux antérieurs ; un large com-
paratif des résultats est détaillé dans Dubois et al. (2010b). Notons que les résultats ob-
tenus par l'approche d'analyse par atlas n'ont pas permis pas un tel niveau d'analyse
(cf. section 3.4 (p. 109)).
4.1.3.2 Outils de normalisation spatiale utilisés
An d'être en mesure de comparer nos résultats avec ceux obtenus dans
Dubois et al. (2010b), nous avons appliqué la même méthodologie d'analyse des données,
notamment en ce qui concerne la normalisation spatiale des volumes autoradiographiques
dans un référentiel commun. Le template spécique à l'étude ainsi que cette normalisa-
tion spatiale des images ont été réalisés en utilisant les outils de recalage d'images pa-
ramétrés dans SPMMouse : une combinaison linéaire de fonctions de base de cosinus a
été utilisée pour normaliser non linéairement les données. Les travaux présentés dans le
chapitre 3 (p. 78) de ce manuscrit ont montré que nous pouvions recaler des images multi-
modales en estimant par FFD une transformation non ane. Il serait ainsi intéressant de
mener une étude visant à comparer les résultats discutés précédemment, avec ceux obtenus
par une approche d'analyse par comparaison statistique mais dont les volumes analysés
auraient été recalés entre eux grâce à la méthode FFD.
4.1.3.3 Limitations de cette approche d'analyse pour les études menée sur la
Souris
La gure 4.4 illustre la principale limitation de l'utilisation de cette approche d'analyse pour
étudier des images autoradiographiques acquises chez la Souris. Il est dicile d'identier
les structures anatomiques où se trouvent les clusters représentant des diérences
fonctionnelles entre les groupes d'animaux. L'interprétation des résultats obtenus par une
telle analyse s'appuie généralement sur des observations des projections des clusters sur
des images anatomiques, telles que celles montrées en gures 4.4(c) et (d) ; elle est par
conséquent fortement dépendante de l'expert en charge de cette tâche.
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Les résultats de cette étude ont par ailleurs été obtenus en eectuant un test statistique
dont le seuil de signicativité a été xé à 0,01 (non corrigé pour les comparaisons
multiples). Nombre d'entre eux peuvent s'avérer être des faux positifs. Pour contrôler
le nombre de faux positifs, nous avons voulu appliquer la correction du FDR dans ce
modèle statistique. Aucun cluster n'ayant été détecté, nous en avons déduit que ce taux
ne pouvait pas être estimé sur une telle base de données (nombre limité d'animaux et
nombre important de pixels testés (5.106 pixels, fond de l'image exclu)).
Considérant ces limitations ainsi que celles de l'approche d'analyse par atlas, nous avons
proposé de combiner ces deux approches d'analyse an d'optimiser l'interpréta-
tion des résultats obtenus. Dans les sections suivantes, la stratégie pour coupler ces
méthodes d'analyse est développée et les résultats obtenus sont présentés.
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4.2 Indexation automatique par atlas des zones de
variations d'activités cérébrales
4.2.1 État de l'art
L'indexation automatique de zones de variations d'activités cérébrales par des segmenta-
tions a été mise en ÷uvre pour analyser des images fonctionnelles (TEP, IRMf) acquises
sur l'Homme (Tzourio-Mazoyer et al., 2002; Eickho et al., 2005; Lehericy et al., 2006).
Dans leur étude, Tzourio-Mazoyer et al. ont segmenté manuellement le template IRM fourni
par le Montreal Neurological Institute (MNI) (Collins et al., 1994) en utilisant un logiciel
de leur laboratoire Voxeline (Diallo et al., 1998). Trois procédures ont ensuite été codées
dans le logiciel SPM pour pouvoir indexer, selon les segmentations réalisées, les clusters dé-
tectés par l'analyse statistique. La première méthode a consisté à labelliser chaque cluster
en fonction de la région dans laquelle se trouvait le pixel du cluster en question présentant
la diérence statistique la plus importante entre les groupes étudiés. Cette technique, cou-
ramment utilisée, peut engendrer de mauvaises interprétations des résultats dans le cas où
les images étudiées ont des artéfacts importants. La deuxième méthode a consisté à créer
une sphère centrée au maximum local précédemment extrait puis à calculer le nombre de
pixels à l'intersection de la sphère et des segmentations du template. Le cluster a ensuite
été indexé dans la structure dont le pourcentage de recouvrement par rapport à la surface
totale de la sphère était le plus élevé. Enn, la dernière méthode proposée par cette équipe
s'est appuyée sur la deuxième méthode en considérant cette fois-ci non plus le volume d'une
sphère, mais celui du cluster détecté.
De leur côté, Eickho et ses collaborateurs ont utilisé des atlas paramétriques, cartogra-
phiant une sous-partie du cortex cérébral humain. L'origine du référentiel de ces atlas a été
obtenue après translation de l'origine du référentiel du template du MNI. L'indexation, dans
les segmentations dénies, des clusters représentant des diérences fonctionnelles entre les
groupes a d'abord été réalisée visuellement. Les procédures d'indexation automatique se
sont appuyées sur les méthodes décrites dans Tzourio-Mazoyer et al. (2002), à savoir le
calcul du pourcentage de recouvrement entre les clusters détectés et les régions segmentées
ainsi que la détermination du pixel représentant la plus grande variation inter-groupe. Cette
équipe a également comparé le volume des clusters indexés dans une région avec le volume
de la région en question an d'évaluer si le phénomène mis en évidence couvrait l'intégralité
d'une structure ou seulement une sous-partie de celle-ci. Eickho et al. ont mis à la disposi-
tion de la communauté scientique ces atlas probabilistes ainsi que les méthodes d'analyse
de clusters via une boîte à outils SPM (SPM Anatomy toolbox ) fonctionnant également
avec d'autres logiciels d'analyse par comparaison statistique (AFNI, FSL et FMRISTAT).
130 4. Supervision par atlas de l'analyse statistique des intensités des pixels
Enn, Lehéricy et al. n'ont pas directement segmenté le template IRM utilisé pour
normaliser les images à analyser. Cette équipe a en eet choisi de recaler sur leurs images,
par transformation ane, un atlas des ganglions de la base et du thalamus décrit dans
Yelnik et al. (2003).
L'utilisation des outils proposés par les équipes de Tzourio-Mazoyer et Eickho implique
que les données à analyser aient été au préalable normalisées dans le référentiel du template
du MNI (ou dans le référentiel des atlas paramétriques dénis dans l'étude d'Eickho).
Cette contrainte n'a donc pas pu être respectée pour notre étude ; nous n'avons pas pu uti-
liser leurs outils. Notre projet étant bâti autour d'images acquises sur des demi-cerveaux de
souris, un template spécique à notre étude a dû être créé pour l'analyse par comparaison
statistique. Aussi, l'approche adoptée par l'équipe de Lehéricy nous a paru transposable à
notre projet : nous avons choisi de recaler un atlas numérique sur nos volumes auto-
radiographiques normalisés spatialement pour l'étude décrite en section 4.1 (p. 117).
Les cartes paramétriques résultant de l'analyse par comparaison statistique étant dans le
référentiel de ces données normalisées, nous avons pu superposer les segmentations de
l'atlas sur ces cartes paramétriques seuillées. A notre connaissance, cette approche
n'a pas été mise en ÷uvre pour des études fonctionnelles menées chez le Rongeur.
Pour réaliser les travaux décrits dans la suite de ce chapitre, nous nous sommes ser-
vis de l'atlas du CIVM, utilisé pour l'analyse des volumes post mortem décrite en
section 3.4 (p. 109) ainsi que des résultats obtenus par l'analyse par comparaison statis-
tique décrite en section 4.1 (p. 117).
Note : Dans l'étude de Dubois et al. (2010b), les auteurs ont identié des diérences du
métabolisme entre les deux groupes de souris dans plusieurs sous-parties du cortex cérébral,
notamment au niveau du cortex cingulaire et du cortex retrospénial. En l'état, l'atlas que
nous avons utilisé ne pouvait pas détecter ces variations fonctionnelles inter-groupe car la
région corticale du modèle numérique a été dénie par une unique segmentation. Aussi,
pour évaluer si une segmentation plus ne du cortex était capable de fournir des résultats
cohérents avec ceux obtenus par Dubois et al., l'expert en neuroanatomie a extrait la région
d'intérêt nommée par la suite "cortex cingulaire et rétrospénial" de la région corticale
dénie dans l'atlas. Pour ce faire, il s'est appuyé sur l'IRM pondérée en T1 (les parties
cingulaire et rétrospéniale du cortex étant dicilement discernables sur cette image, les
deux parties ont été fusionnées). La région corticale n'appartenant pas à cette nouvelle
segmentation a été nommée par la suite "reste du cortex".
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4.2.2 Normalisation de l'atlas numérique dans le référentiel des
cartes paramétriques
Avant de superposer les segmentations de l'atlas sur nos cartes paramétriques seuillées,
nous avons dû vérier que l'atlas numérique pouvait être correctement recalé sur les images
normalisées dans le référentiel du template photographique.
4.2.2.1 Méthodologie appliquée
Déformer l'atlas numérique dans le référentiel des volumes autoradiographiques norma-
lisés spatialement équivaut à le déformer dans le référentiel du template spécique de
l'étude ; autrement dit nous avons recalé l'atlas numérique sur le template photographique.
Pour parvenir à recaler ces deux images, nous avons utilisé la stratégie de recalage
proposée dans le chapitre 3 (p. 78). Nous avons estimé des transformations ri-
gides, anes et non anes entre l'IRM pondérée en T1 utilisée pour créer l'atlas
numérique et le template photographique. Les paramètres de déformation ainsi
estimés ont ensuite été appliqués sur l'atlas numérique an que ses segmentations
puissent être dans le référentiel du template photographique, et par conséquent dans celui
des cartes paramétriques seuillées résultant des analyses statistiques.
4.2.2.2 Évaluations du recalage de l'atlas sur le template photographique
Les outils et critères d'évaluation de la qualité du recalage de l'atlas sur les données à
analyser ont été ceux utilisés pour l'étude de faisabilité de l'analyse par atlas des images
natives de la base de données (cf. paragraphe 3.2.1 (p. 91)).
Évaluation qualitative du recalage
Pour évaluer qualitativement le recalage de l'IRM pondérée en T1 sur le template photo-
graphique, les contours de l'IRM ont été superposés sur une image histologique normalisée
spatialement en utilisant SPMMouse sur le template spécique de l'étude. La gure 4.5
illustre, sous une incidence coronale, la superposition de ces images avant (cf. gure 4.5(a))
et après recalage, i.e. une fois les transformations rigides, anes et non anes estimées
et appliquées à l'IRM (cf. gure 4.5(b)). Nous observons qu'après recalage, aussi bien les
contours des structures externes (èches pleines no 1) que ceux des structures internes telles
que le corps calleux (èches pleines no 2) ou l'hippocampe (èches pleines no 3) de l'IRM se
superposent correctement à ces régions bien mises en évidence par le marquage au violet
de crésyl.
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Comme pour l'étude de faisabilité décrite en paragraphe 3.2.1 (p. 91), nous avons appliqué
les paramètres de déformation à une grille formée de plans perpendiculaires et régulièrement
espacés entre eux. La gure 4.5(c) montre que la transformation non linéaire, basée sur
l'utilisation de B-splines cubiques, a déformé de façon régulière l'IRM pour la mettre en
correspondance sur le template photographique (èche pointillée no 1).
Figure 4.5  Evaluation qualitative du recalage de l'IRM pondérée en T1 sur le template photogra-
phique par superposition des contours de l'IRM (en blanc) sur une image histologique normalisée
dans le référentiel du template photographique avant (a) et après recalage (b). Nous observons
qu'après recalage, aussi bien les contours des structures externes (èches pleines no 1) que ceux
des structures internes telles que le corps calleux (èches pleines no 2) ou l'hippocampe (èches
pleines no 3) de l'IRM se superposent correctement à ces régions bien mises en évidence par le
violet de crésyl. La grille en (c) montre que la transformation non linéaire n'a pas déformé de
façon excessive l'IRM pour la mettre en correspondance sur le template photographique (èche
pointillée no 1).
Évaluation quantitative du recalage
Pour évaluer quantitativement le recalage des images, les diérences de volumes, coecients
de Dice et index de sensibilité ont été calculés entre des segmentations de l'atlas et des
segmentations manuelles. Ces segmentations manuelles ont été celles réalisées pour l'étude
précédente : segmentations des cortex, des hippocampes, des striata, des corps calleux
et des substances noires, dénies sur les volumes histologiques d'une souris PS1 (souris
contrôle) et d'une souris APP/PS1 (souris modélisant la maladie d'Alzheimer).
4.2. Indexation automatique par atlas des zones de variations d'activités cérébrales 133
Pour être capable de mesurer la concordance des segmentations une fois l'atlas recalé sur
le template photographique, nous avons appliqué aux segmentations manuelles, les trans-
formations estimées entre les volumes photographiques individuels et le template photo-
graphique (cf. gure 4.6). Les critères de superposition énoncés plus haut ont été calculés
une fois l'ensemble des segmentations normalisées dans le référentiel du template photo-
graphique.
Figure 4.6  Recalages eectués pour évaluer quantitativement l'appariement des données : des
transformations rigides, anes et élastiques ont été estimées pour mettre en correspondance l'IRM
(a) avec le template photographique (c) ; l'atlas (b) créé à partir de l'IRM (a) a été déformé avec ces
paramètres estimés. Les volumes photographiques des sujets segmentés manuellement (d) ont été
normalisés spatialement sur le template photographique en utilisant les fonctionnalités de SPM-
Mouse. Les paramètres estimés ont été appliqués aux segmentations manuelles correspondantes
(e) an de les normaliser dans le référentiel du template photographique. Les critères de super-
position ont été calculés entre les segmentations manuelles et celles dénies dans l'atlas une fois
normalisées dans le référentiel du template photographique.
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Les résultats de cette évaluation quantitative sont présentés dans le tableau 4.2.
Souris PS1 Souris APP/PS1
(ctrl) (modèle MA)
















Tableau 4.2  Critères de superposition (Diérences de volumes (∆V ), Coecients de Dice (κ) et
Index de sensibilité (Se)) calculés entre cinq segmentations de l'atlas recalé sur le template photo-
graphique et celles réalisées manuellement sur une souris PS1 (souris contrôle "ctrl") et une souris
APP/PS1 (souris modélisant la maladie d'Alzheimer "MA") puis normalisées spatialement sur le
template photographique : segmentations du cortex cérébral, du corps calleux, de l'hippocampe, du
striatum et de la substance noire. Les scores naux moyens que l'atlas a été capable de localiser
globalement ces structures cérébrales sur le template photographique.
Les scores obtenus pour les diérences de volumes calculées entre les segmentations de
l'atlas recalé sur le template photographique et les segmentations manuelles montrent que
l'atlas a été capable de mesurer sur le template photographique, le volume :
• du cortex cérébral avec une moyenne des erreurs de 5 % (ce qui représente ∼ 4 mm3
pour un hémisphère) ;
• du corps calleux avec une moyenne des erreurs de 14 % (ce qui représente moins de
1 mm3 pour un hémisphère) ;
• de l'hippocampe avec une moyenne des erreurs de 12 % (ce qui représente moins de
2 mm3 pour un hémisphère) ;
• du striatum avec une moyenne des erreurs de 8 % ;(ce qui représente ∼ 1 mm3 pour un
hémisphère)
• de la substance noire avec une moyenne des erreurs de 7 % (ce qui représente ∼ 0,1 mm3
pour un hémisphère).
En moyennant les coecients de Dice calculés pour les structures de grande taille (cortex,
hippocampe et striatum) chez les deux souris, nous avons obtenu un score moyen de ∼ 0,79.
La moyenne des index de sensibilité obtenus pour ces mêmes structures s'est élevée à
∼ 0,77. Pour le corps calleux (structure ne) et la substance noire (structure profonde
de petite taille), ces scores sont plus faibles (score moyen pour les coecients de Dice
valait ∼ 0,45, celui pour les index de sensibilité était de ∼ 0,43). Ces scores attestent que
l'atlas a été capable de localiser correctement les structures de grande taille sur le template
photographique. L'identication par l'atlas des structures nes et petites sur le template
photographique est elle plus incertaine ; la détection par l'atlas de clusters dans ces régions
cérébrales doit donc être vériée.
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4.2.3 Indexation automatique des clusters basée sur les
segmentations de l'atlas
4.2.3.1 Superposition de l'atlas recalé sur les cartes paramétriques seuillées
Les évaluations qualitatives et quantitatives du recalage de l'atlas sur le template photogra-
phique attestent que, une fois recalées par la stratégie proposée dans le chapitre 3 (p. 78),
les segmentations de l'atlas ont été capables d'identier les principales structures cérébrales
de cerveau de souris dans le référentiel du template. Nous avons donc pu superposer l'atlas
sur les cartes paramétriques seuillées résultant des analyses statistiques décrites dans la
section 4.1 (p. 117). La fusion de ces images a permis d'identier les structures cérébrales
auxquelles appartenaient les clusters.
Les gures 4.7(a) et (b) illustrent la superposition des segmentations de l'atlas recalé c
sur le template photographique avec des projections des clusters détectés sur des coupes
histologiques normalisées spatialement sur le template photographique (mêmes coupes que
celles illustrées sur les gures 4.4(c) et (d) (p. 124)). Alors que sur les gures 4.4(c) et (d)
il était dicile de prime abord d'attribuer les clusters de pixels à des régions anatomiques,
les gures 4.7(a) et (b) donnent immédiatement une première indexation.
Les clusters observés sur la gure 4.7(a) appartiennent au cortex cingulaire et rétrospénial,
au reste du cortex, au thalamus et à l'hippocampe. En parcourant la superposition de ces
images 3D, nous avons observé que les clusters se situaient dans l'une de ces quatre régions
ou dans le tronc cérébral, le cervelet, le corps calleux, le colliculus inférieur ou supérieur, la
capsule interne, la région associant le septum et la mbria, le striatum ou les ventricules.
Les clusters observés sur la gure 4.7(b) appartiennent au reste du cortex et à l'hippocampe.
En parcourant la superposition de ces images 3D, nous avons observé que les clusters
résultant de cette analyse statistique se situaient dans l'une de ces deux régions ou dans
l'amygdale, la commissure antérieure, le corps calleux, le bulbe olfactif ou le striatum.
c. Ces gures illustrent des projections (2D) des segmentations de l'atlas (3D), expliquant ainsi l'aspect
irrégulier des régions cérébrales.
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Figure 4.7  Fusion de segmentations de l'atlas recalé, des projections des clusters détectés pour
les contrastes représentant les hypo- et hypermétabolismes chez les souris APP/PS1 ((a) et (b)) et
des coupes histologiques normalisées sur le template photographique. Ces superpositions montrent
que en (a), les clusters appartiennent au cortex cingulaire et rétrospénial, au reste du cortex,
au thalamus et à l'hippocampe ; en (b), les clusters se situent dans le reste du cortex et dans
l'hippocampe. Le cercle blanc (a) semble indiquer qu'un même cluster peut appartenir à plusieurs
structures.
4.2.3.2 Analyse qualitative de la répartition des clusters dans le cerveau de
souris
La gure 4.7(a) montre qu'un même cluster peut appartenir à plusieurs structures céré-
brales (cercle blanc sur la gure). Pour s'aranchir des éventuelles eets de projections des
objets tridimensionnels sur des vues 2D, nous avons observé, en 3D, la superposition des
clusters résultant des analyses statistiques avec les segmentations de l'atlas recalé.
Les gures 4.8(a) et (b) illustrent d'autres zones représentant respectivement un hypo- et
un hypermétabolisme chez les souris APP/PS1. Ces gures montrent bien qu'un même
cluster de pixels résultant des analyses statistiques peut se situer sur plusieurs structures
(sur les régions "cortex cingulaire et rétrospénial" et "reste du cortex" pour le cluster
illustré en gure 4.8(a) ; et sur les régions "striatum" et "bulbe olfactif" pour le cluster
illustré en gure 4.8(b)).
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Figure 4.8  Représentation en 3D de clusters de pixels (en noir) résultant des analyses par
comparaison statistique pour les contrastes représentant l'hypo- et l'hypermétabolisme chez les
souris APP/PS1 ((a) et (b)) et appartenant à plusieurs structures cérébrales. En (a), le cluster
se situe à la fois dans les régions "cortex cingulaire et rétrospénial"(en violet) et "reste du cortex"
(en jaune). En (b), une partie du cluster appartient au striatum (en bleu), l'autre partie se situe
dans le bulbe olfactif (orange).
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4.2.4 Discussion de la méthode et des résultats d'indexation
automatique par atlas des clusters représentant les
variations d'activité entre les groupes
4.2.4.1 Recalage de l'atlas sur le template photographique
Pour indexer automatiquement les clusters résultant des analyses statistiques, nous avons
proposé de déformer un atlas numérique dans le référentiel des cartes paramétriques, i.e.
dans le référentiel du template photographique créé pour réaliser cette étude. Le point
critique a donc été de proposer une méthode de recalage de l'atlas sur ce template photo-
graphique et d'évaluer la mise en correspondance de ces images.
Pour recaler ces images, la stratégie proposée dans le chapitre 3 (p. 78) a été utilisée et
réalisée grâce au module BrainVISA développé pour le projet.
La qualité du recalage des images a d'abord été évaluée qualitativement en superposant les
contours de l'IRM sur un volume histologique, normalisé spatialement dans le référentiel
du template photographique. La gure 4.5(b) (p. 132) atteste qu'aussi bien les structures
internes, telles que l'hippocampe et le corps calleux, que celles en périphérie du cerveau
ont été correctement superposées à leurs homologues appartenant à un volume normalisé
spatialement sur le template photographique.
Le recalage a par la suite été évalué quantitativement. Pour ce faire, des critères de super-
position (diérences de volumes, index de Dice et de sensibilité) ont été calculés entre les
segmentations de l'atlas recalé sur le template et des segmentations manuelles normalisées
sur ce dernier (cf. gure 4.6 (p. 133)). Les résultats obtenus (voir tableau 4.2 (p. 134)) in-
diquent que l'atlas a été capable de segmenter sur le template photographique, les structures
de taille importante. Pour le corps calleux (structure ne) et la substance noire (structure
profonde et de petite taille), les scores ont été plus faibles. Ceci est probablement dû aux
étapes de lissage et de normalisation des données nécessaires pour créer le template qui
rendent peu discernables ces structures sur l'image représentative de l'étude. Leur identi-
cation par l'atlas a donc été plus complexe. L'interprétation d'informations volumiques et
fonctionnelles émanant de ces structures doit donc être considérée avec précaution.
4.2. Indexation automatique par atlas des zones de variations d'activités cérébrales 139
4.2.4.2 Localisation automatique des clusters par les segmentations de l'atlas
La fusion des segmentations de l'atlas recalé sur les cartes paramétriques seuillées a permis
de localiser rapidement les clusters résultant des analyses statistiques. Les observations ont
montré que les zones de variations métaboliques entre les groupes de souris se situaient
de part et d'autre de l'hémisphère et concernaient un grand nombre de régions cérébrales.
Nous avons également observé que des zones de prise de glucose plus faible chez les
souris APP/PS1 par rapport aux souris PS1 avaient été indexées dans les mêmes
structures que des zones de prise de glucose plus élevée chez les souris APP/PS1
par rapport aux souris PS1 (hippocampe, striatum, corps calleux et cortex, privé de ses
parties cingulaires et rétrospéniales).
L'analyse qualitative de la répartition des clusters dans le cerveau de souris a par ailleurs
mis en évidence que certains clusters pouvaient appartenir à plusieurs structures
(voir gures 4.7(a) (p. 136) et 4.8 (p. 137)). Pour étudier quantitativement ces localisations
inter-structure des clusters, d'autres analyses ont été réalisées. La section suivante les décrit
et les commente.
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4.3 Analyse quantitative de la répartition des clusters
dans le cerveau de souris
L'appartenance des clusters à plus d'une structure peut suggérer plusieurs hypothèses :
1. Il s'agit d'une conséquence d'éventuelles erreurs de recalage de l'atlas sur le template
photographique.
2. Il s'agit d'une conséquence des inférences paramétrées dans SPMMouse : les para-
mètres choisis ont pu articiellement regrouper plusieurs clusters. Cela suggère qu'il
y aurait alors plus de zones où les souris APP/PS1 auraient un métabolisme diérent
des souris PS1.
4.3.1 Taux de recouvrement des clusters et des segmentations de
l'atlas
Pour évaluer quelles de ces hypothèses étaient vériées dans notre étude, nous nous sommes
inspirés des travaux de Tzourio-Mazoyer et de Eickho (Tzourio-Mazoyer et al., 2002;
Eickho et al., 2005). Comme décrit au début de la section précédente, ces équipes ont
indexé les clusters résultant de leurs analyses statistiques en mesurant notamment le taux
de recouvrement de ces clusters de pixels avec leurs segmentations. Nous avons donc calculé
le recouvrement de chaque cluster résultant des analyses statistiques avec chacune des
structures anatomiques segmentées.
Le tableau 4.3 récapitule les taux de recouvrement entre les segmentations de l'atlas et les
clusters résultant des analyses statistiques (et identiés par la numérotation que nous leur
avons donnée au paragraphe 4.1.2.3 (p. 123)).
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Taux de recouvrement des clusters avec les segmentations de l'atlas (en %)
(a) Clusters représentant les zones de prise de glucose plus faible chez les souris APP/PS1
que chez les souris PS1
no et volume du cluster (mm3)
Segmentations de l'atlas 1 2 3 4 5 6 7 8 9
0,33 0,50 0,05 0,46 1,36 1,65 0,23 0,50 0,08
Tronc cérébral - - - - 0,06 0,01 - - -
Cervelet - - - - - 0,01 - - -
Cortex cingulaire et rétrospénial - 98,49 - 72,17 - 2,86 - - -
Reste du cortex 9,23 0,10 100 27,69 - 9,97 0,15 100 100
Corps calleux 1,42 1,41 - 0,14 - 0,02 1,69 - -
Hippocampe - - - - - 84,41 - - -
Colliculus inférieur - - - - - 1,16 - - -
Capsule interne - - - - - - 0,60 - -
Septum/Fimbria - - - - - - 1,83 - -
Striatum 89,36 - - - - - 51,04 - -
Colliculus supérieur - - - - - 1,49 - - -
Thalamus - - - - 99,94 0,09 - - -
Ventricules - - - - - - 44,68 - -
(b) Clusters représentant les zones de prise de glucose plus élevée chez les souris APP/PS1
que chez les souris PS1
no et volume du cluster (mm3)
Segmentations de l'atlas 1 2 3 4 5 6 7 8
0,06 0,29 0,18 0,17 0,33 0,07 0,39 0,13
Amygdale - 0,24 5,13 - - - - 73,41
Commissure antérieure - - - 5,37 - - - -
Corps calleux - 0,71 - - 25,17 20,26 - -
Reste du cortex 100 99,05 91,54 1,87 0,43 79,09 77,13 26,49
Hippocampe - - - - 74,40 - - -
Bulbe olfactif - - - 45,43 - - - -
Striatum - - 3,33 47,33 - 0,65 22,87 0,10
Tableau 4.3  Taux de recouvrement (en %) des clusters sur les segmentations de l'atlas pour
les contrastes représentant un hypo- (a) et un hypermétabolisme (b) chez les souris APP/PS1
(p < 0,01 non corrigé pour les comparaisons multiples ; taille minimale des clusters = 1500 pixels).
Les volumes des clusters sont indiqués en italique et exprimés en mm3. Les taux obtenus montrent
que certains clusters sont totalement inclus dans une seule région de l'atlas et que d'autres s'étalent
sur plusieurs segmentations. Pour ces derniers, seules les sous-parties dont le volume est supérieur
à 0,05 mm3 (critère retenu pour le modèle statistique) sont considérés probantes pour représenter
une zone de variation du métabolisme entre les groupes de souris (surlignées en gris dans le
tableau). Les ventricules ayant été soustraits de l'analyse statistique, le sous-cluster indexé dans
cette région (a) a été fusionné avec la sous-partie du même cluster la plus proche, à savoir celle
située dans le striatum.
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Le tableau 4.3 montre que sur les neuf clusters détectés pour le contraste "hypométabolisme
chez les souris APP/PS1", trois (les clusters no 3, 8 et 9) ont été intégralement contenus
dans une seule structure cérébrale, celle nommée "reste du cortex". Sur les huit clusters
détectés pour le contraste "hypermétabolisme chez les souris APP/PS1", un seul (le cluster
no 1) a été intégralement contenu dans une seule structure cérébrale ("reste du cortex").
Les cartes paramétriques résultant des analyses statistiques ont été seuillées de sorte à ne
fournir que des clusters de pixels dont la taille minimale était 0,05 mm3. Nous avons alors
supposé que si un cluster était fractionné en sous-clusters , et que l'une de ces sous-parties
avait un volume inférieur à 0,05 mm3, alors ce sous-cluster a été le résultat d'erreurs
de recalage et ne devait pas être considéré comme une zone de variation du
métabolisme entre les groupes de souris. Cela a par exemple été le cas du cluster no 5
résultant du contraste "hypométabolisme chez les souris APP/PS1" : 99,94 % du cluster
se trouvait dans le thalamus et seul 0,06 % dans le tronc cérébral. Ce cluster ayant un
volume total ∼1,36 mm3 (cf. tableau 4.3), la partie incluse dans le tronc cérébral était
largement inférieure à 0,05 mm3. Suggérer que ce sous-cluster représentait une zone de
variation du métabolisme entre les souris APP/PS1 et les souris PS1 n'était pas pertinent.
Les clusters no 1, 2 et 5 résultant du contraste "hypométabolisme chez les souris APP/PS1"
ont ainsi pu être automatiquement et respectivement indexés dans le striatum, le cortex
cingulaire et rétrospénial et dans le thalamus. Les clusters no 2, 3 et 6 résultant du contraste
"hypermétabolisme chez les souris APP/PS1" ont ainsi pu être automatiquement indexés
dans la région nommée "reste du cortex". Le cluster no 8 détecté pour ce contraste a lui
été automatiquement indexé dans l'amygdale.
Le tableau 4.3(a) montre que près de 45 % du cluster no 7 (soit ∼ 0,10 mm3) se si-
tuait dans les ventricules. Ces cavités ayant été soustraites des analyses statistiques
(cf. paragraphe 4.1.2 (p. 121)), nous avons également supposé qu'il s'agissait d'une erreur
de recalage de l'atlas sur le template photographique. Après vérication visuelle, nous
avons considéré que la sous-partie du cluster no 7 incluse, d'après notre analyse, dans les
ventricules appartenait en réalité au striatum.
L'analyse des taux de recouvrement des clusters et des segmentations de l'atlas associée
à celle des volumes des sous-clusters nous a permis d'identier automatiquement, selon
les segmentations de l'atlas, les zones de variation du métabolisme entre les groupes de
souris dont la taille était signicative (i.e. > 0,05 mm3). Sur les neuf clusters détectés pour
le contraste "hypométabolisme chez les souris APP/PS1", sept ont pu être automatique-
ment indexés dans des régions cérébrales. Sur les huit clusters détectés pour le contraste
"hypermétabolisme chez les souris APP/PS1", cinq ont pu également être automatique-
ment indexés dans des structures du cerveau particulières. Pour plus de lisibilité, les zones
retenues par ce précédent critère ont été surlignées en gris dans le tableau 4.3.
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Les gures 4.9(a) et (b) illustrent les clusters de pixels résultant des analyses statistiques
et automatiquement indexés par les structures cérébrales dénies dans l'atlas.
Figure 4.9  Clusters de pixels résultant des analyses par comparaison statistique pour les
contrastes représentant l'hypo- et l'hypermétabolisme chez les souris APP/PS1 ((a) et (b)) repré-
sentés en 3D, dans un rendu surfacique du template photographique, et indexés automatiquement
dans des structures cérébrales selon le résultat du recalage de l'atlas sur le template photographique
et l'analyse du taux de recouvrement des clusters dans les segmentations de l'atlas.
4.3.2 Analyse fonctionnelle dans les sous-clusters indexés par
l'atlas
L'analyse de l'indexation automatique réalisée précédemment nous a permis d'identier les
clusters s'étalant sur plusieurs structures suite à des erreurs possibles de recalage.
Nous avons mesuré la prise de glucose moyenne dans chacun des sous-clusters restants (à
savoir les clusters no 4 et 6 pour le contraste "hypométabolisme chez les souris APP/PS1"
et les clusters no 4, 5 et 7 pour l'autre contraste), pondérée par l'erreur standard de la
moyenne (SEM). Les valeurs obtenues ont ensuite été comparées. Les pourcentages de
diérence des mesures d'activité entre les deux lignées transgéniques ont été calculés au
sein de chaque sous-cluster indexé. Les résultats obtenus sont présentés dans le tableau 4.4.
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no du Segmentations Souris PS1 (n = 3) Souris APP/PS1 (n = 4) % de
cluster de l'atlas µact ± SEM (nCi/g) µact ± SEM (nCi/g) diérence
(a) Clusters représentant les zones de prise de glucose plus faible
chez les souris APP/PS1 que chez les souris PS1
4 Cortex cing. et rétro. 318,87 ± 4,32 261,92 ± 1,14 -17,86
Reste du cortex 326,16 ± 3,02 274,41 ± 1,93 -15,87
6 Cortex cing. et rétro. 311,03 ± 7,80 247,50 ± 5,13 -20,43
Reste du cortex 310,38 ± 3,94 254,50 ± 3,48 -18,00
Hippocampe 301,42 ± 3,21 239,33 ± 3,19 -20,60
(b) Clusters représentant les zones de prise de glucose plus élevée
chez les souris APP/PS1 que chez les souris PS1
4 Bulbe olfactif 217,98 ± 4,51 281,99 ± 3,17 +29,37
Striatum 258,01 ± 0,73 307,11 ± 1,94 +19,03
5 Corps calleux 180,00 ± 4,21 229,67 ± 2,05 +27,60
Hippocampe 194,54 ± 3,94 241,54 ± 2,43 +24,16
7 Reste du cortex 271,06 ± 7,63 344,79 ± 7,32 +27,20
Striatum 275,53 ± 5,63 349,46 ± 6,37 +26,83
Tableau 4.4  Activité moyenne par groupe (µact, en nCi/g), pondérée par l'erreur type de la
moyenne (SEM), mesurée dans chacune des sous-parties des clusters résultant des deux contrastes
de l'analyse statistique (hypo- (a) et hypermétabolisme (b) des souris APP/PS1) et appartenant
à plusieurs structures. La colonne de droite montre les pourcentages de diérence des mesures
d'activité moyenne entre les deux groupes d'animaux. Les résultats obtenus pour les clusters no 4
et 6 du 1er contraste et pour les clusters no 4 et 5 du 2nd contraste suggèrent qu'il existait plusieurs
foyers de variation du métabolisme au sein d'un unique cluster détecté par les analyses statistiques.
Les résultats obtenus pour le cluster no 7 du 2nd contraste suggèrent que cette zone de variation
du métabolisme comportait un unique foyer situé dans la zone frontalière du striatum et du cortex
cérébral.
Pour le contraste "hypométabolisme chez les souris APP/PS1" (tableau 4.4(a)) :
• Activités des sous-parties du cluster no 4.
L'activité moyenne mesurée dans le sous-cluster indexé par la segmentation "cortex
cingulaire et rétrospénial" est équivalente, chez les souris PS1, à celle mesurée dans le
sous-cluster indexé par la segmentation "reste du cortex". En revanche, chez les souris
APP/PS1, les deux valeurs sont plus éloignées. Le pourcentage de diérence d'activité
mesuré pour le sous-cluster indexé dans le cortex cingulaire et rétrospénial est plus
important, de 2 points, que celui mesuré pour le sous-cluster indexé dans le reste du
cortex. Cela peut suggérer qu'il existait deux foyers de variation du métabolisme distincts
au sein du cluster no 4 (un dans le cortex cingulaire et rétrospénial et un autre proche,
mais indexé dans le reste du cortex).
4.3. Analyse quantitative de la répartition des clusters dans le cerveau de souris 145
• Activités des sous-parties du cluster no 6.
Pour les deux groupes de souris, les activités moyennes mesurées dans le sous-cluster
indexé par la segmentation "cortex cingulaire et rétrospénial" sont équivalentes à
celles mesurées dans le sous-cluster indexé par la segmentation "reste du cortex". En
revanche, ces valeurs sont en moyenne plus élevées que les activités mesurées, dans
chacun des groupes, dans le sous-cluster indexé par la segmentation "hippocampe". Ces
observations suggèrent qu'il existait, au sein du cluster no 6, un foyer de variation du
métabolisme dans l'hippocampe bien diérent de ceux localisés dans le cortex cingulaire
et rétrospénial et le reste du cortex.
Pour le contraste "hypermétabolisme chez les souris APP/PS1" (tableau 4.4(b)) :
• Activités des sous-parties du cluster no 4.
Pour les deux groupes de souris, les activités moyennes mesurées dans le sous-cluster
indexé par la segmentation "bulbe olfactif" sont plus faibles que celles mesurées dans
le sous-cluster indexé dans le striatum. De plus, le pourcentage de diérence d'activité
mesuré dans le sous-cluster indexé dans le bulbe olfactif est de 10 points supérieur à
celui mesuré pour le second sous-cluster. Ces observations suggèrent qu'il existait, au
sein du cluster no 4, un foyer de variation du métabolisme dans le bulbe olfactif et un
autre dans le striatum.
• Activités des sous-parties du cluster no 5.
Bien que les écarts soient moins importants en ce qui concerne les activités moyennes
mesurées dans les sous-parties du cluster no 5, nous avons aussi suggéré que ce cluster
réunissait en réalité deux foyers distincts de variation du métabolisme entre les groupes
de souris, un dans le corps calleux et un dans l'hippocampe.
• Activités des sous-parties du cluster no 7.
Enn, les activités moyennes mesurées dans les sous-parties de ce dernier cluster sont
équivalentes entre elles. Ceci suggère que les deux sous-clusters indexés dans le striatum
et le cortex délimitaient une zone de variation du métabolisme entre les souris APP/PS1
et les souris PS1 de même intensité.
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4.3.3 Discussion de l'analyse quantitative de la répartition des
clusters dans le cerveau de souris
Plusieurs hypothèses ont pu être émises suite à l'observation des clusters sur plusieurs
structures :
1. Ce phénomène était dû à un recalage non optimisé, en tout point de l'espace, de
l'atlas sur le template photographique ;
2. Les clusters détectés par les analyses statistiques regroupaient en réalité plusieurs
foyers de variation du métabolisme répartis sur plusieurs structures anatomiques.
Pour éclaircir ces points, nous nous sommes inspirés des travaux de Tzourio-Mazoyer et de
Eickho (Tzourio-Mazoyer et al., 2002; Eickho et al., 2005). Nous avons en eet calculé
et analysé le taux de recouvrement des clusters sur les structures concernées. Cependant,
nous ne nous sommes pas cantonnés à l'indexation "quantitative" des clusters dans les
régions dénies par l'atlas. Nous avons en plus mesuré l'activité contenue dans chacune
des sous-parties des clusters indexées par l'atlas et nous avons comparé les résultats entre
eux. L'ensemble des conclusions tirées par notre analyse a été vérié visuellement par un
expert.
4.3.3.1 Analyse du taux de recouvrement des clusters et des segmentations
de l'atlas
Le calcul du taux de recouvrement des clusters et des segmentations de l'atlas
(cf. tableau 4.3 (p. 141)) nous a permis d'identier les clusters résultant des analyses sta-
tistiques, intégralement circonscrits dans une seule structure cérébrale : sur les 17 clusters
détectés (les deux contrastes confondus), 4 d'entre eux ont été détectés comme appartenant
à une seule structure. Ces résultats ont également permis de lister tous les clusters s'éta-
lant sur plusieurs structures et de calculer le volume de chaque sous-cluster indexé dans
les structures dénies par l'atlas. Les clusters de pixels retenus avaient, d'après les para-
mètres xés pour nos tests, un volume minimal de 0,05 mm3. Aussi, nous avons considéré
que tous les sous-clusters, créés par l'indexation des clusters par l'atlas, dont le volume
était inférieur à 0,05 mm3, étaient la conséquence d'un recalage non optimal de l'atlas
sur le template photographique en ces endroits et ne devaient pas être considérés comme
des zones de variation du métabolisme entre les groupes de souris. Cette analyse nous a
permis de réduire la liste des structures contenant des zones de variation du métabolisme
entre les groupes (surlignées en gris dans le tableau 4.3). Notons également que pour le
contraste représentant l'hypométabolisme chez les souris APP/PS1, le sous-cluster détecté
dans les ventricules a aussi été considéré comme une conséquence d'erreurs de recalage
d'un atlas créé à partir de données acquises in situ sur une image moyenne de données
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post mortem acquises ex situ. Cette analyse a permis d'indexer automatiquement dans des
régions cérébrales 8 clusters parmi les 13 restants.
4.3.3.2 Analyse fonctionnelle dans les sous-clusters indexés par l'atlas
Pour dénir, parmi les clusters ayant des sous-parties de taille signicative réparties sur
plusieurs structures (5 clusters au total), ceux réunissant plusieurs foyers de variation du
métabolisme, nous avons mesuré l'activité contenue dans chacun de ces sous-clusters et
calculé à nouveau le pourcentage de diérence des mesures d'activité entre les deux lignées
transgéniques au sein de chaque sous-cluster indexé. Les résultats de cette analyse ont été
présentés dans le tableau 4.4 (p. 144).
Foyers de variation du métabolisme entre les groupes de souris
Cette analyse fonctionnelle nous a permis de suggérer l'existence de plusieurs foyers de
variation du métabolisme au sein des clusters no 4 et 6, résultant du contraste "hypomé-
tabolisme chez les souris APP/PS1" et des clusters no 4, 5 et 7, résultant du contraste
"hypermétabolisme chez les souris APP/PS1". La combinaison des approches d'analyse
par atlas et par comparaison statistique des intensités des pixels des images a donc permis
d'identier au total 12 zones cérébrales dans lesquelles la prise de glucose était moindre
chez des souris APP/PS1 que chez des souris PS1, et 11 zones dans lesquelles cette prise
était plus élevée chez les souris modélisant la maladie d'Alzheimer que chez leurs contrôles.
Ce découpage automatique de cluster, dicilement réalisable manuellement, a par ailleurs
permis d'identier des zones où la diérence d'activité entre les deux groupes de souris
était plus importante que celle calculée pour les clusters non subdivisés (se reporter aux
résultats exposés dans les tableaux 4.1 (p. 125) et 4.4 (p. 144)). Le pourcentage de dié-
rence d'activité entre les deux groupes calculé dans le cluster no 4 résultant du contraste
"hypermétabolisme chez les souris APP/PS1" était par exemple de +23,60 % ; celui calculé
pour la sous-partie de ce cluster indexée dans le bulbe olfactif était de +29,37 %.
Hypermétabolisme détecté dans le corps calleux des souris APP/PS1
Cette analyse semble conrmer une prise de glucose plus élevée dans la matière blanche
(dans le corps calleux) des souris APP/PS1 que des souris PS1 (+27,60 %). Le corps calleux
étant une structure très ne, il peut être dicilement détectable sur le template photogra-
phique, créé après plusieurs lissages et normalisations spatiales d'images. Si nous considé-
rons que la stratégie de recalage utilisée pour mettre en correspondance l'atlas sur ce tem-
plate était menée par les structures de taille importante (cf. paragraphe 3.2.3.1 (p. 100)),
nous pouvons suggérer que la détection d'une variation du métabolisme dans cette structure
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était due à un recalage non optimal dans cette région. Cette hypothèse est étayée par les
faibles scores des critères de superposition obtenus pour cette structure (index de Dice
inférieurs à 0,70, voir tableau 4.2 (p. 134)).
Cependant, d'autres interprétations de ces résultats peuvent être envisagées. Cette prise
de glucose dans le corps calleux plus importante chez les souris modélisant la maladie
d'Alzheimer que chez leurs contrôles peut reéter une atrophie de cette structure soulignée
par des études sur la morphologie cérébrale de souris modélisant cette pathologie (Redwine
et al., 2003; Valla et al., 2006; Lau et al., 2008b; Maheswaran et al., 2009b) ou encore un
eet de volume partiel présent dans les autoradiographies (Valla et al., 2002). Dans ces cas
là, l'activité mesurée serait en réalité contenue dans une structure voisine du corps calleux.
Enn, l'hypermétabolisme détecté dans la matière blanche peut également suggérer une
compensation du dysfonctionnement de la matière blanche observée notamment chez
d'autres souris transgéniques modélisant cette maladie (Desai et al., 2009) ou celle d'un
défaut de communication entre les deux hémisphères (Vyazovskiy et al., 2008).
Hypermétabolisme détecté dans le bulbe olfactif des souris APP/PS1
L'indexation et l'analyse fonctionnelle par atlas des clusters résultant du contraste
"hypermétabolisme chez les souris APP/PS1" ont mis en évidence et conrmé une zone de
variation du métabolisme signicative entre les groupes de souris au niveau du bulbe olfac-
tif (+29,37 % de 2DG détectés dans cette structure chez les souris APP/PS1 par rapport
aux souris PS1). Ce résultat montre en premier lieu que cette structure comportait une
partie sous-corticale non extraite durant le traitement des tissus (voir section 2.2 (p. 71)).
La prise de glucose plus importante chez les souris modélisant la maladie d'Alzheimer par
rapport à leurs contrôles peut suggérer des eets compensatoires développés par ce type
de souris et observés dans leur système olfactif (Wesson et al., 2010).
Hypermétabolisme détecté dans l'amygdale des souris APP/PS1
L'hyperactivité détectée dans l'amygdale des souris APP/PS1 (+18,03 % de prise de
glucose chez ces souris) peut quant à elle être corrélée avec les altérations morphologiques
de cette structure (Knafo et al., 2009).
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La littérature citée ci-dessus suggère qu'il faut tenir compte des hypermétabolismes détectés
dans le corps calleux, le bulbe olfactif et l'amygdale. Ces hyperactivités, dicilement
détectables manuellement, i.e. en superposant les cartes paramétriques seuillées sur des
images histologiques et en identiant la localisation des clusters avec un atlas papier comme
cela a été réalisé dans l'étude Dubois et al. (2010b), illustrent bien les apports de la
combinaison des approches d'analyse par atlas et par comparaison statistique
des intensités des pixels des images :
1. tout cluster résultant d'une analyse statistique peut être automatiquement indexé
dans une région dénie dans un atlas ;
2. si ce dernier s'étend sur plus d'une structure, l'atlas peut diérencier automatique-
ment les sous-parties de ce cluster indexées dans des régions diérentes. L'analyse
des volumes et activités circonscrites dans chaque sous-cluster permet de raner l'in-
terprétation des résultats et de les corroborer avec ceux obtenus dans d'autres études.
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4.4 Utilisation de l'atlas pour restreindre le nombre de
tests statistiques eectués
Les résultats de notre étude ont été obtenus en eectuant un test statistique dont le seuil
de signicativité a été xé à 0,01 non corrigé pour les comparaisons multiples. Compte tenu
de ce paramètre, le contraste représentant l'hypométabolisme chez les souris APP/PS1 a
détecté plus de 160.103 pixels positifs au test statistique (regroupés par paquet de 1500
pixels minimum). Pour diminuer le nombre de faux positifs détectés, Genovese et al. ont
proposé d'appliquer la correction du FDR sur des sous-parties isolées an d'écarter tous les
tests dont le résultat peut être connu par de précédentes hypothèses (Genovese et al., 2002).
Cette approche a déjà été réalisée dans le cadre d'études cliniques. Maldjian et ses collègues
ont par exemple proposé de limiter les analyses de données IRMf dans des segmentations de
régions cérébrales, créées dans le référentiel du MNI et à partir des coordonnées de Talairach
(Maldjian et al., 2003). Pour permettre à d'autres équipes d'utiliser ces segmentations
une boîte à outil de SPM (pickatlas) a été développée et distribuée par cette équipe. De
leur côté, Eickho et ses collaborateurs ont utilisé des atlas paramétriques dénis dans
Eickho et al. (2005) pour restreindre leur analyse d'images IRMf (Eickho et al., 2006).
Ils ont par la suite estimé leurs résultats statistiques avec un seuil de signicativité xé
à 0,05 en appliquant la correction nommée Family Wise Error (Worsley et al., 1996).
Dernièrement, Mevel et al. ont étudié des images TEP en restreignant leur analyse dans
la région de l'hippocampe, délimitée manuellement (Mevel et al., 2007). Comme pour
l'étude précédemment décrite, leurs résultats statistiques ont été estimés avec un seuil de
signicativité xé à 0,05 en appliquant la même correction statistique.
Dans le cadre d'études sur le Rongeur, Dubois et al. ont segmenté manuellement des régions
d'intérêt sur le template créé pour leur étude statistique (Dubois et al., 2008b). Ils sont
parvenus à estimer leurs résultats statistiques avec un seuil de signicativité xé à 0,05 en
appliquant la correction statistique du FDR, correction moins conservative que celle citée
précédemment. Pour s'aranchir des segmentations manuelles, cette équipe, comme celle
de Maheswaran, a proposé d'utiliser les segmentations d'un atlas pour corriger les résul-
tats obtenus avec l'analyse par comparaison statistique des intensités des pixels d'images
(Maheswaran et al., 2009a; Dubois et al., 2010b). A notre connaissance, l'utilisation de
segmentations d'atlas pour restreindre le nombre de tests eectués dans une telle analyse
réalisée sur des images de rongeurs n'a pas encore été mise en ÷uvre. Ayant auparavant
normalisé notre atlas de cerveau de souris dans le référentiel du template créé pour une
analyse par comparaison statistique, nous avons proposé d'utiliser les segmentations
de cet atlas non plus pour seulement analyser spatialement les clusters résultant des ana-
lyses statistiques, mais également pour restreindre le nombre de tests eectués en
vue de fournir des résultats statistiques corrigés.
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4.4.1 Nouveau modèle statistique
Le modèle statistique paramétré dans SPMMouse pour cette partie de l'étude s'est appuyé
sur celui utilisé précédemment (voir paragraphe 4.1.2 (p. 71)). Cependant, pour restreindre
le nombre de tests eectués, nous avons masqué les autoradiographies à analyser
par les segmentations de l'atlas recalé sur le template photographique.
L'étude précédente nous a permis de lister les parties des images susceptibles de présenter
des diérences signicatives entre les groupes de l'étude (voir les zones surlignées en gris
dans le tableau 4.3 (p. 141)) :
• pour le contraste représentant les zones de prise de glucose plus faible chez les sou-
ris APP/PS1 que chez les souris PS1, nous avons limité les tests en masquant suc-
cessivement les données fonctionnelles avec les segmentations du cortex cingulaire et
rétrospénial (∼99.103 pixels), du reste du cortex (∼922.103 pixels), de l'hippocampe
(∼167.103 pixels), du striatum (fusionné avec les ventricules soit ∼217.103 pixels) et du
thalamus (∼223.103 pixels) ;
• pour le contraste représentant les zones de prise de glucose plus élevée chez les souris
APP/PS1 que chez les souris PS1, nous avons limité les tests en masquant successive-
ment les données fonctionnelles avec les segmentations de l'amygdale (∼84.103 pixels),
du corps calleux (∼82.103 pixels), du reste du cortex (∼922.103 pixels), de l'hippocampe
(∼167.103 pixels), du bulbe olfactif (∼76.103 pixels) et du striatum (∼184.103 pixels).
L'application de chacune de ces segmentations a permis de réduire d'un facteur 10, voire
100, le nombre de pixels testés.
Ayant peu d'animaux dans nos groupes, nous avons corrigé les tests en utilisant le FDR
paramétré dans SPM : le seuil de signicativité des tests a été xé à 0,05 et aucune
contrainte concernant la taille minimale des clusters n'a été imposée. Tout cluster ayant
une p-value inférieure à 0,05 a donc été détecté.
4.4.2 Résultats de cette nouvelle analyse statistique
Sur l'ensemble des tests précédemment décrits, seule l'application du masque de
l'hippocampe et pour le contraste représentant les zones de prise de glucose plus
faible chez les souris APP/PS1 que chez les souris PS1 a permis de détecter une zone
de diérence fonctionnelle signicative entre les deux groupes (p < 0,05 corrigé pour les
comparaisons multiples, sans taille minimale de clusters). Le pourcentage de diérence
d'activité entre les deux lignées de souris dans ce cluster a été estimé à environ -22,39 %,
soit près de 2 points supérieur (en valeur absolue) à celui estimé dans le sous-cluster indexé
dans l'hippocampe (voir tableau 4.4 (p. 144)).
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La gure 4.10 illustre les clusters indexés dans l'hippocampe obtenus avec (rouge foncé)
et sans (rouge pâle) correction pour les comparaisons multiples. Le cluster obtenu après
correction FDR a un volume ∼0,74mm3 ; celui obtenu précédemment avait un volume
∼ 1,39 mm3.
Figure 4.10  Représentation 3D des clusters de pixels représentant un hypométabolisme chez les
souris APP/PS1 dans le région de l'hippocampe, obtenus avec (rouge foncé) et sans (rouge pâle)
correction pour les comparaisons multiples. La restriction de l'analyse statistique par la segmenta-
tion de l'hippocampe a permis d'obtenir une zone (∼ 0,74 mm3) dont le pourcentage de diérence
d'activité entre les groupes est de ∼ -22,39 %, soit plus important que celui obtenu sans correction
statistique (∼ -20,60 % de diérence d'activité mesurée dans ∼ 1,39 mm3).
4.4.3 Discussion de la méthode de correction de tests statistiques
par atlas
Les données fonctionnelles de notre étude correspondaient à plus de 5.106 pixels (fond de
l'image exclu). Lorsque nous avons pris en compte l'intégralité de ces données, l'analyse
par comparaison statistique des intensités des images considérant un seuil de signicativité
statistique xé à 0,01 a pu détecter plusieurs milliers de faux positifs. Par ailleurs, la
correction FDR n'a pas pu être appliquée sur l'intégralité de ces images.
En utilisant les segmentations de l'atlas recalé sur le template photographique, nous avons
pu réduire considérablement le nombre de pixels testés (entre un facteur 10 et 100). Les
tests réalisés dans l'hippocampe ont pu par la suite être corrigés par l'application du FDR
dans le modèle statistique (avec un seuil de signicativité xé à 0,05). Le pourcentage de
diérence d'activité entre les deux lignées de souris dans le cluster résultant de cette ana-
lyse s'est révélé plus élevé que celui estimé sans la correction FDR. L'obtention d'un tel
résultat conrme que superviser une analyse statistique par un atlas peut raner
les résultats. En eet, grâce à cette seconde analyse, nous avons pu conrmer que les
souris APP/PS1 consommaient moins de glucose que les souris PS1 dans la région de
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l'hippocampe. A notre connaissance, ces travaux sont les premiers à montrer qu'il
est possible d'obtenir des résultats statistiquement signicatifs sur des volumes
autoradiographiques de cerveaux de rongeurs en restreignant l'analyse statis-
tique réalisée par les segmentations d'un atlas préalablement recalés sur les
données étudiées.
L'analyse statistique, restreinte à certaines sous-parties des images natives, n'a fourni de
résultats qu'avec la segmentation de l'hippocampe. L'absence de résultats pour les autres
masques appliqués peut être dû à la forme des segmentations (Frackowiak et al., 2003),
ou bien au pourcentage d'occupation du cluster (obtenu sans correction) dans la région
segmentée. En eet, le volume du sous-cluster résultant du contraste "hypométabolisme
chez les souris APP/PS1" de la première étude et indexé dans l'hippocampe valait près
de 12% du volume de l'hippocampe. Il s'agissait du seul (sous-)cluster occupant plus de
10% de la région dans laquelle il était indexé. Ces observations suggèrent qu'il peut exister
une relation entre la possible correction statistique des comparaisons multiples par des
segmentations et la proportion du volume du cluster à détecter par rapport à celui du
masque restreignant le nombre de pixels testés. Des tests supplémentaires pourraient être
réalisés sur un autre jeu de données pour conrmer ou non cette hypothèse, voire pour
dénir la proportion minimale d'occupation d'un cluster dans une région pour que la
correction statistique des comparaisons multiples puisse fournir des résultats ables. Notons
que les ltres appliqués pour lisser les données peuvent également avoir une inuence sur
la taille des clusters obtenus (Frackowiak et al., 2003). Des tests pourraient donc aussi être
réalisés pour évaluer leur impact sur les résultats.
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4.5 Bilan de la combinaison d'approches d'analyse de
données post mortem et valorisation des travaux
Pour indexer et analyser automatiquement les clusters résultant d'analyses par comparai-
son statistique des intensités des pixels d'images dans les structures cérébrales de souris,
nous nous sommes inspirés de travaux déjà réalisés dans le cadre d'études cliniques. A
notre connaissance, un tel travail n'a pas encore été mis en ÷uvre pour des études sur le
Rongeur. Pour ce faire, nous avons proposé de recaler automatiquement, selon la straté-
gie proposée en chapitre 3 (p. 78) un atlas numérique 3D sur le template spéciquement
créé pour l'analyse statistique. Les travaux présentés et commentés dans ce chapitre ont
été valorisés lors de la conférence internationale de 2010 de l'IEEE Engineering in
Medicine and Biology Society (EMBC) (Lebenberg et al., 2010b). Une description
plus approfondie de ces travaux est actuellement en cours d'écriture pour une revue
scientique.
L'utilisation des segmentations de l'atlas pour localiser les diérences métabo-
liques détectées entre les groupes de souris a l'avantage non négligeable de lister rapide-
ment l'ensemble des structures cérébrales mises en jeu par le phénomène étudié.
Ces résultats ont été obtenus automatiquement et sans avoir eu à se référer à un atlas
papier. Cette approche a donc réduit et facilité l'intervention d'un expert en neuroa-
natomie pour analyser les résultats. Nous avons par exemple pu constater rapidement
de l'hypo- et de l'hypermétabolisme des souris APP/PS1 par rapport aux souris
PS1 situées dans les mêmes structures cérébrales (hippocampe, striatum et cortex).
Nous avons également pu identier plusieurs foyers de variation du métabolisme entre les
groupes au sein d'un même cluster résultant des analyses statistiques. Ces foyers, non
identiables en exploitant uniquement les analyses statistiques, ont été discernés grâce à
la subdivision par l'atlas des clusters s'étendant sur plusieurs régions segmentées.
Nos travaux ont par ailleurs montré que superviser les résultats d'une analyse statistique
avec un atlas pouvait permettre d'identier des structures potentiellement impli-
quées dans la maladie d'Alzheimer (exemples du bulbe olfactif et du corps calleux).
Ces observations, dicilement concluantes par une analyse visuelle des projections
des clusters sur des coupes histologiques, n'ont pas pu être mises en évidence dans l'étude
Dubois et al. (2010b) menée en parallèle de ces travaux. Dubois et al. ont en revanche pu,
grâce à un atlas papier, localiser plus précisément certains clusters corticaux. Alors que
nous ne pouvions indexer ces clusters soit dans le cortex cingulaire et rétrosplénial, soit
dans le reste du cortex, cette équipe a par exemple pu diérencier la partie cingulaire de la
partie rétrospléniale du cortex et identier la partie somatosensorielle du cortex. Les résul-
tats d'indexation automatique par atlas des clusters dans des régions cérébrales dépendent
donc de l'échelle des segmentations de l'atlas.
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L'analyse par atlas de la répartition des clusters dans le cerveau peut donc se révéler peu
probante pour des projets visant à étudier une région d'intérêt unique (suite à une stimula-
tion auditive ou motrice par exemple). En revanche, pour des études analysant le compor-
tement des sujets après diverses stimulations ou pour des études préliminaires exploratoires
d'une pathologie particulière, de nombreux clusters, de taille variable, représentant les dif-
férences entre les groupes peuvent être détectés des analyses statistiques. Dans ces cas-ci,
superviser ces analyses statistiques par un atlas présente un gain de temps considérable.
En plus de les indexer rapidement dans des structures cérébrales et évaluer le volume de
chaque sous-cluster automatiquement déni par l'atlas, nous pourrions également analyser
leur éventuelle répartition symétrique dans le cerveau si la base de données de l'étude
est constituée de cerveaux entiers. Le plan inter-hémisphérique de l'atlas correspondant à
l'axe x= dimX/2, où dimX est la dimension en x de l'image, nous pouvons aisément dié-
rencier les segmentations de l'atlas appartenant à l'un et l'autre hémisphère (cf. gure 4.11).
Le gain de temps obtenu sur la localisation des clusters pourrait nous permettre d'envisa-
ger de tester un grand nombre d'hypothèses modélisées par plusieurs modèles statistiques
(diérents seuils de signicativité, tailles minimales des clusters), comparer les résultats et
approfondir les études.
Figure 4.11  Atlas numérique du cerveau entier de souris dont les segmentations appartenant à
l'un et l'autre hémisphère ont été diérenciées.
Superviser les résultats d'analyses statistiques par un atlas est donc une approche pro-
metteuse pour étudier de nombreuses images acquises post mortem mais également in
vivo. Les études de Lau, Maheswaran et Sawiak (Lau et al., 2008b; Maheswaran et al.,
2009a; Sawiak et al., 2009) par exemple pourraient bénécier des avantages résultant de la
combinaison de ces approches d'analyse.
Pour raner davantage la localisation des clusters dans le cerveau de souris, nous pourrions
coupler les informations de leur appartenance à des structures cérébrales à une position re-
lative par rapport aux points bregma et lambda dénis sur la boîte crânienne des animaux
(Aggarwal et al., 2009). Ce couplage d'informations proterait aux biologistes, habitués à
se repérer avec de telles coordonnées dans les atlas papier. Cependant, cela impose l'ac-
quisition d'images de la boîte crânienne des animaux sur lesquelles l'atlas pourrait être
recalé.
La supervision de l'analyse statistique à l'échelle du pixel réalisée via le logiciel SPMMouse
par les segmentations de l'atlas numérique nous a permis d'améliorer les résultats obtenus :
le temps consacré à identier les clusters de pixels activés par l'analyse SPMMouse a pu
être optimisé et le nombre de comparaisons statistiques réalisées a pu être automatiquement
restreint grâce aux segmentations de l'atlas, rendant ainsi les tests statistiquement plus
signicatifs (la correction dite False Discovery Rate a pu être appliquée). En combinant
ces deux approches d'analyse, nous avons pu tirer prot des avantages de chacune et ainsi
repousser leurs limitations d'utilisation (voir gure 4.12). Cette stratégie d'analyse devrait
conrmer sa grande ecacité et son utilité sur un jeu de données plus complexe (étude
réalisée sur cerveaux entiers, nombre plus important de zones de variations métaboliques et
d'animaux).
Figure 4.12  Apports de la combinaison d'approches d'analyse de volumes autoradiographiques
(a) par un atlas numérique (b) (méthode 1) avec celle par comparaison statistique des intensités
des images (d) (méthode 2). La méthode 1 a permis d'identier automatiquement des structures
cérébrales dans un image fonctionnelle 3D mais de ne mesurer les informations qu'à l'échelle des
segmentations (c). La méthode 2 a permis de mettre en évidence des diérences fonctionnelles
locales mais leur localisation dans des structures cérébrales reste une tâche laborieuse (e). La
supervision de l'analyse statistique par l'atlas (méthode 3) a permis de tirer prot des avantages
des deux premières méthodes (f).
Chapitre 5
Utilisation de l'atlas numérique 3D de
cerveau de souris pour l'analyse de
données acquises in vivo
Les méthodes et résultats présentés dans les chapitres 3 et 4 ont permis de prouver la fai-
sabilité d'une analyse automatisée et optimisée de cerveaux de souris grâce à l'utilisation
d'un atlas numérique 3D. L'atlas fourni par le CIVM a permis d'étudier des données post
mortem (histologiques et autoradiographiques) de souris modélisant un aspect de la mala-
die d'Alzheimer ainsi que leurs contrôles. Ceci étend les domaines d'application de l'atlas
initialement développés pour analyser des données IRM acquises in vivo sur d'autres li-
gnées de souris transgéniques (Badea et al., 2007, 2009). Dans ce dernier chapitre, nous
étudions la possibilité d'utiliser cet atlas pour guider l'analyse de données TEP et TDM
acquises in vivo en vue d'une étude s'intéressant plus généralement à la neuroinammation
sur des modèles de souris. Cette approche, bien que préliminaire et limitée à un examen,
constitue une perspective très prometteuse du travail présenté. Le contexte et les données
de cette étude, suivis de la nouvelle stratégie de recalage proposée pour faire correspondre
l'atlas avec les volumes TEP et TDM sont présentés et discutés. La gure 5.1 présente une
synthèse de l'organisation de ce chapitre ainsi que des principaux points abordés.
Figure 5.1  Organisation du chapitre 5 de ce manuscrit et principaux points abordés.
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5.1 Contexte de l'étude sur la neuroinammation
La recherche préliminaire présentée dans ce chapitre a été réalisée dans le cadre d'une col-
laboration entre l'ANSTO (Australian Nuclear Science and Technology Organisation) et
l'équipe de traitement d'images de MIRCen. Ce projet a été initié en n de thèse et avait
pour objectif d'utiliser un atlas numérique de cerveau de souris pour l'analyse de données
TEP (Tomographie par Emission de Positons) dans une étude sur un traceur de la neuroin-
ammation. L'étude de ce processus sur des modèles de maladies neurodégénératives est
d'un grand intérêt car il constitue un aspect important dans l'évolution de ces maladies.
5.1.1 Etude de la neuroinammation sur la Souris
La neuroinammation se manifeste en partie dans les cellules microgliales. Ces cellules
représentent 5 à 20% de la population gliale a totale. Elles appartiennent à la lignée des
macrophages, cellules capables de phagocytose des cellules mortes et des corps étrangers.
Elles forment ainsi la principale défense immunitaire active du système nerveux central.
Lors d'une lésion neuronale, des substances chimiques, les chemokines, vont être libérées et
attirer les cellules microgliales. Ces dernières passeront de l'état passif à l'état actif : leur
forme va changer (d'un aspect étoilé avec ramications à un aspect améboïde b avec dispa-
rition des prolongements), les cellules vont proliférer et des facteurs solubles neurotoxiques
vont être libérés (cf. gure 5.2). Ces facteurs proapoptotiques et proinammatoires vont
favoriser la mort cellulaire (les neurones dans le cas présent). Les cellules microgliales par-
ticiperaient donc à l'apparition de nombreuses maladies dégénératives telles que la maladie
d'Alzheimer ou la sclérose en plaque par exemple.
Étant de petites tailles, elles sont dicilement repérables dans le cerveau. Cependant,
elles peuvent être marquées par des radioligands spéciques au récepteur périphérique
des benzodiazépines (Peripheral Benzodiazepine Receptor (PBR) en anglais) qui ont une
perfusion limitée dans le cerveau (Banati, 2002). L'acquisition d'images TEP peut ainsi
permettre un suivi longitudinal de l'inammation neuronale chez un sujet voire l'étude
d'eet de thérapeutiques.
a. Les cellules gliales se situent dans le système nerveux.
b. Un amibe est un animal unicellulaire, vivant dans l'eau douce ou salée, muni de pseudopodes (parties
servant à la locomotion).
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Figure 5.2  Activation des cellules microgliales suite à une lésion neuronale. Lors d'une lésion
neuronale (représentée ici par le dépôt du prion PrPsc (pour Protéine P scrapie), des substances
chimiques (chemokines) vont être libérées et peuvent activer des cellules microgliales via des récep-
teurs membranaires (exemple ici du récepteur CCR5). Une fois activées, ces cellules vont changer
de forme et libérer des facteurs solubles neurotoxiques favorisant la mort cellulaire (apoptose).
Source : http: // www. 123bio. net/ .
5.1.2 Problématique de l'étude
Des systèmes d'acquisition d'images TEP dédiés à l'imagerie du petit animal et notamment
de la Souris sont disponibles depuis quelques années. Les images produites par ces systèmes
présentent une résolution spatiale de l'ordre du millimètre. Il est important d'acquérir en
parallèle des images anatomiques.
Des systèmes hybrides combinant les technologiques de la TDM (TomoDensitoMétrie) et de
la TEP sont actuellement commercialisés. Ils fournissent des images anatomiques (TDM,
image de la structure osseuse) directement mises en correspondance avec des images fonc-
tionnelles (TEP, image de la xation d'un radioligand). Néanmoins, la technologie TDM
ne permet pas de diérencier des tissus situés à l'intérieur de compartiments osseux, tels
que le cerveau (voir paragraphe 1.2.2.1 (p. 16)).
L'objectif de ce travail a donc été de développer une méthode permettant d'extraire
les informations contenues dans les structures internes du cerveau (cortex, stria-
tum, hippocampe, thalamus, ...) dans des examens TEP. Pour cela, nous avons proposé de
recaler un atlas numérique sur les images TDM et TEP à analyser.
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5.2 Données de l'étude
5.2.1 Données TEP et TDM
5.2.1.1 Acquisition des images
Pour étudier la neuroinammation, l'équipe de l'ANSTO a acquis des images (corps entier)
TDM et TEP sur des souris contrôles et pathologiques. Plusieurs campagnes d'acquisition
ont été réalisées sur une période de huit semaines an d'étudier l'évolution de la patholo-
gie. Un même radiotraceur spécique au PBR a été injecté et imagé. Le système Inveon
de chez Siemens a été utilisé pour ce projet. Ses caractéristiques sont présentées dans
(Kemp et al., 2009).
Dans le cadre de cette étude préliminaire, des données TEP et TDM acquises à deux temps
sur une souris contrôle ont été étudiées. Avant chaque acquisition, 0,06 nmol du radiotra-
ceur spécique au PBR a été injecté chez la souris. Après 45 min, une image TEP a été
réalisée en 10 minutes suivie de l'acquisition d'une image TDM. L'image fonctionnelle a
été reconstruite par un algorithme Ordered Subsets Expectation Maximization/Maximum
A Posteriori (OSEM/MAP) (Hudson and Larkin, 1994; Cho et al., 2007) dans une ma-
trice de 128×128×159 pixels avec une taille de pixels valant 0,287×0,287×0,796 mm3.
L'image TDM a été reconstruite à partir de 200 projections dans une matrice de
256×256×512 pixels avec une résolution isotrope de 0,217 mm.
Des illustrations des images TDM et TEP acquises au temps 1 se trouvent respectivement
en gures 5.3(a) et (b).
Figure 5.3  Vues sagittales des images TDM (a) et TEP (b) acquises sur une souris contrôle
corps entier.
5.2. Données de l'étude 161
5.2.1.2 Pré-traitements des données TEP et TDM
Les images TDM et TEP corps entier ont été acquises. Un sous-volume comprenant unique-
ment le cerveau a ensuite été extrait interactivement sur l'examen TDM grâce aux logiciels
Anatomist et BrainVISA (cf. gure 5.4(a)). Le champ de vue équivalent a été extrait de
l'image TEP (cf. gure 5.4(b)). Ces images ayant été acquises sur une souris contrôle, le
radiotraceur spécique au PBR s'est peu xé aux cellules cérébrales de l'animal. La fusion
des images anatomique et fonctionnelle est illustrée en gure 5.4(c).
Figure 5.4  Vues coronales, axiales et sagittale des images TDM (a) et TEP (b) du cerveau.
Fusion des images TDM et TEP (c).
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5.2.2 Atlas numérique utilisé pour cette étude
L'atlas numérique utilisé pour ce projet est le même que celui utilisé pour l'étude prélimi-
naire sur la maladie d'Alzheimer. Il s'agit du modèle numérique proposé par le laboratoire
du CIVM (Johnson et al., 2007; Badea et al., 2007), décrit dans le paragraphe 2.1.2 (p. 67).
Pour faciliter le recalage de l'atlas (et de l'IRM pondérée en T1 associée) sur les don-
nées expérimentales, nous avons utilisé les images que nous avons régularisées et dont le
plan inter-hémisphérique a été redressé. Une description de ces traitements se trouve dans
le paragraphe 3.1.1 (p. 79). Pour cette étude, les images IRM et atlas du cerveau entier
incluant le bulbe olfactif et le cervelet ont été conservées gure 5.5.
Figure 5.5  Vues coronales, axiales et sagittales de l'IRM pondérée en T1 (a) et de l'atlas
associé (b).
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5.3 Mise en correspondance de l'atlas numérique sur les
données TDM et TEP
Les gures 5.4(a) et (b) mettent en évidence l'absence de contraste entre les tissus cérébraux
aussi bien sur les images TDM que TEP. De ce fait et contrairement au projet traité dans
les chapitres précédents, un recalage basé sur des informations iconiques du cerveau n'était
pas optimal. Nous avons alors orienté notre choix méthodologique vers des techniques de
recalage s'appuyant sur des primitives géométriques. Nous avons pu ainsi tirer prot
de l'information osseuse du crâne en TDM qui constitue la seule information exploitable.
Une transformation ane a été testée pour mettre en correspondance les données de l'étude.
Les images acquises au temps 1 sur la souris contrôle ont été traitées pour évaluer la
faisabilité de notre approche de recalage pour analyser les données TEP au moyen d'un
atlas numérique de cerveau de souris.
5.3.1 Stratégie de recalage proposée
Pour estimer la transformation entre l'atlas et les données à analyser, la stratégie proposée
a été de mettre en correspondance les surfaces externes des cerveaux extraites de :
• l'examen TDM pour les données TEP/TDM (segmentation à réaliser) ;
• l'atlas numérique (segmentation directement disponible).
Une carte des distances basée sur la distance du chanfrein a été utilisée pour apparier
les images de ces surfaces (voir paragraphe 1.3.5.1 (p. 30)).
Les principales étapes du recalage peuvent être résumées ainsi :
1. extraction de l'information relative aux surfaces externes du cerveau et utilisation de
l'une des surfaces pour calculer une carte de distance ;
2. estimation de la transformation ane optimale et évaluation de la pertinence de la
transformation estimée.
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5.3.2 Extraction de la surface externe des cerveaux des images et
création de la carte des distances
L'extraction de la surface externe du cerveau de souris à partir de l'examen TDM
(cf. gure 5.6(a)) a requis une segmentation de la boîte crânienne et plus précisément
de la surface interne. Cette étape présentant une complexité certaine et les travaux étant
préliminaires, une approche de segmentation par seuillage a été considérée en première
intention. Dans les images TDM, les structures osseuses apparaissent très clairement. Un
seuillage xé à 2/3 de la valeur maximale de l'image a été utilisée. La détermination de
cette valeur a été conrmée par une estimation visuelle du résultat en prenant en compte
l'épaisseur de la structure osseuse segmentée (de 1 à 3 pixels ce qui correspond à une
épaisseur de ∼ 0,5 mm, gure 5.6(b)). La carte de distance a été calculée à partir de cette
image binarisée. Cette information correspondant à la géométrie de référence des données
à analyser, les pixels de la boîte crânienne ont été mis à la valeur zéro et les autres pixels
de l'image ont été aectés de la valeur de leur distance au pixel de l'os le plus proche. Une
illustration de la carte de distance ainsi calculée est présentée sur la gure 5.6(c).
Figure 5.6  Vues coronales de la boîte crânienne de la souris étudiée sur une image TDM (a)
et après binarisation de cette image (b). Carte des distances (c) créée à partir de l'image binaire
utilisée par la suite pour recaler l'atlas sur les images expérimentales.
L'obtention de l'information de surface contenue dans les images relatives à l'atlas numé-
rique a été réalisée par un seuillage de l'image des labels. A partir de cette image binaire,
la surface a été calculée sous forme de triangles dont les sommets sont des vertex c corres-
pondants chacun à des coordonnées x, y, z de l'espace. Le nombre de vertex étant compris
entre 105 et 106, nombre très important par rapport à la complexité de la surface à décrire,
un travail d'optimisation du nombre de ces points à considérer pour estimer correctement
la transformation de recalage a été mené. En réduisant le volume de données à traiter (par
des facteurs 102 et 103), nous avons pu diminuer le temps de calcul nécessaire à l'esti-
mation de la transformation. Une décimation progressive et uniformément appliquée à la
surface a été mise en ÷uvre. La valeur limite de réduction a été estimée en mesurant les
variations des transformations de recalage estimées, en prenant pour référence les résultats
c. Point d'intersection entre deux ou plusieurs segments dans une construction 3D.
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obtenus avec la surface initiale. La décimation a été arrêtée dès que les paramètres de la
transformation ane estimée ont commencé à diverger. Une illustration du processus de
décimation est présentée gure 5.7. Cette optimisation du temps de calcul trouvera toute
son utilité pour le traitement des données du projet acquises ultérieurement.
Figure 5.7  Rendus surfaciques du cerveau de souris de l'atlas considérant l'intégralité des vertex
le décrivant (a), puis après décimation à 99 % (b) et à 99,9 % de ceux-ci.
5.3.3 Estimation et évaluation de la transformation de recalage
Le processus de recalage a été initialisé en faisant coïncider par translation entière selon les
directions x, y et z, les centres de gravité calculés à partir de l'image binaire de l'examen
TDM et de la surface de l'atlas numérique. Le processus de recalage a ensuite consisté
à déplacer la surface issue de l'atlas dans la carte de distance issue de l'examen TDM
en optimisant les paramètres de la transformation ane (optimisation séquentielle des
paramètres par la méthode de Powell, voir paragraphe 1.3.5.3 (p. 33)). La minimisation
de la distance moyenne entre les informations de surface a été utilisée comme critère de
similarité pour estimer la transformation optimale. La condition d'arrêt de l'estimation
du recalage a été xée à 1 % de gain. Selon ce protocole, des essais successifs ont été
menés en réduisant progressivement le nombre de vertex. Une estimation reproductible
de la transformation a été observée jusqu'à une réduction de 99 % modiant le nombre
total de vertex de 3.105 à ∼3.103. La distance moyenne nale entre les deux surfaces a été
estimée à environ 0,1 mm. En considérant la surface initiale, le temps de calcul nécessaire
était pour recaler les images de 18 minutes. Après réduction du nombre de vertex, ce temps
a été réduit à 18 secondes d.
d. Ces tests ont été réalisés sur un IntelR⃝ XeonR⃝ CPU E5520 at 2,27 GHz avec 4 Go de RAM.
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La gure 5.8(a) présente la superposition de l'examen TDM binarisé sur l'image de l'atlas
labélisé et recalé. La gure 5.8(b) montre une seconde manière d'estimer la qualité du
recalage en visualisant la superposition des contours extraits de l'IRM, utilisée pour générer
l'atlas, sur l'examen TEP à analyser. Après recalage, la forme globale de l'atlas déformé
se superpose correctement sur les données à analyser. Il reste cependant dicile d'estimer
quantitativement la qualité du recalage.
Figure 5.8  Fusions, après recalage, du volume de labels sur l'image TDM binarisée (a) et des
contours de l'IRM pondérée en T1 ayant servie à la création de l'atlas sur l'image TEP (b). Ces
fusions montrent qu'après recalage, l'atlas se superpose correctement sur les données à analyser.
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5.4 Discussion des résultats du recalage de l'atlas sur
les données TEP et TDM
Etant donné l'absence d'informations cérébrales dans les images TEP et TDM, nous avons
considéré une méthode de recalage basée sur des primitives géométriques. Un unique sujet
contrôle a été utilisé pour étudier la faisablité de l'analyse par atlas d'images TEP. Nous
avons choisi d'estimer des paramètres de transformations rigides (translations des centres
de gravité) puis anes. Pour optimiser le temps de calcul nécessaire à ces estimations,
nous avons réduit, de façon uniforme, le nombre de vertex composant la surface externe
du cerveau représentant l'atlas. Cette opération a démontré son ecacité en terme de gain
en temps de calcul tout en permettant de conserver un résultat de recalage d'aussi bonne
qualité que celui obtenu à partir de la surface initiale.
Le recalage ayant été estimé sur les contours externes du cerveau, la pertinence de ce
dernier au niveau des structures cérébrales (striatum, hippocampe, thalamus, ...) n'a pu
être évaluée. Au vu des informations disponibles, une transformation ane nous a semblé
la plus adaptée pour mettre en correspondance l'atlas et les images TDM et TEP.
En admettant que l'information de la structure osseuse est très semblable sur les ani-
maux contrôles voire pathologiques, l'application de notre méthode sur d'autres souris
nous semble facilement transposable.
5.4.1 Limitation de la méthode
La gure 5.8 (p. 166) montre que le recalage de l'atlas sur les données TEP et TDM
n'est pas optimal en tout point : la surface externe du cerveau de l'atlas se superpose à la
boîte crânienne à certains endroits alors qu'il devrait coïncider avec la surface interne de
cette dernière. Cette observation est probablement due à l'incertitude résidant au niveau
de l'extraction de la surface de la boîte crânienne sur l'image TDM. Le seuil choisi pour
binariser cette image nous a fourni une surface dont l'épaisseur valait ∼ 0,5 mm. La carte
des distances ayant été créée à partir de cette image binarisée, des erreurs de recalage ont
pu être engendrées. La condition d'arrêt de l'estimation du recalage (xée à 1 % de gain)
a permis de minimiser la distance entre les deux surfaces jusqu'à une valeur inférieure à
l'épaisseur de la surface de la boîte crânienne extraite de l'image TDM.
Le recalage non optimal en tout point de la surface de la boîte crânienne peut également
être dû au nombre limité de degrés de libertés utilisé pour apparier les images ; une trans-
formation ane ne peut en eet optimiser que jusqu'à 12 degrés de liberté.
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5.4.2 Amélioration de la méthode
Compte-tenu des limitations précédemment énoncées, nous proposons, dans les paragraphes
suivants, deux nouvelles pistes qui pourraient permettre l'optimisation du recalage de l'atlas
sur les images TEP et TDM.
5.4.2.1 Amélioration de la segmentation de l'examen TDM
Pour ce travail préliminaire, nous avons extrait la boîte crânienne par des méthodes de
seuillage. Pour s'aranchir de la variabilité de l'épaisseur de la cavité osseuse résultant
de cette méthode, nous envisageons d'extraire la surface interne de la boîte crânienne
en utilisant des méthodes de segmentation basée sur la croissance de régions (se repor-
ter au paragraphe 1.4.2 (p. 40). Des recherches ont d'ores et déjà été engagées sur cette
thématique.
5.4.2.2 Acquisitions de données supplémentaires
Si des IRM peuvent être acquises en plus des données TEP et TDM sur chacun des
sujets à étudier, des informations sur les structures anatomiques cérébrales seraient alors
disponibles. Un recalage non ane, tel que celui reposant sur la méthode de la Free
Form Deformation proposée dans Rueckert et al. (1999) pourrait être envisagé pour
mettre en correspondance l'IRM associée à l'atlas avec les IRM expérimentales.
La stratégie appliquée pour recaler ces images pourrait être celle proposée dans le
chapitre 3 (p. 78). Une transformation rigide pourrait être estimée entre les surfaces ex-
ternes des cerveaux de l'IRM et de l'image TDM associée pour chacune des souris étudiées.
Une composition de transformations géométriques pourrait alors être calculée pour
recaler les segmentations de l'atlas sur chaque image TEP. Le développement d'un
nouveau module dans BrainVISA intégrant l'ensemble des opérations nécessaires à ce
type d'analyse pourrait être envisagé pour faciliter le traitement des données réalisé par
des non-experts en traitement de l'image.
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5.5 Bilan de l'utilisation d'un atlas en vue d'une analyse
de volumes TEP et valorisation des travaux
L'objectif du projet présenté dans ce chapitre a été d'évaluer la faisabilité d'analyser des
images cérébrales acquises en TEP sur la Souris en utilisant les régions dénies dans un
atlas 3D.
Les travaux préliminaires présentés et discutés ici ont permis de proposer une méthode
permettant de recaler un modèle numérique de cerveau de souris sur les images TDM
acquises simultanément avec les images fonctionnelles à étudier. Les résultats obtenus en
utilisant des images acquises sur une souris contrôle suggèrent la faisabilité de l'approche.
Des pistes méthodologiques sont envisagées pour améliorer le recalage. L'ensemble de ces
travaux préliminaires a été valorisé lors de la conférence internationale de 2010 de
l'IEEE Engineering in Medicine and Biology Society (EMBC) (Delzescaux et al., 2010).
Une base de données TEP et TDM acquises sur plusieurs dizaines de souris contrôles et pa-
thologiques est en cours de constitution pour le projet de recherche mené en collaboration
avec l'ANSTO. L'approche d'analyse proposée dans ce chapitre devrait permettre d'au-
tomatiser les analyses des données fonctionnelles (les interventions d'opérateurs seraient
limitées) et de les rendre plus reproductibles. Le traitement d'un grand nombre d'images
sur plusieurs sujets serait alors mieux appréhendé. L'obtention d'une quantité importante
de résultats permettrait de bien caractériser la pathologie étudiée ainsi que son évolution. Si
par ailleurs le modèle numérique est latéralisé comme illustré en gure 4.11, nous pourrions
de plus étudier la symétrie de la pathologie concernée.
Les travaux présentés dans ce chapitre ont montré la faisabilité de guider l'analyse d'images
cérébrales acquises en TEP et en TDM en utilisant les segmentations d'un atlas numérique
(voir gure 5.9). La méthode proposée s'appuie sur le recalage ane du modèle numérique
sur la surface interne de la boîte crânienne pouvant être extraite de l'image TDM. L'ap-
proche proposée constitue une perspective à mon projet de thèse présenté dans les chapitres
précédents. Si des images peuvent être acquises in vivo et post mortem sur des mêmes
sujets, nous pourrons utiliser un atlas numérique 3D pour mener une analyse anatomique
et fonctionnelle sur chacun des jeux de données et ainsi comparer les informations com-
plémentaires.
Figure 5.9  Rendus surfaciques d'un atlas numérique 3D de cerveau de souris et de ses hippo-
campes superposés à la fusion des images TDM et TEP acquises sur une souris corps entier (vue
sagittale).
Conclusion et perspectives
La résolution des images de cerveau du petit animal acquises in vivo est encore limitée au
regard de la taille des structures observées. Les modalités d'imagerie post mortem (coupes
histologiques et autoradiographiques) restent encore aujourd'hui la référence pour une
étude anatomo-fonctionnelle précise, bien que la cohérence 3D de l'organe soit perdue.
L'analyse de ces images est souvent réalisée en segmentant manuellement des régions
d'intérêt. De ce fait, le nombre de coupes et de régions étudiées est limité. Pour traiter
un plus grand nombre de données et restaurer la cohérence tridimensionnelle de l'organe,
des travaux ont été réalisés pour reconstruire des volumes à partir de séries de coupes.
Une méthode, notamment mise en place au sein de notre laboratoire, consiste à s'appuyer
sur des photographies des plans de coupe. La reconstruction tridimensionnelle a permis
de prendre en compte une grande quantité de données dans les études pré-cliniques. Des
travaux ont ensuite été menés pour tirer prot de cette quantité de données disponibles.
Quelques équipes sont par exemple parvenues à extraire de nouvelles informations sur
des images post mortem reconstruites en 3D en comparant statistiquement l'intensité des
pixels d'un jeu de données. Cependant, cette approche d'analyse présente des limitations
quant à l'interprétation des résultats et doit être appliquée sur des groupes d'images.
L'objectif de cette thèse, présenté en n de chapitre 1, a donc été de proposer une nouvelle
approche d'analyse des reconstructions tridimensionnelles de données post mortem permet-
tant d'accéder à des informations anatomiques et fonctionnelles jusqu'à présent diciles
à obtenir. Une approche basée sur l'utilisation d'un atlas numérique 3D a été proposée.
Dans le cadre d'études pré-cliniques, cette méthodologie d'analyse d'images tridimension-
nelles était jusqu'alors déployée pour étudier principalement des volumes IRM. A notre
connaissance, des données post mortem anatomiques et fonctionnelles reconstruites en 3D
n'ont jamais été analysées par cette technique.
Nous avons testé cette approche d'analyse en utilisant deux atlas numériques de cerveaux de
souris mis à la disposition de la communauté scientique. Ces modèles ont été créés à partir
de données IRM acquises sur des souris dites sauvages. Le jeu de données expérimentales
considéré pour notre étude a été acquis dans le cadre d'une étude préliminaire sur la maladie
d'Alzheimer. Les souris étudiées étaient issues de deux modèles transgéniques diérents.
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Seul un hémisphère de chaque animal a été étudié. L'ensemble de ces données a été présenté
dans le chapitre 2.
La stratégie d'analyse développée dans ce projet de recherche s'est appuyée sur le reca-
lage du modèle numérique sur les données expérimentales. L'étude de faisabilité de cette
mise en correspondance d'images multimodales a été validée qualitativement et quantita-
tivement en utilisant un des deux atlas récupérés. Une étude comparative a ensuite été
menée pour sélectionner le modèle numérique le plus adéquat pour analyser nos images.
L'analyse anatomo-fonctionnelle de notre jeu de données expérimentales a pu être me-
née à l'échelle des segmentations de l'atlas. Ces études et résultats ont fait l'objet du
chapitre 3 et de publications scientiques valorisées lors de conférences internationales
et dans un journal (voir respectivement Lebenberg et al. (2009a,b); Dubois et al. (2010a)
et Lebenberg et al. (2010a)). Les travaux réalisés ont montré qu'un atlas numérique 3D
basé sur des IRM acquises intra cranium pouvait être recalé et permettre l'analyse de
reconstructions tridimensionnelles de données acquises après extraction et coupe de l'or-
gane d'intérêt. De plus, les résultats obtenus ont montré que l'analyse par atlas de
données post mortem reconstruites en 3D permettait d'optimiser le temps de
traitement, la quantité de données traitées et la reproductibilité de l'analyse de
ces données. L'étude de l'eet de thérapeutiques, développées par des industriels ou des
centres académiques, sur un nombre important d'animaux modélisant une pathologie hu-
maine est à présent possible à l'échelle des segmentations de l'atlas. La stratégie d'analyse
a été développée et testée pour analyser des images de cerveau de souris. Cependant, la
méthode proposée pourrait être utilisée dans le cadre d'études sur d'autres espèces (autres
rongeurs tels que le Rat ou bien sur le Primate), sous réserve d'avoir un accès à un atlas
et à des volumes post mortem de qualité au moins équivalente.
L'analyse par atlas présente cependant des limitations : les variations fonctionnelles inter-
groupe concentrées dans des zones petites par rapport à la taille des segmentations dénies
dans l'atlas ne sont pas détectées. L'analyse par comparaison statistique des intensités des
pixels des images permet quant à elle de les mettre en évidence. Interpréter les résultats
d'une telle analyse menée sur des données cérébrales de rongeur reste néanmoins complexe,
en particulier en ce qui concerne l'indexation dans des structures anatomiques des petites
zones de diérences d'activités résultant de l'analyse statistique. Un deuxième travail de ce
projet de recherche a ainsi consisté à évaluer si la supervision de cette approche d'analyse
par un atlas numérique pouvait permettre de coupler les avantages fournis par chacune de
ces méthodes. L'approche proposée s'est appuyée sur la mise en correspondance de l'atlas
numérique avec la carte statistique paramétrique fournie par l'analyse statistique. Cette
étude a fait l'objet du chapitre 4 et a été valorisée lors d'une conférence internationale
(Lebenberg et al., 2010b). Une fois les segmentations du modèle numérique dans le référen-
tiel de l'image paramétrique, les zones de diérences d'activités inter-groupe ont pu être
indexées automatiquement dans les régions cérébrales dénies par l'atlas. L'apport direct
de cette méthode a été de réduire le temps consacré à indexer et à quantier
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l'appartenance de ces zones dans des régions cérébrales, et de mettre en évi-
dence des structures anatomiques potentiellement impliquées dans la maladie
d'Alzheimer. De telles conclusions n'avaient pas pu être observées sans l'utilisation de
l'atlas. La combinaison des approches d'analyse a donc permis d'accéder à des informa-
tions supplémentaires. Son ecacité et son utilité devraient être conrmées sur un jeu de
données plus complexes, dans le cas par exemple d'une étude réalisée sur cerveaux entiers
présentant un nombre encore plus important de zones de variations métaboliques. Un pro-
jet en collaboration avec un industriel du médicament est actuellement en cours pour tester
l'eet d'une molécule dans le cadre d'une étude sur la maladie d'Alzheimer.
Les méthodes proposées et les résultats discutés dans ces deux chapitres ont permis
de démontrer que l'utilisation d'un atlas numérique 3D optimisait l'analyse de volumes
post mortem. Un dernier travail a été mené sur des images cérébrales de souris sauvages
acquises en TEP et en TDM. L'objectif du travail coné à notre équipe a été d'évaluer
la faisabilité de localiser la xation de traceurs radioactifs dans le cerveau de souris sur
une image acquise in vivo et en utilisant les segmentations disponibles dans l'atlas. Un
travail préliminaire sur ce projet est décrit et discuté dans le chapitre 5 et a été valorisé
lors d'une conférence internationale (Delzescaux et al., 2010). Il a consisté à mettre en
place le recalage du modèle numérique sur une image TDM acquise simultanément avec
l'image fonctionnelle. Les résultats obtenus suggèrent la faisabilité de notre approche. Une
nouvelle base de données est en cours de constitution pour un projet de recherche mené
en collaboration avec l'Australian Nuclear Science and Technology Organisation.
L'ensemble des travaux présentés dans ce travail de thèse a permis de démontrer la fai-
sabilité et les avantages issus de l'analyse par atlas numérique 3D de données anatomo-
fonctionnelles de cerveau de souris. Cette approche d'analyse automatise et optimise l'in-
terprétation des résultats. Des études pré-cliniques comptabilisant un nombre important
d'animaux peuvent être envisagées.
L'utilisation des structures dénies dans un atlas numérique 3D ouvre par ailleurs la porte
à de nouvelles perspectives.
Dans ce projet de recherche, les segmentations ont permis de quantier pour chaque struc-
ture anatomique le métabolisme cérébral mis en évidence sur des données autoradiogra-
phiques. Si d'autres marqueurs étaient utilisés, nous pourrions mesurer pour les mêmes
régions cérébrales d'autres informations. La coloration au rouge Congo permet par exemple
de révéler la présence de plaques amyloïdes dans le cerveau. Si la segmentation de ces der-
nières est réalisée en s'appuyant par exemple sur les travaux décrits dans Feki et al. (2007),
la mise en correspondance d'un atlas numérique sur des données marquées par cette colo-
ration et reconstruites en 3D permettrait d'évaluer la charge amyloïde au niveau de
chaque région cérébrale.
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Enn, si des images peuvent être acquises in vivo puis post mortem sur des mêmes animaux,
la comparaison des analyses menées sur les deux jeux de données pourrait être eectuée
par le biais de l'atlas numérique utilisé ici. Les travaux présentés dans les chapitres 3 et
5 montrent en eet que l'atlas numérique fourni par le laboratoire du CIVM peut aussi
bien être recalé sur des images cérébrales de souris acquises post mortem que in vivo. Nous
pourrions par exemple étudier et comparer les propriétés de liaisons ligand-récepteur mises
en évidence par les imageries TEP et en autoradiographie. Dans le cas d'une étude de la
charge amyloïde cérébrale chez la souris, les plaques amyloïdes pourraient être visualisées
in vivo par IRM (Petiet et al., 2010) et post mortem grâce à la coloration de coupes au
rouge Congo. Si ces dernières données sont reconstruites en 3D, les recalages de l'atlas
d'une part sur les IRM acquises et d'autre part sur les volumes histologiques permettraient
de comparer la charge amyloïde évaluée sur chaque jeu de données. Ce travail sous-entend
la capacité à segmenter des plaques amyloïdes sur les IRM. Mais la perspective d'utiliser
un seul et même outil d'analyse, l'atlas numérique, pour étudier des images in
vivo et post mortem faciliterait l'interprétation des données acquises. Il serait
alors possible d'optimiser des protocoles d'acquisition des images in vivo en se
basant sur les données de référence acquises post mortem.
De tels travaux soulignent l'importance de mettre en place et de mener des études de
recherche (bio)médicale par des équipes pluridisciplinaires. La collaboration de biologistes
ou médecins avec des physiciens et méthodologistes permet de développer et d'améliorer
les outils d'acquisition, de traitement et d'analyse des données les plus à même à répondre
à une question biologique ou médicale.
Annexe A
Recalage par appariement de blocs /
Principe du Block Matching
Le Block Matching (BM) est une méthode initialement développée pour la compres-
sion vidéo (mpeg). Par la suite, cette méthode a été utilisée pour recaler deux images
et, de proche en proche, reconstruire un volume (3D) à partir de coupes histologiques
(Ourselin et al., 2001).
Cette approche consiste à décomposer une image à recaler (dite test) en de nombreuses
imagettes et à rechercher, pour chacune d'entre elles, la région correspondante dans la
seconde image dite de référence en optimisant un critère de similarité. Lorsque les blocs
sont susamment petits, l'hypothèse qu'il existe une relation linéaire entre les intensités des
images peut être admise même si les images ont été acquises dans des modalités diérentes.
Le coecient de corrélation peut ainsi être utilisé comme critère de similarité.
Chaque bloc étant localisé spatialement, nous estimons, pour chacun d'entre eux et dans
un voisinage déni par leur taille, la translation t i qui le superpose avec un bloc similaire
de l'image de référence. L'ensemble de ces t i forme un champ de déplacement de l'image
test vers l'image de référence.
Notons que les blocs homogènes dont la variance est nulle ou faible, ou ne respecte pas
les conditions imposées sur les niveaux de gris par exemple, sont éliminés. Il en est de
même pour les appariements gagnants présentant un score de similarité trop faible. Cette
approche permet d'écarter des sous-parties de l'image considérées sans information per-
tinente pour le recalage. Cette dernière considération s'avère très utile pour le recalage
de coupes histologiques ou autoradiographiques car les images peuvent sourir d'artéfacts
inhérents au protocole d'acquisition (exemple du plissement de coupes qui peut inuer sur
l'intensité d'une partie de l'image).
La transformation globale T 0 a été évaluée en minimisant, aux sens des moindres carrés,
l'écart entre les appariements initiaux dénis par les t i et les déplacements induits par T 0.
A l'issue de cette étape, l'opération est réitérée en considérant cette fois-ci la nouvelle image
test transformée par T 0. Le processus est itéré jusqu'à ce que le critère d'arrêt choisi soit
satisfait (nombre d'itérations xe, évolution des transformations, ...). La transformation
nale est obtenue en composant les T 0 estimées.
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Pour gagner en robustesse et en qualité de recalage, une approche pyramidale peut être
intégrée au processus. Cette approche consiste à considérer initialement des images sous-
échantillonnées, pour capturer les principales déformations, puis à itérer à un échantillon-
nage plus n. Le champ d'exploration étant proportionnel à la taille des blocs (échantillon-
nage de l'image), cette approche facilite l'estimation de grands déplacements aux premiers
niveaux de la pyramide, minimisant ainsi les problèmes de minima locaux.
Le principe de ce recalage est illustré en gure A.1.
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Figure A.1  Recalage par appariement de blocs d'une image test sur une image de référence.
Annexe B
Liste des structures présentes dans
l'atlas créé par le LONI
Le tableau B.1 présente l'index des structures tel qu'il a été téléchargé sur le réseau du
BIRN.
Ce tableau montre que l'atlas créé par le LONI est constitué de régions numérotées de 6980
à 10582 et de 65000 à 65003.
Nous remarquons que plusieurs structures ont été référencées à la même adresse (en bleu
dans la 2ème colonne) et qu'une même structure peut être identiée par deux labels diérents
(exemple du lateral septal nucleus en rouge dans la 3ème colonne). Sans précision sur ces
points malgré une recherche sur le site de téléchargement, nous avons considéré que ces
informations étaient erronées et que les structures en question ne représentaient qu'une
seule région au lieu de deux.
En étudiant individuellement chacune de ces segmentations, nous avons remarqué que :
• la segmentation nommée brain (label 10000) représentait en réalité le tronc cérébral
(brainstem en anglais).
• la segmentation du nerf optique (label 10381) représentait en réalité le chiasme optique
(optic chiasm en anglais).
• la segmentation du chiasme optique (label 10564) représentait en réalité le nerf optique
(optic nerve en anglais).
• la segmentation du fornix (label 10576) représentait en réalité la mbria.
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Labels Adresses mémoire Structures
6980 0xf000000 1st Cerebellar lobule
6981 0xf808080 3rd Ventricle
6982 0xf 4&5th Cerebellar lobules
6983 0xf000000 4th Ventricle
6984 0xf000000 5th Cerebellar lobule
7199 0xf00 Fasciculus retroexus
7265 0xf7f80 Internal capsule
7327 0xf00 Lateral septal nucleus
7328 0xf7f8080 Lateral septal nucleus dorsal part
7329 0xf7f80 Lateral septal nucleus intermediate part
7335 0xf807f7f Lateral ventricle
7620 0xf000000 Stria terminalis
10000 0xf7f80 Brain
10002 0xf7f Cerebral cortex
10047 0xf808000 Olfactory system
10073 0xf80807f Lateral olfactory tract
10075 0xf8000 Hippocampal region
10091 0xf807f Basal ganglia
10098 0xf8000 Pallidum
10109 0xf807f Caudate putamen
10122 0xf00 Lateral septal nucleus
10186 0xf7f Thalamus
10263 0xf808080 Hypothalamus
10330 0xf8080 Corpus callosum
10349 0xf8080 Interpeduncular nucleus
10369 0xf80 Substancia nigra
10381 0xf8080 Optic nerve
10410 0xf80 Cerebellum
10564 0xf80 Optic chiasm
10565 0xf Third ventricle
10567 0xf000000 Fourth ventricle
10576 0xf00007f Fornix
10582 0xf007f00 Spinal cord
65000 0xf007f7f Anterior commissure, posterior part
65001 0xf7f0000 Anterior commissure, anterior part
65002 0xf7f007f Cerebral aqueduct
65003 0xf7f7f00 Stria medullaris, thalamus
Tableau B.1  Liste des structures segmentées par l'équipe du LONI pour construire leur atlas. De
gauche à droite : label attribué à la structure, adresse mémoire réservée à la structure et nom de
la région segmentée d'après Paxinos and Franklin (2001).
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Ne pouvant par ailleurs pas considérer des segmentations composées de trop de composantes
connexes et de trop petite taille, nous avons apporté les modications suivantes :
• nous avons intégré la segmentation du stria medullaris, thalamus (label 7620) à celle du
thalamus (label 10186).
• nous n'avons pas tenu compte des segmentations du lateral septal nucleus (label 10122),
du pallidum (label 10098) et du stria terminalis (label 7620).
Pour faciliter l'exploitation des segmentations, nous les avons relabellisées. Les segmenta-
tions nales retenues sont listées dans le tableau B.2.
Labels Structures
1 Anterior commissure_anterior part
























Tableau B.2  Liste des segmentations retenues après examen individuel des segmentations issues
de l'atlas mis à disposition par l'équipe du LONI. De gauche à droite : label attribué à la structure,
et nom de la région segmentée.
Annexe C
Liste des structures présentes dans
l'atlas créé par le CIVM
Le tableau C.1 présente l'index des structures tel qu'il a été téléchargé sur le réseau du
BIRN.
Ce tableau montre que l'atlas créé par le CIVM est constitué de régions numérotées de
1 à 33. L'attribution des labels aux structures suit vraisemblablement un ordre antéro-
postérieur et dorso-ventral.
Pour ce projet de thèse, quelques modications ont été apportées aux segmentations four-
nies par le CIVM :
• la segmentation du caudate putamen (label 3) a été fusionnée avec celle de l'accumbens
nucleus (label 18). Nous nommons la fusion de ces deux régions striatum.
• la partie étendue de l'amygdale (extended amygdala en anglais) a été segmentée à
partir de la segmentation du cortex (label 1) puis fusionnée avec la structure segmentée
amygdala (label 8).
• la segmentation de la commissure antérieure (label 17) fournie par le CIVM comprenait
deux composantes connexes. Nous avons intégré la plus petite dans la région du bulbe
olfactif (label 7).
• la segmentation du nerf trijumeau du tronc cérébral (label 31) a été intégrée à la région
du tronc cérébral (label 4).
• les noyaux du thalamus (labels 16 et 27) ont été intégrés dans la segmentation du tha-
lamus (label 5).
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Labels Adresses mémoire Structures
1 0xfc2c4f2 Cerebral cortex
2 0xf00fa9a Cerebellum




7 0xfc1cc89 Olfactory bulb
8 0xf00 Amygdala
9 0xf007f Hypothalamus
10 0xf007f80 Superior colliculus
11 0xf6666 Inferior colliculus
12 0xf7f0080 Lateral lemniscus
13 0xf8e388e Periaqueductal gray
14 0xf993300 Septal nuclei
15 0xf317023 Fimbria
16 0xf83b470 Ventral nuclei of the thalamus
17 0xf060684 Anterior commissure
18 0xf0000 Nucleus accumbens
19 0xf009acd Pontine nuclei
20 0xf808080 Substantia nigra
21 0xf00 Cerebral peduncle
22 0xf7f00 Interpeduncular nucleus
23 0xf7f7f Cochlear nuclei
24 0xf664a85 Globus pallidus
25 0xfcb0447 Internal capsule
26 0xcfcc4 Mesencephalic reticular nuclei
27 0xf00 Laterodorsal nucleus of thalmus
28 0xf0000 Geniculate nuclei
29 0xf7f80 Anterior pretectal nucleus
30 0xf5e2612 Optic tract
31 0xf Spinal trigeminal tract
32 0xf9a0404 Corpus callosum
33 0xfaefdca Ventricular system
Tableau C.1  Liste des structures segmentées par l'équipe du CIVM pour construire leur atlas. De
gauche à droite : label attribué à la structure, adresse mémoire réservée à la structure et nom de
la région segmentée d'après Paxinos and Franklin (2001).
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Pour faciliter l'exploitation des segmentations, nous les avons relabellisées. Les segmenta-





















Tableau C.2  Liste des segmentations utilisées dans ce projet de thèse, issues de l'atlas mis à
disposition par l'équipe du CIVM. De gauche à droite : label attribué à la structure, et nom de la
région segmentée.
Note : Une fois la labellisation par ordre alphabétique eectuée, nous avons fusionné la seg-
mentation de la mbria avec celle du septum (nommé septal nuclei dans le tableau C.1).
Ceci explique l'absence de segmentation dont l'intensité des pixels vaut "6" dans le
tableau C.2.
Annexe D
Homogénéisation de la dénition des
structures des deux atlas
Pour être en mesure de comparer les segmentations des atlas fournis par les équipes du
CIVM et du LONI (cf. annexes B (p. 178) et C (p. 181)), nous les avons homogénéisées.
Le tableau D.1 présente les agglomérats des segmentations initiales des atlas réalisés nou-
vellement nommés et labellisés.
Note : Les segmentations du chiasme optique (optic chiasm en anglais) et du nerf latéral
olfactif (lateral olfactory tract en anglais) d'une part, puis celles de l'aire prétectale anté-
rieure (anterior pretectal area en anglais) et du pédoncule cérébral (cerebral peduncle en
anglais) des atlas fournis respectivement par le LONI et le CIVM n'ont pas été prises en
compte.
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Labels Nomenclature nale Nomenclature des atlas LONI CIVM
1 Commissure antérieure Anterior commissure X
Anterior part X
Posterior part X




Deep mesencephalic nucleus X





3 Cervelet Cerebellum X X
Cochlear nuclei X
4 Cortex cérébral Cerebral cortex X X
Amygdala X
5 Corps calleux Corpus callosum X X
6 Fimbria Fimbria X X
7 Hippocampe Hippocampus X X
8 Hypothalamus Hypothalamus X X
9 Capsule interne Internal capsule X X
10 Tractus optique Optic tract X X
11 Striatum




Amygdalo Striatum Transition Area X
Septum X










14 Bulbe olfatif Olfactory bulb X X
15 Substance noire Substantia nigra X X
Tableau D.1  Homogénéisation des segmentations issues des atlas fournis par le LONI et le
CIVM (les segmentations initiales des atlas sont marquées d'une croix). Une fois cette opération
réalisée, les agglomérats ont été relabellisés (1èrecolonne en partant de la gauche) et une nouvelle
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Automatisation et optimisation de l'analyse d'images anatomo-fonctionnelles
de cerveaux de souris par atlas numérique 3D
Résumé La résolution des images de cerveau du petit animal acquises in vivo est encore limitée au regard de la taille
des structures observées. Les modalités d'imagerie post mortem (coupes histologiques et autoradiographiques) restent
encore aujourd'hui la référence pour une étude anatomo-fonctionnelle précise, bien que la cohérence 3D de l'organe soit
perdue. Ces images 2D étant analysées par segmentation manuelle de régions d'intérêt (RDI), ce qui requiert du temps
et une expertise en neuroanatomie, le nombre de coupes et de RDI étudiées est limité. Pour s'aranchir de la perte de la
cohérence 3D de l'organe et traiter un grand nombre de données, il est nécessaire de reconstruire des images 3D à partir
de séries de coupes 2D et d'automatiser et d'optimiser l'analyse de ces volumes de données. Des travaux ont été réalisés
pour restaurer la cohérence 3D de l'organe. L'objectif atteint de ce travail de thèse a donc été de proposer une méthode
d'analyse de ces images 3D. Pour cela, nous avons recalé un atlas numérique 3D sur des images 3D de cerveaux de souris
pour mener une étude de celles-ci grâce aux RDI de l'atlas. L'analyse par atlas à l'échelle des RDI, bien que able et
rapide, met dicilement en évidence des variations fonctionnelles se produisant dans des zones de petite dimension par
rapport à la taille des RDI. Ces diérences peuvent en revanche apparaître grâce à une analyse statistique réalisée à
l'échelle du pixel. L'interprétation de ces résultats étant complexe chez la Souris, nous avons proposé d'utiliser l'atlas
pour superviser cette analyse an de coupler les avantages des méthodes. Un travail préliminaire a ensuite été réalisé
pour évaluer la faisabilité d'analyser par atlas des images TEP acquises chez la Souris. Une perspective de ces travaux
est d'utiliser l'atlas numérique 3D comme outil unique pour analyser conjointement des images acquises in vivo et post
mortem sur les mêmes sujets et ainsi recouper les informations extraites de ces images.
Mots clefs Traitement d'images biomédicales, Recalage d'images multimodales, Atlas de cerveau de souris, Analyse
par régions d'intérêt, Analyse statistique, Histologie, Autoradiographie.
Automation and optimization of the anatomo-functional images analysis
of the mouse brain using a 3D digital atlas
Abstract Murine models are commonly used in neuroscience to improve our knowledge of disease processes and to test
drug eects. To accurately study neuroanatomy and brain function in small animals, histological staining and ex vivo
autoradiography remain the gold standards to date. However, the 3D spatial consistency of the structure is lost. The
analyses are classically performed by manually tracing regions of interest, which is time-consuming. For this reason, only
a few 2D tissue sections are usually processed, resulting in a loss of information. To consider more data and overcome the
issue of the loss of the 3D spatial consistency of the studied organ, we used numerous serial sections to obtain a spatially
consistent 3D reconstruction of the brain. To automatize and optimize the analysis of these data, we proposed to match
a 3D digital atlas with 3D-reconstructed post mortem data to automatically evaluate morphology and function in mouse
brain structures. However, this approach may mislead functional variation between groups if the concerned areas are
small compared to the size of the segmentations. To detect this variation, a voxel-wise approach can be performed.
Results from this kind of analysis realized in a small animal study are nevertheless complex to understand. We then
proposed to automatically supervise the voxel-wise approach using the 3D digital atlas. A preliminary work was also
realized to evaluate the feasibility to analyze PET mouse brain images using the digital atlas. One future prospect of
these works is using a single tool, the 3D digital atlas, to analyze post mortem and in vivo data acquired on same
subjects and then compare results obtained from all images.
Keywords Biological image processing, Multimodal image registration, Mouse brain atlas, Region of interest analysis,
Voxel-wise analysis, Histochemistry, Autoradiography.
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