Suppose the random variable X ∈ R D has mean zero and finite second moments. We show that there is a precise sense in which almost all linear projections of X into R We explore this result in a variety of experiments.
Introduction
Let X ∈ R D be an arbitrary random variable with mean zero and finite second moments. In this paper, we examine the behavior of "typical" linear projections of X into
The first step is to specify a distribution over linear projections from R
. Suppose a d×D matrix Θ has entries which are i.i.d. standard normals. It is well-known that with high probability, the rows of this matrix will be approximately orthogonal and have length approximately √ D; for more details and proof techniques see, for instance, Dasgupta and Gupta (2003) . The projection we will use is thus:
An alternative distribution over the projection matrix would be to make its rows the first d basis vectors of a random orthonormal basis of R
D
. The distribution we use is quite close to this, and is more convenient to work with analytically and algorithmically.
Let F Θ denote the distribution of X's projection, for a particular choice of Θ. We will see that if one were to average F Θ over over the various possible Θ, the result would be the scale-mixture of spherical Gaussians
where ν σ is a shorthand for N (0, σ 2 I d ), and µ follows the distribution of X / √ D. Formally, E Θ [F Θ (S)] = F (S) for any set S ⊆ R d .
Given the lack of assumptions on X, the individual projected distributions F Θ could all, for instance, have discrete support. We will show, however, that with high probability over the choice of Θ, the distribution F Θ is close to F in the following sense: it assigns roughly the same probability mass to every ball B ⊂ R 
where ecc(X) is a specific measure of how eccentric the distribution of X is (λ max /σ in the theorem statement)
1 . We'll see examples of this value in the next section.
Implications
Apart from its general insights into data distributions and the enterprise of projection pursuit, we have pursued this result for two rather specific reasons.
The first is curiosity about a widely-observed empirical fact, that a Gaussian distribution is often an accurate density model for one-, two-, or three-dimensional data, but very rarely for high-dimensional data. From the birth weight of babies (Clemens and Pagano, 1999) to the calendar dates of hail and thunder occurrences (Hey and Waylen, 1986) , many natural phenomena follow a normal distribution. And yet high-dimensional data is unlikely to be Gaussian, in part because of the high degree of independence
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The e O and e Ω notation is used here to suppress factors logarithmic in 1/ . this demands (after all, a Gaussian is merely a rotation of a distribution with completely independent coordinates). In a typical application, it might be possible to find a few features that are roughly independent, but as more features are added, the dependencies between them will inevitably grow. See Figure 1 for an illustration of this effect.
The result we prove gives a plausible explanation for how high-dimensional distributions that are very far from Gaussian can have low-dimensional projections which are almost Gaussian; and moreover, we quantify the rate at which this effect drops off with increasing d.
Our second motivation has to do with the analysis of statistical procedures, and it also explains the particular notion of closeness in distribution. Many learning algorithms do not look too closely at the data but, rather, look only at loworder statistics of the data distribution restricted to simple geometric regions in space. For instance, consider the kmeans clustering algorithm, whose updates depend only on the zero-and first-order statistics of Voronoi regions determined by the current centers. Its behavior on general data sets is hard to characterize, but its performance on data with Gaussian clusters is much better understood (Dasgupta and Schulman, 2000) . Likewise, there has a recent spate of clustering algorithms which are specifically geared towards data whose clusters look approximately Gaussian in terms of their zero-order statistics on balls in space; and which can be rigorously analyzed in this case (Dasgupta, 1999; Arora and Kannan, 2001 ).
One of the motivations of the present paper is to give a randomized reduction from data distributions with fairly general clusters to distributions with better-behaved clusters, and thereby generalize results about the performance of learning algorithms which previously applied only to approximately-Gaussian data. This can be thought of in two ways. Either: the initial process of feature selection can be modeled as being itself a sort of random projection, and thus yielding data whose clusters resemble scalemixtures of Gaussians in their low-order statistics. Or: random projection can be used as an explicit preprocessing step to specifically produce well-behaved data.
Previous work
Our work follows a string of previous results, and draws heavily upon them. The seminal work of Diaconis and Freedman (1984) established this same effect in the case where X has independent coordinates and the projection is to d = 1 dimension; in such cases, the projected distribution is close to a single Gaussian (as opposed to a scale-mixture). They also gave an asymptotic result (for D growing to ∞) for more general distributions in which most pairs of data points are approximately orthogonal and most data points have approximately unit length. Sudakov (1978 ), von Weisäcker (1997 , Bobkov (2003) , and Naor and Romik (2003) have studied the problem for more general distributions of X. These works focus upon d = 1 (except for Naor and Romik, who consider general d but define a notion of closeness in distribution which makes the problem essentially one-dimensional), and are based upon various different assumptions on X. We closely follow Bobkov's method, and also use ideas from von Weisäcker and Sudakov. Our result is more general than the union of these earlier works in two ways, both of which are crucial for the algorithmic applications mentioned above:
(1) we have no constraints, other than finiteness, on the second moments of X (this particular generalization turns out to be easy), and (2) we accommodate the case d > 1 (this is the challenging part).
Examples
Our main result says that most linear projections of X ∈ R D are close to F , a scale-mixture of Gaussians which is determined only by the distribution of X / √ D. We will call this latter distribution the profile of X.
Discrete distributions
We consider three particular examples: uniform distributions over the vertices of a simplex, a cross-polytope, and a cube in R D (Figure 2 ). In each case, almost all linear projections are near-Gaussian.
The simplex
This is the most surprising of the three examples: a discrete distribution in R D whose support is of size just D + 1, the smallest possible full-dimensional support.
For concreteness, let the vertices be {x 0 , x 1 , . . . , x D }, where
and e i is the ith coordinate basis vector.
The crucial fact is that each vertex has the same squared distance D 2 /(D + 1) to the mean of the distribution and thus the profile µ puts all of its mass at a single point. This means most linear projections will look Gaussian (rather than a more general scale-mixture).
Specifically, the covariance matrix of the high-dimensional distribution is (D/(D + 1)) I D , and the coefficient of eccentricity is 1. A direct application of Theorem 11 reveals that most projections are close to a single Gaussian, in the sense that the discrepancy on any ball is Figure 4 illustrates this effect.
Notice that the projected distribution has a discrete support of size at most D+1. Yet it is almost Gaussian, in the sense that a random sample from this distribution looks just like a random sample from a Gaussian, if you count the number of points in any ball.
In this specific case, we can tighten the bound on the discrepancy. A random projection of the vertices
the ith column of Θ, which has a N (0,
The second plot shows the Gaussian samples. 
The cross-polytope and cube
The uniform distributions over the discrete cross-polytope
. . , D} and discrete cube {±1} D are similar: each has covariance I D and vertices at squared distance D from the center. Again, the profile has mass only at a single point, 1 in these cases. See Figure 3 . And again the coefficient of eccentricity is 1, so Theorem 11 shows that most projections are close to a single Gaussian, with the discrepancy on any ball being
As with the simplex, a tighter bound for discrepancy can be given in the case of the cross-polytope. We can think of a random projection of the vertices is different from the previous two examples in that it is a product distribution: its coordinates are independent. Such cases permit special arguments (Diaconis and Freedman, 1984) which show that for 1-d projections, the discrepancy from Gaussian is O(1/ √ D) on any interval of the real line.
Spherically symmetric distributions
Next, we consider the general class of spherically symmetric distributions. This class includes distributions such as the Gaussian, the power-exponential distribution, and Hotelling's T-square distribution. Practitioners in sciences and engineering often prefer this class over the specific case of the Gaussian because it allows for tails that are "heavier" than that of the Gaussian (e.g. Gales and Olson, 1999; Lindsey and Jones, 2000 ; and see Figure 5 ). If X has a spherically symmetric distribution centered at the origin, then it can also be written in the form X = U T , where U is a random vector uniformly drawn from the Ddimensional sphere S
, and T is a scalar random variable whose distribution is the profile of X (scaled appropriately). We've seen that a random projection will preserve the profile (and therefore the heavy tail) of X. This raises an interesting question: can any linear projection can alter the tail T of X? No, because a linear projection (with orthonormal rows) Φ :
where ΦU is uniformly distributed over S
, so the tail T is preserved exactly.
OCR, text, and speech data
Next, we look at low-dimensional projections of three data sets well-known in the machine learning literature: the MNIST database of handwritten digits, the Reuters database of news articles and Mel-frequency cepstral coefficients of the TIMIT data set. Restricting attention to just one cluster from each dataset, we note that projecting the data onto its top principal components suggests the existence of non-Gaussian projections, even though most random projections still look like scale-mixtures of Gaussians (see Figure 6 ).
Clustered data
Do all distributions with finite second moments look like scale-mixtures of Gaussians after a random projection? Far from it! For example, a distribution with two sufficientlyseparated clusters has such a high coefficient of eccentricity that the bound on the discrepancy for a particular ball is effectively meaningless (Figure 7) . Indeed, in many such cases, the Johnson-Lindenstrauss theorem (1984) dictates that a typical projection will keep the clusters apart, while the result of this paper can more profitably be applied to the individual clusters. 
Proof
The details we omit here (notably the proof of Lemma 7) can be found in the full version of this paper, obtainable from the authors.
Preliminaries
We assume X ∈ R D has mean zero and finite second moments. Let µ denote the distribution of X / √ D; for instance, if X is discrete,
, and let F be the scale-mixture
, let F Θ (B) (which we'll sometimes write F (Θ, B) ) be the probability mass that F Θ assigns to B.
We will consistently use · to denote Euclidean norm:
One last piece of jargon: a function f :
Overview
The first part of our proof, following Bobkov (2003) , rests crucially upon recent results on concentration of measure, so we start with a brief overview of these.
The familiar Chernoff and Hoeffding bounds say that the average of n i.i.d. random variables X 1 , X 2 , . . . , X n is tightly concentrated around its mean, provided the X i are bounded and n is sufficiently large. But what is so special about the average; what about other functions f (X 1 , . . . , X n )? It turns out that the relevant feature of the average yielding tight concentration is that it is Lipschitz.
The following concentration bound applies to any Lipschitz function of i.i.d. normal random variables. One good reference for this is Ledoux (2001, page 41, 2.35) .
Theorem 1 (Concentration bound)
2 .
In our case, the random variable with a N (0, I N ) distribution is the matrix Θ (so N = dD). Here is an outline of our argument.
Fix a ball
. The first observation is that
: in expectation, F Θ assigns the desired probability mass to B.
2. We would like to conclude that F Θ (B) is very close to F (B) for typical Θ, but this doesn't immediately follow from the concentration bound since F (Θ, B) may not be Lipschitz (for fixed B, variable Θ).
3. So instead, as was done for one-dimensional projections in Bobkov (2003), we introduce a smoothed version of F Θ . We call it F Θ , and we show that it is concentrated around its expected value.
4. Then we need to relate F Θ to F Θ ; this is the main technical portion of the proof.
5. So for a fixed ball B, for almost all Θ, F Θ (B) ≈ F (B). But we want to show that
simultaneously. To do so, we explicitly construct a finite set of balls B 1 , . . . , B M with the property that if F Θ is close to F on these balls, then it is close to F on all balls. We finish by taking a union bound over the B i .
The expectation of F
Lemma 2 Fix any x ∈ R D . As Θ varies, the distribution
Proof. Any linear transformation of a Gaussian is Gaussian, so
Θx has a Gaussian distribution. Its mean and second moments are easily checked.
where 1 1(·) denotes the indicator function.
Lemma 3 Fix any B ⊆ R d . As Θ varies, the expected value of F Θ (B) is F (B).
Proof. A random draw of X can be achieved in two steps, by first picking σ = X / √ D according to µ, and then picking X subject to X 2 = σ 2 D.
the third-last equality is from the previous lemma.
Fix some ball B. We can't directly apply the concentration bound to F (·, B) (to show that it is tightly concentrated, over choice of Θ, around its expectation), because this function may not be Lipschitz. The problem is that we allow X to be fairly arbitrary; for instance, it could be uniformly distributed over k support points. Suppose that under projection Θ, exactly one of these support points falls in B. Then clearly F (Θ, B) = 1/k. However this projected point might lie right at the boundary of B, with the effect that even a tiny perturbation Θ → Θ causes the point to fall outside B, and thus F (Θ , B) = 0. Since
| cannot be upper-bounded in terms of Θ − Θ , this function is not Lipschitz.
A smoothed version of F Θ
Fix a ball B ⊆ R d and a projection Θ. Consider an experiment in which a point X is randomly drawn and is assigned a score of one if its projection happens to fall in B; and a score of zero otherwise. Then F (Θ, B) =
is the expected score achieved. To get a smoother version of this function, we will assign a fractional score if the projected point doesn't fall exactly in B but is nonetheless close by.
For some value ∆ > 0 to be determined, define the function
where d(z, B) = inf y∈B y − z is the distance from point
Now, define the smoothed function F (Θ, B) as
A one-dimensional version of the following lemma was used by Sudakov (1978) . Proof. For any projections Θ, Θ ,
Claim 4 Fix a ball
The concentration bound (Theorem 1) gives 
The problem is that we are interested in the original functions F Θ rather than their smoothed counterparts. To relate the two, we use:
where B ∆ is a shorthand for the Minkowski sum B + B(0, ∆) (to put it simply, grow the radius of B by ∆). By abuse of notation, let B −∆ be the ball with the same center as B but whose radius is smaller by ∆ (this might be the empty set). Then:
Corollary 6 Fix any ball B ⊂ R d , and any > 0. When Θ is picked at random,
It is necessary, therefore, to relate F (B) to F (B ∆ ).
Relating the probability mass of B to that of B ∆
Recall F is the scale-mixture
where ν σ is the spherical Gaussian N (0, σ 2 I d ). As a first step towards relating F (B) and F (B ∆ ), we relate ν σ (B) and ν σ (B ∆ ).
If ∆ is small enough, then ν σ (B ∆ ) will not be too much larger than ν σ (B). But how small exactly does ∆ need to be? There are two effects that come into play.
1. The Gaussian ν σ looks a lot like a thin spherical shell of radius σ √ d. So it is important to deal properly with balls of radius approximately σ √ d.
If B has radius r then vol(B
So if we want the probability mass of B ∆ to be at most
(1 + ) times that of B, we need ∆ = O(r /d).
These two considerations tell us that we need ∆ ≤ σ/ √ d. The second also has the troubling consequence that any value of ∆ we choose will only work for balls of radius > ∆d. To get around this, we make sure that ∆ is sufficiently small that any ball of radius less than ∆d has insignificant (less than ) probability mass.
The following key technical lemma is sketched in the appendix and proved in the full version of the paper.
Lemma 7 Pick any 0 < < 1 and any σ > 0. If
Finally, we consider the scale-mixture rather than just individual components ν σ .
Corollary 8 Pick any 0 < < 1 and a threshold σ > 0 such that µ{σ :
Proof. We can rewrite F as E σ [ν σ ], where the expectation is taken over σ drawn according to µ.
as claimed.
At this stage, we have shown that for any given B, almost all projections Θ have F Θ (B) ≈ F (B).
Theorem 9 Pick any 0 < < 1 and σ > 0 such that µ{σ : σ < σ } ≤ . Pick any ball B ⊆ R d . Then
It remains to prove this for all balls simultaneously.
Uniform convergence for all balls
We follow a standard method for proving uniform convergence: we carefully choose a small finite set of balls Case 2: r > 2c √ d. In this case, B is contained in B 0 = R
