Abstract-The classical framework of context-tree models used in sequential decision problems such as compression and prediction is generalized to a setting in which the observations are multi-tracked or multi-directional, and for which it may be beneficial to consider contexts comprised of possibly differing numbers of symbols from each track or direction. Context set definitions, tree representations, and pruning algorithms are all extended from the classical uni-directional setting to the mdirectional setting, with an emphasis on the case of m = 2. We provide a simple example suggesting that determining (pruning) the best m-directional context set for m ≥ 3 is substantially more complex than in the case of m = 2. After briefly describing how the multi-directional framework can be applied to universal data compression, we focus on its application to universal denoising, where we pair the proposed framework with a new technique for estimating the loss of a denoising algorithm based only on noisy observations.
I. INTRODUCTION
We first review the classical (uni-directional) context modeling framework [1] , [2] used in data compression and other sequential decision problems. Let X be the data sequence alphabet and let S ⊂ X * denote a finite set of finite length strings of symbols comprising a context set, where X * is the set of all finite length strings (including the empty string) over the alphabet X . Let k be the length of the longest string in S. For s ∈ S define P(s) = {x ∈ X k : x |s| = s}, where x l is the l symbol prefix of x and |s| denotes the length of s. A valid context set S must satisfy the following two properties: (1) ∪ s∈S P(s) = X k (exhaustive) and (2) P(s) ∩ P(s ) = ∅ for any pair s = s (disjoint). Given a data sequence x n = (x 1 , x 2 , . . . , x n ), the subsequence of symbols associated with a context s in a well defined context set S consists of those symbols x i whose preceding symbols satisfy s = x i−1 i−|s| , where x m l = (x l , x l+1 , . . . , x m ). For each s ∈ S let x(s) denote the subsequence of data symbols associated in this manner with s. The "exhaustive" and "disjoint" properties guarantee that each x i belongs to one and only one such subsequence. Any given x(s) may be empty, however. It is well known that the "exhaustive" and "disjoint" properties also imply that the set of strings in S can be represented as the leaves of a (context) tree having nodes n ∈ X * where each node n is either a leaf or has the |X | children {nx : x ∈ X }. Context tree models are extensively studied in [2] .
In most applications of context models, the processing of a context-induced subsequence of data symbols results in a numerical loss, such as the ideal code length of a probability assignment procedure in compression, or the error rate in prediction. To each subsequence we associate a weight, given by the loss incurred by processing the subsequence. Assume that an application induces a weight function λ on sequences of symbols over X . 2 Given λ, an individual data sequence x n , and a maximum context length, of interest is that valid context set S ⊂ X k * that minimizes s∈S λ(x(s)), where X k * is the set of strings over X of length at most k. An efficient dynamic programming based algorithm that relies on the context tree representation of valid context sets is known for carrying out this computation [3] . Determining the best context set, in the above sense, is useful in training context based predictors and in universal compression schemes based on two part codes (see e.g. [4] ).
In this work, we generalize the above classical context modeling framework to a setting in which the observations are multi-tracked, multi-sided, or multi-directional, and for which it may be beneficial to consider contexts comprised of possibly differing numbers of symbols from each track or direction. We describe applications of this framework to universal data compression, briefy, and to universal denoising, in greater depth. In the latter application we pair the framework with a new technique for estimating the loss of a denoising algorithm based only on noisy observations.
II. BI-DIRECTIONAL CONTEXT SETS: DEFINITION AND

STRUCTURE
For simplicity, we present our framework assuming two directions, a "left" and a "right." A discussion of the mdirectional case for m > 2 appears at the end of this section. Formally, our setting involves a data sequence x = {x i : i ∈ I} where, for each i, left and right directional sequences y (i) and y (i) r are available for forming contexts. In one example of such a setting, I = {1, 2, 3, . . .} and x consists of two tracks so that x i = (x L,i , x R,i ) and the left and right directional sequences correspond to 
the pairs of strings of length k whose first and second components respectively have s and s r as prefixes. For a bi-directional context set to be well defined or valid, the set S must satisfy the following generalizations of the "exhaustive" and "disjoint" conditions from the uni-directional case:
Given a data sequence x, the subset of symbols associated with a context pair (s , s r ) ∈ S consists of those symbols x i whose corresponding context formation sequences satisfy
As in the classical case, the new "exhaustive" and "disjoint" properties guarantee that each x i belongs to one and only one such subset. For each (s , s r ) ∈ S, let x(s , s r ) denote the subset of data symbols associated in the above manner with (s , s r ).
The new "exhaustive" and "disjoint" properties also lead to a tree based representation of a valid bi-directional context set S. In the bi-directional case, the tree, which is defined in the next lemma and which we shall refer to as a bi-directional context tree, has a somewhat different structure from the unidirectional case, and is not necessarily unique for a given S.
Lemma 2.1: The string pairs in a valid bi-directional context set S can be represented as the leaves of a rooted tree (bi-directional context tree) having nodes in X * × X * where the root node is the pair of empty strings (∅, ∅) and each node n = (s , s r ) is either a leaf or the set of its children is either
We note for future reference the easily seen fact that, conversely, the leaves of any bi-directional context tree, as defined in Lemma 2.1, determine a valid bi-directional context set. Additionally, the structure of a bi-directional context tree can be inferred from its nodes. In the sequel a bi-directional context tree will be represented using the set of its nodes. Proof of Lemma 2.1: Our proof is by induction on m(S) = max (s ,sr)∈S |s | + |s r |, the maximum sum of the lengths of the context pair components. Only S = (∅, ∅) satisfies the base case m = 0, and the lemma clearly holds for this case with a bi-directional context tree consisting only of the rootnode/leaf {(∅, ∅)}. Next, consider any valid S with m(S) = m ≥ 1 and assume, by induction, that the lemma holds for all valid S with m(S ) <m. We show how it follows that the lemma also holds for S.
First, note that S cannot contain (∅, ∅) since there must be at least one other pair (s , s r ) in S and P(∅, ∅) = X k × X k could not be disjoint with P(s , s r ). Second, S cannot contain both a pair of the form (s , ∅) and (∅, s r ) with s = ∅ and s r = ∅ since then P(s , s r ) would be contained in both P(s , ∅) and P(∅, s r ), again violating the "disjoint" condition in the definition of a valid S. Thus, we are faced with two possibilities: Either all right contexts of each pair in S are non-empty strings, or all left contexts are non-empty strings. Assume, without loss of generality, that the former is the case. It is therefore possible to classify the pairs in S into |X | disjoint subsets of the form:
for each x ∈ X . The "exhaustive" property of S implies that S x is non-empty for each x ∈ X . For each S x define
It follows that each S x is non-empty (though may consist of the empty pair (∅, ∅)). Additionally, since S is valid, it is not hard to see that each S x must also be a valid context set. Since m(S x ) < m(S) =m, the induction hypothesis implies that associated with each S x is a bi-directional context tree t x . For each t x , let t x denote the subtree rooted at (∅, x) obtained by changing each node (s , s r ) of t x to (s , xs r ) while retaining the parent-child relationships of t x . Consider now the tree t consisting of a root node (∅, ∅) connected to the subtrees t x (i.e. the root-node's children consist of the root-nodes of t x , x ∈ X). The properties of the subtrees t x then imply that t is a bi-directional context tree and that its leaves constitute ∪ x∈X S x = S. Sincem and S were arbitrary, the lemma is proved by induction.
The following is an example of a valid bi-directional context set and an associated bi-directional context tree, as guaranteed by Lemma 2.1. Note that the sets of strings formed from either the left components or the right components of the pairs in S fail to constitute valid uni-directional context sets. A bi-directional context tree can be interpreted as specifying, for a valid S, a recursive sequence of splittings of the set X k × X k into the sets P(s , s r ) for (s , s r ) ∈ S. Lemma 2.1 thus shows that valid bi-directional context sets can be obtained as a sequence of splittings, where the three possible splittings are "not splitting" and splitting based on the value of the next left context string symbol or the value of the next right context string symbol.
The general multi-directional case. An m-directional context set consists of m-tuples of strings from X * . The notion of a well defined context set, expressed in terms of the "exhaustive" and "disjoint" properties from above, assuming the obvious generalization of P(·), extends readily to m > 2. It seems natural to conjecture that Lemma 2.1 continues to hold with an m-directional context tree that is the obvious generalization of the m = 2 case defined in the lemma. Such a tree would have m-tuples of strings as nodes. Its root would be the null m-tuple and each node would be a leaf, or have as its children the m-tuples obtained by appending, in turn, all symbols in X to any single component of the m-tuple determining the node. Thus, for m = 3 and X = {0, 1}, an internal node might be (0, 00, 000) with possible child sets {(00, 00, 000), (01, 00, 000)}, {(0, 000, 000), (0, 001, 000)}, or {(0, 00, 0000), (0, 00, 0001)}.
The following simple example, however, establishes that for m > 2, any X , and any k, the collection of well defined m-directional context sets is richer than what can be represented by a tree of the sort just described. Let X = {0, 1}, m = 3, and consider the set of triples {(0, 0, ∅), (1, ∅, 0), (∅, 1, 1), (1, 0, 1), (0, 1, 0)}. This set is a well defined 3-directional context set, as the "exhaustive" and "disjoint" conditions can be seen to hold. It turns out, however, that it cannot be represented as the leaves of a 3-directional context tree as described above. To see this, note that in such a tree the children of the root node are either
Each case, however, splits at least one of the three subsets of string triples P(0, 0, ∅), P(1, ∅, 0), or P(∅, 1, 1), respectively.
It is clear, therefore, that the above definition of an mdirectional context tree for m > 2 must be augmented with a larger set of splittings at each node to allow for a full representation of all valid m-directional context sets. Moreover, it is desirable to find the smallest such set of splittings since the complexity of the corresponding pruning algorithm (as will be seen in the next section) is determined, to a large extent, by the size of the splitting set. The characterization of the minimal splitting set for any m and X is left for future work.
III. BI-DIRECTIONAL PRUNING
In [5] , weighting and pruning algorithms are proposed for classes of context sets that are generated according to a variety of splitting rules. While the splitting rule relevant to bi-directional context sets described in Section II is not specifically considered in [5] , it is straightforward to extend the algorithms in [5] for finding optimal context sets (and for weighting among these sets in compression applications) to this case. For completeness, we describe such an algorithm, based on dynamic programming, next. Given a sequence x n , a set of context formation sequences {(y (i) , y (i) r )}, a subsequence weight function λ, and a maximum context length
, where ties are broken according to a deterministic but arbitrary rule.
For any pair (s , s r ) ∈ X k * × X k * we define the weight of (s , s r ) as w(s , s r ) = λ (x(s , s r ) ), or the weight of the subsequence of data symbols whose left and right context formation sequences have prefixes equal to (s , s r ). We set w(s , s r ) = 0 if this subsequence is empty. It is not difficult to see that for a valid context set S, L(S) is equal to the sum of the weights of the elements of S and, correspondingly, of the leaves of a representative bi-directional context tree.
For any bi-directional context tree T , as defined in Lemma 2.1, let w(T ) denote the weight of T defined as the sum of the weights of the leaves. Let T opt be the set of bidirectional context trees with nodes in X k * × X k * having minimal weight. In general, this set will have cardinality greater than one, even when S opt is unique, due to the multiple representations of the context set. Lemma 2.1 and the above then imply that S opt corresponds to the leaves of an element of T opt , thereby reducing the problem of determining S opt to the problem of determining an element of T opt .
Given any pair (s , s r ) ∈ X k * × X k * , a bi-directional context subtree rooted at (s , s r ) has nodes in {(s s , s r s r ) : 
where we take T (s ,s r ) to be empty if (s ,s r ) / ∈ X k * × X k * and the minimum of any function over an empty set to be infinity. If the minimum on the right hand side of (1) is achieved by the first term, then the tree {(s , s r )} ∈ T opt (s , s r ). Otherwise,
where, if the minimum is achieved by the second term, T x denotes any member of T opt (s x, s r ), whereas if the minimum is achieved by the third term, T x denotes any member of T opt (s , s r x).
Lemma 3.1 parallels a similar principle of optimality for the uni-directional case (where the minimum in (1) is over two values), and suggests the following dynamic programming algorithm for determining an element of T opt . We shall refer to Algorithm 3.2 as carrying out a bi-directional context pruning. Although the output of the algorithm is a bi-directional context tree, it should be noticed that the data structure being pruned is not a tree.
Algorithm 3.2:
In the algorithm, T opt (s , s r ) is taken to be empty for (s , s r ) / ∈ X k * ×X k * and the weight of an empty tree is taken to be infinity. The following theorem, which follows from Lemmas 2.1 and 3.1, establishes that Algorithm 3.2 carries out the desired computation.
Theorem 3.3: The tree T opt (∅, ∅) generated by Algorithm 3.2 is an element of T opt and its leaves constitute S opt .
In many applications, such as two-part codes with Krichevskii-Trofimov estimation [4] and the denoising application of Section IV, w(s , s r ) is a relatively simple function of the vector of counts
for all x ∈ X. In these cases, the sequence x n need only be processed to determine the counts of the contexts of maximal length, as done in the first for loop. The counts for the shorter contexts can then be determined as the sum of the counts of either the left children or right children. Specifically, for (s , s r ) with |s |+|s r | < 2k, m(x n , s , s r ) =
x ∈X m(x n , s , s r x ) = x ∈X m(x n , s x , s r ). Finally, we note that the complexity of Algorithm 3.2 can be reduced by restricting processing only to those contexts that actually occur in the sequence.
IV. APPLICATION TO DENOISING
The bi-directional context set framework described in Sections II and III can be applied to context-based denoising, in particular to enhance the DUDE algorithm proposed in [6] . In the (semi-stochastic) universal denoising setting, we consider an individual sequence x n , which is corrupted by a discrete memoryless channel with known transition probability matrix Π. For simplicity, we will assume that the input and output alphabets coincide, so that Π = {Π(x, z)} x,z∈X . It is also assumed that Π is invertible. A (noisy) sequence z n is observed at the output of the channel, and the goal is to denoise z n without knowledge of the (clean) sequence x n , to obtain a sequencex n ∈ X n , where a given loss function Λ :
, represented by the matrix Λ = {Λ(x, z)} x,z∈X , determines the loss incurred by estimating each symbol x i with the symbolx i , 1 ≤ i ≤ n. The cumulative loss is determined by adding the instantaneous losses over time. The denoiser is allowed to observe the entire sequence z n before starting to make its decisions. A family of denoisers, parameterized by a nonnegative integer parameter k, is proposed in [6] . For a given k, the denoiser outputx
