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Abstract
The semilinear elliptic problem
−Δu = K(x)(−uq + λup), u 0 in Ω,
u = 0, on ∂Ω,
is considered in this paper, where Ω is a bounded domain of RN(N  2) with C2 boundary, 0 < q <
p < 1 and K(x) → +∞ as x → ∂Ω . We mainly study the effect of the blow-up rate of K(x) near
∂Ω to the existence of positive and compact support solutions. Furthermore, an optimal compact
support principle is given for a class of elliptic differential inequalities.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the model problem
−Δu = K(x)(−uq + λup), u 0 in Ω,
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where Ω is a bounded domain of RN(N  2) with C2 boundary, 0  K(x) ∈ Cα(Ω),
0 < q < p < 1 and λ > 0 is a real parameter. Such problems arise in the contexts of pop-
ulation dynamics, some chemical reaction and plasma physics models, see [1–5,7,8] and
the references therein.
It is well known by Brezis and Oswald’s result [5] that (1) has a unique positive solution
when K(x) 0 and K(x) is bounded in Ω . When K(x) 0 or K(x) changes sign, since
the non-Lipschitz character of the nonlinear term, the strong maximum principle cannot
be applied in the set where K(x) > 0 and the solutions may vanish identically on some
regions. The existence of non-negative solutions of such problems has been studied by
Alama [1], Cortázar et al. [7] and Franchi et al. [8]. On the other hand, Pucci et al. [11,
12] studied the maximum principle and the compact support principle for a wide class
of singular inequalities involving quasilinear divergence structure elliptic operators. See
also [3,14]. In these papers, the authors mainly considered the case that K(x) is a bounded
function, and little is known for the existence of positive solution.
The main purpose of this paper is to study the effect of the singularity of K(x) to the
existence of positive and compact support solutions. By using sub-supersolution method,
we find that it is related to the blow-up rate of K(x) near ∂Ω . Roughly speaking, if K(x) ∼
d(x)−k as d(x) = dist{x, ∂Ω} → 0, (1) has at least one positive solution for λ > 0 large
when k < 1+q; but (1) has only compact support solution when k  1+q . More generally,
an optimal compact support principle is given for a class of elliptic differential inequalities.
We now state precisely our main results.
Theorem 1. Suppose that K(x) > 0 in Ω and K(x) ∼ d(x)−k as x → ∂Ω , k < 1 + q .
Then there exists a constant Λ > 0 such that
(i) For λ > Λ, (1) has a maximal positive solution u¯λ which is increasing with respect
to λ.
(ii) u¯λ(x) Cd(x) in Ω for some C > 0 and u¯λ(x) ∈ C2(Ω) ∩ C1,1+q−k(Ω¯).
(iii) For λ < Λ, (1) has no positive solution.
Theorem 2. Assume that Ω is a C2 bounded domain of RN(N  2) and u ∈ C2(Ω) ∩
C(Ω¯) satisfies
ΔuK(x)f (u), u 0 for d(x) small,
u = 0 on ∂Ω, (2)
where K(x) 0 in Ω , f (0) = 0, f > 0, f ′ > 0 on some interval [0, a0) and
a0∫
0
F(s)−1/2 ds < +∞, (3)
where F(s) = ∫ s0 f (t) dt . Furthermore, assume that
K(x)f
(
d(x)
)
 C0d(x)−1 (4)
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f (εt)
εf (t)
→ +∞ uniformly for t > 0 small. (5)
Then u(x) ≡ 0 for d(x) small.
In particular, if f (u) = uq with q ∈ (0,1) and K(x) Cd(x)−(1+q) near ∂Ω , the result
of Theorem 2 holds. Thus (1) has no positive solution for any λ in this case and condi-
tion (4) is optimal by Theorem 1. Condition (3) is referred to [11,12] and is known to be
necessary for the validity of the compact support principle. Example 1 in Section 3 shows
that condition (5) is really necessary when K(x)f (d(x)) = O(d(x)) as d(x) → 0.
The proof of Theorem 1 relies on finding a positive subsolution and the iteration scheme
following the same strategy as in [13]. The proof of Theorem 2 in the critical case k = 1+q
is delicate. It uses a prior estimate and the construction of a supersolution in a neighborhood
of the boundary, which serves to control the behavior of the solutions near boundary.
Our last result is an application of Theorem 2 concerning with the existence of compact
support solution. It is easy to see that more general results would yield by combining
variational method and the result of Theorem 2. We do not give them because they are the
same nature.
Theorem 3. Suppose that K(x) 0 in Ω and K(x) ∼ d(x)−k as x → ∂Ω , k ∈ [1 + q,2).
Then there exists a constant Λ0 > 0 such that
(i) For λ > Λ0, (1) has a maximal compact support solution u¯λ which is increasing with
respect to λ.
(ii) For λ < Λ0, (1) has no non-trivial solution.
Throughout this paper, we use the following notations:
• d(x) = dist{x, ∂Ω} for x ∈ Ω;
• f (x) ∼ g(x) means that there exist positive constants C1 and C2 such that C1f (x)
g(x) C2f (x) as d(x) → 0;
• Ωr =
{
x ∈ Ω | d(x) < r} and Γr = {x ∈ Ω | d(x) = r} for r > 0;
• ϕ1 denotes an eigenfunction corresponding to the smallest eigenvalue λ1 of the Lapla-
cian with zero Dirichlet boundary condition;
• C,C1,C2, . . . denote positive constants possibly different from line to line.
2. Positive solution
In this section, the proof of Theorem 1 is given. The following two lemmas are required.
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|f (x)| < +∞ for some 1 < γ < 2. Then the problem Δu = f in Ω with u = 0 on ∂Ω has
a unique solution u ∈ C2,μ(Ω) ∩ C(Ω¯), and
sup
Ω
d(x)γ−2
∣∣u(x)∣∣ C sup
Ω
d(x)γ
∣∣f (x)∣∣,
where C is a positive constant depending only on Ω and γ .
Proof. See Lemma 4.9 and Problem 4.6 in [9] or Lemma 4 in [6]. 
Lemma 2. Suppose that f :Ω × [0,+∞) → R1 is a continuous function such that
f (x, s)/s is strictly decreasing for s > 0 at each x ∈ Ω . Let w,v ∈ C2(Ω)∩C(Ω¯) satisfy
(a) Δw + f (x,w) 0Δv + f (x, v) in Ω ,
(b) w > 0, v  0 in Ω and w  v on ∂Ω ,
(c) Δv ∈ L1(Ω).
Then w  v in Ω¯ .
Proof. See Lemma 3 in [13]. 
Now, we prove Theorem 1 by splitting it into several lemmas.
Lemma 3. Under conditions of Theorem 1, there exists λ∗ > 0 such that (1) has at least
one positive solution uλ ∈ C2(Ω) ∩ C(Ω¯) for λ > λ∗.
Proof. Put
uλ = Mϕτ1 ,
where τ = (2 − k)/(1 − q), M is a positive constant. Then
−Δuλ − K(x)
(−uqλ + λupλ ) λ1Mτϕτ1 + Mτ(1 − τ)|∇ϕ1|2ϕτ−21
+ C1Mqϕτq−k1 − λC2Mpϕτp−k1 in Ω. (6)
Note that τ > 1 and τ − 2 = τq − k. By Hopf’s maximum principle, there exist δ0 > 0 and
d1 > 0 such that
|∇ϕ1| δ0 in Ωd1 .
Then
C1M
q  1
2
Mτ(τ − 1)|∇ϕ1|2 in Ωd1
provided M = (2C1/τ(τ − 1)δ20)
1
1−q , and
λ1τϕ
τ
1 <
1
τ(τ − 1)|∇ϕ1|2ϕτ−21 in Ωd22
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−Δuλ − K(x)
(−uqλ + λupλ ) 0 in Ωd2 .
On Ω\Ωd2 , ϕ1  δ2 for some δ2 > 0. Then there exists λ∗ > 0 sufficiently large such that
for λ > λ∗,
−Δuλ − K(x)
(−uqλ + λupλ ) 0 on Ω\Ωd2 .
Thus uλ is a subsolution of (1) for λ > λ∗.
Let w¯λ = M¯U , where M¯ is a positive constant and U is the unique positive solution of
−ΔU = K(x) in Ω,
U = 0 on ∂Ω.
By Lemma 1, U(x) Cd(x)1−q in Ω . Then
−Δw¯λ = M¯K(x) λK(x)w¯pλ in Ω
provided M¯  (λmaxx∈Ω Up)
1
1−p
. Thus w¯λ is a supersolution of (1). Moreover, since
Δuλ ∈ L1(Ω), we have uλ  w¯λ in Ω by Lemma 2. Therefore (1) has at least one pos-
itive solution uλ satisfying uλ  uλ  w¯λ in Ω for λ > λ∗. The proof of Lemma 3 is
completed. 
Lemma 4. Under conditions of Theorem 1, let u be a solution of (1). Then u(x) Cd(x)
in Ω for some C > 0 and u(x) ∈ C1,1+q−k(Ω¯).
Proof. Since K(x) 0 in Ω and 0 < q < p < 1, we have
−Δu 0−Δ(C0ϕ1) on Ωd0
for some small d0 and C0 > 0 be chosen to satisfy
u(x) C0ϕ1(x) on Γd0 .
By maximum principle, u(x)  C0ϕ1(x) on Ωd0 . As is well known, ϕ1(x) ∼ d(x) as
x → ∂Ω . Thus u(x) Cd(x) in Ω for some C > 0. Moreover, by using Green’s formula,
we have∣∣∇u(x1) − ∇u(x2)∣∣

∫
Ω
K(y)
∣∣Gx(x1, y) − Gx(x2, y)∣∣ · ∣∣−uq(y) + λup(y)∣∣dy
 C
∫
Ω
d−k+q(y)
∣∣Gx(x1, y) − Gx(x2, y)∣∣dy,
where x1, x2 ∈ Ω and G is the Green function. Then∣∣∇u(x1) − ∇u(x2)∣∣Cd1+q−k(x1, x2),
by the proof of Theorem 1 in [10] (see also [13]). Therefore u(x) ∈ C1,1+q−k(Ω¯). The
proof of Lemma 4 is completed. 
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there exists λ∗ > 0 such that (1) has no non-trivial solution for λ λ∗.
Proof. Let
λ1,K = inf
u∈H 10 (Ω)
∫
Ω
|∇u(x)|2 dx∫
Ω
K(x)u2(x) dx
.
Note that λ1,K > 0 by Hardy inequality. Let u ≡ 0 be a solution of (1). Then suppu ∩
suppK = ∅ by the maximum principle, and
λ1,K
∫
Ω
K(x)u2(x) dx 
∫
Ω
∣∣∇u(x)∣∣2 dx =
∫
Ω
K(x)
(−uq+1(x) + λup+1(x))dx.
This is impossible for λ λ∗ := min{1, λ1,K }. The proof of Lemma 5 is completed. 
Proof of Theorem 1 completed. (i) Let
Λ = inf{μ > 0: (1) has a positive solution for λ = μ}.
By Lemmas 3 and 5, 0 < λ∗  Λ  λ∗ < +∞. For any λ ∈ (Λ,+∞), there exists λ ∈
(Λ,λ) such that (1) with λ = λ has a positive solution uλ which is a subsolution of (1).
Recall that w¯λ = M¯U defined in Lemma 3 is a supersolution of (1). Moreover, by using
Lemmas 2 and 4, we have Δuλ ∈ L1(Ω) and uλ  w¯λ in Ω . Thus (1) has at least one
positive solution for λ > Λ. To show the existence of the maximal positive solution, we
consider the sequence {wn}: w0 = w¯λ and
−Δwn + K(x)wqn = λK(x)wpn−1 in Ω,
wn = 0 on ∂Ω, (7)
for n = 1,2,3, . . . . The existence of wn (n = 1,2,3, . . .) follows from the fact that for
any positive solution uλ of (1), uλ and w¯λ is still a pair of sub and supersolutions for
problem (7). By using the maximum principle, it is not hard to show that
uλ wn+1 wn  w¯λ in Ω.
Let u¯λ(x) = limn→∞ wn(x), x ∈ Ω . By using a standard regularity argument (see [9]),
we conclude that u¯λ is a solution of (1) satisfying u¯λ  uλ in Ω , i.e., u¯λ is the maximal
positive solution of (1) for λ > Λ. Moreover, replacing uλ by u¯λ and repeating the above
arguments, we get that u¯λ is increasing with respect to λ. (ii) and (iii) follow from Lemma 4
and the definition of Λ. The proof of Theorem 1 is completed. 
3. Compact support principle and compact support solution
In this section, we mainly give the proofs of Theorems 2 and 3. At first, a prior estimate
is given by comparison, which plays a critical role for the proof of Theorem 2.
Lemma 6. Under conditions of Theorem 2, there exist α ∈ (1,2) and M > 0 such that
u(x)Mϕ1(x)α for d(x) small.
836 H.T. Yang / J. Math. Anal. Appl. 319 (2006) 830–840Proof. Recall first that C1d(x)  ϕ1(x)  C2d(x) for some C1, C2 > 0. Let u¯ = Mϕα1 ,
where M > 0 and α ∈ (1,2). Then
Δu¯ − K(x)f (u¯) = −Mλ1αϕα1 + Mα(α − 1)|∇ϕ1|2ϕα−21 − K(x)f
(
Mϕα1
)
 C′Mα(α − 1)d(x)α−2 − K(x)f (MCα1 d(x)α) (8)
for some C′ > 0 and d(x) small. By condition (5), for any G > 0, there exists ε0 > 0 such
that as ε ∈ (0, ε0],
f (εt)Gεf (t) for t > 0 small. (9)
Using this fact and condition (4), we have
K(x)f
(
MCα1 d(x)
α
)
K(x)f
(
(α − 1)MCα1 d(x)α
)
G(α − 1)MCα1 d(x)α−1K(x)f
(
d(x)
)
GM(α − 1)Cα1 C0d(x)α−2 in Ωdα (10)
for sufficiently large M depending on α and dα = ( ε0MCα1 (α−1) )
1
α−1
. Combining (8) and (10),
we have
Δu¯ − K(x)f (u¯) 0 in Ωdα
provided G  C′α
C0Cα1
(note that G may be chosen independent of α). Furthermore, by the
proof of Lemma 4, u(x) C′′ϕ1(x) for some C′′ > 0 and d(x) small. Thus
u(x) u¯ on Γdα
if dα  ( C
′′
MCα−11
)
1
α−1
. It is easy to see that this condition holds if α − 1 is sufficiently small.
Therefore we conclude that u(x) u¯ in Ωdα for α − 1 small and M large. In fact, suppose
by contradiction that {x ∈ Ωdα | u(x) > u¯(x)} = ∅, then there exists x0 ∈ Ωdα such that
u¯(x0) − u(x0) = inf
Ωdα
(u¯ − u) < 0.
Note that u(x0) a0 and by (4), K(x0) > 0 for large M . So
0Δ(u¯ − u)|x=x0 K(x0)
(
f
(
u¯(x0)
)− f (u(x0)))< 0.
A contradiction is obtained. The proof of Lemma 6 is completed. 
Proof of Theorem 2. By Lemma 6, for sufficiently small δ > 0,
u(x)MCα2 d(x)α < δ in Ωdδ ,
where dδ = ( δMCα2 )
1
α with α ∈ (1,2) and M > 0 fixed. Let w(x) 0 be defined implicitly
by
δ∫
F(s)−
1
2 ds = g(x) in Ωdδ ,w(x)
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g(x) =
m infΓdδ ϕ1∫
mϕ1(x)
(
s
2
f
(
s
2
))− 12
ds, m > 0.
By computation, we have w ∈ C2(Ω) and satisfies
Δw + ΔgF(w) 12 − |∇g|
2
2
f (w) = 0 in Ωdδ
with
Δg = λ1(2mϕ1) 12 f
(
1
2
mϕ1
)− 12 + |∇ϕ1|2
(
m
2
)− 12 (
ϕ1f
(
1
2
mϕ1
))− 32
×
(
1
2
mf
(
1
2
mϕ1
)
+ 1
4
m2ϕ1f
′
(
1
2
mϕ1
))
 0,
and by (4) and (5),
1
2
|∇g|2 = m|∇ϕ1|
2
ϕ1f (
1
2mϕ1)
 mC
′
C1d(x)f (
1
2mC1d(x))
 2C
′
GC21d(x)f (d(x))
 2C
′
GC21C0
K(x)K(x) in Ωdδ (11)
if G 2C′
C0C21
and δ,m is small enough. So Δw K(x)f (w) in Ωdδ . Moreover, since g  0
on Γdδ , we have u(x)  δ  w(x) on Γdδ . Therefore u(x)  w(x) in Ωdδ by the same
comparison argument as in Lemma 6. It remains to show that w(x) ≡ 0 as d(x) small.
In fact, for s ∈ (0, a0), f (s)s  F(s)
∫ s
s
2
f (t) dt  s2f (
s
2 ). Then for δ ∈ (0, a0),
δ∫
0
F(s)−
1
2 ds 
δ∫
0
(
s
2
f
(
s
2
))− 12
ds.
So as x → ∂Ω ,
g(x) →
m infΓdδ ϕ1∫
0
(
s
2
f
(
s
2
))− 12
ds 
mC1dδ∫
0
(
s
2
f
(
s
2
))− 12
ds >
δ∫
0
F(s)−
1
2 ds (12)
for δ > 0 small. This fact and the definition of w(x) imply the result. The proof of Theo-
rem 2 is completed. 
Remark 1. In case K(x)f (d(x))d(x) → +∞ as d(x) → 0, condition (5) is not needed for
Theorem 2. In fact, Lemma 6 is not needed for the proof of Theorem 2 in this case because
(11) and (12) with α = 1 hold for large m and d(x) small. But the following example shows
that condition (5) is really necessary when K(x)f (d(x))d(x) = O(d(x)) as d(x) → 0.
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f (u) =
{
0, u = 0,
u ln2m u, u > 0,
where m 2 is an integer. The function u(x) = ϕ1(x)β with β > 1 satisfies
Δu = K(x)f (u) for d(x) small,
where
K(x) = (−λ1β + β(β − 1)|∇ϕ1|2ϕ−21 )(lnϕβ1 )−2m  0
and
K(x)f
(
d(x)
)
C d(x)−1
for some C > 0. It is easy to verify that
f ′(u) = (2m + lnu) ln2m−1 u > 0 for u > 0 small,
a0∫
0
F(s)−
1
2 ds < +∞ for a0 > 0 small,
and as ε → 0+,
f (εt)
εf (t)
→ +∞
for each t > 0, but not uniformly for t > 0 small.
Conclusion: condition (5) is indeed necessary for Theorem 2.
Proof of Theorem 3. Consider the functional
Iλ(u) = 12‖u‖
2 +
∫
Ω
K(x)
(
1
q + 1 |u|
q+1 − λ
p + 1 |u|
p+1
)
dx, u ∈ H 10 (Ω)
with norm ‖u‖ = (∫
Ω
|∇u|2 dx) 12 .
Claim. Iλ :H 10 (Ω) → R1 ∪ {+∞} is coercive and bounded from below on H 10 (Ω).
In fact, by using Sobolev, Hölder and Hardy inequalities, we have∫
Ω
K(x)|u|p+1 dx =
∫
Ω\Ωε
K(x)|u|p+1 dx +
∫
Ωε
K(x)|u|p+1 dx
 C1‖u‖p+1 +
( ∫
Ωε
K(x)|u|q+1 dx
)τ( ∫
Ωε
K(x)|u|2 dx
)1−τ
 C1‖u‖p+1 + C2ε(1−τ)(2−k)
( ∫
K(x)|u|q+1 dx
)τΩε
H.T. Yang / J. Math. Anal. Appl. 319 (2006) 830–840 839×
( ∫
Ωε
u2
d(x)2
dx
)1−τ
 C1‖u‖p+1 + C2ε(1−τ)(2−k)
×
(
τ
∫
Ω
K(x)|u|q+1 dx + (1 − τ)C3‖u‖2
)
, (13)
where τ = (1 − p)/(1 − q), ε > 0 and C2, C3 is independent of ε. So
Iλ(u)
(
1
2
− λC2C3(1 − τ)ε
(1−τ)(2−k)
p + 1
)
‖u‖2 − λC1
p + 1‖u‖
p+1
+
(
1
q + 1 −
λC2τε(1−τ)(2−k)
p + 1
)∫
Ω
K(x)|u|q+1 dx
 1
4
‖u‖2 − λC1
p + 1‖u‖
p+1 + 1
2(q + 1)
∫
Ω
K(x)|u|q+1 dx (14)
if ε > 0 is sufficiently small. The claim follows because of 0 < q < p < 1.
Let
cλ = inf
u∈H 10 (Ω)
Iλ(u).
We show that cλ is attainable. Suppose that {um} is a minimizing sequence for cλ, i.e.,
Iλ(um) → cλ as m → ∞. The coerciveness of Iλ implies that {um} is bounded in H 10 (Ω).
Then there exist a subsequence of {um} (still denoted by {um}) and uλ ∈ H 10 (Ω) such that
um → uλ weakly in H 10 (Ω), strongly in Lt(Ω)(1 < t < 2NN−2 ) and a.e. in Ω . Moreover, by
using Fatou’s lemma and inequality (14), we have
lim sup
m→∞
∫
Ω
K(x)|um|q+1 dx < +∞ and
∫
Ω
K(x)|uλ|q+1 dx < +∞.
So, similar to (13), we have
lim sup
m→∞
∫
Ωε
K(x)|um|p+1 dx  C4ε(1−τ)(2−k) and
∫
Ω
K(x)|uλ|p+1 dx < +∞.
Thus
cλ = lim
m→∞ Iλ(um)
 1
2
‖uλ‖2 + 1
q + 1
∫
Ω
K(x)|uλ|q+1 dx − λ
p + 1
∫
Ωε
K(x)|uλ|p+1 dx
− C4λ
p + 1ε
(1−τ)(2−k)
 Iλ(uλ) − C4λ ε(1−τ)(2−k)
p + 1
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p + 1ε
(1−τ)(2−k).
Let ε → 0 and then I (uλ) = cλ. Since Iλ(u) = Iλ(|u|), we may assume that uλ  0. Fur-
thermore, it is not hard to see that there exists some λ∗ > 0 such that cλ < 0 for λ > λ∗.
So uλ is a nontrivial weak solution of (1) for λ > λ∗. By using the Maximum principle, we
have uλ  Cd(x). Therefore standard regularity theory shows that uλ ∈ C2(Ω) ∩ C(Ω¯)
and uλ has a compact support by Theorem 2. Let
Λ0 = inf
{
λ > 0: (1) has a compact support solution
}
.
0 < λ∗ < Λ0 < λ∗ < +∞ by Lemma 5. The other part of the proof of this theorem remains
the same as Theorem 1. The proof of Theorem 3 is completed. 
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