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While financial news sources are growing enormously, investors find it much more 
difficult to identify the relationships among news before making decisions. News 
happened in one day usually associate with news happened in the following days, or 
preceding days. It is desirable to have an intelligent system to discover associations of 
news across time. 
We propose a new approach to discover associations among financial news 
from an English news sources. Concept space model is adopted to identify general 
concept terms from news that covers various topics. A group of anchor documents 
which are relevant to a general concept terms is selected. Specific concept terms are 
identified from each group of anchor documents to represent the idea covered in the 
documents, and elaborate the general concept term. 
Each group of anchor documents of different temporal information is 
represented by a vector. Each element in the vector corresponds to a specific concept 
term. In order to discover the associations among news, similarity measurements 
between two vectors (two collections of news from different dates) are performed on 
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a day-by-day basis. Related news is linked and presented with a time line model 
finally. 
Experiment results show that our approach is able to identify associations 
among financial news, and the users find the system useful for them to better 
understand the financial market and make appropriate decisions. 
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Triggered by the growth of the World Wide Web, the mushrooming of on-line text 
information has provoked researchers to develop tools to help users to digest the 
information content and to identify linkage among the information. According to 
Coffman's report, the number of Internet users is increasing at 20 to 50 percent per 
year, and the traffic on the Internet doubles every three months. As a result, we have a 
feeling of information anxiety due to information overload and explosion. Bill Gates 
has said, "In the Internet era, the way of collecting, managing, and utilizing 
information decides the success". Consequently, it has become an urgent need to 
design systems to efficiently and effectively collect, manage, make use of the 
abundant Internet resources and direct the digested information to the user. When 
information has been processed, such as, categorization and concept classification, it 
can be used widely for various practical applications, say decision-making. Therefore, 
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text analysis, sequential pattern searching, temporal association, event tracking and 
tracing, and topic or issue identification have long been the research topics in 
information utilization [21][25][38]. 
Nowadays, data is usually collected every day in the form of event time 
sequences [8]. Common examples are bank transactions, stock quote recordings, or 
newswire stories creation and storage. Temporal data is commonly collected by 
various researchers to support different purposes. User interface evaluators collect 
video data and logfiles, doctors review cardiology diagrams, sports analysts collect 
team and individual statistics, etc. This temporal information is not only valuable for 
searching for a particular value or event at a specific time, but also for analyzing the 
relationships among different values or events. In newswire stories, most people treat 
a piece of news as an individual event and neglect its context and consequences. In 
this thesis, we assume that certain news can trigger or be triggered across time. Figure 
1.1 illustrates our idea of the triggering effect. 
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Figure 1.1 Triggering effect of news 
For example, during the economic turmoil, many companies could not avoid 
significant losses due to lack of awareness of the chain reaction of events. While large 
volume of newswire stories were available, the user could neither understand them 
efficiently nor associate them with related events. Consider, 
When Japanese stocks fell, what economic sectors would 
be influenced immediately and what would happen next? 
Undoubtedly, many sophisticated mathematical models can forecast the movement of 
the market and the stock price substantially accurate. However, only financial experts 
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are professional enough to deal with these models. In addition, 63.3 percent of 
investors do not have sufficient background knowledge when making financial 
decisions. 
Although a lot of research works have been done on identifying and using 
patterns in sequential data [1][29][50], such as data mining techniques, little attention 
has been paid to the temporal association among news stories using concept-based 
approach. As a result, we were motivated to investigate the temporal association 
among news stories. We believe that the consequential linkages of news stories 
would help users understand the ideas revealed from clusters of news and capture the 
concept of antecedents and consequences of the news stories. 
In this thesis, we discuss and evaluate the solutions to the concept association 
among sequential newswire stories. Our concept association process consists of four 
basic procedures that: (i) identify concept terms for daily news stories, (ii) retrieve 
relevant documents with respect to concept terms, (iii) generate a new concept space 
for relevant documents, and (iv) discover associations among news stories. 
We make use of the concept space model developed by Chen et al to derive the 
concept terms [54] [55] in step (i) and (iii). We use the statistical and location features 
of concept terms to retrieve relevant documents in step (ii). We also exploit Vector 
Space IR model to determine the degree of relevance between the concept spaces of 
two sets of documents in step (iv). 
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1.1 Research Contributions 
The contributions we achieved from the research are summarized as follows: 
• We use concept terms to represent main issues from news articles. 
參 We investigate the use of location position of a term in a paragraph and a 
sentence to retrieve relevant documents. This method is direct and simple, and 
performs well when compared with experts' practice. 
參 We exploit anchor document selection and specific concept term identification 
to elaborate general concept terms, which are not informative enough to 
represent relevant documents within a collection of news. 
參 We provide a time line model to represent associations of news articles such that 
users can capture the concepts of antecedents and consequences among news 
articles. In addition, we give provide a reference of news such that they can be 
aware of certain events if they reoccur in the future. 
1.2 Organization of the thesis 
The thesis is organized as follows: Chapter 2 discusses previous and current works 
related to temporal data association and information retrieval techniques. Chapter 3 
presents an overview of our approach which is composed of concept term generation, 
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anchor document retrieval and news story association. Chapter 4 describes in detail 
the concept space model formation and describes the methodology behind the concept 
term generation process. Chapter 5 presents the methodology of retrieving 
documents with respect to concept terms, which combines the usage of thematic 
features (presence of statistically salient terms, based on term frequency statistics) 
and location features (positions in text, paragraph, sentence). Chapter 6 discusses our 
approach for news association, which consists of concept term re-generation and 
relevance measurement. Chapter 7 presents our experiments and results. Chapter 8 




In this chapter, we provide a brief overview of previous research work in temporal 
data association, and information retrieval techniques. 
2.1 Temporal data Association 
Since the problems of information overload has been recognized recently, researchers 
and practitioners have done significant amount of work in various directions to 
identify the temporal relations among data. Particularly in the financial sector, 
investors and analysts always want to identify market trends and the potential 
movements of stock prices [32]. Two typical techniques are association rule mining 
and sequential patterns mining [2] [3] [4] [5] [24] [49]. They are utilized in discovering 
similar patterns of behavior within special time sequences. 
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2.1.1 Association Rule Mining 
Association rules can be used to express relationships between items of data. An 
association rule is an expression, X ^Y where X and Y are sets of items. X and Y are 
termed itemsets. For a set of tuples, where each tuple contains one or more items, the 
meaning of an association rule is that the tuples which contain the items in X tend to 
also contain the items in Y. 
For an itemset, say X’ the support of X, denoted as s(X), is the number of tuples 
that contain all items in X. Given a minimum support 6, an itemset X is large or is 
referred to as a large itemset if s(X) ^ 5. The confidence of an association rule is 
二二 )” the percentage of the tuples which contain X that also contain Y. Rules 
are useful if their confidence is above a minimum confidence value specified by the 
users. The problem of mining association rules is to find all rules of X => Y such 
that X u Y is a large itemset and the confidence of X 7 i s above the minimum 
confidence. 
Association rule mining has been exploited to associate items from different 
time transaction records [24]. This is inter-transaction association, which is different 
from the classical association rules or intra-transaction associations. The following 
example explains the difference. 
Assume there is a rule Ri: 
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When the prices of Cheung Kong and Hutchison go up, the price of PCCW will 
most likely go up on the same day. 
While association rule such as Ri reflects some relationship among the prices, its role 
in price prediction is limited; and traders may be more interested in the following 
type of rules: 
R2 'If the price of Cheung Kong and Hutchison go up, PCd^�will most likely 
go up the next day. 
As we can see, Ri expresses the associations among items within the same transaction, 
such as share price movement within a day. On the other hand, R2 represents some 
associations among the field values (share prices) from different transaction records 
(daily records). The value of the findings is much more practical and advantageous to 
the financial market. 
This thought has inspired us to study the temporal association among financial 
news. In spite of the extensive application of association rule mining in temporal 
analysis, current works do not incorporate IR techniques into analysis. This motivated 
us to take advantage of IR techniques to deal with the problem. 
Our objective is to show the possible associations among news to the user to 
help them make the final decision. We are focusing on finding the associations 
among news instead of its pattern and confidence. Therefore, we do not use the 
methodology of association rule mining. 
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2.1.2 Sequential Patterns Mining 
An approach to discovering interesting patterns and trend analysis on text documents 
was presented in [22]. The text is first annotated with a set of concepts, organized as a 
hierarchy. Treating the concept hierarchy as a distribution of probabilities, they 
identify several model distributions to which a given concept hierarchy can be 
compared. Interesting concepts are those that differ from their model distribution. 
Analyzing trends involves the comparison of concept distributions using old data 
with distributions using new data. 
The work in [23] is to find associations among keywords or concepts labelling 
the documents using background knowledge of the keywords and relationships 
among them. The purpose of the knowledge base is to supply unary or binary 
relations amongst the keywords labelling the documents. This approach is similar to 
ours but we adopt concept space model to identify concept terms to label the 
documents. 
The information retrieval community has been using words and phrases to 
describe themes and concepts in text documents. The work on Latent Semantic 
Indexing (LSI) [20] describes a mathematical model of relating word associations as 
weighted vectors that represent concepts found within documents. Briefly, Latent 
Semantic analysis reduces the dimensionality of the document vectors by 
restructuring them. Each new attribute is a linear combination of some of the old 
attributes. Based on the co-occurrence of keywords in documents, this techniques 
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forms concepts from the collections of the old attributes. The result is that when a 
keyword, k, is included in a query, documents which have the keywords from the 
same concept as k may also be retrieved, whether k is explicitly mentioned in the 
query or not [20]. In other words, using LSI, a query can retrieve a document even 
when they have no word in common but do share a similar concept. However, 
building the model takes O(tk'^d) time, where t is the number of terms or words, k is 
the number of the major concepts in the model (typically defined from 100 to 300), 
and d is the number of documents. The technique is shown to be effective but not 
efficient enough. We essentially follow the approach but in contrast, we exploit 
Vector Space model to find associations among news stories, which consume much 
less computation cost. 
2.2 Information Retrieval Techniques 
We exploit Information Retrieval techniques (IR) [40] to determine the similarity 
between concept spaces of news wire stories. Information retrieval techniques are 
essential when you want to retrieve relevant documents to your query from a large 
collection of documents. The query can be in word, sentence or document format. It 
depends the application you are working on. The query constitutes the features of the 
documents under consideration. For example, key phrases and their number of 
occurrences in the documents. This query is then transformed into a model 
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representation. The degree of overlap between terms from query and documents in 
the collection determine their relevance. 
Various IR systems have been developed over the last two decades. We 
describe the two major IR approaches (Vector Space model and Probabilistic model) 
in the following subsections. 
2.2.1 Vector Space model 
The Vector Space model was first proposed by Salton [40] [46] and recognized by 
many researchers focused in IR development. The standard Vector Space model uses 
statistical information, particularly the distribution of terms extracted from a 
collection of textual data to represent the documents and the queries. It transforms the 
weighted terms of a document or a query into a vector. More precisely, in the 
SMART model [45], each document is represented by a vector ((wni), . . . ,w(nm)), 
where Wnk is the weight ( or importance) of the term tk in the document dn, and m is 
the size of the indexing term set. The vector ( ( W n i ) , . • . ,w(nm)) is called the lexical 
profile of the document. 
A term is a chosen "semantic" textual unit. It can be a word, a stem, a lemma, or 
a compound. The terms used to index the documents are chosen to be as 
discriminative as possible. Salton et al. [44] showed that selecting the terms with 
document frequency (i.e. the number of documents in which a term occurs) between 
N/100 and N/10 keeps terms with a good discriminative power. 
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The purpose of weighting is to indicate the description power of the term about 
the document or the query. The weighting schemes vary in different IR systems, such 
as SMART [45], PRISE [36] and InQuery retrieval system [37]. In general, the 
weight of a term is often simply the number of occurrences of the term in the 
document {term frequency) or the number of documents in which a term occurs 
(document frequency). However, a weighting scheme taking into account the 
importance of a term within the entire collection has been adopted in some 
applications and showed improvements to the task of information retrieval [44] [52]. 
This weighting scheme states that more weight should be given to terms that rarely 
occur within the collection (terms that are used in many documents are more general 
and less useful for discrimination than the ones that appear in very few documents). 
Such a goal can be achieved by using the occurrence frequency of the term weighted 
by the inverted document frequency factor log (N/dfO, where N is the total number of 
documents in the collection and the dfi is the document frequency of a term ti. A lot 
of other weighting schemes have been proposed over the years [30][43], using 
functions depending on occurrence frequencies (to reduce the range of frequencies) or 
factors introducing document length normalization (to reduce the otherwise 
systematic advantage of long documents over short ones [48]). Moreover, in some 
researches, the weights take into account the set of contexts of the terms [7] and the 
location of terms [52]. In any event, all these variations have definitely improved the 
performance and advanced the development of IR. 
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When all the documents and queries are mapped to vectors, retrieval is achieved 
by measuring the similarity between a document and a query using the cosine of the 
angle between the two vectors [21] [40]. The following vector representation and 
equation illustrate the principle of Vector Space model. 
Assume there are m terms in a query q, the vector representation is: 
q = {qi, q2, ..., qm} 
where 
qi represents the weight of term U in query q. 
Similarly, a document dn with m terms is transformed as follows: 
dn= {Wnl, Wn2,…，Wnm} 
where 
Wni represents the weight of term ti in document dn. 
Similarity measurement is usually computed by the inner product of the term weighs 
of the two vectors. The equation is shown as follows: 
m 
d .q 仏） 
义〜(“”，q) = 7 = 广 
a n 丨 W m 
� 1 / h 
V i=\ i=\ 
In Chapter 6, we will discuss our application of Vector Space model to news story 
association. 
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2.2.2 Probabilistic model 
The probabilistic model is based on probability theories such as the Baye's Theorem. 
It determines the similarity or relevance between queries and documents. 
A document is considered relevant to a query q if the probability Pr(d|q) is high 
enough to pass a certain threshold. The probability calculation varies across different 
systems. For example, conditional probabilities were employed in Bayesian Belief 
Networks [ban] and transition probabilities were employed in Hidden Markov 
Models (HMMs) [35]. Probabilistic model is also employed in many IR applications, 
such as document clustering. 
Since the concept spaces we want to associate are not dense enough to provide 
acceptable estimation, we do not adopt probabilistic model to measure the degree of 
relevance between concept spaces. 
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Chapter three 
An Overview of the Proposed Approach 
This chapter presents the overview of our summarization and association system on 
newswire stories. The system consists of several components. The process of news 
association is depicted in Figure 3.1. Our concept association process has four basic 
components and their functionalities are to: (i) identify general concept terms from 
daily news stories, (ii) retrieve anchor documents with respect to general concept 
terms, (iii) identify specific concept terms for anchor documents, and (iv) discover 
associations among news stories. 
The procedure include the following steps, 
• Firstly, all news stories collected in the same day are passed to Concept Term 
Identifier I to perform general concept term identification. Each concept term or 
group of concept terms corresponds to one idea conveyed from the news stories. 
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• Secondly, Anchor Document Selector selects relevant documents with respect to 
each concept using its thematic features (presence of statistically salient terms, 
based on term frequency statistics) and location features (positions in text, 
paragraph, sentence) from the document set. With the retrieved document index, a 
table of concept term to document is constructed. 
• Thirdly, according to the list, relevant documents with respect to a general 
concept term are passed to Concept Term Identifier II where a new concept space 
is created. These concept terms are not as sparse as those from concept term 
identifier I as they are generated from relevant documents. 
• Finally, clusters of concept terms generated from news stories of different 
temporal information (i.e. different dates) are transformed into vectors. These 
vectors are forwarded to Association Generator to measure their similarities on a 
day-by-day basis. The result is the associations among news stories from different 
dates. For better visualization, the system presents the association in a time line 
model. 
17 
^ — ^ 
News database 
News stories News stories 
arrive at Di ^ v ^ ^ ^ a r r i v e s at D2 
Concept Term Identifier I 
Concept I Concept 
terms of terms of 
news I news arriving | 
I arriving on | 丨 on day 2 
day 1 
i T T 
Anchor Document Selector 
Concept I Concept term | 
term to to news 
news article list 
I article list 丨 index h 
index Ii • w I 
^ Concept Term Identifier II ^ 
i Clusters of Clusters of ： ： ： : 
i concept 丨 concept 
I terms of | terms of 
i different | different 
I groups of ， r I groups of 





Figure 3.1 Diagram of our proposed approach 
3.1 The Test Bed 
Since our objective is to examine associations among financial news, we downloaded 
daily news from Reuters, which is the world's leading provider of financial 
information and news. Table 3.1 shows the information of the news sources. 
Period Total no. of news articles Mean no. of news articles 
1/9/2000-30/9/2000 645 ^ 
12/6/2000-25/6/2000 415 ^ 
1/3/2000-26/3/2000 549 ^ 
Table 3.1 Information of the news sources 
News is automatically collected each day during the stated period except 
Sundays and public holidays. Moreover, we only focus on Hong Kong news. The 
news with format t000317091944_nHKG10253 will only be extracted. The other 
formats, such as t000320130246_nLDN6493, which represents London news, are 
automatically filtered out. 
3.2 General Concept Term Identification 
The purpose of general concept term identification is to determine the general 
concept terms from a set of news stories retrieved within a time period. Since the 
concept terms identified give the overall descriptions of the news stories collected in 
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the same day, we called them general concept terms. The key steps are document pre-
processing, stopwording and word stemming, word-phrase formation, automatic 
indexing, relevance weighting and Hopfield Network Classification [27][31]. 
J. Yen, H. Chen and their co-workers have developed many state-of-the-art 
concept-based information retrieval systems [54] [55] and the evaluations of their 
approaches are encouraging. We make use of the methodologies exploited in [12] [54] 
and adjust parameters, such as document frequency, to identify concept terms. 
Briefly, document pre-processing is to separate the news article into processing 
units. Stopwording is to remove words without specific meaning. Word stemming is 
to identify the root form of a word. Word-phrase formation is to form phrases from 
adjacent words of each information unit. Relevance weighting is to fill out 
uncommon terms (either word or phrase), assigns weights to pairs of terms by 
manipulating document frequency and term frequency, and compute the relationship 
between pairs of terms [11] [21]. Hopfield Network classification is to identify 
clusters of relevant terms in the concept space through their weighted links obtained 
in the cluster analysis process [11][40]. Each cluster represents a key idea of the news 
story, and hence the words or word phases included in the cluster are the concept 
terms. As there are different ideas in the total collection of news stories each day, the 
output is a list of concept terms as shown in Table 3.2. We will describe these details 
in Chapter 4. 
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1. PACIFIC CENTURY CYBERWORKS/ 
2. SUN HUNG KAI PROPERTIES/RESIDENTIAL 
3. CM TELECOM/ 
4. WALT DISNEY/THEME PARK/ 
5. GOLD/EURO/ 
6. SECURITIES/INVESTORS/ 
7. WALL STREET/STOCKS/ 




Table 3.2 List of Concept Terms 
3.3 Anchor Document Selection 
Since the collection of concept terms identified gives the overall descriptions of all 
news stories collected in the same day, they are not informative enough to discover 
the associations among news stories of different temporal information (different 
dates). We want to find collections of concept terms of relevant documents to 
discover the association by using the document selection procedure. 
For each concept (a word, a phrase or a combination of them), we select those 
highly relevant documents (news stories) for subsequent processing. To accomplish 
this, we adopt statistical method and location method to select the documents that 
convey the most meaningful information about the concept terms. The documents 
selected are called anchor documents. As a result, a table of concept term to anchor 
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document is obtained after this procedure. Chapter 5 gives the details on the 
methodology. 
3.4 Specific Concept Term Identification 
This part essentially follows the approach employed in Section 3.2. The main 
difference is the density of information covered by the input documents. Unlike the 
previous collection of daily news stories, the input documents are much more relevant 
to one another as they are retrieved by the general concept terms from the previous 
step. As a result, the concept terms identified in this part represent more information 
about the anchor documents, or in other words, give more explanations about the 
general concept terms. We name them specific concept terms, and forward them to 
the next process for finding the associations among news stories. We will discuss the 
details in Chapter 6. 
3.5 Establishment of Associations 
To establish relationships between news stories, we are interested in the degree of 
overlap between sets of concept terms. The closer the overlap, the more similar the 
documents are. We have used Salton's Vector Space model [40]to compute the 
similarity between sets of concept terms. 
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Traditionally, every document or query is represented by a vector of weighted 
terms. In our approach, we employ a modified Vector Space model which maps a 
collection of documents to a vector of weighted concept terms. In other words, we 
use the specific concept terms identified in the previous step to represent the 
collection of anchor documents extracted in the earlier step. 
Vectors of anchor documents of different temporal information (different dates) 
are compared to find the associations among news stories across time. The higher the 
value of the cosine of the angle between the vectors, the stronger is the association 
between the two collections of news stories. 
With a view to establish a link of news stories which are considered strongly 
associated, we perform similarity measure on a day-by-day basis continuously until 
no association can be found among the daily news or no news is available for analysis. 
As financial news usually exerts influence to each other within a certain time period, 
we determine to focus on finding news associations in a time window. This time 
window limits the number of consecutive business days (i.e. excluding all Saturdays, 
Sundays and public holidays.) from which news is collected. We will discuss the 
details in Chapter 6. 
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Chapter four 
General Concept Term Identification 
In this chapter, we will discuss the general concept term identification of which the 
objective is to determine the general concept terms from a set of news stories 
retrieved within a time period. Since the concept terms identified in this stage give the 
overall descriptions of the news stories collected in the same day, they are called 
general concept terms. The key steps are document pre-processing, stopwording and 
word stemming, word-phrase formation, automatic indexing, relevance weighting and 
Hopfield Network Classification [27] [31]. We will describe the details in the 
following subsections. 
There have been many related works on exacting key terms or features to 
represent the major idea of a document. For example, using simple keywords based 
on statistical method to represent documents. However, the vocabulary problem in 
human-computer interactions confounds the keyword-based retrieval mechanism. In 
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[26], Fumas et al. found that in spontaneous word choice for objects in five domains, 
two people favored the same term with less than 20% probability. Therefore, two 
documents mentioning similar event but using different styles and words may be 
treated as different. This is the so-called vocabulary-switching problem. Different 
people use different vocabulary to describe the same idea. 
Concept terms can be used for dealing with the problem of vocabulary 
switching [54]. Linking stories that use different sets of vocabularies together by 
concept association has been applied to improve the quality of searching [15]. 
Furthermore, using cluster analysis to generate concept spaces has been applied to 
support the searching of scientific literature [16]. The evaluations on the performance 
of using concept space techniques in supporting Internet browsing and searching have 
been conducted and the results were encouraging [54][11][13]. Generally, it provides 
greater flexibility than the traditional keyword-based approach. 
4.1 Document Pre-processing 
Each piece of news arriving at the system is considered to be a document. Document 
pre-processing performs of two tasks: concatenating documents and indexing each 
paragraph within a document with a unique ID. 
Each document is partitioned into many paragraph-sized units, which are called 
processing units. We select a paragraph as a processing unit because a paragraph 
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contains sufficient contents, in terms of key words, to support the analysis that is 
based on manipulating term frequency and document frequency. Each paragraph is 
indexed according to its position in the document. The output of document pre-
processing is a single file that contains indexed paragraphs. The original documents 
are shown in Table 4.1 and Table 4.2. They are two pieces of news arriving at 
different time on the same day. After document pre-processing, we have the indexed 
textual files shown in Table 4.3. 
Hong Kong-based SmarTone Telecommunications Holdings Ltd said on 
Thursday it was in talks with potential partners for new generation 3G licenses 
in Taiwan. 
"We are currently talking to a number of potential partners,"SmarTone 
Chief Executive Officer Ian Stone told reporters after the company announced a 
partnership with Sun Microsystems <SUNW.O> and Siemens <SIEGn.DE> to 
develop Java technology-based services on GSM network in Asia. This is in line 
with prices released in the last two weeks. 
Stone declined to name who the potential partners were or whether they 
were currently involved in the telecommunications business. He also said the 
company was interested in China's 3G license. 
SmarTone shares closed 6.42 percent lower at HK$13.85. The stock was 
down 7.09 percent at HK$ 13.75 in late afternoon trade. 
Table 4.1 A news story arriving earlier 
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Internet usage monitoring company Interactive Audience Measurement 
Asia Ltd (lamasia) said on Thursday 163.com，Sina.com.cn <SINA.O> and 
Sohu.com <SOHU.O> are China's top three websites by number of unique home 
users. 
The Hong Kong-based company said its data for August showed 
that 163.com, operated by Netease.com <NTES.O>�had 3.41 million 
home Internet users. 
Other Chinese language portals Sina.com.cn and Sohu.com were 
the second and third most popular websites with 2.904 million and 
2.840 million home users respectively. 
Netease shares closed at US$6.19 on Wednesday in New York, 
Sohu shares ended at US$7, and Sina.com stock ended at US$20.94. 
Table 4.2 A news story arriving later 
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1.1 Hong Kong-based SmarTone Telecommunications Holdings Ltd said on 
Thursday it was in talks with potential partners for new generation 3G licenses 
in Taiwan. 
1.2 "We are currently talking to a number of potential partners,"SmarTone Chief 
Executive Officer Ian Stone told reporters after the company announced a 
partnership with Sun Microsystems <SUNW.O> and Siemens <SIEGn.DE> to 
develop Java technology-based services on GSM network in Asia. This is in line 
with prices released in the last two weeks. 
1.3 Stone declined to name who the potential partners were or whether they were 
currently involved in the telecommunications business. He also said the 
company was interested in China's 3G license. 
1.4 SmarTone shares closed 6.42 percent lower at HK$ 13.85. The stock was 
down 7.09 percent at HK$ 13.75 in late afternoon trade. 
2.1 Internet usage monitoring company Interactive Audience Measurement Asia 
Ltd iamasia) said on Thursday 163.com, Sina.com.cn <SINA.O> and Sohu.com 
<SOHU.O> are China's top three websites by number of unique home users. 
2.2 The Hong Kong-based company said its data for August showed 
that 163.com, operated by Netease.com <NTES.O>, had 3.41 million 
home Internet users. 
2.3 Other Chinese language portals Sina.com.cn and Sohu.com were 
the second and third most popular websites with 2.904 million and 
2.840 million home users respectively. 
2.4 Netease shares closed at US$6.19 on Wednesday in New York, 
Sohu shares ended at US$7, and Sina.com stock ended at US$20.94. 
Table 4.3 Indexed document after pre-processing 
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4.2 Stopwording and stemming 
We have developed a "stop word" list which consists of about 1,000 common 
function (non-semantic bearing) words, such as ‘at，’ of,，to’’ 'that', ’there', etc. and 
"pure" verbs (words which are verbs only), such as 'abstain\ ‘build，，distribute，，， 
ensureetc. When a word in a news story matches with any of the stop words, it is 
removed from further analysis. As we focus on analysing financial news stories, we 
have also included a additional set of common financial words, which appeared to be 
too general to carry any specific meanings, such as, 'percent', ‘company，，business', 
etc. 
4.3 Word-phrase formation 
Owing to the phonetic features of English, adjacent words extracted from a phrase 
segment often have their own precise meaning [41] [42]. For example, "Chinese 
language portals" can form word-phrases such as "Chinese", "language", "portals", 
"Chinese language", "language portals", and "Chinese language portals". Each of 
these word-phrases preserves a unique semantic. By employing this word-phrases 
formation, English news can be indexed at the word-phrase level. In our system, we 
have 1-word, 2-word, and 3-word phrases by joining adjacent words. Table 4.4 lists 
the word-phrases of the phrase "Chinese language portals". 
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2.3 1 1 3 1 CHINESE 
2.3 1 1 3 2 CHINESE LANGUAGE 
2.3 1 1 3 3 CHINESE LANGUAGE PORTALS 
2.3 1 1 4 2 LANGUAGE PORTALS 
2.3 1 1 4 1 LANGUAGE 
2.3 1 1 5 1 PORTALS 
4.4 Indexed word phrases 
4.4 Automatic Indexing of Words and Sentences 
Indexing is a major component in IR system. Here, we propose an indexing method 
for all the terms remained after the word phrase extraction process. Firstly, all terms 
are represented in upper case. Then, for each term, we use five numbers to store its 
information. 
The first number is the document number, which increases when a new news 
story arrives. The second number is the paragraph number, which is the location of 
the paragraph in a document. The third number carries no meaning. The fourth 
number is the sentence number, which is the location of the sentence in a paragraph. 
The fifth number is the location of the term where it starts to appear in a paragraph. 
The sixth number is the number of words of the term. To illustrate, referring to Table 
4.3，the term Chinese language portals will have the index shown in Table 4.4. All of 
the extracted word phrases were stored in a text file. 
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4.5 Relevance Weighting 
With a view to identify the concept terms for the document, the degree of relevance 
between any terms and the importance of terms to the whole collections of document 
have to be determined. We adopted the technique developed by Salton-Vector Space 
Model [40], which considered term frequency, tfij and document frequency, dfi. 
The descriptive power of a term is based on its weight which is the 
manipulation of term frequency and document frequency. The relationship between 
any two terms is computed based on term occurrence in documents [11]. 
4.5.1 Term Frequency and Document Frequency 
Computation 
We first compute the term frequency, tfij, which is the number of occurrences of term 
j in document i; and the document frequency, dfi, which is the number of documents 
in a collection of n documents in which the term j occurs. The basic underlying 
principles are these: terms with high term frequency indicate that they appear more 
often in the document set while terms with lower document frequency indicate that 
they are more specific in the document set. 
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4.5.2 Uncommon Data Removal 
In order to remove uncommon terms (e.g., typos and unique abbreviations), we 
determine the threshold of document frequency to be 8. In other words, only terms 
with term frequency past this threshold are considered in the following concept 
classification process. 
After the "uncommon" data is removed, the remaining terms are ranked 
according to the decreasing order of their document frequency. However, the most 
frequently occurring terms may be too general to convey any specific idea, such as, 
"COMPANY", so once they appear in the stop-word list they are removed. Table 4.5 
shows the ranked terms according to their document frequencies. 
PACIFIC CENTURY CYBERWORKS df = \6 
PCCW df = 16 
MOBILE BUSINESS df = 15 
PROPERTY df = 13 
RESIDENTIAL df = 12 
CM TELECOM df = 10 
WALT DISNEY df = 9 
Table 4.5 Terms ranked according to document frequency 
4.5.3 Combined Weight Computation 
We compute the combined weight of term j in document i, dip based on the product of 
term frequency and document frequency as follows: 
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wij = tfij'xlndfj (4.1) 
where 
tfij is the number of occurrences of term j in document i 
d f j is the number of documents in a collection of n documents containing term 
j occur. 
Notice that this computation is based on document frequency instead of the more 
conventional inverse document frequency used in solving large-scale automatic 
indexing problems [13] [18]. Since we are focusing on small application, we adopt 
document frequency in order to increase capture of important and consensual 
concepts [11]. 
In the conventional automatic indexing environment, however, the practice is to 
assign higher weights to more specific or unique terms through inverse document 
frequency. 
4.5.4 Cluster Analysis 
We adopt the asymmetric co-occurrence function developed in [13] as shown below 
to compute the relevance of any two concept descriptors j and k in the concept space 
(relational weight). 
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ClusterWei 油 t(T\, ) = ^ ^ (4.2) 
Z" Wik 1=1 
/ Wijk (A 
ClusterWeightiTj, Tk) = ^ ^ ( � 
The first equation computes the similarity weights from term 7} to term Tk while the 
second equations computes the similarity weights from term Tk to term 7}. The 
expression w,) represents the combined weight, as shown in formula 4.1, of term 7} in 
document i, and w/^ t represents the combined weight of term Tk in document i. The 
expression wp representing the combined weight of both descriptors 7} and Tk in 
document i. is computed by the following formula: 
Wijk = t f i j k 2 X I n d f j k (4.4) 
where 
tfijk is the number of occurrences of both term j and term k in document i 
dfjk is the number of documents in a collection of n documents in which 
both term j and term k occur. 
In order to retain a reasonable number of strongly associated pairs of terms in the 
concept space, we empirically set the weight threshold to be 0.3. Table 4.6 shows a 
portion of a concept space, where term pairs are shown in decreasing order. More 
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relevant terms showed higher relevance probabilities. Notice that the weights between 
terms are asymmetric, e.g., the weight from "SUN HUNG KAI PROPERTIES" to 
"RESIDENTIAL" is 0.6678 but the weight from "RESIDENTIAL" to “SUN HUNG 
KAI PROPERTIES，，is 0.7797. 
SUN HUNG KAI PROPERTIES : RESIDENTIAL : 0.6678 
SUN HUNG KAI PROPERTIES : PROPERTY : 0.5879 
SUN HUNG KAI PROPERTIES : FLATS : 0.3321 
RESIDENTIAL : SUN HUNG KAI PROPERTIES : 0.7797 
RESIDENTIAL : PROPERTY : 0.5564 
PCCW : SHARES : 0.8854 
PCCW: RICHARD : 0.7785 
PCCW : MOBILE BUSINESS : 0.5584 
Table 4.6 Part of a co-occurrence table 
4.6 Hopfield Network Classification 
We use a variant of the Hopfield network [27] [31] and its parallel relaxation 
procedure to identify clusters of relevant terms in the concept space through their 
weighted links. 
From the above process, we obtain a network of terms and their weighted 
relationships. It is similar to a neural network of nodes and weighted links. Therefore, 
we treat each term in the cluster analysis results as a neuron and the asymmetric 
weight between any two terms as the unidirectional, weighted connection between 
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neurons. Hopfield algorithm activates its neighbours, combines weights from all 
associated neighbours, and repeats this process for all terms, according to the 
decreasing order of their term frequencies, until the output pattern converges. A 
description of the Hopfield net concept classification is given in Appendix A. 
The output revealed all concepts that were semantic ally relevant to the input 
terms. The cluster with strongly related terms formed the concept space. Therefore 
the resulting list of concept terms gives the key ideas of the news articles. Table 4.7 
shows the list of concept terms. As we can see, one idea can be represented by a word 
(e.g. GOLD), a word phrase (e.g. PACIFIC CENTURY CYBERWORKS), two 
words (e.g. SECURITIES/INVESTORS) or any combination of them (e.g. SUN 
HUNG KAI PROPERTIES/RESIDENTIAL). We use concept term or a group of 
concept terms to represent one idea throughout any document. 
1. PACIFIC CENTURY 
CYBERWORKS/TELSTRA/MERGER 
2. SUN HUNG KAI PROPERTIES/RESIDENTIAL 
3. CM TELECOM/ 
4. WALT DISNEY/THEME PARK/ 
5. GOLD/EURO/ 
6. SECURITIES/INVESTORS/ 
7. WALL STREET/STOCKS/ 




Table 4.7 List of Concept Terms 
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Chapter five 
Anchor Document Selection 
In this chapter, we explain the selection criteria of the anchor documents for each 
concept. 
5.1 What is an anchor document? 
An anchor document is the document strongly associated with its corresponding 
concept term. Hence, it mentions the most relevant information about a concept term 
among a set of documents. 
Since the collection of concept terms identified gives the overall descriptions of 
all news stories collected in the same day, they are not informative enough to 
discover the associations among news stories of different temporal information 
(different dates). Therefore, we need to find a collection of specific concept terms for 
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the general concept terms to perform association analysis. To achieve this, we find 
those relevant documents containing a general concept term and consider them as the 
bridge between the general concept term and specific concept terms. 
Since general concept terms are identified from source documents, relevant 
documents are the subsets of the source documents. The selection process of these 
subsets basically includes four steps. Firstly, one term is chosen from the list of 
general concept terms. Secondly, documents containing this term are extracted from 
the pool of news stories. Thirdly, we compute a score, which represents the 
relatedness of document to general concept term according to the paragraph and 
sentence locations of concept term in the document. Finally, we rank the scores of the 
documents in decreasing order, and select those with relatively high scores. Repeating 
the above steps for each general concept term gives several subsets of documents 
which are considered to be relevant to one another within a subset, and are called the 
anchor documents. These anchor documents contain the most important information 
about the ideas covered by the general concept terms. Figure 5.1 depicts the anchor 
document selection. 
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Figure 5.1 Flowchart of anchor document selection 
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5.2 Selection Criteria of an anchor document 
Usually, the first paragraph or the first few sentences of a news story gives you the 
main idea. Therefore, we assign a score for each document using the location of the 
paragraph and the sentence containing the concept term or the group of concept terms. 
As illustrated in the section 4.2, each concept term is indexed by its document 
number (d), paragraph number (p), sentence number (s), etc. For each concept term, 
we calculate the document score of each document in which it appears. The score of 
document d for concept term i is computed as follows: 
I 
DocumentScore(d,/) = V —?= x— 
V W^  pj 
where 
s is the sentence number of term i in paragraph p 
p is the paragraph number of term i in document d 
For example, if a concept term, PACIFIC CENTURY CYBERWORKS, has the 
index shown in Table 5.1, 
DocumentScore (1，PACIFIC CENTURY CYBERWORKS) is 
I 1 1 1 1 1 1 1 1 1 1 
, - p X - H—p^X- + - P - X - - f - T - X -
K1 1 V 2 1 V i 2 V 2 2 V s 4 
=1.64 
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1.1 1 1 10 1 PACIFIC CENTURY CYBERWORKS/ 
1 1 1 2 12 1 PACIFIC CENTURY CYBERWORKS/ 
12 1 1 1 3 1 PACIFIC CENTURY CYBERWORKS/ 
1 . 2 1 2 1 4 1 PACIFIC CENTURY CYBERWORKS/ 
1.4 1 3 14 1 PACIFIC CENTURY CYBERWORKS/ 
Table 5.1 Index of a concept term 
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Table 5.2 and Table 5.3 show the first two anchor documents about the concept term 
"PACIFIC CENTURY CYBERWORKS" respectively. 
12.1 Hong Kong, Sept 29 Reuters) - Pacific Century Cyber Works revealed on 
Friday that its first half results included HK$209.9 million in investment gains 
and HK$352.4 million in other income, allowing it to limit losses for the 
period to HK$34.9 million. 
12.2 The gains were not specified in its press release on Thursday, in which 
the company said profit of HK$33.87 million. 
12.3 In a supplemental published announcement released on Friday morning, 
the company said its investment income for the six months ended June 30 
totaled HK$209.9 million versus HK$668，000 in the year ago period. 
12.4 Other income, which includes interest income, rose to HK$352.4 million 
from HK$3.97 million in the year-ago period. 
12.5 The investment gains came largely from the revaluation of the company's 
investments in tom.com Ltd <8001.HK>, CMGI Inc <CMGI.O> and other 
companies, which were reclassified as short-term investments from long-term 
investments. 
12.6 Shares in PCCW were flat on Friday morning at HK$9.00 after ending 
unchanged on Thursday. 
42.7 Analysts said company executives told them that all of PCCW's holdings 
in tom.com and about 20 percent of its 3.5 percent stake in CMGI were 
transferred to its short term trading accounts, allowing the gains to be realized. 
42.9 "I think it's a little bit naughty of them to do it without warning the 
investors. They just kind of threw it out" at a briefing for analysts, said Voon 
San Lai, Internet analyst at G.K. Goh Securities. 
Table 5.2 The first anchor document of concept term "PACIFIC CENTURY 
CYBERWORKS" 
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19.1 Pacific Century CyberWorks <0008.HK> was the most active 
stock, generating turnover worth HK$767.053 million. The stock 
briefly rose to HK$9.35 in morning trade but fell to HK$8.80 by 
the close on concern about the deal with Telstra cTLS.AX� . 
19.2 Telstra said on Friday afternoon that negotiations on its 
Internet and mobile phone alliance with PCCW would take time. 
Since PCCW's share price has fallen 40 percent this month, the 
media has speculated that Telstra is trying to renegotiate the 
deal in its favour. 
Table 5.3 The first anchor document of concept term “PACIFIC CENTURY 
CYBERWORKS" 
The documents are ranked according to the decreasing order of their document scores. 
An experimentally determined threshold of 0.8 is used to retain strongly relevant 
documents which we define as the anchor documents for the concept term. Table 5.4 
shows the table of concept term to anchor document. The index ady，k denotes the y-th 
anchor document corresponding to the k-th concept term. 
1 St anchor ^ anchor L . anchor IY^ anchor 
Day 1 
document document documen document 
Concept term 1 adi’i ad2,i . . . ady, i ady,! 
Concept term 2 ad 1,2 ad2,2 ... ady’2 adY,2 
• • « • • • 
• • • • • • 
Concept term k adi，k ad2,k ... ady’k adY,k 
Concept term K adi’K ad2,K … ady’K adY,K 
Table 5.4: A table of concept term to anchor document 
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Chapter six 
Discovery of News Association 
In this chapter, we will discuss the specific concept term identification and the 
establishment of associations among groups of specific concept terms of news stories 
from different dates. 
6.1 Specific Concept Term Identification 
This part essentially follows the approach employed in Section 4. The main 
difference is the density of information covered by the input documents. Unlike the 
previous collection of daily news stories, the input documents are much more relevant 
to one another as they are retrieved by general concept terms. As a result, the concept 
terms identified in this part are to provide more specific information about the anchor 
documents, or, in other words, to give more explanations about the general concept 
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terms. Therefore, they are called specific concept terms. Moreover, the number of 
input documents is less than before. Therefore, the threshold of document frequency 
to remove uncommon terms is 4. Table 6.1 shows the specific concept terms of 
general concept term “PACIFIC CENTURY CYBERWORKS" from the 
corresponding anchor documents selected in the previous procedure. 
1. PACIFIC CENTURY CYBERWORKS/ 
2. LONG-TERM INVESTMENTS/ 
3. WALL STREET/ 
4. INVESTMENT GAINS/ 




Table 6.1 Specific concept terms of concept term “PACIFIC CENTURY 
CYBERWORKS" 
6.2 Establishment of Associations 
In order to establish relationships among news stories, we are interested in the degree 
of overlap among sets of concept terms. The closer the overlap, the more relevant the 
news stories are to each other. Again, we use Salton's Vector Space IR models as the 
standard similarity measure to compare sets of concept terms. In this section, we 
present the details in three steps: i) anchor document representation, ii) similarity 
measurement and iii) formation of a link of news. 
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6.2.1 Anchor document representation 
Traditionally, a document or a query is mapped to a vector, and each element of the 
vector corresponds to a term labelling the document. In our case, we take the anchor 
documents selected in the previous step as a whole and use a vector to represent them. 
Each element of the vector corresponds to a specific concept term identified from a 
collection of anchor documents. If m is the size of the specific concept terms of a 
collection of anchor documents, the representation is expressed by a vector as follows: 
ADkt= [w(cikt),w(Cikt), ...,w(Cmkt)] 
where ADkt represents the collection of anchor documents with respect to the k-th 
general concept term identified from the news stories collected at day t (i.e. from the 
general concept term identification process) and w(cikt) represents the weight of the i-
th specific concept term among the top m specific concept terms identified from the 
specific concept term identification process. 
Weighting scheme varies across different applications. In the simplest case, it is 
a Boolean value, either 1 if the i-th term occurs in the document Dj, or 0 otherwise. In 
other cases more complex measures are constructed based on the frequencies (term 
frequency and document frequency) of the terms in the documents. 
In our approach, the product of term frequency and document frequency 
determines the weights of terms as follows: 
w.- = t f i j i x l n d f j (6.1) 
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where 
tfij is the number of occurrences of term j in document i 
d f j is the number of documents in a collection of n documents containing term 
j. 
Conventionally, well-known TF-IDF scheme, which enhances the term appearing in 
fewer stories whereas penalizes the term appearing in many stories, is employed. 
Since the number of anchor documents is small, we adopt document frequency in 
order to increase capture of important and consensual concepts. 
Each collection of anchor documents is represented in a similar way. This 
mapping results in a group of vectors representing daily news. 
6.2.2 Similarity measurement 
As described above, groups of anchor documents are represented by vectors. In order 
to find the associations among news across time, vectors of anchor documents 
corresponding to different dates are compared. The most typical method to measure 
the similarity between two collections of anchor documents is to compute the cosine 
of the angle between the two vectors of anchor documents. Given anchor document 
vector A D g e = [ w ( c i g e ) , ..., w(cige ), ...,w(Cmge )] and vector ADhf = [w(cihf),..., 
w(cjhf), ...,w(Cnhf)], where ADge represents the vector of anchor documents with 
respect to the g-th concept term identified from the news collected in day e while 
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ADhf represents the vector of anchor documents with respect to the h-th concept term 
identified from the news collected in day f, the similarity is computed as follows: 
m n 
£l>dij 
Sim(ADge，ADhf)= … / 
JI>(SJ22>(�V)2 
V J 
If the similarity between two collections of anchor documents is above a preselected 
threshold, they are considered strongly associated. By adjusting the threshold, one 
can obtain associations of news at different degrees of strength. 
6.2.3 Formation of a link of news 
With a view to establish a link of news stories which are considered strongly 
associated, we perform similarity measure on a day-by-day basis continuously until 
no association can be found among the daily news or no news is available for analysis. 
As financial news usually exerts influence to each other within a certain time 
period, we focus on finding news associations in a time window. This time window 
limits the number of consecutive business days (i.e. excluding all Saturdays, Sundays 
and public holidays.) from which news is collected. First of all, we define day t as the 
day from which news collected is under consideration. If day t is the first day in the 
time window, we perform similarity measurements among news on day t and news on 
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day t+1. As long as there are associations (the similarities among certain groups of 
news are above the preselected threshold), we perform similarity measurements 
continuously for the news on day t+1 and that on day t+2. 
If the size of window is five and there are associations each day, the result list 
of temporal information is «<issue><day t » « i s s u e > < d a y t+1 » « i s s u e > < d a y 
t+2»«issue><day t+3»«issue><day t + 4 » > . However, if there is no association 
between day t and day t+1, we perform similarity measurements for the news on day 
t+1 and day t+2 and so on. Hence, the final list may be «<issue><day 
t+ l » « i s s u e > < d a y t+2»«issue><day t+3»«issue><day t + 4 » > . For example, 
if the time period is from September 25 2000 to September 29 2000; hence the size of 




and one is 
«<PCCW/JOINT VENTURE/TELSTRA><26092000» 
«PCCW/JOINTVENTURE/MOBILE><27092000» 
« PCCW /INTERIM RESULTS><28092000» 
« PCCW /TELSTRA/MERGER><29092000»>. 
On the other hand, if day t is not the first day in the time window, backward 
similarity measurements will be performed to discover the associations among news 
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from previous days. The principle is the same as the one for forward similarity 
measurement except the direction. Figure 6.1 depicts the flow of the forward link 
formation and Figure 6.2 shows the sample output. 
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As we mentioned before, financial news exerts influence on news within a 
certain time period, we compare news on a consecutive day-by-day basis. 
Nevertheless, a news story can be associated with one happened several weeks ago. 
Therefore, our system provides flexibility to the number of days between two groups 
of news stories for which similarity measurements can be taken. That means the days 
in a window can be randomly chosen. However, this usually resulted in no 
association in our experiments. This is due to the wider temporal relationship among 
news stories we used. 
53 
Chapter seven 
Experimental Results and Analysis 
Several sets of experiments have been conducted to evaluate our system. In this 
chapter, we present the objective of the experiments, the subjects, the design of the 
experiments as well as the results obtained. Additionally, we present the analysis of 
the results. 
7.1 Objective of Experiments 
We carried out a study to determine the utility of the associations returned by the 
concept-based similarity measures. We were interested in several aspects of such an 
approach to association discovery. First we wished to determine the level of 
similarity between the general concept term and the corresponding anchor documents. 
Additionally, we wished to investigate if the specific concept terms elaborate the 
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meaning of the general concept terms. Importantly, we wished to investigate the 
appropriateness of the levels of associations among news from the returned link of 
news and the usefulness of the suggested associations in terms of user perceptions. 
7.2 Background of Subjects 
Nine subjects took part in the study as a whole. Three experts from Finance 
Department, who have in-depth knowledge in finance and investment and were 
frequent users of Internet to search for Finance news, were invited to participate in 
the first two experiments to suggest the most appropriate answers according to their 
experience and extensive knowledge in finance. Four subjects were MSc students and 
two were graduate students. They have adequate knowledge in finance and 
investment as well. They were also invited to participate in the first two experiments 
to select the best answers according to their knowledge in financial news. All subjects 
were asked to grade the result in the last experiment. 
7.3 Design of Experiments 
We studied a task that users in financial market might realistically undertake when 
carrying out a searching for news relationship across time. In order to establish a link 
of related news across time, the two tasks, anchor document selection and specific 
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concept term identification are crucial to the final similarity measurement. Therefore, 
three experts, from Finance Department were invited to identify the list of anchor 
document and the list of specific concept term for each general concept term. We 
considered their suggestions were the most appropriate to the questions so the 
evaluations were based on their suggested lists. As for the third evaluation, since 
whether a piece of news is associated with other news is subjective, we evaluated our 
system based on relevance score determined by users. Also, we evaluated the 
usefulness of our system based on the user perceptions on the helpfulness of the 
suggested links to better understand the financial market. 
7.3.1 Experimental Data 
We chose the news from September 25 2000 to September 29 2000 as the data for 
evaluations. The mean number of news per day is 25. The most number of news is 30 
and the least is 10. 
7.3.2 Methodology 
We took September 25 as the first day in the time window, which is five in this 
evaluation process, and assigned it to be day t. Then, the system identified lists of 
general concept terms for the news collected in these days (the terms are shown in 
Appendix B). For each general concept term, it selected the anchor documents from 
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the collection. With each group of anchor documents, it identified a list of specific 
concept terms. Before similarity measurement, daily news in the time window was 
transformed to groups of specific concept terms which were the elements of the 
anchor document vectors. Afterwards, similarity measurements took place to create 
the link of news across the stated period. Additionally, since the anchor document 
selection and specific concept term identification repeated for daily data, we chose 
the data from September 29 for the first two evaluations. 
Anchor document selection 
There were 20 pieces of news on September 29. Our system passed the news to 
Concept Term Identifier I (mentioned in Chapter 3) and it identified 10 general 
concept terms. The experts were asked to select the most relevant documents for each 
concept term. The anchor documents selected from each expert were then combined 
and duplicates removed to create a reference list. The six subjects were also asked to 
do the same task but their lists were treated individually. 
We were interested in presenting the performance using recall and precision. 
First of all, we define three measurements: i) reference-the composite list of anchor 
documents identified by the experts for a general concept term, ii) result-the list of 
anchor documents identified by the system or the six subjects individually for the 
same general concept term and iii) relevance-the overlap between the reference list 
and the result list. Relevance list indicates the documents that both appeared in the 
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reference list and the result list. Therefore, we had one reference list, seven result lists 
and relevance lists. 
With these measures, we were able to determine the anchor document recall and 
anchor document precision. Anchor document recall was computed by dividing the 
number of anchor documents in the relevance list by the number of anchor documents 
in the reference list. It represented the proportion of documents that were properly 
captured in the result list. Anchor document precision was computed by dividing the 
number of anchor documents in the relevance list by the number of anchor documents 
in the result list. It represented the proportion of documents in the result list that 
deemed relevant to the general concept term. 
Specific concept term identitication 
In order to evaluate the performance of specific concept term identification solely 
based on our approach. We used anchor documents identified by the system rather 
than those identified by the experts to generate specific concept terms. Hence, the 20 
pieces of news collected on September 29 were first passed to Concept Term 
Identifier I (refer to Chapter 3) to identify the general concept terms. Then, the 
general concept terms were passed to Anchor Document Selector to retrieve the 
relevant documents. Three experts with the table of concept term to anchor document 
were asked to identify the specific concept terms according to each general concept 
term as well as the corresponding anchor documents. The concept terms from each 
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expert were then combined and duplicates removed to create a reference list. Also, 
the six subjects were asked to do the same task but their lists were treated 
independently. 
Again, as described in the evaluation method for anchor document selection, we 
were interested in presenting the performance using recall and precision. We defined 
three measurements: i) reference-the composite list of specific concept terms 
identified by the experts for a list of anchor documents identified by the system, ii) 
result-the list of specific concept terms identified by the system or the six subject 
independently for the same list of anchor documents and iii) relevance-the overlap 
between the reference list and the result list. Relevance list indicates the specific 
concept terms that both appeared in the reference list and the result list. Therefore, we 
had one reference list, seven result lists and reference lists. 
News association 
As our system is capable of providing links of news in different level of relevance, 
the subjects were presented with two links of news: i) highly related ii) moderately 
related. 
In order to measure the relevance of news, we were interested in variations in 
relevance score rather than simple relevant/irrelevant classifications. Therefore, to 
measure the relevance, the news in the link was considered relevant or associated 
with each other if the link of news as a whole scored more than 4 on a 1 (not at all 
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relevant) to 7 (highly relevant) relevance scale during human assessment. Subjects 
were presented with the two lists, together with the supporting documents (news 
stories) and asked to judge the relevance using the scale. In addition, subjects were 
asked to state whether the suggested link is useful to them in understanding the 
financial market using a scale from 1 (least useful) to 7 (highly useful). 
7.4 Results and Analysis 
Anchor document selection 
Table 7.1 shows the results of anchor document selection process as well as the 
average recall and precision figures achieved by the system. 
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General Number of documents in 
Concept Term the reference the result list the relevance 
list (system) to Recall Precision 
Concept term 1 8 9 7 ^ ” 
Concept tem 2 7 8 5 0.71 0.63 
Concept term 3 8 8 6 0.75 0.75 
Concept term 4 7 8 5 0.71 0.63 
Concept term 5； 6 7 4 0.67 0.57 
Concept term 6 6 5 3 0.50 0.60 
Concept term 7 5 6 3 0.60 0.50 
Concept term 8 4 3 2 0.50 0.67 
Concept term 9 3 4 1 0.33 0.25 
Concept term 10 3 3 1 0.33 0.33 
一 0.60 0.57 
Table 7.1 Detail experiment results, recall and precision achieved by the system for 
anchor document selection 
Notice that the number of documents identified by the system and subjects decreased 
down the column. As we mentioned in Chapter 4，we scored concept term high if it 
has high document frequency and then ranked the concept terms according to their 
decreasing order of scores. Therefore, the higher position the concept term was 
located at, the more documents it occurred in. This explained the decreasing number 
in the result list. Moreover, the three experts performed the same as us. That means, 
our approach of using document frequency instead of inverse document frequency in 
small-scale application is suitable. 
Moreover, recall was 0.6. This indicated that our system is able to select 
satisfactorily related documents from general concept terms by using the location and 
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statistical features. Precision was above 50 percent indicating that among the 
documents returned from our system, more than half were the right documents to be 
included. Recall and precision usually cannot attain the same performance. One must 
sacrifice for another. Fortunately, our system gave the difference by 0.03 which was 
fairly acceptable. 
Table 7.2 and Table 7.3 show the recall and precision figures achieved by the 
system and the six subjects respectively. Table 7.4 summarizes the recall and 
precision figures. 
General Recall for ten system-generated concept terms 
Concept Term system subject 1 subject 2 subject 3 subject 4 subject 5 subject 6 
Concept term ! 0.88 0.75 0.75 0.50 0.63 0.50 0.63 
Concept term 2 0.71 0.57 0.71 0.57 0.71 0.29 0.71 
Concept term 3 0.75 0.63 0.63 0.25 0.63 0.38 0.75 
,<Coriceptterm4 0.71 0.57 0.57 0.29 0.57 0.43 0.57 
Concept term 5 0.67 0.67 0.50 0.67 0.50 0.50 0.50 
Concept term 6 0.50 0.50 0.33 0.50 0.33 0.67 0.67 
Concept term 7 0.60 0.40 0.40 0.20 0.40 0.40 0.40 
Concept term 8 0.50 0.25 0.25 0.00 0.25 0.25 0.50 
i Concept term 9 0.33 0.67 0.33 0.00 0.00 0.00 0.33 
Concept term 10 0.33 0.33 0.33 0.33 0.33 0.33 0.33 
Average Recall 0.60 0.53 0.48 0.33 0.44 0.37 0.54 
Table 7.2 Recall achieved by the system and the six subjects for anchor document 
selection 
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General Precision across ten system-generated concept terms 
Concept Term system subject 1 subject 2 subject 3 subject 4 subject 5 subject 6 
Concept term i 0.78 0.86 0.86 0.67 0.83 0.57 0.71 
Concept term 2 0.63 0.67 0.83 0.67 0.83 0.33 0.83 
Concept term 3 0.75 0.71 0.83 0.50 0.83 0.50 0.86 
Concept term 4 0.63 0.57 0.80 0.50 0.80 0.60 0.80 
Concept term 5 0.57 0.80 0.60 0.80 0.60 0.75 0.50 
Concept term 6 0.60 0.60 0.50 0.60 0.40 0.80 0.67 
Concept term 7 0.50 0.50 0.50 0.33 0.67 0.50 0.50 
Concept term 8 0.67 0.25 0.50 0.00 0.33 0.33 0.50 
Concept tern 9 ： 0.25 1.00 0.50 0.00 0.00 0.00 0.50 
Concept term 10 ： 0.33 0.50 1.00 0.50 0.33 1.00 0.50 
Average Precision 0.57 0.65 0.69 0.46 0.56 0.54 0.64 




Six subjects 0.45 0.59 — 
Table 7.4 Summary of recall and precision for anchor document selection 
The average precision (0.59) achieved by the six subjects was higher than the average 
recall (0.45). This was because they generally selected smaller number of documents. 
Moreover, they read the whole document before making decision that allowed them 
to gather more semantic features from news. In our system, retrieval of relevant 
documents was based on location and statistical features, which could overlook some 
features that they would consider after reading the whole document. As a result, they 
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could precisely pick out relevant documents. However, they were not as 
knowledgeable as the experts. They could not cover as many documents as the 
experts. Consequently, the recall was low. 
Our system achieved higher recall (0.6) but lower precision (0.57) than the six 
subjects. This could also be explained by the fact that the six subjects selected smaller 
number of documents. However, our system simulated the selection process taken by 
the experts. As a result, the recall was comparatively high. 
Specific concept term identification 
Table 7.5 shows the results of specific concept term identification process as well as 
the average recall and precision figures achieved by the system. AD i means the i-th 
anchor documents sets of the i-th general concept term. 
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Anchor Number of specific concept terms in 
Document the reference the result list the relevance 
Set (system) M Recall Precision 
AD i 8 8 6 
AD2 7 8 5 0.71 0.63 
AD 3 9 8 6 0.67 0.75 
AD 4 9 6 5 0.56 0.83 
AD 5 8 6 4 0.50 0.67 
AD 6 5 5 4 0.80 0.80 
AD 7 5 6 3 0.60 0.50 
ADS 5 4 2 0.40 0.50 
AD 9 7 5 2 0.29 0.40 
AD 1 0 丨 5 6 2 0 . 4 0 0 . 3 3 
磁 0.57 0.62 — 
Table 7.5 Detail experiment results, recall and precision achieved by the system for 
specific concept term identification 
In general, there were less concept terms identified for anchor documents located near 
the bottom of the column. Since anchor document sets were ranked as general 
concept terms, those sets located near the bottom of column had fewer number of 
anchor documents (shown from previous experiment). Consequently, users may find 
available data not sufficient enough to find appropriate specific concept terms. 
Contrasting to the result from anchor document selection, specific concept term 
identification produced lower recall (0.57) but higher precision (0.62). This was 
possibly due to the slight difference between our system's selection criteria and the 
experts'. Nevertheless, recall (0.57) was moderately satisfactory as our system 
covered more than half of the specific concept terms identified by the experts. 
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Table 7.6 and Table 7.7 shows the recall and precision figures achieved by the 
system and the six subjects respectively. Table 7.8 summarizes the recall and 
precision figures. 
Anchor Document Recall across ten collections of anchor documents 
S^ system subject 1 subject 2 subject 3 subject 4 subject 5 subject 6 
ADI 050 050 0.63 
AD 2 0.71 0.57 0.57 0.71 0.29 0.57 0.57 
AD 3 0.67 0.56 0.56 0.56 0.33 0.22 0.44 
AD 4 0.56 0.56 0.44 0.44 0.33 0.22 0.33 
AD 5 0.50 0.63 0.50 0.38 0.38 0.50 0.38 
AD 6 0.80 0.80 0.60 0.40 0.80 0.60 0.40 
AD 7 0.60 0.40 0.40 0.40 0.40 0.20 0.40 
ADS 0.40 0.40 0.40 0.20 0.40 0.40 0.80 
AD 9 0.29 0.43 0.43 0.00 0.29 0.14 0.29 
AD 10 0.40 0.60 0.80 0.20 0.40 0.20 0.40 
Average Recall 0.57 0.56 0.55 0.39 0.41 0.36 0.46 
Table 7.6 Recall achieved by the system and the six subjects for specific concept term 
identification 
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Anchor Document Precision across ten collections of anchor documents 
^ system subject 1 subject 2 subject 3 subject 4 subject 5 subject 6 
AD 1 0.75 0.71 0.86 0.56 0.57 0.67 0.71 
AD 2 0.63 0.67 0.57 0.56 0.33 0.67 0.67 
AD 3 0.75 0.50 0.63 0.50 0.60 0.22 0.67 
AD 4 0.83 0.50 0.40 0.50 0.43 0.29 0.60 
AD 5 0.67 0.83 0.44 0.43 0.60 0.80 0.60 
AD 6 0.80 0.67 0.60 0.33 0.67 0.50 0.33 
AD 7 0.50 0.33 0.33 0,29 0.29 0.33 0.50 
AD 8 0.50 0.33 0.33 0.17 0.33 0.33 0.67 
AD 9 ； 0.40 0.50 0.50 0.00 0.33 0.33 0.40 
AD 1 0 : 0 . 3 3 0 . 5 0 0 . 6 7 0 . 2 0 0 . 3 3 0 . 1 7 0 . 5 0 
Average Precision 0.62 0.55 0.53 0.35 0.45 0.43 0.56 




Mean of subjects 0.45 0.48 
Table 7.8 Summary of recall and precision for specific concept term identification 
The average recall (0.45) and average precision (0.48) achieved by the six subjects 
were low. This was probably because they did not understand how to identify specific 
concept terms to elaborate the general concept terms from the anchor documents. 
Also, their performance was poorer when they dealt with anchor document sets 
located near the bottom of column. This was owing to fewer anchor documents 
contained in the set. 
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Our system achieved higher recall (0.6) and higher precision (0.57) than the six 
subjects. These encouraging results showed that our approach of concept term 
identification could significantly identify suitable concept terms from relevant 
documents to elaborate their general concept terms. Therefore, using such specific 
concept terms to represent relevant documents and perform similarity measurements 
is appropriate. 
News association 
Table 7.9 shows the relevance assessment by each subject for each link of news. 
This was allocated by subjects when viewing the list as a whole. The lower mean 
relevance score across all subjects (3.11) was achieved by the link with moderately 
related news. This indicated that the news containing in link 2 was judged to be 
slightly but not completely unrelated to one another. Link 1 achieved higher mean 
score showed that the news was considered associated with one another. Therefore, 
our system could provide different levels of associations of news properly. 
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Relevance assessments of two links of news 
Subject Link 1 (highly related) Link 2 (moderately related) 
51 5 3 
52 5 4 
53 6 5 
5 4 5 3 
55 6 2 
56 4 1 
57 6 3 
58 5 4 
59 4 3 
Mean ^ 
Table 7.9 Relevance assessments of two links of news 
Table 7.10 shows the number of subjects allocating each relevance score for each link. 
Link 1 that contained highly related news had a tendency to be assigned scores above 
median while link 2 having moderately related news had a tendency to be assigned 
scores below median. Moreover, the scores from link 2 were sparsely allocated. 
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Number of subjects allocating each relevance score 
Level of relevance Link 1 (highly related) Link 2 (moderately related) 
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Table 7.10 Number of subjects allocation each relevance score 
Table 7.11 shows the usefullness assessment by each subject for a suggested link of 
news. The mean usefullness score was right above the median by 0.67. 
Subject Usefullness assessment of suggested link of news 
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Table 7.11 Usefullness assessments of a suggested link of new 
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Table 7.12 shows the number of subjects allocating each usefullness score for a 
suggested link of news. The result was encouraging as more than sixty percent of the 
subjects considered the suggested link of news slightly useful. 
Number of subjects allocating each usefullness score 







7 ! 0 
Table 7.12 Number of subjects allocation each usefullness score 
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Chapter eight 
Conclusions and Future work 
8.1 Conclusions 
Temporal information is not only valuable for searching for a particular value or 
event at a specific time, but also for analyzing the relationships among different 
values or events. In the case of newswire stories, news happened in one day may 
associate with news happened in the following days, or preceding days. We would 
like to discover the associations among news happened on different dates. Therefore, 
we were inspired to study the temporal association among financial news using well-
know IR techniques. Our objective is to show the possible associations among news 
to the users to help them understand the picture of financial market when they make 
decisions or find relations among news. Also, we aim to provide a reference of news 
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associations to the user such that he can become aware of certain news when it 
reoccurs in the future. 
Concept space model is adopted to identify general concept terms from news 
that covers various topics. Each general concept term represents a particular issue of 
the news happened in one day. Since the general concept terms identified give the 
overall descriptions of all news stories collected in the same day, they are not 
informative enough to discover the associations among news stories of different 
temporal information (different dates). Consequently, anchor documents are selected 
which are relevant to one another to represent a general concept term. In other words, 
one general concept term has a collection of anchor documents. Then, specific 
concept terms are identified from each collection of anchor documents. Each specific 
concept term represents an idea from the group of relevant documents, and elaborates 
its general concept term. Each collection of anchor documents is represented by a 
vector, and each element in the vector corresponds to a specific concept term. In 
order to discover the associations among news, similarity measurements between two 
vectors (two collections of anchor documents from different dates) are performed on 
a day-by-day basis. Related news is linked and presented with a time line model 
finally. 
Experiment results show that our scoring criterion in concept term identification 
(term scores higher if it has higher document frequency) is appropriate as the three 
experts selected more anchor documents for concept terms ranked higher during the 
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anchor document selection process. The recall value of anchor document selection is 
0.6. This indicates that our system is able to select satisfactorily relevant documents 
from general concept terms by using the location and statistical features. 
In addition, the results of the experiment of specific concept term identification 
shows that specific concept terms can represent main idea from anchor documents 
and elaborate corresponding general concept terms. 
Relevance and usefulness assessments show that the resulting link of news has 
associated news properly and is useful for understanding financial market before 
making decisions respectively. 
8.2 Future work 
Although the experiments have shown that our system is able to associate news to a 
certain extent, it can be improved in the future. The following are some of the 
improvements. 
• Take more features other than location and statistical features into account to 
select relevant documents. 
• Consider using different characteristics, such as name entities to represent 
documents. 
• Develop a more sophisticated algorithm to measure the similarities among 
news. 
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參 Investigate if there is association using week-by-week or month-by-month 
basis. 
• Include U.S. financial news in the news sources as U.S. Stock Market largely 
affects Hong Kong Stock Market. This will investigate the relationships 
among financial news from the U.S. and Hong Kong, and the users can get a 
global picture of financial market. 
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Appendix A 
Hopfield net concept classification 
A summary of Hopfield net classification is as follows: 
Connection Weights Assignment: 
tij represents the synaptic weight from node i to node j. 
Initialisation with Unknown Input Pattern: 
jUi(0) = Xi,0<i<n-l 
where 
jUi(t) is the output of node i at time t and Xi has a value between 0 and 1. 
Parallel Activation and Iteration: 




fs is the continuous Sigmoid transformation function [22] as shown below: 
八 一 ） ） = r - U j - e j ) ] 
1 + exp ^ \ � ^ 
V 
where 
n - 1 
竹过 j = i=0 “ 
6j serves as a threshold or bias 
6o modifies the shape of SIGMOID function. 
Convergence: 
This above process is repeated until there is no longer a change between two 
iterations in terms of output, which is accomplished by checking: 
7=0 
where 
^is the maximal allowable error determined empirically. 
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Appendix B 
General concept terms identified from news stories collected from September 25 
2000 to September 29 2000. 
Date General concept terms 





September 26 2000 1. CHINA MOBILE/YUAN LOAN/ACQUSITION/ 
2. PCCW/JOINT VENTURE/TELSTRA/ 
3. H K STOCK/WALL STREET/HSI/ 
4. COMPUTER MAKER LEGEND/ 
5. H K INTERBANK/ 
6. ASIAN SPOT/GOLD/ 
7. MTRC/GOVT/IPO 
8. SHUN HO/INTERRIM RESULTS/ 
9. CHUN TAI INDUSTRIES/ 
10. LAMEX/FURNITURE/ 
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September 27 2 0 0 0 1 . PCCW/JOINT VENTURE/MOBILE/ 
2. CHINA MOBILE/SUBSCRIBER/SHARE 
PLACEMENT/ 
3. HK STOCKS/SHORT COVERING/WALL STREET/ 
4. ASIAN SPOT/GOLD/EURO/ 
5. MORTAGE/RESIDENTIAL/LOAN/ 
6. CONVERTIBLE BOND ISSUE/ 
7. IP BACKBONE/ 
8. KEY BLUE CHIPS/ 
9. STANDARD ACCOUNTING PRACTICE/ 
10. SHK/SUNEVISION/PROPERTIES/ 
11. MTRC/IPO/AIRPORT/ 
12. GLOBAL FOOD CULTURE/RIGHTS ISSUES/ 
September 28 2000 1. PCCW/INTERIM RESULTS/ 
2. GOLD/EURO/ 
3. CHINA MOBILE/WIRELESS TELECOM/ 
4. IPO/MTRC/GOVT/ 
5. SHK/PROPERTIES/SUNEVISION/PROFTTS/ 
6. TSE SUILUEN/BANKRUPTCY/ 
7. STONE ELECTRONIC TECHNOLOGY/ 
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September 29 2 0 0 0 1 . PCCW/TELSTRA/MERGER 
2. SHK/POPERTIES/RESIDENTIAL 
3. CM TELECOM/ 
4. WALT DISNEY/THEME PARK/ 
5. GOLD/EURO/ 
6. SECURITIES/INVESTORS/ 
7. WALL STREET/STOCKS/ 
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