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Introduction
La densification du trafic aérien a contraint les gouvernements à renforcer les normes de
certifications acoustiques et, par conséquent, oblige les industriels à s’investir massivement en
faveur de la réduction des nuisances sonores. Ces préoccupations environnementales concernent
par exemple les abords des infrastructures de transport telles que les aéroports ou les échangeurs
routiers, et visent en particulier à protéger les riverains du bruit occasionné par les véhicules.
L’acoustique s’intéresse à ces phénomènes physiques et a pour objectifs principaux l’identifica-
tion des sources de bruit, les mécanismes de la propagation du son ainsi que l’impact sur le milieu
environnant. De nos jours, la simulation numérique est un des outils essentiels mis à la disposition
des physiciens et ingénieurs pour réaliser ces objectifs. Ce type d’outil est par exemple systéma-
tiquement utilisé lors de la phase de conception d’un véhicule. Il permet en effet une définition
optimisée des caractéristiques du produit ainsi qu’une réduction des coûts de réalisation.
La complexité des phénomènes mis en jeu et des structures à concevoir requiert une amé-
lioration constante des outils existants ainsi que le développement de nouvelles méthodes. La
démarche scientifique permettant d’atteindre cet objectif est constituée de deux étapes prin-
cipales : 1- proposer ou choisir un modèle mathématique permettant de décrire au mieux les
phénomènes physiques que l’on désire étudier et 2- mettre en place des méthodes numériques
efficaces adaptées à ce modèle. La première étape est cruciale car elle va fixer les limites de ce
que l’on va pouvoir modéliser mais a aussi un impact indirect sur le coût de la méthode. En effet,
plus le modèle sera riche, plus il conduira généralement à une résolution numérique coûteuse. Par
exemple dans le cas qui nous intéresse ici, la propagation du son en écoulement, le système des
équations de Navier-Stokes est l’un des modèles les plus riches en terme de description des phéno-
mènes. Néanmoins, ce type d’approche n’est pas forcément adapté aux problèmes de propagation
acoustique. Il y a en effet une grande disparité d’échelles entre les phénomènes acoustiques et hy-
drodynamiques tous deux contenus dans le modèle de Navier-Stokes : l’intensité acoustique est de
plusieurs ordres inférieure à celle de l’hydrodynamique. En particulier, les méthodes numériques
utilisées pour résoudre ces équations ne permettent pas de capter correctement l’acoustique à un
coût de calcul raisonnable. Ceci est d’autant plus vrai, lorsque l’on veut simuler la propagation du
son sur de longues distances car dans ce cas, le comportement généralement dissipatif des schémas
numériques en CFD (computational fluid dynamics) devient rédhibitoire. Il est donc nécessaire
de développer des modèles et des méthodes numériques spécifiques aux problèmes de propagation
acoustique.
En acoustique linéaire, les phénomènes sont considérés comme de faibles perturbations d’un
écoulement moyen. En effet, la propagation d’une onde acoustique dans l’air se traduit par de
petites variations autour d’un état moyen des quantités physiques décrivant le milieu. Il s’agit
par exemple de faibles variations de pression que perçoit l’oreille humaine (dont l’amplitude
est très faible par rapport à la pression de portance ou de propulsion). Ainsi, les modèles de
propagation acoustique usuels sont obtenus par linéarisation des équations de la mécanique des
fluides et considèrent l’écoulement comme une donnée du problème. La complexité des systèmes
d’équations obtenus dépend des hypothèses faites sur l’écoulement. En particulier, la prise en
compte d’écoulements généraux complexifie les modèles car elle s’accompagne de couplages qui
ont lieu entre l’acoustique et les phénomènes hydrodynamiques [5] et qui se traduisent par des
systèmes d’équations vectorielles. Les équations d’Euler linéarisées forment, dans ce cadre, le
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système de référence. Cependant il existe d’autres approches basées par exemple sur les équations
de Navier-Stokes linéarisées, ou encore sur l’équation de Galbrun [71] qui permet aussi de prendre
en compte les effets de l’écoulement moyen sur la propagation acoustique.
Les problèmes de propagation acoustique ont généralement lieu en espace infini. Le choix de
dispositif pour borner le domaine de calcul constitue souvent un obstacle intervenant dans la mise
en place des modèles. Il s’agit d’une problématique très spécifique aux problèmes de propagation.
Comme l’amplitude du son est peu atténuée sur la distance de propagation, le signal qui arrive
sur les bords du domaine de calcul est non nul (contrairement aux problèmes d’aéronautique par
exemple). Il faut par conséquent imposer des conditions de bords dites transparentes, c’est-à-dire
des conditions qui font sortir l’onde du domaine sans qu’il y ait de réflexions parasites venant
modifier la solution à l’intérieur. L’écriture de ces conditions peut devenir très vite complexe et
même rendre impossible l’utilisation de certains systèmes d’équations dans des cas d’écoulements
compliqués.
De nombreuses études concernent le bruit de jet généré par l’écoulement de fluide qui est pro-
voqué par la poussée des turboréacteurs d’avion. Elles font l’objet de recherches dans le domaine
de l’aéroacoustique numérique (CAA). Ce bruit se caractérise par un spectre de large bande (une
large gamme de fréquence intervient). Il convient alors de résoudre les équations régissant la pro-
pagation acoustique en régime transitoire. En revanche, lorsqu’il est possible de décomposer le
son en harmoniques de Fourier, il est intéressant d’analyser la propagation en régime fréquentiel.
Par exemple, des mesures montrent que les principales nuisances sonores causées par les turbo-
réacteurs d’avion, appelées bruit de raies (ou bruit tonal), se caractérisent par des spectres ayant
des pics d’amplitude à des fréquences isolées correspondant aux harmoniques de la fréquence de
passage des aubes. La détermination du rayonnement acoustique pour ces fréquences spécifiques
représente de toute évidence un enjeu pour la réduction des nuisances sonores. De plus, un des
dispositifs mis en place pour atténuer le bruit de raies consiste à recouvrir les parois des nacelles
de matériaux absorbants. Ceux-ci se caractérisent, d’un point de vue de la modélisation, par
une impédance complexe qui est fonction de la fréquence des perturbations. L’écriture de ces
conditions aux limites est alors facilitée par le passage en régime harmonique.
Les méthodes numériques développées pour l’acoustique dépendent largement du modèle phy-
sique considéré. Rappelons que pour la propagation de bruit de large bande spectrale, les équations
d’Euler linéarisées sont résolues en régime temporel. La méthode de choix proposée dans [80] et
largement exploitée par la suite [7, 78] consiste à utiliser des schémas aux différences finies d’ordre
élevé de type DRP (dispersion relation preserving). Ces schémas ont spécialement été conçus pour
préserver une erreur de dispersion faible sur tout le domaine de propagation. En effet, l’une des
spécificités des problèmes de propagation acoustique est que les domaines mesurent plusieurs lon-
gueurs d’onde. Des approches sur maillages non structurés ont également été développées. Par
exemple une technique de type Galerkin discontinue d’ordre élevé est proposée dans [16, 41].
Cependant, pour résoudre ce système en temporel, il persiste plusieurs difficultés propres à la
propagation d’onde en écoulement. Citons par exemple l’écriture des conditions de bords trans-
parents [39, 53] et de bords impédants et les problèmes d’instabilités de type Kelvin-Helmholtz.
Ces instabilités apparaissent pour des écoulements parallèles cisaillés à fort gradient de vitesse et
correspondent à des modes dont l’amplitude croit en temps de façon exponentielle et qui peuvent
gêner la convergence des schémas [1]. Les solutions adaptées en régime temporel consistent alors
à négliger des termes de gradient de l’écoulement [85, 81] ou à ajouter des termes non linéaires
[20]. La résolution du problème en régime harmonique pourrait être aussi vue comme un remède
possible à ces principaux inconvénients [5].
Pour la propagation en régime fréquentiel, des approches basées sur la résolution du système
d’Euler linéarisé ont été envisagées mais les références disponibles sont beaucoup plus rares qu’en
régime temporel. Par exemple [68] adapte au cas fréquentiel des schémas aux différences finies de
type DRP. Sur maillage non structuré, l’approximation de Galerkin classique n’étant pas stable
[4], il convient d’utiliser des méthodes stabilisées de type SUPG ou des approches de Galerkin
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discontinues [57, 72, 47]. Notons cependant que les équations résolues dans ces travaux ont une
forme simplifiée : des termes de gradient de l’écoulement ont été négligés afin de limiter les coûts
de calcul. Mais surtout, le traitement de domaines infinis est toujours sujet à des difficultés car
la présence d’un écoulement non uniforme (et notamment l’existence de modes de vorticité et
d’entropie) dissymétrise le problème : les conditions doivent savoir gérer différemment les bords
amont et les bords aval, ce qui rend l’écriture de condition de rayonnement complexe.
Notons aussi que la plupart des outils numériques commerciaux traitant le régime harmonique,
se place dans des cas d’écoulements simples. Ils supposent que la vitesse de l’écoulement porteur
est à rotationnel nul (on parle d’écoulement irrotationnel ou potentiel). On peut alors montrer
que les équations d’Euler linéarisées se simplifient en une unique équation scalaire portant sur
le potentiel de vitesse. Il s’agit de l’équation de Helmholtz convectée. Un avantage important
concerne les conditions de rayonnement qui peuvent être déterminées de façon explicite si l’écou-
lement est uniforme loin de la source. Dans ce cas, l’équation se ramène par transformation de
Lorentz à l’équation de Helmholtz standard et un couplage avec une méthode intégrale permet
alors de faire rayonner la solution à l’infini [42]. L’analyse de cette approche est bien maîtrisée [35]
mais son domaine de validité est très restreint. En particulier, elle ne s’applique qu’aux situations
où les phénomènes hydrodynamiques sont absents.
Le modèle de Galbrun [49] apparaît comme une alternative intéressante au système d’Euler
linéarisé et comme une approche améliorée par rapport à celle de Helmholtz convectée. Il s’agit
d’un modèle vectoriel permettant également la prise en compte du couplage avec l’hydrodyna-
mique. Obtenu par un processus de linéarisation décrit dans [71] et [63], cette équation vectorielle
porte uniquement sur la perturbation du déplacement qui est une inconnue lagrangienne que l’on
observe selon un point de vue eulérien (c’est-à-dire à un instant donné et en un point de l’écoule-
ment porteur non perturbé), on parle de représentation mixte Euler-Lagrange. Cette équation aux
dérivées partielles du second ordre présente des similarités avec les équations des ondes traitées
en électromagnétisme et se prête bien à l’écriture d’une formulation variationnelle. Cependant, il
est maintenant connu qu’en régime fréquentiel, une discrétisation par éléments finis de Lagrange
est instable [70]. Deux stratégies de résolution alternatives ont été proposées.
Une première alternative exposée dans [84] consiste en une formulation mixte en pression et
déplacement approchée par une méthode d’éléments finis. En absence d’écoulement, une condition
inf-sup est démontrée et assure ainsi la convergence de la méthode mais ce résultat ne peut pas être
étendu dans le cas d’un écoulement non nul. Une étude de stabilité et de dispersion du schéma
a cependant été faite dans [48] et ce modèle a par exemple été exploité pour des applications
dans des guides à parois traitées avec écoulement cisaillé [67]. En domaine infini par contre, cette
formulation rencontre des difficultés pour la mise en place de condition de radiation pour borner
le domaine de calcul. En particulier, l’usage de couches PML (perfectly matched layer) conduit à
des solutions erronées même pour un écoulement uniforme [12].
Une autre manière de résoudre l’équation de Galbrun proposée dans [23] se base sur une
méthode de régularisation inspirée de l’électromagnétisme. Elle consiste à ajouter à l’équation un
terme qui ne change pas la valeur de la solution mais qui rend possible l’utilisation d’éléments finis
nodaux pour la détermination du déplacement. Cette nouvelle écriture dite formulation augmentée
fait intervenir une inconnue supplémentaire : le rotationnel du déplacement lagrangien appelé, par
abus de langage, inconnue hydrodynamique ou vorticité. La formulation de Galbrun augmentée a
fait l’objet de deux thèses successives dans des cas d’écoulement simplifiés pour lesquels l’inconnue
vorticité peut être déterminée soit de façon exacte, soit par un calcul préalable. La première
thèse [63] pose le cadre théorique permettant de prouver la stabilité de l’approximation par
éléments finis nodaux et montre un résultat d’existence et d’unicité dans le cas d’un écoulement
uniforme dans un guide. Le domaine de calcul est borné par des couches PML et la convergence
exponentielle de la méthode, en fonction de l’épaisseur des couches, est démontrée. La deuxième
thèse [40] étend cette étude au cas d’écoulement parallèle cisaillé dans un guide d’onde. Une
formule de convolution le long des lignes de courant relie alors l’inconnue vorticité au déplacement
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[22, 21]. Cette formule a l’inconvénient de devenir fortement oscillante lorsque l’écoulement est
lent. Dans ce cas, un modèle approché a aussi été proposé, qui consiste à remplacer l’expression
exacte de la vorticité par une formule approchée locale : il s’agit de l’approximation dite faible
Mach [24].
Le succès des travaux que nous venons de mentionner invite à s’investir plus largement dans
la compréhension et l’analyse numérique du modèle de Galbrun augmenté. Notre objectif est
d’étendre ces travaux aux cas d’écoulements plus généraux, pour lesquels il n’est plus possible
d’obtenir l’inconnue hydrodynamique par une formule simple. Dans le cas général, il a été établi
dans [24] que la vorticité satisfait une relation appelée équation hydrodynamique, qui est le carré
d’une équation de transport avec un terme source faisant intervenir le déplacement lagrangien. La
technique de régularisation conduit alors à un système couplé de deux équations à deux inconnues.
La difficulté pour résoudre ce système vient du fait que les deux équations sont de natures très
différentes : une équation des ondes d’une part et une équation de transport d’autre part.
L’objectif de cette thèse est de mettre en place une méthode numérique basée sur la résolution
du système de Galbrun augmenté pour traiter la propagation acoustique en régime harmonique et
dans le cadre de géométries complexes. Il est donc nécessaire de privilégier une approche utilisant
des maillages non structurés. De plus, en géométrie complexe, l’écoulement ne peut pas être sup-
posé simple. L’outil numérique doit donc être capable à la fois de déterminer l’inconnue vorticité
de manière précise et aussi de traiter la résolution du problème de Galbrun augmenté comme
un système couplé d’inconnues déplacement et vorticité. La démarche adoptée se décompose en
deux étapes qui font chacune l’objet d’une partie de ce manuscrit. Dans un premier temps, nous
déterminons une méthode adaptée à la résolution de l’équation hydrodynamique indépendam-
ment du problème acoustique couplé. Dans un second temps, nous résolvons le problème couplé
de propagation acoustique en espace infini dans un domaine borné par des couches PML.
Le manuscrit comporte six chapitres de styles volontairement assez différents. Ainsi, les résul-
tats les plus techniques sont rassemblés dans les chapitres trois et cinq, en partie dans le premier
chapitre. Ils s’adressent aux lecteurs intéressés par les détails des démonstrations mathématiques.
Les chapitres deux et quatre ont quant à eux pour objectif de présenter aussi simplement que
possible les idées principales du travail en les positionnant par rapport à l’état de l’art. Nous
espérons qu’ils sont de ce fait accessibles à des lecteurs non mathématiciens.
La première partie est dédiée à l’étude du problème de transport en régime harmonique
(qui est la brique de base pour la résolution de l’équation hydrodynamique). L’objectif est de
trouver une méthode numérique stable pour résoudre ce problème sur maillage non structuré.
Il s’agit d’une équation aux dérivées partielles (EDP) d’ordre un à laquelle une condition de
Dirichlet est classiquement adjointe et qui décrit le transport d’une quantité physique par un
écoulement porteur donné. L’originalité de notre travail est que nous considérons cette équation
en régime fréquentiel et non en temps. Il est alors naturel de s’inspirer des nombreuses références
bibliographiques qui traitent de l’équation très similaire d’advection-réaction. Mais nous verrons
que le cas que nous traitons est plus délicat. En effet, d’une part, les difficultés connues pour
l’équation d’advection-réaction sont amplifiées dans le cas de l’équation de transport en régime
harmonique, car cette dernière n’est pas dissipative. D’autre part, du point de vue théorique,
nous verrons que l’estimation fondamentale de stabilité est plus difficile à établir et requiert des
conditions particulières sur l’écoulement (comme l’absence de zones de recirculation par exemple).
Cette équation présente à nos yeux un grand intérêt pédagogique car bien que très simple en
apparence, elle permet d’aborder de nombreux aspects liés à la résolution des EDP d’ordre un.
Enfin, son étude est un préalable à l’étude de tous les modèles d’aéroacoustique prenant en compte
les phénomènes hydrodynamiques.
La première partie se décompose en trois chapitres.
Au premier chapitre, nous étudions le problème de transport continu. Il est naturel de consi-
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dérer ce problème comme une famille d’équations différentielles ordinaires d’ordre un le long des
lignes de courant. Tant que la régularité de l’écoulement porteur nous permet de définir les lignes
de courants alors le problème de transport est bien posé. Cette approche par courbes caractéris-
tiques convient pour montrer un résultat sur le problème continu. Cependant, nous ne voulons
pas perdre de vue le problème acoustique général pour lequel les approximations sont basées
sur des maillages non-structurés et pour lequel l’écoulement porteur est donné par exemple en
chaque point du maillage. Autrement dit, pour la résolution numérique, il n’est pas envisageable
de déterminer les lignes caractéristiques. Nous voulons au contraire mettre en place une approxi-
mation basée sur les méthodes d’éléments finis. Dans ce cas, il convient d’adopter une approche
variationnelle. C’est pour cette raison que nous ne nous limitons pas à l’analyse par courbes
caractéristiques. Dans ce cadre, nous établissons également une condition de stabilité de type inf-
sup pour le problème continu. Dans le cas du régime harmonique, la démonstration nécessite des
manipulations supplémentaires dont le principe sera réinvesti pour l’analyse de l’approximation
de Galerkin discontinue proposée au troisième chapitre.
Le deuxième chapitre est dédié au choix d’une méthode numérique stable. Nous explorons
les techniques de résolution usuelles afin de soulever les difficultés liées à l’approximation par
éléments finis des équations aux dérivées partielles d’ordre un. L’équation d’advection-réaction
offre un cadre d’étude simplifié sur lequel nous nous appuyons. Il est bien connu qu’une dis-
crétisation directe des problèmes d’EDP d’ordre un par éléments finis de Lagrange est instable.
Nous montrons que les techniques de stabilisation habituelles telles que les méthodes SUPG et
moindres carrés sont particulièrement inappropriées à la résolution du problème harmonique car
elles conduisent à des schémas fortement dissipatifs. Ce constat nous amène à considérer des mé-
thodes plus sophistiquées de type Galerkin discontinu (GD). Les résultats obtenus ainsi qu’une
analyse de dispersion et de dissipation nous permettent de sélectionner la formulation GD upwind.
Au troisième chapitre, nous menons une analyse approfondie de la formulation de Galerkin
discontinue décentré (upwind) pour l’approximation du problème de transport. Nous mettons en
évidence les points délicats dans le cadre du régime harmonique et nous démontrons des résultats
de stabilité et de convergence de la méthode. Notre approche se base sur le choix d’un champ test
particulier permettant d’obtenir une condition de stabilité de type inf-sup. Ce résultat constitue
un des principaux apports de la thèse.
La deuxième partie s’intéresse à la résolution du problème de propagation acoustique en
écoulement et en régime harmonique. Le modèle mathématique considéré est un problème couplé
comprenant l’équation de Galbrun augmentée et l’équation hydrodynamique de type transport.
L’objectif est de mettre en place et d’analyser une méthode numérique permettant de résoudre ce
problème couplé dans des configurations générales nécessitant la prise en compte des phénomènes
hydrodynamiques. La méthode d’approximation proposée fait suite aux travaux réalisés par le
laboratoire POEMS sur le modèle de Galbrun augmenté. Elle consiste à approcher l’équation
de Galbrun par des éléments finis de Lagrange. La nouveauté réside dans l’approximation de
l’équation hydrodynamique par la méthode de Galerkin discontinue ainsi que dans son couplage
avec la résolution de l’équation de Galbrun augmentée. Cette deuxième partie s’appuie donc
largement à la fois sur les résultats de la partie I et sur les travaux de l’équipe POEMS. Notre
démarche s’articule en trois étapes qui font l’objet des trois derniers chapitres de la thèse :
Le quatrième chapitre fait un bilan sur les travaux antérieurs et offre une vision synthétique sur
l’approche de Galbrun augmentée. Il permet d’aborder les aspects essentiels sans entrer dans les
détails techniques de la régularisation. Ce chapitre revient également sur le principe des couches
PML que nous utilisons pour borner le domaine de calcul.
Le cinquième chapitre traite le problème de propagation de façon précise. Il propose une
analyse complète du problème couplé et de sa discrétisation. L’objectif est de prouver le caractère
bien posé et la convergence de la méthode d’approximation mixte éléments finis de Lagrange et
approche de Galerkin discontinue. Nous définissons un cadre fonctionnel en nous appuyant sur
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les résultats de la première partie ainsi que sur les travaux antérieurs sur le modèle de Galbrun
augmenté. L’obtention de résultats dans ce cas est délicate car nous ne connaissons pas de théorie
générale directement applicable à notre problème couplé (en particulier, le problème n’est pas
coercif plus compact). Une manipulation équivalente à une élimination formelle de l’inconnue
vorticité permet cependant d’aboutir à un résultat d’existence et d’unicité du problème couplé
sous des conditions que nous jugeons aujourd’hui trop restrictives. Ces résultats sont accompagnés
d’illustrations numériques.
Le sixième chapitre est entièrement consacré aux simulations numériques. Les cas d’écoule-
ments pour lesquels le chapitre précédent nous assure la convergence de la méthode sont très
limités. En outre, la validation numérique apparaît comme un point d’autant plus délicat que
nous n’avons pas de solution de référence (analytique ou numérique) à notre disposition en écou-
lement véritablement complexe (c’est-à-dire un écoulement qui ne soit ni potentiel, ni cisaillé)
et sortant du cadre théorique. Toutefois, dans le cas d’écoulements irrotationnels, la comparai-
son avec les solutions issues d’un code potentiel valide notre approche. Les résultats obtenus
montrent que le modèle de Galbrun augmenté sait retrouver la solution de problèmes purement
acoustiques (c’est-à-dire dans des configurations potentielles classiques traitées par la plupart
des codes commerciaux). Pour les écoulements rotationnels, un indicateur d’erreur a posteriori
simple de type résiduel et intrinsèque à la méthode de Galbrun augmentée permet de vérifier la
qualité de la solution approchée. Les tests réalisés mettent en évidence les phénomènes hydrody-
namiques qui sont selon les cas induits soit par le second membre source, soit par l’écoulement.
Nous vérifions aussi que la méthode est robuste y compris dans le cas d’écoulements instables :
la discrétisation de l’inconnue hydrodynamique impose au système un sens amont/aval, ce qui
permet de sélectionner la vorticité causale et garantit ainsi le bon fonctionnement des couches
PML. La validation par comparaison reste cependant difficile parce que les références en écoule-
ments rotationnels et régime harmonique sont rares et aussi parce que la construction de sources
équivalentes entre notre modèle (qui est en représentation mixte Euler/Lagrange) et les modèles
classiques (en représentation d’Euler) est très complexe en présence d’écoulement quelconque.
Cette thèse, réalisée au CERFACS, a été dirigée par d’Anne-Sophie Bonnet-Ben Dhia et Sébas-
tien Pernet. Le travail a été réalisé dans le cadre du projet ANR AEROSON (dont le porteur était
Jean-François Mercier), qui portait sur la simulation numérique du rayonnement sonore dans des
géométries complexes en présence d’écoulements réalistes.
Liste des symboles et notations
Notations propres à la première partie
α Ceofficient de réaction pour le transport
ψ Inconnue du problème de transport
ϕ Fonction test pour le problème de transport
v0 Champ de vecteur (vitesse de l’écoulement)
Notations propres à la deuxième partie
α Coefficient dans les couches PML
ξ Champ de déplacement lagrangien perturbé (avec la dépendance en temps)
u Champ spatial de déplacement lagrangien perturbé
v Champ de vitesse eulérienne
ω La pulsation
φ Potentiel de vitesse eulérienne
ψ Inconnue hydrodynamique (ou vorticité, par abus) définie comme le rotationnel du dépla-
cement lagrangien perturbé
ρ Densité
c Célérité du son
f0 La grandeur f associée à l’écoulement porteur
p Champ de pression
Autres notations
a 4 b Il existe C une constante positive indépendante du pas de maillage h et telle que a ≤ C b
a < b Il existe C une constante positive indépendante du pas de maillage h et telle que a ≥ C b

Première partie
L’équation de transport en régime
harmonique

Chapitre 1
Le problème de transport continu
1.1 Le problème de convection générique
1.1.1 Position du problème
Soit Ω un sous-domaine borné de Rd (d ≥ 2) de frontière ∂Ω Lipschitzienne et de normale
sortante n. Soit un champs de vecteur v0 : Ω −→ Rd satisfaisant les hypothèses suivantes
v0 ∈ C1(Ω¯) (1.1)
et
divv0 = 0 dans Ω. (1.2)
Remarque 1.1. Cette hypothèse nous permet de simplifier les estimations dans les démonstra-
tions à suivre en évitant des termes en divv0. Un simple changement d’inconnue permet de se
ramener à l’hypothèse physique d’incompressibilité du fluide traduite par l’équation div(ρ0v0) = 0
où ρ0 est la densité du l’écoulement porteur.
Nous définissons de plus les frontières à flux entrant et à flux sortant respectivement par
Γ− = {x ∈ ∂Ω; v0(x) · n(x) < 0} (1.3)
Γ+ = {x ∈ ∂Ω; v0(x) · n(x) > 0} (1.4)
et les bords glissants par
Γ0 = {x ∈ ∂Ω; v0(x) · n(x) = 0}. (1.5)
Soient f ∈ L2(Ω) et g ∈ L2(Γ−). Enfin, notons α un paramètre complexe non nul tel que α = a+iω
avec a et ω réels. Nous considérons le problème suivant :
Trouver ψ une fonction à valeurs complexes définie dans Ω telle que
Pα
{
αψ + v0 · ∇ψ = f dans Ω
ψ = g sur Γ− (1.6)
Le problème qui nous intéresse particulièrement correspond au cas où α = −iω avec ω un pa-
ramètre réel positif. Nous le noterons Pω et nous l’appelerons problème de transport harmonique.
Dans le cas où la partie imaginaire de α est nulle, nous avons α = a et nous notons le problème
Pa, il s’agit alors du problème d’advection-réaction classiquement traité dans la littérature. Pour
un même écoulement v0, la signification physique du problème varie selon la nature (réelle ou
complexe) et le signe de α. Avant de rentrer dans les détails, regardons l’allure de la solution de
Pα pour des cas d’écoulement simples.
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1.1.2 Analyse de cas simples
Dans le cas d’un écoulement simple, il est possible de calculer analytiquement la solution du
problème Pα. Par exemple, considérons un écoulement bi-dimensionnel dirigé selon ex1 et dont
le module dépend uniquement de x2. Ainsi, v0 s’écrit
v0(x1, x2) = v0(x2) ex1
De plus, supposons qu’il occupe un domaine rectangulaire Ω =]0, L[×]0, `[ de sorte que la frontière
à flux entrant soit Γ− = {(0, x2); 0 < x2 < `}. Le problème Pα se ramène alors à trouver une
Fig. 1.1: Schéma du domaine rectangulaire.
fonction ψ telle que  αψ + v0(x2)
∂ψ
∂x1
= f dans Ω
ψ = g sur Γ−
(1.7)
Si v0 ne s’annule pas, il s’agit d’une équation différentielle ordinaire d’ordre un en x1 à coefficients
paramétrés par x2. La solution est donnée par l’expression suivante
ψ(x1, x2) =
1
v0(x2)
∫ x1
0
f(s, x2)e−
α
v0(x2)
(x1−s)ds+ g(x2)e−
α
v0(x2)
x1 (1.8)
Notons que l’expression (1.8) n’est a priori pas définie pour v0(x2) = 0. Plus généralement, nous
avons affaire à un problème dit de “perturbation singulière” si v0(x2) = 0 est proche de zéro.
Fig. 1.2: Isovaleurs de la solution pour f = 0, g = 1 et α = 12 .
Les figures 1.2 à 1.6 montrent les isovaleurs de ψ solution de (1.7) pour plusieurs valeurs
de α dans le cas particulier où f = 0 et g = 1. Bien que les problèmes Pω et Pa semblent être
fortement analogues, notons qu’ils traduisent cependant deux types de phénomènes très différents.
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Fig. 1.3: Isovaleurs de la solution pour f = 0, g = 1 et α = − 110 .
Fig. 1.4: Solution pour f = 0, g = 1 et α = 4i : partie réelle (gauche) et imaginaire (droite).
Fig. 1.5: Solution pour f = 0, g = 1 et α = 12 + 4i : partie réelle (gauche) et imaginaire (droite).
Fig. 1.6: Solution pour f = 0, g = 1 et α = − 110 + 4i : partie réelle (gauche) et imaginaire
(droite).
En effet, l’advection-réaction correspond à la dissipation d’une quantité selon l’écoulement porteur
pour a > 0. La figure 1.2 montre clairement ce comportement. Au contraire, pour le transport
harmonique, il n’y a pas de phénomènes dissipatif. En fait, l’inconnue ψ est transportée sans
perte dans le sens de l’écoulement. De plus, la solution a un comportement oscillatoire induit
par le régime harmonique dont la longueur d’onde est 2piv0(x2)ω (soit la longueur parcourue par
une particule convectée par l’écoulement pendant une période). Comme le montre la figure 1.4,
plus la vitesse du fluide v0 est faible, plus les oscillations sont rapides. L’énergie de la solution ne
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Fig. 1.7: Solution avec source f 6= 0, g = 0 et α = −4i : partie réelle (gauche) et imaginaire
(droite).
Fig. 1.8: Solution du problème avec source f 6= 0 et g = 0 pour α = 12 .
reste pas confinée dans un domaine fermé autour de la source ici constituée par la condition de
Dirichlet sur Γ−, à la différence du problème d’advection-réaction Pa (où ω = 0 et a > 0). Aussi,
dans les cas où a < 0 (figures 1.3 et 1.6) l’amplitude de la solution croit exponentiellement selon
l’écoulement. Enfin, les figures 1.7 et 1.8 représentent la solution du problème où g = 0 sur Γ− et
f est non nulle. Le second membre est une fonction à support compact centrée en (xs1, xs2) et de
rayon rs. Son expression analytique est donnée par
f(x1, x2) = e−
|x1−xs1|
2+|x2−xs2|
2
rs2 si (x1 − xs1)2 + (x2 − xs2)2 ≤ 10rs2 (1.9)
et zero ailleurs. Pour le problème de transport harmonique, nous retrouvons le comportement
oscillatoire de la solution ainsi que le transport sans perte du signal le long de l’écoulement. Dans
le cas de l’advection-réaction avec a positif, la solution s’écrase progressivement à l’aval de la
source.
Considérons maintenant un domaine de R2 ayant la forme d’une couronne. En coordonnées
polaires, ce domaine s’écrit Ω = {(r, θ); r1 < r < r2 et 0 < θ < 2pi} où 0 < r1 < r2. Supposons
de plus qu’il est occupé par un fluide caractérisé par la vitesse
v0 = v(r)eθ
où v est une fonction à valeurs réelles strictement positive. La frontière à flux entrant est alors
réduite à Γ− = ∅ (en effet ∂Ω = Γ0) et le problème Pα consiste à trouver ψ vérifiant
αψ + v(r)
r
∂ψ
∂θ
= f dans Ω (1.10)
et satisfaisant la condition de continuité
ψ(r, 0) = ψ(r, 2pi), ∀r ∈]r1, r2[. (1.11)
Pour f = 0, les fonctions de la forme
ψ0(r, θ) = A0(r)e−
αrθ
v(r) , (1.12)
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Fig. 1.9: Schéma du domaine circulaire.
satisfont l’équation (1.10) où A0(r) ne dépend pas de θ. La condition (1.11) impose à A0 de
vérifier
A0(r)(1− e−2pi
αr
v(r) ) = 0. (1.13)
Deux cas sont alors possibles :
– Soit A0(r) = 0 et l’unique solution du problème sans source est la solution triviale ψ0(r, θ) ≡
0.
– Soit e−2pi
αr
v(r) = 1. C’est-à-dire ar
v(r) = 0 et
rω
v(r) ∈ Z où nous rappelons les notations
a = <eα et ω = =mα.
Lorsque α est complexe à partie réelle non nulle, l’unique solution du problème homogène est la
solution triviale. De même, si α est un réel non nul l’unique solution est ψ0(r, θ) ≡ 0. Par contre,
dans le cas du problème de transport harmonique Pω où a = 0 et ω 6= 0, il y a une infinité de
solutions. Remarquons enfin que le problème d’advection pure P0 est sous-déterminé.
Considérons maintenant le problème avec second membre non nul et cherchons une solution
particulière de la forme
ψ1(r, θ) = A1(r, θ)e−
αrθ
v(r) .
Pour que ψ1 vérifie l’équation (1.10), il faut que
∂A1
∂θ
(r, θ) = r
v(r)f(r, θ)e
αrθ
v(r) .
Nous déduisons alors l’expression de ψ1
ψ1(r, θ) =
r
v(r)
∫ θ
0
f(r, τ)e
αr
v(r) (τ−θ)dτ.
Enfin, la solution analytique totale s’écrit ψ(r, θ) = ψ0(r, θ) + ψ1(r, θ) soit encore
ψ(r, θ) = A(r)e−
αrθ
v(r) + r
v(r)
∫ θ
0
f(r, τ)e
αr
v(r) (τ−θ)dτ.
Pour finir, la condition (1.11) donne
A(r)
(
1− e− 2piαrv(r)
)
= r
v(r)
∫ 2pi
0
f(r, τ)e
αr
v(r) (τ−2pi)dτ.
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D’où l’expression de la solution analytique :
ψ(r, θ) = r
v(r)
∫ θ
0
f(r, τ)e(τ−θ)
αr
v(r) dτ + r
v(r)
e
−θ αr
v(r)(
1− e−2pi αrv(r)
) ∫ 2pi
0
f(r, τ)e(τ−2pi)
αr
v(r) dτ. (1.14)
Nous constatons que
– si e−2pi
αr
v(r) = 1 et
∫ 2pi
0
f(r, τ)e(τ−2pi)
αr
v(r) dτ 6= 0 alors le problème n’a pas de solution,
– si e−2pi
αr
v(r) = 1 et
∫ 2pi
0
f(r, τ)e(τ−2pi)
αr
v(r) dτ = 0 alors le problème admet une infinité de
solution.
Dans les autres cas, le problème est bien posé.
Remarque 1.2. Lorsque α est nul, les solutions sont données par l’expression
ψ(r, θ) = r
v(r)
∫ θ
0
f(r, τ) dτ +A0(r)
où A0 est une fonction de r continue et dérivable sur Ω. Et la condition (1.11) impose
r
v(r)
∫ 2pi
0
f(r, τ)dτ = 0.
En fin de compte, lorsque α est réel, le problème d’advection-réaction Pa avec a > 0 posé
dans la configuration particulière de la couronne 2D admet toujours une unique solution. De
même, si α est un complexe choisi tel que a 6= 0 ou 2rω
v(r) /∈ Z, ∀r ∈]r1, r2[ alors le problème est
bien posé. Par contre, il existe des cas pour lesquels le problème de transport harmonique Pω est
mal posé ou admet une infinité de solution. Ces observations qualitatives sur les solutions dans
des cas simples nous laissent penser que l’analyse du problème de transport requiert un effort
supplémentaire pour α dans C par rapport au cas où α ∈ R.
1.2 Quelques outils classiques pour l’analyse du problème continu
1.2.1 Cadre fonctionnel
Nous précisons l’espace fonctionnel dans lequel la solution de Pα est recherchée. Le second
membre de l’équation f étant choisi dans L2(Ω), l’approche naturelle consiste à définir l’espace
du graphe
H(Ω,v0) :=
{
ϕ ∈ L2(Ω) : v0 · ∇ϕ ∈ L2(Ω)
}
. (1.15)
Nous définissons ensuite la norme du graphe
‖ϕ‖2H = |α|2‖ϕ‖20,Ω + ‖v0 · ∇ϕ‖20,Ω. (1.16)
Lemme 1.3. Équipé de la norme (1.16), l’espace H(Ω,v0) est un espace de Hilbert. (cf [38])
Il faut maintenant donner un sens à la condition aux limites dans (1.6). Nous traitons d’abord
le cas du problème homogène g ≡ 0. Les résultats qui suivent vont nous permettre de définir la
trace des éléments de H(Ω,v0) sur les bords du domaine Ω et d’utiliser une formule d’intégration
par parties. Un premier résultat peut être obtenu en s’appuyant sur les propriétés de l’espace
Hdiv := {v ∈ L2(Ω)d : divv ∈ L2(Ω)}. (1.17)
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En effet, d’après l’hypothèse (1.2), nous avons v0 · ∇ψ = div(ψv0). Donc, si ψ appartient à
H(Ω,v0), alors ψv0 est dans Hdiv. Ainsi, ψv0 admet une trace normale ψv0 · n dans l’espace de
Sobolev H−1/2(∂Ω) et nous avons la formule de Green
∀ψ ∈ H(Ω,v0), ∀ϕ ∈ H1(Ω),
∫
Ω
(v0 · ∇ϕ)ψ = −
∫
Ω
ϕ(v0 · ∇ψ) +
∫
∂Ω
ϕψ(v0 · n) dγ (1.18)
où l’intégration sur ∂Ω correspond au produit de dualité
(
H1/2(∂Ω), H−1/2(∂Ω)
)
.
Cette formule va nous permettre de donner un sens à la trace sur Γ± dans les espaces L2 à
poids [45]
L2
(
Γ±, |v0 · n|
)
=
{
ϕ ∈ L2 (Γ±) ; ∫
Γ±
|ϕ|2|v0 · n| dγ <∞
}
. (1.19)
Pour cela, introduisons deux hypothèses supplémentaires.
L’espace C10(Rd) est dense dans H(Ω,v0) (1.20)
Les frontières de Ω à flux entrant et sortant sont bien séparées, i.e. dist(Γ+,Γ−) > 0 (1.21)
Remarque 1.4. L’hypothèse (1.21) de séparation des frontières est nécessaire pour assurer l’exis-
tence de la trace des fonctions de H(Ω,v0) sur Γ+ et Γ−. Nous donnons deux contre-exemples
afin d’illustrer cette hypothèse. Considérons un domaine triangulaire Ω donné par
Ω = {(x1, x2); 0 ≤ x1 ≤ 1 et 0 ≤ x2 ≤ 1− x1}.
L’écoulement v0 est choisi unitaire et orienté selon ex1 de sorte que les frontières à flux entrant
et sortant, représentées sur la figure 1.10, sont respectivement données par
Γ− = {(0, x2); 0 ≤ x2 ≤ 1} et Γ+ = {(x1, x2); 0 ≤ x1 ≤ 1 et x2 = 1− x1}.
Remarquons que Γ+ et Γ− ne sont pas séparées. Soit ϕ une fonction dépendant uniquement de
la variable x2 :
ϕ(x1, x2) = f(x2).
Avec ce choix, il vient que v0 · ∇ϕ = 0 sur Ω et pour que ϕ soit dans H(Ω,v0) , il faut que
‖ϕ‖Ω,0 =
∫ 1
0
(1− x2)|f(x2)|2 dx2
soit fini. Cela n’implique pas que
‖ϕ‖Γ−,0 =
∫
Γ−
|v0 · n||ϕ| dγ = −
∫ 1
0
|f(x2)|2 dx2
soit fini. Par exemple [38], si ϕ(x2) = xp2 et p > 12 alors ‖ϕ‖Ω,0 est fini mais pas ‖ϕ‖Γ−,0. Le
deuxième contre-exemple est représenté sur la figure 1.11. Il s’agit d’une couche de cisaillement.
Le domaine considéré Ω est maintenant rectangulaire et s’écrit
Ω = {(x1, x2); 0 ≤ x1 ≤ ` et − h ≤ x2 ≤ h}
où ` et h sont deux réels strictement positifs. L’écoulement est supposé vérifier l’expression
v0(x1,x2) = x2 ex1 .
Il y a annulation et changement de sens du champ v0 en x2 = 0. Avec ce choix, la frontière à flux
entrant s’exprime
Γ− = Γ−1 ∪ Γ−2
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1
1
Γ+Γ−
x1
x2
0
Ω
Fig. 1.10: Domaine triangulaire avec v0 = ex1 .
où
Γ−1 = {(0, x2); 0 ≤ x2 ≤ h} et Γ−2 = {(`, x2); −h ≤ x2 ≤ 0}
alors que la frontière à flux sortant s’écrit
Γ+ = Γ+1 ∪ Γ+2
avec
Γ+1 = {(0, x2); −h ≤ x2 ≤ 0} et Γ+2 = {(`, x2); 0 ≤ x2 ≤ h}.
Il est clair que Γ+ et Γ− ne sont pas séparés. Comme précédemment, considérons ϕ une fonction
de H(Ω,v0) dépendant uniquement de la variable x2 telle que ϕ(x1, x2) = f(x2). Ainsi, nous
avons
‖v0 · ∇ϕ‖20,Ω = 0
et
‖ϕ‖20,Ω =
∫
Ω
|ϕ(x1, x2)|2 dx = `
∫ h
−h
|f(x2)|2 dx2
est fini puisque ϕ ∈ H(Ω,v0). Cela ne garantit pas que l’intégrale
‖ϕ‖20,Γ+ =
∫
Γ−1 ∪Γ−2
|v0 · n||ϕ|2 dx = 2
∫ h
0
x2|f(x2)|2 dx2
soit finie.
Sous les hypothèses (1.20) et (1.21), il est possible de montrer [38] le lemme
Lemme 1.5. Il existe une constante C telle que
∀ϕ ∈ C10(Rd),
∫
∂Ω
|ϕ|2|v0 · n| dγ ≤ C‖ϕ‖2H . (1.22)
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0 x1
x2
h
Γ−1
Γ+1
v0
Γ−2
Γ+2
b
`
b
b
Fig. 1.11: Couche de cisaillement.
Par l’hypothèse de densité (1.20), le lemme précédent s’étend à H(Ω,v0). Autrement dit, les
applications traces γ : ϕ −→ ϕ|Γ± sont continues de H(Ω,v0) dans L2 (Γ±, |v0 · n|). La formule
(1.18) est alors vraie sur C10(Rd) et à nouveau par densité elle s’étend à H(Ω,v0). Finalement,
nous pouvons définir le noyau de l’application trace
H(Ω,v0,Γ±) :=
{
ϕ ∈ L2(Ω) : v0 · ∇ϕ ∈ L2(Ω) et ϕ = 0 sur Γ±
}
(1.23)
qui est un sous-espace fermé de H(Ω,v0) et donc un espace de Hilbert. Nous avons de plus
∀ψ,ϕ ∈ H(Ω,v0,Γ±),
∫
Ω
(v0 · ∇ϕ)ψ = −
∫
Ω
ϕ(v0 · ∇ψ) +
∫
Γ∓
ϕψ(v0 · n) ds (1.24)
Considérons maintenant le problème avec condition de Dirichlet non-homogène, c’est-à-dire
pour lequel nous imposons
ψ = g sur Γ−.
Comme l’application trace définie plus haut est surjective [45] de H(Ω,v0) dans L2 (Γ±, |v0 · n|),
pour tout g ∈ L2 (|v0 · n|; Γ±), il existe ψg dans H(Ω,v0) telle que ψg = g sur Γ−. En posant
ψ˜ = ψ − ψg, le problème Pα devient
P˜α
{
αψ˜ + v0 · ∇ψ˜ = f˜ dans Ω
ψ˜ = 0 sur Γ− (1.25)
avec f˜ = f − (ψg +v0 ·∇ψg). Nous nous sommes ramené au problème avec condition de Dirichlet
homogène. Par la suite, nous considérons uniquement ce problème. En outre, le cadre fonctionnel
développé plus haut nous amène à l’écrire, en omettant les tildes, sous la forme
Trouver ψ ∈ H(Ω,v0,Γ−) telle que αψ + v0 · ∇ψ = f dans Ω (1.26)
où f est choisie dans L2(Ω). La formulation variationnelle associée s’écrit
p(α; ψ, ϕ) =
∫
Ω
fϕ dx, ∀ϕ ∈ L2(Ω) (1.27)
avec
p(α; ψ, ϕ) =
∫
Ω
(αψ + v0 · ∇ψ)ϕdx, ∀ϕ ∈ L2(Ω). (1.28)
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1.2.2 La condition inf-sup pour l’équation d’advection-réaction
Lorsque le coefficient de réaction α est à partie réelle strictement positive, nous montrons
de façon classique la stabilité du problème variationnel. Nous commençons par démontrer la
proposition
Proposition 1.6. ∀ψ ∈ H(Ω,v0,Γ−),
<e
(∫
Ω
(v0 · ∇ψ)ψ dx
)
= 12
∫
Γ+
|ψ|2(v0 · n) dγ
Démonstration. La proposition découle directement de la formule de Green (1.24) puisque∫
Ω
(v0 · ∇ψ)ψ dx+
∫
Ω
ψ(v0 · ∇ψ) dx = 2<e
(∫
Ω
(v0 · ∇ψ)ψ dx
)
.
Il vient alors le corollaire
Corollaire 1.7. Soit ψ une fonction de H(Ω,v0,Γ−). Les deux égalités suivantes sont vérifiées :
<e p(α; ψ, ψ) = <eα
∫
Ω
|ψ|2 dx+ 12
∫
Γ+
|ψ|2(v0 · n) dγ
<e p(α; ψ, αv0 · ∇ψ) = |α|
2
2
∫
Γ+
|ψ|2(v0 · n) dγ + <eα
∫
Ω
|v0 · ∇ψ|2 dx
En utilisant ce corollaire, nous pouvons établir le résultat de stabilité suivant
Proposition 1.8. Si <eα > 0, la forme bilinéaire p vérifie la condition inf-sup
inf
ψ∈H(Ω,v0,Γ−)
sup
ϕ∈L2(Ω)
<e p(α; ψ, ϕ)
‖ψ‖H‖ϕ‖0,Ω ≥
<eα
|α| (1.29)
Démonstration. Soit ψ ∈ H(Ω,v0,Γ−). Prenons ϕ = |α|2ψ + αv0 · ∇ψ. Par le corollaire (1.7),
nous obtenons
<e p(α; ψ, ϕ) = <eα‖ψ‖2H + |α|2
∫
Γ+
|ψ|2(v0 · n) dγ
Le terme de droite est positif puisque, par définition v0 · n > 0 sur Γ+, ainsi nous avons
<e p(α; ψ, ϕ) ≥ <eα‖ψ‖2H (1.30)
D’autre part, par inégalité triangulaire nous pouvons écrire l’estimation
‖ϕ‖20,Ω ≤ 2|α|2‖ψ‖2H (1.31)
En combinant (1.30) et (1.31), il vient
<e p(α; ψ, ϕ)
‖ϕ‖0,Ω ≥
<eα
|α| ‖ψ‖H , ∀ψ ∈ H(Ω,v0,Γ
−)
En introduisant à la borne supérieure sur tous les ϕ de L2(Ω), puis en passant à l’infimum sur
les ψ de H(Ω,v0,Γ−), nous obtenons la proposition.
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Remarque 1.9. Il y a un lien étroit entre la frontière (à flux entrant ou sortant) où l’on impose
la condition de Dirichlet et le signe de α. Cette dépendance est particulièrement visible lorsque
nous donnons un signe à
<e p(α; ψ, ϕ) = <eα‖ψ‖2H +
1
2(1 + |α|
2)
∫
Γ+∪Γ−
|ψ|2(v0 · n) dγ
où ϕ = |α|2ψ + αv0 · ∇ψ dans la démonstration précédente. Si <eα > 0, il faut annuler ψ sur
Γ− où le produit v0 · n est négatif pour assurer la positivité du second terme (puisque v0 · n > 0
sur Γ+). Par contre si <eα < 0 alors imposer ψ = 0 sur Γ+ permet de garder uniquement une
intégration sur Γ− à valeurs négatives.
Nous sommes maintenant en mesure de montrer que le problème Pα est bien posé lorsque
<eα > 0. Dans ce cas, nous avons le théorème
Théorème 1.10. Sous les hypothèses (1.1) et (1.2), le problème Pα est bien-posé si <eα > 0.
Il existe alors une constante positive C telle que
‖ψ‖H ≤ C‖f‖0,Ω
Démonstration. Considérons l’opérateur Pα,v0 défini de H(Ω,v0,Γ−) dans L2(Ω) par Pα,v0ψ =
αψ+v0 ·∇ψ. Par la proposition 1.8 il vient que Pα,v0 est injectif et d’image fermée. Pour montrer
la surjectivité, remarquons que l’adjoint P#α,v0 de Pα,v0 qui est défini de H(Ω,v0,Γ+) dans L2(Ω)
par P#α,v0ψ = αψ−v0 ·∇ψ est aussi injectif puisque <eα = <eα > 0 (par un argument similaire)
de sorte que l’image de Pα,v0 est dense.
Les résultats obtenus dans cette partie par approche variationnelle ne nous permettent pas
de traiter le cas où la partie réelle du coefficient de réaction est négative ou nulle. A ce stade,
nous pourrions penser que la difficulté est simplement technique et que nous ne savons pas choisir
correctement la fonction test permettant de dériver une condition inf-sup. Cependant, lorsque la
partie réelle du coefficient de réaction est négative, les solutions analytiques dans les cas présentés
plus haut explosent (cf figures 1.3 et 1.6). De plus, lorsque <eα = 0, nous avons vu que pour
le cas test de la couronne, il y a des configurations pour lesquelles le problème est mal posé.
Il semble donc bien que les difficultés liées à l’obtention d’un résultat de stabilité ne soient pas
seulement d’ordre technique. Ceci va nous conduire à introduire dans le paragraphe suivant une
nouvelle hypothèse.
1.3 Etude du problème de transport harmonique
Nous proposons ici d’adopter une approche par courbes caractéristiques ou lignes de courant.
A partir de chaque point du bord à flux entrant, nous construisons la trajectoire de la particule
de fluide convectée par l’écoulement et se trouvant en ce point de Γ− à l’instant initial. Nous
considérons ensuite la solution de Pα sur chacune de ces courbes caractéristiques. Si toutes les
lignes partent de Γ− et atteingnent Γ+ en remplissant le domaine Ω et qu’elles sont suffisamment
régulières, alors nous pouvons contrôler la solution dans tout le domaine. En fait, nous effectuons
un changement de variables entre les coordonnées spatiales et les paramètres des lignes de courant.
Le problème se ramène alors à une famille d’équations différentielles ordinaires (une par ligne).
Cette démarche appelle naturellement deux questions en relation avec les hypothèses faites sur
l’écoulement. La première concerne le changement de variable. Nous voulons que ce soit un C1-
différomorphisme. Par des résultats classiques d’analyse d’équations différentielles ordinaires nous
avons ce résultat pour des écoulements C1(Ω¯). La deuxième question consiste à montrer que le
problème sur chaque ligne de courant est bien posé. Il faut alors imposer à l’écoulement d’être
Ω-remplissant.
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1.3.1 Nouvelle hypothèse : écoulement Ω-remplissant
Pour assurer le caractère bien-posé du problème quelque soit α dans C, nous introduisons une
hypothèse supplémentaire sur l’écoulement porteur.
L’écoulement v0 est Ω-remplissant. (1.32)
L’objet de ce paragraphe est de définir la notion d’écoulement "domaine-remplissant". Pour cela,
nous utilisons le problème aux caractéristiques donné par la définition suivante.
Définition 1.11 (Le problème aux caractéristiques). Trouver Φ solution de l’équation différen-
tielle 
∂Φ
∂s
(s,b) = v0(Φ(s,b))
Φ(0,b) = b
(1.33)
où
(s,b) ∈ Ω˜ :=
{
(s, b) : b ∈ Γ− et s ∈ R+
}
.
L’équation différentielle (1.33) est dite autonome car v0 ne dépend pas de s. Il s’agit d’un
problème classique derrière lequel une large théorie a été développée. L’application
Φ : Ω˜ −→ Ω
(s, b) 7−→ Φ(s, b) = (Φi)
est appelée flot de l’équation différentielle (1.33) associée au champ de vecteur v0. Elle décrit les
trajectoires des particules de fluide : portée par l’écoulement v0, la particule se trouvant au point
b du bord entrant à l’instant initial atteint le point x = Φ(s, b) de Ω à l’instant s.
Γ−
Γ+
v0(0, b)
v0 ◦ Φ(s, b)
b(0, b)
b
(x1, x2) = Φ(s, b)
Fig. 1.12: Une courbe caractéristique associée à v0.
Remarque 1.12. En régime stationnaire, les lignes de courant et trajectoires d’une particule de
fluide sont confondues. Ici, nous ne faisons pas la distinction.
Sous les hypothèses (1.1) et (1.2), le théorème de Cauchy-Lipschitz permet de montrer qu’il
existe une solution unique au voisinage de tout point b et que cette solution s’étend en une
solution maximale unique. On parle alors de flot global du champ v0. De plus, comme v0 ∈ C1(Ω¯),
l’application Φ définie un C1-difféomorphisme de Ω˜ dans Ω.
Nous pouvons maintenant énoncer la définition de Ω-remplissant de la même manière que
dans [6].
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Définition 1.13 (Ω-remplissant). Un écoulement est dit Ω-remplissant s’il existe t∗ > 0 tel que
pour tout point x ∈ Ω, il existe s < t∗ et b ∈ Γ− tels que x = Φ(s,b), où Φ(s,b) est l’unique
solution du problème aux caractéristiques (1.33).
Autrement dit, les caractéristiques du champ de vitesse issues du bord entrant atteignent le
bord à flux sortant en un temps fini borné, sauf éventuellement en un ensemble de mesure nulle.
Ou encore, chaque point x de Ω est atteint par une courbe caractéristique issue d’un point b
de Γ− en un instant s borné par une constante fixe. Nous pouvons en outre définir le temps de
Ω-parcours de chaque courbe caractéristique.
Définition 1.14 (le temps de Ω-parcours). Soit v0 un écoulement Ω-remplissant. Soit b un point
de Γ−. Le temps de Ω-parcours τb est le temps que met la ligne de courant issue de b pour sortir
du domaine Ω (ou atteindre Γ+).
Avec cette définition, l’espace Ω˜ est un domaine borné de Rd :
(s,b) ∈ Ω˜ := {(s, b) : b ∈ Γ− et s ∈ [0, τb]} .
Si v0 est Ω-remplissant alors il existe τ < +∞ tel que
sup
b∈Γ−
τb ≤ τ
et Ω est l’image de Ω˜ par Φ.
Tous les écoulements ne sont pas Ω-remplissants, nous pouvons donner deux contre-exemples.
– Les zones de recirculation comme celles représentées sur la figure 1.13 sont exclues. En par-
ticulier, l’exemple de la couronne 2D de la figure 1.9 n’entre pas dans le cadre Ω-remplissant.
Fig. 1.13: Lignes de courant dans le cas d’un écoulement recirculant.
– L’hypothèse (1.32) interdit également les points d’arrêt liés à la présence d’un obstacle
dans l’écoulement. Ils sont caractérisés par l’annulation du vecteur vitesse v0 en un point
du domaine. Considérons l’exemple de l’écoulement potentiel autour d’un disque représenté
sur la figure 1.14. Il s’agit d’un domaine rectangulaire R = [−L;L]× [−H,H] avec (L, H) ∈
R+∗×R+∗ occupé par un disque rigide D de rayon R positif et de centre (0, 0). L’expression
de v0 défini autour du disque dans le domaine Ω = R\D est connue et rappelée en annexe
D. Cet écoulement n’est pas Ω-remplissant. En effet, il existe deux points (−R, 0) et (R, 0),
aussi appelés points d’arrêt, pour lesquels la vitesse v0 est nulle. En conséquence, la particule
de fluide qui se déplace sur la ligne de courant issue du point de Γ− de coordonnées (−L, 0)
met un temps infini pour atteindre le point d’arrêt (−R, 0). De même, cette particule met
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un temps infini pour partir du point (R, 0). De façon plus générale, pour tout T réel positif,
il existera toujours un ε suffisamment petit pour que la ligne de courant issue de (−L, ε)
mette un temps τ(−L,ε) supérieur à T pour atteindre la frontière Γ+.
Ces deux situations apparaissent dans le théorème de Poincaré-Bendixson comme les deux al-
ternatives possibles lorsqu’une courbe caractéristique est bornée. D’après ce théorème, valable
en 2D, si une solution maximale du problème (1.33) reste bornée alors il y a deux possibilités :
soit elle converge vers une limite (point d’arrêt), soit elle adopte un comportement asymptotique
périodique (recirculation).
1.3.2 L’approche par lignes de courant
Soit Φ : Ω˜ −→ Ω un changement de variable. Posons
ψ˜(s,b) = ψ ◦ Φ(s,b), ∀b ∈ Γ− (1.34)
où ψ est solution de Pα et où s est un paramètre réel positif appartenant à un intervalle à préciser.
Si ψ˜ est différentiable sur Ω˜, nous pouvons écrire
∂ψ˜(s,b)
∂s
= ∂Φ(s,b)
∂s
· [∇ψ ◦ Φ(s,b)] (1.35)
Si Φ est l’unique solution du problème aux caractéristiques (1.33) alors ∂ψ˜
∂s
(s,b) = (v0 · ∇ψ) ◦
Φ(s,b) et le changement de variable (1.34) appliqué à Pα réalise un redressement local du flot et
nous donne le problème défini pour chaque ligne de courant par
P˜α

∂ψ˜
∂s
(s,b) = f˜(s,b)− αψ˜(s,b)
ψ˜(0,b) = g(b), ∀b ∈ Γ−
(1.36)
où b est un point de Γ− et désigne le pied de la courbe caractéristique considérée (celle qui atteint
Φ(s,b) à l’instant s) et f˜(s,b) = f ◦ Φ(s,b). Avec ce choix, l’espace Ω˜ est donné par
Ω˜ =
{
(s, b) : b ∈ Γ− et s ∈ [0, τb]
}
(1.37)
où τb est le temps que la ligne de courant partant de b met pour sortir du domaine Ω.
Proposition 1.15. Sous les hypothèses sur v0 (1.1), (1.2) et (1.32), le problème Pα est bien
posé dans H(Ω,v0,Γ−) ∀α ∈ C. En particulier,
‖ψ‖20,Ω ≤ C‖f‖20,Ω (1.38)
où
C =

τ2
2 si a = 0
1
2a
(
τ + e
−2aτ − 1
2a
)
si a 6= 0
avec τ = sup
b∈Γ−
τb et a = <e α.
Démonstration. Considérons le problème Pα dans le cas où la condition à la limite est telle
que g = 0 sur Γ−. Notons α = a + iω. Montrons que la solution ψ est dans L2(Ω). Le second
membre de l’équation f étant aussi dans L2(Ω), nous pourrons ainsi déduire que ψ est dans
H(Ω,v0,Γ−). Supposons d’abord que le second membre f est régulier. Appliquons au problème
Pα le changement de variable (1.34) où Φ est la solution du problème aux caractéristiques (1.33).
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La solution du problème P˜α obtenu après transformation peut alors s’écrire de façon explicite sur
chacune des lignes de courant. Dans le cas d’une condition à la limite homogène, nous avons
ψ˜(s, b) =
∫ s
0
f ◦ Φ(t,b)eα(t−s) dt. (1.39)
D’autre part, la norme L2(Ω) de ψ s’exprime
‖ψ‖20,Ω =
∫
Ω
|ψ|2 dx =
∫
Ω˜
|JΦ||ψ˜|2 dx˜
où JΦ est le déterminant de la jacobienne du changement de variable Φ. Par exemple, pour d = 2,
JΦ s’écrit
JΦ =
∣∣∣∣∣∣∣∣∣
∂Φ1
∂s
∂Φ1
∂b
∂Φ2
∂s
∂Φ2
∂b
∣∣∣∣∣∣∣∣∣ .
En utilisant l’expression (1.39) de ψ˜, nous pouvons écrire la majoration suivante
‖ψ‖20,Ω ≤
∫
Ω˜
|JΦ(s, b)|
(∫ s
0
∣∣∣f ◦ Φ(t,b)eα(t−s)∣∣∣ dt)2 ds db.
En outre
∣∣∣eα(t−s)∣∣∣ = ea(t−s) avec a = <e α, d’où la nouvelle majoration
‖ψ‖20,Ω ≤
∫
Ω˜
|JΦ(s, b)|
(∫ s
0
|f ◦ Φ(t,b)| ea(t−s) dt
)2
ds db.
Par l’inégalité de Cauchy-Schwartz, nous avons
‖ψ‖20,Ω ≤
∫
Ω˜
|JΦ(s, b)|
(∫ s
0
|f ◦ Φ(t,b)|2 dt
)(∫ s
0
e2a(t−s) dt
)
ds db.
Ensuite, il est clair que
∫ s
0
|f ◦ Φ(t,b)|2 dt ≤
∫ τb
0
|f ◦ Φ(t,b)|2 dt, d’où
‖ψ‖20,Ω ≤
∫
Γ−
∫ τb
s=0
|JΦ(s, b)|
(∫ τb
t=0
|f ◦ Φ(t,b)|2 dt
)(∫ s
t=0
e2a(t−s) dt
)
ds db.
De façon générale, on peut montrer que (voir annexe A)
dJΦ
ds
(s, b) = divv0 · JΦ(s, b). (1.40)
Puisque v0 est à divergence nulle selon l’hypothèse (1.2), le jacobien ne dépend pas de la variable
s. En outre, le terme
∫ τb
t=0
|f ◦ Φ(t,b)|2 dt ne dépend pas non plus de s. Nous pouvons donc
réorganiser les termes de la façon suivante
‖ψ‖20,Ω ≤
∫
Γ−
(∫ τb
t=0
|JΦ(t, b)| |f ◦ Φ(t,b)|2 dt
)(∫ τb
s=0
(∫ s
t=0
e2a(t−s) dt
)
ds
)
db.
Notons Ib =
∫ τb
s=0
∫ s
t=0
e2a(t−s) dt ds. Une nouvelle majoration nous donne alors
‖ψ‖20,Ω ≤
(
sup
b∈Γ−
Ib
)∫
Γ−
∫ τb
t=0
|JΦ(t, b)| |f ◦ Φ(t,b)|2 dt db,
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c’est-à-dire
‖ψ‖20,Ω ≤
(
sup
b∈Γ−
Ib
)
‖f‖20,Ω.
Le calcul de Ib conduit à
Ib =

τ2b
2 pour a = 0
1
2a
(
τb +
e−2aτb − 1
2a
)
pour a 6= 0
Comme v0 est Ω-remplissant, nous avons alors
sup
b∈Γ−
Ib =

τ2
2 pour a = 0
1
2a
(
τ + e
−2aτ − 1
2a
)
pour a 6= 0
où sup
b∈Γ−
τb = τ < ∞. Quand a = <e α est nul, la coefficient sup
b∈Γ−
Ib de l’estimation (1.38) croit
en τ2 lorsque τ augmente. Pour a positif ce coefficient est meilleur puisqu’il croit linéairement
avec τ . Par contre, l’estimation (1.38) se dégrade avec une croissance exponentielle selon τ dans
le cas où a est négatif.
Supposons maintenant que le second membre f soit une fonction quelconque de L2(Ω). Par
densité des fonctions C∞(Ω¯) dans L2(Ω), il existe une suite de fonctions (fn)n∈N+ de C∞(Ω¯) telle
que
fn −−−−−→
n→+∞ f dans L
2(Ω)
Considérons n un entier naturel positif et cherchons ψn vérifiant le problème
Pnα
{
αψn + v0 · ∇ψn = fn dans Ω
ψn = 0 sur Γ−
(1.41)
Étant donné que fn est régulière, d’après la première partie de la démonstration, le problème Pnα
est bien posé dans H(Ω,v0,Γ−) et la solution ψn satisfait
‖ψn‖2H ≤ C‖fn‖20,Ω, ∀n ∈ N+. (1.42)
Montrons maintenant que la suite (ψn)n∈N+ converge dans H(Ω,v0,Γ−) lorsque n tend vers
plus l’infini. Soient p et q deux entiers naturels positifs. D’après l’estimation (1.42), nous avons
‖ψp − ψq‖H ≤ C‖fp − fq‖0,Ω.
Puisque (fn)n∈N+ est une suite de Cauchy de L2(Ω), nous avons
∀ε > 0, ∃N ∈ N+ tel que ∀p, q ≥ N, ‖fp − fq‖0,Ω < ε
C
.
Nous déduisons alors que
‖ψp − ψq‖H ≤ ε
et donc (ψn)n∈N+ est une suite de Cauchy dans H(Ω,v0,Γ−). Elle converge donc dans cet espace
(puisqu’il s’agit d’un Hilbert pour la norme ‖ · ‖H) vers une fonction notée ψ :
ψ := lim
n→+∞ψn ∈ H(Ω,v0,Γ
−).
Ensuite, montrons que ψ est solution de Pα dans H(Ω,v0,Γ−). Comme ψn est solution de Pnα ,
nous avons facilement que
‖f − (αψ + v0 · ∇ψ)‖0,Ω ≤ |α|‖ψn − ψ‖0,Ω + ‖v0 · ∇(ψn − ψ)‖0,Ω + ‖f − fn‖0,Ω
et donc ψ vérifie αψ + v0 · ∇ψ = f dans Ω. Enfin, la continuité de la trace permet de montrer
que la trace de ψ est nulle presque partout sur Γ−.
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1.3.3 Obtention d’une condition inf-sup : approche variationnelle
La proposition 1.15 signifie que l’opérateur de convection Pα,v0 défini par
Pα,v0ψ := αψ + v0 · ∇ψ
est un isomorphisme de H(Ω,v0,Γ−) dans L2(Ω) quelque soit α dans C et qu’il existe une
constante strictement positive c˜ telle que
‖ψ‖H ≤ c˜‖Pα,v0ψ‖0,Ω.
Ceci fournit directement une condition inf-sup. En effet, pour tout ψ ∈ H(Ω,v0,Γ−), si on pose
ϕ = Pα,v0ψ, il vient
p(α; ψ, ϕ) =
∫
Ω
|ϕ|2 dx ≥ 1
c˜
‖ϕ‖0,Ω‖ψ‖H ,
d’où l’on déduit une condition inf-sup de la forme
inf
ψ∈ H(Ω,v0,Γ−)
sup
ϕ∈L2(Ω)
p(α; ψ, ϕ)
‖ψ‖H‖ϕ‖0,Ω ≥ $ > 0 (1.43)
avec $ = 1
c˜
. Malheureusement, nous verrons qu’il est souvent difficile d’appliquer une technique
similaire au niveau discret. En particulier, pour démontrer la convergence du schéma de Galerkin
Discontinu dans le cas α = −iω, nous nous inspirerons du calcul suivant. On remarque tout
d’abord que sous les hypothèses (1.1), (1.2) et (1.32), le problème adjoint de Pα, noté P#α défini
par : Trouver θ ∈ H(Ω,v0,Γ+) tel que
P#α,v0θ := αθ − v0 · ∇θ = f ∈ L2(Ω) (1.44)
est bien posé. De plus,
‖θ‖20,Ω ≤ C‖f‖20,Ω
≤ C‖P#α,v0θ‖20,Ω (1.45)
où C est la constante introduite dans la propriété 1.15 et rappelée ici
C =

τ2
2 pour a = 0
1
2a
(
τ + e
−2aτ − 1
2a
)
pour a 6= 0
où τ = sup
b∈Γ−
τb et a = <e α. L’idée qui sera reprise dans 3.4 est de poser pour tout ψ ∈
H(Ω,v0,Γ−) ⊂ L2(Ω),
ϕ = (P#α,v0)
−1ψ
de sorte qu’avec la formule de Green (1.24), il vienne
p(α; ψ, ϕ) =
∫
Ω
Pα,v0ψ(P
#
α,v0)−1ψ dx = ‖ψ‖20,Ω.
La proposition 1.16 est obtenue en utilisant cette technique.
Proposition 1.16. Sous les hypothèses (1.1), (1.2) et (1.32), la forme bilinéaire p vérifie une
condition inf-sup de la forme (1.43) avec $ = 1
2
√
2(1 + |α|2C) où C est la constante d’estimation
de stabilité introduite dans la propriété 1.15 et rappelée plus haut.
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Démonstration. Pour tout ψ dans H(Ω,v0,Γ−), testons p par la fonction
ϕ = |α|2(P#α,v0)−1ψ + v0 · ∇ψ.
Nous avons alors en utilisant la formule de Green (1.24) et par définition de (P#α,v0)−1ψ que
<e p(α; ψ, ϕ) = <e
(
|α|2‖ψ‖20,Ω + ‖v0 · ∇ψ‖20,Ω + α
∫
Ω
ψ(v0 · ∇ψ) dx
)
,
d’où
<e p(α; ψ, ϕ) ≥ |α|2‖ψ‖20,Ω + ‖v0 · ∇ψ‖20,Ω − |α|‖ψ‖0,Ω‖v0 · ∇ψ‖0,Ω.
Et ensuite,
<e p(α; ψ, ϕ) ≥ 12
(
|α|2‖ψ‖20,Ω + ‖v0 · ∇ψ‖20,Ω
)
= 12‖ψ‖
2
H . (1.46)
D’autre part, grâce à l’inégalité (1.45) nous pouvons alors écrire l’estimation
‖ϕ‖0,Ω ≤ C1/2|α|2‖ψ‖0,Ω + ‖v0 · ∇ψ‖0,Ω.
Après avoir élever l’expression précédente au carré, une nouvelle majoration donne
‖ϕ‖20,Ω ≤ 2(1 + |α|2C)‖ψ‖2H . (1.47)
En combinant (1.46) et (1.47), il vient
<e p(α; ψ, ϕ)
‖ϕ‖0,Ω ≥
1
2
√
2(1 + |α|2C)‖ψ‖H , ∀ψ ∈ H(Ω,v0,Γ
−).
Nous en déduisons alors la condition inf-sup recherchée.
Remarque 1.17. Le cas du problème d’advection pure pour lequel α = 0 est traité par Azerad
dans [6]. Une inégalité de Poincaré courbe de la forme
‖ψ‖0,Ω ≤ ‖v0 · ∇ψ‖0,Ω, ∀ψ ∈ H(Ω,v0,Γ−)
est démontrée, également sous l’hypothèse d’un écoulement Ω-remplissant. Une condition inf-sup
sur p(0; ·, ·) peut alors en être déduite en remplaçant la norme ‖ψ‖2H par ‖ψ‖20,Ω + ‖v0 · ∇ψ‖20,Ω.
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Fig. 1.14: Lignes de courant autour d’un cercle.

Chapitre 2
Schémas numériques pour le
problème de transport harmonique
L’objectif de ce chapitre est d’appréhender les difficultés de l’approximation des équations
aux dérivées partielles d’ordre un et de sélectionner l’approche la plus pertinente pour traiter
l’équation de transport harmonique. Pour les besoins de nos applications en acoustique, nous
voulons que cette méthode calcule la solution approchée sur un maillage non structuré et pour un
écoulement v0 arbitraire obtenu au préalable et donné par exemple sur les noeuds du maillage.
Il est donc préférable d’écarter l’approche par courbes caractéristiques qui pourtant nous a per-
mis d’obtenir le principal résultat d’analyse du chapitre précédent. Nous envisageons plutôt une
méthode d’approximation de type éléments finis et nous abordons alors le problème de façon
variationnelle.
Nous nous focalisons sur l’équation d’advection qui met facilement en évidence la nécessité
d’utiliser des techniques de stabilisation. L’analyse théorique des schémas pour l’équation de
transport harmonique n’est pas immédiate, elle est reportée au chapitre 3. A notre connaissance,
il n’existe pas de référence traitant spécifiquement cette équation. Par contre, le problème voi-
sin d’advection-réaction est fréquemment abordé. Nous nous appuyons sur son analyse afin de
dresser les premières conclusions quant à la pertinence des schémas numériques envisagés pour
les équations de transport. Cependant, il ne faut pas perdre de vue une des caractéristiques du
problème de transport harmonique qu’est le comportement fortement oscillatoire de sa solution
et qui n’existe pas pour l’advection-réaction. L’évaluation des schémas en terme de dispersion et
de dissipation apparaît intéressante pour notre problème.
La méthode de Galerkin continue, une approche par éléments finis des plus classiques, n’est
pas appropriée pour les équations aux dérivées partielles d’ordre un. L’analyse de l’erreur a
priori que nous faisons pour le transport met effectivement en évidence la sous-optimalité de ce
schéma. Celle-ci se traduit numériquement par l’apparition de signaux parasites dans la solution
approchée.
Une parade couramment employée consiste à stabiliser la formulation de Galerkin en intro-
duisant de la dissipation dans le schéma. Nous faisons un état de l’art succinct sur ces techniques
de stabilisation également appelées méthodes de Galerkin-Petrov et nous nous intéressons en
particulier aux formulations SUPG (Streamline Upwind Petrov Galerkin) et moindres carrés (LS
pour least-square) pour lesquelles le caractère elliptique de la formulation est restauré en ajoutant
à la fonction test un terme de dérivée convective. Les résultats d’analyse montrent en effet des
améliorations au niveau de la stabilité des schémas numériques. Néanmoins, l’utilisation de ce
type d’approche est rédhibitoire pour le transport harmonique. En effet, la dissipation induite
par ces schémas nécessite généralement l’utilisation de maillages fins générant ainsi un coût de
calcul prohibitif.
Enfin, nous envisageons de mettre en place une approche de Galerkin discontinue, approche
classiquement adaptée aux problèmes de transport, et qui a également fait ses preuves pour les
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phénomènes de propagation d’ondes (en électromagnétisme par exemple). Après avoir dressé un
bref état de l’art dans le cas de l’advection-réaction, nous construisons la formulation naturelle
qui correspond à un schéma centré. Les illustrations numériques montrent qu’il est nécessaire de
stabiliser la formulation. Nous introduisons alors la formulation décentrée dite upwind qui nous
donne des résultats numériques satisfaisants. L’analyse complète est faite au chapitre suivant.
Après avoir illustré les caractéristiques des schémas, nous les évaluons en terme de dispersion
et dissipation afin de mettre en évidence les qualités de la formulation DG par rapport aux
formulations de type Petrov-Galerkin.
2.1 La méthode de Galerkin classique
Dans cette section, nous commençons par écrire le problème approché par la méthode de
Galerkin classique. Ensuite, nous montrons par des exemples numériques que cette méthode n’est
pas appropriée pour notre problème. Une analyse du schéma en terme d’erreur de convergence
met alors en évidence la sous optimalité de cette méthode.
2.1.1 La formulation classique
La méthode de Galerkin consiste à chercher la solution dans un espace d’approximation qui
est inclus dans l’espace continu H(Ω,v0,Γ−) et qui est constitué de fonctions continues sur Ω et
polynomiales sur chaque élément K du maillage Th de pas h. Cet espace s’exprime
Vh,0 = {vh ∈ C0(Ω¯); ∀K ∈ Th, vh|K ∈ Pk et vh|Γ− = 0}, (2.1)
où Pk est l’ensemble des fonctions polynomiales d’ordre supérieur ou égal à k avec k ∈ N+.
Afin d’obtenir un problème discret comprenant autant d’équations que d’inconnues, les fonctions
tests sont également prises dans cet espace d’approximation. Notons que ceci n’est pas naturel
puisque la fonction test n’est pas dérivée et pourrait être choisie moins régulière que l’inconnue
(discontinue d’un élément à l’autre par exemple). On parle alors de formulation Galerkin-Budnov.
Le problème approché s’exprime à l’aide de la forme bilinéaire continue
p(α; ., .) : W × L2(Ω) −→ R ou C
(ψ,ϕ) 7−→ p(α; ψ,ϕ) =
∫
Ω
(αψ + v0 · ∇ψ)ϕdx
de la façon suivante : Trouver ψh dans Vh,0 tel que
p(α; ψh, ϕh) = `(ϕh), ∀ϕh ∈ Vh,0, (2.2)
où W désigne pour simplifier l’espace H(Ω,v0,Γ−) défini au chapitre précédent.
2.1.2 Exemples numériques
Nous définissons maintenant deux configurations du problème de transport dont nous nous
servons au cours de ce chapitre pour tester les méthodes d’approximation envisagées. Prenons
un domaine Ω rectangulaire tel que Ω =] − L,L[×] − H,H[ avec L et H deux réels positifs.
L’écoulement porteur est pris horizontal et orienté de la gauche vers la droite. Le profil de vitesse,
représenté sur la figure 2.1, dépend uniquement de x2 de sorte que
v0 = v0(x2)ex1 , avec v0(x2) > v0 > 0 ∀x2 ∈]−H,H[.
Nous déterminons la solution approchée du problème αψ + v0(x2)
∂ψ
∂x1
= f sur Ω
ψ = g sur Γ−
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dans le cas de l’advection-réaction (α ∈ R+∗) et dans le cas du transport harmonique (α =
−iω, ω ∈ R+∗). Nous nous intéressons à deux configurations différentes :
– Cas 1 : le terme source f est nul et la condition à la limite sur Γ− est non nulle, c’est-à-dire
f(x1, x2) = 0 ∀(x1, x2) ∈ Ω,
g(x2) = 1 ∀x2 ∈ Γ−.
– Cas 2 : f est non nul et la condition à la limite sur Γ− est homogène, c’est-à-dire
f(x1, x2) = fs(x1, x2) ∀(x1, x2) ∈ Ω,
g(x2) = 0 ∀x2 ∈ Γ−
avec fs(x1, x2) = As exp
(
−|x1 − x1s|+ |x1 − x2s|
rs
)
où (x1s, x1s) et rs sont respectivement
le centre et le rayon de la source fs et As est un paramètre réel.
Dans les deux cas, la solution exacte du problème est connue. Son expression analytique, déjà
donnée au chapitre précédent, s’écrit
ψ(x1, x2) =
1
v0(x2)
∫ x1
0
f(s, x2)e
− α
v0(x2)
(x1−s)ds+ g(x2)e
− α
v0(x2)
x1 .
Les figures 2.2 et 2.3 représentent la solution exacte des problèmes d’advection-réaction et de
transport harmonique obtenues dans chacun des deux cas. Remarquons que dans le cas 1 la
solution exacte est très régulière (H2(Ω)) alors que dans le cas 2, elle est moins que H2(Ω) (à
cause des valeurs absolues dans l’expression de fs).
Les simulations numériques réalisées montrent que la méthode de Galerkin classique a des
difficultés à restituer la solution lorsque celle-ci n’est pas suffisamment régulière. En effet, pour le
transport harmonique dans les cas 1 et 2, la solution approchée est entachée de signaux parasites
comme le montre la figure 2.4. Nous observons pareillement ce genre de pollution sur la solution
approchée du problème d’advection-réaction mais seulement dans le cas 2. Dans le cas 1, elle est
obtenue avec très peu d’erreur. Nous ne l’avons pas représenté ici car la visualisation est similaire
à la solution exacte de la figure 2.2. Cependant, nous pourrions voir que la prise en compte d’une
condition à la limite discontinue de la forme
g(x2) =
{
1 si x2 < 0
0 si x2 ≥ 0
conduit de nouveau à l’apparition de signaux pollués comme ceux de la figure 2.5.
Remarque 2.1. Les résultats numériques montrent qu’aucune des méthodes d’approximation
étudiées dans ce chapitre n’a de difficulté à restinuer la solution du problème d’advection-réaction
dans le cas 1. Les difficultés éventuelles se manifestent par exemple pour une condition à la limite
discontinue. Dans la suite, nous ne reviendrons pas sur ce test.
2.1.3 Condition inf-sup en norme du graphe : stabilité non uniforme
A h fixé, le problème approché par la méthode de Galerkin classique est bien posé. En effet,
pour α ∈ R+∗, on montre dans [44] que la forme bilinéaire p du problème 1D vérifie sur Vh,0×Vh,0
une relation de stabilité en O(h) de la forme
$h := inf
ψh∈Vh,0
sup
ϕh∈Vh,0
<e p(ψh , ϕh)
‖ψh‖H‖ϕh‖0,Ω = O(h) > 0 (2.3)
où ‖ · ‖H désigne la norme du graphe définie par ‖ψh‖H = ‖ψh‖0,Ω + ‖∇ψh · v0‖0,Ω. En outre,
nous pouvons vérifier, par détermination numérique de la constante inf-sup, que ce résultat est
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Fig. 2.1: Définition du domaine Ω et profil de l’écoulement porteur v0.
Fig. 2.2: Solution exacte du problème d’avection réaction (α = 15) dans le cas 1 (à gauche) et le
cas 2 (à droite).
Fig. 2.3: Partie réelle de la solution exacte du problème de transport harmonique (α = −2i) dans
le cas 1 (à gauche) et le cas 2 (à droite).
Fig. 2.4: Exemple de signaux parasites obtenus sur la solution du problème de transport har-
monique (α = −2i) calculée par les schémas de Galerkin classique et Galerkin discontinu centré
dans le cas 1 (à gauche) et 2 (à droite).
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Fig. 2.5: Exemple de signaux parasites sur les solutions du problème d’advection-réaction (α = 15)
obtenues par les schémas de Galerkin classique et Galerkin discontinu centré dans le cas 1 avec
condition à la limite discontinue (à gauche) et dans le cas 2 (à droite).
Fig. 2.6: Constante inf-sup en fonction du pas de maillage h pour le problème de transport
harmonique.
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également valide en 2D et dans le cas du transport harmonique. Le calcul est détaillé en annexe
E. Il s’agit en fait de la résolution numérique d’un problème aux valeurs propres généralisées [10]
que nous réalisons pour une famille de maillages. Nous obtenons la figure 2.6 qui représente la
condition inf-sup exprimée en norme du graphe en fonction du pas de maillage h. La condition inf-
sup décroît proportionnellement à h lorsqu’on raffine le maillage. Autrement dit, elle se comporte
en O(h). Nous pouvons alors vérifier que
‖ψh‖H ≤ 1
$h
‖f‖0,Ω. (2.4)
En effet, d’après la relation (2.3), si ψh est solution de (2.2), il vient
‖ψh‖H ≤ 1
$h
sup
ϕh∈Vh,0
<e p(α; ψh , ϕh)
‖ϕh‖0,Ω =
1
$h
sup
ϕh∈Vh,0
<e
∫
Ω
fϕh dx
‖ϕh‖0,Ω =
1
$h
‖f‖0,Ω.
Lorsque h devient petit, le second membre de (2.4) explose ce qui annonce un problème de stabilité
de la méthode.
De plus, l’estimation d’erreur en norme ‖ · ‖H est sous-optimale. Considérons Πh le projecteur
de W = H(Ω,v0,Γ−) dans Vh,0 optimal pour la norme du graphe ‖ · ‖H . De même par la relation
(2.3), nous avons
$h ≤ sup
ϕh∈Vh,0
<e p(α; ψh , ϕh)
‖ψh‖H‖ϕh‖0,Ω , ∀ψh ∈ Vh,0.
En particulier, l’erreur discrète eh := Πhψ − ψh est dans Vh,0, d’où
$h‖Πhψ − ψh‖H ≤ sup
ϕh∈Vh,0
<e p(α; Πhψ − ψh , ϕh)
‖ϕh‖0,Ω , ∀ψh ∈ Vh,0.
Par consistance de l’approximation, nous pouvons alors écrire
$h‖Πhψ − ψh‖H ≤ sup
ϕh∈Vh,0
<e p(α; Πhψ − ψ + ψ − ψh , ϕh)
‖ϕh‖0,Ω
= sup
ϕh∈Vh,0
<e p(α; Πhψ − ψ , ϕh)
‖ϕh‖0,Ω ,
c’est-à-dire
$h‖Πhψ − ψh‖H ≤ ‖α(Πhψ − ψ) + v0 · ∇(Πhψ − ψ)‖0,Ω ≤ C‖Πhψ − ψ‖H .
D’où, par l’inégalité triangulaire
‖ψ − ψh‖H ≤ ‖ψ −Πhψ‖H + ‖Πhψ − ψh‖H ,
il vient l’estimation d’erreur
‖ψ − ψh‖H ≤
(
1 + C
$h
)
inf
wh∈Vh
‖ψ − wh‖H
qui est sous-optimale car $h est en O(h). Lorsque le pas de maillage devient petit, nous avons
un mauvais contrôle de l’erreur exprimée avec la norme ‖ · ‖H . Nous pouvons imaginer que ce
sont les oscillations parasites observées sur les figures précédentes qui alimentent la dégradation
de l’erreur.
Même si l’analyse est menée dans une norme moins forte que la norme ‖·‖H , nous aboutissons
également à la sous-optimalité de la méthode. C’est l’objet du paragraphe suivant.
2.1. La méthode de Galerkin classique 47
2.1.4 Analyse en norme dite énergie : stabilité uniforme mais estimation d’er-
reur sous-optimale
D’après le corollaire 1.7, lorsque α ∈ R+∗, la forme bilinéaire p satisfait la relation : ∀ψh ∈ Vh,0,
<e p(α; ψh, ψh) = |α|‖ψh‖20,Ω +
1
2‖(v0 · n)
1/2ψh‖20,Γ+ , (2.5)
puisque Vh,0 est inclus dans H(Ω,v0,Γ−). Cette relation nous fournit l’expression d’une nouvelle
norme ne faisant pas intervenir la dérivée convective :
‖ψh‖2E := |α|‖ψh‖20,Ω +
1
2‖(v0 · n)
1/2ψh‖20,Γ+ .
Nous l’appellerons ici norme énergie. La méthode de Galerkin classique est uniformément stable
avec cette norme. En effet :
Proposition 2.2. Soit α ∈ R+∗. La forme bilinéaire p est uniformément stable pour la norme
‖ · ‖E, plus précisément la condition inf-sup suivante est vérifiée
inf
ψh∈Vh,0
sup
ϕh∈Vh,0
<e p(α; ψh, ϕh)
‖ψh‖E‖ϕh‖E ≥ $ > 0.
Démonstration. Soit ψh ∈ Vh,0. Pour tout ϕh de Vh,0, nous avons d’après la relation (2.5)
sup
ϕh∈Vh,0
<e p(α; ψh, ϕh)
‖ϕh‖E ≥
<e p(α; ψh, ψh)
‖ψh‖E ≥ ‖ψh‖E , ∀ψh ∈ Vh,0. (2.6)
L’inégalité précédente est en particulier vraie pour l’inf sur les ψh de Vh,0.
Remarque 2.3. Nous aurions pu aussi obtenir la même condition inf-sup dans le cas du problème
de transport harmonique. Cependant, la démonstration aurait demandé de construire un champ
test particulier en utilisant le problème adjoint ainsi qu’un opérateur de projection sur l’espace
discret. Nous avons déjà parlé de cette manipulation supplémentaire à la fin du chapitre 1 et nous
la détaillerons complètement au chapitre 3 pour le schéma de Galerkin discontinu.
Afin d’estimer l’erreur en norme énergie, il faut un résultat de continuité exprimé avec cette
même norme :
Proposition 2.4. La forme bilinéaire p vérifie sur W × Vh,0 l’estimation suivante :
|p(α; ψ, ϕh)| ≤ CE‖ψ‖E
(
‖ϕh‖2E + ‖∇ϕh · v0‖20,Ω
)1/2
, ∀(ψ, ϕh) ∈W × Vh,0. (2.7)
Démonstration. Soient (ψ, ϕh) ∈W × Vh,0. Une intégration par parties permet d’écrire
p(α; ψ, ϕh) =
∫
Ω
ψ(αϕh + v0 · ∇ϕh) dx+
∫
Γ+
(v0 · n)ψϕhdγ.
Le résultat est ensuite obtenu par inégalité de Cauchy-Schwarz.
L’estimation d’erreur en norme énergie est sous-optimale :
Proposition 2.5. L’approximation de Galerkin classique (2.2) verifie une estimation d’erreur
en norme énergie de la forme :
‖ψ − ψh‖E ≤ CE
(
1 + C(v0)
h2
)1/2
inf
vh∈Vh,0
‖ψ − vh‖E .
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Démonstration. Soit Πh le projecteur optimal pour la norme ‖ · ‖E . Par inégalité triangulaire,
nous avons
‖ψ − ψh‖E ≤ ‖ψ −Πhψ‖E + ‖Πhψ − ψh‖E . (2.8)
Déterminons un contrôle de l’erreur discrète en norme énergie. La relation de coercivité (2.5)
donne
‖ψh −Πhψ‖2E = <e p(α; ψh −Πhψ, ψh −Πhψ)
= <e p(α; ψh − ψ + ψ −Πhψ, ψh −Πhψ).
Ensuite, par consistance de la méthode, il vient
‖ψh −Πhψ‖2E = p(α; ψ −Πhψ, ψh −Πhψ).
En utilisant la propriété de continuité (2.7) de p, nous avons l’estimation
‖ψh −Πhψ‖2E ≤ CE‖ψ −Πhψ‖E
(
‖ψh −Πhψ‖2E + ‖v0 · ∇(ψh −Πhψ)‖20,Ω
)1/2
.
Ensuite, lorsque {Th}h>0 est une famille régulière de maillages affines du domaine Ω, nous avons
l’inégalité inverse suivante vérifiée pour toute fonction ϕh de Vh,0
‖v0 · ∇ϕh‖20,Ω ≤ C(v0)
‖ϕh‖20,Ω
h2
(2.9)
avec C(v0) indépendant de h. Avec cette inégalité inverse, l’estimation précédente devient
‖ψh −Πhψ‖2E ≤ CE
(
1 + C(v0)
h2
)1/2
‖ψ −Πhψ‖E‖ψh −Πhψ‖E
où un terme en h intervient au dénominateur de la constante. Enfin, la propriété résulte de la
combinaison de l’estimation précédente avec la relation (2.8).
La condition inf-sup exprimée avec la norme énergie est certes uniforme. Mais elle est ex-
primée en norme énergie et donc ne fait pas intervenir la norme de la dérivée convective. En
conséquence, l’inégalité inverse utilisée pour avoir la norme adéquate sur la propriété de conti-
nuité fait apparaître un terme en h−1 dans l’estimation d’erreur. De nouveau, nous aboutissons
à la sous-optimalité de la méthode de Galerkin classique.
En fait, il est bien connu que les méthodes de type Galerkin-Budnov conduisent à des ap-
proximations sous-optimales des problèmes d’équations aux dérivées partielles d’ordre un. Il y a
alors, dans certains cas, apparitions d’oscillations parasites dans les solutions calculées comme vu
précédemment et parfois même non convergence pour des données peu régulières. Pour éviter ces
phénomènes, une approche classique consiste à utiliser une formulation stabilisée de la méthode
Galerkin classique. C’est l’objet du prochain paragraphe.
2.2 La formulation de Petrov-Galerkin
Les méthodes de stabilisation de la formulation de Galerkin, aussi appelées approches de
Petrov-Galerkin, ont été conçues pour traiter des problèmes de mécanique des fluides pour les-
quels des termes de convection sont dominants. En particulier, les équations d’advection-réaction-
diffusion et advection-diffusion [77, 59] avec advection dominante ainsi que l’équation de la neutro-
nique ont motivé de nombreuses études sur les méthodes de stabilisation. Elles consistent à récupé-
rer de l’ellipticité par l’ajout de termes de convection dans la formulation. Les approches Galerkin-
Petrov se caractérisent également par le choix de deux espaces discrets différents pour l’espace des
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fonctions tests et l’espace des solutions. Par exemple, les méthodes DPG [37] consistent à choisir
l’espace des fonctions tests de façon à ce qu’il permette d’aboutir à des estimations d’erreurs op-
timales. Une revue détaillée des méthodes de Petrov-Galerkin est proposée dans [46]. Certes ces
formulations améliorent la stabilité, mais les schémas numériques obtenus ont un comportement
fortement dissipatif. Pour les problèmes hyperboliques purs ne faisant pas intervenir de terme
de diffusion, cette forte dissipation n’est pas acceptable. Dans cette section, nous présentons la
méthode SUPG (Streamline Upwind Petrov Galerkin) et la méthode des moindres carrés (ou LS
pour least square) qui sont deux formulations de Galerkin-Petrov fréquemment utilisées.
2.2.1 Formulation générale de l’approche Petrov-Galerkin
Cette formulation consiste à tester la forme bilinéaire avec une fonction de L2(Ω) exprimée à
l’aide d’un isomorphisme P d’ordre un tel que
P : W −→ L2(Ω).
La formulation Petrov-Galerkin du problème de transport s’exprime alors à l’aide de cet opérateur
sous la forme suivante :
Trouver ψh dans Vh,0 ⊂W tel que
p(α; ψh, Pϕh) = `(Pϕh), ∀ϕh ∈ Vh,0 (2.10)
où quelle que soit la fonction ϕh, la fonction test Pϕh est dans un espace d’approximation Th,0 ⊂
L2(Ω) différent de l’espace des solutions Vh,0.
En outre, l’introduction dans le schéma de la dissipation le long des lignes de courant est
réalisée par l’opérateur P grâce à un terme d’advection. La formulation SUPG, introduite par
Brooks et Hughes dans [29], s’exprime avec
PSUPG : ϕh 7−→ ϕh + δh∇ϕh · v0
où δh est le paramètre de stabilisation permettant de contrôler la quantité de dissipation introduite
dans le schéma et d’ajuster sa stabilité. Pour la formulation moindres carrés [18, 19], P est choisi
égal à l’opérateur de transport :
PLS : ϕh 7−→ αϕh +∇ϕh · v0.
Dans la suite, nous étudions succinctement chacune de ces deux formulations afin d’évaluer
leur pertinence pour le problème de transport.
2.2.2 Formulation LS : stabilisation indépendante du pas de maillage
Nous considérons le problème variationnel suivant
Trouver ψ dans W tel que∫
Ω
(αψ + v0 · ∇ψ) (αϕ+∇ϕ · v0) dx =
∫
Ω
f (αϕ+∇ϕ · v0) dx, ∀ϕ ∈W. (2.11)
Notons pLS la forme bilinéaire associée à ce problème. Nous avons en fait
pLS(α; ψ, ϕ) = p(α; ψ, αϕ+ v0 · ∇ϕ),∀ψ,ϕ ∈W.
En utilisant les propriétés de p, nous montrons de façon immédiate que la forme pLS est coercive
et continue sur W ×W et entre ainsi dans le cadre du théorème de Lax-Milgram. Ce résultat est
obtenu avec une norme fournissant le contrôle du terme convectif.
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Proposition 2.6. Pour α complexe non nul, la forme définie par
‖ϕ‖2LS := pLS(α; ϕ, ϕ)
est une norme sur W . Plus précisément, il existe deux constantes positives c1 et c2 telles que
c1‖ϕ‖H ≤ ‖ϕ‖LS ≤ c2‖ϕ‖H , ∀ϕ ∈W. (2.12)
En conséquence, le problème (2.11) est bien posé dans W et la solution vérifie la relation de
stabilité
‖ψ‖LS ≤ ‖f‖0,Ω. (2.13)
Démonstration. D’après la proposition 1.16, p vérifie une condition inf-sup de la forme (1.43).
Nous avons alors ∀ψ ∈W
$‖ψ‖H ≤ sup
ϕ∈L2(Ω)
p(α; ψ, ϕ)
‖ϕ‖0,Ω = ‖αψ + v0 · ∇ψ‖0,Ω = ‖ψ‖LS , (2.14)
et par définition de ‖ψ‖LS , il vient directement ‖ψ‖LS ≤ ‖ψ‖H . Donc la forme bilinéaire associée
pLS est un produit scalaire sur W . En conséquence, elle est continue et coercive sur W × W
par l’inégalité (2.12). D’après le théorème de Lax-Milgram, le problème (2.11) admet une unique
solution dans W . De plus sa solution est stable, en effet l’inégalité de Cauchy-Schwarz conduit à
‖ψ‖2LS = pLS(α; ψ, ψ) =
∫
Ω
f (αψ +∇ψ · v0) dx ≤ ‖f‖0,Ω‖αψ +∇ψ · v0‖0,Ω,
d’où l’inégalité (2.13).
La solution approchée ψh est recherchée dans l’espace d’approximation Vh,0 définie par la
relation (2.1) et le problème discret s’écrit
Trouver ψh dans Vh,0 ⊂W tel que
pLS(α; ψh, ϕh) =
∫
Ω
f (αϕh +∇ϕh · v0) dx, ∀ϕh ∈ Vh,0. (2.15)
Par application du lemme de Céa, nous avons la
Proposition 2.7. L’estimation d’erreur associée au problème (2.15) est quasi-optimale et l’esti-
mation
‖ψ − ψh‖LS ≤ (1 + C) inf
wh∈Vh,0
‖wh − ψ‖LS
est vérifiée avec C une constante positive.
La formulation LS semble d’autant plus appropriée que cette estimation d’erreur optimale est
exprimée en norme ‖·‖LS . Nous contrôlons non seulement l’erreur L2(Ω) sur la solution mais aussi
sur sa dérivée convective. Pourtant, les résultats numériques n’apportent pas entière satisfaction.
En effet, le schéma obtenu s’avère avoir un comportement fortement dissipatif, en particulier pour
α = −iω.
Nous résolvons par cette méthode les cas tests 1 et 2 présentés au paragraphe 2.1.2 sur deux
maillages différents, l’un de pas h et l’autre plus raffiné de pas h/4. Il n’y a pas de signaux
parasites dans les résultats obtenus mais la comparaison de la solution calculée avec la solution
exacte montrent des défauts d’amplitude visibles sur les figures 2.7 et 2.8. Pour le transport
harmonique avec le maillage de pas h, le caractère elliptique du schéma est encore plus pénalisant
puisqu’il entraîne même une remonté du signal vers l’amont du terme source f : le schéma ne sait
pas privilégier un sens de convection plutôt que l’autre. Nous pourrions obtenir une approximation
acceptable, mais pour cela il faudrait raffiner, et donc augmenter la taille du système à inverser,
de façon drastique.
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2.2.3 Formulation SUPG : paramètre de stabilisation en O(h)
Afin de choisir la quantité de diffusion introduite dans le schéma, nous pondérons le terme
advectif de la fonction test par un paramètre. Partant du constat que la dissipation du schéma
LS est d’autant plus forte que le maillage est grossier, nous prenons un paramètre de stabilisation
δh réel proportionnel à h le pas de maillage. Nous utilisons l’opérateur
PSUPG : ϕh 7−→ ϕh + δh∇ϕh · v0
pour exprimer le problème variationnel :
Trouver ψ dans W tel que∫
Ω
(αψ + v0 · ∇ψ) (ϕ+ δh∇ϕ · v0) dx =
∫
Ω
f (ϕ+ δh∇ϕ · v0) dx, ∀ϕ ∈W. (2.16)
L’approximation conforme associée s’exprime de façon analogue à (2.15) par
Trouver ψh dans Vh,0 ⊂W tel que
psupg(α; ψh, ϕh) =
∫
Ω
f (ϕh + δh∇ϕh · v0) dx, ∀ϕh ∈ Vh,0. (2.17)
La forme bilinéaire psupg de ce nouveau schéma vérifie aussi une estimation de stabilité. Mais
celle-ci est obtenue dans une norme moins forte que la norme ‖ · ‖H . Il y a affaiblissement du
contrôle du terme convectif.
Proposition 2.8. La forme bilinéaire psupg vérifie pour toute fonction ψ de W la relation de
coercivité suivante :
psupg(α; ψ, ψ) ≥ C‖ψ‖2H,δh
où C est une constante positive et où la norme ‖ψ‖2H,δh dépend du paramètre de stabilisation et
est définie par
‖ψ‖2H,δh := ‖α1/2ψ‖20,Ω + ‖(δh)1/2∇ψ · v0‖20,Ω + ‖(v0 · n)1/2ψ‖20,Γ+ .
Démonstration. Soit ψ dans W . Nous avons
<e psupg(α; ψ, ψ) =
∫
Ω
α|ψ|2 + δh|v0 · ∇ψ|2 dx+ 12
∫
Γ+
(v0 · n)|ψ|2 dγ + <e
(
αδh
∫
Ω
ψv0 · ∇ψ dx
)
.
L’inégalité de Cauchy-Schwarz permet d’écrire
<e psupg(α; ψ, ψ) ≥ ‖α1/2ψ‖20,Ω + ‖(δh)1/2∇ψ · v0‖20,Ω +
1
2‖(v0 · n)
1/2ψ‖20,Γ+
− ‖α1/2ψ‖0,Ω‖(δh)1/2∇ψ · v0‖0,Ω.
Nous obtenons finalement
<e psupg(α; ψ, ψ) ≥ 12
(
‖α1/2ψ‖20,Ω + ‖(δh)1/2∇ψ · v0‖20,Ω + ‖(v0 · n)1/2ψ‖20,Γ+
)
.
De façon classique, nous avons une relation de continuité exprimée à l’aide de la norme ‖·‖H,δh .
Proposition 2.9. La forme bilinéaire psupg est continue sur W ×W et
|psupg(α; ψ, ϕ)| ≤ ‖ψ‖H,δh, 12 ‖ϕ‖H,δh ,
avec ‖ψ‖2
H,δh,
1
2
:= ‖ψ‖2H,δh + ‖δ
−1/2
h ψ‖20,Ω.
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Démonstration. Nous avons, ∀(ψ,ϕ) ∈W ×W
psupg(α; ψ, ϕ) =
∫
Ω
(αψ + v0 · ∇ψ)ϕdx+
∫
Ω
δh(αψ + v0 · ∇ψ)v0 · ∇ϕdx.
Par intégration par parties sur le premier terme, il vient
psupg(α; ψ, ϕ) =
∫
Ω
ψ(αϕ− v0 · ∇ϕ) dx+ 12
∫
Γ+
(v0 · n)ψϕdγ +
∫
Ω
δh(αψ + v0 · ∇ψ)v0 · ∇ϕdx.
L’inégalité de Cauchy-Schwarz permet d’obtenir le résultat suivant
|psupg(α; ψ, ϕ)| ≤ C
(
‖|α|1/2ψ‖20,Ω + ‖δ−1/2h ψ‖20,Ω +
1
2‖(v0 · n)
1/2ψ‖20,Γ+ + ‖δ1/2h v0 · ∇ψ‖20,Ω
)1/2
(
‖|α|1/2ϕ‖20,Ω + ‖δ1/2h v0 · ∇ϕ‖20Ω +
1
2‖(v0 · n)
1/2ϕ‖20,Γ+
)1/2
.
Nous pouvons alors estimer l’erreur en norme ‖ · ‖H,δh .
Proposition 2.10. L’estimation d’erreur associée au problème (2.17) est quasi-optimale pour la
norme ‖ · ‖H,δh :
‖ψ − ψh‖H,δh ≤ (1 + C) infwh∈Vh,0 ‖wh − ψ‖H,δh, 12
avec C une constante positive. Si de plus ψ ∈ Hk+1(Ω) et δh = δh avec δ ∈ R , il vient
‖ψ − ψh‖H,δh 4 hk+1/2‖ψ‖Hk+1(Ω).
Démonstration. Soit Πh le projecteur de W dans Vh,0 optimal pour la norme ‖ · ‖H,δh, 12 . La
proposition 2.8 ainsi que la consistance de la formulation SUPG conduisent à
‖Πhψ − ψh‖2H,δh ≤ psupg(α; Πhψ − ψ, Πhψ − ψh).
La relation de continuité de la proposition 2.9 donne alors
‖Πhψ − ψh‖2H,δh ≤ C‖Πhψ − ψ‖H,δh, 12 ‖Πhψ − ψh‖H,δh .
Nous avons donc par inégalité triangulaire
‖ψ − ψh‖H,δh ≤ ‖ψ −Πhψ‖H,δh + ‖Πhψ − ψh‖H,δh
≤ ‖ψ −Πhψ‖H,δh + ‖Πhψ − ψ‖H,δh, 12 ,
d’où la première inégalité de la proposition, par définition du projecteur optimal. Notons Ikh
l’interpolateur de Lagrange sur Vh,0. Nous avons
‖ψ − ψh‖H,δh ≤ (1 + C) infwh∈Vh,0 ‖ψ − wh‖H,δh, 12 ≤ (1 + C)‖ψ − I
k
hψ‖H,δh, 12 . (2.18)
Si ψ ∈ Hk+1(Ω) , nous pouvons, à l’aides des propositions C.1, C.2 et C.4, majorer chacun des
termes de ‖ψ − Ikhψ‖H,δh, 12 :
‖ψ − Ikhψ‖0,Ω 4 hk+1‖ψ‖Hk+1(Ω)
‖δ1/2h v0 · ∇(ψ − Ikhψ)‖0,Ω 4 δ1/2h hk‖ψ‖Hk+1(Ω)
‖(v0 · n)1/2(ψ − Ikhψ)‖0,Γ+ 4 hk+1/2‖ψ‖Hk+1(Ω).
Il vient alors, pour δh = δh avec δ ∈ R, la deuxième inégalité de la proposition.
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Remarque 2.11. Les mêmes résultats peuvent être obtenus pour le problème de transport
harmonique. Les démonstrations ne sont pas faites ici pour les raisons énoncées par la remarque
2.3.
La formulation SUPG est coercive et nous avons pu obtenir une estimation d’erreur quasi-
optimale. Cependant, il est intéressent de noter que la norme de l’estimation d’erreur fait interve-
nir δh en facteur de la dérivée convective. Or, l’expérience montre que pour limiter la dissipation
du schéma il faut prendre δh proportionnel au pas de maillage h. En conséquence, par rapport
au schéma des moindres carrés (LS), il y a affaiblissement du contrôle sur l’erreur commise en
norme de la dérivée convective.
Les tests numériques réalisées dans les cas 1 et 2 montrent en outre que le paramètre δh
permet de contrôler le caractère dissipatif ainsi que la stabilité du schéma SUPG. Les simulations
présentées sont réalisées pour δh tel que
δh = δ
|α|
|v0|h, δ ∈ R
avec plusieurs valeurs de δ. La figure 2.9 concerne le problème de transport harmonique dans le cas
2. Les mêmes observations peuvent être faites dans le cas 1 ainsi qu’avec le problème d’advection-
réaction. Afin de mieux visualiser l’influence de δ, les solutions sont tracées le long de la droite
d’équation x2 = constante. Nous remarquons d’abord que le schéma SUPG est clairement moins
dissipatif que le schéma des moindres carrés. Ensuite, nous constatons que la solution approchée
est d’autant plus dissiper que la valeur du paramètre δ est grande. Dans certains cas, lorsque δ est
trop petit, la solution peut même être de nouveau polluée par des oscillations parasites. En fait,
pour de faibles valeurs de δh, le contrôle de l’erreur sur la dérivée convective est trop affaibli et le
schéma retrouve un comportement semblable à celui du schéma de Galerkin classique. Finalement,
le paramètre de stabilisation réalise un compromis entre l’approximation Galerkin classique et la
formulation des moindres carrés. La détermination de la valeur de δh représente un des principaux
enjeux pour la méthode SUPG car il dépend du problème traité et les choix possibles sont infinis.
La détermination de sa valeur optimale a fait l’objet de nombreux travaux mais reste une question
ouverte [46]. Ce choix constitue l’un des inconvénients majeurs des méthodes de Petrov-Galerkin.
2.3 Méthodes de Galerkin discontinues
Dans cette section, nous commençons par rappeler succinctement les principales références
traitant des méthodes de Galerkin discontinues (GD) pour les problèmes hyperboliques et en
particulier pour l’équation d’advection-réaction. Nous construisons ensuite la formulation de façon
naturelle en réalisant, pour chaque élément de maillage, une intégration par parties sur le terme
de dérivée convective puis en réorganisant les termes d’intégration de bords. L’approximation
obtenue consiste en un schéma centré, stable uniquement pour la norme L2(Ω). Il n’y a pas de
contrôle de la dérivée convective. Comme dans le cas de l’approximation de Galerkin continue, il
faut stabiliser la formulation [27]. Nous obtenons alors, pour une valeur particulière du paramètre
de stabilisation, la formulation DG décentrée (ou upwind) initialement proposée dans [74]. Des
tests numériques permettent de valider le choix de cette formulation pour l’approximation du
problème de transport harmonique. L’analyse de la convergence, qui constitue l’un des apports
de la thèse, sera faite au chapitre suivant.
2.3.1 Références bibliographiques
Les premières références traitant des méthodes de Galerkin discontinues datent du début des
années soixante-dix. Depuis, ces méthodes ont connu un fort développement, que ce soit pour
des problèmes elliptiques [3] ou hyperboliques [27] et plus généralement pour les systèmes de
Friedrichs [45, 58]. Une revue complète est faite dans [34].
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La formulation de Galerkin discontinue a pour la première fois été introduite en 1973 par Reed
et Hill pour résoudre une équation de transport de neutrons. Il s’agit d’une équation de transport
scalaire pour laquelle le coefficient de réaction α est un nombre réel et le vecteur de convection
v0 est supposé constant et unitaire. LeSaint et Raviart proposent une première analyse de cette
formulation, aussi appelée formulation upwind, en 1974 [64]. Ils montrent la convergence de la
méthode en hk sur des maillages triangulaires et en hk+1 sur maillages cartésiens où h est le pas de
maillage et k l’ordre des polynômes d’interpolation. Ils montrent également qu’il est possible de
calculer l’approximation DG élément par élément, sans inverser un système matriciel global. En
1986, Johnson et Pitkäranta améliorent l’analyse dans [60]. Ils choisissent un vecteur de convection
constant mais considèrent que le coefficient de réaction est une fonction à valeurs réelles. Une
convergence en hk+1/2 est obtenue sur maillage triangulaire et avec une norme dépendant de h.
D’autres études ont ensuite été menées dans le but de démontrer une estimation d’erreur
optimale ou quasi-optimale. Il est possible d’obtenir de tels résultats [75] en norme L2 mais
sous des conditions très spécifiques sur l’orientation de l’écoulement v0 par rapport au maillage.
Sur maillage quelconque, cette estimation n’est pas vérifiée [69]. Pour des écoulements porteurs
variables, il faut attendre les travaux de Bey et Oden en 1996. Dans [17], une première analyse hp
de la méthode est faite pour v0 non constant. Ces travaux sont ensuite étendus pour α ∈ C0(Ω¯)
et v0 ∈ C0(Ω¯)2 non constant dans [52].
Depuis les années 2000, de nombreux auteurs s’intéressent aux méthodes DG. Elles sont en
effet particulièrement adaptées pour la mise en oeuvre de techniques de raffinement de maillage
car elles autorisent l’utilisation de maillages non-conformes. Il s’agit par exemple d’adapter le
maillage selon un critère de précision dans des zones où la solution présente des singularités et
au contraire relâcher la précision du maillage là où la solution varie peu. Une des problématiques
sous-jacentes concerne la conception de critères efficaces pour sélectionner les éléments à raffiner
ou dé-raffiner. On parle d’estimateurs d’erreur a posteriori ou encore de méthodes "goal-oriented"
[30, 62, 61]. Avec les méthodes DG, il est également possible d’augmenter localement l’ordre des
polynômes d’interpolation. Ceci donne lieu à l’étude des méthodes dites hp qui consistent, à la
fois, à raffiner le maillage (h) et augmenter l’ordre des polynômes (p) de façon locale [33]. Enfin,
notons que les méthodes DG sont parallélisables mais leur inconvénient majeur reste la taille
importante des systèmes à inverser en terme de nombre de degrés de liberté.
2.3.2 La formulation naturelle : schéma centré
La méthode de Galerkin discontinue consiste à rechercher la solution approchée dans un
espace discret autorisant des discontinuités à la traversée des faces entre les éléments du maillage,
d’où l’appellation de méthode discontinue. Plus précisément, l’espace d’approximation est un
sous espace de L2(Ω) à la différence des méthodes de Galerkin classiques pour lesquelles l’espace
d’approximation est inclus dans C0(Ω). La solution est en fait cherchée dans un sous-espace des
fonctions continues par morceaux (les morceaux étant les éléments du maillage).
Admettons que nous sachions que la solution recherchée est continue sur tout le domaine Ω
et qu’elle vérifie une condition aux limites sur ∂Ω. Il faut donner un moyen au schéma numérique
de rétablir la continuité et tenir compte de la condition aux limites. Pour cela, nous choisissons
l’approximation de la forme bilinéaire de telle sorte qu’elle impose cette continuité ainsi que la
condition à la limite par le biais de termes supplémentaires. Nous disons qu’elles sont imposées
faiblement. C’est là qu’intervient la notion de flux de la solution à travers les faces des éléments
du maillage. Ce flux est approché par une expression combinant le saut et la moyenne des valeurs
de la solution de part et d’autre des interfaces entre éléments. Il existe de nombreuses façons de
choisir ces flux. Il s’agit d’un paramètre important des méthodes de Galerkin discontinues car les
flux définissent la formulation DG et influent sur la stabilité de la méthode. Par la suite, nous
déroulons de façon "naturelle" la construction de l’approximation GD de la forme bilinéaire. Nous
verrons qu’elle conduit à l’utilisation de flux dit centrés donnant lieu à un schéma numérique
instable.
2.3. Méthodes de Galerkin discontinues 55
Soit Th une famille régulière de décompositions du domaine Ω en éléments Ki (triangles) de
sorte que
Ω = ∪Ni=1Ki et Ki ∩Kj = ∅, ∀i 6= j.
Notons en outre Eh l’ensemble des faces ou bords des éléments de Th. Afin de simplifier les
écritures, nous faisons l’hypothèse suivante
∃k > 0 tel que |v0 · n| ≥ k ou v0 · n ≡ 0 sur chaque face e de Eh. (2.19)
Autrement dit, les bords des éléments sont soit à flux d’écoulement entrant, soit sortant, soit
glissant. Il ne peut pas y avoir sur une même face une zone à flux entrant et une autre à flux
sortant. Parmi les éléments de Eh, nous distinguons :
– l’ensemble des faces appartenant à ∂Ω, noté Ebh,
– l’ensemble des faces intérieures au domaine Ω, noté E ih,
– les ensembles des faces appartenant aux bords à flux entrant et sortant Γ± définis par
Eb,±h = {e ∈ Ebh : e ⊂ Γ±},
– l’ensemble des faces appartenant au bord glissant Γ0 défini par
Eb,0h = {e ∈ Ebh : v0|e · n ≡ 0 sur e avec n une normale unitaire de e},
– les ensembles des faces intérieures sur lesquelles le flux de l’écoulement v0 est soit non nul,
soit nul, respectivement définis par
E i,±h = {e ∈ E ih : ∃k > 0, |v0|e · n| ≥ k sur e avec n une normale unitaire de e},
et
E i,0h = {e ∈ E ih : |v0|e · n| ≡ 0 sur e avec n une normale unitaire de e}.
Pour construire la formulation GD, nous considérons le problème de transport défini sur chaque
élément Ki. Pour tout Ki, i = 1, N , nous cherchons ψ|Ki la solution du problème de transport
définie sur Ki. Comme pour le problème défini sur tout le domaine Ω, nous demandons à ψ ainsi
que sa dérivée convective v0 · ∇ψ d’être dans L2(Ki). Nous introduisons alors l’espace brisé
Hconv(Th) =
{
ϕ ∈ L2(Ω) : ∇ϕ · v0|Ki ∈ L2(Ki) et ϕ ∈ H1/2+ε(Ki), ∀Ki ∈ Th
}
(2.20)
avec ε un réel strictement positif. De façon analogue au problème de transport initial, il faut
donner un sens à la trace des fonctions de Hconv(Th) sur les bords du domaine ici les faces des
éléments. Comme ∀ϕ ∈ Hconv(Th) nous avons ϕ ∈ H1/2+ε(Th), alors il vient
∀ϕ ∈ Hconv(Th), ∀e ∈ Eb,−h ∪ Eb,+h ∪ E i,±h , ϕ|e ∈ L2(e).
Ainsi, pour chaque Ki de Th, nous avons donné un sens aux fonctions de Hconv(Th) sur les e ⊂ ∂Ki
à flux de v0 non nul. Remarquons alors que pour chaque face intérieure, il y a deux traces de ϕ
distinctes correspondant à chacun des deux éléments partageant cette face. Soit e ∈ E i,±h , notons
K±e les deux éléments de Th tels que e = K+e ∩ K−e et v0|e est dirigé de K−e vers K+e comme
représenté sur la figure 2.10. Pour toute fonction ϕ de Hconv(Th), notons également ϕ+e et ϕ−e
ses deux traces sur e, l’une attachée à l’élément K+e et l’autre à K−e . Enfin, nous définissons le
saut des fonctions ϕ de Hconv(Th) sur les faces intérieures à flux d’écoulement non nul de la façon
suivante
[[ϕ]] = ϕ+e − ϕ−e , ∀e ∈ E i,±h . (2.21)
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Sur les faces appartenant à la frontière de Ω , nous prenons
[[ϕ]] = ϕ+e , ∀e ∈ Eb,−h et [[ϕ]] = −ϕ−e , ∀e ∈ Eb,+h . (2.22)
Nous définissons aussi la moyenne de ϕ sur e par
{ϕ} = 12(ϕ
+
e + ϕ−e ), ∀e ∈ E i,±h . (2.23)
De plus, nous prenons
{ϕ} = ϕ+e , ∀e ∈ Eb,−h et {ϕ} = ϕ−e , ∀e ∈ Eb,+h . (2.24)
Nous disposons maintenant des outils nécessaires à la construction de la formulation GD. Nous
cherchons ψ dans Hconv(Th)∩Hconv(Ω) et vérifiant l’équation de transport sur chaque élément de
maillage. Comme ψ ∈ Hconv(Ω), il vient
v0 · ne[[ψ]] = 0, ∀e ∈ E i,±h . (2.25)
Sur chaque élément de Th nous testons l’opérateur de transport par une fonction test ϕ de
Hconv(Th). Le choix de cet espace brisé garantit que les intégrations sur les bords des éléments
ont un sens et nous pouvons effectuer une intégration par parties sur chaque triangle de sorte que∑
K∈Th
∫
K
(αψ +∇ψ · v0)ϕdx
=
∑
K∈Th
{∫
K
ψ(αϕ−∇ϕ · v0) dx+
∫
∂K
v0 · nψ ϕdγ
}
avec n normale unitaire de ∂K orientée vers l’extérieur de K. Au lieu de considérer une somme
sur les éléments de maillage, écrivons plutôt les termes d’intégration de bords comme une somme
sur les faces du maillage (voir aussi l’annexe B). La trace des fonctions de Hconv(Th) étant double
sur les faces du maillage, nous avons∑
K∈Th
∫
∂K
v0 · nψϕdγ =
∑
e∈Ei,±
h
∫
e
(
(v0 · n+e )ψ+e ϕ+e + (v0 · n−e )ψ−e ϕ−e
)
dγ
+
∑
e∈Eb,+
h
∫
e
v0 · n−e ψ−e ϕ−e dγ +
∑
e∈Eb,−
h
∫
e
v0 · n+e ψ+e ϕ+e dγ
où n+e et n−e sont les deux normales unitaires de e orientées telles que v0 · n+e < 0 et n−e = −n+e
selon la convention décrite figure 2.10. En utilisant l’identité
ab+ cd = 12(a+ c)(b+ d) +
1
2(a− c)(b− d)
ainsi que la définition de la moyenne et du saut sur e, nous obtenons∑
K∈Th
∫
∂K
v0 · nψϕdγ =
∑
e∈Ei,±
h
∪Eb,±
h
∫
e
(v0 · n+e ) ([[ψ]] {ϕ} + {ψ} [[ϕ]]) dγ.
Finalement, après réorganisation des termes, ψ la solution exacte du problème Pα vérifie pour
toute fonction test de Hconv(Th) l’égalité∑
K∈Th
∫
K
(αψ +∇ψ · v0)ϕdx =
∑
K∈Th
∫
K
ψ(αϕ−∇ϕ · v0) dx
+
∑
e∈Ei,±
h
∪Eb,±
h
∫
e
(v0 · n+e ) ([[ψ]] {ϕ} + {ψ} [[ϕ]]) dγ.
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Rappelons que ψ vit dans l’espace Hconv(Th). La donné de Dirichlet et la continuité de ψ à la
traversée des faces (2.25) ne sont pas incluses dans l’espace Hconv(Th). C’est dans la formulation
bilinéaire que nous allons tenir compte de ces informations sur la solution exacte. Nous modi-
fions l’expression précédente en annulant les termes de sauts de ψ selon l’hypothèse (2.25) et en
imposant ψ ≡ g sur e pour tout e de Eb,−h . Il vient alors∑
K∈Th
∫
K
(αψ +∇ψ · v0)ϕdx =
∑
K∈Th
∫
K
ψ(αϕ−∇ϕ · v0) dx
+
∑
e∈Ei,±
h
∪Eb,+
h
∫
e
(v0 · n+e ) {ψ} [[ϕ]] dγ +
∑
e∈Eb,−
h
∫
e
(v0 · n+e )gϕ dγ, ∀ϕ ∈ Hconv(Th).
Finalement, nous avons le problème suivant :
Trouver ψ dans Hconv(Th) tel que
p0(α; ψ, ϕ) = `0(ϕ), ∀ϕ ∈ Hconv(Th)
avec
p0(α; ψ, ϕ) =
∑
K∈Th
∫
K
ψ(αϕ−∇ϕ · v0) dx+
∑
e∈Ei,±
h
∪Eb,+
h
∫
e
(v0 · n+e ) {ψ} [[ϕ]] dγ (2.26)
et `0(ϕ) =
∫
Ω
fϕ dx−
∑
e∈Eb,−
h
∫
e
(v0 · n+e )gϕ dγ. (2.27)
Cette formulation est équivalente au problème continu initial et nous pouvons montrer la propo-
sition suivante :
Proposition 2.12. Le problème (2.26) est équivalent au problème de transport (1.6) défini au
chapitre 1.
Démonstration. Voir la démonstration de la proposition 3.1, chapitre 3.
La méthode de Galerkin discontinue consiste à rechercher la solution approchée ψh dans Wkh
l’espace discret discontinu défini par
Wkh := {ϕh ∈ L2(Ω) : ∀K ∈ Th, ϕh|K ∈ Pk(K)}.
Remarquons que l’espace Wkh est inclus dans Hconv(Th), espace dans lequel vit la solution exacte,
autrement dit, l’approximation est conforme. Le problème approché s’écrit finalement
Trouver ψh dans Wkh telle que
p0(α; ψh, ϕh) = `0(ϕh), ∀ϕh ∈Wkh. (2.28)
Il s’agit de la formulation de Galerkin discontinue à flux centrés. En effet, le flux de la solution
sur e est approché par (v0 · n+e ) {ψ} qui est proportionnel à la demi-somme de ψ à travers e
(le schéma prend autant d’information de part et d’autre de e). Cette formulation aboutit à un
schéma numérique centré qui ne permet pas de privilégier un sens de convection plutôt qu’un autre
à travers les faces du maillage. En outre, il est bien connu que pour la méthode des différences
finies par exemple, les schémas centrés ne sont pas appropriés pour la résolution de problèmes
hyperboliques. Il convient plutôt d’utiliser des schémas décentrés.
Les résultats numériques obtenus par cette méthode, avec α = −iω où ω ∈ R+∗ ainsi qu’avec
α ∈ R+∗, fournissent des solutions polluées par des signaux parasites de la même forme que
ceux observés sur les figures 2.4 et 2.5. Ces oscillations parasites sont particulièrement visibles
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sur la figure 2.11 où nous avons représenté la solution approchée le long de la droite d’équation
x2 = constante du problème de transport harmonique pris dans le cas 1. Le schéma de Galerkin
discontinu centré présente un comportement similaire au schéma de Galerkin classique, il est dit
instable. En fait, on peut montrer que la stabilité est vérifiée seulement en norme L2(Ω) et non
en norme du graphe [27]. Comme pour les schémas de Galerkin classiques, il faut stabiliser la
formulation. Pour cela nous allons décentrer le schéma.
2.3.3 La stabilisation : formulation décentrée (upwind)
Afin de rétablir la stabilité du schéma dans une norme plus forte que la norme L2(Ω), nous
ajoutons à la formulation GD un terme de stabilisation. Ce terme est construit tel qu’il soit
proportionnel à |v0 · n|[[ψ]] sur chaque interface de Th. Ainsi la quantité ajoutée est homogène
à zéro puisque nous avons supposé précédemment que le flux de la solution exacte ψ est nul
à la traversée des interfaces entre éléments (2.25). La nouvelle formulation contient finalement
un terme de saut au carré équivalent à des termes de dérivées d’ordre deux. En effet, les sauts
viennent de l’intégration par parties des termes d’ordre un. La formulation GD stabilisée s’écrit :
Trouver ψ dans Hconv(Th) tel que
pce(α; ψ, ϕ) = b0(ϕ), ∀ϕ ∈ Hconv(Th)
avec
pce(α; ψ, ϕ) = p0(α; ψ, ϕ) +
∑
e∈Ei,±
h
∫
e
ce|v0 · n+e |[[ψ]][[ϕ]] dγ,
où ce est le paramètre de stabilisation. La stabilité est retrouvée dans une norme plus forte que
la norme ‖ · ‖0,Ω si ce est une fonction choisie telle que sur chaque e elle soit supérieure à une
constante indépendante de e et h [27]. Avec cette nouvelle formulation, les flux de la solution à
travers les interfaces deviennent
(v0 · n+e ) {ψ} + ce|v0 · n+e |[[ψ]] = −|v0 · n+e |
(
(12 − ce)ψ
+
e + (
1
2 + ce)ψ
−
e
)
.
Il s’agit d’une demi-somme pondérée des valeurs amont et aval de la solution : le flux approché
est maintenant décentré. Si ce =
1
2 , le flux est approché par la valeur amont de la solution. Nous
retrouvons alors la formulation GD dite upwind introduite par Reed et Hill [74]. La figure 2.11
montre, sur la droite d’équation x2 = constante, la solution du problème de transport harmonique
obtenue avec le schéma GD upwind. Il n’y a plus d’oscillations parasites. Nous n’avons pas
représenté les isovaleurs des solutions approchées car elles sont semblables à celles des solutions
exactes données par les figures 2.2 et 2.3. Nous proposerons dans le prochain chapitre une analyse
de cette formulation.
2.4 Analyse de dispersion et dissipation
La solution du problème de transport en régime harmonique Pω a un comportement périodique
comparable à celui d’une onde. C’est pourquoi, il est intéressant d’évaluer la qualité des schémas
numériques en terme de dispersion et de dissipation. Il s’agit d’un critère d’analyse classiquement
utilisé pour l’étude des schémas de résolution de l’équation des ondes. Afin de réaliser une étude
semblable, nous déterminons les modes des schémas pour le problème de transport harmonique
que nous considérons sur un domaine 1D et pour une discrétisation P1. Les valeurs des modes
obtenues illustrent bien, pour chacun des schémas, les conclusions que nous en avons dressées
tout le long de ce chapitre.
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2.4.1 Analogie avec une onde : relation de dispersion
Le domaine considéré est donné par Ω = R et nous nous intéressons au problème de transport
harmonique Pω pour lequel α = −iω et ω ∈ R+∗. L’écoulement porteur supposé constant est
donné par v0 = v0ex avec v0 > 0. Nous cherchons les solutions du problème 1D suivant :
Trouver ψ tel que
Pω
{
−iωψ + v0ψ′ = 0 dans Ω = R
ψ(0) = ψ0 en x = 0
(2.29)
Les fonctions de la forme d’une onde plane
ψ(x) = ψ0eikx, ∀x ∈ Ω (2.30)
sont solutions du problème (2.29) si la relation
ω = kv0 (2.31)
est vérifiée. Il s’agit de la relation de dispersion. Par analogie avec les ondes, nous appelons k le
nombre d’onde et ω la pulsation de l’onde.
Pour évaluer le caractère dispersif et dissipatif d’un schéma, nous considérons ce schéma, écrit
avec un second membre nul, sur un domaine discrétisé infini
Ωh = ∪j∈Z[xj ;xj+1]
tel que le pas de maillage soit uniforme c’est-à-dire h = |xj+1 − xj |, ∀j ∈ Z. Nous cherchons
ensuite la relation satisfaite par kh le nombre d’onde numérique pour que l’onde plane numérique
ψj = ψh(xj) = eijkhh (2.32)
soit solution du schéma écrit sur Ωh. L’étude des écarts entre khh et kh donnera alors des in-
formations sur la façon dont la solution numérique est propagée par les schémas. En particulier,
l’écart entre les parties imaginaires de khh et kh traduit les erreurs d’amplitude alors que l’écart
entre les parties réelles de khh et kh dénote des erreurs de phase puisque
ψj = eijkhh = (e−=m khh)j(ei<e khh)j . (2.33)
Pour chacun des schémas vus au cours de ce chapitre, nous établissons en annexe F la relation
de dispersion numérique pour une discrétisation par éléments finis P1. Nous obtenons l’équation
suivante
AX2 +BX + C = 0 (2.34)
où nous avons posé
X = eikhh
et où les coefficients A, B et C sont récapitulés par le tableau 2.1. Cette équation est du second
ordre, elle admet donc deux solutions, sauf dans le cas du schéma DG pour lequel le coefficient A
est nul. Au paragraphe suivant, nous proposons une analyse de dispersion et de dissipation basée
sur le résolution de cette équation.
2.4.2 Erreurs de dispersion et de dissipation
Introduisons à présent les outils nécessaires pour notre analyse d’erreur de dispersion et de
dissipation. Posons
Qh := <(kh)
k
et Dh := =(kh)
k
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A B C
Galerkin classique 12 − i
kh
6 −2i
kh
3 −A
Moindres carrés (kh)
2
6 − 1 + ikh 2
(
(kh)2
3 + 1
)
A
SUPG, δ ∈ R 12 − i
kh
6 − δ
(
1− i2kh
)
2
(
−ikh3 + δ
)
−
(
1
2 − i
kh
6
)
− δ
(
1− ikh2
)
DG centré −12
(
1
2 − i
kh
6
) ∣∣∣∣12 − ikh6
∣∣∣∣2 − (kh)29 + 14 A
DG upwind 0
∣∣∣∣12 − ikh6
∣∣∣∣2 + (12 − ikh3
)2
−
(
1
2 + i
kh
6
)
Tab. 2.1: Coefficients A, B et C de l’équation (2.34).
où kh est déterminé en résolvant l’équation (2.34). Ces deux quantités permettent de mesurer
respectivement la dispersion et la dissipation introduite par le schéma numérique. De plus, nous
définissons
KEF =
kh
2pir et KGD =
kh
2pi(r + 1) .
KEF et KGD représentent l’inverse du nombre de points par longueur d’onde pour, respective-
ment, une approximation par des éléments finis continus ou une approximation de type Galerkin
discontinus. Dans la suite K désignera en fonction de la situation KEF ou KGD. Il est facile de
voir que Qh et Dh peuvent être vus comme des fonctions de K. L’onde discrète physique est alors
définie par
lim
K→0+
Qh(K) = 1 et lim
K→0+
Dh(K) = 0.
Dans les autres cas, nous parlerons de modes ou d’ondes parasites, c’est-à-dire des modes qui
n’approchent pas la relation de dispersion continue. Dans la suite, nous nous intéresserons uni-
quement au comportement des modes physiques pour les différents schémas. Nous spécifierons
néanmoins la présence ou non de modes parasites. Par contre, leur contribution sur la qualité
de la solution numérique ainsi que la stabilité de la méthode ne sont pas investiguées ici. Nous
renvoyons par exemple à la thèse de Nathalie Torjdman [83] pour ce type d’étude.
Pour étudier les quantités Qh et Dh associées aux modes physiques, nous considérons le
développement limité de ces quantités en K = 0 que l’on exprime de la façon suivante :
Qh(K) = 1 + CqKp +O(Kp+1),
Dh(K) = CdKq +O(Kq+1).
La table 2.2 répertorie les résultats obtenus pour les différents schémas présentés dans cette
thèse. Les conclusions sont :
• Le schéma de Galerkin classique est peu dispersif comme nous l’avons déjà vu sur les
résultats numériques précédents. Nous n’avons pas d’information sur la mauvaise stabilité
de la méthode par cette analyse. Néanmoins, il y a la présence d’une onde parasite non
dissipée.
• Nous faisons le même constat pour le schéma GD centré, qui toutefois est un peu plus
dispersif que le premier.
• Il y a confirmation du caractère très dissipatif du schéma LS. De plus, le passage à un
opérateur elliptique du second ordre fait apparaître une racine double physique.
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• L’étude confirme la faible erreur de dispersion et de dissipation du schéma GD décentré.
De plus, il n’est entaché d’aucun mode parasite.
• Nous obtenons peu d’informations supplémentaires sur le comportement de la méthode
SUPG : plus δ est grand, plus le schéma dissipe et plus δ est petit, plus le schéma s’approche
du schéma GC. En particulier, nous n’avons pas d’information sur la meilleure valeur de δ
à choisir. De plus, nous remarquons que ces schémas sont entachés d’ondes parasites.
Onde physique Onde parasiste
Dispersion Dissipation Existence
p Cq q Cd
Galerkin Classique 4 −8.68 − − Oui
LS 2 6.57 1 1.81 Non
2 6.57 1 −1.81
DG centré 2 3.28 − − Oui
DG upwind 4 92.35 3 27.56 Non
SUPG δ = 0.1 4 −7.35 3 2.6 Oui
SUPG δ = 1 4 121.21 3 20.67 Oui
SUPG δ = 10 4 1.28× 104 3 2.04× 102 Oui
SUPG δ = 100 4 1.30× 106 3 2.07 × 103 Oui
Tab. 2.2: Comparaison des schémas en terme de disperssion et dissipation.
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Maillage de pas h
Maillage de pas h/4
Fig. 2.7: Partie réelle de la solution du problème de transport harmonique (α = −2i) calculée
par le schéma des moindres carrées dans le cas 1 (à gauche) et 2 (à droite).
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Maillage de pas h
Maillage de pas h/4
Fig. 2.8: Solution du problème d’advection-réaction approchée par le schéma des moindres carrés
dans le cas 2.
Fig. 2.9: Valeurs sur la droite d’équation x2 = constante de la solution du problème de transport
harmonique (α = −2i) dans le cas 2 approchée par le schéma SUPG avec plusieurs valeurs de δ.
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b
b
b
K−e
K+e
v0
n+e
n−e
e = K+e ∩K−e
b
b
b
Fig. 2.10: Convention sur l’orientation des normales et notations pour les approximations de
Galerkin discontinues.
Fig. 2.11: Valeurs sur la droite d’équation x2 = constante de la solution du problème de transport
harmonique (α = −2i) approchée par les schémas DG centré (ce = 0) et DG upwind (ce = 12)
pour le cas 1.
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Fig. 2.12: Valeurs sur la droite d’équation x2 = constante de la solution du problème d’advection
réaction (α = 15) dans le cas 2 approchée par les schémas de Galerkin classique (GC), moindres
carrés (LS), SUPG (avec δ = 1), Galerkin discontinu centré (DG 0) et décentré (DG up).
Fig. 2.13: Valeurs sur la droite d’équation x2 = constante de la solution du problème de transport
harmonique (α = −2i) dans le cas 2 approchée par les schémas de Galerkin classique (GC),
moindres carrés (LS), SUPG (avec δ = 1), Galerkin discontinu centré (DG 0) et décentré (DG
up).

Chapitre 3
Analyse de l’approximation de
Galerkin discontinue décentrée pour
le transport harmonique
Dans ce chapitre, nous analysons la formulation DG upwind introduite au chapitre précédent.
Plus précisément, l’objectif est d’étendre au problème de transport harmonique (α ∈ iR∗) les
résultats de stabilité et d’estimation d’erreur déjà connus pour l’advection-réaction (α ∈ R+∗).
La première difficulté (commune aux cas α ∈ −iR+∗ et α ∈ R+∗) est liée au caractère hyperbo-
lique du problème et au fait que la forme bilinéaire DG est différente de celle associée au problème
continu. On ne peut pas, à partir des propriétés du problème variationnel continu, déduire direc-
tement des résultats sur la formulation approchée. A la différence des problèmes entrant dans le
cadre du théorème de Lax-Milgram, il faut démontrer de nouveaux résultats directement sur la
forme bilinéaire DG. En particulier, une grande partie de l’analyse est dédiée à l’obtention d’une
condition inf-sup discrète. Dans un premier temps, nous nous limiterons à l’étude de la stabilité
du schéma dans le cas classique du problème d’advection-réaction. Nous montrerons également
le convergence de la méthode par l’établissement d’une estimation d’erreur quasi-optimale.
La deuxième difficulté concerne l’extension de l’analyse au problème de transport harmonique.
Lorsque la partie réelle de α est nulle, le contrôle de la norme L2(Ω) par la forme bilinéaire appro-
chée n’est pas immédiat. Cette situation est similaire à celle rencontrée avec la forme bilinéaire
continue étudiée au chapitre 1. Mais, cette fois, l’approche par courbes caractéristiques n’est pas
appropriée pour l’étude du problème approché. Nous allons plutôt adapter la démarche évoquée
à la fin du chapitre 1 qui consistait à tester la forme bilinéaire avec la solution du problème
adjoint. La deuxième partie du chapitre sera consacrée à cette extension. Nous montrerons que
les résultats de stabilité et de convergence obtenus pour l’advection-réaction sont aussi vérifiés
dans le cas du problème de transport harmonique.
3.1 L’approximation GD upwind
Soit Th une triangulation du domaine Ω avec h le pas de maillage défini comme
h = max
K∈Th
hK
où hK désigne le diamètre de l’élémentK. La formulation variationnelle sur l’espace brisé Hconv(Th)
construite au chapitre 2 se réécrit sous la forme :
Trouver ψ dans Hconv(Th) ∩Hs(Th) tel que
ph(α; ψ, ϕ) = `h(ϕ), ∀ϕ ∈ Hconv(Th) (3.1)
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avec
ph(α; ψ, ϕ) = (αψ +∇ψ · v0, ϕ)0,Th +
(
|v0 · n|[[ψ]], ϕ+e
)
0,Ei,±
h
∪Eb,−
h
et `h(ϕ) = (f, ϕ)0,Ω + (|v0 · n|g, ϕ)0,Eb,−
h
où (u , v)0,Xh =
∑
K∈Xh
(u , v)0,K et n représente une normale unitaire aux faces des éléments. Nous
rappelons également que Eh représente l’ensemble des faces ou bords des éléments de Th. Notons
que la formulation (3.1) est obtenue en faisant l’hypothèse (2.19) introduite au chapitre 2. Selon
cette hypothèse, les faces des éléments du maillage sont soit à flux d’écoulement entrant, soit
sortant, soit glissant. Cette distinction nous permet de définir :
– l’ensemble des faces appartenant à ∂Ω, noté Ebh,
– l’ensemble des faces intérieures au domaine Ω, noté E ih,
– les ensembles des faces appartenant au bord à flux entrant et sortant Γ± définis par
Eb,±h = {e ∈ Ebh : e ⊂ Γ±},
– l’ensemble des faces appartenant au bord glissant Γ0 défini par
Eb,0h = {e ∈ Ebh : v0|e · n ≡ 0 sur e avec n une normale unitaire de e},
– les ensembles des faces intérieures sur lesquelles le flux de l’écoulement v0 est non nul et
nul respectivement définis par
E i,±h = {e ∈ E ih : ∃k > 0, |v0|e · n| ≥ k sur e avec n une normale unitaire de e},
et
E i,0h = {e ∈ E ih : v0|e · n| ≡ 0 sur e avec n une normale unitaire de e}.
Rappelons aussi les conventions de notations résumées par la figure 3.1 avec lesquelles nous avons
défini sur les faces des éléments les sauts et moyennes des fonctions de Hconv(Th). Soit e un élément
b
b
b
K−e
K+e
v0
n+e
n−e
e = K+e ∩K−e
b
b
b
Fig. 3.1: Convention et notations.
de Eh. Si e est aussi dans E i,±h , nous notons K±e les deux éléments de Th tels que e = K+e ∩K−e et
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v0|e est dirigé de K−e vers K+e . Pour toute fonction ϕ de Hconv(Th), notons également ϕ+e et ϕ−e
ses deux traces sur e, l’une attachée à l’élément K+e et l’autre à K−e . Sur les interfaces e incluses
dans Γ+ ou Γ−, la trace est unique et sans ambigüité nous pouvons noter
ϕ+e = ϕ si e ∈ Eb,−h et ϕ−e = ϕ si e ∈ Eb,+h
et par convention, nous posons
ϕ−e = 0 si e ∈ Eb,−h et ϕ+e = 0 si e ∈ Eb,+h .
Pour toute fonction ϕ de Hconv(Th), le saut de ϕ sur les faces e à flux d’écoulement non nul est
donné par
[[ϕ]] = ϕ+e − ϕ−e , ∀e ∈ E i,±h ∪ Eb,±h (3.2)
et la moyenne est définie par
{ϕ} = 12(ϕ
+
e + ϕ−e ), ∀e ∈ E i,±h ∪ Eb,±h . (3.3)
De façon analogue aux traces de ϕ sur e, n−e et n+e représentent respectivement les normales sor-
tantes unitaires de K−e et K+e . Lorsqu’il n’est pas utile de faire la distinction entre les orientations
des normales n−e et n+e , nous noterons simplement n une normale unitaire de e.
Proposition 3.1. Le problème (3.1) est équivalent au problème de transport (1.6) défini au
chapitre 1.
Démonstration. D’abord, la solution exacte du problème (1.6) vérifie par construction le problème
(3.1).
Réciproquement, soit ϕ ∈ D( oK) pour K ∈ Th. Nous obtenons immédiatement que αψ+∇ψ ·
v0 = f presque partout surK. Soient maintenant e = K1∩K2 et ϕ ∈ D(
o
K1 ∪K2), nous montrons
alors que |v0 ·n|[[ψ]] = 0 presque partout sur e ∈ E i,±h . Finalement, en utilisant la même technique,
il vient que ψ = g presque partout sur Γ−. Donc ψ est solution de (1.6).
Pour k ≥ 1, nous considérons l’espace d’éléments finis des fonctions polynomiales discontinues
par morceaux
Wkh := {ϕh ∈ L2(Ω) : ∀K ∈ Th, ϕh|K ∈ Pk(K)}
où Pk(K) est l’espace des fonctions polynomiales de degré k au plus. L’espace Wkh est inclus dans
Hconv(Th) et l’approximation GD s’exprime alors
Trouver ψh dans Wkh tel que
ph(α; ψh, ϕh) = `h(ϕh), ∀ϕh ∈Wkh. (3.4)
Nous voulons montrer que le problème approché (3.4) est bien posé et nous voulons estimer
l’erreur entre la solution exacte et la solution approchée.
3.2 Estimations de base
Cette analyse requiert la manipulation de plusieurs normes dépendantes du maillage et définies
sur l’espace brisé Hconv(Th). Soit ϕ ∈ Hconv(Th), nous avons
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‖ϕ‖2h,v0 = ‖ϕ‖20,Ω +
∑
e∈Ei,±
h
∪Eb,±
h
1
2
∥∥∥|v0 · n|1/2 [[ϕ]]∥∥∥20,e ,
‖ϕ‖2
h,v0, 12
= ‖ϕ‖2h,v0 +
∑
K∈Th
h−1K ‖ϕ‖20,K +
∑
e∈Ei,±
h
1
2
∥∥∥|v0 · n|1/2 ϕ+∥∥∥20,e ,
‖ϕ‖2h,v0,∇ = ‖ϕ‖2h,v0 +
∑
K∈Th
hK‖v0 · ∇ϕ‖20,K ,
‖ϕ‖2
h,v0,∇, 12
= ‖ϕ‖2h,v0,∇ +
∑
K∈Th
h−1K ‖ϕ‖20,K +
∑
e∈Ei,±
h
1
2
∥∥∥|v0 · n|1/2 ϕ+∥∥∥20,e
qui s’écrit aussi
‖ϕ‖2
h,v0,∇, 12
= ‖ϕ‖2
h,v0, 12
+
∑
K∈Th
hK‖v0 · ∇ϕ‖20,K .
Par la suite,
– La notation a 4 b signifie qu’il existe C une constante positive indépendante du pas de
maillage h et telle que a ≤ C b.
– De même, a < b signifie qu’il existe C une constante positive indépendante de h et telle que
a ≥ C b.
Lemme 3.2. Soient ψ et ϕ deux fonctions de Hconv(Th), nous avons l’identité
∑
K∈Th
∫
∂K
(v0 · n)ψϕdγ = −
∑
e∈Ei,±
h
∫
e
|v0 · n|[[ψϕ]] dγ
+
∑
e∈Eb,+
h
∫
e
|v0 · n|ψϕdγ −
∑
e∈Eb,−
h
∫
e
|v0 · n|ψϕdγ,
= −
∑
e∈Ei,±
h
∪Eb,±
h
∫
e
|v0 · n|[[ψϕ]] dγ
(3.5)
avec n la normale sortante de ∂K.
L’identité (3.5) est prouvée en annexe B.
Lemme 3.3 (Continuité). La forme bilinéaire approchée ph satisfait les relations de continuité
suivantes :
∀ψ, ϕ ∈ Hconv(Th), |ph(α; ψ,ϕ)| 4 ‖ψ‖h,v0,∇‖ϕ‖h,v0, 12 ,
∀ψ, ϕ ∈ Hconv(Th), |ph(α; ψ,ϕ)| 4 ‖ψ‖h,v0, 12 ‖ϕ‖h,v0,∇.
(3.6)
Démonstration. Soient ψ et ϕ dans Hconv(Th). L’inégalité de Cauchy-Schwarz donne
|ph(α; ψ,ϕ)| ≤
∑
K∈Th
(
|α|‖ψ‖0,K + h1/2K
1
h
1/2
K
‖v0 · ∇ψ‖0,K
)
‖ϕ‖0,K
+
∑
e∈Ei,±
h
∪Eb,−
h
2
∥∥∥∥∥
∣∣∣∣v0 · n2
∣∣∣∣1/2 [[ψ]]
∥∥∥∥∥
0,e
∥∥∥∥∥
∣∣∣∣v0 · n2
∣∣∣∣1/2 ϕ+
∥∥∥∥∥
0,e
.
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Ensuite, par une deuxième majoration, nous obtenons l’inégalité suivante :
|ph(α; ψ,ϕ)| 4
‖ψ‖20,Ω + ∑
K∈Th
hK‖v0 · ∇ψ‖20,K +
∑
e∈Ei,±
h
∪Eb,−
h
1
2
∥∥∥|v0 · n|1/2 [[ψ]]∥∥∥20,e

1/2
‖ϕ‖20,Ω + ∑
K∈Th
h−1K ‖ϕ‖20,K +
∑
e∈Ei,±
h
∪Eb,−
h
1
2
∥∥∥|v0 · n|1/2 ϕ+∥∥∥20,e

1/2
.
Enfin, les normes souhaitées sont obtenues en ajoutant au second membre les termes manquants :
|ph(α; ψ,ϕ)| 4 ‖ψ‖h,v0,∇‖ϕ‖h,v0, 12
De la même façon, nous obtenons la deuxième relation en faisant au préalable une intégration
par parties sur le terme de dérivée convective dans ph.
Il est naturel de tester la forme bilinéaire ph(α; ψh, ϕh) avec ϕh = ψh et ϕh égal à la dérivée
convective brisée de ψh. C’est l’objet des deux propositions suivantes.
Proposition 3.4. Pour tout α ∈ C tel que <eα ≥ α0 ≥ 0 la forme bilinéaire ph vérifie le résultat
de coercivité suivant : ∀ψ ∈ Hconv(Th),
<e ph(α; ψ,ψ) ≥ α0‖ψ‖20,Ω +
∑
e∈Ei,±
h
∪Eb,±
h
1
2
∫
e
|v0 · n| |[[ψ]]|2 dγ,
qui s’écrit aussi
<e ph(α; ψ,ψ) < ‖ψ‖2h,v0 .
Si <eα = 0, alors on a l’identité suivante : ∀ψ ∈ Hconv(Th),
<e ph(α; ψ,ψ) =
∑
e∈Ei,±
h
∪Eb,±
h
1
2
∫
e
|v0 · n| |[[ψ]]|2 dγ. (3.7)
Démonstration. Soient ψ et ϕ deux éléments de Hconv(Th). Testons ph(α; ψ,ϕ) par ϕ = ψ. Nous
avons
ph(α; ψ,ψ) =
∑
K∈Th
∫
K
(α|ψ|2 + v0 · ∇ψ ψ) dx+
∑
e∈Ei,±
h
∪Eb,−
h
∫
e
|v0 · n|[[ψ]]ψ+e dγ.
En prenant la partie réelle et en faisant une intégration par parties sur chaque élément de maillage
K, il vient, de la même façon que la proposition 1.6, l’inégalité suivante
<e ph(α; ψ,ψ) ≥ α0‖ψ‖20,Ω +
1
2
∑
K∈Th
∫
∂K
(v0 · n)|ψ|2 dγ +
∑
e∈Ei,±
h
∫
e
<e
(
[[ψ]]ψ+e
)
|v0 · n| dγ
+
∑
e∈Eb,−
h
∫
e
|v0 · n||ψ|2 dγ.
Cette dernière inégalité s’écrit aussi, en utilisant l’identité (3.5),
<e ph(α; ψ,ψ) ≥ α0‖ψ‖20,Ω +
∑
e∈Ei,±
h
∫
e
(
<e
(
[[ψ]]ψ+e
)
− 12[[|ψ|
2]]
)
|v0 · n| dγ + 12
∑
e∈Eb,±
h
∫
e
|v0 · n||ψ|2 dγ.
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En remarquant que ∀e ∈ E i,±h ,
<e
(
[[ψ]]ψ+e
)
− 12[[|ψ|
2]] = |ψ+e |2 −<e
(
ψ−e ψ
+
e
)
− 12 |ψ
+
e |2 +
1
2 |ψ
−
e |2
= 12 |ψ
+
e |2 −<e
(
ψ−e ψ
+
e
)
+ 12 |ψ
−
e |2
= 12
∣∣∣ψ+e − ψ−e ∣∣∣2 = 12 |[[ψ]]|2
et que ∀e ∈ Eb,±h ,
|ψ|2 = |ψ∓e |2 = |[[ψ]]|2
nous obtenons le résultat.
Proposition 3.5. Soit ψh une fonction de Wkh. La relation suivante est vérifiée∑
K∈Th
hK‖v0 · ∇ψh‖20,K 4 <e ph(α; ψh, vh) + ‖ψh‖20,Ω +
∑
e∈Ei,±
h
∪Eb,−
h
1
2
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥20,e (3.8)
pour vh =
∑
K∈Th
hKv0K · ∇ψh avec v0K la valeur moyenne de v0 sur un élément K.
Démonstration. Soit ψh une fonction de Wkh. ∀K ∈ Th, nous considérons les fonctions tests
piK =
{
v0K · ∇ψh sur K
0 à l’extérieur de K (3.9)
où v0K est la valeur moyenne de v0 sur l’élément K. Comme v0 ∈ C1(Ω), alors l’estimation
d’erreur suivante est vérifiée
∀K ∈ Th, ‖v0 − v0K‖∞,K 4 hK |v0|1,∞,K . (3.10)
Supposons que le maillage satisfait les hypothèses détaillées dans l’annexe C. L’inégalité inverse
(C.2) ainsi que l’inégalité (3.10) permettent de majorer piK de la façon suivante
‖piK‖0,Ω = ‖v0K · ∇ψh‖0,K = ‖v0 · ∇ψh + (v0K − v0) · ∇ψh‖0,K
≤ ‖v0 · ∇ψh‖0,K + ‖v0K − v0‖∞,K |ψh|1,K
4 ‖v0 · ∇ψh‖0,K + hK |v0|1,∞,Kh−1K ‖ψh‖0,K
4 ‖v0 · ∇ψh‖0,K + ‖ψh‖0,K .
(3.11)
De plus, piK vérifie l’inégalité de trace [44] suivante
‖piK‖0,e 4 h−
1
2
K ‖piK‖0,K , e ⊂ ∂K. (3.12)
Tester la forme bilinéaire ph par piK conduit à
ph(α; ψh, piK) =
∫
K
αψhpiK dx+ ‖v0 · ∇ψh‖20,K
+
∫
K
v0 · ∇ψh(v0K − v0) · ∇ψh dx+
∑
e ∈ ∂K∩(Ei,±
h
∪Eb,−
h
)
∫
e
|v0 · n|[[ψh]]pi+K dγ,
(3.13)
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d’où
‖v0 · ∇ψh‖20,K ≤ <e ph(α; ψh, piK) + ‖α‖∞‖ψh‖0,K ‖piK‖0,K
+ ‖v0 · ∇ψh‖0,K
∥∥∥v0|K − v0K∥∥∥∞,K |ψh|1,K
+
∑
e ∈ ∂K∩(Ei,±
h
∪Eb,−
h
)
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥0,e ∥∥∥|v0 · n|1/2 piK∥∥∥0,e .
En utilisant (3.11) et (3.12) ainsi que, de nouveau, l’inégalité inverse sur ψh donnée par l’annexe
C, il vient alors
‖v0 · ∇ψh‖20,K 4 <e ph(α; ψh, piK) + ‖ψh‖0,K (‖v0 · ∇ψh‖0,K + ‖ψh‖0,K)
+ ‖v0 · ∇ψh‖0,K ‖ψh‖0,K
+
∑
e ∈ ∂K∩(Ei,±
h
∪Eb,−
h
)
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥0,e h− 12K (‖v0 · ∇ψh‖0,K + ‖ψh‖0,K) ,
(3.14)
d’où, par inégalité d’Young, il vient
‖v0 · ∇ψh‖20,K 4 <e ph(α; ψh, piK) + ‖ψh‖20,K +
∑
e ∈ ∂K∩(Ei,±
h
∪Eb,−
h
)
h−1K
2
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥20,e .
Enfin, en multipliant cette inégalité par hK et en sommant sur tous les éléments de Th, nous
obtenons finalement l’estimation suivante où nous avons posé vh =
∑
K∈Th
hKpiK :
∑
K∈Th
hK‖v0 · ∇ψh‖20,K 4 <e ph(α; ψh, vh) +
∑
K∈Th
hK‖ψh‖20,K +
∑
e∈Ei,±
h
∪Eb,−
h
1
2
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥20,e ,
soit encore,∑
K∈Th
hK‖v0 · ∇ψh‖20,K 4 <e ph(α; ψh, vh) + ‖ψh‖20,Ω +
∑
e∈Ei,±
h
∪Eb,−
h
1
2
∥∥∥|v0 · n|1/2 [[ψh]]∥∥∥20,e .
3.3 Stabilité et estimation d’erreur pour le problème d’advection-
réaction (α ∈ R+∗)
3.3.1 Stabilité
A ce stade, nous allons voir qu’il est facile de conclure quant à la convergence du schéma
dans le cas de l’équation d’advection-réaction (et plus généralement pour α ∈ R+∗). En effet, en
combinant les propositions 3.4 et 3.5, nous obtenons sans difficulté la condition inf-sup discrète
suivante :
Proposition 3.6. Si <eα ≥ α0 > 0, alors il existe h0 > 0 et une constante $ > 0 indépendante
de h telle que ∀h < h0,
inf
ψh∈Wkh
sup
ϕh∈Wkh
<e ph(α; ψh, ϕh)
‖ψh‖h,v0,∇‖ϕh‖h,v0,∇
≥ $ > 0 (3.15)
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Démonstration. Soit ψh ∈ Wkh. Prenons, comme fonction test, une combinaison linéaire de ψh
et vh (où l’on rappelle que vh =
∑
K∈Th
hKv0K · ∇ψh avec v0K la valeur moyenne de v0 sur un
élément K). Nous notons ϕh = ψh + vh. D’après la proposition 3.4, nous avons
<e ph(α; ψh, ψh) < ‖ψh‖2h,v0 . (3.16a)
Cette estimation combinée à celle de la proposition 3.5 montre alors que
<e ph(α; ψh, ϕh) < ‖ψh‖2h,v0,∇.
Pour conclure, il faut estimer la norme de ϕh. Nous avons
‖ϕh‖2h,v0,∇ ≤ ‖ψh‖2h,v0,∇ + ‖vh‖2h,v0,∇, (3.16b)
or
‖vh‖2h,v0,∇ = ‖vh‖20,Ω +
∑
K∈Th
hK‖v0 · ∇vh‖20,K +
∑
e∈Ei,±
h
∪Eb,±
h
1
2
∥∥∥|v0 · n|1/2 [[vh]]∥∥∥20,e .
Avec les notations de la preuve de la proposition 3.5, nous avons d’abord
‖vh‖0,Ω = ‖
∑
K∈Th
hKpiK‖0,K ≤
∑
K∈Th
hK‖piK‖0,K .
Ensuite, nous avons l’inégalité, ∀K ∈ Th
‖v0 · ∇vh‖0,K 4 h−1K ‖vh‖0,K 4 h−1K ‖hKpiK‖0,K 4 ‖piK‖0,K ,
d’où ∑
K∈Th
hK‖v0 · ∇vh‖20,K 4
∑
K∈Th
hK‖piK‖20,K .
Enfin, l’inégalité (3.12) permet d’écrire que∑
e∈Ei,±
h
∪Eb,±
h
1
2
∥∥∥|v0 · n|1/2 [[vh]]∥∥∥20,e 4 ∑
e∈Ei,±
h
∪Eb,±
h
h2K‖piK‖20,e 4
∑
K∈Th
hK‖pik‖20,K .
Finalement, nous obtenons
‖vh‖2h,v0,∇ 4
∑
K∈Th
hK‖pik‖20,K ,
c’est-à-dire, avec l’estimation (3.11),
‖vh‖2h,v0,∇ 4
∑
K∈Th
hK
(
‖v0 · ∇ψh‖20,K + ‖ψh‖20,K
)
,
d’où, à plus forte raison :
‖vh‖2h,v0,∇ 4 ‖ψh‖20,Ω +
∑
K∈Th
hK‖v0 · ∇ψh‖20,K ,
et donc
‖vh‖2h,v0,∇ 4 ‖ψh‖2h,v0,∇,
ce qui, combiné à (3.16a) et (3.16b), termine la preuve.
Remarque 3.7. Ce théorème donne directement le caractère bien posé du problème discret.
En effet, la condition inf-sup sur ph est équivalente à l’injectivité de A (kerA = {0}) où A est
l’application linéaire associée à ph et est définie de Wkh dans Wkh. Or, en dimension finie, il y a
équivalence entre injectivité et surjectivité puisque, par le théorème du rang, l’injectivité donne
dim Wkh = rangA, c’est-à-dire la surjectivité de A. Et donc A est bĳective de Wkh dans Wkh.
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3.3.2 Estimation d’erreur
Nous pouvons alors classiquement établir le résultat de convergence suivant, en combinant le
lemme 3.3 concernant le continuité de ph et la proposition précédente :
Théorème 3.8. Nous avons l’estimation d’erreur entre la solution exacte ψ et la solution ap-
prochée ψh suivante
‖ψ − ψh‖h,v0,∇ 4 inf
ϕh∈Wkh
‖ψ − ϕh‖h,v0,∇, 12 . (3.17)
Démonstration. De façon classique, l’erreur d’approximation exprimée avec la norme de la condi-
tion inf-sup (3.15) se décompose sous la forme :
‖ψ − ψh‖h,v0,∇ ≤ ‖ψ − wh‖h,v0,∇ + ‖wh − ψh‖h,v0,∇, ∀wh ∈Wkh. (3.18)
Cherchons d’abord à estimer ‖wh − ψh‖h,v0,∇. Comme la quantité wh − ψh est dans Wkh, la
condition de stabilité (3.15) implique que
$‖wh − ψh‖h,v0,∇ ≤ sup
ϕh∈Wkh
ph(α; wh − ψh, ϕh)
‖ϕh‖h,v0,∇
≤ sup
ϕh∈Wkh
ph(α; wh − ψ + ψ − ψh, ϕh)
‖ϕh‖h,v0,∇
.
Par consistance de la méthode, nous avons ph(α; ψ−ψh, ϕh) = 0, ∀ϕh ∈Wkh, et donc l’estimation
précédente devient
$‖wh − ψh‖h,v0,∇ ≤ sup
ϕh∈Wkh
ph(α; wh − ψ, ϕh)
‖ϕh‖h,v0,∇
.
La différence wh − ψ étant dans Hconv(Th), la relation de continuité donnée par le lemme 3.3
donne ensuite
‖wh − ψh‖h,v0,∇ 4 ‖wh − ψ‖h,v0, 12 .
Enfin, la combinaison de cette estimation et de l’inégalité triangulaire (3.18) permet d’écrire
‖ψ − ψh‖h,v0,∇ 4 ‖wh − ψ‖h,v0,∇, 12 , ∀wh ∈W
k
h.
En particulier, cette relation est vérifiée lorsque wh réalise la meilleure approximation de ψh pour
le norme considérée :
‖ψ − ψh‖h,v0,∇ 4 inf
wh∈Wkh
‖ψ − wh‖h,v0,∇, 12 .
Proposition 3.9. Supposons de plus que ψ ∈ Hk+1(Th). Nous avons alors
‖ψ − ψh‖h,v0,∇ 4 hk+
1
2 ‖ψ‖Hk+1(Ω). (3.19)
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Démonstration. L’estimation d’erreur (3.17) peut être majorée en utilisant Ikh l’interpolateur de
Lagrange sur Wkh de la façon suivante :
‖ψ − ψh‖h,v0,∇ 4 inf
ϕh∈Wkh
‖ψ − ϕh‖h,v0,∇, 12 4 ‖ψ − I
k
hψ‖h,v0,∇, 12 . (3.20)
Nous pouvons, à l’aides des propositions C.1, C.2 et C.4 données en annexe, majorer chacun des
termes de ‖ψ − Ikhψ‖h,v0,∇, 12 . Nous avons ainsi ∀K ∈ Th
‖ψ − Ikhψ‖0,K 4 hk+1K |ψ|k+1,K ,
‖v0 · ∇(ψ − Ikhψ)‖0,K 4 h−1K ‖ψ − Ikhψ‖0,K ,∥∥∥|v0 · n|1/2 [[ψ − Ikhψ]]∥∥∥0,e 4 h−1/2K ‖ψ − Ikhψ‖0,K ,
où hK = diam(K). En combinant ces inégalités et en rassemblant les termes nécessaires pour
former ‖ψ − Ikhψ‖h,v0,∇, 12 , nous obtenons l’estimation (3.19) où h = maxK∈Th hK .
Remarque 3.10. L’opérateur de transport a des propriétés régularisantes uniquement dans la
direction de l’écoulement. En effet, si la solution recherchée n’est pas suffisamment régulière dans
le direction perpendiculaire à l’écoulement, il y a perte d’un ordre de convergence de la méthode.
3.4 Stabilité et estimation d’erreur pour le problème de trans-
port harmonique
Notre objectif est d’étendre le résultat précédent au cas de l’équation de transport harmonique.
La difficulté vient du fait que comme <eα = 0, la proposition 3.4 ne nous fournit que l’égalité
(3.7). Le contrôle de la norme L2(Ω) de la solution n’est plus assuré. Pour le problème continu
étudié au chapitre 1, cette difficulté avait été contournée grâce à la résolution quasi-explicite du
problème, vu comme une équation différentielle le long des courbes caractéristiques. L’idée ici
est de s’inspirer de la démarche présentée à la fin du chapitre 1, qui consistait à choisir comme
fonction test la solution du problème adjoint de second membre ψ, c’est-à-dire
ϕ = (P#α,v0)
−1ψ.
Mais si ψ = ψh appartient à l’espace discret Wkh, ce n’est pas le cas de ϕ = (P
#
α,v0)−1ψh qui
a priori appartient à l’espace continu H(Ω,v0,Γ+). Il nous faut donc projeter ce champ ϕ sur
l’espace discret. Nous choisissons pour cela un opérateur Πh de projection bien particulier, qui
nous fournira aisément les estimations de Πh ◦ (P#α,v0)−1ψh nécessaires pour la suite.
3.4.1 Définition d’un projecteur sur Wkh
Tout d’abord, rappelons que l’opérateur de transport adjoint
P#α,v0 := α− v0 · ∇
est un isomorphisme de H(Ω,v0,Γ+) dans L2(Ω) et que ∀ψ ∈ L2(Ω),
θ := (P#α,v0)
−1ψ,
la solution du problème adjoint P#α ayant ψ comme second membre, vérifie l’estimation
‖θ‖20,Ω ≤ C‖ψ‖20,Ω (3.21)
où C est la constante de la proposition 1.15.
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Nous voulons définir un opérateur Πh de projection sur Wkh, qui s’applique en particulier aux
fonctions de H(Ω,v0,Γ+). L’idée est de définir Πh sur Hconv(Th) qui contient Wkh et H(Ω,v0,Γ+)
et que l’on munit de la forme bilinéaire bh(ψ,ϕ) défini par
bh : Hconv(Th)×Hconv(Th) −→ C
(ψ,ϕ) 7−→ bh(ψ,ϕ)
avec ∀(ψ,ϕ) ∈ Hconv(Th)×Hconv(Th),
bh(ψ,ϕ) =
∑
K∈Th
∫
K
(ψ − v0 · ∇ψ)ϕdx−
∑
e∈Ei,±
h
∪Eb,+
h
∫
e
|v0 · n|[[ψ]]ϕ−e dγ. (3.22)
Remarque 3.11. La forme bilinéaire bh est en fait l’approximation DG upwind des problèmes
P#1,v0 et P1,−v0 , qui pour ces deux problèmes est identique. Nous aurions pu prendre un α quel-
conque tel que <eα > α0 > 0, ce choix permet de conserver un contrôle L2(Ω) immédiat, similaire
à celui donné dans la proposition 3.4.
L’existence de ce projecteur n’est pas immédiate car bh n’est pas un produit scalaire sur
Hconv(Th). Toutefois, un résultat d’existence peut être déduit du paragraphe précédent.
Proposition 3.12. Soit ψ ∈ Hconv(Th). Le problème
Trouver ψh dans Wkh tel que
bh(ψh, ϕh) = bh(ψ,ϕh), ∀ϕh ∈Wkh
est bien posé. On note Πh l’opérateur qui à ψ associe ψh de sorte que
Πh : Hconv(Th) −→ Wkh
ψ 7−→ ψh = Πhψ
et
bh(Πhψ − ψ,ϕh) = 0, ∀ϕh ∈Wkh. (3.23)
L’estimation d’erreur suivante est vérifiée :
‖ψ −Πhψ‖h,v0,∇ 4 inf
wh∈Wkh
‖ψ − wh‖h,v0,∇, 12 . (3.24)
Si de plus ψ est dans H(Ω,v0,Γ+), nous avons l’inégalité
‖Πhψ‖0,Ω 4 ‖ψ‖H . (3.25)
Démonstration. Le caractère bien posé du problème et l’estimation d’erreur (3.24) sont une consé-
quence directe des résultats présentés au paragraphe 3.3 pour l’advection-réaction. Supposons
maintenant que ψ est dans H(Ω,v0,Γ+) ⊂ Hconv(Th). Par la relation de coercivité de la proposi-
tion 3.4 et par définition de l’opérateur Πh, nous avons
‖Πhψ‖20,Ω 4 bh(Πhψ,Πhψ) = bh(ψ,Πhψ).
Comme ψ est dans H(Ω,v0,Γ+) les termes d’intégrations des sauts de bh(ψ,Πhψ) s’annulent et
il vient
‖Πhψ‖20,Ω 4
∫
Ω
(ψ − v0 · ∇ψ)Πhψ dx.
L’inégalité de Cauchy-Schwarz permet enfin d’écrire
‖Πhψ‖20,Ω 4 ‖ψ − v0 · ∇ψ‖0,Ω‖Πhψ‖0,Ω,
d’où l’inégalité (3.25).
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3.4.2 Le résultat de stabilité
Proposition 3.13. Soit ψh une fonction de Wkh. Il existe h0 strictement positif tel que pour tout
h < h0 la relation
<e ph(α; ψh, ϕh) ≥ ‖ψh‖20,Ω
est vérifiée avec
ϕh = Πh ◦ θh et θh = (P#α,v0)−1ψh
où Πh est l’opérateur défini à l’aide de la propostion 3.12.
Démonstration. Soit ψh une fonction de Wkh, posons θh := (P
#
α,v0)−1ψh. Testons la forme bilinéaire
ph par la fonction test ϕh = Πh ◦ θh, puis réalisons une intégration par parties sur le terme de
dérivée convective. Avec l’identité (3.5) et par définition de la forme bilinéaire bh (3.22), nous
pouvons écrire l’égalité
ph(α; ψh, ϕh) =
∑
K∈Th
(α− 1)
∫
K
ψhϕh dx+ bh(ϕh, ψh), ∀ψ ∈Wkh.
Par définition du projecteur Πh, il vient ensuite
ph(α; ψh, ϕh) =
∑
K∈Th
(α− 1)
∫
K
ψhϕh dx+ bh(θh, ψh), ∀ψ ∈Wkh. (3.26)
D’après la définition de (P#α,v0)−1, θh est dans H(Ω,v0,Γ+), donc les termes d’intégration de bord
de bh(θh, ψh) s’annulent. Ainsi, nous avons
bh(θh, ψh) =
∑
K∈Th
∫
K
(θh − v0 · ∇θh)ψh dx
= (1− α)
∫
Ω
θhψh dx+
∫
Ω
P#α,v0θhψh dx.
C’est-à-dire par définition de θh,
bh(θh, ψh) = (1− α)
∫
Ω
θhψh dx+ ‖ψh‖20,Ω.
Donc, avec la relation (3.26), nous avons
ph(α; ψh, ϕh) = (1− α)
∫
Ω
ψh(θh −Πh ◦ θh) dx+ ‖ψh‖20,Ω.
En prenant la partie réelle de ph, par inégalité de Cauchy-Schwarz, il vient l’estimation
<e ph(α; ψh, ϕh) ≥ ‖ψh‖20,Ω − |1− α|‖θh −Πh ◦ θh‖0,Ω‖ψh‖0,Ω. (3.27)
Notons I l’opérateur identité sur H(Ω,v0,Γ+). Nous pouvons alors majorer le terme
‖θh −Πh ◦ θh‖0,Ω = ‖(I−Πh) ◦ θh‖0,Ω
≤ |||I−Πh||| ‖θh‖0,Ω
avec
|||I−Πh||| = sup
ψ∈ H(Ω,v0,Γ+)
‖ψ‖0,Ω=1
‖ψ −Πhψ‖0,Ω.
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Ensuite, la relation de stabilité (3.21) de l’opérateur (P#α,v0)−1 permet d’écrire
‖θh −Πh ◦ θh‖0,Ω ≤ C|||I−Πh||| ‖ψh‖0,Ω.
L’estimation (3.27) devient alors
<e ph(α; ψh, ϕh) ≥ (1− C|1− α||||I−Πh|||) ‖ψh‖20,Ω.
En particulier pour α ∈ −iR+∗, nous avons
<e ph(α; ψh, ϕh) ≥
(
1− C(1 + ω2) 12 |||I−Πh|||
)
‖ψh‖20,Ω
où α = −iω. Enfin, d’après l’estimation (3.24), il vient
∀ψ ∈ H(Ω,v0,Γ+), ‖ψ −Πhψ‖0,Ω 4 inf
wh∈Wkh
‖ψ − wh‖h,v0,∇, 12 . (3.28)
Le caractère approximant de l’espace d’éléments finis Wkh qui s’écrit
∀ψ ∈ H(Ω,v0,Γ+), lim
h→0+
(
inf
wh∈Wkh
‖ψ − wh‖h,v0,∇, 12
)
= 0,
permet alors de déduire que
∀ψ ∈ H(Ω,v0,Γ+), lim
h→0+
‖ψ −Πhψ‖0,Ω = 0,
et donc en particulier
lim
h→0+
|||I−Πh||| = 0,
d’où le résultat de la proposition.
A ce stade, nous avons tous les éléments en main pour montrer que ph vérifie, dans le cas
du transport harmonique, une condition inf-sup de la forme (3.15). Le théorème énoncé ci-après
étend le résultat de la proposition 3.6 au cas α ∈ iR∗.
Théorème 3.14. Si α ∈ C∗, alors il existe h0 > 0 et une constante $ > 0 indépendante de h
telle que ∀h < h0,
inf
ψh∈Wkh
sup
ϕh∈Wkh
<e ph(α; ψh, ϕh)
‖ψh‖h,v0,∇‖ϕh‖h,v0,∇
≥ $ > 0. (3.29)
Démonstration. La combinaison des propositions 3.4, 3.5 et 3.13 montre que
<e ph(α; ψh, ϕh) < ‖ψh‖2h,v0,∇ (3.30)
avec ϕh = Πh ◦ θh + vh + ψh où les fonctions vh et θh sont respectivement définies dans les
propositions 3.5 et 3.13. D’autre part, nous savons par la preuve de la proposition 3.6 que
‖vh + ψh‖2h,v0,∇ 4 ‖ψh‖2h,v0,∇. (3.31)
Comme bh est la forme bilinéaire approchée par méthode DG upwind d’un problème d’advection-
réaction, elle satisfait d’après la proposition 3.6 une condition inf-sup de la forme (3.15). En
particulier, Πh ◦ θh est dans Wkh et par définition de Πh, il vient
‖Πh ◦ θh‖h,v0,∇ 4 sup
ϕh∈Wkh
<e bh(Πh ◦ θh, ϕh)
‖ϕh‖h,v0,∇
= sup
ϕh∈Wkh
<e bh(θh, ϕh)
‖ϕh‖h,v0,∇
.
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Comme θh est dans H(Ω,v0,Γ+) les termes de saut de bh(θh, ϕh) s’annulent et nous obtenons par
inégalité de Cauchy-Schwarz les estimations
‖Πh ◦ θh‖h,v0,∇ 4 ‖θh − v0 · ∇θh‖0,Ω sup
ϕh∈Wkh
‖ϕh‖0,Ω
‖ϕh‖h,v0,∇
4 ‖θh‖H .
Selon la définition de θh = (P#α,v0)−1ψh et d’après la relation de stabilité (1.45) démontrée au
chapitre 1, nous avons finalement
‖Πh ◦ θh‖h,v0,∇ 4 ‖ψh‖0,Ω. (3.32)
Les estimations (3.31) et (3.32) conduisent ensuite à l’inégalité
‖ϕh‖h,v0,∇ 4 ‖ψh‖h,v0,∇. (3.33)
Enfin, la combinaison des relations (3.30) et (3.33) termine la preuve.
3.4.3 Estimation d’erreur
Nous pouvons maintenant démontrer pour le problème de transport harmonique des estima-
tions d’erreur analogues à celles du théorème 3.8 et de la proposition 3.9.
Théorème 3.15. Pour α ∈ C∗, l’estimation d’erreur entre la solution exacte ψ et la solution
approchée ψh suivante
‖ψ − ψh‖h,v0,∇ 4 inf
ϕh∈Wkh
‖ψ − ϕh‖h,v0,∇, 12 (3.34)
est satisfaite. Si de plus ψ ∈ Hk+1(Th), alors nous avons
‖ψ − ψh‖h,v0,∇ 4 hk+
1
2 ‖ψ‖Hk+1(Ω). (3.35)
La preuve de ces résultats est faite exactement comme pour le théorème 3.8 et la proposition
3.9 en utilisant cette fois la relation (3.29) au lieu de (3.15).
3.5 Extension à des écoulements non Ω-remplissants
Depuis le début, l’écoulement porteur v0 est supposé Ω-remplissant. Cette hypothèse sert
uniquement à garantir le caractère bien posé du problème de transport adjoint dont nous nous
servons pour obtenir le résultat de stabilité du paragraphe précédent. Donc, conformément à
la définition d’écoulement Ω-remplissant introduite au chapitre 1, l’analyse de l’approximation
déroulée dans ce chapitre ne concerne pas les écoulements ayant des zones de recirculation ou
des points d’arrêt. L’objectif de ce paragraphe est de vérifier de façon numérique la validité
de l’approximation de Galerkin discontinue dans le cas d’écoulements non Ω-remplissants. Nous
nous intéressons à deux exemples précis. Le premier concerne l’écoulement recirculant dans une
couronne dont nous avons déjà parlé au chapitre 1. Le deuxième exemple consiste en un écoulement
autour d’un disque également introduit au premier chapitre.
3.5.1 Écoulement recirculant : exemple de la couronne
Considérons le domaine ayant la forme d’une couronne
Ω = {(r, θ); r1 < r < r2 et 0 < θ < 2pi} avec 0 < r1 < r2,
déjà introduit au chapitre 1 et représenté sur la figure 3.2. Supposons de plus qu’il est occupé par
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Fig. 3.2: Schéma du domaine circulaire.
un fluide en écoulement recirculant satisfaisant
v0 = v(r)eθ
où v est une fonction à valeurs réelles strictement positive. Le problème Pα consiste à trouver ψ
vérifiant  αψ +
v(r)
r
∂ψ
∂θ
= f dans Ω
ψ(r, 0) = ψ(r, 2pi) ∀r ∈]r1, r2[.
(3.36)
Pour un second membre f suffisamment régulier, nous avons vu au chapitre 1 que ce problème
admet une unique solution lorsque
e
−2pi αr
v(r) 6= 1 (3.37)
et qui s’exprime
ψ(r, θ) = r
v(r)
∫ θ
0
f(r, τ)e(τ−θ)
αr
v(r) dτ + r
v(r)
e
−θ αr
v(r)(
1− e−2pi αrv(r)
) ∫ 2pi
0
f(r, τ)e(τ−2pi)
αr
v(r) dτ. (3.38)
Nous pourrions montrer par la méthode des courbes caractéristiques que pour tout second membre
f dans L2(Ω), le problème (3.36) est bien posé dans{
ϕ ∈ L2(Ω) : v0 · ∇ϕ ∈ L2(Ω) et ϕ(r, 0) = ϕ(r, 2pi)∀r ∈]r1, r2[
}
(3.39)
si la relation (3.37) est vérifiée, c’est-à-dire si le problème avec second membre nul αψ +
v(r)
r
∂ψ
∂θ
= 0 dans Ω
ψ(r, 0) = ψ(r, 2pi) ∀r ∈]r1, r2[
(3.40)
admet comme unique solution la solution nulle. Sous cette hypothèse, nous aurions également
le caractère bien posé du problème adjoint dans le même espace. Nous pourrions alors démon-
trer une condition inf-sup pour le problème continu selon la démarche employée au chapitre 1.
Par suite, nous pourrions obtenir, comme au paragraphe précédent, le résultat de stabilité de
l’approximation de Galerkin discontinue.
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Pour le problème de transport harmonique α = −iω, avec ω ∈ R, la condition (3.37) s’écrit
ωr
v(r) /∈ Z. (3.41)
Le problème peut alors être vu comme un problème aux valeurs propres : les valeurs de ω pour les-
quelles le transport harmonique n’admet pas de solution unique sont dans le spectre de l’opérateur
A = −iv(r)
r
∂ψ
∂θ
.
Nous testons la méthode de Galerkin discontinue pour deux valeurs du quotient ωrv(r) . L’écou-
lement porteur v0 est choisi tel que
v0(r, θ) =
r
2eθ (3.42)
et nous calculons la solution approchée par méthode DG pour deux maillages de pas h et h/2.
Le premier résultat représenté sur le figure 3.3 est obtenu pour ω = 710 , c’est-à-dire
ωr
v(r) =
7
5 /∈ Z.
La solution obtenue sur chacun des deux maillages est identique ce qui montre que la méthode
converge vers une solution unique. Par contre, lorsque ω = 32 , c’est-à-dire
ωr
v(r) = 3 ∈ Z les deux
maillages fournissent deux solutions différentes : la figure 3.4 montre que les valeurs minimales
et maximales prises par la solution diffèrent d’un facteur dix d’un maillage à l’autre. Les deux
calculs n’ont pas convergé vers la même solution, ceci signifie que la solution n’est pas unique. La
valeur de ω choisie correspond à une valeur propre du problème : la méthode restitue un mode
propre et les solutions calculées sur chacun des maillages sont les mêmes à un facteur multiplicatif
près.
Fig. 3.3: Partie réelle de la solution du problème de transport harmonique obtenue pour v0 =
r
2eθ
et α = − 710 i avec des maillages de pas h (à gauche) et h/2 (à droite).
3.5.2 Les points d’arrêt : l’exemple de l’écoulement autour d’un cylindre
Nous considérons un écoulement potentiel autour d’un disque de rayon R dont l’expression
analytique de la vitesse v0 est donnée en annexe D. Cet écoulement se déplace de la gauche vers
la droite et contourne le disque rigide. La ligne de courant centrale présente deux points d’arrêts
en (−R, 0) et (R, 0) représentés en rouge sur la figure 3.5. Nous avons déjà vu au chapitre 1 que
cet écoulement n’est pas Ω-remplissant. Les simulations numériques menées dans ce cas montrent
que la méthode de Galerkin discontinue ne présente pas de difficulté à converger. La figure 3.6
représente la partie réelle de la solution de problème{
−iωψ + v0 · ∇ψ = f dans Ω
ψ = g ∀r ∈ Γ−. (3.43)
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Fig. 3.4: Partie réelle de la solution du problème de transport harmonique obtenue pour v0 =
r
2eθ
et α = −32 i avec des maillages de pas h (à gauche) et h/2 (à droite).
Fig. 3.5: Lignes de courant autour d’un cercle.
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pris pour f 6= 0 et g = 0 avec Ω = [−L,L] × [−H,H] et Γ− = {(x1, x2) ∈ Ω : x1 = −L}. Sur
la figure 3.7, la valeur de ψ est imposée à un sur le bord à flux entrant et le terme source est
nul, c’est-à-dire f = 0 et g = 1. Dans les deux cas, nous observons le transport de la donnée
d’entrée f ou g selon les lignes de courant avec un comportement oscillatoire. Nous remarquons
le resserrement des oscillations à l’approche de la ligne de courant centrale. En regardant de plus
près autour du cercle, nous pourrions voir que la solution oscille de plus en plus à l’approche
des points où v0 s’annule et que la restitution de cette partie du signal dépend de la finesse du
maillage. Cependant, ces effets numériques restent locaux et ne perturbent pas la solution par
ailleurs.
Fig. 3.6: Partie réelle de la solution pour α = −2i et avec un terme source f non nul.
Fig. 3.7: Partie réelle de la solution pour α = −2i, f = 0 et ψ imposé à 1 sur Γ−.
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La formulation de Galerkin discontinue décentrée constitue donc une méthode fiable pour la
résolution de problèmes aux EDP du premier ordre et plus particulièrement pour le problème de
transport harmonique. Le résultat de stabilité que nous avons obtenu concerne le cas restrictif
des écoulements Ω-remplissants, mais une extension aux écoulements recirculants est possible et
les résultats numériques montrent que la méthode reste stable en présence de points d’arrêt. Nous
pouvons donc aborder le problème de propagation acoustique et sa résolution par l’approche de
Galbrun augmentée, puisque nous disposons maintenant d’un outil numérique pour la détermi-
nation de l’inconnue hydrodynamique. La partie suivante s’intéresse à la résolution du système
couplant l’équation de Galbrun augmentée et l’équation hydrodynamique.

Deuxième partie
Application à la résolution de
l’équation de Galbrun

Chapitre 4
Équation de Galbrun et éléments
finis : historique d’une reformulation
Ce travail s’inscrit dans le prolongement de deux thèses qui ont été effectuées au laboratoire
POEMS [63, 40]. Le but de ce chapitre est de donner une présentation synthétique et pédagogique
de la démarche qui a été mise en place au cours de ces travaux. Nous nous attacherons à mettre en
évidence les points clés sans nous attarder sur les détails précis de mathématiques. Nous renvoyons
le lecteur intéressé au chapitre suivant où une présentation plus rigoureuse sera faite.
Ces travaux portent sur la modélisation et la simulation numérique de la propagation du son
dans un écoulement. L’objectif est de développer une méthode d’éléments finis pour les équations
linéarisées en régime fréquentiel. Typiquement il s’agit de simuler la propagation, dans un domaine
non borné, du bruit de raie généré par un moteur d’avion.
L’originalité de l’approche suivie réside tout d’abord dans le choix des équations traitées :
nous présenterons dans le premier paragraphe ces équations dues à Galbrun et nous donnerons les
avantages qu’elles présentent comparativement au choix usuel des équations d’Euler linéarisées.
La deuxième spécificité réside dans l’écriture d’une formulation augmentée (ou régularisée) de
l’équation de Galbrun dont nous expliquerons les bénéfices pour la résolution numérique du
problème dans le second paragraphe. Le processus d’augmentation nécessite d’introduire une
inconnue supplémentaire de nature hydrodynamique que nous appellerons par abus de langage
et anglicisme vorticité, et qui satisfait justement l’équation de transport qui a fait l’objet de la
première partie de la thèse.
4.1 L’équation de Galbrun
4.1.1 Les équations linéarisées de l’aéroacoustique
Soit un fluide en écoulement stationnaire subsonique arbitraire dans un domaine infini. Sup-
posé parfait et en évolution adiabatique, ce fluide est caractérisé par ses champs non uniformes
de pression p0, vitesse v0, densité ρ0 et vitesse du son c0 qui vérifient les équations d’Euler
stationnaires et l’équation d’état suivantes :
div(ρ0v0) = 0,
ρ0(v0 ·∇)v0 +∇ p0 = 0, (4.1)
p0 = Kργ0 et c20 = γ
p0
ρ0
, (4.2)
oùK et γ sont des constantes. Nous nous intéressons à la propagation de perturbations acoustiques
dans cet écoulement porteur. Comme nous l’avons vu plus haut, l’approche courante consiste à
linéariser les équations d’Euler. On montre ainsi que les petites perturbations de pression et de
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vitesse vérifient, en régime harmonique (dépendance en temps en e−iωt), les équations
Dρ
Dt
+ ρdivv0 + div(ρ0v) = 0,
ρ0
Dv
Dt
+ ρ0(v ·∇)v0 + ρ(v0 ·∇)v0 +∇ p = 0, (4.3)
p = c20ρ,
où D
Dt
désigne l’opérateur de transport qui en régime harmonique s’écrit
D
Dt
= −iω + v0 · ∇.
Il existe une équation alternative : l’équation de Galbrun [49]. Elle est obtenue par linéarisation
des équations de conservation de la mécanique des fluides [71] et porte sur la perturbation du
déplacement lagrangien ξ(x, t) définie en annexe G. En régime harmonique, nous définissons u
tel que
ξ(x, t) = <e
(
u(x)e−iωt
)
.
et l’équation de Galbrun s’écrit
ρ0
D2u
Dt2
−∇(ρ0c20 divu) + divu∇p0 −∇uT · ∇p0 = 0, (4.4)
où u est la perturbation du déplacement en régime harmonique. Il est possible de vérifier (de
façon non immédiate [63]) qu’à partir de la solution de l’équation de Galbrun nous retrouvons la
solution des équations d’Euler en utilisant le lien
p = −ρ0c20 divu− u · ∇p0, (4.5)
v = Du
Dt
− (u ·∇)v0. (4.6)
Pour aborder de façon simple ces deux modèles, considérons deux cas particuliers : l’écoulement
uniforme et l’écoulement cisaillé.
4.1.2 Le cas de l’écoulement uniforme
Pour un écoulement uniforme de la forme
v0(x) = v0ex1 ,
avec v0 une constante strictement positive, les équations de l’écoulement porteur (4.1) donnent
que p0, ρ0 et c0 sont uniformes. Les équations de l’acoustique se simplifient donc en
1
c20
D
Dt
p+ ρ0 divv = 0, (4.7)
ρ0
D
Dt
v +∇ p = 0, (4.8)
et l’équation de Galbrun devient
D2u
Dt2
− c20∇(divu) = 0. (4.9)
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En prenant successivement la divergence et le rotationnel de la relation (4.9), il est intéressant
de remarquer que p = −ρ0c20 divu et ψ = rotu vérifient les deux équations découplées suivantes(
1
c20
D2
Dt2
−∆
)
p = 0, (4.10)
D2ψ
Dt2
= 0. (4.11)
La pression est solution d’une équation de Helmholtz convectée et la vorticité est solution d’une
équation de transport au carré. L’équation de Galbrun modélise donc à la fois les phénomènes
de propagation d’ondes et de convection hydrodynamique. Les mêmes conclusions peuvent être
livrées dans le cas des équations d’Euler (4.7,4.8). En effet, on peut montrer de façon classique
que v vérifie (4.9), où u est remplacé par v, et que p satisfait (4.10). Autrement dit, la vitesse
eulerienne vérifie l’équation de Galbrun en écoulement uniforme (ce qui ne sera plus vrai en
écoulement variable). Notons enfin qu’en prenant le rotationnel de (4.8), nous obtenons
D
Dt
(rotv) = 0 (4.12)
qui est l’analogue de (4.11) et modélise la convection des tourbillons. Le découplage entre acous-
tique et hydrodynamique que nous venons de mettre en évidence pour un écoulement uniforme
n’est plus vrai en écoulement quelconque où les deux phénomènes sont alors couplés. Ce couplage
constitue la principale difficulté lorsqu’il s’agit de traiter des problèmes de propagation d’onde en
présence d’écoulement. Nous allons l’illustrer dans le cas de l’écoulement cisaillé.
4.1.3 Le cas de l’écoulement cisaillé
Pour un écoulement cisaillé tel que
v0(x) = v0(x2)e1,
les équations de l’écoulement porteur (4.1) donnent là encore que p0, ρ0 et c20 sont uniformes et
les équations d’Euler se simplifient en
1
c20
Dp
Dt
+ ρ0 divv = 0, (4.13)
ρ0
D
Dt
v + ρ0v2v′0e1 +∇ p = 0, (4.14)
où v = (v1, v2). Nous voyons apparaître dans l’équation (4.14) un terme supplémentaire par rap-
port à (4.8) où intervient la dérivée de l’écoulement. C’est ce terme qui, responsable du couplage
entre acoustique et hydrodynamique, est à l’origine de nombreuses difficultés mathématiques et
numériques. Contrairement aux équations d’Euler, l’équation de Galbrun en écoulement cisaillé
reste inchangée par rapport au cas uniforme (4.9) car la dérivée de l’écoulement n’apparaît pas.
4.1.4 Les avantages comparés des équations de Galbrun et d’Euler
Les équations d’Euler sont de loin plus populaires que l’équation de Galbrun. Elles ont l’avan-
tage de porter sur les inconnues physiques "naturelles" que sont la vitesse et la pression, quantités
que l’on peut mesurer en pratique. Quel est donc l’intérêt d’une approche reposant sur l’équation
de Galbrun ? Nous voyons au moins deux avantages significatifs à cette approche inhabituelle.
• Le premier concerne l’écriture des conditions aux limites. L’inconnue de Galbrun est mieux
adaptée que les inconnues d’Euler pour écrire les conditions aux limites et de transmission
pour les problèmes avec impédance et de couplage fluide-structure, car ce sont la pression
et le déplacement normal qui se raccordent naturellement. Cependant, dans ce manuscrit
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nous ne faisons pas bénéfice de cela puisque nous considérons seulement des bords rigides
pour lesquels les conditions à la limite en variable de Lagrange et en variable d’Euler sont
semblables (u · n = 0 et v · n = 0).
• Le second avantage est lié à notre principal objectif qui est la résolution par éléments finis
du problème harmonique. Tout d’abord, le modèle de Galbrun compte a priori une inconnue
scalaire de moins que le système d’Euler. De plus, équation de Galbrun est du second ordre
et est très proche d’une équation de Helmholtz convectée (∇ div au lieu de ∆). Comme
nous le verrons, elle s’écrit facilement sous forme variationnelle et semble donc adaptée à
une résolution par éléments finis. En revanche, les équations d’Euler prennent la forme de
deux équations de transport couplées. Par conséquent, une résolution des équations d’Euler
nécessiterait d’utiliser les outils développés dans les chapitres précédents. En particulier,
nous pensons que la méthode de Galerkin continu ne fonctionnerait pas.
Nous verrons par la suite que le processus d’augmentation de l’équation de Galbrun conduit à
nuancer ces avantages.
4.2 La formulation augmentée en écoulement uniforme
Comme vu précédemment, l’équation de Galbrun se prête à l’écriture d’une formulation va-
riationnelle et donc semble adaptée à l’utilisation d’éléments finis continus. Cependant, dès le cas
simple de l’écoulement uniforme, la discrétisation par éléments finis de Lagrange conduit à une
solution numérique parasitée [63]. Cette équation souffre en fait d’un manque d’ellipticité (∇ div
au lieu de ∆). Plusieurs équipes de recherche ont proposé aux cours des 15 dernières années des
méthodes alternatives permettant de contourner ce défaut de coercivité. D’une part l’équipe de
Compiègne [84, 48] a constaté qu’une formulation mixte combinée à l’utilisation d’éléments finis
d’ordre élevé conduit à une solution numérique stable. D’autre part, l’équipe POEMS a déve-
loppé la technique d’augmentation que nous allons détailler maintenant dans la cas simple de
l’écoulement uniforme.
Notre objectif dans cette section est de présenter le principe d’augmentation proposé dans
[63] pour l’équation de Galbrun en vue de restaurer l’ellipticité. Afin de faciliter la présentation,
nous considérons d’abord un écoulement uniforme, pour lequel les phénomènes hydrodynamiques
et acoustiques sont découplés.
4.2.1 Le processus d’augmentation
Dans le cas simple du fluide au repos et en l’absence de source, l’équation de Galbrun prend
la forme suivante
− ω2u− c20∇ divu = 0. (4.15)
En prenant le rotationnel de cette équation, il vient que les solutions u vérifient
rotu = 0.
Le procédé d’augmentation consiste à remplacer le terme en ∇ div par un Laplacien en ajoutant
formellement à l’équation (4.15) le terme
c20 rot(rotu) (4.16)
qui s’identifie à zéro. Ainsi, par l’identité
rot(rot)−∇(div) = −∆, (4.17)
le champ u solution de (4.15) vérifie une équation elliptique (l’équation de Helmholtz vectorielle)
de la forme
− ω2u− c20∆u = 0. (4.18)
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Pour un fluide en écoulement uniforme, nous verrons au paragraphe suivant que (4.9) implique
encore rotu = 0 et l’équation augmentée est alors donnée par
D2u
Dt2
+ c20 (−∇(divu) + rot rotu) = 0, (4.19)
et se développe sous la forme
− ω2u− 2iωv0 ∂u
∂x1
+ v20
∂2u
∂x21
+ c20 (−∇(divu) + rot rotu) = 0. (4.20)
Pour analyser cette équation augmentée écrivons la formulation variationnelle associée :
∫
−ω2u · v− 2iωv0 ∂u
∂x1
· v¯− v20
∂u
∂x1
· ∂v¯
∂x1
+ c20 (divu div v¯ + (rotu)(rot v¯)) = 0, (4.21)
où v est une fonction test à support compact. Les apports de cette nouvelle formulation par
rapport au problème initial résident dans la proposition suivante :
Proposition 4.1. Soit Ω un domaine polygonal borné. La forme bilinéaire
b(u,v) =
∫
Ω
(
u · v− v20
∂u
∂x1
· ∂v¯
∂x1
+ c20 ((divu)(div v¯) + (rotu)(rot v¯))
)
dx (4.22)
est coercive sur V = {v ∈ H1(Ω)2 | v · n = 0 sur ∂Ω} pour un écoulement subsonique.
Démonstration. La démonstration s’appuie sur l’identité de Costabel [36] valable pour tout u et
v dans V et en domaine polygonal∫
Ω
(divu)(div v¯) + (rotu)(rot v¯) dx =
∫
Ω
∇u :∇ v¯ dx (4.23)
avec laquelle, nous avons
b(u,u) =
∫
Ω
(
|u|2 − v20
∣∣∣∣ ∂u∂x1
∣∣∣∣2 + c20|∇u|2
)
dx ≥ min(1, c20 − v20)‖u‖2H1(Ω), ∀u ∈ V. (4.24)
Ce théorème permet de montrer que le problème augmenté avec la condition aux limites de
bords rigides u · n = 0 sur ∂Ω relève de l’alternative de Fredholm car les termes de (4.21) autres
que la forme bilinéaire b(u,v) constituent une perturbation compacte de cette dernière.
Remarque 4.2. – Il est important de noter que le théorème n’est pas valable si l’on remplace
V par l’espace H1(Ω)2 car l’identité de Costabel requiert la condition aux limites de bords
rigides. Ainsi, on ne saurait pas traiter la condition aux limites de bords libres divu = 0.
– Une difficulté se pose si la géométrie du problème présente des coins entrants dans le do-
maine de calcul. Dans ce cas la solution de l’équation initiale peut être singulière au voisi-
nage du coin et ne pas appartenir à H1(Ω). Le problème augmenté admet quant à lui une
solution dans H1(Ω) mais qui est à rotationnel non nul, c’est pourquoi ce n’est pas une
solution du problème initial. Ces difficultés sont délicates tant du point de vue physique
que mathématique. Nous renvoyons le lecteur intéressé par les démonstrations à [63, 40].
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4.2.2 Relation entre augmentation et phénomènes hydrodynamiques
Nous venons de voir qu’il est intéressant de remplacer l’équation (4.9) par la formulation
augmentée (4.19), mais ceci n’est possible que si la solution de (4.9) satisfait rotu = 0. Nous
pouvons alors nous demander quoi faire dans le cas où la solution recherchée n’est pas à rotationnel
nul. Prenons u une solution de l’équation initiale (4.9) et posons
ψ = rotu.
En appliquant l’opérateur rotationnel à l’équation (4.9), nous montrons que ψ vérifie
D
Dt
(
Dψ
Dt
)
= 0.
D’après le chapitre 1, ψ est complètement déterminé par les conditions imposées à ψ et Dψ
Dt
sur la frontière du domaine de calcul à flux entrant notée Γ−. Ces conditions dépendent de la
configuration physique choisie. En particulier pour des conditions homogènes
ψ = Dψ
Dt
= 0 sur Γ−,
qui signifient qu’il n’y a pas de tourbillons qui entrent dans le domaine de calcul, nous avons
bien ψ = 0. Sinon, ψ pourra être non nul mais sera entièrement déterminé par les conditions aux
limites. Nous pouvons donc déterminer ψ a priori puis remplacer l’équation (4.19) par
D2u
Dt2
+ c20 (−∇(divu) + rot(rotu− ψ)) = 0. (4.25)
La formulation variationnelle associée fera alors apparaître ψ au second membre de l’équation :∫
−ω2u · v− 2iωv0 ∂u
∂x1
· v¯− v20
∂u
∂x1
· ∂v¯
∂x1
+ c20 (divu div v¯ + (rotu)(rot v¯)) = c20
∫
ψ rot v¯.
Remarque 4.3. Au départ, l’écriture de la formulation augmentée a été introduite pour pallier
à des problèmes d’oscillations numériques. Il s’avère a posteriori que l’introduction de ψ dans le
problème se justifie par des raisons plus profondes liées à la nature physique du problème traité.
L’introduction de ψ et en particulier la condition aux limites sur Γ− permet de gérer les aspects
de transport hydrodynamique en donnant un sens amont/aval au système.
Jusqu’à présent, nous avons uniquement parlé de l’équation de Galbrun prise sans second
membre. Supposons maintenant que le second membre f est non nul :
D2u
Dt2
− c20∇(divu) = f . (4.26)
A nouveau, en appliquant l’opérateur rotationnel à l’équation de Galbrun, nous montrons que ψ
satisfait
D
Dt
(
Dψ
Dt
)
= rot f . (4.27)
Pour une source acoustique, correspondant à un second membre f tel que rot f = 0, nous sommes
ramenés au cas précédent. Dans le cas général, si le rotationnel de f ainsi que la donnée de ψ et
Dψ
Dt
sur Γ− sont connus, alors ψ peut être obtenu a priori par inversions successives de l’opérateur
D
Dt
. Nous pourrons alors, pour déterminer u, considérer le problème faible suivant∫
−ω2uv− 2iωv0 ∂u
∂x1
v¯− v20
∂u
x1
∂v¯
x1
+ c20 (divu div v¯ + (rotu)(rot v¯)) =
∫
f v¯ + c20ψ rot v¯ (4.28)
où ψ satisfait désormais (4.27) et où f apparaît au second membre.
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4.3 La formulation augmentée en écoulement quelconque
Nous avons vu au paragraphe précédent comment obtenir une formulation augmentée de
l’équation de Galbrun dans le cas d’un écoulement uniforme. Nous allons voir comment étendre
cette idée au cas d’un écoulement quelconque. De façon similaire, nous posons
ψ = rotu,
et la formulation augmentée s’écrit
ρ0
D2u
Dt2
−∇(ρ0c20 divu) + divu∇p0 −∇uT · ∇p0 + rot
(
ρ0c
2
0(rotu− ψ)
)
= f . (4.29)
La difficulté réside dans le fait que pour un écoulement général, le rotationnel de u est non nul
et l’inconnue ψ ne peut pas être déterminer a priori. De plus, ψ ne vérifie pas une équation aussi
simple que dans le cas uniforme. En effet, lorsqu’on applique l’opérateur rotationnel à l’équation
de Galbrun, on ne peut plus faire permuter celui-ci avec l’opérateur D
Dt
comme c’était le cas
en écoulement uniforme. Considérons pour commencer l’exemple académique d’un écoulement
parallèle cisaillé c’est-à-dire v0(x1, x2) = v0(x2)ex1 . L’application du rotationnel à l’équation
(4.9) conduit alors à
D
Dt
(
Dψ
Dt
)
= rot f + 2v′0
D
Dt
(
∂u1
∂x1
)
. (4.30)
Nous constatons que ψ est à nouveau solution d’une équation de transport au carré mais cette
fois, u intervient dans le terme de droite. Il n’est donc plus possible de calculer ψ a priori. En effet,
les phénomènes acoustiques et hydrodynamiques sont couplés et les inconnues ψ et u doivent être
déterminées simultanément comme solution d’un problème couplé.
Remarque 4.4. La formulation augmentée nous amène à nuancer certains avantages de l’équa-
tion de Galbrun sur l’équation d’Euler que nous avions donnés au début de ce chapitre. D’une
part l’équation de transport sur la vorticité fait apparaître la dérivée du profil de l’écoulement et
d’autre part le processus d’augmentation nécessite d’introduire une inconnue scalaire supplémen-
taire en 2D et trois inconnues scalaires supplémentaires en 3D.
Pour un écoulement général, l’application de l’opérateur rotationnel à l’équation de Galbrun
initiale conduit à la relation
D2ψ
Dt2
= −2 D
Dt
(Bu)− Cu + 1
ρ0
rot f , (4.31)
avec
Bu =
2∑
j=1
∇v0,j ∧ ∂u
∂xj
, (4.32)
et
Cu =
2∑
j,k=1
(
∂v0,k
∂xj
∇v0,j ∧ ∂u
∂xk
− v0,j∇∂v0,k
∂xj
∧ ∂u
∂xk
)
+ 1
ρ0
2∑
j=1
(
1
ρ0c20
∂p0
∂xj
∇p0 −∇
(
∂p0
∂xj
))
∧∇uj .
(4.33)
Les opérateurs B et C font intervenir des gradients de l’écoulement et prennent des formes très
simplifiées en écoulement parallèle cisaillé. Nous avons
Bu = −∂v0,1
∂x2
∂u1
∂x1
, (4.34)
Cu = 0 (4.35)
car dans ce cas v0,1 ne dépend que de x2, v0,2 = 0 et ∇p0 = 0. Nous retrouvons bien les termes
de l’équation (4.30).
96
Chapitre 4. Équation de Galbrun et éléments finis : historique d’une
reformulation
Remarque 4.5. Nous appelons parfois (abusivement) ψ = rotu la vorticité. Rappelons qu’usuel-
lement, la vorticité, caractéristique des phénomènes hydrodynamiques, est représentée par la
quantité rotv où v est la vitesse eulerienne. En écoulement uniforme, le lien entre ces deux quan-
tités est simple car DψDt = rotv, ce qui n’est plus vrai en écoulement variable. Ainsi, dans le cas
d’un écoulement potentiel non uniforme, pour une source acoustique (rot f = 0), on peut montrer
que rotv = 0 alors que ψ 6= 0. On peut dans ce cas se ramener à un problème scalaire sur le
potentiel des vitesses (équation de Helmholtz convectée). Le chapitre 6 présente des exemples
pour lesquels l’acoustique ne génère pas de tourbillon hydrodynamique alors que notre approche
pour le même cas trouve un ψ non nul.
Nous verrons par la suite comment résoudre le problème augmenté couplé avec l’équation
hydrodynamique.
4.4 Le modèle augmenté avec couches PML
Les problèmes qui nous intéressent sont généralement posés dans des domaines non bornés, ou
plus exactement dans des domaines très grands devant la zone d’intérêt (le voisinage du réacteur
de l’avion par exemple) de sorte qu’il est préférable de les considérer infinis. On suppose de plus
que l’écoulement devient “simple” à une distance finie de la zone d’intérêt qui contient quant à
elle toutes les perturbations (de géométrie et d’écoulement). Un “écoulement simple” signifie un
écoulement uniforme ou un écoulement parallèle cisaillé.
L’objectif est alors de réduire le calcul à la zone d’intérêt, et d’imposer au bord du domaine
de calcul des conditions qui rendent compte le mieux possible du caractère non-borné du domaine
de propagation. On veut en particulier éviter, ou limiter, les réflexions d’ondes parasites générées
par les bords fictifs du domaine de calcul. Pour les problèmes d’acoustique dans un fluide au
repos, il existe de nombreuses techniques pour réaliser ce type de conditions, dites “transparentes”
(couplage avec une représentation intégrale, représentation en série de Fourier de l’opérateur DtN
ou couches absorbantes parfaitement adaptées - PML - pour ne citer que les principales d’entre
elles). Pour le problème qui nous intéresse ici, la situation est beaucoup plus compliquée, du
fait de la présence des phénomènes hydrodynamiques. Comme nous l’avons vu dans la première
partie de la thèse, le traitement de ces derniers requiert de distinguer les frontières d’entrée et de
sortie du domaine de calcul, c’est-à-dire les parties de la frontière où l’écoulement entre dans le
domaine de calcul ou sort de celui-ci. Or il est difficile de prendre en compte cette distinction dans
une formulation variationnelle classique, telle que la formulation variationnelle de l’équation de
Galbrun initiale (non régularisée). On peut citer en revanche la méthode proposée par Gwénael
Gabard [47] qui montre qu’il est possible de prendre en compte des conditions transparentes dans
une formulation DG des équations d’Euler linéarisées.
La méthode que nous avons retenue pour notre part, dans la suite des thèses de Guillaume
Legendre et d’Eve-Marie Duclairoir, consiste à utiliser des couches PML. Cela peut paraître
surprenant car de nombreuses difficultés ont été relevées dans la littérature lors de l’utilisation de
PML en aéroacoustique [13, 39, 53, 54, 79]. En fait, si les PML fonctionnement dans notre cas,
c’est d’une part parce que nous utilisons une formulation augmentée de l’équation de Galbrun et
d’autre part parce que nous considérons le régime périodique établi.
Commençons par rappeler brièvement comment fonctionne la méthode des PML. Supposons
pour fixer les idées que le domaine de propagation est infini dans la direction x1, toutes les
perturbations étant quant à elles contenues dans la zone |x1| < R. L’idée des PML est d’effectuer
dans la zone |x1| > R une “dilatation complexe”, au sens où une inconnue ϕ(x1, x2) est remplacée
par la nouvelle inconnue dilatée
ϕ˜(x1, x2) = ϕ
(
x1 ±R
α
, x2
)
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où α ∈ C, avec −pi/2 < Arg(α) < 0. α est un paramètre de la méthode qui devra être choisi par
l’utilisateur. Si ϕ se comporte en ±∞ comme eiβx1 , alors la nouvelle inconnue ϕ˜ se comportera
comme ei(β/α)x1 . Ainsi une onde propagative (β ∈ R) devient évanescente en + ou − l’infini.
Plus exactement, une onde de vitesse de phase positive (β > 0) devient évanescente en +∞, et
inversement, une onde de vitesse de phase négative (β < 0) devient évanescente en −∞. C’est
la magie des PML puisqu’on espère ainsi que les ondes sortantes deviennent exponentiellement
décroissantes à l’infini. On pourra alors tronquer le domaine de calcul en ne produisant qu’une
erreur exponentiellement petite.
Une première difficulté vient du fait que le sens de l’onde n’est pas toujours donné par le signe
de β. En effet, celui-ci indique le signe de la vitesse de phase ω/β alors que le sens de l’onde est
donné par le signe de la vitesse de groupe dω/dβ). C’est pourquoi les ondes dites amont-inverse
(qui se propagent dans le sens de l’écoulement bien que leur vitesse de phase soit de signe opposé à
l’écoulement) génèrent des instabilités numériques lorsque l’on utilise des PML pour résoudre les
équations d’Euler en régime temporel. Mais il est montré dans [11] que cette difficulté disparaît
en régime harmonique. En effet, en présence de modes amont-inverse, la solution obtenue croit
dans la PML sans altérer la solution calculée dans le domaine physique d’intérêt.
Une seconde difficulté est liée à la présence des phénomènes hydrodynamiques. En effet, on
vérifie aisément (cf. section 5.5 de [12]) que les PML ne fonctionnent pas pour l’équation de
transport au carré. En effet, au lieu de calculer une approximation de la solution physique du
problème (nulle à l’amont), on calcule une solution des équations qui dépend fortement de la
longueur des couches. On n’observe ni instabilité ni convergence. Le résultat est simplement faux.
Dans notre cas, les PML fonctionnent car nous les appliquons à l’équation de Galbrun augmen-
tée, couplée à l’équation hydrodynamique qui permet la prise en compte de la condition d’entrée
à l’amont, pour la vorticité. Autrement dit, on impose directement la nullité de la vorticité à
l’amont. Les PML se chargent quant à elles de laisser sortir les ondes acoustiques.

Chapitre 5
Analyse et discrétisation du modèle
couplé en déplacement/vorticité
Nous avons vu au chapitre précédent que le problème acoustique consiste à résoudre un sys-
tème couplé d’inconnues u et ψ de la forme(
Auu Auψ
Aψu Aψψ
)(
u
ψ
)
=
(
f
rot f
)
.
A ψ fixé, le problème en u a de bonnes propriétés mathématiques : il relève de l’alternative de
Fredholm. De même à u fixé, les techniques de la première partie fournissent un cadre adapté
pour le problème en ψ. Dans cette configuration où Auu et Aψψ sont inversibles, l’idée de ce
chapitre est de mener l’analyse en éliminant l’inconnue ψ. L’équation en u devient alors(
Auu −AuψA−1ψψAψu
)
u = f −AuψA−1ψψ rot f .
Si la perturbation AuψA−1ψψAψu est compacte ou petite en norme, nous pouvons de nouveau mon-
trer que ce problème relève de l’alternative de Fredholm et montrer la convergence de l’approxi-
mation mixte choisie. Egalement étudiée dans ce chapitre, celle-ci consiste à discrétiser l’inconnue
u à l’aide d’éléments finis de Lagrange et à approcher l’inconnue ψ par une méthode de Galerkin
Discontinue.
Ce chapitre propose ainsi deux configurations académiques particulières pour lesquelles cette
démarche par élimination de ψ est possible. Cette approche induit certaines restrictions dont
nous n’avons pas su nous affranchir, mais elle permet d’aller jusqu’au bout d’une démonstration
complète sur le caractère bien posé du problème couplé et de son approximation. Au chapitre
suivant, nous traiterons des cas tests qui sortent de ce cadre théorique et nous verrons que la
méthode d’approximation mixte fournit des résultats également satisfaisants.
5.1 Position du problème
5.1.1 Cas 1 : la perturbation géométrique
Le domaine de propagation est un sous espace de R2 défini par
Ω∞ = {(x1, x2) ∈ R2; x2 > h(x1)}
où h est une fonction continue positive telle qu’il existe r positif pour lequel h(x1) = 0, ∀|x1| > r
comme représenté sur la figure 5.1. Nous supposons que Ω∞ est occupé par un fluide en écoulement
subsonique et que la frontière
Γ∞ = {(x1, x2) ∈ R2; x2 = h(x1)}
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est rigide. La variation de h perturbe l’écoulement dans une zone incluse dans BR ∩ Ω∞ où
BR = {(x1, x2) ∈ R; |x1| < R et |x2| < R} avec R > 0. En dehors de ce domaine de perturbation,
l’écoulement est supposé uniforme : le champ de vitesse est choisi parallèle à e1 et orienté dans
le sens des x1 positifs c’est-à-dire v0 = v∞e1 dans Ω∞\BR avec v∞ ≥ 0.
Fig. 5.1: Schéma de l’écoulement perturbé par une variation de la géométrie (cas 1).
5.1.2 Cas 2 : le jet analytique
Le domaine de propagation Ω∞ = R2 est occupé par un fluide dont le champ de vitesse est
subsonique et dirigé selon la direction e1. La composante horizontale de v0 est connue analyti-
quement et dépend uniquement de la variable verticale x2 :
v0 = v1(x2)e1, (5.1)
où v1(x2) ≥ 0, ∀x2 ∈ R. Nous supposons également qu’en dehors du domaine de perturbation
{(x1, x2); |x2| < R}
l’écoulement est uniforme. La figure 5.2 nous propose une représentation schématique de cet
écoulement que nous appellerons jet analytique.
5.1.3 Les équations du problème en domaine infini
Pour un écoulement quelconque caractérisé par la donnée de (ρ0, p0, c0, v0), la formulation
augmentée de l’équation de Galbrun s’écrit
ρ0
D2u
Dt2
−∇(ρ0c20 divu) + rot(ρ0c20(rotu− ψ)) + divu∇p0 −t ∇u · ∇p0 = f (5.2)
où la dérivée convective Du
Dt
est définie par
Du
Dt
= −iωu +∇u · v0.
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Fig. 5.2: Schéma du jet analytique (cas 2).
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Le second membre f , pris tel que rot f ∈ L2(Ω∞), est un terme source à support dans BR ∩ Ω∞
avec R > 0 choisi de sorte que BR contienne à la fois la zone de perturbation de l’écoulement et la
source f . Dans le cas 1, la composante normale de l’inconnue u s’annule sur les surfaces rigides :
u · n = 0 sur Γ∞. (5.3)
L’inconnue hydrodynamique vérifie l’équation suivante :
D2ψ
Dt2
= −2 D
Dt
(Bu)− Cu + 1
ρ0
rot f (5.4)
avec B et C les opérateurs définis au chapitre précédent par les relations (4.32) et (4.33).
Remarque 5.1. Les équations précédentes prennent dans certains cas des formes simplifiées.
– En dehors de la zone des perturbations, l’équation (5.2) devient
D2u
Dt2
− c2∞∇(divu) + c2∞ rot((rotu− ψ)) = 0 dans Ω∞\BR (5.5)
où c∞ est la célérité du son dans le fluide à l’infini. Le second membre est nul puisque nous
supposons que le support de la source est inclus dans la zone des perturbations.
– L’opérateur C s’annule dès que le champ de vitesse v0 est parallèle et B s’annule lorsque v0
est uniforme. En dehors de la zone des perturbations, l’équation (5.4) se réduit alors, dans
le cas 1, à
Dψ
Dt
= 0 dans Ω∞\BR. (5.6)
Dans le cas 2, (5.4) s’écrit
Dψ
Dt
= −2Bu dans Ω∞\BR (5.7)
avec Bu = −dv1
dx2
∂u1
∂x1
.
Pour que le problème couplé (5.2, 5.3, 5.4) soit équivalent au problème de Galbrun initial, il
faut ajouter au système la condition aux limites suivantes [25]
rotu− ψ = 0 sur ∂BR. (5.8)
Enfin, il est nécessaire d’adjoindre une condition de radiation au problème (5.2, 5.3, 5.4, 5.8) afin
d’assurer l’unicité de la solution.
5.1.4 Les couches PML
Nous recherchons la solution sortante (u, ψ) du problème couplé (5.2, 5.3, 5.4, 5.8). Nous
utilisons des couches absorbantes de type PML dont le principe est succinctement présenté au
paragraphe 4.4. Nous écrivons le problème avec couches PML sur l’inconnue u dans l’équation
(5.2). Afin de respecter la consistance du problème, nous faisons de même avec (5.3), (5.4) et
(5.8). Le domaine de calcul est alors défini par ΩL = BL∩Ω∞ où BL est le domaine rectangulaire
donné par
BL = {(x1, x2); |x1| < R+ L et |x2| < R+ L}
avec L la largeur de la couche PML. De plus, ΩR = BR ∩Ω∞ désigne le domaine physique, c’est-
à-dire le domaine de calcul privé des couches PML. Le modèle avec couche PML fait intervenir un
paramètre α tel que <e (α) > 0 et =m (α) < 0 et consiste à modifier les opérateurs de dérivation
selon la substitution
∂
∂xi
→ αi(x) ∂
∂xi
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avec αi défini par
αi(x) =
{
1 si |xi| < R
α si |xi| > R. (5.9)
Les opérateurs obtenus après substitution seront notés avec un indice α. Par exemple,
divα u = α1(x)
∂u1
∂x1
+ α2(x)
∂u2
∂x2
.
Sur les bords externes des PML, nous imposons à u une condition de bord rigide. L’inconnue
ψ, est de nature différente (ce n’est pas une onde). D’après l’étude de l’équation de transport
menée partie I, il est naturel d’imposer la valeur de ψ sur le bord à flux d’écoulement entrant Γ−L
défini par
Γ−L = {(x1, x2) ∈ ΩL; x1 = −(R+ L)}.
D’autre part, il n’y a pas de raison pour que la vorticité ψ associée à l’onde sortante soit non
nulle à l’amont de la zone de perturbation [12] puisque nous avons supposé lorsque nous avons
défini l’onde sortante qu’il n’y a pas de source à l’infini. En fait, les tourbillons hydrodynamiques
sont produits par la source et par le couplage entre l’acoustique et l’hydrodynamique due à un
écoulement non uniforme, et sont ensuite transportés à l’aval par le fluide. Il apparaît alors naturel
l’imposer ψ = DψDt = 0 sur Γ
−
L , assurant ainsi la causalité de ψ.
Finalement, le problème à résoudre s’écrit
ρ0
D2αu
Dt2
−∇α(ρ0c20 divα u) + rotα(ρ0c20(rotα u− ψ))
+divα u ∇p0 −t ∇αu · ∇p0 = f dans ΩL
D2αψ
Dt2
= −2Dα
Dt
(Bαu)− Cu + 1
ρ0
rot f dans ΩL
u · n = rotα u− ψ = 0 sur ∂ΩL
ψ = Dαψ
Dt
= 0 sur Γ−L
(5.10)
où Γ−L est le bord du domaine de calcul à flux entrant. Les figures 5.3 et 5.4 représentent le
domaine de calcul avec couche PML dans les cas 1 et 2.
Remarque 5.2. Le système (5.10) prend une forme simplifiée dans la zone des couches PML.
– Pour le cas 1, les opérateurs Bα et C s’annulent dans les couches PML et l’équation sur ψ
devient (
−iω + α1v0,1 ∂
∂x1
)
ψ = 0 dans ΩL\ΩR, (5.11)
où α1 est défini selon (5.9).
– Pour le cas 2, la deuxième équation de (5.10) s’écrit(
−iω + α1v0,1 ∂
∂x1
)
ψ = 2α1
∂v0,1
∂x2
∂u1
∂x1
dans ΩL\ΩR. (5.12)
– Nous écrivons ∇p0 au lieu de ∇αp0 dans la première équation de (5.10) car ∇p0 s’annule
dans les PML. De même pour rot f et C.
5.2 Caractère bien posé du problème couplé continu
D’une part, nous considérons le problème pour u donné et en utilisant les résultats de la
partie I, nous montrons que le problème en ψ est bien posé sous certaines conditions qui seront
précisées. D’autre part, nous nous intéressons au problème pris pour ψ fixé. Nous montrons alors
comme dans [24] que le problème en u est de type Fredholm dans H1(ΩL)2. Enfin, nous pourrons
traiter le problème couplé.
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Fig. 5.3: Domaine de calcul avec couche PML pour l’écoulement perturbé par une variation de
la géométrie (cas 1).
Fig. 5.4: Domaine de calcul avec couche PML pour le jet analytique (cas 2).
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5.2.1 Le problème en ψ (ou à u fixé)
Supposons d’abord que u est donné et considérons le problème d’inconnue ψ suivant, faisant
partie du problème (5.10)
D2αψ
Dt2
= −2Dα
Dt
(Bαu)− Cu + 1
ρ0
rot f dans ΩL
ψ = Dαψ
Dt
= 0 sur Γ−L
(5.13)
Cette équation fait intervenir l’opérateur de dérivée convective DαDt très voisin de l’opérateur
de transport étudié dans la partie I. Cependant, les résultats de cette partie nécessitent d’être
étendus pour pouvoir les réinvestir sur le problème (5.13). En effet, l’étude menée dans la partie I
suppose que v0 est à divergence nulle. Or, d’après les équations d’Euler, les données du problème
vérifient div(ρ0v0) = 0 et non divv0 = 0. De plus, l’usage des couches PML s’accompagne d’un
changement de variable qui modifie l’opérateur de transport harmonique.
Par linéarité, la solution du problème (5.13) est donnée par ψ = ψB + ψC + ψf où ψB est une
solution de
DαψB
Dt
= −2Bαu dans ΩL
ψB = 0 sur Γ−L
(5.14)
et ψC et ψf vérifient respectivement les systèmes d’équations suivants
D2αψC
Dt2
= −Cu dans ΩL
ψC =
DαψC
Dt
= 0 sur Γ−L ,
(5.15)
et
D2αψf
Dt2
= 1
ρ0
rot f dans ΩL
ψf =
Dαψf
Dt
= 0 sur Γ−L .
(5.16)
D’après les relations (5.12) et (5.11), en divisant les équations (5.14), (5.15) et (5.16) par α1 le
paramètre caractérisant les couches PML, nous obtenons un problème faisant intervenir un nouvel
opérateur de transport pour lequel le terme de convection ne tient pas compte des couches PML
et dont le coefficient de réaction est de la forme
A(x) = −i ω
α1
,
où α1 est défini par (5.9). En conséquence, afin de prendre en compte les PML et un écoulement
de vitesse à divergence non nulle, nous proposons une extension du résultat du chapitre 1 en
montrant le caractère bien posé du problème suivant :
Trouver ψ ∈ H(ΩL,v0,Γ−L ) tel que
PA
{
A(x)ψ + v0 · ∇ψ = f dans ΩL
ψ = 0 sur Γ−L
(5.17)
où nous supposons que A est une fonction à valeurs complexes telle que
A ∈ L∞(ΩL), (5.18)
v0 ∈ C1(ΩL) et v0 est ΩL-remplissant, (5.19)
f ∈ L2(ΩL). (5.20)
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Sous ces hypothèses, nous pouvons appliquer l’approche par courbes caractéristiques utilisée dans
la partie I. A l’aide du champ v0, définissons le changement de variable
Φ : Ω˜L −→ ΩL (5.21)
(s,b) 7−→ Φ(s,b) = x (5.22)
où Φ est la solution du problème aux caractéristiques
∂Φ
∂s
(s,b) = v0(Φ(s,b))
Φ(0,b) = b
(5.23)
avec
(s,b) ∈ Ω˜L :=
{
(s, b) : b ∈ Γ−L et s ∈ [0, τb]
}
et τb le temps de ΩL-parcours associé au champ v0 et au point b (voir définition 1.14). Le résultat
de la proposition 1.15 sur le caractère bien posé du problème de transport s’étend au cas d’un
coefficient de réaction variable et d’un écoulement à divergence non nulle :
Proposition 5.3. Si les hypothèses (5.18), (5.19) et (5.20) sont vérifiées alors le problème PA
est bien posé dans H(ΩL,v0,Γ−L ). En particulier, il vient l’estimation
‖ψ‖20,ΩL ≤ C(A,v0)‖f‖20,ΩL (5.24)
où
C(A,v0) =

τ2
2 exp (2τ‖ divv0‖∞) , si a = 0,
τ
2a exp (2τ‖divv0‖∞) , si a 6= 0.
avec τ = sup
b∈Γ−L
τb et a = infx∈ΩL
<eA(x).
Démonstration. Considérons le problème PA et montrons que la solution ψ est dans L2(ΩL). Le
second membre de l’équation f étant choisi dans L2(ΩL), nous pourrons ainsi déduire que ψ est
dans H(ΩL,v0,Γ−L ). Supposons d’abord que le second membre f est régulier. Appliquons à PA
le changement de variable (5.21). La solution du problème P˜A obtenu après transformation peut
alors s’écrire de façon explicite sur chacune des lignes de courant comme
ψ˜(s, b) =
∫ s
0
f˜(t,b)e
(∫ t
0 A˜(τ,b) dτ−
∫ s
0 A˜(τ,b) dτ
)
dt (5.25)
avec f˜(t,b) = f ◦ Φ(t,b) et A˜(τ,b) = A ◦ Φ(τ,b). La norme L2(ΩL) de ψ s’exprime
‖ψ‖20,ΩL =
∫
ΩL
|ψ|2 dx =
∫
Γ−L
∫ τb
s=0
|JΦ(s,b)||ψ˜(s,b)|2 ds db
où JΦ est la jacobienne du changement de variable Φ. D’après l’annexe A, JΦ satisfait
dJΦ
ds
(s, b) = divv0 · JΦ(s, b). (5.26)
La solution de (5.26) s’écrit ∀(s, b) ∈ Ω˜L,
JΦ(s, b) = JΦ(0,b) exp
(∫ s
0
(divv0) ◦ Φ(τ,b) dτ
)
, (5.27)
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d’où nous déduisons les estimations ∀(s, b) ∈ Ω˜L,
|JΦ(s, b)| ≥ |JΦ(0,b)| e−s‖divv0‖∞ , (5.28)
|JΦ(s, b)| ≤ |JΦ(0,b)| es‖divv0‖∞ (5.29)
qui nous serviront par la suite. En utilisant l’expression (5.25), une première majoration donne
‖ψ‖20,ΩL ≤
∫
Γ−L
∫ τb
s=0
|JΦ(s,b)|
(∫ s
0
∣∣∣∣f˜(t,b) exp{∫ t0 A˜(τ,b) dτ −
∫ s
0
A˜(τ,b) dτ
}∣∣∣∣ dt)2 ds db
≤
∫
Γ−L
∫ τb
s=0
|JΦ(s,b)|
(∫ s
t=0
∣∣∣f˜(t,b)∣∣∣ exp{− ∫ s
t
A˜r(τ,b) dτ
}
dt
)2
ds db,
puisque∣∣∣∣exp{∫ t0 A˜(τ,b) dτ −
∫ s
0
A˜(τ,b) dτ
}∣∣∣∣ = exp{<e (∫ t0 A˜(τ,b) dτ −
∫ s
0
A˜(τ,b) dτ
)}
= exp
{
−
∫ s
t
A˜r(τ,b) dτ
}
,
car 0 ≤ t ≤ s avec A˜r(τ,b) = <e A˜(τ,b). L’inégalité de Cauchy-Schwarz, donne ensuite
‖ψ‖20,ΩL ≤
∫
Γ−L
∫ τb
s=0
|JΦ(s,b)|
(∫ s
t=0
∣∣∣f˜(t,b)∣∣∣2 dt)(∫ s
t=0
e−2
∫ s
t
A˜r(τ,b) dτ dt
)
ds db.
Sans changer l’inégalité précédente, nous pouvons introduire le déterminant de la Jacobienne dans
l’intégrale de f˜ de la façon suivante
‖ψ‖20,ΩL ≤
∫
Γ−L
∫ τb
s=0
|JΦ(s,b)|
(∫ s
t=0
∣∣∣f˜(t,b)∣∣∣2 |JΦ(t,b)||JΦ(t,b)| dt
)(∫ s
t=0
e−2
∫ s
t
A˜r(τ,b) dτ dt
)
ds db.
Les estimations (5.28) et (5.29) permettent alors d’écrire
‖ψ‖20,ΩL ≤
∫
Γ−L
∫ τb
s=0
es‖divv0‖∞
(∫ s
t=0
∣∣∣f˜(t,b)∣∣∣2 |JΦ(t,b)|et‖divv0‖∞ dt)(∫ s
t=0
e−2
∫ s
t
A˜r(τ,b) dτ dt
)
ds db.
Comme 0 ≤ t ≤ s ≤ τb, il vient l’estimation
‖ψ‖20,ΩL ≤
∫
Γ−L
∫ τb
s=0
e2τb‖divv0‖∞
(∫ τb
t=0
∣∣∣f˜(t,b)∣∣∣2 |JΦ(t,b)| dt)(∫ s
t=0
e−2
∫ s
t
A˜r(τ,b) dτ dt
)
ds db
qui devient, après réorganisation des termes, l’inégalité suivante
‖ψ‖20,ΩL ≤
∫
Γ−L
(∫ τb
t=0
∣∣∣f˜(t,b)∣∣∣2 |JΦ(t,b)| dt) Ib db
où nous avons noté
Ib = e2τb‖divv0‖∞
∫ τb
s=0
∫ s
t=0
e−2
∫ s
t
A˜r(τ,b) dτ dt ds.
Nous obtenons alors
‖ψ‖20,ΩL ≤
 sup
b∈Γ−L
Ib
∫
Γ−L
(∫ τb
t=0
∣∣∣f˜(t,b)∣∣∣2 |JΦ(t,b)| dt) db,
c’est-à-dire
‖ψ‖20,ΩL ≤
 sup
b∈Γ−L
Ib
 ‖f‖20,ΩL . (5.30)
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Cherchons maintenant une estimation de sup
b∈Γ−L
Ib. Comme exp
(
−2 ∫ st A˜r(τ,b) dτ) ≤ exp (−2a(s− t))
où a = inf
(τ,b)∈Ω˜L
A˜r(τ,b), nous avons
Ib ≤ e2τb‖divv0‖∞
∫ τb
s=0
∫ s
t=0
e−2a(s−t) dt ds.
Le calcul de la double intégrale permet alors d’obtenir :
si a = 0, Ib ≤ τ
2
b
2 e
2τb‖divv0‖∞ ,
si a 6= 0, Ib ≤ e
2τb‖divv0‖∞
2a
(
τb +
e−2aτb − 1
2a
)
≤ τb2a e
2τb‖divv0‖∞ .
Puisque v0 est ΩL-remplissant, nous obtenons
si a = 0, sup
b∈Γ−L
Ib ≤ τ
2
2 e
2τ‖divv0‖∞
si a 6= 0, sup
b∈Γ−L
Ib ≤ τ2ae
2τ‖divv0‖∞ .
Nous pouvons enfin étendre par densité l’estimation (5.30) aux fonctions f de L2(ΩL) comme cela
a été fait dans la preuve de la proposition 1.15.
Lorsque v0 est à divergence nulle et que A est une constante, nous retrouvons une constante
dans l’estimation (5.24) ayant un comportement semblable à celle obtenue au chapitre 1 par la
proposition 1.15. La constante suit une croissance polynômiale d’ordre 2 si a = 0 et d’ordre 1
si a 6= 0 lorsque τ le temps d’ΩL-parcours augmente. Pour divv0 6= 0, l’estimation est moins
favorable car la constante se dégrade alors avec une croissance exponentielle selon τ quel que soit
a positif.
Remarque 5.4. Une autre manière d’étendre aux écoulements vérifiant div(v0ρ0) = 0 les résul-
tats de la partie I consiste à multiplier le problème de transport harmonique par ρ0 et à considérer
l’équation
−iωρ0ψ + V0 · ∇ψ = ρ0f,
où V0 = ρ0v0. En précisant des hypothèses de régularité sur ρ0, le caractère bien posé du problème
peut ainsi être obtenu dans l’espace H(ΩL,v0ρ0,Γ−L ) par la méthode des courbes caractéristiques.
Le résultat obtenu, analogue à celui de la proposition 5.3, fait alors intervenir le temps d’ΩL-
parcours associé au champ V0 = ρ0v0 (et non v0) qui n’est pas homogène à un temps.
La proposition 5.3 prouve alors l’existence de ψB et ψC (ψf peut être traité comme ψC). En
particulier, la relation (5.24) fournit des estimations de ψB et ψC faisant intervenir C(−i ω
α1
,v0)
la constante de la proposition 5.3 prise pour A(x) = −i ω
α1
. Dans ce cas, nous avons <eA(x) =
−ω=mα1|α1|2 et a = infx∈ΩL<eA(x) = 0 car =mα1 ≤ 0,∀x ∈ ΩL et =mα1 = 0, ∀x ∈ ΩR. D’après la
proposition précédente, pour a = 0, nous avons
‖ψB‖20,ΩL ≤ C˜(τ,v0)
∥∥∥∥−2Bαuα1
∥∥∥∥2
0,ΩL
, (5.31)
‖ψC‖20,ΩL ≤ C˜(τ,v0)2
∥∥∥∥−Cuα1
∥∥∥∥2
0,ΩL
, (5.32)
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où C˜(τ,v0) =
τ2e2τ‖divv0‖∞
2 . Nous en déduisons l’existence de ψ solution de (5.13) ainsi que
l’estimation :
‖ψ‖0,ΩL ≤ c˜(τ,v0, α1)
(
τ−1‖Bαu‖0,ΩL + ‖Cu‖0,ΩL + ‖ rot f‖0,ΩL
)
(5.33)
avec c˜(τ,v0, α1) =
1
|α1| max(C˜(τ,v0), τ C˜(τ,v0)
1/2) = τ
2
|α1| max
e2τ‖divv0‖∞
2 ,
√
e2τ‖divv0‖∞
2
.
La dépendance de cette constante en τ est donc en τ2eτ .
5.2.2 Le problème en u (ou à ψ fixé)
Le champ u solution du problème (5.10) est recherché dans l’espace fonctionnel
V = {u ∈ H1(ΩL)2; u · n = 0 sur ∂ΩL}.
Supposons que ψ est donné dans H(ΩL,v0,Γ−L ) et considérons le problème
Trouver u ∈ V tel que, ∀ψ ∈ H(ΩL,v0,Γ−L ),
ρ0
D2αu
Dt2
−∇α(ρ0c20 divα u) + rotα(ρ0c20(rotα u− ψ))
+divα u∇p0 −t ∇αu · ∇p0 = f + rotα(ρ0c20ψf ) dans ΩL
rotα u− ψ = ψf sur ∂ΩL
u · n = 0 sur ∂ΩL.
(5.34)
Le problème (5.34) s’écrit sous la forme variationnelle suivante
Trouver u ∈ V tel que ∀v ∈ V, a(u,v) + b(u,v) = `(v)
où
a(u,v) =
∫
ΩL
ρ0
α1α2
(
c20 divα u divα v¯ + c20 rotα u rotα v¯− (v0 · ∇α)u (v0 · ∇α) v¯
)
b(u,v) =
∫
ΩL
−ρ0ω
α1α2
(2i (v0 · ∇α)u + ωu) · v¯ +
∫
ΩR
(
divu∇p0 −t ∇u · ∇p0
)
v¯,
`(v) =
∫
ΩR
f · v¯ +
∫
ΩL
ρ0c20
α1
(ψ + ψf ) rotα v¯.
Théorème 5.5. Le problème (5.34) est de type Fredholm si
inf
x∈ΩL
(
1− |v0|
2
c20
)
> 0, (5.35)
c’est-à-dire si l’écoulement est subsonique.
Démonstration. Tout d’abord, remarquons que, selon des arguments classiques, la forme bilinéaire
b est associée à un opérateur compact sur V . Nous montrons ensuite que l’opérateur associé à la
forme bilinéaire a(u,v) admet une décomposition en une partie coercive et une partie compacte
sur V . Une généralisation de l’inégalité de Costabel [36] proposée dans [24] fournit l’égalité∫
ΩL
ρ0c20
α1α2
(divα u divα v¯ + rotα u rotα v¯) =
∫
ΩL
ρ0c20
α1α2
∇αu · ∇αv¯ + d(u,v)
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avec d(u,v) =
∫
ΩL
(
∂(ρ0c20)
∂x1
∂u
∂x2
− ∂(ρ0c
2
0)
∂x2
∂u
∂x1
)
× v¯−
∫
∂ΩL
ρ0c
2
0 [(u · ∇)n× n] (n× v¯). La forme
d(u,v) étant compacte, il reste à montrer la coercivité des termes restants. Celle-ci est déduite
de l’inégalité
∀u ∈ V,
∣∣∣∣∫ΩL ρ0α1α2
(
c20∇αu · ∇αu¯− (v0 · ∇α)u · (v0 · ∇α) u¯
)∣∣∣∣ (5.36)
≥ min
(
<e α,<e 1
α
)∫
ΩL
ρ0(c20 − |v0|2)|∇u|2,
ainsi, lorsque v0 et c0 vérifient (5.35) le problème (5.34) est de type Fredholm.
5.2.3 Le problème couplé en (u, ψ)
En utilisant les estimations sur l’inconnue hydrodynamique obtenues plus haut ainsi que
le théorème 5.5, nous montrons que le problème couplé (5.10) est de type Fredholm sous des
hypothèses que nous précisons plus loin. Introduisons l’opérateur T défini de V dans L2(ΩL) tel
que T u = ψB + ψC . Alors la solution ψ de (5.13) est donnée par
ψ = T u + ψf (5.37)
D’après les relations (5.31) et (5.32) , T est un opérateur borné satisfaisant
‖ρ1/20 c0T u‖0,ΩL ≤ c˜(τ,v0, α1)
(
τ−1‖Bα‖+ ‖C‖
)
‖ρ1/20 c0∇u‖0,ΩL (5.38)
où c˜(τ,v0, α1) est la constante de l’estimation (5.33) et où les normes des opérateurs Bα et C sont
définies par
‖Bα‖ = sup
u∈V, u6=0
‖ρ1/20 c0Bαu‖0,ΩL
‖ρ1/20 c0∇u‖0,ΩL
et ‖C‖ = sup
u∈V, u6=0
‖ρ1/20 c0Cu‖0,ΩL
‖ρ1/20 c0∇u‖0,ΩL
.
Remarque 5.6.
1. Les poids ρ1/20 c0 seront un choix approprié pour la suite.
2. Les normes des opérateurs Bα et C ainsi définies existent et sont bien finies. En effet, d’après
les expressions (4.32) et (4.33), nous avons
‖Bαu‖0,ΩL 4 maxj=1,2(‖∇v0,j‖∞,ΩL)‖∇u‖0,ΩL ,
‖Cu‖0,ΩL 4 max
j,k=1,2
(‖∇v0,j‖∞,ΩL‖∇v0,k‖∞,ΩL)‖∇u‖0,ΩL .
Maintenant en utilisant (5.37), nous pouvons éliminer ψ dans le problème (5.10) qui s’écrit
alors
Trouver u ∈ V tel que :
ρ0
D2αu
Dt2
−∇α(ρ0c20 divα u) + rotα(ρ0c20(rotα u− T u))
+divα u∇p0 −t ∇αu · ∇p0 = f + rotα(ρ0c20ψf ) dans ΩL
rotα u− T u = ψf sur ∂ΩL.
(5.39)
Le problème (5.39) prend la forme variationnelle suivante
Trouver u ∈ V tel que ∀v ∈ V, A(u,v) + b(u,v) = L(v)
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où
A(u,v) =
∫
ΩL
ρ0
α1α2
(
c20 divα u divα v¯ + c20 rotα u rotα v¯− (v0 · ∇α)u (v0 · ∇α) v¯
)
−
∫
ΩL
ρ0c20
α1
T u rotα v¯
L(v) =
∫
ΩR
f · v¯ +
∫
ΩL
ρ0c20
α1
ψf rotα v¯
et b a déjà été définie au paragraphe précédent.
Théorème 5.7. Supposons que v0 soit Ω-remplissant. Le problème (5.39) est de type Fredholm
si
inf
x∈ΩL
(
1− |v0|
2
c20
)
>
c˜(τ,v0, α1)
Kα
(
τ−1‖Bα‖+ ‖C‖
)
(5.40)
où Kα = min(1, |α|) min
(
<e α,<e 1α
)
et où c˜(τ,v0, α1) est la constante de l’estimation (5.38)
dont l’expression est rappelée ici :
c˜(τ,v0, α1) =
1
|α1| max(C˜(τ,v0), τ C˜(τ,v0)
1/2) avec C˜(τ,v0) =
τ2e2τ‖divv0‖∞
2
et τ = sup
b∈Γ−L
τb.
Démonstration. Le forme bilinéaire A s’exprime à l’aide de la forme bilinéaire du paragraphe
précédent par
A(u,v) = a(u,v)−
∫
ΩL
ρ0c20
α1
T u rotα v¯.
D’après le théorème 5.5, a(u,v) se décompose sous la forme
a(u,v) =
∫
ΩL
ρ0c20
α1α2
∇αu · ∇αv¯− ρ0
α1α2
(v0 · ∇α)u · (v0 · ∇α) v¯ + d(u,v)
où d est la forme compacte explicitée dans la démonstration du théorème 5.5. Les formes b(u,v)
et d(u,v) étant associées à des opérateurs compacts sur V , il reste à montrer la coercivité des
autres termes. Autrement dit, le théorème requiert l’existence d’une constante δ > 0 telle que
∀u ∈ V∣∣∣∣∣
∫
ΩL
ρ0c20
α1α2
∇αu · ∇αu¯− ρ0
α1α2
(v0 · ∇α)u · (v0 · ∇α) u¯− ρ0c
2
0
α1
T u rotα u¯
∣∣∣∣∣ ≥ δ
∫
ΩL
ρ0c
2
0|∇u|2.
L’existence de δ positif est obtenue sous l’hypothèse (5.40) en utilisant (5.38) ainsi que l’inégalité
(5.36). En effet, la combinaison de (5.36) et (5.38) fournit
∀u ∈ V,
∣∣∣∣∣
∫
ΩL
ρ0c20
α1α2
∇αu · ∇αu¯− ρ0
α1α2
(v0 · ∇α)u · (v0 · ∇α) u¯− ρ0c
2
0
α1
T u rotα u¯
∣∣∣∣∣
≥
(
min
(
<e α,<e 1
α
)
inf
x∈ΩL
(
1− |v0|
2
c20
)
− c˜(τ,v0, α1)τ
−1‖Bα‖+ ‖C‖
min(1, |α|)
)
‖ρ1/20 c0∇u‖0,ΩL ,
puisque max(1, 1|α|) =
1
min(1,|α|) . La positivité de la constante devant ‖ρ
1/2
0 c0∇u‖0,ΩL est réalisée
si et seulement si l’hypothèse (5.40) est satisfaite.
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Le théorème 5.7 prouve le caractère bien posé du problème couplant l’équation de Galbrun
augmentée avec l’équation de type transport en présence de couches PML. Mais il semble que les
hypothèses nécessaires à l’établissement de ce résultat soient restrictives. D’abord, l’écoulement
doit être ΩL-remplissant. Nous avons déjà vu dans la partie I que cette hypothèse exclut beaucoup
d’écoulements réalistes. Ensuite, l’hypothèse (5.40) semble également plus restrictive que l’hypo-
thèse d’écoulement subsonique : la gamme des écoulements qui vérifient (5.40) est plus réduite
que l’ensemble des écoulements subsoniques. En effet, cette relation impose à la vitesse de ne pas
être trop grande. Et, d’après le membre de droite, l’hypothèse devient encore plus restrictive si
τ augmente puisque c˜ croît exponentiellement selon τ . De plus, on s’attend à ce que ‖Bα‖ et ‖C‖
augmentent avec la taille du domaine et avec les gradients de l’écoulement (selon les expressions
(4.32) et (4.33) de Bα et C). Finalement, notre résultat concerne des écoulements lents ayant de
faibles gradients de vitesse. En faisant des estimations plus fines dans les démonstrations, nous
aurions peut-être pu avoir un résultat tenant compte d’écoulements plus généraux.
5.3 Analyse numérique de la méthode mixte éléments finis/Galerkin
discontinue
5.3.1 Schéma d’approximation du problème acoustique
L’approximation du problème couplé est obtenue en combinant l’usage d’éléments finis clas-
siques pour la discrétisation de (5.2) et d’une approche Galerkin discontinue pour l’inconnue
hydrodynamique solution de (5.4). ConsidéronsMh une triangulation du domaine de calcul ΩL.
L’approximation du problème couplé s’appuie sur les espaces d’approximation
Vkh := {vh ∈ V : ∀K ∈Mh, vh|K ∈ (Pk(K))2},
Wkh := {ϕh ∈ L2(Ω) : ∀K ∈Mh, ϕh|K ∈ Pk(K)}
où k ∈ N∗ et où Pk(K) désigne l’espace des fonctions polynomiales de degré inférieur ou égal à k.
La formulation approchée s’écrit alors sous la forme : trouver uh ∈ Vkh tel que ∀vh ∈ Vkh,
Ah(uh,vh) + b(uh,vh) = Lh(vh) (5.41)
où Ah et Lh sont définies comme les formes A et L en remplaçant l’opérateur T par un opérateur
approché Th et ψf par une approximation ψf ,h.
L’opérateur discret Th et la fonction ψf ,h sont obtenus par résolutions successives du problème
de transport harmonique 
Dαψ
Dt
= f dans ΩL
ψ = 0 sur Γ−L
(5.42)
en utilisant la méthode de Galerkin discontinue étudiée au chapitre 3. En présence de couches
PML, l’approximation du problème (5.42) par cette méthode s’écrit : Trouver ψh dans Wkh tel
que
ph(−iω; ψh, ϕh) = `h,f (ϕh), ∀ϕh ∈Wkh (5.43)
où
ph(−iω; ψh, ϕh) =
( 1
α1α2
(−iωψh +∇αψh · v0), ϕh
)
0,Mh
+
(
|v0 · nα|[[ψh]], ϕ+e
)
0,Ei,±
h
∪Eb,−
h
et `h,f (ϕh) =
( 1
α1α2
f, ϕh
)
0,Ω
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où (u , v)0,Xh =
∑
K∈Xh
(u , v)0,K et nα =
1
α1
+
e α2
+
e
(
α1
+
e n
1 + α2+e n2
)
avec n =
(
n1
n2
)
une normale
unitaire des faces des éléments. Nous renvoyons le lecteur au chapitre 3 pour la définition des
notations spécifiques à la discrétisation de Galerkin discontinue.
5.3.2 Caractère bien posé et estimation d’erreur
En nous appuyant sur des résultats classiques d’analyse, nous vérifions ici que le problème
(5.41) est bien posé. Plus précisément, nous montrons que le schéma satisfait une relation de
stabilité de type condition inf-sup sous les hypothèses du théorème 5.7.
Proposition 5.8. Il existe $ > 0 et h0 > 0 tels que ∀h ∈]0, h0],
inf
uh∈Vkh
sup
vh∈Vkh
|Ah(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V ≥ $ > 0 (5.44)
où ‖ · ‖V désigne une norme sur V . En particulier, le problème (5.41) est bien posé.
Pour la démonstration de ce résultat, nous considérons le problème intermédiaire suivant
Trouver uh ∈ Vkh ⊂ V tel que ∀vh ∈ Vkh,
A(uh,vh) + b(uh,vh) = L(vh) (5.45)
où A, b et L sont définies comme pour la forme variationnelle du problème (5.39). Il s’agit d’une
approximation conforme du problème (5.39) qui, d’après ce qui précède, est de type Fredholm.
Selon des résultats classiques sur le théorie des éléments finis [32], le problème (5.45) vérifie une
relation de stabilité donnée par la
Proposition 5.9. Il existe γ > 0 et h0 > 0 tels que ∀h ∈]0, h0],
inf
uh∈Vkh
sup
vh∈Vkh
|A(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V ≥ γ > 0. (5.46)
En particulier, le problème (5.45) est bien posé.
En remarquant que la forme bilinéaire discrète Ah s’exprime à l’aide de A par
Ah(uh,vh) = A(uh,vh) +
∫
ΩL
ρ0c20
α1
(T uh − Thuh) rotα v¯h, (5.47)
la proposition 5.9 ainsi que les propriétés de T et Th nous permettent de faire la
Démonstration de la proposition 5.8. Fixons uh dans Vh, nous déduisons de la relation (5.47)
l’estimation suivante
sup
vh∈Vh
|Ah(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V ≥ supvh∈Vh
|A(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V − δh, (5.48)
où nous avons posé
δh := sup
vh∈Vh
∣∣∣∣∣
∫
ΩL
ρ0c20
α1
(T uh − Thuh) rotα v¯h
∣∣∣∣∣
‖uh‖V ‖vh‖V .
D’après la proposition 5.9, il existe γ > 0 et h0 > 0 tels que ∀h ∈]0, h0],
sup
vh∈Vh
|Ah(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V ≥ γ − δh. (5.49)
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Pour obtenir le résultat de la proposition, il suffit de montrer que lim
h→0+
δh = 0. Notons Dh
l’opérateur défini de L2(ΩL) dans Wkh par
Dhf = ψh (5.50)
où ψh est la solution de (5.43). L’opérateur Th s’écrit alors
Th : L2(ΩL) −→Wkh
uh 7−→ Thuh = −2Dh ◦ Bαuh −Dh ◦ Dh ◦ Cuh.
De la même manière, définissons D l’opérateur défini de L2(ΩL) dans H(ΩL,v0,Γ−L ) par
Df = ψ (5.51)
où ψ est la solution de (5.42). L’opérateur T s’exprime
T : L2(ΩL) −→ H(ΩL,v0,Γ−L )
uh 7−→ T uh = −2D ◦ Bαuh −D ◦ D ◦ Cuh.
L’inégalité de Cauchy-Schwarz permet d’écrire∣∣∣∣∣
∫
ΩL
ρ0c20
α1
(T uh − Thuh) rotα v¯h
∣∣∣∣∣ ≤ 1|α1|
∥∥∥ρ1/20 c0(T − Th)uh∥∥∥0,ΩL
∥∥∥ρ1/20 c0 rotα vh∥∥∥0,ΩL . (5.52)
D’une part, il est clair que le second facteur dans le second membre de (5.52) vérifie∥∥∥ρ1/20 c0 rotα vh∥∥∥0,ΩL 4
∥∥∥ρ1/20 c0∇αvh∥∥∥0,ΩL . (5.53)
D’autre part, en utilisant les propriétés des opérateurs D et Dh, nous pouvons obtenir une majo-
ration du premier facteur. En effet, celui-ci s’écrit également comme∥∥∥ρ1/20 c0(T − Th)uh∥∥∥0,ΩL
=
∥∥∥ρ1/20 c0 (−2(D −Dh) ◦ Buh − ((D −Dh) ◦ D +Dh ◦ (D −Dh)) ◦ Cuh)∥∥∥0,ΩL .
Par continuité des opérateurs D et Dh et en utilisant la définition des normes de Bα et C, il vient∥∥∥ρ1/20 c0(T − Th)uh∥∥∥0,ΩL 4 |||D − Dh|||L2→L2 (‖Bα‖+ ‖C‖)
∥∥∥ρ1/20 c0∇αuh∥∥∥0,ΩL , (5.54)
où
|||D − Dh|||L2→L2 = sup
g∈L2(ΩL)
‖ϕ‖0,ΩL=1
‖(D −Dh)g‖0,ΩL .
La combinaison de (5.53) et (5.54) dans (5.52) donne alors∣∣∣∣∣
∫
ΩL
ρ0c20
α1
(T uh − Thuh) rotα v¯h
∣∣∣∣∣ (5.55)
4 1|α1| |||D − Dh|||L2→L2 (‖Bα‖+ ‖C‖)
∥∥∥ρ1/20 c0∇αuh∥∥∥0,ΩL
∥∥∥ρ1/20 c0∇αvh∥∥∥0,ΩL .
Nous en déduisons la majoration de δh suivante
δh 4
1
|α1| |||D − Dh|||L2→L2(‖Bα‖+ ‖C‖). (5.56)
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D’après le théorème 3.15 et selon les définitions de D et Dh, nous avons
∀g ∈ L2(ΩL), ‖(D −Dh)g‖0,ΩL 4 inf
ϕh∈Wkh
‖Dg − ϕh‖h,v0,∇, 12 . (5.57)
Comme Dg ∈ H(Ω,v0,Γ+), le caractère approximant de l’espace Wkh qui s’écrit
∀ϕ ∈ H(Ω,v0,Γ+), lim
h→0+
(
inf
ϕh∈Wkh
‖ϕ− ϕh‖h,v0,∇, 12
)
= 0,
permet alors de déduire que
∀g ∈ L2(ΩL), lim
h→0+
‖(D −Dh)g‖0,ΩL = 0
et donc
lim
h→0+
|||D − Dh|||L2→L2 = 0.
Il existe alors h1 > 0 tel que ∀h ∈]0, h1], δh ≤ γ2 , d’où nous obtenons, avec (5.49), le résultat∀h ∈]0,min(h0, h1)],
inf
uh∈Vh
sup
vh∈Vh
|Ah(uh,vh) + b(uh,vh)|
‖uh‖V ‖vh‖V ≥
γ
2 > 0. (5.58)
Finalement, l’application d’un lemme classique de Strang [44] conduit à l’estimation d’erreur
de la
Proposition 5.10. Si u ∈ Hk+1(ΩL) alors
‖u− uh‖1,ΩL 4 hk|u|k+1,ΩL .
Nous avons donc montré que, sous les hypothèses du théorème 5.7, le problème approché à
l’aide d’une méthode d’éléments finis mixtes continus-discontinus est bien posé. Pour des solutions
de régularité Hk+1(ΩL) la méthode converge à l’ordre k.
5.4 Résultats numériques
L’analyse numérique faite dans ce chapitre nous assure de la convergence de la méthode dans
les cas 1 et 2. Les expérimentations numériques menées confortent ce résultat. Nous vérifions ef-
fectivement que les solutions numériques ont convergé. De plus, un indicateur d’erreur a posteriori
permet de vérifier que la solution obtenue satisfait bien le problème de Galbrun initial.
5.4.1 Rayonnement acoustique dans le cas 1
Nous considérons tout d’abord le cas test 1 schématisé par la figure 5.1. Nous simulons le
rayonnement d’une source acoustique à support compact localisée à proximité de la zone où
l’écoulement est perturbé. Cette source, centrée en (x1,s, x2,s) et de rayon rs a pour expression
f1(x1, x2) = ∇ exp
(
−(x1 − x1,s)
2 + (x2 − x2,s)2
r2s
)
, (5.59)
si (x1 − x1,s)2 + (x2 − x2,s)2 ≤ 10r2s et est nulle ailleurs. La vitesse de l’écoulement porteur et ses
dérivées sont également connues de façon analytique. Il s’agit de l’écoulement potentiel autour
d’un cylindre centré en (0, 0) et de rayon R0 dont l’expression est donnée en annexe D. Cette
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annexe propose aussi une représentation des champs de vitesse et de pression de l’écoulement
obtenus pour le cas 1. A l’infini, l’écoulement est uniforme et de module v∞. Les calculs sont
réalisés sur un domaine, représenté sur la figure 5.3, comprenant une zone physique de hauteur
H et de largeur 2R entourée par des couches PML de largeur L. Nous visualisons la solution
(u, ψ) du système de Galbrun augmenté obtenue pour une pulsation ω = 8, ainsi que pour les
paramètres de la source et de l’écoulement suivants :
(x1,s, x2,s) = (−1, 1), rs = 0.2, v∞ = 0.45, R0 = 0.5,
et pour
R = 3, H = 4, L = 2 et α = (0.65,−0.65).
Les simulations sont effectuées en prenant c0 = ρ0 = 1 et Cu = 0. Ces approximations donnent
seulement lieu à une erreur en |v0|
2
c20
(Mach au carré).
Fig. 5.5: Rayonnement d’une source acoustique dans le cas 1 : isovaleurs de <eu1.
Fig. 5.6: Rayonnement d’une source acoustique dans le cas 1 : isovaleurs de <eu2.
Les figures 5.5 et 5.6 montrent les composantes horizontales et verticales de u dans le domaine
privé des couches PML. Nous observons la propagation de plusieurs fronts d’onde. La longueur
de l’onde qui remonte l’écoulement est plus courte que celle qui redescend. Il s’agit d’un effet
de convection dû à l’écoulement (qui s’apparente à l’effet Doppler). Le bord rigide provoque de
plus le guidage de l’onde : nous remarquons un effet de confinement de l’onde acoustique le long
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de ce bord. Nous voyons aussi que la perturbation géométrique en forme de bosse produit une
modification de la directivité de l’onde. A l’aval de la source, la forme du signal de u dénote un
couplage avec l’inconnue ψ. La figure 5.7 montre effectivement que celle-ci est non nulle dans
cette zone, ce à quoi nous nous attendions puisque le second membre de l’équation en ψ dépend
du gradient de l’écoulement et de u. Nous observons en outre le transport harmonique de ψ selon
les lignes de courant avec une longueur de périodicité spatiale de λ = 2pi|v0|ω .
De plus, nous vérifions sur la figure 5.8 que le signal est atténué dans les couches PML et il
n’y a pas de réflexion parasite dans le domaine de calcul. Nous constatons que la décroissance
du signal dans les couches PML est très rapide : nous aurions pu prendre une épaisseur L plus
petite afin de diminuer le nombre de degrés de liberté sans changer la qualité du résultat.
Ensuite, le système de Galbrun augmenté fournit un indicateur intrinsèque à la méthode
de régularisation qui permet de vérifier que la solution numérique obtenue correspond bien à
la solution de l’équation de Galbrun initiale. Rappelons que l’inconnue ψ est définie comme le
rotationnel de u. Un test simple consiste à calculer la quantité e˜ = | rotu−ψ|2. Nous déterminons
rotu à l’aide d’une méthode de reconstitution de gradient [76]. La figure 5.9 montre que les valeurs
de e˜ sont très proches de l’erreur machine sauf sur la frontière rigide. Cette légère différence peut
s’expliquer par une mauvaise approximation de la surface courbe.
Enfin, plusieurs simulations ont été réalisées. Elles montrent que la solution reste stable quand
on diminue le pas de maillage et quand on change les paramètres des PML, ce qui prouve la
convergence de la méthode.
5.4.2 Rayonnement acoustique dans le cas 2
Nous considérons maintenant le cas du jet analytique introduit au paragraphe 5.1.2 et sché-
matisé par la figure 5.2. La vitesse de l’écoulement porteur est déterminée de façon analytique.
Son expression s’écrit sous la forme
v0,1(x1, x2) = v∞ +A0 exp
(
−x
2
2
r20
)
, (5.60)
et v0,2(x1, x2) = 0. La courbe de la figure 5.10 représente le profil de la composante horizontale
de v0. D’après la relation (5.60), le rotationnel de v0 est non nul, il s’agit d’un écoulement
non potentiel. Il satisfait également divv0 = 0 et donc, selon les relations (4.1), la pression p0, la
densité ρ0 ainsi que la célérité du son c0 associées à ce fluide sont constantes. Pour les simulations,
nous prenons c0 = ρ0 = 1.
Dans un domaine de calcul représenté figure 5.4, nous simulons le rayonnement d’une source
acoustique positionnée en (x1,s, x2,s) et de rayon rs dont l’expression est
f2(x1, x2) =
1
rs
∇
(
(x1 − x1,s)(x2 − x2,s) exp
(
−(x1 − x1,s)
2 + (x2 − x2,s)2
r2s
))
, (5.61)
si (x1 − x1,s)2 + (x2 − x2,s)2 ≤ 10r2s et est nulle ailleurs. Le domaine de calcul est un rectangle
de longueur 2R1 et de largeur 2R2. Les résultats présentés dans ce paragraphe sont obtenus avec
une pulsation de valeur ω = 9. Les paramètres de l’écoulement sont choisis tels que
v∞ = A0 = 0.3, r0 = 0.4, p0 = ρ0 = c0 = 1.
Les valeurs caractérisant le terme source sont
(x1,s, x2,s) = (0, 0.5), rs = 0.3,
et le domaine de calcul avec couches PML est tel que
R1 = 4.5, R2 = 3, L = 1.5 et α = (0.65,−0.65).
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Fig. 5.7: Rayonnement d’une source acoustique dans le cas 1 : isovaleurs de <eψ.
Fig. 5.8: Rayonnement d’une source acoustique dans le cas 1 : isovaleurs de <eu1 dans le domaine
de calcul avec couches PML.
Fig. 5.9: Rayonnement d’une source acoustique dans le cas 1 : indicateur a posteriori e˜ = | rotu−
ψ|2.
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Fig. 5.10: Profil de la vitesse de l’écoulement v1(x2) pour le cas 2.
Fig. 5.11: Rayonnement acoustique dans un écoulement jet (cas 2) : isovaleurs de <eu1 dans le
domaine avec couches PML délimitées par les lignes blanches. Les lignes bleues matérialisent la
zone dans laquelle v0 est variable.
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Fig. 5.12: Rayonnement acoustique dans un écoulement jet (cas 2) : isovaleurs de <eψ dans le
domaine avec couches PML délimitées par les lignes blanches. Les lignes bleues matérialisent la
zone dans laquelle v0 est variable.
Fig. 5.13: Rayonnement d’une source acoustique dans le cas 2 : valeurs de e˜ = | rotu − ψ|2
l’indicateur a posteriori dans le domaine physique.
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Les figures 5.11 et 5.12 représentent respectivement <eu1 et <eψ obtenues dans le domaine de
calcul total. Le rectangle blanc décrit la limite entre les couches PML et le domaine physique.
Les deux droites horizontales délimitent la zone dans laquelle se situe le jet et en dehors de
laquelle l’écoulement est uniforme. La source acoustique émet quatre fronts d’onde dont deux se
propagent vers l’amont tandis que les deux autres partent vers l’aval de la source. D’abord, nous
remarquons que la taille de la longueur d’onde du signal qui remonte l’écoulement est plus courte
que celle qui se dirige vers l’aval. Il s’agit de l’effet de convection déjà rencontré dans le cas 1.
Ensuite, nous constatons que le signal de u n’est pas symétrique par rapport à l’axe x2 = x2,s
horizontal coupant le centre de la source. Ceci s’explique par la présence du jet qui provoque une
modification des deux fronts d’onde inférieurs. Pour chacun des deux, la direction de propagation
est déviée par réfraction de l’onde. Pour le front d’onde aval, il y a également une réflexion qui
donne naissance à un cinquième front d’onde.
L’inconnue ψ vit uniquement dans la zone de l’écoulement à l’aval de la source et consiste en un
signal qui est transporté par l’écoulement. Les oscillations de ψ résultent d’un couplage complexe
entre la longueur d’onde du signal de u et de la périodicité spaciale propre au phénomène de
transport harmonique. Ensuite, bien que l’écoulement est variable dans la zone du jet qui est à
l’amont de la source, ψ est nul à cet endroit car il n’y a pas de front d’onde en u qui s’y propage
(Bu au second membre de l’équation en ψ est nul).
Enfin, comme pour le cas 1, nous vérifions d’une part que les couches PML fonctionnent
correctement puisque le signal qui arrive aux extrémités de celles-ci est bien nul et les calculs
menés avec d’autres paramètres de PML conduisent à la même solution . D’autre part, l’indicateur
a posteriori e˜ tracé sur la figure 5.13 est bien de l’ordre de l’erreur numérique. En outre, la solution
reste stable lorsqu’on raffine le maillage, d’où la convergence de la méthode.
Les résultats numériques montrent donc que la formulation de Galbrun couplée avec le trans-
port et discrétisée avec des éléments finis mixtes continus et discontinus avec couche PML est
bien posée et la discrétisation converge. Nous renvoyons le lecteur au chapitre suivant pour des
résultats plus avancés concernant ces deux tests.

Chapitre 6
Résultats numériques : validations et
mise en évidence du couplage
acoustique et hydrodynamique
Au chapitre précédent, nous avons proposé une méthode d’approximation pour le problème
de propagation acoustique couplant l’équation de Galbrun augmentée avec l’équation hydrodyna-
mique de type transport dans un domaine infini borné par des couches PML. L’approche choisie
consiste à utiliser des éléments finis classiques pour approcher la première inconnue u qui est la
perturbation du déplacement lagrangien, et des éléments finis discontinus pour la deuxième in-
connue ψ qui est définie comme le rotationnel de la première. Nous avons montré le caractère bien
posé et la convergence du problème approché sous certaines hypothèses sur l’écoulement porteur.
Nous avons implémenté cette méthode et les deux premiers résultats numériques présentés à la
fin du chapitre 5 confirment la convergence de la méthode dans les cas traités.
Les objectifs principaux de ce chapitre sont d’une part de poursuivre la validation de notre
approche et d’autre part de mettre en évidence le couplage entre l’acoustique et l’hydrodynamique.
Ce dernier est naturellement pris en compte par notre modèle mais pas, à notre connaissance,
par les codes d’acoustiques linéaires commerciaux. Nous tenterons aussi de montrer la pertinence
de notre approche dans des cas d’écoulements complexes qui ne vérifient pas, en particulier, les
hypothèses nécessaires à l’établissement des résultats théoriques du chapitre 5.
La phase de validation est un point délicat car nous ne connaissons pas de solutions de référence
directement exprimées à l’aide des variables u et ψ et dans des cas d’écoulements véritablement
complexes. Notre démarche de validation s’appuie sur l’utilisation des cas d’écoulements présentés
au chapitre précédent. Nous rappelons leurs définitions précises en début de ce chapitre. Le
premier cas fournit une configuration pour la validation en écoulement potentiel alors que le
deuxième est un jet dont la vitesse est à rotationnel non nul.
Nous utilisons trois critères de validation. Le premier est analytique et consiste à vérifier que
les longueurs des ondes acoustiques sont en accord avec les valeurs théoriques. Nous connaissons
effectivement l’expression théorique de ces longueurs en fonction de la pulsation et de la vitesse
de l’écoulement en écoulement uniforme. De même, pour les modes hydrodynamiques, il existe
une relation liant leurs longueurs d’onde à ω et v0.
Le deuxième critère est une comparaison avec la solution numérique obtenue par une mé-
thode éprouvée en écoulement potentiel. Dans ce cas d’écoulement, pour des sources purement
acoustiques, il est possible de résoudre le problème de propagation acoustique grâce à l’approche
potentielle que nous présenterons succinctement dans ce chapitre. Celle-ci consiste en un modèle
scalaire qui permet de calculer le potentiel de vitesse. La vitesse peut ensuite être calculée en
prenant le gradient de ce potentiel. Par ailleurs, nous connaissons l’expression de la vitesse (et
de la pression acoustique) en fonction de u. Ainsi, après post-traitement des solutions du modèle
potentiel et de notre modèle, nous pourrons valider notre approche par comparaison des résultats
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des deux méthodes.
L’indicateur a posteriori e˜ = | rotu − ψ|2 introduit dans la section 5.4 constitue enfin le
troisième critère sur lequel nous nous appuyons pour vérifier la cohérence des solutions numériques
en écoulement quelconque.
Ensuite, des simulations numériques nous permettent de mettre en évidence les phénomènes
hydrodynamiques et leurs effets sur la propagation acoustique. Nous considérerons deux exemples
rotationnels particuliers. D’abord, nous traitons le cas d’une source tourbillonnaire. Puis nous
observerons le couplage dans le cas d’écoulements de jet.
Enfin, nous voulons également tester la robustesse de la méthode dans des cas d’écoulements
plus complexes, qui par exemple ne sont pas connus analytiquement mais donnés par un code ré-
solvant les équations régissant le fluide. Nous aborderons aussi les problématiques des écoulements
instables, points d’arrêt et recirculations qui peuvent éventuellement entraîner des complications.
6.1 Les cas tests de validation
Notre démarche s’appuie sur l’exploitation de deux cas tests numériques que nous avons déjà
introduits au chapitre précédent. Pour la clarté de l’exposé, nous rappelons la définition des cas
1 et 2 qui consistent respectivement en un écoulement potentiel au dessus d’une surface rigide
ayant la forme d’une bosse et en un jet analytique.
6.1.1 Cas 1 : l’écoulement potentiel au dessus d’une surface rigide
Nous considérons une surface rigide Γ∞ au dessus de laquelle s’écoule un écoulement potentiel
de la gauche vers la droite comme représenté sur la figure 6.1. Le domaine infini au dessus de la
surface est noté Ω∞. Le domaine de calcul total noté ΩL est délimité par la surface rigide et par
les extrémités des couches PML. Le domaine physique (sans les couches PML) est de hauteur H
et de largeur 2R. Les zones PML sont de largeur L. La vitesse de l’écoulement porteur v0 et ses
dérivées sont connues de façon analytique. Il s’agit de l’écoulement potentiel autour d’un cylindre
centré en (0, 0) et de rayon R0 dont l’expression est donnée en annexe D. Cette annexe propose
aussi une représentation des champs de vitesse et de pression de l’écoulement obtenus pour ce cas
1. A l’infini, l’écoulement est uniforme et de module v∞. En particulier, l’écoulement est uniforme
dans les zones PML. Pour les simulations, nous faisons les approximations suivantes : c0 = ρ0 = 1
et Cu = 0. L’erreur commise est alors en |v0|2
c20
.
6.1.2 Cas 2 : l’ecoulement rotationnel du jet analytique
Nous considérons maintenant le domaine infini Ω∞ = R2 dans lequel s’écoule un fluide de la
gauche vers la droite parallèlement à e1 et dont la composante horizontale dépend uniquement
de l’altitude. Il s’agit du cas du jet analytique introduit au paragraphe 5.1.2. Le domaine de
calcul, schématisé sur la figure 6.2 est un rectangle [R1, R2] × [−H,H] entouré de couches PML
de largeur L. La vitesse de l’écoulement porteur est donnée de façon analytique :
v0,1(x1, x2) = v∞ +A0 exp
(
−x
2
2
r20
)
, (6.1)
v0,2(x1, x2) = 0, (6.2)
où A0 et r0 sont des paramètres réels et v∞ est la vitesse à l’infini. La courbe de la figure 6.13
représente le profil de la composante horizontale de v0. D’après la relation (6.1), le rotationnel de
v0 est non nul, il s’agit d’un écoulement non potentiel. Il satisfait également divv0 = 0 et donc,
selon les relations (4.1), la pression p0, la densité ρ0 ainsi que la célérité du son c0 associées à cet
écoulement sont constantes. Pour les simulations, nous prenons c0 = ρ0 = 1.
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Fig. 6.1: Domaine de calcul avec couche PML pour l’écoulement potentiel au dessus d’une bosse
(cas 1).
Fig. 6.2: Domaine de calcul avec couche PML pour l’écoulement rotationnel de jet (cas 2).
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6.1.3 Les sources acoustiques et sources tourbillonnaires
Les perturbations acoustiques sont générées par des sources elles-mêmes modélisées par des
fonctions à support compact que nous mettons au second membre de l’équation de Galbrun
augmentée. Il s’agit du terme f dans l’équation (5.2). Nous distinguons deux types de sources :
les sources acoustiques qui vérifient rot f = 0 et les sources tourbillonnaires qui vérifient rot f 6= 0.
Pour construire de telles sources, nous utilisons une fonction scalaire g dont le support est contenu
dans un disque. Pour avoir une source acoustique, nous posons
fac(x1, x2) = ∇g(x1, x2). (6.3)
Les sources tourbillonnaires sont données par
frot(x1, x2) = s1∇g(x1, x2) + s2 rot g(x1, x2), (6.4)
avec s1 et s2 des paramètres réels strictement positifs. Les résultats présentés dans ce chapitre
ont été obtenus en utilisant différentes expressions pour la fonction g. Les sources sont définies
non nulles sur un disque centrées en (x1,s, x2,s) et de rayon
√
10rs par les expressions suivantes :
g1(x1, x2) = exp
(
−(x1 − x1,s)
2 + (x2 − x2,s)2
r2s
)
, (6.5)
g2(x1, x2) =
1
rs
(x1 − x1,s)(x2 − x2,s) exp
(
−(x1 − x1,s)
2 + (x2 − x2,s)2
r2s
)
, (6.6)
g3(x1, x2) = (x2 − x2,s) exp
(
−(x1 − x1,s)
2 + (x2 − x2,s)2
r2s
)
. (6.7)
Ces fonctions sont prolongées par zéro en dehors de ce disque.
6.2 Validations de la méthode en écoulement potentiel
Afin de valider notre approche dans des cas d’écoulements potentiels, nous réalisons des tests
numériques dans le cas d’un écoulement uniforme et ensuite dans le cas 1 détaillé plus haut.
Comme nous avons vu au chapitre 4, en écoulement potentiel (rotv0 = 0) et avec une source
acoustique, il n’y a pas de couplage entre l’acoustique et les phénomènes hydrodynamiques. Cette
configuration est bien maîtrisée. En effet, il est possible dans ce cas de calculer une solution
numérique de référence du problème acoustique par l’approche potentielle qui est une méthode
beaucoup plus simple que la résolution de notre système. La comparaison de nos résultats avec
cette méthode constitue un bon test de validation car l’hypothèse d’un écoulement potentiel n’en-
traîne pas de modification dans le système de Galbrun augmenté. Même si rotv0 = 0, l’inconnue
hydrodynamique ψ est non nulle. Nous testons d’abord notre méthode en écoulement uniforme
qui est un écoulement potentiel simple. Nous vérifions la validité du résultat en mesurant les lon-
gueurs d’onde de la solution calculée. Ensuite, nous considérons l’écoulement du cas 1 introduit
au chapitre 5. Après avoir brièvement présenté le modèle potentiel, nous comparons les résultats
obtenus par notre approche avec la solution donnée par notre code potentiel.
6.2.1 Cas de l’écoulement uniforme
Le cas d’écoulement potentiel le plus simple, après l’écoulement nul, est l’écoulement parallèle
uniforme. Dans ce cas, les gradients de l’écoulement étant nuls, le terme source de l’équation
hydrodynamique est nul et par conséquent, la méthode doit restituer ψ égal à zéro. Il s’agit d’une
configuration simple mais qui constitue un premier test de validation pertinent. Nous simulons,
dans un écoulement uniforme v0(x1, x2) = v0e1 se déplaçant de la gauche vers la droite, la
6.2. Validations de la méthode en écoulement potentiel 127
propagation acoustique générée par la source acoustique fac. L’expression (6.3) de cette source
est construite à l’aide de la fonction g2 définie par (6.6). Le centre et le rayon de la source sont
choisis tels que
(x1,s, x2,s) = (0, 0.5), rs = 0.3.
Les résultats présentés sont obtenus pour v0 = 0.3, ρ0 = c0 = 1 et pour une pulsation ω = 9. Le
domaine considéré ΩR est rectangulaire de longueur 2R1 et de largeur 2R2 entouré de couches
PML de largeur L avec
R1 = 4.5, R2 = 3, L = 1.5 et α = (0.65,−0.65).
La figure 6.3 représente les valeurs de la partie réelle de la composante horizontale de u calculées
par notre code. Nous observons la propagation de quatre fronts d’onde de façon symétrique
par rapport à l’axe des abscisses. La longueur d’onde du front qui se propage dans le sens de
l’écoulement est plus longue que celle qui remonte l’écoulement. Il s’agit de l’effet de convection
d’onde par l’écoulement que nous avons déjà constaté dans le cas du jet au chapitre précédent.
Ce phénomène s’apparente à l’effet Doppler.
Pour valider notre approche, nous mesurons la longueur d’onde de ces fronts et nous la com-
parons à la valeur théorique qui est connue en écoulement uniforme. En effet, il est possible de
déterminer de façon analytique les modes de l’équation de Galbrun dans un conduit rigide bi-
dimensionnel en présence d’écoulement uniforme (voir [63], annexe C). Les modes acoustiques
guidés s’expriment en fonction du nombre d’onde k, de v0 la vitesse de l’écoulement et de h la
hauteur du guide. En faisant tendre h vers l’infini dans cette expression, nous obtenons le nombre
d’onde des modes acoustiques amont β+ et aval β− dans un domaine infini :
β+ = k1 +M et β
− = −k1−M , (6.8)
avec k = ω
c0
et M = v0
c0
. La longueur d’onde associée est
λ = 2pi|β| . (6.9)
A l’aide des figures 6.4 et 6.5, nous vérifions que les longueurs d’onde de la solution approchée
par notre méthode satisfont les relations (6.9) et (6.8). Les graphiques donnés par ces figures
représentent les valeurs de <eu1 selon les demi-droites d’origine (x1,s, x2,s) et d’équation x2 =
a±x1 avec a± > 0. Les positions de ces courbes relativement aux fronts d’onde sont dessinées sur
les images de gauche des figures 6.4 et 6.5. Par lecture graphique de la longueur d’onde, nous
obtenons λ− ≈ 0.5 pour l’onde amont (en bleue) et λ+ ≈ 0.9 pour l’onde aval (en rouge). Ces
valeurs correspondent bien aux valeurs obtenues par les relations (6.9) et (6.8) avec les paramètres
de simulation choisis, ce qui valide le résultat numérique obtenu.
6.2.2 La formulation en potentiel
Les équations du modèle potentiel sont obtenues à partir des équations d’Euler en suppo-
sant que l’écoulement total est irrotationnel, c’est-à-dire qu’il dérive d’un potentiel. L’équation
de conservation de la masse peut alors s’écrire sous la forme de l’équation de Bernoulli dont l’in-
connue est le potentiel de vitesse. Ce potentiel se décompose comme la somme du potentiel de
l’écoulement moyen φ0 et du potentiel lié à la perturbation acoustique φ. Les vitesses associées
vérifient naturellement :
v0 = ∇φ0 et donc rotv0 = 0,
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Fig. 6.3: Rayonnement acoustique en écoulement uniforme : isovaleurs de <eu1 obtenues dans le
domaine avec couches PML.
Fig. 6.4: Rayonnement acoustique en écoulement uniforme : onde acoustique amont. Valeurs de
<eu1 (à droite) obtenues le long de la droite représentée en bleu sur l’image de gauche.
Fig. 6.5: Rayonnement acoustique en écoulement uniforme : onde acoustique aval. Valeurs de
<eu1 (à droite) obtenues le long de la droite représentée en rouge sur l’image de gauche.
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et
v = ∇φ et donc rotv = 0.
En supposant que la contribution de l’acoustique est faible devant celle de l’écoulement moyen,
la linéarisation à l’ordre un des équations du fluide aboutit alors, selon un procédé décrit dans
[42], sur une équation satisfaite par le potentiel de vitesse acoustique :
div
(
ρ0(∇φ− 1
c20
(v0 · ∇φ)v0)
)
+ div
(
iρ0
ω
c0
v0
c0
φ
)
+ ρ0
ω2
c20
φ+ iρ0
ω
c0
v0
c0
· ∇φ = −f, (6.10)
où f est un terme source à support dans Ω∞. Sur les frontières rigides Γ∞ quand il y en a, la
dérivée normale de φ s’annule :
∂φ
∂n
= 0. (6.11)
La résolution de problèmes acoustiques par cette équation constitue une approche classique qui
est désormais une référence dans l’industrie [42, 31].
Afin de sélectionner l’onde sortante et de borner le domaine de calcul, nous utilisons le modèle
de couches PML que nous avons introduit au paragraphe 5.1.4. Avec les notations du chapitre
précédent, le problème à résoudre s’écrit dans ΩL :
divα
(
ρ0(∇αφ− 1
c20
(v0 · ∇αφ)v0)
)
+ divα
(
iρ0
ω
c0
v0
c0
φ
)
+ρ0
ω2
c20
φ+ iρ0
ω
c0
v0
c0
· ∇αφ = f dans ΩL,
∂φ
∂n
= 0 sur ∂ΩL ∩ Γ∞,
φ = 0 sur ∂ΩL\Γ∞.
(6.12)
La solution du problème (6.12) est recherchée dans l’espace fonctionnel
W =
{
φ ∈ H1(ΩL); φ = 0 sur ∂ΩL\Γ∞
}
.
Ce problème s’écrit sous la forme variationnelle suivante
Trouver φ ∈W tel que ∀ϕ ∈W, a(φ, ϕ) = `(ϕ), (6.13)
où la forme bilinéaire a(·, ·) est définie par
a(φ, ϕ) = b(φ, ϕ) + c(φ, ϕ),
avec
b(φ, ϕ) =
∫
ΩL
ρ0
α1α2
(
∇αφ · ∇αϕ¯+ ω
2
c20
φ ϕ¯− 1
c20
(v0 · ∇αφ)(v0 · ∇αϕ¯)
)
,
c(φ, ϕ) = −
∫
ΩL
2
α1α2
ω2
c20
φ ϕ¯+ i ω
c0
ρ0
α1α2
(v0
c0
· ∇αφ ϕ¯− φ v0
c0
· ∇αϕ¯
)
,
`(ϕ) =
∫
ΩL
fϕ¯.
Si l’écoulement est subsonique, on peut montrer que b(φ, ϕ) est coercive et que la forme c(φ, ϕ)
est compacte. Autrement dit, l’opérateur associé à a(·, ·) admet une décomposition en une partie
coercive et une partie compacte. Le problème (6.12) est donc de type Fredholm. Sa solution peut
donc être approchée par une méthode d’éléments finis de Lagrange. Celle-ci a été implémentée et
nous donne accès à v par v =∇φ mais pas à u et ψ.
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6.2.3 Comparaisons avec la formulation de Galbrun
Nous pouvons à partir des solutions du système de Galbrun obtenir les quantités eulériennes.
D’après les relations données au chapitre 4, la vitesse et la pression acoustique s’expriment en
fonction de u par
p = −ρ0c20 divu− u · ∇p0, (6.14)
v = Du
Dt
− (u ·∇)v0. (6.15)
De même pour l’approche potentielle, en prenant le gradient du potentiel solution de (6.12), nous
pouvons calculer la vitesse acoustique eulérienne associée. Une comparaison sera alors possible à
condition que les paramètres de simulation choisis soient équivalents d’un modèle à l’autre. Le
choix de la source mérite une attention particulière. D’après la relation (6.15), nous pouvons,
si l’écoulement est parallèle uniforme v0(x1, x2) = v0e1, construire des sources équivalentes en
prenant le second membre de l’équation potentielle de la forme :
fpot(x1, x2) = −iωg(x1, x2) + v0 ∂g
∂x1
(x1, x2), (6.16)
et celui de l’équation de Galbrun sous la forme :
fgal(x1, x2) = ∇g(x1, x2), (6.17)
où g est une fonction scalaire à support compact. Avec des écoulements plus complexes, il est
plus compliqué d’établir une relation d’équivalence entre les sources du modèle de Galbrun et
du modèle potentiel. Afin de rendre possible les comparaisons entre ces deux modèles, nous nous
assurerons de placer le support de la source dans des zones où l’écoulement est uniforme.
Nous simulons le rayonnement acoustique dans le cas 1 qui concerne l’écoulement potentiel au
dessus de la surface rigide. Nous prenons les mêmes paramètres que ceux utilisés dans le même cas
au chapitre 5. Ceux-ci reviennent à prendre la fonction g1 définie par (6.5) dans les expressions
des sources (6.16) et (6.17) avec (x1,s, x2,s) = (−1, 1), rs = 0.2. Les paramètres de l’écoulement
et du domaine de calcul définis au paragraphe 6.1.1 sont tels que v∞ = 0.45, R0 = 0.5, R = 3,
H = 4, L = 2 et le paramètre qui caractérise les PML est α = 0.65− 0.65i.
Les solutions du système de Galbrun ont été données au chapitre précédent par les figures
5.5, 5.6, 5.7, 5.8 et 5.9. Nous avions alors vérifié que les PML sont efficaces puisque la solution est
bien nulle aux extrémités de celles-ci et la solution n’est pas polluée par des réflexions parasites.
Nous nous étions assurés que les solutions ont bien convergé car elles restent stables si on change
le pas de maillage et les paramètres des couches PML. De plus, afin de contrôler que la méthode a
convergé vers la bonne solution, c’est-à-dire celle qui satisfait le problème de Galbrun, nous avons
calculé les valeurs de l’indicateur a posteriori e˜ = | rotu−ψ|2 et nous les avons tracées sur la figure
6.6. Cette image a été obtenue en saturant la borne supérieure de l’échelle des couleurs : nous
l’avons volontairement choisie inférieure à la valeur maximale de e˜. Ainsi nous pouvons mieux
cartographier les écarts commis entre rotu et ψ. Dans la majeure partie du domaine, e˜ est de
l’ordre de 1×10−10, ce qui confirme la validité de la solution obtenue. A proximité du bord rigide
et à l’aval de la bosse, les valeurs de e˜ sont moins favorables. Il faudrait raffiner le pas de maillage
dans cette zone afin d’améliorer les valeurs de l’indicateur. Nous avons effectivement vu sur la
figure 5.7 que, dans cette zone, l’inconnue ψ est transportée par l’ecoulement avec une période
spatiale très courte. Un pas de maillage plus fin que celui utilisé est nécessaire pour pouvoir la
restituer avec moins d’erreur.
Maintenant, nous calculons la vitesse eulérienne d’une part à partir de u et d’autre part à
partir de φ la solution de l’équation potentielle. La comparaison des vitesses ainsi obtenues de
la figure 6.7 montre que le modèle de Galbrun et le modèle potentiel restituent deux solutions
semblables. De plus, la représentation de la solution calculée le long de la droite horizontale
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passant par le centre de la source sur la figure 6.8 montre un bon accord entre les deux courbes.
Nous voyons seulement une petite erreur d’amplitude et un léger décalage de phase à l’aval de la
source entre le modèle de Galbrun et le code potentiel visible principalement sur la composante
verticale de v.
Ensuite, nous déterminons l’écart relatif en norme L2(ΩR) entre vgal et vpot les vitesses issues
respectivement du code de Galbrun et du code potentiel
δ = 2‖vgal − vpot‖0,ΩR‖vgal + vpot‖0,ΩR
. (6.18)
Le calcul fournit un écart δ ≈ 0.0782, soit une erreur de moins de 10%. Sur la figure 6.7, nous
constatons effectivement de légères différences entre les deux solutions dans la zone proche du
bord rigide, ce qui peut s’expliquer par un traitement différent de la condition à la limite d’une
méthode à l’autre. Une autre raison possible de ces écarts est liée aux termes sources fgal et fpot qui
ne sont peut-être pas dans une zone où l’écoulement est complètement uniforme. Rigoureusement,
les relations (6.16) et (6.17) ne sont valables qu’en écoulement uniforme.
Finalement, ce test montre que notre approche est capable de retrouver correctement la so-
lution du problème de propagation dans la configuration d’un écoulement potentiel avec source
acoustique.
6.3 Validations en écoulement rotationnel
Nous voulons maintenant tester notre méthode dans des configurations rotationnelles, c’est-à-
dire dans des configurations où l’acoustique est couplée avec des effets tourbillonnaires. Le premier
objectif de ce paragraphe est de valider notre approche dans de telles situations. Nous voyons deux
façons d’introduire de la rotationnalité dans le système, soit en choisissant une source à rotationnel
non nul, soit en considérant un écoulement non potentiel. Dans le premier cas, les tourbillons sont
directement introduits pas la source. Par contre lorsque l’écoulement est rotationnel, un couplage
complexe a lieu entre la propagation acoustique et les effets hydrodynamiques, comme nous l’avons
déjà vu auparavant. Nous n’avons pas à notre disposition d’autres méthodes capables de traiter
ce type de situation et sur lesquelles nous pourrions nous appuyer pour valider notre approche.
Néanmoins, l’indicateur a posteriori permet de contrôler la validité des résultats. De plus, la
mesure des longueurs d’ondes acoustiques et hydrodynamiques et leurs comparaisons avec les
valeurs théoriques donnent de l’information sur la cohérence des solutions numériques.
6.3.1 Source tourbillonnaire dans un écoulement potentiel
Nous considérons l’écoulement potentiel du cas 1. Le but de ce paragraphe est d’une part de
valider notre approche dans le cas d’une source tourbillonnaire, et d’autre part d’observer l’impact
d’une telle source sur la solution obtenue. Pour cela, nous simulons, le rayonnement de la source
frot qui, contrairement aux tests précédents, n’est pas purement acoustique. Son expression est
donnée par la formule (6.4) où nous avons pris g(x1, x2) = g2(x1, x2) avec g2 définie par (6.6).
Elle vérifie donc rot frot 6= 0. L’écoulement associé au cas test 1 étant potentiel, le choix de cette
source tourbillonnaire permet d’introduire de la vorticité dans le système.
Les résultats présentés sur les figures 6.9, 6.10, 6.11 et 6.12 sont obtenus pour une pulsation
ω = 3. Le domaine de calcul et les paramètres de l’écoulement sont pris identiques à ceux choisis
au paragraphe 6.2.3 sauf la valeur de la vitesse à l’infini qui vaut maintenant v∞ = 0, 4. La source
est centrée en (x1,s, x2,s) = (−1, 1) et son rayon vaut rs = 0.3. Les paramètres s1 et s2 valent
s1 = 10 et s2 = 0.1. Ce choix de paramètres rend possible la visualisation simultanée du signal
acoustique et du signal tourbillonnaire.
Tout d’abord, nous avons validé le résultat numérique fourni par notre méthode. Nous avons
vérifié que la solution est bien nulle à l’extrémité des couches PML et que celles-ci ne renvoient pas
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Fig. 6.6: Rayonnement d’une source acoustique dans un écoulement potentiel (cas 1) : valeurs
de l’indicateur a posteriori e˜ = | rotu − ψ|2 (où la borne supérieure de l’échelle des couleurs est
saturée : on a 1.7 × 10−10 ≤ e˜ ≤ 8.3× 10−2).
Fig. 6.7: Rayonnement d’une source acoustique dans un écoulement potentiel (cas 1) : isovaleurs
de <e v1 à partir du modèle de Galbrun (gauche) et du modèle potentiel (droite).
Fig. 6.8: Rayonnement d’une source acoustique dans un écoulement potentiel (cas 1) : comparai-
son des valeurs de <e v1 et <e v2 obtenues par la méthode de Galbrun augmentée et par le code
potentiel le long de la droite horizontale passant par le centre de la source (x2 = x2,s).
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de signal parasite dans le domaine physique. Nous avons aussi vérifié que la solution reste stable
si on diminue le pas de maillage et si on change les paramètre des PML. Enfin, e˜ = | rotu− ψ|2
l’indicateur a posteriori, que nous avons représenté sur la figure 6.9, prend globalement des valeurs
proches du zéro machine ce qui montre que nous avons bien obtenu la solution du problème de
Galbrun initial. Nous remarquons que les écarts entre rotu et ψ se creusent dans le sillage de la
source. Dans cette zone, la longueur d’onde n’est pas beaucoup plus petite que celle des modes
acoustiques et ne nécessite pas a priori de raffiner la maillage (contrairement au cas du paragraphe
précédent où ψ oscillait beaucoup). Cependant l’amplitude du sillage qui arrive dans la couche
PML aval est élevée par rapport à l’onde acoustique (les échelles de couleurs de la figure 6.10 ont
été saturées). Le maillage dans les PML doit être très fin pour pouvoir absorber proprement ce
signal sur la courte épaisseur de la PML. Il faudrait donc pour cette raison diminuer le pas de
maillage dans le sillage de la source et dans la PML à l’aval. Ces observations nous permettent
néanmoins de valider notre approche dans le cas d’une source tourbillonnaire.
Fig. 6.9: Rayonnement d’une source tourbillonnaire dans un écoulement potentiel : valeurs de
l’indicateur a posteriori e˜ = | rotu − ψ|2 (où la borne supérieure de l’échelle des couleurs est
saturée : on a 7.4× 10−11 ≤ e˜ ≤ 0.11).
Maintenant, observons le comportement de la solution calculée. La figure 6.10 représente les
composantes horizontales et verticales de u. Nous remarquons d’une part l’onde acoustique amont
qui se propage vers la gauche. Les axes gradués permettent de vérifier que, loin de Γ∞ dans la
zone où l’écoulement est pratiquement uniforme, la longueur d’onde mesure 1.25 unités et vérifie
bien les relations (6.8) et (6.9). Le mode aval n’est pas visible sur la figure car sa longueur d’onde
mesure environ la moitié de la taille du domaine (et son amplitude est peut-être négligeable par
rapport à celle des autres modes).
D’autre part, nous voyons un signal qui part de la source et qui est transporté vers l’aval par
l’écoulement. Il s’agit d’un sillage hydrodynamique induit par la source. En effet, nous constatons
sur l’image que la longueur d’onde de cette partie du signal est approximativement égale à 0.8,
ce qui correspond à la longueur théorique de l’onde de vorticité donnée ponctuellement par
λvort =
2pi|v0|
ω
. (6.19)
De plus, la vitesse eulérienne décrit un phénomène semblable avec cependant une amplitude du
mode hydrodynamique un peu plus faible. L’image de gauche de la figure 6.11 montre clairement
la convection des tourbillons introduits par la source. L’image de droite prouve que nous sommes
bien en présence de phénomènes de vorticité puisque dans le sillage des tourbillons le rotationnel
de v est non nul.
Enfin, nous pouvons montrer que le code potentiel ne permet pas de prendre en compte cette
contribution rotationnelle. Nous calculons la vitesse eulérienne par cette méthode en prenant
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comme second membre la partie acoustique de la source, c’est-à-dire
fpot(x1, x2) = −iωg2(x1, x2) + v0 ∂g2
∂x1
(x1, x2),
où g2 est la fonction définie par (6.6). La vitesse obtenue par le code potentiel est représentée par
la première image de la figure 6.12. Elle contient uniquement le mode acoustique. La comparaison
avec la vitesse issue du modèle de Galbrun (figure 6.11) montre que même la forme de l’onde
acoustique est légèrement différente dans la zone où se trouve le support de la source. De plus,
l’amplitude du front d’onde amont (celui qui se propage vers la gauche) est un peu plus faible.
La deuxième image représente la différence entre les composantes horizontales de la vitesse
calculée à l’aide du modèle de Galbrun et du modèle potentiel. Cette différence est presque nulle
sauf dans la zone du sillage tourbillonnaire de la source où nous retrouvons la convection du mode
hydrodynamique propre à la solution de Galbrun. L’apport du modèle de Galbrun réside donc
dans ce mode de vorticité que le modèle potentiel ne peut pas prendre en compte.
Ce résultat numérique nous a donc permis de valider l’approche de Galbrun dans le cas d’une
source tourbillonnaire. Il propose également une illustration des phénomènes hydrodynamiques
qui consistent en la convection de modes hydrodynamiques.
Fig. 6.10: Rayonnement d’une source tourbillonnaire dans un écoulement potentiel : isovaleurs
des champs <eu1 et <eu2 obtenus par le modèle de Galbrun.
Fig. 6.11: Rayonnement d’une source tourbillonnaire dans un écoulement potentiel : isovaleurs
de <e v2 (à gauche) et <e rotv (à droite) obtenus à partir du modèle de Galbrun.
6.3.2 Rayonnement en écoulement rotationnel
Une deuxième façon d’introduire de la vorticité consiste à prendre en compte un écoulement
dont la vitesse est à rotationnel non nul. Le cas du jet analytique qui a déjà été introduit au
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paragraphe 5.1.2 reste une configuration simple, en effet la densité ρ0 ainsi que la célérité sont
prises constantes et le terme Cu de l’équation hydrodynamique s’annule. Ce test permet cependant
d’aborder la difficulté supplémentaire de la non potentialité de l’écoulement.
Nous avons déjà validé notre approche avec ce cas d’écoulement au chapitre précédent. Les
résultats obtenus dans ce cas et donnés par les figures 5.11, 5.12 et 5.13 concernent le rayonnement
d’une source acoustique dans l’écoulement de jet de la figure 6.13. Ce profil est donné par (6.1)
avec v∞ = A0 = 0.3 et r0 = 0.4. La source d’expression (6.3) est construite à l’aide de la
fonction (6.6) avec (x1,s, x2,s) = (0, 0.5) et rs = 0.3. Le domaine physique est rectangulaire
ΩR = [−4.5; 4.5]× [−3; 3] et entouré de couches PML de largeur L = 1.5 et α = 0.65− i0.65. La
pulsation vaut ω = 9.
Bien que cette simulation ait été réalisée en écoulement rotationnel, nous n’observons pas la
convection de modes hydrodynamiques. Seuls les modes acoustiques amont et aval sont visibles
sur la figure 5.11. Pourquoi ne voit-on pas de modes hydrodynamiques alors que l’écoulement
considéré est non potentiel ?
Nous réalisons maintenant deux nouvelles simulations en changeant seulement la valeur de
la pulsation. Nous prenons ω = 4 puis ω = 2. La partie réelle de la première composante du
déplacement obtenue dans chacun des cas est dessinée sur la figure 6.14. Comme précédemment,
nous vérifions la validité des solutions grâce à e˜ = | rotu − ψ|2 l’indicateur a posteriori et grâce
à la mesure de la longueur d’onde acoustique dans les zones où l’écoulement est uniforme. Nous
vérifions aussi que les PML fonctionnent correctement.
Pour ω = 4, nous remarquons la propagation du mode acoustique amont. Le mode aval,
d’amplitude trop faible, n’est pas visible sur l’image. Mais aussi, nous voyons, dans la zone du
jet et à l’aval de la source, un signal formant des stries obliques et dont la longueur d’onde est
plus courte que l’onde acoustique. Il s’agit de modes hydrodynamiques qui sont convectés par
l’écoulement de manière semblable à ceux observés au paragraphe 6.3.1.
Pour ω = 2, l’amplitude de l’onde acoustique est plus faible alors que celle du mode hydro-
dynamique est plus grande que pour ω = 4. En outre, la longueur du mode hydrodynamique est
aussi plus longue. En traçant la solution selon une droite horizontale passant dans la zone du
jet, nous pouvons mesurer la période spatiale de ces modes comme cela a été fait au paragraphe
6.2.1. Cette mesure, réalisée pour ω = 4 et ω = 2, fournit des valeurs proches de celles prévues
par la formule théorique (6.19). Cette observation confirme que les stries correspondent bien aux
modes hydrodynamiques et ne sont pas dûs à un artefact numérique.
La comparaison entre ω = 4 et ω = 2 montre de plus que l’amplitude des modes hydrodyna-
miques est inversement proportionnelle à la pulsation. Donc, dans le cas où ω = 9, l’amplitude de
ces modes est encore plus faible que pour ω = 4. De même, d’après la relation (6.19) leur longueur
est encore plus courte que pour ω = 4. Nous voyons maintenant deux raisons pour lesquelles les
modes de vorticité ne sont pas visibles quand ω = 9. D’une part, le pas de maillage n’est peut-être
pas suffisamment fin pour les restituer. D’autre part, leur amplitude est peut-être négligeable face
à celle des modes acoustiques.
6.4 Rayonnement en écoulement rotationnel : pourrait-on se conten-
ter d’un calcul potentiel ?
La résolution du système de Galbrun est coûteuse comparée à celle du modèle potentiel. Face
à ce constat, on peut être tenté de réaliser les simulations en écoulement rotationnel avec un code
potentiel même si ce calcul est fondamentalement faux puisque les hypothèses vérifiées par ce
modèle ne tiennent pas compte de la rotationnalité de l’écoulement. Les expériences montrent
que dans les cas peu rotationnels, un code potentiel peut donner une bonne approximation de
la propagation acoustique. Par contre, quand la rotationnalité est prépondérante, un tel code ne
suffit pas. Pour illustrer cela, nous réalisons une simulation dans le cas du jet analytique avec une
source acoustique.
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Fig. 6.12: Rayonnement d’une source tourbillonnaire dans un écoulement potentiel. A gauche :
isovaleurs de <e v2 obtenues à partir du code potentiel avec la source fpot. A droite : différence
entre les parties réelles des composantes verticales des vitesses eulériennes obtenues avec le modèle
de Galbrun et le code potentiel.
Fig. 6.13: Écoulement rotationnel (cas 2) : profil de la vitesse du jet v1(x2).
Fig. 6.14: <eu1 pour le rayonnement d’une source acoustique dans un écoulement de jet (cas
2) : apparition du mode hydrodynamique dans la zone du jet pour ω = 4 (à gauche) et ω = 2 (à
droite).
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Pour cette simulation, nous avons pris le profil de vitesse (6.1) avec v∞ = 0, A0 = 0.3 et
r0 = 0.5. La source acoustique est construite selon l’expression (6.3) à l’aide de la fonction g3 qui
est définie par (6.7) avec (x1,s, x2,s) = (−0.5, 1) et rs = 0.5. Pour la pulsation, nous avons pris
ω = 12.
La figure 6.15 propose une comparaison entre la vitesse issue du modèle de Galbrun et celle
obtenue par notre code potentiel. Les modes hydrodynamiques ne sont pas visibles sur l’image
obtenue par le modèle de Galbrun car la valeur de la pulsation est élevée (voir paragraphe pré-
cédent) et parce que c’est la vitesse qui est représentée ici et non le déplacement (nous avons
effectivement vu au paragraphe 6.3.1 que les modes de vorticité sont moins marqués sur v que
sur u). Pourtant, nous observons des différences dans la forme du front d’onde qui est réfléchi sur
la droite du domaine. Ceci prouve que les phénomènes hydrodynamiques induits par le jet pro-
voquent une modification de la directivité de l’onde. Il est possible de restituer ce comportement
avec le modèle de Galbrun augmenté mais pas avec le code potentiel.
Fig. 6.15: Rayonnement d’une source acoustique dans un écoulement de jet (cas 2) : vitesses
obtenues par le modèle potentiel (à gauche) et le modèle de Galbrun augmenté (à droite).
6.5 Extension à des configurations plus complexes
Les cas traités jusqu’à présent concernent soit un écoulement potentiel soit un jet sans obstacle.
En particulier, nous n’avons pas traité d’écoulement ayant de forts gradiens de vitesse. Or, il est
connu que de tels écoulements peuvent induire des instabilités (physiques). Il n’est pas clair que
le modèle avec couches PML soit capable de gérer cette situation.
Par ailleurs, pour pouvoir traiter des configurations acoustiques plus concrètes, nous nous
sommes intéressés aux écoulements rotationnels avec obstacle. En pratique pour obtenir des écou-
lements rotationnels, il faut prendre en compte la viscosité du fluide et utiliser un code résolvant
les équations de Navier-Stokes. Le maillage considéré pour déterminer l’écoulement pouvant être
différent de celui pris pour étudier la propagation acoustique, nous avons été amenés à développer
des outils d’interpolation de maillages.
En outre, le traitement d’obstacle soulève aussi la problématique des points d’arrêt et des
écoulements recirculants. Il s’agit d’écoulements non Ω-remplissants que nous avons présentés
dans la partie I. L’analyse du système de Galbrun menée au chapitre 5 ne tient pas compte de
ce type de configurations qui pourtant sont classiques dès que l’on souhaite traiter des cas non
académiques. Ce paragraphe propose des tests numériques qui illustrent ces différentes problé-
matiques et explore des éléments de réponses basés sur l’observation des résultats numériques.
Les preuves théoriques restent à faire. Nous traitons d’abord les écoulements instables, ensuite
nous proposons un exemple d’écoulement qui est déterminé au préalable de façon numérique,
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puis nous abordons les écoulements non Ω-remplissants. Enfin, nous examinons les voies possibles
pour l’extension à des configurations en trois dimensions.
6.5.1 Validité dans le cas d’instabilités
Les écoulements cisaillés dont le profil de vitesse présente un ou des points d’inflexion sont des
écoulements instables au sens où la solution du problème linéarisé peut devenir exponentiellement
croissante vers l’aval de l’écoulement. Cette situation est fréquente, on la rencontre par exemple
dans des cas de jets ou de couches de mélange. Ensuite, comme la solution est exponentiellement
croissante, le signal qui arrive dans les couches PML est d’amplitude élevée. Notre question
est alors la suivante : les couches PML permettent-elles dans ce cas de calculer correctement
la solution ? Nous nous attendons à ce que ce soit plus difficile car la couche PML aval doit
faire décroître une solution exponentiellement croissante. Nous savons par ailleurs qu’en régime
harmonique, l’usage des couches PML peut conduire dans certains cas au calcul d’une solution
qui n’est pas physique (solution non sortante). Afin de donner des éléments de réponse, nous nous
appuyons sur deux cas tests numériques : le premier concerne un écoulement de jet en domaine
infini, le deuxième consiste en un écoulement cisaillé dans un guide.
Tout d’abord, nous réalisons la simulation du rayonnement d’une source acoustique dans un
écoulement de jet (cas 2). Afin de montrer que l’approche de Galbrun augmentée avec couches
PML permet de restituer les modes exponentiellements croissants, nous choisissons un profil de
vitesse ayant de forts gradients. Le profil utilisé pour la simulation est représenté sur la figure
6.16. Remarquons que la courbe de v1(x2) dans ce cas est beaucoup plus raide que celle prise
pour les simulations précédentes, figure 6.13. Les valeurs de u obtenues sont représentées sur
les figures 6.17 et 6.18. Selon notre procédé de validation en écoulement rotationnel, nous avons
vérifié que la solution est inchangée lorsqu’on raffine le maillage et lorsqu’on change les paramètres
des PML. Nous vérifions de plus que le signal est nul aux extrémités des couches PML comme le
montrent les figures 6.17 et 6.18. Sur la figure 6.19, les valeurs faibles (voisines du zéro machine),
de l’indicateur a posteriori e˜ = | rotu−ψ|2 prouvent en outre que la solution numérique obtenue
est bien la solution du problème de Galbrun. Dans la région du jet, à l’aval de la source, les valeurs
de l’indicateur sont plus mauvaises. Les images 6.17 et 6.18 montrent en effet qu’à cet endroit,
u oscille avec une periode spatiale très courte. L’indicateur nous montre qu’il faudrait raffiner le
maillage dans cette zone afin d’améliorer la précision de la solution obtenue. Enfin, la mesure des
longueurs d’onde (dont nous ne donnons pas de détail ici car la démarche a déjà été présentée
plus haut dans ce chapitre) fournit des valeurs en accords avec les longueurs d’onde théoriques
des relations (6.8), (6.9) et (6.19). Ces critères permettent d’affirmer que la solution calculée est
cohérente.
Maintenant, regardons le comportement de la solution obtenue. Nous observons d’une part
les fronts d’ondes acoustiques amont et aval. D’autre part, il y a dans la zone du jet, des stries
correspondant à l’expression des modes hydrodynamiques. La représentation de la solution le
long de la droite d’équation x2 = constante de la figure 6.17 montre que l’enveloppe du signal
de <eu1 croit lorsqu’il se propage vers l’aval. Bien qu’elle semble linéaire, cette croissance suit
bien une progression exponentielle qui en est à son démarrage (et qui est éventuellement ralentie
par le maillage). De même sur la figure 6.18, l’enveloppe du signal de <eu2 croit spatialement
vers l’aval, avec une croissance qui s’estompe un peu pour x1 > 4. Nous ne connaissons pas le
spectre associé à ce problème et nous ne savons pas non plus quels sont les modes qui sont excités
par la source choisie. Nous savons seulement que la solution obtenue est une combinaison linéaire
des modes du problème. Il est possible que la croissance observée sur les courbes des figures 6.17
et 6.18 soit due à l’excitation d’un mode instable. S’il s’agit bien d’un mode instable, l’exemple
du jet montre que l’approche de Galbrun avec PML sait le traiter correctement. Pour confirmer
l’existence de modes instables, il faudrait déterminer le spectre du problème.
Afin d’avoir de l’information sur les modes du problème, nous proposons de traiter l’exemple
d’un écoulement en conduit. Dans ce cas, il est possible de déterminer le spectre du problème et
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Fig. 6.16: Écoulement de jet analytique instable : profil de la composante horizontale de la vitesse
v1(x2).
Fig. 6.17: Rayonnement d’une source acoustique dans un écoulement de jet analytique instable.
A gauche : isovaleurs de <eu1 calculées dans le domaine avec couches PML délimitées par le
rectangle blanc. A droite : valeurs de <eu1 (courbe rouge) obtenues le long de la droite d’équation
x2 = constante et représentée en gris sur l’image de gauche. Les droites en pointillés d’équation
x1 = −3 et x2 = 6 délimitent la zone PML.
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Fig. 6.18: Rayonnement d’une source acoustique dans un écoulement de jet analytique instable.
A gauche : isovaleurs de <eu2 calculées dans le domaine avec couches PML délimitées par le
rectangle blanc. A droite : valeurs de <eu2 (courbe rouge) obtenues le long de la droite d’équation
x2 = constante et représentée en gris sur l’image de gauche. Les droites en pointillés d’équation
x1 = −3 et x2 = 6 délimitent la zone PML.
Fig. 6.19: Rayonnement d’une source acoustique dans un écoulement de jet analytique instable :
valeurs de l’indicateur a posteriori e˜ = | rotu − ψ|2 (où l’échelle des couleurs est saturée : on a
3.21× 10−13 ≤ e˜ ≤ 0.98).
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la présence de modes instables est alors facile à mettre en évidence par analyse modale.
Nous proposons de tester la méthode de Galbrun augmentée dans un guide infini et en présence
d’un écoulement instable. Nous considérons un guide infini dans lequel vit un écoulement parallèle
cisaillé v0 = v0(x2) e1. Son profil de vitesse, tracé sur la figure 6.20, s’exprime
v0(x2) =
1
2
(
vm + vM + (vM − vm) tanh(τ x2 − x2,0
h− x2,0 )
)
,
où h est la hauteur du guide, vm et vM sont les valeurs minimales et maximales de v0(x2), x2,0
est l’ordonnée du point d’inflexion et τ est proportionnel à la pente de v0 au point d’inflexion.
Les valeurs des paramètres pris pour cette simulation sont h = 1, vm = 0.1, vM = 0.4, τ = 4 et
x2,0 = 0.5. Comme nous allons le voir ces valeurs fournissent un écoulement instable.
Nous pouvons, de façon numérique, déterminer le spectre associé à ce problème acoustique.
La méthode, présentée dans [40], consiste à déterminer les modes de pression de l’équation de
Pridmore-Brown par collocation spectrale de Chebyshev. Le spectre obtenu pour ω = 1 est décrit
par la figure 6.20. D’après la description modale faite dans [40], nous identifions dans ce spectre
Fig. 6.20: Écoulement instable dans un guide infini de hauteur h = 1 : profil de vitesse et spectre
associé pour ω = 1.
trois types de modes différents. Sur les axes des abscisses et des ordonnées, nous reconnaissons
le spectre discret correspondant aux modes acoustiques. L’ensemble de mode sur l’axe des abs-
cisses formant un spectre continu représente les modes hydrodynamiques caractéristiques d’un
écoulement variable. Enfin, nous observons deux modes β0 et β¯0 conjugués l’un de l’autre qui se
détachent de l’axe des réels. D’après le critère de Briggs [28], ce sont des modes avals (ils se pro-
pagent dans le sens de l’écoulement) : si on introduit de l’absorption, c’est-à-dire si on remplace
la pulsation ω par ω+ iε avec ε > 0 assez grand, alors β0(ω+ iε) et β¯0(ω+ iε) se déplacent dans
le demi-plan supérieur (=m β > 0) et donc β0 et β¯0 sont évanescents pour x1 → +∞. Ainsi le
mode dont la partie imaginaire est négative est instable car il s’agit d’un mode aval ayant une
partie imaginaire négative : l’amplitude associée à ce mode croit lorsqu’il se propage vers les x1
positifs. L’écoulement choisi est donc instable.
Pour prouver que le changement de variable associé aux couches PML rend tous les modes
évanescents, y compris les modes instables, la méthode classique consiste à décomposer la solution
sur la base des modes guidés [63]. En écoulement uniforme, ces modes forment une base mais
dans le cas général (dès l’écoulement cisaillé), cet outil de décomposition sur les modes du guide
ne s’applique plus. En conséquence, le test fiable permettant de savoir si les PML fonctionnent
en présence d’instabilités consiste à vérifier que le signal est bien nul à l’extrémité des PML.
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Remarquons que cette vérification est faite dans tous les cas, même si l’écoulement n’est pas
instable.
Toutefois, notons que dans les couches PML, les modes β du spectre de la figure 6.20 de-
viennent β/α (voir section 4.4). Nous pouvons nous assurer que, par cette transformation et avec
la valeur de α choisie, tous les modes se déplacent dans la demi-plan supérieur, y compris le
mode instable. Ils sont donc tous évanescents dans la PML située à l’aval. Ce constat est plutôt
rassurant même si l’outil de décomposition sur la base modale ne s’applique pas.
Nous réalisons plusieurs simulations avec cet écoulement dans un guide de longueur ` = 2.
Pour la source (6.3) centrée en (x1,s, x2,s) = (0.5, 0.3) et de rayon rs = 0.05 avec g = g2 et pour
des couches PML choisies telles que L = 1 et α = 0.65 − 0.65i la solution obtenue est donnée
par la figure 6.21. D’une part, le processus de validation en écoulement rotationnel permet de
montrer que la solution a convergé, qu’elle est physiquement cohérente et que les couches PML
ont absorbé la totalité du signal. De plus, les valeurs faibles de e˜ = | rotu−ψ|2, non représentées
ici, montrent que la solution calculée est bien solution du problème de Galbrun. D’autre part, la
représentation des valeurs de u en fonction de x1 selon une droite d’équation x2 = x2,0 permet
de constater que la solution est effectivement exponentiellement croissante. Le mode instable a
donc été excité et notre méthode a été capable de le restituer sans problème.
Ces deux exemples montrent finalement que notre méthode est capable de restituer la solution
du problème dans le cas d’un écoulement instable. La preuve de ce résultat reste à ce jour une
question ouverte.
Fig. 6.21: Rayonnement acoustique dans un guide avec écoulement instable : partie réelle de u1
et u2.
6.5.2 Écoulements numériques
Les écoulements associés à des configurations acoustiques réalistes en présence d’obstacle ne
sont pas connus analytiquement. Nous proposons de tester notre approche dans le cas d’un écou-
lement déterminé numériquement. Nous considérons un corps rigide immergé dans un fluide en
écoulement. L’objet rigide représenté en blanc sur les figures 6.22 et 6.23 schématise grossièrement
une nacelle de turboréacteur. Les données de l’écoulement porteur sont obtenues par résolution
numérique des équations de Navier-Stokes. Nous remarquons sur la deuxième image de 6.22 que
les zones où l’écoulement est fortement rotationnel se limitent au sillage de la nacelle et corres-
pondent donc à une faible portion du domaine total. Afin de rendre la comparaison possible, nous
plaçons la source dans une zone où l’écoulement est uniforme pour avoir des sources équivalentes
selon les relations (6.16) et (6.17). A l’aide de l’indicateur a posteriori e˜ = | rotu− ψ|2 qui n’est
pas représenté ici, nous avons contrôlé la validité de la solution obtenue par notre modèle. Nous
avons par ailleurs calculé la solution du problème acoustique à l’aide de la méthode potentielle.
La figure 6.23, qui représente la composante horizontale des vitesses eulériennes, montre que les
solutions des modèles de Galbrun et potentiel diffèrent l’une de l’autre dans des zones proches
du sillage de la nacelle. Comme la rotationnalité de l’écoulement est faible partout ailleurs, l’ap-
proximation donnée par le code potentiel n’est pas trop éloignée de la solution du problème de
6.5. Extension à des configurations plus complexes 143
Galbrun. Cet exemple numérique permet d’illustrer le fait que le code développé est capable
d’intégrer des données issues d’un code CFD.
Fig. 6.22: Écoulement autour de la nacelle simplifiée : valeurs de la composante horizontale de
la vitesse (à gauche) et vorticité de l’écoulement (à droite).
Fig. 6.23: Rayonnement acoustique dans l’écoulement autour de la nacelle simplifiée : vitesse
eulérienne obtenue avec le modèle de Galbrun (à gauche) et le modèle potentiel (à droite).
6.5.3 Écoulements non Ω-remplissants
L’analyse du chapitre 5 n’est valable qu’en écoulement Ω-remplissant et sous l’hypothèse
(5.40) que nous jugeons plutôt restrictive. Dans la partie I, nous avons rencontré une situation
similaire avec le problème de transport harmonique : les démonstrations concernent uniquement
les écoulements Ω-remplissants. Cependant, nous avons pu vérifier que la méthode peut être
étendue aux cas avec zones de recirculation et points d’arrêts. Est-ce que l’analyse du problème
de Galbrun couplé avec l’équation de transport peut aussi être étendue à ces configurations ? Le
test de la nacelle traité précédemment constitue un exemple d’écoulement ayant des points d’arrêt
et des zones de recirculations pour lequel la méthode converge et fournit un résultat cohérent. En
outre, nous supposons que l’extension aux zones de recirculation proposée à la fin du chapitre 3
pour le transport s’applique aussi au problème de Galbrun. Il aurait été intéressant de simuler la
propagation acoustique dans la configuration de la couronne détaillée au paragraphe 3.5.1. Il se
peut que ce problème admette des fréquences de résonance comme dans le cas du problème de
transport harmonique.
Pour conclure, les expérimentations numériques réalisées montrent que les extensions envi-
sagées ne semblent pas poser de problème particulier. Bien que des preuves théoriques soient
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nécessaires pour appuyer nos conclusions, notre modèle n’a pas de difficulté avec les couches
PML à traiter des écoulements instables. De plus, la prise ne compte d’écoulement numérique a
été mise en oeuvre et fournit des résultats cohérents. Il serait maintenant utile de s’intéresser aux
problématiques liés à l’interpolation des données de l’écoulement pour le code d’acoustique. Mise
à part notre interrogation sur l’existence de fréquences de résonance dans la configuration de la
couronne, les écoulements recirculants semblent être bien gérés par notre modèle. De même, nous
avons vu que les points d’arrêts ne présentent pas de difficulté.
6.5.4 Vers des configurations 3D
Pour aller plus loin, il semble que l’étape suivante dans le déploiement de notre méthode à des
cas encore plus réalistes est maintenant de l’éprouver sur des configurations en trois dimensions.
Nous nous attendons à ce que les effets hydrodynamiques soient plus marqués qu’en 2D car en 3D
l’inconnue hydrodynamique ψ devient vectorielle. Le couplage entre u et ψ concerne alors deux
composantes supplémentaires.
Par ailleurs, la taille du système linéaire à résoudre est considérablement augmentée, pas
seulement à cause du passage à une dimension supérieure, mais aussi à cause du fait que ψ
est désormais une inconnue vectorielle qui est approchée par des éléments finis discontinus. Par
exemple, pour une discrétisation avec des polynômes d’ordre 1, le nombre de degrés de liberté
passe de 2× nombre de nœuds + 3× nombre de triangles du maillage à 3× nombre de nœuds +
3 × 3 × nombre de triangles. La méthode est face à un enjeu numérique d’ampleur : la taille
considérable du système rend quasiment impossible l’inversion séquentielle directe de la matrice
associée. La mise en place de stratégies de résolution s’avère alors inévitable. L’établissement de
telles méthodes est d’autant plus difficile que notre modèle couple deux types de phénomènes
physiques : la propagation d’onde d’une part et les convections hydrodynamiques d’autre part.
Ceci conduit à des disparités (non homogénéités) dans la matrice du système linéaire à inverser.
Plusieurs voies sont alors envisageables.
• L’utilisation d’un préconditionneur permet de ramener la résolution du système linéaire à
l’inversion d’une matrice proche de l’identité. La construction d’un bon préconditionneur
peut s’avérer difficile. En effet, l’équation de Galbrun augmentée est proche d’une équation
d’Helmholtz. En outre, il est connu que l’approximation de ce type de problème mène
à des matrices mal conditionnées et la construction d’un préconditionneur efficace est une
question encore ouverte. Une approche prometteuse consiste à chercher un preconditionneur
pour un problème perturbé dissipatif (c’est-à-dire un problème pour lequel la pulsation est
complexe ω+ iε). En effet, la détermination d’un préconditionneur efficace pour ce type de
problème est plus aisée [51]. Une autre problématique concerne le stockage en mémoire du
préconditionneur.
• La résolution par méthode itérative pose la question du choix du solveur adapté à notre
problème. Avec les équations de type onde, les méthodes itératives ne sont pas envisageables
sans préconditionneur. Ceci nous renvoie aux problématiques liées à la conception d’un
préconditionneur efficace et peu coûteux en terme de construction et de stockage.
• Il est également envisageable de s’orienter vers des méthodes de type décomposition de
domaine. Deux familles d’approche sont possibles : les méthodes basées sur la physique du
problème (par exemple, découpage du domaine physique en sous domaines et résolution en
parallèle sur chacun d’eux [9]) et les méthodes algébriques basées sur la matrice elle-même
[2]. Les premiers travaux conduits selon cette deuxième approche fournissent des résultats
prometteurs [65].
Pour finir, nous avons montré, dans ce dernier chapitre, que l’approche de Galbrun augmentée
couplée avec le transport harmonique fournit des résultats satisfaisants en écoulement potentiel
mais aussi dans des cas rotationnels. En outre, la méthode reste fiable en présence d’écoulements
plus complexes tels que les écoulements instables, les écoulements déterminés numériquement et
les écoulements non Ω-remplissants. De plus, nous avons mis en évidence que notre modèle restitue
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les effets de vorticité et prend en compte le couplage entre l’acoustique et l’hydrodynamique.
Finalement, notre travail ouvre de nombreuses perspectives pour la simulation de la propagation
acoustique en écoulement et en régime harmonique. Notre travail montre en effet la faisabilité du
couplage entre l’équation de transport harmonique et le modèle de Galbrun augmenté et propose
une méthode de résolution par éléments finis mixtes continus/discontinus avec l’usage de couches
PML. Ce couplage avec le transport hydrodynamique pourrait désormais être envisagé pour des
modèles de propagation acoustique autres que le modèle de Galbrun augmenté.

Conclusion
Lors de cette thèse, nous nous sommes intéressés à la simulation numérique, en régime har-
monique, de la propagation du son dans un fluide en écoulement quelconque et en domaine infini.
Contrairement au cas classique où le fluide est au repos et où il est possible de choisir un modèle
scalaire, le problème considéré est vectoriel car la présence de l’écoulement conduit générale-
ment au couplage de deux phénomènes différents : la propagation acoustique et la convection
hydrodynamique. L’approche choisie s’appuie sur la résolution d’un système équivalent aux équa-
tions d’Euler linéarisées : le modèle de Galbrun. Ce modèle repose sur une représentation mixte
Lagrange-Euler et aboutit à une équation dont l’unique inconnue est la perturbation du déplace-
ment lagrangien. Ce modèle vectoriel permet la prise en compte des couplages complexes qui ont
lieu entre l’acoustique et les phénomènes hydrodynamiques. Une des difficultés de l’approche de
Galbrun est qu’une discrétisation directe de cette équation par une méthode d’éléments finis stan-
dard n’est pas stable. Un moyen de contourner cet obstacle est d’écrire une équation augmentée en
ajoutant une nouvelle inconnue, le rotationnel du déplacement, appelée par abus vorticité. Cette
approche conduit à un système qui couple une équation de type équation des ondes avec une équa-
tion de transport en régime fréquentiel. Cette approche a fait l’objet de deux précédentes thèses
réalisées au laboratoire POEMS. Ces travaux concernaient le cas où l’écoulement est uniforme
ou parallèle, connu analytiquement. Il était alors possible de déterminer la vorticité sans avoir
à résoudre l’équation hydrodynamique. Il a été montré que cette méthode permet l’utilisation
de couches absorbantes parfaitement adaptées (PML) pour borner le domaine de calcul. Lorsque
l’écoulement devient plus complexe, il est impossible d’obtenir la vorticité par un simple calcul
analytique. Il est alors nécessaire de résoudre de manière explicite l’équation hydrodynamique et
de réaliser son couplage avec la deuxième équation de type équation des ondes. Les travaux de
thèse présentés ici ont consisté en une étude approfondie de l’équation de transport d’une part,
et d’autre part en une analyse poussée du système couplé constitué des deux équations.
La première partie a ainsi porté sur l’équation de transport harmonique et sur la détermination
d’une méthode numérique stable pour résoudre ce problème sur maillage non structuré. Cette
équation aux dérivées partielles d’ordre un avec condition de Dirichlet décrit le transport d’une
quantité physique par un écoulement porteur donné. Il nous a semblé naturel de nous inspirer
des nombreuses références bibliographiques qui traitent de l’équation très similaire d’advection-
réaction. Cependant le cas que nous avons étudié était plus délicat. En effet notre équation, est
posée non pas dans un cadre temporel ou stationnaire mais dans le cadre du régime fréquentiel
et de plus, elle n’est plus dissipative. D’un point de vue théorique, l’estimation fondamentale de
stabilité a été plus difficile à établir et a requis des conditions particulières sur l’écoulement. Ce
travail a en outre exploré les techniques de résolution usuelles et a soulevé les difficultés liées à
l’approximation par éléments finis des équations aux dérivées partielles d’ordre un. Ce constat
nous a conduit à considérer la méthode de Galerkin discontinu (GD). Nous avons démontré la
stabilité et la convergence de cette méthode. Notre approche se base sur le choix d’un champ test
particulier permettant d’obtenir une condition de stabilité de type inf-sup. Notre étude préalable
approfondie de l’équation de transport harmonique mais aussi sa discrétisation par approche de
type Galerkin Discontinu constitue un des principaux apports de cette thèse.
Une fois cette étape franchie, nous nous sommes intéressés à la résolution du problème couplé
de propagation acoustique en écoulement et en régime harmonique. La méthode mise en place
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consiste à approcher l’équation de Galbrun par des éléments finis de Lagrange. La nouveauté ré-
side dans l’approximation de l’équation hydrodynamique par la méthode de Galerkin discontinue
ainsi que dans son couplage avec la résolution de l’équation de Galbrun augmentée. Des couches
PML permettent de borner le domaine de calcul. Une étude complète du problème continu a été
entreprise. Le caractère bien posé de ce problème continu a été démontré moyennant certaines
conditions assez restrictives sur l’écoulement porteur. Une analyse complète du problème discret
a ensuite été menée. Sous les mêmes conditions que celles évoquées précédemment, nous avons
démontré que le problème était bien posé. La convergence du schéma discret a ensuite été analy-
sée. Enfin, une mise en œuvre numérique a été effectuée et nous avons obtenu plusieurs résultats.
Dans un premier temps, nous avons validé notre approche en particulier grâce à une comparai-
son avec le cas où l’écoulement est potentiel. Dans un second temps, nous avons testé des cas
d’écoulements plus complexes. Nous avons alors mis en évidence le couplage entre l’acoustique
et l’hydrodynamique. Enfin, nous avons aussi montré que cette approche permet de prendre en
compte le cas d’écoulements dits instables.
L’étape suivante dans le déploiement de notre méthode à des cas encore plus réalistes est
maintenant de l’éprouver sur des configurations en trois dimensions. Nous nous attendons à ce
que les effets hydrodynamiques soient alors plus marqués qu’en 2D. Le passage en 3D constitue
un enjeu numérique d’envergure. En effet, la taille du système linéaire à résoudre devient d’autant
plus grande qu’en 3D l’inconnue vorticité ψ n’est plus scalaire mais vectorielle. En plus, elle est
discrétisée avec des éléments finis discontinus. L’inversion séquentielle directe du système s’avère
alors prohibitive et la mise en place de stratégies de résolutions itératives ou par décomposition
de domaine est indispensable.
Finalement, le travail réalisé dans cette thèse offre des perspectives encourageantes concernant
le couplage de modèle de propagation d’onde avec l’équation de transport harmonique pour la
prise en compte des phénomènes hydrodynamiques en acoustique linéaire. Nous avons sélectionné
et étudié une méthode d’approximation adaptée au transport harmonique (méthode de Galerkin
discontinue). De plus, nous avons montré la faisabilité du couplage avec le modèle de Galbrun
augmenté, y compris avec des couches PML. Ce couplage pourrait désormais être envisagé pour
d’autres modèles de propagation acoustique peut-être moins coûteux à résoudre que le système
de Galbrun augmenté.
Annexe A
Jacobien du changement de variable
Soit Ω un domaine de Rd occupé par un écoulement Ω-remplissant v tel que divv = 0 sur Ω.
Notons Γ− le bord de Ω à flux entrant. Soit b un point de Γ− ⊂ Rd−1 et notons b = (bi)i=1,d−1 .
Considérons le changement de variable
Φ : Ω˜ −→ Ω
(s, b) 7−→ Φ(s, b) = (Φi)i=1,d .
Le vecteur Φ représente les coordonnées à l’instant s du point où se trouve la particule qui,
portée par le fluide, était en b à l’instant initial. C’est-à-dire Φ est solution du problème aux
caractéristiques suivant :
Trouver Φ solution de l’équation différentielle
∂Φ
∂s
(s,b) = v ◦ Φ(s,b)
Φ(0,b) = b
(A.1)
avec
Ω˜ :=
{
(s, b) : b ∈ Γ− et s ∈ [0, τ ]} ,
où τ est le temps au bout duquel toutes les courbes caractéristiques parties de Γ− atteignent
le bord à flux sortant. Considérons en outre la Jacobienne JΦ du changement de variable Φ.
L’objectif de cette annexe est de vérifier que le déterminant de JΦ noté JΦ satisfait la relation
suivante [6, 8]
∂JΦ
∂s
(s, b) = divv · JΦ(s, b). (A.2)
En dimension d = 2, Φ ∈ R2, b = b ∈ R et la Jacobienne s’écrit
JΦ =

∂Φ1
∂s
∂Φ1
∂b
∂Φ2
∂s
∂Φ2
∂b
 .
Remarquons que la première colonne de JΦ est égale au vecteur v◦Φ puisque Φ vérifie le problème
(A.1) :
JΦ =

v1 ◦ Φ ∂Φ1
∂b
v2 ◦ Φ ∂Φ2
∂b
 .
Le Jacobien est alors donné par l’expression
JΦ(s, b) =
(
v1 ◦ Φ ∂Φ2
∂b
− v2 ◦ Φ ∂Φ1
∂b
)
(s, b).
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En utilisant la formule de la chaîne, nous avons pour (i, j) = {(1, 2), (2, 1)}
∂
∂s
(
vi ◦ Φ ∂Φj
∂b
)
=
(
∂vi
∂Φ1
∂Φ1
∂s
+ ∂vi
∂Φ2
∂Φ2
∂s
)
∂Φj
∂b
+ vi ◦ Φ
(
∂2Φ1
∂s∂b
+ ∂
2Φ2
∂s∂b
)
.
La fonction Φ est différentiable (on peut inverser les dérivées partielles dans le deuxième terme)
et comme Φ vérifie (A.1) nous pouvons écrire
∂
∂s
(
vi ◦ Φ ∂Φj
∂b
)
=
(
∂vi
∂Φ1
v1 ◦ Φ + ∂vi
∂Φ2
v2 ◦ Φ
)
∂Φj
∂b
+ vi ◦ Φ
(
∂vj
∂Φ1
∂Φ1
∂b
+ ∂vj
∂Φ2
∂Φ2
∂b
)
.
Nous pouvons alors, en mettant les termes ∂vi
∂Φj
en facteurs, exprimer la dérivée partielle par
rapport à s du Jacobien comme
∂JΦ
∂s
= ∂v1
∂Φ1
(
v1 ◦ Φ ∂Φ2
∂b
− v2 ◦ Φ ∂Φ1
∂b
)
+ ∂v2
∂Φ2
(
v1 ◦ Φ ∂Φ2
∂b
− v2 ◦ Φ ∂Φ1
∂b
)
+ ∂v1
∂Φ2
(
v2 ◦ Φ ∂Φ2
∂b
− v2 ◦ Φ ∂Φ2
∂b
)
+ ∂v2
∂Φ1
(
v1 ◦ Φ ∂Φ1
∂b
− v1 ◦ Φ ∂Φ1
∂b
)
.
Les deux premiers termes de la somme se factorisent par JΦ. Les deux derniers termes s’annulent
et nous obtenons
∂JΦ
∂s
= divv JΦ,
où divv = ∂v1
∂Φ1
+ ∂v2
∂Φ2
.
Annexe B
Identité sur la somme des
intégrations sur les bords des
éléments de maillage pour la
discrétisation DG
Considérons un domaine fermé Ω occupé par un écoulement porteur v0 satisfaisant les hypo-
thèses détaillées dans la partie I. Soit Th une triangulation du domaine Ω. Soient ψ et ϕ deux
fonctions de Hconv(Th) rappeler la def de Hconv. L’objectif de cette annexe est de réecrire la
somme
∑
K∈Th
∫
∂K
(v0 · n)ψϕdγ (B.1)
qui intervient lorsqu’on réalise une intégration par partie sur les éléments du maillage Th. En
b
b
b
K−e
K+e
v0
n+e
n−e
e = K+e ∩K−e
b
b
b
Fig. B.1: Convention et notations.
utilisant les notations des ensembles de faces introduites aux chapitres 2 et 3, nous pouvons
reformuler la somme (B.1) comme une somme sur les faces des éléments (plutôt qu’une somme
sur les éléments eux-mêmes). Rappelons d’abord les conventions de notations choisies. Pour e
une face appartenant à l’ensemble E i,±h , nous notons K+e et K−e les éléments de Th tels que
e = K+e ∪K−e . Par rapport à l’écoulement v0
– K+e est le triangle à l’aval de e,
– K−e est le triangle à l’amont de e.
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maillage pour la discrétisation DG
En outre, conformémant à la figure B.1, n+e et n−e représentent respectivement les normales
sortantes sur le bord e des triangles K+e et K−e . Avec ces notations, il vient sur e
v0 · n+e = −|v0 · n|
et
v0 · n−e = |v0 · n|
où n est une des deux normales unitaires de e. Nous pouvons alors reecrire la somme (B.1) comme
∑
K∈Th
∫
∂K
(v0 · n)ψϕdγ = −
∑
e∈Ei,±
h
∫
e
|v0 · n|
(
ψ+e ϕ
+
e − ψ−e ϕ−e
)
dγ
+
∑
e∈Eb,+
h
∫
e
|v0 · n|ψ−e ϕ−e dγ −
∑
e∈Eb,−
h
∫
e
|v0 · n|ψ+e ϕ+e dγ.
Dans cette expression, nous reconnaissons les sauts du produit ψϕ sur les faces e, ce qui nous
donne finalement, ∑
K∈Th
∫
∂K
(v0 · n)ψϕdγ = −
∑
e∈Ei,±
h
∪Eb,±
h
∫
e
|v0 · n|[[ψϕ]] dγ
avec
[[ϕ]] =

ϕ+e − ϕ−e si e ∈ E i,±h
ϕ+e si e ∈ Eb,−h
−ϕ−e si e ∈ Eb,+h .
Annexe C
Résultats sur l’interpolation par des
éléments finis
Lors de l’analyse de l’approximation par méthode de Galerkin discontinue faite au chapitre 3,
nous faisons appel à des résultats sur l’interpolation par éléments finis. Nous les énonçons dans
cette annexe. Il s’agit de résultats classiques en théorie des éléments finis dont on peut trouver
des démonstrations dans [44, 26] par exemple.
Soit {Th}h>0 une famille de triangulation d’un domaine de R2. On suppose que cette famille
est régulière, c’est-à-dire ∃σ0 > 0 tel que
∀h,∀K ∈ Th, σK = hk
ρK
≤ σ0
où hK = diam(K) et ρK est le diamètre de cercle inscrit dans K. A chaque triangle K, nous
associons un élément finis de Lagrange dont les fonctions de bases sont dans Pk(K) l’espace des
fonctions polynomiales de degré k au plus.
C.1 Erreur d’interpolation locale
Soit IkK l’interpolateur de Lagrange sur K :
IkK : L2(K) −→ Pk(K)
ψ 7−→ IkKψ.
Proposition C.1. Soit un entier l tel que 0 ≤ l ≤ k. Pour tout entier m ∈ {0, . . . , l+ 1}, nous
avons
∀K ∈ Th, ∀ψ ∈ H l+1(K), |ψ − IkKψ|m,K 4 kl+1−mK |ψ|l+1,K (C.1)
où |ψ|r,K =
∑
|β|=r
‖∂βψ‖0,Ω.
Démonstration. Voir [44], théorème 1.103.
C.2 Inégalité inverse locale
Proposition C.2. Soit un entier l tel que 0 ≤ l ≤ k. Pour tout entier m ∈ {0, . . . , l}, nous
avons
∀ψ ∈ Pk(K), |ψ|l,K 4 hm−lK |ψ|m,K . (C.2)
Démonstration. Voir [44], théorème 1.138.
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C.3 Inégalité de trace locale
Proposition C.3. Soit ψ dans H1(K). Nous avons alors
‖ψ‖0,∂K 4 ‖ψ‖1/20,K‖ψ‖1/21,K . (C.3)
avec ‖ψ‖1,K =
∑
l≤1
|ψ|l,K .
Démonstration. Voir [26], théorème (1.6.6).
Proposition C.4. Soit ψ dans Pk(K). Nous avons alors
‖ψ‖0,∂K 4 h−1/2K ‖ψ‖0,K .
Démonstration. D’après la proposition C.3, nous avons
‖ψ‖0,∂K 4 ‖ψ‖1/20,K‖ψ‖1/21,K .
Par ailleurs, la proposition C.2 donne
‖ψ‖1,K 4 h−1K ‖ψ‖0,K . (C.4)
Les deux précédentes inégalités permettent de déduire le résultat.
Annexe D
Écoulement potentiel 2D autour d’un
disque
Considérons un fluide bidimensionnel non visqueux en écoulement stationnaire autour d’un
disque. Supposons qu’à l’infini la vitesse de l’écoulement soit uniforme de module v∞ et dirigée
selon le vecteur e1. Nous supposons que
ρ0 = constante,
rotv0 = 0.
Il s’agit d’un écoulement potentiel. Nous employons également le terme d’écoulement irrotationnel.
Le champ v0 satisfait aussi, d’après l’équation de conservation de la masse, la relation
divv0 = 0,
ainsi que l’équation de conservation de la quantité de mouvement (en utilisant la relation v0 ·
∇v0 = ∇
(1
2 |v0|
2
)
− v0 × rotv0) :
∇
(1
2 |v0|
2
)
= −∇p0.
Comme rotv0 = 0, la vitesse dérive d’un potentiel noté φ et nous avons
v0 = −∇φ.
Au point de coordonnées (x1, x2), l’expression du potentiel complexe associé à cet écoulement est
connue :
w(z) = −v∞R
(
z
R
+ R
z
)
où z = x1 + ix2.
La partie réelle et la partie imaginaire de w(z) donnent respectivement le potentiel de vitesse φ
et les fonctions de courant ψ :
φ(x1, x2) = −v∞x1
(
1 + R
2
x21 + x22
)
,
ψ(x1, x2) = −v∞x2
(
1− R
2
x21 + x22
)
.
Les courbes d’équations ψ(x1, x2) = constante donnent les lignes de courant de l’écoulement
représentées sur la figure 1.14. Le calcul des dérivées partielles de φ conduit à
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Fig. D.1: Lignes de courant autour d’un cercle.
v1(x1, x2) = v∞
(
1 +R2 x
2
2 − x21
(x21 + x22)2
)
,
v2(x1, x2) = −2R2v∞ x2x1(x21 + x22)2
.
Les dérivées partielles de la vitesse sont
∂v1
∂x1
(x1, x2) = −∂v2
∂x2
(x1, x2) = 2R2v∞
x21 − 3x22
(x21 + x22)3
x1,
∂v1
∂x2
(x1, x2) =
∂v2
∂x1
(x1, x2) = 2R2v∞
3x21 − x22
(x21 + x22)3
x2.
D’après l’équation de conservation de la quantité de mouvement, la pression satisfait
p0 = −12ρ0(v
2
1 + v22) + constante (D.1)
Nous considérons maintenant le cas 1 introduit au chapitre 5. Nous proposons des visualisa-
tions des champs de vitesse, de pression et gradient de pression obtenus dans cette configuration
à l’aide des expressions analytiques détaillées plus haut. La figure D.2 montrent les composantes
horizontales et verticales de la vitesse. Sur la figure D.3 est représenté le champ de pression calculé
à l’aide des expressions de v1 et v2 pour ρ0 = 1 et constante = 0. Le calcul du gradient de p0
par Paraview fournit la figure D.4. Les ordres de grandeurs du gradient de p0 sont comparables
à ceux de la vitesse de la figure D.2.
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Fig. D.2: Vitesse de l’écoulement au dessus de la bosse (v1, v2)
Fig. D.3: Pression de l’écoulement.
158 Annexe D. Écoulement potentiel 2D autour d’un disque
Fig. D.4: Gradient de p0 au dessus de la bosse.
Annexe E
Évaluation numérique de la condition
inf-sup associée à une méthode de
discrétisation par éléments finis
E.1 Motivations
Soit ψ la solution dans W du problème variationnel
p(α; ψ, ϕ) = `(ϕ), ∀ϕ ∈ V (E.1)
où W et V sont deux espaces vectoriels équipés respectivement des normes ‖ · ‖W et ‖ · ‖V .
Nous supposons que le problème (E.1) est bien posé et nous considérons le problème approché
consistant à trouver ψh ∈Wh tel que
ph(ψh, ϕh) = `h(ϕh), ∀ϕh ∈ Vh. (E.2)
Les espaces Wh et Vh sont des espaces d’éléments finis construits à partir d’une triangulation Th
d’un domaine Ω. Ils sont de même dimension
N = dimVh = dimWh
et sont respectivement munis des normes ‖ · ‖Wh et ‖ · ‖Vh . La forme bilinéaire ph est définie et
continue sur Wh × Vh et `h est linéaire continue sur Vh. Supposons en outre que l’approximation
est conforme et consistante. Le problème (E.2) est bien posé si et seulement si ph satisfait une
relation de stabilité, aussi appelé condition inf-sup, de la forme
inf
ψh∈Wh
sup
ϕh∈Vh
ph(ψh, ϕh)
‖ψh‖Wh‖ϕh‖Vh
≥ $h > 0, ∀h > 0. (E.3)
Cette relation de stabilité est largement impliquée dans l’étude des méthodes de discrétisation des
problèmes hyperboliques en particulier. Il s’agit en effet d’une condition nécessaire et suffisante
pour avoir le caractère bien posé du problème approché. La borne $h traduit le comportement
du schéma en terme de stabilité de la méthode de discrétisation. Mais surtout cette quantité
influence la qualité de l’approximation en terme d’estimation d’erreur et intervient directement
sur le caractère optimal ou sous-optimal de la méthode. En effet, supposons que ph vérifie la
relation de continuité suivante
|ph(ψ,ϕh)| ≤ C‖ψ‖W ‖ϕh‖Vh , ∀ψ ∈W, ∀ϕh ∈Wh, (E.4)
nous pouvons alors démontrer l’estimation d’erreur suivante
‖ψ − ψh‖Wh ≤
(
1 + C
$h
)
inf
wh∈Wh
‖ψ − wh‖Wh (E.5)
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où C et $h sont respectivement la constante de continuité (E.4) et la borne de la condition inf-sup
dans la relation (E.3). Connaître la condition inf-sup (E.3) fournit donc un bon indicateur sur
à la fois la stabilité et la précision de la méthode dans les normes considérées. Cependant, il est
parfois difficile d’obtenir de façon analytique une relation de la forme (E.3), il est alors intéressant
d’avoir un moyen de l’évaluer numériquement. L’objet de cette annexe est de détailler la méthode
d’évaluation numérique de la condition inf-sup utilisée dans la référence [10].
E.2 Écriture matricielle de la condition inf-sup
Soient W = {w1, · · · , wN} et V = {v1, · · · , vN} les bases respectives de Wh et Vh. La solution
approchée ψh s’écrit dans la base W
ψh =
N∑
i=1
Ψiwi,
où les Ψi sont les degrés de libertés associés à l’espace d’interpolation Wh. Sous forme vectorielle
nous notons la solution approchée dans la base W
Ψ = (Ψi)T1≤i≤N . (E.6)
Sous forme matricielle, le problème approché (E.2) s’écrire :
Trouver ψ ∈ CN tel que
AΨ = F (E.7)
où A est la matrice des éléments finis donnée par
Aij = ph(wj , vi), ∀i = 1, N ∀j = 1, N
et F est le vecteur second membre donné par
Fi = `h(vi), ∀i = 1, N.
De la même façon, la condition inf-sup E.3 s’écrit sous forme matricielle
inf
Ψ
sup
Φ
Φ∗AΨ
(Ψ∗SΨ)1/2(Φ∗TΦ)1/2
≥ $h, (E.8)
avec S et T les matrices de norme sur l’espace des fonctions solutionsWh et l’espace des fonctions
test Vh.
E.3 Déterminer la condition inf-sup : résolution d’un problème
aux valeurs propres
Posons
ρ(Ψ,Φ) = Φ
∗AΨ
(Ψ∗SΨ)1/2(Φ∗TΦ)1/2
. (E.9)
Comment calculer ρ(Ψ,Φ) ? En procédant comme dans [10], nous posons
T = L∗L et Ξ = LΦ.
Il vient alors
ρ(Ψ,Ξ) = Ξ
∗L−∗AΨ
(Ψ∗SΨ)1/2(Ξ∗Ξ)1/2
. (E.10)
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Par inégalité de Cauchy-Schwarz, le numérateur de ρ(Ψ,Ξ) est majoré par
|Ξ∗L−∗AΨ| ≤ ‖Ξ‖2‖L−∗AΨ‖2,
avec ‖Ξ‖22 =
N∑
i=1,N
|Ξi|2 = Ξ∗Ξ. En particulier, pour Ξ = L−∗AΨ, l’inégalité précédente devient
une égalité :
Ξ∗L−∗AΨ = (L−∗AΨ)∗L−∗AΨ = ‖L−∗AΨ‖22 = ‖Ξ‖2‖L−∗AΨ‖2,
et donc ρ(Ψ,Ξ) atteint sa borne supérieure pour Ξ = L−∗AΨ. Donc,
sup
Φ
ρ(Ψ,Φ) = (Ψ
∗A∗L−1L−∗AΨ)1/2
(Ψ∗SΨ)1/2
.
Nous remarquons ensuite que A∗L−1L−∗A = A∗(L∗L)−1A = A∗T−1A, d’où
sup
Φ
ρ(Ψ,Φ) = (Ψ
∗A∗T−1AΨ)1/2
(Ψ∗SΨ)1/2
. (E.11)
Nous reconnaissons le quotient de Rayleigh généralisé des matrices A∗T−1A et S et associé au
problème au valeurs propres suivant
(A∗T−1A)X = λSX. (E.12)
Nous déduisons alors que
inf
Ψ
sup
Φ
ρ(Ψ,Φ) = λ1/2min, (E.13)
où λ1/2min est la plus petite valeur propre du problème (E.12). Et donc, par la relation (E.8), nous
avons
λ
1/2
min ≥ $h. (E.14)
Donc, pour avoir de l’information sur la condition inf-sup, nous déterminons la plus petite
valeur propre du problème (E.12). En notant C le facteur de Cholesky de la matrice S (c’est-à-dire
S = C∗C), le problème au valeur propre (E.12) s’écrit alors
C−∗AC−1X = λX. (E.15)
L’algorithme de la puissance itérée inverse appliqué à la matrice C−∗AC−1 permet alors de
déterminer λmin.

Annexe F
Relation de dispersion des schémas
numériques pour le transport
harmonique
Le domaine considéré est Ω = R et nous nous intéressons au problème de transport harmonique
Pω pour lequel α = −iω et ω ∈ R+∗. L’écoulement porteur supposé constant est donné par
v0 = v0ex avec v0 > 0. Soit à résoudre le problème 1D suivant :
Trouver ψ tel que
Pω
{
−iωψ + v0ψ′ = 0 dans Ω = R
ψ(0) = ψ0 en x = 0
(F.1)
Nous considérons ensuite le domaine discrétisé infini
Ωh = ∪j∈Z[xj ;xj+1]
tel que le pas de maillage est uniforme c’est-à-dire h = |xj+1 − xj |, ∀j ∈ Z. Dans cette annexe,
nous écrivons, pour le problème (F.1), les schémas étudiés dans ce manuscrit sur le domaine Ωh
et nous établissons pour chacun d’eux la relation de dispersion numérique.
F.1 Schémas de Galerkin continus
F.1.1 Le schéma de Galerkin classique en domaine infini
Soit (λj)j∈Z la base des éléments finis continus dans laquelle est recherchée la solution du
problème approchée. La solution approchée s’écrit alors
ψh(x) =
∑
j∈Z
ψjλj(x),∀x ∈ Ωh.
Testons la forme bilinéaire du problème discret avec λj une fonction de cette base d’éléments
finis. Nous obtenons ∑
`∈Z
ψ`
∫
suppλj
(−iωλ` + v0 · ∇λ`)λj dx = 0, ∀j ∈ Z.
Pour une discrétisation avec des éléments finis P1 (voir figure F.1), l’égalité précédente devient
j+1∑
`=j−1
ψ`
∫ xj+1
xj−1
(−iωλ` + v0λ′`)λj dx = 0. (F.2)
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Après calcul des intégrales élémentaires, nous avons l’équation
Aψj+1 + 2Bψj + Cψj−1 = 0 (F.3)
avec
A = 12 − i
kh
6 , B = −i
kh
3 et C = −A (F.4)
où k est le nombre d’onde donné au chapitre 2 par k = ω
v0
.
λj−1 λj λj+1
+
xj−2
+
xj−1
+
xj
+
xj+1
+
xj+2
Fig. F.1: Éléments finis continus en domaine infini et fonctions de base P1.
F.1.2 Le schéma des moindres carrés en domaine infini
Pour une base d’éléments finis (λj)j∈Z le schéma des moindres carrés s’écrit
∑
`∈Z
ψ`
∫
suppλj
(−iωλ` + v0 · ∇λ`) (−iωλj +∇λj · v0) dx = 0, ∀j ∈ Z.
En particulier, avec les fonctions de base P1 de la figure F.1, l’égalité précédente devient
j+1∑
`=j−1
ψ`
∫ xj+1
xj−1
(−iωλ` + v0λ′`) (−iωλj + v0λ′j) dx = 0 (F.5)
et le calcul des intégrales élémentaires conduit à
Aψj+1 + 2Bψj + Cψj−1 = 0 (F.6)
avec
A = 16(kh)
2 − 1 + ikh, B =
(1
3(kh)
2 + 1
)
et C = A. (F.7)
F.1.3 Les schémas SUPG en domaine infini
De la même façon, nous testons le forme bilinéaire discrète SUPG par une fonction test λj de
la base des éléments finis continus P1 :
j+1∑
`=j−1
ψ`
∫ xj+1
xj−1
(−iωλ` + v0λ′`) (λj + δhv0λ′j) dx = 0. (F.8)
Le calcul des intégrales élémentaires mène à
Aψj+1 + 2Bψj + Cψj−1 = 0 (F.9)
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avec
A = 12 −
i
6
ωh
v0
− δh
(
v0
h
− iω2
)
, B =
(
− i3
ωh
v0
+ δh
v0
h
)
et C = −
(1
2 +
i
6
ωh
v0
)
− δh
(
v0
h
+ iω2
)
.
(F.10)
Pour que les coefficients A, B et C soient uniquement fonction du produit kh, nous choisissons
δh tel que
δh =
h
v0
δ. (F.11)
Nous avons ainsi
A = 12 −
i
6kh− δ
(
1− i2kh
)
, B =
(
− i3kh+ δ
)
et C = −
(1
2 +
i
6kh
)
− δ
(
1 + i2kh
)
.
(F.12)
F.1.4 Relations de dispersion des schémas de Galerkin continus P1
Nous cherchons la relation satisfaite par kh le nombre d’onde numérique pour que l’onde plane
numérique
ψj = ψh(xj) = eijkhh (F.13)
soit solution du schéma considéré. Les schémas de Galerkin continus considérés ici s’écrivent sur
Ωh
Aψj+1 + 2Bψj + Cψj−1 = 0 (F.14)
où les ψj sont les degrés de liberté des éléments finis P1 associés aux points xj représentés sur la
figure F.1 et A, B et C sont des polynômes en kh d’ordre inférieur ou égal à deux dont l’expression
est rappelée dans le tableau F.1. Si l’onde plane numérique (F.13) est solution de (F.14), alors
A B C
Galerkin classique 12 − i
kh
6 −i
kh
3 −A
Moindres carrés 16(kh)
2 − 1 + ikh 13(kh)
2 + 1 A
SUPG 12 −
i
6kh− δ˜h
(
1− i2kh
)
− i3kh+ δ˜h −
(1
2 −
i
6kh
)
− δ˜h
(
1− i2kh
)
Tab. F.1: Coefficients A, B et C des schémas de Galerkin continus.
les degrés de liberté ψj−1, ψj et ψj=1 sont liés par les relations
ψj+1 = eikhhψj
ψj = eikhhψj−1.
En injectant ces relations dans l’écriture du schéma (F.14), il vient la relation de dispersion
suivante
AX2 + 2BX + C = 0 (F.15)
où nous avons posé
X = eikhh. (F.16)
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F.2 Les schémas de Galerkin discontinus
F.2.1 Ecriture des schémas DG en domaine infini
N − 1 N N + 1
λN1 λ
N
2 λ
N+1
1λ
N−1
2
+
xj−1
+
xj
+
xj+1
+
xj+2
Fig. F.2: Domaine infini et fonction de base P1 sur l’élément N pour la discrétisation DG.
La formulation DG prise pour un paramètre de stabilisation ce réel s’écrit sur le N ième élément
de maillage [xj ;xj+1] sous la forme ∀ψh × ϕh ∈Wkh ×Wkh,
pce(−iω; ψh, ϕh) =
∫ xj+1
xj
(−iωψh + v0ψ′h)ϕhdx
+ v0
(1
2 + ce
)(
ψh(xj)|N − ψh(xj)|N−1
)
ϕh(xj)|N
+ v0
(1
2 − ce
)(
ψh(xj+1)|N+1 − ψh(xj+1)|N
)
ϕh(xj+1)|N .
Sur l’élément fini N représenté figure F.2, la solution approchée s’écrit dans la base des polynômes
d’ordre p− 1 comme
ψh(x) =
p∑
k=1
ψNk λ
N
k (x), ∀x ∈ [xj ;xj+1]
où ψNk et λNk (x) sont respectivement les degrés de liberté et les fonctions de base attachés à l’élé-
ment N . En testant pce par toutes les fonctions de la base
(
λN`
)
`=1,p
, nous obtenons l’expression
suivante du schéma ∀` = 1, p,
− iω
p∑
k=1
ψNk
∫ xj+1
xj
λNk (x)λN` (x) dx+ v0
p∑
k=1
ψNk
∫ xj+1
xj
λNk
′(x)λN` (x) dx
+ v0
(1
2 + ce
)( p∑
k=1
ψNk λ
N
k (xj)−
p∑
k=1
ψN−1k λ
N−1
k (xj)
)
λN` (xj)
+ v0
(1
2 − ce
)( p∑
k=1
ψN+1k λ
N+1
k (xj+1)−
p∑
k=1
ψNk λ
N
k (xj+1)
)
λN` (xj+1) = 0. (F.17)
Notons ΨN le vecteur formé des p degrés de liberté ψNk attachés à l’élément N , c’est-à-dire
ΨN =

ψN1
...
ψNp

et ΛNj le vecteur composé des p valeurs au point xj des fonctions de bases λNk attachées à l’élément
N , c’est-à-dire
ΛjN =

λN1 (xj)
...
λNp (xj)
 .
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Avec ces notations, la relation (F.17) s’écrit alors sous forme matricielle comme
−iωMNp ΨN + CNp ΨN + v0
(1
2 + ce
)
ΛjN
(
(ΛjN )
TΨN − (ΛjN−1)TΨN−1
)
+ v0
(1
2 − ce
)
Λj+1N
(
(Λj+1N+1)
TΨN+1 − (Λj+1N )TΨN
)
= 0 (F.18)
où MNp et CNp sont respectivement les matrices de masse et de convection définies telles que(
MNp
)
k,l
=
∫ xj+1
xj
λNk (x)λNl (x) dx et
(
CNp
)
k,l
=
∫ xj+1
xj
v0λ
N
k
′(x)λNl (x) dx.
En divisant la relation précédente par v0, il vient
(−ikhM + C) ΨN +
(1
2 + ce
)
ΛjN
(
(ΛjN )
TΨN − (ΛjN−1)TΨN−1
)
+
(1
2 − ce
)
Λj+1N
(
(Λj+1N+1)
TΨN+1 − (Λj+1N )TΨN
)
= 0 (F.19)
où k = ω
v0
et où les matrices M et C sont données par
M = 1
h
MNp et C =
1
v0
CNp .
Dans la base des éléments finis P1 de la figure F.2, ΨN s’écrit
ΨN =
(
ψN1
ψN2
)
.
De plus, nous avons
M =
(
1/3 1/6
1/6 1/3
)
,C =
(
−1/2 1/2
−1/2 1/2
)
,
ainsi que
ΛjN = Λ
j+1
N+1 =
(
1
0
)
et Λj+1N = Λ
j
N−1 =
(
0
1
)
.
Le système (F.19) prend alors la forme suivante
ce − ikh3
1
2 − i
kh
6
−12 − i
kh
6 ce − i
kh
3
ΨN −
0
1
2 + ce
0 0
ΨN−1 +

0 0
1
2 − ce 0
ΨN+1 = 0. (F.20)
F.2.2 Relation de dispersion numérique des schémas DG P1
Quelque soit l’élément de maillage N , les schémas de Galerkin discontinus sont donnés pour
une discrétisation P1 par l’expression (F.20). Pour que l’onde plane numérique soit solution, il
faut imposer aux degrés de liberté ψN1 , ψN+11 , ψN2 et ψN−12 de vérifier les relations
ψN+11 = eikhhψN1
ψN2 = eikhhψN−12 . (F.21)
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Les équations (F.20) et (F.21) conduisent au système suivant vérifié quelque soit l’élément N
AΨ = 0
avec
A =

−eikhh 0 1 0
−(12 + ce) ce − i
kh
3
1
2 − i
kh
6 0
0 −12 − i
kh
6 ce − i
kh
3
1
2 − ce
0 −eikhh 0 1

et Ψ =

ψN−12
ψN1
ψN2
ψN+11

6= 0R4 .
Nous en déduisons la relation de dispersion numérique
detA = 0, (F.22)
qui après calcul du déterminant aboutit à l’équation du second ordre suivante
AX2 +BX + C = 0 (F.23)
où nous avons posé
X = eikhh
et où les coefficients A, B et C s’écrivent
A =
(
ce − 12
)(1
2 − i
kh
6
)
,
B =
∣∣∣∣12 − ikh6
∣∣∣∣2 + (ce − ikh3
)2
−
(
ce − 12
)(
ce +
1
2
)
,
C = −
(
ce +
1
2
)(1
2 + i
kh
6
)
.
A B C
DG centré (ce = 0) −12
(1
2 − i
kh
6
) ∣∣∣∣12 − ikh6
∣∣∣∣2 − (kh)29 + 14 −12
(1
2 + i
kh
6
)
DG upwind (ce =
1
2) 0
∣∣∣∣12 − ikh6
∣∣∣∣2 + (12 − ikh3
)2
−
(1
2 + i
kh
6
)
Tab. F.2: Coefficients A, B et C des schémas de Galerkin discontinus.
Annexe G
L’inconnue déplacement Lagrangien
Dans cette annexe, nous voulons éclaircir les notions de représentation mixte Euler/Lagrange
et de perturbation du déplacement Lagrangien. Pour cela, nous allons revenir succinctement sur
les étapes du processus de linéarisation détaillé dans [63] qui permet d’obtenir l’équation de
Galbrun.
G.1 Descriptions eulerienne et lagrangienne
Rappelons tout d’abord que pour décrire le mouvement d’un fluide deux techniques différentes
peuvent être adoptées. Selon la représentation d’Euler, qui est la plus classique, l’observateur est
à une position fixe et regarde passer les particules de fluide. A chaque point de l’espace x et à
chaque instant t sont associées les quantités physiques caractérisant l’écoulement :
(x, t)→ f(x, t)
où f peut représenter la vitesse, la pression, la densité, l’entropie, ce sont les inconnues d’Euler.
Les coordonnées du point d’observation x et le temps t sont dites variables d’Euler. C’est selon
ce mode de représentation que sont données les équations classiques de la mécanique des fluides.
Pour un fluide parfait en évolution adiabatique, il s’agit des équations d’Euler à partir desquelles
le modèle de Galbrun est obtenu.
En description lagrangienne, l’observateur suit la particule de fluide dans son mouvement. Les
particules de fluide sont identifiées par leurs positions en un instant de référence choisi arbitrai-
rement et noté a. A chaque particule m et à chaque instant t peut alors être associée la position
χ de la particule suivie :
(a, t)→ χ(a, t).
Ainsi la position (ou fonction de placement), qui est l’inconnue de Lagrange, décrit la trajectoire
de la particule, voir figure G.1. Les quantités physiques caractérisant le fluide sont donnée en
fonction de a et t les variables de Lagrange. Nous les notons avec un signe tilde :
(a, t)→ f˜(a, t).
En particulier, la vitesse de la particule m à l’instant t s’exprime en fonction de la fonction de
placement par
v˜(a, t) = ∂χ
∂t
(a, t). (G.1)
Au lieu d’utiliser la fonction position, on préfère employer le vecteur déplacement lagrangien qui
est défini comme
ξ˜(a, t) = χ(a, t)− a
170 Annexe G. L’inconnue déplacement Lagrangien
et représenté schématiquement sur la figure G.1. Nous remarquons alors l’égalité
v˜(a, t) = ∂ξ˜
∂t
(a, t). (G.2)
ξ˜(a, t)ba
b
χ(a, t)
Fig. G.1: Représentation lagrangienne : position χ(a, t) et déplacement lagrangien ξ˜ à l’instant
t de la particule de fluide qui était en a dans la configuration de référence.
Par le changement de variable
x = χ(a, t′); a = χ−1(x, t) et t = t′
les équations d’Euler peuvent être exprimées en variables de Lagrange (a, t).
G.2 Description de petites perturbations du fluide
Dans le cadre de l’acoustique linéaire, les phénomènes acoustiques sont considérés comme de
petites perturbations de l’écoulement porteur. En représentation d’Euler, les quantités physiques
associées à l’écoulement total se décomposent alors (à l’ordre un) sous la forme
f(x, t) = f0(x, t) + εfE1 (x, t) +O(ε2)
où fE1 est la perturbation d’ordre un de la grandeur f prise au point x du fluide non perturbé
et à l’instant t. Pour information, c’est selon cette décomposition que sont obtenues, à partir du
système d’Euler, les équations classiques de l’acoustique linéaire connues sous le nom d’équation
d’Euler linéarisées.
En représentation lagrangienne, nous considérons deux états d’un même écoulement : l’état
perturbé et non perturbé définis à l’aide de la même configuration de référence comme sur la
figure G.2. Nous regardons la différence entre les grandeurs physiques totales et non perturbées à
l’instant t pour la particule m (caractérisée par sa position a au temps de référence). Obtenir une
équation pour les perturbations acoustiques consiste alors à écrire la linéarisation à l’ordre un
autour de l’état non perturbé des quantités physiques exprimées en variables de Lagrange selon
le développement :
f˜(a, t) = f˜0(a, t) + εf˜L1 (a, t) +O(ε2) (G.3)
où f˜L1 (a, t) est la perturbation lagrangienne d’ordre un à l’instant t relative à la particule de fluide
étant à a à l’instant de référence. On peut également montrer que le déplacement lagrangien se
décompose également à l’ordre un sous la forme :
ξ˜(a, t) = ξ˜0(a, t) + εξ˜
L
1 (a, t) +O(ε2)
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avec ξ˜0(a, t) = χ(a, t)− a, d’où
χ(a, t) = χ0(a, t) + εξL1 (a, t) +O(ε2)
La figure G.2 illustre que la particule de fluide qui à l’instant t est en x0 = χ0(a, t) dans la
trajectoire non perturbée est au point x = χ(a, t) + ξL avec ξL = εξL1 (a, t) + O(ε2) dans la
trajectoire perturbée. Enfin, un choix classique consiste à exprimer les perturbations en fonction
ξ˜
ξ0
ξL
ba
b
χ(a, t)
b
χ0(a, t)
trajectoire perturbe´e
trajectoire non perturbe´e
Fig. G.2: Perturbation du déplacement lagrangien.
des coordonnées euleriennes relatives à l’écoulement non perturbé. Le retour en variable d’Euler
est alors réalisé par le changement de variable
x0 = χ0(a, t′); a = χ−10 (x, t) et t = t′.
De longues manipulations algébriques permettent d’aboutir sur une unique équation, appelée
équation de Galbrun et portant sur ξL1 :
ρ0
D2ξL1
Dt2
−∇(ρ0c20 div ξL1 ) + div ξL1∇p0 −∇ξL1
T · ∇p0 + ρ0∇(∇φ0) · ξl1 = 0.
On parle alors de représentation mixte Euler-Lagrange. En effet, nous nous intéressons aux quan-
tités perturbées de Lagrange à l’instant t et à la position de la particule de l’écoulement porteur
non perturbé. Il s’agit en fait d’observer des quantités lagrangiennes perturbées avec un point de
vue eulerien (basé sur l’écoulement porteur).
Pour finir, les perturbations lagrangiennes et euleriennes d’ordre un de la grandeur physique
f sont liées par la relation [63]
εfL1 (x0, t) = fE1 (x0, t) + ξL1 (x0, t) · ∇f0(x0, t) + ε.
Il peut alors être montrer que les perturbations eulieriennes de densité, vitesse et pression d’ordre
un s’expriment en fonction de la perturbation du déplacement lagrangien
ρE1 = −ρ0 div ξL1 − ξL1 · ∇ρ0, (G.4)
vE1 =
DξL1
Dt
−∇v0 · ξL1 , (G.5)
pE1 = −ρ0c20 div ξL1 − ξL1 · ∇p0. (G.6)
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Rayonnement sonore dans un écoulement subsonique complexe en régime
harmonique : analyse et simulation numérique du couplage entre les phénomènes
acoustiques et hydrodynamiques
Résumé : La thèse porte sur la simulation, en régime fréquentiel, du rayonnement acoustique en
écoulement subsonique quelconque et dans un domaine infini. L’approche choisie s’appuie sur la résolution
d’un système équivalent aux équations d’Euler linéarisées : le modèle de Galbrun. Ce modèle repose sur une
représentation mixte Lagrange-Euler et aboutit à une équation dont l’unique inconnue est la perturbation
du déplacement Lagrangien. Une des difficultés de l’approche de Galbrun est qu’une discrétisation directe
de cette équation par une méthode d’éléments finis standard n’est pas stable. Un moyen de contourner
cet obstacle est d’écrire une équation augmentée en ajoutant une nouvelle inconnue liée au rotationnel du
déplacement appelée par abus vorticité. Cette approche conduit à un système qui couple une équation de
type équation des ondes avec une équation de transport en régime fréquentiel. Et elle permet l’utilisation de
couches parfaitement adaptées (PML) pour borner le domaine de calcul. La première partie du manuscrit
est dédiée à l’étude de cette équation de transport et de sa résolution numérique, en particulier par un
schéma de type Galerkin discontinu. Un des points délicats est lié au caractère oscillant des solutions
de l’équation. Une fois cette étape franchie, la résolution du problème de propagation acoustique a été
abordée. Une approximation basée sur l’utilisation d’éléments finis mixtes continus-discontinus avec couches
parfaitement adaptées (PML) a été étudiée. En particulier, les caractères bien posés des problèmes continu
et discret ainsi que la convergence du schéma numérique ont été démontrés sous certaines conditions sur
l’écoulement porteur. Enfin, une mise en œuvre a été effectuée. Les résultats montrent la validité de cette
approche mais aussi sa pertinence dans le cas d’écoulements complexes, voire d’écoulements dits instables.
Mots clés : acoustique linéaire en écoulement, modèle de Galbrun, méthode d’éléments finis, méthode
de Galerkin discontinue, équation de transport harmonique, couches absorbantes parfaitement adaptées.
Sound radiation in a complex subsonic mean flow in frequency regime : analysis
and numerical simulations of the coupling between acoustic and hydrodynamic
phenomena
Abstract: This thesis deals with the numerical simulation of time harmonic acoustic propagation in
an arbitrary mean flow in an unbounded domain. Our approach is based on an equation equivalent to the
linearized Euler equations called the Galbrun equation. It is derived from a mixed Eulerian-Lagrangian
formulation and results in a single equation whose only unknown is the perturbation of the Lagrangian
displacement. A direct solution using finite elements is unstable but this difficulty can be overcome by
using an augmented equation which is constructed by in adding a new unknown, the vorticity, defined as
the curl of the displacement. This leads to a set of equations coupling a wave like equation with a frequency
regime transport equation which allows the use of perfectly matched layers (PML) at artificial boundaries
to bound the computational domain. The first part of the thesis is a study of the time harmonic transport
equation and its approximation by means of a discontinuous Galerkin scheme, noting the difficulties arising
from the oscillating behaviour of its solutions. Once these difficulties have been overcome, it is possible to
deal with the resolution of the acoustic propagation problem. The approximation method is based on a
mixed continuous-Galerkin and discontinuous-Galerkin finite element scheme. The well-posedness of both
the continuous and discrete problems is demonstrated and the convergence of the approximation under
some mean flow conditions is proved. Finally a numerical implementation is completed and numerical
results are given which confirm the validity of the method and also show that it is relevant in complex
cases, even for unstable flows.
Keywords: linear acoustics in flows, Galbrun equation, finite element method, discontinuous Galerkin
method, harmonic transport equation, perfectly matched layers.
