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 要   約
 潜在クラスモデノレを一種の多項分布モデルととらえ，潜在確率の最尤推定値を得るための一
つの反復推定法を与える．とくに，この推定法は不完全な応答データがある場合にも適用可能
である．また，推定値の漸近分散の評価法を与え，不完全た応答データを利用することの漸近
分散の観点からの有効性を数値例で示す．
 さらに，漸近分散による評価が妥当でない小標本に対して，最尤推定値の平均自乗誤差をシミュ
レーションにより評価し，不完全た応答データを利用することの有効性が変わらないことを示す．
 1．序
 潜在クラス分析は，予め用意された々個の質問項目に対する被験対象集団の応答データを用
いて，集団を構成するr個の異質な潜在クラスを規定することを目的とした分析手法である．
具体的に，集団内での各潜在クラスの構成率及び后個の質問項目各々に対してクラス内応答確
率の推定値を与える．この分析法は，Lazarsfe1d（1950）により最初に提唱され，以後，潜在確
率の推定手法とその評価をめぐって多くの研究がたされてきた．例えば，潜在確率と顕在確率
間の構造方程式系を代数的に解く観点から，Anderson（1954），Green（1951），Gibson（1955）
等が，各々独自の推定法を提唱している．しかし，これらの推定法では不適解の発生が問題と
なることが，Okamoto and Isogai（1978），Morita（1980）等によって報告されている．最尤
法に関しても，Newton－Raphson法にもとづく反復法が，Lazarsfe1d and Henry（1968）に
よって与えられているが，やはり，不適解の発生が避けられたいことが，Morita（1984），Sato，
Sugawa andKawaguchi（1980）に示されている．最尤法における不適解対策として，Formam
（1978）は，潜在確率の変換法を提案した．また，Goodman（1979）は，別の観点から，最尤推
定値を適解の範囲で導く一つの反復推定法を与え，適当た条件の下で，推定量が漸近一致性，漸
近有効性，漸近正規性をもつことを示している．
 他方，潜在確率の推定値の不定性（Instabi1ity）は，推定手法の相違に加えて，潜在クラスモ
デルの構造自身にも大きく起因することが，Sato，Sugawa and Kawaguchi（1980）によって
示されている．従って，Goodmanの示した最尤推定量の漸近的性質も，どの程度に実用性をも
つか疑問である．
 本稿の主要た目的は，Goodmanの推定法を，顕在変量に対し不完全た応答を示した個人の頻
度にも利用できるように拡張して，その結果得られる推定量の漸近分散の評価法を与え，不完
全な応答データ利用の有効性を検討することである．また，本論文では，若干の具体例にもと
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づくシミュレーションによって漸近理論が適用できる標本数についての考察を行う．本論文の
第2節で，潜在クラスモデルの概要を与え，第3節で拡張された潜在確率の推定法を示す．第
4節で漸近分散・共分散行列の評価法を与え，漸近分散の観点から，不完全た応答データ利用の
有効性を示す数値例を与える．第5節では，シミュレーションにより，小標本での最尤推定量
の平均自乗誤差を潜在クラス数，質問項目数及び標本数を変えて評価する．同時に，小標本で
も，平均自乗誤差基準に関して，不完全応答データ利用の有効性が成立することを示す．
 2．潜在クラスモデル
 一般に，后個の多肢変量：ム，∫・，…，ムが存在して，各々，C・，C・，…，C庖個のカテゴリーをもつ
とする．また，これらの多肢変量以外に，丁個のカテゴリーをもつ多肢変量Zの存在を仮定す
る．対象集団中の各個人は，上記の全ての変量に関して応答値を示すが，実際に観測されるの
は最初の后個の変量に関する応答値のみで，Zに関する応答値は現実に観測することができな
い．この意味で，Zを潜在変量，また，応答値が観測される尾個の変量を顕在変量と呼ぶ．
 多くの場合，顕在変量としては，質問項目，反応試験等が対応し，潜在変量としては，採ら
れた顕在変量群問の連関関係を説明する潜在概念が対応する．そして，その潜在概念に関して，
何らかの尺度で異質とみたされる各クラスが，潜在変量のr個のカテゴリーを形成する．
 この変量問の関係は，変量が従う同時多項分布における生起確率問の関係式として以下のよ
うに表現される：
                             々 （2．1）      P（j，≠）≡p（Z；広）・P（jlZ；左）＝P（Z＝C）・■P（∫、；ク、lZ＝左），
                            α＝1
ここに，ε＝（玄、，タ。，…，グ庄）は顕在変量への応答パターン，P（j，左）は顕在変量と潜在変量への同時
応答バターンが（j，c）とたる確率，P（引z＝c）は，とくに，z＝6の下で応答バターンjを示
す条件付確率を示す．P（Z＝広）は，各個人が潜在的にクラス6（才＝1，…，T）に属する確率，ま
たは母集団上でのクラス。の構成率である．また，P（∫、＝タ、l z＝広）は，潜在クラス庄において，
項目∫αへの応答がカテゴリー4、となる条件付確率を表す．このとき，（2．1）式の第2番目の等
号は，潜在クラスが与えられた下での顕在変量間の条件付独立性を示している．これは広義の
潜在構造モデルにおける局所独立の公理に対応するもので，各顕在変量のカテゴリー別応答確
率は，クラス毎で特徴的に定まり，しかも同一クラス内における2つ以上の顕在変量の同時応
答確率は，それぞれの変量において対応するカテゴリーの応答確率の積として単純に表現され
ることを表している．このことは，クラスに関する情報を与えたい状態で顕在変量間に存在す
る連関は党かげ上のものであり，それは，異質の応答確率を有するクラスの混在に起因して生
じていること，そして，もしクラスの情報が与えられれば，その連関は完全に消失することを
意味している．
 解析の目的は，顕在変量に関する対象集団の応答頻度データから，すべての潜在確率，
P（∫、＝ゴ。1Z＝左）及び，P（Z＝オ）を条件付独立性の仮定と制約条件：
           Co                       r
          ΣP（∫、＝ク、lZ＝≠）＝1，  ΣP（Z＝才）＝1
          ら＝1                   ‘11
の下に推定することである．そして，得られた推定値にもとづき，データとモデルとの適合度
検定，各潜在クラスの解釈，また，各顕在変量の潜在クラスヘの寄与度の評価，対象集団のク
ラスター分け等がたされる．
 代表的な解析例に，林（1974）の“政党支持の構造分析”が挙げられる．ここでは，各個人
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に対して，同一質問（政党支持について，3つのカテゴリー：1．自民党支持，2．支持なし，わ
からない，3．社会党支持，から一つを選択させる形式）を複数回（年毎に3年間）適用し，回
答を導くに至る個人の意見の潜在的な安定性，強固性，頑健性の構造が潜在クラスモデルの下
に分析されている．
 3．潜在確率の推定アルゴリズム
 いま，m（ε）を，冶個の顕在変量に応答バターンjを示した個人の顕在頻度，m（j，左）を顕在変
量と潜在変量に関して，応答パターン（j，c）を示した個人の潜在頻度とする．このとき，潜在
頻度は潜在確率の最尤推定に関して十分統計量となっている．即ち，潜在頻度による潜在確率
の最尤推定量は，
（3．1）
言（・一1）一［看・（い）1／・，
倉（ムーん1・十［、昇，・（い）1／／M・戸（・一1）／
によって求められる．ここに，Nは標本数，Σは，｛｝内の変量以外の全ての多肢変量に関し                    l l
て，各々対応するカテゴリーについての和の演算を意味する．
 実際に潜在頻度は観測されることはなく，々個の顕在変量に関する周辺頻度のみ観測される．
これらの周辺頻度は，潜在変量zについてグループ化された不完全頻度データでもある．グ
ループ化された不完全データからの母数の最尤推定法の構築に，Demp§ter，Laird and Rubin
（1977）によるEMアルゴリズムが適用できる．EMアルゴリズムは，期待値操作（Expectation－
step）と最大化操作（Maximizati㎝一step）の反復を通して，目的である最尤推定値を導くアル
ゴリズムである．潜在クラスモデルの場合のE－stepは，顕在頻度と暫定的な潜在確率の推定
値が与えられた下で，潜在頻度をその条件付期待値で推定することに対応している：
 （3．2）  ［E－step］
          売（j，広）＝E［m（j，c）l m（ゴ），｛P（z＝左），P（∫、＝ク、lz＝≠）｝］
一州・戸（い）／却（川
ここに，P（j，広）は，（2．1）式における第3項中の潜在確率を，各々対応する推定値で置き換え
て得られたものである．
 M－stepは，潜在頻度にもとづく尤度の最大化によって潜在確率の推定値を更新する段階で，
上述の（3．1）式に対応する．
 従って，適当な初期値から出発して，（3．2）式により潜在頻度を推定し，次に，（3．1）式に
よって潜在確率の推定値を更新し，また（3．2）式に戻る反復法がEMアノkゴリズムにもとづく
最尤推定法である．（3．2）式を直接（3．1）式に代入し，潜在頻度の項を消去することで，Goodman
の与えた反復法を得ることができる．しかし，ここでは潜在頻度の推定を意識しておく．なぜ
たら，そうすることで，顕在変量の幾つかが欠測した不完全な応答バターン頻度が存在しても，
（3．2）式のE－stepの修正だけで，それらを完全応答パターン頻度と同様に推定に利用できるよ
う推定法を拡張することができるからである．
 ここで，対象集団中の各個人の顕在変量∫、への応答形態として，C、個のカテゴリー以外に欠
測を示すカテゴリー＊を新たに追加する．以下では，この欠測カテゴリー＊まで含めた場合の
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添字を億，擁＝1，2，…，C、，＊とし，欠測カテゴリー＊を含まだい場合の添字をタ、として，互い
を区別する．応答パターンj，j＊は各々，グ、，擁，α＝1，…，后で構成される．
 この場合の顕在頻度m（j＊）は，潜在頻度が潜在変量及び欠測した顕在変量に関してグループ
化された形の不完全データとみなすことができる．従って，この場合もEMアルゴリズムは適
用可能で，このとき，M－stepは変らず，E－stepのみ次式とたる．
 （3．3）       売（j，C）＝E［m（j，≠）1｛m（j＊）｝，｛P（Z＝広），P（∫、＝ク、lZ＝6）｝］
             一1（い）［季1（げ）州／書、、嘉、，1（い）1・
ここに，δ’i3，ε＊）は，欠測カテゴリーを除いて，応答パターンε＊とjが一致したとき，1どた
り，それ以外のときは0とたる変数である．
 潜在頻度の推定値として，（3．3）式を（3．2）式の代わりに用いることにより，不完全た応答
頻度も利用する最尤推定法が得られる．手順は，次のようにたる．
 （i）潜在確率に適当た初期値：P（Z＝左）｛o〕，P（∫、＝ク、l Z＝広）｛o〕を与える．
 （ii）潜在確率の第m回目の推定値を求める（m＝1，2，…）：P（m〕（Z＝才），P（m）（∫、＝ダ、l Z＝C）
    と，観測された顕在頻度｛m（j＊）｝から（3．3）式により，潜在頻度の第m回目の推定値
    m｛m〕（j，広）を全ての応答バターンiに対して計算する．
 （iii）潜在頻度の第m回目の推定値から（3．1）式にもとづき，第（m＋1）回目の潜在確率
    の推定値P（m）（Z＝広）とP（m＋1）（∫、＝ク、l Z＝4）を算出する．
 （iV）潜在確率の推定値が所与の精度で収束するまで，上記の（ii）と（iii）を繰り返す．
 この推定法は，多項分布においてグループ化された頻度にもとづくパラメータの最尤推定を
EMアルゴリズムにより具体化したものである．従って，適当た条件の下で，推定量が漸近一致
性，漸近有効性，漸近正規性をもつことは，完全応答パターンの頻度のみ利用する場合と同じ
である（Smdberg（1976），参照）．
 4．漸近分散・共分散行列の評価法
 4．1評価法の導出
 Louis（1982）は，一般に，不完全データにもとづく観測情報量∫γ（θ）として，
 （4．1）       ∫γ（θ）＝Eθ［B（X，θ）l X∈児］一Eθ［S（X，θ）ST（X，θ）l X∈R］
を与えている．ここに，
   X       ：観測できない完全データ
   γ＝γ（X）  ：Xの代わりに観測された不完全データ
   S（X，θ）   ：Xの対数尤度のθに関する1階偏導関数ベクトル
   B（X，θ）   ：Xの対数尤度のθに関する2階偏導関数行列の負値
   沢＝｛κ：ツ（κ）＝ツ｝：観測値yをとり得るXの標本値集合
である．
 とくに，完全データXが，多項分布から得られるM個の独立た指標ベクトル，X、，X。，…，
XMであるとき，（4．1）式は，
                 ＾    M     ＾   ＾      ＾   ＾ （4．2）        ∫γ（θ）＝ΣS（石・，θ）∫T（石・，θ）
                   5日1
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とな1る．ここに，
 （4．3）                   兄・＝E。［X51×5∈沢］．
 さて，潜在クラスモデルにおいて，潜在頻度は，Mx r個のセルをもつ多項分布に従うと考
                               々えてよい．ここに，Mは顕在変量に対する応答バターンめ総数：M＝■0、，Tは潜在クラス
                               α＝1
数である．
 いま，亭（1），j（2〕，…，j（M）を顕在変量に関するM個の応答バターンとする．ここに，j（m）＝（州，
・，炉），炉〕＝1，2，…，C、，α＝1，2，…，々，m＝1，2，…，Mである．また，（4．2）式のX5は，対
象集団中の第ノ番目の個体が示す潜在的な応答指標である．ここに，X5＝（篶（1，1），…，κj（1，
T），篶（2，1），…，灼（m，オ），…，幻（〃，r）｝で，これは，顕在変量及び潜在変量に関する第ノ番目
の個体の応答パターンが（j｛m〕，彦）であるとき，それに対応するセルの要素灼（m，才）のみ1で，
それ以外の要素κ5（m’，〆）（m’‡mまたは，〆判）はOとたる変数である．しかし，実際には，
このX5は観測されたいため，これを（4．3）式に従い，観測された顕在変量への応答パターン
の下での条件付期待値で推定する．
 もし，顕在変量への応答パターンに欠測がたいとき，応答バターンj〔9〕を示す第ノ番目の個
体の指標は，
 （4．4）          兄・＝／易（m，左）／，
によって推定される．ここに，γ（m，σ）を，m：σのとき1，それ以外ではOとなる変数と定義
するとき，島（m，オ）は，
名（・，1）一γ（・，・）倉（～）／倉倉（～），
によって与えられる．
 もし，顕在変量への応答パターンが欠測カテゴリーを含んだj榊であれば，
（…）  島（・，1）一／（～・（・〕）倉（～）／亀，含倉（jl・〕，1）
                           α∈1α；ゴ…＝＊1
とたる．
 潜在応答指標，X戸｛κ5（m，≠）｝が与えられた下での対数尤度工は，
（…） 工㏄撮κ・（・，1）［1…（・一1）・貞1…（ムーん1・一1）1，
とたる．
従って，潜在確率θ＝［｛P（Z＝〆）／，〆＝1，2，…，（T－1），｛P（∫、＝5工1Z＝≠）｝，クニ＝1，2，…，（C、
一1），C＝1，2，…，τ，α＝1，2，…，々］に対して，1階偏導関数∫（X｛，θ）は，以下で与えられる：
             〃Σ｛κ5（m，1）／P（Z＝1）一κ5（m，T）／P（Z＝T）｝
m＝王
MΣ｛κ5（m，〆）／P（Z＝〆）一κ5（m，τ）／P（Z＝T）｝
m＝1
MΣ｛幻（m，r－1）／P（Z＝T－1）一ル（m，T）／P（Z＝T）｝
m＝1
MΣ｛δ（乞1m〕，1）κ5（m，1）／P（∫1：11Z＝1）
m＝1
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                  一州m〕，C・）κ仏1）／P（∫・＝C・lZ＝1）／
（4．7）     ∫（X5，θ）＝
             M             Σ｛δ（ク王m），C1－1）篶（m，1）／P（∫エ＝α一11Z＝1）
             m＝1
                  一州m〕，C・）κ仏1）／P（∫・＝C・lZ＝1）／
             M             Σ｛δ（ゴ£m〕，ク、）κゴ（m，広）／P（∫、＝クαlZ＝彦）
             m＝1
                  一州m〕，Cα）κ・（グ）／P（∫α＝CαlZ＝1）／
             M             Σ｛δ（赦〕，α一1）灼（m，T）／P（ム＝C尾一11Z＝T）
             m＝1
                  一δ（残m〕，C尾）灼（m，r）／P（ム＝C左1Z＝T）｝
 第プ番目の個人が顕在変量に対して実際に示した応答パターンにもとづき，（4．4）式，もし
くは，（4．5）式を潜在確率の最尤推定値θを用いて評価し，そのXゴを（4．7）式に代入して，
S（X5，θ）とする．観測庸報量∫γ（θ）は，
 （4．8）   ∫γ（θ）＝Σ∫（Xゴ，θ）ST（Xゴ，θ）＝Σm（ク＊）∫（X（ク＊），θ）∫T（X（ク＊），θ）
とたる．x（ク＊）は，顕在変量への応答バターンがゴ＊のときに推定される指標ベクトルである．
 目的である潜在確率の最尤推定量の漸近分散・共分散行列の評価は，∫γ（θ）’1によって求めら
れる．
 4．2数値例
 ある潜在クラスモデルを想定し，乱数により顕在変量への応答頻度データを作成し，そのデー
タから得られた最尤推定値の漸近分散を計算した結果を以下に示す．とくに，作成したデータ
にランダムた欠測を生じさせて，不完全な応答頻度データを作成し，その場合の推定値の漸近
分散も示す．
 取り扱ったモデルは，2クラス3項目モデルで，各項目への応答はすべて2値型とした．クラ
スの構成率及びクラス内正応答の確率を表4．1に示す．
 このモデルから乱数により、M＝500（人）に対応する3項目への応答バターンに関する次の
3通りの形態の頻度データを作成した．
 （i）完全応答頻度データ，M＝500．
 （ii） （i）のデータを得る過程において，ランダムに，30％，50％，70％の欠測応答を生じさ
    せた3種の不完全応答頻度データ．
 （iii） （ii）のデータから不完全応答バターンに対する頻度を除いた縮小完全応答頻度デー
    タ．
上記の各データについて，潜在確率の最尤推定値を各々算出し，それらの漸近分散を求めた結
果が表4．2である．
 表4．2から，縮小完全データにおいて，標本数が増すに従って漸近分散が減少すること，ま
表4．1潜在クラスモデル
構成率  項目1  項目2  項目3
クラス1
クラス2
0．4    0．3
0．6   0．8
0．2
0．8
0，25
0．85
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表4．2漸近分散の評価：表は実際の数値の102倍を与えている．また，各枠内での配置は
   表4．1で与えた潜在確率の配置に対応している．
完全データ 欠測率    不完全テータ 縮小完全データ
W＝500 （％） M
30 ．401．33．37 ．46 350 ．461．40．45 ．50
1．16 、22 ．14 1．18 ．24 ．21
．321．28．31 ．35 50 ．491．38．44 ．59 250 。641．56．62 ．71
1，13 ．17 ．15 1．19 127 ．13 、26 ．34 、29
70   一D66＝．46．55 ．83 150
1，071．93  ■
1．041，18
、36 ．13 1．43 ．56 ．49
た，不完全データでは，欠測率が高くなるほど漸近分散が増大することがわかる．また，デー
タに不完全応答パターンが生じた場合には，それらを除去して便宜的た完全データにすること
により，不完全頻度も推定に利用するほうが推定値の精度を向上させることがわかる．
5．小標本での平均自乗誤差の評価
 本節では，シミュレーションにより，漸近理論が適用できない小標本での最尤推定値の性質
を調べる．とくに，潜在クラス数τ，項目数々，標本数Mの変化がどのような影審を与えるか，
また，漸近理論が適用できる標本数は実際にどれ程であるかについて言及する．シミュレーショ
ン回数は，すべて1000回である．
 （i）．2クラス3項目モデル（表5．1）
     N二50から4000の間の各標本数毎に，最尤推定値の平均自乗誤差を調べた結果が
    表5．2である．とくに，平均自乗誤差を分散と偏りの自乗に分解した数値も添えてい
    る．表中の数値は全て実際に得られた数値を102倍したものである．分散の列における
    （）内の数値は，本実験での平均的な頻度データにもとづく最尤推定値の漸近分散を
    算出したものである．平均自乗誤差は，標本数が増すと減少する．W：100のとき，本
    モデルにおいて推定値が偏りをもっため，漸近分散の値と実際の分散値の問に隔たり
    がみられる．W＝500で，偏りがほぼ0にちかくたり，シミュレーションによる分散値
    と漸近分散値とが小数第3桁程度まで一致する．
 （ii）2クラス5項目モデル（表5．3）
     この場合の各標本数における最尤推定値の平均自乗誤差を表5．4に示している．
    M＝100で偏りがみられるが，M＝500では消失する．2クラス3項目モデルでの結果
    と比較すると，平均自乗誤差及び偏りの双方で，値は小さくたっている．
 （iii） 3クラス5項目・モデル（表5．5）
     このモデルでは，とくに標本数が小さいときクラスの構成率の推定値が0となるこ
    とがある．つまり，モデルの推定として，2クラスモデルが採択される現象が起こる．
    この現象は，1000回のシミュレーション中，M＝50のとき189回，M＝100のとき227
表5．12クラス3項目モデルでの潜在確率
クラス1
クラス2
構成率  項目1
0．4    0．6
0．6    0．ユ
項目2
0．7
0．2
項目3
0．8
0．3
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表5．22クラス3項目モデルでの平均自乗誤差表：表中の数値は実際の値の
   102倍である．また，各枠内での数値の配列は表5．1の潜在確率に対応
   している．
標本数 平均自乗誤差 分     散 （偏  り）2M （漸近分散）
50 7．1 10．68．9 4．O ．51 4．9 ．29 、00 6．5 5．7 8．6 4．0
（5．9） （5．O） （4．3）（3．7）
1．9 1．7 2．O ．48 ．73 76 1．4 、94 1．3
（1．5） （2．O） （2，3）
100 7．3 2．8 1．6 2．9 ．94 1．1 ．74 ．54 6．4 1．7．90 2．4
（3．O） （2．5） （2．2） （1．8）
1．O 3．7 2．4 00 、40 1．7 1，O 3．3 ．74
（．74） （．98） （1．1）
500 ．64 ．55 ．43 ．38 ．63 ．55 ．43 37 01 00 ．00 ．00
（．59） （．50） （．43） （．37）
16 、23 ．25 15 ．22 ．25 ．OO ．01 ．00
（．15） （．20） （．23）
1000 31 28．22 19 31 ．28 ．22 19 OO 00 00 ．OO
（．31） （．25） （．22） （．18）
．08 11 11 ．08 11 11 OO 00 、00
（．08） （．10） （．11）
2000 15 1311 09 ．15 13 ．11 09
（．15） （．13） （．11） （、09）
．04 05 ．06 ．04 ．05 06
（．04） （．05） （．06）
3000 10 ．09 ．07 ．06 10 09 ．07 ．06
．03 03 ．04 ．03 ．03 04
4000．07 06 ．06 ．04 07 06 06 04
．02 03 ．03 02 ．03 ．03
表5．32クラス5項目モデルでの潜在確率
構成率…項目1  項目2  項目3  項目4  項目5
クラス1
クラス2
0．4   0．6
0．6   0．1
0．7
0．2
0，8
0，3
0，85
0．35
0．9
0．4
   回起こり，Mが500以上では起こらなかった．表中の値は，このクラス縮減が起きた
   かった場合の平均であろ．結果を表5．6に示している．ここでは，M：1000位まで若
   干の偏りが残る．M：2000で殆どこの影響が消えている．全体的に，2クラスモデル
   と比較して，欠きた平均自乗誤差及び偏りを示している．
（iv）2クラス3項目モデル（表57）  不完全応答テータを含む場合一
    このモデルに対し，標本数500のデータを先ず作成し，これから第3節の数値例の
   ときと同様な手順で不完全応答データを作り，もとの完全データ，不完全応答を含む
   データ，この不完全データから不完全た応答頻度を削除した縮小完全データの3種の
   頻度データを作った．これらに対して，平均自乗誤差を比較した．表5．8は，欠測率
   を30％としたときの結果であり，表5．9と表5．10は，それぞれ欠測率を50％と70％
   にしたときの結果である．30％の欠測の場合，不完全応答の頻度を推定に利用するこ
潜在クラス分析における不完全データからの最尤推定値の導出法とその評価 67
表5．42クラス5項目モデルでの平均自乗誤差表：表中の数値は実際の値の102
倍である．また，各枠内での数値の配列は表5，3の潜在確率に対応してい
る．
標本数w 平均自乗誤差 分     散 （偏  り）2
50 9．415．48．94．0 2．31．0．23 ．68．21 04．00 009．214．78．74．O2．21．0
2．02．52，8 2．83．2 ．44 ．57．57．59．63 1．61，92．22．2 2．5
1003．6 1．8 1．63．62．21．O、341．61．3．41．03 023．3 ．22 253．22．2．98
1．4 1．4、82 ．951．2 ．25 32．40 ．43．41 1．1 1．1．44．52 ．78
500 17 22．20 17 13 11 17．22、20 17131100 00OO．00 ．00 ．00
06．09 11 12 13 ．06 09 11 12 13 0000．00 ．00 ．00
100007 10 10 08 0605 0710 10 0806．05
、03 04 05 06 06．03 04 0506、06
200004 05 05、04 ．03 ．03 ．04、 5 05 04．03 03
．02 02、03 03 03 0202 03 03．03
表5．53クラス5項目モデルでの潜在確率
構成率  項目1  項目2  項目3  項目4  項目5
クラス1
クラス2
クラス3
0．4    0．5
0．3   0．9
0．3   0．1
O．6
0．8
0．2
0，65
0，85
0．25
0．7
0．3
0．3
O．8
0，2
0．4
表5．63クラス5項目モデルでの平均自乗誤差表：表中の数値は実際の値の102倍
である．また，各枠内での数値の配列は妻5．5の潜在確率に対応している．
標本数w MSE 分     散 （偏  り）2
50 15．025，O16．0 12．39，OO4．10．74．00．08 ．29 ．001114．3 25．0 15．912109．OO3．90
4．891，OO3．99 2．25 8．79 4．12．30 ．00．OO．01 ．69724．591．OO3．992，248，10 3．41
35，5 13．58．99．OO4．292．52．40．60．63 ．60 ．65 ．6435．1 12．98．368，40 3．64 1．89
100 15．124．935．812，28．994．OO050813 13．02 0015．124．7 35．712，18，97 4．00
3．71 1．OO 3．93 2．24 6．49 3．9445 01．09．014．O2．33．26 0．99 3．842．232．251．61
33．0 11．18．378．01 3．95 2．3759．55．44 ．42 ．353432．4 10．5 7．937．59 3．602．03
5008．10ユ．700．21 O．21．105．10、64、50 16 15．25 397．46 1．21 0．05O．061．814．68
4．720．983．432、ユ28．193．7636．06．53 2070334，370．922．89ユ．9ユ 7．493．43
O．700．990．93L04O．53O．69．29 ．02．60 ．68 ．51．52O．41 O．970．33O．36O．02O．17
10001，340．30O．21 O．20O，513．77．33 ．30．21 19．49 ．301．00．001000、O00．0223．48
0．96 O．48O．25O．25 O．56 O．62．29 1715 14 14．62O，67O．31 0．09．11 0．42．000
0．27 O．400．19 0．21O．33O．23．24 ．4019．21 33．230．03O．04．0080．O1 O．16．002
20000．28O．130．09 O．08 0，18O．30．28 13．09 0818．30 000．001001．OOO．001．002
0．ユ60．120．070．07 O．13 O，2616 12．07 071326000．O00 、000 、000．001．004
O．10 O．10 O．11 0．10 O，12 O．1210 10 0 10 12 12000．003 ．003．001．000、000
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表5．72クラス3項目モデルでの潜在確率
構成率≡項目1  項目2  項目3
クラス1
クラス2
0．4   0．3
0．6   0．8
0．2
0，8
0，25
0．85
表5．830％欠測の下での平均自乗誤差表：表は実際の数値の102倍を示している．
また，各枠内での配置は表5．7で与えた潜在確率の配置に対応している．
標本数M 平均自乗誤差 分     散 （偏  り）2
500 ．33 ．29 ．32 ．38 ．32 ．28．30 、37 ．01 ．01 ．02 ．01
完  全 ．13 ．19 、13 ．11 ．19 ．13 ．00 ．00 ．00
500 ．42 ．34 ．39 ．58．41 ．33 ．37 ．55 ．01 ．01 ．02 ．03
不完全 、15 ．23 ．14 ．15 ．23 ．14 ．OO ．00 ．00
350 ．45 ．37 ．39 ．62 ．43 ．36 ．36 ．60 ．02 ．01．03 ．02
縮小完全 ．14 ．24 ．14 ．14 ．24 、14 ．00 ．OO ．00
表5．950％欠測の下での平均自乗誤差表：表は実際の数値の102倍を示している．
また，各枠内での配置は表5．7で与えた潜在確率の配置に対応している．
標本数M 平均自乗誤差 分     散 （偏  り）2
500 ．38 ．29 ．36 ．50 ．38 ．28．35 ．50 ．00 ．01 ．01 ．00
完  全 ．12 ．27 ．15 ．12 ．27 ．15 、00 ．00 ．00
500 ．55 ．43 、55．70 ．53 ．42．55 ．70 ．02 ．01 ．00 ．00
不完全 ．18 、43 ．24 ．17 ．42 ．23 ．01 ．01 ．01
250 ．55 、53 、63 ．79 ．54 ．53 ．63 ．79 ．01 ．00．00 ．00
縮小完全 ．22 ．48 ．24 ．21 ．47 、23 ．01 ．01 ．01
表5．1070％欠測の下での平均自乗誤差表：表は実際の数値の102倍を示している．
    また，各枠内での配置は表5．7で与えた潜在確率の配置に対応している．
標本数M 平均自乗誤差 分    散 （偏  り）2
500 ．33 ．37 、40 、33 ．33 ．37 ．38 ．33 ．00 ．00 ．02 ．00
完  全 ．12 ．24 ．19 ．12 、23 ．19 ．00 ．01 ．00
500 ．75 ．68 ．80 ．92 ．75 ．68 ．78．92 ．00 、00 ．02、00
不完全 、31 ．53 ．43 ．30 ．51 ．43 ．01 ．02 ．00
150 1．2 3．0 5．4 1．6．1．0 1．1 1．1 1．2 ．20 1，9 4．3 ．40
縮小完全 ．38 3．2 1．3 ．37 ．64 ．58 ．01 2．6 ．68
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とで，逆に捨ててしまうより幾分大きな偏りを示すが，分散部分が小さくなるので，平
均自乗誤差は不完全応答を利用するほうに若干の優位がみられた．この傾向は，欠測
率が50％に増加したとき，顕著になる．さらに，70％まで欠測率が上がると，不完全
応答頻度の割合が大きくなり，従ってそれを捨ててしまうことの損失が偏り部分と分
散部分の双方で同時にみられた．
 6．結   言
 潜在クラス分析において，不完全た応答頻度も利用できる潜在確率の最尤推定法を与えた．ま
た，その際の漸近分散の評価法も併せて示した．潜在クラス分析において，ある程度信頼のお
ける潜在確率の推定値を得ようとすれば，かなりの標本数が必要とたることが，シミュレーショ
ンにより示唆された．従って，不完全た応答データが多いときに，それらを捨てることはかた
りの損失である．ここでは，不完全た応答データを推定に利用できる手法を提唱し，不完全な
応答データを利用する場合と，それらを捨てる場合の双方における推定値の漸近分散及び平均
自乗誤差を比較し，提唱した推定法が有用であることを示した．
 また，同じ標本数の下で項目数を増やせば，推定すべき潜在確率も関連した分多くなるが，応
答バターン数が増えるので，推定値の精度を向上させることがわかった．逆に，潜在クラス数
が増せば，応答パターン数は変らず，推定すべき潜在確率の数のみ多くなるので，推定値の精
度は著しく悪くなる．また，潜在クラス数に比べて標本数が小さければ，実際より潜在クラス
数を少なく推定する危険性があることがわかった．シミュレーションの結果は想定した潜在確
率の真値にも依存するものである．この関係は，今後の研究課題とする．
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   A Maximum Like1ihood Estimation Procedure and
  the Numerica1EvaIuation of the Resu1tant Estimates
in Latent C1ass Ana1ysis With or Without Missing Entries
                 Michiko Watanabe
        （Department of Science，Research Institute of
     Fmdamenta1Infomation Science，Kyushu University）
   In this paper，we introduce an a1gorithm for deriving the maximum1ike1ihood esti－
mates and their asymptotic vari即。e－covariance matrix in the1atent c1ass mode1，which is
app1icab1e to the case of incomp1ete data as we11as the case of comp1ete data．This
algorithm is constmcted in accordance with the EM a1gorithm from the viewpoint that the
1atent c1ass model can be considered as a mode1based on a mixing mu1tinomia1distribu－
tiOn．
   The1atter part of the paper is concemedwith the numerica1experiment for eva1uating
the properties of the maximum1ike1ihood estimates yie1ded by the above estimation
method．Specia11y，our interest is concentrated on the fo11owing two points：the first is
whether it is more e節。ient or not，in estimating the modeI parameters，to make use of the
response pattems with missing entries than to abandon them，and the second is how it
reHects on the precision of the estimates to change the number of1atent c1asses assumed，
or the number of test items examined．As the resu1t，the superiority of using the incom－
p1ete data is confirmed in both respects of the mean square errors and of the asymptotic
variances．Conceming the1atter question，we have got the resu1t that the1arger number
of test items and the Iess Iatent c1asses we emp1oy，the more e価。ient estimates we can get．
