Typically, a salient object detection (SOD) model faces opposite requirements in processing object interiors and boundaries. The features of interiors should be invariant to strong appearance change so as to pop-out the salient object as a whole, while the features of boundaries should be selective to slight appearance change to distinguish salient objects and background. To address this selectivityinvariance dilemma, we propose a novel boundary-aware network with successive dilation for image-based SOD. In this network, the feature selectivity at boundaries is enhanced by incorporating a boundary localization stream, while the feature invariance at interiors is guaranteed with a complex interior perception stream. Moreover, a transition compensation stream is adopted to amend the probable failures in transitional regions between interiors and boundaries. In particular, an integrated successive dilation module is proposed to enhance the feature invariance at interiors and transitional regions. Extensive experiments on six datasets show that the proposed approach outperforms 16 state-of-the-art methods.
Introduction
Salient object detection (SOD), which aims to detect and segment objects that can capture human visual attention, is an important step before subsequent vision tasks such as object recognition [31] , tracking [13] and image parsing [18] . To address the SOD problem, hundreds of learning-based models [15, 36, 39, 7, 48, 11] have been proposed in the past decades, among which the state-of-the-art deep models [36, 7] have demonstrated impressive performance on many datasets [42, 43, 24, 21, 34, 39, 10] . However, there still exist two key issues that need to be further addressed. First, the interiors of a large salient object may have large Figure 1 . Different regions of salient objects require different features. (a)(b) Features of interiors should be invariant to large appearance change to detect the salient object as a whole; (c)(d) features at boundaries should be selective to distinguish the slight differences between salient objects and background regions. Images and ground-truth masks are from [42] . Results are generated by C2SNet [23] , PAGRN [50] and our approach. appearance change, making it difficult to detect the salient object as a whole (see Fig. 1 (a)(b)). Second, the boundaries of salient objects may be very weak so that they cannot be distinguished from the surrounding background regions (see Fig. 1 (c)(d)). Due to these two issues, SOD remains a challenging task even in the deep learning era.
By further investigating these two issues at object interiors and boundaries, we find that the challenge may be mainly from the selectivity-invariance dilemma [19] . In the interiors, the features extracted by a SOD model should be invariant to various appearance changes such as size, color and texture. Such invariant features ensure that the salient object can pop-out as a whole. However, the features at boundaries should be sufficiently selective at the same time so that the minor difference between salient objects and background regions can be well distinguished. In other words, different regions of a salient object poses different requirements for a SOD model, and such dilemma actually prevents the perfect segmentation of salient objects with various sizes, appearances and contexts. Figure 2 . The framework of our approach. We first use ResNet-50 to extract common features for three streams. The boundary localization stream uses multi-level features and a simple network to detect salient boundaries with high selectivity, while the interior perception stream uses single-level features and a complex network to guarantee invariance in salient interiors. Their output features are used to form two confidence maps of selectivity and invariance, based on which a transition compensation stream is adopted to amend the probable failures that are likely to occur in the transition regions between boundaries and interiors. These three streams are concatenated to form a boundary-aware feature mosaic map so that the salient object can pop-out as a whole with clear boundaries.
To break out of this dilemma, a feasible solution is to adopt different feature extraction strategies at object interiors and boundaries. Inspired by that, we propose a boundary-aware network with successive dilation for image-based SOD. As shown in Fig. 2 , the network first extracts common visual features and then deliver them into three separate streams. Among these three streams, the boundary localization stream is a simple subnetwork that aims to extract selective features for detecting the boundaries of salient objects, while the interior perception stream emphasizes the feature invariance in detecting the salient objects. In addition, a transition compensation stream is adopted to amend the probable failures that may occur in the transitional regions between interiors and boundaries, where the feature requirement gradually changes from invariance to selectivity. Moreover, an integrated successive dilation module is proposed to enhance the capability of the interior perception and transition compensation streams so that they can extract invariant features for various visual patterns. Finally, the output of these three streams are adaptively fused to generate the masks of salient objects. Experimental results on six public benchmark datasets show that our approach outperforms 16 state-of-the-art SOD models. Moreover, our approach demonstrates impressive capability in accurately segmenting salient boundaries at fine scales.
The main contributions of this paper include: 1) we revisit the problem of SOD from the perspective of selectivity-invariance dilemma, which may be helpful to develop new models; 2) we propose a novel boundary-aware network for salient object detection, which consistently outperforms 16 state-of-the-art algorithms on six datasets; 3) we propose an integrated successive dilation module that can enhance the capability of extracting invariant features.
Related Work
Hundreds of image-based SOD methods have been proposed in the past decades. Early methods mainly adopted hand-crafted local and global visual features as well as heuristic saliency priors such as the color difference [1] , distance transformation [33] and local/global contrast [16, 8] . More details about the traditional methods can be found in the survey [2] . In this review, we mainly focus on the latest deep models in recent three years.
Lots of these deep models are devoted to fully utilizing the feature integration to enhance the performance of neural networks [20, 22, 25, 36, 48, 29, 49, 50, 47] . For example, Zhang et al. [50] proposed an attention guided network to selectively integrates multi-level information in a progressive manner. Wang et al. [36] proposed a pyramid pooling module and a multi-stage refinement mechanism to gather contextual information and stage-wise results, respectively. Zhang et al. [48] adopted a framework to aggregate multilevel convolutional features into multiple resolutions, which were then combined to predict saliency maps in a recursive manner. Luo et al. [29] proposed a simplified convolutional neural network by combining global and local information through a multi-resolution 4 × 5 grid structure. Zhang et al. [49] utilized the deep uncertain convolutional features and proposed a reformulated dropout after specific convolu-tional layers to construct an uncertain ensemble of internal feature units. Different with them, we propose an integrated successive dilation module to capture richer contextual information to produce features that account for interior invariance and introduce skip connections from low-level features to promote selective representations of boundaries.
In addition, many models [37, 7, 3, 6, 46, 38, 23] comprehend saliency detection task by relating other vision tasks. Chen et al. [6] proposed reverse attention mechanism which is inspired from human perception process by using top information to guide bottom-up feed-forward process in a top-down manner. Chen et al. [7] incorporated human fixation with semantic information to simulate the human annotation process for salient objects. Chen and Li [3] proposed a complementarity-aware network to fuse both crossmodel and cross-level features to solve saliency detection task with depth information. Wang et al. [38] proposed to learn the local contextual information for each spatial position to refine boundaries. Li et al. [23] considered contours as useful priors and proposed to facilitate feature learning in SOD by transferring knowledge from an existing contour detection model. Our work differs with them by fusing the boundary and interior features of salient objects with a compensation mechanism and an adaptive manner.
The Proposed Approach
The selectivity-invariance dilemma in SOD indicates that the boundaries and interiors of salient objects require different types of features. Inspired by that, we propose a boundary-aware network for saliency detection (see Fig. 2 for the system framework). The network first extract common features, which are then processed with three separate streams. The outputs of these streams are then fused to generate the final masks of salient objects in a boundary-aware feature mosaic selection manner. Details of the proposed approach are descried as follows.
Common Feature Extraction
As shown in Fig. 2 , the boundary-aware network starts with ResNet-50 [12] . As a common feature extractor, we remove the last global pooling and fully connected layers and use only the five residual blocks. For the sake of simplification, the subnetworks in these five blocks are denoted as θ i (π i ), i ∈ {1, . . . , 5}, where π i is the set of parameters of θ i . Note that the input of θ i (π i ) is the output of θ i−1 (π i−1 ), ∀ i = 2, . . . , 5, and we omit the input for the sake of simplification. In addition, the strides of all convolutional layers in θ 4 and θ 5 are set to 1 to avoid the over downsample of feature maps. As in [45] , we enlarge the receptive fields by using the dilation of 2 and 4 in all convolutional layers of θ 4 and θ 5 , respectively. Finally, for a H × W input image, the subnetwork θ 5 outputs a H 8 × W 8 feature map with 2048 channels. (d) interior perception and boundary localization streams; (e) three streams. We can see that interior perception stream may fail near object boundaries due to the emphasis of invariance, while such vague boundaries can be corrected by incorporating the boundary localization stream with the emphasis of selectivity. In addition, the probable failures of these two streams can be amended by the transition compensation stream.
Boundary-aware SOD with Three Streams
Given the common features, we use three streams for boundary localization, interior perception and transition compensation, respectively. The boundary stream is inspired by the work of [41] , which is a simple subnetwork φ B (π B ) that aggregates multi-level common features and fuses them by upsampling and concatenating to obtain the final boundary predictions. The input of this subnetwork is the concatenation of features from {θ i (π i )} 5 i=1 . For the feature map of each θ i (π i ), we add two convolution layers with 128 kernels of 3 × 3 and one 1 × 1 kernel, respectively. These two layers are used to squeeze the common features, which are then upsampled to H × W . After the concatenation, we add an extra layer with one 1 × 1 kernel to output a single channel H × W feature map φ B (π B ). A sigmoid layer is then used to generate a selectivity confidence map that is expected to approximate the boundary map of salient objects (denoted as G B ) by minimizing the loss
where Sig(·) is the sigmoid function and E(·, ·) means the cross-entropy loss function. By taking multi-level features as the input and using only simple feature mapping subnetworks, the boundary localization stream demonstrates a strong selectivity at object boundaries. Different from the boundary localization stream, the interior perception stream φ I (π I ) emphasizes feature invariance inside large salient objects. Therefore, it takes less input features and uses a more complex subnetwork. Its input is the output of the last common feature extractor θ 5 (π 5 ), and the output is a single-channel H × W feature map φ I (π I ). Similarly, we can use the sigmoid operation to derive an invariance confidence map, which is expected to approximate the ground-truth mask of salient objects G by minimizing the cross-entropy loss:
Note that an integrated successive dilation (ISD) module is used in this stream to map the input to the output by perceiving local contexts at successive scales, which will be introduced in the next subsection. As shown in Fig. 3 , the awareness of boundaries can be enhanced by handling the boundaries and interior regions with two separate streams: one uses multi-level features and a simple network to emphasize selectivity, the other one uses single-level features and a complex network to enhance invariance. However, the combination of these two streams may still have failures, especially for the transitional regions between interiors and boundaries that require a balance of selectivity and invariance. To this end, we adopt a transition compensation stream φ T (π T ) to adaptively amend these failures by compensating features in the transitional regions. Different from the first two streams, φ T (π T ) takes the element-wise summation of the two-level features (one high-level θ 5 (π 5 ) and one low-level θ 2 (π 2 )) as the input. In this manner, localization-aware fine-level features and semantic-aware coarse-level ones can jointly enrich the representation power within transition regions. Since θ 2 (π 2 ) has the resolution H
after two pre-processing layers using 256 kernels of 3 × 3 and 256 kernel of 1 × 1, respectively. Based on these features, an ISD module with medium complexity is used to generate a transitional feature representation map that mediates both selectivity and invariance, which ensures that detailed structures of salient objects to be correctly detected. Instead of approximating certain "ground-truth", the parameters of the transition compensation stream are supervised by the feedback from both the ground-truth masks of salient objects and the predictions of boundary and interior streams. Suppose that this stream also outputs a H ×W feature map φ T after upsampling, we combine it with the feature maps φ B and φ I . Note that features in φ B , φ I and φ T emphasize selectivity, invariance and their tradeoff, respectively. As a result, the direct element-wise summation or concatenation may incorporate unexpected noises as shown in Fig. 4 . To reduce these noises, we adopt a boundaryaware mosaic approach that assigns different strengths to different regions, guided by confidence confidence maps from boundary and interior streams. This approach ensures a well-learned combination of φ T and φ B as well as φ I by properly balancing selectivity and invariance. Let M be the feature mosaic map, we combine the three maps according to the selectivity confidence map M B = Sig(φ B ) and the invariance confidence map M I = Sig(φ I ): where ⊗ denotes the element-wise product between two matrices. We can see that the first term emphasizes selective features φ B at the locations with high selectivity and low invariance confidences, while the second term emphasizes invariant features φ I at the locations with high invariance and low selectivity confidence. For the other locations with medium selectivity and invariance confidences, the transitional features φ T will be added to correct the features. In other words, the transition stream actually learns to approximate the uncertain regions in the other two streams by providing feature compensations. After that, we can derive final saliency map as Sig(M) by minimizing the loss
which indirectly supervises the training process of φ T (π T ). By taking the losses of Eqs. (1), (2) and (4), the overall learning objective can be formulated as
From Eq. (5), we can see that the parameters {π i } 5 i=1 and π T are supervised by the three losses, while the parameters π B , π I are supervised by two losses. Note that the boundary information is used in L 0 , L B , and the generation of the feature mosaic map M is also guided by the selectivity confidence map, making the whole network aware of object boundaries.
Integrated Successive Dilation Module
In the interior perception stream and the transition compensation streams, the key requirement is to extract invariant features for a region embedded in various contexts. To enhance such capability, we propose an integrated successive dilation module (named as ISD) to efficiently aggregate contextual information at a sequence of scales for the purpose of enhancing the feature invariance.
The ISD module with N parallel branches with skip connections is denoted as ISD-N , and we show the structure of ISD-5 in Fig. 5 as an example. The first layer of each branch is a convolutional layer with 1×1 kernels that is used for channel compression. The second layer of each branch adopts dilated convolution, in which the dilation rates start from 1 in the first branch and double in the subsequent branch. In this manner, the last branch has a dilation rate of 2 N −1 . By adding intra-and inter-branch short connections, the feature map generated by a branch layer actually integrates the perception results of the previous branch and further handle them with larger dilation. In this way, the feature map from the first branch of the second layer is also encoded in the feature maps of subsequent branches, which actually gets processed by successive dilation rates. In other words, an ISD-N module gains the capability of perceiving various local contexts with the smallest dilation rate of 1 and the largest dilation rate of 2 N − 1. After that, the third and the forth layers adopt 1 × 1 kernels to integrate feature maps formed under various dilation rates. In practice, we use ISD-5 in the interior perception stream and ISD-3 in the transition compensation streams.
Experiments and Results

Experimental Setup
Datasets. To evaluate the performance of the proposed approach, we conduct experiments on six benchmark datasets [42, 43, 24, 21, 34, 39] . Details of these datasets are described briefly as follows: ECSSD [42] contains 1,000 images with complex structures and obvious semantically meaningful objects. DUT-OMRON [43] consists of 5,168 complex images with pixel-wise annotations of salient objects and all images are downsampled to a maximal side length of 400 pixels. PASCAL-S [24] includes 850 natural images that are pre-segmented into objects or regions and free-viewed by 8 subjects in eye-tracking tests for salient object annotation. HKU-IS [21] comprises 4,447 images and lots of images contain multiple disconnected salient objects or salient objects that touch image boundaries. DUTS [34] is a large scale dataset containing 10533 training images (denoted as DUTS-TR) and 5019 test images(denoted as DUTS-TE). The images are challenging with salient objects that occupy various locations and scales as well as complex background. XPIE [39] has 10000 images covering a variety of simple and complex scenes with salient objects of different numbers, sizes and positions.
Evaluation Metrics. We adopt mean absolute error (MAE), F-measure (F β ) score, weighted F-measure (F w β ) score [30] , Precision-Recall (PR) curve and F-measure curve as our evaluation metrics. MAE reflects the average pixel-wise absolute difference between the estimated and ground-truth saliency maps. In computing F β , we normalize the predicted saliency maps into the range of [0, 255] and binarize the saliency maps with a threshold sliding from 0 to 255 to compare the binary maps with ground-truth maps. At each threshold, Precision and Recall can be computed. F β is computed as:
where we set β 2 = 0.3 to emphasize more on Precision than Recall as suggested in [1] . Then we can plot the PR curve and F-measure curve based on all the binary maps over all saliency maps in a given dataset. We report F β using an adaptive threshold for generating a binary saliency map and the threshold is computed as twice the mean of a saliency map. Besides, F w β is computed to reflect the overall performance (refer to [30] for details).
Training and Inference. We use standard stochastic gradient descent algorithm to train the whole network endto-end with the cross-entropy losses between estimated and ground-truth maps. In the optimization process, the parameter of common feature extractor is initialized by the pretrained ResNet-50 model [12] , whose learning rate is set to 5 × 10 −9 with a weight decay of 0.0005 and momentum of 0.9. The learning rates of the rest layers in our network are set to 10 times larger. Besides, we employ the "poly" learning rate policy for all experiments similar to [28] .
We train our network on DUTS-TR [34] as used in [38, 26, 36] . For a more comprehensive demonstration, we also trained our network with VGG-16 [32] on MSRA10K [8] as used in [49, 48, 7, 23] and on DUTS-TR as done in [50, 26] . The training images are not done with any special treatment except the horizontal flipping. The training process takes about 15 hours and converges after 200k iterations with mini-batch of size 1. During testing, the proposed network removes all the losses, and each image is directly fed into the network to obtain its saliency map without any pre-processing. The proposed method runs at about 13 fps with about 400 × 300 resolution on our computer with a 3.60GHz CPU and a GTX 1080ti GPU. Table 1 . Performance of 16 state-of-the-arts and the proposed method on six benchmark datasets. Smaller MAE, larger F w β and F β correspond to better performance. The best results of different backbones are in blue and red fonts. "-" means the results cannot be obtained and " † " means the results are post-processed by dense conditional random field (CRF) [17] . Note that the backbone of PAGRN is VGG-19 [32] and the one of R3Net is ResNeXt-101 [40] . MK: MSRA10K [8] , DUTS: DUTS-TR [34] , MB: MSRA-B [27] .
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Comparisons with the State-of-the-Arts
We compare our approach denoted as BANet with 16 state-of-the-art methods, including KSR [37] , HDHF [22] , ELD [20] , UCF [49] , NLDF [29] , Amulet [48] , FSN [7] , SRM [36] , C2SNet [23] , RA [6] , Picanet [26] , PAGRN [50] , R3Net [9] , DGRL [38] , RFCN [35] and DSS [14] . For fair comparison, we obtain the saliency maps of these methods from authors or the deployment codes provided by authors.
Quantitative Evaluation. The proposed approach is compared with 16 state-of-the-art saliency detection methods on six datasets. The comparison results are shown in Tab.1 and Fig. 6 . From Tab.1, we can see that our method consistently outperforms other methods across all the six benchmark datasets. It is worth noting that F w β of our method is significantly better compared with the second best results on PASCAL-S (0.810 against 0.788), DUTS-TE (0.811 against 0.765) and XPIE (0.839 against 0.818), and have similar improvements on the other datasets. F β also has obvious improvement on all the datasets except DUT-OMRON, on which we achieve the third but the best two methods both employ dense CRF [17] to further refine their results. As for MAE, our approach also achieves the best performance on all the datasets. For overall comparisons, PR and F-measure curve of different methods are displayed in Fig. 6 . One can observe that our approach noticeably outperforms all the other methods. These observations demonstrate the efficiency of boundary-aware net- work, which indicates that it is useful to deal with the problem of SOD from the perspective of selectivity-invariance dilemma. Note that the results of DSS, RA and HDHF on HKU-IS [21] are only conducted on the test set.
Qualitative Evaluation. Fig. 7 show examples of saliency maps generated by our approach as well as other state-of-the-art methods. We can see that salient objects can pop-out as a whole with clear boundaries by the proposed method. From Fig. 7 , we can find that many methods fail to detect the salient objects with large changed appearance as a whole as depicted in the row of 1 to 3. This indicates the feature invariance is important for SOD, which can be extracted by ISD to guarantee the integrity of salient objects. In addition, when salient objects share the same attributes (such as color, texture and locations) with background, the boundaries of salient objects predicted by many methods become vague, as shown in the row of 4 to 6. In our approach, the feature selectivity at boundary is guaranteed by the awareness of boundaries, which deal with the above situation to obtain clear boundaries. Moreover, three extra examples about more difficult scenes are shown in the last three rows of Fig. 7 , our methods also obtain the impressive results. These observations indicated the feature selectivity and invariance are important to deal with the integrity of objects and clarity of boundaries for SOD.
Ablation Analysis
To validate the effectiveness of different components of the proposed method, we conduct several experiments on all the six datasets to compare the performance variations of our methods with different experimental settings.
Effectiveness of the BLS and TCS. To investigate the efficacy of the proposed boundary localization stream (BLS) and transition compensation stream (TCS), we conduct ablation experiments across all six datasets by introducing two different settings for comparisons. The first setting denoted as "IPS" contains only the interior perception stream following the common feature extractor to directly predict the saliency maps. To explore the effectiveness of boundary localization stream, the second one named as "IPS + BLS" utilizes the interior perception stream and boundary localization stream together, where the final predicted results are added up directly without the transition compensation stream. Note that our proposed approach BANet combines all three streams.
For a comprehensive comparison, above-mentioned settings and BANet are evaluated on six benchmark datasets. The comparison results are listed in Tab. 2. We can observe that although only BLS is utilized compared with IPS, the MAE obviously decreases and F-measure scores increase significantly as shown in the second row. This indicates that the BLS provides a strong selectivity at object boundaries that boosts the performance a remarkable improvement. Besides, combined with TCS on the basis of the second setting, the performance of the model is further improved by amending the probable failures in transitional regions between boundaries and interiors. For example, the F β score increases from 0.914 to 0.929, with an improvement up to 1.5% on HKU-IS dataset. We also provide examples of different settings. As shown in Fig. 3 , with the cooperation of Table 2 . Performance of the three streams in the proposed approach on six benchmark datasets. IP means interior perception stream, "IP + BL" means the combination of interior perception and boundary localization streams, and BANet is our approach. Table 3 . Comparisons of different contextual integration modules on six datasets. "w/o ISD" represents BANet without ISD, "r/w ASPP" means ISD is replaced with ASPP, and "r/w ASPP" means ISD is replaced with ASPP-M. IPS, BLS and TCS, the proposed method can generate more accurate results. Effectiveness of Integrated Successive Dilation Module. Atrous Spatial Pyramid Pooling (ASPP) [4] is a common module for semantic segmentation [4, 5, 44] , which consists of multiple parallel convolutional layers with filters at different dilation rates of [6, 12, 18, 24] , thus capturing feature receptive fields at different scales.
To validate the effectiveness of our ISD, we construct three different models based on our BANet to compare on six benchmark datasets. The first network is that we remove ISD from our BANet. Secondly, we replace ISD with ASPP in BANet as the second network. Moreover, for a fairer comparison, we modify ASPP denoted as "ASPP-M" with the same branches and same dilation rates like ISD except for the short information flows and replace ISD with ASPP-M in our BANet as the third network.
The comparison of the three models and our BANet is listed in Tab. 3. From Tab. 3, we find that after ISD is removed from BANet, the performance of the method decreases dramatically on all the six datasets due to the lack of the capability to extract features for a region embedded in various contexts. As shown in the third row of Fig. 8 , the flowers close to the butterfly and the reflection of the goose in water are mistakenly detected as salient objects.
In fact, when the network utilizes ASPP or ASPP-M, the performance can also be improved to some extent. However, as the ISD has more information flow paths to aggregate the contextual information, the feature invariance can be enhanced better. Even if there are large appearance changes in the interiors of a large salient object, the whole salient object can be highlighted well, as shown in the last one line of Fig. 8 .
Conclusion
In this paper, we revisit the problem of SOD from the perspective of selectivity-invariance dilemma, where feature selectivity and invariance are required by different regions in salient objects. To solve this problem, we propose a novel boundary-aware network with successive dilation for salient object detection. In this network, boundary localization and interior perception streams are introduced to capture features with selectivity and invariance, respectively. A transition compensation stream is adopted to amend the probable failures between boundaries and interiors. Then the output of these three streams are fused to obtain the saliency mask in a boundary-aware feature mosaic selection manner. Moreover, we also propose a novel integrated successive dilation module for enhancing feature invariance to help perceiving and localizing salient objects. Extensive experiments on six benchmark datasets have validated the effectiveness of the proposed approach.
