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解答固有のソースコード片に着目したプログラミング
試験解答からの盗用検出手法の提案













































ツールが提案されている [2], [3], [4], [5]．盗用の際には，
ソースコードのレイアウトの変更やコメントの追加・削除，
識別子名の変更などの偽装が行われることが知られてお
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出する手法を提案する．提案手法の有効性を確かめるため
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図 1 提案手法の手順





を使用して類似度を求める．ソースコード a, bの Jaccard
係数 Jsim(a,b)は，以下の式で求められる．
Jsim(a, b) =
|3− gram(a) ∩ 3− gram(b)|






























ある N-gram tの重み W (t) を以下のように定義する．
W (t) = log
全解答ソースコード数+ 1
tを含むソースコード数+ 1 + 1
この定義はいわゆる IDF (Inverse Document Frequency)
に相当し，W (t)の値をそのままベクトルの要素とする．
W (t)の値は出現確率の低い N-gram ほど高くなること
から，出現確率が低い N-gram を共有したプログラムほ
ど，その一致が偶然ではなく盗用の可能性であると考え，





ソースファイル a, b の類似度は，ソースコード aから求
めたベクトルを Va，ソースコード bから求めたベクトルを









有無と，N-gram の長さ (N) という 2つのパラメータを持
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表 1 SOCO データセット
Table 1 SOCO dataset
C Java
ソースコードファイル数 79 個 259 個








組 p が，Step 1 の出力で第 r1(p)位，Step 2 の出力で第




ているデータセットを対象に，Step 1, 2 の個別での性能
と，提案手法としてそれらを組み合わせた結果の性能を評
価し，既存ツール JPlag との比較を行う．提案手法の Step
2 については，識別子の正規化がある場合とない場合で，
N = 3 から 10 まで変化させた際の性能を評価し，Step 3





















表 2 Step 1 の F-measure
Table 2 Step 1 F-measure
C 言語 Java
F-measure Precision Recall F-measure Precision Recall
0.607 0.567 0.654 0.329 0.213 0.732
表 3 Step 1 の AP@K
Table 3 Step 1 AP@K
C 言語 Java
AP@20 AP@50 AP@100 AP@20 AP@50 AP@100
0.909 0.810 0.763 1.000 0.992 0.961
表 4 Step 2 の F-measure
Table 4 Step 2 F-measure
識別子を
正規化
N-gram C 言語 Java
F-measure Precision Recall F-measure Precision Recall
あり
3-gram 0.500 0.467 0.538 0.445 0.287 0.990
4-gram 0.536 0.500 0.577 0.450 0.290 1.000
5-gram 0.571 0.533 0.615 0.450 0.290 1.000
6-gram 0.571 0.533 0.615 0.450 0.290 1.000
7-gram 0.571 0.533 0.615 0.450 0.290 1.000
8-gram 0.607 0.567 0.654 0.450 0.290 1.000
9-gram 0.607 0.567 0.654 0.450 0.290 1.000
10-gram 0.571 0.533 0.615 0.450 0.290 1.000
なし
3-gram 0.536 0.500 0.577 0.450 0.290 1.000
4-gram 0.536 0.500 0.577 0.450 0.290 1.000
5-gram 0.571 0.533 0.615 0.450 0.290 1.000
6-gram 0.571 0.533 0.615 0.450 0.290 1.000
7-gram 0.536 0.500 0.577 0.450 0.290 1.000
8-gram 0.536 0.500 0.577 0.445 0.287 0.990
9-gram 0.500 0.467 0.538 0.445 0.287 0.990
10-gram 0.500 0.467 0.538 0.445 0.287 0.990











として，k = 20, 50, 100 の 3段階で値を計算する．
4.3 提案手法の評価
提案手法のステップ別での性能の評価結果を示す．表




表 4に Step 2 の F-Measure の結果を，表 5に AP@k の
結果を示す．Step 1 と比べると，C言語に関しては性能は
低く，Java に関しては Recall が非常に高い結果となった．
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表 5 Step2 の AP@K
Table 5 Step2 AP@K
識別子を
正規化
N-gram C 言語 Java
AP@20 AP@50 AP@100 AP@20 AP@50 AP@100
あり
3-gram 0.906 0.715 0.680 1.000 0.982 0.948
4-gram 0.885 0.731 0.710 1.000 0.993 0.966
5-gram 0.890 0.775 0.728 1.000 0.994 0.982
6-gram 0.913 0.804 0.776 1.000 0.994 0.979
7-gram 0.907 0.811 0.784 1.000 0.994 0.975
8-gram 0.907 0.831 0.753 1.000 0.994 0.966
9-gram 0.911 0.837 0.736 1.000 0.994 0.962
10-gram 0.921 0.797 0.726 1.000 0.994 0.959
なし
3-gram 0.921 0.804 0.752 1.000 0.989 0.953
4-gram 0.928 0.819 0.764 1.000 0.987 0.956
5-gram 0.929 0.816 0.739 1.000 0.985 0.955
6-gram 0.957 0.810 0.705 1.000 0.983 0.953
7-gram 0.942 0.815 0.735 1.000 0.981 0.953
8-gram 0.935 0.837 0.721 1.000 0.982 0.954
9-gram 0.943 0.825 0.732 1.000 0.984 0.957











表 6に Step 3 の F-Measure の結果を，表 7に AP@k
の結果を示す．C 言語のデータにおいては F-Measure，
AP@k のどちらの値も Step 1と Step 2では同程度であっ
たが，それらを合わせた Step 3においては Step 1と Step
2のどちらよりも高い値が確認できた．これは偽装の影響
を受けにくいと考えられる Step 1 の類似度と，誤検出を
減らすための Step 2の類似度の高い組がある程度異なっ
ており，互いの短所を補っている可能性を示した．Javaの
解答での評価指標の値は Step 2 と比較すると低くなって
いるが，従来のソースコード類似度を用いた Step 1 より
も効果的に働いている．パラメータの影響を見ると，識別











表 6 Step 3 の F-measure
Table 6 Step 3 F-measure
識別子を
正規化
N-gram C 言語 Java
F-measure Precision Recall F-measure Precision Recall
あり
3-gram 0.679 0.633 0.731 0.404 0.260 0.897
4-gram 0.679 0.633 0.731 0.399 0.257 0.887
5-gram 0.679 0.633 0.731 0.399 0.257 0.887
6-gram 0.643 0.600 0.692 0.399 0.257 0.887
7-gram 0.643 0.600 0.692 0.399 0.257 0.887
8-gram 0.643 0.600 0.692 0.399 0.257 0.887
9-gram 0.643 0.600 0.692 0.404 0.260 0.897
10-gram 0.643 0.600 0.692 0.408 0.263 0.907
なし
3-gram 0.571 0.533 0.615 0.413 0.266 0.918
4-gram 0.571 0.533 0.615 0.413 0.266 0.918
5-gram 0.607 0.567 0.654 0.413 0.266 0.918
6-gram 0.607 0.567 0.654 0.413 0.266 0.918
7-gram 0.607 0.567 0.654 0.413 0.266 0.918
8-gram 0.607 0.567 0.654 0.413 0.266 0.918
9-gram 0.571 0.533 0.615 0.413 0.266 0.918
10-gram 0.536 0.500 0.577 0.413 0.266 0.918
表 7 Step 3 の AP@K
Table 7 Step 3 AP@K
識別子を
正規化
N-gram C 言語 Java
AP@20 AP@50 AP@100 AP@20 AP@50 AP@100
あり
3-gram 0.883 0.818 0.748 1.000 1.000 0.976
4-gram 0.891 0.829 0.781 1.000 1.000 0.978
5-gram 0.889 0.825 0.752 1.000 1.000 0.973
6-gram 0.894 0.842 0.743 1.000 1.000 0.980
7-gram 0.906 0.847 0.727 1.000 1.000 0.975
8-gram 0.894 0.807 0.740 1.000 1.000 0.974
9-gram 0.895 0.825 0.761 1.000 1.000 0.974
10-gram 0.889 0.812 0.771 1.000 1.000 0.977
なし
3-gram 0.931 0.814 0.740 1.000 1.000 0.972
4-gram 0.930 0.807 0.744 1.000 1.000 0.969
5-gram 0.945 0.794 0.762 1.000 1.000 0.969
6-gram 0.953 0.823 0.755 1.000 1.000 0.968
7-gram 0.927 0.835 0.746 1.000 1.000 0.967
8-gram 0.913 0.824 0.734 1.000 1.000 0.966
9-gram 0.902 0.819 0.722 1.000 1.000 0.967
10-gram 0.901 0.792 0.687 1.000 1.000 0.966
表 8 提案手法 (識別子正規化あり，N=3) と JPlag の F-measure
の比較
Table 8 Proposed method (with normalization, N=3) vs.
JPlag’s F-measure
C 言語 Java
F-measure Precision Recall F-measure Precision Recall
Step 1 0.607 0.567 0.654 0.329 0.213 0.732
Step 2 0.500 0.467 0.538 0.445 0.287 0.990
Step 3 0.679 0.633 0.731 0.404 0.260 0.897
JPlag 0.321 0.300 0.346 0.445 0.287 0.990
Javaでは，JPlag の性能は提案手法の Step 2と同程度で
あった．提案手法は Step 3 のランキングの統合によって
見逃しが発生し，JPlag の性能を下回っていることから，
ランキングの統合方法の改善が今後の課題である．
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表 9 提案手法 (識別子正規化あり，N=3) と JPlag の AP@k の
比較
Table 9 Proposed method (with normalization, N=3) VS
JPlag’s AP@K
C 言語 Java
AP@20 AP@50 AP@100 AP@20 AP@50 AP@100
Step 1 0.909 0.810 0.763 1.000 0.992 0.961
Step 2 0.883 0.818 0.748 1.000 1.000 0.978
Step 3 0.953 0.847 0.781 1.000 1.000 0.980
JPlag 0.866 0.758 0.758 1.000 0.996 0.954
図 2 track の試験環境



























表 10 データセット 1 への提案手法の適用結果と企業の判断との
比較
Table 10 Results of the proposed method on Dataset 1
判断基準 企業の判断 提案手法での検出
行動データ (1) 23 8
行動データ (2) 1 1
行動データ (3) 10 6
























































































タセット 1と 2の Step 1 における類似度の箱ひげ図を図
3に示すが，データセット 1に関しては Pythonも C++
での回答も類似度が 1.0に近い値が記録しているものがあ
るが，データセット 2に関しては最大の組でも 0.6程度と
図 3 各データセットの Step 1 の類似度の分布
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