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Abstract
Karastoyanova et al. created eScienceSWaT (eScience SoftWare Engineering Technique), that
targets at providing a user-friendly and systematic approach for creating applications for
scientific experiments in the domain of e-Science. Even though eScienceSWaT is used, still
many choices about the scientific experiment model, IT experiment model and infrastructure
have to be made. Therefore, a collection of best practices for building scientific experiments
is required. Additionally, these best practice need to be connected and organized. Finally,
a Decision Support System (DSS) that is based on the best practices and enables decisions
about the various choices for e-Science solutions, needs to be developed. Hence, various
e-Science applications are examined in this thesis. Best practices are recognised by abstracting
from the identified problem-solution pairs in the e-Science applications. Knowledge and
best practices from natural science, computer science and software engineering are stored
in patterns. Furthermore, relationship types among patterns are worked out. Afterwards,
relationships among the patterns are defined and the patterns are organized in a pattern
library. In addition, the concept for a DSS that provisions the patterns and its prototypical
implementation are presented.
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1. Introduction
The field of e-Science has the goal to provide comprehensive IT support for scientists through-
out the life cycle of scientific experiments [56]. Several supporting systems, initiatives and
literature are proof for the rapid increase of e-Science [47, 108]. Furthermore, e-Science aims
at shortening the time to new discoveries by providing software tools and infrastructures
to natural scientists from different fields [56]. Typical for e-Science is large scale science
that is carried out through distributed global collaborations enabled by the Internet [67].
Further characteristics are very large data sets, large scale computing resources and high
performance visualization [67]. In addition, projects in e-Science often involve the interdis-
ciplinary cooperation of many different research groups [67]. All these characteristics lead
to a high complexity. Thus, this thesis focuses on the identification and collection of best
practices in building applications in the domain of e-Science. These best practices are stored
in patterns, connected to each other and organized in a pattern catalogue. Furthermore, this
thesis provides the concept of a DSS and its prototypical implementation for provisioning
the patterns. The DSS enables decisions about the various choices that can be made for an
e-Science solution. The following sections provide the problem statement and a motivating
scenario, which the thesis is based on. Furthermore, the scope of work is presented.
1.1. Problem Statement
Natural scientists that are not experts in the fields of computer science and software en-
gineering create systems for e-Science, which are not reusable and lack interoperability
[57]. Additionally, anti patterns are implemented and only a few available technologies and
concepts are considered when developing code for their experiments [57]. The e-Science
community realizes that IT support is required for all phases of a scientific experiment, e.g.
the phases capturing and validating data, curation, processing and analysis and permanent archiving.
Karastoyanova et al. detect, that a lot of research is done for the e-Science processing and analy-
sis phase [56]. However, the analysed systems have limitations like outdated IT techniques
and technologies, domain-specific concepts covering only some scientific domains or a mini-
mal degree of experiment automation. For this reason they identified the necessity for focused
fundamental research in the data processing and analysis phase. As stated by Karastoyanova et
al., there is currently "no unified software engineering methodology and corresponding body
of knowledge to support the development and execution of eExperiments in a generic manner
that meets the requirements of natural scientists towards the experiments themselves and the
IT infrastructure" [56]. Hence, they developed the eScienceSWaT, a methodology that helps to
develop and execute scientific experiments. However, they identified challenges related to the
1
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realization of future systems supporting eScienceSWaT [56]. First of all, many choices can be
made, when creating an application for the processing and analysis phase. Questions about how
to build the scientific experiment, which IT techniques, technologies and infrastructures to
choose arise. Therefore, best practices need to be collected that help to answer these questions
and that can be used as recommendations. Decisions for the scientific experiment influence
the decisions for the IT technique. Then again decisions about the IT technique influence the
decisions about technologies. Furthermore, the decisions about technologies influence the
decisions for infrastructures. Therefore, the best practices need to be connected to each other
and decision chains need to be captured as well. Certainly, it is not clear which abstraction
levels are useful for storing the best practices [56]. In addition, people from different domains
build an e-Science application together. If they use their domain-specific language, when
talking to people from other domains, this can bring additional challenges.
Thus, this thesis focuses on the development of an e-Science pattern catalogue. We use
the terms pattern catalogue and pattern library interchangeably. The library comprises
knowledge and best practices from natural science, software engineering and computer
science. One advantage of using patterns is, that they have a common structure and people
from all domains can understand patterns. Furthermore, this thesis introduces a DSS, which
provides these patterns to the people that want to develop an application in the domain of
e-Science. In doing so, the DSS enables decisions about how to build a scientific experiment
model, IT experiment model and which infrastructures to choose [56].
1.2. Motivating Scenario
Several natural scientists want to conduct a scientific experiment in the domain of e-Science.
They require an IT solution that is able to analyse the massive data stream from an instrument
that collects data all the time without breaks. Past projects show, that the self-made IT
solutions are not reliable and also have difficulties to process large amounts of data. Therefore,
they decide to use a software engineering technique, which enables the separation of natural
science tasks from IT tasks like eScienceSWaT [56]. If there is a clear separation of tasks,
each stakeholder only works in his domain of expertise. For example, an IT professional can
perform the IT specific tasks and does not have to work on the scientific experiment model.
This methodology comprises the phases experiment modelling, creation of software artefacts,
deployment on IT execution environment and execution [56]. Decisions in one phase influence the
decisions in a later phase. For instance, decisions made in the experiment modelling phase
influence the decisions for software artefacts. In the first phase of this software engineering
technique, the natural scientists have to model the scientific experiment. However, they
have many choices for creating the scientific experiment model. They would benefit from
a collection of best practices for modelling the scientific experiment. In the second phase,
software artefacts are created for the scientific experiment. Hence, an IT solution has to be
developed. The natural scientists have hard times to explain to the IT professionals what
kind of IT solution they require. The natural scientists and IT professionals speak in their
domain languages and this is why they talk at cross purposes. Since the IT professionals
have many choices for the IT solution, it takes them weeks to narrow down the amount of
2
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possible solutions. Finally, they come up with four different concepts for the IT solution.
In a workshop, the natural scientists should choose the solution which fits their needs best
However, none of the IT solutions provides a web based graphical user interface, although
this is the preferred interaction style of the natural scientists. In addition, two of the four
concepts are not applicable at all, because the IT professionals misunderstood the natural
scientists. With a few months delay, natural scientists and IT professionals agree on the
concept for the IT solution. Meanwhile, most of the project budget is spent already and
phases three and four of the software engineering technique are still missing. Hence, the
project leader decides to terminate the project, because the costs are too high and the project
is delayed too much.
We can identify the need for a collection of best practices and communication issues in the
above scenario . Therefore, we see the clear necessity to develop an e-Science pattern catalogue.
The patterns comprise knowledge and best practices from natural science, computer science
and software engineering. These patterns build the language that both the natural scientists
and IT professionals can use. This helps them to communicate more efficiently and get the
requirements right. Furthermore, both the natural scientist and the IT professionals have
many possibilities to create the scientific experiment model and the IT solution. As soon as
an e-Science pattern catalogue is available, that comprises many patterns and even more
relationships among them, all stakeholders require decision support for choosing the most
suitable patterns. A DSS can handle a big amount of patterns and the relationships among
them. Therefore, we see the need for developing a DSS that provisions these patterns. By
doing so, the DSS supports both the natural scientists and IT professionals in decision making.
Furthermore, the decisions of natural scientists can directly be used for making proposals for
IT solutions to the IT professionals.
1.3. Scope of Work
A simplified approach for developing the e-Science pattern library and the DSS is presented
in Figure 1. We can identify the following steps:
1. First of all we analyse various e-Science solutions. We focus on systems for data
processing and analysis in the domain of scientific workflows for e-Science.
2. We collect information about various systems and transform this information into
problem-solution pairs.
3. By abstracting from these problem-solution pairs, we generate the e-Science patterns.
These patterns contain the abstract problem and the abstract solution among others.
4. Then we organize the patterns. Additionally, we define the relationships among them.
5. Finally, we create a DSS that uses the patterns of the e-Science pattern library.
3
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2. Collection of information 
and transformation into 
problem-solution pairs 
3. Generation of patterns by 
abstraction from problem-
solution pairs 
4. Organization of  the 
patterns and definition of 
relationships among them 
1. Analysis of various   
e-Science solutions 
e-Science  
pattern library 
Decision Support System 
? 
5. Creation of a DSS that 
provisions the patterns  
Figure 1.: This is an overview of the steps performed for the creation of the e-Science
pattern library and the DSS.
1.4. Outline
In order to accomplish the given goals and to draft future tasks on the topic, the work is
structured as followed:
• Chapter 2 – Background: This chapter gives an overview about patterns and e-Science
in general. Furthermore, eScienceSWaT and scientific workflows are introduced.
• Chapter 3 – Related Work: Existing approaches and state of the art in the fields of
patterns and DSSs are presented. Additionally, we analyse various relationships among
patterns and position our research to each related work.
• Chapter 4 – e-Science Pattern Catalogue: This chapter contains the core deliverable of
this thesis – the e-Science pattern catalogue. First of all, we present our approach for
developing the e-Science pattern catalogue. In addition, the resulting pattern format and
the pattern relationships are presented. Finally, the patterns for the scientific experiment
model, IT experiment model and infrastructure are introduced.
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• Chapter 5 – Decision Support System: At the beginning, our concept for the DSS
is inducted. Furthermore, we present a general architecture for the DSS, which is
prototypically implemented in the context of this thesis.
• Chapter 6 – Conclusion and Future Work: The last chapter summarizes the outcomes
of this work. Additionally, suggestions for extensions of the pattern catalogue and the
DSS are provided.
1.5. Definitions and Conventions
This section contains a list of abbreviations used in this diploma thesis.
CBR Case-Based Reasoning
DoE Design of Experiments
DPR Design Pattern Recommender
DPRS Design Pattern Recommendation System
DSS Decision Support System
eScienceSWaT eScience SoftWare Engineering Technique
FEM Finite Element Method
GMF Graphical Modeling Framework
GUI Graphical User Interface
HPC High Performance Computing
HTC High Throughput Computing
IaaS Infrastructure-as-a-Service
IAAS Institute of Architecture of Application Systems
IC Implicit Culture
MVC Model-View-Controller
MPI Message Passing Interface
NIST National Institute of Standards and Technology
OFAT one-factor-at-a-time
GQM Goal-Question-Metric
PaaS Platform-as-a-Service
SaaS Software-as-a-Service
SICS Systems for Implicit Culture Support
5
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SQL Structured Query Language
UML Unified Modeling Language
VSM Vector Space Model
WfMS Workflow Management System
XML eXtensible Markup Language
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This chapter gives relevant background information that is required to understand the
concepts presented in this thesis. Section 2.1 comprises different approaches to patterns. In
Section 2.2, we introduce the term e-Science with different definitions and present thesis
relevant e-Science dimensions. After that we present e-Science research results from the
University of Stuttgart. This also contains the eScienceSWaT methodology. Finally, in Section
2.4, we expound scientific workflows.
2.1. Patterns
We introduce the concepts of patterns here, because the identification of patterns in e-Science
solutions is one major deliverable of our thesis. To be more exact, we identify patterns in
computer science, software engineering and in natural science that play a role in e-Science
solutions. The requirement to base the DSS on patterns originates from the task description
of this diploma thesis. However, there are reasons for using patterns and we want to work
out the benefits of storing best practices in patterns within this section. In addition, we want
to give different examples of pattern related research to underline the wide applicability of
patterns in general. We also cover the core elements of a pattern in this section. Different
pattern formats are introduced and we show possible ways to connect the patterns to each
other. Usually, experienced experts of a domain store the best practices in patterns. We
have experiences with patterns and software architecture, but do not have many years of
experience in the domain of e-Science. This is why we examine different pattern approaches.
We expect that this improves our ability to detect patterns for e-Science. Later in this thesis,
we define a pattern format for the e-Science patterns (see Section 4.2.1).
2.1.1. Christoph Alexander
Christoph Alexander can be seen as the father of design patterns [61, 74]. During his work as an
architect, he recognized that he had to solve certain problems in a different context again and
again. Out of this observation he defined a pattern as follows [3]:
„Each pattern describes a problem that occurs over and over again in our environment,
and then describes the core of the solution to that problem, in such a way that you can use
this solution a million times over, without ever doing it the same way twice."
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A pattern here is the entity. Together these entities build the pattern language. The structure
of Alexander’s pattern is shown in Figure 2. In addition, the connection to other patterns is
visualized. Alexander’s pattern language is structured hierarchical. Patterns on a lower level
are needed to fill out/complete the patterns on the higher level. Alexander was an architect
and his patterns comprise best practices for architecture. He starts with patterns for regions.
The patterns for regions are filled/completed by patterns for towns. Patterns for towns are
filled with patterns for neighbourhoods. Neighbourhood patterns are filled with patterns for
clusters of buildings and buildings. Going further down, there are patterns for rooms and alcoves.
The patterns on the lowest level comprise details of construction.
1. Identifier
2. Name
3. Picture
4. Introductory paragraph
5. Essence of the problem
6. Detailed problem
description
7. Solution of the pattern
8. Diagram of the solution
…
9. Connection 
to other
patterns
are needed to
complete/fill out 
the pattern on 
the higher level
…
…
e.g. pattern for
regions
e.g. pattern for
buildings
e.g. 
patterns
for rooms
e.g. pattern
for a building
e.g. pattern
for a region
Figure 2.: Graphical representation of the pattern language introduced by Alexander in [3].
Alexander used the same structure for each and every pattern he defined. This was done for
convenience and clarity reasons. A pattern consists of text and images. Contentwise a pattern
can be divided into 9 segments. The segments are also shown in Figure 2. We explain the
different segments in the following:
8
2.1. Patterns
1. Identifier: A unique number for each pattern is used.
2. Name: The name of the pattern.
3. Picture: The picture shows an archetypal example of the pattern.
4. Introductory paragraph: The context for the pattern is set. It is explained how this
pattern helps to complete larger patterns.
5. Essence of the problem: In a short summary of two or three sentences, the problem is
described.
6. Detailed problem description: Here, the empirical background and the evidence for
its validity are described. Additionally, different ways of using the pattern in certain
contexts are described.
7. Solution of the pattern: This is the heart of the pattern. It comprises the solution to the
problem in the given context. The solution is given in the form of an instruction. This
helps the user of the pattern to execute the required steps.
8. Diagram of the solution: Here the solution is shown in a diagram. Labels indicate the
main components of the solution.
9. Connection to other patterns: Due to the hierarchical structure there can be patterns on
a lower level that help to complete the current pattern. The connection to these patterns
build the last segment. The connection is achieved by a text that refers to the pattern
and its unique number.
In another book, The Timeless Way Of Building [2], Alexander describes the theory behind the
pattern language and gives instructions for using the pattern language. Within this book he
describes the core elements of a pattern:
„Each pattern is a three part rule, which express a relation between a certain context, a
problem, and a solution."
Furthermore, a pattern can be seen from two angles. Firstly, it can be seen as a rule or process.
If the rule is followed, the thing which is described within the pattern is created. Secondly, a
pattern is a thing that exists in the world. A thing that is alive. This means that a pattern can
be created from real things. Since patterns are abstract, the problem and solution in the real
world can be transformed to a pattern with the help of abstraction. In addition, Alexander
points out that "patterns can exist at all scales" [2].
2.1.2. Gang of Four
The book Design Patterns: Elements of Reusable Object-Oriented Software [37], written by Gamma
et al., is one of the foundations for design patterns in object-oriented development. The
authors describe it as "book of design patterns that describes simple and elegant solutions
to specific problems" [37]. In their opinion, the solutions captured in design patterns have
evolved and developed over time. The solution is special, because the architect would not
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have chosen this solution at first. The goal of the book is to give design insights and inspiration
to the reader. Gamma et al. work out the characteristics of a good pattern. The authors see a
graphical notation for the pattern as an important component but not sufficient enough since
it only captures the end product of the design process. Besides, it is also essential that the
reader understands the decisions that led to the pattern. Possible alternatives and trade-offs
should also be captured within the pattern. In order to make the solution more tangible to
the reader, a concrete example is required [37].
In order to make the patterns reusable, comparable and easy to learn, a consistent pattern
format needs to be defined. Gamma et al. use the following format [37]:
• Pattern name: The pattern name will become part of the design vocabulary. Therefore,
a name that describes the pattern should be used.
• Classification: There needs to be a schema that organises the different patterns. Hence,
a classification that shows the position within the pattern scheme is required.
• Intent: Here the design problem is shortly described.
• Also known as: If there exist synonyms for the pattern, their names can be placed here.
• Motivation: Description of a scenario that makes the design problem more tangible to
the reader.
• Applicability: Gives the reader insights, in which cases he can use the pattern.
• Structure: The authors use a notation based on the Object Modeling Technique (OMT)
and interaction diagrams [15, 53].
• Participants: The patterns are about object-oriented design. Here, the participating
objects and classes with their responsibilities are described.
• Collaborations: The participants have certain responsibilities. In order to achieve their
goals, they need to collaborate with other objects. The collaboration is described here.
• Consequences: Here, possible trade-offs that are coming with the usage of the patterns
can be discussed.
• Implementation: This section keeps best practices for implementing the pattern (e.g.
language specific issues).
• Sample code: They used C++ or Smalltalk code for illustration purposes.
• Known uses: This section comprises real world examples, in which the pattern can be
identified. This makes the pattern more tangible.
• Related patterns: Patterns that are closely related should be named here. Also patterns
that should be used in combination with the current pattern.
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Gamma et al. identify, that patterns can exist on different abstraction levels. In addition,
patterns vary in granularity. Therefore, a classification that is organizing the patterns is
required. This helps the user to find the patterns easier that can solve his problem. The
authors use two criteria for the classification of the patterns. The criterion purpose reflects
what the pattern is doing. Purpose can take three values: creational, structural or behavioural.
Scope is the second criterion. It specifies the application area of the pattern. Possible values
are object or class.
2.1.3. Patterns at IAAS
Patterns are used in many research projects of the IAAS1 at the University of Stuttgart. In
order to underline the applicability of patterns, we present a selection of research projects that
involve patterns in the following. In addition, we present a book, which is a collaboration
result between the IAAS and the Daimler AG2. This shows, that both the academic researchers
and the real world architects do benefit from patterns. Furthermore, we extract thesis relevant
background information out of the research from IAAS.
The following projects from IAAS are related to patterns. We choose the categorization of the
research projects. Another grouping is also possible.
Cloud related patterns:
• Cloud Data Patterns for Confidentiality [113]
• Capturing Cloud Computing Knowledge and Experience in Patterns [30]
• Non-Functional Data Layer Patterns for Cloud Applications [111]
• Using Patterns to Move the Application Data Layer to the Cloud [112]
• Pattern-based Runtime Management of Composite Cloud Applications [17]
Processes related patterns:
• Process Viewing Patterns [102]
• Applicability of Process Viewing Patterns in Business Process Management [100]
• Pattern-driven Green Adaptation of Process-based Applications and their Runtime
Infrastructure [78]
• Green Business Process Patterns - Part II [79]
1http://www.iaas.uni-stuttgart.de/
2http://www.daimler.com/
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Costumes in films related patterns:
• A Pattern Language for Costumes in Films [101]
Leymann et al. give an example of the relationship between a concrete costume and costume
patterns in [101]. We used this example as a basis for Figure 3 that shows the abstract approach
for the interrelation between patterns and concrete problem-solution pairs. Concrete solutions
for problems are the basis for patterns. By means of abstraction, commonalities in reoccurring
problem-solution pairs can be filtered out. This leads to an abstract problem-solution pair:
the pattern. The pattern again refers via the attribute Known use to the problem-solutions
pairs that build the basis. It is also shown that a problem can be solved by applying and
concretizing a pattern which contains the abstract solution.
Concrete Solutions for Problems
Patterns
Result of Using a Pattern / Solution based on 
a Pattern for a certain Problem
Known UseAbstraction
Applying and
Concretization
Figure 3.: Pattern abstraction and concretization based on [101].
The recent cooperation of the University of Stuttgart with the Daimler AG in the area of Cloud
computing led to the book Cloud Computing Patterns: Fundamentals to Design, Build, and Manage
Cloud Applications [32]. This proves, that storing best-practices in a pattern format is not only
valuable for research projects, but also valuable for real world application architecture. The
quotation of Dr. Michael Gorriz, the Chief Information Officer (CIO) of the Daimler AG, about
the book underlines the benefits from using patterns:
„During our collaborative research with the University of Stuttgart, we identified a
vendor-neutral and structured approach to describe properties of Cloud offerings and
requirements on Cloud environments. The resulting Cloud Computing Patterns have
profoundly impacted our corporate IT strategy regarding the adoption of Cloud computing.
They help our architects, project managers and developers in the refinement of architec-
tural guidelines and communicate requirements to our integration partners and software
suppliers." 3
3http://www.amazon.de/Cloud-Computing-Patterns-Fundamentals-Applications/dp/3709115671
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Previously, we have shown that the usage of patterns adds value and that this researchers are
experts in their field. The overview of pattern related research underlines the experience with
patterns. Now we want to extract some valuable information out of the research projects, that
we can reuse for the thesis.
Leymann and Fehling use the following general definition of a pattern [31]:
„Patterns are structured text describing abstract problem-solution pairs."
In a concrete domain like Cloud computing, they refine their general definition to the below
[31]:
„The Cloud Computing Patterns describe abstract solutions to recurring problems
in the domain of cloud computing to capture timeless knowledge that is independent
of concrete providers, products, programming languages etc."
Furthermore, Fehling et al. also present a format for patterns. Their approach is shown in
Figure 4. A pattern map that visualizes pattern groups and connections among patterns is
shown in Figure 5. This pattern map is used to provide an overview about patterns. The
number in brackets represents the starting page of the pattern within the book and therefore
helps the reader to access a specific pattern faster.
Pattern Format 
32 Cloud Computing Patterns – Introduction                      ©Fehling, Leymann 
Name 
Intent 
Driving Question 
Context 
Solution 
Result 
Variations 
Related Patterns 
Known Uses 
Sketch 
Unique identifier. 
Followed by „(page number)“ in book. 
Summarizes the purpose of the pattern. 
Identifies pattern and is used in diagrams / 
sketches of other patterns. 
Captures the problem answered by the pattern. 
Setting in which the pattern can be applied. 
Brief statement how the problem is solved 
supported by a sketch. 
Detailed discussion of the solution and new 
challenges. 
Alternative ways to apply the pattern. 
Patterns that are used together, used instead etc. 
Discussion where the pattern has been applied. 
Figure 4.: This is a possible pattern format [31].
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Cloud Environments 
Processing 
Offerings Storage Offerings 
Communication 
Offerings 
Elastic Infrastructure (87) 
Node-based Availability (95) 
Evironment-based Availability (98) 
Elastic Platform (91) 
Block Storage (110) 
Blob Storage (112) 
Relational Database (115) 
Key-value Storage (119) 
Strict Consistency (123) 
Eventual Consistency (126) 
         Virtual 
Networking 
(132) 
Message-oriented 
Middleware (136) 
Exactly-once 
Delivery (141) 
At-least-once 
Delivery (144) 
Transaction-based 
Delivery (146) 
Timeout-based 
Delivery (149) 
Hypervisor (101) 
Map  
Reduce (106) 
Execution 
Environment 
(104) 
Figure 5.: This shows a Cloud computing pattern map based on [32].
2.2. e-Science
In common literature different notations like e-Science or eScience are used. We will use e-
Science in the context of this thesis. The UK e-Science Programme began in 2001. One part of it
was the e-Science Core Programme that should support the development of generic technologies
to enable different resources to work together seamlessly across networks and to create
computing Grids [90]. A good overview of the UK e-Science Core Programme can be found
in [48]. We will not focus on the history of e-Science and predecessors within this thesis.
An overview of the different components that enable e-Science is shown in Figure 6. Laws and
theories are the research results of theoretical scientists. The experimental scientists’ research
in laboratories leads to scientific data. Within simulations the computational scientists
can make use of both the theories and laws and the scientific data. At the same time the
computational scientist can give feedback to theoretical scientists and experimental scientists
regarding their research. Scientists from different fields work in new kinds of collaboration in
key areas of science. These scientists are called e-Scientists. The e-Scientists share hardware,
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data, resources as well as approaches and knowledge. Their research is enabled by next
generation infrastructures and advanced tools and devices [92].
theoretical
scientist
theories &
laws
experimental
scientist
computational
scientist
scientific
data
Theory Simulations Experiments
use &
prove
use &
prove
e-Scientists
advanced
tools & devices
three
fundamental
pillars of
e-Science
e-Science
infrastructures
enhanced
Science
(e-Science)
Next Generation Infrastructures
(Data + KnowHow + Resource Sharing
+ well interconnected resources)
e-Science:
multi-disciplinary and
new kinds of
collaboration
in key areas of science
Figure 6.: An e-Science Overview based on [92].
Dr. John Taylor, Director of Research Councils in the Office of Science and Technology (UK),
introduced the term e-Science with the two following statements [119]:
„e-Science is about global collaboration in key areas of science and the next generation of
infrastructure that will enable it."
„e-Science will change the dynamic of the way science is undertaken."
A widely accepted definition of e-Science is "e-Science is the shared usage of information
and resources for computing and data intensive experiments of geographically distributed
researches" [45]. Karastoyanova et al. put the focus more on the scientists with their e-Science
definition. They define that "e-Science is the field trying to provide IT support to scientists
throughout the life cycle of scientific experiments" [57]. In addition, they describe the major
focus of e-Science on shortening the time to new discoveries and revealing knowledge about
natural phenomena by providing software systems for different scientific tasks and for many
domains. Hay et al. consider e-Science as a new paradigm for science, the so called fourth
paradigm or data-intensive science, which unifies theory, experiments and simulation for data
exploration with the goal of scientific discovery [47, 57]. The goal of this thesis is to build a
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DSS for scientists. Therefore, we find the definition of Karastoyanova et al. most suitable,
because this definition contains the support of the scientists explicitly. Since we will analyse
various e-Science solutions in the context of this thesis, a holistic understanding of e-Science
solutions is required. Therefore, we want to look at e-Science solutions in more detail from
various angles. Pursuant to [57], e-Science solutions differ in application domains, modelling
approaches, technologies used to implement experiments and underlying infrastructures. In the
following we will have a closer look on the different aspects of an e-Science solution.
2.2.1. Application Domains
E-Science solutions can be found in many different domains. In each domain there exists
domain specific knowledge. Scientists within a domain use special terms and vocabulary to
describe their research and the objects of interest. In addition, their research is characterized
by specific tasks. Many e-Science solutions are targeted at a specific domain [56]. We just
name a few domains to highlight the widespread use of e-Science solutions: astronomy,
biology, biodiversity informatics, bioinformatics, medicine, chemistry, environmental studies,
geology, healthcare, physics, materials science, manufacturing engineering [47, 54, 56]. To
illustrate differences between domains we take the example of biodiversity informatics and
bioinformatics, which was introduced by Jones in [54].
Biodiversity informatics differs from bioinformatics in the data being used and the typical tasks
to be performed. Within biodiversity, research is more collaboratively and simultaneously.
Scientists use data from wet lab experiments and other sources in complex analysis. One
definition of biodiversity is: "variability among living organisms from all sources [...] and the
ecological complexes of which they are part; this includes diversity within species, between
species and of ecosystems" [23]. Therefore, the scientists need to have access to many different
kinds of data like species catalogues, species information sources, geographical data or climate
data. Since the data is coming from many sources and the data format was specified based on
the requirements of the original user, the data formats are not standardized [54].
The National Institutes of Health (NIH) Biomedical Information Science and Technology
Initiative (BISTI) Consortium defined bioinformatics in [50] as follows:
„Research, development, or application of computational tools and approaches for expand-
ing the use of biological, medical, behavioral or health data, including those to acquire,
store, organize, archive, analyze, or visualize such data."
Typical activities within bioinformatics include sequence similarity searching, functional
motif searching or the search for non-coding Deoxyribonucleic Acid (DNA) [110]. Significant
standardization efforts have led to standards for representing data within bioinformatics [54].
An example for data standards in bioinformatics is data from European Nucleotide Archive
(ENA)4, where a comprehensive record of the world’s nucleotide sequencing information
can be accessed. The data standards also incorporate the efforts to standardize meta-data.
The Gene Ontology (GO)5 project provides for instance an audited vocabulary of terms for
4http://www.ebi.ac.uk/ena/
5http://www.geneontology.org/
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describing gene product characteristics. Moreover, tools to access and process this data are
provided.
With this comparison of bioinformatics and biodiversity we showed that there exist differences
between application domains. In this comparison it was the typical tasks that are performed
by scientists, different data and the different levels of data standardization.
2.2.2. Modelling Approaches
Scientists start with the modelling of the experiment as a first step. In different domains,
different models for creating experiments are used by scientists. Experimental design, another
expression for experimental modelling, is described as follows [99]:
„Experimental design is the process of planning a study to meet specified objectives.
Planning an experiment properly is very important in order to ensure that the right type of
data and a sufficient sample size and power are available to answer the research questions
of interest as clearly and efficiently as possible."
According to [99], the design of an experiment starts with the definition of the problem
and the questions to be addressed. In addition, scientists have to define the non-functional
properties that are required within the modelling phase [99, 56]. Examples for non-functional
properties are the processing time or the costs of the experiment. Every experiment requires
the definition of input parameters. Additionally, the scientists define which parameters take
which values and in which order the parameters are changed. In keeping with Giger, there
exist several ways of modelling an experiment with respect to the input parameters [40]. Trial
and error circumscribes changing of several parameters at the same time. In contrast to trial
and error stands one-factor-at-a-time (OFAT). In OFAT one input parameter is modified and
the output is analysed. The configuration of the input parameter, that leads to the best result,
is stored. After that the next input parameter is modified. OFAT is easy to implement, but
it is not a systematic approach and an optimum is only discovered by accident. Design of
Experiments (DoE) is a method for planning and statistical analysis of experiments and tries
to overcome the obstacles of trial and error and OFAT. Giger describes the goal of DoE to
understand dependencies between input parameters and outputs with minimal effort. One
way of modelling an experiment within DoE is full factorial designs. For each input parameter
different levels are defined. In full factorial designs, all possible configurations of the different
input parameters with their levels are tested. In fractional factorial designs only a subset of all
levels of input parameters is used [40].
Karastoyanova et al. point out, that even within the same domain the modelling approach
for an experiment can differ [56]. As an example they bring in a solid body simulation. A
solid body simulation can be modelled using a simulation that is based on the Finite Element
Method (FEM). Herein, simulation scales can be represented by a single mathematical model
[89], or by separate simulations for each scale that communicate by exchanging relevant data
[105].
17
2. Background
2.2.3. Technologies
In [57], the authors picture that scientists typically choose the technology by themselves .
Their decision is influenced by organizational policies, financial means, available technology,
software and skills at the research organization or other factors [57]. In general, scientists can
choose from a wide variety of technologies for the e-Science solutions. Possible approaches
for e-Science are simple scripts, application plug-ins or complex workflows [94]. But even if the
scientist decides to use a specific technology (e.g. workflow technology), he can choose from
many different systems, which support the selected technology. A few well known systems
that support the workflow technology are Taverna6, Triana,7 Pegasus8 and Kepler9.
2.2.4. Infrastructures
Finally, concrete infrastructure like storage, network resources or computing power has to
be chosen. Based on our literature research, the most important infrastructures are Cloud
computing platforms, clusters, Grids, High Performance Computing (HPC) infrastructures or
High Throughput Computing (HTC) infrastructures [56, 92]. There exist overlaps between
theses concepts. Our goal is not to give a detailed distinction between the different concepts,
but more providing an overview of the main characteristics. We also provide literature
references, so that the reader can dive deeper in the respective areas. For example a more
detailed comparison of Cloud computing, Grids and clusters can be found in [21]. The
following sections comprise the concepts of the formerly introduced infrastructures for
e-Science.
Cloud Computing
The most common definition of Cloud computing was developed by National Institute of
Standards and Technology (NIST) [73]. Pursuant to NIST, the main characteristics of Cloud
computing are on-demand self-service, broad network access, resource pooling, rapid elasticity and
measured service. Furthermore, three different service models within Cloud computing can be
distinguished:
• Infrastructure-as-a-Service (IaaS) provides the user with computing power, network
resources and data storage. Since we focus on infrastructures for e-Science, this is the
most important service for us.
• Platform-as-a-Service (PaaS) provides the user with programming languages and li-
braries to build own applications.
• Software-as-a-Service (SaaS) provides applications that are running in the infrastructure
of the provider to the user.
6http://www.taverna.org.uk/
7http://www.trianacode.org/
8http://pegasus.isi.edu/
9https://kepler-project.org/
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Another way to segment Cloud computing is the distinction in four different deployment
models: private Cloud, community Cloud, public Cloud and hybrid Cloud. A good overview of
Cloud computing can be found in [4]. An example for an e-Science solution based on Cloud
technologies is presented by Lezzi et al. in [66]. Well known Cloud infrastructure hosting
providers are Amazon Web Services10, Microsoft Azure11 or Computer Sciences Corporation
(CSC)12. Leong et al. compare different Cloud infrastructure providers in [65].
Grids
Grid computing is a special form of distributed computing. The Grid problem was defined by
Foster et al. as "flexible, secure, coordinated resource sharing among dynamic collections of
individuals, institutions and resources” [36]. They see the dynamic collections of individuals,
institutions and resources as virtual organizations. According to Leymann and Karastoyanova,
a virtual organization "can comprise different groups of scientists working on a common
goal but can as well be different companies that join forces or are in a supplier-requester
relationship in order to reach a certain (mostly computing intensive) business goal" [58].
Another definition for a Grid was given by Foster et al. back in 1998. In [35], they define a
Grid as the following: “A computational Grid is a hardware and software infrastructure that
provides dependable, consistent, pervasive, and inexpensive access to high-end computa-
tional capabilities.” This is not the only definition for a Grid and therefore, Foster reviewed
different definitions for Grids in [34]. As a result he presents three essential characteristics for
Grids:
• Coordination of resources that are not subject to centralized control.
• Use of standard, open, general-purpose protocols and interfaces.
• Delivery of non-trivial qualities of service.
Clusters
Based on the work in [116] and [86], Buyya et al. define that "a cluster is a type of parallel and
distributed system, which consists of a collection of inter-connected stand-alone computers
working together as a single integrated computing resource" [21]. This means, that the whole
system with all nodes behaves like a single system and all resources are managed by a
centralized resource manager. A cluster is more a tightly coupled system with a single system
image and a centralized job management and scheduling system [55].
10http://aws.amazon.com/de/
11http://azure.microsoft.com/de-de/
12http://www.csc.com/cloud
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High Performance Computing and High Throughput Computing
Riedel defines that "a HPC-driven e-Science Infrastructure is based on computing resources
that enable the efficient use of parallel computing techniques through specific support with
dedicated hardware such as high performance Central Processing Unit (CPU)/core intercon-
nections" whereas "a HTC-driven e-Science infrastructure is based on commonly available
computing resources such as commodity Personal Computers (PCs) and small clusters that
enable the execution of farming jobs without providing a high performance interconnection
between the CPU/cores" [92]. He sees the major difference between HPC and HTC in the
quality of the connection between the resources. HPC resources like supercomputers or
large clusters provide a better interconnection of CPUs/cores whereas HTC resources like PC
pools do not [92]. Boisseau defines the goal of HTC to integrate multiple computing systems.
This makes it possible to schedule lots of jobs. If a resource is available, it can perform the
scheduled job. In HPC computers or processors are aggregated and the work is divided so
parallel computing at large scale is possible [14]. Ahronowitz points out that HPC resources
are tightly coupled. This influences the software that is written for HPC machines. In many
cases this leads to code that is bad with regards to portability. HPC code incorporates often
Message Passing Interface (MPI) and Graphics Processing Unit (GPU) libraries. In many cases
these libraries have library specific components or even machine specific components. This
specifics need to be considered when migrating code from one HPC infrastructure to another
[1]. Examples for HTC are the European Grid Infrastructure (EGI)13 or the Open Science
Grid(OSG)14. The Distributed European Infrastructure for Supercomputing Applications
(DEISA)15, the Partnership for Advanced Computing in Europe (PRACE)16 and the Extreme
Science and Engineering Discovery Environment (XSEDE)17 are examples for HPC projects.
2.2.5. Further Complexity and Challenges
In the previous sections we described different dimensions in e-Science solutions. Certainly,
we think we need to point out further challenges and complexity that come across IT solutions
for e-Science. First of all, there is heterogeneous data involved in e-Science solutions. This
data might be distributed across several data sources (e.g. databases or file systems) in
heterogeneous formats and different sizes. In addition, some systems work with live data
from sensors which add additional complexity, e.g. how to make changes to a system which
should process data all the time. Ultimately, the e-Science solution should support the natural
scientist in discovering new knowledge. When designing IT solutions, the scientist with
his competencies needs to be considered. In general, natural scientists are no experts in
computer science or software engineering. Normally, they are also no experts when it comes
to programming and therefore, the creation of scientific experiments within an e-Science
solution should not require programming of the scientist. Rather than programming, the
13https://www.egi.eu/about/egi-inspire/
14http://www.opensciencegrid.org/
15http://www.deisa.eu/
16http://www.prace-ri.eu/?lang=en
17https://www.xsede.org/
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scientist should be able to model the experiment in his domain language [57]. At the same
time, the massive (distributed) data and the heterogeneity of distributed systems adds a lot
of complexity. This is a major challenge in e-Science solutions: providing an interface to the
scientist, that he can handle and which supports him in his way of doing research, but at the
same time handling the complexity of e-Science in the background.
2.3. e-Science at IAAS
In the previous section we presented the dimensions application domains, modelling approaches,
technologies and infrastructures of e-Science. This showed the variance in e-Science solutions
and that many choices are possible in each dimension. After this overview we want to outline
now the thesis relevant e-Science research of the IAAS. This helps to understand where the
tasks for this thesis originate. Firstly, the e-Science life cycle is introduced. The e-Science life
cycle gives us insights in scientists’ operating principles. The second block is oriented towards
an application model for eExperiments and the requirements for eScienceSWaT. Finally, in
Section 2.3.3 we present eScienceSWaT. This is the methodology that was developed by
Karastoyanova et al. to achieve better e-Science solutions.
2.3.1. e-Science Life Cycle
In Section 2.2.5 we introduced additional requirements for an e-Science solution that arise out
of operating principles of scientists. At the end, the DSS should support the natural scientist.
Therefore, we need to have a better understanding how scientists are doing research. The
e-Science life cycle depicts on a high level the approach of scientists doing experiments.
Capturing and 
validating 
data 
Curation 
Processing 
and analysis 
Permanent 
archiving 
Figure 7.: The e-Science Life Cycle Phases based on [57].
The four phases of the e-Science life cycle are shown in Figure 7. We give a short explanation
on the most important tasks:
1. Capturing and validating data: First of all the data is collected. The data can come from
various sources e.g. data from sensors and instruments or data from simulations. In
order to ensure the data quality, the data needs to be validated. In some cases additional
meta-data is collected, e.g. about status of sensors or calibration offsets for sensors [124].
2. Curation: A suitable format for the data is defined. The data is stored in a way that it
should not get lost. But scientists do not only use databases, but also use excel-sheets or
any other format like simple text files for storing their results.
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3. Processing and analysis: In this phase the raw data is analysed to reveal knowledge
and gain new insights. In many cases this involves different IT systems and the manual
intervention of the scientist, e.g. copying over intermediate results from one server to
another [57].
4. Permanent archiving: After the analysis, the data and the processed results get stored
permanently.
Many research projects build systems to target the processing and analysis phase in particular
[56]. However, many of the IT solutions are built with deficiencies from the view of software
engineering and enterprise computing. Outdated IT technologies are used, a low degree of
modularization or the non-interoperability are only a few of the identified issues. Therefore,
the authors recognized the necessity for focused fundamental research in the processing and
analysis phase. They want to revolutionize the way software for e-Science is built and used by
scientists [56].
2.3.2. Rationale behind eScienceSWaT
This section is based on the work in [56]. We introduce here the deficiencies within e-
Science solutions development. This helps to understand why eScienceSWaT was developed.
According to Karastoyanova et al., the cooperation between natural scientists and IT needs
to be improved. The tasks from natural scientists need to be separated from the IT tasks.
This helps to build better e-Science solutions. Natural scientists can focus on their strengths
and their domain, whereas the IT tasks can be executed by IT professionals. Particularly,
systematically organized best practices for building e-Science solutions are missing. In
addition, the authors identified that there is no unified application model for eExperiments.
In some publications the term eExperiment is used instead of scientific experiments. In
this thesis we also use the terms scientific experiments and eExperiments interchangeably
as synonyms. A unified application model makes it possible to develop a unified software
methodology. This again makes it possible to use the methodology across different domains.
Therefore, in [56] an eExperiment Model is defined (see Figure 8). It consists of the following 3
layers: scientific experiment model, IT experiment model and infrastructure. One can observe that
a scientist is able to make decisions on each layer based on his requirements and knowledge.
There is also a high variety on possible solutions on each layer (see Section 2.2). Here, both
scientists and software developers require tool support for making decisions to reduce the
complexity of e-Science. Furthermore, there exist dependencies between the layers. The
methodology should also capture these dependencies. In addition, decision chains need to
be captured as well. Out of the eExperiment model the different steps for the methodology
can be retrieved. If the methodology is more in line with the eExperiment model, it is
closer to the scientists’ way of doing research. Classic software engineering methods like the
Boehm-Waterfall software engineering methodology are out of harmony with the scientists’ way of
experimenting [13]. The methodology should support the scientist to build an experiment
model in his preferred domain language. Then the model of the experiment needs to be
transformed to the next lower level. Ideally, this is done in a (semi-) automatic way. This
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Figure 8.: This is the eExperiment life cycle and the eExperiment model with its three
layers based on [56].
transformation step leads to executable artefacts. These artefacts have to be mapped onto an
execution environment. In the end, the experiment has to be executed [56]. The following
section shows the resulting methodology.
2.3.3. eScienceSWaT
First of all we present the methodology for eScienceSWaT and then we explain how a DSS is
supporting decision making within eScienceSWaT.
Methodology
In Section 2.3.2 requirements for an e-Science methodology based on a unified application
model for eExperiments in the processing and analysis phase of the e-Science life cycle are derived.
In addition, observations of deficiencies in current e-Science solution development also lead
to requirements. Out of that requirements, Karastoyanova et al. defined the eExperiment life
cycle, which is built around the eExperiment model (see Figure 8). The eExperiment life cycle
builds the basement of eScienceSWaT and consists of four phases:
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1. Experiment modelling: The scientist models the eExperiment in his preferred mod-
elling environment. For supporting this phase, patterns and best practices for mod-
elling/design of experiments are required. An example for an eExperiments is a simula-
tion that is based on FEM for different scientific fields like solid body or porous body
simulations. Since non-functional properties for the IT infrastructure play an important
role for making decisions in the next steps, they also have to be considered here in this
phase.
2. Creation of software artefacts: In this step the pattern-based model of the scientific ex-
periment is transformed into software code and additional meta-data. Choices made in
the previous step influence the decisions for this step. Different IT technologies require
different transformations. These transformations again require specific information.
This approach might require several transformations until executable software artefacts
are derived. The methodology does not require the fully automation of the transforma-
tion. Semi-automated derivation as well as manual creation of the IT experiment model
are also possible. For instance the experiment model of the previous step is transformed
into a workflow model.
3. Deployment on IT execution environment: Here, the previously created software
artefacts are deployed on the selected IT environment. An example is the deployment
of a workflow model on a Workflow Management System (WfMS). A broad range of
complexity in the scenarios can be found. The installation of a single program on a
single computer is rather simple. Provisioning of an execution environment as a first
step and then deploying software artefacts on it is a more compound task. The decisions
made in the previous steps lead to requirements for the IT execution environment, that
need to be integrated.
4. Execution: In the preceding step software artefacts were deployed on an IT execution
environment. Now these deployed artefacts are executed. By way of example the
workflow model is instantiated and executed with a WfMS on a Grid infrastructure.
The selection of infrastructure for execution depends also on decisions about technology
and non-functional requirements from previous steps.
Scientists from different domains, with different backgrounds and skills work together in e-
Science (see Section 2.2). Within eScienceSWaT, four succeeding phases lead to the execution
of an eExperiment. The eScienceSWaT methodology enables that different scientists can
work in their domain of expertise. We showed, that there exist interdependencies between
the different phases of the methodology. This also makes the decisions in a specific phase
dependent on the decisions made in previous phases.
In Figure 9 we present a simplified decision making process in eScienceSWaT based on an
example. The natural scientists make decisions in the experiment modelling phase, when they
are modelling an experiment (see Decision 1 to Decision 3). Scientists with computer-science
background have to make the choice about IT technology within the creation of software
artefacts phase. Their choice is limited by their own knowledge about technologies in general.
In addition, they need to understand the decisions of the natural scientists’ which lead to
requirements for the creation of software artefacts. We assume, that they can extract all
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Figure 9.: This is an example for the decision making process within eScienceSWaT.
requirements out of the natural scientists’ modelling decisions. However, they realize that
they cannot make a decision without additional information from the natural scientists.
This additional information is represented by Decision 4. Furthermore, there exists another
technology that matches the requirements of the natural scientists (represented by Technology
3). Initially, the computer-science researchers were not thinking of Technology 3. The driving
question is now how to support the scientists in the decision making process.
Decision Support System
Karastoyanova et al. propose to use a DSS within eScienceSWaT [56]. We explain how the
scientists in the above example would benefit from a DSS in the following. Firstly, possible
choices for modelling an experiment are presented to the natural scientists. They can select
the solutions that fit best for their way of modelling experiments. Furthermore, they have to
make additional decisions that help the IT professionals/scientists in the following phases to
make decisions (see Decision 4). Their choices are captured in the DSS. Based on these choices,
the DSS now proposes technologies, that do fit the requirements of the natural scientists.
Technology 4 and Technology 5 do not match the requirements and therefore, the DSS is not
showing them. Technology 1, Technology 2 and Technology 3 are suitable and therefore proposed
by the DSS. However, the computer-science researchers are not experienced with Technology
3. Since the DSS also holds information about best practices for the use of the different
technologies, they can read which scenarios do benefit most by using Technology 3. Finally,
the scientists with computer-science background can make a decision about the most suitable
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technology. This decision is based on the proposals of the DSS and their experience. In this
case, the DSS is supporting by capturing relevant requirements and providing additional
solutions packed with best practices.
In Section 2.1 the advantages of patterns were discussed. The eScienceSWaT methodology
also makes strong use of patterns. This is why also the DSS makes strong use of patterns.
Karastoyanova et al. especially see the definition of a meta-model for documenting the pat-
terns and the relationships among the patterns as a challenge from knowledge management
and software engineering point of view. Additionally, the architecture and implementation
of the pattern catalogue for decision support is another challenge [56]. The core element
of the DSS is to provide relevant information for decision making within each phase of the
methodology. This information is represented in form of patterns. Karastoyanova et al. point
out, that the DSS should help to select the best patterns across all layers in order to retrieve the
most suitable realization of an eExperiment. The proposals of the DSS should take previous
decisions of the user into account. Furthermore, the DSS should also be able to propose
decision chains and related patterns [56].
2.4. Scientific Workflows
During our literature research we were confronted with different maturity levels of scientific
workflows. We came across scientific workflows ranging from workflows that contain many
manual steps to workflows with a high degree of automation. Thus, we identify the demand
to present this term in a separate section. Vouk et al. define scientific workflows as a general
concept for describing a sequence of structured activities and computations that emerge in
scientific problem-solving. Often these structured activities are named studies or experiments
[123]. This definition is formulated in a more general manner and matches our experiences of
the broad range of scientific workflows. In [68], scientific workflows are defined as follows:
„These are networks of analytical steps that may involve, e.g., database access and querying
steps, data analysis and mining steps, and many other steps including computationally
intensive jobs on high performance cluster computers."
This definition is more specific compared to the definition of Vouk et al. and already includes
characteristics of e-Science like the computationally intensive jobs. Additionally, a vision of
scientific workflows is presented in [68]. This vision incorporates that scientists can plug-in all
kinds of scientific data resources. In addition, they are able to inspect and visualize the data on
the fly. If a scientist changes the parameters for the eExperiment, only the affected components
are re-run. Furthermore, meta-data is captured. This helps to make the eExperiment more
understandable and reproducible by other scientists. Finally, a scientific workflow system
becomes a scientific problem-solving environment. The components of this environment are
distributed and a service-oriented Grid infrastructure is used [68].
For our purpose we do not need to stick to a specific definition of scientific workflows. Our goal
is to identify patterns for e-Science. On top of these patterns we build a DSS. As we can see
in Section 2.2, e-Science is built on top of traditional science and traditional concepts. Hence,
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both the more manual processes and the complex and highly automated scientific workflows
can be valuable for our research if they contain best practices, which also can be applied in
e-Science.
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Power defines a DSS in [88] as an interactive computer-based system, which supports people
in using computer communications, documents, data, models and knowledge with the
goal of solving problems and decision making. The DSS for eScienceSWaT should enable
decisions about the modelling of the experiment, the choice of IT models and underlying
infrastructures [56]. As described in Section 2.3.3, eScienceSWaT is strongly based on patterns,
which store knowledge and best practices. Therefore, the DSS is also based on patterns.
In [56], Karastoyanova et al. point out, that the chain of patterns across all layers of an
eExperiment are responsible for the efficiency and suitability of the eExperiment realization.
Hence, we see the major function of the decision support system to help with the choosing
of the most suitable patterns for the eExperiment. For the related work in the next sections,
we state which things we can reutilize and which things we can transform so that they fit for
our purpose. Section 3.1 comprises different approaches and techniques for decision support
in the domain of design patterns. Furthermore, we examine different relationships in the
domain of patterns in Section 3.2.
3.1. Decision Support Systems for Choosing Design Patterns
During our literature research for related work in the domain of DSSs, we came across several
frameworks, expert systems and recommendation systems in the area of selecting design
patterns. The approaches are ranging from very simple to sophisticated approaches, that also
involve data mining and machine learning. The following sections introduce the different
concepts first. At the end of each section, we state which concepts we can reuse in the context
of this thesis.
3.1.1. Case Based Reasoning
In order to automate design pattern application, Gomes et al. created the REBUILDER
framework. REBUILDER is based on Case-Based Reasoning (CBR). In CBR past experiences
are used for understanding and finally solving new problems [62]. REBUILDER has the
purpose to support software developers in the design phase with intelligent help. A case in
REBUILDER consists of a software design, a design pattern that helps to improve the design
and information about how to apply the design pattern. The software design is described
in form of an Unified Modeling Language (UML) class diagram [42]. A user imports the
UML class diagram for which he seeks support into REBUILDER. Then the relevant cases
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are identified by REBUILDER. After that, the most suitable case is selected with the help
of a similarity metric. Then, the corresponding design pattern is applied automatically to
the UML diagram of the provided software design. Together the initial design problem, the
pattern and the information how to apply the pattern build a new case. This case is then
stored in the case library.
In the domain of e-Science many different representations for experiments exist (see Section
2.2). Therefore, we do not use UML. Without such a fixed format it is hard to automate the
pattern selection process. However, full automation for pattern selection is not a requirement
for the DSS. As reported by Thabasum et al., REBUILDER’s system performance strongly
depends on the quality and the diversity of the case library [98]. This means, that on top
of creating all the e-Science patterns, we would also have to model such cases in which the
patterns are applied. Therefore, we do not use CBR for e-Science pattern selection support.
When a pattern is applied for a concrete software design, Gomes et al. store this information
in form of a case. We will also provide an example, where the e-Science pattern is applied.
However, an eExperiment involves several patterns and therefore we also need to store
decision chains. Decision chains contain different patterns that build a solution together. For
future work, we propose to store all patterns that are used in an eExperiment in a case. All
these cases can be browsed by the users for decision support.
3.1.2. Simple Recommender System for Design Patterns
Guéhéneuc et al. see the major task of a recommender system in information filtering that
leads to the items of interest, which can be presented to the user [46]. They developed a
simple recommender system for design patterns. The user selects words, which are related
to his design problem. The system searches for the design patterns, that match the selected
words. Then the best matching patterns are presented to the user. In order to realize such
a system, the textual description of design patterns have to be analysed as a first step. The
result of this analysis is a set of the most important words for each design pattern. Then this
words are associated with the design pattern [46]. In another research project, Guéhéneuc
et al. conclude, that this system cannot handle complex design problems. Furthermore, the
user has no chance to provide feedback to the recommendation system [84]. We also think
that this simple approach is not sufficient for the rather complex designs that are required for
eExperiments. However, adding meta-data to design patterns in term of tags might be a good
idea, if we want to enable browsing over the pattern catalogue.
3.1.3. Design Pattern Recommender
The Design Pattern Recommender (DPR) developed by Palma et al. is an expert system [84].
An expert system simulates the behaviour and judgement of a human or an organization. In
addition, it has expert knowledge and experience in a specific field [95]. The main goal of
DPR is to support designers in finding the most suitable pattern for a particular design [84].
Palma et al. use a ranking based selection mechanism for DPR. The ranking is calculated by
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a simple Goal-Question-Metric (GQM) approach [33]. Four major developing steps lead to
DPR, that are explained in the following [84]:
1. Identify the conditions in which patterns can be applied: Here individual patterns
are studied in depth. Also experts in the domain of design patterns can be interviewed
in order to gain knowledge. Finally, for each pattern the conditions are defined, in
which they can be applied. For each pattern a tree is created that connects the pattern
with the circumstances (see Figure 10).
2. Refine the conditions with sub-conditions: Sub-conditions for each pattern are de-
fined. They hold information where the pattern can be applied. The sub-conditions are
inserted into the tree for the pattern (see Figure 10).
3. Formulate questions to ask designers: The tree representation stores knowledge about
the pattern. The nodes are transformed into questions that can be asked to designers.
At the end of this step for each tree a set of questions is generated.
4. Formulate GQM model with the defined questions: The pattern names are the goals.
The formerly derived questions in Step 3 build the questions.
Adapter 
Want to 
create a 
reusable class 
Need to use 
several existing 
subclasses 
Want to use 
existing 
classes 
GOAL 
QUESTION 
METRIC Yes / No / Don‘t know WEIGHT 
Conditions 
Sub-conditions 
Solve issue of 
incompatible 
interface 
Convert 
interface 
Figure 10.: The adapter pattern with conditions (pattern-intents) and sub-conditions
(pattern-applicabilities) and the mapping to GQM, based on [84].
For finding the most suitable design pattern, the designers have to answer the bottom
questions with yes, no or don’t know. In addition, they have to weight the questions with
an integer between 1 and 9 (O only for don’t know). Their answers and the weighting are
used by DPR that finally proposes the most suitable pattern with the help of a metric. We
do not want to go in more detail here. The full metric and the details of DPR can be found
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in [84]. The user interacts with the DSS by answering questions. This interaction process
has a big advantage, because it is based on questions and people from all domains should
be able to answer questions. Therefore, GQM approach seems suitable for a DSS in the
domain of e-Science. The GQM approach is suitable, when one pattern has to be selected
from a group of possible patterns that can solve the problem. However, the users of our DSS
have to select several patterns on different layers for an eExperiment. Hence, GQM is not
applicable on a global scale. We propose to use GQM at specific decision points, when the
user requires additional decision support. Finally, we do not use GQM for the thesis, because
it requires a lot of effort to define the questions for each pattern. In addition, GQM is not
applicable for the whole experiment, but only at specific decision points that have to be defined
as well. The concept of GQM is part of future work. Guéhéneuc et al. use an eXtensible
Markup Language (XML) representation of the DPR for the patterns in their prototype [84].
To use an XML representation seems suitable, since this enables portability and platform
independence.
3.1.4. Design Pattern Recommendation System
Suresh et al. want to support novice and experienced users by the selection of design patterns
[115]. They use the concept of social recommendation in their Design Pattern Recommendation
System (DPRS). The user has to select his level according to his knowledge: Novice, Beginner,
Advanced beginner, Expert and Wizard. This is helpful for the analysis of the acceptance level of
the different user groups [115]. The user starts by sending a query text to the system. The
query is a collection of words, that describe the problem scenario. The text is analysed in
order to find out the intent of the query. From here, two different scenarios are possible.
In the first scenario, knowledgeable questions are retrieved from the pattern repository based
on the intent [115]. The user has to answer these questions. Then the system is calculating a
score for the possible patterns. Based on the score, the system recommends either strongly
recommended, satisfactory recommended or not recommended. The interaction of the user with
the system is stored. For details see [115]. This is helpful for performance evaluation of the
system and is required for the second scenario.
In the second scenario, the intent of the query is compared to queries from the past. The goal is
to find a similar query. If a query satisfies the minimum thresholds of support and confidence,
then this query is chosen. The old query led finally to a pattern. This pattern is recommended.
The system always executes scenario 2 first. If no pattern can be recommended automatically,
the first scenario is executed.
We think the idea to use a query to narrow down the amount of possible patterns is also
applicable for most domains. This is because the query is free text and not a query language
like Structured Query Language (SQL). If SQL is used, only certain users can use the DSS,
because not everyone knows how to use SQL. However, there comes overhead due to the
parsing of the text of the query. There needs to be a mechanism for retrieving the intent of
the query. Finally, the patterns need to be stored in a way, that they can be parsed as well
in order to find matching patterns. Therefore, we will not use a query based DSS for this
thesis. An automatic mechanism, that suggests patterns to the user is helpful. Certainly, this
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comes with lots of overhead. First of all we need to store the interaction from all users. This
builds the basis on which patterns are selected. We also see the thresholds for support and
confidence crucial, because they lead to a recommendation. Therefore, we would first need
to simulate different users and then define the thresholds. This is why we decide not to use
a fully automated DSS for patterns, which is based on social recommendation. However,
since the users of our DSS do not build a homogeneous group of people, we also need a
mechanism for supporting the different users. Whereas DPR by Guéhéneuc et al. (see Section
3.1.3) only suggests the highest ranked pattern as a solution, here more than one pattern
can be recommended. We think it is useful to provide an alternative and therefore, we will
provide not only one solution in our DSS.
3.1.5. Systems for Implicit Culture Support
In [10], Birukou et al. present the architecture of a multi-agent system for design pattern
selection. Their concept is based on Systems for Implicit Culture Support (SICS). In general,
knowledge can be sub-divided into explicit and implicit knowledge. Knowledge is explicit,
when it can be described and shared through any kinds of documents. In contrary, implicit
knowledge is contained in the abilities and capabilities of community members [10]. So
the basic idea is to give inexperienced users decision support for selecting design patterns
through the implicit knowledge of more experienced users. This relation between the single
agent (inexperienced user) and the group is called Implicit Culture (IC) [12]. The knowledge
transfer is enabled by a SICS and finally leads to inexperienced users behaving similar to
the community culture [10]. Universally, the architecture of a SICS consists of an observer, an
inductive module and a composer [10]. The observer observes the actions that are performed by
users and stores them in a database. The stored observations are analysed by the inductive
module. Additionally, learning techniques like data mining or machine learning are applied.
This leads to theories, which keep information about the actions performed in different
situations. The composer utilizes the information kept by the observer and the inductive module
in order to make suggestions to the user.
In the domain of choosing design patterns, the observer stores information about the design
problem, the potential patterns to solve the problem and the selected pattern, which solved
the problem. The inductive module analyses the history of users’ interaction with the system. It
groups related problem-solution pairs to a theory. The composer compares the design problem
of the user with the problem part of different theories. If a matching theory is found, the
corresponding solution part is suggested [10].
In the following, we describe the main differences between SICS and systems that are based
on CBR. CBR uses a specific situation from the past and suggests the solution to this specific
situation. IC supports the user by solving a problem, but not producing a solution directly
[10]. In IC only the implicit information about the problem and the solution is available,
whereas in CBR the problem and the solution is represented explicitly as the case.
We consider this approach as the most complex approach for decision support in the domain
of design patterns so far. It involves not only storing information about user interactions, but
the even more compound task to apply machine learning and data mining algorithms on
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this information to retrieve knowledge. The presented SICS can even be further extended,
so that it also provides support for more complex scenarios [98]. Therefore, it would fit for
our purpose, because we identified complexity in the domain of e-Science (see Section 2.2).
However, the effort to implement a system with the above described functionality is beyond
the scope of a thesis. Hence, we decide not to base our DSS on IC.
3.1.6. Design Pattern Selection, A Solution Strategy Method
Sahly et al. developed a strategy method for obtaining an appropriate recommendation for
the selection of design patterns [97]. Their approach uses different algorithms.
Query-Matching-Pattern (QMP) parses the query of the user and tries to find a matching
between pattern intents and the query. This is done by using Vector Space Model (VSM). This
is an algebraic model in which texts can be represented as vectors [52]. Both the query and
the pattern can be represented as vectors. Now similarity between query and pattern is the
cosine value of the angle between their vectors. First of all, we decided not to use a query for
our DSS. Secondly, the additional work that is coming with the use of VSM is not worth the
effort for calculating similarity in our case. Hence, we will not use QMP and VSM.
Question-Answer-Session (QAS) has the goal to narrow down the amount of suitable patterns
by asking questions. The questions that are asked, are dependent on the answers to previous
questions. To make this efficient, Sahly et al. divide the questions among four levels: Pattern-
domain (Level 1), Pattern-category (Level 2), Pattern-intent (Level 3) and Pattern-specific (Level 4).
Questions of the domain-level have to be answered first. This narrows down the questions
of the category-level and so on. Since the eExperiment model is structured hierarchically (see
Section 2.3.3), this approach would fit well for the DSS. However, QAS is similar to GQM,
which we decided not to use due to the additional effort that comes with the definition of
suitable questions. Therefore, we do also not use QAS for our DSS in this thesis.
Query-Similarity-PreviousQuery (QSPQ) is an algorithm, that is based on users’ queries from
the past. Since this approach is similar to DPRS in Section 3.1.4 and we decided not to use a
query based DSS, we will not explain it in more detail.
The last algorithm is called Collaborative-Implicit-knowledge (CIK), which is quite equal to SICS,
which is described in Section 3.1.5. Since we decided not to base our DSS on IC, we also do
not use CIK and we do not go into more detail here.
The proposed method of Sahly et al. supports three different types of recommendations
[97]. First of all, one single pattern is recommended for solving one particular problem. In
addition, recommendations regarding the implementation of this pattern are provided. The
third type of recommendation are pattern sequences that contain patterns, which are often
applied together. We have stated several times already, that the recommendation of one single
pattern is not sufficient for an eExperiment. However, the DSS also will be able to recommend
pattern sequences, which we call decision chains. Information regarding the implementation
of the pattern is stored directly within the pattern. We use a specific attribute in the pattern
format, that can provide this information in form of an example.
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3.1.7. Patterns 2.0: a Service for Searching Patterns
Pattern selection can be seen as an instance of the problem of retrieving relevant information
from large documents collection [11, 29]. However, patterns have specific characteristics, e.g.
containing different parts that express different kinds of information or patterns are linked
in a pattern language [11]. Therefore, various approaches have been developed to support
pattern selection. Weiss et al. identify the following shortcomings to existing approaches in
the domain of pattern selection support [11]:
• Additional effort in the authoring and selection process (e.g. meta-data required for
patterns) is required
• Pattern repositories require effort in maintaining and updating information
• Patterns are targeted at one specific user group (for instance developers)
• Collaboration and personalized recommendations are rarely supported
This is why they build the Pattern 2.0 service1, which is a composite service for simplifying
pattern selection. Pattern 2.0 addresses the previously outlined shortcomings with the fol-
lowing concepts [11]. The search is improved by using tagging and usage history. In addition,
community-generated content is used. This minimizes the effort in updating and maintaining
the pattern repositories. The service is orthogonal to the domain of patterns and their format.
Furthermore, it can be used in collaboration (usage data is shared between communities) or
in an isolated way (each community only uses recommendations that are based on their own
usage) [11]. Further details to the services can be found in [11].
The collaborative characteristics of e-Science are supported by the Patterns 2.0 service. Addi-
tionally, the concepts of Weiss et al. take the different domains within e-Science into account.
Therefore, we strongly recommend to consider these approaches of the Patterns 2.0 service,
when implementing a DSS in the domain of e-Science. However, these approaches are too
sophisticated for implementing them in this thesis and we do not use them.
12.0 is used in the name because there exist similarities to Web 2.0: the service includes tagging and other
community-generated content [11]
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3.2. Relationships Among Patterns
In Section 2.1, we can identify different kinds of relationships between patterns. Alexander
uses a hierarchical structure to organize the patterns. Therefore, there can be patterns on a
lower level that help to complete the patterns on the level above (see Figure 2). Gamma et al.
use a pattern format, that includes the attribute related patterns. Related patterns are closely
related or should be used in combination with the current pattern (see Section 2.1.2).
We see that different relationships are possible among patterns. However, we only focus on
relationships that are useful with regard to decision support. Decisions for one layer of the
eExperiment model influence the decisions on the layers below (see Section 2.3.3). We transfer
this concept to the domain of patterns, so that the status of a pattern influences the decisions
for the related patterns. After the selection of one pattern, all relationships of this pattern are
evaluated. Then the status of the related patterns gets updated. This reduces the amount of
possible patterns in the next step or emphasises specific patterns. At the beginning all pattern
have a neutral status. From a neutral status, a pattern may change to the following status:
highlighted, selected or deselected (see Section 5.1.1). By focusing on this pattern status changing
relationships, we build a basis for the DSS.
3.2.1. Classification of Relationships
We introduce the used terminology for classifying relationships shortly, since different ter-
minologies exist. Abhijit et al. state, that relationships in general can be classified by the
cardinality of the relationship and the degree of the relationship [87].
The cardinality of the relationship describes the minimum/maximum number of instances,
which must/can be associated with another instance [87]. Examples are one-to-one, one-to-many
or many-to-many relationships. We use one-to-one relationships for connecting the patterns of
the e-Science pattern catalogue.
The degree of a relationship describes how many entities participate. If only one entity par-
ticipates, the relationship is called unary. If n entities are participating, we have a n-ary
relationship. Currently, we do not see the need for self relations and therefore, we do not use
unary relationships. However, we always connect two patterns with a relationship. Hence,
we only use binary relationships [87].
Relationships among entities can either be unidirectional or bidirectional [82]. In unidirec-
tional relationships, only one entity has a property that refers to the other entity, whereas
in bidirectional relationships each entity has such a property [82]. We only use unidirectional
relationships for the e-Science pattern catalogue.
3.2.2. Relationships in the Domain of Patterns
Table 1 contains all relationships, that we want to use for the e-Science patterns. The column
name(s) contains the different names that are used by different authors for the relationship.
If we reuse a name for the e-Science pattern relationships in this thesis, we put it in bold
letters. In the column explanation we summarize the meaning of the relationship and present
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our extensions, if needed. In the introductory phase of this section we pointed out, that only
relationships can be reused, which lead to a status change of the related pattern. Therefore,
also the resulting status of the related pattern is displayed. Based on the findings here, we
will define the relationships for the e-Science patterns in Section 4.2.2.
Name(s) Explanation Status
Uses, Might Use, Com-
prises
A pattern uses another pattern. Highlighted
Must Use, Requires A pattern must use another pattern. For example
a pattern requires another pattern for its own solu-
tion.
Selected
Similar To, Alternative Both patterns address a similar problem by using
different solutions. We extend this relationship so
that also patterns that do not address a similar prob-
lem can be connected. We call this modified rela-
tionship Related To.
Highlighted
Conflicts Both patterns address a similar problem by using
different solutions. However, we extend the mean-
ing. Also patterns can be in conflict, which are not
addressing a similar problem.
Deselected
Refined By A more general pattern is refined by a more specific
pattern. It is the inverse relationship to the refines
relationship (see Table 2).
Highlighted
Table 1.: Different pattern relationships that we reuse for our e-Science patterns based on
[63, 76, 131].
There are other pattern relationships, which we do not use for this thesis. Since they might be
useful in another context, we also present the not used pattern relationships in Table 2.
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Name Explanation
Refines One specific pattern refines a general pattern.
Used By A smaller pattern is used by a larger pattern. The inverse
relationship of the Uses relationship.
Variant A variant pattern refines a more well-known pattern. When an
abstract pattern is instantiated, some ways are more common
for this instantiation. The most important variations can be
stored in a separate pattern. This pattern gets connected to
the original pattern via the variant relationship.
Variant Uses A variant of a pattern uses another pattern. This means, that
the other pattern is not used all the time.
Combines Two patterns are combined to solve a single problem, which
is not addressed yet by any other pattern.
Tiling Here a pattern uses itself.
Sequences of Elaboration This is a sequence of patterns or a fragment of a pattern
language.
Table 2.: Different pattern relationships that we do not use for our e-Science patterns based
on [63, 76, 131].
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This chapter addresses the core deliverable of this thesis – the e-Science pattern catalogue.
In Section 4.1, we describe our approach for developing the pattern catalogue. Out of
this approach, the concept for the pattern catalogue emerges. It comprises the pattern
format and the relationship types, as described in Section 4.2. Another result of the process
are the concrete e-Science patterns, the relationships among them and the structure, in
which the patterns are organized. Together, they build the e-Science pattern catalogue. The
catalogue is oriented towards eScienceSWaT, which is built around the three layers scientific
experiment model, IT experiment model and infrastructure of the eExperiment model (see Section
2.3.3). Therefore, it seemed suitable for us to use the layers as a rough structure for the
e-Science pattern catalogue. This is why Section 4.3 comprises the patterns on the level
scientific experiment model and Section 4.4 contains the IT experiment model patterns. Finally, the
infrastructure patterns are introduced in Section 4.5.
4.1. Development Approach
The e-Science pattern catalogue is one big deliverable of this thesis. Therefore, we recognize
the necessity to present our approach for developing the e-Science pattern catalogue. Our
approach starts with an information collection phase and building on top of that a pattern
generation phase, which leads to the e-Science pattern catalogue as shown in Figure 11. The
information collection phase is presented in Section 4.1.1 and the pattern generation phase is
introduced in Section 4.1.2.
4.1.1. Information Collection
The information collection phase evolved to 6 steps as shown in Figure 11. The whole infor-
mation collection phase is done in an iterative way, because we analyse various applications
for e-Science. Basically, for each application we perform an analysis, we extract information
and after that we store the information. Then we start over with the next application for
e-Science. At one point in time we stop with the collection of new information. We rather
focus on transforming the already collected information into patterns and then start with a
new information collection phase. The rationale behind this is that we want to avoid collect-
ing similar information that finally leads to an existing pattern. If we identified a pattern
already, it is easier to recognize the pattern already in the step analyse e-Science solutions. This
saves time, because we can skip the other steps of the information collection phase and start
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Figure 11.: This is an overview of the e-Science pattern catalogue development.
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over with new e-Science solutions. The information collection phase leads to an unstructured
document, an e-Science graph and problem-solution pairs. All this information builds the input
for the pattern generation phase, that is introduced in Section 4.1.2.
In the following, we describe each single step of the information collection phase and explain
how the whole information collection process evolved. However, we only collect structured
information at the beginning of the first iteration. It is difficult to store all information about
e-Science applications in a fixed table scheme. Therefore, we decide to replace task 3 with the
task collect unstructured information for all following iterations.
1. Analyse e-Science Solutions
First of all, we analyse various e-Science solutions in the domain of scientific workflows by
doing literature research. We realize, that different authors use varying levels of granularity
and diverse perspectives for describing their e-Science solutions.
2. Extract Information
After the analysis we need to extract the important information from the e-Science solutions.
At the beginning, we extract too much detailed information. For instance we also extract
information about the used programming language, middlewares or operating systems.
Later in the process, we realize that is hard to detect reoccurring problem-solution pairs on
this abstraction level. Therefore, we refine our extraction process and focus on high level
information about the e-Science applications.
3. Collect Structured Information
At the beginning we collect important information about e-Science solutions in a table. The
table contains columns for the domain, the used technology/model and the reason why this
technology/model was used. Additionally, advantages and disadvantages for the technologies/-
models are captured in the table. We have difficulties, to store all important information in
this table scheme. By using this fixed scheme, we also cannot connect the information chunks
to each other.
4. Collect Unstructured Information
Because we cannot connect the chunks of information to each other, when using a table with
a fixed scheme, we decide to replace the table with a new document. In this document we
collect the information in an unstructured way. However, we use colours and visual effects
for separating groups of information chunks. In addition, we use indent and colours for
grouping information. Unfortunately, the document is getting bigger and bigger, and it gets
harder to keep track of all collected information.
5. Create e-Science Graph
We collect unstructured information so far and realize that it is hard to stay on top of things.
We want to have an overview about the aspects of e-Science solutions that we have already
covered. Furthermore, we want to structure the information. This is why we decide to build
an e-Science graph, which provides an overview of the collected information. The e-Science
graph contains the following clusters of information: scientists, non-functional properties, data,
scientific experiment model, IT experiment model and infrastructure. The graph also helps to avoid
the collection of redundant information. At the same time we can identify missing aspects
by examining the e-Science graph. After that we can start over with step 1, the analysis of
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e-Science solutions, with focus on the missing aspects in e-Science solutions. The details and
references to the sources are still stored in the document containing unstructured information.
We recognize that the unstructured information in combination with the e-Science Graph do
not provide us with sufficient support for identifying patterns.
6. Detect Problem-Solution Pairs
Currently, we collect information about e-Science solutions in an unstructured manner. In
addition, we have an e-Science graph, which provides an overview about the collected infor-
mation. Nevertheless, we want to generate e-Science patterns from the collected information.
Figure 3 in Section 2.1 visualizes the concept of abstraction from concrete solutions and
problems for generating patterns. This is why we focus on the identification of concrete
problem-solution pairs now. We either highlight problem-solution pairs in the document
containing the unstructured information or we transform the collected information into
problem-solution pairs.
4.1.2. Pattern Generation
Similar to the information collection phase, also this phase is done in an iterative way. We
extract a few patterns from the problem-solution pairs, we refine the patterns and we structure
the patterns. Then we define the relationships among the patterns and insert the patterns in
the pattern catalogue. Then we start over with the extraction of new patterns. However, the
iteration also affects the pattern in the e-Science pattern catalogue. Patterns can always be
refined by using a more suitable pattern name or providing a better example. In addition,
when new patterns are inserted into the e-Science pattern catalogue, this can require adding
new relationships to existing patterns. Furthermore, the structure of the pattern catalogue
changes over the time, when new patterns are added to the catalogue. This can be due to more
suitable groupings of patterns or splitting a group of patterns in two groups. Initially, we
also thought about iterating over the two phases information collection and pattern generation.
Certainly, we realize that the amount of information that we collected, is sufficient. Only in a
few cases we step back to the information collection phase, and therefore we do not visualize
this in Figure 11. In the following we describe each of the steps of the pattern generation
phase.
7. Extract Patterns
At one point we decide to stop collecting new information, but rather carve out the patterns.
However, before carving out patterns, we need to define a pattern format. Since the pattern
format is one final result of the overall process, we put it in a separate section (see Section
4.2). Once the pattern format is available, we abstract from the concrete problem-solution
pairs to generate the patterns.
8. Refine Patterns
Pattern writing is an iterative approach. We change the values of the pattern attributes again
and again to improve the quality of the pattern. In addition, the pattern name can describe the
problem, the solution or the desired characteristics. For example, we can name a pattern low
data quality (describes the problem), improve data quality (describes the solution) or high data
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quality (describes the desired state). When the pattern catalogue is growing, we sometimes
need to reorder certain patterns. If some patterns of a group use the problem description as
name and others use the solution as the pattern name, this can lead to misunderstandings.
We need to make sure, that patterns within one group follow the same logic for deriving the
pattern name.
9. Organize Patterns
In Section 2.3.3 we introduced eScienceSWaT, which is built around the three layers scientific
experiment model, IT experiment model and infrastructure of the eExperiment model (see Figure
8). Therefore, it seemed suitable for us to use the layers as a rough structure for the e-Science
pattern catalogue. However, we also need to define a more granular structure within each
layer. The e-Science graph helps to structure the patterns, because it also contains a structure.
Nevertheless, several iterations were required for generating the target structure. If new
patters are added to the catalogue, this can require a change of the structure, e.g. a new
category has to be defined or an existing category has to be renamed. In addition, patterns
need to be moved to a more suitable category. A holistic view on the structure of the e-Science
pattern catalogue comprising all patterns is presented in Appendix A.
10. Define Relationships Among Patterns
In this step we define the relationships among the e-Science patterns. First of all, we need
to determine what kind of relationships are useful for the e-Science patterns. We decided
to use unidirectional binary one-to-one relationships (see Section 3.2.1). Section 3.2.2 builds
the foundation for the relationships among the e-Science patterns. Since these relationships
are one important result in the context of this thesis, we put them into a separate section
(see Section 4.2.2). Once we defined these relationships, we can apply them to the e-Science
patterns.
4.2. Pattern Format and Relationships
This section comprises the pattern format for the e-Science patterns, which is presented in
Section 4.2.1. In addition, Section 4.2.2 introduces the different relationships that we use to
connect the e-Science patterns.
4.2.1. Pattern Format
We decide to focus on the most important attributes in the first step. Section 2.1 shows, that
more useful attributes exist. Table 3 shows the specified format for the e-Science patterns. We
describe a few attributes in more detail, where we think that this is required.
The name of the pattern is unique across the catalogue. Furthermore, the pattern name
can describe the problem, the solution or the desired characteristics as described in Section
4.1.2. The pattern name has to be unique across the pattern catalogue. This helps to avoid
misunderstandings, when natural scientists and IT professionals use the pattern name in their
vocabulary, when they talk about e-Science solutions.
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Attribute Explanation
Name Unique Identifier
Classification Layer of the eExperiment model, to which the pat-
tern is allocated
Intent Summarizes the purpose of the pattern
Problem Captures the problem
Context Setting where the pattern can be applied
Solution Explanation how the problem is solved
Relationships List of relationships to other patterns
Example An example where the pattern is applied
Table 3.: This is the format used to specify the e-Science patterns.
The attribute classification can take one of the values: Scientific Experiment Model, IT Experiment
Model or Infrastructure.
The attribute example provides an example, where the pattern is applied. Often, this is only a
reference to another paper or book, where the pattern is used.
4.2.2. Pattern Relationships
In Section 3.2.2 we introduced relationships, which were used in related works and we also
stated which of them we want to reuse. Now we want to explicitly define, how we reuse the
relationships and which semantics each relationship has. Since the relationships are used to
support the decision making process, it is helpful to understand the role, which they play
in the DSS (see Section 5.1.1). Figure 12 is used to make the explanation of the different
relationships more tangible.
X 
<Relationship Type> 
Y 
Figure 12.: This is an example for a relationship.
<Uses> If a pattern X has a <Uses> relationship to Y, it can optionally make use of Y
in its solution. For instance the heterogeneous data pattern uses the patterns
data transformation or semantic mediation. The relationship <Uses> is not as
strong as the <Requires> relationship.
<Requires> Pattern X requires Y. This means, that Y also has to be applied, when X is
applied. This can be due to side effects, which arise when X is applied. There-
fore, Y is required to solve these side effects. Additionally, the <Requires>
relationship can have the meaning, that Y has to be selected as a precondition,
so that X can be applied. An example in the e-Science pattern catalogue for
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the <Requires> relationship is found in the low data quality pattern. It is used,
when the data quality of the currently available data sets is not sufficient for
achieving reliable scientific results. This requires an action to solve this prob-
lem and therefore the low data quality pattern has a <Requires> relationships
to the patterns data quality gate and data quality improvement.
<Related To> <Related To> replaces the similar to/alternative relationship, which was de-
scribed in Section 3.2.2. Whereas similar to/alternative connects patterns, which
address a similar problem by using different solutions, the <Related To> rela-
tionship goes beyond this. The <Related To> relationship connects X with Y,
when Y is somehow related to X. For example Y addresses a similar problem
by using a different solution or it is quite common to apply Y, when X is
applied.
<Conflicts> X has a <Conflicts> relationship to Y, when Y solves a similar problem by
using a different solution and they both cannot be applied together. In
addition, X can have a <Conflicts> relationship to Y, even when they do not
solve a similar problem. This just means that these patterns can never be
applied together.
<Refined By> X is refined by Y. This means that Y is a more specialized version of X. For
example Y is specialized for a domain or a specific case. Therefore, the user
should check, if the refining pattern is more suitable.
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Figure 13.: This shows the visualization of a structure element.
In order to organize the patterns, we need to have additional structure elements. These
structure elements are part of the e-Science pattern catalogue. They increase the usability
by grouping similar patterns. In the textual description, the section build these structure
elements, which organize the patterns. The graphical overview contains elements with dotted
lines, that represent the structure elements as shown in Figure 13.
45
4. e-Science Pattern Catalogue
4.3. Scientific Experiment Model
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Figure 14.: This is an high level overview of the e-Science experiment model patterns.
In Figure 14 we give an overview of the structure of this section. This section comprises our
e-Science patterns on the level of the scientific experiment model.
4.3.1. Natural Way of Doing Research
This section comprises the natural way of doing research patterns. Figure 15 gives an overview
of the different research approaches.
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Figure 15.: This is an overview of the e-Science natural way of doing research patterns.
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Trial and Error
Name Trial and Error
Classification Scientific Experiment Model
Intent Helps to solve problems or discover new things in an unstructured way.
Problem Scientists know the goal of their research, but they do not know the exact
way for achieving the goal [104]. They try a certain parameter configuration.
If this does not lead to a satisfying result, they want to try a variation of the
parameters. However, they do not follow a methodology and therefore, the
e-Science solution needs to be flexible to support this way of doing research.
Context Scientists that want to discover new things.
Solution Provide an e-Science solution that supports a trial and error approach.
Example Karastoyanova et al. present a workflow environment, which supports the
trial and error approach of scientists for developing experiments [104].
Relationships <Uses> Varying Analysis Granularity
<Uses> Experiment Steering
<Uses> Monitoring of Experiment Status
<Uses> Suspend and Resume
Name Varying Analysis Granularity
Classification Scientific Experiment Model
Intent Helps to build an eExperiment, which is flexible with regard to the depth of
the analysis of data.
Problem How to support the scientists in spontaneously analysing data in more detail?
Context Scientists that require analysis of data on different levels. There are not
enough resources to analyse all the data on the finest level.
Solution Different approaches are possible here. The experiment steering pattern is used,
so the scientists can determine the level of granularity during runtime. The
second possibility is to use the data refinement pattern. Here, the analysis
granularity is determined by the system automatically. The system checks
for patterns in the data and it adapts the analysis granularity accordingly.
Example In [38], dynamic and adaptive workflows for mesoscale meteorology are
described, which use varying analysis granularity.
Relationships <Uses> Data Refinement
<Uses> Experiment Steering
Name Experiment Steering
Classification Scientific Experiment Model
Intent Enables the steering of an eExperiment during runtime by scientists.
Problem During runtime scientists want to steer the eExperiment by changing param-
eters [94].
Context Scientists that want to make changes to the eExperiment during runtime.
Solution First of all the eExperiment status needs to be made visible to the scientists.
The information about the status of the eExperiment is required, in order
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to decide which parameters to change. In addition, a mechanism that can
process external parameters during runtime needs to be implemented.
Example Mattoso et al. describe how users can steer experiments during runtime [70].
Relationships <Requires> Monitoring of Experiment Status
<Uses> Suspend and Resume
Name Monitoring of Experiment Status
Classification Scientific Experiment Model
Intent Helps to make the eExperiment status visible for the scientists.
Problem How can the scientists monitor the status of the eExperiment?
Context Scientists, that want to get information about the status of their experiment
during runtime. This is especially important for long running experiments.
Solution Implement a mechanism for making the eExperiment status visible. This can
be done by a textual status update or by visualization of the status.
Example Activities in the workflow model are inked according to their execution state
[104].
Relationships <Uses> Event-based Monitoring
<Uses> Visual Monitoring
Name Suspend and Resume
Classification Scientific Experiment Model
Intent Helps to make the eExperiment more dynamic.
Problem During runtime, the scientists decide to make changes on the eExperiment.
This is especially important for long running experiments, where the likeli-
hood of changes is higher. Therefore, they have to stop the eExperiment and
apply the changes. After that, the eExperiment is run again from the start,
although the changes influenced only parts of the eExperiment.
Context Scientists that want to make changes to an eExperiment after it was started.
Solution Implement a mechanism, that stores intermediate results and makes it possi-
ble to start the modified eExperiment model from intermediate results.
Example Karastoyanova et al. describe the spontaneously re-execution of activities in
workflows within e-Science [107].
Concurrent workflow evolution is introduced by Sonntag et al. in [106].
Relationships -
One-Factor-at-a-Time Approach
Name One-Factor-at-a-Time
Classification Scientific Experiment Model
Intent Helps to understand dependencies between input parameters and outputs
by trying all parameter configurations.
Problem Several input parameters can be modified. Which configuration of the input
parameters leads to the best result?
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Context The parameters for an experiment can be controlled by the scientists.
Solution Only one input parameter is changed at a time. Then the next input parameter
is changed. By trying all the combinations, one configuration of the input
parameters will lead to the best result [40]. This can be automated, so the
scientists do not have to change the parameters manually. For defining the
range of input parameters the application plug-ins pattern can be used.
Example -
Relationships <Uses> Application Plug-ins
Design of Experiments Approach
Name Design of Experiments
Classification Scientific Experiment Model
Intent Helps to understand dependencies between input parameters and outputs
with minimal effort.
Problem Several input parameters can be modified. How to identify an approximation
for the best configuration of input parameters with less resources?
Context The parameters for an experiment can be controlled by the scientists.
Solution Define different levels for the input parameters. Now the input parameters
cannot take any value, but only the values which are defined by the levels.
This reduces the overall amount of possible input configurations compared
to OFAT. However, since the input parameters do not take all possible values,
the best configuration might not be determined. The design of experiments
approach delivers an approximation of the best configuration of input pa-
rameters. For defining the range of input parameters the application plug-ins
pattern can be helpful.
Example Full factorial design: All possible configurations of the different input parame-
ters with their levels are tested [40].
Fractional factorial design: Only a subset of all levels of input parameters is
used [40].
Relationships <Uses> Application Plug-ins
Further User Characteristics
Name Modelling Choices
Classification Scientific Experiment Model
Intent Helps to create a modelling environment, that fits the needs of the researchers.
Problem Different researchers prefer different ways of modelling. Some researchers
are used to model the experiment on a higher level. For instance biologists
are used to high-level Web portals [94]. Scientists from the domain of physics
are also interested in the low-level computational techniques. In addition, the
physicists typically also want to understand the low level details of high-end
computers which they use for their research [94].
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Context An eExperiment that involves different scientists which prefer different ways
of modelling.
Solution Provide a modelling environment, which enables different ways for mod-
elling the same experiment.
Example In [28], workflows can be modelled on a high-level in a first step. The high-
level representation is independent from the actual execution environment.
Later on, once the execution environment is defined, the high-level represen-
tation can be refined. The refinement goes down to an executable workflow,
which also contains all necessary information about the resources. Dependent
on the skills of the scientists, they can choose their level of modelling. The
mapping to the lower level is either done in a (semi-) automated way or by
experts in this area [28].
Relationships -
Name Experiment Interface
Classification Scientific Experiment Model
Intent Helps to choose a suitable interface to the eExperiment.
Problem Some researchers prefer a specific way of interacting with IT systems. E.g.
some physicians prefer commando line based tools and some biologists prefer
high-level Web portals [94].
Context Scientists that require an interface to the eExperiment.
Solution Investigate which kind of interface the different scientists usually work with
and prefer.
Example Some biologist prefer high-level Web portals [94].
Relationships <Uses> Command Line Tools
<Uses> Graphical User Interface
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4.3.2. Data
This section presents the data patterns on the level scientific experiment model. Figure 16
provides an overview of these patterns.
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Figure 16.: This is an overview of the e-Science data patterns within the level scientific
experiment model.
Data Characteristics Pattern
Name High Dimensional Data
Classification Scientific Experiment Model
Intent Helps to handle high dimensional data.
Problem Data has many dimensions and requires massive resources in order to be
analysed [96].
Context Analysis of high dimensional data within e-Science.
Solution Use algorithms to reduce the dimensions of the data and transform the data
in a format, which eases the data processing.
Example In [96], Ruan et al. introduce Multidimensional Scaling (MDS) to reduce the
dimensions of the data.
Relationships <Uses> Reduce Dimensions
Name Massive Data
Classification Scientific Experiment Model
Intent Helps to handle massive data.
Problem The analysis of massive data on one machine takes too much time. Addition-
ally, the result set can be very huge and this makes it hard to analyse for the
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scientists.
Context Scientists want to analyse massive data within e-Science.
Solution The work is distributed to different machines, to reduce the overall data
processing time. In order to analyse the huge result set, the result data
is visualized. Also check, if the pattern varying analysis granularity or data
refinement can be applied.
Example In [38] massive data is analysed.
Relationships <Uses> Data Visualization
<Uses> Master-Worker
<Uses> MapReduce
<Uses> Data Refinement
<Uses> Varying Analysis Granularity
Name Heterogeneous Data
Classification Scientific Experiment Model
Intent Helps to handle data that comes from various sources in various formats.
Problem In e-Science researches reuse data from other researchers. The data format
was defined from the creator of the data. So the data format fits for the
original purpose. If scientists reuse data with many different formats, this
requires intelligent data transformation for minimizing the (manual) effort.
Context Non standardized data is reused for an eExperiment. The data sets have
many different formats.
Solution Use the pattern data transformation and/or the pattern semantic mediation.
Example Heterogeneous data is analysed in [75].
Relationships <Uses> Data Transformation
<Uses> Semantic Mediation
Name Low Data Quality
Classification Scientific Experiment Model
Intent Helps to improve the data quality.
Problem In e-Science researches reuse data from other researchers. Sometimes the
data quality is not sufficient for the use. The data needs to be checked, if the
quality is sufficient. In addition, many computations contain sequences of
format translations and therefore, intermediate results can be incorrect need
to be checked as well [123].
Context There is a high chance that data has low quality and this data is reused for an
eExperiment. Intermediate results are incorrect.
Solution Implement a mechanism that can identify the low data quality. After this, a
mechanism to improve the data quality needs to be implemented.
Example -
Relationships <Requires> Data Quality Gate
<Requires> Data Quality Improvement
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Data Input
Name Data Files
Classification Scientific Experiment Model
Intent Helps to integrate data into the eExperiment
Problem How to integrate data into the eExperiment?
Context Scientists that want to integrate data into an eExperiment.
Solution The data is stored in data files, which are analysed by the e-Science solution.
Example Scientists upload data files via a Web form to an e-Science application in [75].
Relationships -
Name Data Flow
Classification Scientific Experiment Model
Intent Helps to integrate data into the eExperiment
Problem How to integrate data into the eExperiment?
Context An eExperiment that involves always on scientific instruments that produce a
continuous data flow [127].
Solution Use the data refinement or the instrument control pattern. When there is contin-
uous data flow involved, the specifics for updating the experiment model
need to be considered as well. In this case check, if the model update strategies
pattern can be applied.
Example Brooke et al. describe a continuous data flow workflow application in [18].
Relationships <Uses> Data Refinement
<Uses> Instrument Control
<Uses> Model Update Strategies
Name Database
Classification Scientific Experiment Model
Intent Helps to integrate data into the eExperiment
Problem How to integrate data into the eExperiment?
Context Scientists that want to use data from databases within their eExperiment.
Solution Establish connection to databases and retrieve data.
Example In [25], biologists use databases containing observation data.
Relationships -
Name Data Find Tool
Classification Scientific Experiment Model
Intent Helps the scientists to find appropriate data sets.
Problem Scientists have access to many different data sets. Searching over the file
names is not sufficient for finding the appropriate data set.
Context Scientists, that have access to many different data sets.
Solution Provide a data find tool, which enables the search over meta-data attributes.
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Example In [19], scientists have access to gravitational wave data. This data comes from
different gravitational wave data detectors. In this case meta-data attributes
like start and end time of the gravitational wave data recording are available.
The scientists can also search over this meta-data attributes.
Relationships <Requires> Resource Catalogue
<Requires> Resource Discovery
Data Visualization
Name Data Visualization
Classification Scientific Experiment Model
Intent Supports the scientist in understanding data.
Problem Massive data leads to many intermediate and to many end results. If there is
too much data, it is hard to understand the data without a visualization.
Context Scientists that analyse massive data.
Solution Provide a visualization for the data.
Example Newman et al. provide a visualization for scientists in the domain of animal
tracking [75]. The visualization e.g. shows location data for one or more
animals.
Relationships -
4.3.3. Improve Collaboration
This section comprises the improve collaboration patterns. Figure 17 gives an overview of the
different patterns.
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Figure 17.: This is an overview of the e-Science improve collaboration patterns.
Name Improve Collaboration
Classification Scientific Experiment Model
Intent Helps to improve the communication between different scientists that work
in an e-Science project.
Problem Different scientists work together in an e-Science project. How to make the
eExperiment comprehensible for all scientists and how to update them with
the latest status of the eExperiment?
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Context An eExperiment that involves different scientists.
Solution Provide the scientists with a communication platform, where they can discuss
the latest status of the eExperiment or where they can put intermediate results.
Furthermore the involved scientists should know, which other scientists
require which data sets at which point in time. In addition, the ontologies
pattern should be considered in such research projects.
Example Wallis et al. analyse the life cycle of e-Science collaboratory data in [124].
They identify a life cycle of data, that helps to understand the whole data
flow within the collaboration.
In [8], Belloum et al. introduce the virtual laboratory for e-Science. This
framework also improves the sharing across different scientific domains.
Relationships <Uses> Ontologies
<Uses> Communication Platform
<Related To> Ease Access
Name Ease Access
Classification Scientific Experiment Model
Intent Helps to support the different scientists and stakeholders of a research project
to access results, intermediate results and IT systems.
Problem Scientists work together in an inter disciplinary research project. Scientists
and stakeholders have trouble to access results and intermediate results at the
right point in time. Firstly, the results are spread across different machines
and in addition access rights to the machines are difficult to get [109, 124]. In
addition, people fluctuate and other researchers do not have the necessary
rights to access the systems and cannot continue the research [109].
Context An e-Science project that involves different IT systems. Additionally, it is
expected that scientists join the project and leave the project.
Solution Identify the life cycle of data. Then identify which persons need to have
access to which data sets. Finally, suitable access rights can be granted. Use
the role based access pattern in combination with the single sign on pattern.
Example In an international cancer research project, role based access was implemented
[109].
Relationships <Uses> Single Sign-On
<Uses> Role Based Access
<Related To> Resource Catalogue
Name Improve Working in Parallel
Classification Scientific Experiment Model
Intent Supports scientist to work in parallel on one eExperiment.
Problem Scientists work on one eExperiment. They want to work in parallel on things
like eExperiment model or IT model. This needs to be supported.
Context An eExperiment that involves different scientists, that want to work in paral-
lel.
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Solution Consider the required parallel working, when designing an e-Science solu-
tion.
Example If scientists want to work in parallel on a model, this could be realized
with different model versions. In [106], the authors introduce a concept
for migrating a running workflow instance to a new model. This is not an
example for a full solution to the parallel working problem, but it can be used
as a starting point.
Relationships -
Name Improve Documentation
Classification Scientific Experiment Model
Intent Helps to improve the documentation and therefore, the reproducibility of
results.
Problem Results of eExperiments are published, but not the different models and data
sets, that were used to achieve the results. Other scientists cannot easily
reproduce the results.
Context Scientists, that want to improve the documentation of the eExperiment.
Solution Implement a mechanism to document the eExperiment on different levels.
This involves e.g. the storing of meta-data, intermediate results, end results
and the used calculations.
Example In [125], a provenance-aware geographic information system is described.
Relationships <Uses> Data Provenance
4.3.4. Non-functional Properties
Figure 18 displays the non-functional properties patterns, which are presented in this section.
Natural Way of 
Doing Research
Trial and Error
One Factor at a 
Time
Design of 
Experiments
Further User 
Characteristics
Data Pattern
Data Characteristics
Data Visualization
Data Input
Non-functional 
Properties
Reduce Time
Reduce Cost
Long Running 
Experiments
Improve 
Collaboratio
Improve 
Collaboration
Ease Access
Improve Working in 
Parallel
Used for 
Structuring 
Only
Pattern
Scientific 
Experiment Model
Natural Way of 
Doing Research
Data
Non-functional 
Properties
Improve 
Collaboration
Used for 
Structuring 
Only
Pattern
Used for 
Structuring 
Only
Pattern
Used for 
Structuring 
Only
Pattern
Used for 
Structuring 
Only
Pattern
Scientific 
Experiment Model
Scientific 
Experiment Model
Scientific 
Experiment Model
Scientific 
Experiment Model
Improve 
Documentation
Figure 18.: This is an overview of the e-Science non-functional properties patterns.
Name Reduce Time
Classification Scientific Experiment Model
Intent Helps to reduce the overall time span of an eExperiment.
Problem Scientists want to shorten the time to new knowledge.
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Context Scientists that want to conduct an eExperiment.
Solution Use design of experiments to reduce the amount of iterations of the eExperi-
ment. In addition, a parallel data processing pattern can help to reduce the
processing time.
Example Parallelism is exploited to reduce processing time in [9].
Relationships <Uses> Design of Experiments
<Uses> Master-Worker
<Uses> MapReduce
<Uses> Single Program Multiple Data
Name Reduce Cost
Classification Scientific Experiment Model
Intent Helps to reduce the overall cost of an eExperiment.
Problem The cost is too high or budget is too low.
Context Scientists that want to conduct an eExperiment.
Solution Use design of experiments to reduce the amount of iterations of the eExperiment.
In addition, use the infrastructure as a service pattern to reduce cost for the
infrastructure.
Example Yuan et al. develop a cost-effective datasets storage strategy in [129].
Relationships <Uses> Design of Experiments
<Uses> Infrastructure as a Service
Name Long Running Experiments
Classification Scientific Experiment Model
Intent Helps to design a stable long running eExperiment
Problem Software as well as hardware might fail. With increasing runtime of an
eExperiment, there is a higher chance of a failure and there is a higher chance,
that the scientist wants to make changes on the eExperiment.
Context Scientists that want to conduct a long running eExperiment.
Solution Use the patterns partition-level failure recovery. If a failure occurs, only the
current partition has to be restarted. For increasing the flexibility of the
eExperiment to changes by scientists use the suspend and resume pattern.
Example Long running workflows are introduced in [28].
Relationships <Requires> Partition-Level Failure Recovery
<Requires> Suspend and Resume
<Uses> Static Partitioning
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4.4. IT Experiment Model
Figure 19 depicts the structure of the e-Science patterns on the level IT experiment model, which
are introduced in this section.
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Figure 19.: This shows the different groups of patterns within the e-Science IT experiment
model patterns.
4.4.1. Simple Scripts & Control Functionality
Name Simple Scripts & Control Functionality
Classification IT Experiment Model
Intent Helps to perform e-Science with little programming.
Problem How to perform e-Science with little programming for the end-user?
Context Scientists, that require automation for their eExperiment.
Solution Scientists have typically software code, e.g. C/C++ or Fortran code, that
they run on computational resources [94]. In order to control the execution
of these codes, they use simple scripts that provide control functionalities.
These control functionalities are for example If-Then-Else, Do-N or Do Repeat.
Example In [94], an e-Science application is described, that uses the Do-N functionality.
The output of the previous job is used as input to the subsequent job.
Relationships -
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4.4.2. Application Plug-ins
Name Application Plug-ins
Classification IT Experiment Model
Intent Helps to perform e-Science
Problem How to set parameters for an eExperiment without programming for the
end-user?
Context Scientists that want to create an eExperiment. These scientists want to control
the parameters but they do not want to write any scripts or code.
Solution In [94], Riedel et al. define application plug-ins, that make it easy to e.g.
submit jobs to Grid infrastructures. In addition, job specific options or the
configuration options of the scientific applications can be set via a convenient
Graphical User Interface (GUI). For instance controls like check-boxes or lists
are used to selected the number of nodes and processors for a job.
Example An example is the GridSphere Web portal [77].
Relationships <Uses> Graphical User Interface
4.4.3. Workflows
This section introduces the workflow patterns, which are also shown in Figure 20.
Name Workflows
Classification IT Experiment Model
Intent Helps to perform e-Science
Problem How to achieve a high automation of an eExperiment, which requires data
management and computational tasks in conjunction with several numerous
control functionalities [94]?
Context Scientists that want to create an eExperiment with a high degree of automa-
tion.
Solution Use workflows [94].
Example Quantitative structure-activity relationships (QSAR) workflows are used in
the domain of healthcare [94].
Relationships -
Modelling
Name Abstract Workflows
Classification IT Experiment Model
Intent Helps the end user to model a workflow on a high level without the need of
programming.
Problem How to effectively create workflows without programming?
Context Scientists want to create workflows for an eExperiment.
Solution Oinn et al. point out, that in such a case, a useful high-level representation
of the workflows to the scientists is required. The scientists should be able
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Figure 20.: This is an overview of the e-Science workflow patterns.
to coordinate a variety of resources. Especially, it is important to present the
workflows from a problem-oriented view. The scientists are used to think in
terms of the data, which is consumed and produced. According to this data,
they want to connect the workflow components [81].
Example In [81], the architecture of a workflow system in the domain of life science is
presented. For the end-user abstraction level the Simple Conceptual Unified
Flow Language (SCUFL) is used. SCUFL is a workflow language, that links
applications from a data flow point of view. It defines a graph, that reflects
the data interactions between different components [80]. The scientists also
have to choose, which analysis they want to do on the selected data. Rather
than using services directly for the analysis, Oinn et al. added another layer,
which provides shallow descriptions of the services [81]. This helps to hide
the low level details from the scientists.
Relationships <Requires> Abstract To Concrete Workflow Mapping
<Related To> Reuse Workflow Fragments
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Name Abstract to Concrete Workflow Mapping
Classification IT Experiment Model
Intent Helps to transform abstract workflows to executable workflows.
Problem High level workflows cannot be executed. They need to be mapped to
executable workflows.
Context Scientists that model abstract workflows within e-Science.
Solution Implement a mapping from abstract to concrete workflows.
Example Oinn et al. use SCUFL at the end-user abstraction level [81]. SCUFL has an
extensible processor plug-in architecture. In these processors, the concrete
mappings to the lower level are implemented. For instance, a processor can
use a Java Database Connectivity (JDBC) connection to access predefined
queries over a relational database [81].
Relationships -
Name Reuse Workflow Fragments
Classification IT Experiment Model
Intent Helps to fasten the creation of workflows.
Problem How to fasten the creation of workflows?
Context Scientists that want to create a workflow.
Solution Provide workflow fragments to the scientists, so they can reuse them.
Example Hategan et al. describe a workflow component repository, which enables
the reuse of components. These components can either be maintained by a
community of researchers or by a single researcher [64].
Relationships <Uses> Resource Catalogue
<Uses> Resource Discovery
Name Semantic Workflow Composing Support
Classification IT Experiment Model
Intent Helps to reduce the manual effort for the scientists when composing different
services into a workflow.
Problem How to reduce the manual effort for the scientists when composing different
services into a workflow?
Context Scientists that want to create a workflow by composing services, that require
semantically and structurally different data sets [16].
Solution Bowers et al. propose to annotate the input and output of services with a
structural type, a semantic type and a registration mapping. Allowable data
values for output and input are described in the structural type. The seman-
tic type contains conceptual information of input and output. Properties
and concepts of an ontology express the semantic input and output. The
registration mapping links the structural types with the semantic types [16].
Example In [16], a framework that provides semantic workflow composing support is
presented.
Relationships <Uses> Semantic Mediation
<Requires> Ontologies
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Static Optimization
Name Workflow Pruning
Classification IT Experiment Model
Intent Helps to preoptimize the runtime execution.
Problem How to shorten the execution time of a workflow?
Context A workflow that contains elements which do not contribute to the final result.
Solution Implement a mechanism, that detects components of a workflow, which do
not contribute to the final result [72]. This can be e.g. redundant components
within a workflow.
Example -
Relationships -
Name Workflow Ordering
Classification IT Experiment Model
Intent Helps to preoptimize the runtime execution.
Problem How to shorten the execution time of a workflow?
Context A workflow, in which the order of tasks is not optimized yet.
Solution Implement a mechanism, that automatically reorders the components of a
workflow in order to improve efficiency [72].
Example -
Relationships -
Name Workflow Substitution
Classification IT Experiment Model
Intent Helps to preoptimize the runtime execution.
Problem How to shorten the execution time of a workflow?
Context A workflow that contains inefficient tasks.
Solution Implement a mechanism, that can detect inefficient components within a
workflow. These inefficient components can be replaced by more efficient
components. In addition, some computations can be replaced by results of
other eExperiments, that contain the same calculation.
Example A finite-element solver gets a sparse matrix as input, which is diagonally
dominant. The basic implementation uses a Jacobi Solver. With the help of
workflow substitution, the Jacobi Solver is replaced by a Conjugate Gradient
Solver that it is more efficient for such a matrix [72].
Relationships <Uses> Reuse of Results
Name Reuse of Results
Classification IT Experiment Model
Intent Helps to preoptimize the runtime execution by reusing result that were
previously calculated.
Problem How to shorten the runtime of the workflow execution?
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Context A workflow that produces data sets. Data products from other eExperiments
are available and can be reused.
Solution Determine, which already available data products can be reused in the work-
flow, so that they do not have to be recalculated.
Example Deelman et al. describe the Pegasus system, which replaces calculation steps
with data products from previously executed workflows [28]. First of all, a
data catalogue is required. It stores results and intermediate results of other
eExperiments. Before the workflow is executed, Pegasus consults the data
catalogue in order to determine the already available data products. If data
products are available, they replace the corresponding components in the
workflow. If the final result is already available, the workflow is not executed
at all [28].
Relationships <Related To> Data Provenance
<Related To> Resource Catalogue
Name Static Partitioning
Classification IT Experiment Model
Intent Helps to reduce the overall runtime of a workflow in a dynamic environment.
Problem In dynamic execution environments it is hard to plan which resources are
available in the future. In the future, the resources might be overloaded or
cannot be accessed anymore [28].
Context Long running workflows in a dynamic execution environment.
Solution The workflow is partitioned before execution. This is called static partitioning.
For each partition, the WfMS is called and maps the portions inside the
partition at a time to resources. This is also called deferred mapping [28].
Example -
Relationships -
Runtime Optimization
Name Task Clustering
Classification IT Experiment Model
Intent Reduce system overheads for small task computation and optimize the overall
workflow execution time.
Problem Some workflows contain very fine-grained tasks. The scheduling mechanism
needs more resources than the computation of the small single task.
Context Workflow that contains many fine computational granularity tasks.
Solution Merging multiple small tasks into a single job. This reduces the scheduling
overhead [22].
Example Chen et al. describe different methods for balanced task clustering for scien-
tific workflows [22].
Relationships -
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Reliability
Name Partition-Level Failure Recovery
Classification IT Experiment Model
Intent Helps to minimize the overall runtime, because when a failure occurs not the
whole workflow needs to be restarted.
Problem How to handle long running workflows that can fail?
Context A long running workflow that might fail.
Solution Partition the workflow. If the tasks within a partition are executed, the pa-
rameters are saved. Also the intermediate results that belong to this partition
need to be stored. If a failure happens inside the partition, only the partition
has to be restarted and not the whole workflow [28].
Example In [28], Deelman et al. implement a partition-level failure recovery in Pegasus.
Relationships -
4.4.4. Data
This section comprises the data patterns on the level IT experiment model. They are shown in
Figure 21.
Data Quality
Name Data Quality Gate
Classification IT Experiment Model
Intent Helps to detect data quality issues in the used data.
Problem How to determine, if the data quality is sufficient for the eExperiment?
Context Data quality issues within an eExperiment.
Solution Implement a mechanism, that checks the data quality and makes low data
quality visible.
Example In [25], several algorithms are used to detect data quality issues in biological
observation databases.
Relationships <Related To> Data Quality Improvement
Name Data Quality Improvement
Classification IT Experiment Model
Intent Helps to improve the quality of the used data.
Problem Data quality gates detect data quality issues. The data quality needs to be
improved in order to achieve reliable scientific conclusions [25].
Context Data quality issues within an eExperiment.
Solution Here several solutions are possible. Ideally, the quality of the source data can
be improved. In e-Science this can be hard, since data from other researchers
is reused. If the source data quality is sufficient and the intermediate results
are not correct, the data quality can be improved by changing the computation
in between.
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Figure 21.: This is an overview of the e-Science data patterns within the level IT experiment
model.
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Example In [25], Cugler et al. introduce a geographical approach for improvement of
meta-data quality in biological observation databases.
Relationships <Uses> Data Quality Gate
Data Heterogeneity Handling
Name Data Transformation
Classification IT Experiment Model
Intent Helps to reduce the manual effort for data transformation.
Problem Scientists in e-Science use several data input formats and they apply several
calculation steps on this data. A lot of work has to be undertaken, to adapt
the calculation logic for every input format and/or transform the data manu-
ally into suitable formats. It gets even worse, when the adaptation is done
manually.
Context Scientists, that apply analysis steps to heterogeneous data.
Solution A sophisticated solution is the use of the semantic mediation pattern. Some-
times, the definition of an intermediate format might be sufficient. Map all
input data to this format first and then do the analysis based on the interme-
diate format.
Example Deelman et al. use an intermediate format for transforming mosaics in the
domain of astronomy [9].
Relationships <Uses> Semantic Mediation
Name Semantic Mediation
Classification IT Experiment Model
Intent Helps to reduce the manual effort for integrating heterogeneous data into the
eExperiment.
Problem Scientists in e-Science reuse heterogeneous data from other researchers. Be-
fore they can use the data, they need to put lots of effort into the integration
and synthesizing of the data [16].
Context Scientists, that reuse heterogeneous data within e-Science.
Solution Annotate the data with semantic types. Properties and concepts of an ontol-
ogy express the semantic types. Based on these semantic types, the data can
be transformed between heterogeneous local schemas into a global schema
[16].
Example In [16], an ontology-driven framework for data transformation in scientific
workflows is presented.
Relationships <Requires> Ontologies
Name Ontologies
Classification IT Experiment Model
Intent Helps to formalize knowledge as a hierarchy of concepts within a domain.
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Problem How to formalize knowledge?
Context Scientists that require a higher degree of automation for data transformations
within their eExperiment.
Solution Create an ontology for the domain. Studer et al. define an ontology as "a
formal, explicit specification of a shared conceptualization" [114]. A conceptu-
alization is an abstract model of the relevant concepts of a phenomenon in the
world. The types of concepts that are used and the usage constraints have to
be explicitly defined. In addition, the ontology has to be formal, which means
machine readable [114].
Example Bowers et al. adopt the Web Ontology Language (OWL) for expressing
ontologies within the SEEK framework [16].
Another example is Biological PAthways eXchange (BiPAX)1, that is based on
the Web Ontology Language Description Logic (OWL DL).
Relationships -
Massive Data Input Handling
Name Data Refinement
Classification IT Experiment Model
Intent Helps to analyse data in depth during runtime based on external events.
Problem There is massive data that should be analysed. For reasons like cost or
resource limitations, not all the data can be analysed on the most granular
level.
Context A massive data stream should be analysed
Solution The data is analysed on a higher level at the beginning. If interesting patterns
are detected inside the data stream, the interesting portion of the stream
gets analysed in more detail. Therefore, additional resources need to be
provisioned and/or new analysis logic components need to be started.
Example In [38], dynamic and adaptive workflows for mesoscale meteorology are
described, which use data refinement.
Relationships <Related To> Instrument Control
<Uses> Infrastructure as a Service
Name Instrument Control
Classification IT Experiment Model
Intent Helps to detect important information in a data stream that is coming from
instruments. The data generation of the instruments is controlled by the
results of the data analysis.
Problem There is massive data that should be analysed. For reasons like cost or
resource limitations not all the data can be analysed in detail.
Context Scientists that want to analyse massive data, which is produced by instru-
ments. In addition, the instrument analysis granularity can be adjusted.
1http://www.biopax.org/
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Solution The data is analysed on a higher level at the beginning. If interesting patterns
are detected inside the data stream, feedback is passed to the instruments,
which generate the data stream. Because of the feedback the sensors generate
more and/or different data.
Example In [38], dynamic and adaptive workflows for mesoscale meteorology are
described, which are using data refinement, that is based on instrument
control.
Relationships <Uses> Infrastructure as a Service
<Related To> Data Refinement
Name Reduce Dimensions
Classification IT Experiment Model
Intent Helps to reduce the dimensions in high dimensional data.
Problem The used data has many dimensions and requires massive resources in order
to be analysed [96].
Context Scientists that use high dimensional data sets for their eExperiment.
Solution Implement techniques to reduce the dimensions so the data can be analysed
easier afterwards.
Example In [96], Ruan et al. reduce dimensions of the data by using Multidimensional
Scaling (MDS) and an interpolation algorithm, that uses a deterministic
annealing technique.
Relationships -
Data Processing
Name Master-Worker
Classification IT Experiment Model
Intent Helps to speed up the processing of large datasets.
Problem How to speed up the processing of large datasets?
Context Computation that involves tasks, which can be run concurrently or data that
can be processed concurrently. Furthermore, there are no dependencies in the
computations and there is no communication between tasks required [44].
Solution Use a master-worker technique. The master splits up the work according to
the number of workers. A worker receives its task, processes the task and
returns the result to the master [44]. However, if a worker goes down, he stops
working [60]. The work that is left undone, is in an unknown stage. Please
check, if the MapReduce pattern is applicable, that solves the just described
issue by a more collaborative effort between master and workers.
Example The master-worker technique is used for a signal processing workflow in
pulsar astronomy [18].
Relationships <Refined By> MapReduce
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Name MapReduce
Classification IT Experiment Model
Intent Helps to speed up the processing of large datasets.
Problem How to speed up the processing of large datasets?
Context Within e-Science, scientists want to analyse a very large amount of data sets.
Solution According to Fehling et al., the solution can be split into four parts [32]. First,
the data set is retrieved. After this, the data set is split into smaller portions,
which is called mapping. Then, distributed independent components process
the small data portions. In the last step, the individual results for the small
data chunks are consolidated. This is called reducing. In contrast to the master-
worker pattern, the work in MapReduce is done in a more collaborative effort
between master and workers [60]. In addition, no portion of work is left
unfinished or forgotten.
Example Dean et al. give an overview of MapReduce in [27].
Relationships <Uses> Cluster
<Uses> Data Pipeline
<Uses> Master-Worker
Name Data Pipeline
Classification IT Experiment Model
Intent Helps to use MapReduce without the requirement to load the whole data set
into the cluster before the analysis starts.
Problem Many MapReduce implementations like Hadoop have the restriction, that the
entire input dataset needs to be loaded into the cluster, before any analysis
can take place [130].
Context Within e-Science, scientists want to analyse a very large amount of data sets.
They decide to use MapReduce.
Solution Use a data pipeline approach to MapReduce. This approach enables the
overlap of data loading and data processing. Therefore, large data sets do not
have to be fully loaded into the cluster, before the processing can start.
Example Zeng et al. explain the data pipeline approach for MapReduce in [130].
Relationships <Related To> Cluster
Name Single Program Multiple Data
Classification IT Experiment Model
Intent Helps to organize a parallel program.
Problem How to organize a parallel program?
Context Within e-Science, scientists want to analyse a very large amount of data sets.
Solution According to [71], the Single Program Multiple Data (SPMD) technique is
the typical approach for organizing a parallel program. Each node within a
parallel computer contains the same single program. However, the copies of
the program run independently from each other.
Example SPMD is used in [9].
Relationships -
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Name Message Passing Interface
Classification IT Experiment Model
Intent Helps to write parallel programs.
Problem How to write parallel programs?
Context Parallel data processing is required within an eExperiment.
Solution Use the MPI specification. MPI aims at the message-passing parallel program-
ming model. Data is exchanged in a cooperative manner between processes.
To be more exact, one process sends the data explicitly and the other process
receives the data explicitly [5].
Example MPI is used for astronomy workflows in [9].
Relationships <Uses> Single Program Multiple Data
<Uses> Master-Worker
<Uses> Cluster
Name Data Provenance
Classification IT Experiment Model
Intent Helps to create a reproducible eExperiment.
Problem How to make an eExperiment more reproducible and understandable?
Context Scientists that want to increase the reproducibility of their eExperiment.
Solution The system should log which data sets are used, which parameters are set
by the scientists and which steps are applied in order to derive the result. In
addition, persistent identifiers of intermediate results need to be logged as
well. Furthermore, the scientists should be able to generate reports with all
relevant provenance and runtime information. These reports can be shared
with other scientists so that they can understand the eExperiment better.
Example Wang et al. implement a provenance aware geographic information system in
[125]. Simmhan et al. present a taxonomy of data provenance techniques in
[103]. The provenance approaches are categorized with respect to the reason
for provenance, what they actually describe and how provenance information
is stored and presented. In addition, the provenance dissemination builds
another category.
Another categorization scheme for provenance can be found in [41]. Here,
provenance model, query and manipulation functionality and storage model and
recording strategy build the three main categories of the scheme.
Relationships -
Monitoring Data
Name Event Based Monitoring
Classification IT Experiment Model
Intent Helps to monitor the execution of workflows.
Problem How to monitor the workflow execution?
Context Scientists, that want to monitor the execution of a workflow.
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Solution Provide the scientists with event-based monitoring of the workflow execution.
Example Oinn et al. created an event-based notification for the end user. They imple-
mented a logging mechanism, which captures when for example a workflow
activity is started or when an activity fails. All these messages are trans-
formed into XML document format. The results are displayed in a tabular
form for the end user [81].
Relationships -
Name Visual Monitoring
Classification IT Experiment Model
Intent Helps to monitor the execution of very complex workflows.
Problem How to monitor the execution of complex workflows, where an event-based
notification is not sufficient?
Context Scientists, that want to monitor the execution of a complex workflow.
Solution Provide a visualization, that shows the scientists at a look the current status
of the execution [81].
Example -
Relationships <Uses> Data Visualization
<Related To> Bi-directional Channel
Name Bi-directional Channel
Classification IT Experiment Model
Intent Enables the steering of an eExperiment during runtime by scientists.
Problem During runtime scientists want to steer the eExperiment by changing param-
eters [94].
Context Scientists that want to dynamically change parameters during runtime of an
eExperiment.
Solution Establish a bi-directional channel. Scientific data is transferred to a scientific
visualization. In the visualization, the computation status can be observed
by the scientists. Then the scientists can set steering parameters. After that
the steering parameters are transferred back from the visualization to the
simulation.
Example Existing frameworks supporting bi-directional channels are gVID [59], e-Viz
[91] and Collaborative Online Visualization and Steering (COVS) in the context
of Uniform Interface to Computing Resources (UNICORE)2 [93].
In [39], Gibbon et. al implement a bi-directional channel for the Pretty Effi-
cient Parallel Coulomb Solver (PEPC) plasma physics code.
Relationships -
2http://www.unicore.eu/
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4.4.5. Resource Management
In Figure 22 an overview of the resource management patterns is given. A resource can for
example be data, computing power, workflow fragments, storage or services.
IT Model
Simple Scripts and 
Control 
Functionality
Workflows
Reliability
Partition-Level 
Failure Recovery
Checkpoint 
Libraries
Runtime 
Optimization
Task Clustering
Used for 
Structuring 
Only
Pattern
Application Plug-ins
Static Optimization
Workflow Pruning
Workflow Ordering
Workflow 
Substitution
Static Partitioning
Abstract Workflows
Modelling
Abstract to 
Concrete Workflow 
Mapping
Data
Data Provenance
Data Heterogeneity 
Handling
Semantic Mediation
Data 
Transformation
Massive Data Input 
Handling
Data Refinement
Instrument Control
Reduce Dimensions
Data Processing
Data Parallelism
Map Reduce
Data Pipeline
Ontologies
Monitoring Data
Bi-directional 
Channel
Access and 
Interfaces
Single Sign On
Role Based Access
GUI
Command Line 
Tools
Communication 
Platform
Integration of IT 
Systems/legacy 
applications
Tight Coupling
Loose Coupling
Open Source 
Technologies
Resource 
Management
Data Organizing
Data Discovery
Data Selection
Infrastructure  
Organizing
Infrastructure 
Discovery
Infrastructure 
Selection
Data Management
Infrastructure 
Management
IT Model
Used for 
Structuring 
Only
Pattern
Single Program 
Multiple Data
Master Worker
Message Passing 
Interface
Reuse Workflow 
Fragments
Reuse of Results
Data Quality Gate
Data Quality
Data Quality 
Improvement
Miscellaneous
Event-based
Visual Monitoring
IT Model
Model Update 
Strategies
IT Experiment 
Model
Simple Scripts & Control 
Functionality
Workflows
Application Plug-ins
Used for 
Structuring 
Only
Pattern
Workflows
Reliability
Runtime 
Optimization
Static Optimization
Modelling
IT EModel
Used for 
Structuring 
Only
Pattern
Data
Data Heterogeneity 
Handling
Massive Data Input 
Handling
Data Processing
Monitoring Data
Data Quality
IT Model
Used for 
Structuring 
Only
Pattern
Used for 
Structuring 
Only
Pattern
Data
Resource Management
Access and Interfaces
Resource Catalogue
Resource Discovery
Resource Selection
Resource 
Management
IT Experiment 
Model
Used for 
Structuring 
Only
Pattern
Access and 
Interfaces
Single Sign On
Role Based Access
GUI
Command Line 
Tools
IT Experiment 
Model
Used for 
Structuring 
Only
Pattern
Figure 22.: This is an overview of the e-Science resource management patterns.
Name Resource Catalogue
Classification IT Experiment Model
Intent Helps to organize resources.
Problem How to organize the resources?
Context Scientists that want to use resources.
Solution Provide a resource catalogue, where information about resources is stored.
Since resources in distributed environments are changing, the resource cata-
logue cannot be static. It rather has to contain up to date information about
the resources. For example, the resource catalogue should contain availability
and capability information about computing resources.
Example In [69], a site catalogue is used, which describes available computing re-
sources.
Relationships -
Name Resource Discovery
Classification IT Experiment Model
Intent Helps to discover resources.
Problem How to discover resources?
Context Scientists that want to use resources. A resource catalogue that contains
information about resources is available.
Solution Query the resource catalogue. The resource catalogue is not static, but con-
tains up to date information about services, computing resources, etc. The
query can be performed manually by the scientist or in an automated way by
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the IT system. As a result, the resource catalogue delivers a list of suitable
resources.
Example In [81], a scientist oriented approach for service discovery is presented. The
scientists can use their view on services and the domain for searching. The
final choice of which service to choose is made by the scientists.
Relationships -
Name Resource Selection
Classification IT Experiment Model
Intent Helps to select a suitable resource.
Problem Which resources to select?
Context A list of resources is available from which one resource has to be selected.
Solution The selection can either be done manually by the scientists or with an al-
gorithm by the IT system. The algorithm can select the resource based on
different characteristics like availability or the location [28].
Example In [81], a scientist oriented approach for service discovery is presented. The
final choice of which service to choose is made by the scientist.
Relationships -
4.4.6. Access and Interfaces
Figure 23 shows the access and interfaces patterns.
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Figure 23.: This is an overview of the e-Science access and interfaces patterns.
Name Single Sign-On
Classification IT Experiment Model
Intent Speeds up the research process and increases the acceptance of the eExperi-
ment solution.
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Problem Users need to key in a username and a password for every IT system, which
they use for the eExperiment. This takes too much time [94].
Context A user wants to access different IT systems within an eExperiment.
Solution Implement a mechanism, where the user has to sign on once. After that, this
mechanism handles the sign-on to the different IT systems.
Example Riedel et al. describe a single sign-on solution, that is based on X.509 certifi-
cates of scientists for authorization [94].
Relationships -
Name Role Based Access
Classification IT Experiment Model
Intent Ease of user access management.
Problem Scientists and stakeholders need to have access to IT Systems. Different
people need to have similar access rights within the IT systems. It requires
much effort to grant each user every single right.
Context Users, who require different access rights for an IT system. There exist several
users, which require the same rights.
Solution Implement role based access. Rights are granted to roles first. Then a specific
user gets the role and therefore the rights, that are granted to the role.
Example An example for role based access can be found in [109].
Relationships -
Name Graphical User Interface
Classification IT Experiment Model
Intent Helps the scientist to interact with the eExperiment solution.
Problem How to interact with the eExperiment solution?
Context Scientists that want to perform an eExperiment and are used to GUIs.
Solution Provide the scientist with a GUI for conducting the eExperiment..
Example Biologists prefer Web-based portals [94].
Relationships -
Name Command Line Tools
Classification IT Experiment Model
Intent Helps the scientist to interact with the eExperiment solution.
Problem How to interact with the eExperiment solution?
Context Scientists that want to perform an eExperiment and are used to command
line tools.
Solution Provide the scientists with command line tools for conducting the eExperi-
ment.
Example Physicists like command-line interfaces in general and try to avoid GUIs [94].
Relationships -
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4.4.7. Miscellaneous
In Figure 24 an overview of the miscellaneous patterns on the level IT experiment model is
given.
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Figure 24.: This is an overview of the miscellaneous patterns on the level IT experiment
model.
Name Tight Coupling
Classification IT Experiment Model
Intent Helps to optimize the performance of applications, that are not frequently
changed.
Problem How to optimize applications?
Context Scientists, that want to optimize the performance of the applications.
Solution Use tight coupling of components. This means the components make many
assumptions about each other.
Example An example for a framework, that was build for tightly coupled, high perfor-
mance simulations is the Cactus framework [43].
Relationships <Conflicts> Loose Coupling
Name Loose Coupling
Classification IT Experiment Model
Intent Helps to create a flexible and robust distributed application.
Problem How to reduce dependencies between distributed applications and their
distinctive components [32]?.
Context Components in a distributed environment make assumptions about each
other. These assumptions should be limited for flexibility and robustness
reasons [32].
Solution Use an intermediary that handles format transformation, routing and ad-
dressing [32].
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Example The SimTech WfMS uses a service bus for simulation workflows. This service
bus handles data transformation, message routing and service discovery and
selection [51].
Relationships <Conflicts> Tight Coupling
Name Model Update Strategies
Classification IT Experiment Model
Intent Helps to update the models within an eExperiment.
Problem The data flow within an eExperiment is continuous. The model of the IT
system needs to be changed. In a standard procedure the analysis is stopped.
Then the model is updated. After this the analysis is started again. During
the update, portions of the data flow cannot be analysed and get lost.
Context There is continuous data flow in an eExperiment. The model of the eExperi-
ment needs to be updated.
Solution Implement a mechanism to reduce the downtime of the system during the
update.
Example In [127], Wickramaarachchi et al. formalize different update models. In
addition, they provide metrics for evaluating update strategies.
Relationships -
Name Communication Platform
Classification IT Experiment Model
Intent Helps to improve the collaboration between the scientists.
Problem Scientists want to make comments and exchange thoughts about an eExperi-
ment.
Context Scientists that conduct an eExperiment in a collaborative manner.
Solution Build a mechanism, that enables communication around an eExperiment.
Example Group-to-group communication is supported by the AccessGrid via high-
speed networking and state of the art camera and display technology [49].
Relationships -
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4.5. Infrastructure
This chapter comprises the patterns on the level infrastructure. Figure 25 shows the grouping
of the patterns into concrete infrastructures and WfMS.
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Figure 25.: This is an overview of the e-Science patterns on the level infrastructure.
4.5.1. Concrete Infrastructure
Figure 26 provides an overview of the concrete infrastructures patterns.
Infrastructure
Grid
Infrastructure as a 
Service
HTC
HPC
Cluster
Workflow 
Management 
Systems
Concrete 
Infrastructures
Kepler
Taverna
Triana
Pegasus
SimTech
Used for 
Structuring 
Only
Pattern
Infrastructure
Used for 
Structuring 
Only
Pattern
Figure 26.: This is an overview of the e-Science concrete infrastructure patterns.
Name Grid
Classification Infrastructure
Intent Helps to provide the scientists with infrastructures.
Problem How to share resources in a flexible, secure and coordinated way among
dynamic collections of individuals, institutions and resources [36]?
Context Scientists that require infrastructures.
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Solution Use a Grid. Grids coordinate resources that are not subject to centralized
control. They use standard, open, general purpose protocols and interfaces.
Furthermore, they deliver non-trivial qualities of service [34]
Example A Grid is used in [19].
Relationships -
Name Infrastructure as a Service
Classification Infrastructure
Intent Helps to provide the scientists with dynamic infrastructures.
Problem How to provide the scientists with dynamic infrastructures?
Context Scientists require virtual servers, which should be offered on a pay-per-use
basis. In addition, isolation between the different tenants is required [32].
Solution The utilization of resources needs to be monitored. This is required for billing
on a pay-per-use basis. In order to achieve isolation between the tenants,
access controls need to be established. Then tenants can only access the
resources on which they have access rights [32]. Please also consider the
other Cloud computing patterns that can be used in combination with the
Infrastructure as a Service pattern that can be found in [32].
Example Lezzi et al. base an e-Science solution on Cloud technologies [66].
An examples of Cloud infrastructure hosting provider is Amazon Web Ser-
vices3.
A collection of Cloud computing patterns can be found in [32].
Relationships -
Name HTC
Classification Infrastructure
Intent Helps to provide the scientists with computing power.
Problem How to provide the scientist with computing power?
Context Scientists that require computing power.
Solution Provide HTC infrastructure, which "is based on commonly available com-
puting resources such as commodity PCs and small clusters that enable the
execution of farming jobs without providing a high performance interconnec-
tion between the CPU/cores" [92].
Example Wilson et al. describe a HTC resource in production use [128].
Relationships -
Name HPC
Classification Infrastructure
Intent Helps to provide the scientists with computing power.
Problem How to provide the scientist with massive parallel computing power?
Context Scientists that requires massive computing power.
3http://aws.amazon.com/de/
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Solution Provide a HPC infrastructure, that enables "the efficient use of parallel com-
puting techniques through specific support with dedicated hardware such as
high performance CPU/core interconnections" [92].
Example The HPCWorld consortium provides a handbook for effective use of HPC
infrastructures [6].
Relationships -
Name Cluster
Classification Infrastructure
Intent Helps to provide the scientists with computing power.
Problem How to provide the scientist with computing power?
Context Scientists that require massive computing power.
Solution Use a cluster, which "is a type of parallel and distributed system, which
consists of a collection of inter-connected stand-alone computers working
together as a single integrated computing resource" [21].
Example -
Relationships -
4.5.2. Workflow Management Systems
Figure 27 provides an overview of the WfMS patterns.
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Figure 27.: This is an overview of the e-Science WfMS patterns.
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Name Kepler
Classification Infrastructure
Intent Helps to conduct data-intensive, computation-intensive and knowledge-
intensive experiments [85].
Problem How to conduct experiments, that are data-intensive, computation-intensive
and knowledge-intensive [85]?
Context Scientists that want to automate their eExperiments.
Solution Use the Kepler WfMS 4. Curcin et al. see the focus of Kepler in data analysis
and modelling [26]. In Kepler, the execution engine is separated from the
workflow model. Each workflow gets one model of computation assigned
(MoC). This MoC is called director. The director triggers the execution of the
workflow components. A component in Kepler is called actor. This actor
represents data sources or operations in combination with a number of ports,
which act as endpoints for connections. Data in Kepler is represented by data
tokens. To make the Kepler actors reusable, the actors are data polymorphic.
This means that one actor can process different data types on inputs. For
instance one actor can perform string concatenation, the addition of integers
or real numbers [26]. The user can start the workflow execution either by a
GUI or from a command line [117].
Example In [68] and [85], Kepler is described in more detail.
Relationships -
Name Taverna
Classification Infrastructure
Intent Helps to conduct in silico experiments in the domain of life sciences [81].
Problem How to use Grid technology to conduct in silico experiments in the domain
of life sciences [81]?
Context Scientists that want to automate their eExperiments.
Solution Use the Taverna WfMS 5. Talia sees the goal of Taverna in supporting the
life sciences community (medicine, chemistry and biology) in the design and
execution of scientific workflows [117]. Taverna is strongly based on Web
services and therefore, it can be used by scientists from different domains.
The tree main components of Taverna are the Taverna Workbench graphical
workflow authoring client, SCUFL as workflow representation language and
the Freefluo enactment engine [26]. Taverna is open to many components,
which are provided by different organizations. Since there is no common
data format assumed, the user needs to resolve the formats manually [26].
Example In [81], Taverna is described in more detail.
Relationships <Uses> Grid
4https://kepler-project.org/
5http://www.taverna.org.uk/
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Name Triana
Classification Infrastructure
Intent Helps to make use of services within multiple environments and to integrate
with various types of middleware toolkits [118].
Problem How to make use of services within multiple environments and how to
integrate with various types of middleware toolkits [118]?
Context Scientists that want to automate their eExperiments.
Solution Use the Triana WfMS6. Triana provides a visual interface and data analysis
tools [117]. Functional components within Triana are called units. Units can
represent a workflow, legacy code or a file [118]. Directed cables are used
to connect units. The user is interacting via the GUI with the Triana units.
The units specify one section of the system instead of implying a specific
implementation methodology [118]. The units in Triana are bound late to the
services, which they represent. This ensures a dynamic behaviour [117].
Example In [118], Triana is described in more detail.
Relationships -
Name Pegasus
Classification Infrastructure
Intent Helps to design workflows at the application level without knowledge about
the execution environment.
Problem How to design workflows at the application level without knowledge about
the execution environment [28]?
Context Scientists that want to automate their eExperiments.
Solution Use the Pegasus WfMS7. In [117], Talia introduces Pegasus as a "a set of
technologies to execute workflow-based applications in a number of different
environments, including desktops, clusters, Grids, and Clouds". The function-
ality of Pegasus is split across the three main components mapper, execution
engine and task manager. The mapper takes an abstract workflow, which can
be either created by the user or by the system, as an input. Computational
resources and the required input data are located in an automated way by
the mapper. Finally, the mapper transforms the abstract workflow into an
executable workflow. The execution engine takes the executable workflow
as input. Then it executes the tasks in the order of their dependencies on
the defined resources. Finally, the task manager supervises the execution of
a single workflow task. Pegasus also includes error recovery that is based
on workflow-level checkpointing. In addition, provenance information is
recorded for increasing the workflow reproducibility [117].
Example In [28], Pegasus is described in more detail.
Relationships -
6http://www.trianacode.org/
7http://pegasus.isi.edu/
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Name SimTech
Classification Infrastructure
Intent Helps scientists conducting eExperiments with focusing on their core com-
petencies. The scientists do not have to care about the technical complexity
[51].
Problem Scientists require a WfMS for conducting eExperiments, that is tailored to
their requirements. At the same time the technical complexity should be
hidden, so that they can focus on their core competencies [51].
Context Scientists, that want to automate their eExperiment.
Solution Use the SimTech WfMS [51]. Scientists can model workflows intuitively by
using a GUI8. In addition, they can execute, monitor and adapt the workflows
within the SimTech WfMS. Furthermore, the trial and error approach for
conducting experiments is supported by increasing the flexibility of the
workflows9. For the SimTech WfMS the Business Process Execution Language
(BPEL) as workflow language is used. Additionally, Web services technology
is utilised for implementing workflow activities 10.
Example In [56], the SimTech WfMS is used for evaluating the eScienceSWaT method-
ology.
Relationships -
8http://www.iaas.uni-stuttgart.de/forschung/projects/simtech/project_modeling.php
9http://www.iaas.uni-stuttgart.de/forschung/projects/simtech/project_flexibility.php
10http://www.iaas.uni-stuttgart.de/forschung/projects/simtech/project_execution.php
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Another result of this thesis is the concept of a DSS, which provisions the e-Science patterns.
In Section 5.1 we describe the functionality of the DSS and Section 5.2 presents the architecture
of the DSS. Finally, the prototypical implementation is introduced in Section 5.3.
In eExperiments different people, e.g. natural scientists, computational scientists or software
engineers work together in a collaborative manner. The DSS is targeted at all the participants
of an eExperiment. However, for this section we do not see the need to differentiate the
various user groups, but we only speak of users.
5.1. Functionality
First of all the basic pattern selection support is introduced in Section 5.1.1. Then we present
the concept of decision chains within the DSS.
5.1.1. Basic Pattern Selection Support
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Figure 28.: This shows the basic pattern selection support.
The basic pattern selection support makes use of the information in the e-Science pattern
catalogue. A pattern can have several relationships to other patterns. If this pattern gets
selected, the status of all related pattern gets updated according to the relationship, which
is used to connect it. A pattern can have one of the following status: neutral (default status),
highlighted, selected or deselected. In Section 4.2, we introduced the relationships, which we use
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for the patterns. Figure 28 visualizes the basic pattern selection support. All patterns have a
neutral status at the beginning. The pattern in the centre, which has outgoing relationships
to the other patterns gets selected by the user. After this, the status of all related patterns is
updated. For example, the pattern which is connected via the <Requires> relationship then
changes its status to selected or the pattern which is connected via the <Uses> relationship
takes the status highlighted. As soon as a pattern takes the status selected – the status can either
be set manually by the user or via the basic selection support mechanism – all its relationships
are evaluated and the status of the related patterns gets updated. This mechanism supports
the user by the pattern selection, since certain patterns get selected or deselected. In addition,
the users attention is drawn on the highlighted patterns.
5.1.2. Decision Chains
Scientific  
Experiment 
Model 
IT   
Experiment 
Model 
Infrastructure 
pnew 
relationship 
to pattern 
structure of 
catalogue 
Figure 29.: New pattern comprising a decision chain.
Karastoyanova et al. stated, that a knowledge base for eScienceSWaT should also comprise
decision chains [56]. Currently, the e-Science pattern catalogue – the knowledge base –
only comprises the basic e-Science patterns. With the DSS it is possible to store decision
chains. In the context of the DSS, a decision leads to the selection or deselection of a pattern.
Consequently, a decision chain leads to a selection or deselection of certain patterns p1, ...,
pi. The decision chain can be stored with the help of a new pattern pnew. Pnew comprises
all patterns p1, ..., pi. The problem of pnew describes the problem, which is solved by the
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decision chain. The intent of pnew specifies the intent of the decision chain. Furthermore, the
solution provided by pnew comprises the solution of all patterns p1, ..., pi. Pnew has either a
<Requires> or a <Conflicts> relationship to each of the patterns p1, ..., pi. Figure 29 shows
the position of pnew in the e-Science pattern catalogue. Pnew should be positioned as high as
possible in the eExperiment model, but not higher as the highest comprised pattern. If the
user follows eScienceSWaT, he starts with the selection of scientific experiment patterns. This
means he can reuse the decision chain early in the process by selecting the pattern pnew. The
pnew pattern shown in Figure 29 comprises four patterns. The relationships to these patterns
are visualized by dashed lines.
5.2. Architecture
We use the Model-View-Controller (MVC) architecture pattern, which was introduced by
Buschmann et al. in [20]. By using the MVC pattern, an application is split into the three
components model, view and controller. The decoupling of model, view and controller leads
to a higher flexibility of the application [83]. One component can be modified or replaced
with a new version. This only has minimal impact on the other components. For example the
visualization of the pattern catalogue can be changed by using a different view component. In
addition, there can be multiple views of the same model [20]. Furthermore, the complexity
is reduced by separating the different application components. The core functionality and
data is kept inside the model. Information is displayed to the user by the view component.
The controller receives the input of the user. Figure 30 displays the interaction among model,
view and controller. The view can query the model about its status. If the model is changing,
it notifies the view. The user can make changes in the view, which are propagated to the
controller. The controller selects the view and updates the model according to the changes of
the user.
State 
change 
View selection 
State 
query Change 
notification 
View Control 
Model 
User gestures 
Figure 30.: Interaction among model, view and controller based on [83].
In our case, the model of the DSS comprises the e-Science pattern catalogue. The contents
of the patterns, the relationships among the patterns and also the logic for determining the
pattern status of the related patterns. The view visualizes the e-Science pattern catalogue. It
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shows the patterns and their relationships to other patterns. In addition, the pattern status
is displayed. The controller receives the user gestures from the view. For example the user
requests to see a different section of the e-Science pattern catalogue or selects a pattern. Then
the controller selects a different view of the e-Science pattern catalogue and sets the pattern
status accordingly. Once the pattern status is set, the model sends a change notification to the
view.
5.3. Prototype
In the last section we introduced the MVC pattern. We apply this pattern for the DSS
prototype architecture. For implementing the prototype, we use the Graphical Modeling
Framework (GMF)1. GMF is based on the Eclipse Modeling Framework Project (EMF)2 and
the Graphical Editing Framework (GEF)3. Section 5.3.1 provides an overview of the model
and Section 5.3.2 introduces view and controller. In Section 5.3.3, we describe how the user
can work with the DSS prototype.
5.3.1. Model
The model of the DSS is created with the help of EMF. In Figure 31 the major steps for
generating the Java classes of the domain model and the flow of artefacts are presented. A
XML Schema Definition (XSD) description of the domain model of the DSS builds the basis.
This XSD description can be seen in Listing B.1. The main elements of the domain model of
the DSS are patterns and structure elements. This XSD model is imported into EMF and gets
transformed into a model in Ecore format. We make manual adjustments on the Ecore model,
because the import mechanism does not set all properties of the Ecore model properly. Based
on the Ecore model, a generator model is generated. Finally, the Java classes for the domain
model of the DSS are generated with the help of the generator model.
5.3.2. Graphical User Interface
By using GMF, a graphical editor is created, which implements the MVC pattern [120]. We
use the editor as a view. The controller links the model and the view. By using a graphical
editor for the view, we get additional benefits. The pattern status can be set in the editor
and decision chains can directly be created in the editor (see Section 5.1.2). Figure 31 provides
an overview of the flow of artefacts and the major steps for generating the graphical editor.
Based on the Ecore domain model, we define the graphical notation and a tooling definition.
Then we create a mapping model, which maps the different models of graphical notation,
tooling definition and domain model generator. Out of this mapping model, we generate the
generator model for the graphical editor. Finally, the Java classes for the graphical editor are
1http://wiki.eclipse.org/Graphical_Modeling_Framework
2http://www.eclipse.org/modeling/emf/
3http://www.eclipse.org/gef/
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Figure 31.: This shows the major steps and the flow of artefacts for generating the DSS
prototype based on [122].
generated with the help of the graphical editor generator model. A detailed description of
the steps for generating a graphical editor with GMF can be found in [121].
In Figure 32, a screenshot of the GUI of the DSS prototype is presented. The GUI can be
partitioned into the four parts outline, palette, editor and properties. We explain each part briefly
hereinafter.
Outline: An overview of the whole e-Science pattern catalogue is provided. In addition, the
current position within the e-Science pattern catalogue is visualized, so that the user can use
the outline for orientation.
Editor: The editor contains the graphical representation of the e-Science pattern catalogue.
Since it is an editor, the whole e-Science pattern catalogue is editable. This is a prototype and
therefore, we accept the editability. However, for the future DSS the editability needs to be
restricted, so that only the pattern status can be edited.
87
5. Decision Support System
Figure 32.: This shows the GUI of the DSS prototype.
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The graphical representation of the e-Science pattern catalogue follows the same logic as the
e-Science pattern catalogue, which is presented in Chapter 4. It consists of structure elements
and patterns. Additionally, the editor visualizes each of the different relationships in the
e-Science catalogue. The structure elements and patterns are labeled with their names. The
pattern status is visualized via colours. Green means selected, red stands for deselected and blue
means highlighted.
Palette: The palette can be used to create new elements of the e-Science pattern catalogue.
New decisions chains can be added by dragging new elements from the palette onto the
editor (see Section 5.1.2). We already explained, that the future version of the DSS requires
limited editability. Additionally only certain users should be able to extend the e-Science
pattern catalogue with new elements. Beside the initial functionality of the palette, it can
be used as a legend. It holds the mapping between the graphical representation and the
description of the elements.
Properties: The properties view provides detailed information in form of the attributes of
the e-Science patterns and the structure elements. The structure elements in the e-Science
pattern catalogue only had the purpose of organizing the patterns (Section 4.2.3). The
structure elements in the DSS prototype contain an additional attribute. This attribute is
called instruction and contains additional information about the related patterns. For instance
the structure element data characteristics contains the information "please select patterns, which
describe the data, that is used in the eExperiment". This additional information helps the user
to understand the purpose of the related patterns better, before he actually reads through the
patterns.
5.3.3. Use Case
In the following, we explain how the user is working with the DSS prototype. The user wants
to create an eExperiment and requires decision support, because he can make many choices
for the scientific experiment model, the IT experiment model and infrastructures. This is why
he uses the DSS prototype. Basically, the graphical representation of the e-Science pattern
catalogue can be seen as a graph. It consists of nodes, which represent patterns and structure
elements, and edges that represent the relationships. The user has three starting nodes:
scientific experiment model, IT experiment model and infrastructure. From each starting node, the
user can reach patterns or structure elements by following the edges. Each structure element
can also be seen as an important category for the creation of an eExperiment. By providing
the different categories of patterns, the user gets an overview what might be important for
his eExperiment. The user can select or deselect the patterns for his eExperiment by setting
the pattern status. The status of the related pattern gets updated automatically, because
the DSS prototype supports the basic pattern selection support (see Section 5.1.1). Now the
user can follow the edges to related patterns and especially focus on the patterns, which are
highlighted. In general, the patterns contain more generic information and best practices.
This information should be seen as a starting point, since no concrete detailed solutions are
provided. If the user is not familiar with a pattern, then he can access its detailed information
in the properties section (see Figure 32). Furthermore, the properties section provides an example,
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where the pattern is applied in an eExperiment. This helps the user to understand the pattern
better so that he can decide if he selects the pattern or not.
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This chapter summarizes the contents of the thesis in Section 6.1. In Section 6.2 we present
several possible extensions for the e-Science pattern catalogue and the DSS.
6.1. Conclusion
In order to realize systems supporting the eScienceSWaT methodology, Karastoyanova et
al. identified the clear need of a DSS, which comprises knowledge and best practices from
natural sciences, software engineering and computer science [56]. This thesis provides
these best practices in the form of an pattern catalogue. Furthermore, the concept of a DSS,
which provisions the patterns and its prototypical implementation are introduced. Chapter
2 provides background information, which is necessary to understand the concepts of this
thesis. Patterns, an overview about e-Science and the concept of scientific workflows belong to
these. In Chapter 3, related work in the fields of patterns and DSSs is introduced. Additionally,
various relationships among patterns are analysed and the work of this thesis is positioned
to each related work. Furthermore, the findings in this chapter lay the groundwork for the
following chapters. Chapter 4 is the key contribution of this thesis. First of all, we describe
our approach for developing the e-Science pattern catalogue. This contains the information
collection phase and the pattern generation phase. In the information collection phase we
gather relevant information about eExperiments, which we transform into problem-solution
pairs. In the pattern generation phase we abstract from the concrete problem-solution pairs
and by doing so we carve out patterns. After that the results in form of the relationships among
e-Science patterns and the e-Science pattern catalogue are introduced. The catalogue is split
into three categories: scientific experiment model, IT experiment model and infrastructure.
Each category again contains a substructure in which the patterns are organized. Finally,
in Chapter 5 the concept of a DSS is introduced. The core functionality of the DSS is to
provide relevant information in form of patterns for decision making within each phase of the
eScienceSWaT methodology. Furthermore, an architecture for the DSS is introduced, which is
prototypically implemented.
6.2. Future Work
This section comprises different suggestions for extending the e-Science pattern catalogue and
the DSS. For simplification reasons we do not differentiate among the different user groups
of the DSS and the e-Science pattern catalogue in the next section. We only speak of users.
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6.2.1. Pattern Awareness for Artefacts
At one point in the decision making process, concrete artefacts, e.g.infrastructures, applica-
tions, services or middleware have to be selected. All artefacts have certain characteristics.
Due to these characteristics, they support certain patterns or do conflict with certain patterns.
We propose to store this information about supported patterns and conflicting patterns for
each artefact. Now the artefacts are aware of the supporting and conflicting patterns. With
the help of this information, the DSS can propose suitable artefacts. In the following we give
an example how the DSS can provide decision support for selecting the most suitable WfMS
pattern for an eExperiment. The e-Science catalogue comprises five different WfMS patterns
from which the user can choose, that represent five different WfMS (see Section 4.5.2). Each
WfMS supports certain patterns of the e-Science pattern catalogue. We propose to add a list
of all supported e-Science patterns from the e-Science pattern catalogue to each WfMS. With
the help of the DSS, the user selects the required patterns for his eExperiment. However, he
does not select the WfMS patterns, because he is not sure which of the WfMS fits best for his
eExperiment. At the end, the DSS compares all selected patterns with the list of supported
patterns of every WfMS. Then the DSS ranks the WfMS according to the number of patterns,
which they support. Finally, the DSS can make a proposal for the most suitable WfMS – the
WfMS that supports the most patterns – to the user.
Currently, we assume that the user follows the eScienceSWaT methodology. Therefore, he
starts with the selection of patterns on the scientific experiment model, then he selects patterns
for the IT experiment model and finally he makes choices for the infrastructure patterns. With
respect to the eExperiment model, this is a top-down approach (see Figure 8). However, the
user knows, that he has to use a cloud computing infrastructure from a certain provider. This
infrastructure has specific characteristics and narrows down the amount of possible patterns
of the IT experiment model. Nevertheless, the user has no choice to provide this information
at an earlier stage in the decision making process, because infrastructures are selected at
the end. Pattern awareness brings an additional benefit. The user can set this specific cloud
computing infrastructure as a precondition. This cloud computing infrastructure is aware
of its supported and conflicting patterns. Now the DSS can use this information to provide
better decision support at an earlier stage in the decision making process. Conflicting patterns
of the IT experiment model are automatically deselected and required patterns are automatically
selected.
6.2.2. Extended Pattern Selection Support
Some decisions do only affect one single pattern. If a pattern X has no connection to other
patterns and no other patterns have a connection to X, the user only has to consider two
choices for X: he can select X or deselect X. However, if X is in relationships with other
patterns, so that the status of the patterns are influenced mutually, the decision gets more
complicated. The effects on the other patterns due to selection or deselection of X have to be
considered as well. Generally speaking, the problem is to select m patterns out of a group of n
patterns under certain conditions. For such cases, we propose to provide additional decision
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support for the user. An example for this problem is the selection of one pattern among a
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Question 5 
Question 6 
Question 7 
Question 8 
Question 9 
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Figure 33.: Extended pattern selection support.
group of four patterns, that have a <Conflicts> relationship to each other. We propose to
give the user additional guidance for this decision. In Section 3.1.3, the GQM approach was
introduced. In GQM every pattern is connected to questions. Figure 33 shows the decision
point and the four patterns, from which the user can choose. In addition, the connection of
the patterns to the global question catalogue is visualized. At such a decision point, the DSS
provides additional support by displaying all the questions, which are related to the patterns
to the user. Now the user has to answer each question with yes, no or don’t know and has to
assign a weight to the question. The weight stands for the relevance of this question to his
eExperiment. Now a metric calculates a ranking of the patterns based on his answers and the
given weightings. At the end, the DSS can propose the pattern which is ranked on the first
place to the user.
6.2.3. Case Based Reasoning for Pattern Selection
The DSS is used to select the most suitable e-Science patterns for an eExperiment. We propose
to store a list of all selected/deselected e-Science patterns and additional information about
the eExperiment. Together this information builds a case. A case has certain attributes, in
which the additional information is stored. For instance a case can have attributes like domain
of the eExperiment, the goal of the eExperiment, number and domain of scientists, available
budget. In addition, every pattern in the e-Science pattern catalogue should be connected
to all cases, in which it is applied. Then we want to provide this information to the users of
the DSS. They can browse this information and check, which patterns were applied in other
similar eExperiments. For example biologists have a certain budget for the eExperiment. In
addition, they identified that they require the heterogeneous data pattern. Now they can
browse all cases in the domain of biology, in which the heterogeneous data pattern was
applied within a certain budget. They can see which other patterns were applied together
with the heterogeneous data pattern. This helps them to select the most suitable patterns for
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their own eExperiment.
For a more sophisticated DSS, we propose to use CBR, which also makes use of the cases. In
CBR past experiences are used to understand and solve new problems. However, the whole
system proposes suitable patterns with the help of a similarity metric (see Section 3.1.1). CBR
seems suitable for the DSS and therefore, we propose to do further research in this domain.
6.2.4. Pattern Status Conflicts
Deselected 
<Requires> 
<Conflicts> 
Selected 
X 
Y 
Z 
Selected 
<Requires> 
<Conflicts> 
Selected 
X 
Y 
Z Neutral Selected 
Figure 34.: This shows an example for a possible pattern status conflict.
Currently, there is no logic in the DSS, which ensures a correct pattern status. The sequence of
actions of the user determine the final pattern status. Although there is no concurrency in the
DSS prototype, this kind of faults can be compared with race conditions. In [24], race conditions
are introduced with an example of two parallel processes that attempt to write to the same
offset. The process that finishes later, overwrites the assignment of the process that finished
first. Figure 34 shows the uncontrolled overwriting of the pattern status in the DSS prototype.
Pattern X got selected by the user. Via the <Requires> relationship, Z gets automatically
selected by the DSS. If the user selects now the pattern Y, the status of Z changes to deselected
due to the <Conflicts> relationship. However, Z cannot be deselected, when X is selected.
We propose to implement a mechanism, that ensures integrity among the patterns. The sur-
vey of Beckman about preventing race conditions can be used as a starting point for further
research [7]. Another concept, that might be applicable for the DSS prototype, is dead path
elimination (DPE). Weidlich states, that DPE supports the explicit skipping of activities [126].
This skipping can lead to the skipping of subsequent activities for eliminating the dead path. If
we apply this concept to the example in Figure 34, we force a correct pattern status. After the
deselection of Z by the DSS due to the <Conflicts> relationship, also X gets deselected. Now
there are no conflicting pattern status anymore.
94
6.2. Future Work
6.2.5. Global and Local Views on eExperiments
Currently, the DSS supports only one single global view on an eExperiment for all users/s-
takeholders (e.g. natural scientists, IT specialists, ...). This can lead to conflicts for the pattern
selection. For one component, there is a combination of certain patterns that is locally applied,
for example on the level of a scientific experiment model. For another component, different
patterns are locally applied, for example on the level of an IT experiment model. The patterns
of each component are in conflict with each other. However, this is not an issue, since they
are applied locally. But if all these patterns get aggregated into the single global view of the
eExperiment, this leads to a conflict. For example the whole application of the eExperiment
can be loosely coupled. However, one part of the application consists of a tightly coupled
HPC. From a global perspective, the loose coupling pattern should be selected, but for the HPC
the tight coupling pattern needs to be selected. We propose to extend the DSS in a way, so that
the separate selection of patterns for local components of the eExperiment is possible.
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Figure 35.: This shows the top layers of the e-Science pattern catalogue.
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Figure 36.: This is an overview of the e-Science patterns on the level experiment model.
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Figure 37.: This is the first part of an overview of the e-Science patterns on the level IT
experiment model.
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Figure 38.: This is the second part of an overview of the e-Science patterns on the level IT
experiment model.
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Figure 39.: This is the third part of an overview of the e-Science patterns on the level IT
experiment model.
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Figure 40.: This is an overview of the e-Science patterns on the level infrastructures.
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1 <?xml version="1.0" encoding="UTF-8" standalone="no"?>
2 <xsd:schema xmlns:catalogue="http://www.example.org/catalogue" xmlns:ecore="http://www.
eclipse.org/emf/2002/Ecore" xmlns:xsd="http://www.w3.org/2001/XMLSchema" ecore:nsPrefix=
"catalogue" ecore:package="catalogue" targetNamespace="http://www.example.org/catalogue"
>
3
4 <xsd:element name="patternCatalogue" type="catalogue:PatternCatalogue"/>
5
6 <xsd:simpleType name="Classification">
7 <xsd:restriction base="xsd:string">
8 <xsd:enumeration ecore:name="ScientificExperimentModel" value="Scientific Experiment
Model"/>
9 <xsd:enumeration ecore:name="ITExperimentModel" value="IT Experiment Model"/>
10 <xsd:enumeration value="Infrastructures"/>
11 </xsd:restriction>
12 </xsd:simpleType>
13
14 <xsd:complexType name="PatternCatalogue">
15 <xsd:sequence>
16 <xsd:element maxOccurs="unbounded" minOccurs="0" name="patterns" type="catalogue:Pattern
"/>
17 <xsd:element maxOccurs="unbounded" minOccurs="0" name="structureElements" type="
catalogue:StructureElement"/>
18 </xsd:sequence>
19 <xsd:attribute name="title" type="xsd:string"/>
20 </xsd:complexType>
21
22 <xsd:complexType name="Pattern">
23 <xsd:attribute name="classification" type="catalogue:Classification"/>
24 <xsd:attribute name="context" type="xsd:string"/>
25 <xsd:attribute name="example" type="xsd:string"/>
26 <xsd:attribute name="intent" type="xsd:string"/>
27 <xsd:attribute name="name" type="xsd:string"/>
28 <xsd:attribute name="problem" type="xsd:string"/>
29 <xsd:attribute name="solution" type="xsd:string"/>
30 <xsd:attribute name="status" type="xsd:string"/>
31 <xsd:attribute ecore:name="conflicts" ecore:reference="catalogue:Pattern" name="
CONFLICTS">
32 <xsd:simpleType>
33 <xsd:list itemType="xsd:anyURI"/>
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34 </xsd:simpleType>
35 </xsd:attribute>
36 <xsd:attribute ecore:name="refinedBy" ecore:reference="catalogue:Pattern" name="
REFINEDBY">
37 <xsd:simpleType>
38 <xsd:list itemType="xsd:anyURI"/>
39 </xsd:simpleType>
40 </xsd:attribute>
41 <xsd:attribute ecore:name="relatedTo" ecore:reference="catalogue:Pattern" name="
RELATEDTO">
42 <xsd:simpleType>
43 <xsd:list itemType="xsd:anyURI"/>
44 </xsd:simpleType>
45 </xsd:attribute>
46 <xsd:attribute ecore:name="requires" ecore:reference="catalogue:Pattern" name="REQUIRES"
>
47 <xsd:simpleType>
48 <xsd:list itemType="xsd:anyURI"/>
49 </xsd:simpleType>
50 </xsd:attribute>
51 <xsd:attribute ecore:name="uses" ecore:reference="catalogue:Pattern" name="USES">
52 <xsd:simpleType>
53 <xsd:list itemType="xsd:anyURI"/>
54 </xsd:simpleType>
55 </xsd:attribute>
56 </xsd:complexType>
57
58 <xsd:complexType name="StructureElement">
59 <xsd:attribute name="name" type="xsd:string"/>
60 <xsd:attribute name="instruction" type="xsd:string"/>
61 <xsd:attribute ecore:name="patternref" ecore:reference="catalogue:Pattern" name="
PATTERNREF">
62 <xsd:simpleType>
63 <xsd:list itemType="xsd:anyURI"/>
64 </xsd:simpleType>
65 </xsd:attribute>
66 <xsd:attribute ecore:name="structureelementref" ecore:reference="
catalogue:StructureElement" name="STRUCTUREELEMENTREF">
67 <xsd:simpleType>
68 <xsd:list itemType="xsd:anyURI"/>
69 </xsd:simpleType>
70 </xsd:attribute>
71 </xsd:complexType>
72
73 </xsd:schema>
Listing B.1: Domain model of the DSS in XML Schema Definition (XSD) .
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