In this paper we put forward new techniques for designing efficient algorithms for learning linear separators in the challenging malicious noise model, where an adversary may corrupt both the labels and the feature part of an η fraction of the examples. Our main result is a polynomial-time algorithm for learning linear separators in ℜ d under the uniform distribution that can handle a noise rate of η =
Introduction
Linear separators, a.k.a., halfspaces, are the most widely used concept classes in machine learning and have been long studied both in statistical and computational learning theory. Learning linear separators from correctly labeled (non-noisy) labeled examples is a very well understood problem with simple efficient algorithms like Perceptron being effective both in the classic passive learning setting [KV94, Vap98] and in the more modern active learning framework [DKM09] . However, despite significant efforts across many communities, much less is known about their learnability in the presence of noise. Hence, not surprisingly, designing efficient algorithms for learning linear separators in the presence of noise is one of the central problems in machine learning and learning theory.
In this paper we put forward new techniques for designing efficient algorithms for learning linear separators in one of the most challenging noise models, the malicious noise model of Valiant [Val85, KL93] . In this model, each observation has probability η of being generated by a malicious adversary rather than the target function and target distribution. The adversary can corrupt both the label part and the feature part of the observation and it has unbounded computational power and access to the entire history of the learning algorithm's computation. The goal remains however that of achieving arbitrarily good predictive approximation to the underlying target function with respect to the underlying distribution. Our main result is a poly(d, 1/ǫ)-time algorithm for learning linear separators in ℜ d under the uniform distribution that can handle a noise rate of η = O ǫ log(d/ǫ) , where ǫ is the desired error parameter. This improves over two notable recent results; one of [KKMS08] who describe an algorithm that can tolerate a noise rate ofÕ(ǫ/d 1/4 ) and the more recent one of [KLS09] who provide an algorithm that can tolerate a noise rate of O(ǫ 2 / log(d/ǫ)).
A particularly nice feature of our algorithm is that it can naturally exploit the power of active learning, where the learning algorithm can access a set unlabeled (i.e., unclassified) examples from the underlying distribution and ask for labels of examples of its own choice within this set. In this setting the hope is that a good classifier can be learned with significantly fewer labels by actively directing the queries to informative examples. In particular, we show that in this model, the label complexity depends only logarithmically in 1/ǫ where ǫ is the desired error rate, while still using only a polynomial number of unlabeled samples. Our paper provides the first active learning algorithm for learning linear separators in the presence of non trivial amount of adversarial noise that can affect not only the label part, but also the feature part.
Techniques
The key innovation of our work is to exploit the power of localization for designing noise tolerant polynomialtime algorithms.
At a high level, our algorithm is an iterative learning algorithm that operates in rounds. In each round we focus our attention only on points that fall near the current hypothesized decision boundary; in particular, in round k we consider m(d, ǫ) points that are within margin (or band) b k−1 of the current separator with weight vector w k−1 (the hypothesis given the points processed requested so far). Within the band, we first apply a careful localized outlier removal procedure (that refines the outlier removal approach of [KLS09] ) which exploits variance properties of non-noisy examples within the band, and then minimize a normalized hinge loss objective over the remaining points in order to get a new hypothesis w k for the next round whose error rate is at most half that of w k−1 . The key points that allow us to get the desired noise tolerance are the following: (1) We show that for an appropriate choice of the margin parameters b k , in order to make the desired progress we only need to find a hypothesis of constant error rate over the data distribution conditioned on being within margin b k−1 of w k−1 ; furthermore such a hypothesis is guaranteed to exist within radius r k of the current w k 1 . (2) we exploit the fact that as the width of the band b k gets smaller and smaller the hinge loss is a more faithful proxy for the classification error loss (aka 0/1 loss) and that moreover, we only need to do outlier removal so that weight vectors within r k−1 of the current w k−1 do not appear better than they are due to the presence of malicious points.
Our analysis particularly highlights the power of localization techniques usually used for analyzing sample complexity for passive learning (see [BBM05, BBL05, Zha06, BLL09, BL13] ) or active learning (see [BBZ07, Kol10, Han11, BL13] ) in order to obtain noise tolerant polynomial-time algorithms. We further discuss how our use of localization relates to and is different from that in the earlier work in Section 1.2.
Related Work
Passive Learning Kearns and Li's analysis [KL93] implies that halfspaces can be efficiently learned with respect to arbitrary distributions in polynomial time while tolerating a malicious noise rate ofÕ ǫ d . Kalai et al. [KKMS08] showed that the poly(d, 1/ǫ)-time averaging algorithm tolerates noise at a rate O(ǫ/ √ d), when the distribution is uniform. They also described an improvement toÕ(ǫ/d 1/4 ) based on the observation that uniform examples will tend to be well-separated, so that pairs of examples that are too close to one another can be removed, and this limits an adversary's ability to coordinate the effects of its noisy examples. [KLS09] analyzed another approach to limiting the coordination of the noisy examples and proposed an outlier removal procedure which was based on using PCA to find any direction u onto which projecting the training data led to suspiciously high variance, and removing examples with the most extreme values after projecting onto any such u. Their algorithm tolerates noise at a rate O(ǫ 2 / log(d/ǫ)) under the uniform distribution. Our algorithm (outlined in Section 1.1) is quite different from those in [KKMS08] and [KLS09] and improves on the noise robustness of [KKMS08] by roughly a factor d 1/4 and on the noise robustness of [KLS09] by a factor 1/ǫ. A key component of our algorithm is an outlier removal procedure to identify noisy points, which is a refinement, a localized version of the one in [KLS09] . Specifically, a consequence of our iterative algorithm is that in each round we only need to remove noisy points which make "bad" hypothesis close to the current separator look good. Hence, instead of finding the direction of maximum variance for the data (as done in [KLS09] ), we look for the direction of maximum variance that is close to the current hypothesis vector. We show that this can be done efficiently by applying recent general-purpose techniques from the optimization community [SZ03, BM13] . This localized form of outlier removal (as opposed to a more global one like in [KLS09] ) is key in our analysis for bounding, in a better way, the additional cost incurred by replacing the 0/1 loss with a normalized hinge loss. [BBZ07, CN07] . However, most of these results are not computationally efficient and furthermore no result exists in the malicious noise model, where the feature part of the examples can be corrupted as well.
Most related to our work is the work of [BBZ07] analyzing the sample complexity of a natural and widely used [TK01] margin based active learning procedure (where in each round we focus our attention only on points that fall near the hypothesized decision boundary). In this work we show how, surprisingly, the more aggressive localization technique (of setting the margins as small as possible while still guaranteeing correctness and good progress) that was proven beneficial for providing procedures with good sample complexity in the noise-free settings or under stylised noise models (Tsybakov noise model) [BBZ07] 2 , can be used to obtain computationally efficient polynomial time algorithms with much better malicious noise tolerance than known before even for passive learning. Not only we use this localization idea for different purposes, but our analysis significantly departs from [BBZ07] . To obtain our results, we exploit another type of localization (as mentioned above we develop and analyze a novel localized outlier removal procedure), as well as the performance of hinge loss minimization in smaller and smaller bands.
Notation and Preliminaries
In this section, we describe the framework used in this work, including the the malicious noise model and its extension to active learning.
Learning and loss
We focus on binary classification problems; that is, we consider the problem of predicting a binary label y based on its corresponding input vector x. Let D be a distribution over ℜ d and f : ℜ d → ℜ be a unknown function that an algorithm is trying to learn. Using standard terminology we will call f the target function. In the passive supervised learning model the algorithm is given access to a distribution oracle EX(D, f ) using which it can get training samples (x, f (x)) where x ∼ D. The goal of the algorithm is to output a hypothesis h such that err
In this work, we will assume that the unknown target function is a halfspace, i.e. f (x) = sign(w * · x). Here w * is a unit length vector. For any other unit vector w, denote err
In the active learning model [CAL94, Das11] the learning algorithm is given as input a pool of unlabeled examples drawn from the distribution oracle. The algorithm can then query for the labels of examples of its choice from the pool. The goal is to produce a hypothesis of low error while also optimizing for the number of label queries (also known as label complexity). The hope is that in the active learning setting we can output a classifier of small error by using many fewer label requests than in the passive learning setting by actively directing the queries to informative examples (while keeping the number of unlabeled examples polynomial). For added generality, we also consider the selective sampling active learning model, where the algorithm visits the unlabeled data points x i in sequence, and, for each i, makes a decision on whether or not to request the label y i based only on the previously-observed x j values (j ≤ i) and corresponding requested labels, and never changes this decision once made.
Our algorithms and analysis will use the hinge loss defined as
and, for a set T of examples, we let
Here τ is a parameter to be set as appropriate. Similarly, the expected hinge loss w.r.t. D is defined as
When D is the uniform distribution over S d−1 we will also be interested in studying the uniform distribution over points within a certain margin γ of the linear classifier associated with w, the distribution D w,γ that is uniform over the set {x : x 2 = 1, |w · x| ≤ γ}.
Malicious noise for passive and active learning
In the malicious noise model of [Val85] samples are generated as follows: with probability (1 − η) a random pair (x, y) is output where x ∼ D and y = f (x); with probability η the adversary can output an arbitrary pair (x, y) ∈ R d × {−1, 1}. We will call η the noise rate. The adversarial examples output can depend on the state of the learning algorithm and also the previous draws of the adversary. We will denote the malicious oracle as EX η (D, f ). The goal of the algorithm is to output a hypothesis h such that
In this paper, we consider an extension of the malicious noise model [Val85] to the the active learning model as follows. There are two oracles, and example generation oracle and a label revealing oracle. The example generation oracle works as usual in the malicious noise model: with probability (1 − η) a random pair (x, y) is generated where x ∼ D and y = f (x); with probability η the adversary can output an arbitrary pair (x, y) ∈ R d × {−1, 1}. In the active learning setting, unlike the standard malicious noise model, when an example (x, y) is generated, the algorithm only receives x, and must make a separate call to the label revealing oracle to get y. The goal of the algorithm is still to output a hypothesis h such that
We will be interested in algorithms which run in time poly(d, 1/ǫ) and use poly(d, 1/ǫ) unlabeled samples drawn from the malicious oracle. In addition, we want our algorithms to be active and optimize for the number of label requests. In particular, we want the number of labeled examples to depend only logarithmically in 1/ǫ. The goal then is to quantify for a given value of ǫ, the tolerable noise rate η(ǫ) which would allow us to design an efficient active learning algorithm.
Algorithm Overview
For clarity of exposition, we present our algorithm directly in the active learning model. A high level description of the type of algorithm we analyze appears in Figure 1 . We will present specific choices for sample sizes m k , cut-off values b k and outlier removal procedure in the following section.
Find a unit length w 0 with constant error. Draw n 1 examples and put them into a working set W .
Apply a localized outlier removal procedure (using w k−1 , r k−1 ) to W to obtain the set T . Sample m k examples u.a.r. from T and label them. Call this set T ′ . Find v k ∈ B(w k−1 , r k ) to approximately minimize training hinge loss over T ′ with τ k . Clear the working set W . Until n k+1 additional data points are put in W , given We will show that our active algorithm only uses a polynomial number of unlabeled samples, which then immediately implies a guarantee for passive learning setting as well.
Learning under the uniform distribution with malicious noise
In this section we let D be the uniform distribution over the unit sphere S d−1 and the target function be f (x) = sign(w * · x), for a unit vector w * . Note that in this case err D (w) is related to the angle θ(w, w * ) between w and w * by err D (w) = θ(w, w * )/π.
We start with some useful facts concerning the uniform distribution and linear separators and then present our main result. 
• and if b ≥ 0, we have
The algorithm we analyze is shown in full detail in Figure 2 . Our main result is the following theorem. 
Intuition behind the algorithm and techniques
Our algorithm, shown in in Figure 2 , proceeds in stages and at stage k, we have a hypothesis vector w k of a certain error rate. The goal in stage k is to produce a new vector w k+1 of error rate half of w k . In order to halve the error rate, as in [BBZ07] , we focus on a band of size γ = Θ(
) around the boundary of the linear classifier whose normal vector is w k , i.e. S w k ,γ = {x : |w k · x| < γ}. For the rest of the paper, we will repeatedly refer to this key region of borderline examples as "the band". The key observation made in [BBZ07] is that outside the band, w k will have much lower error. We will use the following formulation of this idea. Pr
In the context of this paper, concentrating on the band is helpful for two reasons. First, as in [BBZ07, BL13] , this concentration can significantly reduce the number of labeled examples needed by the algorithm. Second, the damage done to the learning algorithm by noisy examples in the band is limited -intuitively, very damaging examples will pull the hypothesis weight vector away from w * , but, once w k is pretty good and the band is pretty flat, examples in the band are at worst roughly orthogonal with w * .
Using Lemma 3.2, one can show that in stage k, it is enough to find a vector w k+1 which is close to w k (within distance Θ(1/2 k )) and has constant error inside the band S w k ,γ . In order to do the optimization efficiently and find a vector of constant error within the band S w k ,γ we propose to minimize a normalized hinge loss function ℓ τ k (w, x, y) = max(0, 1− y(w·x) τ k ) over vectors w ∈ B(w k , 2 −k ). Here τ k is proportional to γ, the size of the band. We first show that w * has small hinge loss within the band. Furthermore, within the band the adversarial examples cannot hurt the hinge loss of w * by a lot. To see this notice that if the malicious noise rate is η, within S w k ,γ the effective noise rate is Θ(η2 k ). Also the maximum value of the hinge loss for vectors
. Hence the maximum amount by which the adversary can affect the hinge loss is O(η2 k √ d). Using this approach we get a noise tolerance of O(ǫ/ √ d). In order to get a much improved noise tolerance, before minimizing the hinge loss we do an outlier removal procedure, inspired by [KLS09] , as shown in Figure 3 . As in [KLS09] , the goal of outlier removal is to limit the ability of the adversary to coordinate the effects of noisy examples -excessive such coordination is detected and removed. Also as in [KLS09] , we will use the variance of the examples in a particular direction to measure their coordination. In contrast to [KLS09] , however, due to the fact that, here, in round k + 1, we are minimizing the hinge loss only with respect to vectors that are close to w k , we only need to limit the hinge loss in these directions. But, because the distribution over labeled examples in round k is restricted to the band, the variance on those, most relevant, directions is especially small. This allows us to limit the harm of the adversary to a greater extent than was possible in the analysis of [KLS09] . Without adversarial noise, for any vector w ∈ B(w k , 2 −k ), the average variance in each relevant direction is small (Θ(b 2 k )). We show that one can do an outlier removal step to all of the data, including noisy examples, which removes few enough clean examples and still guarantees that, with respect to the filtered data, the average variance in each key direction will be not much more than the expected value. Using this we can get a much better bound on the amount by which the adversarial noise can hurt the hinge loss. In addition, our outlier removal procedure only uses unlabeled examples from the distribution and hence as in [BBZ07] our algorithm is also active and has label complexity which depends only logarithmically in 1/ǫ, the required error rate.
Input: allowed error rate ǫ, probability of failure δ, an oracle that returns x, for (x, y) sampled from EX η (f, D), and an oracle for getting the label from an example; a sequence of sample sizes m k > 0, k ∈ Z + ; a sequence of cut-off values b k > 0, k ∈ Z + ; a sequence of hypothesis space radii r k > 0, k ∈ Z + ; a precision value κ > 0 Output: weight vector w s of error at most ǫ with probability 1 − δ Draw a set W 0 of m 0 = poly(d, δ) training examples, ask for all of their labels. Apply the algorithm of [KLS09] to the labeled examples in W 0 with error parameter 1/8, producing a unit length w 0 . Draw n 1 examples and put into a working set W . iterate k = 1, . . . , s
Apply the algorithm from Figure 3 to W with u
. This will yield the set T . Sample m k examples u.a.r. from T and label them. Call this set T ′ . Find v k ∈ B(w k−1 , r k ) to approximately minimize training hinge loss over T ′ s.t. v k 2 ≤ 1:
Clear the working set W . Until n k+1 additional data points are put in W , given x for (x, f (x)) obtained from the reference unit vector u, and bandwidth γ, failure probability δ, desired radius r, a parameter ξ specifying the desired bound on the fraction of clean examples removed Output: A set of (possibly filtered) samples T ⊆ S. 
Proof of Theorem 3.1
The proof of Theorem 3.1 follows the high level structure of the proof of [BBZ07] ; there are however, two new crucial parts in the analysis, Theorem 3.2 which analyzes the benefits of our new localized outlier removal procedure and Theorem 3.3 which analyzes the performance of the hinge loss minimization algorithm for learning inside the band. 
We will prove by induction on k that after k ≤ s iterations, we have err D (w k ) ≤ 1 2 k+3 with probability 1 − δ(1 − 1/(k + 1)).
When k = 0, this follows from Theorem 1 of [KLS09] by setting ǫ = 1/8. Assume now the claim is true for k − 1 (k ≥ 1). Then by induction hypothesis, we know that with probability at least 1 − δ(1 − 1/k), w k−1 has error at most 1 2 k+2 . Recall that, for any unit length w,
Since w k−1 has unit length, and
Applying Lemma 3.2 to bound the error rate outside the band, if C is large enough, we have both:
and Pr
Taking the sum, we obtain Pr x (w k · x)(w * · x) < 0, x ∈S w k−1 ,b k−1 ≤ 2 −(k+4) . Therefore, we have
Recall that D w k−1 ,b k−1 is the uniform distribution within S w k−1 ,b k−1 . So it is enough to show that with probability (1 − δ k+k 2 ), w k has error at most κ = 1 32c ′ 2 C within S w k−1 ,b k−1 . We prove this in Theorem 3.3 below which completes the proof of the main theorem.
To prove Theorem 3.3 we will use the following guarantee for the outlier removal subroutine of Figure 3 . c and a polynomial p such that, if m ≥ p(1/η, d, 1/ξ, 1/δ, 1/γ) , then, with probability 1 − δ, the output T of the algorithm in Figure 3 satisfies the following:
Theorem 3.2 There is a constant
• At most ξm clean examples are removed from S.
• For all unit length w such that w − u 2 ≤ r,
Furthermore, the algorithm can be implemented in polynomial time.
The proof of Theorem 3.2 is deferred to Section 4. Figure 2 , we have err
Theorem 3.3 During round k of the algorithm in
We will prove Theorem 3.3 using a series of lemmas below. First, we bound the hinge loss of the target w * within the band S w k−1 ,b k−1 . Since we are analyzing a particular round k, to reduce clutter in the formulas, for the rest of this section, let us refer to
Proof: Notice that y(w * · x) is never negative, so, always
and, furthermore, w * will pay a non-zero hinge only inside the region where |w * · x| < τ k . Hence,
Using (1), we can lower bound the denominator:
Also the numerator is at most Pr
Hence, we have
During round k we can decompose the working set W into the set of "clean" examples W C which are drawn from D w k−1 ,b k−1 and the set of "dirty" or malicious examples W D which are output by the adversary. We will next show that the fraction of dirty examples in round k is not too large.
Lemma 3.4
There is an absolute positive constant C 0 such that, with probability 1 − δ 8(k+k 2 ) ,
Proof: The probability that an example is clean and falls in S w k−1 ,b k−1 is at least c2 −k , for an absolute positive constant c. Therefore, with probability
), the number of examples we must draw before we encounter n k examples that fall within S w k−1 ,b k−1 is at most 2m k 2 k c . The probability that each unlabeled example we draw is noisy is at most η. Therefore, the probability that the unlabeled example is noisy and in S w k−1 ,b k−1 is at most η. Applying a Chernoff bound, with probability at least 1 −
completing the proof.
Finally, we will relate the hinge loss of vectors over the set T to the hinge loss over clean examples W C . This is relationship is better than using a uniform bound on the variance of , if we define
and
Proof: Fix an arbitrary w ∈ B(w k−1 , r k ).
By the guarantee of Theorem 3.2 and Lemma 3.4, we know that, with probability 1 −
Assume that (7) and (8) hold. First, let us bound the total loss on noisy examples in the training set. In particular, we will show that
To see this notice that,
Similarly, we will show that
Next, note that, since in the outlier removal procedure ξ = 1/d, at most a fraction 1/d of the clean points will be removed. Hence, |T | ≥ |W C |/2. Now, we have
Using the fact that
Since at most half of the clean examples are removed, |T | ≥ |W C |/2, and thus
, (by Lemma 3.4).
Proof: [Proof of Theorem 3.3] Using standard VC-dimension bounds, we can assume that any w ∈ B(w k−1 , r k ), |ℓ(w) − ℓ(w, W C )| ≤ κ/16. and |ℓ(w, T ) − ℓ(w, T ′ )| ≤ κ/16 (The failure probability is at most δ 4(k+k 2 ) ). Also with probability 1 − δ 4(k+k 2 ) Lemma 3.5 is true. Then we have, for large enough d,
(since for each error, the hinge loss is at least 1)
This, together with Lemma 3.5 and Lemma 3.3, give
Sample complexity analysis
A polynomial number of unlabeled samples are required by the algorithm and the number of labeled examples required by the algorithm is
, which is an exponential improvement over the unlabeled sample complexity.
Localized Outlier Removal Procedure: Proof of Theorem 3.2
Our active learning algorithm make use of the subroutine in Figure 3 for performing outlier removal. This subsection analyzes this subroutine.
We will first describe how the outlier removal procedure can be implemented efficiently. In order to do this we need to show how step (b) in Figure 3 can be implemented. This step requires one to find vector w of length at most 1 which is close to u, i.e., w − u 2 ≤ r and which maximizes x∈T (w · x) 2 . If X is the matrix whose rows are the members of T , then this objective function can be written as w T X T Xw, and, of course, an equivalent problem is to minimize w T (−X T X)w subject to w − u 2 ≤ r and ||w|| ≤ 1. Since −X T X is symmetric, problems of this form are known to be solvable in polynomial time [SZ03] (see [BM13] ).
In the remainder of this section we argue about the correctness of the outlier removal procedure. From the description of the procedure, it is clear that at completion the set T will satisfy the condition that for all unit length w such that w − u 2 ≤ r,
. Hence, we need to argue that the procedure will not remove a lot of clean examples at each invocation of step (c) in Figure 3 and will run for a bounded number of iterations. In order to do that we first establish a key lemma which bounds the variance of any vector a close to u under D u,γ .
Lemma 4.1
For all a such that u − a 2 ≤ r and a 2 ≤ 1
Proof: W.l.o.g. we may assume that u = (1, 0, 0, ..., 0). We can write x = (x 1 , x 2 , . . . , x d ) as x = (x 1 , x ′ ), so that x ′ is chosen uniformly over all vectors in R d−1 of length at most 1 − x 2 1 . Let us decompose E x∼D ((a · x) 2 ) into parts that we can analyze separately as follows. a i E x∼Du,γ (x 1 x i ) + E x∼Du,γ ((x ′ · a) 2 ).
Thus E x∼D ((x ′ · a) 2 ) is at most the expectation of (x ′ · a) 2 when x ′ = (0, x 2 , ..., x d ) is sampled uniformly from the unit ball in R d−1 . Thus
Furthermore, since |x 1 | ≤ γ when x is drawn from D u,γ , we have
Let C ⊆ S be the clean examples in the original set. Applying Lemma 4.2 polynomially many examples suffice for it to be the case that, with probability at least 1 − Kz 2 4 , for all unit length a which are r close to u, we have
We shall say that an S that satisfies these requirements is "reasonable". We will show that for any reasonable data set, the number of noisy examples removed during the iteration of A is at least (K/2 − 2)mz 2 . Let us focus on one iteration, and let D ⊆ T be the dirty examples in T . If we remove examples using direction w then it means x∈T (w · x) 2 ≥ Kmz 2 . Since S is reasonable, by (15) the contribution to the sum from the clean examples that survived to the current stage is at most 2mz 2 so we must have We may assume without loss of generality that K ≥ 6, so this completes the proof. Now we are ready to put everything together to prove Theorem 3.2.
Proof: [Proof of Theorem 3.2] Lemma 4.6 implies that after s iterations, with probability at least 1− s Kz 2 δ 2 , at least sKmz 2 dirty examples are removed. Thus, with probability at least 1− δ 2 , the number of iterations is at most 1/(Kz 2 ). This together with Lemma 4.5 then implies that with probability at least 1−δ, the total fraction of clean examples removed is at most 1 z 2 K exp(cK) ≤ ξm. This completes the proof.
Discussion
We note that the idea of localization in the concept space is traditionally used in statistical learning theory both in supervised and active learning for getting sharper rates [BBL05, BLL09, Kol10] . Furthermore, the idea of localization in the instance space has been used in margin based analysis of active learning [BBZ07, BL13] . In this work we used localization in both senses in order to get polynomial-time algorithms with better noise tolerance. It would be interesting to further exploit this idea for other concept spaces.
