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RESUMO
Neste trabalho estamos interessados em analisar se´ries temporais com as caracter´ısticas
de longa dependeˆncia e sazonalidade e prever seus futuros valores. Para estudar tais se´ries
utilizamos os modelos SARFIMA(p, d, q)× (P,D,Q)s que conseguem modelar se´ries com am-
bas as caracter´ıstica. A se´rie temporal da me´dia mensal da umidade relativa do ar, de Santa
Maria, Rio grande do Sul possui ambas as caracter´ısticas. Para estimac¸a˜o dos paraˆmetros do
modelo SARFIMA(p, d, q) × (P,D,Q)s utilizamos o estimador de Whittle (1951) calculado
sob frequeˆncias que sa˜o obtidas utilizando o algoritmo de Metropolis-Hastings. Trata-se de
uma nova metodologia para a estimac¸a˜o dos paraˆmetros dos modelos SARFIMA(p, d, q) ×
(P,D,Q)s com inovac¸o˜es gaussianas. Esta metodologia somente foi utilizada para mode-
los SARFIMA(p, d, q) × (P,D,Q)s com inovac¸o˜es α-esta´veis. Ale´m disso, para processos
SARFIMA(p, d, q) × (P,D,Q)s com inovac¸o˜es gaussianas, propomos a previsa˜o de erro qua-
dra´tico me´dio mı´nimo. Para avaliar as previso˜es propomos o intervalo de confianc¸a de previsa˜o
a 100(1 − γ)% de confianc¸a, baseado nas variaˆncias teo´rica e amostral do erro de previsa˜o.
A metodologia de previsa˜o, incluindo o intervalo de confianc¸a, e´ uma inovac¸a˜o para analisar
se´ries temporais com longa dependeˆncia e sazonalidade. O modelo selecionado para a se´rie
temporal mostrou-se adequado dado que as predic¸o˜es mantiveram-se dentro do intervalo de
confianc¸a a 95% de confianc¸a durante todo o per´ıodo de setembro de 2012 a setembro de 2017.
Por fim, realizamos previso˜es para o per´ıodo de outubro de 2017 a setembro de 2018.
Palavras chave: Umidade relativa do ar, Longa dependeˆncia, Sazonalidade, Modelagem
Estat´ıstica, Previsa˜o.
1 INTRODUC¸A˜O
Para o desenvolvimento de diversos setores da atividade humana - tal como o setor agr´ıcola ou econoˆmico
- e´ preciso entender o comportamento dos fenoˆmenos clima´ticas da regia˜o em estudo. Muitos destes
fenoˆmenos, possuem a propriedade de longa dependeˆncia e, tambe´m a caracter´ıstica de repetir-se durante
um certo per´ıodo de tempo fixo, ou seja, apresentam sazonalidade.
Para estudar os fenoˆmenos com estas caracter´ısticas, Porter-Hudak (1990) propo˜em os processos
SARFIMA(p, d, q) × (P,D,Q)s. Bisognin; Lopes (2009) demonstram va´rias propriedades dos processos
SARFIMA(p, d, q)× (P,D,Q)s.
Um destes fenoˆmenos meteorolo´gicos que apresentam tais caracter´ısticas e´ a umidade relativa do ar
(ou simplesmente umidade relativa). A umidade relativa do ar e´ expressa como a raza˜o entre a quantidade
efetiva de vapor d’a´gua no ar e a quantidade ma´xima de vapor d’a´gua que a mesma quantidade de ar
poderia conter, se estivesse saturada desta substaˆncia, em determinada temperatura (VIRGENS et al.,
2009).
Se´ries temporais possibilitam analisar estes fenoˆmenos, ao longo do tempo, e detectar poss´ıveis mu-
danc¸as que possam ocorrer em um futuro pro´ximo. O estudo de se´ries temporais tambe´m possibilita,
atrave´s do comportamento passado, ajustar um modelo matema´tico que nos permite realizar previso˜es.
Desta forma, o objetivo deste trabalho e´ ajustar um modelo SARFIMA(p, d, q) × (P,D,Q)s, onde
a estimac¸a˜o dos paraˆmetros do modelo e´ feita via estimador de Whittle (1951), calculado utilizando o
algoritmo de Metropolis-Hastings e calcular as previso˜es da me´dia mensal da umidade relativa do ar, em
Santa Maria, Estado do Rio Grande do Sul.
2 METODOLOGIA
Nesta sec¸a˜o sa˜o apresentados os modelos SARFIMA(p, d, q)× (P,D,Q)s usados para realizar a ana´lise e
previsa˜o da se´rie temporal da me´dia mensal da umidade relativa do ar de Santa Maria, Rio Grande do Sul.
Os dados sa˜o provenientes do BDMEP - Banco de Dados Meteorolo´gicos para Ensino e Pesquisa mantido
pelo INMET - Instituto Nacional de Meteorologia (http://www.inmet.gov.br).O BDMEP - Banco de
Dados Meteorolo´gicos para Ensino e Pesquisa, que e´ um banco de dados para apoiar as atividades de
ensino e pesquisa e outras aplicac¸o˜es em meteorologia, hidrologia, recursos h´ıdricos, sau´de pu´blica, meio
ambiente, etc. Sera˜o utilizadas as 566 observac¸o˜es mensais dispon´ıveis, de janeiro de 1961 a setembro de
2017. Os dados foram acessados em 06/11/2017. O uso deste per´ıodo se deve ao fato de o per´ıodo de
dados mais completo dispon´ıveis na internet e que foram encontrados pelos autores.
A seguir definimos os modelos SARFIMA(p, d, q)× (P,D,Q)s.
Definic¸a˜o 1. Seja {Xt}t∈Z um processo estoca´stico satisfazendo a equac¸a˜o
φ(B)Φ(Bs)(1− B)d(1− Bs)D(Xt − µ) = θ(B)Θ(Bs)εt, (1)
onde µ e´ a me´dia do processo, {εt}t∈Z e´ o processo ru´ıdo branco, s ∈ N e´ a sazonalidade, B e´ o operador
de defasagem ou de retardo, isto e´, Bj(Xt) = Xt−j e Bsj(Xt) = Xt−sj , para j ∈ N, ∇d e ∇Ds sa˜o os
operadores, respectivamente, diferenc¸a e diferenc¸a sazonal, φ(·) e θ(·), Φ(·) e Θ(·) sa˜o os polinoˆmios de
ordem p, q, P e Q, respectivamente, definidos por
φ(z) =
p∑
`=0
(−φ`) z`, θ(z) =
q∑
m=0
(−θm) zm, (2)
Φ(z) =
P∑
r=0
(−Φr) zr, Θ(z) =
Q∑
l=0
(−Θl) zl, (3)
onde φ`, 1 ≤ ` ≤ p, θm, 1 ≤ m ≤ q, Φr, 1 ≤ r ≤ P , e Θl, 1 ≤ l ≤ Q, sa˜o constantes reais e φ0 = Φ0 = −1 =
θ0 = Θ0. Enta˜o, {Xt}t∈Z e´ um processo sazonal auto-regressivo fracionariamente integrado de me´dia
mo´vel de ordem (p, d, q) × (P,D,Q)s com sazonalidade s, denotado por SARFIMA(p, d, q) × (P,D,Q)s,
onde d e D sa˜o, respectivamente, o grau de diferenciac¸a˜o e o grau de diferenciac¸a˜o sazonal.
Para maiores detalhes sobre estes modelos, tais como a expressa˜o da func¸a˜o densidade espectral, seu
comportamento pro´ximo a`s frequeˆncias sazonais, a estacionariedade, a dependeˆncia intermedia´ria e longa
e a func¸a˜o de autocovariaˆncia, ver Bisognin e Lopes (2009).
Para a estimac¸a˜o dos paraˆmetros dos processos SARFIMA(p, d, q) × (P,D,Q)s utilizamos o es-
timador de verossimilhanc¸a aproximado de Whittle (1951) baseado em Cadeias de Markov. Consi-
dere η = (σ2ε , d,D,Φ,φ,θ,Θ) o vetor de paraˆmetros a ser estimado. Seja C uma constante tal que
C =
∫ pi
−pi In(λ)dλ. Assim, assim temos que a equac¸a˜o
σ2n(η) =
∫ pi
−pi
In(λ)
f
X
(λ,η)
dλ = C
∫ pi
−pi
f(λ)
f
X
(λ,η)
dλ = C E
(
1
f
X
(λ,η)
)
, (4)
onde f(λ) = 1C In(λ) e´ a func¸a˜o densidade em [−pi, pi]. O valor esperado em (4) pode ser aproximado pela
me´dia emp´ırica
σ2n(η) =
1
N
N∑
j=1
1
fX(λj ,η)
, (5)
onde N e´ suficientemente grande para satisfazer a lei dos grandes nu´meros. Aqui consideramos N = 15000
e o algoritmo de Metropolis-Hastings para gerar a amostra (λ1, · · · , λN ). Denotamos este estimador por
WMCMC.
O objetivo deste trabalho e´ analisar se´ries temporais com a caracter´ıstica de longa dependeˆncia e
sazonalidade e prever os seus futuros valores utilizando os modelos SARFIMA(p, d, q)× (P,D,Q)s. Para
tanto, apresentamos a seguir, a previsa˜o de erro quadra´tico me´dio mı´nimo. Para avaliarmos as previo˜es
obtidas, utilizamos o intervalo de confianc¸a de previsa˜o a 100(1− γ)% de confianc¸a o qual e´ baseado na
distribuic¸a˜o e nas variaˆncias teo´rica e amostral dos erros de previsa˜o. Tais resultados sa˜o apresentados a
seguir.
Seja {Xt}t∈Z um processo SARFIMA(p, d, q)× (P,D,Q)s causal e invers´ıvel definido na equac¸a˜o (1),
com me´dia igual a zero e sazonalidade s ∈ N. Enta˜o, para todo h > 1, a previsa˜o de erro quadra´tico
me´dio mı´nimo e´ dada por
X̂n(h) = −
∑
k∈N
pik X̂n(h− k), (6)
onde os coeficientes {pik}k∈Z> sa˜o os coeficientes da representac¸a˜o autoregressiva infinita.
As variaˆncias teo´rica e amostral do erro de previsa˜o sa˜o dadas, respectivamente, por
V ar(en(h)) = σ
2
ε
h−1∑
k=0
ψ2k, V̂ ar(en(h)) = σ̂
2
ε
h−1∑
k=0
ψ̂2k, (7)
onde os coeficientes {ψk}h−1k=0 sa˜o os coeficientes da representac¸a˜o me´dia mo´vel infinita. Os coeficientes
{ψ̂k}h−1k=0 sa˜o obtidos quando substitu´ımos os paraˆmetros teo´ricos no modelo pelos seus respectivos valores
estimados e σ2ε e σ̂
2
ε sa˜o, respectivamente, a variaˆncia e a variaˆncia estimada do processo {εt}t∈Z.
Agora suponha que o processo {εt}t∈Z seja Gaussiano com E(εt) = 0, V ar(εt) = σ2ε e E(εtεk) = 0,
para todo t 6= k. O intervalo de previsa˜o a 100(1− γ)% de confianc¸a para Xn+h e´ dado por
X̂n(h)− z γ
2
σ̂ε
(
h−1∑
k=0
ψ̂2k
) 1
2
≤ Xn+h ≤ X̂n(h) + z γ
2
σ̂ε
(
h−1∑
k=0
ψ̂2k
) 1
2
, (8)
onde z γ
2
e´ o valor tal que P(Z > z γ
2
) = γ2 , com Z ∼ N (0, 1).
As rotina de estimac¸a˜o dos paraˆmetros e previsa˜o dos modelos SARFIMA(p, d, q)× (P,D,Q)s foram
implementadas pelos autores no software R.
Uma vez que os paraˆmetros dos modelos sa˜o estimados, os res´ıduos do modelo sa˜o analisados, ou
seja, foi aplicado o teste Ljung-Box para examinar se os res´ıduos sa˜o na˜o correlacionados. Para isto,
foi utilizada a rotina Box.test. A verificac¸a˜o da acura´cia da previsa˜o do modelo foi realizada atrave´s do
MPE (erro percentual me´dio) e pelo MAPE (me´dia dos erros percentuais absolutos). As medidas foram
calculadas utilizando-se a rotina accuracy do pacote forecast.
3 RESULTADOS E DISCUSSO˜ES
A Figura 1 apresenta o gra´fico das se´ries temporais. Podemos perceber, pelo gra´fico da se´rie e da func¸a˜o
de autocorrelac¸a˜o amostral, que a se´rie temporal apresenta sazonalidade s = 12. Foi aplicado o teste
de Hylleberg, Engle, Granger and Yoo (HEGY),para verificar se a se´rie apresenta raiz unita´ria sazonal
(hipo´tese nula). O teste apresentou p-valor = 0.01. Para este teste, utilizamos a rotina hegy.test, do
pacote uroot do software R. Tambe´m foi aplicado o teste de Dickey-Fuller, cuja hipo´tese nula e´ de que a
se´ries temporal analisada e´ na˜o estaciona´ria. O p-valor resultante foi 0.01. Para este teste, utilizamos a
rotina adf.test, do pacote tseries do software R.
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Figura 1: Se´rie Temporal da me´dia mensal da umidade relativa do ar de Santa Maria, Rio Grande do
Sul: (a) Se´rie Teporal e (b) func¸a˜o de autocorrelac¸a˜o amostral.
Fonte: Autores.
De acordo com os crite´rios de informac¸a˜o de Akaike (AIC) e Bayesiano (BIC) e pela log-verossimilhanc¸a,
foi selecionado o modelo SARFIMA(p, d, q) × (P,D,Q)s, com P = 1 = p, q = 0 = Q, d̂ = 0, 000,
D̂ = 0, 3130, φ̂1 = 0, 5335, Φ̂1 = −0, 1166, σ̂2ε = 20, 55. Realizando o teste de res´ıduos de Box-Pierce,
p-valor = 0.6108, e analisando as func¸o˜es de autocorrelac¸a˜o e autocorrelac¸a˜o parcial amostrais, verifica-
dos a adequabilidade do modelo. Tambe´m foi realizado o teste de Kolmogorov-Smirnov, para verificar a
normalidade dos res´ıduos. O p-valor resultante foi de 0, 2202.
Apo´s o ca´lculo das predic¸o˜es do modelo, formam calculadas as medidas de acura´cia, cujos valores sa˜o:
RMSE (2,8508), MAE (2,2507), MPE (0,0014) e MAPE (2,9732).
A Figura 2 apresenta o gra´fico da predic¸a˜o e previsa˜o da Se´rie Temporal da me´dia mensal da umidade
relativa do ar de Santa Maria, Rio Grande do Sul, com os intervalos de confianc¸a a 95%. Analisando
a predic¸a˜o (Figura 2(a)), a predic¸a˜o da me´dia mensal da umidade relativa do ar, de Santa Maria, para
o per´ıodo de setembro de 2012 a setembro de 2017, manteve-se dentro do intervalo de confianc¸a a 95%
de confianc¸a, o que podemos concluir que a adequabilidade do modelo. Na Figura 2(b) apresentamos a
previsa˜o para os dados durante o per´ıodo de outubro de 2017 a setembro de 2018 com os intervalos de
confianc¸a de 95% de confianc¸a.
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Figura 2: Se´rie Temporal da me´dia mensal da umidade relativa do ar de Santa Maria, Rio Grande do
Sul: (a) dados reais, predic¸a˜o e intervalos de confianc¸a a 95% para a previsa˜o no per´ıodo de setembro
de 2012 a setembro de 2017 e (b) dados reais, Previsa˜o e intervalos de confianc¸a a 95% para a previsa˜o
(per´ıodo: outubro de 2017 a setembro de 2018.
Fonte: Autores.
4 CONCLUSA˜O
Neste trabalho propomos as previso˜es de erro quadra´tico me´dio mı´nimo para os modelos SARFIMA(p, d, q)×
(P,D,Q)s cujos paraˆmetros foram estimados utilizando o estimador de WMCMC. Ao concluirmos nossa
ana´lise, podemos verificar que o modelo SARFIMA(p, d, q) × (P,D,Q)s, com P = 1 = p, q = 0 = Q,
d̂ = 0, 000, D̂ = 0, 3130, φ̂1 = 0, 5335, Φ̂1 = −0, 1166, σ̂2ε = 20, 55, mostrou-se adequado para previsa˜o da
me´dia mensal da umidade relativa do ar de Santa Maria, Rio Grande do Sul. Tal conclusa˜o esta´ baseada
na ana´lise de res´ıduo, no ca´lculo das medidas de acura´cia utilizando as predic¸o˜es do modelo e atrave´s
do intervalo de confianc¸a de previsa˜o. Na Figura 2(a) e´ poss´ıvel constatar a boa predic¸a˜o do modelo.
Assim, os modelos SARFIMA(p, d, q)× (P,D,Q)s apresentam-se como uma boa alternativa para estudo
de se´ries temporais com as caracter´ısticas de longa dependeˆncia e sazonalidade.
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