Abstract-
I. INTRODUCTION
Competitive learning algorithms are characterized by competitions among k neurons [1] . At each step, an input (object) x i is presented, and the neuron that wins the competition learns the input, i.e., that neuron is adapted toward x i with a prespecified learning rate. This approach is known as winner-take-all (WTA) learning [2] , which has been extensively studied [1] , [3] . Competitive learning can also be seen as performing clustering in the input space [2] , [4] , [5] . In particular, regarding the neurons as cluster prototypes and making use of the squared Euclidean distance as the competition score, the WTA approach can be seen as an on-line k-means algorithm. In a broader view, competitive learning algorithms belong to the class of stochastic gradient descent algorithms [3] .
The use of supervision in the competitive learning framework was considered in the learning vector quantization (LVQ) algorithm [6] , where it is assumed that labels are known for the training data. Such labels are used to guide the refinement of the decision boundaries. However, the acquisition of labels is often costly, whereas unlabeled data are abundant in diverse applications. Thus, algorithms capable of using only partial supervision-e.g., in the form of a subset of labeled objects-are needed.
Since the last decade, considerable attention has been given to constrained clustering algorithms, which incorporated known information about the desired data partitions into the clustering process [7] . Among the most common types of constraints are those about pairs of objects-specifically the must-link (ML) and cannot-link (CL) constraints [7] , [8] . Considering a set X ={x i } N i=1 of N objects, each one represented by a vector x i ∈ R M , a ML constraint c = (i, j ) indicates that the objects x i and x j should lie in the same cluster, whereas a CL constraint c = (i, j ) indicates that x i and x j should lie in different clusters. One characteristic of ML and CL constraints is that they represent less information than labels. This can be noted by the fact that it is possible to deduce constraints from labels, but the inverse does not hold [7] .
Several algorithms have been developed for constrained clustering [7] - [11] . Among them, k-means-based algorithms are widely used in practice and thus are of interest to a large audience. In a recent study [11] , it has been shown that the clustering results of the linear constrained vector quantization error (LCVQE) algorithm [8] are competitive with those achieved by the constrained vector quantization error (CVQE) algorithm [10] , while violating less constraints and being more computationally efficient. Furthermore, in most cases, LCVQE provided better accuracy compared with MPCK-means [9] , which is capable of learning distance metrics. Motivated by these results, as a starting point, we decided to extend the LCVQE algorithm to deal with on-line settings. Since the proposed extension of LCVQE can be seen as a competitive learning algorithm, extensions of alternative competitive learning algorithms to deal with pairwise constraints can also be potentially helpful.
This brief introduces two on-line constrained clustering algorithms, which are named on-line LCVQE (O-LCVQE) and constrained rival penalized competitive learning (C-RPCL). Both algorithms are designed to incorporate constraint handling without losing the desirable simplicity provided by the competitive learning approach. It is worth mentioning that, despite the increasing interest in constrained clustering over the last decade, there is a lack of studies for on-line settings. The development of on-line algorithms can be helpful to the analysis of large-scale data, as well as to the use of constraints in distributed and asynchronous settings [3] . Another attractive characteristic of on-line algorithms is that they are particularly suited to deal with scenarios where the dataset (X ) suffers changes (addition/removal of objects), as well as with scenarios where the set of constraints is dynamically changing.
We performed experiments on nine datasets for which the class labels are known. Thus, pairwise constraints can be obtained from some labeled objects, as commonly done in constrained clustering studies [7] . However, there is a caveat on this setting. Since (multimodal) classes can potentially be represented by multiple clusters, the use of ML con-straints derived from class labels can be hazardous to the clustering process. More specifically, if two objects belong to the same class but to different clusters, a ML constraint involving them will guide the clustering algorithm to merge these two clusters. Clearly, this can be detrimental to the clustering process. Therefore, we consider CL constraints only, because these are correct independent of the validity of the so-called one-cluster-per-class assumption. However, for cases where ML constraints can be assured to be valid, it is straightforward to incorporate them into the proposed algorithms.
The remainder of this brief is organized as follows. The next section reviews the LCVQE algorithm [8] , which serves as the basis to describe the proposed algorithms-presented in Section III and empirically compared in Section IV. Finally, Section V concludes this brief.
Notation: A hard partition of the data is a collection
of k disjoint clusters such that ∪ C i = X and C i ∩ C j = ∅, ∀i = j , and |C i | = 0, ∀i , where |C i | denotes the number of objects in cluster C i . Each cluster C i is represented by a prototype μ i . The distance between an object x i and a prototype μ j is calculated by using the squared Euclidean distance, i.e.,
, where T denotes the transposed matrix. The set of ML and CL constraints are denoted as M and C, respectively. Using o M (l) and o M (l) for denoting the functions that return the first and second objects of the lth ML constraint, respectively, it is possible to define the functions g M (l) and g M (l) that return, respectively, the indices of the clusters that the first and second objects of the lth ML constraint belong to, i.e.,
, and g C (l) can be defined for CL constraints. The set of ML constraints being violated is defined as V M = {i |M i ∈ M and g M (i ) = g M (i )}, and similarly, the set of CL constraints being violated is defined as V C = {i |C i ∈ C and
that is equal to one when the condition is satisfied and 0 otherwise.
II. REVIEW OF THE LCVQE ALGORITHM [8]
The LCVQE algorithm is an improved version of the CVQE algorithm [10] . LCVQE uses as its objective function the usual vector quantization error augmented with costs associated with constraint violations. Even though we do not use ML constraints in our experimental setting, for completeness, we describe the full LCVQE algorithm. The cost of violating a ML constraint is based on the distances between objects and prototypes. These distances are computed by considering the object of a cluster and the prototype of another (neighbor) cluster. For a CL constraint, the object that is the farthest to the prototype is determined. Then, the distance between this object and its nearest neighbor prototype (second-closest cluster) is used as the violation cost. Thus, total cost = (distortion cost) + (ML violation cost) + (CL violation cost).
Mathematically, we have
The auxiliary functions, R g C (l) (l) and V (l), are defined in (A.2.) and (A.3.), respectively. Intuitively, the former-R g C (l) (l)-returns the object of the lth CL constraint farthest to the prototype μ g C (l) , while the latter-V (l)-returns the index of the nearest neighbor prototype to the object
For the assignment of which cluster each object belongs to, initially every object is assigned to the closest cluster. Then, for each ML constraint being violated, only three assignment possibilities are examined: 1) maintain the violation; 2) assign the two objects to the cluster whose prototype is the nearest to the first object (o M (l)); and 3) assign the two objects to the cluster whose prototype is the nearest to the second object (o M (l)). For each CL constraint being violated, only two cases are checked: 1) maintain the violation and 2) keep the object that is the closest to the cluster prototype as it is, and assign the farthest object (R g C (l) (l)) to the cluster with second-closest prototype (V (l)). Then, the prototypes are updated as
The update rule can be interpreted as follows. Let l be the index of a ML constraint that is being violated, i.e., o M (l) ∈ C j and o M (l) ∈ C n with j = n. Then, the prototype μ j is moved
Randomly take an object x i from X 3:
else 8: for each l ∈ S C do 9:
if r = j then 12 :
f ← {i, o}\{c} 16 :
if cV i o < cNeighbor then 20:
else 23:
if f = o then 25:
If there are still objects to process, go to Step 2 toward the object o M (l) and the prototype μ n is moved toward the object o M (l). Now consider the case of a CL constraint being violated, i.e., 2 and that μ n is the second-closest prototype of o C (l). Then, μ n is moved toward o C (l). The whole process (assignment and prototype update) is repeated until a convergence criterion is satisfied.
III. CONSTRAINED COMPETITIVE LEARNING
As stated in Section I, competitive learning can be seen as an on-line approach to clustering, because the prototype updates are incrementally made after each input is observed. This approach is different from the one performed by batchmode algorithms, which take one full pass through the data before an update is made.
The simplest competitive learning algorithm is based on the WTA approach, in which the closest prototype (neuron) to the input moves toward the input at a learning rate α, i.e., μ j = r j α(x i − μ j ), i ∈ {1, . . . , N}, and j ∈ {1, . . . , k}, where r j is one if μ j is the closest prototype to x i , or zero otherwise. Despite its simplicity, WTA presents the neuron underutilization problem [1] , which arises when some neurons are not properly initialized, thereby making them unable to win even once. For instance, if all neurons are initialized in a region far from the data, it is likely that the winner for the first input will also win the remaining competitions.
Randomly take an object x i from X 5:
F ← ∅ 8:
r ← arg min r∈{1,...,k} γ r x o − μ r 2 11:
if S C = ∅ or j / ∈ F or |F | = k then 13: n ← arg min n∈{1,...,k}\{ j } γ n x i − μ n 2 14:
w j ← w j + 1 17:
n ← arg min n∈{1,...,k}\F γ n x i − μ n 2 19:
w n ← w n + 1
22:
for each j ∈ {1, . . . , k} do 23:
If there are still objects to process, go to Step 4
Several competitive learning algorithms have been developed to address the neuron underutilization problem-see [1] for a thorough discussion. A simple approach is to consider the winning frequency for each neuron, i.e., weighting the distances between prototypes and objects by the neuron winning frequency. This is known as frequency-sensitive competitive learning [12] . An extension of this approach, which can also be seen as an extension of the LVQ2 algorithm [6] , is the RPCL [13] . In this algorithm, the second nearest prototype to the input, called rival, is penalized by moving it away from that object. This penalization is proportional to a different learning rate (β)-usually β α. For simplicity, we refer to β as the unlearning rate. Now we are in position to describe the proposed constrained competitive learning algorithms, namely: O-LCVQE and C-RPCL.
A. On-Line LCVQE
O-LCVQE can also be seen as a WTA approach that deals with CL constraints. We do not adopt ML constraints in our framework because of the reasons discussed in Section I. Therefore, we omit the procedure that handles them. 1 We note that the procedure used to handle CL constraints is similar in spirit to the LCVQEs procedure, i.e., the winner prototype is defined as in LCVQE. Specifically, if the input is involved in a CL constraint, and the same prototype (μ j ) is the nearest one for the two objects in question, then two cases are assessed: 1) use the same prototype to represent both objects and 2) adjust the second nearest prototype (μ n ) to the object of the constraint that is farthest from μ j . Each case has an associated cost, which is derived from the objective function of LCVQE-(A.1.). After computing them, the case that incurs the smallest cost is chosen. For the second case, if the farthest object is not the current input (x i ), an additional step is performed so that μ j moves away from the farthest object and toward x i . The main steps of O-LCVQE are presented in Algorithm 1. Note that this algorithm handles CL constraints in a greedy manner. In particular, for each constraint, it assesses every possible assignment by considering only the costs imposed by that particular constraint-without taking into account the costs that may be imposed by other constraints related to the current input. This procedure is related to the competitive learning approach, as the constraints are always processed in an on-line fashion. Also, when no constraints are provided this algorithm reduces to the WTA approach (see Section III).
TABLE I DIFFERENCES BETWEEN NORMALIZED MUTUAL INFORMATION (NMI) VALUES OBTAINED BY ON-LINE ALGORITHMS AND LCVQE (GREATER IS BETTER)-#LO DENOTES THE NUMBER OF LABELED OBJECTS USED TO GENERATE CONSTRAINTS

Algorithm
B. Constrained RPCL
The RPCL algorithm [13] can also be modified to deal with CL constraints. The intuition behind this modified algorithm, named C-RPCL, is that if a CL constraint gets violated by assigning the object to a given prototype, then we search for the nearest rival that does not cause any constraint violations. This nearest rival becomes the winner, and the previous winner prototype is moved away from that object. For the degenerate case in which no nearest rival can be found, the original RPCL procedure is used. The variable γ is introduced to avoid neuron underutilization, as mentioned in Section III. More specifically, γ holds the (normalized) winning count for each neuron. The distance between objects and prototypes are scaled by γ , so that previously frequent winners have less chance to win the subsequent competition. The C-RPCLs main steps are described in Algorithm 2. Differently from O-LCVQE, the proposed C-RPCL takes into account all the available constraints to define the winner and rival neurons. By doing that, C-RPCL can avoid some unnecessary prototype updates that would be made by O-LCVQE. When no constraints are provided, C-RPCL reduces to RPCL, which is capable of estimating the number of clusters. The adoption of constraints does not make C-RPCL lose this feature. 
IV. EMPIRICAL EVALUATION
To compare the algorithms O-LCVQE and C-RPCL, experiments were performed on eight benchmarks datasets. Most of them are available at the University of California, Irvine Repository [14] . In addition, we have used the 9Gauss dataset [15] , which is formed by nine balanced clusters arranged according to Gaussian distributions that have some degree of overlapping, and the Protein dataset [9] . Following [9] , for the Letters dataset only classes I, J, and L were considered and, for Pendigits, only classes 3, 8, and 9 were considered. According to [9] , these classes represent difficult classification problems. The characteristics of the datasets are summarized on Table I .
As stated in Section I, we consider the scenario where constraints are derived from class labels. For generating the constraints, we consider cases where samples of labeled objects are available. In particular, we adopt a variety of different quantities of labeled objects i.e., 5, 10, 15, and 20 randomly selected objects per class. From these samples, all possible CL constraints are deduced. For instance, for the Iris dataset, which has three classes, by sampling five objects per class a set of 75 constraints is obtained. The adopted methodology follows from the scenario where a domain expert provides labels for some objects. In this scenario, one should take as much information as possible from the labeled objects by considering all the induced constraints.
Each algorithm was run for 100 epochs (full passes through the data). Initial prototypes were sampled by a Gaussian distribution, with mean and covariance estimated from 20% of the data. Due to the sensitivity to initialization and processing order of the objects, each algorithm was run five times with different initial prototypes and processing orders. The whole process was repeated ten times to get better estimates of the statistics under interest. As done in [13] , the learning and unlearning rates were set to 0.05 and 0.002, respectively.
The quality of the obtained partitions is assessed by means of NMI [16] by taking into account the reference partitions provided by the known classes and clusters. As a baseline, 2 we considered the results obtained by the (batch-mode) LCVQE algorithm [8] . Since batch-mode algorithms have access to more information to perform prototypes updates than on-line algorithms, it is expected that their partitions serve as approximations to those achieved by the batch-mode algorithms. Thus, we assess the relative performance of the proposed on-line algorithms by analyzing the differences between the NMI values computed for the partitions obtained by the on-line and batch algorithms.
The average differences between the NMI values obtained by the on-line algorithms and those obtained by LCVQE are reported in Table I , where a positive number means that the corresponding on-line algorithm obtained better results than LCVQE. It can be seen that C-RPCL obtained the best results, with NMI values equal to or greater than those obtained by LCVQE in more than 67% of the cases (27 out of 40). 2 Note that this is a very competitive baseline as LCVQE typically outperforms alternatives such as MPCK-means [9] and CVQE [10]-see [11] (due to space limitations we do not reproduce such results).
For O-LCVQE, the results were less favorable-specifically, the results obtained were equal or better than LCVQE in only 47% of the cases. Comparing the on-line algorithms, C-RPCL obtained better results than O-LCVQE in 75% of the cases.
The results for Pendigits are particularly appealing. In this dataset, C-RPCL presented the largest observed positive difference (0.229 on average). To better understand this result, the average NMI values obtained by each algorithm are presented in Table II , where there are two salient aspects to be observed. Firstly, the small variance of the results obtained by C-RPCL indicates some level of robustness with respect to the initialization of prototypes. Secondly, for all quantities of labeled objects, the partitions obtained by C-RPCL presented high NMI values (≈ 0.72, on average). These results suggest that C-RPCL is not only obtaining better results than the other algorithms, but also it has found very good data partitions. Table III presents the average differences between the number of constraints violated by on-line algorithms compared with LCVQE. In this case, small numbers are better, indicating that the on-line version violated less constraints than LCVQE. From these results, it is possible to see that, as expected, LCVQE, which can observe all the data at the same time, violated less constraints than the on-line algorithms in 75% of the cases (24 out of 32). However, some results deserve further attention. In particular, for the Ionosphere and Pendigits datasets, C-RPCL violated less constraints than LCVQE. For a better understanding of the results obtained for Pendigits, we performed experiments by using only its (two) most informative features-with the same constraints as derived from 15 labeled objects used in the previous experiments. These two features were selected using the well-known Naïve Bayes Wrapper and provide an average classification error of 7% (tenfold cross-validation). Note that this is not a practical procedure. Instead, the use of the known labels for feature selection is only justified by our interest in understanding the obtained results. From this standpoint, Fig. 1(a) illustrates the partitions obtained from the trial with the largest NMI difference between C-RPCL and LCVQE. The cluster and class centroids, as well as the objects used for deriving the constraints (shown as inverted triangles) are highlighted. The density of each class is shown by its contours. One can see that the classes overlap in this subspace and that the class represented by the number "9" has a small cluster to the left hand-side of the larger density area. From the obtained centroids, it can be noted that C-RPCL was less affected by such an "outlier" cluster, which allows it to obtain a better estimate of the cluster mean than LCVQE. For this reason, the partition obtained by LCVQE has more errors for objects of class "8" compared with C-RPCL. To better illustrate this, we present in Fig. 1(b) three objects of class "8" that were correctly classified by C-RPCL only-the remaining algorithms misclassified them. It can be seen that the object on the top-left is a reasonably well-formed "8," whereas the others are harder to classify. Noting that digit recognition is a hard problem, the capability of correctly identifying numbers with deformities [like those in Fig. 1(b) ] is relevant. Also, we speculate that the structure observed in the subspace shown in Fig. 1(a) is, to some extent, similar to the one existing in the full 16-D space.
To compare on-line algorithms against batch algorithms on a large dataset, we performed experiments on the KDDCUP'99 Network Intrusion Detection dataset, commonly used to assess streaming clustering algorithms [17] . We considered only classes with more than 1000 objects, reducing the problem from 23 to 8 types of connections. The dataset comprises 492 368 objects represented by 34 features. We generated constraints using 20 labeled objects per class and repeated the experiments ten times. Performance comparisons are summarized in Table IV . The on-line algorithms were run in a stream fashion, i.e., they make only one pass through the data. Note that intrusion detection applications need a justin-time processing, making an on-line algorithm even more suitable. From Table IV, one can note that the NMI values obtained by the algorithms are similar. However, the amount of computation time needed by the on-line algorithms is significantly smaller than for the batch algorithm. More specifically, C-RPCL used approximately 33% of the processing time needed by LCVQE, while O-LCVQE used about 23% of the same amount of time.
V. CONCLUSION
We introduced two competitive learning algorithms for on-line constrained clustering, namely: the C-RPCL and the O-LCVQE. Experimental results showed that C-RPCL not only provides better results than O-LCVQE, but also that it can often provide more accurate partitions than the wellknown (batch-mode) LCVQE algorithm [8] . Moreover, results on a large dataset highlighted the computational and memory advantages of using on-line algorithms. As future work, the study of C-RPCL for distributed and asynchronous competitive learning [3] , as well as algorithms capable of identifying clusters with different shapes (as in [18] ), are promising.
