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Abstract
In this paper, we consider the following type of non-local (pseudo-differential) operators L
on Rd:
Lu(x) = 1
2
d∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
+ lim
ε↓0
∫
{y∈Rd: |y−x|>ε}
(u(y)− u(x))J(x, y)dy,
where A(x) = (aij(x))1≤i,j≤d is a measurable d×d matrix-valued function on Rd that is uniform
elliptic and bounded and J is a symmetric measurable non-trivial non-negative kernel on Rd×Rd
satisfying certain conditions. Corresponding to L is a symmetric strong Markov processX on Rd
that has both the diffusion component and pure jump component. We establish a priori Ho¨lder
estimate for bounded parabolic functions of L and parabolic Harnack principle for positive
parabolic functions of L. Moreover, two-sided sharp heat kernel estimates are derived for such
operator L and jump-diffusion X . In particular, our results apply to the mixture of symmetric
diffusion of uniformly elliptic divergence form operator and mixed stable-like processes on Rd.
To establish these results, we employ methods from both probability theory and analysis.
1 Introduction
It is well-known that there is an intimate interplay between self-adjoint pseudo-differential operators
on Rd and symmetric strong Markov processes on Rd. For a large class of self-adjoint pseudo-
differential operators L on Rd that enjoys maximum property, there is a jump-diffusion X on Rd
associated with it so that L is the infinitesimal generator of X, and vice versa. The connection
between L and X can also be seen as follows. The fundamental solution (also called heat kernel)
for L is the transition density function of X. In this paper, we are interested in the a priori Ho¨lder
estimate for harmonic functions of such operator L, parabolic Harnack principle and the sharp
estimates on the heat kernel of L.
Throughout this paper, d ≥ 1 is an integer. Denote by md the d-dimensional Lebesgue measure
in Rd, and C1c (R
d) the space of C1-functions on Rd with compact support. We consider the following
∗Research partially supported by NSF Grant DMS-06000206.
†Research partially supported by the Grant-in-Aid for Scientific Research (B) 18340027.
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type of non-local (pseudo-differential) operators L on Rd:
Lu(x) = 1
2
d∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
+ lim
ε↓0
∫
{y∈Rd: |y−x|>ε}
(u(y)− u(x))J(x, y)dy, (1.1)
where A(x) = (aij(x))1≤i,j≤d is a measurable d × d matrix-valued function on Rd that is uniform
elliptic and bounded in the sense that there exists a constant c ≥ 1 such that
c−1
d∑
i=1
ξ2i ≤
d∑
i,j=1
aij(x)ξiξj ≤ c
d∑
i=1
ξ2i for every x, (ξ1, · · · , ξd) ∈ Rd, (1.2)
and J is a symmetric non-negative measurable kernel on Rd × Rd such that there are positive
constants κ0 > 0, and β ∈ (0, 2) so that
J(x, y) ≤ κ0|x− y|−d−β for |x− y| ≤ δ0, (1.3)
and that
sup
x∈Rd
∫
Rd
(|x− y|2 ∧ 1)J(x, y) dy <∞. (1.4)
Clearly under condition (1.3), condition (1.4) is equivalent to
sup
x∈Rd
∫
{y∈Rd:|y−x|≥1}
J(x, y) dy <∞.
Associated with such a non-local operator L is an Rd-valued symmetric strong Markov process
X whose associated Dirichlet form (E ,F) on L2(Rd;md) is given by
E(u, v) = 1
2
∫
Rd
∇u(x) ·A(x)∇v(x)dx +
∫
Rd
(u(x)− u(y))(v(x) − v(y))J(x, y)dxdy,
F = C1c (Rd)
E1
,
(1.5)
where for α > 0, Eα(u, v) := E(u, v) + α
∫
Rd
u(x)v(x)md(dx).
When the jumping kernel J ≡ 0 in (1.1) and (1.5), L is a uniform elliptic operator of divergence
form and X is a symmetric diffusion on Rd. It is well-known that X has a joint Ho¨lder continuous
transition density function p(t, x, y), which enjoys the following celebrated Aronson’s two-sided heat
kernel estimate: there are constants ck > 0, k = 1, · · · , 4, so that
c1 p
c(t, c2|x− y|) ≤ p(t, x, y) ≤ c3 pc(t, c4|x− y|) for t > 0, x, y ∈ Rd.
Here
pc(t, r) := t−d/2 exp(−r2/t). (1.6)
It is also known that parabolic Harnack principle holds for such L and that every bounded parabolic
function of L is locally Ho¨lder continuous. See [Str] for some history and a survey on this subject,
where a mixture of analytic and probabilistic method is presented.
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Let φ be a strictly increasing continuous function φ : R+ → R+ with φ(0) = 0, and φ(1) = 1
such that there are constants c ≥ 1, 0 < β1 ≤ β2 < 2 such that
c−1
(R
r
)β1 ≤ φ(R)
φ(r)
≤ c
(R
r
)β2
for every 0 < r < R <∞, (1.7)
and ∫ r
0
s
φ(s)
ds ≤ c r
2
φ(r)
for every r > 0. (1.8)
Observe that condition (1.7) implies that
c−1rβ1 ≤ φ(r) ≤ crβ2 for r ≥ 1
and
c−1rβ2 ≤ φ(r) ≤ crβ1 for r ∈ (0, 1].
In the sequel, if f and g are two functions defined on a set D, f ≍ g means that there exists C > 0
such that C−1f(x) ≤ g(x) ≤ C f(x) for all x ∈ D.
When A(x) ≡ 0 in (1.5) and J is given by
J(x, y) ≍ 1|x− y|d φ(|x− y|) , (1.9)
where φ satisfies the conditions (1.7)-(1.8), the corresponding process X is a mixed stable-like
process on Rd studied in [CK2]. A typical example of J satisfying condition (1.9) is
J(x, y) =
∫ α2
α1
c(α, x, y)
|x− y|d+α ν(dα),
where ν is a probability measure on [α1, α2] ⊂ (0, 2) and c(α, x, y) is a symmetric function in x and
y is bounded between two positive constants that are independent of α ∈ [α1, α2]. Under the above
condition, a priori Ho¨lder estimate and parabolic Harnack principle are established in [CK2] for
parabolic functions of X. Moreover, it is proved in [CK2] that X has a jointly continuous transition
density function p(t, x, y) and that it has the following two-sided sharp estimates: there are positive
constants 0 < c1 < c2 so that
c1p
j(t, |x− y|) ≤ p(t, x, y) ≤ c2pj(t, |x− y|) for t > 0, x, y ∈ Rd,
where
pj(t, r) :=
(
φ−1(t)−d ∧ t
rdφ(r)
)
(1.10)
with φ−1 being the inverse function of φ. Here and in the sequel, for two real numbers a and
b, a ∧ b := min{a, b} and a ∨ b := max{a, b}. We point out that, in contrast to the diffusions
(or differential operator) case, heat kernel estimates for pure jump processes (or non-local integro-
differential operators) have been studied only quite recently. See the introduction part of [CK2] for
a brief account of some history.
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In this paper, we consider the case where both A and J are non-trivial in (1.1) and (1.5).
Clearly the corresponding operators and jump diffusions take up an important place both in theory
and in applications. However there are very limited work in literature for this mixture case on the
topics of this paper, see [BKU], [CKS] and [SV] though. One of the difficulties in obtaining fine
properties for such an operator L and process X is that it exhibits different scales: the diffusion
part has Brownian scaling r 7→ r2 while the pure jump part has a different type of scaling. Never-
theless, there is a folklore which says that with the presence of the diffusion part corresponding to
1
2
∑d
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
, better results can be expected under weaker assumptions on the jumping
kernel J as the diffusion part helps to smooth things out. Our investigation confirms such an
intuition. In fact we can establish a priori Ho¨lder estimate and parabolic Harnack inequality under
weaker conditions than (1.9). We now present the main results of this paper. Let W 1,2(Rd) denote
the Sobolev space of order (1, 2) on Rd; that is, W 1,2(Rd) := {f ∈ L2(Rd;md) : ∇f ∈ L2(Rd;md)}.
It is not difficult to show the following.
Proposition 1.1 Under the conditions (1.2)-(1.4), the domain of the Dirichlet form of (1.5) is
characterized by
F =W 1,2(Rd) = {f ∈ L2(Rd;md) : E(f, f) <∞}.
Let X be the symmetric Hunt process on Rd associated with the regular Dirichlet form (E ,F). It
will be shown in Theorem 2.2 below that X has infinite lifetime. Let Z = {Zt := (V0− t,Xt), t ≥ 0}
denote the space-time process of X. We say that a non-negative real valued Borel measurable
function h(t, x) on [0,∞)×Rd is parabolic (or caloric) on D = (a, b)×B(x0, r) if there is a properly
exceptional set N ⊂ Rd such that for every relatively compact open subset D1 of D,
h(t, x) = E(t,x)[h(ZτD1 )]
for every (t, x) ∈ D1 ∩ ([0,∞) × (Rd \ N )), where τD1 = inf{s > 0 : Zs /∈ D1}. We remark that
in [CK1, CK2] the space-time process is defined to be (V0 + t,Xt) but this is merely a notational
difference. In this paper, we first show that any parabolic function of X is Ho¨lder continuous.
Recall that δ0 is the positive constant in condition (1.3).
Theorem 1.2 Assume that the Dirichlet form (E ,F) given by (1.5) satisfies the conditions (1.2)-
(1.4) and that for every 0 < r < δ0,
inf
x0,y0∈Rd
|x0−y0|=r
inf
x∈B(x0, r/16)
∫
B(y0, r/16)
J(x, z)dz > 0. (1.11)
Then for every R0 ∈ (0, 1], there are constants c = c(R0) > 0 and κ > 0 such that for every
0 < R ≤ R0 and every bounded parabolic function h in Q(0, x0, 2R) := (0, 4R2)×B(x0, 2R),
|h(s, x)− h(t, y)| ≤ c ‖h‖∞,R R−κ
(
|t− s|1/2 + |x− y|
)κ
(1.12)
holds for (s, x), (t, y) ∈ Q(0, x0, R), where ‖h‖∞,R := sup(t,y)∈[0, 4R2]×Rd\N |h(t, y)|. In particular, X
has a jointly continuous transition density function p(t, x, y) with respect to the Lebesgue measure.
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Moreover, for every t0 ∈ (0, 1) there are constants c > 0 and κ > 0 such that for any t, s ∈ (t0, 1]
and (xi, yi) ∈ Rd × Rd with i = 1, 2,
|p(s, x1, y1)− p(t, x2, y2)| ≤ c t−(d+κ)/20
(
|t− s|1/2 + |x1 − x2|+ |y1 − y2|
)κ
. (1.13)
In addition to (1.2)-(1.4) and (1.11), if there is a constant c > 0 such that
J(x, y) ≤ c
rd
∫
B(x,r)
J(z, y)dz whenever r ≤ 12 |x− y| ∧ 1, x, y ∈ Rd, (1.14)
we show that the parabolic Harnack principle holds for non-negative parabolic functions of X.
(Note that (1.14) was introduced in [BBK, CKK] and it was denoted as (UJS)≤1 there.)
Theorem 1.3 Suppose that the Dirichlet form (E ,F) given by (1.5) satisfies the condition (1.2)-
(1.4), (1.11) and (1.14). For every δ ∈ (0, 1), there exist constants c1 = c1(δ) and c2 = c2(δ) > 0
such that for every z ∈ Rd, t0 ≥ 0, 0 < R ≤ c1 and every non-negative function u on [0,∞) × Rd
that is parabolic on (t0, t0 + 6δR
2)×B(z, 4R),
sup
(t1,y1)∈Q−
u(t1, y1) ≤ c2 inf
(t2,y2)∈Q+
u(t2, y2), (1.15)
where Q− = (t0 + δR2, t0 + 2δR2)×B(x0, R) and Q+ = (t0 + 3δR2, t0 + 4δR2)×B(x0, R).
Note that elliptic versions of Theorem 1.2 and 1.3 are claimed in [Fo] under similar assumptions,
however we have some difficulty to follow some of the arguments there. Clearly, our theorems imply
the elliptic versions given in [Fo].
We next derive two-sided heat kernel estimate for X when J(x, y) satisfies the condition (1.9).
Clearly (1.3)-(1.4), (1.11) and (1.14) are satisfied when (1.9) holds. Recall that functions pc(t, x, y)
and pj(t, x, y) are defined by (1.6) and (1.10), respectively.
Theorem 1.4 Suppose that (1.2) holds and that the jumping kernel J of the Dirichlet form (E ,F)
given by (1.5) satisfies the condition (1.9). Denote by p(t, x, y) the continuous transition density
function of the symmetric Hunt process X associated with the regular Dirichlet form (E ,F) of (1.5)
with the jumping kernel J given by (1.9). There are positive constants ci, i = 1, 2, 3, 4 such that for
every t > 0 and x, y ∈ Rd,
c1
(
t−d/2 ∧ φ−1(t)−d
)
∧ (pc(t, c2|x− y|) + pj(t, |x− y|))
≤ p(t, x, y) ≤ c3
(
t−d/2 ∧ φ−1(t)−d
)
∧ (pc(t, c4|x− y|) + pj(t, |x− y|)) . (1.16)
The following figure shows which term is the dominant term in each region when φ in (1.9) is
given by φ(r) = rα with 0 < α < 2. It is worth mentioning that there is a short-time short-distance
region in t ≤ R2 ≤ 1 where the jump part is the dominant term.
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When A(x) ≡ Id×d, the d× d identity matrix, and J(x, y) = c|x− y|−d−α for some α ∈ (0, 2) in
(1.5), that is, when X is the independent sum of a Brownian motion W on Rd and an isotropically
symmetric α-stable process Y on Rd, the transition density function p(t, x, y) can be expressed
as the convolution of the transition density functions of W and Y , whose two-sided estimates are
known. In [SV], heat kernel estimates for this Le´vy process X are carried out by computing the
convolution and the estimates are given in a form that depends on which region the point (t, x, y)
falls into. Subsequently, the parabolic Harnack inequality (1.15) for such a Le´vy process X is
derived in [SV] by using the two-sided Heat kernel estimate. Clearly such an approach is not
applicable in our setting even when φ(r) = rα, since in our case, the diffusion and jumping part
of X are typically not independent. The two-sided estimate in this simple form of (1.16) is a new
observation even in the independent sum of a Brownian motion and an isotropically symmetric
α-stable process case considered in [SV].
Our approach employs methods from both probability theory and analysis, but it is mainly
probabilistic. It uses some ideas previously developed in [BBCK, BBK, CK1, CK2, CKK]. To
get a priori Ho¨lder estimates for parabolic functions of X, we establish the following three key
ingredients.
(i) Exit time upper bound estimate (Lemma 2.3):
Ex[τB(x0,r)] ≤ c1r2 for x ∈ B(x0, r),
where τB(x0,r) := inf{t > 0 : Xt /∈ B(x0, r)} is the first exit time from B(x0, r) by X.
(ii) Hitting probability estimate ((4.1) below):
Px
(
XτB(x,r) /∈ B(x, s)
)
≤ c2r
2
(s ∧ 1)2 for every r ∈ (0, 1] and s ≥ 2r.
(iii) Hitting probability estimate for space-time process Zt = (V0 − t,Xt) (Lemma 4.1): for every
x ∈ Rd, r ∈ (0, 1] and any compact subset A ⊂ Q(x, r) := (0, r2)×B(x, r),
P(r
2,x)(σA < τr) ≥ c3md+1(A)
rd+2
,
where by slightly abusing the notation, σA := {t > 0 : Zt ∈ A} is the first hitting time of
A, τr := inf{t > 0 : Zt /∈ Q(x, r)} is the first exit time from Q(x, r) by Z and md+1 is the
Lebesgue measure on Rd+1.
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Throughout this paper, we use the following notations. The probability law of the process X
starting from x is denoted as Px and the mathematical expectation under it is denoted as Ex, while
probability law of the space-time process Z = (V,X) starting from (t, x), i.e. (V0,X0) = (t, x),
is denoted as P(t,x) and the mathematical expectation under it is denoted as E(t,x). To establish
parabolic Harnack inequality, we need in addition the following.
(iv) Short time near-diagonal heat kernel estimate (Theorem 3.1): for every t0 > 0, there is
c4 = c4(t0) > 0 such that for every x0 ∈ Rd and t ∈ (0, t0],
pB(x0,
√
t)(t, x, y) ≥ c4t−d/2 for x, y ∈ B(x0,
√
t/2).
Here pB(x0,
√
t) is the transition density function for the part process XB(x0,
√
t) of X killed
upon leaving the ball B(x0,
√
t).
(v) (Lemma 4.3): Let R ≤ 1 and δ < 1. Q1 = [t0 + 2δR2/3, t0 + 5δR2] × B(x0, 3R/2), Q2 =
[t0 + δR
2/3, t0 + 11δR
2/2] × B(x0, 2R) and define Q− and Q+ as in Theorem 1.3. Let
h : [0,∞) × Rd → R+ be bounded and supported in [0,∞) × B(x0, 3R)c. Then there exists
c5 = c5(δ) > 0 such that
E(t1,y1)[h(ZτQ1 )] ≤ c5E(t2,y2)[h(ZτQ2 )] for (t1, y1) ∈ Q− and (t2, y2) ∈ Q+.
The proof of (iv) uses ideas from [BBCK], where a similar inequality is established for finite
range pure jump process. However, some difficulties arise due to the presence of the diffusion part.
The upper bound heat kernel estimate in Theorem 1.4 is established by using method of scaling,
by Meyer’s construction of the process X based on finite range process X(λ), where the jumping
kernel J is replaced by J(x, y)1{|x−y|≤λ}, and by Davies’ method from [CKS] to derive an upper
bound estimate for the transition density function ofX(λ) through carefully chosen testing functions.
Here we need to select the value of λ in a very careful way that depends on the values of t and
|x− y|.
To get the lower bound heat kernel estimate in Theorem 1.4, we need a full scale parabolic
Harnack principle that extends Theorem 1.3 to all R > 0 with the scale function φ˜(R) := R2∧φ(R)
in place of R 7→ R2 there. To establish such a full scale parabolic Harnack principle, we show the
following.
(iii’) Strengthened version of (iii) (Lemma 6.5): for every x ∈ Rd, r > 0 and any compact subset
A ⊂ Q(0, x, r) := [0, γ0φ˜(r)]×B(x, r),
P(γ0
eφ(r),x)(σA < τr) ≥ c3md+1(A)
rdφ˜(r)
.
Here γ0 denotes the constant γ(1/2, 1/2) in Proposition 6.2.
(vi) (Corollary 6.6): For every δ ∈ (0, γ0], there is a constant c6 = c6(γ) so that for every 0 < R ≤ 1,
r ∈ (0, R/4] and (t, x) ∈ Q(0, z, R/3) with 0 < t ≤ γ0φ˜(R/3)− δφ˜(r),
P(γ0
eφ(R/3),z)(σU(t,x,r) < τQ(0,z,R)) ≥ c6
rdφ˜(r)
Rdφ˜(R)
,
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where U(t, x, r) := {t} ×B(x, r).
With the full scale parabolic Harnack inequality, the lower bound heat kernel estimate can then be
derived once the following estimate is obtained.
(vii) Tightness result (Proposition 6.3): there are constants c7 ≥ 2 and c8 > 0 such that for every
t > 0 and x, y ∈ Rd with |x− y| ≥ c7φ˜(t),
Px
(
Xt ∈ B(y, c7φ˜−1(t))
)
≥ c8 t(φ˜
−1(t))d
|x− y|dφ˜(|x− y|)
.
Throughout the paper, we will define and use various Dirichlet forms, the corresponding pro-
cesses and heat kernels. For the convenience of the reader, we list the notations here.
(Heat kernel) (Process) (Jump kernel) (Dirichlet form)
p(t, x, y) X J(x, y) (E ,F) = (E ,W 1,2(Rd))
pB(t, x, y) XB J(x, y) (E ,FB): X killed on exiting B
p(λ)(t, x, y) X(λ) J(x, y)1{|x−y|≤λ} (E(λ),W 1,2(Rd))
p(λ;n)(t, x, y) X(λ;n) J(x, y)1{|x−y|≤λ}1B(n)×B(n) (E(λ;n),F (λ;n))
pY (t, x, y) Y κ(x, y)|x − y|−d−β subordinated Dirichlet form 99K (A)
qδ(t, x, y) Zδ Jδ(x, y) 99K (B) (Eδ,Fδ)
qδ,Br(t, x, y) Zδ,Br Jδ(x, y) (Eδ,Fδ,Br ): Zδ killed on exiting Br
qδ,Br (t, x, y) r−1Zδ,Brr2 · J
〈r〉
δ (x, y) 99K (C) (E〈r〉,F 〈r〉,B): r−1Zδr2 · killed on exiting B
pr(t, x, y) X
〈r〉 J 〈r〉(x, y) 99K (D) (E〈r〉,F 〈r〉) = (E〈r〉,W 1,2(Rd))
p
(λ)
r (t, x, y) X〈r,λ〉 J 〈r〉(x, y)1{|x−y|≤λ} (E〈r,λ〉,W 1,2(Rd))
where in the above,
(A) Y is the subordination of the symmetric diffusion for ∇(A∇), the local part of E , by the
subordinator η = {t+ c0η(1)t , t ≥ 0}, where {η(1)t } is a (β/2)-subordinator.
(B) Jδ(x, y) := J(x, y)1{|x−y|≥δ} + κ(x, y)|x − y|−d−β1{|x−y|<δ}.
(C) qδ,Br (t, x, y) = qBr (t, x, y) := r
dqδ,Br(r2t, rx, ry), Z
〈r〉
t := r
−1Zδr2t, J
〈r〉
δ (x, y) := r
d+2Jδ(rx, ry)
for r ∈ (0, 1].
(D) pr(t, x, y) := r
dp(φ˜(r)t, rx, ry), X
〈r〉
t := r
−1Xeφ(r)t, J
〈r〉(x, y) := φ˜(r)rdJ(rx, ry) for r > 0.
2 Heat kernel upper bound estimate and exit time estimate
Throughout this paper, We always assume the uniform elliptic condition (1.2) holds for the diffusion
matrix A. Let (E ,F) be the Dirichlet form in (1.5) with the jumping kernel J satisfying the
conditions (1.3) and (1.4). We start this section by giving a
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Proof of Proposition 1.1: For any u ∈ C10 (Rd), we have∫
Rd
∇u(x) · A(x)∇u(x)dx+ ‖u‖22 ≍
∫
Rd
|∇u(x)|2dx+ ‖u‖22 =: C1,c(u, u),
and∫
Rd
(u(x)− u(y))2J(x, y)dxdy ≤
∫
|x−y|≤1
(u(x)− u(y))2J(x, y)dxdy + c1‖u‖22
≤ c2
(∫
Rd
(u(x)− u(y))2
|x− y|d+β dxdy + ‖u‖
2
2
)
=: c2C1,d(u, u). (2.1)
Using Fourier transform, it is well-known that
C1,d(u, u) = c
∫
Rd
(|ξ|β + 1)|û(ξ)|2dξ ≤ 2c
∫
Rd
(|ξ|2 + 1)|û(ξ)|2dξ = c3C1,c(u, u). (2.2)
Thus we have E(u, u) ≍ C1,c(u, u) for all u ∈ C10 (Rd). It follows then
F = C10 (Rd)
E1
= C10 (R
d)
C1,c
=W 1,2(Rd).
✷
2.1 Heat kernel upper bound estimate
By the Nash’s inequality
‖f‖2+4/d2 ≤ c1
∫
Rd
|∇u(x)|2dx · ‖f‖4/d1 ≤ c2E(f, f)‖f‖4/d1 for f ∈W 1,2(Rd), (2.3)
we have, by Theorem [CKS, Theorem 2.9] and [BBCK, Theorem 3.1], that there is a properly
E-exceptional set N ⊂ Rd of X and a positive symmetric kernel p(t, x, y) defined on [0,∞)× (Rd \
N )× (Rd \ N ) such that for every x ∈ Rd \ N and t > 0,
Ex [f(Xt)] =
∫
Rd
p(t, x, y)f(y)md(dy),
p(t+ s, x, y) =
∫
Rd
p(t, x, z)p(s, z, y) for every t, s > 0 and x, y ∈ Rd \ N ,
and
p(t, x, y) ≤ ct−d/2 for t > 0 and every x, y ∈ Rd \ N . (2.4)
Moreover, there is an E-nest {Fk, k ≥ 1} of compact subsets of Rd so that N = Rd \ ∪∞k=1Fk and
that for every t > 0 and y ∈ Rd\N , x 7→ p(t, x, y) is continuous on each Fk. Later, as a consequence
of the Ho¨lder continuity result for parabolic functions, p(t, x, y) in fact has a continuous version so
the exceptional set N can be taken to be an empty set.
Now, for λ ∈ Q+, where Q+ is the set of positive rational numbers, let (E(λ),W 1,2(Rd)) be the
Dirichlet form defined by (1.5) but with the jumping kernel J(x, y)1{|x−y|≤λ} in place of J(x, y). Let
X(λ) be the symmetric strong Markov process associated with (E(λ),W 1,2(Rd)), and let p(λ)(t, x, y)
be its transition density function.
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Proposition 2.1 Let δ(λ) := sup
ξ∈Rd
∫
{η∈Rd: |η−ξ|≤λ}
|ξ − η|2J(η, ξ)dη. Then, there exist c1, c2 > 0
(independent of λ ∈ Q+) such that for any s > 0, the following holds for all t > 0 and q.e. x, y,
p(λ)(t, x, y) ≤ c1t−d/2 exp
(
−s|x− y|+ c2s2
(
1 + e2λsδ(λ)
)
t
)
. (2.5)
Proof. First, note that by condition (1.3), we have
lim
λ→0
δ(λ) = 0. (2.6)
We use Davies’ method to derive the desired heat kernel upper bound. From Nash’s inequality (2.3),
by the same reasoning as that for X at the beginning of this section, the symmetric process X(λ) has
a quasi-continuous transition density function p(λ)(t, x, y) defined on [0,∞)× (Rd \Nλ)× (Rd \Nλ)
such that
p(λ)(t, x, y) ≤ c1 t−d/2 for every t > 0 and x, y ∈ Rd \ Nλ. (2.7)
Note that the above constant c1 > 0 is independent of λ > 0. By (2.2), we have E(λ)1 (u, u) ≍
C1,c(u, u) ≍ E1(u, u), so a set is E(λ)1 -exceptional if and only if it is E1-exceptional. Thus, letting
N = ∪λ∈Q+Nλ, N is a E1-exceptional set. (2.7) together with [CKS, Theorem 3.25] and [BBCK,
Theorem 3.2] implies that there exist constants C > 0 and c > 0, such that
p(λ)(t, x, y) ≤ c1 t−d/2 exp
(−|ψ(y) − ψ(x)|+ C Λλ(ψ)2 t) (2.8)
for all t > 0, x, y ∈ Rd \ N , and for any function ψ having Λλ(ψ) <∞. Here
Λλ(ψ)
2 = ‖e−2ψΓλ[eψ ]‖∞ ∨ ‖e2ψΓλ[e−ψ]‖∞.
where for ξ ∈ Rd,
Γλ[v](ξ) :=
d∑
i,j=1
aij(ξ)
∂v
∂xi
(ξ)
∂v
∂xj
(ξ) +
∫
{η∈Rd: |η−ξ|≤λ}
(v(η) − v(ξ))2J(η, ξ)dη, (2.9)
For s > 0, take
ψ(ξ) := s (|ξ − x| ∧ |x− y|) for ξ ∈ Rd.
Note that |ψ(η) − ψ(ξ)| ≤ s |η − ξ| for all ξ, η ∈ Rd. So for ξ ∈ Rd,
e−2ψ(ξ)Γλ[eψ ](ξ) ≤ c2|∇ψ(ξ)|2 +
∫
|η−ξ|≤λ
(1− eψ(η)−ψ(ξ))2J(η, ξ)dη
≤ c2s2 +
∫
|η−ξ|≤λ
(ψ(η) − ψ(ξ))2 e2|ψ(η)−ψ(ξ)|J(η, ξ)dη
≤ c2s2 + s2 e2λs
∫
|η−ξ|≤λ
|η − ξ|2J(η, ξ)dη
≤ c2s2
(
1 + e2λsδ(λ)
)
.
Here c2 > 0 is independent of λ ∈ Q+. The same estimate holds for e2ψ(ξ)Γλ[e−ψ](ξ). So we have
the desired estimate. ✷
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2.2 Conservativeness
Theorem 2.2 The process X is conservative; that is, X has infinite lifetime.
Proof. Recall the process X(λ) defined in the previous subsection. X can be obtained from X(λ)
through Meyer’s construction by adding all the jumps whose size is larger than λ (see Remarks
3.4-3.5 of [BBCK] and Lemma 3.1 of [BGK]). Note that by (1.3) and (1.4), there is a constant
b0 > 0 such that
sup
x∈Rd
∫
Rd
1{|x−y|>λ}J(x, y)dy ≤ b0λ−β for every λ ∈ (0, 1]. (2.10)
Thus, it suffices to show that X(λ) is conservative. To show this, we look at reflected jump-diffusions
with jumping kernel J(x, y)1{|x−y|≤λ} in big balls, as in [CK2, Theorem 4.7]. In the following, we
fix λ ∈ Q+. Let x0 ∈ Rd, rn ≥ 100λ. Define B(n) = B(x0, rn) and
E(λ;n)(f, f) =
∫
B(n)
∇f(x) · A(x)∇f(x)dx+
∫
B(n)
∫
B(n)
(f(x)− f(y))2J(x, y)1{|x−y|≤λ}dxdy,
F (λ;n) = {f ∈ C1(B(n)) : E (λ;n)(f, f) <∞}E
(λ;n)
1
,
where E(λ;n)1 (u, u) := E(λ;n)(u, u) +
∫
B(n) u(x)
2dx. Clearly (E(λ;n),F (λ;n)) is a regular symmet-
ric Dirichlet form on L2(B(n); dx). Let X(λ;n) be the Hunt process on B(n) associated with
(E(λ;n),F (λ;n)). Since a constant function 1 ∈ F (λ;n) with E(λ;n)(1, 1) = 0, X(λ;n) is recurrent and
so X(λ;n) is conservative. Let p(λ;n)(t, x, y) be the transition density function of X(λ;n). Then, sim-
ilarly to the proof of Proposition 2.1, we see that p(λ;n)(t, x, y) exists for all t > 0, x, y ∈ B(n) \Nn,
where Nn is a properly exceptional set for X(λ;n), and moreover it enjoys the estimate (2.5) with
constants independent of n. Using (2.5) with s = 1, for x ∈ B(n) \ Nn, t ∈ [1, 2] and R ≤ rn, we
have
Px
(
|X(λ;n)s − x| ≥ R
)
=
∫
B(n)\B(x,R)
p(λ;n)(t, x, y)dy
≤ c1
∫
B(n)\B(x,R)
e−|x−y|dy ≤ c2e−R,
where c1, c2 may depend on λ, but they are independent of n and R. Given this estimate, the
rest is the same as that of [CK2, Theorem 4.7]. We will sketch the argument. Note that for
x ∈ Brn−λ \ Nn, X(λ;n) has the same distribution as that of X(λ) before X(λ;n) leaves the ball
Brn−λ. Thus, estimating as in [CK2, (4.23)], we have for a.e. x ∈ Br0 ,
Px
(
ζ > 1 and sup
s≤1
|X(λ)s − x| ≤ R
)
≥ Px
(
sup
s≤1
|X(λ;n)s − x| ≤ R
)
≥ 1− 2c2e−R/2 for every R > 0,
where ζ is the lifetime of X(λ). Passing R→∞, we have for a.e. x ∈ Br0 ,
Px(X
(λ)
1 ∈ Rd) = 1. (2.11)
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Taking r0 ↑ ∞, (2.11) holds for a.e. x ∈ Rd; by the Markov property, Px(X(λ)t ∈ Rd) = 1 for every
rational t > 0. Since for each rational t > 0, P
(r)
t 1 is finely continuous and P
(r)
t 1 = 1 a.e. on R
d,
we must have P
(r)
t 1 = 1 q.e. on R
d, so that Px(ζ =∞) = 1 for q.e. x ∈ Rd. ✷
2.3 Exit time estimate
For A ⊂ Rd, denote by
τA := inf{t > 0 : Xt /∈ A}
the first exit time from A by X.
Lemma 2.3 For every x0 ∈ Rd and r > 0, Ex
[
τB(x0,r)
] ≤ c1r2 for every x ∈ B(x0, r) \ N .
Proof. The proof for this is nowadays standard, see for example [Ch]. For reader’s convenience,
we spell out the details here. Let c > 0 be the constant in (2.4). Take c2 > 0 be large enough so
that
cmd(B(0, 1)) c
−d/2
2 ≤ 12 .
Then for every r > 0, x0 ∈ Rd and x ∈ B(x0, r) \ N , with t := c2r2 we have by (2.4),
Px(Xt ∈ B(x0, r)) =
∫
B(x0,r)
p(t, x, z)dz ≤ c t−d/2md(B(x0, r)) ≤ 12 .
Since X is conservative, this implies that for every x ∈ B(x0, r) \ N ,
Px(τB(x0,r) ≤ t) ≥ Px(Xt /∈ B(x0, r)) ≥ 1/2.
In other words, we have Px(τB(x0,r) > t) ≤ 12 . By the Markov property of X, for integer k ≥ 1,
Px(τB(x0,r) > (k + 1)t) ≤ Ex[PXkt(τB(x0,r) > t); τB(x0,r) > mt] ≤ 12Px(τB(x0,r) > kt).
Using mathematical induction, we can conclude that for every k ≥ 1,
Px(τB(x0,r) > kt) ≤ 2−k,
which yields the desired estimate Ex
[
τB(x0,r)
] ≤∑∞k=0 tPx(τB(x0,r) > kt) ≤ c1r2. ✷
Lemma 2.4 There is are constants a0, r0 ∈ (0, 1) so that for every x ∈ Rd \ N ,
Px
(
sup
s≤a0r2
|Xs −X0| ≤ r
)
≥ 1/4 for every r ∈ (0, r0].
Consequently, there exists a constant a1 > 0 so that for every x ∈ Rd \ N ,
Ex
[
τB(x,r)
] ≥ a1r2 for every r ∈ (0, r0].
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Proof. By Lemma 3.6 of [BBCK] and (2.10), we have for 0 < r ≤ 1,
Px
(
sup
s≤a0r2
|Xs −X0| ≤ r
)
≥ e−(b0r−β)(a0r2) Px
(
sup
s≤a0r2
|X(r)s −X(r)0 | ≤ r
)
≥ e−a0b0 Px
(
sup
s≤a0r2
|X(r)s −X(r)0 | ≤ r
)
.
So it suffices to show that there is a positive constant a0 ∈ (0, 1) small so that ≤ log 2,
a0b0 < b0a
β/2
0 < log(8/7) (2.12)
and that
Px
(
sup
s≤a0r2
|X(r)s −X(r)0 | ≤ r
)
≥ 1/2 for every r ∈ (0, r0] ∩Q and x ∈ Rd \ N .
Taking s = 1/
√
t in (2.5), we have
p(r)(t, x, y) ≤ c0t−d/2 exp
(
−|x− y|√
t
+ c2
(
1 + e2r/
√
tδ(r)
))
. (2.13)
Using polar coordinate,∫
{|x−y|≥r/2}
c0t
−d/2e2c2 exp
(
−|x− y|√
t
)
dy = ωdc0e
2c1
∫ ∞
r
2
√
t
e−vdv, (2.14)
where ωd is a positive constant that depends only on dimension d. Let a0 > 0 be small enough so
that
ωdc0e
2c2
∫ ∞
1/(2
√
a0)
e−vdv < 1/8.
Due to (2.6), there exists r0 ∈ (0, 1) so that
e2/
√
a0δ(r) ≤ 1 for every r ∈ (0, r0].
This together with (2.13) and (2.14) implies that for every r ∈ (0, r0] ∩Q and x ∈ Rd,
Px
(
|X(r)
a0r2
−X(r)0 | ≥ r/2
)
=
∫
{|y−x|≥r/2}
p(r)(a0r
2, x, y)dy ≤ 1/8.
Moreover, by [BBCK, Lemma 3.6], we have for every s ≤ a0r2 with r ∈ (0, r0] ∩Q,
Px
(
|X(r)s − x| < r/2
)
≥ Px
(
|X(r)s − x| <
√
s/a0/2
)
≥ e−s Js,r Px
(∣∣X(√s/a0)s − x∣∣ <√s/a0/2)
≥ 7
8
e−s Js,r ,
where
Js,r = sup
x∈Rd
∫
Rd
1{
√
s/a0<|x−y|≤r}J(x, y)dy.
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By (2.10) and (2.12),
sJs,r ≤ b0aβ/20 s(2−β)/2 ≤ b0aβ/20 < log(8/7)
and so
inf
x∈Rd\N
Px
(
|X(r)s − x| < r/2
)
≥ (7/8)2 > 3/4.
In other words, we have
sup
x∈Rd\N
Px
(
|X(r)s − x| ≥ r/2
)
< 1/4 for every s ≤ a0r2.
Now, since X(r) is conservative, by Lemma 3.8 of [BBCK],
sup
x∈Rd\N
Px
(
sup
s≤a0r2
|X(r)s −X(r)0 | ≥ r
)
< 1/2,
for every r ∈ (0, r0] ∩Q. This proves the lemma. ✷
3 Short time near-diagonal heat kernel lower bound estimate
Let X be the strong Markov process associated with the Dirichlet form (E ,F) of (1.5) with the
jumping kernel satisfying the condition (1.3)-(1.4) and (1.11). Recall that p(t, x, y) is the transition
density function for X. For a ball B ⊂ Rd, denote by pB(t, x, y) the transition density function of
the subprocess XB of X killed upon exiting B. In this section we will establish the following.
Theorem 3.1 For each t0 > 0, there exists c = c(t0) > 0 such that for every x0 ∈ Rd and t ≤ t0,
pB(x0,
√
t)(t, x, y) ≥ c t−d/2 for q.e. x, y ∈ B(x0,
√
t/2)
and
p(t, x, y) ≥ c t−d/2 for q.e. x, y with |x− y|2 ≤ t.
This result will be used in later sections with t0 = 1. For its proof, we adopt an approach
from [BBCK] that deals with finite range pure jump processes. But there are some new technical
difficulties to overcome in our setting.
Fix x0 ∈ Rd and let a1 = 12/(2 − β). (In fact, the following argument works for any fixed a1
bigger than 4 ∨ (6/(2 − β)).) For r > 0, define
Ψr(x) = c((1 − r−1|x− x0|)+)a1 ,
where c > 0 is the normalizing constant such that
∫
Rd
Ψr(x)dx = 1. Then the following weighted
Poincare´ inequality holds. (See, for example, [SC, Theorem 5.3.4] for the proof.)
Proposition 3.2 There is a positive constant c1 = c1(d) independent of r, such that∫
B(x0,r)
(u(x) − uΨr)2Ψr(x)dx ≤ c1r2
∫
B(x0,r)
|∇u(x)|2Ψr(x)dx for u ∈ C∞b (Rd).
Here uΨr :=
∫
B(x0,r)
u(x)Ψr(x)dx.
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Let W be the symmetric diffusion that corresponds to the divergence form operator ∇(A∇),
the local part of E . Let η(1) = {η(1)t , t ≥ 0} be an (β/2)-subordinator and define ηt = t + c0η(1)t ,
where c0 > 0 is a large constant to be chosen at the end of this paragraph. Define Y to be the
subordination of W by the subordinator η = {ηt; t ≥ 0}. Note that Y is a symmetric strong
Markov process, whose continuous part has the same law as W , and its jumping part comes from
the subordination of W by c0η
(1). By the uniform ellipticity (1.2) of the diffusion matrix A(x),
the heat kernel of W enjoys Aronson-type two-sided Gaussian estimate. It follows that (see [Sto])
the jump kernel of Y is of the form κ(x, y)/|x − y|d+β, where κ(x, y) is a symmetric measurable
function that is bounded between two positive constants. By taking c0 > 0 sufficiently large, we
can and do assume that
J(x, y) ≤ κ(x, y)|x− y|d+β for all |x− y| ≤ 1.
For δ ∈ (0, 1), set
Jδ(x, y) =
J(x, y) for |x− y| ≥ δ;κ(x, y)|y − x|−d−β for |x− y| < δ, (3.1)
and define (Eδ ,Fδ) with Jδ in place of J in the definition of (E ,F).
For δ ∈ (0, 1), let Zδ be the symmetric Markov process associated with (Eδ,Fδ). Note that the
jumping kernel for Zδ differs from that of Y by a bounded and integrable kernel. So Zδ can be
constructed from Y through Meyer’s construction (see Remarks 3.4 and 3.5 of [BBCK] and Lemma
3.1 of [BGK]). Consequently, the process Zδ can be modified to start from every point in Rd and
Zδ is conservative. Moreover by a similar proof to that in [BBCK], we can show that Zδ has a
quasi-continuous transition density function qδ(t, x, y) defined on [0,∞) × Rd × Rd, with respect
to the Lebesgue measure on Rd. Since Y is a subordination of W , we can readily get a two-sided
kernel estimate on pY (t, x, y) of Y from that ofW . In fact, since the heat kernel ofW is comparable
to that of Brownian motion, pY (t, x, y) is comparable to that of the independent sum of Brownian
motion and a rotationally symmetric β-stable process. So by [SV],
c1
(
t−d/2 ∧ t−d/β
)(
t−d/2e−c2|x−y|
2/t + t−d/β
(
1 ∧ t|x− y|d+β
))
(3.2)
≤ pY (t, x, y) ≤ c3
(
t−d/2 ∧ t−d/β
)(
t−d/2e−42|x−y|
2/t + t−d/β
(
1 ∧ t|x− y|d+β
))
for all t > 0 and x, y ∈ Rd. Consequently, parabolic Harnack principle holds for Y (see [SV,
Theorem 4.5]). On the other hand, as a consequence of Meyer’s construction (see the proof of
Proposition 2.1 of [CKK]) and (3.2), there are constant t0, r ∈ (0, 1) and c > 1, which depend on
δ, so that
c−1pY (t, x, y) ≤ qδ(t, x, y) ≤ c pY (t, x, y) for t ∈ (0, t0] and |x− y| ≤ r0. (3.3)
From (3.3), we can easily show that parabolic Harnack principle holds at small-size scale for Zδ
and that its parabolic functions are jointly continuous (see [CKK, Remark 4.3(ii)]). In particular,
qδ(t, x, y) is jointly continuous on R+ × Rd × Rd.
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For r ∈ (0, 1], let Br = B(0, r) and let (Eδ,Fδ,Br) be the Dirichlet form corresponding to the
process Zδ killed on leaving the ball Br. Let q
δ,Br(t, x, y) be its heat kernel with respect to the
Lebesgue measure in Br. We first prove the following, which corresponds to Lemmas 4.5, 4.6 and
4.7 in [BBCK].
Proposition 3.3 (i) For each t > 0 and y0 ∈ Br, we have
qδ,Br(t, ·, y0), Ψr(·)
qδ,Br(t, ·, y0) ∈ F
δ,Br .
(ii) Fix y0 ∈ B and let G(t) =
∫
Br
Ψr(x) log q
δ,Br(t, x, y0) dx. Then for every t > 0,
G
′
(t) = −E
(
qδ,Br(t, ·, y0), Ψr(·)
qδ,Br(t, ·, y0)
)
.
The following lemma plays a key role in our proof of above proposition.
Lemma 3.4 Assume 0 < δ < 1/16. Let 0 < t1 < t2 < ∞ and r ∈ (16δ, 1]. There is a constant
c1 = c1(δ, r, t0, t1) > 0 such that
qδ,Br(t, x, y) ≥ c1(r − |x|)2(r − |y|)2 for every t ∈ [t1, t2] and x, y ∈ Br.
Proof. Due to the Chapman-Kolmogorov equation, without loss of generality, we can and do
assume that
t1 < 3a0min{δ0r, r0}2/16,
where δ0 ∈ (0, 1) is the constant in (1.3) and (1.11). and a0 and r0 are the constant in Lemma 2.4.
First, since as mentioned above Zδ enjoys parabolic Harnack principle at the small-size scale,
we have by the same proof as that for Lemma 4.2 of [BBCK] that for every γ ∈ (0, 1), there is a
constant cγ > 0 so that
qδ,Br(t, x, y) ≥ cγ for t ∈ [t1/12, t2] and x, y ∈ B(0, γr). (3.4)
So it suffices to prove the lemma for x, y ∈ Br with
max{r − |x|, r − |y|} < r1 := min{r0, δ0r/8, t1/(4a0)}.
Let y ∈ Br with δ(y) := r − |y| < r1. Take y0 ∈ B(0, (1 − 3δ0/4)r) with |y − y0| = δ0r. Define
T := inf{t > 0 : |Zδt − Zδt−| ≥ δ0r} and set s0 = t1/3. By the strong Markov property of Zδ,
Py
(
Zδs0 ∈ B(0, (1 − δ0/2)r) and τBr > s0)
)
≥ Py
(
T ≤ a0δ(y)2/4, ZδT ∈ B(y0, δ0r/16), sup
s<T
|Zδs − y| ≤ δ(y)/2
and sup
s∈[T,s0+T ]
|Zδs − ZδT | ≤ δ0r/4
)
≥ Py
(
T ≤ a0δ(y)2/4, ZδT ∈ B(y0, δ0r/16) and sup
s<T
|Zδs − y| ≤ δ(y)/2
)
· inf
y∈Rd\N
Px
(
sup
s∈[0,s0]
|Zδs − x| ≤ δ0r/4
)
. (3.5)
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Note that by conditions (1.3)-(1.4) and (1.11),
κ1 := sup
x∈Rd
∫
Rd
1{|x−z|>δ0r}Jδ(x, z)dz <∞
and
κ2 := inf
y∈Br
inf
x∈B(y, δ0r/16)\N
∫
B(y0, δ0r/16)
Jδ(x, z)dz > 0.
As T is the first time the process Zδ makes a jump of size no less than δ0r, T is stochastically
dominated from above by the exponential random variable with parameter κ1 and at time T ,
process Zδ jumps to position z according to the probability kernel
Jδ(Z
δ
T−, dz)∫
{w: |w−ZδT−|≥δ0r)} Jδ(Z
δ
T−, dw)
.
Thus we have
Py
(
T ≤ a0δ(y)2/4 and ZδT ∈ B(y0, δ0r/16)
∣∣∣ sup
s<T∧(a0δ(y)2/4)
|Zδs − y| ≤ δ(y)/2
)
≥
(
1− e−κ1a0δ(y)2/4
)
(κ2/κ1) ≥ c a0 δ(y)2. (3.6)
By Meyer’s construction [BBCK, Lemma 3.6] and Lemma 2.4,
Py
(
sup
s<T∧(a0δ(y)2/4)
|Zδs − y| ≤ δ(y)/2
)
≥ Py
(
sup
s≤a0δ(y)2/4
|Zδs − y| ≤ δ(y)/2 and T ≥ a0δ(y)2/4
)
≥ e−κ·a0δ(y)2/4Py
(
sup
s≤a0δ(y)2/4
|Zδs − y| ≤ δ(y)/2
)
≥ 1/(4eκ).
This together with (3.6) yields that
Py
(
T ≤ a0δ(y)2/4, ZδT ∈ B(y0, δ0r/16) and sup
s<T
|Zδs0 − y| ≤ δ(y)/2
)
≥ c δ(y)2. (3.7)
Since s0 = t1/3 < a0(δ0r)
2/16, we have from Lemma 2.4 that
inf
x∈Rd\N
Px
(
sup
s≤s0
|Zδs − Zδ0 | ≤ δ0r/4
)
≥ 1/4.
Therefore we have by (3.5) and (3.7) that
Py
(
Zδs0 ∈ B(0, (1 − δ0/2)r) and τBr > s0
)
≥ c(r − |y|)2.
Now for t ∈ [t1/2, t2], y ∈ Br and z ∈ B(0, (1 − δ0/2)r), by (3.4)
qδ,Br(t, y, z) ≥
∫
B(0,(1−δ0/2)r)
qδ,Br(s0, y, w)q
δ,Br (t− s0, w, z)dw
≥ c
∫
B(0,(1−δ0/2)r)
qδ,Br(s0, y, w)dw
= cPy
(
Zδs0 ∈ B(0, (1 − δ0/2)r) and τBr > s0
)
≥ c(r − |y|)2.
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This together with the Chapman-Kolmogorov’s equation
qδ,Br(t, x, y) ≥
∫
B(0,(1−δ0/2)r)
qδ,Br(t/2, x, z)qδ,Br (t/2, z, y)dz
proves the lemma. ✷
Proof of Proposition 3.3. (i) First, similarly to the proof of [BBCK, Lemma 4.1], we have
qδ,Br(t, x, y) ≤ c1t−d/2 and
∣∣∣∣∂qδ,Br(t, x, y)∂t
∣∣∣∣ ≤ c1t−1−d/2 (3.8)
for every x, y ∈ Br and t > 0. Using this, qδ,Br(t, ·, y0) ∈ Fδ,Br can be proved in the same way as
the proof of [BBCK, Lemma 4.5]. Next, by Lemma 3.4 and by the choice of a1, for every y0 ∈ Br,
ε ∈ (0, 1) and γ ∈
(
2−β
6 , 1
]
, there is a constant C = C(y0, β, δ, ε) > 0 such that
Ψr(x)
γ/qδ,Br(t, x, y0) ≤ C, for every t ∈ (ε, ε−1] and x ∈ Br. (3.9)
Using this, Ψr(·)1/2/qδ,Br(t, ·, y0) is bounded on Br. By extending the function x 7→ Ψr(x)qδ,Br (t,x,y0)
to be zero on Bcr, we see that it vanishes continuously on B
c
r. Similar to the proof of Proposition
1.1,
Fδ,Br =
{
f ∈ L2(Rd;md) : f |Bcr ≡ 0 and Eδ(f, f) <∞
}
.
So, in order to prove ht(·) := Ψr(·)/qδ,Br (t, ·, y0) ∈ Fδ,Br , it is enough to prove Eδ(ht, ht) < ∞.
Let ut(·) = qδ,Br(t, ·, y0). In order to show
∫
Br
∇ht(x)A(x)∇ht(x)dx < ∞, it is enough to prove∫
Br
|ut(x)∇Ψr(x)−Ψr(x)∇ut(x)|2/ut(x)4dx <∞, since a(·) is uniform elliptic. Computing this,∫
Br
|ut(x)∇Ψr(x)−Ψr(x)∇ut(x)|2
ut(x)4
dx ≤ 2
(∫
Br
|∇Ψr(x)|2
ut(x)2
dx+
∫
Br
|Ψr(x)∇ut(x)|2
ut(x)4
dx
)
≤ 2
(
c1c
2
2md(Br) + c
4
2
∫
Br
|∇ut(x)|2dx
)
<∞,
where |∇Ψr|2/Ψr ≤ c1 and Ψ1/2r /ut ≤ c2 (due to (3.9)) are used in the second inequality. The proof
of ∫
Br
∫
Br
(ut(x)− ut(y))2Jδ(x, y)dxdy + 2
∫
Br
ut(x)
2
(∫
Bcr
Jδ(x, y)dy
)
dx <∞
can be done similarly to that of [BBCK, Lemma 4.6] (with a suitable change due to the shape of
Jδ, for example γ = (2− β)/3 in the proof). We thus obtain Eδ(ht, ht) <∞.
(ii) Given (i), (3.8) and (3.9), this can be proved in the same way as the proof of [BBCK,
Lemma 4.7]. ✷
The idea of the proof of the following theorem is motivated by that of Theorem 3.4 in [CKK]
and Proposition 4.9 in [BBCK]. However, due to the existence of the divergence form part, various
non-trivial changes are required.
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Theorem 3.5 For each t0 > 0, there exists c = c(t0) > 0, independent of δ ∈ (0, 1) such that for
every x0 ∈ Rd, t ≤ t0,
qδ,B(x0,t
1/2)(t, x, y) ≥ c t−d/2 for q.e. x, y ∈ B(x0,
√
t/2) (3.10)
and
qδ(t, x, y) ≥ c t−d/2 for q.e. x, y with |x− y|2 ≤ t. (3.11)
Proof. Fix δ ∈ (0, 1) and, for simplicity, in this proof we sometimes drop the superscript “δ” from
Zδ and qδ(t, x, y). Also, for notational convenience, let x0 = 0. For ball Br := B(0, r) ⊂ Rd, let
qBr(t, x, y) denote the transition density function of the subprocess ZBr of Z killed on leaving the
ball Br.
Define B := B(0, 1) and for r ≤ 1, let (E〈r〉,F 〈r〉,B) be the Dirichlet form corresponding to
{r−1Zδ,Br
r2t
, t ≥ 0}, which is the subprocess of {Z〈r〉t := r−1Zδr2t, , t ≥ 0} killed on leaving the unit
ball B. Define
qBr (t, x, y) = q
δ,B
r (t, x, y) := r
dqBr(r2t, rx, ry). (3.12)
It is easy to see qBr (t, x, y) is the transition density function for process r
−1Zδ,Br
r2t
.
Set Ψ(x) = c((1 − |x|)+)a1 , where c > 0 is the normalizing constant. Let x0 ∈ B(0, 1), r ≤ 1,
and define
u(t, x) := qBr (t, x, x0),
v(t, x) := qBr (t, x, x0)/Ψ(x)
1/2,
H(t) :=
∫
B
Ψ(y) log u(t, y)dy,
G(t) :=
∫
B
Ψ(y) log v(t, y)dy =
∫
B
Ψ(y) log u(t, y)dy − 1
2
∫
B
Ψ(x) log Ψ(x)dx
= H(t) + c1.
By Proposition 3.3 and the scaling, we have
G′(t) = −E〈r〉
(
u(t, ·), Ψ
u(t, ·)
)
=: −(J1 + J2), (3.13)
where J1 is the diffusion part and J2 is the jump part of the Dirichlet form.
We first estimate the jump part. Write J
〈r〉
δ (x, y) := r
d+2Jδ(rx, ry). By the same argument as
in the proof of Proposition 4.9 of [BBCK] (up to the formula fourth lines after (4.15) there), we
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have
J2 = E〈r〉,j
(
u(t, ·), Ψ
u(t, ·)
)
≤
∫
B
∫
B
{(Ψ(x)1/2 −Ψ(y)1/2)2 − (Ψ(x) ∧Ψ(y))(log v(t, y)
v(t, x)
)2}J 〈r〉δ (x, y)dxdy
+
∫
B
Ψ(x)
(
2
∫
Bc
J
〈r〉
δ (x, y)dy
)
dx
≤
∫
B
∫
B
(Ψ(x)1/2 −Ψ(y)1/2)2J 〈r〉δ (x, y)dxdy +
∫
B
Ψ(x)
(
2
∫
Bc
J
〈r〉
δ (x, y)dy
)
dx
= E〈r〉,j(Ψ1/2,Ψ1/2)
≤ c2r2−βE(Ψ1/2,Ψ1/2)
≤ c2E(Ψ1/2,Ψ1/2) <∞,
where the last inequality is due to the shape of J and the Lipschitz continuity of Ψ (note that
c2E(Ψ,Ψ) is independent of r).
We next estimate the diffusion part.
J1 = E〈r〉,c
(
u(t, ·), Ψ
u(t, ·)
)
≤
∫
B
∇u(t, x)a(rx)∇
( Ψ(x)
u(t, x)
)
dx
=
∫
B
∇ log u(t, x)a(rx)∇Ψ(x)dx −
∫
B
∇ log u(t, x)a(rx)∇ log u(t, x)Ψ(x)dx. (3.14)
Note that
0 ≤
∫
B
((∇ log u)
√
Ψ− ∇Ψ√
Ψ
)a〈r〉 · ((∇ log u)
√
Ψ− ∇Ψ√
Ψ
)dx
=
∫
B
∇Ψa〈r〉 · ∇ΨΨ−1dx+
∫
B
(∇ log u)a〈r〉 · (∇ log u)Ψdx− 2
∫
B
(∇ log u)a〈r〉 · ∇Ψdx,
where a〈r〉(·) = a(r·). Using this and (1.2) in (3.14), we obtain
J1 ≤ c3
∫
B
|∇Ψ(x)|2
Ψ(x)
dx− c4
∫
B
|∇ log u(t, x)|2Ψ(x)dx = c5 − c4
∫
B
|∇ log u(t, x)|2Ψ(x)dx,
where the last equality is due to the fact |∇Ψ(x)|2/Ψ(x) ≤ c5.5 for x ∈ B, which is because a1 ≥ 2
in the definition of Ψ. Thus, using Proposition 3.2,
J1 ≤ c6 − c7
∫
B
(log u(t, x)−H(t))2Ψ(x)dx.
Combining these, we obtain from (3.13),
G′(t) = H ′(t) ≥ −c8 + c7
∫
B
(log u(t, y)−H(t))2Ψ(y) dy. (3.15)
Given this inequality, (2.4) and Lemma 2.4, the rest of the proof is the same as that of [BBCK,
Proposition 4.9] (cf. also [CKK, Theorem 3.4]).
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Proof of Theorem 3.1. For any ball B ⊂ Rd, let (Eδ,B ,Fδ,B) denote the Dirichlet form of the
subprocess Zδ,B of Zδ killed upon leaving the ball B. Similarly to the proof of [BBCK, Theorem
1.5 and Theorem 2.6], we can show that (Eδ,Fδ) and (Eδ,B,Fδ,B) converge as δ → 0 to (E ,F) and
(EB ,FB), respectively in the sense of Mosco, where B is a ball in Rd. Therefore the semigroup of
Zδ and Zδ,B converge in L2 to that of X and XB , respectively. Theorem 3.1 follows from Theorem
3.5 by a similar argument as that for [BBCK, Theorem 1.3]. ✷
4 Ho¨lder continuity and Parabolic Harnack inequality
4.1 Ho¨lder continuity
In this subsection, the Dirichlet form (E ,F) is given by (1.5) with the jumping kernel satisfying
the conditions (1.3)-(1.4), and X is its associated strong Markov process in Rd.
For r ∈ (0, 1], define
Q(x, r) := (0, r2]×B(x, r).
For each A ⊂ [0,∞) × Rd, denote σA := inf{t > 0 : Zt ∈ A} and As := {y ∈ Rd : (s, y) ∈ A}.
Lemma 4.1 There exists C2 > 0 such that for all x ∈ Rd, 0 < r ≤ 1 and any compact subset
A ⊂ Q(0, x, r),
P(r
2,x)(σA < τr) ≥ C2md+1(A)
rd+2
,
where τr = τQ(x,r) and md+1 is the Lebesgue measure on R
d+1.
Proof. For 0 < r ≤ 1,
r2 P(r
2,x)(σA < τr) ≥
∫ r2
0
P(r
2,x)
(
(r2 − s,XB(x,r)s ) ∈ A
)
ds
=
∫ r2
0
∫
Ar2−s
pB(x,r)(s, x, y)dyds
≥
∫ r2
0
∫
Ar2−s
c
rd
dyds = c
md+1(A)
rd
,
where Theorem 3.1 is used in the last inequality. ✷
We can now establish the Ho¨lder continuity for parabolic functions of X. First, recall the
following well-known formula (see, for example [CK2, Appendix A]).
Lemma 4.2 (Le´vy system formula) Let f be a non-negative measurable function on R+×Rd×Rd
that vanishes along the diagonal. Then for every t ≥ 0, x ∈ Rd \ N and stopping time T (with
respect to the filtration of X),
Ex
∑
s≤T
f(s,Xs−,Xs)
 = Ex [∫ T
0
(∫
Rd
f(s,Xs, y)J(Xs, y)dy
)
ds
]
.
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Proof of Theorem 1.2. For x ∈ Rd\N and r < 1, apply Lemma 4.2 to f(s, y, z) = 1B(x,r)(y)1B(x,2r)(z)
and T = τB(x,r). Then it follows from (1.4) and Lemma 2.3, for every s ≥ 2r,
Px
(
XτB(x,r) /∈ B(x, s)
)
= Ex
[∫ τB(x,r)
0
(∫
Rd\B(x,s)
J(Xt, y)dy
)
dt
]
≤ 4(s ∧ 1)−2 Ex
[∫ τB(x,r)
0
(∫
Rd
(|Xt − y|2 ∧ 1)J(Xt, y)dy
)
dt
]
≤ c (s ∧ 1)−2 Ex
[
τB(x,r)
]
≤ c r2/(s ∧ 1)2. (4.1)
Using this and Lemma 4.1, the rest of the proof is the same as that for the proof of Theorem 4.14
in [CK1] except that the estimate for
∞∑
i=1
Ez1
[
q(Zτk+1)− q(z2); σA > τk+1 and Zτk+1 ∈ Qk−i \Qk+1−i
]
(4.2)
at the bottom of page 57 of [CK1] should be bound as follows. Take ρ < η, then
(4.2) ≤
k∑
i=1
(bk−i − ak−i)Pz1(Xτk+1 /∈ Qk+1−i) + ‖h‖∞,RPz1(Xτk+1 /∈ Q0)
≤
k∑
i=1
c ηk(ρ2/η)i + c ‖h‖∞,R ρk+1
≤ c ηk−1ρ2 + c ρk+1
≤ cηk+1.
✷
4.2 Parabolic Harnack inequality
In this subsection, the Dirichlet form (E ,F) is given by (1.5) with the jumping kernel satisfying
the conditions (1.3)-(1.4) and (1.14), and X is its associated strong Markov process in Rd.
Recall that Zs := (Vs,Xs) is the space-time process of X, where Vs = V0 − s. The following
lemma corresponds to [CKK, Lemma 4.2]. Noting that the continuous component of the process
does not play any role since the function h is supported in [0,∞)×B(x0, 3R)c, the proof is almost
the same as that of [CKK, Lemma 4.2]. We point out that condition (1.14) is used in a crucial way
in the proof of this lemma.
Lemma 4.3 Let R ≤ 1 and δ < 1. Q1 = [t0 + 2δR2/3, t0 + 5δR2] × B(x0, 3R/2), Q2 = [t0 +
δR2/3, t0+11δR
2/2]×B(x0, 2R) and define Q− and Q+ as in Theorem 1.3. Let h : [0,∞)×Rd →
R+ be bounded and supported in [0,∞) × B(x0, 3R)c. Then there exists C1 = C1(δ) > 0 such that
the following holds:
E(t1,y1)[h(ZτQ1 )] ≤ C1E(t2,y2)[h(ZτQ2 )] for (t1, y1) ∈ Q− and (t2, y2) ∈ Q+.
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Proof of Theorem 1.3. With the above lemma, Lemma 4.1 and the heat kernel estimates in
the previous sections, the proof is almost the same as that of the proof of [CKK, Theorem 4.1] for
R ≤ 1. ✷
5 Heat kernel upper bound estimate under condition (1.9)
For the remaining two sections, we assume that the jumping kernel J for the Dirichlet form (E ,F)
of (1.5) satisfies condition (1.9). For simplicity, define
φ˜(r) := r2 ∧ φ(r).
Note that r → φ˜(r) is a strictly increasing function on [0,∞) so it has an inverse function φ˜−1(r).
Clearly,
φ˜−1(r) = r1/2 ∨ φ−1(r),
where φ−1 is the inverse function of φ. Note that
φ˜−1(t)−d = t−d/2 ∧ φ−1(t)−d.
Theorem 5.1 There are positive constants c1 and c2 such that for every x, y ∈ Rd and t > 0, we
have
p(t, x, y) ≤ c1 φ˜−1(t)−d ∧
(
pc(t, c2|x− y|) + pj(t, |x− y|)
)
. (5.1)
Before proving this theorem, we make some preparations. For r > 0, let (E〈r〉,F 〈r〉) be the
Dirichlet form corresponding to
{
X
〈r〉
t := r
−1Xeφ(r)t, t ≥ 0
}
. By simple computations, we see that
F 〈r〉 =W 1,2(Rd) and for u, v ∈ F 〈r〉,
E〈r〉(u, v) = φ˜(r)
r2
∫
Rd
∇u(x) · a(rx)∇v(x)dx+
∫
Rd
(u(x)− u(y))(v(x) − v(y))J 〈r〉(x, y)dxdy,
where J 〈r〉(x, y) = φ˜(r)rdJ(rx, ry). Note that
J 〈r〉(x, y) ≍ φ˜(r)|x− y|dφ(r|x− y|) =
1
|x− y|dφr(|x− y|) ,
where φr(s) := φ(rs)/φ˜(r) (note that φr enjoys the properties (1.7) and (1.8) with the constant
c > 0 independent of r). Clearly the transition density function pr(t, x, y) of X
〈r〉 with respect to
md is given by
pr(t, x, y) := r
dp(φ˜(r)t, rx, ry). (5.2)
The following on-diagonal estimate holds for p(t, x, y):
p(t, x, y) ≤ c
(
t−d/2 ∧ φ−1(t)−d
)
, ∀t > 0. (5.3)
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If follows from the Nash inequality for the stable-type Dirichlet form obtained in [CK2, Theorem
3.1], we have p(t, x, y) ≤ cφ−1(t)−d, so that (5.3) holds. Thus, using (5.2), we have
pr(t, x, y) ≤ rd
(
φ˜−1(φ˜(r)t)
)−d
=: g(r, t). (5.4)
Clearly g(r, 1) = 1 and
g(r, t) ≤ c
(
rd(φ˜(r)t)−d/21{eφ(r)t≤1} + r
d(φ−1(φ˜(r)t))−d1{eφ(r)t>1}
)
≤ c
(
rd φ˜(r)−d/2t−d/21{eφ(r)t≤1} + r
d φ˜(r)−d/β2t−d/β21{eφ(r)t>1}
)
.
For λ > 0, define
J 〈r,λ〉(x, y) := J 〈r〉(x, y)1{|x−y|≤λ}
and let (E〈r,λ〉,W 1,2(Rd)) be defined as (E〈r〉,F 〈r〉) but with jumping kernel J 〈r,λ〉 in place of J 〈r〉.
Let X〈r,λ〉 be the symmetric strong Markov process associated with (E〈r,λ〉,W 1,2(Rd)). The process
X〈r,λ〉 can be obtained from X〈r〉 by removing all the jumps whose size is larger than λ. We
will apply Davies’ method to derive heat kernel estimate for process X〈r,λ〉. On-diagonal estimate
(5.4) together with Theorem 3.25 of [CKS] implies that there exist constants C > 0 and c > 0,
independent of λ > 0 and δ > 0 such that
p(λ)r (t, x, y) ≤ g(r, t) exp
(−|ψ(y)− ψ(x)| + C Λr,λ(ψ)2 t) (5.5)
for all t > 0, x, y ∈ Rd \ N and every λ > 0, and for some ψ satisfying Λr,λ(ψ) <∞, where
Λr,λ(ψ)
2 = ‖e−2ψΓr,λ[eψ]‖∞ ∨ ‖e2ψΓr,λ[e−ψ]‖∞.
Here
Γr,λ[v](ξ) =
φ˜(r)
r2
d∑
i,j=1
aij(rξ)
∂v
∂xi
(ξ)
∂v
∂xj
(ξ) +
∫
|η−ξ|≤λ
(v(η) − v(ξ))2J 〈r〉(η, ξ)dη, ξ ∈ Rd. (5.6)
Define
H(Γr,λ) :=
{
v : G→ R
∣∣∣ sup
ξ∈Rd
Γr,λ[v](ξ) <∞
}
.
A key observation is that H(Γr,λ) contains the cut-off distance function ψ given by
ψ(ξ) :=
s
3
(|ξ − x| ∧ |x− y|) for ξ ∈ Rd, (5.7)
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where s > 0 is a parameter to be chosen later. Note that |ψ(η) − ψ(ξ)| ≤ (s/3)|η − ξ| for all
ξ, η ∈ Rd. So
e−2ψ(ξ)Γr,λ[eψ](ξ) ≤ c1|∇ψ(ξ)|2 +
∫
|η−ξ|≤λ
(1− eψ(η)−ψ(ξ))2J 〈r〉(η, ξ)dη
≤ c1 s
2
9
+
∫
|η−ξ|≤λ
(ψ(η) − ψ(ξ))2 e2|ψ(η)−ψ(ξ)|J 〈r〉(η, ξ)dη
≤ c1 s
2
9
+ (
s
3
)2 e2sλ/3
∫
|η−ξ|≤λ
|η − ξ|2J 〈r〉(η, ξ)dη
≤ c1 s
2
9
+ cs2e2sλ/3
∫ λ
0
t
φr(t)
dt
≤ c1 s
2
9
+ cs2e2sλ/3
λ2
φr(λ)
≤ c2(s2 + e
sλ
φr(λ)
),
for every ξ ∈ Rd. Here we used Lemma 2.1(ii) of [CK2] for the fourth inequality and the fifth
inequality is by (1.8). The same estimate holds for e2ψ(ξ)Γr,λ[e
−ψ](ξ). Denote the constant c2 > 0
by C∗ and define
F (r, λ, s, t, R) := exp
(
−sR
3
+ C∗
(
s2 +
esλ
φr(λ)
)
t
)
. (5.8)
Then, by (5.5), with R = |x− y|, we have
p(λ)r (t, x, y) ≤ g(r, t)F (r, λ, s, t, R). (5.9)
Note that there is a freedom to choose s > 0 properly. We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. By (5.3), it suffices to show that
p(t, x, y) ≤ c1
(
pc(t, c2|x− y|) + pj(t, |x− y|)
)
. (5.10)
Our proof consists of considering 5 cases. Recall that R := |x− y|.
Case 1: R2 < t < φ(R) ≤ 1.
Take r = 1, λ = R and s = 1√
t
in (5.9). Note that in this case, g(1, t) = ct−d/2 and
esR
φ(R)
=
eR/
√
t
φ(R)
<
e
t
= es2.
So
p
(λ)
1 (t, x, y) ≤ c1 t−d/2e−
sR
3
+C∗(1+e)s2t = c2 t
−d/2 e−
R
3
√
t .
(In fact, p
(λ)
1 (t, x, y) ≤ c1t−d/2 in this case.) It follows by Meyer’s construction that
p(t, x, y) ≤ p(λ)1 (t, x, y) + t sup
x∈Rd
∫
Rd
J(x, y)1{|x−y|>λ}dy
≤ c1 t−d/2 e−R/(3
√
t) + c1
t
Rdφ(R)
≤ c1 t−d/2 e−R2/(3t) + c1 t
Rdφ(R)
.
25
The last inequality is due to the assumption that R2 < t. So (5.10) holds in this case.
Case 2: φ(R) ≤ t.
This is a free lunch as pj(t, x, y) ≈ cφ−1(t)−d in this case and (5.10) follows.
Let K = β1/(72C∗(d + β1)) and let a = eK/c, where C∗ and c are the positive constants in
(5.8) and (1.7), respectively. Before we consider the remaining three cases, let us first do estimate
on F := F (r, λ, s, t, R) under two situations:
(i) eKR
2/t ≥ aφr(R)
t
with R2 ≥ t, and (ii) eKR2/t < aφr(R)
t
.
Since min
x>0
ex/x = e, we have
1
K
· t
φr(R)
eKR
2/t =
R2
φr(R)
· t
KR2
eKR
2/t ≥ φ˜(r)R
2
φ(rR)
· e,
which, by (1.7) is no less than 1/c if min{r,R} ≥ 1 or if r ≤ 1 but rR ≥ 1. So Situation (ii) may
happen only when r < 1 ≤ R and rR < 1.
Situation (i): eKR
2/t ≥ aφr(R)t and R2 ≥ t.
Let H = β1/(12(d + β1)). We take λ = HR and s = (HR)
−1 log(eφr(R)/t) > 0 in (5.8). By
(1.7), there is a constant c1 > 0 such that
esλ
φr(λ)
t ≤ c1 e
sλ
φr(R)
t = c1e.
Moreover, using the assumption,
C∗s2t = C∗
st
HR
log
eφr(R)
t
= C∗
st
HR
log
e
a
+ C∗
st
HR
log
aφr(R)
t
≤ c2 st
R
+ C∗
st
HR
KR2
t
= s
(
c2
t
R
+
R
6
)
≤ sR
4
+ c3,
since K = β1/(72C∗(d + β1)) = H/(6C∗). The last inequality is due to that fact that when
R2/t ≥ 12c2,
s
(
c2
t
R
+
R
6
)
≤ s
(
R
12
+
R
6
)
=
sR
4
,
while for 1 ≤ R2/t < 12c2,
c2
st
R
= c2
t
HR2
log
(
e
φr(R)
t
)
≤ c2
H
log
( e
a
e12c2K
)
=: c3.
So, by (5.8), we have
F ≤ exp
(
−sR
12
+ c3 + C∗c1e
)
= c4
(
t
φr(R)e
)1/(12H)
= c5
(
t
φr(R)
)d/β1+1
. (5.11)
Situation (ii): eKR
2/t < aφr(R)t .
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We take λ = KR/(6C∗), s = R/(6C∗t) in (5.8). By (1.7), there is a constant c > 0 such that
esλ
φr(λ)
t ≤ c e
sλ
φr(R)
t = c
eKR
2/t
φr(R)
t ≤ ca.
So
F ≤ exp
(
−sR
3
+ C∗s2t+ C∗ca
)
(5.12)
= c6 exp
(
−sR
3
+C∗
sR
6C∗
)
= c6 exp
(
−sR
6
)
= c6 exp
(
− R
2
6C∗t
)
.
Case 3: t ≤ 1 ≤ R.
We will take r = 1 in this case so by (5.4),
g(t, 1) = ct−d/2 ≤ ct−d/β1 .
This case falls into Situation (i) and so we have from (5.9) and (5.11)
p
(λ)
1 (t, x, y) ≤ ct−d/β1
(
t
φ(R)
)d/β1+1
= c
t
φ(R)d/β1+1
≤ c7t
Rdφ(R)
,
where we used (1.7) in the last inequality. By Meyer’s construction, we conclude
p(t, x, y) ≤ c8
( t
Rd φr(R)
+
t
Rdφ(R)
)
≤ c8t
Rd φ(R)
. (5.13)
This establishes (5.10) in this case.
Case 4: φ(R) ≥ t ≥ 1.
Let r = φ−1(t) ≥ 1, x′ = x/r and y′ = y/r. Since R ≥ r, |x′ − y′| ≥ 1 so the estimate
for pr(1, x
′, y′) falls into Situation (i). As g(r, 1) = 1, we have from (5.9), (5.11) and Meyer’s
construction
rdp(φ(r), x, y) = pr(1, x
′, y′)
≤ p(λ)r (1, x′, y′) + sup
x∈Rd
∫
Rd
J 〈r〉(x, y)1{|x−y|>λ}
≤ c
(
1
φr(|x′ − y′|)
)d/β1+1
+
c
|x′ − y′|dφr(|x′ − y′|)
≤ c9 1
φr(1)d/β1 |x′ − y′|d φr(|x′ − y′|)
+
c9
|x′ − y′|dφr(|x′ − y′|)
≤ c10φ(r)|x′ − y′|dφr(|x− y|) .
Here we used (1.7) in the second to the last inequality and the fact that φr(1) ≥ 1 in the last
inequality. Since t = φ(r), we conclude that
p(t, x, y) ≤ c10t|x− y|d φ(|x− y|) .
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This proves (5.10) in this case.
Case 5: t < R2(≤ φ(R)) ≤ 1.
Let r = R = |x − y|, x′ = x/r, y′ = y/r. Note that φ˜(r) = r2 as r ≤ 1 and |x′ − y′| = 1. Let
t′ = t/r2 ≤ 1. Note that
g(r, t′) ≤ c(t′)−d/2 ≤ c(t′)−d/β1 .
If eK/t
′ ≥ aφr(1)/t′, then we are in Situation (i) for pr(t′, x′, y′). By the same calculation as
that for Case 3, we have
rdp(r2t′, x, y) = pr(t′, x′, y′) ≤ c11t
′
|x′ − y′|d φr(|x′ − y′|) =
c11t
′r2
|x′ − y′|d φ(|x− y|) .
Noting t = t′r2, we obtain
p(t, x, y) ≤ c11t|x− y|d φ(|x− y|) .
If eK/t
′
< aφr(1)/t
′, then we are in Situation (ii) for pr(t′, x′, y′). So by (5.9), (5.12) and Meyer’s
construction
rdp(r2t′, x, y) = pr(t′, x′, y′)
≤ pr(t′, x′, y′) + t′ sup
x∈Rd
∫
Rd
J 〈r〉(x, y)1{|x−y|>λ}dy
≤ c12t′−d/2 exp
(
−c13|x
′ − y′|2
t′
)
+
c14t
′
|x′ − y′|dφr(|x′ − y′|) .
Noting t = t′r2, we obtain
p(t, x, y) ≤ c15t−d/2 exp(−c16|x− y|
2
t
) +
c17t
|x− y|d φ(|x− y|) .
This proves the claim (5.10).
The upper bound estimate in (5.1) is now established for every t > 0 and x, y ∈ Rd. ✷
6 Heat kernel lower bound estimate under condition (1.9)
Recall that φ˜(t) := t2 ∧ φ(t) and so φ˜−1(t)−d = t−d/2 ∧ φ−1(t)−d. In this section, we will establish
the following.
Theorem 6.1 There exist positive constants c1 and c2 such that
p(t, x, y) ≥ c1 φ˜−1(t)−d ∧
(
pc(t, c2|x− y|) + pj(t, |x− y|)
)
(6.1)
for each x, y ∈ Rd and t > 0.
To prove it, we need first establish some tightness results and extend Lemma 4.1 to all r > 0
and Theorem 1.3 to all R > 0.
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6.1 Tightness and some lower bound estimate
Using the heat kernel upper bound, we can prove the following estimate of the exit time from a
ball.
Proposition 6.2 For each A > 0 and 0 < B < 1, there exists γ = γ(A,B) ∈ (0, 1/2) such that
for every r > 0 and x ∈ Rd \ N ,
Px
(
τB(x, Ar) < γ φ˜(r)
)
≤ B.
Proof. Let x ∈ Rd \ N . By the upper bound estimate in (5.1), for every s > 0 and t > 0,
Px (|Xt − x| ≥ s) =
∫
B(x,s)c
p(t, x, y)dy
≤
∫
B(x,s)c
c1 tdy
|x− y|dφ(c1|x− y|) + c2t
−d/2
∫
B(x,s)c
exp(−c3|x− y|
2
t
)dy
≤ c4t
φ(s)
+ c5 exp(−c6s
2
t
) ≤ c4t
φ(s)
+
c7t
s2
≤ c8t
φ˜(s)
.
The above computation is standard; see Lemma 2.1(i) in [CK2] for the estimate of the stable part
in the second inequality, and [Ba] Lemma 3.9 (a) for the estimate of the Gaussian part in the second
inequality. Given this inequality, the rest of the proof is the same as that of Proposition 4.9 in
[CK2] with φ˜ in place of φ for the case of γ1 = γ2 = 0 there. ✷
Using Proposition 6.2, one can prove the following proposition in the same way as the proof of
Proposition 4.11 in [CK2] but with φ˜ in place of φ for the case of γ1 = γ2 = 0 there.
Proposition 6.3 There exist constants c1 ≥ 2 and c2 > 0 such that for every t > 0 and every
x, y ∈ Rd \ N with
Px
(
Xt ∈ B(y, c1φ˜−1(t))
)
≥ c2 t(φ˜
−1(t))d
|x− y|dφ˜(|x− y|)
. (6.2)
6.2 Parabolic Harnack Inequality
Denote γ(1/2, 1/2) in Proposition 6.2 by γ0. For each r, t > 0, we define
Q(t, x, r) := [t, t+ γ0φ˜(r)]×B(x, r).
The following is an extension of Lemma 4.3 to all r > 0.
Lemma 6.4 There exists C1 > 0 such that for every x ∈ Rd, r > 0, y ∈ B(x, r/3) and a bounded
nonnegative function h on [0,∞) × Rd that is supported in [0,∞)×B(x, 2r)c,
E(γ0
eφ(r),x) [h(τr,Xτr )] ≤ C1E(γ0 eφ(r),y) [h(τr,Xτr )] , (6.3)
where τr = τQ(0,x,r).
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Proof. The proof is the same as Lemma 6.1 in [CK2]. Note that the continuous component of
the process does not play any role since the function h is supported in [0,∞) × B(x, 2r)c. (Note
that in [CK2] the space-time process is running forward in the sense that Vt = V0 + t there while
in this paper Vt = V0 − t is defined to run backward. Clearly there is one-to-one correspondence
between these two situations. Thus the estimate in Lemma 6.1 in [CK2] is under probability law
P(0,x) while here it is under P(γ0
eφ(r),x). The same remark applies in the following when [CK2] is
cited, for example, in the proof of the next three results.) ✷
For each A ⊂ [0,∞) × Rd, denote σA := inf{t > 0 : Zt ∈ A}.
Lemma 6.5 There exists C2 > 0 such that for all x ∈ Rd, r > 0 and any compact subset A ⊂
Q(0, x, r),
P(γ0
eφ(r),x)(σA < τr) ≥ C2md+1(A)
rdφ˜(r)
,
where τr = τQ(0,x,r).
Proof. When r ≤ 1, this is proved in Lemma 4.1. When r ≥ 1, we have φ˜(r) = φ(r) so the desired
inequality can be proved similarly to Lemma 6.2 in [CK2]. ✷
Define U(t, x, r) := {t} ×B(x, r).
Corollary 6.6 For every 0 < δ ≤ γ0, there exists C3 > 0 such that for every R ∈ (0, 1], r ∈ (0, R/4]
and (t, x) ∈ Q(0, z, R/3) with 0 < t ≤ γ0φ˜(R/3)− δφ˜(r),
P(γ0
eφ(R/3),z)
(
σU(t,x,r) < τQ(0,z,R)
) ≥ C3 rdφ˜(r)
Rdφ˜(R)
.
Proof. Given Lemma 6.5 and Proposition 6.2, the proof is the same as Corollary 6.3 in [CK2] but
with φ˜ in place of φ there. ✷
The following extends the parabolic Harnack principle in Theorem 1.3 to all R > 0.
Theorem 6.7 For every 0 < δ ≤ γ0, there exists c1 > 0 such that for every z ∈ Rd, R > 0 and
every non-negative function h on [0,∞)×Rd that is parabolic and bounded on [0, γφ˜(2R)]×B(z, 2R),
sup
(t,y)∈Q(δeφ(R),z,R)
h(t, y) ≤ c1 inf
y∈B(z,R)
h(0, y).
In particular, the following holds for t > 0.
sup
(s,y)∈Q((1−γ)t,z,eφ−1(t))
p(s, x, y) ≤ c inf
y∈B(z,eφ−1(t))
p((1 + γ)t, x, y). (6.4)
Proof. Given Lemma 6.4, Lemma 6.5 and Corollary 6.6, the proof of this PHI is the same as that
of Theorem 4.12 in [CK2] (see also the proof of Theorem 4.5 in [SV]). ✷
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6.3 Lower bound
Lemma 6.8 There exist c1, c2 > 0 such that
p(t, x, y) ≥ c1 (φ˜−1(t))−d
for all t > 0 and x, y ∈ Rd \ N with |x− y| ≤ c2 φ˜−1(t).
Proof. This is already proved in Theorem 3.1 for t ≤ 1. Given (5.1), Proposition 6.2, and Theorem
6.7, the proof is the same as that of Lemma 4.13 in [CK2] but with φ˜ in place of φ there. ✷
Proof of Theorem 6.1. Let t > 0. Due to Lemma 6.8, it is enough to prove the theorem for
|x− y| ≥ c2 φ˜−1(t). Applying Proposition 6.3 with t∗ = (1− γ)t in place of t, we have
Px(Xt∗ ∈ B(y, c1φ˜−1(t∗))) ≥ c2
t∗(φ˜−1(t∗))d
|x− y|dφ(c3|x− y|) .
As md(B(y, c1φ
−1(t∗))) ≤ c4(φ−1(t∗))d, the above implies p(t∗, x, z) ≥ c5 t/(|x − y|dφ(c3|x − y|))
for some z ∈ B(y, c1φ−1(t∗)). By applying (6.4) as before, we have
p(t, x, y) ≥ c t|x− y|dφ(|x− y|) .
For (6.1), the exponential decay appears on the RHS only when t < r2(≤ φ(r)) ≤ 1 (Case 4 in the
upper bound), where r = |x− y|. So, the only case left is this case. In this case, choose N ∈ N so
that s := t/N ≍ (r/N)2 (so N ≍ r2/t). Then, p(s, x, y) ≥ cs−d/2, by Lemma 6.8. Thus the usual
chain argument gives p(t, x, y) ≥ ct−d/2 exp(−c′r2/t). ✷
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