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Abstract— We extend earlier work establishing a framework
for optimally controlling Connected Automated Vehicles (CAVs)
crossing a signal free intersection by jointly optimizing energy
and travel time. We derive explicit optimal control solutions in
a decentralized manner that guarantee both a speed-dependent
rear-end safety constraint and a time-dependent lateral collision
constraint, in addition to lower/upper bounds on speed and
acceleration. Extensive simulation examples are included to
illustrate this framework.
I. INTRODUCTION
Traffic control at intersections is one of the major chal-
lenges in transportation systems as intersections account for a
large fraction of accidents and of the overall system conges-
tion. To date, traffic light control is the prevailing method for
coordinating conflicting traffic flows through an intersection.
Recent technological developments include designing online
adaptive traffic light control as in [1]. However, aside from
the obvious infrastructure cost of traffic lights, the efficiency
and safety offered by such signaling methods can be signifi-
cantly improved through new approaches capable of enabling
smoother traffic flow while ensuring safety.
Connected Automated Vehicles (CAVs) provide the most
intriguing opportunity for improving traffic conditions in a
transportation network. One of the very early efforts was
proposed in [2] and [3] where the a linear optimal regular
is introduced to control a single string of vehicles for the
merging problem. More recently, Dresner and Stone [4]
proposed a reservation-based scheme for automated inter-
section management. Since then, numerous research efforts
have explored efficient and safe control strategies, e.g.,
[5]–[7]. Some of the efforts focused on minimizing travel
delays with safety guarantees [8]–[13]. Lee and Park [12]
aimed at minimizing the overlap between vehicle positions.
Miculescu and Karaman [13] have studied intersections as
polling systems and determined a sequence of times assigned
to vehicles on each road. Reducing energy consumption is
another desired objective which has been considered in recent
literature [14]–[17]. Hellstrom [16] proposed an energy-
optimal control algorithm for heavy diesel trucks by utilizing
road topography information. A detailed discussion of recent
advances in this area can be found in [18].
Supported in part by NSF under grants ECCS-1509084, DMS-1664644,
CNS-1645681, by AFOSR under grant FA9550-15-1-0471, by ARPA-E’s
NEXTCAR program under grant DE-AR0000796 and by the MathWorks.
Y. Zhang and C.G. Cassandras are with the Division of Systems Engineer-
ing and Center for Information and Systems Engineering, Boston University,
Boston, MA 02215 USA (e-mail: joycez@bu.edu; cgc@bu.edu).
The contribution of this paper consists of extending the
optimal control framework in [19]. First, instead of solving
a throughput maximization problem followed by an energy
minimization problem for each CAV, here we formulate a
problem in which each CAV seeks to jointly minimize both
its travel time through a specified Control Zone (CZ) and
Merging Zone (MZ) and its energy consumption. This allows
us to readily quantify the tradeoff between these two criteria
(see also [20] where left/right turns are included along with
a passenger comfort metric). Second, unlike [19], [20] where
we first resolve possible collisions in the MZ and then apply
optimal control over the CZ, here we relax the constant speed
assumption inside the MZ and handle lateral collision avoid-
ance as additional state constraints; this provides flexibility
in controlling CAVs within the MZ. Third, unlike [19], [20]
where we limit ourselves to a distance-dependent rear-end
safety constraint, here we include a speed-dependent rear-
end safety constraint, which better captures the relationship
between two consecutive vehicles traveling on the same road.
Our analysis includes the derivation of several structural
properties of an optimal control solution and it allows us
to determine whether an optimal control solution for each
CAV is feasible at the time it enters the CZ.
The paper is structured as follows. In Section II, we
review the model in [19] and derive the conditions that
guarantee safety constraints for each CAV. In Section III,
we formulate a decentralized optimal control problem for
each CAV that jointly minimizes its travel time and energy
consumption throughout the CZ and the MZ, prove structural
properties of optimal trajectories, and derive an explicit
solution for it. Simulation results are given in Section IV
showing constrained optimal trajectories with different safety
constraints becoming active. Concluding remarks are given
in Section V.
II. THE INTERSECTION MODEL
We begin with a brief review of the model introduced in
[21] and fully developed in [19]. We consider an intersection
(Fig. 1) where the region at its center, assumed to be a square
of side S, is called Merging Zone (MZ) and defines the area
of potential lateral CAV collisions. The intersection has a
Control Zone (CZ) and the road segment from the CZ entry
to the CZ exit (i.e., the MZ entry) is referred to as a CZ
segment whose length L > S is assumed to be the same for
all entry points to a given CZ. Extensions to asymmetric CZ
segments are possible and considered in [22].
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Fig. 1. Connected Automated Vehicles crossing an urban intersection.
We assume the existence of a “coordinator” whose task is
to handle the information exchanges between CAVs, while
each CAV maintains its own control autonomy. Let N(t) ∈ N
be the cumulative number of CAVs which have entered the
CZ by time t and formed a queue that designates the crossing
sequence in which these CAVs will enter the MZ. There
is a number of ways to manage such a queue. In [19] a
strict First-In-First-Out (FIFO) crossing sequence is assumed,
that is, when a CAV reaches the CZ, the coordinator assigns
it an integer value i = N(t) + 1. This is relaxed in [22]
to allow for dynamically resequencing CAVs as each new
one arrives, hence maximizing throughput. If two or more
CAVs enter a CZ at the same time, then the corresponding
coordinator selects randomly the first one to be assigned the
value N(t) + 1.
For simplicity, we assume that each CAV is governed by
second order dynamics:
p˙i = vi(t), pi(t0i ) = 0; v˙i = ui(t), vi(t
0
i ) given (1)
where pi(t) ∈ Pi, vi(t) ∈ Vi, and ui(t) ∈ Ui denote the
position, i.e., travel distance since the entry of the CZ, speed
and acceleration/deceleration (control input) of each CAV i.
The sets Pi, Vi and Ui are complete and totally bounded
subsets of R. These dynamics are in force over an interval
[t0i , t
f
i ], where t
0
i and t
f
i are the times that the vehicle i enters
the CZ and exits the MZ respectively. To ensure that the
control input and vehicle speed are within a given admissible
range, the following constraints are imposed:
ui,min ≤ ui(t) ≤ ui,max, and
0 ≤ vmin ≤ vi(t) ≤ vmax, ∀t ∈ [t0i , tfi ].
(2)
As part of safety considerations, we impose the following
assumptions:
Assumption 1. CAVs follow the crossing sequence estab-
lished by the coordinator and no overtaking, reversing di-
rections, lane-changing, or turns are allowed.
Assumption 2. Each vehicle has proximity sensors and can
observe and/or estimate local information that can be shared
with other vehicles.
Assumption 3. For each CAV, the speed constraints in (2)
and the rear-end safety constraint in (3) are not active at t0i .
If the last assumption is violated, any optimal control
solution is obviously infeasible and we must resort to control
actions that simply attempt to satisfy these constraints as
promptly as possible; alternatively, we may impose a Fea-
sibility Enforcement Zone (FEZ) that precedes the CZ as
described in [23].
Definition 1. Depending on its physical location inside the
CZ, CAV i− 1 ∈ N (t) belongs to only one of the following
four subsets of N (t) with respect to CAV i: 1)Ri(t) contains
all CAVs traveling on the same road as i and towards the
same direction but on different lanes, 2) Li(t) contains all
CAVs traveling on the same road and lane as vehicle i (e.g.,
L5(t) contains CAV #4 in Fig. 1), 3) Ci(t) contains all CAVs
traveling on different roads from i and having destinations
that can cause collision at the MZ (e.g., C6(t) contains CAV
#5 in Fig. 1), and 4) Oi(t) contains all CAVs traveling on
the same road as i and opposite destinations that cannot,
however, cause collision at the MZ (e.g., O4(t) contains CAV
#3 in Fig. 1).
A rear-end collision may occur only if some CAV z 6=
i belongs to Li(t). To ensure the absence of any rear-end
collision throughout the CZ and MZ, instead of using the
distance-dependent rear-end safety constraint as in [19], [24],
we impose a speed-dependent rear-end safety constraint
si(t) = pk(t)− pi(t) ≥ ϕvi(t) + δ0,
∀t ∈ [t0i , tfi ], k = maxz {z ∈ Li(t)}
(3)
that specifies a minimum safe headway, i.e., a gap that is a
function of vi(t), where k is the CAV physically ahead of i,
ϕ is the reaction time and δ0 is the minimal standstill inter-
vehicle distance. Note that in [19] where we use a distance-
dependent safety constraint pk(t)− pi(t) ≥ δ, δ denotes an
inter-vehicle distance while vehicles are moving.
As in [19], we consider a First-In-First-Out (FIFO) order-
ing structure by imposing the following condition:
tfi ≥ tfi−1 (4)
A lateral collision involving CAV i may occur only if
some CAV z 6= i belongs to Ci(t). Letting tmi denote the
time when a CAV enters the MZ, this leads to the following
definition:
Definition 2. For each CAV i ∈ N (t), the set Γi includes
all time instants when a lateral collision involving CAV i is
possible:
Γi ,
{
t | t ∈ [tmi , tfi ]
}
.
Consequently, to avoid a lateral collision for any two
vehicles i, z ∈ N (t) on different roads, the following
constraint should hold
Γi ∩ Γz = ∅, ∀t ∈ [tmi , tfi ], z ∈ Ci(t). (5)
Combining (5) with the FIFO constraint (4), we can easily
derive the lateral collision constraint
tmi ≥ tfc , c = max
z
{z ∈ Ci(t)} (6)
Since tmi is the time that CAV i reaches the end of the
CZ, the constraint (6) is equivalent to the following position-
dependent interior-point constraint
pi(t
f
c ) ≤ L, c = max
z
{z ∈ Ci(t)}. (7)
For CAVs that belong to Oi(t) and Ri(t), no collision would
occur throughout the CZ and the MZ.
To ensure that CAV k will not collide with CAV i after
k exits the MZ while i is still traveling inside the MZ, we
apply the following assumption.
Assumption 4. The speed of CAV k will remain constant
after exiting the MZ for t ∈ [tfk , tfi ], k = maxz{z ∈ Li(t).
Combining (2), (3), (4), the lower bound on the time when
CAV i can leave the MZ is given by
tfi ≥ max{tLi , tfk +
ϕvfi + δ0
vfk
, tfo}, (8)
where k = maxz{z ∈ Li(t)}, o = maxz{z ∈ Oi(t) ∪
Ri(t)}, and tLi = t1i1vfi =vmax + t
2
i (1 − 1vfi =vmax) is the
lower bound constrained by the speed and control constraints
and t1i , t
2
i were derived in [21]:
t1i = t
0
i +
L+ S
vmax
+
(vmax − v0i )2
2ui,maxvmax
,
t2i = t
0
i +
[2(L+ S)ui,max + (v
0
i )
2]1/2 − v0i
ui,max
. (9)
Theorem 1. If CAV z, z ∈ {2, . . . , i} satisfies (3), (6), and
(8), then, with respect to any CAV j, j < i, CAV i satisfies
• pj(t)−pi(t) ≥ ϕvi(t) + δ0, t ∈ [t0i , tfi ] if j ∈ Li(t) [no
rear-end collision],
• tmi ≥ tfj if j ∈ Ci(t) [no lateral collision inside the
MZ],
• tfi ≥ tfj [crossing order preservation].
Proof. If max{tLi , tfk + ϕv
f
i +δ0
vfk
, tfo} = tLi , then tfi ≥ tLi
ensures that tfi is feasible since it depends only on the control
and state constraints (2). Based on the definition of CAV k,
c and o, CAV i will not generate any collision with j if
j ∈ {k, c, o}. When j 6= k, c, o, there are three cases to
consider as follows.
(1) When j ∈ Li(t). In this case, a rear-end collision is
possible. Since k, j ∈ Li(t) and j < k, CAVs k and j are
traveling on the same lane towards the same direction as i, we
have j < k < i, and pi(t) + ϕvi(t) + δ0 ≤ pk(t) < pk(t) +
ϕvk(t) + δ0 ≤ pj(t). The ordering is therefore implicitly
guaranteed.
(2) When j ∈ Ci(t). In this case, only a lateral collision
inside the MZ is possible. Since c, j ∈ Ci(t) and j < c, there
are two subcases to consider: (i) j ∈ Lc(t), (ii) j ∈ Oc(t)∪
Rc(t). When j ∈ Lc(t), the rear-end safety constraint (3)
leads to tfc > t
f
j . Due to the lateral collision constraint (6),
we have tmi ≥ tfc . Combining with tfc > tfj , we have tmi >
tfj . When j ∈ Oc(t) ∪ Rc(t), denote CAV jo = maxz{z ∈
Oc(t) ∪ Rc(t)}. If j = jo, then we have tfc ≥ tfj following
the third term in (8); if j < jo, CAV j must exit the MZ
earlier than CAV jo, and hence, tfc ≥ tfjo ≥ tfj . Combining
with tmi ≥ tfc , we have tmi ≥ tfj . The ordering is therefore
implicitly guaranteed.
(3) When j ∈ Oi(t) ∪ Ri(t). In this case, no collision
between i and j could occur according to the definition. We
only need to ensure the CAV ordering. Since o, j ∈ Oi(t) ∪
Ri(t) and j < o, there are two subcases to consider: (i)
j ∈ Lo(t), (ii) j ∈ Oo(t) ∪ Ro(t). When j ∈ Lo(t), the
rear-end safety constraint (3) ensures the CAV ordering, i.e.,
tfo > t
f
j . Following the third term in (8), we have t
f
i ≥ tfo .
Combining with tfo > t
f
j , we can obtain t
f
i > t
f
j , which
satisfies the ordering constraint. When j ∈ Oo(t) ∪ Ro(t),
we have tfi ≥ tfo ≥ tfj following the third term in (8), which
completes the proof.

Corresponding to the lower bound of terminal time tLi ,
there also exists the upper bound tUi :
tUi = t
3
i1vfi =vmin
+ t4i (1− 1vfi =vmin) (10)
where vi(t
f
i ) =
√
2(L+ S)umin + (v0i )
2, and t3i = t
0
i +
L+S
vmin
+
(vmin−v0i )2
2uminvmin
and t4i = t
0
i +
vi(t
f
i )−v0i
umin
are derived in a
similar way as t1i and t
2
i in (9) respectively (see [21]). Based
on (10), the following upper bound constraint applies:
tfi ≤ tUi (11)
III. OPTIMAL CONTROL OF CAVS IN THE CZ
The objective of each CAV inside the CZ and MZ, i.e.,
over [t0i , t
f
i ], is to derive an optimal acceleration/deceleration
which minimizes a convex combination of its travel time and
energy consumption. Since the coordinator is not involved in
any decision making process regarding vehicle control, we
can formulate a tractable decentralized problem, that can be
solved on line by each CAV, as follows:
min
ui∈Ui
∫ tfi
t0i
[γ +
1
2
u2i (t)] dt
s.t. : (1), (2), (3), (7), (8), (11),
pi(t
0
i ) = 0, pi(t
f
i ) = L+ S
and given t0i , vi(t
0
i ),
(12)
where γ is a normalized weight associated with the impor-
tance of travel time relative to energy. The constraints consist
of the vehicle dynamics (1), state and control constraints (2),
the speed-dependent rear-end safety constraint (3), the time-
dependent lateral constraint (6), and the lower and upper
bounds of the terminal time tfi (8) and (11). Unlike the
problem considered in [19] where the terminal time was
obtained a priori to optimize travel times, here the optimal
travel time is part of the problem solution. An additional
difference is that the optimization horizon here covers both
CZ and MZ, instead of the CZ only.
A. Problem Decomposition
In order to efficiently obtain an analytical solution on
line, we proceed with the following step-wise approach
(Algorithm 1). We start with the unconstrained problem P0
by relaxing all constraints in (12) except the dynamics (1).
After solving P0, we obtain the terminal time t
f
i . The second
step is to check whether tfi satisfies both (8) and (11); if not,
we formulate problem P1 by constraining t
f
i to either the
lower bound (8) or the upper bound (11) and re-solve the
problem. Then, we proceed with checking the speed, control
and safety constraints (2), (3) and (7) and deal with any
violated constraints one by one until they are all satisfied.
Note that if tLi > t
U
i , i.e., the lower bound on t
f
i is higher
than its upper bound, the problem is obviously infeasible.
Algorithm 1: A step-wise constrained optimization ap-
proach
1 formulate an unconstrained problem P0 by relaxing all
the constraints in (12) except the dynamics (1);
2 solve P0 and obtain the optimal solution ui(t);
3 if tfi violates (8) or (11) then formulate P1 by setting
tfi to either the lower bound (8) or the upper bound
(11); solve P1 and obtain a new optimal solution ui(t);
4 else
5 go to step 9
6 end
7 set the index of iteration r := 2;
8 repeat
9 check if ui(t) satisfies (2), (3), and (7);
10 if any of the constraints in (2), (3), and (7) is
violated then formulate Pr by adding the violated
constraint to Pr−1(P1 = P0 if P1 does not exist);
solve Pr and obtain a new optimal solution ui(t);
r := r + 1;
11 until (2), (3), and (7) are all satisfied;
12 obtain ui(t) = u∗i (t) as the optimal solution;
B. Analytical Solution
Given the objective function of the unconstrained problem
P0, the Hamiltonian is
Hi(pi, vi, ui, λi, t) = γ +
1
2
u2i (t) + λ
p
i vi(t) + λ
v
i ui(t)
(13)
and the Lagrangian with constraints directly adjoined is
Li(pi, vi, ui, λi, µi, νi, t) = Hi(pi, vi, ui, λi, t) + µigi(ui, t)
+ νihi(pi, vi, t) + ζiqi(pi(t1), t1)
(14)
where (omitting time arguments for simplicity) λi =
[λpi , λ
v
i ]
T ∈ R2 is the costate vector, gi(ui, t) ≤ 0
and hi(pi, vi, t) ≤ 0 represent the control and state
constraints respectively, qi(pi(t1), t1) ≤ 0 represents the
position-dependent interior-point constraint at t1, and µi =
[µai , µ
b
i ]
T ∈ R2, νi = [νci , νdi , νsi ]T ∈ R3, ζi are Lagrange
multipliers with
µai =
{
> 0, ui(t)− umax = 0,
= 0, ui(t)− umax < 0, (15)
µbi =
{
> 0, umin − ui(t) = 0,
= 0, umin − ui(t) < 0, (16)
νci =
{
> 0, vi(t)− vmax = 0,
= 0, vi(t)− vmax < 0, (17)
νdi =
{
> 0, vmin − vi(t) = 0,
= 0, vmin − vi(t) < 0. (18)
νsi =
{
> 0, pi(t) + ϕvi(t) + δ0 − pk(t) = 0,
= 0, pi(t) + ϕvi(t) + δ0 − pk(t) < 0, (19)
ζi =
{
> 0, pi(t
f
c )− L = 0,
= 0, pi(t
f
c )− L < 0, (20)
where k = maxz{z ∈ Li(t)}, c = maxz{z ∈ Ci(t)} and
their trajectories including the terminal time are known to i
through the coordinator (or through on-board sensors).
The Euler-Lagrange equations become
λ˙pi (t) = −
∂Li
∂pi
=
{
0, pi(t) + ϕvi(t) + δ0 − pk(t) < 0,
−νsi , pi(t) + ϕvi(t) + δ0 − pk(t) = 0,
(21)
and
λ˙vi (t) = −
∂Li
∂vi
=

−λpi (t), vi(t)− vmax < 0 and
vmin − vi(t) < 0,
−λpi (t)− νci , vi(t)− vmax = 0,
−λpi (t) + νdi , vmin − vi(t) = 0.
(22)
Terminal conditions. (i) When tfi is free, we have the
following transversality conditions
λvi (t
f
i ) = 0, Hi(t
f
i ) = 0 (23)
(ii) When tfi is constrained by CAV k, we set ψi(t
f
i , v
f
i ) =
vfk (t
f
i − tfk)−ϕvfi − δ0 and the transversality conditions are
λvi (t
f
i ) = ηi · (
∂ψi
∂vi
)t=tfi
, Hi(t
f
i ) + ηi · (
∂ψi
∂t
)t=tfi
= 0 (24)
where ηi is the associated multiplier. (iii) When t
f
i is fixed,
the transversality conditions reduce to λvi (t
f
i ) = 0.
In addition, there also exist the state boundary conditions
pi(t
0
i ) = 0, pi(t
f
i ) = L + S, vi(t
0
i ) = v
0
i , given the initial
time and speed t0i and v
0
i .
The necessary condition for optimality is
∂Li
∂ui
= 0 =

ui(t) + λ
v
i (t), ui(t)− umax < 0 and
umin − ui(t) < 0,
ui(t) + λ
v
i (t) + µ
a
i , ui(t)− umax = 0,
ui(t) + λ
v
i (t)− µbi , umin − ui(t) = 0.
(25)
A complete solution of this problem requires that constrained
and unconstrained arcs of an optimal trajectory are pieced
together to satisfy all conditions (15) through (25). This
includes the five constraints (three pure-state constraints,
two control constraints) in (15) through (20). While there
are many different cases that can occur, the nature of the
optimal solution rules out the possibility of several cases. In
what follows, we provide a complete analysis of the case
where no constraints are active, the case where the safety
constraint pi(t) + δ0 − pk(t) ≤ 0 is the only active one, and
the case where both the state constraint vi(t) − vmax ≤ 0
and the control constraint uti(t)− umax ≤ 0 become active.
A discussion of the remaining cases can be found in [20].
C. Unconstrained Optimal Control Analysis
For problem P0, the terminal time is free whereas for
P1 and P2 the terminal time is fixed. Thus, we provide the
analysis for each of these two cases.
1) Free Terminal Time: When the state and control con-
straints are inactive, we have µai = µ
b
i = ν
c
i = ν
d
i = ν
s
i =
0. The Lagrangian (14) becomes Li(p, v, u, λ, µ, ν, t) =
Hi(p, v, u, λ, t) and (25) reduces to ∂Li∂ui = ui(t) + λ
v
i = 0,
which leads to
ui(t) = −λvi (t). (26)
Since νsi = 0, (21) becomes λ˙
p
i (t) = −∂Li∂pi = 0 which leads
to
λpi = ai (27)
where ai is a constant. Since νci = ν
d
i = 0, (22) becomes
λ˙vi (t) = −∂Li∂vi = −λ
p
i . Since λ
p
i = ai, we have
λvi (t) = −ait− bi (28)
where bi is a constant. We can now obtain a complete
analytical solution of P0 as follows.
The optimal trajectory for problem P0 is given by
u∗i (t) = ait+ bi (29)
v∗i (t) =
1
2
ait
2 + bit+ ci (30)
p∗i (t) =
1
6
ait
3 +
1
2
bit
2 + cit+ di (31)
for t ∈ [t0i , tf
∗
i ] where ai, bi, ci and di are constants
determined along with tm
∗
i through
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0 (32a)
1
2
ai · (t0i )2 + bit0i + ci = v0i (32b)
1
6
ai · (tfi )3 +
1
2
bi · (tfi )2 + citfi + di = L (32c)
ait
f
i + bi = 0 (32d)
γ − 1
2
b2i + aici = 0 (32e)
The optimal control in (29) follows from (26) and (28).
Using (29) in the system dynamics (1), we then derive (30)
and (31). Next, (32a) through (32c) follow from the boundary
conditions pi(t0i ) = 0, vi(t
0
i ) = v
0
i , pi(t
f
i ) = L + S and
(32d) follows from λvi (t
f
i ) = 0 in (23) and from (29). The
last equation follows from Hi(t
f
i ) = 0 in (23):
γ +
1
2
(u∗i (t
f
i ))
2 + aiv
∗
i (t
f
i )− (u∗i (tfi ))2
= γ − 1
2
(ait
f
i + bi)
2 + ai(
1
2
ai(t
f
i )
2 + bit
f
i + ci)
= γ − 1
2
b2i + aici = 0
using (13), (27), (28), (29) and (30).
Thus, a complete solution of P0 boils down to solving the
five equations in (32). A typical simulation example of this
case can be found in Section IV (Fig. 2).
The next two results establish a basic property of the
optimal control, i.e., it is non-negative and non-increasing,
and the fact that two of the constraints in (2) cannot be active.
Lemma 1. For the unconstrained problem with free terminal
time, the optimal control is non-negative, i.e., u∗i (t) ≥ 0, and
monotonically non-increasing
Proof. Refer to [20].
Lemma 2. For the unconstrained problem with free terminal
time, it is not possible for constraints vmin−vi(t) ≤ 0 and/or
umin − ui(t) ≤ 0 to become active.
Proof. Refer to [20].
2) Constrained Terminal Time: If the terminal time tfi
obtained from solving P0 turns out to violate (8) or (11),
then, as described in Algorithm 1, we need to solve P1 by
setting tfi to either the lower bound in (8) or the upper bound
in (11). There are three subcases to consider: (i) tfi is set to
either tLi or t
U
i , (ii) t
f
i is set to a fixed value other than t
L
i and
tUi , (iii) t
f
i is constrained by CAV k, i.e., t
f
i ≥ tfk + ϕv
f
i +δ0
vfk
.
When tfi = t
L
i or t
f
i = t
U
i , CAV i simply accelerates at umax
until reaching vmax or decelerates at umin until reaching
vmin. When t
f
i is set to a fixed value other than t
L
i and t
U
i ,
the transversality conditions Hi(t
f
i ) = 0 in (23), i.e., the
fifth equation in (32), no longer holds and the solution of
this problem reduces to
1
6 (t
0
i )
3 1
2 (t
0
i )
2 t0i 1
1
2 (t
0
i )
2 t0i 1 0
1
6 (t
f
i )
3 1
2 (t
f
i )
2 tfi 1
tfi 1 0 0
 .

ai
bi
ci
di
 =

0
v0i
L+ S
0

(33)
which yields the four parameters ai, bi, ci, di from a simple
system of linear equations. A typical simulation example of
this case when (1) is violated can be found in Section IV
(Fig. 2).
When tfi is constrained by CAV k, i.e., t
f
i = t
f
k +
ϕvfi +δ0
vfk
,
the transversality conditions in (24) hold. We need to replace
the last two equations in (32) with the two transversality
conditions in (24), i.e., ait
f
i +bi+ηiϕ = 0 and γ+
1
2 (ait
f
i +
bi)
2 + ηiv
f
k = 0, where ηi is the associated multiplier. In
addition, we need to add the boundary condition tfi = t
f
k +
ϕvfi +δ0
vfk
to (32). By solving the six equations, we can obtain
ai, bi, ci, di along with the terminal time t
f
i .
With the terminal time fixed, Lemma 1 needs to be
modified as follows.
Lemma 3. For the unconstrained problem with fixed ter-
minal time, the optimal control must be either monotoni-
cally non-increasing and u∗i (t) ≥ 0, or monotonically non-
decreasing and u∗i (t) ≤ 0.
Proof. Refer to [20].
D. Constrained Optimal Control Analysis
Checking whether the optimal solution of the uncon-
strained problem P0 or P1 violates any of the constraints (15)
through (20) is easily accomplished since the unconstrained
optimal control (29) is a linear function of time and the
optimal speed is a quadratic function of time. When this
happens, we must check whether there exists a nonempty
feasible control set. One approach followed in earlier work
[19] is to identify the set of all initial conditions (t0i , v
0
i ) such
that no constraint is violated over [t0i , t
f
i ] or at least some of
the constraints are not violated while the rest are explicitly
dealt with through the Lagrangian in (14). As shown in [23],
it is possible to define a Feasibility Enforcement Zone (FEZ)
which precedes the CZ such that each CAV is controlled
over the FEZ so as to reach a feasible initial condition when
reaching the CZ. Here, however, we proceed differently by
following a direct approach through which we derive explicit
solutions for any feasible optimal constrained trajectory. In
so doing, we can also explicitly identify when an optimal
solution is infeasible under initial conditions (t0i , v
0
i ).
When the optimal solution of the unconstrained problem
violates a constraint, we need to re-solve the problem by
identifying an optimal trajectory that includes unconstrained
arcs pieced together with one or more constrained arcs such
that all necessary conditions for optimality are satisfied. For
a control constraint of the form gi(ui, t) ≤ 0 as in (15)-
(16), the optimal control on a constrained arc can be simply
obtained by solving gi(ui, t) = 0. The constraints (17)-
(19) in our problem are pure state constraints of the form
hi(xi, t) ≤ 0. In this case (see [25]), we define the tangency
constraints
Ni(xi, t) , [hi(xi, t) h(1)i (xi, t) · · · h(q−1)i (xi, t)]T = 0,
(34)
where h(k)i (xi, t) is the kth time derivative and q deriva-
tives are taken until we obtain an expression that explicitly
depends on the control ui so that
h
(q)
i (xi, t) = 0. (35)
At the junction points of constrained and unconstrained
arcs, the costate and Hamiltonian trajectories may have
discontinuities. This can be determined using the following
jump conditions [25], where τ denotes a junction point and
τ−,τ+ denote the left-hand side and the right-hand side
limits, respectively:
λi(τ
−) = λi(τ+) + piTi
∂Ni(xi, t)
∂xi
,
Hi(τ
−) = Hi(τ+)− piTi
∂Ni(xi, t)
∂t
.
(36)
where Ni(xi, t) is the q-dimensional vector in (34) and pii
is a q-dimensional vector of constant Lagrange multipliers
satisfying piTi Ni(xi, t) = 0 and pii ≥ 0, i = 1, . . . , q.
Consequently, the optimal control u∗i (t) may or may not be
continuous at junction points.
In what follows, we concentrate on three cases: (i) the
rear-end safety constraint (3) becomes active, (ii) the lateral
collision constraint (6) becomes active, (iii) both the speed
constraint vi(t)−vmax ≤ 0 and the control constraint ui(t)−
umax ≤ 0 become active.
1) Speed-dependent rear-end safety constraint pk(t) −
p∗i (t) ≥ ϕvi(t)+δ0 becomes active: The safety constraint is
the most challenging to deal with. In this case, we have µai =
µbi = ν
c
i = ν
d
i = 0. The remaining constraints are discussed
in [20]. Thus, we set hi(pi, vi, t) = pi + ϕvi + δ0 − p∗k(t)
where we observe that p∗k(t) is a known explicit function
of time given by the optimal position trajectory of CAV
k specified in (32) or (33) since, upon arrival of CAV i
at the CZ, the optimal solution of the problem associated
with k < i has already been fully determined. Moreover,
h
(1)
i (pi, vi, t) = vi +ϕui− ∂p
∗
k(t)
∂t = vi +ϕui− v∗k(t) where
v∗k(t) is also an explicit function of time in (32) or (33).
The following result establishes the continuity property of
the optimal control when the trajectory enters a constrained
arc where pi(t) + ϕvi(t) + δ0 − p∗k(t) = 0.
Theorem 2. The optimal control u∗i (t) is continuous at the
junction τ of the unconstrained and safety-constrained arcs,
i.e., u∗i (τ
−) = u∗i (τ
+).
Proof. By assumption, the rear-end safety constraint is
not active at t0i . Hence, when the safety constraint pi(t) +
ϕvi(t) + δ0 − p∗k(t) ≤ 0 becomes active, τ is the entry time
of the constrained arc. Since h1i explicitly depends on the
control ui, we have q = 1, and the jump conditions in (36)
become
λpi (τ
−) = λpi (τ
+) + pii
∂
∂pi
[pi + ϕvi + δ0 − p∗k(t)]
λvi (τ
−) = λvi (τ
+) + pii
∂
∂vi
[pi + ϕvi + δ0 − p∗k(t)]
Hi(τ
−) = Hi(τ+)− pii ∂
∂t
[pi + ϕvi + δ0 − p∗k(t)]
where ∂p
∗
k(t)
∂t = v
∗
k(t) and
∂v∗k(t)
∂t = u
∗
k(t) are explicit
functions of t specified through (32) or (33). We assume that
u∗k(t), k < i, is continuous in t so that, if we can establish
that u∗k(t) is continuous, then a simple iterative argument
completes the proof. The equations above become
λpi (τ
−) = λpi (τ
+) + pii, λ
v
i (τ
−) = λvi (τ
+) + piiϕ,
Hi(τ
−) = Hi(τ+) + piiv∗k(t)
For t ≥ τ+, the tangency conditions (34)-(35) with q = 1
hold:
pi(t) + ϕvi(t) + δ0 − p∗k(t) = 0
vi(t) + ϕui(t)− v∗k(t) = 0
In addition, note that the position pi(t) and speed vi(t)
are continuous functions of t. Combining the equations
above and recalling from (13) that Hi(t) = γ + 12u
2
i (t) +
λpi (t)vi(t) + λ
v
i (t)ui(t), we get
γ +
1
2
u2i (τ
−) + λpi (τ
−)vi(τ) + λvi (τ
−)ui(τ−)
= γ +
1
2
u2i (τ
+) + λpi (τ
+)vi(τ) + λ
v
i (τ
+)ui(τ
+)
+ piiv
∗
k(τ).
Following from the tangency condition vi(τ+) +ϕui(τ+)−
v∗k(τ
+) = 0 and the fact that vi(τ−) = vi(τ+) = vi(τ), we
have
1
2
u2i (τ
−)− 1
2
u2i (τ
+) + pii[vi(τ)− v∗k(τ)]
+λv(τ−)ui(τ−)− λv(τ+)ui(τ+) = 0
which reduces to
1
2
u2i (τ
−)− 1
2
u2i (τ
+) + λvi (τ
−)(ui(τ−)− ui(τ+))
= [ui(τ
−)− ui(τ+)][1
2
(ui(τ
−) + ui(τ+)) + λvi (τ
−)] = 0
Therefore, either ui(τ−) − ui(τ+) = 0, or 12 [ui(τ−) +
ui(τ
+)] + λvi (τ
−) = 0. Assuming that ui(τ−) − ui(τ+) 6=
0, recall that at τ− the trajectory arc is unconstrained so
that (26) holds: ui(τ−) = −λvi (τ−) and it follows that
ui(τ
−)− ui(τ+) = 0. We conclude that ui(t) is continuous
at τ and the proof is complete.

Once an optimal trajectory for CAV i enters the con-
strained arc pi(t) + ϕvi(t) + δ0 − p∗k(t) = 0, it may
remain on this arc through the terminal time tfi or exit
it at some point τ ′ > τ and follow an unconstrained arc
over [τ ′, tfi ]. This depends on whether such an exit point
τ ′ is feasible on an optimal trajectory. More generally, it is
possible that an optimal trajectory consists of a sequence
of alternating unconstrained and constrained arcs whose
feasibility needs to be checked. Thus, once we establish
that an optimal trajectory contains a constrained arc, there
are two cases to consider. For simplicity, let us assume
that CAV k is driving within an unconstrained arc given
the optimal control u∗k(t) = akt + bk for t ∈ [t0k, tfk ] and
u∗k(t) = 0 for t ∈ (tfk , tfi ], and the corresponding optimal
speed and position trajectories are v∗k(t) =
1
2akt
2 + bkt+ ck,
pk(t) =
1
6akt
3 + 12bkt
2 + ckt + dk for t ∈ [t0k, tfk ], and
v∗k(t) = v
f
k , pk(t) = L+ S + v
f
k (t− tfk) for t ∈ (tfk , tfi ].
Case 1: No exit point from the constrained arc. In this
case, CAV i remains on the constrained arc until it reaches
the MZ and we have
u∗i (t) =

ait+ bi t ∈ [t0i , τ ]
aki t+ b
k
i + ce1e
−t
ϕ t ∈ (τ, tfk ]
ce2e
−t
ϕ t ∈ (tfk , tfi ]
(37)
where aki = ak, b
k
i = bk − ϕaki . CAV i enters the safety-
constrained arc at τ and stays constrained until reaching the
MZ. The optimal control u∗i (t) = a
k
i t+b
k
i +ce1e
−t
ϕ is derived
by solving the ODE ui(t)+ϕu˙i(t)−u∗k(t) = 0 which follows
from vi(t) + ϕui(t) − v∗k(t) = 0. Note that for t ∈ [tfk , tfi ],
CAV i still travels within a safety constrained arc. Since CAV
k starts to cruise with vfk at t
f
k (Assumption 4), ak = bk = 0.
Hence, the optimal form u∗i (t) = a
k
i t + b
k
i + ce1e
−t
ϕ for
t ∈ [τ, tfk ] reduces to u∗i (t) = ce2e
−t
ϕ for t ∈ [tfk , tfi ]. Note
that the optimal expression of CAV i may vary as u∗k(t),
v∗k(t) and p
∗
k(t) vary, which are made known to i by the
coordinator.
According to (1), v∗i (t) is given by (30) for t ∈ [t0i , τ ],
v∗i (t) =
1
2a
k
i t
2 + bki t + c
k
i − ce1ϕe
−t
ϕ for t ∈ (τ, tfk ] and
v∗i (t) = v
f
k −ce2ϕe
−t
ϕ for t ∈ (tfk , tfi ]; p∗i (t) is given by (31)
for t ∈ [t0i , τ ], p∗i (t) = 16aki t3 + 12bki t2 +cki t+dki +ce1ϕ2e
−t
ϕ
for t ∈ (τ, tfk ], and p∗i (t) = L + S − vfk tfk − ϕvfk − δ0 +
ce2ϕ
2e
−t
ϕ for t ∈ (tfk , tfi ], where cki = ck − ϕbik, dki =
dk − ϕcki − δ0. The constants ai, bi, ci, di , ce1, ce2 along
with τ and tfi are determined through the initial conditions,
the continuity of position, speed, and control at τ and tfk ,
and the terminal conditions. Simulation examples are given
in Section IV (Fig. 3 - 4).
Case 2: There exists an exit point from the constrained
arc. In this case, letting τ1 denote the entry point to the
constrained arc and τ2 the exit point, and the optimal control
is given by
u∗i (t) =

ait+ bi t ∈ [t0i , τ1]
aki t+ b
k
i + ce1e
−t
ϕ t ∈ (τ1, τ2]
eit+ ri t ∈ (τ2, tfi ]
(38)
For t ∈ (τ2, tfi ], the corresponding speed and position are
given by v∗i (t) =
1
2eit
2 + rit + qi and p∗i (t) =
1
6eit
3 +
1
2rit
2 + qit + mi. The constants ai, bi, ci, di , ce1, ei, ri,
qi, mi, along with τ1, τ2, t
f
i can be determined through the
initial conditions, the continuity of position, speed, control at
τ1 and τ2, the terminal conditions. In terms of the terminal
conditions, there are two subcases to consider: (i) when the
terminal time tfi is free, and (ii) when the terminal time
is fixed. When the terminal time is free, the transversality
condition (23) holds and we have λvi (t
f
i ) = 0 and Hi(t
f
i ) =
0. In the case where the terminal time tfi is fixed, we simply
use λvi (t
f
i ) = 0. A simulation example is given in Section
IV (Fig. 5).
Remark 1. Note that ai, bi, ci, di and τ1 in (38) can be
determined independently from ei, ri, qi, mi and τ2 if the
safety constrained arc is the only constraint that becomes
active. Thus, the construction of an optimal trajectory is ob-
tained by solving two sub-problems and piecing the solutions
together. This is an important property because it also allows
us to easily check for the existence of a feasible solution: if
τ2 < τ1 then no feasible optimal trajectory exists in this
case.
2) Lateral collision constraint pi(tfc ) − L ≤ 0 becomes
active: When the lateral collision constraint (7) becomes
active, we have tmi = t
f
c and pi(t
f
c ) = L.
Theorem 3. When the lateral constraint (7) is active at the
interior-point tmi = t
f
c , the optimal control is continuous,
i.e., u∗i (t
m−
i ) = ui(t
m+
i ).
Proof. Since Ni(xi, tfc ) = pi(t
f
c ) − L = 0, we can
derive λvi (t
m−
i ) = λ
v
i (t
m+
i ) from the jump conditions (36),
hence, λvi (t) is continuous at t
m
i . From (25), we know that
u∗i (t) +λ
v
i = 0. Since we have ui(t
m−
i ) +λ
v
i (t
m−
i ) = 0 and
ui(t
m+
i ) + λ
v
i (t
m+
i ) = 0, we can reach the conclusion that
ui(t) is also continuous at tmi .

The optimal control for t ∈ [tmi , tfi ] can be derived in
a similar way as (29), i.e., umz∗i (t) = eit + ri, and the
corresponding speed and position are vmz∗i =
1
2eit
2+rit+qi,
pmz∗i =
1
6eit
3 + 12rit
2 + qit+mi. Therefore, we need four
more equations for (32) to solve for ai through mi along
with tfi for free terminal time case (different transversality
conditions apply when tfi is constrained), i.e., p
∗
i (t
m
i ) =
pmz∗i (t
m
i ), v
∗
i (t
m
i ) = v
mz∗
i (t
m
i ), u
∗
i (t
m
i ) = u
mz∗
i (t
m
i ) and
p∗i (t
m
i ) = L. A simulation example is given in Section IV
(Fig. 6).
3) Both the speed constraint vi(t) − vmax ≤ 0 and the
control constraint ui(t)−umax ≤ 0 become active: For this
case, let’s consider a particular scenario where CAV i will
enter the arc of ui(t) − umax = 0 first, and then the arc of
vi(t)− vmax = 0.
Theorem 4. The optimal trajectory cannot enter the con-
strained arc vi(t)− vmax = 0 directly from the constrained
arc ui(t)− umax = 0 if tLi < tfi < tUi .
Proof. First, assume that the trajectory enters the con-
strained arc vi(t)− vmax = 0 directly from the constrained
arc ui(t) − umax = 0 at τ . At τ , the jump conditions (36)
become
λpi (τ
−) = λpi (τ
+),
λvi (τ
−) = λvi (τ
+) + pii(τ),
Hi(τ
−) = Hi(τ+),
pii(τ) ≥ 0, pii(τ)(vi(τ)− vmax) = 0.
Hence, λpi (t) and Hi(t) are continuous at τ . Since vi(t)
cannot be discontinuous, and we know ui(τ−) = umax and
ui(τ
+) = 0, from Hi(τ−) = Hi(τ+), we have
1
2
ui(τ
−)2 + λpi (τ
−)vi(τ−) + λvi (τ
−)u(τ−)
− 1
2
u(τ+)2 + λpi (τ
+)vi(τ
+) + λv(τ+)u(τ+)
=
1
2
ui(τ
−)2 + λvi (τ
−)u(τ−)− (1
2
u(τ+)2 + λv(τ+)u(τ+))
which reduces to
1
2
u2max + λ
v(τ−)umax = umax(
1
2
umax + λ
v(τ−)) = 0.
Hence, we have either umax = 0 or 12umax + λ
v(τ−) = 0.
If umax = 0, then CAV is not allowed to accelerate, and it
is not possible to reach vmax. If 12umax+λ
v(τ−) = 0, from
(25), we have µai (τ
−) = − 12umax < 0, which contradicts to
µai (t) ≥ 0. Therefore, we can prove that the CAV cannot
enter the constrained arc v(t) = vmax directly from the
constrained arc u(t) = umax. There exists an unconstrained
arc between the two constrained arcs.

Remark 2. Note that if tfi = tLi , then CAV i will simply
accelerate at umax until it reaches vmax. Similarly for the
case when tfi = t
U
i , CAV i will decelerate at umin until it
reaches vmin. These two cases can be viewed as the extreme
cases when the interval of the unconstrained arc in-between
reduces to zero.
Similarly to Theorem 2, we can also prove that ui(t) is
continuous at both τ1 and τ2. Hence, the optimal control is
given by
u∗i (t) =

umax t ∈ [t0i , τ1]
ait+ bi t ∈ (τ1, τ2]
0 t ∈ (τ2, tfi ]
(39)
The coefficients can be determined through the boundary
conditions (i.e., initial condition at t0i , terminal and transver-
sality conditions at tfi ) and the continuity (i.e., the continuity
of position, speed and control at τ1 and τ2). Similarly, there
are also two subcases to consider: when the terminal time
is free, the transversality condition(23) holds and we have
λvi (t
f
i ) = 0 and Hi(t
f
i ) = 0; in the case where the terminal
time tfi is fixed, we simply use λ
v
i (t
f
i ) = 0. A simulation
example is given in Section IV (Fig. 7).
IV. SIMULATION EXAMPLES
We provide several numerical examples illustrating the
different cases discussed in Section III. Since the optimal
solution can be obtained in decentralized fashion, with each
CAV only requiring information from a subset of other
CAVs, the computational time is less than 1 sec. In terms of
computational complexity, we should point out that except
for the case where the complete solution is given by the
simple system of linear equations (33), solving a system of
nonlinear equations involved as in (37) is certainly nontrivial.
A good initial ‘guess’ of the parameter values is extremely
useful in the convergence of the root-finding algorithm for
numerical solvers. To do so, our approach is using ui(t)
obtained from solving problem Pr in Algorithm 1, as the
initial estimation for problem Pr+1.
A. Unconstrained optimal control with free terminal time.
The parameters used are: L = 370m, S = 30m, γ = 0.1,
v0i = 10m/s, t
0
i = 0s. The optimal terminal time is obtained
as tfi = 32.03s as shown by the blue curves in Fig. 2.
Unconstrained optimal control with fixed terminal time.
Assuming tfi = 32.03s violates (8), and we need to formulate
problem P1 by adding t
f
i = 33s to P0. The resulting optimal
control, speed, and position trajectories are shown by the red
curves in Fig. 2.
B. Rear-end safety-constrained optimal control without exit.
Assuming CAV k = 1 enters the CZ at t0k = 0 with an
initial speed v0k = 10m/s and exits at t
f
k = 39s, the optimal
profiles are shown as the blue curves in Fig. 3. Then, we
assume that CAV i = 2 enters the CZ at t0i = 2s with
an initial speed v0i = 12m/s. The coefficients for the safety
Fig. 2. Unconstrained optimal trajectories with free and fixed terminal
times.
Fig. 3. The speed-dependent rear-end constraint pi(t) + ϕvi(t) + δ0 −
pk(t) ≤ 0 becomes active (no exit): example #1.
constraint (3) is set to ϕ = 1s and δ0 = 0m. The optimal
profiles for CAV i is shown as the red curves in Fig. 3. In
addition, a comparison with the distance-dependent safety
constraint as we addressed in [20] is also provided, shown as
the yellow curves in Fig. 3, where the minimal safe following
distance is set to 10m.
distance-dependent rear-end safety constraint, we provide
another example by increasing the terminal time of CAV k
to tmk = 42s. The optimal profiles for CAV i under speed-
dependent and distance-dependent constraints are shown as
the red and yellow curves respectively in Fig. 4.
Observe that when the speed of CAV i is higher than
10m/s, the inter-vehicle distance under the speed-dependent
safety constraint increases to ensure sufficient space between
CAVs k and i. When vi(t) is lower, the required inter-vehicle
distance decreases (Fig. 4), hence, vehicles can move in a
more compact manner, which improves the road utilization
compared to the distance-dependent safety constraint.
Fig. 4. The speed-dependent rear-end constraint pi(t) + ϕvi(t) + δ0 −
pk(t) ≤ 0 becomes active (no exit): example #2.
Fig. 5. The speed-dependent rear-end constraint pi(t) + ϕvi(t) + δ0 −
pk(t) ≤ 0 becomes active (with entry and exit).
Fig. 6. The time-dependent lateral constraint tmi ≥ tfc , i.e., pi(tfc ) ≤ L
becomes active.
C. Rear-end safety-constrained optimal control with exit.
Assuming CAV k = 1 enters the CZ at t0k = 0 with an
initial speed v0k = 10 and exits at t
f
k = 41s with a terminal
speed vfk = 10m/s, the optimal profiles for CAV k is shown
as the blue curves in Fig. 5. Then, we assume that CAV i = 2
enters the CZ at t0i = 1.5s with an initial speed v
0
i = 12m/s,
and the terminal time of CAV i is tfi = 42.5s. The optimal
profiles for CAV i is shown as the red curves in Fig. 5.
D. Lateral collision-constrained optimal control.
Assuming CAV c = 1 enters the CZ at t0c = 0 with an
initial speed v0c = 10 and exits at t
f
c = 32.027s, the optimal
profiles for CAV c is shown as the blue curves in Fig. 6.
Then, we assume that CAV i = 2 enters the CZ at t0i = 2s
with an initial speed v0i = 12m/s, and the terminal time of
CAV i is tfi = 34.4s. The optimal profiles for CAV i is
shown as the red curves in Fig. 6. Note that CAV c ∈ C2(t)
and there could be a lateral collision between them inside
the MZ. Hence, CAV i only enters the MZ after CAV c
exits the MZ. Note that the optimal control is continuous at
tmi = t
f
c = 32.027s.
E. Speed-and-acceleration-constrained optimal control
For this example, the maximum speed and acceleration
are set to vmax = 13.5 and umax = 0.2m/s2, respectively.
Assuming CAV i enters the CZ at t0i = 0 with an initial
speed v0i = 10m/s. Without considering the speed and accel-
eration constraints, the optimal speed exceeds the maximum
speed vmax and the optimal control exceeds the maximum
acceleration umax, shown as the blue curves in Fig. 7.
Taking the constraints into consideration, the constrained
optimal trajectory consists of three arcs: one arc where CAV i
accelerates at umax, followed by an unconstrained arc where
Fig. 7. Both the speed and control constraints vi(t) − vmax ≤ 0 and
ui(t)− umax ≤ 0 become active (free terminal time).
CAV i is still accelerating but at a lower acceleration until it
reaches vmax, and the last arc where CAV i cruises at vmax.
The constrained optimal control profiles are shown as the red
curves in Fig. 7. Note that the optimal control is continuous
at τ1 = 4.0s, i.e., the exit point of the control-constrained arc
and τ2 = 31s, i.e., the entry point of the speed-constrained
arc.
V. CONCLUSIONS AND FUTURE WORK
We have extended earlier work in [21] and [19] by jointly
minimizing energy consumption and travel time of CAVs
crossing a signal-free intersection. We include the MZ as
part of the optimal control horizon, which provides more
flexibility in modeling vehicle behavior inside the MZ. To
ensure safety throughout the CZ and the MZ, we consider a
speed-dependent safety constraint, a time-dependent lateral
constraint, as well as speed and acceleration constraints, and
derive explicit solutions that possibly involve one or more
of these constraints. We have also shown that the optimal
solution can still be obtained in decentralized fashion, with
each CAV only requiring information from a subset of other
CAVs. This enables the on-line solution to be obtained by
on-board computation resources for each individual CAV.
Ongoing research is exploring the effect of partial CAV
penetration in mixed traffic situations where both CAVs
and human-driven vehicles share the the road [26]. Fu-
ture work will investigate the coupling between multiple
intersections, as well as the possibility of extending the
resequencing approach in [22] to potentially improve overall
traffic throughput.
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