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ANTONIO TORNAMBE 
Fondazione Ugo Bordoni 
Abstract. It is shown that the asymptotic inverse kinematic problem can be reduced to the problem of 
observing the state variables of a certain nonlinear dynamic system. A high-gain observer is used in 
the state estimation and the singular perturbation theory is used in the convergence proof of the 
algorithm. It is also shown that the classical methods of Newton and of the gradient can be obtained 
as particular high-gain observers. 
INt-RODUCl-ION 
This paper deals with the problem of the inverse kinematics. The inverse kinematics can be 
considered as an extension of the problem of finding roots of nonlinear systems of algebraic 
equations. The most popular approach is due to Newton; the main drawback of the Newton’s 
algorithm arises in the calculation of the inverse of the Jacobian matrix of the direct kinematics, 
which introduces computational difficulties and singularity problems. A different approach is the 
gradient method that does not require any inversion of the Jacobian matrix; the drawback of this 
algorithm is that its convergence must be achieved by a proper choice of some coefficients. In 
general, the Lyapunov direct method can be used in order to verify the convergence of both 
algorithms [7]. 
The inverse kinematics is a well known problem in the area of robotic systems [8.9, 121 and 
consists in the capability of transforming the Cartesian space coordinates into the joint space 
coordinates. The robot tasks are more easily specified in Cartesian coordinates whereas the 
controllers usually utilize the measurements of the joint coordinates. 
In the following Sections, we will show how the inverse kinematic problem can be reduced to 
the problem of observing the state variables of a certain nonlinear dynamic system. The observer 
design is a well known topic [3,4, 5. 11, 131 and a high-gain observer [61 will be used in order to 
solve the inverse kinematic problem. The singular perturbation theory [ 1, lo] will be used in order 
to prove the convergence of the proposed algorithms. 
PROBLEM DEFINlTION 
The direct kinematics allows one to specify in a unique straightforward manner the 
relationship between the state vector x E B” and the output vector y E W” by means of an 
analytic function y = h(x), h E C@(R”, W”>. In the robotics area, x is known as the joint vector 
and y as the Cartesian vector. 
* Work carried out in the framework of the agreement between the Fondazione Ugo Bordoni and the 
Italian PT Administration. 
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ASSUMPTION 1. The Jacobian matrix of the direct kinematics is nonsingular for any state vector: 
&u(x)] = det [ ah/ax] + o, v x E B”. 
In view of Assumption 1, the inverse kinematics can be locally expressed by an analytic function, 
in the sense that V ME B” 3 X$R” : 
v XE x,, x = h&y). h;& C”(Yy,X,) (1) 
where Yy, is the image of X,, through the direct dynamics y=h(x). The inverse kinematics (1) 
associates to each y an unique x. 
INVERSE KINEMATIC PROBLEM. Given a smooth reference trajectory in the y-coordinates 
yr(t), yp Cw([O,=), JR”),find the inverse smooth reference trajectory xr(t). X,E C”([O.=), I?“): 
yr(t) = W(0) V rE lo,=). (2) 
An answer to the inverse kinematic problem is just given by the inverse kinematics (1). Since the 
direct kinematics is. in general, highly nonlinear, the expression of the inverse kinematics (1) is 
hard to express analytically and, at any rate, it is locally valid for any point x,(t). This fact 
motivates the following: 
ASYMPTOTIC INVERSE KINEMATIC PROBLEM. Given a smooth reference trajectory in the y- 
coordinates yr(t), yr~ C”([O.oo), I?“), find an asymptotic inverse smooth reference trajectory 
Sr(t), GfiCoo([O,=), W”) :lim, +_ yr(r) = lim, +_ (y,(t) - &t)) = 0 where >r(t) = h&t)). 
REMARK. In view of Assumption 1, the convergence of the error & is achievable if and only if 
the error 2,.(t) = xr(t) - ;Jt) approaches zero as time increases. 
THE PROPOSED PROCEDURES 
Let us show how the asymptotic inverse kinematics can be obtained by observing the state 
variables of a certain nonlinear system. 
Taking the time derivative of the direct kinematics, we obtain 
Yr = J(xr) -6 (3) 
where J(xr) is the Jacobian matrix. Since, in view of Assumption 1. the Jacobian matrix is 
nonsingular and jr can be assumed known, equation (3) can be made explicit as & =f(xr.t) with 
ffxr,t) = J(xr)” j,(t). Obviously, the direct dynamics is equivalent to the system 
& = f&t) 
(4) 
Yr = h(-+) 
with the initial condition x,(O) = h~f&+(O)) which, in general, has to be assumed unknown. The 
asymptotic inverse kinematic problem is equivalent o: 
OBSERVATION PROBLEM. Given the output sequence Y, = (y,(r). ? E [OJ]) ,find a dynamic 
estimate 50, of the state vector of system (4) such that 
lim, --)c.J I&t) = lim, +_ (x,(r) - Gr(t)) = 0 that is lim, +_ Yr0) = lim, --)_ W) - $0)) = 0. 
A high-gain observer, as proposed in [6], can be used in order to answer the above problem. 
Consider the high-gain model 
E $ = K(;r) or - h(Sr)) (5) 
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where K($) is a suitable n x n matrix whose structure will be fixed later and E is a small 
parameter, ;r denotes the dynamic estimate of x,. 
Aim of this Section is to show how (5) constitutes a high-gain observer for (4). 
The error equation corresponding to (5) is 
E$ = Ef(Xr.f) - K(x, - ;;> (h(x,) - h(x, - &)) (6) 
As one can see, the extended system, constituted by system (4) and error equation (6), is a 
singularly perturbed system. In studying the behavior of the extended system as E becomes maller 
and smaller, it is convenient to make use of two subsystems which are associated with the 
extended system: 
the slow subsystem 
xr =_tIxr,t) (7) 
the fast subsystem 
2 = - K(xr - :r) (h(xr) - h(xr - ;,)) (8) 
where r = t/c is the fast time scale and x, has to be considered as a constant. 
Let us assume that the fast subsystem satisfies the following conditions: 
ASSUMPTION 2 (existence of an isolated steady solution). The algebraic equation 
K(xr - ?r) (h(xr) - h(xr - F,.)) = 0 owns the isolated root zr = 0. 
ASSUMPTION 3 (stability of the error dynamics). Let &x,.$x,) = - K(x, - &) (h(xr) - h(xr - yr)). The 
spectrum of the Jacobian matrix G(xr) = [a g(xr,$)/&] yr = o is in the left half plane for any 
xr E B”. 
Assumptions 2 and 3 [lo] ensure the existence of a sufficiently small time interval [O,q over 
which the behavior of the error dynamics (6) and of the high-gain model (5) can be expressed by 
X,(t) = x,(T) + O(E) 
(9) 
IGr(t) = Xr(t) - Z,(T) - O(E) 
where F,-(r) is given by the fast sybsystem (8) (also called the boundary layer correction) and O(E) 
is a large-O-order of E which is defined as a function whose norm is less than kc. with k being a 
constant [21. As one can see from (9), the boundary layer correction F,.(T), that takes into account 
that the initial conditions x,(O) and ^ x,(O) are in general different, is only significant for a short 
time. In fact, Assumptions 2 and 3 being satisfied. Tr(7) will reach the stable equilibrium & = 0 in 
a very fast transient. 
The validity of (9) can be extended over any closed time interval of [O.-J) under the following 
[II: 
ASSUMPTION 4. The solution of (7), that is the inverse kinematics, is uniform asymptotically 
stable. That is, there exist a strictly increasing real function d, with d(O)=O, and a nonnegative 
strictly decreasing function cs, lim, +. a(t) = 0 such that b,.(t>l sd(xr(0)) o(t) for br(O>l c R and 
t E [Op). 
REMARK. Assumption 4 is not too restrictive; in general the inverse kinematics is referred to a 
bounded time interval &),?,.EC~([O,T’J, I?“). It is always possible to derive an inverse 
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kinematics xr(t),xrcC”([O,=), JRn), satisfying Assumption 4, such that 
xr(t) = jT,(r) v I E [O,T]. 
Let us now show how matrix K(& of system (5). can be chosen so that Assumptions 2 and 
3 hold. 
In view of Assumption 1. if matrix K&) is nonsingular then Assumption 2 surely holds. 
Let us compute the Jacobian matrix G(xr), G(x,) = - K(x,) J(x,) and consider some simple cases. 
9 
ii) 
iii) 
If K(x,) = 1(x,)-l, matrix G(x,) owns all the eigenvalues equal to -1; with this choice we get a 
fast version of the Newton’s algorithm. The convergence of this algorithm is ensured for 
small values of E. 
If K(x,) = J(x,>~, we have G(x,) = -J(x,>TJx& Matrix G(x,) is symmetric and, 1(x,) being 
nonsingular, owns all negative eigenvalues. In this way, we have obtained a fast version of 
the gradient method whose convergence isensured for small values of E. 
If J(x,) can be put in Jordan form in a smooth way 1(x,) = C(n,) A(x,) C(x,)-‘, then matrix 
K(x~) can be designed as K(x,) = C(x,) T(x,) C(x,>-’ with rcx,> such that T(x,)A(x,) is in 
Jordan form with all positive eigenvalues. Matrix T(x,) can be always designed and, also in 
this case, the convergence of the algorithm is obtained for small values of E. 
In general, matrix K(& must be designed so that the spectrum of G(x,) is in the left half plane for 
anyxr E RR. 
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