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Implementació de nous mecanismes de coordinació i execució per LSim
1 Introducció
LSim,  acrònim  de  Live  Simulation,  és  una  eina  per  a  l'avaluació  i  validació  d'aplicacions 
distribuïdes. 
1.1 Definició del problema
Durant el  desenvolupament de qualsevol aplicació,  és necessari  validar el  seu funcionament  de 
manera controlada, avaluant-ne el comportament per als casos comuns i també per als casos més 
extrems en els que es pot trobar l'aplicació un cop es trobi en producció.
En el cas de les aplicacions distribuïdes aquesta fase del desenvolupament resulta més dificultosa, ja 
que cal reproduir l'entorn i l'estat que es vol avaluar en una sèrie de recursos distribuïts. A més, els 
resultats de l'avaluació poden trobar-se també distribuïts, amb el que també es fa necessari poder 
monitoritzar aquests recursos.
Existeixen diferents aproximacions per a solucionar aquest problema:
• Simuladors
• Emuladors
• Desplegament en una xarxa distribuïda realista.
Aquest darrer cas és el que ens interessa i del que en descriurem més detalladament la problemàtica 
que comporta l'avaluació d'aplicacions distribuïdes en una xarxa distribuïda realista. 
Podem diferenciar  una sèrie  de fases de l'avaluació i  quins problemes ens trobem en cada una 
d'aquestes fases:
• Establir l'estat inicial que es vol avaluar de l'aplicació.
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Cal definir quants nodes participaran i amb quins paràmetres volem que es dugui a terme 
l'avaluació. Cal distribuir l'aplicació a avaluar pels diferents nodes i definir-ne els valors 
inicials amb els que s'executarà l'avaluació.
• Coordinar l'inici i finalització dels nodes de l'avaluació.
Per l'avaluació de l'aplicació és necessari coordinar quan s'inicia cada un dels nodes i quan 
finalitzen. Pot ser necessari que s'iniciïn tots a l'hora o bé, per grups.
• Monitoritzar el progrés de l'avaluació.
Durant l'avaluació pot interessar saber quin és l'estat dels nodes i com progressa l'execució 
de l'avaluació.
• Establir punts de sincronització entre els nodes.
Per l'avaluació d'un cas complex pot ser necessari establir un punt de sincronització dels 
nodes que participen per tal de, per exemple, reproduir un canvi de fase de l'aplicació.
• Recollir els resultats de l'avaluació.
L'execució de l'avaluació es realitza en una xarxa distribuïda, el resultat de l'avaluació pot 
trobar-se  també  distribuït  pels  diferents  nodes.  Cal  doncs,  accedir  als  nodes  que  han 
participat per tal de recuperar aquests resultats.
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1.2 Objectius del projecte
L'objectiu d'aquest projecte és continuar amb el desenvolupament de  LSim, una eina per facilitar 
l'avaluació  d'aplicacions  distribuïdes  en  un entorn  realista,  que  proporciona  mètodes  per  reduir 
l'esforç del desenvolupador a l'hora de preparar i dur a terme els tests en aquest entorn.
Es disposa d'un prototipus de  LSim [1], desenvolupat com a projecte final de carrera, amb certes 
funcionalitats ja desenvolupades. Es vol ampliar aquestes funcionalitats i afegir-ne de noves per tal 
de cobrir, de la millor manera possible, la problemàtica presentada en la definició del problema.
Els objectius que s'han definit per al projecte són els següents:
• Ampliar la funcionalitat d'enviament de resultats que proporciona el  prototipus per a 
flexibilitzar-ne la seva utilització. El prototipus només permet l'enviament de resultats al 
finalitzar l'aplicació. Es vol poder enviar resultats en qualsevol moment de l'aplicació de 
manera que es puguin tenir resultats parcials durant l'execució.
• Un dels  problemes  habituals  durant  el  desenvolupament  d'aplicacions  distribuïdes  és  la 
dificultat  per determinar  quin error i en quin dels nodes que participen a l'aplicació s'ha 
produït. És per aquest motiu que es vol afegir la gestió d'excepcions que permeti als usuaris 
de l'eina centralitzar la informació i consulta de les excepcions produïdes a les aplicacions 
avaluades.
• El prototipus actual té una limitació important a l'hora d'executar-se en un entorn distribuït:  
no disposa de cap mecanisme per distribuir l'aplicació a avaluar per tots els nodes de forma 
automàtica, obligant al desenvolupador a desplegar manualment l'aplicació als nodes que 
participen a l'execució. Un objectiu del projecte és solucionar aquesta limitació afegint un 
mecanisme que  permeti  el  desplegament  automàtic  de  les  aplicacions  que es  volen 
avaluar.
• Per  facilitar  la  utilització  de  l'eina  es  vol  afegir  un  frontend  per gestionar l'execució 
remota que permeti als desenvolupadors llençar avaluacions d'aplicacions sense haver de 
gestionar els recursos distribuïts que executaran aquesta avaluació. Aquest  frontend ha de 
permetre  executar  l'avaluació,  veure'n el  progrés  i  obtenir  els  resultats  i/o  errors  que es 
produeixin.
• Validar  el  funcionament  de  l'eina  en  un  entorn  distribuït  realista  executant  una 
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aplicació real. El prototipus no s'ha utilitzat mai per executar una aplicació real en un entorn 
distribuït, ja que només s'han executat tests preparats. Es vol comprovar la seva validesa 
executant una aplicació distribuïda i corregir les mancances que es detectin durant aquesta 
validació.
1.3 Descripció i funcionalitats del prototipus de 
LSim
En aquesta secció es descriu l'eina en el seu estat inicial. També s'explicaran alguns dels conceptes 
que s'utilitzaran al llarg del document.
LSim es una eina que serveix per avaluar i validar aplicacions distribuïdes en un entorn realista.
L'eina està formada per dues parts diferenciades:
• LSim library: permet la inicialització, coordinació i avaluació de l'aplicació distribuïda.
• LSim framework: entorn d'execució que permet el desplegament i execució dels diferents 
components que formen l'aplicació distribuïda que es vol avaluar.
1.3.1 LSim library
1.3.1.1 Rols
La biblioteca proporciona tres rols que permeten configurar un  experiment a partir de l'aplicació 
distribuïda a avaluar. Aquests rols són:
• Worker: rol que adopten els components que contenen la lògica de l'aplicació distribuïda. 
• Evaluator:  s'encarrega  d'avaluar  els  resultats  que  rep  dels  diferents  components  de 
l'aplicació distribuïda a avaluar (workers) de l'experiment.
• Coordinator: s'encarrega de la coordinació de l'experiment; com ara configurar, inicialitzar 
i iniciar l'execució dels diferents components de l'experiment.
1.3.1.2 Mecanismes 
Mitjançant aquests rols la biblioteca ofereix una sèrie de mecanismes que permeten coordinar i 
avaluar l'aplicació distribuïda que s'esta testant. A la següent taula es mostra un resum dels mètodes 
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que s'ofereixen per a cada rol.
Mètode Coordinator Worker Evaluator
init(Handler) S'inicialitza  i  genera  la 
informació  de 
configuració  per  als 
workers i evaluators
Inicialitza el component. Es bloqueja fins que rep 
la configuració i els paràmetres del Coordinator
start(Handler) Genera  la  informació 
d'start per als workers i els 
hi envia la senyal de start
Inicia  el  component.  Es  bloqueja  fins  que  rep  la 
senyal  de  start  del  Coordinator i  a  continuació 
inicia l'experiment.
sendResults(Handler) Inicialitza  els  evaluators 
necessaris i els configura
Envia  els  resultats  a 
l'Evaluator i  finalitza 
l'execució
Envia  els  resultats  a 
l'storage i finalitza
Taula 1: Mètodes que proporciona LSim per a cada rol
1.3.1.3 Handlers
Els mètodes  de la Taula 1 reben un  handler  com a paràmetre que permet al desenvolupador de 
l'aplicació  proporcionar el comportament desitjat de cada mètode.
1.3.2 LSim framework
A la  Iŀlustració  2 es  mostren  els  diferents  elements  que  formen  el  LSim framework i  que  es 
descriuen a continuació.
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• Run Environment 1, 2 .. n:  Entorn on s'executa la instància de l'aplicació o protocol a 
avaluar.
• Dispatcher 1, 2 .. n: rep les peticions per a executar les instàncies de l'aplicació i les executa 
a l'entorn d'execució. Té control sobre l'aplicació i pot aturar-la si és necessari. A més també 
és responsable de la comunicació entre les instàncies de LSim, evitant que el desenvolupador 
s'hagi d'ocupar de les tasques d'inicialització i coordinació.
• Resource 1, 2 .. n: qualsevol màquina que estigui executant un Dispatcher i per tant, pugui 
executar experiments de LSim.
• Resource-pool: Permet la localització dels recursos disponibles, és a dir la ip i el port dels 
diferents  Dispatchers.  Per aquesta part  s'utilitza  CoDeS que és un  middleware gestor de 
recursos distribuïts. En detallarem més la informació a l'apartat 5 - Implementació.
• Launcher:  Selecciona  els  nodes  que  participaran  a  l'experiment  d'acord  amb  els 
requeriments  inclosos  a  l'especificació  i  desplega  les  instàncies  en  aquests  nodes. 
L'especificació es defineix en un fitxer XML i inclou, entre d'altres, la url del repositori que 
conté el codi a executar, el nombre d'instàncies, la informació d'inicialització, etc. 
1.3.3 Exemple d'execució d'un experiment amb LSim
A la Iŀlustració 3 veiem l'escenari inicial d'una execució amb LSim. S'hi representen dues accions:
1. L'usuari envia l'especificació xml al Launcher.
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2. El Launcher localitza els recursos i hi desplega les instàncies necessàries.
A la Iŀlustració 4 veiem com s'han desplegat les instàncies dels workers (Appl.W) i del Coordinator 
(Appl.C) i l'experiment ja està llest per iniciar-se. 
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2 Planificació
La  planificació  del  projecte  s'ha  dut  a  terme  utilitzant  metodologies  àgils,  adaptant  les 
recomanacions  d'aquestes  metodologies  a  la  mida  de  l'equip,  en  aquest  cas  format  per  un 
desenvolupador i el director del projecte.
Existeixen diverses metodologies àgils  per a la  gestió de projectes  de software.  Una d'aquestes 
metodologies que s'utilitza força és Scrum.
“Scrum és un model de referència que defineix un conjunt de pràctiques i rols, i que pot adaptar-se a les necessitats i  
preferències de cada equip o organització. Els rols principals de Scrum són: el Scrum Master, que prova de fer seguir les 
pràctiques de Scrum tant a dins de l'equip com envers l'organització, el Product Owner, que representa els interessats en 
el projecte, i l'equip de desenvolupament que inclou tots els participants en la construcció del programari.
Durant  cada sprint,  un  període  fix  d'una  durada  definida  per  l'equip  d'entre  una  i  quatre  setmanes,  l'equip  crea 
un increment de software potencialment lliurable. El conjunt de característiques que forma part de cada sprint està 
identificat al Product Backlog, que és el conjunt de requeriments a alt nivell prioritzats que defineixen la feina a fer. Els  
elements del Product Backlog que formen part del sprint es determinen durant la reunió de Sprint Planning. Durant 
aquesta reunió, el Product Owner identifica els elements del Product Backlog prioritaris que vol veure realitzats durant 
el  sprint.  Posteriorment,  l'equip  de  desenvolupament  determina  la  qualitat  d'elements  que  es  pot  comprometre  a 
completar. Durant el sprint, l'única part que pot canviar el Sprint Backlog és l'equip de desenvolupament si veu que no 
pot completar-los dins del sprint.
Scrum permet  la creació d'equips  auto-organitzats impulsant la co-localització de tots els membres de l'equip,  i  la 
comunicació verbal entre tots els membres i disciplines involucrats al projecte.
Una clau principal de Scrum és el reconeixement que durant un projecte els clients poden canviar d'idea sobre el que 
volen i necessiten, i que els requeriments no poden ser fàcilment definits i planificats de manera totalment al principi 
del projecte. Per tant, Scrum adopta una aproximació pragmàtica, acceptant que el problema no pot ser sempre entès i  
definit, i centrant-se en maximitzar la capacitat de l'equip per lliurar ràpidament i respondre als requeriments emergents.
Existeixen diferents implementacions de sistemes per gestionar el procés de Scrum, que van des de les notes grogues  
"post-it"  i  les pissarres  fins les eines de programari.  Una de les majors avantatges  de Scrum es que és molt  fàcil  
d'aprendre, i requereix poc esforç per posar-se en marxa.” [3]
Les persones implicades en el projecte són el director del projecte, que actua com a Product Owner, 
i un desenvolupador que és l'equip del projecte.
Donades les característiques de l'equip, s'ha reduït la metodologia al següent conjunt de tasques:
• Establir una llista de tasques i la seva prioritat.
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En una reunió inicial, el director del projecte defineix una sèrie de tasques que cal realitzar i 
quina és la prioritat de cadascuna d'elles.
• Estimació de la durada de cada una de les tasques.
A les tasques se'ls assigna una estimació, de manera que cap de les tasques tingui una durada 
superior a una setmana, que és la durada que s'ha definit per a cada iteració. En cas que 
alguna de les tasques es cregui que pot portar una càrrega de feina superior a una setmana, 
s'intenta dividir en tasques més petites.
• Reunions setmanals per revisar les tasques realitzades a la iteració que ha acabat i la prioritat 
de les tasques restants.
S'estableix  una  reunió  setmanal  per  comprovar  l'avanç  de  les  tasques  planificades  per 
aquella  setmana i  es  revisa les  tasques  que  resten per  determinar.  En aquesta  reunió es 
defineixen si cal noves prioritats i si sorgeixen noves tasques que cal incloure a la llista.
Un dels avantatges d'utilitzar aquesta metodologia a l'hora de planificar les tasques a realitzar és que 
en qualsevol moment es poden modificar les prioritats per adaptar-les a les necessitats del client.
Per a dur a terme la planificació i el seguiment de les tasques del projecte, s'ha utilitzat una eina 
online anomenada pivotaltracker [http://www.pivotaltracker.com]. 
Aquesta eina és gratuïta per a equips petits i s'ajusta a les necessitats de planificació del projecte ja 
que permet definir una llista de tasques i prioritzar-la, assignar una estimació de la duració o esforç 
de cada tasca. 
També permet  fer  el  seguiment  de les  tasques  realitzades,  de  manera  que es  pot  visualitzar  la 
velocitat a la que s'estan finalitzant les tasques i comprovar si s'ajusten a l'estimació inicial.
Inicialment cal configurar la durada de les iteracions i quina velocitat inicial s'estima que es portarà. 
Durant el desenvolupament del projecte, l'eina calcula la velocitat com a la mitjana del total de 
tasques finalitzades en una iteració. 
Aquesta informació ens permet ajustar les estimacions de les següents tasques de manera que el 
temps estimat i el temps realment dedicat a una tasca cada cop siguin més similars i reduir d'aquesta  
manera les desviacions sobre la planificació del projecte.
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Story Iteration Iteration Start Iteration End Story TypeEstimate Created at Accepted at
Inscripció PFC fib 1 Feb 27, 2012 Mar 4, 2012 chore Feb 22, 
2012
Feb 27, 2012
Obtenir codi LSim 1 Feb 27, 2012 Mar 4, 2012 chore Feb 22, 
2012
Mar 1, 2012
Plantejar mavenització 2 Mar 5, 2012 Mar 11, 2012 chore Mar 1, 2012 Mar 5, 2012
Executar practica ASD al 
servidor
2 Mar 5, 2012 Mar 11, 2012 feature 2 Mar 5, 2012 Mar 6, 2012
Mavenitzar el projecte 2 Mar 5, 2012 Mar 11, 2012 feature 2 Mar 5, 2012 Mar 8, 2012
Crear un backlog inicial 2 Mar 5, 2012 Mar 11, 2012 chore Feb 22, 
2012
Mar 9, 2012
Completar tutorial LSim 2 Mar 5, 2012 Mar 11, 2012 feature 2 Feb 22, 
2012
Mar 9, 2012
Mirar si es pot separar 
adequadament LSim del 
dispatcher
4 Mar 19, 2012 Mar 25, 2012 feature 2 Mar 9, 2012 Mar 20, 2012
L'eina ha de permetre 
especificar quin avaluador fer 
servir
4 Mar 19, 2012 Mar 25, 2012 feature 3 Mar 9, 2012 Mar 21, 2012
Plantejar mètode de 
desplegament
4 Mar 19, 2012 Mar 25, 2012 chore Mar 1, 2012 Mar 21, 2012
Considerar la possibilitat 
d'utilitzar log4j
4 Mar 19, 2012 Mar 25, 2012 chore Mar 21, 
2012
Mar 22, 2012
Preguntar al Rubén per les 
proves a sd i captures 
d'excepcions
5 Mar 26, 2012 Apr 1, 2012 chore Mar 22, 
2012
Mar 26, 2012
Entorn simulat de sd per 
executar proves de la pràctica
7 Apr 9, 2012 Apr 15, 2012 feature 2 Mar 28, 
2012
Apr 13, 2012
L'aplicació ha de capturar les 
excepcions produïdes pel codi 
de l'usuari
8 Apr 16, 2012 Apr 22, 2012 feature 3 Mar 5, 2012 Apr 16, 2012
Trobar repositori de codi 
definitiu
8 Apr 16, 2012 Apr 22, 2012 chore Mar 5, 2012 Apr 18, 2012
Plantejar canvi especificacio 
experiment
8 Apr 16, 2012 Apr 22, 2012 chore Apr 18, 
2012
Apr 20, 2012
L'usuari ha de poder veure les 
excepcions produïdes pel seu 
codi
8 Apr 16, 2012 Apr 22, 2012 feature 2 Mar 5, 2012 Apr 20, 2012
Plantejar sistema de 
desplegament
8 Apr 16, 2012 Apr 22, 2012 chore Apr 17, 
2012
Apr 20, 2012
Taula 2: Extracte de l'estimació inicial del projecte
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2.1 Estimació dels costos
De la mateixa manera que s'ha utilitzat una metodologia àgil per fer la planificació del projecte, la 
estimació del cost s'ha realitzat tenint en compte el nombre d'iteracions necessàries per a finalitzar 
el projecte.
S'ha  estimat  la  duració  del  projecte  en  9  mesos,  de  manera  que  s'han  definit  un  total  de  36 
iteracions.
Cada una d'aquestes iteracions té el mateix cost i el calculem d'acord a la dedicació dels membres 
del projecte:
• 4 hores setmanals de dedicació per part del director del projecte a 40 € l'hora.
• 25 hores setmanals de dedicació per part del desenvolupador amb contracte de becari a 10 € 
l'hora.
Concepte Cost hora Hores Cost total 
Dedicació  director  del 
projecte
40,00 € 4 160,00 €
Dedicació desenvolupador 10,00 € 25 250,00 €
Total iteració 410,00 €
Taula 3: Càlcul del cost d'una iteració
A partir del cost d'una iteració i havent definit la durada del projecte en 36 iteracions, calculem el 
cost total del projecte:
410 € x 36 iteracions =  14760 euros
Atès que el projecte s'ha desenvolupat amb eines gratuïtes i software lliure, no cal afegir el preu de 
cap llicència en aquest pressupost i per tant aquest és el cost total del projecte.
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3 Anàlisis de requeriments
Ja s'han presentat la definició del problema i els objectius del projecte. A continuació es repassen els 
requeriments  generals  de  l'eina  i tot  seguit es  detallen  els  requeriments  d'aquest  projecte.  Els 
requeriments del projecte han de seguir els requeriments generals.
3.1 Requeriments generals de l'eina
A continuació es detallen els requeriments generals que es van definir per LSim [1].
• Eina poc intrusiva
Atès que la finalitat de l'eina és servir com a marc per a l'avaluació d'aplicacions o protocols 
distribuïts ja desenvolupats o pràcticament desenvolupats, el principal requeriment és que la 
utilització de LSim no suposi fer grans modificacions a l'aplicació que es vol avaluar.
• Coordinació automàtica i transparent a l'usuari
Cal poder coordinar les diferents instàncies d'una aplicació un cop desplegada a la xarxa. 
Aquesta  coordinació  s'ha  de  realitzar  de  forma  automàtica  permetent  definir  punts  de 
coordinació a  l'usuari  i  el  sistema sigui  l'encarregat  d'aconseguir  aquesta  coordinació de 
manera transparent a l'usuari.
• Desplegament automàtic i transparent de l'aplicació al conjunt de recursos
L'obtenció dels recursos, desplegament i execució de l'aplicació ha de ser completament 
transparent a l'usuari. Per tant, l'usuari ha de poder especificar quina aplicació vol desplegar 
i el nombre de màquines en que es vol que s'executi.
• Parametrització dels experiments
Cal que una mateixa aplicació és pugui avaluar modificant-ne el comportament a partir de 
paràmetres.
• Recollida automàtica de resultats
S'ha de permetre la recollida de resultats obtinguts als diferents nodes distribuïts.
• Avaluació dels resultats
Cal poder avaluar els resultats obtinguts als diferents nodes per tal de determinar el resultat 
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de l'experiment.
• Adaptable a diferents entorns d'execució
Cal poder  executar  els  experiments  a diferents entorns i  per  tant l'eina s'ha d'encarregar 
d'adaptar l'execució de manera transparent a l'usuari.
3.2 Requeriments dels objectius del projecte
A partir dels objectius del projecte s'han definit els següents requeriments:
3.2.1 Resultats parcials
En un experiment pot ser interessant l'avaluació de resultats durant l'execució de l'experiment, és 
per això que es requereix un mecanisme per enviar a avaluar resultats parcials durant l'execució de 
l'experiment.
• Cal  que  aquest  mecanisme  permeti  l'enviament  de  resultats  en  qualsevol  punt  un  cop 
iniciada l'execució del Worker.
• Cal que l'usuari pugui definir múltiples Evalutarors on enviar els resultats.
3.2.2 Mecanisme d'stop
Al prototipus des del que es parteix l'enviament de resultats finalitza el Worker però això ja no serà 
així  ja  que  es  permet enviar  múltiples  resultats  durant  l'execució.  Així  doncs  cal  saber  quan 
finalitzen l'execució els workers. És per això que es vol afegir un mecanisme d'stop pel qual puguin 
comunicar al coordinador que han finalitzat la seva execució i per tant que ja no enviaran més 
resultats.
• Cal  un  mecanisme  per  a  que  els workers  puguin  comunicar  la  seva  finalització  al 
coordinador.
• Cal que finalitzi l'experiment quan tots els workers han finalitzat la seva execució.
3.2.3 Gestió d'excepcions
El mecanisme de gestió d'excepcions permetrà als desenvolupadors poder capturar i centralitzar en 
un  mateix  espai  la  informació  dels  errors  que  s'han  produït  duran  el  desenvolupament  de 
l'experiment.
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• Cal un mecanisme per informar de les excepcions produïdes.
• Cal poder definir on es centralitzaran les excepcions.
• Cal poder consultar les excepcions capturades.
3.2.4 Entorn d'execució distribuït
Com s'ha vist, l'eina es divideix en dues parts: la biblioteca i l'entorn d'execució.
L'entorn d'execució actual de LSim està limitat pel fet que no permet el desplegament automàtic dels 
experiments en un entorn distribuït i cal fer un desplegament manual a tots aquells recursos on es 
vol executar l'experiment.
• Cal  modificar  l'entorn  d'execució  per  a  que  es  permeti  el  desplegament  automàtic  dels 
experiments en els diferents recursos que hi participen.
3.2.5 Frontend per l'execució remota d'experiments
Per  a  fer  més  utilitzable  l'eina  es  vol  oferir  un  frontend que  permeti  als  desenvolupadors 
d'aplicacions  distribuïdes  desplegar  i  executar  els  seus  experiments  de forma remota per  a  que 
siguin avaluats, consultar l'estat d'una avaluació i també permetre recollir els resultats. Per a poder 
realitzar aquestes funcionalitats, caldrà que es pugui comunicar amb el framework tant per iniciar 
experiments com per rebre la informació d'aquests.
• Els usuaris han de poder pujar el codi a executar a un repositori de codi.
• Cal que el frontend pugui servir el codi als recursos que participen en un experiment.
• Els usuaris han de poder enviar diferents especificacions per a executar un mateix codi.
• Els usuaris han de poder llençar experiments des d'aquest frontend.
• Cal que els usuaris puguin rebre els resultats de l'avaluació de l'experiment.
• Cal que els usuaris puguin consultar l'estat d'una execució.
• Cal que els usuaris puguin consultat els errors produïts durant l'execució.
3.2.6 Validació de l'eina en un entorn distribuït
Un objectiu del projecte és avaluar el funcionament de l'eina en un entorn distribuït executant una 
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aplicació real.
• Cal comprovar que l'eina és vàlida per executar-se en un entorn distribuït real.
• Cal comprovar que l'eina és vàlida per executar codi d'una aplicació real.
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4 Especificació
4.1 Sobre l'especificació, disseny i implementació
La separació de les diferents parts del desenvolupament en especificació, disseny i implementació 
com un típic desenvolupament en cascada s'ha realitzat a l'hora de redactar el document ja que el 
desenvolupament s'ha realitzat de forma incremental mitjançant iteracions.
"La  idea  principal  del  desenvolupament  iteratiu  és  desenvolupar  l'aplicació  de  manera  incremental,  permetent  al 
desenvolupador  treure  avantatge  del  que  s'ha  aprés  al  llarg  del  desenvolupament  anterior,  incrementant,  versions 
lliurables del sistema. L'aprenentatge ve de dos vessants: el desenvolupament del sistema i la seva utilització (mentre 
sigui  possible).  Els  passos claus  en el  procés  són començar amb una implementació bàsica  dels  requeriments  del  
sistema,  i  iterativament  millorar  la  seqüència  evolutiva  de  les  versions  fins  a  que  el  sistema  complet  estigui  
desenvolupat. A cada iteració, es realitzen canvis al disseny i s'agregen noves funcionalitats i capacitats al sistema." [4]
El benefici principal d'aquest sistema de desenvolupament davant del desenvolupament tradicional 
en cascada és que, ben aviat després de l'inici del desenvolupament s'obtenen executables que es 
poden  lliurar  al  client  i,  d'aquesta  manera, validar  que  els  requeriments  que  s'han  definit  es 
compleixen. En cas que no es compleixin, es poden revisar aquests requeriments abans d'iniciar una 
nova iteració. Això permet que el resultat final del desenvolupament estigui més a prop del que 
realment vol el client.
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4.2 Model de casos d'ús
Veiem que hi  ha  diversos  casos  d'ús  on hi  participen dos  actors:  l'usuari  i  l'aplicació.  L'usuari 
representa al  desenvolupador de l'aplicació distribuïda que utilitza  l'eina i  l'aplicació representa 
l'aplicació distribuïda que s'executarà utilitzant les funcionalitats del nostre sistema.
4.3 Gestió de resultats
4.3.1 Gestió resultats parcials
4.3.1.1 Descripció
La fase d'enviament de resultats parcials permet als workers enviar resultats a un Evaluator durant 
l'execució d'un experiment.
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Els evaluators tenen un nom que els identifica que forma part de l'especificació de l'experiment. És 
cosa del programador decidir si els resultats que enviïn els workers aniran a un mateix evaluator o a 
diversos. 
L'enviament de resultats, tal i com estava dissenyat en el projecte inicial no permetia l'enviament de 
múltiples resultats a més d'un Evaluator, ja que un cop enviat el resultat, el Worker finalitzava. De 
manera  que  el  disseny d'aquesta  operació  implica  la  modificació  de  l'operació  d'enviament  de 
resultats. 
Aquestes modificacions s'expliquen a l'apartat de "Gestió resultat finals".
4.3.1.2 Especificació del cas d'ús
‒ L'usuari  defineix  en  quin  punt  de  l'execució  caldrà  enviar  un  resultat  parcial  i  a  quin 
Evaluator va dirigit. També defineix l'Evaluator parcial, el codi d'avaluació i on s'enviaran 
els resultats de l'avaluació que s'anomena Storage.
‒ L'usuari  defineix una especificació de l'experiment i  la fa arribar al  Launcher que inicia 
l'execució de l'experiment.
‒ Durant l'execució de l'experiment, el Worker arriba al punt que ha definit l'usuari i sol·licita 
al Coordinator l'Evaluator que ha definit l'usuari.
‒ El Coordinator rep el missatge i si es la primera vegada que rep la petició per un Evaluator 
determinat, s'encarrega de buscar-lo i configurar-lo. A partir d'aquí respondrà als  workers 
que enviïn els resultats a aquell Evaluator amb la seva adreça.
‒ El Coordinator contesta amb l'adreça de l'Evaluator.
‒ El Worker rep l'adreça de l'Evaluator, li envia el resultat que vol avaluar. 
‒ L'Evaluator, executarà el codi d'avaluació de l'experiment i a continuació tornarà a l'estat 
d'espera de missatges. 
‒ En cas de timeout de l'experiment, l'Evaluator finalitzarà.
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4.3.2 Gestió resultats finals
4.3.2.1 Descripció
Aquest  mecanisme  era  l'únic  mecanisme  disponible  que  oferia  LSim a  l'hora  de  gestionar  els 
resultats  i  s'encarregava  de  dues  funcionalitats:  l'enviament  i  avaluació  del  resultat  final  de 
l'execució i també de la finalització de l'experiment.
Amb la  introducció  del  mecanisme de resultats  parcials,  ha  estat  necessari  reestructurar  aquest 
mecanisme per tal de separar-ne les dues funcionalitats i introduir d'aquesta manera el mecanisme 
d'stop del que se'n parlarà més endavant.
Aquest  mecanisme  té  el  mateix  funcionament  que  el  mecanisme  de  resultats  parcials  amb  la 
particularitat  que l'usuari  no ha d'indicar a quin  Evaluator va dirigit  el  resultat  ja que s'utilitza 
l'Evaluator final predefinit.
4.4 Coordinació d'execucions
4.4.1 Mecanisme init i start
No s'han realitzat modificacions en els mecanismes d'init i d'start per la qual cosa no se n'inclourà 
l'especificació i disseny. 
4.4.2 Mecanisme d'stop
4.4.2.1 Descripció
Permet als diferents components d'un experiment indicar la fase de finalització de l'experiment i 
finalitzar.
En el cas del Worker serveix per indicar al  Coordinator que no s'enviaran més resultats i per tant 
que ha finalitzat la seva execució. 
En el cas del Coordinator serveix per indicar que pot començar a rebre peticions d'avaluació dels 
workers i finalitzar quan hagi rebut el missatge d'stop de tots els workers.
4.4.2.2 Especificació del cas d'ús
‒ L'usuari  defineix  en  quin  punt  finalitzarà  l'execució  d'un  Worker i  en  quin  punt  el 
Coordinator ha de començar a rebre resultats.
25
Projecte final de carrera de Manel Pérez Bondia
‒ L'usuari  defineix una especificació de l'experiment i  la fa arribar al  Launcher que inicia 
l'execució de l'experiment.
‒ El Launcher rep l'especificació i inicia l'execució de l'experiment.
‒ Quan el  Coordinator arriba al punt on hi ha definit l'stop es posa en disposició de rebre 
resultats.
‒ Quan el Worker arriba al punt on hi ha definit l'stop, envia la senyal d'stop al Coordinator i 
finalitza.
‒ El Coordinator rep la senyal d'stop i comprova si encara queden workers per enviar l'stop. 
◦ Si no és l'últim continua a l'espera de rebre resultats.
◦ Si és l´últim finalitza l'experiment.
4.5 Gestió d'excepcions
4.5.1 Descripció
Permet a l'usuari enviar i centralitzar la informació d'excepcions produïdes durant l'execució d'un 
experiment.
4.5.2 Especificació del cas d'ús
‒ L'usuari defineix quines excepcions s'informaran i defineix on les rebrà (storage)
‒ L'usuari inicia l'execució de l'experiment.
‒ Un  Worker o  Coordinaotr captura  una excepció definida  en les  excepcions  a  capturar  i 
l'envia a l'storage definit per l'usuari.
‒ L'storage rep l'excepció i l'emmagatzema.
4.6 Gestió local d'experiments i d'aplicacions
No s'han  realitzat  modificacions  sobre  l'especificació  i  disseny d'aquest  apartat  del  sistema  de 
manera que no s'inclou en la especificació i el disseny.
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4.7 Gestió remota d'experiments i d'aplicacions
4.7.1 Entorn d'execució distribuït
Es vol que l'entorn d'execució sigui capaç d'aconseguir el codi de l'experiment que ha d'executar de 
forma  automàtica  sense  que  l'usuari  de  l'eina  s'hagi  d'ocupar  de  distribuir  el  codi  per  tots  els 
recursos que participaran a l'experiment.
El que caldrà és doncs modificar el Dispatcher del prototipus per a que quan el Launcher enviï la 
petició d'execució d'un component de l'experiment, aquest s'encarregui d'anar a buscar el codi en un 
repositori  on  estigui  disponible.  El  funcionament  d'aquest  repositori  s'explica  juntament  amb 
l'especificació del frontend per la execució remota.
4.7.1.1 Especificació del cas d'ús
‒ L'usuari inicia l'execució d'un experiment.
‒ El  Launcher envia  l'especificació  del  component  al  Dispatcher,  l'especificació  conté  la 
ubicació del codi que s'ha d'executar.
‒ El Dispatcher comprova que no ha descarregat ja el component per a l'experiment actual i es 
comunica amb el repositori per a iniciar la descarrega.
‒ El repositori serveix el codi del component sol·licitat.
‒ El  Dispatcher rep  el  codi  i  configura  l'entorn  d'execució  del  component  i  comunica  al 
Launcher que ha finalitzat la configuració.
‒ El  Launcher rep  la  comunicació  de  tots  els  Dispatchers participants  i  envia  l'init al 
Coordinator i s'inicia l'execució de l'experiment.
4.7.2 Frontend per l'execució remota
El  LSim framework del prototipus requereix que el desenvolupador que vol avaluar una aplicació 
distribuïda hagi de configurar manualment tots els nodes que han de participar a l'experiment. 
Es vol oferir un frontend per a que els desenvolupadors puguin executar els seus experiments sense 
haver-se de preocupar de la configuració dels recursos.
27
Projecte final de carrera de Manel Pérez Bondia
4.7.2.1 Especificació dels casos d'ús
‒ Cas d'ús: Configuració de l'experiment
‒ L'usuari configura un experiment per enviar-lo al frontend d'execució remota.
‒ L'usuari defineix un l'especificació d'un experiment preparat per a l'execució al frontend.
‒ Cas d'ús: Executar experiment
‒ L'usuari envia l'experiment configurat al frontend.
‒ El frontend emmagatzema l'experiment de l'usuari.
‒ L'usuari envia l'especificació de l'experiment.
‒ El frontend emmagatzema l'especificació de l'usuari.
‒ L'usuari selecciona iniciar experiment.
‒ El frontend envia l'especificació al Launcher.
‒ El  Launcher  s'ocupa  de consultar  el  pool  de  recursos  i  seleccionar  els  nodes  que 
participaran a l'experiment, inicia l'execució de l'experiment i respon al frontend que s'ha 
iniciat l'execució.
‒ El frontend informa a l'usuari que s'ha iniciat l'execució
‒ Els dispatchers demanen el codi de l'aplicació al frontend.
‒ El frontend serveix el codi de l'aplicació.
‒ Els dispatchers  reben el codi de l'aplicació i executen l'experiment. Un cop finalitzat 
informen al frontend.
‒ [Opcional] L'aplicació publica els resultats de l'execució al frontend.
‒ Cas d'ús: Consultar l'estat d'un experiment
‒ L'usuari demana al frontend l'estat d'un experiment.
‒ El frontend respon a l'usuari amb l'estat de l'experiment que pot ser: En curs, Finalitzat  
amb èxit o bé Finalitzat amb errors
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‒ Cas d'ús: Consultar resultats de l'avaluació
‒ L'usuari demana al frontend els resultats d'un experiment finalitzat.
‒ El frontend respon amb el resultats dels evaluators i les excepcions que s'hagin capturat.
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5 Disseny
LSim està composat de dues parts diferenciades: LSim Library i LSim Framework.
Per afegir les noves funcionalitats que són l'objectiu d'aquest projecte caldrà introduir modificacions 
en aquestes dues parts. A més,  el  frontend d'execució remota formarà per si sol una nova part, 
separada de les existents.
Només es reflectiran en aquest apartat les parts de la biblioteca i del framework que es modifiquen 
juntament amb les parts indispensables per entendre el disseny de les noves funcionalitats.
5.1 Llenguatge
Per al disseny dels mecanismes de coordinació de LSim es farà servir el mateix llenguatge que es va 
definir a la memòria del projecte final de carrera [1] que va iniciar el desenvolupament de l'eina i 
que es reprodueix íntegrament a continuació per a que serveixi com a referència.
1. Gràfic:  La  LSim  Library està  representada  com  a  un  rectangle  amb  LSim,  adjuntant  al  costat  quin 
comportament adapta la biblioteca depenent del rol.  El rol que adquireix l'aplicació ve representat en una  
el·lipse amb el nom del rol que adquireix. En cas de ser un Worker, s'especificarà de quin numero Worker es 
tracta, de 1...n. Finalment les transaccions i comunicacions entre elements estaran representats amb fletxes.
2. Llenguatge: Es descriuran tres part, que són: l'estat inicial, les transaccions i finalment el cas de  timeout. A 
continuació es descriurà els diferents elements del llenguatge que s'utilitza.
• Elements: Els elements que es comuniquen estan representats pel rol que tenen. Està dividit en dues 
parts,  la  part  de  l'aplicació  i  la  part  de  la  LSim  Library.  A continuació  es  mostren  les  seves 
representacions. El que hi ha dins la clau és l'estat que s'explica en el següent punt.
◦ Aplicació: Element[Estat]
◦ LSim library: LSim.Element[Estat]
On per exemple si es tracta d'un Worker tindrem: Worker[Estat] i LSim.Worker[Estat]
• Estat: Els elements tenen dos estats:  run i  blocked. L'estat de  run és quan l'aplicació s'executa de 
forma normal. L'estat de blocked és quan l'aplicació no pot seguir executant-se perquè està esperant  
algun missatge. En cada transacció els elements poden passar de run a blocked o de blocked a run.
• Transaccions:  A partir  de  les  transaccions  els  elements  es  comuniquen  i  canvien  d'estat.  Les 
transaccions  es  representen  com a  una fletxa  entre  element  i  element,  on  entre  mig de  la  fletxa 
s'especifica el missatge que s'envien entre els elements. Aquesta és la seva representació:
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--[ missatge]-->
Exemples de transaccions:
Worker[run] –[missatge]--> LSim.Worker[blocked]
LSim.Worker[blocked] –[missatge]--> LSim.Coordinator[run]
• Missatges:  Els missatges  han de comunicar  els elements,  per  tant  s'han de poder  especificar els  
paràmetres que comuniquen. Llavors els missatges tenen un identificador per missatge i un conjunt de 
paràmetres que s'envien. Així anirà representat:
Identificador(paràmetre1, paràmetre2, ..., paràmetreK)
◦ Exemples:
Coordinator[run] --[ init(configuration, timeout)]--> LSim.Coordinator[blocked]
• Elements  de  control:  Els  elements  de  control  serveixen  per  definir  comportaments  en  les 
transaccions. Hi ha dos tipus d'elements: el for each i el upon event. El for each permet realitzar una 
transacció per cadascun dels elements de la condició et deixi i el upon event realitzarà la transacció un 
cop es compleixi certa condició. Es representen de la següent manera:
for each(condició) do
transacció 1
transacció 2
....
transacció N
upon event(condició d'inicialització) do
transacció 1
transacció 2
....
transacció N
En l'apartat de les variables veurem un exemple de cadascun.
• Variables:  Les  variables  serveixen  per  representar  les  condicions  dels  elements  de  control.
Per exemple:
Experiment_Workers = conjunt de Workers de l'experiment.
num_workers_message = enter amb el nombre de missatges que rep el Coordinator dels Workers.
for each (Worker_i € Experiment_Workers) do
LSim.Coordinator[run] –[status(parameter_i)]--> Worker_i[blocked]
upon event ( |Experiment_Workers| == num_workers_message) do
k = num_workers_message
LSim.Coordinator[run] –[status(U<i=1 to k> stat_i)]--> Coordinator[run]
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5.2 LSim Library
5.2.1 Diagrama de classes
Aquestes són les classes que s'han modificat per al disseny de les noves operacions, a la Iŀlustració
8 es mostra el diagrama complert de la biblioteca, previ a les modificacions.
Les  operacions per  les  quals  cal  modificar  la  biblioteca són l'enviament  de resultats  parcial,  el 
mecanisme d'stop i la gestió d'excepcions.
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5.2.2 Modificacions generals
Un canvi de disseny que s'ha introduït després d'haver utilitzat LSim per realitzar algunes proves és 
la manera d'obtenir accés a les funcionalitats de LSim.
Fins ara quan s'iniciava la instància d'una aplicació és creava una instància de tipus  LSimWorker,  
LsimCoordinator  o  LSimEvaluator que  oferia  accés  a  l'instancia  de  LSimDispatcherHandler, 
responsable de la comunicació amb el  Dispatcher. Això comportava que per accedir a qualsevol 
dels mètodes que ofereix la LSim Library calia tenir accés a aquesta instància.
La solució que s'ha trobat és aplicar el  patró  Singleton,  de manera que tindrem una classe que 
s'ocuparà de crear la instància i un mètode, getInstance per obtenir-la.
5.2.3 Resultats parcials
L'enviament de resultats parcials es basa en el disseny de l'operació d'enviament de resultats que ja 
oferia la biblioteca de LSim.
Les  tres  classes  LSimWorker,  LSimCoordinator i  LSimEvaluator que  proporcionen  aquesta 
funcionalitat estan dissenyades seguint el paradigma de que totes les aplicacions passen per tres 
fases d'execució: inicialització, execució i resultats. D'aquesta manera, els tres rols ofereixen els 
mètodes init, start i sendResults.
Seguint  aquest  paradigma,  els  mètodes  estaven  definits  a  la  classe  base  LSim i  a  les  classes 
específiques es defineix el comportament específic. Ara, amb la introducció dels resultats parcials 
ha calgut modificar aquest paradigma, ja que ara els  workers podran enviar resultats en qualsevol 
moment i, per tant, la fase de resultats ja no és el final de l'execució.
Per  tant,  el  mètode  sendResult  s'ha definit  com a propi  de  la  classe  LSimWorker i  a  la  classe 
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LSimEvaluator s'ha definit un mètode getResult.
A la classe LSimCoordinator aquesta fase correspondrà al final de l'start i serà l'operació que caldrà 
modificar.
A la nova operació de sendResult, el Worker que envia el resultat no acaba després d'enviar-lo, si no 
que segueix la seva execució. A més, també és vol que es pugui definir a quin Evaluator va dirigit el 
resultat i que un mateix Worker pugui enviar resultats a múltiples evaluators.
De la mateixa manera, un Evaluator podrà rebre resultats de diferents workers.
A més, s'ha definit un nou mètode  store pel rol d'Evaluator que enviarà el resultat d'avaluació a 
l'storage definit, és a dir, la classe definida per l'usuari que s'encarregarà de gestionar el resultat i  
fer-lo persistent si és necessari. Fins ara, aquest mètode estava implícit en l'avaluació de resultats i 
s'executava al final de l'avaluació.
5.2.3.1 Disseny de l'operació
Estat inicial:
– Coordinator[blocked], esperant missatges.
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– Workers[run]
Transaccions:
1.- Worker[run] -- [sendResult(idEvaluador, result)] --> LSim.Worker[run] 
2.- LSim.Worker[blocked] -- [sendResult(idEvaluator, result)] --> LSim.Coordinator[blocked] 
3.- LSim.Coordinator[blocked] -- [init(configuration_ev)] --> LSim.Evaluator[blocked]
4.- LSim.Evaluator[blocked] -- [init(configuration_ev)] --> Evaluator[run]
5.- Evaluator[run] -- [init()] --> LSim.Evaluator[blocked]
6.- LSim.Evaluator[blocked] -- [init()] --> LSim.Coordinator[blocked]
7.- LSim.Coordinator[run] -- [result(evaluator_address)] --> LSim.Worker[run]
8.- LSim.Worker[run] -- [sendResult(parcial_result)] --> LSim.Evaluator[blocked]
9.- LSim.Evaluator[blocked] -- [sendResult(parcial_result)] --> Evaluator[run]
10.- Evaluator[run] -- [finish(end_signal)] --> LSim.Evaluator[blocked]
11.- Evaluator[blocked] -- [ store(partial_result)] --> LSim.Evaluator[blocked]
Timeout:
- L'Evaluator finalitzarà en cas que es produeixi un timeout de l'experiment.
5.2.4 Mecanisme d'stop
Atès que s'ha modificat  el  disseny de l'operació d'enviament  de  resultats  de  manera  que ja  no 
suposa l'acabament del Worker, es fa necessària un mecanisme per indicar la finalització del Worker 
i per indicar al Coordinator que el Worker ja no enviarà més resultats.
En aquest cas, l'operació d'stop la podem definir com una operació a la classe base LSim ja que els 
tres rols hauran d'utilitzar-la tot i que per a cada rol tindrà un comportament específic.
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5.2.4.1 Disseny de l'operació
5.2.4.2 Estat inicial:
– Coordinator[blocked], esperant missatges.
– Workers[run]
Transaccions:
messages = 0
upon event ( |Experiment_Workers| == messages) do 
1. -Worker[run] -- [stop()] --> LSim.Worker[run]  
2.- LSim.Worker -- [stop()] --> LSim.Coordinator[blocked] (messages ++)
3.- Lsim.Worker[finished]
end upon
4.- LSim.Coordinator[finished]
5.2.5 Gestió d'excepcions
El mecanisme de gestió  d'excepcions  s'ha dissenyat  seguint  les  mateixes pautes  que segueix el 
disseny de l'storage de resultats de manera que l'usuari pot definir com i on es rebran els missatges 
amb l'informe d'excepcions.
Així doncs, s'ha afegit la interfície ExceptionManager amb el mètode sendException que 
caldrà  que  implementin  els  usuaris  de  l'eina  per  tal  de  definir  el  comportament  desitjat  alhora 
d'informar de les excepcions produïdes en algun dels nodes de l'aplicació.
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Tot i que en el següent esquema es mostra només el cas del  Worker, el  Coordinator també tindrà 
accés a la funcionalitat.
5.2.6 Disseny de l'operació
Estat inicial:
– Workers[run]
Transaccions:
1.- Worker[run] -- [sendException(Exception)] --> LSim.Worker[run]  
2.- LSim.Worker[run] -- [sendException(ExceptionMessage)] --> Storage
5.3 LSim Framework
El framework està format per Dispatcher, Launcher i Resource Pool. 
Per afegir un entorn d'execució distribuït tal i com s'ha especificat, caldrà modificar el Dispatcher.
Els canvis realitzats a la llibreria fa necessari adaptar l'especificació dels experiments i per tant, 
també caldrà modificar el Launcher que s'ocupa de llegir aquesta especificació, tot i que aquests 
canvis només seran canvis en la implementació que no n'afecten el disseny.
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5.3.1 Dispatcher
5.3.1.1 Diagrama de classes
A continuació  es mostra  el diagrama de classes del  Dispatcher del prototipus del que parteix el 
projecte.
A continuació hi ha l'explicació de les classes, tal i com es va definir en el disseny del prototipus. 
S'han  ressaltat  en  negreta  les  parts  que  cal  tenir  en  compte  a  l'hora  d'implementar  la  nova 
funcionalitat.
• ApplicationHandler: interfície que ha d'implementar l'aplicació que es vol executar al 
Dispatcher si vol comunicar-se amb aquest. Segueix el patró Strategy per poder canviar la 
forma d'executar l'aplicació pel Dispatcher. 
• LocalApplication: instància d'una aplicació que s'executa en el mateix entorn que el 
Dispatcher. 
• RunEnvironment: instància que es crea cada cop que s'instancia una nova aplicació en 
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un entorn d'execució. Per a cada aplicació d'aquest tipus, el Dispatcher tindrà una instància 
nova d'aquesta classe. 
• ApplicationMain: instància que permetrà executar l'aplicació en un entorn d'execució 
independent. Manté la comunicació a traves de sockets amb el RunEnvironment que controla 
aquesta instància de l'aplicació. 
• DispatcherAPI: té els mètodes de comunicació de l'aplicació cap al Dispatcher. 
• LocalAPI: instància que permet comunicar les aplicacions que s'estan executant al mateix 
entorn que el Dispatcher. 
• EnvironmentAPI: instància que permet comunicar una aplicació que s'esta executant en 
un entorn d'execució diferent del Dispatcher amb aquest. 
• ApplicationListener: permet la comunicació del Dispatcher amb l'aplicació. 
• Dispatcher:  posa el  servei en marxa,  controla les execucions de les aplicacions i les 
comunica amb l'exterior. 
• Storage:  interfície  que  té  els  mètodes  d'obtenció  de  fitxers  per  a  executar  les 
aplicacions. 
• LocalStorage: instància que permet fer la manipulació de fitxers de forma local. 
• RemoteStorage: instància que permet obtenir un fitxer remot. 
• DispListener:  permet  la  comunicació  d'elements  externs  amb  el  Dispatcher.  Es 
comporta com un daemon a l'espera de missatges pel Dispatcher. 
• MessageManager:  fa  transparent  l'enviament  de  missatges  de  l'aplicació  cap  al 
Dispatcher. 
• GeneralMessage: classe que conté les dades bàsiques dels missatges. 
[1]
La composició modular del Dispatcher ja té en compte la necessitat d'un Storage remot representat 
per la classe  RemoteStorage que implementa la interfície  Storage. Així doncs, per afegir aquesta 
funcionalitat al Dispatcher, només caldrà implementar aquesta classe i no serà necessària modificar-
ne el disseny.
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5.4 Frontend per l'execució remota
El frontend per l'execució remota ha de servir per a que els usuaris, desenvolupadors d'aplicacions 
distribuïdes,  puguin  executar  els  seus  experiments  en  un  entorn  distribuït  sense  haver-se  de 
preocupar de la configuració i gestió dels recursos.
Aquest frontend s'ha dissenyat com una API accessible via http. A més s'ha dissenyat una aplicació 
client que oferirà les funcionalitats de l'API mitjançant una pàgina web.
Una de les raons de fer accessible aquest frontend a través de la web és la facilitat d'accés que això 
comporta, ja que els usuaris podran executar els seus experiments fàcilment a través del navegador. 
També cap la possibilitat de desenvolupar altres tipus de clients, com ara una aplicació d'escriptori.  
En aquest cas l'aplicació hauria d'accedir als mètodes que ofereix l'API a través del protocol http.
5.4.1.1 Distribució en capes del frontend
S'ha definit la següent distribució en capes del frontend:
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Amb aquesta distribució s'aconsegueix una aplicació prou modular per a que els possibles canvis en 
les diferents capes afectin el mínim possible a la resta de capes.
La capa  ClientApplication servirà de punt d'accés per als usuaris del sistema i oferirà les 
operacions  que s'han  descrit  per  enviar  codi,  enviar  especificació  i  iniciar  l'experiment.  També 
permetrà recuperar els resultats i les excepcions capturades durant l'execució.
Tota la funcionalitat del frontend estarà definida a la capa de FrontendAPI, aquí és definiran les 
operacions a les que accediran els processos de la capa  ClientApplication  i a més també 
oferirà les operacions de repositori de codi i d'storage de resultats als quals hi accedirà tant la capa 
ClientApplication com el LSim framework.
La capa Controllers contindrà la lògica de negoci i farà d'intermediari entre l'API i els serveis. 
S'ocuparà per exemple del tractament i validació de dades provinents de les crides a l'API i del  
tractament de les respostes dels serveis.
La capa Services accedirà als diferents components necessaris com ara el LSim framework per 
executar els experiments, el sistema d'emmagatzematge per als codi dels experiments, etc.
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5.4.1.2 Diagrama de classes
• FrontendLSimAPI la classe que contindrà els mètodes per gestionar les crides http.
• ExperimentsController: el controlador que s'ocuparà de la gestió d'experiments i per 
tant d'executar nous experiments i comprovar-ne l'estat.
• StorageController: el controlador que s'ocuparà de la gestió de fitxers i també dels 
resultats. 
• ExperimentsService i  StorageService:  són  les  interfícies  amb  les  que  és 
comunicaran  els  controladors.  S'ha  decidit  crear  una  interfície  per  aïllar  les  possibles 
implementacions dels serveis de la implementació dels controladors.
• ExperimentsServiceImpl: És la classe que es comunica amb el  Launcher del  LSim 
Framework.
• StorageServiceImpl: És la classe que implementa els mètodes necessaris per guardar 
i servir fitxers i resultats.
43
Iŀlustració 15: Diagrama de classes del frontend
Projecte final de carrera de Manel Pérez Bondia
6 Implementació
6.1 Tecnologies
6.1.1 Java
Tant la LSim Library com l'LSim Framework estan desenvolupats amb java. El prototipus del qual 
parteix el projecte està desenvolupat amb java i per tant s'ha continuat utilitzant aquest llenguatge 
de programació.
En el projecte anterior, es va escollir aquest llenguatge de programació perquè un dels objectius que 
tenia era servir com a plataforma per a l'avaluació de les pràctiques de l'assignatura d'aplicacions 
distribuïdes que s'imparteix a la UOC. Aquestes pràctiques es realitzen en java i el fet de que la  
biblioteca estigui desenvolupada també amb java en facilita l'adaptació.
El prototipus utilitzava la versió 1.6 de java i s'ha decidit actualitzar a la versió 1.7. En concret per 
al desenvolupament s'utilitza la màquina virtual i el jdk oficial d'oracle.
6.1.2 Apache Maven
Maven és una eina que facilita la generació dels executables a partir del codi font. Mitjançant un 
xml (pom.xml)  es  descriu el  projecte  i  quines  són les  biblioteques  i  plugins  que necessita  per 
compilar i executar-se. Maven s'encarrega de descarregar les biblioteques des d'un servidor central o 
bé se'n pot configurar un de propi.
És  una  eina  molt  útil  per  un  equip  de  desenvolupadors  ja  que  amb la  descripció  del  projecte 
s'aconsegueix que tots els desenvolupadors utilitzin la mateixa versió de biblioteques i per tant,  
qualsevol  membre  de  l'equip  que  vulgui  compilar  el  projecte  ho  podrà  fer  sense  buscar  les 
biblioteques.
Els artefactes obtinguts de la compilació d'un projecte amb maven, també passen a formar part del 
repositori i, per tant, es molt fàcil establir les dependències entre projectes.
Un valor afegit més de maven és que comprova que no hi hagi cicles de dependències. També pot 
generar l'arbre de dependències d'un projecte per a comprovar que el que s'ha s'especifica en al 
descripció del projecte és el que realment s'obté.
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6.1.3 Subversion i Git
Subversion és el control de versions utilitzat al departament. Git és un control de versions distribuït 
més avançat i molt més ràpid que subversion. 
“Git és un software de sistema de control de versions dissenyat per Linus Torvalds,  pensat en  
l'eficiència i  confiabilitat  de manteniment  de versions  d'aplicacions  amb una enorme quantitat  
d'arxius de codi font.” [7]
6.1.4 XML
S'utilitza el llenguatge de marcatge XML per a definir la especificació dels experiments ja que és el 
que s'estava utilitzant fins ara. La biblioteca java que s'utilitza és JDom.
6.1.5 NIOSockets de Mina 
Es continua usant, ja que així es va decidir al seu dia per els següents motius:
"Per a la comunicació a través de la xarxa interessa tenir una eina que ens permeti dues coses: La
primera és que sigui escalable a molts nodes i l'altre que pugui atendre múltiples peticions d'accés al servei, ja que a  
LSim cal que es coordinin múltiples nodes.
En aquest primer prototipus s'ha decidit utilitzar NIOSockets de Mina. Són Sockets que no es bloquegen quan estan 
llegint o escrivint dades, per tant pot estar llegint o escrivint en un socket en un mateix instant de temps. A més permet  
mantenir sessions entre els nodes, fent més eficient  l'enviament de dades un cop s'ha establert la primera connexió.
Per utilitzar els NIOSockets es fa servir una llibreria que s'havia implementat anteriorment per a altres projectes a la 
UOC, anomenada ConnectorLayer. Per tant, el cost d'adaptació de Mina està ja feta, cosa que facilita la seva utilització.  
En les proves d'aquesta llibreria es va comprovar que Mina ens deixa mantenir un total de 243 sessions obertes, cosa  
que serà més que suficient per aquesta primera versió de LSim."  [1]
Durant  el  desenvolupament  s'ha  detectat  que  la  implementació  dels  sockets de  mina té  altres 
limitacions com ara que no permet establir el port on s'escoltarà per sobre del 49151. 
6.1.6 CoDeS
“CoDeS és un middleware per a la construcció de comunitats contributives, és a dir, una comunitat formada per un  
conjunt d'equips (recursos) i els seus propietaris. Permet als usuaris a contribuir amb una part dels seus recursos de 
computació  a  la  comunitat.  Aquests  recursos  s'utilitzen  per  allotjar  els  serveis  en  benefici  de  la  comunitat.  Cada  
propietari  aporta una o més màquines a la comunitat,  i  pot desconnectar-se de la comunitat en qualsevol moment.  
Membres de la comunitat també es poden desplegar serveis i especificar els requisits d'execució (una certa quantitat de  
CPU, RAM, disc, etc, necessaris per a una sola rèplica del servei), els arxius necessaris per a la seva execució (tant  
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arxius executables i fitxers de dades) i el nombre de rèpliques que han d'estar disponibles” [2].
Permet desplegar cada component com a un servei en els ordinadors que formen la comunitat CoDeS. Per cada servei es 
pot especificar el  nombre de repliques que se'n  vol tenir.  CoDeS fa  el  desplegament  automàtic del  servei.  CoDeS 
garanteix un nombre de rèpliques demanat per cada servei desplegat. Per tant, desplegant el nombre de Dispatcher que 
siguin necessaris sobre CoDeS, aquest en fa la gestió necessària per poder accedir sempre que es necessiti al Dispatcher.
L'API de CoDeS pot instanciar-se amb diferents implementacions. Per tant permet crear i adaptar altres formes d'accedir 
als recursos. S'accedeix a aquesta API a través de RMI, cosa que independitza la localització i desplegament de recursos 
i canviar-lo sense la necessitat d'aturar les execucions que estiguin en marxa. [1]
6.1.7 Tomcat
És un servidor d'aplicacions on s'executarà el frontend. S'utilitzarà aquest perquè és conegut i els 
servidors de que es disposa ja el tenen instalat.
6.1.8 Spring framework
És un framework que ofereix moltes funcionalitats per a qualsevol aplicació java. En el nostre cas 
ens interessa la funcionalitat per crear aplicacions web. S'utilitzarà al frontend. El motiu per utilitzar 
aquesta tecnologia és que es força coneguda i el desenvolupador en té coneixements.
6.1.9 JavaScript, AJAX, JSON
JavaScript és el  llenguatge d'scripting per a la web s'utilitza en la implementació del client del 
frontend. Aquest client farà peticions AJAX al frontend i obtindrà una resposta amb JSON, objectes 
JavaScript amb una notació llegible pels humans.
6.1.10 Sl4fj i logback
Logback és un sistema de logging que utilitza l'API de sl4fj.  S'utilitzarà per configurar un bon 
sistema de logging per tenir separats els missatges per components.
6.1.11 Eclipse
És l'IDE que s'utilitza per al desenvolupament i es continuarà utilitzant.
6.1.12 Markdown
És un llenguatge de marcatge amb una sintaxi molt lleugera ideal per documentar codi per aquest 
motiu s'ha escollit per escriure la documentació del projecte.
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6.1.13 Jekyll, jekyll bootstrap i twitter bootstrap
Jekyll és una eina que permet generar una pàgina web de tipus  blog a partir de recursos estàtics, 
sense base de dades. S'utilitzarà per a generar la documentació de l'aplicació.
Jekyll bootstrap és una plantilla per a jekyll que incorpora el framework de disseny web twitter 
bootstrap. Es fa servir per donar un aspecte visual modern a la web.
6.2 Adequació i millora del projecte existent
Un dels problemes amb els que s'ha trobat a l'inicial el desenvolupament de les noves funcionalitats 
del sistema és la falta d'una organització clara del projecte i de la documentació generada durant 
l'etapa de desenvolupament anterior.
6.2.1 Control de versions
Tot i que el desenvolupador del projecte anterior utilitzava un gestor de versions per al manteniment 
del codi, el departament per al qual es desenvolupa el projecte no hi tenia accés. De manera que el 
codi es va obtenir en un arxiu comprimit.
El departament disposa d'un repositori de subversion propi, per tant la solució va ser utilitzar-lo per 
al projecte i permetre l'accés als membres del departament.
Existeixen altres sistemes més avançats per al control de versions com són els DVCS com ara git.  
Pensant en una possible migració del sistema de control de versions del departament i en una futura 
publicació de l'eina sota una llicència de programari lliure, s'ha decidit utilitzar un repositori privat 
git amb el repositori central a bitbucket i utilitzar les eines que ofereix git per gestionar el repositori 
del departament que serà de tipus subversion.
6.2.2 Documentació
S'ha  detectat  la  necessitat  de  centralitzar la  documentació  del  projecte  de  manera  que  sigui 
ràpidament accessible per als desenvolupadors i usuaris del sistema.
En un primer moment es va decidir  utilitzar el cms que s'utilitza al departament DPCS de la UOC 
per a publicar tot tipus d'informació. Es tracta d'un joomla[http://www.joomla.org/] que oferia els 
requeriments mínims per a poder publicar i centralitzar la documentació del projecte.
Després d'utilitzar-lo durant el desenvolupament, s'ha vist que no compleix les expectatives, ja que 
una de les principals necessitats és publicar fragments de codi i l'editor que incorpora no resulta 
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gens adequat per a aquest propòsit. 
També s'afegeix el fet que aquest cms és d'utilització comuna per a tot el departament i per tant no 
és possible adaptar-lo a les necessitats específiques del nostre projecte.
La solució que s'ha adoptat finalment és utilitzar markdown per a escriure la documentació i jekyll i 
jekyll-bootstrap per a publicar aquesta documentació a la web.
Markdown resulta molt adequat per a escriure documentació d'un projecte de programari ja que el 
seu conjunt reduït de marques fa que resulti molt senzill d'escriure. Per exemple, per marcar un bloc 
de codi només cal sagnar quatre espais tot el bloc.
Un altre avantatge molt important de la solució adaptada és que podem utilitzar un repositori de 
codi per a emmagatzemar la documentació i d'aquesta manera resulta molt més accessible per als 
futurs desenvolupadors del projecte, a més dels avantatges que proporciona el control de versions.
Finalment, l'aspecte visual de la solució és molt més atractiu que l'anterior.
6.2.3 Mavenització i distribució dels projectes
Una problemàtica molt freqüent en el desenvolupament dels projectes amb java és la gestió de les 
dependències amb biblioteques externes.
El projecte des del que es continua el desenvolupament sofreix aquest problema. Es va iniciar com a 
un projecte d'eclipse i les diferents biblioteques es van anar afegint manualment de manera que el 
codi desenvolupat no es pot compilar si no és distribueix amb les mateixes biblioteques que s'ha 
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Iŀlustració 16: Captura d'un fragment de la pàgina web amb la 
documentació
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desenvolupat.  A més cal recordar a l'hora d'obtenir l'executable de distribuir també les biblioteques.
Això és un problema, ja que ens obliga a tenir les biblioteques al repositori de codi i, per tant, fer-ne 
un mal ús ja que estaríem pujant binaris al repositori de codi.
La solució passa per fer servir eines com ant o maven. En aquest cas s'ha utilitzat maven ja que és 
l'eina que més es coneixia.
El procés de  mavenització consisteix en crear un arxiu  pom.xml  per a cada projecte que conté la 
definició i dependències d'aquest.
Al  partir  d'un  projecte  creat  amb  eclipse,  cal  esbrinar  quines  dependències  pertanyen  a  cada 
projecte, ja que es troben totes barrejades.
Inicialment el projecte estava dividit en tres projectes java d'eclipse:
• LSim (LSim Library)
• Launcher
• Dispatcher
Durant la mavenització, es va detectar que existia un cicle de dependències entre els projectes ja que 
hi  havia  classes  del  dispatcher  que  s'utilitzaven  a  la  biblioteca  i  classes  de  la  biblioteca  que 
s'utilitzaven al dispatcher.
Es va desfer creant un projecte addicional, lsim-commons, amb les classes que s'utilitzaven als dos 
projectes.
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Iŀlustració 17: Cicle de dependències detectat
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També s'ha creat un repositori propi de  maven per a servir les biblioteques que no es troben al 
servidor central de maven per ser biblioteques desenvolupades a la UOC, com ara les biblioteques 
de CoDeS i connector-layer per a mina.
Finalment,  per  facilitar  la  compilació de  tot  el  projecte  s'ha afegit  un projecte  lsim-parent que 
serveix  agrupa tots  els  anteriors  i  n'indica  l'ordre de  compilació  i  a  més  conté  la  definició  de 
variables comunes entre els projectes.
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Iŀlustració 18: Dependències entre els 
projectes sense cicles
Implementació de nous mecanismes de coordinació i execució per LSim
51
<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0
                      http://maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>
<groupId>edu.uoc.dpcs.lsim</groupId>
<artifactId>lsim-parent</artifactId>
<version>1.0-SNAPSHOT</version>
<packaging>pom</packaging>
<modules>
<module>../lsim-commons</module>
<module>../lsim-codes</module>
<module>../lsim-library</module>
<module>../lsim-storage</module>
<module>../lsim-exceptions</module>
<module>../lsim-dispatcher</module>
<module>../lsim-launcher</module>
</modules>
<build>
<pluginManagement>
<plugins>
<plugin>
<groupId>org.apache.maven.plugins</groupId>
<artifactId>maven-compiler-plugin</artifactId>
<configuration>
<source>1.7</source>
<target>1.7</target>
</configuration>
</plugin>
</plugins>
</pluginManagement>
</build>
<properties>
<project.build.sourceEncoding>UTF-8</project.build.sourceEncoding>
<lsim.version>1.3</lsim.version>
<lsim.groupid>edu.uoc.dpcs.lsim</lsim.groupid>
</properties>
<repositories>
<repository>
<id>lsim</id>
<name>LSim repository</name>
<url>http://dpcscodes.uoc.edu:8080/maven/</url>
</repository>
</repositories>
</project>
Text 1: pom.xml del projecte lsim-parent
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6.3 Implementació de les modificacions de LSim 
Library
6.3.1 Resultats parcials
Tal i com s'indica en el disseny de l'operació, cal modificar el comportament en la fase d'enviament  
de resultats dels tres rols que proporciona la llibreria: Worker, Coordinator i Evaluator que es troben 
definits a les classes LSimWorker, LSimCoordinator i LSimEvaluator.
En  concret  s'han  implementat  els  mètodes  LSimWorker::sendResult(String 
evaluatorId,  Handler  handler) i LSimEvaluator::getResult(Handler 
handler). 
A l'Evaluator s'ha implementat l'operació  store(Object object) que crida a la classe la 
implementació de la classe StorageManager que hagi definit l'usuari. Abans aquest mètode no 
existia i la crida a l'StorageManager es realitzava com a resultat de la crida a  sendResults de 
LSimEvaluator. Amb la introducció d'aquest mètode queda explicitat el moment en que s'envia 
el resultat, ja que amb l'anterior funcionament calia conèixer la implementació interna del mètode 
per saber quan es cridaria a l'storage.
També ha  calgut  modificar  el  comportament  de LSimCoordinator::endStart() per  a 
començar a rebre les peticions de sendResult dels workers des del final de la fase d'start. 
6.3.2 Mecanisme d'stop
El mecanisme d'stop està disponible per als tres rols que ofereix la biblioteca, però en cada un d'ells 
té un funcionament diferent.
En el cas del Worker cal que s'enviï un missatge al Coordinator per a que aquest tingui en compte 
que ja no rebrà més missatges d'aquell  Worker.  Un cop enviat el missatge, finalitza l'execució del 
component.
En el cas del Coordinator, la crida a stop el bloqueja fins que s'han rebut tots els missatges d'stop 
dels workers i llavors finalitza l'execució.
En el cas de l'Evaluator, simplement finalitza l'execució.
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6.3.3 Gestió d'excepcions
El codi per gestionar les excepcions per part de la biblioteca és força senzill i bàsicament consisteix 
en fer una crida a la classe que ha definit l'usuari com a gestor d'excepcions.
Al Text 2 veiem la crida interna que fa la biblioteca, també veiem com s'afegeix la identificació de 
l'experiment (this.Ident).  Al  Text 3 veiem un exemple d'implementació d'ExceptionManager que 
s'inclou amb la biblioteca com a exemple. En aquest cas rep els paràmetres enviats per la biblioteca 
i envia un missatge a través d'un socket al host i port prèviament definits.
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// Exception Handling
/**
 * Report any exception that we want to track produced on execution
 * @param text
 * @param exc
 * @param obj
 */
public void sendException(Object obj){
//Add the lsim identification to the sendException call
this.disp.getExceptionManager().sendException(this.Ident, obj);
}
Text 2: Codi d'exemple de la gestió d'excepcions
@Override
public void sendException(String id, Object object) {
logger.info("Somebody wants to send an exception: " + object);
ExceptionMessage message = (ExceptionMessage) object;
Sender send = new Sender(null);
try {
send.sendMessage(message, Sender.Mode.CLOSE_AFTER, host, 
Integer.parseInt(port));
} catch (Exception e) {
logger.error("Error sending exception: " + e.getMessage());
}
}
Text 3: Exemple d'implementació de ExceptionManager
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6.3.4 Exemples d'utilització
A continuació es mostren una sèrie d'exemples de la utilització de la  LSim Library, per a veure 
l'aplicació completa consultar l'annex.
Exemple d'adaptació d'una aplicació per a utilitzar LSim
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public static void main(String argv[]) {
  int total = 0;
  // obtencio de parametres
  int n = Integer.parseInt(argv[0]);
  
  ServerSocket welcomeSocket;
  try {
    welcomeSocket = new ServerSocket(6789);
for (int i = 0; i < n; i++) {
  Socket connectionSocket = 
    welcomeSocket.accept();
  BufferedReader inFromClient = 
          new BufferedReader(
new InputStreamReader(
connectionSocket.getInputStream()));
  total += inFromClient.read();
}
    System.out.println("Total: " + total);
  } catch (IOException e) {
    e.printStackTrace();
  }
}
public void start(LSimDispatcherHandler dispatcher) {
  LSimWorker lsim = LSimFactory.getWorkerInstance();
  lsim.setDispatcher(dispatcher);
  // init
  InitHandler init = new InitHandler(lsim, 5);
  lsim.init(init);
  int total = 0;
  // obtencio de parametres
  List<Object> param = init.getParameters();
  int n = Integer.parseInt(param.get(0).toString());
  int port = (Integer) param.get(1);
  // Obrim el socket abans del start per a que 
  //els clients el trobin obert
  ServerSocket welcomeSocket = null;
  try {
    welcomeSocket = new ServerSocket(port);
  } catch (IOException e1) {
    e1.printStackTrace();
  }
  // start
  lsim.start(new DummyHandler());
  try {
    for (int i = 0; i < n; i++) {
Socket connectionSocket = welcomeSocket.accept();
BufferedReader inFromClient = new BufferedReader(
  new InputStreamReader(
        connectionSocket.getInputStream()));
int valueFromApp = 
  Integer.parseInt(inFromClient.readLine().trim());
      total += valueFromApp;
      lsim.sendResult("partialEvaluator", 
      new ResultHandler(valueFromApp)); //Partial result
    }
  welcomeSocket.close();
  } catch (IOException e) {
    e.printStackTrace();
  lsim.sendException(e); //Report exception
  }
  lsim.sendResults(new ResultHandler(total));
  lsim.stop(new DummyHandler());
}
Resultat
Execució
Inicialització
Crides a mètodes de LSim
Mètode main d'una aplicació Adaptació del mètode main a LSim
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Exemple d'aplicació utilitzant el rol de Worker:
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@Override
public void start(LSimDispatcherHandler dispatcher) {
LSimWorker lsim = LSimFactory.getWorkerInstance();
lsim.setDispatcher(dispatcher);
// init
InitHandler init = new InitHandler(lsim, 5);
lsim.init(init);
int total = 0;
// obtencio de parametres
List<Object> param = init.getParameters();
int n = Integer.parseInt(param.get(0).toString());
int port = (Integer) param.get(1);
// Obrim el socket abans del start per a que els clients el trobin obert
ServerSocket welcomeSocket = null;
try {
welcomeSocket = new ServerSocket(port);
} catch (IOException e1) {
e1.printStackTrace();
lsim.sendException(e1); //Report exception
}
// start
lsim.start(new DummyHandler());
try {
for (int i = 0; i < n; i++) {
Socket connectionSocket = welcomeSocket.accept();
BufferedReader inFromClient = new BufferedReader(
new 
InputStreamReader(connectionSocket.getInputStream()));
int valueFromApp = Integer.parseInt(inFromClient.readLine().trim());
total += valueFromApp;
lsim.sendResult("partialEvaluator", new 
ResultHandler(valueFromApp)); //Partial result
}
welcomeSocket.close();
} catch (IOException e) {
e.printStackTrace();
lsim.sendException(e); //Report exception
}
lsim.sendResults(new ResultHandler(total));
lsim.stop(new DummyHandler()); //Stop method
}
Text 4: Exemple d'utilització de la biblioteca LSim Library
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Al  Text 4 veiem un exemple d'aplicació que utilitza la biblioteca i adapta el rol de  Worker. S'ha 
ressaltat en negreta les crides a les noves funcions que s'han definit. En aquest cas veiem la forma 
d'obtenir la instància del  Worker,  com informar d'una excepció, com enviar un resultat parcial i 
finalment com utilitzar el mètode d'stop. 
Exemple de Coordinator:
Al Text 5 veiem un exemple Coordinator amb les crides corresponents.
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@Override
public void start(LSimDispatcherHandler disp) {
LSimCoordinator lsim = LSimFactory.getCoordinatorInstance();
lsim.setDispatcher(disp);
InitHandler init = new InitHandler(lsim, 30);
lsim.init(init);
System.out.println("Before start");
lsim.start(new DummyHandler());
lsim.stop(new DummyHandler());
}
Text 5: Exemple de Coordinator
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Exemple d'Evaluator
Al  Text  6 hi  tenim un exemple  d'Evaluator parcial  amb les  crides  a  getResult per  obtenir  els 
resultats enviats pels workers i les crides a store per enviar el resultat a l'storage.
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public void process(LSimDispatcherHandler hand) {
LSimEvaluator lsim = LSimFactory.getEvaluatorInstance();
lsim.setDispatcher(hand);
InitHandler init = new InitHandler(lsim, 5);
lsim.init(init);
lsim.start(new DummyHandler());
System.out.println("New partial handler");
PartialEvaluatorHandler handler = new PartialEvaluatorHandler();
System.out.println("Call sendResult with partialEvaluatorHandler");
int obtainedResults = 0;
int total = 0;
while (obtainedResults < 2) {
lsim.getResult(handler);
Integer value = handler.getValue();
int intValue;
if (value != null) {
intValue = handler.getValue();
// do somethig with value
obtainedResults ++;
System.out.println("back from sendResult, get value: " + value);
total += value;
}
}
if (total == 12){
lsim.store("Partial evaluator: Get correct values!");
System.out.println("Get correct values!");
} else {
lsim.store("Partial evaluator: Error! Values are not correct!");
System.out.println("Error! Values are not correct!");
}
lsim.stop();
}
Text 6: Exemple d'Evaluator parcial
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6.4 Modificacions al LSim Framework
6.4.1 Implementació de les modificacions del Dispatcher
En el cas del Dispatcher només ha estat necessari implementar una classe amb la interfície Storage 
tal i com s'ha vist en el disseny de l'apartat de disseny de LSim Framework.
La implementació s'ha realitzat seguint les pautes de la implementació existent de l'StorageLocal. 
La  principal  modificació  que  s'ha  realitzat  és  la  manera  d'obtenir  els  fitxers,  ja  que  en 
l'StorageLocal només s'accedeix a una carpeta del sistema de fitxers, però en la implementació de 
l'StorageRemote cal accedir a una url via http.
Un cop descarregat el fitxer, cal descomprimir-lo i a continuació el mètode segueix de la mateixa 
manera que l'StorageLocal.
En  cas  que  un  mateix  Dispatcher rebi  la  petició  per  iniciar  múltiples  instàncies  d'un  mateix 
experiment, aquest descarregarà el fitxer només la primera vegada. La resta d'instàncies utilitzaran 
el fitxer ja descomprimit o bé esperaran a que finalitzi la descàrrega i descompressió del fitxer.
6.4.2 Canvis a la especificació de l'experiment
L'especificació de l'experiment es defineix en un fitxer xml que utitliza el  Launcher per  obtenir i 
configurar els recursos que participaran a l'experiment.
La especificació s'ha modificat per tal d'afegir les configuracions de les noves funcionalitats de la 
biblioteca. Aquestes configuracions són la definició d'un gestor d'excepcions i la configuració dels 
evaluators per als resultats parcials.
Podem veure un exemple d'especificació al  Text 7. S'ha ressaltat  en negreta les parts que s'han 
modificat.
Per  fer  més  flexible  la  configuració  del  gestor  d'excepcions  es  permet  configurar  propietats 
definides  per  l'usuari  com ho  són  les  propietats  host i  port de  l'exemple.  Aquestes  propietats 
serveixen per indicar al gestor d'excepcions l'adreça i el port que ha de fer servir per reportar la 
excepció.
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<?xml version="1.0" encoding="UTF-8" ?>
<Specification>
<experimentId>test-app</experimentId>
<Coordinators>
<num>1</num>
<codeRef>lsim.LSimDispatcherHandler::http://dpcscodes.uoc.edu.../testapp.zip$testapp.zip/coordinator::coordin
ator.sh
</codeRef>
<timeInit>5</timeInit>
<timeEval>1</timeEval>
<param>2</param>
</Coordinators>
<ExceptionManager>
<class>lsim.exceptions.remote.RemoteExceptionManager</class>
<properties>
<property name="host" value="localhost" />
<property name="port" value="9989" />
</properties>
</ExceptionManager>
<Evaluators>
<Evaluator>
<codeRef>lsim.LSimDispatcherHandler::http://dpcscodes.uoc.edu.../testapp.zip$testapp.zip/partial_evaluator::p
artial_evaluator.sh
</codeRef>
<idEvaluator>partialEvaluator</idEvaluator>
<idTest>1</idTest>
<Node>
<idNode>server</idNode>
<nMess>1</nMess>
</Node>
</Evaluator>
<Evaluator>
<codeRef>lsim.LSimDispatcherHandler::http://dpcscodes.uoc.edu.../testapp.zip$testapp.zip/evaluator::evaluator
.sh
</codeRef>
<idTest>1</idTest>
<Node>
<idNode>server</idNode>
<nMess>1</nMess>
</Node>
</Evaluator>
</Evaluators>
<Workers>
<Worker>
<num>1</num>
<idWorker>server</idWorker>
<codeRef>lsim.LSimDispatcherHandler::http://dpcscodes.uoc.edu.../testapp.zip$testapp.zip/server::server.sh
</codeRef>
<param>2</param>
</Worker>
<Worker>
<num>2</num>
<idWorker>application</idWorker>
<codeRef>lsim.LSimDispatcherHandler::http://dpcscodes.uoc.edu...
$testapp.zip/application::application.sh
</codeRef>
</Worker>
</Workers>
</Specification>
Text 7: Exemple d'especificació xml d'un experiment
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6.4.3 Modificacions del pool de recursos
Per a la  gestió del  pool de recursos d'on el  Launcher obté les  adreces dels  Dispatchers  (veure 
Iŀlustració 19) que hi ha en funcionament s'ha utilitzat una implementació adaptada de l'API de 
CoDeS  tal  i  com  s'havia  fet  en  la  implementació  del  prototipus.  El  motiu  d'utilitzar  una 
implementació de l'API és poder substituir-la per la implementació completa de CoDeS sense haver 
de realitzar canvis a LSim.
A l'anterior implementació, els recursos havien d'estar preconfigurats i s'utilitzava un conjunt estàtic 
de nodes definits en un fitxer. A la nova implementació que s'ha fet, aquest fitxer s'actualitza amb 
les adreces dels Dispatchers que estan en execució en cada moment. L'actualització d'aquest fitxer 
la duu a terme un procés que escolta els missatges que envien els Dispatchers comunicant la seva 
adreça i port.
Per tal de informar de la seva adreça, s'ha afegit un petit programa que s'inicia amb el Dispatcher i 
envia el missatge amb la ip i el port on s'executa el Dispatcher.
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Iŀlustració 19: Esquema del Resource pool
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6.5 Implementació del Frontend per l'execució 
remota d'experiments
El frontend s'ha implementat seguin el disseny, com una API amb accés via http. 
S'han aplicat els coneixements previs sobre aplicacions web per tal de definir una arquitectura que 
faciliti l'ampliació i manteniment del frontend.
D'aquesta manera s'ha decidit utilitzar spring framework per al mappeig de les crides http cap als 
mètodes, la gestió dels paràmetres i la injecció de dependències. D'aquesta manera tota aquesta part 
queda resolta per spring framework i només cal preocupar-se per la lògica de l'aplicació.
Els mètodes de l'API responen amb objectes de tipus JSON que són ideals per a clients web, però 
que també és poden utilitzar amb qualsevol altre tipus de client ja que tenen una notació molt 
lleugera i llegible pels humans.
El  client  s'ha  desenvolupat  amb html  i  JavaScript.  Aquest  client  realitza  crides  via  AJAX als 
mètodes de l'API. Les respostes de l'API són de tipus JSON i el javascript del client s'ocupa de 
tractar-les i mostrar-les a l'usuari.
61
Iŀlustració 20: Resum dels mètodes implementats a l'API
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6.5.1 Esquema d'alt nivell del frontend
A continuació es presenta l'esquema de com s'integren totes les parts del frontend. Per una banda 
tenim l'usuari que accedeix via web al client. Aquest client envia peticions a la FrontendAPI, rep la 
contestació en JSON i la presenta a l'usuari.
Per  altra  banda,  les  peticions  a  l'API  passen  als  controladors  que  apliquen  les  modificacions 
necessàries sobre les dades d'entrada i sortida. La petició passa llavors als serveis que són la capa 
que coneix directament la implementació 
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$("#fileSubmit").click(
function() {
$("#sendFileResult").html("");
var formData = new FormData();
formData.append("file", document.getElementById("file").files[0]);
$
.ajax({
type : 'POST',
url : "../lsim-frontend/experiments/files/"+user,
data : formData,
success : function(data) {
$("#sendFileResult")
.html(data);
},
//Options to tell JQuery not to process data or worry 
about content-type
cache : false,
contentType : false,
processData : false
});
});
Text 8: Exemple de crida AJAX a l'API del frontend
Iŀlustració 21: Captura del client del frontend
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7 Validació de l'eina
Per  a  la  avaluació  de  LSim s'han  seguit  múltiples  estratègies  que  s'expliquen  a  continuació 
juntament amb els resultats obtinguts.
7.1 Validació  en un entorn distribuït format per 
ordinadors personals
Un objectiu  de l'eina,  que ha quedat  fora de l'abast  per  falta  de temps,  és  que els  alumnes de 
l'assignatura de sistemes distribuïts de la UOC puguin formar part del  pool de recursos de  LSim 
mitjançant una distribució de linux que inclou el  Dispatcher  i la petita eina que s'ha implementat 
per publicar l'adreça i port del Dispatcher.
Tot i que no s'ha arribat a instal·lar en ordinadors dels alumnes si que es va instal·lat en algun dels  
nostres ordinadors i s'han pogut realitzar algunes validacions.
Per poder executar experiments amb  aquests nodes s'ha utilitzat el frontend d'execució remota que 
s'ha desenvolupat i per tant, també ha servit per validar aquesta part.
Les  primeres  proves  van  servir  per  detectar  errors  en  la  implementació  de  l'entorn  d'execució 
distribuït i és que a les proves realitzades fins llavors no s'havia tingut en compte el temps necessari 
per descarregar el codi de l'experiment via internet a través d'una línia adsl i això provocava errors 
quan més d'una instància de l'experiment anava a parar al mateix Dispatcher. Aquests errors es van 
solucionar afegint les comprovacions necessàries per a que un  Dispatcher descarregant codi d'un 
experiment no iniciés altres instàncies d'aquell experiment. Aquestes modificacions formen part de 
la implementació que s'han vist de l'entorn d'execució distribuït.
Un altre problema detectat ha estat la ubicació dels  Dispatchers  darrera d'una  NAT,  cosa que no 
permet que les aplicacions distribuïdes que es volen avaluar puguin utilitzar lliurement qualsevol 
port per a la comunicació entre instàncies. Aquest problema s'ha resolt assignant un rang de ports 
per a LSim i que han d'utilitzar les aplicacions que s'hagin d'utilitzar en aquest entorn.
El fet de tenir  Dispatchers darrera  NAT encara comporta un problema més i és que les diferents 
instàncies d'un experiment utilitzen la ip pública per a comunicar-se entre elles. Si es dona el cas 
que dues instàncies del mateix experiment van a parar al mateix Dispatcher, cosa més probable si 
tenim pocs Dispatchers, no és podran comunicar entre elles, ja que el router no podrà resoldre la ip 
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pública cap a l'adreça privada.
Aquesta  limitació  queda  pendent  de  resoldre,  tot  i  que  s'ha  planificat  com a  treball  futur  una 
modificació del Launcher per tal que detecti aquests possibles casos i per tant no executi més d'una 
instància d'un mateix experiment als nodes d'aquests tipus.
7.2 Avaluació de les pràctiques d'arquitectura de 
sistemes distribuïts a Planetlab
PlanetLab és una xarxa mundial d'investigació que dóna suport al desenvolupament de nous serveis 
en xarxa. Té un conjunt de 1090 nodes distribuïts per tot el món que els desenvolupadors poden 
accedir per desplegar els seus serveis en xarxa [5].
A l'assignatura d'arquitectura de sistemes distribuïts  que s'imparteix a  la  UOC els  alumnes han 
d'implementar un protocol distribuït com a part de les pràctiques de l'assignatura.
Per avaluar aquestes pràctiques, els  alumnes disposen d'un script que envia les classes que han 
implementat a un servidor del departament i on s'executa executa una bateria de tests que comprova 
la validesa de la implementació de l'alumne.
En els últims semestres s'ha utilitzat LSim per a l'avaluació d'aquestes pràctiques, tot i que fins ara 
no  s'havien  executat  en  un  entorn  distribuït  real,  ja  que  no  es  disposava  d'un  mecanisme  per 
distribuir l'aplicació a tots els nodes participants.
Durant  les  pràctiques  d'aquest  semestre,  s'ha  posat  en  marxa  la  infraestructura  necessària  per 
executar  les  pràctiques  dels  alumnes  a  PlanetLab.  Així  doncs,  s'han  desplegat  Dispatchers  a 
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múltiples nodes de PlanetLab i s'ha configurat el nou frontend en un servidor propi per a que utilitzi 
aquests nodes.
Atès que el període d'avaluació de les pràctiques d'aquest semestre ja havia començat i que no es 
disposava de temps suficient per configurar tot el sistema d'avaluació de les pràctiques en aquest 
entorn,  s'han  executat  les  pràctiques  dels  alumnes  però  sense  utilitzar  el  resultat  d'aquestes 
execucions per a la seva avaluació.
El nombre d'execucions que s'han registrat ha estat força elevat: 946 execucions realitzades per 91 
alumnes. Dos alumnes han realitzat 120 i 84 execucions, la resta han executat una mitjana de 8 
execucions. Un 43% d'alumnes han enviat menys de 5 execucions (veure Iŀlustració 24).
D'aquestes  execucions,  715  han  finalitzat  correctament  i  la  resta  no  han  fet,  possiblement  per 
excepcions no capturades produïdes pel codi de l'alumne. En aquest cas les execucions finalitzen 
amb el timeout de l'experiment. 
Atès que és un percentatge força elevat d'execucions (prop del 75%) que no finalitzen, cal tenir-ho 
en compte de cara a dissenyar l'entorn per a l'avaluació de les pràctiques del pròxim semestre.
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Iŀlustració 24: Nombre d'execucions per alumne
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7.2.1  Pràctica del pròxim semestre
Ara que es disposa de les eines necessàries per a poder executar els experiments dels alumnes en un 
entorn  distribuït  realista  i  el  que  s'ha  après  de  l'adaptació  i  execució  de  la  pràctica  de  l'últim 
semestre,  s'ha plantejat una pràctica per al  pròxim semestre que utilitzarà tot el potencial de la  
biblioteca de LSim i del framework.
Els  alumnes  hauran  d'implementar  una  versió  del  protocol  epidèmic  timestamped  anti-entropy 
protocol (TSAE)  [6]. Aquest és un protocol optimista en que cada node va adquirint  les dades 
generades per altres nodes a partir de fer una sessió de consistència amb subconjunt dels nodes. 
D'aquesta manera, en un moment donat, tots els nodes no tenen les mateixes dades però a la llarga 
totes les dades acaben arribant a tots els nodes.
Per veure les possibilitats que aporta tenir evaluators parcials veurem l'arquitectura de la pràctica en 
dues configuracions. Una configuració bàsica que és el que es podia fer amb la versió anterior del 
prototipus  i  una  avaluació  avançada  que  és  el  que  podrà  fer  gràcies  als  evaluators parcials 
implementats en aquest projecte.
7.2.1.1 Avaluació bàsica
S'ha fet una implementació amb LSim que en l'entorn local funciona correctament. En el moment 
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d'escriure aquesta memòria s'estan fent les proves en distribuït utilitzant l'entorn de PlanetLab.
La implementació consta de:
• Un Coordinator.
• Dos tipus de workers:
◦ WorkerProf: conté la implementació del protocol feta pel professor.
◦ WorkerStudent: conté la implementació del protocol feta per l'alumne.
• Un Evaluator final que recull els resultats, els compara i diu si l'execució ha estat correcte o 
no.
Es llençaran execucions amb nodes dels dos tipus de workers que executaran el protocol durant un 
cert  temps  en  condicions  de  xarxa  realistes  (PlanetLab) per  veure  si  el  protocol  funciona 
correctament. Més concretament, l'execució consistirà en dues fases:
1. Es  genera  activitat  de  manera  sintètica,  es  fa  desconnectar  i  reconnectar  els  nodes.  El 
protocol TSAE actua.
2. Només actua el protocol TSAE. Els nodes que en acabar la primera fase estan desconnectats 
ja no es reconnecten.
En aquesta implementació bàsica el protocol es pot provar amb diferent nombre de nodes però 
l'avaluació de si el protocol ha funcionat correctament o no (o sigui, tots els nodes han convergit i  
tenen les mateixes dades) es fa sempre al final de la segona fase.
Amb això  s'ha comprovat que els elements (protocol TSAE, generació activitat, dinamisme, etc.) 
implementats funcionen correctament.
7.2.1.2 Avaluació avançada
En  paral·lel  estem  ampliant  la  part  d'avaluació  per  que  els  alumnes  puguin  aprofundir  en  el 
funcionament del protocol.
Un cop estigui implementada aquesta versió, furant aquesta segona fase, els workers enviaran cada 
x segons un missatge a un Evaluator parcial encarregat d'aquell bloc de temps. Aquests evaluators 
comparen els resultats rebuts i comproven si tots els nodes tenen la mateixa informació i, per tant, el 
protocol ha actuat i finalitzat o si encara hi ha divergència en la informació. Aquest resultat parcial  
s'envia a l'Evaluator final.
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L'Evaluator final rebrà el resultat parcial per cada bloc de temps, els ordenarà i el resultat final de 
l'avaluació serà el primer bloc de temps en que els nodes han convergit (és a dir, tenen la mateixa 
informació). El resultat de l'Evaluator final s'enviarà a l'storage.
Amb aquesta arquitectura els alumnes podran ajustar diferents paràmetres del sistema per veure 
com el protocol es comporta sota diferents condicions. Aquests paràmetres seran:
• Escala: quantitat de nodes que formaran el sistema a provar
• Grau de propagació: nombre de nodes amb els que es fa una sessió del protocol TSAE cada 
vegada que el temporitzador activa una sessió de consistència del TSAE.
• Dinamisme: probabilitat que un node es desconnecti o es reconnecti.
• Nivell d'activitat: probabilitat que es generi activitat nova.
Els  evaluators parcials permetran veure la velocitat  de convergència del protocol sota diferents 
condicions d'aquests paràmetres. 
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8 Conclusions
8.1 Objectius assolits
Tots els objectius plantejats a l'apartat 1.2 s'han assolit:
• La biblioteca de LSim disposa d'un mecanisme per l'enviament de resultats parcials del qual 
s'ha comprovat el seu funcionament i que compleix amb els requeriments.
• LSim disposa d'un mecanisme per a la gestió d'excepcions. Ja es poden reportar els errors 
durant l'execució cosa que serà d'ajuda per als desenvolupadors d'aplicacions distribuïdes.
• LSim  framework disposa  d'un  entorn  d'execució  amb  pel  qual  el  Dispatcher  és  capaç 
d'obtenir de manera automàtica el codi que hauran d'executar les instàncies de les que s'ha 
sol·licitat l'inici.
• Es disposa d'un frontend que facilita l'execució d'experiments en un entorn distribuït i que 
proporciona informació sobre l'execució i resultats dels experiments.
• S'ha validat l'eina executant una aplicació en un entorn distribuït real aplicant les correccions 
necessàries.
8.2 Altres conclusions
A l'inici  del  projecte  es partia  d'un prototipus utilitzable de  LSim,  tot  i  que les  limitacions del 
framework feien que la utilització de l'eina en un entorn distribuït real resultés força complicat.
Al finalitzar el projecte es disposa d'una eina que ja no té aquestes limitacions i, a més, ha guanyat 
en flexibilitat i facilitat d'ús gràcies a les funcionalitats que s'han afegit.
El procés de validació ha servit, entre altres coses, per detectar les limitacions amb les que ens 
podem trobar a l'hora d'utilitzar l'eina en un entorn distribuït format per ordinadors personals i com 
superar aquestes limitacions.
En definitiva, tenim una eina que permet l'avaluació d'aplicacions i protocols en un entorn distribuït  
realista, que és la motivació principal per la qual sorgeix LSim.
* *
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A  nivell  acadèmic,  el  projecte  m'ha  servit  per  conèixer  la  problemàtica  existent  en  el 
desenvolupament d'aplicacions distribuïdes i participar en el desenvolupament d'una eina que en 
facilita l'avaluació.
He aplicat els coneixements obtinguts durant la carrera i professionalment per gestionar un projecte 
de  software,  aplicant  metodologies  àgils  per  a  la  gestió  i  desenvolupament,  adaptant-les  a  les 
necessitats del projecte. A canvi he obtingut experiència real de treball.
8.3 Treball futur
El projecte es troba en un punt força engrescador ja que ja és utilitzable però alhora queda molt per 
fer i millorar.
Atès que la llista de coses per fer resultaria força extensa, només inclouré les coses que crec que són 
prioritàries per a l'èxit del projecte.
• Documentació. L'eina ja es pot utilitzar, però disposem de poca documentació que expliqui 
com realitzar cada una de les funcionalitats que ofereix. Una part bàsica per a que els usuaris 
puguin aprendre a utilitzar l'eina és disposar de força documentació. En aquests moments el 
document bàsic que tenim és el tutorial que s'adjunta a l'annex.
• Fer més amigable o automatitzar el procés de configuració d'un experiment. Ara mateix es 
necessari  modificar  força  arxius  per  tal  de  configurar  els  arxius,  cosa  que  suposa  un 
problema per als usuaris tant nous com avançats, ja que és fàcil oblidar-se de modificar 
alguns dels arxius i que l'experiment no s'executi correctament.
• Tenir una petita base d'usuaris disposats a utilitzar LSim i a donar feedback de les coses que 
es van trobant. 
• Fer més robusta l'eina, més tolerant a fallades i que proporcioni més feedback del que està 
passant.  Molts  cops  ens  trobem  amb  que  una  execució  falla  i  no  tenim  cap  mena 
d'informació  del  que  ha  passat.  La  gestió  d'excepcions  soluciona  en  part  això,  però  si 
l'excepció no es capturada i finalitza l'execució amb error, estaria bé rebre un avís.
Un altre objectiu per al futur, ja no tan important, és publicar l'eina com a  open source ja que això 
podria donar-li visibilitat i potser guanyar els usuaris que li manquen.
Òbviament  hi  ha  altres  millores  que  es  poden  fer  a  l'eina,  com  ara  afegir  nous  mètodes  de 
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coordinació  per  als  experiments  com  ara  la  sincronització,  però  si  s'aconsegueixen  els  punts 
exposats la resta serà molt més fàcil.
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9 Vocabulari
Ant: Apache Ant és una eina usada en programació per a la automatització de tasques mecàniques i 
repetitives, normalment durant la fase de compilació i construcció (build). És similar al make però 
és escrit en Java i està pensat per usar-lo amb el Java.
API: Una Interfície de Programació d'Aplicacions (Application Programming Interface, API), és un 
conjunt de declaracions que defineix el contracte d'un component informàtic amb qui farà ús dels 
seus serveis.
Cms:  CMS  són  les  sigles  de  Content  Management  System,  en  català,  Sistema  de  Gestió  de 
Continguts. Els gestors de continguts són sistemes per mantenir i actualitzar webs de manera fàcil. 
Normalment funcionen a través del mateix web, i a vegades a través d'aplicacions específiques.
DVCS: són  les  sigles  de  Decentralized  Version  Control  System.  És  un  sistema  de  control  de 
versions descentralitzat que permet als desenvolupadors treballar en un mateix projecte sense estar 
connectats a la mateixa xarxa.
Frontend: És la part del software que interactua amb els usuaris.
Node: En una aplicació distribuïda, cada un dels recursos que en formen part.
Mavenització:  Designem amb aquest  terme el  procés pel qual un projecte  java que no utilitza 
maven es configura per a que l'utilitzi.
NAT: Network Address Translation és el procés pel qual es modifiquen la informació sobre adreces 
a la capçalera del paquet IPv4 mentre està en trànsit per un dispositiu d'encaminament.
Producció: Es diu que una aplicació es troba en producció quan ha finalitzat el desenvolupament 
principal i s'està utilitzant pels usuaris finals.
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11 Annex
11.1 Tutorial
In this tutorial you will learn how to adapt a simple distributed application to use LSim and also a  
few basic characteristics that LSim offers. A basic knowledge of the LSim is assumed. A description 
of LSim can be found in the index page.
In section 1 the initial application is described and sections 2 to 5 describe the process to adapt the 
initial application so it can be executed in a distributed environment using the LSim.
Finally section 6 explains how to run the application in a local environment simulating a distributed 
environment.  This  may  be  useful  to  test  applications  before  deploy  them  in  a  distributed 
environment.
11.1.1 Initial application
Our application is composed by two types of components: * client: sends a number. There may be 
several instances of this type. * server: receives the numbers from clients and sums them up. There's 
only one instance of this type. It waits to receive as many numbers as clients.
11.1.1.1 Client code
package application;
import java.io.DataOutputStream;
import java.io.IOException;
import java.net.Socket;
import java.net.UnknownHostException;
public class Application {
  public static void main(String argv[]) {
    System.out.println("Application running");
    String str = argv[0];
    System.out.println("number to send: " + str);
    Socket clientSocket;
    try {
      clientSocket = new Socket("localhost", 6789);
      DataOutputStream outToServer = new DataOutputStream(
                clientSocket.getOutputStream());
        outToServer.writeChars(Integer.parseInt(str)+"\n");
        clientSocket.close();
      } catch (UnknownHostException e) {
        e.printStackTrace();
      } catch (IOException e) {
        e.printStackTrace();
      }
  }
}
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11.1.1.2 Server code
package server;
import java.io.BufferedReader;
import java.io.IOException;
import java.io.InputStreamReader;
import java.net.ServerSocket;
import java.net.Socket;
public class Server {
    public static void main(String argv[]) {
        int total = 0;
        int n = Integer.parseInt(argv[0]);
        ServerSocket welcomeSocket;
        try {
            welcomeSocket = new ServerSocket(6789);
            for (int i = 0; i < n; i++) {
                Socket connectionSocket = welcomeSocket.accept();
                BufferedReader inFromClient = new BufferedReader(
                        new 
InputStreamReader(connectionSocket.getInputStream()));
                total += inFromClient.read();
            }
            System.out.println("Total: " + total);
        } catch (IOException e) {
            e.printStackTrace();
        }
    }
}
11.1.2 Adapting the application to run with LSim (Worker)
LSim library is packed in the file lsim-library-{version}.jar. This library must be 
added to the project when developing or in the classpath on compiling. The packet lsim-
commons-{version}.jar is also needed, it includes several classes used to create the running 
environment. You can download this libraries here: lsim-libraries.zip.
11.1.2.1 Client
First steps
1. The  class  Application needs  to  implement  ApplicationManager class  that  is 
located on lsim.application.ApplicationManager.
2. Copy  the  code  on  main()  method  to  method  start(LSimDispatcherHandler 
dispatcher).  This  way the  application  can  be  executed  with  LSim and using  main 
method also. In case you only want to execute your application with LSim, you can remove 
the method.
When this two steps are done, application code should be like this:
package application;
import java.io.DataOutputStream;
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import java.io.IOException;
import java.net.Socket;
import java.net.UnknownHostException;
import java.util.List;
import lsim.LSimDispatcherHandler;
import lsim.application.ApplicationManager;
import lsim.application.handler.DummyHandler;
import lsim.application.handler.InitHandler;
import lsim.worker.LSimWorker;
public class Application implements ApplicationManager {
    // main method omitted
    // ...
    @Override
    public boolean isAlive() {
        return true;
    }
    @Override
    public void start() {
    }
    @Override
    public void start(LSimDispatcherHandler dispatcher) { 
        System.out.println("Application running");
        String str = argv[0];
        System.out.println("number to send: " + str);
        Socket clientSocket;
        try {   
            clientSocket = new Socket("localhost", 6789)
            DataOutputStream outToServer = new 
DataOutputStream( clientSocket.getOutputStream());
            outToServer.writeChars(Integer.parseInt(str)+"\n");
            clientSocket.close();
        } catch (UnknownHostException e) { 
            e.printStackTrace();
        } catch (IOException e) { 
            e.printStackTrace();
        }
    }
    @Override
    public void stop() { 
    }
}
Notice that return value of isAlive() method has been set to true.
3. The following variables should be declared in method start to make the application behave 
as Worker.
LSimWorker lsim = LSimFactory.getInstance(); lsim.setDispatcher(dispatcher); 
Init
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4. Application  should  wait  for  init  information  and  parameters  from  Coordinator.  Each 
application instance will receive the parameters sent by the Coordinator through a handler.
InitHandler init = new InitHandler(lsim, 5); lsim.init(init); 
In this code an InitHandler object included on LSim library is used. It has two parameters: (a) 
Lsim instance and (b) the maximum time in minutes that the experiment should last before LSim 
force its ending abruptly stopping it. Time should be optimistically estimated. It should include the 
required time to initialize and start all instances.
5. The  method  getParameters() allows  to  obtain  the  received  parameters  needed  to 
initialize the application instance. First (and in the same order) there will be the parameter 
specification (XML) of the experiment sent to the Launcher together with the application. 
Then the parameters set by the coordinator will follow.
List <Object> param = init.getParameters(); String str = param.get(0).toString(); 
In this example, there is only one parameter, the number that the application has to send to the 
server.
start
6. Once  initialized,  the  applications  gets  blocked  until  it  receives  the  command  to  start 
execution.
lsim.start(new DummyHandler()); 
The application doesn't need any parameter to start, so here the DummyHandler is used. This 
handler is also part of the library and its only purpose is to wait for the Coordinator to signal the 
start.
7. The  application  should  finish  invoking  stop() method.  This  command  is  needed  for 
coordination purposes and informs the Coordinator that the Worker has finished his work so 
it can be removed from running applications list.
lsim.stop(new DummyHandler()); 
After these steps are done the method start should look like this:
@Override
public void start(LSimDispatcherHandler dispatcher) {
    System.out.println("Application running");
    LSimWorker lsim = LSimFactory.getWorkerInstance();
    lsim.setDispatcher(dispatcher);
    // init 
    InitHandler init = new InitHandler(lsim, 5);
    lsim.init(init);
    // getting parameters 
    List<Object> param = init.getParameters();
    String str = param.get(0).toString();       
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    System.out.println("number to send: " + str);
    // start
    lsim.start(new DummyHandler());
    Socket clientSocket;
    try {
        clientSocket = new Socket("localhost", 6789);
        DataOutputStream outToServer = new DataOutputStream(
                clientSocket.getOutputStream());
        outToServer.writeChars(Integer.parseInt(str)+"\n");
        clientSocket.close();
    } catch (UnknownHostException e) {
        e.printStackTrace();
    } catch (IOException e) {
        e.printStackTrace();
    }
    lsim.stop(new DummyHandler());
}
11.1.2.2 Server
8. Similarly, the server adaptation will result in this:
package  server;  import  java.io.BufferedReader;  import  java.io.IOException;  import 
java.io.InputStreamReader;  import  java.net.ServerSocket;  import  java.net.Socket;  import 
java.util.List;  import  lsim.LSimDispatcherHandler;  import 
lsim.application.handler.DummyHandler;  import  lsim.application.handler.ResultHandler; 
import lsim.worker.LSimWorker;
public class Server implements ApplicationManager {
@Override public boolean isAlive() { 
    return true;
}
@Override
public void start() {
}
@Override public void start(LSimDispatcherHandler dispatcher) {
    LSimWorker lsim = LSimFactory.getInstance();
    lsim.setDispatcher(dispatcher);
    int total = 0;
    // init 
    InitHandler init = new InitHandler(lsim, 5);
    lsim.init(init);
    // getting parametres
    List<Object> param = init.getParameters();
    int n = Integer.parseInt(param.get(0).toString());
    System.out.println("I've recieved: " + n);
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    // Open socket before starting
    ServerSocket welcomeSocket = null;
    try {
        welcomeSocket = new ServerSocket(6789);
    } catch (IOException e1) {
        e1.printStackTrace();
    }
    // start
    lsim.start(new DummyHandler());
    try {
        for (int i = 0; i < n; i++) {
            Socket connectionSocket = welcomeSocket.accept();
            BufferedReader inFromClient = new BufferedReader( new 
InputStreamReader(connectionSocket.getInputStream()));
            int valueFromApp = 
Integer.parseInt(inFromClient.readLine().trim());
            total += valueFromApp;
    }
    System.out.println("Total: " + total);
    welcomeSocket.close();
    } catch (IOException e) {
        e.printStackTrace(); 
    }
    lsim.stop(new DummyHandler());
}
@Override public void stop() {
}
} 
9. We want to send the sum of all received numbers to the Evaluator. Calling sendResults 
will use the default evaluator.
// send result lsim.sendResults(new ResultHandler(total)); {.prettyprint}
This example uses ResultHandler avaliable in LSim library. This handler has one parameter 
where we have to include the object result that will be passed to evaluator.
10. So, here is the resulting code of start method:
@Override  public  void  start(LSimDispatcherHandler  dispatcher)  {  LSimWorker  lsim  = 
LSimFactory.getInstance(); lsim.setDispatcher(dispatcher); int total = 0; // init InitHandler 
init = new InitHandler(lsim, 5); lsim.init(init);
// getting parametres
List<Object> param = init.getParameters();
int n = Integer.parseInt(param.get(0).toString());
System.out.println("I've recieved: " + n);
// Open socket before starting
ServerSocket welcomeSocket = null;
try {
    welcomeSocket = new ServerSocket(6789);
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} catch (IOException e1) {
    e1.printStackTrace();
}
// start
lsim.start(new DummyHandler());
try {
    for (int i = 0; i < n; i++) {
        Socket connectionSocket = welcomeSocket.accept();
        BufferedReader inFromClient = new BufferedReader(
                new InputStreamReader(connectionSocket.getInputStream()));
        int valueFromApp = Integer.parseInt(inFromClient.readLine()
                .trim());
        total += valueFromApp;
    }
    System.out.println("Total: " + total);
    welcomeSocket.close();
} catch (IOException e) {
    e.printStackTrace();
}
// send result
lsim.sendResults(new ResultHandler(total));
lsim.stop(new DummyHandler());
}
11.1.3 Creating the Coordinator
We will implement a simple Coordinator for our experiment. The Coordinator is responsible of 
receiving the experiment specification and send to workers all parameters that they need. All 
communications is transparently handled by the library so we only need to call init, start and 
stop methods.
Here is the Coordinator:
package coordinator;
import lsim.LSimDispatcherHandler;
import lsim.application.ApplicationManager;
import lsim.application.handler.DummyHandler;
import lsim.application.handler.InitHandler;
import lsim.coordinator.LSimCoordinator;
import edu.uoc.dpcs.lsim.LSimFactory;
public class TutorialCoordinator implements ApplicationManager {
    @Override
    public boolean isAlive() {
        return true;
    }
    @Override
    public void start() {
    }
    @Override
    public void start(LSimDispatcherHandler disp) {
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        LSimCoordinator lsim = LSimFactory.getCoordinatorInstance();
        lsim.setDispatcher(disp);
        InitHandler init = new InitHandler(lsim, 30);
        lsim.init(init);
        System.out.println("Before start");
        lsim.start(new DummyHandler());
        lsim.stop(new DummyHandler());
    }
    @Override
    public void stop() {
    }
}
11.1.4 Creating the Evaluator
We want to evaluate that the sum done by the server is correct and this will be the work of the 
evaluator.
package evaluator;
import lsim.LSimDispatcherHandler;
import lsim.application.ApplicationManager;
import lsim.application.handler.DummyHandler;
import lsim.application.handler.InitHandler;
import lsim.evaluator.DefaultEvaluatorResultHandler;
import lsim.evaluator.LSimEvaluator;
import edu.uoc.dpcs.lsim.LSimFactory;
public class Evaluator implements ApplicationManager {
    @Override
    public boolean isAlive() {
        return true;
    }
    @Override
    public void start() {
    }
    @Override
    public void start(LSimDispatcherHandler disp) {
        LSimEvaluator lsim = LSimFactory.getEvaluatorInstance();
        lsim.setDispatcher(disp);
        InitHandler init = new InitHandler(lsim, 5);
        lsim.init(init);
        // Set result handler to standard (receive results and return one result
        // a time)
        DefaultEvaluatorResultHandler rh = new DefaultEvaluatorResultHandler();
        // Must be done before start
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        lsim.setResultHandler(rh);
        lsim.start(new DummyHandler());
        EvaluatorHandler handler = new EvaluatorHandler();      
        System.out.println("obtaining result");
        lsim.getResult(handler);
        Integer res = handler.getValue();
        if (res == 12){
            lsim.store("Correct result received!!");
            System.out.println("Correct result received!!");
        } else {
            lsim.store("Incorrect result received!!");
            System.out.println("Incorrect result received!!");
        }       
        lsim.Finish();      
    }
    @Override
    public void stop() {
    }
}
DefaultEvaluatorResultHandler is a class of the library that allows to the Evaluator to 
receive results one by one. There are most advanced  ResultHandlers that allow an  Evaluator to 
receive the results in many different ways. They will be explained in more advanced examples.
The EvaluatorHandler is responsible to receive the object and return it to the Evaluator. Here 
is the code:
package evaluator;
import lsim.application.handler.Handler;
public class EvaluatorHandler implements Handler {
    private Integer value;
    @Override
    public Object execute(Object obj) {
        value = (Integer) obj;        
        return value;
    }
    public Integer getValue() {
        return value;
    }
}
11.1.5 Create the specification
The specification contains the description of the multiple parts of the experiment: Coordinator, 
Workers and Evaluators.
This is the specification that you can find in the tutorial file, named specification.xml:
<?xml version="1.0" encoding="UTF-8" ?>
<Specification>
    <experimentId>lsim-hello-world</experimentId>
    <Coordinators>
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        <num>1</num>
        
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/coordina
tor::startElement.sh
        </codeRef>
        <timeInit>5</timeInit> <!-- Expected initialization time in minutes -->
        <timeEval>1</timeEval> <!-- Expected evaluation time in minutes -->
        <param>2</param>
    </Coordinators>
    <Evaluators>
        <Evaluator>
            
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/evaluato
r::startElement.sh
            </codeRef>
            <idTest>Not used</idTest>
            <Node>
                <idNode>server</idNode>
                <nMess>1</nMess>
            </Node>
        </Evaluator>
    </Evaluators>
    <Workers>
        <Worker>
            <num>1</num>
            <idWorker>server</idWorker>
            
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/server::
startElement.sh
            </codeRef>
            <param>2</param>
        </Worker>
        <Worker>
            <num>1</num>
            <idWorker>application1</idWorker>
            
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/applicat
ion::startElement.sh
            </codeRef>
            <param>5</param>
        </Worker>
        <Worker>
            <num>1</num>
            <idWorker>application2</idWorker>
            
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/applicat
ion::startElement.sh
            </codeRef>
            <param>7</param>
        </Worker>
    </Workers>
</Specification>
We defined a Coordinator, an Evaluators, a worker that will be the server and two workers that will 
be client applications. We defined the client applications separatedly to be able to send diferent 
parameters to each one. There are other options to do this that will be covered in other examples.
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codeRef must be defined for each element. It indicates the location of the code to be executed for 
the element that we are defining.
The codeRef of the coordinator is:
<codeRef>lsim.LSimDispatcherHandler::/home/manel/lsim/tutorial/elements/coordina
tor::startElement.sh</codeRef>
It's always the same structure: lsim.LSimDispatcherHandler::directory_path::script_name.sh
Where the first part is always the same, directory path is where the element will be found and 
script_name.sh is the script that will be executed.
The defined path is according the remote environment where the application will be executed. We 
have defined a directory structure that will be explained in the next section.
11.1.6 Setting up a local environment to execute the experiment
In order to test the application in a local environment you have to define the following structure:
- tutorial
    - applications  # LSim will create here at run time a folder for each 
                    # type of worker,coordinator and evaluator                   
    - dispatcher
        - lsim-dispatcher-1.3.jar
        - startDispatcher.sh / startDispatcher.bat
            # Execution script for the dispatcher
            java -cp libraries/*:lsim-dispatcher-1.3.jar 
dispatcher.test.runenvironment.DispatcherRunTest log.txt &
        - configDispRun.properties
            # Dispatcher configuration
            numApp=10
            port=9001
            Storage=dispatcher.storage.StorageRunEnvironment
            folder=/path_to_tutorial/tutorial/applications #folder must point to 
applications folder
            appPorts=9011-9020 # ports where dispatcher will open each instance
                               # of worker, coordinator or evaluator 
        - libraries
            {bunch of needed libraries}
    - launcher 
        - specification.xml # Experiment specification that we've seen
        - launchExperiment.sh / launchExperiment.bat 
            # Execution script for the local launcher indicating where's 
specification file
            java -cp libraries/*:lsim-launcher-1.3.jar 
launcher.test.LauncherTest specification.xml
        - configAPI.properties
            rmiport=9010
            host=localhost
            name=CoDeS
        - lsim-launcher-1.3.jar
        - libraries
            {bunch of needed libraries}
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    - codes
        - lsim-codes-1.3.jar
        - startCodes.sh / startCodes.bat
            java -cp libraries/*:lsim-codes-1.3.jar 
localCodesPack.LocalCodesTest > log.txt &
        - config.properties
            # local dispatcher location
            dport=9001
            dhost=localhost
        - configAPI.properties # same content as the file from launcher
        - libraries
            codes-1.0M.jar
    - elements
        - coordinator
            - lsim-hello-world.jar
            - application.properties
                # Contains one property (applicationCode) that point to the 
class
                # that implements ApplicationManager
                # in this case is
                # applicationCode=coordinator.TutorialCoordinator
            - configAPI.properties # same content as the file from launcher
            - startElement.sh / startElement.bat
                java -cp libraries/*:lsim-hello-world.jar 
dispatcher.application.ApplicationMain log.txt
            - libraries
                {bunch of needed libraries}
        - evaluator
            - lsim-hello-world.jar
            - application.properties
                # Contains one property (applicationCode) that point to the 
class
                # that implements ApplicationManager
                # in this case is
                # applicationCode=evaluator.Evaluator
            - startElement.sh / startElement.bat
                java -cp libraries/*:lsim-hello-world.jar 
dispatcher.application.ApplicationMain log.txt
            - libraries
                {bunch of needed libraries}
        - application
            - lsim-hello-world.jar
            - application.properties
                # Contains one property (applicationCode) that point to the 
class
                # that implements ApplicationManager
                # in this case is
                # applicationCode=application.Application
            - startElement.sh / startElement.bat
                java -cp libraries/*:lsim-hello-world.jar 
dispatcher.application.ApplicationMain log.txt
            - libraries
                {bunch of needed libraries}
        - server
            - lsim-hello-world.jar
            - application.properties
                # Contains one property (applicationCode) that point to the 
class
                # that implements ApplicationManager
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                # in this case is
                # applicationCode=server.Server
            - startElement.sh / startElement.bat
                java -cp libraries/*:lsim-hello-world.jar 
dispatcher.application.ApplicationMain log.txt
            - libraries
                {bunch of needed libraries}
11.1.7 Launching the experiment
Once you have created all this structure and the scripts, libraries, and properties files are on their 
location, you can try to launch the experiment.
This are the steps to run the experiment:
1. Execute resource pool:
In codes folder, run script startCodes.sh (or .bat)
2. Run the dispatcher:
In dispatcher folder, run script startDispatcher.sh ( or .bat). You can see the ouput of the 
dispatcher with the command tail -f log.txt
3. Launch the experiment with launcher:
In launcher folder, run the script launchExperiment.sh (or .bat). You will see the progress of 
the execution.
If  the  execution  is  successful  you  can  see  the  results  of  the  execution  on  each  folder  in  the 
applications folder.
This folders have the name like lsim-hello-world[timestamp]X0componentname.
There should be a folder  for each instance of each element:  server,  application1, application2,  
coordinator and evaluator.
The log of the evaluator log.txt in evaluator folder should contain the output of the evaluation 
result.
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