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INFORt~ATION SYSTEM DESIGN FOR THE RATIONALISATION OF FUNGICIDE USE: THE 
CONTROL OF PUCCINIA HORDEI OTTH 
P.K. Thornton 
Considerable scope exists for the reduction of the primary and 
secondary costs associ ated wi th crop protecti on, by the formul ati on of 
judicious fungicide application regimes. The design, building and 
operation of a farm-level computer-based information system is described, 
the purpose of which is to help the farmer make rational spraying 
decisions. The system makes use of a simulation model built in 1978 
which is capable of accurate prediction of the yield loss induced by 
epidemics of Puccinia hordei Otth on Hordeum vulgare L. cv. Zephyr. 
Extensions were made to this model to enable crop growth and disease to 
be projected into the future. Increased disease intensity occurs in 
response primarily to certain meteorological conditions; a model was 
built to carry out the probabilistic simulation of key weather variables. 
The Bayesian revision of yield reduction probability distributions 
L 
provides the conceptual basis for the information system. The two 
strategies open to a decision maker as the ~eason proceeds, those of 
spraying immediately and delaying application, were assessed using 
various decision criteria. Valid~tion work was performed. Risk 
attitudes for a small sample of cereal growers were investigated; the 
importance of risk in the spraying decision is shown to be marginal. A 
low-cost method of implementation is illustrated; decision tables are 
derived on the basi s of extensive simul ar experimentati on and 
representative attitudes to risk. 
It is concluded that such an information system has the potential 
for the provision of timely recommendations. Areas for further research 
are identified; an. information system 'incorporating the major diseases 
of cereals in Canterbury is conceptualised, built around a general 
disease/crop skeleton model. 
KEYWORDS: Simulation; Leaf rust; Barley; Information; System; Decision; 
Fungicide; Utility; Risk; Bayesian; Computer; Model. 
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CHAPTER 1 
I ntroduc ti on Diseases and Information Systems 
1.1 Crops and Diseases 
Dramatic increases in crop yields have been a feature of the 
recent history of agriculture. This trend can be traced back over many 
centuries: wheat yields in the U.K., for example, have increased in an 
exponential fashion from 560 kg/ha in the years 1200-1450 AD to 4147 
kg/ha in the early 1960' s (Cooke, 1967), up to some 4500 kg/ha in the 
mid-1970's (Gough, 1977). The rate of increase has declined markedly 
over the last twenty years whilst pesticides and agrochemical inputs have 
continued to increase exponentially so that there is some evidence that 
yields have reached some asymptote for the time being (Potts and 
Vickerman, 1974, 1975). 
To an individual producer there is another trend of more 
importance - that of between-year fluctuations in yield. Much of 
present-day agriculture is concerned with attempting to dampen down these 
oscillations, since crop yield stability is desirable for at least two 
reasons: fi rstly, most farmers are ri sk-averse to some degree and will 
prefer steady income levels to high variable profits; secondly, at the 
global level, competing interests over land use, population increases and 
a growing awareness that many of the planet's resources are finite in 
nature mean that agricul ture has to be both an effici ent user and an 
efficient producer of resources. 
Between-year crop yields may differ widely. Experiments carried 
out at leeds University· indicate that potato yields, for instance, may 
vary from 16 to 42 t/ha under conditions of constant management (Tayler, 
1979); what may be termed the uncontrollable inputs to production, or 
the uncontrollable constraints, can clearly bring about enormous 
variability. Agriculture in many systems proceeds by way of attempting 
to bring some of these uncontrollable inputs directly into the sphere of 
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management, in an effort to increase crop yield stability. Disease is 
one such constraint. The evolution of the Norfolk four-course rotation 
took pl ace in response to pressures of ferti 1 i ty in the soi 1 and 
potential disease, as well as to the need for diversity of enterprises to 
spread risk (Grigg, 1974). The replacement of this rotation with 
continuous cropping in East Angl ia is an example of the radical changes 
that can be brought about as more control is exerc i sed over the farmi ng 
environment. This instance provides a paradox, in that monocropping in 
general may provide an ecosystem conducive to disease, whilst such 
ecosystems have become viable expressly through the efforts to maintain 
soil fertility and crop hygiene. 
Crop di seases have had enormous impact on soc i ety in the past; 
two of the most famous epidemics on record are the great potato famine in 
Ireland in the mid-nineteenth century, and the outbreak of Southern corn 
leaf blight in America in 1970. The first of these, caused largely by 
Phytophthora infestans (Mont.) de Bary, resulted in starvation and mass 
emigration to the North American continent, although ironically plant 
pathology as a science benefited greatly from the stimulus to research 
this disease provided (Wheeler, 1969). The leaf blight epidemic, 
Helminthosporium maydis Nisikado and Miyake, of 1970 caused a greater 
production loss on a single crop in one year than any other similar event 
in the history of agriculture (Apple, 1978); losses for that year are 
put at $1 billi~n at 1970 prices. 
Some diseases have effects whose costs are harder to perceive and 
quantify; an example is Dutch elm disease, caused by the wilt fungus 
Ceratocystis ulmi (Buisman) C. Moreau and its vectors, the beetles 
Scolytus multistriatus Marsh. and~. scolytus Fabr. This disease has 
transformed the face of many towns and rural areas on three conti nents; 
the costs of such changes to the landscape are largely unknown, whilst in 
England 90 per cent of all elm trees are estimated to have been attacked 
and destroyed by the fungus (Gibbs, 1978). 
Few reliable estimates of crop losses due to disease are extant 
(James, 1974). World-wide losses, which include pests and weeds, have 
been put at 35 per cent of total production (Cramer, 1967), of which one 
third is due to disease, two fifths is caused by insects, ,and the 
remainder is attr"ibutable to weeds. More recent figures put preharvest 
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losses at 35 per cent of global production, with postharvest losses 
adding some 10 to 20 per cent to this value (Pimentel, 1978). Whilst 
such figures vary from regi on to regi on, and however inaccurate they may 
be in detail, they indicate that serious losses occur, against which some 
action must be taken if food supplies are to be increased or even 
maintained (Gough, 1977). 
The monetary losses associated with disease attack may be 
significant on an annual basis. It has been estimated that over the 
period 1967-79, total annual losses in the U.K. caused by the major 
diseases1 of wheat and barley averaged NZ$91 million and NZ$123 million 
respectively (King, 1972, 1977a, 1977b, 1980). The extent of pesticide 
use, on a world-wide basis, to try to prevent such losses, is increasing 
rapidly. In 1973, the world pestici~e market was estimated at $7 
billion, with 54 million kg of fungicides being applied. More recent 
figures put the market value at $10 billion, with fungicides accounting 
for 10 per cent of total pesticide use (James and Teng, 1979). 
1.2 Crop Protection Measures 
Protective actions may be embodied in the cropping 'system itself, 
through diversHication and rotation, or they may involve the use of 
specific control agents. The available options may be seen in terms of 
a plant disease control gradient for preharvest decision making (Teng et 
.!l., 1978). Agronomic and cultural practice combine, in effect, to 
create the agroecosystem in which the crop will grow. A specHic crop 
type may be avoided if yields of seasons past have been unsatisfactory, 
or a particular cultivar may be selected for its resistance to an 
important disease. Rotation systems can still be effective in reducing 
the inoculum potential, in addition to which seed treatment may be 
carried out, to delay the onset of an epidemic. One further alternative 
1 Erysiphe graminis DC. ex Merat, Rhynchosporium secalis (Oudem.) J.J. 
Davis, Puccinia striHormis Westend., ~. hordei Otth, ~. recondita Rob. 
ex Desm., Septoria nodorum (Berk..) Berk.., ~. trit1ci Rob. and Desm., 
Pseudocercosporella herpotrichoides (Fron) Deighton, Gaeumannomyces 
araminis (Sacc.) von Arx and Olivier. 
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is that of timing the decision to sow the crop. 
The later in the season a farmer makes a crop protection decision, 
the narrower will be his range of choice. Selection of the cropping 
system, whilst constrained by factors such as soil type and region, 
represents a wide spectrum of choice; as the crop matures in the ground, 
the range of avai 1 abl e opti ons wi 11 often shri nk to the extent that a 
decision might be made between two particular control chemicals (Norton, 
1976). In addition, the decision maker's perception of the magnitude of 
attack will often increase over the season; the role of information is 
thus a changeable one. The early decisions may be made on the basis of 
very general information. As time progresses, the information required 
tends to become more specific in nature; the assimilation costs incurred 
may become significant, in addition. 
Two categori es of post-sowi ng control measures have been 
distinguished (Norton, 1976), represented in Figure 1.1 by Actions 3 and 
4: prophylactic measures, which are taken without any feedback with 
regard to the actual level of attack that occurs, and measures which take 
explicit account of such cybernetic information. In the former case, 
the cost-effectiveness of the decision is not considered. In many 
situations, a specific disease will not be of great impact on an annual 
basis, or alternatively the costs of protection may be inordinately high. 
Information feedback allows a more cost-effective decision to be made, 
since the costs of the particular control strategy can be balanced 
against the likely benefits of taking such action. The nature of the 
information might pertain to a certain threshold of disease, or to the 
existence of environmental conditions conducive to disease build-up. 
There are two corollaries of the disease management option (Action 
4 of Fi gure 1.1) 
- the information requirements are, large, if much of the 
subjectivity is to be removed from such decision-making. 
- there has historically been little technical ground on 
which this last action might have been taken, although this situation is 
in the process of changing rapidly. The years since 1970 have seen many 
developments in the economic and decision-theoretic aspects of integrated 
disease and pest management (for example, Carlson, 1970; Headley, 1972; 
Hall and Norgaard, 1973; Krause and Massie, 1975; Krause et !1, 1975; 
5 
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Norgaard, 1975; Carlson and Main, 1976). Over the same period of time, 
decision models based on subjective probability and on fanners' 
perceptions of the risks of pest and disease attack have have been 
reported (for instance, Gilmour and Fawcett, 1973; Webster and Cook, 
1979; Mumford, 1981). 
1.3 The Costs of Protection 
The economic costs of protection measures represent only one class 
of costs. In a country such as the U.K., the present 1 andscape is 
essenti ally a product of agricul tural practice. The changes brought 
about by monocropping, for example, may not be for the better, if the 
Elton concept is valid, viz. complex ecological systems are more stable 
than less complex systems. Potts and Vickerman (1974) have noted 
several instabilities in the cereal ecosystems of Sussex, due to recent 
eco-system simpl ificati ons; these authors feel that there is 
considerable virtue in complex trophic connections. 
The indirect effects of pesticides are beginning to receive 
serious attention. One of the fi rst assessments of the envi ronmenta 1 
and social costs of pesticide use is that of Pimentel et ~., (1980). 
The estimated total of $839 million annual costs attributed to the 
indirect effects of pesticide use in the U.S.A. represents only a small 
portion of the actual costs. Included in the human pesticide poisoning 
figure is the cost of 52 accidental fatalities. As with loss of 
wildlife" it is impossible to place an acceptable monetary value on life 
lost. In the study a figure of $I million per fatality was used. In 
addition to factors which defy measurement in economic terms, a number of 
costs were not included, for example pollination losses in crop 
production, unrecorded losses of fish, wildlife 'and crops, and chronic, 
~s opposed to acute, health problems associated with pesticide use. 
Although the data of Table 1.1 sug,gest a high profitability for 
agricul ture's use of pestici des, a more comp1 ete cost-benefit analysis 
would reduce this greatly (Pimentel et ~., 1980). 
More important than the figures themselves is the fact that such a 
study has been attempted. It highlights both the serious nature of the 
Environmental factor 
Human pesticide poisonings 
Animal pesticide pOisonings 
and contaminated products 
Reduced natural enemies and 
pesticide resistance 
Honey bee poisonings and 
reduced pollination 
Loss of crops and trees 
Fishery and wildlife losses 
Government pesticide pollu-
tion control 
Estimated benefits 
Direct Costs 
Total Cost, $ million 
184 
12 
287 
135 
70 
11 
140 
839 
10,900 
2,800 
A return of $3 / $1 invested 
[Source: Pimentel et !l., 1980] 
TABLE 1.1 PESTICIDE USE IN THE U.S. - COSTS AND BENEFITS 
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environmental and social costs, and the need for further study. While 
there is little doubt that pesticides are an essential input for 
promoting world agricultural production (Furtik, 1975), there is evidence 
to suggest that in the past these kinds of costs have not been minimized 
ina way acceptabl e to soc i ety at 1 arge: it is simply unknown which 
environmental and ecological costs are an inevitable result of the need 
for increased crop production, and which costs could have been avoided 
(Potts and Vickerman, 1974). Pesticides alone may not be responsible 
for precipitating environmental losses; the decline in population levels 
of some species of animals and plants in the U.K. can probably be 
attributed to loss of habitat rather than to use of pesticides (Moore, 
1977) • 
A further cost of increasing importance is that associated with 
energy, which is used both in the manufacture and in the application of 
chemical compounds. It is apparent that pestiCides overall account for 
a very small percentage of the prodi gi ous energy use of the agricul tural 
sector. In 1973 the U.K. sector used 3.4 x 1011 MJ of energy, some 
seven per cent of the national total, of which 38 per cent was taken up 
in the manufacture of fertilizers, and only 0.3 per cent by pestiCides 
(Bl axter, 1974). 
Agriculture tends to be an efficient user of support energy, in 
terms of dietary energy output. For wheat, the ratio of dietary energy 
out to support energy in (Table 1.2) is approximately 4.6 to 1 (Spedding 
and Walsingham, 1975). The case for energy awareness is made not so 
much in terms of the absolute levels of energy used, but rather in terms 
of the non-renewable nature of many sources of energy. If energy, as an 
input to agricultural production, is both expensive and derived from 
finite stores, then the desirability of using the resource wisely is 
evident and requires a suitable emphasis in agricultural research. 
1.4 Information and Systems Theory 
The inter-relationship between data, information and knowledge is 
complex. Data are not information (Eisgruber, 1973), and information is 
not necessarily knowledge, since it may be erroneous or incomplete. 
Manufacture of N 
II of P 
II of K 
Herbicides/Pesticides 
Tractor fuel 
Labour 
Total Support Energy In 
Energy Input, MJ/ha 
(98 kg/ha N fertilizer) 
7987 
747 
394 
155 
1240 
21 
10,544 
[Source: Spedding and Walsingham, 1975] 
TABLE 1.2 SUPPORT ENERGY INPUT TO GROW ONE HECTARE OF WHEAT 
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Even if information is not wrong as such, no explicit measure of quality 
inheres in its own definition: mere weight of facts is no indication 
either of quality or of usefulness (Barnard, 1979). The purpose and 
value of information derive from conditions of incomplete knowledge; if 
all were known and the world was static and unchanging, decision making 
would be unnecessary, in the sense that logic alone would dictate any 
particular course of action. 
The need for information is thus a feature of reality, derived 
from the omnipresence of uncertainty. Boulding (1956a) sees a decision 
as a choice among perceived images of the future, which in turn are 
derived from the i nformati on inputs of the past. Whil e the mechani sms 
by which an individual may form images of the future are largely unknown, 
the potential always exists for the arising of opportunity costs, i.e., 
the differences between action taken based on perfect knowledge and the 
action actually taken. These costs are a function of lack of 
information as knowledge - as knowledge increases, so the costs should be 
reduced. Better decisions may then be defined as those which 
approximate more nearly to the correct (logical) decision for a given 
ci rcumstance. 
Conceptually, information must ~e regarded in the light of the 
hypothetical basis on which data are analysed to produce it. Much of 
science is concerned with the re-evaluation of information in the 
presence of a di fferent paradigm (Kuhn, 1970). Data may conceivably be 
theorY-free, although Popper (1980) argues that science is a progression 
from hypothesis to observation, and that observation without a hypothesis 
to test is meaningless. If this is the case, then data become 
meaningful only in the light of a particular theory to which they, and 
the information so produced, pertain. 
Information, in the schema of Figure 1.2, is produced as the 
end-product of an inquiry system (Bonnen, 1975). In this case infor-
mation shares some of the characteristics of knowledge, i.e., the 
theoretical concepts are sound. A more basic category of information is 
that used to test the underlying conjectures themsel ves, on the grounds 
that the conjecture (theory, model or hypothesis) has not yet been 
falsified (Popper, 1972). Information in this sense is derived, 
broadly. from data of experience, these then bei ng interpreted subject to 
11 
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FIGURE 1.2 THE INQUIRY PROCESS 
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the conjecture under test. Information as knowledge implies some 
success in accounti ng for phenomena, or in predicti ng thei r occurrence, 
havi ng passed through the i nduc ti ve/deduc tive cycl es which constHute 
normal science (Figure 1.3). 
The delineation of Figure 1.3 is not clear-cut; moreover, there 
may be a number of transitions from stage 2 to stage 1 and back. 
Scientific progress has been explained in terms of successive paradigms, 
i.e., accepted examples of actual scientific practice which provide 
models from which spring particular coherent traditions of scientific 
research (Kuhn, 1970). These successive shifts may be viewed as 
successive closer approximations to reality; information produced under 
a previous paradigm may then be reviewed, for example by the recognition 
of limits of applicability (for example, Newtonian dynamics), or by the 
overthrow of much of the exi sti ng i nformati on produced under a faul ty 
paradigm (for example, the phlogiston theory of combustion). 
Information production is thus a continuous process. In agri-
culture, information obsolescence at high levels of organisation may be 
of two types (Bonnen, 1975) - conceptual or institutional. The latter 
may be attributed to current organisational structures failing to provide 
adequate and timely i nformati on for dec i si on makers, whi 1 st the former 
arises usually because the environment of agriculture has changed in ways 
not perceived by policy makers (societal paradigm shifts). 
As knowledge or information is applied, it becomes fixed 
(Boulding, 1966). Decision making, at any time, is a discrete process, 
any decision taken being a distillation of the information assimilated at 
that particular time. One of the functions of management is the 
monitoring of actual perfomance in the Hght of decisions taken in the 
past, in the hope of being able to take corrective action if or when 
deviations from the desired course occur. The possibility exists that 
the decisions themselves become sub-optimal with the acquisition of new 
information. It may not be possible to rectify the divergence until a 
similar type of decision has to be taken at some time in the future; in 
agriculture, this time-lag may be considerable. 
One further characteristic of information is of relevance to 
information systems: the value of information may be different to 
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different recipients; some may have a greater capacity to generate or 
infer more of the same than others (Boulding, 1966). This is in effect 
a secondary benefit aspect of infonnation in regard to its property 
rights. These become dulled or non-existent as information is released 
from a source. While some infonnation can be exclusive, for example 
trade secrets or patents, it is usually the case that it derives its 
value from being used, and hence being released (Riemanschneider and 
Bonnen, 1979). Information acquisition, in its widest sense, refers not 
only to assembly of the facts, but also to the capacity to translate 
these facts into a useful decision-making framework. Thi s feature 
introduces problems into any attempt to place a value on infonnation and 
knowl edge. At a more practical 1 evel, the di ssemi nator shoul d ensure 
that the infonnation released is such that it can be utilised with ease, 
if this is his aim. 
Since infonnation (as knowledge) is the product of some inquiry 
process (Churchman, 1971), it is pertinent to consider the rationale 
behind the specific inquiry process. The value of knowledge is a 
function of the way in which it is produced, inter alia. 
General systems theory (GST) is unique in that it is multi-
disciplinary in intent (Laszlo, 1972), in contrast to the approach 
typified by Descartes I second precept2, which may be described as wholly 
reductionistic. GST was described by its founder as being a logico-
mathematical field whose task is the fonnulation and derivation of those 
principles that are applicable to systems in general (von Bertalanffy, 
1968). The systems approach, as a philosophy of science, may not 
represent a radically new departure from the classical theory; it has so 
far failed to find solutions to two of the perennial problems of 
scientific philosophy, namely a criterion by which to demarcate science 
from pseudo- or non-science, and a general criterion for the verification 
and validation of hypotheses (Popper, 1972). It is apparent that these 
two problems are very much related; historically, how science has been 
defined has provided the criterion for judging whether a particular piece 
of science is valid. The systems approach has been seen rather as an 
2 II to divide each of the difficulties that I was examining into as 
many parts as might be possible and necessary in order best to solve it. 1I 
(Descartes, tr. 1968.) 
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extension in methodology, as a framework on which to place analytical 
science in an attempt at synthesis (Boulding, 1956b; Spedding, 1975; 
Rountree, 1977). 
That the world is not presented to scientific investigation in 
disciplinary form (Dillon, 1976) is a powerful inducement for the use of 
systems research. Reductionism has been criticized for producing either 
very general paradigms or rather trivial laws (Spedding, 1972; Kuhn, 
1970). The essence of both these products is simplicity - the 
implication of an inability to see reality as it is. 
worked extremely well in the past; Newton's achievement in reducing the 
complexity of the solar system to ten pair-wise interactions may be 
ranked with the greatest triumphs of the human intellect (Weinberg, 
1975). 
The crux of the problem with reductionism is that optimization or 
improvement to a subsystem or part of a system cannot be presumed to lead 
to enhanced perfonnance of the over-all system (Dillon, 1976). This is 
especially true in a multi-disciplinary field such as agriculture. 
Manis impact on the planet in general is now so far-reaching that 
sub-optimization may have catastrophic and irreversible effects; this 
has not always been the case. 
A corollary of systems theory, as an approach to the formulation 
and testing of hypotheses and to the interpretation and analysis of data, 
is that complexity should not be avoided. The approach has a greater 
information requirement than does the traditional approach, although this 
i nforma ti on requi rement can be modi fi ed to a 1 arge extent by the 
placement of the system boundary. However, it may often happen that the 
boundary placement is regulated by the availability of, or the potential 
for generating, information (Dent and Blackie, 1979). A piece of 
systems research may prove to be a lucid indicator of areas where 
knowledge is lacking or incomplete. 
1.5 Information Systems and Management 
Two basic classes of agricultural information system may be 
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identified: specialised 
systems (Barnard, 1979). 
single-purpose systems, and comprehensive 
A comprehensive system is capable of 
delivering information to a very wide range of users, with diverse uses 
and organisational structures in the agricultural sector. A conceptual 
model of such a system was proposed by Ni eto-Ostol aza (1973). An 
example of such a system, albeit- not on the same scale as that envisaged 
in Figure 1.4, is CANFARM, set up in Canada in 1968. Whilst concerned 
primarily with providing effective management services to farmers, it 
also aimed to provide data and information for research and policy 
appl icati ons (Thompson, 1976). At present, there appear to be a number 
of problems associated with such ventures, notably cost, data integrity, 
a relatively long turn-around time, and user acceptance. 
Information system development has to date been largely 
enterprise- and farm-orientated. Four functions of a management 
information system are listed by Dent and B1ackie (1979): 
- the development of p1 ans for the farm or enterpri se that are 
both feasible and desirable; 
- the analysis of results of previous action from farm records; 
- the exami nati on of those resu1 ts in the 1 i ght of the expec-
tations from the plan; 
- the producti on of adaptive procedures where results and the 
plan deviate. 
Such an information system is thus capable of both planning and analysis 
(Figure 1.5). 
The development of such information systems is a costly process. 
The planning module will often be a simUlation model of the enterprise or 
farm. It is a requirement of an information system, that it should be 
applicable to as many specific enterprises or farms as possible. There 
are two major ways in which this might be effected: the development of 
representative farm models, or the use of the concept of skeleton models 
(B1ackie and Dent, 1974). It will often not be clear what criterion 
should be used as a basis for aggregation for the fonner method (Barnard, 
1975). In addition, there may be problems in relating the results from 
the representative farm, which may well not exist, to a specific farm. 
Whilst the problems of aggregation bias· are not insurmountable, their 
solutions result in either considerable complexity or in rigid 
confonnance to aggregation conditions (Buckwell and Hazel, 1972). 
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FIGURE 1.4 AGRICULTURAL INFORMATION SYSTEM 
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Skeleton models may be constructed which include the lowest common 
denominators of the farming systems under consideration; these may be 
the basic biological processes or constants common to any farm wi th the 
enterprise of interest, for example. Appl ication to a specific farm is 
then achieved by using the individual farm1s data and information coupled 
with the skel eton model. In this way a large number of tailor-made 
information systems can be produced, based on one general skeleton model. 
System modelling in pest management is a relatively recent develo-
pment (Ruesink, 1976), dating from the early 1960 1s. Whereas a number 
of entomological systems have been reported, up to 1978 no operational 
disease management scheme based on a computer simulation model had been 
described (Teng, 19~8). In this regard, an important advance has been 
the appearence of EPIPRE. This is a system of supervised control of 
. diseases and pests in winter wheat using simulation, developed in the 
Netherl ands. Partic i pati ng farmers carry out thei r own moni tori ng, and 
recommendations are made by computer for treatments which aim at highest 
financial returns for crop protection. Five fungal diseases and aphid 
attack are covered. In 1980, four per cent of the Dutch wi nter wheat 
acreage was in the scheme; average savings amounted to NZ$35 per hectare 
for those applying the recommendations (Zadoks, 1981). EPIPRE is 
currently being tested in Switzerland and Belgium for each country1s 
conditions, and 1983 was to see the extension of the scheme to trials in 
Sweden, England and France (Rabbinge, 1982). 
The utility of an information system cannot be guaranteed even if 
it functions as intended; it may not be simple to operate for the user, 
the results may be unintelligible, or the advice given may not be timely. 
In addition, there may be insufficient awareness on the part of the 
builders of the current socio-economic environment of the users to whom 
the system is supposed to apply. An increasingly important aspect is 
user perception of the problem involved; it ·is clearly fruitless to 
build an information system which confronts a specific eventuality if the 
farmers themselves either ·are unaware,. or they do not believe, that the 
eventuality in fact constitutes a problem. For example, results of the 
1981 Li nc 01 n Coll ege cereal growers 1 survey i ndi c ated that, of the 
fanners who responded to the survey, all estimated thei r post-harvest 
losses as zero per cent (Lough et !l., 1982). The true situation may be 
very different, but no fanner can be expected to willingly undertake 
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post-harvest crop protection if no losses are perceived. Two-way 
cOlTl11unication between farmer and researcher is a vital ingredient of 
information system building, on the one hand for education and extension, 
and on the other for problem specification; this should be an integral 
part of the entire agricultural research process (Dent and Blackie, 
1979). 
Results of a survey carried out in 1979 among Canterbury and 
Southland farmers indicated that pesticides are seen as being essential 
in remaining competitive in an environment where steady income is 
perceived as being more important than high profit levels. In addition, 
only ten per cent of farmers are completely happy with the information 
they receive to help them in their pesticide decisions (Mumford, 1980). 
Most of the information received originates from commercial sources. 
The quality and integrity of recommendations produced by an 
information system has to be high, especially in relation to pesticide 
applications. Spraying will often be a preventative action, in which 
case there may be 1 ittl e way in which the farmer can compare spray and 
no-spray regimes, even with the benefit of hindsight. Fertilizer 
expenditure, for example, will increase yield directly; this is more 
'easily percei ved, in many circumstances, than the preventi on of yiel d 
decrease due to disease. The benefits may not be apparent, either 
immediately or at all. 
* * * 
The design of a computer information system capable of providing 
timely crop protection recommendations is the subject of the present 
study. The quanti ficati on of di sease and the rel ati onshi ps between 
disease and yield loss are considered in Chapter 2. The third chapter 
di scusses the structure and performance of a stocha'stic simul ati on model 
built by Teng (1978), which with minor modifications is capable of 
predicting yield reductions in barley caused by the pathogen Puccinia 
hordei Otth. Di sease buil d-up occurs 1 argely in response to certai n 
meteorological conditions; Chapter 4 describes the building of a 
simulator to model key weather parameters, to enable disease forecasts to 
be made. The structure and operati on of the i nformati on system is 
considered in the following chapter, along with certain decision 
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methodologies which may be used to produce a strategy recommendation. 
Initial system experimentation and assessment are discussed in Chapter 6. 
The incorporation of personal preferences is considered in detail in 
Chapter 7, and a possible method of implementation is illustrated and 
discussed in Chapter 8. A broad assessment of such an information 
system is then made; areas for further study are identified and 
conclusions are drawn. 
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CHAPTER 2 
Disease Surveillance and Crop Loss 
A disease epidemic may be regarded as the measured increase of the 
pathogen in time and space, involving two or somet·imes three distinct 
popul ati ons: host, pathogen and di seases (Kranz, 1974). The measure-
ment of disease is the essence of a crop protection information system, 
in the first place for the derivation of the relationships which govern 
the status of disease at any time, and thereafter as input data. 
Methods by which this may be done are briefly reviewed, with particular 
emphasis on the possibilities of remote sensing in the future. How such 
information may be related to the crop yield loss is discussed in 
relation to management information systems. Of particular interest are 
epidemics of leaf rust of barley, involving the pathogen Puccinia hordei 
Otth and the host Hordeum vulgare L. 
2.1 Assessment 
The present section draws largely on the reviews of Chester 
(1950), Large (1966), James (1974) and James and Teng (1979). 
Disease may be measured either by direct methods, using 
descriptive keys for example, or by indirect methods, such as monitoring 
the spore popul ati on. A di sease .assessment method shoul d sati sfy at 
least two criteria: 
- it must be reproducible among differe~t observers, and its 
proneness to error should be minimal; 
- assessments should be achieved simply and quickly. 
Assessment is the term applied to any method where an estimate of disease 
is made in comparison with some standard. Direct methods, in general, 
measure disease either as an incidence or as a severity, the term 
intensity being applicable to either of these. Incidence is defined as 
I = (No. infected plant units/no. assessed) X 100 - 2.1 
I 
i",. 
\ l 
, I 
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and severity is given by 
S = (Area occupied by disease/total area) X 100, - 2.2 
severi ty often bei ng in tenns of 1 eaf area. Di rect assessment methods 
may be grouped into two classes - descriptive keys, and standard area 
diagrams. 
Descriptive keys With this method, disease is quantified using 
percentages, arbitrary scales, or some other fonn of index. An example 
of such a key is that of the British Mycological Society for late potato 
blight. This is a crop-orientated key, as distinct from one relating to 
individual plants or plant parts. 
BMS Key, Phytophthora infestans 
Blight % Description 
o not seen in field. 
0.1 only a few plants affected; up to 1 or 2 spots in a 10.6m 
radius. 
1.0 up to 10 spots per plant, or general light infection. 
5.0 about 50 spots per plant, or up to 1 leaf in 10 attacked. 
25.0 nearly every leaf infected, but plants retain nonnal 
50.0 
75.0 
95.0 
100.0 
form. Field may smell of blight, but looks green 
although every plant infected. 
every plant affected and about 50% leaf area destroyed; 
field looks green flecked with brown. 
about 75% leaf area destroyed; field looks neither 
predominately green nor brown. 
only a few leaves left green, but stems green. 
all leaves dead, stems dying or dead. 
This key has found widespread acceptance since each category 
corresponds approximately to ·the actual amount of leaf area destroyed 
expressed as a percentage. The key has been modified to take account of 
the early stages of infection and the presence of disease foci. Other 
keys use an integer category system instead of percentages, for example. 
The key of Cooke and Brokenshi re (1975) for halo spot on barl ey uses a 
rating system 1 to 6, denoting 1, 5,10, 25, 50 and 75 per cent infected 
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leaf area. Many keys have been developed for use on selected plant 
parts, especially those relating to yield, in an effort to establish a 
firm relationship between the amount of disease and subsequent yield 
loss. 
Standard area diagrams Standard areadi agrams can be utilized, 
which typify the development for the disease on a pl ant or pl ant part. 
This is regarded as the most reliable and objective of all the assessment 
methods to date (James, 1978), and is widely used. Since yield loss 
estimation is usually the objective, the individual leaves or plant parts 
assessed should be those contributing most to yield; many diagrams are 
based on the assessment of 1 eaves 1 and 2 on the pl ant in the case of 
cereals, although whole plant diagrams have been developed. For 
example, diagrams of pustule symptoms caused by Rhynchosporium secalis 
are shown in Figure 2.1 (Chiarappa, 1971). 
As a standard, the percentage scale has a number of advantages, in 
that the upper and lower limits are always uniquely defined, the scale is 
flexible to allow division and sub-division, it is universally known, and 
it can be used to measure both incidence and severity. In addition, it 
allows more objective interpolation between categories than does a des-
criptive key. The ability to interpolate may in part be attributable to 
the characteri stics of the human eye, which di sti ngui shes accordi ng to 
the logarithm of light intensity~ The use of a logarithmic scale of 
categories is sound from an epidemiological standpoint in view of the 
logit transformation x/(100-x), where x is the amount of disease (Van der 
Plank, 1963). 
That the ultimate aims of assessment may be different complicates 
the setting up of any standards. It has been noted that in the context 
of loss appraisal, diseases are not studied for epidemiological purposes 
(James, 1978); it does not follow that an epidemiological key with 
logarithmic scale divisions is ideal, since it usually does not allow 
losses to be estimated with.equal and reasonable levels of precision at 
any level of disease - this can be achieved with equal increments on an 
arithmetic scale. 
There is an inherent ambiguity in descriptive keys due to the low 
potential for interpolation in the absence of a visual aid; thh has 
[ 
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FIGURE 2.1 STANDARD AREA DIAGRAMS, RHYNCHOSPORIUM SECALIS 
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1 imited their value. in general. A difficul ty which may arise in the 
use of assessment methods. in addition to observer error. is in interpre-
tation when an epidemic deviates from the pattern described in the key. 
2.2 Indirect Methods 
These methods are concerned wi th moni tori ng properti es of the 
di sease which are hi ghly correl ated wi th the amount of di sease. The 
importance of the relationship between incidence and severity in a 
management context is considered in section 2.4. 
Chemical analyses The premise behind such analyses is that the more 
susceptible the crop. the greater will be the rate of mycelial 
prol iferati on; the quanti ty of mycel i um can be measured indi rectly. 
For example, a linear relationship has been demonstrated to exist between 
fungal dry weight and chitin content of fungal cell walls for Septoria 
tritici (Harrower, 1978). 
Such analyses tend to be 1 aboratory-based, and are useful si nce 
they provi de physiological or bi ochemical expl anati ons of the effects of 
the fungi on crop yields (James and Teng, 1979). A major advantage of 
such methods is the more object; ve estimate of di sease which may be 
obtained, over the assessment methods. From a logistic standpoint, 
chemical anlysis is time-consuming and as yet has little practical value 
for field-orientated disease measurement. In addition, some assay 
techniques will not differentiate between the mycelium of two pathogens 
growing in the same tissue; more importantly, the assay may not 
distinguish pathogen cell walls containing live or dead, active or 
inactive protoplasm (Harrower, 1978). 
Lesion/propagul e counts Sever; ty may be calcul ated indi rectly from 
lesion counts, where a disease. tends to prQduce local lesions. This is 
feasi bl e only at low 1 evel s of di sease. The process may be very time-
consuming, and a problem exists in the weighting of various symptoms. 
The leaf and neck lesions of Piricularia oryzae Cav. (rice blast) provide 
a good example (Zadoks, 1972); these lesions are comparable in size, but 
their relative weights with respect to the progress of the epidemic, and 
:j 
" . 
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to the loss induced, are completely different. A more viable method is 
to count fungal propagules. The logical justification for such a method 
is the consideration that one propagule may cause one infection (Zadoks, 
1972), although a one-to-one relationship is rarely seen in practice. 
Such a technique may be fast, accurate and non-destructive; it need not 
affect the crop in any way. 
Cumulative urediniospore counts have been shown to be reliable 
indicators of cereal rust sever; ty (James, 1974). Coni dium counts have 
been used to assess the rel at; ve importance of Septor; a spp. on wheat; 
there may be three species present on some plants, and these can be 
separated out simply by the use of conidium morphology (Shearer, 1978). 
In such circumstances, symptom assessment will not be able to determine 
relative development, since the lesions will coalesce, be they of 
Septoria spp. or of necrosis caused by any other pathogen. 
The disadvantages of such techniques in the field tend to outweigh 
the high accuracy and increased sensitivity which may accrue from their 
use. Furthermore, it has been shown that predictive equations for 
cereal rusts are rather more accurate when severi ty per ~, rather than 
spore number, is used as the disease variable (James, 1974). Spore 
counts could be useful in disease management systems, however, in the 
identification of risk periods when the inoculum potential is high in 
conjuncti on wi th sui tabl e weather condi ti ons for the di sease. 
2.3 Remote SenSing 
The possibility of reducing subjectivity in disease measurement by 
eliminating observer error 1s conceptually appealing, and is receiving 
wide-spread attention. Any interference with plant tissue which reduces 
vigour, such as disease, decreases the spectral reflectance of the 
tissue, largely in the near-infrared. region of the electro-magnetic 
spectrum. For the rusts, this has been attributed to hyphal growth in 
the spongy mesophyll, which tissue appears to be the most near-IR 
reflective in the leaf (James and Teng, 1979). 
Reflectance equipment can be mounted on satellites, in light 
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aircraft, or it may be hand-held in some cas'es. The impetus for such 
research has come from NASA 1 s LANDSAT project. Three of these 
satellites have been launched since 1972, and LANDSAT 0 is due for 
launching during 1983 and LANDSAT 0 1 in 1985., The program is an 
experimental earth resources observati on system whi ch seeks i nformati on 
in three broad 'categories: crops, renewable resources, and land use 
(Richter, 1981). The satellites orbit,at a height of some 900 km, with 
each image coveri ng an area of 185x185 km. 
using reflected sunl ight; the most useful 
Multispectral scanner (MSS) of LANDSAT 3. 
The sensors are passive, 
sensor to date has been the 
The next satellite to be 
1 aunched will have a vastly improved scanner called the thematic mapper 
(TM). Table 2.1 shows the bandpasses of these two scanners. In 
comparison to such scanners, the response curve of the human eye peaks at 
0.55 \.1m, falling off each side to give a range of approximately 0.45 -
0.68 \.1m. For satellite imagery, the range is restricted to two broad 
windows in the spectrum; as wavelength decreases, molecular scattering 
in conjunction with the ozone layer provide a cut-off point in the 
ultra-violet region, whilst water and carbon dioxide cut off most of the 
infra-red region. Performance of the scanners can be viewed in terms of 
resolution, of which there are four aspects: 
1. Spatial resolution. The area of ground which corresponds to one 
datum (a picture el ement, or pi xel) for the MSS is 79x56 m. The pi xel 
size of LANDSAT 0 will be of the order of 30x25 m. 
2. Spectral resolution. This is poor in the MSS, since the bandpasses 
are wi de and overl ap, resul ti ng in hi gh correl ati on between bands and 
resul tant i nterpretati onal di fficul ti es. The thematic mapper has much 
improved spectral resolution. 
3. Radiometric resolution. The range of brightness values which a pixel 
may assume is 0 to 63 for the MSS, i.e, there are sixty-four discernible 
light levels in any LANDSAT scene. This is being increased to 256 
levels for the thematic mapper, which gives a much greater ability to 
detect differences in radiation levels. 
4. Temporal resol uti on. Repeat coverage of a scene occurs every 18 
days. Three satellites, correctly phased, could reduce this to 6 days. 
The resolution of the MSS is such that the agricultural 
applications of LANDSAT have been limited to date. Image interpretation 
can be a slow and computer-costly process, largely because the image is 
simply data arranged for visual convenience: it constitutes a fal se 
Multispectral Scanner 
Channel Radiation 
4 green light 
5 red light 
6 near infra-red 
7 near infra-red 
Thematic Mapper 
Channel Wavelength 1Jm Radiation 
1 0.45 - 0.52 visi bl e bl ue 
2 0.52 - 0.60 visible green 
3 0.63 - 0.69 visible red 
4 0.76 - 0.90 solar IR 
5 1.55 - 1.75 solar IR 
• 6 2.08 - 2.35 solar IR 
7 10.4 - 12.5 thermal IR 
TABLE 2.1 LANDSAT SCANNER BANDPASSES 
Wavel ength 1Jm 
0.5 - 0.6 
0.6 - 0.7 
0.7 - 0.8 
0.8 - 1.1 
Sensi tivi ty 
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chlorophyll and carotinoid con-
centrations 
chlorophyll and green reflect-
ance characteristics 
chlorophyll 
vegetational density (biomass) 
water mass in leaves, snow/ 
cloud refl ectance differences 
water in plant leaves 
surface temperature 
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colour image. Such data have proved to be of greatest value when the 
areas being investigated are large and well-known, where there is a small 
and distinct set of land-cover types for simplified classification, and 
where ground-truth data are used alongside the satellite data (Strahler, 
1981). Agricultural appl icati ons up to the present have 1 argely been 
concerned with inventorying. Examples include studies on wheat acreages 
in the Punjab (Waqar, 1981), crop acreages in Australia (Dawbin and 
Beach, 1981), and forest inventorying in northern California (Strahler, 
1981). 
The problems of imagery i nterpretati on remai n simil ar for 
satellite-mounted or aircraft-mounted equipment, although the diffi-
culties involved with the former have been more formidable. With low 
resolutions, it becomes extremely difficult to distinguish between crops 
with any degree of accuracy, or to differentiate between healthy and 
unheal thy pl ant ti ssue. Pixel cl assificati on is generally carri ed out 
using complex computer routines, one of the basic tools of which is band 
combination. For example, if a scene comprises soil, water and one type 
of bush vegetation in equal areas, then if band 4 or band 7 of the MSS is 
considered alone, a complete three-way classification of the pixels will 
not be possible (Figure 2.2). An analysis with a combination of these 
two bands will however make this possible. 
Another classification technique is the use of multi-temporal 
images. In a study by Bronsveld (1981) in SW Spain, images of the same 
area taken in April, May and September were overlaid to obtain an 
impressi on of the dynamics of green vegetati on cover over the growing 
season. The chief advantage of such a technique lies in the ability to 
recognise a crop in a field the size of a small number of pixels, which 
is a characteristic of much of Western European agriculture. 
Data from the LANDSAT project is currently severely limi ted for 
timely agricultural application at the farm level. NASA is now 
developing new types of scanners, which "by the end of the decade will 
have spatial resolutions of ten metres or less (Thome, 1981). In 
addition, France, Canada and Japan have progral1ll1es to launch similarly 
equipped satellites in the very near future. With minimal international 
co-operation, ground receiving stations could be constructed to accept 
data from "a wide range of satellites, and the satellites themselves could 
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be phased to lower temporal resolution to one or two days. 
An indication of the potential of remote sensing can be gauged 
from the results of similar-type scanners used in light aircraft. The 
improved resolutions possible could be applied in numerous ways. For 
example: 
- disease in a particular paddock or over an area could be quickly 
assessed, and the results disseminated to decision makers rapidly; 
- crop cover within a paddock could be estimated from such 
imagery, for applications such as pasture feed budgeting; 
- water content of pl ant ti ssue coul d be measured, for the 
provision of infonnation relating to illl11inent stress conditions in the 
crop, as an aid in irrigation management decision making. 
Ground-based experiments indicate that there is a consi derabl e 
potenti al for the use of refl ectance technology in di sease assessment. 
Teng and Close (1977a) showed that barley leaf rust severities of 15, 30 
and 70 per cent could be distinguished from each other and from healthy 
tissue using radiation equivalent to the MSS band 7. Similarly, Casey 
(1978) evaluated the relationship between soybean rust severity 
(Phakospora pachyrhizi Syd.), yield and reflectance in the MSS bands 4 to 
7. Highly significant correlations were observed between the variables 
in all the bandpasses. 
Infra-red photography has some potenti a1 as a di sease assessment 
tool. Photographic film combines the functions of sensor and temporary 
data store, and appears to be highly cost-effective. However, the 
relationship between input radiance and film density is both non-linear 
and variable (Hodgson and Cady, 1981). Electronic scanner and sensor 
systems have the added advantage that computer-compatible data can 
readily be generated, and that real-time displays are available as the 
images are produced. Sol id-state systems are being developed, which 
overcome the expense and fragility of moving scanners such as the MSS and 
the TM of the LANDSAT series. One of the great advantages of satellite 
systems over aircraft-borne sensing systems is that of repeatability of 
illumination conditions: satellites are capable of giving far more 
homogeneity between scenes, in addition to being able to cover far 
greater areas. Conversely, atmospheric effects on the sensing system 
can be very much reduced at the low altitudes at which aircraft -operate. 
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These effects include the large amounts of scattering and back-scattering 
of radiation which occur with satellite systems, and also the presence of 
cloud, which may not be immediately obvious in a LANDSAT scene unless the 
cloud is very dense. Such factors exacerbate image i nterpretati on 
problems. 
Possibil ities exist for estimating the severity as well as the 
incidence of disease. Infra-red techniques have been used on a much 
smaller scale, to assess disease on individual leaves and plants. A 
comparitive study by Lindow and Webb (1983) involved the measurement of 
areas of leaf lesions caused by Ascochyta pteridium Bres. on bracken and 
Alternaria solani (Ell. and G. Martin) Sore on tomato. The leaves were 
pl aced under f1 uorescent 1 amps wi th red fil ters, and scanned wi th 
black-and-white video cameras; the images were digitized into 64 grey 
values and analysed using an Apple II microcomputer. The areas of 
healthy and necrotic tissue were compared with results obtained using a 
planimeter, and were found to differ by only 1 to 2 per cent. 
There are three factors which presently affect the util ity of 
remote sensing on a large scale: the technical quality of the data, 
their interpretation, and their timeliness. The first of these is 
likely to cease being severely limiting within ten to fifteen years, by 
which time the organization of such projects will be in the hands of 
prfvate enterprise (Thome, 1981). Image interpretation is still in its 
infancy, and this limitation may be expected to diminish as the 
technology improves and as users gain experience. The problem of 
time1 iness is sol vabl e at a hi gh organi sati onal 1 evel. Whether by 
aircraft, by satellite, or by hand-held scanner, remote sensing is likely 
to become the standard technique for disease assessment in the future. 
The potential for the use of such data in on-farm information systems is 
enormous. 
2.4 Disease Incidence and Severity 
The monitoring of disease incidence can be achieved much more 
simply than can that of disease severity, in general. The relationship 
between them is thus of 'some importance in an information system context, 
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if emphasis is to be placed on the use of relatively unskilled labour for 
disease assessment. Epidemic development is the spread of pathogens in 
both time and space; in the early stages of some disease epidemics, foci 
are present. Teng (1978) notes that at thi s stage a host popul ati on 
will tend to resemble a binomial distribution (since some plants will be 
infected and some will not be). As the epidemic continues, the disease 
tends towards the continuous normal distribution, a direct consequence of 
the fact that the spread of diseases spatially is not uniform (Van der 
Plank, 1963). 
Disease foc i a re not a 1 way s present. Up to the time when 
incidence reaches 100 per cent, it may be possible to relate increases in 
incidence to increases in severity. Once 100 per cent incidence is 
reached, an increase in disease can come about only through an increase 
in severity, since all plants or plant-parts will be infected. .The 
relationship between incidence and severity of Puccinia hordei on the 
flag and second leaves of tillers of the barley cu1tivar Zephyr was 
deri ved by Teng (1978). Only the primary and fi rst secondary ti 11 ers 
were used, to minimize differences in disease distribution due to the 
ontogeny of the plant. It was found that even at low levels of 
severity, disease could be considered as originating from a normal 
distribution, i.e., ~. hordei does not start from any distinct foci, but 
rather the epidemic is initiated by the random deposition of external 
spores on the crop. Above incidences of 65 per cent, the relationship 
on both leaves exhibited heteroscedasticity. so up to this point a linear 
relationship can be described (Figure 2.3). A similar upper limit of 
incidence was found to apply to the linear relationship between incidence 
and severity for mildew and leaf rust on winter wheat (James and Shih, 
1973) • 
The ability to estimate severity from incidence in the early part 
of an·epidemic is important, since there may be ·considerable savings in 
the costs of di sease assessment as re1 ati ve1y unsk ill ed 1 abour can be 
used for carrying it out. 
The Dutch pest information system EPIPRE uses farmer-assessed 
incidence observations as inputs to the computer. in particular to 
measure stripe rust and mildew disease (Zadoks. 1981l. For winter 
wheat. the recol1111ended sampling procedure is as follows: twenty sample 
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strips of drill are examined along one of the diagonals of the plot. 
The length of each strip depends on the distance separating rows of 
plants; if the inter-row distance is 25 cm, then the sample strip is 50 
cm long. The number of diseased leaves per sample strip is entered on a 
card. When the twenty strips have been observed, the total is obtained, 
and this is sent to the computer centre. 
Incidence values may be used directly in spraying recommenda-
tions, as trigger levels. Examples of such lev~ls for winter wheat are 
shown in Table 2.2 (Lescar, 1977), for the French growing season of 1977. 
2.5 Disease Severity and Yield Loss 
A typical foliar pathogen reduces the photosynthetic area and the 
efficiency of leaves, it may increase respiration, and it will tend to 
act as an alternative sink for assimilates (Gaunt, 1978). Late 
epidemics, such as barley leaf rust, will have an effect dependent on the 
severity of attack. A plant which is sink-limited during grain filling 
will be able to tolerate a certain level of infection; this tolerance 
will be enhanced by increased photosynthetic compensation. As severity 
increases, a level will be reached where disease becomes source-limiting 
to the system, and a yield reduction will result primarily due to a lower 
individual grain weight. 
Earl ier epidemics may have different effects by acting on other 
components of yield, such as the number of tillers per square metre, the 
number of spikelets per tnler and the number of grains per spikelet. 
An epidemic between growth stages 6 and 10 on the Feekes scale, for 
example, may affect the sink capacity of the plant, notably in terms of 
fertile florets per square metre. This may be ,due'to increased tiller, 
floret or spikelet death, or decreased floret development. 
The technique most often used for relating severity to yield is 
regression analysis. This is a purely statistical method, although the 
kinds of models which can be developed may be related to a number of the 
causal effects of the di sease. Di sease loss model s may be categori zed 
as critical point, multiple point and area under the curve models. The 
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Growth Stage Main Diseases Decision Criteria 
1st node detectable Footrot 
Stem elongation 
Ear emergence 
Fusarium 1 stem in 3 with symptoms 
Cercosporell a 
P. striiformis 5 leaves in 100 with pustules 
Mildew Last leaf "strongly" attacked 
Septoria 
Fusarium 
Symptoms on last leaves and rain 
at ear emergence 
Symptoms on stems 
[Source: Lescar, 1977] 
TABLE 2.2 1977 FRENCH WINTER WHEAT SPRAYING CRITERIA 
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relative merits of single tillers or plants, as opposed to whole plots, 
for such derivations are still an area of controversy. James and Teng 
(1979) concluded that the single tiller method is probably useful only 
when the epidemic is late and the only yield component still to be 
determined is the single grain weight. While there are considerable 
advantages of economy and experimentation, the drawbacks of the approach 
may be summarised in the observation that the selected single tillers may 
not be truly representative of the crop because of compensation factors. 
The compensation which takes place between tillers and between plants as 
a result of disease is complex and not well understood. 
Critical point models estimate yield loss on the basis of an 
amount of disease at one particular time. These have been successfully 
applied to epidemics which are short in duration and late in the season, 
and where the infection rate is relatively constant. Such a model 
assumes that the shape of the disease progress curve before and after the 
critical point is unimportant as regards yield loss. Critical point 
models have been applied, for example, to leaf blotch on spring barley 
(James et .!l., 1968), stem rust on spring wheat (Romig and Calpouzos, 
1970), leaf blight on maize (Ayers et .!l., 1976), and eyespot on winter 
wheat (Clarkson, 1981). 
Multiple point models make use of disease measurements at more 
than one time during crop growth. While such models require 
considerably more data than critical point functions, they may generally 
be expected to account for larger variations in yield. Furthermore, a 
multiple point model can give some indication of the relative importance 
of disease at each growth stage, by inspection of the partial regression 
coefficients (James, 1974). Examples of such models include loss 
functions derived for brown rust on wheat (Burleigh et !l., 1972), and 
for late blight of potato on tuber yield (James et .!l., 1972). 
The third major class of severity - yield loss model, area under 
the curve (AUC) functions, involves the estimation of the amount of yield 
loss from the area under the di sea se progress curve, measured in 
arbitrary units. First proposed by van der Plank (1963), area under the 
curve model s have been developed for stem rust and 1 eaf rust on wheat 
(Buchenau, 1975) and for leaf spot of cowpea (Schneider et .!l., 1976), 
for example. 
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Disease severity - yield loss relationships for ~. hordei were 
derived by regression analysis using untransformed values of rust 
severities on leaves 1 and 2 at six growth stages, to facilitate 
assessment (Teng et ~., 1979). A list of the regression variables is 
shown in Table 2.3. Models of each of the major types (CP, MP and AUC) 
were derived; for example, the most successful critical point model was 
the following, 
%YL = 3.29(X6 )0.5 - 0.10, - 2.3 
which explained 81.1 per cent of the total variation in yield loss. The 
best overall model, however, was the following, 
%YL = -0.07 - 4.3sX3 + 3.26X9 + 0.72X4 - 1.82X10 + 0.62Xs 
+ 0.42X11 - 0.03X6 + 0.22X12 , - 2.4 
which explained 97.6 per cent of the total variation with a standard 
error of 2.49 per cent. This incorporates disease readings on leaves 1 
and 2 at four of the growth stages of Table 2.3. Three characteristics 
of barley leaf rust epidemics which indicated that a critical pOint model 
woul d be sati sfac tory were noted by Teng (1978): 1 ate development, short 
duration and yield loss caused by a reduction in grain weight. A 
balance may be struck between the increased accuracy of the multiple 
point models and the practicality and low data requirement of the 
critical point models in simulation runs. 
Methods of expressing disease severity have been investigated, in 
attempts to improve the causal relationship between yield loss and 
severHy. The results of recent work carried out at Lincoln College 
have i~dicated that green leaf area is more closely related to yield loss 
than percentage disease severity of whole shoots (Lim and Gaunt, 1981a). 
Disease severity measured in terms of green leaf area per shoot takes 
direct account of disease effects on actual plant size; green leaf area 
at various growth stages also shows causal links with the various 
components of yield. Such a measurement does not describe the total 
effect of disease on plant growth; for instance, no account is taken of 
the metabolic activity of the pathogen in the utilization of 
carbohydrates, and green leaf area does not include all the photosyn-
thetically active tissue of the plant. It does, however, represent an 
improvement over the traditional method of expressing disease severity as 
a mean value, since the distribution of disease on the plant is usually 
not uniform, and the leaves at different positions on the plant are 
usually of unequal size (Lim, 1982). 
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Variable Leaf Growth stage 
~S (Decimal)* (Feekes)o 
Xl 1 39/40 9 flag leaf ligule just visible 
X7 2 
X2 1 49/50 10.1 first awns to first spikelets 
X8 2 visible 
X3 1 58/59 10.5 emergence of inflorescence 
X9 2 complete 
X4 1 64/65 10.52 anthesis halfway 
X10 2 
X5 1 73/74 11.1 early mil k 
Xu 2 
X6 1 83/84 11.2 early dough 
X12 2 
* Zadoks et ~., 1974 
o Large, 1954 
TABLE 2.3 BARLEY LEAF RUST YIELD LOSS MODEL'REGRESSION VARIABLES 
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The relationship between disease severity and subsequent yield 
loss may be gainfully exploited in a management infonnation system, 
either by the use of mathematical functions such as multiple point 
model s, or by the use of severi ty tri ggers or threshol ds. If tri ggers 
are used, it may then be unnecessary to derive the relationship between 
disease severity and yield loss explicitly. The threshold may signal 
the start of a decision making process, or it may indicate that spraying 
or some other direct action should proceed, once the particular level of 
disease is observed in the field. Some examples are given in Table 2.4; 
these are recommendati ons given by the advi sory service of the Mi ni stry 
of Agriculture, Fisheries and Food in the UK (Anon, 1982), for the 
spraying of winter wheat, based on disease assessment at various stages 
of growth and on the presence or absence of a wet peri ad (defi ned as 1mm 
of rain on each of four days in the previous two weeks). 
* * * 
For the present study, y,ield loss was estimated in BARSIM using 
the multiple point disease severity model noted above, equation 2.4; the 
methods used to simul ate epidemic progress curves are described in the 
following chapter. 
Growth Stage Disease Assessment 
30 - 31 
32 - 37 
39 
45 - 59 
61 - 71 
1. Previous crop wheat or barley 
2. Previous crop not wheat or barley 
- more than 10% tillers with eyespot 
- less than 10% tillers with eyespot 
3. - >10% mildew on lower leaves 
- yellow rust on susceptible varieties 
- no significant leaf disease 
4. Wet period 
- mildew, yellow or brown rust present 
- mildew, yellow or brown rust not present 
5. No wet period 
- >3% mildew on lower leaves 
- yellow rust on susceptible varieties 
- brown rust on susceptible varieties 
6. Wet period 
- mildew, brown or yellow rust present 
- mildew, brown or yellow rust not present 
7. No wet period 
- >3% mildew on lower leaves 
- >1% severity yellow rust on top 2 leaves 
readily-found brown rust on upper leaves 
- no significant leaf disease 
8. Wet period 
- yellow rust, brown rust, susceptible vars. 
- no significant leaf disease 
9. No wet period 
- yellow rust in susceptible varieties 
- brown rust in susceptible varieties 
- no significant leaf disease 
TABLE 2.4 WINTER WHEAT IN THE UK - MANAGED DISEASE CONTROL 
Apply Fungicide 
for Control of: 
Eyespot 
Eyespot 
No spray 
Mildew 
Yellow rust 
No spray 
Broad spectrum 
Septoria 
Mildew 
Ye 11 ow rust 
Brown rust 
Broad spectrum 
Septoria 
Mildew 
Yellow rust 
Brown rust 
Cheap broad 
spectrum 
Broad spectrum 
Cheap broad spec~ 
Yellow rust 
Brown rust 
No spray 
If mildew is more than 
10% on lowest leaves use 
a mildew fungicide 
) 
) 
To 8. or 9. 
To 7., then 8. or 9. 
)To 6. or 7. 
)To 8. or 9. 
) 
) 
) 
)To 9. 
Omit if sprayed at 4. 
Wet period = 1mm rain on 4 
days in previous 2 weeks 
[Source: Anon, 1982] ~ 
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CHAPTER 3 
The Barley Leaf Rust Simulation Model 
The area of barley sown in New Zealand has increased steadily 
since the beginning of the century (NZ Department of Statistics, 1980). 
Canterbury remains the most important barley-producing region, accounting 
for some sixty-four per cent of the area sown and sixty per cent of the 
total yield in 1978/79. In the same season, the cultivar Zephyr 
contributed sixty per cent of national yield. This is a malting barley, 
as are most of the cultivars grown in New Zealand, the country now being 
self-sufficient for its domestic requirements for malting and stock 
feeding. 
The life cycle of Puccinia hordei in New Zealand (Figure 3.1) is 
less complex then other rusts (Teng, 1978). Of the five spore states 
attributed to the rust fungi, only two are known to occur on Hordeum 
spp., those of uredinia and telia. The disease was first recorded in 
1899, and is now widespread in New Zealand. Significant crop losses are 
caused in some years. The rust was found in three-quarters of the crops 
inspected in the 1972/73 season in Canterbury, for example, although mean 
severities were low (Arnst and Fenwick, 1973). Field trials two seasons 
later indicated that the yield loss associated with the rust was nearly 
. 
twenty per cent (Arnst et ~., 1979). These authors noted that yiel d 
losses have to be expected in most seasons in Canterbury, and that these 
would occasionally be severe. 
3.1 Structure of BARSIM 
BARS 1M is an empirical stochastic simulation model of the barley 
leaf rust system, built by Teng (1978) as the first stage of a management 
information system for advising farmers in the use of fungicides. It 
has been va H da ted us i ng hi stori cal time seri es for the i mmedia te 
vkinity of lincoln, Canterbury, and for the barley cultivar Zephyr. 
I Barl ey grass I 
MAIN SEASON 
Spring-sown 
barley 
OFF-SEASON 
Volunteer & 
green-feed barley 
[Source: Teng, 19781 
FIGURE 3.1 THE LIFE CYCLE OF PUCCINIA HORDEI IN NEW ZEALAND 
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The rust epidemic is considered the result of a number of 
over-lapping monocycles, each of which is a spore life cycle. The whole 
series goes to make up the disease progress curve which describes the 
epidemic (Figure 3.2). Since ~. hordei is a foliar pathogen, disease is 
measured as the percentage of infected leaf area of the crop. The model 
encompasses two conceptually distinct phases: generation of an epidemic, 
then derivation of the associated yield loss. Seven component processes 
are defined in a monocycle: the production of spores during the 
infectious period of a pustule; spore liberation, which is a passive 
detachment by wind and/or plant movement; spore survival, deposition and 
germination, followed by the penetration of the host tissue by the 
fungus, and the resulting period of latency. The i nfec ti ous peri od is 
the time between pustule eruption and death, and the latent period is the 
time which elapses between penetration and pustule eruption. 
For each component process, a mathematical function was derived by 
least squares regression from data generated in field trials and 
controlled experiments (Teng, 1978). The factors originally defined as 
affecting each component of the cycle are listed in Table 3.1. For 
example, spore production is modelled using the functions 
1n N = 7.32 2.850 + D.l2T + 0.3802 - 0.1112 + 0.190T 3.1a 
and 
ln N = 8.33 - 0.360 + O.O~T + 0.00802 + 0.0005T2 - 0.0060T, 3.1b 
where N = number of spores produced per day per mm2 of uredinium, 
o = the day number in the infectious period. and 
T = the average ambient temperature in degrees centigrade. 
Which of these two functions is used depends on the absolute values of 0 
and T. 
The model itself comprises five major sections: 
1. Data input and weather/crop parameter calculations. 
2. Whole tiller simulation. 
3. leaf 2 simulation. 
4. Flag leaf simulation. 
5. Yield reduction calculation. 
The data input needed for a simulation run consists of various crop and 
weather details: dates of emergence of the crop and leaves 1 and 2. 
starting dates and severities of disease on the tiller and leaves 1 and 
2. and green 1 eaf area curves for the whol e till er and 1 eaves 1 and 2. 
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Yield Reduction 
Time (days) 
EPIDEMIC CURVE, BARLEY LEAF RUST 
Spore 
/prOdUCtiOn~ 
Latency Liberation 
1 sur!i,al 
Penetration I 
\ Deposit ion 
Germination ~ 
[ Source: Teng. 1978 1 
~ 
0"1 
Component 
Spore production 
liberation 
survi val 
deposition 
germination 
penetration 
1 atency 
Factors 
temperature, pustule age, pustule density on leaf, 
host cultivar/rust race combination 
wind, leaf wetness 
sunlight, spore hydration, temperature 
wind 
temperature, sunlight, leaf wetness, spore density 
on leaf, cultivar/race combination 
cultivar/race combination 
temperature, pustule density, cultivar/race 
combination 
TABLE 3.1 RUST MONOCYCLE COMPONENT PROCESSES 
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The model also requires four dates, corresponding to the attainment of 
the four growth stages needed by the mul ti pl e poi nt crop loss model 
(growth stages 58, 64, 73 and 83, Table 2.3). Weather input consists of 
daily records for the duration of the simulation, containing data 
pertai ning to dew. occurrence, maximum and mi nimum daily temperatures, 
minimum grass temperature, rainfall and daily sunshine hours. 
Sections 2, 3 and 4 of BARSIM consist of essentially the same 
disease cycle computer code. The daily sequence of events is 
illustrated in Figure 3.3 (the length of the boxcars is illustrative 
only) and Figure 3.4. The physical phase is not always executed; 
germi nati on is a bi nary ac ti vi ty, and the absence of 1 eaf wetness to 
allow it means that the activities of liberation, survival and 
deposi ti on wi 11 not be frui tful. If 1 eaf wetness is absent on any day, 
therefore, the physical phase is omitted in the simulation. Liberation, 
survival and deposition are treated as random events, since it was not 
possi bl e to rel ate experimental resul ts di rectly to the outcome of these 
processes with the exception of spore survival in the whole tiller 
simulation, which is related to sunshine hours (Teng, 1978). Spore 
liberation is modelled as a random event based on the uniform distri-
bution in the range zero to unity, whilst spore deposition is based on a 
gamma distribution variate in the same range. 
The number of germi nated spores that form pustul es is 1 argely 
dependent on the rust race/host cultivar relationship. In add; ti on to 
changing between situations, this relationship is modified within an 
epidemic, since rusts, being obligate parasites, can infect only healthy 
tissue successfully (Teng, 1978). The model includes a negative 
feedback. between penetrati on success and i ncreas i ng amounts of i nfee ted 
tissue. If severity reaches a value of 100 per cent, all spores which 
have become latent are k.illed, since there is no more tissue to be 
i nfee ted. 
The principal difference between .the whole tiller simulation and 
that for leaves 1 and 2 1s that it is necessary to account for exogenous 
spores enteri ng the 1 eaf 1 or 1 eaf 2 sub-systems from the rest of the 
tiller. For each, this 1s done by subtracting the number of spores 
produced by the leaf from the total produced by the tiller as a whole; 
these are then treated in the same way as the endogenous spores of the 
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particular sub-system. 
The percentage yield reduction is calculated according to the 
multiple point model described in section 2.5 (equation 2.4); the 
simulated severities on leaves 1 and 2 at the four growth stages are used 
to derive a percentage yield loss statistic attributable to the disease. 
The mai n program accesses two subrouti nes. One of these can 
provide a graph of the disease progress curve for the epidemics on the 
tn1er, leaf 2 and the flag leaf, if required. The second subroutine 
returns random normal numbers to complete the stochastic specification of 
BARSIM. 
3.2 Performance and Assessment of BARSIM 
BARSIM has been validated with a high degree of success, using 
visual appraisal, F-tests and Smirnov tests. The validity of the 
Smirnov test in comparing simulated and observed epidemic progress curves 
is in doubt, however, since the necessary assumption of randomness in the 
observations (Conover, 1980) appears to be violated: points on a disease 
epidemic curve are highly interdependent. Data were generated and 
collected specifically for the task of validation. The model was then 
run with the stochastic elements in the functional relationships removed, 
and subject to the same weather as was experienced in the field. It was 
concl uded that BARSIM performed sati sfactorily, al though three 1 imiti ng 
f ac tors were noted (T eng, 1978): 
- the epidemics which were successfully simulated all occurred in 
fields within 1km of each other; 
- validation data were collected over two cropping seasons only 
(1975/76 and 1976/77); 
the biological functional relationships in the model are for a 
particul ar host/pathogen combi nati on found at L i ncol n at the 
time the model was built. 
The significance of these limitations is largely unknown in the absence 
of further validation work with the model in a wider set of operating 
conditions. One of the fundamental differences between an empirical 
model and one based on causal relationships is the applicability of the 
I ... 
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results. In the latter case, this is more readily perceived, since if 
the causal rel ati onshi ps are themsel ves well-founded, then the model's 
sphere of usefulness is automatically extended beyond the confines of the 
particular situation in which it was built. An empirical model may have 
wide applicability also, but this is a characteristic which has to be 
tested for explicitly: there may be no basis for assuming this to be the 
case. 
It can be argued (Gaunt, 1978) that disease loss models should be 
based on causal rather than empirical relationships for other reasons: 
- the direct effects on yield caused by the pathogen can be 
incorporated directly in the model (Lim and Gaunt, 1981b); 
- the use of causal models provides the basis for the deletion of 
purely empirical functions from the disease loss relationship which might 
be regarded as providing spurious increased precision in the model. For 
example, the substantial reduction in response to a small change in 
disease severity at GS 39 and 45, in relation to the empirical yield loss 
response surface (Figure 3.5), is probably not causal (Teng and Gaunt, 
1981) • 
The force of such arguments is tempered by the observati on that 
most research is constrai ned by fi ni te stores of the resources that 
enable it to be undertak.en at all; simulation modelling in particular 
requires detailed consideration of the related costs and lik.ely benefits 
(Dent and Blackie, 1979). 
BARSIM may be run either deterministically or stochastically. 
Stochasticity is introduced into the functional relationships directly 
via the least squares regression technique used to build the component 
functions. For instance, germination percentage is given by 
2 2 ln GP = aO + a1H + a2T - a3H + a4T - a5HT, 
where T = germination temperature, 
H = germination period in hours, and 
ai= regression coefficients. 
- 3.2 
The standard error of the estimate of germination percentage is 0.235. 
Least-squares regression implies three underlying assumptions: 
.1. The error variable is random, which implies the absence of serhl 
correlation. 
2. The error variable does not exhibit heteroscedastidty; rather, the 
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variance is constant. 
3. The distribution of the error variable is described by the Gaussian 
probability density function. 
If these assumptions are held to be valid. then the error term may 
be sampled simply by multiplying the standard error of the estimate by a 
random variate from the standardized normal distribution. Stochasticity 
is also introduced by way of those component processes which are defined 
to be random (spore liberation and deposition. for instance). 
For the present study. the general applicability of the functional 
relationships within BARS 1M is not a primary concern. since the simulator 
is being used as a black box; it accepts input data and produces (valid) 
output by some method, the details of which need not affect the rest of 
the system. Conceptually, any other simulator could be used as a black 
box. if it produced a yield loss statistic; it may be simpler or more 
complex than BARSIM. or it may make use of a totally different method of 
achieving the same end. 
3.3 Crop Growth in BARS1M 
3.3.1 Green leaf Area Curves 
BARSIM version 1 included an option whereby leaf area data for 
whole tillers could either be input via computer cards or calculated from 
regression functions built into the model. Ease of use favours the 
latter method. There are three tiller green leaf area functions; which 
one is used depends on whether the date of crop emergence fell in 
October. November or December. They are of the form 
l = exp(aO + a1xi + a2xf + a4lnxi ). - 3.3 
where l = leaf area. and 
xi = number of days after emergence. 
Version 2 of BARSIM incorporates regression functions for leaves 1 and 2 
also (Teng. 1982). These are in t.he form of multiplication coeffic-
ients, 
k = aO + a1 xi + a2xf + a3xf' - 3.4 
the relevant leaf area on any day being obtained by multiplying the 
tiller leaf area by the coefficient k. 
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3.3.2 Crop Growth Stages 
The crop growth dates required for the running of BARSIM are the 
dates of emergence of the crop, leaf 2 and the flag leaf, and the dates 
the crop attains the four growth stages for the multiple-point yield loss 
model, these being GS 58,64, 73 and 83 (Zadoks et !!.., 1974; Tottman 
~ndMakepeace, 1979). 
If BARSIM is to be used in a predictive fashion, there exists the 
need for simulating the growth of the crop so that development dates may 
be derived. The degree-day system is used, on the basi s that there 
exi sts a cumul ati ve effect of temperature on pl ant development. Thi s 
system uses the general equation 
0(0 ,i) = L~ (T - b), - 3.5 
where T is a form of temperature measurement, b is a base temperature, 
and the period under consideration lasts from day a to day i. The 
temperature measurement used in the model is daily average ambient 
temperature, i.e., (Tmax+Tmin)/2 over a twenty-four hour period; similar 
work carried out on wheat indicated that this is a satisfactory measure 
of average ambient temperature (Ritchie, 1976). 
The performance of such a system can be judged using a statistical 
criterion, or in some cases a physiological one. An example of the 
latter is the work of Coakley and Line (1981a), who studied the 
cumulative effect of temperature on the disease Puccinia striiformis 
Westend. on wi nter wheat. The base sel ected was 7 °C, because of the 
evi dence that thi s was the optimum temperature for germination of the 
stripe rust spores and infection of the wheat plant (Coakley and Line, 
1981b). 
If the temperature on any day is less than the base value, then it 
can be either assumed to be zero, in which case it contributes nothing to 
the summation, or it can be viewed as a negative contribution. Two 
degree-day systems were investigated, .using a base of a °c and 5 °C. 
There are in Canterbury very few days when the average temperature is 
1 ess than ei ther of these bases in the summer peri ad, so if an average 
temperatu re occu rred be 1 ow a or 5 °C, it was subtrac ted from the 
summation. The 5 °c base was preferred to one of a °c, on the basis of 
the coefficient of variation, a finding which agreed with that of Ritchie 
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(1976) for wheat (Table 3.2). 
The data used to derive the degree-day system (Table 3.3) included 
two trials carried out at Lincoln College in 1979/80, and six further 
trials in the seasons 1975/76 and 1976/77. The dates of sowing varied 
widely, from 14 October to 20 December. The values of the coefficient 
of variation tended to be high in comparison to a similar system derived 
for wheat, where values of 4 to 5 per cent were obtained (Ritchie, 1976). 
The greater variability exhibited by barley may be attributable in part 
to an increased potential for water stress in the Spring. 
* * * 
The extensions described in section 3.3 allow crop growth to be 
modelled within BARSIM, alleviating the need for large inputs of 
historical plant data. The simul ati on of daily weather records is 
required, so that both crop growth and disease progress can be modelled 
over the entire growing season, to allow calculation of the yield loss 
statistic in response to a part-historical, part-simulated epidemic. 
Degree-days to GS 58 
x s CV't (six) 
Base o °c 957 69 7.2 
5 °c 622 35 5.6 
(average ambient temperature) 
TABLE 3.2 COMPARISON OF DEGREE-DAY SYSTEMS, ZEPHYR BARLEY: MEAN, 
STANDARD DEVIATION AND COEFFICIENT OF VARIATION FOR THE 
ATTAINMENT OF GROWTH STAGE 58 
Average Temperature, 'SoC Base 
X s CV1, No. of samples 
Sowing 
Emergence 62 13 21.0 4 
Leaf 2 emer. 345 32 9.2 4 
Leaf 1 emer. 430 34 7.8 10 
GS 58 622 35 5.6 10 
GS 64 667 48 7.3 10 
GS 73 727 47 6.5 10 
GS 83 822 70 8.5 10 
TABLE 3.3 DEGREE-DAY SYSTEM, ZEPHYR BARLEY: MEAN, STANDARD 
DEVIATION AND COEFFICIENT OF VARIATION 
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CHAPTER 4 
Weather Parameter Simulation 
Weather variables have to be supplied to BARSIM on a daily basis 
for the simul ati on of barl ey 1 eaf-rust epi demics; if the model is to be 
used in a predictive capacity, then weather parameters have to be 
derived, either from historical time series, if they exist, or by way of 
probabilistic simulation. 
The use of historical time series can be justified on the grounds 
that the past is a reasonable indication of what might be expected in the 
future; generally, either a random series is used, or some judgement is 
made as to a IIrepresentativell series (Phillips, 1971). Several 
disadvantages are apparent with the use of historical series: 
1. the data requirements are very large; series of sufficient length may 
not exist in historical records. 
2. the modell er is not abl e to vi ew how the model performs under 
conditions not experienced in the series used. (One of the fundamental 
advantages of simulation, as a tool, is the potential it offers to relax 
the often severe limitations imposed by traditional experimentation.) 
3. storage and retri eval of 1 arge amounts of data ina computer system 
tends to be expensive and may be inefficient. 
The generation of time series within a model largely overcomes the 
above stated problems, although it is still the case that a large amount 
of data are required to define the probabilistic elements. In addition, 
weather parameter generation can become very complex, since interdepen-
dencies may exist between both variables and time periods. The statis-
tical problems encountered may be considerable, in testing the hypotheses 
set up to generate the variables and validating the complete simulator. 
BARSIM makes use of four weather variables (Figure 4.1): leaf 
wetness, average ambient temperature, minimum grass temperature, and 
sunshine hours, over a twenty-four-hour period. The model defines leaf 
wetness to be the presence of dew, or a day when more than ten mm of rain 
, 
AVERAGE TEMPERATURE 
5 - 25°C 
/ Infection ~ 
Spore j'0duction Latfncy 
Liberation Germination 
1 
Deposition 
~ Survival 
SUNSHINE HOURS 
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FIGURE 4.1 RUST MONOCYCLE AND WEATHER VARIABLES 
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MINIMUM GRASS 
TEMPERATURE 
~O.O °C 
LEAF WETNESS 
dew, or ra in >lOmm 
60 
falls. S1 nce the model has been successfully val i dated for the 
immediate environs of lincoln, the simulation of the variables takes 
account of the definitions and parameter ranges actually used in BARSIM 
(Teng, 1978, see Figure 4.1). 
4.1 leaf Wetness 
Hi gh carrel ati ons between rai n occurrence and temperatures have 
been noted in previous investigations in countries other than New Zealand 
(e.g. Bruhn, 1980; Dumont and Boyce, 1974). In view of this, rain 
occurrence is modell ed separately from dew occurrence, to di stingui sh 
between the two types of leaf wetness. Dew days and rain days are 
assumed to occur independently. 
Daily dew occurrence has been recorded at Li ncol n only si nce 1 
July, 1971, in contrast to rainfall records, for example, which date back 
to 1 July, 1890. Consequently, daily records for el even years, from 
July 1971, were used for the derivation of the weather simulator. 
Weather variabl es are generated for the durati on of the summer season, 
which is defined as the period 1 September through 31 March. 
The basic time unit used throughout the weather simulation was the 
day. It is apparent that weather in New Zealand is seasonal; the 
probability of any day being a rain day in September is not the same as 
for a day in January, for example. For this reason, it was necessary to 
introduce a secondary time uni t, as a peri od throughout which weather 
probabilities could be assumed to be constant (i.e., it had to be short 
enough for the influences of seasonality to be largely excluded). It 
had to be of a 1 ength, however, suc h that between-peri od dependenc i es 
were not exhibited by the weather variables, ff great complexity was to 
be avoided. Within any such secondary time period, a set of probabil-
ities pertains to the occurrence of any weather; as time advances day-
by-day and the next secondary time period is entered, a new set of 
probabilities comes into effect, reflecting the seasonal differences 
between the two periods. If weather variable autocorrelation can be 
excluded, then the occurrence of weather in one time period is 
independent of any that occurred in any previous time period. 
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The dec i si on as regards 1 ength of the secondary time peri od was 
made largely on the basis of the Wald-Wol fowitz runs test (Dent and 
Blackie, 1979) appl ied to rainfall and dew occurrence. With a time 
period of one calendar month, no autocorrelation could be detected (a » 
0.20) for rainfall amount, rainfall occurrence or dew occurrence. When 
the time period was reduced to the half-month, rainfall amount exhibited 
no autocorrelation (a = 0.15), whilst the results of the tests for rain 
occurrence and dew occurrence were inconclusive (a = 0.05). It appeared 
that more data were required to investigate period inter-dependence, but 
for the present model it is assumed that the occurrence of any weather 
variable within a half-month is independent of its occurrence in the 
previous half-month. The use of the half-month is convenient owing to 
integer division on a digital computer, i.e., if a month has N days, the 
first half-month has N/2 days and the second N - N/2. The use of 
statistically independent 14, 15 or 16 day periods is in accord with the 
two-week peri ods used by Dumont and Boyce (1974) for temperate-zone 
temperature and rainfall simulation in the U.K. 
4.1.1 Dew 
To take account of the day-to-day autocorrelation exhibited by dew 
occurrence (a » 0.20), a dew day is defined to be dependent on the 
particular half-month, a random variate from the uniform distribution, 
and dew occurrence on the previous two days, following the general method 
of Dumont and Boyce (1974) for rainfall occurrence. The functional 
relationship may be written 
D i = (M, U (0,1), D i -1' D i -2 ), - 4.1 
where Di = dew occurrence on day!, 
M = half-month, and 
U(0,1) = a random uniform variate in the range 0 to 1. 
Such a relationship takes explicit account of the fact that the probabil-
ity of a dew day given dew occurrence on the two previous days is not the 
same as the probability of a dew day if no dew was observed on the 
previous two days, for example. 
Since dew occurrence is a binary event and three days are being 
taken into account, there are eight possible event triplets for any day 
(day!) : 
day 
1 = Dew day 
o = No-dew day 
i-2 
1 
1 
o 
o 
1 
1 
o 
o 
i-1 
1 
1 
1 
1 
o 
o 
o 
o 
i 
1 
o 
1 
o 
1 
o 
1 
o 
identification 
111 
110 
011 
010 
101 
100 
001 
000 
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The probabilities associated with each event triplet change according to 
the half-month: there are, for instance, few dew-days in January 
compared wi th September. These probabi 1 i ties may be estimated from 
historical records. For example, eleven years of records for 1 to 15 
January were examined. For each of the 165 days, it was recorded which 
of the above event triplets the particular day (day .!J belonged to, by 
reference to the two precedi ng days I dew occurrence (days .1..-1 and .1..-2). 
For the first half of January (January 1), most days are characterized by 
triplet (000), i.e., a no-dew day following two no-dew days. 
The probability of any of the above triplets occurring, within a 
particular half-month and given the dew status of the previous two days, 
may then be calculated; for instance, the probability of triplet (111) 
occurring in period M is equal to number of dew days following two dew 
days in period M divided by the number of days following two dew days in 
period M, i.e., 
p(l1l)M = I(ll1)M / I(l10)M + H111)M' 
and p(110)M = 1 - p(ll1)M • - 4.2 
In the records examined, the first half-month of January had eight 
instances of (110) and two of (111); the probability of a dew day 
following two dew days, as opposed to a no-dew day following two dew 
days, was thus 0.2 in January 1. 
A computer program was wri tten to count the occurrences of each 
outcome and yield the probaMlities of. a dew day occurring for each 
triplet. For between-period continuity, the first triplet of a new 
half-month includes the final day of the last half-month. A random 
number from the uniform di stri buti on between zero and un1 ty is then 
generated, and if 
Random number < p(dew), 
- -
1-"" 
,.~-~. '--' -~. 
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day ..:!.. is desi gnated a dew day, with resul tant 1 eaf wetness and spore 
germination. For instance, if 31 December and 1 January were both dew 
days, then in modelling dew occurrence for 2 January the triplet type 
(11-) is considered; if the generated random number is less than 0.2 
(above), dew occurs, and the triplet is specified as (111) rather than 
(110). Table 4.1 shows these probabilities in terms of a dew day 
following either dew or no-dew days, for the fourteen half-months under 
consideration. 
4.1.2 Rain 
Rain occurrence on day..:!.. is treated in the same way as dew, being 
defined to be dependent on rain occurrence on the previous two days 
(Dumont and Boyce, 1974), 
Ri = (M, U(O,l), Ri_l' Ri _2), - 4.3 
where Ri = rain occurrence on day..:!.., 
M = half-month, and 
U(O,l) = a random uniform variate. 
Since the occurrence of any rain is a binary event, there are eight 
possible event triplets. The associated probabilities were found in the 
same way as for dew, and these are shown in Table 4.2. Designation of a 
rain day proceeds as for a dew day. 
The occurrence of any rain is used in subsequent temperature 
simulations. The nature of BARSIM is such that days when rainfall is 
greater than ten mm are of interest. 
of such days appeared relatively low. 
In the summer period, the number 
In view of this, probabilities 
were calculated for each half-month from the equation 
p(rain> 10mm)M = I days (Rain> 10)M / I days (Rain> O)M' - 4.4 
i.e., there is a certain probability that a day has rainfall in excess of 
ten mm given that the day is designated "wet". Once a rain day has been 
generated, a second random uniform variate is compared with the relevant 
probability (line 5 of Table 4.1), and if 
Random number < p(Rain > 10), 
the day is designated a high rainfall day, with resultant leaf wetness. 
With a large data base, this approach could be modified to 
accommodate each of the event triplets; in the present model, the 
probability of a rain day exceeding ten mm of rain is the same 
Event 
Triplet 
Sep 1 2 Oct 1 2 Nov 1 2 Dec 1 2 Jan 1 2 Feb 1 2 Mar 1 2 
(Ill) 0.483 0.542 0.500 0.400 0.214 0.438 0.250 0.000 0.200 0.333 0.333 0.300 0.600 0.539 
(011) 0.536 0.370 0.391 0.417 0.550 0.588 0.308 0.149 0.400 0.400 0.588 0.333 0.321 0.440 
(101) 0.310 0.323 0.136 0.154 0.300 0.333 0.250 0.143 0.200 0.417 0.235 0.250 Q.320 0.296 
(001) 0.281 0.324 0.247 0.189 0.146 0.118 0.097 0.021 0.071 0.074 0.167 0.182 0.299 0.273 
1 = Dew Day o = No-dew Day 
Probabilities given are for a dew day following either dew days or no-dew days 
TABLE 4.1 DEW DAY PROBABILITIES, SEPTEMBER TO MARCH 
, .. , , 
0"1 
~ 
Event 
Triplet 
(111 ) 
(011 ) 
(101) 
(001) 
Rain) lOmm 
Sep 1 2 Oct 1 2 Nov 1 2 Dec 1 2 Jan 1 2 Feb 1 2 Mar 1 2 
0.606 0.259 0.461 0.409 0.533 0.333 0.458 0.536 0.480 0.345 0.400 0.476 0.478 0.516 
0.556 0.567 0.454 0.400 0.571 0.320 0.452 0.393 0.471 0.630 0.417 0.545 0.571 0.464 
0.222 0.303 0.281 0.241 0.160 0.276 0.129 0.233 0.161 0.138 0.100 0.174 0.045 0.222 
0.256 0.267 0.311 0.242 0.293 0.198 0.304 0.256 0.311 0.234 0.211 0.247 0.202 0.278 
0.167 0.082 0.185 0.173 0.155 0.098 0.127 0.148 a.119 0.143 0.175 0.219 0.227 0.119 
1 = Rain Day o = Dry Day 
Probabilities given are for a rain day following either wet or dry days, 
and the probabilities of a rain day having in excess of ten mm of rain. 
TABLE 4.2 RAIN PROBABILITIES, SEPTEMBER TO MARCH 0"1 
(Jl 
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irrespective of the precipitation on the previous two days. Due to the 
short length of records analysed, it is not possible to show conclusively 
that, for exampl e, the probabil ity of more than ten rrm of rai n on a day 
following two dry days is the same as that on a day following two wet 
days. An alternative approach is to model the amount of rainfall 
expl icitly. Sampling from some kind of fitted distribution could take 
place, once a day has been designated a rain day. Gamma distributions 
were used for this purpose by Bruhn (1980), for example. 
4.2 Average Temperature 
Average temperature over a 24-hour period is defined in BARSIM as 
T. = (Tmax. + Tmin.) / 2.0 , - 4.5 1 1 1 
where Tmax i = maximum ambient temperature on day i, and 
Tmin i = minimum ambient temperature on day i. 
This variable is used in a regression for modelling spore production, in 
the range 5 to 25 °e. Average temperatures were derived directly, 
rather than generating both a maximum and a minimum value on any day. 
The method utilized by Taylor (1972) for temperature generation is 
based on the model 
Xt = aXt _1 + (1 - a)St + et , 
where Xt = temperature on day!, 
a = a real number, 
St = seasonal average temperature for day t, and 
et = the random term. 
- 4.6 
In Taylor's study, equation 4.6 was modified to take account of the 
skewness of temperature distributions in the U.K., and of the observation 
that temperature variance about its seasonal average is itself subject to 
seasonal variation, in a sinusoidal fashion (TaYlor, 1972). Such a 
model has no vari ab1 e dependencies" apart from the one-day temperature 
lag, and was intended for use over long periods of simulated time. 
Other studies which have been concerned with much shorter 
simulation periods (Bruhn, 1980; Dumont and Boyce, 1974) have 
incorporated the effects of precipitation on temperature directly. 
Following Taylor (1972) and Dumont and Boyce (1974). equation 4.6 was 
rewritten as 
where 
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Ti = r Ti _1 + (l-r) TM + et , - 4.7 
Ti = temperature on day l, 
TM = seasonal (half-month M) mean temperature, 
r = correlation coefficient b~tween Ti and Ti _1, 
et = the random error tenm. 
To allow for differences in correlation coefficients and half-month 
means, dry and wet sequences were treated independently, i.e., 
day i-1 i i denti fic ati on 
1 1 11 
1 = rain day 1 0 10 
0 = no rain 0 1 01 
0 0 00 
The func ti ona 1 relationship may then be written 
T. = (M, T. l' R., R. l' V), - 4.8 1 1- 1 1-
where Ti = temperature on day l, 
M = half-month, 
Ri = rain greater than zero on day l, and 
V = a variate from the error term distribution. 
This type of relationship has been successfully used by both Bruhn (1980) 
and Dumont and Boyce (1974). 
For fourteen half-months and four rai n day doubl ets, fi fty-six 
sets of the parameters of equation 4.7 had to be estimated. Taking 
doublet (11) in January 1 as an example, those days were extracted from 
historical records which had any rain on two successive days in the 
period 1 to 15 January. For the ensuing set of temperature pairs, the ! ...... . 
correl ati on coeffic i ent was calcul ated between average temperatures on 
day l and day l-l, and the mean value of temperatures on day l was found. 
The temperature pai rs were then transformed usi ng a rearrangement of 
equation 4.7, 
et = Ti - rT i _1 - (1 - r)TM' - 4.9 
to yield data points making up the (unknown) distribution of the error 
term, in this case for doublet (11) in January 1. If a suitable 
statistical distribution could be fitted to these data points, then 
equation 4.7 could be used to derive a value of average temperature on 
any day i by sampling randomly from the fitted distribution, given the 
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temperature on the previous day and the relevant values of rand TM 
(which depend on rainfall on days land l-1). 
4.2.1 Representation of the Random Error Term 
4.2.1.1 Statistical Testing 
A variety of techniques is available whereby variates may be 
generated which possess similar distributional characteristics to a 
particul ar set of empi ri cal data. Such techni ques generally provi de an 
approximation to the cumulative distribution function (cdf) of the data, 
or the probability density function (pdf). In either case, the function 
mayor may not be represented in mathematical form, although there may be 
compelling reasons for doing so. These reasons include: 
1. a desire for more objectivity than can usually be obtained by a 
free-hand fit of the data; 
2. computer considerations; it is generally more efficient of computer 
time and storage requirements to generate observations using the 
mathematical form of a function; 
3. mathematical representation can facilitate analytical manipulation. 
It is the case that an empirical approximation to a given set of 
data will not generally be as satisfactory as a well-founded theoretical 
representation (Hahn and Shapiro, 1967). In many situations this might 
be expected to be the normal distribution, on the basis of the Central 
Limit theorem (Mihram, 1972). The hi storical importance of the nonnal 
distribution is immense (JohnSon and Kotz, 1970), and a large body of 
statistics is dependent on it. Practical considerations also favour the 
use of the nonnal distribution: its parameters are simple to estimate, 
and observations may be drawn from it with little difficulty. 
Largely for reasons of -practical i ty, the f1 fty-si x random error 
tenns were tested for nonnality usi ng three tests: the chi -square test, 
the Lilliefors test, and the Shapiro-Wilk- test, combined in a computer 
package written for the present study, named NTESTS. 
(1) Chi-square Test 
Condi ti ons of sparse data were experi enced ina number of the 
error distributions. For example, in the eleven years of data examined, 
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doublet (11) in December 2 occurs only 26 times. The chi-square test 
(Pearson, 1900) ;s dHHcult to apply when the data are few; in such 
cases, "few" is defined as any number less than 200 by Hahn and Shapiro 
(1967), for instance. Quite how small the expected frequencies may be 
is not clear; Snedecor and Cochran (1980) state that none should be less 
than five, whilst Conover (1980) reports that the number of classes may 
sometimes be allowed to exceed the number of observations. 
A fundamental problem ensues if the hypothesized distribution is 
completely specified except for a number, ~, of parameters. The general 
procedure is to subtract one degree of freedom for each parameter 
estimated from the data, although this is a privilege accorded only when 
the parameters have been estimated usi ng the mi nimum chi -square method 
(Conover, 1980). The modHication most often used to this essentially 
impractical method consists of estimating the parameters by computing the 
first ~ moments of the grouped data. 
Three chi-square tests were incorporated in the package - a 
standard four-cell (i.e., 1 degree of freedom) test, and two grouped-data 
tests of adjustable cell number, one with and one without Sheppard's 
correction. This correction entails the subtraction of the quantity 
h2/12 from the group variance, where.!!. is the size of the (equal) cell 
lengths into which the data are grouped for re-estimation of the sample 
mean and standard deviation. 
(2) The lilliefors Test 
The lilliefors test is a modification of the Kolmogorov 
goodness-of-fit test; 
estimated from the 
(Conover, 1980): 
this cannot be used H parameters have to be 
data, otherwise the test becomes conservative 
while the test statistic remains unchanged, the 
critical quantiles change, depending on the distribution under test. 
The test statistic is of the standard Kolmogorov type, 
T = sup I F*(x) - S{x) I - 4.10 
* x 
where F (x) = the hypothesized distribution, 
S{x) = the cumulative distribution of the data, 
T = the largest vertical distance between them. 
lilliefors (1967) adapted the test so that it could be used to test for 
normality with unspecified mean and variance. The data values, x., are 
1 
normalised by 
where 
Zi = (xi - x)/s , i=1,2, ••• ,n, 
X = the data mean, 
s = the data standard deviation, and 
n = the sample size. 
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- 4.11 
These normal i sed data val ues are then compared wi th the standardi sed 
normal cumulative distribution function, the test statistic again being 
the largest vertical distance between the two functions. 
The test was proposed (lilliefors, 1967) on the grounds that it 
can be used with small sample sizes where the validity of the chi-square 
test is questionable, and it often appears to be a more powerful test 
than the chi-square test for any sample size. The cri tical val ues of 
the test were originally derived by simulation, although these were 
subsequently found analytically. 
In computerizing the test, it is necessary to estimate the area 
under the normal curve. Numerical approximati ons tend to be 
computationally cumbersome, especially if accuracy is to be achieved 
(McArthur, 1975), so a data file was built which contains tabulated 
val ues of the cumul ative normal curve; 1 i near interpol ation then takes 
place between close successive points in the table. 
(3) The Shapiro-Wilk Test 
The third test used was the Shapiro-Wilk test; 1 ike the 
Lilliefors test this has a null hypothesis of normality with unspecified 
mean and variance. The test statistic is given by 
W = (l/O) (~.k a.(x(n-i+l)_ x(i)) 2) - 4.12 
1=1 1 
where n = sample size, 
k = n/2, 
o = t.n (x._x)2, and 
1.1=1 1 
ai = test coefficients. 
Existing tables allow this test to be used only fcir sample sizes of less 
than 51 in number. The package accesses a data file containing the test 
coefficients. 
* * * 
If the transformed temperature data for any half-month and two-day 
rain sequence passed all three tests (Cl » 0.05), then the sample mean 
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and vari ance were used and normal i ty assumed. I f the tests of 
unspecified normality were accepted but the chi-square statistic was not 
unequivocal, then a modified minimum chi-square test was performed, both 
with and without Sheppard's correction to the group variance. The 
values of the parameters of the normal distribution giving the lowest 
acceptable value of chi-square were used in the weather simulator. 
Of the fifty-six error distributions analysed, three could not be 
classified as normal. Johnson curves were investigated for their 
suitability in representing the non-normal error distributions. 
4.2.1.2 Johnson Distributions 
Families and systems of distributions have been proposed which are 
intended to provide approximations to as wide a variety of observed data 
as possible (Johnson and Kotz, 1970). For example, the gamma, beta, 
Wei bull and exponenti al famil i es have found use in di verse appl icati ons 
in the study of agricultural and agro-economic systems (Dent and Blackie, 
1979). One of the 01 dest and best-known systems is that of Pearson, 
developed at the end of the ni neteenth century. Any curve of thi s 
system is a solution of the equation 
2 df(x) = (x-c 3)f(x)/(cO+c 1x+c 2x ) . dx - 4.13 
for the random variable x with probability density function f(x) defined 
by the parameters cO' c1 , c2 and c3 • 
Johnson (1949) proposed a system of frequency curves, called 
Johnson or S curves, which have certain useful characteristics: a wide 
variety of different shapes can be assumed, variate generation is 
straight-forward, and all the curves are simple transforms of the normal 
distribution. The great variety of shapes which the Johnson system 
exhi bi ts is a resul t of the fact that an S curve may be defi ned for any 
feasible combination of skewness and kurtosis, i.e'., the system occupies 
space in the 131132 plane, where the measures of skewness and kurtosis are 
given by 
al = m2:Jm32 and 132 = m Jm~ 
respectively, mi being the ith moment about the mean. 
translation was 
z= y+ <5f(x-~)/A, 
- 4.14 
The proposed 
- 4.15 
where z is a unit normal variable, Y, <5 , ~ and A are the distribution 
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parameters, and f is a simple function independent of variable 
parameters. No simple function! exists'such that a complete system can 
be produced, but a combination of three provides one distribution 
correspondi ng to each pai r of val ues of 81 and 82 : 
z = y + 61 n [ ( x - ~) OJ 
z = y + 6ln[(x-~)/(~+A-x)] 
z = y + osinh-1[(x_~)/A] -oo<x< 00 
4.16 
4.17 
4.18 
Equation 4.16 corresponds to the family of lognormal distributions, 
reducible to three parameters, denoted Sl. These curves are bounded at 
their lower end, and occupy loci in the 8182 plane as illustrated in 
Figure 4.2. Equation 4.17 represents the Johnson Ss family; these 
curves are bounded at both their lower and their upper ends. Curves of 
this system, whose loci occupy space above the lognormal 1 ine in the 
plane, may be bimodal or unimodal. The third family of curves is given 
by equation 4.18, where the random variable is unbounded; Su curves are 
always unimodal, and occupy 8182 space below the lognormal line. 
There are six basic types of fit: 
Sl ' the lower bound known 
ii Sl' all parameters unknown 
iii Su' all parameters unknown 
iv Sa' the lower and upper bounds known 
v Sa' the lower (or upper) bound known 
vi Sa' all parameters unknown 
In the first instance, it is possible to obtain an indication of the 
appropriate family by estimating 81 and 82 from the data and using these 
values in conjunction with a diagram of the 8182 plane (such as Figure 
4.2). It should be noted, however, that this process is only indica-
tive,because estimates of 81 and 82 are sensitive to extreme values; in 
addition, the first four moments about the mean may be inadequate 
measures of the observed distribution (Snedecor and Cochran, 1980). 
The values of the location (~) and scale (A) parameters may 
sometimes be inferred from the data or. from the nature of the random 
process. Negative values, for example, may be impossible, although such 
inference cannot be applied to the Su system since ~ and A usually have 
no simple meaning. The remaining parameters may then be estimated by 
using the standard methods of matchi ng moments or matchi ng percentil e 
points (Hahn and Shapiro, 1967). The maximum likelihood method is 
N 
o~------~------~------~------__ 
Impossible Area 
m~------~------~--~--~------~ 
o 2 
BETA 1 
3 4 
FIGURE 4.2 THE BETA 1 BETA 2 PLANE 
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difficult to apply to translation systems in general (Elderton and 
Johnson, 1969). The method of matching percentiles is especially 
suitable since the percentile pOints of ! are extensively tabled. 
The method of moments is practical only if the moments of the 
distribution are of a simple fonn. This is the case for the Su system, 
whilst those for SB curves are very complicated, although they can be 
given in explicit form (without integrals). The most straight-forward 
method of fitting Su curves is to utilize the iterative method of Johnson 
(E1 derton and Johnson, 1969) to deri ve the shape parameters (y and <5 ) 
from 81 and fh, and then match moments to obtai n E;, and A. Such a method 
was used in the algorithm of Hill et!l. (1976), for example. 
Generally the method of percentiles should be used, where 
practical. In addition to the method of moments being dependent on the 
sample estimates of skewness and kurtosis, there is only one possible fit 
for a given set of data. The choice of percentile pOints, on the other 
hand, is essentially arbitrary, with the result that this method is much 
more flexible: there is an infinite number of possible fits. The 
ability to attempt numerous values of the parameters is a desirable 
feature where goodness-of-fit is the primary concern. However, another 
feature of the method of percentiles is that the mean and variance of the 
fitted distribution may be quite different from the observed values; 
pragmatic assessment of goodness-of-fi t may requi re these factors to be 
taken into account. 
The fitting of SB curves when all the parameters are unknown (and 
of Su curves) by the method of percenti les is burdensome. Four 
simultaneous non-linear equations have to be solved by numerical methods. 
Investigation into the use of a suitable computer routine (that of Brown, 
1973) indicated that a valid solution is not always forthcoming: there 
may be no convergence, or parameter val ues are produced which are not 
permissible. Since <s is conventionally given a positive sign, the 
permissible parameter ranges are as follows: 
-<;0 < Y < Q>, 15 > 0 ,-Q> < E;, < qo , and A > 0 • 
In cases where a valid solution cannot be obtained, different percentiles 
may be tried, or alternatively the lower bound can be estimated. 
The equati ons to be sol ved for each fi t-type are summarised in 
75 
Table 4.3, together with an indication of the relevant fitting method. 
These methods appear to offer a reasonable compromise between flexibility 
and facility. A computer package, SFIT, was written to carry out all 
six types of fit, incorporating the methods of Table 4.3. The package1 
was designed to be wholly interactive, so that input parameters could be 
adjusted in an attempt to obtain a reasonable fit. 
Because fitting is arbitrary when the percentile method is used, 
or liable to inaccuracy when the method of moments is applied, it is 
desirable to perform some sort of statistical test to obtain an objective 
indication of how well the fitted distribution conforms to the data. A 
fundamental advantage of the use of S curves is that the inherent 
problems of the chi-square test, compounded by a paucity of data, can be 
by-passed; such curves may be assessd for goodness-of-fit using standard 
tests for normality, as can any distribution for which a specified 
transformation of the data yields the normal distribution (Green and 
Hegazy, 1976). 
The Lilliefors test is particularly suitable for testing S 
distribution goodness-of-fit. The appropriate transformation of 
equations 4.16 to 4.17, with the estimated parameter values, is used 
instead of the standard normalisation equation (equation 4.11). If the 
null hypothesis of transformed normality (with mean and variance unknown) 
is true, the resultant data values then constitute the standard 
cumulative normal distribution. The test statistic remains 
T = sup I F*(x) - S(x)1 , - 4.19 
x 
where F*(x) and S(x) are the hypothesized and the data cumulative 
distribution functions respecthely. The critical values of the test 
are unchanged from those tabulated in Lilliefors (1967) or Conover (1980) 
for the standard Lilliefors test for normality. 
4.2.2 Average Temperature Error Terms 
All three of the non-normal dist.ributions were fitted with SB 
curves. usi ng the computer pack.age SFIT. The fi fty-six error distri-
bution parameters, in addition. to the relevant values of the correlation 
1 Details of both SFIT and NTESTS (for testing the assumption of 
normality) have been left with the Computer Centre, Lincoln College. 
, 
------ -.-----
Fit Type Known Method Equations 
Parameters 
1. \ ~ MLE ~ = (l/n) Lln(xi-~) 2 2 2 s = {n L(ln(xi-~)) - ( Lln(xi-~)) } / n(n-1) 
o = l/s y = -~/s 
2. \ none MP o = z1 {In((x 1 -x )/(x -x ))} -1 y = oln((l - exp(z /o))/(x -x)) -~ -~'5'5 ~ ~ • 5 ~ 
~ = x - exp(-y/o) 
. 5 
3. 5U none M S , S -+ y,o by Johnson's iterative method or tables (e.g. Johnson 1965) 1 2 
w = exp(0-2) 1: A = s/(~(w-1)(wcosh 2(y/o) + 1) 2 1: ~ = x +Aw 2sinh(y/o) 
4. 58 A ~ MP o = (z -z )/( In(X (A-X )/ X1(A-X 2)) y = z - 01n(X2/(A-X 2)) 1-~ ~ 2 1 1-~ 
5. 58 ~ MP A = X ((X X + X X - 2X X )/(X2 - X X )) then 0 and y as for 4. 00102 12 0 12 
6. 58 none MP Z.= y + oln((x.-~)/(~+A-x.)), , , , i = 1,2,3,4 by numerical methods 
Note: n = sample size x = sample mean s = sample standard deviation 
X = x - ~ o • 5 X = x - ~ 1 ~ X = x -~ 2 1-~ 
X = ~th percentile of the data z = ~th percentile of N(O,1) 
~ ~ 
MLE is the method of maximum likelihood, M is the method of moments, MP is the method of percentiles 
TABLE 4.3 JOHNSON CURVE FITTING EQUATIONS '-I 0"\ 
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coefficients and half-month mean temperatures of equation 4.7, are shown 
in Table 4.4. The average temperatures, TM, on a wet day following a 
wet day are the lowest of all the rain day-type average temperatures in 
all half-months, followed by the average temperatures on a dry day 
following a wet day. 
The amount of computer code necessary to generate observations 
from any of the error distributions is small, the transformations 
U(O,1) -+ N(~,02) 
or 
U ( 0 , 1) -+ N ( 0 , 1) -+ Sa (y , <5 , ~ , " ) 
being accomplished as required. The uniform variate is produced by the 
computer, and this is then converted to a normal variate using a modified 
log-and-trig method (Shannon, 1975). 
An S vari ate may be readi ly generated from a random normal 
variate. The transformations take place as follows: 
for the lognormal family, 
Xo = exp( qZo + ~) + ~, 
or Xo = exp[(1/o)zo + y/o] + ~; 
for the Sa family, 
Xo = (~ + (~+,,)exp W)/(l + exp W) 
and for the Su family, 
where 
Xo = [(" exp( 2W - 1)) I 2 exp W] + ~ , 
W = (zo-y)/o, and 
Zo = a N(O,l) variate. 
4.3 Minimum Grass Temperature 
4.20 
4.21 
- 4.22 
- 4.23 
Minimum grass temperature was found to be hi~hly correlated with 
minimum ambient temperature. However, there was still found to be 
reasonabl e correl ation wi th average temperature, and no autocorrel ati on 
could be detected between the minimum grass temperature on successive 
days (a> 0.2, Wald-Wolfowitz runs test), from the eleven years of 
records analysed. 
A variable inter-relationship was investigated between minimum 
Rain Sep 1 2 Oct 1 2 Nov 1 2 Dec 1 2 Jan 1 2 Feb 1 2 Mar 1 2 
Doublet (01) 
TM 10.11 10.09 11.45 11.61 14.44 13.45 13.94 15.66 17.85 17.68 17.38 17.18 17.37 15.81 
r 0.581 0.309 0.476 0.524 0.622 0.361 0.033 0.358 0.444 0.081 0.562 0.406 0.364 0.592 
-et : x -0.53 -0.20 0.08 -0.13 -0.09 -0.08 -0.02 -0.44 0.48 0.00 -0.18 0.44 -0.08 1).28 
s 2.09 2.04 2.51 2.86 2.24 3.05 2.90 2.65 2.94 2.82 2.96 2.28 3.12 2.47 
Doublet (00) 
TM 9.99 10.61 11.08 12.34 13.52 14.28 15.31 16.84 17.34 17.71 17.94 15.89 16.30 15.55 
r 0.637 0.555 0.647 0.563 0.693 0.548 0.420 0.574 0.621 0.467 0.572 0.569 0.512 0.462 
-et : x 0.63 0.66 0.46 0.43 0.66 0.43 -0.05 0.52 0.50 0.38 0.41 0.12 0.39 0.16 
s 2.17 2.39 2.39 2.30 2.04 2.36 2.85 2.79 2.51 2.72 3.33 2.19 2.26 3.02 
Doub 1 et (10) 
TM 8.61 7.98 9.88 9.86 11.07 12.12 14.30 14.83 14.58 15.22 14.25 15.66 14.04 13.71 
r 0.660 0.368 0.616 0.575 0.321 0.597 0.685 0.415 0.206 0.507 0.430 0.395 0.476 0.702 
-et : x (y) -"0.38 -0.28 -0.05 -0.43 -0.45 -0.54 (1.48) (1.31) -0.29 -0.43 -0.37 (0.88) -0.94 -0.27 
s (0 ) 1. 56 1.82 2.34 1.89 2.45 2.28 ( 1. 35) ( 0 . 44 ) 2.39 2.21 1. 95 (0.71) 2.44 1. 96 
(t,;) (-4.00)(-6.00) (-4.00 ) 
(A) (12.00)(13.00) (10.00) 
Doublet (11) 
TM 7.94 7.52 9.69 8.76 10.51 12.80 14.05 12.74 14.14 14.35 13.46 15.53 13.75 12.47 
r 0.594 0.184 0.682 0.388 0.536 0.387 0.629 0.358 0.406 0.454 0.694 -0.130 0.130 0.289 
-et : x -0.30 -0.32 -0.86 -0.71 -0.93 -0.01 0.31 -0.19 -0.75 -0.84 -1. 52 0.22 -0.27 -0.37 
s 1.81 1.19 1.47 1.64 2.10 2.23 1. 91 2.03 1. 91 2.21 2.77 3.03 2.33 2.83 
-.....J 
OJ 
TABLE 4.4 AVERAGE TEMPERATURE SIMULATION PARAMETERS 
'0., 
i· 
,-
-: 
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grass temperature (MGT) and previous day's rainfall and dew occurrence. 
Smirnov and Mann-Whitney tests were performed, to test hypotheses stating 
that observed MGTs come from the same population, whatever the previous 
day's precipitation or dew occurrence, 
Ho: F(x) = G(x) for all ~, 
Hl : F{x) ; G(x) for at least one value of ~, - 4.24 
where F(x) and G(x) are the two samples' representative unknown distribu-
tion functions. The Smirnov test statistic is given by 
T = s~p IF(x) - G(x) I ' - 4.25 
the maximum vertical distance between the two functions being the 
quanti ty of interest. The null hypothesis was accepted in all cases 
examined, at the 5~ level. 
The Mann-Whitney test has a similar null hypothesis, although 
Conover (1980) states that for the test to remain consistent and 
unbiased, the null hypothesis is often restated in terms of the expected 
values of the two distributions, i.e., 
H
o
: E(X) = E(Y), 
so that if there is a difference between population distribution 
functions, it is a difference of location rather than fonn. The data 
are ranked side by side, and if there are few or no ties, the test 
statistic is given by 
U =L~=l R(X i ), - 4.26 
where R{X i ) = the rank of Xi of population one. 
In all cases examined, the null hypothesis was again accepted at the 5~ 
level. Precipitation and dew occurrence appear to have no measurable 
effect on the minimum grass temperature on the following day. 
In view of these results, MGT is defined to be related to average 
amQient temperature on the present day, using a similar type of equation 
to that used for average temperature simulation, 
T9 i = rT i + (1 - r)TgM + et , - 4.27 
where T9i = MGT on day ~, 
Ti = average temperature on day!, 
r = correlation coefficient between T9i and Ti , 
T9M = average MGT for half-month M, and 
et = the error tenn. 
Although this variable is required for input to BARSIM on days of leaf 
wetness only. it is simulated on all days. 
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One-sided Smirnov tests indicated that dew occurrence tends to 
depress the MGT, whilst rain tends to increase it, and generally the 
higher the rainfall the higher the MGT. The values of rand T9M are 
thus likely to be different within a half-month, depending on dew and 
rain occurrence on day i. Three day types were thus defined for MGT 
simulation: days with no rain and no dew occurrence, days with dew 
occurrence, and days with rain occurrence. The functional relationship 
may then be written 
T9i = (M, Di' Ri' Ti' V), - 4.28 
where M = half-month, 
D. = 1 dew occurrence on day i, 
R. 
1 = 
rain occurrence (greater than zero), day i, 
T. = average ambient temperature on day i, and 
1 
V = a variate from the error distribution. 
For three day types and the fourteen hal f-months covering the 
period September through March, there were thus a further forty-two error 
di stributi ons to be fi tted. The computer packages were used again to 
test for normality, and in cases where this was not a tenable assumption, 
an appropriate S distribution was fitted. In all cases of non-
normality, Ss distributions were suitable. 
results for minimum grass temperature error 
associated parameters, along with the relevant 
Tabl e 4.5 summari ses the 
distributions and their 
values of the correlation 
coefficients between average and minimum grass temperatures, and the 
half-month day-type means. 
Fifteen of the forty-two MGT distributions were non-normal. 
Inspection of the data indicates that dew has a more profound effect on 
the minimum grass temperature than does rainfall. On days when there is 
both rainfall and dew, therefore, the dew error distribution is sampled 
in preference to the rainfall distribution; this is not a common 
, 
occurrence, however. 
4.4 Sunshine Hours 
Initial examination of this variable was made with the intent of 
defining continuous probability distributions, despite the fact that 
Event Sep 1 2 Oct 1 2 Nov 1 2 Dec 1 2 Jan 1 2 Feb 1 2 Mar 1 2 
No rain, no dew 
T9M 1.46 1. 52 1.66 3.19 5.38 4.92 7.33 7.83 7.94 8.83 9.13 7.77 8.55 6.89 
r 0.635 0.523 0.700 0.637 0.644 0.614 0.536 0.725 0.676 0.555 0.618 0.599 0.518 0.791 
-et : x y 0.94 -1.09 -6.31 -5.79 1.02 -5.34 -4.16 0.96 -5.76 -1.02 -0.92 -4.60 -1.43 - 0.95 
s 15 0.37 0.72 3.83 2.97 0.08 2.89 3.29 0.49 3.42 0.94 0.19 3.55 0.23 0.44 
~ -12.00 -15.00 -12.0 -13.00 -16.00 -14.00 -15.50 -16.00 
A 16.00 16.50 14.0 17.00 17.00 16.00 21.50 16.00 
Dew 
T9M -1: 38 -0.32 1.52 1.46 3.20 3.77 4.25 5.00 8.53 5.60 5.95 7.08 6.08 4.93 
r 0.508 0.669 0.622 0.715 0.462 0.786 0.404 0.798 0.785 0.283 0.801 0.540 0.698 0.722 
-et : x y -5.07 1.44 1.19 -7.38 -4.37 -7.96 -1.05 -8.26 -6.87 -2.85 -7.77 -4.75 -6.21 -6.79 
s 0 2.62 0.95 0.12 2.75 2.65 2.39 0.36 3.55 2.45 3.48 3.10 3.56 4.03 2.73 
~. 
-12.00 -14.00 -15.00 
A 14.00 18.00 19.00 
Ra in> 01TlT1 
T9M 3.34 3.17 4.79 3.74 5.93 6.09 7.61 6.79 9.32 9.22 9.05 10.27 10.28 8.83 
r 0.498 0.204 0.236 0.573 0.633 0.552 0.711 0.510 0.513 0.158 0.525 0.432 0.698 0.361 
-
-2.80 -1.13 -1.44 -3.90 -0.89 -3.76 -4.50 -3.86 -3.22 -1.05 -1.36 -0.62 -3.61 -0.91 et : x y 
s 0 2.72 2.88 3.18 3.28 0.83 3.47 3.67 3.76 3.43 3.67 1. 07 0.46 2.50 0.51 
~ -14.00 -18.00 -10.00 -12.00 
A 15.00 19.00 12.00 16.00 
00 
~ 
TABLE 4.5 MINIMUM GRASS TEMPERATURE SIMULATION PARAMETERS 
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BARSIM uses quantile values only, and these only on days of leaf wetness, 
i . e. , 
S ~ 3.0, 
3.0 < S < 8.0, 
S ~ 8.0 hours. 
- 4.29 
This weather variable has an important effect on the rust monocyc1e, high 
values of sunshine hours per day resulting in low spore survival factors. 
Independence between successive days' sunshine hours was found to 
be a tenable hypothesis according to the Wa1d-Wo1fowitz runs test (a ) 
0.05). A previous study of this variable (Dumont and Boyce, 1974) in 
the U.K. indicated that sunshine hours could not be simply correlated 
with other variables. Moreover, in the U.K., days without any sunshine 
are common; this is not the case in New Zealand. High values of 
sunshine hours are obviously associated with cloudless skies; sunshine 
hours may be expected to decrease on days when rain falls. Similarly, 
dew tends to occur when skies are clear, so dew days may be expected to 
exhi bi t hi gher-than-average val ues of sunshi ne hours. Si x half-months 
were investigated for such inter-dependencies. Four day types were 
defined: no rain/no dew days, dew days, rain days, and days with rainfall 
in excess of ten mm. 
Different half-months exhibited different relationships, using 
Smirnov tests. For 1 to 15 March, for example, sunhours on rain days 
and sunhours on dew days both led to rejection of the null hypothesis of 
no difference; a one-sided test, with 
Ho: Dew sunhours > no dew/no rain sunhours, 
was accepted ( a» 0.20). For 1 to 15 October, on the other hand, no 
such difference was detectable. In· view of the variable inter-
relationships exhibited, the considerable skew of most of the. sun hours 
di stributi ons and the fact that BARSIM di stingui shes between only three 
broad quanti 1 es, a purely probabil i stic di screte approach was taken. 
The functional relationship was defined, more on an intuitive basis than 
on any statistical results, as 
Si = (M, U(O,l), Di , Ri ), - 4.30 
where Si = sun hours on day i, 
M = half-month, 
U(O,l) = a random uniform variate, 
Di = dew occurrence on day i, and 
83 \ 
Ri = rain occurrence on day!, and whether> 10 mrn. 
Since no distributions had to be fitted, all four sunshine day types were 
treated, despite occasional paucities of data. For each of the fourteen 
half-months (September to March) and four day types, the occurrences of 
each val ue of sunhours wi thi n the three quantil es were found. The 
complete set of probabilities is shown in Table 4.6. The likelihood of 
high sunhours if the day has rainfall in excess of ten mrn is either very 
small or zero. In eleven of the hal f-months, dew produces higher sun 
hour values than do no rain/no dew days, on average. The three half-
months for which this is not the case are December 2, January 1 and 
January 2, which have the lowest dew occurrences of all the half-months. 
Throughout the records analysed, there were only thirteen 
instances of days having both dew occurrence and rainfall in excess of 
ten mm, for the months under consideration. Of these, nearly three-
quarters were in the lowest sun quantile. If both the events of dew and 
heavy rainfall occur, the probabilities pertaining to the rainfall are 
used, rather than the dew likelihoods. 
4.5 Evaluation 
The weather variable inter-relationships, as they are defined in 
the weather simulator, are shown in Figure 4.3. Simulation proceeds by 
determining whether the present day has dew and rain, and if it has rain, 
whether more than ten mm falls. The average temperature is then 
deri ved, on the basi s of rain occurrence on the day of simul ation, and 
rain occurrence and the average temperature on the previous day. 
Minimum grass temperature can then be simulated. The last variable to 
be simulated is the quantile within which sunshine hours falls. The 
listing of the weather generator, subroutine, WEATHER, is given in 
Appendix A.l as it is used in the information system. 
Simulated weather output, in ten-year sequences, was tested 
against the historical data used to derive the relationships, to 
investigate the overall adequacy of the model in terms of the functions 
defi ned wi thi nit. Such a procedure consti tutes verificati on. Wi th 
the excepti on of sunshi ne hours, two-sampl e statistical "tests were used, 
i 
Event Sep 1 2 Oct 1 2 
Rai n > Omm i 0.640 0.673 0.546 0.447 
i i 0.800 0.909 0.909 0.869 
Rai n > lOmm i 0.800 0.500 0.800 0.500 
i i 1.000 1.000 1.000 1.000 
Dew i 0.258 0.137 0.275 0.103 
i i 0.593 0.490 0.525 0.487 
No rain, no i 0.373 0.351 0.194 0.190 
dew 
i i 0.712 0.649 0.639 0.500 
Nov 1 2 Dec 1 2 Jan 1 
0.419 0.371 0.422 0.341 0.442 
0.791 0.743 0.800 0.795 0.791 
0.750 0.667 0.667 0.429 0.667 
1.000 1.000 1.000 0.857 0.833 
0.125 0.067 0.174 0.000 0.286 
0.375 0.367 0.391 0.429 0.571 
0.342 0.135 0.187 0.108 0.147 
0.608 0.417 0.549 0.378 0.453 
If RN < i, S = 3.0 sunshine hours 
i ~ RN ~ ii, S = 5. 5 
RN > ii, S = 8.0, 
2 
0.535 
0.791 
0.571 
1.000 
0.444 
0.778 
0.210 
0.496 
where RN is a U(O,l) random variate 
TABLE 4.6 SUNSHINE HOUR PROBABILITIES, SEPTEMBER TO MARCH 
Feb 1 2 
0.286 0.345 
0.786 0.724 
0.429 0.800 
0.857 1.000 
0.130 0.143 
0.391 0.393 
0.181 0.207 
0.426 0.448 
Mar 1 
0.678 
0.903 
1.000 
1.000 
0.162 
0.405 
0.265 
0.639 
2 
1).634 
0.902 
0.875 
0.875 
0.234 
0.489 
0.324 
0.649 
co 
~ 
day i-2 day i-I 
RAIN-----+-----------+-~ 
RAIN 
AVT----+-~ 
DEW 
DEW-----r-----~~--+ 
AVT average ambient temperature 
MGT minimum grass temperature 
DEW dew occurrence 
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day i day of simulation 
RAIN --~) RAIN> lOmm 
SUNSHINE 
RAIN rain occurrence 
RAIN >10mm rainfall in excess of 10mm 
SUNSHINE sunshine hours 
FIGURE 4.3 WEATHER VARIABLE INTERDEPENDENCIES 
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rather than goodness-of-fit tests, owing to the 1 imited amount of 
historical weather records available; the historical sequence used in 
the construc ti on of the model may be seen as a random sampl e taken from 
the (unknown) underlying distribution of weather. 
For average temperature and minimum grass temperature, ten-year 
series for both variables were assembled into cumulative frequency 
distributions, in cells 1 °c wide. These distributions were then 
compared wi th the frequency di stri buti ons from the hi storical records, 
using Smirnov tests (Figures 4.4 and 4.5). Two aspects were 
investigated for rainfall: the sequences of wet days, and the sequences 
of dry days between wet days. Some resul ts are shown graphically in 
Figures 4.6 and 4.7, again in terms of cumulative probability functions. 
Dew sequences were investigated in like manner, results appearing in 
Figures 4.8 and 4.9. Due to the uncertainty surrounding the existence 
of inter-period dependence for dew days, a runs test was performed on the 
simulated data. The result was similar to that obtained from the 
historical series ( 0.= 0.05). 
Results are given in Table 4.7 for a further four ten-year 
sequences. A three-cell chi-square test was performed on the observed 
and expected sunshine hour quantile frequencies of each run. For 
average and mi nimum grass temperatures, a two-sampl e Cramer-von Mi ses 
test was performed, in addition to the two-sample Smirnov test; the 
hypotheses are again of the form 
H 0 : F ( x) = G ( x ) for a 11 x from - 0) to + 0) 
HI : F(x) , G(x) for at least one value of x - 4.31 
If SI (x) and S2(x) are the empirical distribution functions of the two 
samples, the test statistic is given by 
T2 = mri/(m+n)2 {~X=Xi [Sl(x) - S2(x)]2} , - 4.32 
x=Yj 
where m is the number of data describing SI(x) and n is the number 
describing S2(x) (Anderson and Darling, 1952). 
Both the Smirnov and the Cramer-von Mises tests are likely to be 
conservative here; strictly, ·the two sampl es are not independent, si nce 
the ten-year hi storical sequence was part of the data base used in the 
construction of the weather parameter simulator. Some of the samp 1 e s 
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9 
I • __ _ 
,- ~-- - - ~ - . ---
RAIN 
Consecuti ve Days 
Dry Wet 
Test S S 
Run 1 »Q.20 >0.20 
Run 2 »0.20 >0.20 
Run 3 »0.20 >0.20 
Run 4 0~07 >0.20 
DEW AVERAGE TEMP 
Consecutive Days 
Dew No dew 
S 
>0.20 
>Q.20 
>0.20 
>0.20 
S S CM 
>0.20 >0.20 0.75 
>0.20 >0.20 0.30 
>0.20 >0.20 0.80 
»0.20 0.15 0.18 
S = Smirnov two sample test 
CM = Cramer-von Mises two sample test 
CS = three-cell chi-square test 
MINIMUM GRASS TEMP SUN HOURS 
S CM CS 
0.11 0.15 0.09 
0.05 0.07 >0.25 
0.15 0.09 >0.25 
>0.20 0.25 0.20 
Values shown are the levels at which Ho would be rejected. 
TABLE 4.7 RESULTS OF STATISTICAL TESTS, TEN-YEAR SEQUENCES OF SIMULATED WEATHER PARAMETERS AND HISTORICAL 
TEN-YEAR WEATHER SEQUENCE ~ w 
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also have variable or time dependencies; for example, minimum grass 
temperature on any day is dependent on average temperature on that day, 
which in turn is dependent on the temperature on the previous day. In 
additi on, the Smi rnov test becomes conservati ve when the func ti ons are 
discrete rather than continuous (Conover, 1980). 
Over long periods of time, it can be concluded that the weather 
parameter simulator produces output that is consistent with the data used 
for its construction. In all cases considered, the null hypothesis of 
the Smirnov test, viz. there is no difference between the observed and 
simulated cumulative distribution functions, was accepted ( a> 0.05). 
If the years analysed are representative of the true, unknown underlying 
weather distributions, then the weather simulator would appear to be 
adequate for long periods of simulated time. 
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CHAPTER 5 
A Barley Leaf Rust Information System 
Epidemics of barley leaf rust tend to occur late in the growing 
season (Teng, 1978). If a prophylactic crop protection program has not 
been undertaken, the di sease control strategi es avail abl e to a dec i si on 
maker mi dway through the season wi 11 generally be concerned wi th the 
appl icati on, or otherwi se, of a chemical agent. A fann 1 evel 
infonnation system may be seen as comprising two distinct parts (Figure 
5.1). The function of the first part is to collate and/or generate data 
which may then be fed to the black-box simulator BARSIM, which in turn is 
capable of detailed and accurate mimicry of the real agro-ecosystem when 
subjected to the same set of exogenous variables. The output from 
BARSIM consists of a yield reduction estimate, calculated in response to 
a particular barley leaf rust epidemic. 
Strategy assessment involves economic comparison of control and of 
allowing the epidemic to proceed unchecked. The second part of the 
i nfonnati on system i nvol ves the transl ati on of these costs and benefi ts 
into a recolTlllendati on. Such an i nfonnati on system is capabl e of a 
successi on of strategy compari sons through the growi ng season, so that 
spray is applied only when necessary. Monitoring of crop growth, 
disease build-up and environmental conditions is required, to allow 
simulated epidemic progress to be updated, in an attempt to provide more 
accurate recommendations to the user of the infonnation system. 
5.1 System Structure I - Epidemic Simulation 
The infonnation system is capable of being run in four different 
ways, viz: 
1. weather and crop growth data are entirely historical in nature; the 
fonner are read from a data fi 1 e whil st the 1 atter are entered by the 
user; 
PRODUCTION 
SYSTEM 
FARMER 
SURVEILLANCE 
FUNGUS 
• CROP 
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BARSIM 
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II 
STRATEGY COMPARISON 
& DECISION ANALYSIS 
FIGURE 5.1 BARLEY LEAF RUST INFORMATION SYSTEM 
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2. crop data are simulated using the degree-day system described in 
section 3.3, and weather data are simulated, as described in Chapter 4; 
3. historical weather records are used, but crop growth data are 
simulated from these; 
4. crop growth data are entered by the user, whilst weather is simulated. 
The mode of opera ti on cannot be c hanged wi thi n an encounter wj th the 
system. Of the four operating modes 1 isted above, the second is the 
most important; subsequent di scussi on is concerned wi th thi s opti on 
alone, reference to the others being made in Appendix A.2. 
5.1.1 Yield loss Estimation 
An encounter wi th the i nformati on system may take pl ace at any 
time during the life of the barley crop. If the day of encounter is 
designated day T, then historical weather records for that season will 
exist up to day T-1, since environmental conditions are being monitored. 
Similarly, any data relating to the growth of the crop and the progress 
of disease in the field up to day T will be historical in nature. For 
any recommendati on to be forthcomi ng, crop growth and di sease progress 
have to be projected into the future. Epidemics are required to be 
simulated to at least growth stage 83, the last growth stage at which a 
disease severity value is used in the multiple-point yield loss 
regression function. Average temperature values beyond the day of 
simulation are accessed by BARSIM for calculations involving spore 
production; consequently. weather records are arranged to extend up to 
31 March, the end of the summer season. 
Any day may be designated day T (Figure 5.2) by the user, a 
weather sequence being generated from this date to 31 March. Up to day 
T, leaf rust simulation is carried out using historical weather records; 
when a marker indicating day T is reached, the file containing simulated 
weather is used from this point on. Simulated weather is stored in 
precisely the same fonnat as historical weather, but in a different 
location within the computer system. 
The crop growth stage attainment dates of interest which lie in 
the future (GS 58, 64, 73 and 83 in Figure 5.2, for example) are 
calculated using both the historical and simulated values of average 
temperature, since the degree-day system sums temperatures from the date 
CROP GROWTH 
sowing emergence leaf 2 emergence leaf 1 emergence GS 58 64 73 83 I I 
I I 
start of leaf 2 leaf 1 
disease epidemic epidemic 
simulation 
DAY T -
TIME 
historical weather file , simulated weather file 
~--------------------------------------------~I~I ______________________ ~ 
FIGURE 5.2 WEATHER FILES AND SIMULATED TIME 
ID 
CP 
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of crop sowing. The epidemic severities on the two top leaves of the 
primary ti 11 er at these four (simu1 ated) dates then go to provi de the 
estimate of percentage yield reduction caused by the projected epidemic. 
The system structure corresponding to part I of Figure 5.1 is 
illustrated in Figure 5.3. The major subunit WET SET is concerned with 
setting up the historical weather file ready for use, simulating weather 
from day T to 31 March, deriving the necessary dates of crop growth stage 
attainment, and making all these data available to the subunit BARSET, 
whose task is the simulation of the barley leaf rust epidemic. 
Communication between these two subunits is severely restricted, and can 
come about only through the hi gher 1 eve1 of the mai n program itse1 f; 
this constitutes an anti-bug design feature (Dent and B1ackie, 1979). 
BARSIM will usually be run a number of times within an encounter 
with the information system, primarily to produce a distribution of yield 
reductions related to alternative weather sequences from day T. The 
amount of between-epidemic calculation required is extensive: a new 
weather fi le has to be created and stored, from day T to 31 March, and 
new growth stage attainment dates have to be derived in response to a new 
set of average temperatures. Since a number of calculations have to be 
performed once only at the start of an encounter, both WETSET and BARSET 
are split into two major sections, the first of which is by-passed on 
subsequent returns of control to these major subunits. Whilst such a 
design entails slight repetition of computer code, program execution is 
speeded, and de-bugging is facilitated. 
BARSIM-I was originally written in FORTRAN IV for a Burroughs 
B6700 computer. For the present study it was converted for use on a DEC 
VAX-ll/780 in the Digital Equipment Corporation variant of FORTRAN 77. 
At the same time the ori gi nal model was modu1 ari sed, si nce the daily 
disease cycles for the tiller, leaf 2 and flag leaf simulations contain 
essentially the same computer code. The physical and biological phases 
of BARSIM-I (see Figure 3.3) are contained in subroutines GROW and BIOl, 
and these are called (when necessary) by the plant components in turn. 
5.1.2 User-Supplied Information - I 
A large portion of the FORTRAN code for the information system 
tf~] I , u -; q ; ._ •• I -~--====""-
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o Data files 
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(named FUNGINFO and listed in Appendix A.1) is concerned with prompting 
for the input of data and providing explanations on an interactive basis. 
The required inputs are as follows: 
1. a job name, which is then printed at the head of the hard-copy output 
sheets to facilitate identification. Up to fifty alphanumeric 
characters may be entered. 
2. the year of sowing, to enabl e the up-to-date fil e for the present 
season to be accessed. This historical file is always required, even if 
all disease simulation takes place with simulated weather: the first day 
of simul ated weather is dependent on the 1 ast two days of hi storical 
weather (Figure 4.3), and average temperatures may have to be accessed 
for the degree-day system, if the date of sowing of the barley crop lies 
within the period covered by the historical file, as will usually be the 
case (as in Figure 5.2, for instance). 
3. the number of epidemics to be simulated at an encounter; for a single 
compl ete encounter, fifty may be a reasonabl e compromi se between the 
desire for building up a comprehensive distribution of yield loss 
estimates and the expenditure of computer resources. 
4. the date of the encounter, i.e., day T, and the date of sowing. 
5. crop growth stage updates (see section 5.2.2). 
6. a random number seed for the generation of the first simulated weather 
file. Control over this number allows particular sequences to be 
repeatable. A four-digit odd integer is recommended (Anon, 1981). 
7. the default mode of operation of BARSIM is deterministic, i.e., the 
same epidemic will always be simulated in response to a particular set of 
crop growth and disease data and a particular weather sequence; this 
may be over-ridden by the user to induce ,stochasticity. 
8. the dates of disease onset for the crop as a whole (no epidemic can be 
simulated unless spores are actually present in the agro-ecosystem) and 
the top two leaves of the primary tiller, and the initial disease status 
for each. For leaves 1 and 2, this may be in terms of incidences or 
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severities, incidences being converted to severities using the regression 
functions expressed in Figure 2.3. 
9. the date of disease update, and the relevant disease status (discussed 
in section 5.2.1), if required. 
10. the hard-copy output option number. There are five options: 
o - daily val ues of di sease and weather parameters are pri nted, 
together with the yield loss statistic. 
1 - as opti on 0, but wi th graphical presentati ons of the three 
epidemic curves (tiller, leaf 2 and leaf 1). 
2 - the graphs only, and the yield loss statistic. 
3 - the yield loss statistic only. 
4 - no output from the epidemic simulations. 
The first three options produce a large amount of output, so options 3 
and 4 are more suitable if many epidemics are being simulated. The 
output from the information system is described in Appendix A.3. 
11. two random number seeds for the epidemic simulations; this input is 
by-passed if BARSIM is not being run stochastically. 
The information required to run the system is given in Figure 5.4, for 
all four operating modes. 
5.2 System Updating 
5.2.1 Disease 
The period of time which elapses between the onset of disease and 
an encounter with the information system may be considerable. Any 
simul ated epi demic must be run from the day di·sease is fi rst seen in the 
field. A disease update facility allows the recently-observed disease 
status to be compared with the simulated value at the same date, so that 
suitable corrections can be made if necessary. 
A di sease status change is di ff;cul t to bri ng about 1 n BARSIM, 
because of the boxcars used in the model. Disease severity is a 
function of the number of pustules on the leaf and the leaf area; the 
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total number of pustules is the sum of the number in each boxcar of the 
"infectiousness" boxcar train (see Figure 3.3, page 49), plus the number 
of dead pustules. On any day, the number of spores produced is 
dependent on the number of live pustules. Clearly, altering the number 
of pustul es on the day of update, to match the observed and simul ated 
disease severities, will require a change in the number of spores i~ the 
"latency" boxcar train. The way in which such changes may be effected 
in a satisfactory manner is not evident. 
One update mechanism investigated was the introduction of a simple 
multiplication factor, i.e., if the observed severity at time t1 is s1 
and the simulated value is s2' all subsequent simulated severities would 
be multiplied by the quantity sl/s2 (illustrated in Figure 5.5 (ill. 
Such a method in effect moves the epidemic progress curve in relation to 
the axis of severity; the major disadvantage is that the percentage 
severity asymptote of the "revised ll epidemic curve may be less than 100 
per cent, as is the case in Figure 5.5 (i). 
Another method examined was to shift the epidemic curve along the 
axis of time. The day of update, t 1, might correspond to a simulated 
severity of sl and an observed severity of s2 (Figure 5.5 (ii)). The 
simulated epidemic would not reach this observed value of severity until 
time t 2, so time would be advanced in the yield loss model by the amount 
t 2-t1• Similarly, if the simulated severity was greater than the 
observed severity, then the epidemic would be retarded so that a matching 
could take place on the day of update. 
Conceptually, such a method is straightforward; any disease 
update val ue can be rel ated to a one-dimensi onal matrix of severity 
values simulated at daily intervals, with the proviso that the simulated 
epidemic actually reaches the update value. If there were no equivalent 
severity to the update severity in the matrix, then it would become 
necessary to extend the period of simulation beyond GS 83, to allow the 
simulated epidemic to reach higher levels pf disease severity. 
The use of this" second update method has certain disadvantages: 
it is implicitly assumed that" any error which arises in the 
barley leaf rust simulation is systematic, i.e., a deviation occurs which 
leads to increasingly unsatisfactory performance. It is not clear that 
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this is a valid or reasonable assumption; any errors exhibited by BARSIM 
may be random fl uctuati ons rather than systematic errors. Moreover, the 
revised epidemic curve is assumed to be identical in shape to the origi-
nal simulated curve. 
disease increases in BARSIM take place in a discrete fashion; 
the jumps in severity from 9ne day to the next may be quite large. 
Matching may not then be very satisfactory or accurate; if the disease 
severi ty observed in the fi el d on the day of update were four percent, 
for example, simulated severities on two successive days might have been 
two and seven per cent, i.e., the update value was straddled. In such 
cases, the update facility would move the epidemic progress curve, for 
the purposes of the yield loss regression, by the fewest number of days 
that "included ll the update severity; in the above example, the revised 
severity for the day of update would be seven per cent. 
The rationale for the use of such a crude update system was the 
hope that any discrepancies between BARSIM and field epidemics would be 
small. This expectation was thought to be reasonable in view of the 
validation work performed on BARSIM, although subject to the same 
limitations as were noted for the general applicability of the model. 
However, during initial testing of the information system it was 
found that the second mechanism outlined above (Figure 5.5 (ii)) was 
unusable; attempts at updating the epidemic progress curves led to gross 
inaccuracies in the subsequent yield loss statistic. This update method 
was abandoned, and another implemented, whose basis of operation is the 
manipulation of the pseudo-random number seeds giving rise to a 
particular epidemic. The procedure involves the simulation of a small 
number of prel iminary epi demics which do not contri bute to the 
distribution of yield loss percentages. Ten was deemed to be a suitable 
number, embodying a compromise between the desire for a large number of 
simulated epidemics with which to compare the observed progress of 
disease and the computer resources necessary for their simulation. 
These first ten epidemics are simulated with BARSIM run in 
stochastic mode (whether stochastic epidemic simulations are required by 
the user or not), in response to the historical sequence of weather 
experienced from disease onset up to day T and simulated weather 
sequences thereafter. Each epidemic is simul ated using a di fferent set, 
107 
Ni' of three pseudo-random number seeds for the modelling of the disease 
progress curves for the tiller, the second leaf and the flag leaf. 
At the conclusion of this preliminary stage, the ten epidemics are 
compared; the simulated disease intensities on leaves 1 and 2 at day T 
which correspond most closely with the desired update values of severity 
(also at day T) are identified. The set of three pseudo-random number 
seeds, NI , which gives rise to this particular stochastic epidemic 
sequence is recall~d, and all subsequent epidemics (which now go to make 
up the yield reduction pdf) are simulated using this set of seeds for the 
stage of simulation up to day T. From day T to GS 83, BARSIM may be run 
determi ni stically or stochastically; if the 1 atter, then a new set of 
seeds, MI, is used from day T onwards, to avoid the same epidemic being 
simulated in response to the same pseudo-random number seeds (i.e., the 
effect would be deterministic, rather than stochastic). 
The criterion used for comparing the ten simulated severities with 
the observed severities on leaves 1 and 2 was chosen, somewhat 
arbitrarily, to be the minimum of the squared differences. For example, 
the required update severities on day T might be a1 and a2 for leaves 1 
and 2 respectively. The ten preliminary epidemics, simulated in 
response to both the historical weather sequence to day T and the ten 
different sets of pseudo-random number seeds, might produce disease 
progress curves whose severities on day T on leaves 1 and 2 were sl' ••• , 
slO-and r1, ••• , rlO respectively. The set of seeds would be chosen 
such that 
NI = Minimum [(si-a1)2 + (ri -a2)2], i = 1, ••• ,10 - 5.1 
The effect of squaring the deviations is to eliminate their sign; in 
this way, a comparison may be made between epidemic simulations in terms 
of the absolute values of the deviations. 
The performance of this update mechanism is, illustrated in section 
6.1.3; a discussion of its merits and demerits is deferred until then. 
5.2.2 Crop Growth and Weather 
Crop growth stages may be updated and corrected as these are 
observed in the field. If day T of Figure 5.2 is taken as an example, 
all the growth stages required by BARSIM are simulated within the 
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information system: the dates of crop, leaf 2 and flag leaf emergence, 
and the dates of attainment of GS 58, 64, 73, and 83. These seven dates 
are di spl ayed to the user, and may be changed as requi red. In the 
example of Figure 5.2, the observed dates of emergence of the plant 
components are entered over the simul ated dates of these occurrences. 
Since the dates of emergence fall in the period covered by the 
(unchanging) historical weather file, subsequent crop growth simulations 
wi 11 al ter only those growth stages which occur subsequent to day T, 
i.e., GS 58, 64, 73 and 83. 
Initial experimentation with the information system indicated that 
inaccuracies in the modelling of crop growth and development could have 
large effects on the accuracy of the yield reduction estimate. There 
appeared to be elements of systematic error in the degree day system. 
For instance, if. a crop appeared to be maturing earl ier than predicted, 
then the simulated development dates tended to become increasingly 
over-estimated as the length of time between sowing and the attainment of 
the relevant growth stage increased. 
The degree day system was mod i fi ed, therefore, so tha t the 
attainment of any particular growth stage was dependent solely on the 
attainment (real or simulated) of the growth stage immediateiy preceding 
it. This modification assumes that if, for instance, a crop reaches 
flag leaf emergence earlier than the average, then the development of the 
crop subsequent to this stage will occur earlier than average also. 
This assumption may sometimes be rendered unrealistic by the influence of 
other factors on crop growth and development, such as other influences of 
weather apart from temperature, and other disease attacks, for example. 
Historical weather file updating is assumed to be a continuous 
process. During the season, daily records can be added to a master file 
with little difficulty. Any weather file is· required to possess a 
certai n FORTRAN organi sation characteri stic, which all ows records to be 
accessed in ,a random fashion, rather tha~ all records prior to the one(s) 
required having to be read within the computer system. Computer 
efficiency can be improved significantly, at the slight expense of having 
to re-organi se the fil e after addi ti ons have been made. A command 
procedure maybe used to add new daily records to the old file in the 
correct format, rewrite the file, then delete the old versions. 
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5.3 System Structure II - Decision Analysis 
5.3.1 Decision Analysis Module 
The structure of the decision analysis module is shown in Figure 
5.6. Subroutine ECOSET is called at the completion of all the required 
epidemic simulations. The yield reduction estimates are transferred to 
the subrouti ne from the hi gher-1 eve1 main program. Subrouti ne BERIC 
sorts the matrix of yield loss estimates into ascending numerical order. 
The function of subroutine SDOM (Anderson, 1974) and its associated 
subroutines (CSUB, SEL and JAS02) is described in section 5.4.2.3. 
Subroutine HIST draws' a histogram for a set of data, and CONDES returns 
the first four moments of a matrix of data. Subroutine TRIANG simulates 
an observation from a triangular distribution. 
subroutines is described below. 
5.3.2 User-Supplied Information - II 
The purpose of these 
The direct costs of spraying may be broken down into three compo-
nents: the cost of the spray material, the cost of application, and the 
economic cost of any wheeling damage that results from such application. 
The data required for decision analysis is as follows (Figure 5.4): 
1. the cost of the spray material, on a per hectare basis. This is a 
non-contentious item of cost, and if one particular spray is being widely 
used, a default value can be provided of the material cost at the 
recommended rate of application. 
2. the costs of app1 icati on; these may vary wi dely, dependi ng, for 
instance, on whether the farmer or a contractor applies the spray. 
3. a percentage loss of yield due to wheeling damage. Whi 1 e there are 
no extensive data for such losses in New Zealand, the results of UK 
studies on winter wheat (Cook and Webster,. 1977) provide some indication 
of their significance (Table 5.1). The data from this table can be 
presented on the terminal screen, if help is required to fix a value on 
the possible losses for the particular situation. 
4. an estimate of disease-free yield, in tonnes per hectare. Thh is 
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plots a histogram 
calculates descriptive 
statistics of an array 
returns triangular 
variates 
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% of total crop yield loss 
Spray boom width 
10m 15m 20m 
Aerial spraying, tramlines a a a 
Wheelmarks only (flag leaf stage) 1.7 1.3 0.8 
(flowering) 3.5 2.6 1.7 
No previous wheel marks (flag leaf stage) 3.5 2.6 1.7 
(flowering) 7.0 5.3 3.5 
[Source: Cook and Webster, 1977] 
.. :",J .. 
TABLE 5.1 PERCENTAGE LOSSES DUE TO WHEELING DAMAGE, WHEAT 
112 
required to relate a percentage yield reduction to an e::onomic cost. 
Such an estimate is highly situation-specific, and depends on the farmer, 
his husbandry methods and his perception of the importance of yield 
constraints other than t. hordei, for example. 
5. the price likely to be received for barley, in dollars per tonne. 
This is set at a default value (of NZ$185 per tonne. South Island (Clark 
and Rennie, 1983)). and may be changed by the user as required. 
The structure of ECOSET extends beyond the gathering of cost and 
price information; the calculations leading to a recommendation. and the 
methodology behind them. are considered in section 5.4. 
5.4 Decision Analysis 
5.4.1 Season Specificity 
The variability which arises between epidemic simulations is 
attributable to the use of probabilistic weather sequences. the 
stochasticity inherent in BARSIM. or both these factors working together. 
For predictive purposes. analysis of the yield reduction estimates is 
facilitated by suppressing the stochastic elements of the leaf rust 
simulator. Conceptua11y./this may be justified by reference to the fact 
that the val i dati on runs I of BARSIM- I were comp1 eted sati sfactorily in 
this manner. When run deterministically. BARSIM produces a yield loss 
estimate in response to a particular sequence of weather. 
For any growing season. there is some probability of there being a 
damaging attack of barley leaf rust in Canterbury. such that control is 
economic. There exists an entire probability density function of yield 
reduction estimates; this distribution is unchang~ng from one season to 
the next. At the begi nni ng of any season. it is 1 arge1y unknown where 
on the pdf the particular season actually lies. At the other extreme. a \ . 
full season of historical weather will prompt BARSIM to produce one yield 
loss estimate for a given barley crop. which may be taken to be a good 
approximation to the loss observed in the field. if the model is 
functioning as intended. Thus wi th no cl imatic uncertai nty. i dentHi-
cation is possible of the particular season's precise location on the 
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hypothetical pdf of all possible yield reductions. 
The dec i si on whether to exerci se control over the fungus wi 11 
normally be taken at pOints in time between these two extremes. 
Specification of the pre-season outcome probability function yields 
little information beyond the observation that one year in a certain 
number will see a damaging epidemic, whilst the other extreme renders a 
predictive information system redundant. The transformation of a pdf to 
a point in the probability density plane is conceptualised in Figure 5.7. 
Epidemic variability is proportional in some w"ayto the amount of 
uncertain weather; over any season, as this uncertain weather is 
replaced by historical records, there will be a succession of new, 
revised outcome density functions, reflecting the effect of the weather 
that has actually occurred (and thus has no uncertainty attached). As 
this process continues, the revised pdf may be expected to more nearly 
approximate the actual yield loss (Y 1 of Figure 5.7) observed in the 
field, until eventually all the simulated weather is replaced by observed 
weather. If weather over a season, W, is written as the sum of 
historical (lh) and simu1~ted (ls) weather, 
W = ls + lh' - 5.2 
then as ls + 0 and lh + W, 
E[Y R] + Y1 and Var[Y R] +0, 
where E[Y R] = expected value of the yield reduction pdf, f(Y R), 
Var[YR] = variance of f(Y R}, and 
Y1 = observed yield loss. 
Such an approach may be interpreted in a Bayesian fashion; the 
prior pdf of outcomes is that which exists for any season before the crop 
is planted ((1) of Figure 5.7). As disease is observed later in the 
season, an encounter with the information system produces a revised pdf 
of yi e 1 d reduc ti ons (two suc h encounters are represented by ( i i) and 
(ii1) in Figure 5.]}, which may then be viewed "as the posterior pdf, 
derived by the incorporation of a certain amount of known weather up to 
the date of simulation. An extension to the present method is associa-
ted with treating the Bayesian aspect in an explicit fashion (Chapter 8). 
5.4.2 Strategy Assessment 
A mid-season disease control program may extend beyond one 
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application of a spray; the information system should be able to 
incorporate the effects of different spray regimes since these may 
radically modify the barley/fungus agro-ecosystem. The need for further 
appl ications of a control agent can only be assessed in the 1 ight of 
those already applied. In the present case, severe limitations have to 
be imposed on the types of strategy that can be represented by the 
information system, if a recommendation is to be made. 
BARSIM produces a yield loss percentage statistic; this in turn 
necessitates a subjective estimate from the user as regards the level of 
yield that could be expected in the absence of the fungus. Assessment 
of a no-spray strategy at the time of simul ati on may then take pl ace, 
since the percentage yield reduction can be translated into financial 
terms. In assessing the spray strategy, the effectiveness of a 
particul ar chemical has to be consi dered; control may be consi derably 
1 ess than total. There are thus three yiel d 1 evel s: the heal thy barl ey 
yield, Yh , the yield accruing when the crop is attacked by the unchecked 
~. hordei epidemic, Yl , and the yield obtained when a spray is applied, 
Y
s
• In a year of leaf rust attack, the yield after spraying will 
usually lie between the two extremes of the healthy yield and the 
diseased yield. (This ignores the by no means impossible situations 
where a spray application promotes crop growth, leading to Y
s 
> Yh, or 
where it brings about a further yield reduction, Y
s 
< Yl ). The precise 
value of Y
s 
will depend on a number of factors, for instance disease 
severi ty at appl ication, the efficiency of appl ication, the efficacy of 
the spray material, and the prevailing environmental conditions. 
The use of a non-eradicant fungicide such as benodanil can be 
expected to have a retarding effect on the epidemic, as reflected in a 
general flattening of the disease progress curve (Teng, 1978). An 
eradicant fungiCide such as triadimefon (Bayleton) may change the shape 
of such a curve conceivably to the point where it is no longer mono-
tonically increasing; in addition, triadimefon sometimes exhibits 
curative effects against Puccinia spp. (Ma.rtin and Morris, 1979). The 
yield loss regressions in BARSIM were derived from epidemics generated by 
varying the dates of sowing and the applications of benodanil; epidemics 
controlled partially or wholly by the use of triadimefon were not used 
because of the possible growth effects of the chemical (Teng, 1978). In 
view of the statistical basis of the yield loss model, it is unclear if 
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it is valid to insert epidemic severity values into the regression 
function that do not pertain to an epidemic curve whose first derivative 
is strictly positive; the incorporation of the effects of an eradicant 
spray into the workings of BARSIM is a doubtful procedure in the absence 
of further experimental work. 
The use of the systemic fungicide triadimefon is widespread, in 
the wake of field trials in New Zealand (Teng and Close, 1977b) and 
Europe (Wackers et ~., 1978; Martin and Morris, 1979), which have 
demonstrated its effectiveness against the foliar pathogens of wheat and 
barley, in particular. Because of the inherent difficulties in relating 
the effects of such a control agent to BARSIM to obtain a value of 
sprayed yield, it is assumed that an application of an eradicant spray at 
the recomnended rate (e.g. triadimefon at 0.125 kg a.i./ha) will bring 
about the equality 
There will be si tuati ons where such sweepi ng simpl ifications are 
relatively realistic; two sprays, one at GS 30 and the second three to 
four weeks later, are recommended as a protectant program of triadimefon 
applications, and one spray alone, applied after flag leaf emergence, is 
capable of giving over eighty per cent control against~. hordei (Martin 
and Morris, 1979). Whilst it is conceptually appealing to be able to 
incorporate directly the effects of spraying and 
modes of chemical action into the disease 
assumptions made do allow decision analysis to 
the effects of different 
simulation model, the 
be perfonned -wi thi n the 
framework of the information system and the experimental data presently 
avail abl e. 
5.4.2.1 Risk Neutrality 
If money payoffs alone measure the consequences of decisions 
adequately, then decision analysis between two alternative actions is 
unequivocal: the strategy exhibiting the highest expected monetary value 
(EMV) will be chosen. Whilst risk neutrality is rarely exhibited by 
agricultural producers (Anderson et !l., 1977), it leads to non-
contentious choice of the optimal strategy. 
The expected monetary value of spraying may be calculated 
accordi ng to 
where 
EMV(S) = Y
s 
* (1-W/100)*P - (M + A) 
Ys = yield after spraying, t/ha, 
W = wheeling damage, %, 
P = price received for the crop, $/t, 
M = cost of the spray material, $/ha, and 
A = application costs, $/ha. 
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- 5.3 
If it is assumed that one spray gives complete control, then the yield 
after spraying is replaced by the decision maker's estimate of yield in 
the absence of the fungus. 
If there is no uncertainty attached to the percentage yield 
reduction estimate, then the decision maker's expected monetary value of 
following a no-spray strategy is given by 
EMV(NS) = Yh * (1 - G/100) * P - 5.4 
where Yh = healthy yield, t/ha, 
P = price received, $/t, and 
G = % yield reduction due to leaf rust. 
However, the yield reduction, G, will usually have a large amount of 
uncertainty attached. If one hundred epidemics are simulated to produce 
an approximation to the continuous yield reduction pdf, then equation 5.4 
is modified to 
EMV(NS) = L~~~ Yh * (1 - Gi /l00) * P * 1/100, - 5.5 
each simulated value of yield loss, Gi , contributing a one hundredth part 
to the tota 1 . 
The strategy of spraying here has been defined to be riskless; in 
effect, a probability of unity attaches to equation 5.3. The EMV of 
both strategies is calculated from equations 5.3 and 5.5 in the decision 
analysis module described in section 5.3; if 
EMV(S) > EMV(NS), 
then spraying is the recommended decision, and if 
EMV(NS) > EMV(S), 
no spray should be applied. 
In addition to the assumption of risk-neutrality. such an 
assessment takes no account of any other potential returns to investment 
of time and money. The opportuni ty costs of spray; ng (i.e •• the income 
foregone elsewhere) may on occasion have to be addressed explicitly. if a 
i. 
I 
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number of activities appear to be essentially mutually exclusive, 
although in most circumstances these costs may reasonably be ignored for 
cereal spraying decisions. 
A more realistic treatment of the decision problem has to take 
account of two factors: firstly, the yield of barley in response to a 
spray application is not riskless; secondly, farmers are rarely, if 
ever, risk neutral (Anderson et .!l., 1977). The variability of the 
"spray" strategy is considered in Appendix A.4, and the inclusion of risk 
is considered in the next section. The decision methodologies discussed 
below are couched in terms of risk aversion, although they may be adapted 
for risk preferrers. 
5.4.2.2 Risk Aversion 
The use of expected monetary values as a decision criterion may 
1 ead to unreal istic choices1 . A compl ete orderi ng of ri sky prospects 
will in general entail explicit knowledge of the decision maker's 
attitude to risk as encoded in a utility function, although there are 
other methods which are not based on Bernoullian decision theory 
(Anderson, 1979). The basis of utility theory (Bernoulli's principle) 
is that a function, U, exists for a decision maker whose preferences are 
consistent with certain axioms; function U associates a number with a 
risky prospect, such that if G is preferred to F, then the utility of G 
is greater than the uti 1 i ty of F, and the util i ty of a prospec tis its 
expected utility (Anderson et ~., 1977). 
In the context of the information system, elicitation of a 
suitable utility function on a personal basis for the spraying decision, 
and its mathematical representation, would appear to be steps to be 
avoided, if the system were to be general in applicability and simple to 
use. Methods might be used, whereby utility as a concept is 
1 It is unlikely many people would 
and z2 of the following lottery: 
feel indifferent about prospects z1 
!i p( 9;...;..) ____ zl. ___ z""'i:2 
91 0.5 $500 - $2000 
0.5 o -$1500 
EMV $250 $ 250 
.- .. - _.r 
,- _.-- ".- - .-~-
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incorporated, and where the explicit derivation of a utility function may 
be avoided. These are the efficiency analysis methods, which allow a 
partial ordering of risky prospects according to some rule, rather than a 
complete ordering (Anderson, 1979). It is apparent that in the present 
context a partial ordering may suffice; if the set of all possible 
prospects is represented as 
n = [S ,NS], - 5.6 
then a deletion of one member of the set is as unequivocal as an ordering 
of Sand NS (spray and no-spray respectively) in terms of utiles. 
Members of the set may be deleted by the application of an ordering rule, 
to yield an efficient set of prospects, 
rlj = [a, b ••• ] - 5.7 
where rlj = the j-efficient set, and 
a,b = members of the set. 
The mean-variance or (E,V) rule is defined as follows: given two 
prospects A and B, A dominates B by the (E,V) rule if either 
E(A) ~ E(B) and V(A) < V(B), or 
E(A) > E(B) and V(A) ~ V(B). 
Any prospec t not domi nated by th is rul e is then a member of the 
(E,V)-efficient set (Porter, 1974). Such analysis is applicable where 
the utility functions are quadratic; if the utility function is not 
quadratic, then the rule can be applied only to random variables 
belonging to the same family of distributions, and where the family is 
completely specified by two parameters (Anderson et ~., 1977). The use 
of variance as a measure of risk has been questioned, Markowitz (1959) 
arguing that semivariance, SV, is a more intuitively appealing measure. 
The (E,SV) rule may be applied to values of the random variable below the 
mean or below some pre-specified "disaster" level. 
A number of situations have been identified where the (E,V) and 
(E,SV) rules lead to identification of similar efficient sets as do the 
stochastic dominance (SO) rules (Porter, 1974; Porter and Gaumnitz, 
1972). The present case will not be among these, due to the riskless 
nature of one pr~spect and the highly skewed distribution of the other. 
Mean-variance analysis is a speci al case of _ second-degree stochastic 
dominance; the general ised case is not so restrictive, the conceptual 
superiority of stochastic dominance being attributable to the following: 
- the impl icit utH ity functions need be neHher quadratic nor of 
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any prescribed algebraic form, although assumptions are made as to 
the signs of their derivatives; 
- the vari ous pdfs may be of any form whatsoever; there are no 
assumptions of normality, for example. 
Th ability of stochastic efficiency analysis to produce unequivocal 
recommendations (by the deletion of the spray or of the no spray strategy 
from the efficient set) was investigated. 
5.4.2.3 Stochastic Dominance 
The pdnciples of the stochastic dominance ordering rules are 
founded on the notion of probability functions; for a pdf f(x), a series 
of successively integrated functions may be defined, 
where 
and R varies continuously over the closed interval [a,b]. 
notation, Fo(R) is the pdf of ~, and F1(R) is its cdf. 
- 5.8 
In this 
The fi rst stochastic effic i ency rul e is based on the behavi oural 
assumption that decision makers prefer more profit, for instance, to 
less; formally, this is an assumption of a monotonically increasing 
utility function, i.e., the first derivative is strictly positive, U1(x) 
> O. The pdf f(x) is said 1:0 dominate the pdf g(x) by first-degree 
stochastic dominance (FSD) if, and only if, 
Fl(R)~Gl(R) - 5.9 
for all values of R£[a,b] with strict inequality for at least one value 
of R. In graphical terms, a dominant cdf lies nowhere to the left, and 
at least somewhere to the right, of a dominated cdf; in Figure 5.8 (i), 
nei ther strategy is fi rst-degree stochastically domi nant, si nce the two 
cdfs intersect. 
The second stochastic domi nance orderi ng rul e requi res another 
behavioural restriction: successive amounts of x (profit, for instance) 
have diminishing value to a decision maker. Diminishing marginal 
. utility is implied .by the concavity of the utility function, U2(x) < O. 
The pdf f(x) dominates the pdf g(x) by second-degree stochastic dominance 
(SSD) if, and only if, 
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F2(R)~G2(R) - 5.10 
for all RE[a,b] with at least one instance of strict inequality. In 
Figure 5.8 (ii), strategy "S" dominates strategy "NS" by SSD, since the 
integrated "S" cdf lies nowhere to the left, and everywhere to the right, 
of the integrated "NS" cdf. A necessary but not suffic i ent conditi on 
for liS" to domi nate "NS" by SSD is that area a1 of Fi gure 5.8 (1) be not 
less, but greater, than area a2• 
The third stochastic efficiency rule requires that the third 
derivative of the utility function be strictly positive, U3(x) > O. 
This restriction is implied by the requirement that decision makers 
become less averse to risk as wealth increases. The pdf f(x) dominates 
the pdf g(x) by third-degree stochastic dominance (TSD) if, and only if, 
F3(R)~G3(R) - 5.11 
for all RE[a,b] with at least one instance of strict inequality, and if 
F2(b)~G2(b). - 5.12 
Graphically, this is a similar ordering rule to SSD; for f(x) to 
domi nate g( x), F 3 (R) must 1 i e nowhere to the 1 eft of the G3 curve, and 
the top of the F2 curve m~st not be to the left of the top of the G2 
curve. The second condition above can be interpreted as the requirement 
that the mean of f(x) is not less than the mean of g(x); this is a 
necessary condition for TSD and SSO (Anderson et ~., 1977). 
Theoretically, the application of each successive rule leads to a 
subset of efficient prospects, i.e., in terms of size, 
n > nFSD > nSSO > nTSO > • • • • • • - 5.13 
Hi gher-order SD rul es have been proposed, al though they suffer from 
questi onable gai ns in di scrimi natory power for greatly increased 
compl exi ty of calcul ation, and from unreal i stic behavi oural assumpti ons 
(Anderson, 1979); for the ~th-degree stochastic dominance rule, the odd 
derivatives of the util 1ty functi on, up to the ~th, are requi red to be 
strictly positive, while the even derivatives are required to be strictly 
negative. 
The algorithm given in Anderson et~. (1977), subroutine SOOM, 
was used in the information system to test fpr stochastic dominance up to 
the third degree. The calculations performed in SOOM are outlined in 
Appendix A.5. During an encounter, the analysis terminates as soon as 
there is one member only of an efficient set. If both strategies are 
members of the third-degree stochastic dominant 
information may be gleaned without either the 
restricthe behavioural assumptions, or explicit 
decision maker's utility function itself. 
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set, then no more 
inclusion of more 
knowledge of the 
5.4.2.4 Limitations of Stochastic Efficiency Analysis in FUNGINFO 
The lack of either theoretical or intuitive justification for the 
constraints on the derivathes of utility functions above the third 
generally precludes the use of further SO rules, although such rules 
become progressively weaker anyway (Anderson, 1974). Unrestricted 
generality (given the reasonable behavioural assumptions) and the 
strength of the initial SO rules make the concept of stochastic 
efficiency an attractive one, although one weakness is the emphasis 
placed on the lower tails of the distributions. A necessary condition 
\ 
for first, second and third degree stochastic dominance is that the lower 
bound of a domi nant di stri buti on be not 1 ess than that of a domi nated 
distribution. Situations may arise where one distribution is preferred 
to another, despite a lower tail in the preferred distribution. The 
estimation or derivation of extreme values of uncertain quantities then 
becomes critical. Such emphasis is, however, consistent with the 
general rationale of risk consideration in many situations within 
agriculture; most producers are more interested in the probability of 
attaining some disaster or safety level than in the probability 
associated with a very high level of profit, for example. 
Application of the SO ordering rules may occasionally lead to 
identification of efficient sets which are inconsistent with the decision 
maker's preference (i.e., his often tacit agreement that the axioms of 
utility theory lead to a model which constitutes a reasonable approxima-
tionto his observed behaviour, see section 7.1). The benefits of 
generality and of not having to derive indhidual utility functions may 
often be expected to favour the use of such ordering rules, provided that 
the final efficient set is small enoug~ to be of use to the investigator. 
The data produced duri ng the val i dati on runs of FUNGINFO were 
analysed using the SO" rules in an effort to order the "spray" and 
"no-spray" strategies. The results, given in the following chapter, 
indicated that the di scrimi natory power of such effici ency analysi s was 
l 
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not always sufficient to yield unequivocal recommendations. In 
addition, the need for such formal analysis was lessened by the fact that 
the spray strategy during the validation runs was considered to be 
essentially riskless, although small symmetrical variations were assigned 
to the pdf of the strategy to give it a finite variance. 
Decision analysis using the criterion of expected monetary value 
is, conceptually at least, incomplete, due to the failure of the crite-
rion to take due account of risk and uncertainty; the ordering rules of 
stochastic dominance on occasion will also be incomplete, in the sense 
that no "hel pful" reconmendati on may be produced. Compl eteness (i n the 
above sense) is a prerequisite for a farmer-orientated information 
system; the importance of risk in the infonnation system, however, is 
not so clear. The next logical step in the progression of decision 
analysi s criteri a, the i ncorporati on of personal preferences, is 
considered in detail in Chapter 7. 
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CHAPTER 6 
Utility of the Information System 
Three criteria were used in assessing the utility of the 
information system: the perfor~ance of FUNGINFO during validation runs, 
the results of sensitivity analysis, and the facility, or otherwise, with 
which data could be collected for input to the system. 
6.1 Validation 
The difficulties posed by the question of what constitutes a valid 
model or hypothesis, and how its validity or invalidity may be demon-
strated, have beset philosophical inquiry since the inception of science. 
In recent times, such problems have received considerable attention from 
workers in the fields of management and behavioural science (for example, 
Nay lor and Fin g e r, 1967; He rm ann, 1967; S c h ran k and H 01 t , 1967; 
Mitroff, 1969; Van Horn, 1971; Aigner, 1972). The conceptual problems 
will often be compounded by the unavailability of suitable real-world 
data with which to compare model output, especially if the model is 
concerned wi th an economic, management or behavi oural system (Dent and 
Blackie, 1979). 
Objective validation of an information system such as FUNGINFO is 
difficult primarily because the output consists of one of only two 
possible responses. No time series are produced, and the replication of 
encounters may be expected to produce equivalent outcomes. The scope 
for direct statistical testing of binary output would appear to be 
limited; a binomial test, for example, js of limited value, in addition 
to having a large data requirement. In situations where little reliance 
can be placed on statistical tests for whatever reasons, less objective 
(Le., "non-statistical") methods of validation have to be used. One 
such technique is the Turing test. The test was originally proposed 
(Turing, 1950) as a means for determining whether computers could ever be 
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considered "think.ing machines"; the adaptation for model validation 
usually consists of presenting an expert in the field of study with model 
output and real-world output, if it exists, and asking whether it is 
possible to identify which set of output data is simulated, and which is 
real, for various operating conditions. If no real-world data exist, 
then the expert is asked if model output is reasonable. It is apparent 
that such a test is very simil ar to the ul timate test of any infonnation 
system: whether or not the recommendations produced are actually heeded 
by real-world decision mak.ers. 
For the present study, a number of historical trials were used in 
the validation process, and the results assessed in a subjective fashion, 
to gai n an i ndicati on of the potenti al useful ness of FUNGINFO as an 
early-warning system for disease build-up; the validity of BARSIM-1 
itself was not under test. 
6.1.1 Data Availability 
Two trials run in the 1979/80 season were used; these had been 
set up as part of an experimental program to examine the effects of leaf 
rust and powdery mildew on the yield components of Zephyr barley (Thomson 
and Gaunt, 1982). In both cases, the crop was unsprayed, i.e., the 
epidemic was allowed to proceed unchecked. Data for these trials, T1 
and T2, were collected on a weekly basis throughout the growing season, 
and consisted of green leaf areas for all leaves on the primary tiller, 
the associated rust sevedties, and the growth stages attained by the 
plant at the time of sampling. The yield reduction percentage was found 
in each case by compadng the relevant trial yield with the associated 
disease-free treatment yield. 
Despite different dates of sowing and disease onset, T1 and T2 had 
similar percentage yield reductions attributable to ~. hordei. It 
proved impossible to obtain a wide range of epidemic intensities without 
resorting to field trials which had previously contributed data to the 
building of BARSIM-1. Two further trials, designated T3 and T4, were 
originally run by Teng (1978) in the 1976/77 season. These were part of 
an expedmental program of fi.ve trials incorporating twenty treatments, 
the results of which were used to derive the multiple-point yield loss 
model used in BARSIM. Epidemics of varying intensities were obtained by 
127 
changing the dates of sowing and the spray application regimes. Trials 
T3 and T4 had no applications of spray; T3 had a minimal yield loss 
associated with leaf rust, while T4 suffered a reduction of some 24 per 
cent compared wi th the di sease-free treatment of that tri al. Data for 
these trials were collected twice a week, and consisted of greenleaf 
areas and disease severities for all leaves of the five oldest tillers of 
the pl ants sampl ed, and datarel ati ng to the growth stages attai ned by 
the crop. 
Details of all four trials are given in Table 6.1; the observed 
yield reductions ranged from 1.7 to 24.1 per cent. The predicted yield 
loss percentages were derived as follows: from the detailed data 
recording sheets, the dates of attainment of the four growth stages (GS 
58, 64, 73 and 83) were estimated; the observed severities on leaves 1 
and 2 at these dates were entered into the yield loss regression model to 
give the predicted yield reduction. These values may be interpreted as 
the yield reductions towards which the mean values of the outcome pdfs 
should tend, as day T approaches growth stage 83, if the epidemics are 
being simulated in an accurate fashion. 
6.1.2 Validation Runs - I 
A number of encounters wi th FUNGINFO were carri ed out for each 
trial; the day of encounter, day T (Figure 5.2), was moved progressively 
later through the season, so that the distribution of yield reduction 
percentages coul d be observed as days of simul ated weather parameters, 
and simul ated dates of growth stage attai nment, were repl aced by hi s-
torical weather and hi storical crop growth data. Fi fty epidemics were 
simulated within each encounter, BARSIM being run deterministically. 
Subsequent arrangement of the ensuing yield reduction percentages in 
ascending numerical order gave a forty-nine linear segment approximation 
to the cdf of yield losses applicable at the time of the encounter, if no 
spray was applied and the epidemic was allowed to follow its course 
unchecked. 
For example, the first two encounters for trial T2 took place with 
day T defined as 15 January and 31 January, 'i980. The first of these 
dates corresponded to di sease onset; no encounter coul d be carri ed out 
before this date, as there would be no spores in the" crop system. Fifty 
Tl 
Sown 6/11/79 
Emerged 14/11 
Leaf 2 emergence 17/12 
Leaf 1 emergence 25/12 
GS 58 8/1 /80 
64 13/1 
73 18/1 
83 22/1 
Harvested 12/3 
Disease onset 24/12/79 
Leaf 2 onset 24/12 
Leaf 1 .onset 31/12 
Disease-free yield 5.07 
Observed reduction 11.6 
Predicted reduction 13.2 
T2 
20/12/79 
28/12 
21/1 /80 
4/2 
13/2 
18/2 
23/2 
27/2 
30/3 
15/1 /80 
28/1 
18/2 
3.39 
11.8 
12.3 
TABLE 6.1 CROPPING DETAILS, TRIALS T1 TO T4 
T3 
22/10/76 
30/10 
5/12 
12/12 
28/12 
30/12 
4/1 /77 
8/1 
18/2 
16/12/76 
20/12 
27/12 
6.56 
1.7 
0.8 
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T4 
2/12/76 
7/12 
8/1 /77 
15/1 
31/1 
2/2 
6/2 
14/2 
9/3 
23/12/76 
17/1 /77 
24/1 
5.37 t/ha 
24.1 % 
24.4 % 
,--
-""-'-" "., 
129 
epidemics were then simulated, using fifty probabilistic weather 
sequences from 15 January to GS 83 attainment, and simulating the growth 
of the crop subsequent to the former date (run mode 2). For the second 
encounter, day T fell two weeks later. Again, fifty epidemics were 
simulated, but historical weather was used from the date of disease onset 
to 30 January, 1980, and the now-historical dates of leaf 2 emergence and 
epi demic onset were entered. Weather parameters were simul ated fi fty 
times, from 31 January to GS 83 attainment. 
For all simulated trials, the first encounter coincided with the 
date of disease onset in the crop, the final encounter taking place with 
day T precedi ng the day of GS 83 atta i nment by two or three days. 
Whilst crop growth dates were updated as required, it proved impossible 
to use the disease update system described in section 5.2.1 (Figure 5.5 
(ii)); simulated epidemic progress in these initial encounters, 
therefore, was not related to the recorded progress of the disease. 
Two aspects of system performance were of primary interest: the 
revision of the outcome pdf as day T neared the end of the growing 
season, and the strategy recommendations produced, especially in the 
early stages of epidemic progress. In an effort to obtain real istic 
strategy recommendati ons, the foll owi ng economic data were suppl i ed to 
FUNGINFO for each encounter: 
- the absolute yield level; this ~orresponded to the control 
(disease-free) yield for each trial (Table 6.1); 
- the price received for barley was set at $185 per tonne; 
- the costs of spraying were estimated at $28.45 per hectare, 
assuming that Bayleton was applied at the recommended rate of 
125 g a.i. per hectare (500 ml/ha), using the farmer's own 
equipment; 
- the resultant wheeling damage was assessed as 2.5 per cent of 
the healthy yield. 
6.1.2.1 Results 
An example of the epidemic curves produced by BARSIM-1 for tiller, 
leaf 2 and flag leaf is shown 1n Figure '6'.1, for trial T2 using 
historical weather and historical crop growth data. The results of the 
validation encounters for each trial are tabulated in Table 6.2; the 
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Tri al Day T Yield Reduction Recommendation 
x 2 EMV SO s 
Tl 24/12 onset 5.2 146.6 NS * 
1/1 all epidemics underway 7.6 235.0 S S 
9/1 11.6 70.2 S S 
16/1 10.7 23.8 S S 
20/1 2 days pre-GS 83 11.2 17.3 S S 
historical 10.2 0 S 
observed 11.6 
T2 15/1 onset 6.6 136.8 NS * 
31/1 leaf 2 epidemic underway 11.9 230.3 S S 
10/2 21.6 186.6 S S 
18/2 all epidemics underway 17 .8 25.9 S S 
25/2 2 days pre-GS 83 14.7 0.8 S S 
historical 13.9 0 S 
observed 11.8 
T3 16/12 onset 0.8 9.5 NS * 
21/12 leaf 2 epidemic underway 0.9 2.4 NS * 
27/12 all epidemics underway 0.7 2.6 NS * 
1/1 1.9 2.5 NS NS 
5/1 3 days pre-GS 83 1.8 2.4 NS NS 
hi storical 0.4 0 NS 
observed 1.7 
T4 23/12 onset 10.8 405.8 S S 
3/1 8.8 371.1 S S 
24/1 all epidemics underway 16.5 294.7 S S 
31/1 19.0 235.3 S S 
7/2 17.9 77 .5 S S 
12/2 2 days pre-GS 83 18.8 50.2 S S 
historical 15.8 0 S 
observed 24.1 
Note: S = spray, NS = do not spray, * = no unequivocal recommendation; 
EMV = expected monetary value rule, SO = stochastic domi nance rul e. 
TABLE 6.2 VALIDATION ENCOUNTER RESULTS: MEAN AND VARIANCE OF THE 
YIELD REDUCTION DISTRIBUTIONS, AND RECOMMENDATIONS 
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mean and vari ance of each fifty-run pdf are gi ven, together wi th the 
appropriate strategy recommendation based on both Expected Monetary Value 
and Stochastic Dominance rules. Yield reduction frequency histograms of 
the encounters for T2 are shown in Figure 6.2, giving an indication of 
the spread of the simulated yield reductions for each encounter. 
Frequency histograms for the other three trials are given in Appendix 
A.6. 
The four historical yield reduction percentages in Table 6.2 were 
obtained by running FUNGINFO with a full season of historical weather and 
historical crop growth attainment dates (run mode 1). In addition to 
"spray" and' "no spray" recommendations, a number of encounters produced 
yield" reduction pdfs which led to both strategies being members of the 
third-degree stochastic dominant set (marked with an asterisk in Table 
6.2). In all such cases, encounters later in the season produced an 
unequivocal recommendation for or against spraying. 
6.1.2.2 Discussion 
Inspection of Table 6.2 indicated that, for each trial, the 
recommendation produced was in accord with the action that should have 
been taken if the trials were being run in a commercial setting. The 
mean of the yield reduction pdfs tended towards the historical 
(simulated) yield reductions, and the variances decreased markedly as the 
day of encounter approached GS 83. If, as suggested by Martin and 
Morris (1979), a spray of Bayleton is applied a few days after flag leaf 
emergence assumi ng condi ti ons warrant it, then for all tri al s the 
simulated recommendation mirrored the observed, historical recommendation 
by this date. For instance, the date-of-onset encounter for trial T1 
produced a recommendation against spraying; GS 39 (flag leaf emergence) 
occurred just after onset, the next encounter (on 1 January) recommending 
spraying. Subsequent events showed that this was' the "correct" decision 
for this trial. 
For trials T3 and T4, the recommendations did not change from 
those produced at the first encounter. Since T4 was a late-sown crop, 
the number of days between pl ant emergence and disease onset was 
rel atively few; the effects of di sease were concomi tantly greater than 
for an earl ier-sown crop such as T3, for example, which had a similar 
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date of disease onset. The lag between emergence and disease onset for 
trial T2 was only slightly longer than for T4; the reason for a no-spray 
recommendation at onset may have been attributable to a high break-even 
yield reduction percentage caused by a low absolute yield of 3.4 t/ha for 
this trial (i .e., the value of the crop was low, so the economic 
threshold was relatively high, in percentage terms). 
The results given in Table 6.2 are, however, somewhat specious, 
for the following reasons: 
1) when day T falls before either (or both) the dates of disease 
onset on leaves 1 and 2, epidemics start on these plant components only 
after spores have trickled down from the whole tiller simulation. It is 
unknown if this process is an accurate method of simulating the spread of 
di sease onto these p1 ant parts; i nvesti gati on into thi s feature of 
BARSIM indicated that delays were often produced, leading to disease 
onset dates for leaves 1 and 2 which were later than those observed and 
subsequent under-estimation of the yield loss. However, for the 
validation runs, if day T preceded either of the historical dates of 
onset on leaves 1 and 2, it was assumed that the relevant leaf would be 
open to infection from the day of its emergence. For this reason, the 
more accurate encounters were likely to be those where day T fell on or 
after the date of flag leaf epidemic onset. 
2) Because no disease update mechanism was used, simulated and 
observed epidemic progress curves 'diverged, sometimes considerably. The 
yield loss estimates for trial T2, for example, as observed in the field 
and as simulated by BARSIM using the historical weather series and 
observed crop growth dates, are given in Table 6.3. In view of the size 
of the disparities, particularly at GS 73 and GS 83, it is surprising 
that the yield loss estimate is so similar to the actual yield loss. 
There are numerous potenti a1 reasons for such di spariti es; 
important are the following: 
the most 
- the calculation of disease severities in BARSIM is largely 
dependent on the area of green 1 eaf. For all validation encounters 
involving FUNGINFO, the regression functions for green leaf area were 
used (see section 3.3.1), whereas for the original BARSIM-1 validation 
runs, observed green leaf area curves were used for the whole tiller, 
leaf 2 and flag leaf epidemics of trials T3 and T4 (Teng, 1978). 
- BARSIM may not have been functioning fully as intended. For 
trials T1 and T2, the epidemic curves tended to be flatter at low 
135 
Severities % 
1 eaf 2 1 eaf 1 
Simulated Observed Simulated Observed 
GS 58 2.3 4.5 0.0 0.0 
64 3.2 5.8 1.2 1.4 
73 9.7 9.0 1.1 1.5 
83 32.3 12.0 11.7 3.0 
Simulated yi~ld reduction = 13.9% 
Observed yield reduction = 12.3% 
TABLE 6.3 SIMULATED AND OBSERVED YIELD REDUCTIONS, TRIAL T2 
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severities, and steeper at high severities, than the observed curves. 
Alternatively, this might be explained by the presence of a different 
rust race/host relationship in the later season compared to the earlier 
season. 
3) Powdery mildew (caused by Erysiphe graminis DC. f. sp. hordei) 
was present in trials T1 and T2 during the early stages of crop growth in 
the 1979/80 season. A confounding effect of this disease on ~. hordei 
and subsequent yield loss was likely to have been exhibited, although the 
extent of mildew infection was slight in comparison to leaf rust. 
4) The yield loss statistics from epidemic simulations occasion-
ally fell outside the range 0 to 100 per cent, due to the nature of the 
regression function. A lower limit 
(arbi trarily) of 70 per cent, were set. 
reached duri ng the val i dati on runs, but a 
of zero, and an upper 1 i mi t 
Thi supper 1 imit was rarely 
total yield loss (of 100 per 
cent) was felt to be unreasonable in view of the late-season propensity 
of P. hordei. 
5) The use of T3 and T4 woul d not normally be permitted in the 
validation process, since these trials were not wholly independent of 
BARSIM; on the contrary, bias exists in BARSIM expressly because of the 
inclusion of data from these two trials. 
FUNGINFO appeared to perform satisfactorily during validation; 
however, all of the above reasons contribute to the somewhat subjective 
nature of the validation process"itself. In particular, the lack of a 
disease update mechanism rendered the revisions of the outcome pdfs 
almost wholly dependent on the replacement of simulated time series with 
hi storical time seri es alone. The i ncorporati on of di sed~e updates 
could reasonably be expected to quicken the revision process, by reducing 
the variances further than was observed in successive validation 
encounters. A demonstration of this effect was attempted in a second 
series of encounters using FUNGINFO. 
6.1.3 Validation Runs - II 
A second series of runs was performed with trials T1 to T4; the 
disease update mechanism involving the manipulation of the pseudo-random 
number seeds (outlined at the end of section 5.2.1) was incorporated. 
In order to introduce as much variability as possible, BARSIM was run 
stochastically throughout, and all crop growth dates were simul ated in 
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response to each new weather sequence. 
The same dates of encounter as those of Table 6.2 were used for 
each trial. Provided that the epidemic had spread to the second leaf, 
two encounters of twenty runs each were carried out at each date, one 
incorporating the update of disease. The severities used for the update 
disease intensities at each day T were approximated from the detailed 
data recording sheets pertaining to each trial. 
6.1. 3.1 Results 
Results are presented in graphical form in Figure 6.3 for trial 
Tl, and in Appendix A.7 for trials T2, T3 and T4. For each, three 
graphs are shown: the mean value of the yield reduction pdf, the 
absolute deviation of the simulated mean from the observed yield 
reduction, and the variance of the yield reduction pdf, all plotted 
against the encounter number. (The means and variances of those 
encounters where updating did not take place are not directly comparable 
with those shown in Table 6.2, because of the different way in which they 
were deri ved. ) 
6.1.3.2 Discussion 
The results shown in Fig~re 6.3 and in Appendix A.7 tend to 
support the contention that the variance of a particular yield reduction 
pdf can be expected to be reduced more rapidly if disease updates are 
incorporated in successive encounters with FUNGINFO, than if they are not 
incorporated. Two aspects of the behaviour of successive values of 
variance may be identified as being intuitively reasonable: 
Var[YUJ i < Var[YRJ i , i = 1,00.,n 6.1a 
and Var[YUJ i < Var[YUJ i _1 , i = 2, ••. ,n - 6.1b 
where i = encounter number, 
f(Y R) = yield reduction pdf, and 
f(Y U) = updated yield reduction pdf. 
All four trials showed some deviation from the ideal behaviour of the 
variance. 
Similarly, the ideal behaviour of the absolute deviation from the 
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mean over n encounters may be spec i fi ed thus: 
E[Y U]; - Y h < E[YR]i - Y h i = 1 •...• n - 6.2a • 
E[Y U]; - Y h < E[Y U]i-1 - Y h • i = 2 •...• n - 6.2a 
where Yh = hi storica1 yield reduc ti on percentage. 
Again. all trials showed deviations from this specified behaviour; some 
of these were sizable. 
The major contributing factor to such deviations from the ideal 
was 1 i ke1y to have been the di sease update mechani sm itself. It is a 
somewhat artificial method of equating simulated and observed disease 
levels. i.e •• it is divorced from any easily-conceptualised analogy in 
the physical agro-ecosystem. Perhaps more importantly. there is little 
theoretical justification (and the practical justification is not 
unequivocal) for the implicit assumption that an updated severity at one 
particular stage of growth will necessarily lead to a "better" yield 
reduc ti on pdf. 
In the update procedure. the major practical problem related to 
the sometimes gross i naccurac i es between simu1 ated and observed di sease 
levels; the ten preliminary simulated epidemics (section 5.2.1) 
sometimes failed to produce a progress curve capable of an accurate match 
wi th the observed status of di sease on day T. Two remedies suggest 
themselves: firstly. the number of initial epidemics could be increased; 
secondly, an upper 1 imi t to the mi nimum of the squared devi ations cou1 d 
be introduced, so that as many epidemics as were needed would be 
simulated to produce an acceptable match. In either case, there is no 
guarantee that a certain or a reasonable number of epidemics would 
produce an acceptable update epidemic. 
There is little doubt that, for a computer-based interactive 
fungici de advi sory i nformati on system based on a detail ed bi 01 ogica1 
simUlation model, the incorporation of disease updates on the day of 
encounter is of prime importance, in an effort to glean as much 
infonnation as possible from the simulation process. In the present 
study, the incorporation of updates was not accomplished in a wholly 
satiSfactory manner, although the results presented in section 6.1.3.1 
tended to underline the potential importance and effectiveness of a 
suitable mechanism. 
c __ 
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6.2 Sensitivity 
6.2.1 Initial Disease Severities 
The di sease onset severi ti es for the top two 1 eaves had a 
considerable effect on the subsequent yield reduction statistic. 
Results of sensitivity tests on the onset severities for the three plant 
components are presented in Table 6.4. The tiller onset severity for T1 
was such that increasinQ it by a factor of four had no discernible effect 
on the subsequent yield reduction. Trial T3 had low epidemic severities 
and low yield reductions for a very wide range of onset severities, and 
exhibited numerous inconsistencies related to the multiple-point 
regression model. For instance, a drop in predicted yield reduction 
occurred for a doubling of all onset severities, despite an increase in 
a 11 the di sease severi ti es on the top two 1 eaves at the four growth 
stages included in the regression function. 
excluded from Table 6.4. 
Tri al T3 was therefore 
The greatest effects on the yield reductions tended to come about 
as all three onset values were varied together; this was to be expected, 
since a change in onset severity brings about a directly proportional 
change in the number of spores on the particular plant component. In 
trials T1, T2 and T4, a decrease in the quotient of the two yield 
reduction percentages for a doubling of the appropriate onset severities 
occurred as the onset severities became relatively high. In terms of 
the time elapsed between disease onset and GS 83 attainment, both T2 and 
T4 were lengthy trials; for such epidemics, the importance of the tiller 
as a provi der of exogenous spores to the 1 eaf 2 and fl ag 1 eaf systems 
could be gauged by the large changes brought about by varying the tiller 
onset severity in isolation, in contrast to the shorter epidemic of trial 
T1. As epidemic length decreases in relation to the latent and 
infectious periods, it would be reasonable to expect the onset severities 
on leaves 1 and 2 to become increasingly important, since there would be 
less time for spores to filter through to these plant components from the 
whole tiller simulation. 
Few firm conclusions could be drawn from trials T1 to T4 as 
regards the effects of onset severities, because of the problems of 
distinguishing between the effects due to the nature of barley leaf rust 
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Factor Tl T2 T4 
YR% Inc YR% Inc YR% Inc 
All severities changed: 
X 0.25 3.7 3.5 8.4 
X 0.5 5.8 1.6 7.8 2.2 7.2 0.9 
X 1.0 10.2 1.8 13.9 1.8 15.8 2.2 
X 2.0 20.1 2.0 23.1 1.7 20.9 1.3 
X 4.0 28.8 1.4 35.2 1.5 22.3 1.1 
Leaves 1 and 2 stable, 
tiller severities changed: 
X 0.25 10.2 7.1 10.8 
X 0.5 10.2 1.0 9.7 1.4 10.6 1.0 
X 1.0 10.2 1.0 13.9 1.4 15.8 1.5 
X 2.0 10.2 1.0 20.6 1.5 20.5 1.3 
X 4.0 10.2 1.0 32.7 1.6 21.6 1.1 
Tiller stable, 1 eaves 1 
and 2 severities changed: 
X 0.25 3.7 11.9 15.5 
X 0.5 5.8 1.6 12.3 1.0 15.5 1.0 
X 1.0 10.2 1.8 13.9 1.1 15.8 1.0 
X 2.0 20.1 2.0 18.5 1.3 18.2 1.2 
X 4.0 28.8 1.4 21.3 1.2 22.4 1.2 
Days, onset to GS 83 29 43 53 
Note: YR% = Yield reduction %, Inc = quotient of yield reduction percen-
tages for a doubling of the appropriate disease onset severities. 
TABLE 6.4 DISEASE ONSET SEVERITY SENSITIVITY, TRIALS T1, T2 AND T4 
" -, 
I:, ,_ 
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epidemics, and the effects due to the regression function used for yield 
loss prediction. 
6.2.2 Degree-Day System 
In all validation encounters, crop growth attainment dates were 
entered as these became historical in nature; the remainder were 
generated on the basis of average ambient temperatures, whether observed 
or simulated. Table 6.5 illustrates the perfonnance of the degree-day 
system; for each tri al, one compl ete growth simul ation was taken at 
random for comparison with the observed dates of crop development. The 
observed dates, shown in Table 6.1 also, are estimates only, owing to the 
weekly or twice-weekly sampling procedures adopted for the trials. 
The dates supplied (or derived) as the dates of attainment of 
growth stages 58, 64, 73 and 83 can have a large effect on the subsequent 
yield loss estimate; with epidemics of high terminal severities, the 
inc rease in di sease over the 1 ater days of crop growth may be rapi d, 
causing large increases in the yield loss estimate. 
6.2.3 Prices and Costs 
For a particul ar set of prices and costs, break-even poi nts (or 
economic threshol ds) can be i den"ti fi ed for vari ous anticipated yi el d 
levels. In terms of the expected monetary value, any average yield 
reduction statistic which is less than the break-even yield reduction 
results in a recommendation not to spray. The point where the net 
benefit of spraying is equated with the costs of not spraying1 reduces to 
YB = W + 100*(M+A)/(P*Y) - 6.3 
where YB = t yield reduction at break-even point, 
W = t wheeling damage, 
1 
M+A = spray material and application costs, 
Y = expected yield, and 
Strictly, the break-even point is given by equating equations 5.3 and 
5.4, to give 
YB = 100 * (1 - (l/Y h)*(Y s*(l - W/lOO) + (M+A)/P ) ), 
but if the expected healthy yield, Yh , is assumed to be the same as the 
yield after spraying, Y , then this expression simplifies to equation 6.3. 
s 
!---------- ---
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Trial Plant Leaf 2 Leaf 1 Growth Stages 
Emergence Emergence Emergence 58 64 73 83 
Tl Obs 14/11 17/12 24/12 8/1 13/1 18/1 22/1 
Sim 15/11 13/12 20/12 8/1 12/1 16/1 25/1 
T2 Obs 28/12 21/1 4/2 13/2 18/2 23/2 28/2 
Sim 25/12 21/1 28/1 13/2 16/2 21/2 1/3 
T3 Obs 31/10 5/12 12/12 28/12 30/12 4/1 8/1 
Sim 1/11 5/12 14/12 1/1 4/1 10/1 17/1 
T4 Obs 7/12 8/1 15/1 31/1 2/2 6/2 14/2 
Sim 9/12 2/1 12/1 30/1 3/2 8/2 17/2 
Note: Obs = recorded sequence, Sim = simulated sequence 
TABLE 6.5 DEGREE-DAY SYSTEM PERFORMANCE, RANDOM SAMPLES 
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P = price of barley. 
The effects of increasing the expected yield level on the 
break-even yield reduction for various values of the other parameters of 
equation 6.3 are shown as response surfaces in Figure 6.4 (i) and (ii). 
In the first of these, the spray costs and the wheeling damage percentage 
were held constant; the response surface shows the effects of varying 
the price of barley and the healthy yield. The second response surface 
shows the effect of varying the spray costs and the healthy yield of the 
crop, whilst holding the price of barley and the wheeling damage 
constant. For trials T1 to T4 and the costs and prices used, the 
break-even yield reduction varied from 7.0 per cent for a yield of 3.4 
t/ha, to 4.9 per cent for a yield of 6.5 t/ha, in trials T2 and T3 
respec ti vely. Clearly. the more valuable the crop. the lower will be 
the percentage yield loss which can be tolerated. in financial terms. 
6.3 The Acquistion of Input Data 
6.3.1 Disease Information 
The most difficul t data to supply to an i nformati on system that 
requi res up-to-date assessments of epi demic progress are 1 i kely to be 
those rel ati ng to di sease measurement. The resul ts of the val i dati on 
runs tended to obscure the importance of disease data. since successive 
encounters without disease updates were broadly indicative of the 
intensities of the leaf rust epidemics. However, disease updates would 
play a crucial role in a fully functioning system, in rendering the 
recommendati ons robust, and in provi di ng warni ngs of immi nent di sease 
build-ups which were as timely as possible (i.e., by speedy revision of 
the expected value of the yield reduction pdf and concomitant reduction 
in the variance). 
It was shown in section 6.2.1 that the disease onset severities 
for all three plant components were of importance in determining the 
extent of di sease spread and the resul tant y; el d loss. The i ntens; ty of !-
disease at onset for the top two leaves would be small enough to ensure 
that the leaf rust incidence - severity relationships (Figure 2.3) could 
be used. The whole tiller onset intensity, on the other hand, would 
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have to be derived directly in terms of severity, since sound 
epidemiological reasons exist to preclude the possibility of deriving a 
meani ngful inc i dence/severity rel ati onshi p for thi s pl ant component 
(Teng, 1982). 
In a pragmatic sense, the onset severities are simply those 
observed when the disease reaches a stage where it is actually 
measurable; alternatively, they are the severities observed when a 
farmer first notices the disease in the crop (which may be some time 
after onset, epidemiologically speaking). It is possible that the onset 
severities might be used for fine-tuning of the biological component, 
whereby the simulated epidemic curves and the observed disease, once 
established, may be equated. 
Owing to the nature of the multiple-point yield loss regression 
and to the fact that any decision which eventuates is binary, the onset 
status of the disease may be unimportant. The date of onset on the 
various plant components is more likely to be the important parameter, 
indicating the time at which spores are in the crop agro-ecosystem; from 
such a time the potential exists for an epidemic of economic significance 
to ensue, given conducive weather conditions. This kind of effect would 
tend to be exhibited in the present information system, if an accurate 
disease update mechanism were in operation: an encounter a few days 
after onset on leaf 2, with relevant disease updates, would render the 
onset severities essentially irrelevant, since the number of spores in 
the simulated crop/fungus system would be adjusted to coincide with the 
observed number (as a severity). 
If the importa~ce of onset intensities can be minimised, then the 
importance of the disease update intensities would be critical. 
Assessment should take account not only of the requirement of reasonable 
accuracy, but also of the fact that the incidences of disease on leaves 1 
and 2 will often be in excess of 65 per cent, thus precluding the use of 
the incidence - severity regression functions. Severities would have to 
be assessed directly, therefore, unless it could be shown that it was the 
incr.ease in disease levels in response to a particular weather pattern, 
rather than its absolute level, that led to a recommendation to spray. 
Whilst, this would result in the information system being easy to use (no 
updates would be required), it is largely unknown if robust recommen-
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dations could be produced in such a fashion. 
6.3.2 Sampling and Assessment 
A variety of sampling methods have been used in the assessment of 
foliar diseases on cereals; examples are given in Table 6.6. Disease 
incidence could perhaps ~e most simply assessed using the method utilized 
in EPIPRE (example 3); this method has the advantages of simplicity and 
of being operational in an information system context. The sampl ing 
method of example 5 was used in the building of BARS 1M; the small sample 
size has been shown to be effective in assessing ~. hordei severities. 
Such methods assume that a diagonal sample is adequate. Trials were to 
be conducted at Lincoln College in the 1983 season to assess and compare 
a standard diagonal sampling technique and an M-shaped sampling method 
for stripe rust of wheat, ~. striiformis2; the former is simpler to 
carry out, and appears to be adequate for ~. hordei, in view of the 
observation that the disease tends not to exhibit distinct foci, even in 
the early stages of an epidemic. 
Percentage severities on leaves 1 and 2 may be assessed using the 
standard area diagrams prepared by Teng (1978); these are such that both 
pustule and leaf-tip necrosis symptoms may be assessed. Incidence 
counts of less than 65 per cent infected flag or second leaves may be 
converted to percentage severities using the functions given in Figure 
2.3. 
In view of the need for farmer input, there may be little to 
choose between the assessment of severities and the assessment of 
incidences; both require an input of effort to walk through the field 
and observe, a knowl edge of wha t ~. hordei and its symptoms of attack 
look like, and the recording of what is observed. The additional task 
of using standard area diagrams to derive estimates of severity would 
appear to add relatively little to the input required for incidence 
assessment, provided that the farmer has received some training in 
recognition and measurement of disease to render his observations 
2 The comparison is related to whether the occurrence of disease 
follows a normal or (for example) a binomial distribution, i.e., is it 
well-distributed in the field, or does it arise from distinct foci. 
, 
" 
Example Host Organism(s) Method Severity or 
Incidence 
1. Hordeum spp. Rhynchosporium Take ~25 main fertile tillers at S 
secalis random along each of 2 diagonals; 
assess % infected area on upper 
sides of leaves 1 and 2 at GS 11.1 
for yield loss estimation. 
2. Triticum Ustilago and 50 plants from 5 sites each along a I 
Hordeum Tilletia diagonal; count number of infected 
Avena spp. ears or panicles and total number to 
give % infected at GS 10.1-10.5 (Ust-
ilago) or GS 11 (Tilletia). 
3. Triticum Puccinia 20 X a row length of about 50cm; from I 
stri iformi s each pick 2 stalks; count number of 
diseased leaves from 40 stalks. 
Triticum ErysiRhe As above - but count number of leaves I 
g,rami ni s without symptoms. 
4. Hordeum Pyreno~hora 20 lengths of drill 1 m long, along a I 
i diagonal; count number of fertile till-gr~m'nea 
ers and number infected at GS 10.5-11.1. 
5. Hordeum Puccinia - leaves 1 and 2: 20 plants at random S 
hordei on a diagonal; assess severity on pri-
mary and first secondary tiller; 
- whole crop: 5 oldest tillers per S 
plant, assess severity on leaves 1 & 2. 
TABLE 6.6 SOME FOLIAR PATHOGEN SAMPLING METHODS FOR CEREALS 
Reference 
Chia rappa (1971) 
Chiarappa (1971) 
Zadoks (1981) 
Chiarappa (1971) 
Teng (1978) 
I-' 
U'1 
o 
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reasonably accurate (Menz and Webster, 1981). 
6.3.3 Other Information 
Much of the data requirement of the information system could be 
made situation-specific for use on a particu1 ar farm. Successive 
encounters would require little input of data beyond the day of encoun-
ter and any apposite information relating to updates of crop growth and 
disease progress. Other input parameters may sometimes be expected to 
change during the growing season; one of these is the grower's 
perception of the healthy yield of the barley. This parameter can bring 
about large changes in tne break-even yield reduction percentage (Figure 
6.4). A similar type of effect is exhibited by the percentage figure 
attributed to wheeling damage; total crop yield loss, if spraying takes 
place at flowering, is twice that which may be expected to occur if 
spraying takes place at flag leaf emergence (Table 5.1). Allowance 
cou1 d be made in the i nformati on system to compensate automatically for 
the increase in wheeling damage with the progress of time, although such 
a feature would probably constitute unnecessary detail. 
One further aspect of data acqui si ti on whi ch warrants consi der-
ation, and relates to the frequency of encounter with the information 
system, is the gathering of historical weather data, or its transference 
from a meteorological centre ei ther to a central computer or to the 
individual microcomputer. This is likely to be a problem of 
organisation only; facilities have existed in the U.K. for a number of 
years, for example, for the passive transference of this kind of data 
from a central source using telephone lines. 
In the validation trials, the addition of seven or eight days of 
historical weather was capable of bringing about large decreases in the 
vadances of the yield reduction distributions'. The frequency with 
which encounters with the information system could be undertaken is 
dependent not only on the requ1 rementfor a timely recorrmendati on, but 
also on factors such as the availability of up-to-date weather records, 
the input requi red for frequent di sease assessment, and the cost of an 
encounter. From the validation runs, seven-day periods between 
encounters appeared to gi ve adequate coverage of the development of 
epidemics, although this frequency would have been wasteful for trial T4, 
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where di sease made 1 ittl e progress duri ng the fi rst month immedi ately 
a fter onset. (It may be noted that once a recommendati on to spray has 
been obtained, no more encounters should be needed.) With the 
i ncorporati on of di sease updates, thi s peri od between encounters coul d 
possibly be extended, although weekly disease and crop growth assessment 
over the first critical weeks of epidemic progress would ensure that the 
recommendations produced were timely, assuming the advice was sound. It 
should be noted that the cost of a fifty-epidemic encounter with FUNGINFO 
is not insignificant, in terms of computer time; a method of reducing 
the computing costs is considered in Chapter 8. 
6.4 General Assessment 
6.4.1 Component Precision J 
The information system was made up of a number of components of 
widely differing detail and precision. BARSIM is capable of functioning 
as an accurate, though perhaps limited, biological model, whilst the crop 
growth components (green 1 eaf area curves and growth stage simul ati on) 
and the weather parameter simul ati on model appear rel ati vely crude and 
simplistic. The problems of component precision may be likened to the 
addition of a list of numbers, some accurate only to the nearest integer, 
some to four places of decimais: how is the final result to be 
expressed, and more importantly, how is it to be interpreted. Logic 
suggests that the sum wi 11 only be as accurate as the 1 east prec i se 
component part; the dangers of imputing spurious accuracy to the whole 
on the basis of one or two precise components are evident. 
The problems of component precision in the information system were 
exacerbated by the fact that the reSUltant decision was binary only; as 
evidenced in the validation runs, inaccuracies accrued which did not 
appear to affect the overall outcome of the encounter. With a binary 
dec i s1 on, accuracy becomes important when the outcome pdf is such that 
the recommendation produced is marginal (Le., the distribution clusters 
around the break-even yield reduction percentage, in EMV terms), or when 
successive encounters result in the recommendation oscillating between 
the "spray" and "no spray" strategies. 
I 
~. ,-
153 
In general there are two ways of attempting to match the precision 
of the various components, if this is perceived as being desirable: the 
unsophisticated components can be upgraded to function more precisely, or 
the precise components can be downgraded in sophistication to a level 
where they are still able to function adequately for the modeller's 
purposes. Over-ri di ng constrai nts are imposed by the context in which 
the information system is set; for a farm-orientated decision-support 
system, a balance has to be struck between three major considerations: 
- the detail of the simular components, 
- the expendi ture of resources necessary by the user for input 
data acquisition, and 
- the robustness of the decision produced, in view of the binary 
nature of the recommendation. 
The degree of model detail is perhaps the most difficult parameter to set 
within the overall balance. Farmer input essentially has to be 
minimised, because of the relatively extensive nature of most New Zealand 
barley cropping; similarly, if the information system is to be useful, 
the recommendati ons produced have to be robust, al though the degree of 
robustness required has to be assessed in the light of the facility, or 
otherwise, with which it can be achieved. 
There would appear to be conceptual advantages in upgrading those 
system components which are lacking in precision. By imbuing the 
i nformati on system components wi th detai 1 and a capabi 1 i ty for accurate 
prediction, the potential may exist for val id simpl ification of the 
decision making process, ultimately; identification and extraction of 
the most important factors which bring about an epidemic are likely to be 
greatly facilitated by the presence of a valid, complex framework within 
which diverse experimentation can be undertaken. A further advantage of 
a compl ex framework is that other components may be incorporated and 
tested. For example, there are various fungal diseases of cereals which 
may be amenable to the kind of treatment afforded P. hordei in the 
present study; other disease epidemic simulation models could be 
assessed simply within such a framework. On the other hand, the 
research effort requi red for upgradi ng system components may be 
considerable, and may be unacceptable in view of the possibility that a 
relatively crude information system may perform adequately for its 
designed purpose. This disadvantage would appear to be more than 
balanced, however, by the potential generality, and enhanced usefulness, 
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of an infonnation system framework capable of accepting a wide range of 
simular components. 
6.4.2 Component Assessment 
Weather Parameter Simulation It was shown in section 4.5 that the 
simulation of weather parameters appeared adequate over ten-year periods, 
in relation to the data used in the construction of the simulator. For 
shorter periods of time, such as a few weeks, there are few suitable 
statistical tests which may be used for val idation of time series, and 
those that do exist tend to be difficult to apply. Problems in 
val i dati ng weather model output may be compounded by alack of data: 
there will seldom be enough for a representative statistical model to be 
built, with time series of sufficient length left over for objective 
validation. 
A suitable statistical test in this context might constitute some 
fonn of spectral analysis, whereby the spectra generated by the simulated 
and observed autocorrel ated processes are compared. Such analysi sis 
mathematically and computationally complex; a further disadvantage is 
the necessary assumpti on of covari ance stati onari ty (Van Horn, 1971). 
In addition, there may be difficulty in the interpretation of the 
results, if the simulated and observed series are found to be different 
in some way (Shannon, 1975). Its' application in descriptive economics 
and econometrics has been illustrated (for exampl e, Aggrey-Mensah and 
Tuckwell,1969; Naylor et !l., 1971; Chambers and Woolverton, 1982) but 
questions arise as to its validity and usefulness as a goodness-of-fit 
procedure for testing the equivalence of simulated and observed weather 
spec tra. 
Even for a technique such as spectral analysis, the fundamental 
problem remains: the only way in which a weather parameter generator can 
be assessed directly is by reference to the past, since weather is not 
being forecast. If historical data were used in its construction, then 
bi as exi sts in the model; if the data were not used, then a resul t of 
non-equivalence between the observed and the simul ated spectra can be 
attributed to a degree of unrepresentativeness in either the construction 
data or the validation data. The logical problems associated with the 
objective validation of time series in fact appear to be intractable. 
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It is almost certainly the case that the conjecture of statistical 
independence between successive half-month periods is fallacious for 
Canterbury conditions, at least for rainfall amount and occurrence. The 
performance of WEATHER may be expected to be improved by taking account 
of one-period lags between half-months, and possibly of lags over longer 
intervals. This would seem desirable, since strong correlations are 
required between recent historical events and likely future occurrences. 
The lack of dew data prior to 1971 is a severe limitation on any further 
work on the weather parameter generator at Lincoln. Improvement in the 
simulation of rainfall occurrence (for which long series are extant) is 
unlikely to be satisfactory without concomitant improvement in the 
simu1 ati on of dew occurrence; spore germi nati on in sumner comes about 
largely in response to dew, rather than to rain. 
Since the short-term performance of WEATHER is unknown, an 
indication of its effectiveness could be gained through the performance 
of the information system itself, if the errors exhibited by the other 
components coul d ei ther be suppressed or accurately quantifi ed. 
Alternatively, a pragmatic sol uti on to the prob1 em of di rect val i dati on 
is to accept the imprecision and crudity of the generator on an unfounded 
basis, and to attempt to improve its performance by improving the quality 
o~the under-lying statistical hypotheses. 
Crop Growth and Development The degree day system for the modelling 
of p1 ant growth stage attai nment and the regressi on functi ons for the 
, 
calculation of green leaf area appeared to account for inaccuracies in 
the day-to-day calculation of disease severities. Improvements in the 
green 1 eaf area functi ons in particul ar wou1 d be necessary for accurate 
epidemic simulation; such functions greatly increase the utility of the 
information system, by alleviating the need for large inputs of crop 
growth data. A larger number of functions could be introduced, each 
covering a smaller band-width of crop emergence dates than the month 
presently used, or alternatively green leaf growth could be modelled 
using factors other than the passage of time. 
Disease Updates That epidemics have to be run from the day of i-
disease onset on the crop was found to be a major limitation of BARSIM as 
it is structured at present. An ideal disease update mechanism would 
involve running the model only from the day of update, incorporating the 
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relevant disease severities; calculation would then be carried out 
backwards in time to fill up the latent and infectious boxcar trains 
(Figure 3.3) in such a way as to produce the update severities on day T 
itself. Such a method would have a number of advantages: updating 
could be made precise, the onset severities would become irrelevant, and 
the computer resources necessary for an epidemic simulation could be much 
reduced. 
A problem that might arise in implementing such a mechanism is 
that anyone solution to the filling of the boxcar trains (the instil-
lation of the correct lags to give a particular severity on a particular 
day) may not be unique, even if the model is being run deterministically. 
The effect of such multiple solutions on subsequent yield loss estimates 
is hard to conceptualise, and this factor would require investigation. 
Such improvements to the di sease and crop growth update modul es 
would be temporary measures only; ultimately, these modules might be 
replaced by a detailed biological model of crop growth. There are a 
number of compel 1 i ng arguments for the constructi on and use of such a 
model; most notably, the effects of disease and crop protection regimes 
coul d be incorporated at a basic, causal 1 evel, by a consi derati on of 
their direct action on the yield of the crop. 
6.4.3 Summary - Utility of the ·System 
In the production of a timely, robust decision, two factors appear 
to be of critical importance: 
- the disease present on day T, and 
- the generation of weather parameters from day T to GS 83. 
In terms of FUNGINFO, the amount of disease may be measured with 
reasonable facility, but it cannot as yet be incorporated with total 
satisfaction into the simulation process; the quality of the generation 
of weather parameters is largely unknown, but it appears likely that 
performance coul d be improved by the i dentificati on and i ncl usi on of 
half-month inter-dependencies. Problems with the robustness of the 
binary decision were not encountered in the validation runs, although the 
potential clearly exists for such problems to arise; in trial T4, the 
simulated yield reduction estimate was some nine per cent below the 
observed value, but because both severities (15 and 24 per cent) were 
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well above any marginal level, spraying was correctly identified for all 
encounters as the appropriate recommendation. The importance of 
accuracy in epidemic simulations of disease attacks which are close to 
the economic threshol dis tempered by the fac t that the costs of a wrong 
decision may not be large, provided that the information system is 
functioning in a reasonably accurate fashion. In such situations the 
monetary val ue of sprayi ng may be approximately equal to that of not 
sprayi ng. 
The contention that an information system such as FUNGINFO is 
capable of the p'rovision of timely recommendations is supported by two 
observations: firstly, the late-season propensity of ~. hordei epidemics 
considerably shortens the length of time over which uncertainty (and 
hence variability) is exhibited, in relation to a complete growing 
season; secondly, within the validation encounters, the correct 
recommendation was identified within a few days of flag leaf emergence, 
at which time a spray woul d often be appl i ed ina farmi ng si tuati on 
(Martin and Morris, 1979). The interpretation of the results from the 
validation encounters is open to question, but the incorporation of 
disease updates may be expected to greatly speed the revision of the 
yield reduction pdfs, by adjustment of the mean values and the associated 
variances, thus allowing earlier spraying decisions to be made. This 
potential for hastening the revision process, and the possibility of 
eliminating the need for the assessment of the disease onset severities, 
would appear to make disease updates of critical importance to the 
utility of the information system. 
In the absence of a fully functioning system and numerous 
validation experiments, it is not possible to draw firm conclusions 
regarding the balance between simular detail and decision robustness. 
It was argued above, largely on a priori grounds, that increasing the 
, -
sophistication of the system could be expected to increase its utility by 
rendering it general and, ultimately, by reducing the level of detail 
necessary for the decision making process from one of complexity to one 
of simplicity (as opposed to mere crudity). The inherent robustness of 
a binary decision, in the sense that large inaccuracies in detail may not 
necessarily render the recol1l11endati on wrong, is a characteri stic which 
should be able to be used to advantage in an information system. 
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CHAPTER 7 
The Incorporation of Personal Preferences 
The treatment of ri sk by the i ncorporati on of broad behavi oural 
assumptions was shown during the validation runs with FUNGINFO to lead 
occasionally to an impasse, where an unequivocal recommendation could not 
be produced. To take account of risk, therefore, it would be necessary 
to include behavioural attitudes on an individual farmer basis. The 
present chapter i nvesti gates two questi ons: how the expected util i ty 
model may be incorporated in the decision making process, and what its 
contri buti on is to the recommendati ons produced, vi s-~-vi s the expected 
monetary value criterion. 
7.1 Overview - the Status of the Expected Utility Model 
The origin of the expected utility (EU hereafter) hypothesis is 
usually traced back to Bernoulli (1738), who sought to explain the 
Petersburg paradox, viz. why it is that people will tend to pay only a 
small amount for a game with an infinite expected monetary value1• It 
was proposed that people seek to maximise expected utility, rather than 
expected monetary value. Von Neumann and Morgenstern (1947) showed that 
the criterion of the maximisation of expected utility was based on 
rational, tenable axioms. The set of axioms necessary for the deduction 
of Bernoulli's principle (given in section 5.4.2.2) has been stated in a 
number of ways (for example, Savage, 1954; Luce and Raiffa, 1957; Fish-
burn, 1970). The following formulation is often given as being required 
for the derivation of von Neumann - Morgenstern (NM) utility theory: 
1. for two 1 otteri es Ll and L2, Ll i,s preferred to L2, L2 is preferred 
to L1, or an individual is indifferent between them; if Ll is preferred 
1 The payoff is dependent upon the number of times an unbiased coin is 
tossed to obtain a "heads"; if the number is n and the payoff $2n, 
EMV = I ~ = 1 (1 /2 ) n2 n = 00 
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to L2 and L2 is preferred to L3, then Ll is preferred to L3; 
2. if a prospect xl is preferred to x2 is preferred to x3, there exists 
a probability p within the range zero to unity such that indifference is 
felt between the lottery (p,xl :l-p,x3) and x2 for certain; 
3. indifference between xl and x2 impl ies indifference between the 
lottery (p,x l :l-p,x3) and the lottery (p,x2:l-p,x3); 
4. if the lottery (p,xl :1-p,x2) is preferred to lottery (q,x1:1-q,x2), 
then p > q; 
5. a lottery which has lotteries for outcomes is as attractive as the 
same lottery expressed without lotteried outcomes, i.e., L1 and L2 are 
equi val ent: 
X1 \J<\ 
x1 
pt1-q) (1 - q) x2 x2 
L 1 L2 (1-pJr r x3 f7- x3 (1- r 
f1-r) x4 x4 
These axioms guarantee that a util i ty index exists such that the ordering 
of lotteries in terms of their expected util Hies coincides with the 
actual preferences of the decision maker. 
The concept of EU has been the subject of a voluminous and ever-
expanding literature; points of contention include the nature of 
probability itself, and the reasonableness of the axioms (Dillon, 1971; 
Dasgupta and Pearce, 1972). 
The notion of probability is problematic; it is not a simple 
construct (Kyburg and Smokler, 1964). The meaning of probability has 
created deep philosophical divisions. Four major schools of thought may 
be identified (Raiffa, 1968; Schoemaker, 1982). Laplace, representing 
the classical view, defined probability as the ratio of the number of 
favourable elementary outcomes to the total number of elementary 
outcomes. James Bernoull i suggested that probabil i ty is a degree of 
confidence which one feels about an event, although precise estimation of 
probabilities was possible by investigating relative frequencies, for 
instance. The objectivist approach has been axiomatised, and proponents 
of this viewpoint may be said to regard pr~bability as the limiting value 
of a particular relative frequency. 
The logical school of Jeffreys and Keynes maintains that a 
probability expresses the rational degree of belief that exists logically 
~ 
i· 
-".""------. 
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between a set of propositions and another proposition, i.e., between 
hypothesis and conclusion. The subjectivist school, on the other hand, 
represented by Ramsey, Savage and de Fi nnetti, hol ds that there is no 
such logical connection; on the contrary, probability is a purely 
subjective degree of belief. For the subjectivist, any assignment of 
probabilities is allowed, provided that some consistency requirements are 
met; in essence, such requi rements resul tin subjec tive probabil i ti es 
being mathematically indistinguishable from objective probabilities. 
The exact meaning which should attach to probabilities is thus 
elusive, and a number of variants of the NM expected utility model have 
been proposed. In hi s revi ew, Schoemaker (1982) di sti ngui shes between 
objective probability, subjective probability, and decision weights, 
where the mathematical properties of probabil ity need not be exhibited. 
Not all transformations of the subjective probabil ity type are measures 
of degrees of belief; they may reflect risk-taking attitudes, for 
example (Handa, 1977). With one further distinction, that between 
cardinal utility scalings obtained under conditions of certainty and 
those obtai ned under condi ti ons of ri sk, ni ne vari ants of the EU model 
are summarised in Table 7.1 (Schoemaker, 1982). 
Some of the approaches listed in Table 7.1 appear to have evolved 
directly in response to observed failures in the axioms of the NM model 
(for instance, Quiggan, 1981 and 1983, and Kahneman and Tversky, 1979). 
Perhaps the most famous violation is Allais' paradox2 , where the majority 
of subjects violate the axiom of the independence of irrelevant alter-
natives (number 3 above). More recently, Kahneman and Tversky (1979) 
reported violations with reformulations of the Allais paradox involving 
moderate (as opposed to excessive) monetary gains. In addition to 
2 Subjects are asked to choose between 
A1: $5,000,000 with probabil ity 0.10; $1,000,000 with p = 0.89; 
and $0 with p = 0.01 
A2: $1,000,000 for certain, 
and then between 
B1 : $5,000,000 with p = 0.10; $0 with p = 0.90 
B2 : $1,000,000 with p = 0.11; $0 with P = 0.89. 
The most popular choices are A2 and B1 ; it is straightforward to show 
that such choices violate the EU hypothesis (Allais. 1953; Raiffa, 1968). 
1- __ --
! 
, 
I 
\w(p.)x. 
L 1 1 
LW(Pi)V(X i ) 
LW(Pi)U(X i ) 
expected monetary value 
Bernoullian expected utility (1738) 
von Neumann-Morgenstern expected utility (1947) 
certainty equivalence theory (Handa, 1977) 
subjective expected utility (Edwards, 1955) 
subjective expected utility (Ramsey, 1931; 
Quiggan, 1983) 
weighted monetary value 
prospect theory (Kahneman and Tversky, 1979) 
subjectively weighted utility (Karmarkar, 1978) 
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p. 
1 = objective probability 
f(Pi) = 
W(Pi) = 
subjective probability 
decision weights 
xi = a prospec t 
v(xi ')-= interval scaled utility measures obtained under 
certainty 
u(xi ) = interval scaled utility measures obtained using 
lotteries 
[Source: Schoemaker, 1982] 
TABLE 7.1 VARIANTS OF THE EXPECTED UTILITY MODEL 
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occasional failures of other axioms, a number of studies have shown that 
such violations often persist even when subjects are made aware of the 
implications of their choices (MacCrimmon, 1968; Slovic and Tversky, 
1974; Schoemaker and Kunreuther, 1979). Other studies have indicated 
that both context effects and psychological factors can have considerable 
impact on subjects' choices 
Tversky and Kahneman, 1981; 
!.!.~, 1982). 
among risky alternatives (for example, 
Hershey and Schoemaker, 1980; Hershey et 
There is a large corpus of evidence, therefore ,to suggest that 
many presumably rational people make decisions which are not in accord 
with their behaviour as predicted by the EU model. It is the case that 
the importance of this observation depends largely on the use to which EU 
theory is put. The reasonableness of the axioms is crucial if the 
theory is being used to model the decision making process itself, by 
describing how people make choices. On the other hand, the validity of 
the axioms would be of little import if the EU model were being used in a 
purely posi ti vi s tic manner and its predicti ons were suitably accurate. 
In a normative mode of operation, the importance of the EU axioms appears 
to be in between these two extremes; the model may still serve a useful 
purpose in identifying "better ll decisions than would be otherwise 
possible, even if EU as a paradigm is wrong or incomplete. 
There exists the suspicion that the purely positivistic viewpoint 
borders on the pseudo-scientific; the view Schoemaker (1982) terms 
IIpostdictive", whose major premise is that all observed human behaviour 
is optimal in some sense if only it is modelled in an appropriate 
fashion, appears metaphysical: there is no way in which theories built 
upon such a touchstone can be conceived to be falsified. In such cases, 
the failings of the EU axioms are of no consequence. Indeed, the 
postdicti ve vi ewpoi nt has recei ved stric t censure for what Sci tovsky 
(1976) sees as having severely retarded scientific inquiry into consumer 
behaviour, by failing to recognise (or ignoring the fact) that there may 
be a conflict between what an i ndivi dual chooses to get and what wi 11 
best satisfy him. 
In an operational sense, the adequacy of the EU model has been 
tested to some degree; the lack of consistent, conclusive results 
(Robison, 1982) is probably not surprising, considering the hypothetical 
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basis of the model. However, the survey of Young (1979) underlines the 
fact that empirical studies of the EU hypothesis have not been numerous. 
The results of the comparative study by Lin et ~. (1974) illustrate, 
albeit in a limited fashion, the operational status of EU: whilst 
Bernoull i an and 1 exi cographic u til i ty were better predictors than 
expected profit maximisation, none of the models predicted actual 
behavi our well. 
The experimental results obtained by Binswanger (1980) raise 
questions for the EU model on a different front; empirical evidence was 
produced that was inconsistent with the joint hypotheses of asset 
integration and linearity in probabilities inherent in the EU mode1 3 
(Quizon et !!.., 1982). It has not proved possible to apportion the 
blame to the failure of either one, or both, of these assumptions. The 
data of Bi nswanger have been used in an attempt to extrapol ate them to 
whole-farm level (in the semi-arid tropics of India); such extrapolation 
is clearly not possible unless asset integration is assumed, but 
interpretation in terms of the linearity in probabilities gave 
inconsistent results (Hardaker and Ghodake, 1983). The validity of the 
results when the assumption of linearity in probabilities was dropped and 
one of variance preference adopted (i.e., risk aversion as a function of 
variance) proved inconclusive. The import of such empirical evidence of 
the failure of the EU model is not clear. In the above case, failure of 
asset integration, linearity in probabilities (essentially, the 
independence axiom), or both, implies that any locally measured utility 
function is not stable with respect to wealth (Quizon et !l., 1982). If 
this is so, the absolute and relative measures of risk aversion (see 
section 7.2.1) cease to have a clear interpretation, since they purport 
to describe behaviour as wealth changes. 
3 The postulate of asset integration states that a prospect xiPi is 
acceptable at asset position W if, and only if, U(W + xiPi) > U(W), i.e., 
the decision maker is assumed to make a decision in terms of final wealth 
states, and not in terms of gains and losses (Binswanger-, 1981). 
Linearity in probabilities implies that the utility index can be written 
U = ~i PiU(xi ) , 1.e., Pi are linear coefficients of the utility weights 
associated with each event Xi. This linearity in probabilities is 
implied by the independence axiom, number 3 above (Machina, 1982a). 
:.-.. ;.," ,." 
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Many authors (for example, Raiffa, 1968; Anderson et ~., 1977; 
Binswanger, 1981) have noted that the EU model constitutes the best 
method of incorporating risk into the modelling of decision making under 
risk; it is better to take account of uncertainty in some fashion than 
not at all, and for the pragmatist, the EU model has few (if any) 
competi tors. Much of the work referred to in thi s overvi ew was 
undertaken in the last five years; other developments have not been 
di scussed (for instance, the deri vati on of stronger measures of ri sk 
aversion (Ross, 1981), or the setting up of less restrictive axiom 
systems (Machina, 1982b)). Continuing research into the EU hypothesis 
and its variants may well result in the overthrow of the EU paradigm; 
until such a time, the expected util ity model may be expected to continue 
to serve as a second approximation. 
7.2 The Elicitation of Farmers' Attitudes to Risk 
7.2.1 Mathematical Representation of the Utility Function 
The treatment of risk on a personal basis is founded on the 
derivation of a utility function for each decision maker. A common 
procedure consists of fitting a function, for example by ordinary 
least-squares regression (purely for convenience), to a series of points 
in utility space; these points correspond to replies furnished by the 
respondent to a series of questions or lotteries. This procedure can be 
partially by-passed if it is assumed that all the decision makers to be 
questioned exhibit a utility function of the same form or shape. If 
this form is described by only one parameter, then the elicitation 
procedure is much facilitated, at the expense of the consequences of the 
assumption of a common form. 
For the present study, it was assumed that a common mathematical 
form of utility function was shared by all decision makers. In 
addition, the utility function was to be of such a kind that utility 
comparisons could be made independent of the scale of the barley growing 
enterprise; utilty was to be expressed, if possible, in terms of dollars 
per hectare.c 
Util ity functions of a fixed mathematical form for a group of 
, 
!_ .... - - --.- -~-:. -. 
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decision makers can be used in a number of ways; in particular, the 
negative exponential utility function, 
U(x) = 1 - exp(-x/c) - 7.1 
(the exponent is sometimes wri tten (-xc», has a number of interesting 
properties. If a decision maker's preferences can be encoded in a 
function of this form, then his selling price is the same as his buying 
price for any lottery, a feature shared with the linear utility function 
U(x)=x. -7.2 
The negative exponential function also has the following property: if a 
constant amount k is added to each of the prospects of a lottery, then 
the certainty equivalent4 (GE) of the new lottery is found simply by 
adding the amount ~ to the GE of the original lottery, i.e., 
lottery 1: xl' p x2' 1-p GE = r 
lottery 2: x1+k, p x2+k, I-p GE = r+k. 
Use of the negative exponential utility function has been made in 
the situation where risk can be shared: if two individuals have such 
utility functions with parameters c1 and c 2 respectively, then provided 
that the sharing of risk is permissible, the "group" utility function can 
be used to rank risky prospects for the pair of individuals. Thus if 
U1(x) = 1 - exp(-x/c 1) and U2(x) = 1 -exp(-x/c 2), 
the two individuals will behave in a risk-sharing situation in the way 
desc ri bed by 
U*(x) ="1 - exp(-x!c*), c* = c 1 + c2 
(Raiffa, 1968). 
- 7.3 
Despite these properties, the negative exponential function does 
not sati sfy the requi rement in the present study of independence of the 
scale of the enterprise; in terms of a lottery, a function is required 
which allows the prospects xl and x2 to be multiplied by ~, with the 
result that the certainty equivalent of the new lottery is ~ times the 
original GE, i.e., 
lottery 1: GE = r 
lottery 2: CE = k.r. 
4 The certainty equivalent, CE, of a lottery may be defined as the amount 
for which a decision maker would sell his right to participate in the 
lot te ry, i. e. , 
EMV = CE - 1T , where 1T is the risk premium. 
A function which has this property is the following, 
U(x) = (1_s)x1- s 
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- 7.4 
(Binswanger, 1980). The parameters ~ and ~ in equations 7.1 and 7.4 are 
related, and the properties of the respective utility functions may be 
stated in more fonnal tenns, by the consi derati on of three measures of 
risk aversion. 
7.2.1.1 Three Measures of Risk Aversion 
Pratt (1964) defined the following measure, the coefficient of 
risk aversion, 
A = -U"(x)/U'(x) - 7.5 
where the primes refer to the respective derivatives of the utility 
function, U(x). This quantity, also called the coefficient of absolute 
risk aversion, is the simplest measure of the curvature of U(x) that is 
not changed by an arbitrary positive linear transformation of U(x) 
(Anderson et !l., 1977). It is dimensionless, thus allowing inter-
personal comparisons of the degree of risk aversion at particular levels 
of x (wealth, for instance). It is positive for risk averse 
individuals, and is generally expected to decrease with increasing x5. 
A second measure of risk aversion, defined by Pratt in the same 
paper, named the coefficient of relative risk aversion, is given by 
R = (-U"(x)/U' (x))x - 7.6 
The third measure, the coefficient of partial risk aversion, was defined 
5 The negative exponential utility function exhibits a constant 
coefficient of absolute risk aversion, 
A = lie. 
An early example of the use of the negative exponential utility function 
was the study of Freund (1956), whose quadratic risk programming problem 
was the maximisation of 
E ( u) = J.l - (012) A 
subject to resource constraints. This equation implies the maximisation 
of the certainty equivalent, which in turn maximises utility; it is 
directly analagous to the expression for the certainty equivalent given 
in footnote 4, 
CE = EMV - 1f, 
where 1f is the risk premium. 
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by Menezes and Hanson (1970) and Zeckhauser and Keeler (1970), 
S = (-U"(x)/U'(x»xo' - 7.7 
where Xo is the CE of a lottery. If final wealth consists of initial 
wealth, w, and the CE of a new prospect, x , then the three measures of 
- 0 
risk aversion are related at the point (w + xo) by 
R = wA + S • - 7.8 
Absolute and partial risk aversion are related by 
A = S/xo • - 7.9 
In terms of gains and losses from initial wealth, A, Rand S have the 
following interpretations: 
absolute risk aversion (A) traces the behaviour of an 
individual as wealth increases and the prospect remains the same; it is 
usually assumed that willingness to accept a given fair gamble increases 
as wealth increases; 
- relative risk aversion (R) traces behaviour as both wealth and 
the size of the prospect increase; 
- partial risk aversion (S) traces behaviour when the scale of 
the prospect changes by a factor ~ and wealth remains the same; an 
increase in the willingness to accept a gamble as the scale of the 
prospect increases is implied by a decreasing value of S. 
The utility function given in equation 7.4 exhibits a constant 
coefficient of partial risk aversion (CPRA), as may be demonstrated by 
differentiating the function twice .with respect to~; S, the CPRA, may 
be equated with the parameter ~ in that equation. The use of a utility 
function which allows comparison on a per hectare basJs is thus 
equivalent to the use of a function exhibiting a constant CPRA. In the 
present study, the functional fom of equation 7.4 was used for the 
incorporation of personal preferences; the behavioural assumption was 
thus made, that the decision to spray was made independent of the number 
of hectares of the cereal under cultivation for any particular decision 
maker. The justification for the use of such a u~il ity function is not 
only prac tical; the assumpti on of si ze-of-enterpri se independence was 
likely to be approximately valid over the relatively limited range of 
pay-offs under consideration (section 7.2.2). 
7.2.1.2 Calculation of the Certainty Equivalent 
The certainty equivalent of a risky prospect can be expressed in 
168 
terms of the CPRA. Pratt (1964) gives the following Taylor approxima-
tion (incorporating the second equation in footnote 5 and equation 7.5), 
Xo ~ x + (l/2)Var[x].U"(x)/U'(x) - 7.10 
where Xo = the certainty equivalent, 
x = the mean of the prospect, E[x], and 
Var[x] = the variance of f(x). 
In view of the highly skewed nature of the majority of the yield 
reduction pdfs obtained when using FUNGINFO, it was decided to include 
the third central moment for this study. Bond and Wonder (1981) 
continue the Taylor expansion for a further term, 
xo~ x + (l/2)Var[x].U"(x)/U'(x) + (l/6)M3[x].U"'(x)/U'(x) 
where M3[x] is the third central moment of f(x). 
- 7.11 
Given U(x) = (l_s)x1- s , (equation 7.4), then the first three 
derivatives may be found, 
U'(x) = (l_s)2 x-S, 
U"(x) = _s(l_s)2 x-s-1, and 
U"'(x) = (s2+ s)(l_s)2 x-s-2. 
Equation 7.11 may then be rewritten as 
- 7.12 
xo= x - (l/2)Var[x].(s/x) + (l/6)M3[x].((s2+ s)/~2) - 7.13 
Thus for a prospect whose first three moments are known, and for a given 
value of the CPRA, the certainty equivalent may be calculated. If the 
prospect is riskless, then the second and third terms of the right-hand 
side of equation 7.13 disappear, and the CE is equated with the expected 
value. If f(x) is symmetrical, the third term disappears; the 
contribution of the skewness of f(x) is illustrated bel~w. 
7.2.2 A Questionnaire to Elicit Farmers' Attitudes to Risk 
The elicitation of utility functions and attitudes to risk have 
been the subject of a number of studies (for example, Officer and Halter, 
1968; Webster, 1977; Bond and Wonder, 1980;' Bartholomaeus, 1981). 
Few advances seem to have been made in the methods used since the review 
of Officer and Halter (1968). The simplest method of utility function 
estimation is· the von Neumann - Morgenstern, or $tandard reference 
contract, method (von Neumann and Morgenstern, 1947; Raitfa, 1968; 
Halter and Dean, 1971; Dillon, 1971). The method is based largely on 
the continuity axiom (number 2in section 7.1) , i.e., if Xl is preferred 
to x2 which in turn is preferred to x3, then R exists such that 
~--- -
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The utilities of xl and x3 are set arbitrarily, and U(x2) is determined. 
Two problems are usually cited in connection with this approach: the 
subject may possess a liking for, or an aversion to, gambling per ~, and 
secondly some subjects may exhibit a preference for certain probabil i-
ties. The procedure is usually modified by using equal probabilities, p 
= 1-p = 0.5. The method is then known as the modified NM or ELCE method 
(Equally Likely - Certainty Equivalent, Anderson et ~., 1977). The use 
of equal probabilities avoids the problem of probability bias, but it 
does not confront the issue of gambling bias. 
The problem of gambling bias may be overcome using a method based 
on preferences between acts with Equally Likely but Risky Outcomes (the 
ELRO or Ramsey method). In essence, a series of pairs of lotteries are 
presented to the decision maker; for each pair, one payout of one of the 
lotteries is adjusted in size until the decision maker feels indifferent 
between the two lotteries. 
These three methods appear to constitute the working set of 
commonly-used estimation procedures for mono-dimensional util ity6. In 
comparative tests, the standard reference contract method was found to be 
unsatisfactory (Officer and Halter, 1968), whilst the ELRO method suffers 
from a somewhat complicated questioning procedure. In many situations, 
the ELCE method can be expected to give results which are as satisfactory 
as any obtained by the use of hypothetical lotteries (Anderson et ~., 
1977) • 
[I t may be noted that other methods have been used to assess 
attitudes to risk. Dillon and Scandizzo (1978) used simulated farming 
probl ems to obtai n certainty equi val ents, rather than hypothetical 
lotteries as such. Sinswanger (1980), in a large-scale survey of 
farmers in the semi-arid tropics of India, used. real money payoffs for a 
series of games for amounts which, at their maximum, exceeded the monthly 
income of an unsk.illed labourer. The import of some of the results of 
this unique .study was indicated in section 7.1; a major finding was 
that, at higher than trivial payoff levels, partial risk aversion was 
6 A number of methods have been developed for the elicitation of multi-
attribute utility functions (Raiffa, 1968; Keeney and Raiffa, 1976). 
, 
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concentrated within a reasonably narrow range. In many instances, the 
use of an average value of the CPRA could be expected to predict 
behaviour accurately, regardless of the wealth levels of the individuals 
(Binswanger, 1980).] 
In circumstances where, for example, an empirical utility 
function was to be fitted by least-squares regression, the ELCE method 
might be used to derive a number of points in utility space. In the 
present study, the fonn of U(x) was predetermined (equation 7.4) with one 
parameter to estimate for each individual. One point in utility space 
would suffice, theoretically, to describe completely any decision maker's 
preferences for dollars per hectare (if the scale and origin were set), 
given the assumption of a constant CPRA, and this could be elicited as 
the certainty equivalent to one lottery only. However, four lotteries 
allow a check to be made, during the questioning procedure itself, that 
the decision maker is revealing his preferences in a consistent fashion. 
For example, if the range over which the function were to be 
derived was bounded at ! and ~, with ~ > ~, the lotteries would be set up 
as follows: 
Lottery 1: p = 0.5, prospect a U(a) = o (set arbi trari ly) 
p = 0.5 e U(e) = 1 (set arbitrarily) 
Certainty equivalent = c U(c) = 0.5 
Lottery 2: p = 0.5, prospect a U(a) = 0 
p = 0.5 c U(c) = 0.5 
Certainty equivalent = b U(b) = 0.25 
Lottery 3: p = 0.5, prospect c U(a) = 0.5 
P = 0.5 e U(e) = 1 
Certainty equivalent = d U(d) = 0.75 
Lottery 4: p = 0.5, prospect b U(b) = 0.25 
p = 0.5 d U(d) = 0.75 
Certainty equival ent = f U( f) = 0.5 
Si nee the util i ty range has been bifurcated twice, the CE of the fourth 
lottery should be equal to the CE of the first lottery (i.e., f = c), if 
the decision maker has revealed his preferences in a consistent manner. 
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The questionnaire (reproduced in Appendix A.8) was divided into 
two parts. In the first, the decision maker was asked to quantify his 
perceptions of his yield of barley in a growing season, by estimating the 
worst and best yields he would expect. This range was split up into a 
number of equally-spaced quantil es, the exact number dependi ng on the 
range, and the respondent would then be presented with a sheet of paper 
on which to build up a histogram of the relative frequency of each 
quantile7 . The process of building up a frequency histogram was 
repeated twice: firstly, it was assumed the subject observed a few 
spores (a disease severity of 0.5 per cent) in his paddock at flag leaf 
emergence (GS 39), and secondly, that the subject observed a severity of 
10 per cent on the top 1 eaves of the crop at fl oweri ng (GS 65). The 
object was for the farmer to quantify his perceptions of the impact of 
each of these field conditions on his yield distribution. Standard area 
diagrams of typ i cal spore and nec ros is symptoms of P. hordei were 
included on the questionnaire sheets (Appendix A.8). 
Part two of the questi onnai re i nvol ved the es timati on of the 
respondent's CPRA. The initial lottery was related to the expected 
range of yield; values of gross margin per hectare were attributed to the 
high and low estimates of yield, and these were multiplied by a factor of 
ten, to make the size of payoffs realistic for the decision maker and his 
size of barley enterprise (Le., the range of pay-offs was limited to 
enterprise sizes in the region of ten hectares). As noted in section 
7.2.1, the behavioural assumption of size-of-paddock independence is 
1 ikely to be reasonabl e over a nmi ted range of pay-offs; cl early, the 
vaH di ty of the assumpti on woul d become hi ghly questionabl e for all 
pay-offs in the range 1 to 1000 hectares, for example. For each 
lottery, a card was presented to the subject containing details of two 
options, between which the subject was asked to choose. One option was 
defi ned as the 50/50 lottery, and the other opti on i nvol ved the sure 
payment of a certain amount of money. After a choice had been made, the 
amount constituting the sure payment was erased and another value 
entered, higher or lower according to the previous choice of the 
respondent; ~f, for example, the sure payment was chosen over the 
lottery, then the sure payment involved too much money, and the amount 
7 One cent coins were used as counters; if preferred, the probabilities 
could be entered against each quantile directly. 
L • --> .. ,'" ~ .. :-.--
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woul d be reduced for the next Herati on. Thi s process was conti nued 
until the subject felt unable to choose between the two options. The 
amount of money i nvol ved in the sure payment was then taken to be the 
certainty equivalent of the lottery. It was intended that four 
lotteries would be presented to each decision maker, thus allowing a 
check for consistency to be made. However, only one lottery was 
presented to the majority of the sample, for reasons discussed in the 
following section. 
7.2.3 Results 
i) Frequency Distributions of Yield 
A small sample (12) of South Island cereal growers was questioned 
on a personal basis, using two interviewers. Results from the first 
part of the survey, yield perceptions, are presented in Table 7.2. Most 
of those questioned used the coin method to approximate the yield 
histograms, although two subjects entered the probabilities directly. 
The procedure appeared to be well-understood, although in at least one 
case, reducing the level of the yield distribution (for example, from a 
mean of 5 to 4 tonnes per hectare because of disease) was inextricably 
linked with using fewer coins to describe the reduced distribution. The 
data were converted into tonnes per hectare from the preferred uni ts of 
tonnes per acre or bushels per acre; the mean and variance for each pdf 
were calculated from the raw data using the mid-point of each quantile. 
Only five of the sample of twelve felt that they had enough experience of 
leaf rust on barley (as opposed to wheat) to allow them to make a 
realistic estimate of its effect on yield. (It should be noted that 
approximately half the sample farmed in a region of the South Island 
where leaf rust of barley was not an important consideration.) 
ii) Attitudes to Risk 
Results for Part Two of the survey are given in Table 7.3, in 
terms of the cQeffic i ents of parti a1 and absol ute ri sk aversi on for the 
first lottery only. A sample lottery is appended, showing the iterative 
process of identifying a suitable value for the certainty equivalent. 
I t appeared that subjec ts rapi dly became bored wi th the procedure, once 
the novelty had worn off. The time spent on obtaining a value for the 
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Sample Overa 11 Yield Early Disease Severe Disease 
Number GS 39, 0.5% S GS 65, 10.0% S 
x 2 x 2 X- 2 s s s 
(% change in mean) (% change in mean) 
1 6.0 0.5 
2 5.0 0.6 5.0 0.6 4.5 0.2 
( 0%) (-10%) 
3 5.4 0.2 
4 5.3 0.3 5.3 0.3 4.6 0.3 
( 0%) (-12%) 
5 7.1 0.4 6.6 0.4 6.1 0.4 
(-7%) (-14%) 
6 4.9 0.5 4.4 0.7 4.0 0.1 
(-10%) (-19%) 
7 5.4 0.3 
8 6.0 1.9 
9 6.8 1.6 
10 6.0 0.9 
11 5.0 0.9 5.0 0.7 4.5 0.6 
(+l't) ( -8%) 
12 5.5 0.7 
TABLE 7.2 PERCEIVED YIELD OF BARLEY: MEAN AND VARIANCE FOR OVERALL 
DISTRIBUTIONS AND FOR TWO DISEASE-AFFECTED DISTRIBUTIONS 
(TONNES PER HECTARE) 
c_, ___ ._ ,", ._" 
~ -~ ~ 
',"." 
,.: 
, 
- - - ~- - . 
Sample No. S A' 
1 - 0.70 7.8 X 10-5 
2 - 0.14 - 1.9 X 10-5 
3 0.00 0 
4 0.00 0 
5 0.76 1.0 X 10-4 
6 0.98 1.5 X 10-4 
7 1.12 1.2 X 10-4 
8 1.92 3.2 X 10-4 
9 2.22 3.1 X 10-4 
10 2.22 3.2 X 10-4 
11 2.80 4.5 X 10-4 
12 4.78 8.0 X 10-4 
Note: - S = coefficient of partial risk aversion, A = coefficient of 
absolute risk aversion at certainty equivalent. 
Example: 
Lottery Sure Payment 
(A) (B) 
iterations 
1 2 3 4 5 6 
5400 p=0.5 8000 6000 7000 7500 7250 7100 
10800 p=0.5 (+) (-) (-) (+) (+) (=) 
+ too high, subject chose B 
- too low, subject chose A 
TABLE 7.3 RISK AVERSION COEFFICIENTS AND SAMPLE LOTTERY 
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CE for a partkular lottery declined markedly after the first; for later .c. __ 
lotteries, two or three iterations would suffice, whilst for the first, 
typically six or seven iterations would be required before the subject 
wou1 d express indifference between the two opti ons. Thi s observati on 
coul d be interpreted in two ways: ei ther the subj ec ts were bec omi ng 
impatient with the questioning procedure, or they were becoming more 
skilled in their answering. Both these interpretations were probably 
correct, for di fferent respondents. As a resul t, most subjects were 
presented with one lottery only, on the grounds that while no checks for 
consistency could be made, the first lottery would precipitate the most 
accurate estimate of the certainty equi val ent. For each lottery, the 
value of S was found by use of a rearrangement of equation 7.13; the 
lottery was deemed sY11l1letrical about its mean, and the CPRA estimated8 by <. 
S ~ -2(x
o
x- x2)/Var[x], - 7.15 
the decision maker's certainty equivalent being substituted for x
o
' and x 
and Var[x] being calculated from the lottery itself. 
Eight subjects were risk-averse to varying degrees, whilst two 
respondents, appeared to be slightly risk-inclined. Two subjects gave 
their certainty equivalents as being exactly half way between the 
prospects of the lottery, presumably on purpose. For these four 
individuals, it is unlikely that the elicited values of the CPRA reflect 
accurate ly thei r behavi our under condi ti ons of uncertai nty. A context 
effect on risky choice was noted; for at least one subjeCt, risk was 
spread by diversificati on of enterpri ses, and i dentificati on of the CE 
would be dependent on the overall status of the different enterprises 
relative to each other. It is possible that a number of the subjects 
interviewed would have utility functions with such dependencies. 
It is apparent that the range of risk attitudes sampled in the 
survey was wide. The accuracy of individual estimates is open to doubt, 
in view of the numerous potential sources of· error in the estimation 
8 An exact method for finding the ap~ropriate value of the CPRA from a 
50:50 lottery with two pay-offs, .! and~. with certainty equivalent £,., is 
to solve 
or 
the equati on 
0.5U(a) + 0.5U(b) = U(c). 
0.5(1-s)a(l-s)+ 0.5(1-s)b(1-s) = (1_s)c(1-s) 
(the continuity axiom and equation 7.14), by an iterative method. 
. .; .. :---. 
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procedure. However, it is reasonable to suppose that the elicited 
val ues of the CPRA were of the ri ght order of magnitude. A result of 
Binswanger ' s (1980) experimentati on may be appropri ate to the present 
study: it was found that when real money pay-offs were used instead of 
hypothetical lotteries in the elicitation of risk attitudes, the variance 
of the CPRA distribution decreased markedly. It is likely, therefore, 
that in a farming situation, the range of values of the CPRA shown in 
Table 7.3 would contract also; in particular, those individuals with 
negative values, and those at the severe1y-risk-averse end of the range, 
might be expected to behave in a more moderately risk-averse manner. 
Whilst there are obvious dangers in extrapolating results relating to 
subsistence farmers in the semi-arid tropics of India to cereal growers 
in New Zealand, such extrapolation is justified (partially, at least) by 
reference to a further result of Binswanger's work, that increasing 
weal th tended to reduce ri sk aversi on only sl i ghtly (the effect was not 
statistically significant). 
7.3 The Incorporation of Personal Utility into FUNGINFO 
7 • 3 • 1 S t ruc tu re 
A util i ty-maximi si ng recommendati on coul d be produced from an 
encounter with FUNGINFO if the information system were provided with a 
value of the coefficient of partial risk aversion. For example, fifty 
simul ated epi demics wou1 d provi de an empi rical di stributi on functi on of 
yield loss percentage with a certain mean, variance and skewness. The 
certainty equivalents could be calculated for the strategies of spraying 
and of not sprayi ng, the util i ty-maximi si ng ac ti on correspondi ng to the 
strategy with the highest certainty equivalent. Unlike the expected 
monetary val ue of each strategy, the certai nty equi val ents wou1 d be 
dependent on the decision maker's degree of risk aversion as measured by 
the CPRA, for a particular yield reduction pdf. The derivation of the 
certainty equivalents is described below.· 
The calculations of the CEs for the spray and no-spray strategies 
are carried out in the decision analysis subprogram after the expected 
monetary values have been derived (and the stochastic efficiency analysis 
recommendation, if required). The user is prompted directly for a value 
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of the CPRA. For the solution of eq~ation 7.13, th~ first three moments 
of the uncertain prospects have to be calculated. For the no-spray 
strategy, where the distribution is in the form of raw empirical 
simulated data, the first four moments are calculated in subroutine 
CONDES (Figure 5.7), allowing calculation of the standardized measures of 
skewness and kurtosis also. The moments are derived from the following 
equations: 
where 
Ml = Olin 
M2 = (n02 - O~ )/n(n-l) 
M3 = (03 /n ) - 3(02 /n )M1 + 2Ml 
M4 = (04 /n ) - 4(03 /n )M1 + 6(02/n)M~ 
n = sample size, and 
n . OJ =Li=1 x~, j = 1,2,3,4. 
- 7.16 
- 7.17 
- 7.18 
- 7.19 
If the spray strategy has variabil ity attached (i .e., a 
subjective triangular distribution is used to represent the variability 
associated with the efficacy of spray, see Appendix A.4), then the first 
three moments of the triangular distribution have to be calculated 
analytically. The mean and variance are given by 
E[x] = {a+b+c)/3 - 7.20 
Var[x] = {{b-a)2+ (b-a)(c-b) + (c-b)2»/18 - 7.21 
The third moment of a triangular distribution may be derived in terms of 
the same three parameters ~, ~, and £. For the triangular distribution 
~(O,H,l), Johnson and Kotz (1970) give the following iterative expression 
for the moments about H: 
E[(X-H)r] = 2((_1)rHr+1 + (l_H)r+l) I ((r+l)(r+2» - 7.22 
Restated in terms of ~(a,b,c), 
E[{X-H)r] = 2({_1)r{b_a)r+1 + (c_b)r+1) I {(r+1){r+2)(c-a». - 7.23 
The binomial exp~nsion of the left-hand side of equation 7.23 may be 
written 
r 
= E[ L (~) (X_~)r(~_H)r-n ] 
n=O 
- 7.24 
and the third central moment may be obtained (see footnote 9 overleaf), 
E[(X_~)3] = E[(X-H)3] - 3E[(X_~)2(~-H)] - (~_H)3. - 7.25 1-
For the spray strategy with variability, the parameters of the 
spray factor triangular distribution are transformed; if the initial 
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di stributi on is t:,. (a.b.c) and the expected yield is Y. then the money 
value distribution is given by 
f(x) = lda'.b'.c ' ) - 7.26 
where a l = aY ( l-W/lOO)P (M+A) 
b' = bY (l-W/lOO)P (M+A) 
c l = cY(l-W/lOO)P - (M+A). 
W being the wheel ing damage. P the barley revenue. and M+A the spray 
material and application costs. It is from this distribution of money 
values per hectare that the requisite moments are calculated. and hence 
the certainty equivalent. CE(S). If the variability of the spray 
strategy is suppressed. CE(S) is equated with the expected monetary 
value. EMV(S). In either case. comparison of CE(S) and CE(NS) then 
takes place. the larger quantity corresponding to the utility-maximising 
strategy. The enti re process may be repeated for as many val ues of the 
coefficient of partial risk aversion as the user requires. 
7.3.2 Robustness of the Recommendation to Changes ~ the CPRA 
It might be expected that the criteria of EMV and CE maximisation 
would lead to different recoTllllendations only in a limited number of 
circumstances. The conditions necessary for such differences are 
dependent on the val ue of S and the shape of the yi el d reduc ti on 
9 Another formulation of the moments of a triangular distribution was 
discovered accidentally. during the sampling of large numbers of 
triangular variates: the conjecture. 
E[(X_~)r] = ((a-E[x])r + (b-E[x])r + (C-E[X])r)K
r
, r = 2, ••• ,n 
The numerical equivalence of this expression when r = 2 and r = 3 with 
equations 7.21 and 7.25 respectively may be demonstrated in simple 
fashion. Similar numerical equivalence has been shown to exist for 
values of ~ up to 5. The values of the coefficients are as follows: 
K2 = 1/12 
K = K = 1/30 3 4 
K5 = 1/52.5 
Attempts to shoW that the expression is valid in general, and to find the 
algebraic form of the coefficients Kr , have proved unsuccessful to date. 
Such a formul ati on is compact, and has the 1 argely conceptual advantage 
that the lth moment may be calculated directly, without reference to the 
(l-l)th, (i-2)th, etc. 
~.~ --- -. ----- --
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distribution. For a particular individual, there is one type of 
recommendati on difference: for a ri sk pre ferrer , si tuati ons may be 
_ identified where the EMV of spraying exceeds that of not spraying, EMV(S) 
> EMV(NS), but because of the individual's willingness to bear a degree 
of risk, the certainty equivalent of not spraying is greater than that of 
spraying, CE(NS) > CE(S). Conversely, for an individual who is 
risk-averse, situations may arise where EMV(NS) > EMV(S), but because of 
his risk attitudes, CE(S) > CE(NS), and spraying will be the utility-
maximi si ng strategy. A prel imi nary i nvesti gati on was conduc ted into 
such recotmlendation differences between the two criteria, for the range 
of values of the CPRA elicited in the farmer survey. 
For this investigation, a series of yield reduction percentage 
pdfs was arti fici ally constructed. These di stri buti ons were bun t up by 
trial and error, with a sample size of 20, to exhibit predetermined 
central moments to fac il i tate compari son. Empi rical di stributi ons were 
used, rather than substituting values of the moments directly into 
equation 7.13, so that the cumulative function (cdf) of any distribution 
coul d be bun t up, if requi red. Each pdf was then analysed in terms of 
each of the ten different values of the CPRA (including the case S = 0). 
The results are shown in Table 7.4 for sixteen different pdfs; for each, 
the certainty equivalents of spraying (here assumed to be riskless) and 
of not spraying were calculated, in response to the first three moments 
of the pdf and the rel evant val ues of the CPRA. The utll ity-maximi sing 
strategy is shown in the table, opposite the characteristics of the 
relevant distribution. The expected yield and the costs were kept 
constant throughout; the break-even yield reduction percentage lay 
between 5.55 and 5.60 per cent. For the no-spray strategy, the moments 
in terms of yield reduction were subjected to the following transforms, 
to render these in terms of dollars per hectare: 
EMV(NS) = YP(1-YR/100), 
where Y = the yield of the crop, 
P = price received, and 
YR = the percentage yield reduction; 
if Y = 5.0 tonnes per hectare and P = $185.0 per tonne, then 
f(x') = 925 - 9.25f(x), 
where f(x') = money value pdf, no spray, and 
f(x) = yield reduction pdf; 
then 
- 7.27 
YIELD REDUCTION DISTRIBUTION CPRA 
(n = 20) 
x s2 M3 -0.70 -0.14 0 0.76 0.98 1.12 1.92 2.22 2.80 
3.50 4.37 0.00 
3.50 13.95 36.00 
3.75 30.20 280.78 
5.50 5.26 0.00 S 
5.50 5.64 16.44 . S 
5.50 12.42 0.00 S S S 
5.50 82.68 1162.05 S S S S S S 
5.55 13.31 66.22 . S S S S S S 
5.60 83.00 2377 .57 S S S S S S S 
5.80 19.46 28.71 S S S S S S S S S 
5.83 19.69 100.16 S S S S S S S S S 
5.80 35.41 0.00 S S S S S S S S S 
5.75 59.25 486.96 S S S S S S S S S 
7.00 4.63 0.00 S S S S S S S S S 
7.00 16.95 0.00 S S S S S S S S S 
7.00 92.53 1257.30 S S S S S S S S S 
S = spray 
. = do not spray 
TABLE 7.4 PRELIMINARY SENSITIVITY RUNS, PERSONAL UTILITY: SIXTEEN YIELD REDUCTION PERCENTAGE 
DISTRIBUTIONS (MEAN, VARIANCE AND SKEWNESS) AND THE RESULTANT RECOMMENDATIONS FOR 
A RANGE OF VALUES OF THE COEFFICIENT OF PARTIAL RISK AVERSION 
":" ' 
4.78 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
I-' 
co 
o 
E[x I] 
Var[x ' ] 
Mix'] 
= 925 - 9.25E[x] 
= (-9.25)2Var[x] 
3 
= (-9.25) M3[x]. 
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- 7.28 
From the data in Table 7.4,_ pdfs with an expected value of 3.5 or 
7.0 per cent resul ted in the recommendations produced by the EMV 
criterion (i.e., equivalent to the case where the CPRA equals zero) being 
in accord with those produced using the EU model, for values of the CPRA 
in the range -0.70 to 4.78, i rrespec ti ve of the size of the second and 
third central moments. However, at expected values of the pdf close to 
the break-even yi el d reducti on percentage, differences of both types 
noted above were detected (i.e., for a risk preferrer, CE(NS) > CE(S) 
while EMV(S) > EMV(NS), and for a risk-averse individual, CE(S) > CE(NS) 
while EMV(S) > EMV(NS)). Clearly, the range of expected values within 
which such differences occurred was strictly limited. 
Another way of looking at such data is illustrated ,in Table 7.5, 
where the differences between the CEs of both strategies are given in 
cents per hectare. A further eight yield reduction distributions were 
used to derive these results, grouped in pairs according to whether the 
distribution was highly skewed or symmetrical (excepting the last pair, 
where it was not possible to derive a symmetrical pdf with such a high 
variance because of the lower bound of zero per cent yield loss). The 
revenue and cost data were the same as those used to derive Table 7.4, 
and the mean of each pdf was exactly 5.50 per cent yield loss. 
The inclusion of the third moment in calculating the certainty 
equivalent for the no spray strategy had a limited effect at low 
vari ances and/or at low val ues of the CPRA. At 1 arge vari ances and for 
individuals who were relatively risk averse, the contribution of the 
third moment became significant. It proved difficult to separate the 
effects of the variance and skewness completely, because of the problems 
involved in setting up a sample of certain characteristics. A further 
assessment of the contri buti on made by the vari ance and thi rd moment is 
described in ·section 7.4. 
7.3.3 Comparison of the Range of the CPRA 
The range of the coefficients of partial risk aversion obtained 
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CPRA 
-0.70 -0.14 0 0.76 0.98 1.12 1.92 2.22 2.80 4.78 
(Utility-maximising strategy: 
NS NS NS S S S S S S 
5.3 0.0 -18 -4 0 20 25 29 50 58 73 
5.3 13 .9 -18 -4 0 20 26 30 51 59 75 
12.4 0.0 -42 -8 0 46 59 68 117 135 170 
12.3 53.1 -43 -9 0 47 61 70 122 141 180 
31.8 0.0 -109 -22 0 118 153 174 299 346 436 
32.7 494.0 -111 -23 0 130 169 195 347 406 527 
82.7 1162.1 -283 -57 0 308 397 453 777 899 1133 
81.8 2203.1 -291 -61 0 358 470 544 990 1170 1538 
Entries given are values of [CE(S) - CE(NS)] in cents, 
for a riskless spray strategy, and a no-spray strategy 
for yield reduction percentage distributions with M1 = 
5.50 and M2 (variance) and M3 (third moment) as shown. 
S) 
124 
131 
290 
315 
744 
980 
1935 
2985 
TABLE 7.5 MONETARY DIFFERENCE BETWEEN THE CERTAINTY EQUIVALENT OF 
SPRAYING AND THE CERTAINTY EQUIVALENT OF NOT SPRAYING 
FOR FOUR PAIRS OF YIELD REDUCTION DISTRIBUTIONS 
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in the survey was checked against the results of Webster (1977), who 
elicited utility functions for wheat growers in Kent for the yield of 
thei r crop in 1977. Thi s study was concerned wi th the provi si on of 
recolll11endations relating to the spraying of the crop for disease caused 
by Septoria spp. For each grower, a cubic or a quadratic utility 
function was fitted to a series of points, elicited using the ELCE 
method, by least-squares regression; the argument of the utility 
function was yield of wheat, 
U(Y) = a + bY + cy2 + dy 3, or 7.29 
U(Y) = a + bY + cy2 7.30 
For the sample size of seven reported, attitudes ranged from risk 
preference to relatively severe risk aversion. Since direct comparison 
was not possible, owing to the fact that the util ity functions were 
derived for different things (bushels of wheat per acre and dollars per 
hectare), five yield reduction pdfs were assessed using FUNGINFO and the 
nine non-zero values of the CPRA, and then using the seven cubic or 
quadratic yield utility functions obtained by Webster. For these seven 
functions, utilities for the sprayed and unsprayed yields were calculated 
accordi ng to 
Ui(Y s ) = Ui(healthy yield), i = 1, ••. ,7 - 7.31 
and 20 Ui(Y ns ) =Lj=l Ui(Yj)p, i = 1, ••• ,7 - 7.32 
where Yj = a yield reduction %, and 
p = 1/20. 
In order to take account of the monetary costs of spraying in 7.31, the 
healthy yield was decreased by the amount of yield corresponding to the 
dollar cost of spraying. The same maximum yield, costs and revenue as 
were used in the derivation of Tables 7.4 and 7.5 were used for both sets 
of individuals. The results of the comparison are given in Table 7.6, 
along with the coefficients of the yield utility functions derived by 
regression (Webster, 1977). 
Strictly, such a comparison is probably not valid; one set 
comprises th~ risk attitudes of some Kent farmers in 1977 for their yield 
of wheat in that season, whilst the other comprises the risk attitudes of 
some South Island farmers in 1983 for dollars per hectare. "However, a 
broad comparison reveals that the two samples appeared to cover a similar 
range of risk attitudes, although it was not possible to compare the 
YIELD REDUCTION PDF SAMPLE 1 SAMPLE 2 
-increasing risk aversion~ increasing risk aversion .. 
Number 
x s2 M3 F1 F2 F3 F4 F5 F6 F7 
I CPRA 
EMV -0.70 -0.14 0.76 0.98 1.12 1.92 2.22 2.80 4.78 
5.50 5.64 16.44 
5.50 12.42 0.00 
5.55 13.31 66.21 
5.50 82.68 1162.05 
5.60 83.00 2377.61 
Note: 
Sample 1: coefficients for 
U(Y) = a + bY + cy2 + dy3 
(Webster, 1977) 
IISII 
F1 
F2 
F3 
F4 
F5 
F6 
F7 
= 
S 
= S S S 
S S S S 
S S S S 
spray, II II . 
a 
-11. 79 
-27.62 
-1.52 
-6.22 
-12.1 
-24.26 
-141.62 
S 
S . I S s 
S S S S S S 
S S S S S S 
S S S S S S S 
do not spray. 11=11 CE(S) = CE(NS) 
b c d 
-0.09 0.023 -
1.017 0.0066 -
0.26 -0.0015 -
0.44 -0.0033 -
1.18 -0.028 0.00024 
2.00 -0.036 0.00023 
8.08 -0.089 -
TABLE 7.6 RECOMMENDATION COMPARISON OF TWO SAMPLES OF RISK ATTITUDES, FOR FIVE YIELD REDUCTION 
PERCENTAGE DISTRIBUTIONS (MEAN, VARIANCE AND SKEWNESS) 
S S 
S S 
S S 
S S 
S S 
...... 
co 
~ 
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extremes of ri sk preference or ri sk aversion in both samples from these 
data. In summary, a small amount of positive evidence was found to 
support the conjecture that the range of risk attitudes elicited in the 
farmer survey was reasonably realistic. 
7.4 Comparison of the EMV and EU Maximisation Criteria 
Two ques ti ons, noted at the begi nni ng of the present chapter, 
were identified as affecting personal utility inclusion in FUNGINFO: 
firstly, was risk important enough to warrant its inclusion in the 
decision making process, i.e., did the recommendations so produced differ 
si gnificantly from those deri ved by the use of the expected monetary 
value rule? and secondly, if it were to be included, could 
generalisations be made, or did the elicitation of personal values of the 
coefficient of partial risk aversion constitute a step which could not 
reasonably be avoided? 
Detailed experimentation was undertaken in an effort to determine 
the next step in the progression from the EMV rule, where risk was not 
considered, through the stochastic efficiency rules, where risk was 
considered in terms of generalised behavioural assumptions, to the 
expected util i ty model, where riSk is personal i sed. There may be seen 
to be three possibilities: risk might be ignored altogether, in which 
case the EMV rule could be used, with its attendent simplicity of 
application and intepretation; secondly, risk might be incorporated on 
the basis of a general rule, but in a fashion in which ambiguous 
reconmendations could be avoided (for instance, by applY,ing an "average" 
or otherwise representative value of the CPRA to the decision making 
process); finally, it might be that risk would have to be incorporated 
on an individual baSis, in which case a value of the CPRA would have to 
be derived for every user of the information system. 
Two approaches were taken to assess the cri teri a of H1V and EU 
maximisation; for the first, extensive simulation of epi~emics was 
undertaken, to investigate the frequency or probability of the EU 
criterion leading to a different recommendation from that derived using 
the EMV rul e; the second approach was more analytical, in attempti ng to 
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estimate the range of expected values of the yield reduction percentage 
distribution within which such recommendation differences between the two 
c riteri a c oul d occur. 
7.4.1 Simulation Approach 
7.4.1.1 Method 
Twelve years of historical weather data were on computer file: 
1971/72 to 1982/83 inclusive. In order to observe the frequency with 
which the EMV and EU criteria resulted in a different recommendation, a 
large number of epidemics was required to be simulated, a number of 
encounters being performed for each epidemic. Full crop and disease 
details were extant for four trials {the validation trials, T1 to T4). 
A further nine fabricated trials were used also (trials TI to TIX), for 
which crop growth and di sease onset data were subjecti vely detenni ned: 
to each of three equally-spaced dates of sowing of the crop was assigned 
three dates of epi demic onset, correspondi ng to long, medi um and short 
epidemics. Because there was no suitable mechanism in BARSIM for 
modelling the spread of disease from the tiller as a whole to the top two 
leaves, onset dates for these plant components had to be estimated with 
reference to actual historical trials, the growth of the crop and the 
date of onset in the crop. Details of all thirteen trials, comprising 
dates of growth stage attainment and dates of disease onset for the crop 
and the top two leaves, are given in Table 7.7. 
The experiment proceeded as follows: 
- for each of the (4 + 9) 13 particular crop growth patterns and sets of 
di sease onset data, 12 separate epi demics were simul ated, correspondi ng 
to the 12 years of historical weather data. The one value of yield 
reducti on produced for each epi demic was assumed to be that which woul d 
have occurred if the trial had actually been run in that season. The 
results of these (13 X 12) 156 single-run epidemics are given in Table 
7.8, in terms of the yield reduction. percentage. Each is classified 
according to whether the particular epidemic was economically 
significant, i.e., for a particular set of prices and costs (the same for 
all trials), whether the resultant yield reduction was above or below the 
break-even yield reduction of 5.58 per cent (calculated using equation 
6.3). For instance, when fabricated trial TI was run with the 
DATE TRIAL 
TI TIl TI II TIV TV TVI TVII TVIII TIX Tl T2 
Sowing 1015 1015 1015 1115 1115 1115 1215 1215 1215 1106 1220 
Disease onset 1201 1215 0101 1215 0101 0115 0101 0115 0201 1224 0115 
Leaf 1 onset 1217 1221 0101 1229 0109 0120 0128 0128 0203 1231 0218 
Leaf 2 onset 1207 1219 0101 0102 0104 0116 0120 0120 0201 1224 0128 
Emergence 1026 1026 1026 1125 1125 1125 1220 1220 1220 1114 1228 
Leaf 2 emergence 1130 1130 1130 1222 1222 1222 0113 0113 0113 1217 0121 
Leaf 1 emergence 1210 1210 1210 1229 1229 1229 0121 0121 0121 1225 0204 
GS 58 1226 1226 1226 - 0114 -0114 0114 0209 0209 0209 0108 0213 
GS 64 1229 1229 1229 0119 0119 0119 0214 0214 0214 0113 0218 
GS 73 0102 0102 0102 0125 0125 0125 0220 0220 0220 0118 0223 
GS 83 0111 0111 0111 0203 0203 0203 0228 0228 0228 0122 0227 
Date code: first two digits represent the month, last two digits the day number 
TABLE 7.7 CROP GROWTH AND DISEASE ONSET DETAILS, THIRTEEN TRIALS 
T3 
1022 
1216 
1227 
1220 
1030 
1205 
1212 
1228 
1230 
0104 
0108 
T4 
1202 
1223 
0124 
0117 
1207 
0108 
0115 
0131 
0202 
0206 
0214 
I--' 
co 
" 
, 
~-
SEASON TRIAL 
TI TIl TI II TIV TV TVI TVII TVIII TIX Tl T2 T3 T4 
1971 1.9 0.0 0.0 22.2* 16.8* 12.7* 17.2* 19.5* 3.5 4.2 5.9* 0.0 1.5 
1972 0.1 0.0 0.0 0.7 4.1 0.4 0.0' 0.0 0.0 0.7 1.4 0.0 0.0 
1973 0.0 0.4 0.0 0.6 0.7 0.4 0.0 0.0 0.0 3.3 1.5 0.2 0.0 
1974 0.0 0.0 0.0 0.6 0.7 0.9 0.0 0.0 0.0 0.5 1.5 0.0 0.0 
1975 17.3* 0.4 0.0 21.1* 21.2* 1.3 26.8* 11.8* 2.1 11.4* 4.6 0.1 70.0* 
1976 2.5 0.2 0.0 7.3* 0.9 4.1 54.0* 70.0* 0.8 1.4 0.0 0.4 15.8* 
1977 24.0* 1.3 0.0 0.6 0.6 1.3 3.6 15.5* 16.7* 0.5 6.8* 0.0 4.8 
1978 8.1* 0.0 0.0 25.2* 8.0* 0.4 0.6 0.1 2.2 9.0* 2.3 1.6 0.0 
1979 11.2* 9.6* 0.0 47.9* 57.1* 5.9* 0.0 55.6* 8.5* 10.2* 13 .9* 0.6 70.0* 
1980 0.2 0.0 0.0 0.6 0~7 3.0 0.0 0.0 0.0 2.0 1.4 2.7 0.7 
1981 0.0 0.0 0.0 6.0* 32.7* 2.6 0.0 0.0 0.0 1.5 1.5 0.0 1.3 
1982 7.8* 0.0 0.0 0.0 0.6 1.1 0.0 0.0 0.0 1.4 1.5 0.0 0.8 
Epidemics of economic significance are asterisked (break-even point = 5.58% for a yield of 5.0 t/ha) 
Figures given are yield reduction percentages 
TABLE 7.8 HISTORICAL EPIDEMICS THROUGH TWELVE SEASONS FOR THIRTEEN TRIALS: PERCENTAGE YIELD REDUCTION 
DUE TO P. HORDEI 
>-' 
0:> 
0:> 
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historical weather sequence from the 1971/72 season, a yield reduction of 
1.9 per cent was simulated to occur; in the 1975/76 season, however, the 
weather conspired to produce a reduction of 17.3 per cent, which was 
economically significant. 
- of the 156 epidemics obtained using historical weather sequences, only 
38 in total were economically significant, denoted R(l). Because of the 
large imbalance between this number and the 118 which were not 
economically significant, denoted R(O), a random sample of three R(O) 
epidemics was drawn from each of T1 to T4 and TI to TIX to give 39 R(O) 
epidemics, so that approximately the same number of economically damaging 
and economically insignificant epidemics could be used for further 
experimentation. 
- for each of the 77 epidemics (38 R(l) + 39 R(O)), four equally-spaced 
encounters were defi ned, E1 to E4; if the number of days from di sease 
onset to GS 83 attainment for an epidemic was N, then E1 was run with day 
T defined as (onset date + N/5), E2 as (onset date + 2N/5), etc. In 
this way, the four encounters per epidemic were approximately comparable 
between epidemics. Each encounter was run in standard fashion, i.e., 
historical weather was used up to the day of encounter, day T, and 
simulated weather parameters thereafter. No disease updates were 
performed, since for the majority of the epidemics there were no data 
with which updating could be performed. 
- for each encounter, the expected monetary value and the certainty 
equivalent of spraying and of not spraying were calculated for the 
farmers who exhibited non-zero values of the coefficient of partial risk 
aversion (see Table 7.3); farmer number 10 was excluded from the 
analysis, as the elicited value of the CPRA for this individual was the 
same as that elicited for farmer number 9. Calculations for each 
individual were based on the individual's expected yield of barley (see 
Table 7.2). For each encounter, therefore, the appropriate 
recommendation was derived for nine individuals in terms of both EMY and 
EU criteria (Le., eighteen recommendations). The results so obtained 
were classified in one of three ways: for all nine farmers, spraying was 
recommended using both the EMY and the EU criteria, denoted (1); for all 
nine farmers, spraying was not recommended, using both criteria, (0); 
for at least one of the nine farmers, the EMV and EU rules led to 
different recommendations for the yield reduction percentage distribution 
" 1:-
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in question, (X). 
The sequence of recommendations (i.e., 1, a or X) for the four 
encounters as day T progressed towards the last day of simulation (GS 83) 
was of particular interest. For the R(O) epidemics, a perfect predictor 
would have led to recommendations not to spray at each of the four 
encounters. If the recommendation to spray is produced for a R(O) 
epidemic, then the information system can be said to have failed, if it 
is assumed that spraying takes place if it is recommended. Thus for the 
R(O) epidemics, the recorrmendation sequences (comprising "1" for spray, 
"0" for no-spray) for the four encounters are as follows: 
E1 E2 E3 E4 
1. a a a a best 
i ncreasi ng 2. 1 a a a I failure of 3. 1 1 a a the IS 4. 1 1 1 a 1 5. 1 1 1 1 worst 
In a practical sense, all but sequence 1 represent equal fail ure of the 
i nformati on system, si nce spray is recorrmended (and presumably applied) 
when it is not needed; conceptually, however, sequence 2 is not as "bad" 
as sequence 5. 
For R(1) epidemics, on the other hand, the best prediction is 
that of "spray" at the earl iest encounter; the sequences are therefore 
as follows: 
E1 E2 E3 E4 
1. 1 best 
increasing 2. a 1 
fail ure of 3. a a 1 
the IS 4. a a a . 1 
! 5. a a a a worst 
In the abov.e classification schema, no account is taken of aberrant 
sequences, for exampl e 0-1-0-1 for encounters 1 to 4. Because of the 
large amounts of computer resources necessary, only twenty runs of BARSIM 
and WEATHER were conducted for each encounter (i.e., twenty yield 
reduction percentages were simulated in response to twenty probabilistic 
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weather sequences from the day of encounter to GS 83 attainment). It 
was not necessary, however, to simulate all 308 (77 X 4) encounters, for 
reasons discussed in the following section. 
7.4.1.2 Results 
The mean yield reduction percentage for the encounters carried 
out for the 38 R(l) epidemics are shown in Table 7.9, and for the 39 R(O) 
epidemics in Table 7.10, together with the date of encounter (day T) and 
the season in which each set of encounters was simul ated to have taken 
place. For example, the first (and only) encounter carried out for 
trial TI and the 1975 season took place on 9 December; 20 runs of BARSIM 
resulted in a sample with a mean value of 16.3 per cent yield reduction, 
in accord with -the historical R(l) status of this particular epidemic. 
For a number of the 38 epidemics in Table 7.9, only the first of 
the four scheduled encounters was carried out; if the yield reduction 
simulated in response to the relevant historical weather sequence was 
well above the range of break-even yield reductions for the nine 
farmers 10 , then provided that the first encounter for a particular 
epidemic gave a pdf whose mean was also well above the break-even yield 
reduction, no more encounters were carried out for that epidemic (as in 
the example given above, of trial TI in the 1975 season). If, however, 
the historical and/or the first encounter value of E[YR] was near the 
break-even point, all four encounters were carried out, so that 
inconsistent or oscillating sequences 'COUld be observed (for example, 
trial T1 in 1978 (1-0-0-1), or trial T2 in 1971 (1-0-0-0), both R(1) 
epidemics). It may be noted that for such epidemics, the historical and 
simulated values of the mean of the yield reduction pdfs tended to be 
reasonably close to the range of break-even yield reduction percentages. 
For the R(O) epidemics, rather more encounters had to be 
performed, since the consistency of (0) recommendations through the 
season was being investigated. Where the yield reduction simulated in 
response to the relevant historical weather sequence was zero or close to 
10 For the expected yield range of 4.9'to 7.1 t/ha (Table 7.2), the 
break-even yield reduction percentage ranged from 5.6 to 4.7 %, equation 
6.3. 
I, ._._ ~_~ ___ , __ -:.., _ 
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Tri al Recommendation and Mean Yield Yield 
Year Reduction, %, at Encounter Number: Reduction % 
1 (mean) 2 (mean) 3 (mean) 4 (mean) (hi storical 
weather) 
TI date 9 Dec 18 Dec 26 Dec 3 Jan 
1975 1 (16.3) 17.3 
1977 o ( 4.3) 1 (13.3) 1 (14.5) 1 ( 6.9) 24.0 
1978 1 ( 5.8) 1 ( 7.9) 8.1 
1979 0 2.4) 1 ( 6.1) 11.2 
1982 1 6.4) 1 (13.5) 1 (16.7) 1 (10.4) 7.8 
TIl date 20 Dec 26 Dec 31 Dec 6 Jan 
1979 o ( 1.5) o ( 2.8) o ( 1.5) 1 ( 6.7) 9.6 
TIV date 25 Dec 4 Jan 14 Jan 24 Jan 
1971 1 ( 7.2) 22.2 
1975 1 (12.9) 21.1 
1976 1 (14.0) 1 (27.9) 1 ( 6.8) 1 (10.2) 7.3 
1978 1 (18.8) 25.2 
1979 1 (17.0) 47.9 
1981 1 (17.4 ) 1 (12.1) 1 ( 7.2) 1 (11.3) 6.0 
TV date 8 Jan 15 Jan 21 Jan 28 Jan 
1971 1 (34.4) 16.8 
1975 1 (17.1) 21.2 
1978 1 (1l.4 ) 1 (18.3) 1 (13.3) 1 ( 8.4) 8.0 
1979 1 (32.3) 57.1 
1981 1 (38.3) 32.7 
TVI date 19 Jan 23 Jan 26 Jan 30 Jan 
1971 1 (16.0) 12.7 
1979 o ( 0.9) o ( 2.9) o ( 1.6) 1 ( 6.1) 5.9 
TABLE 7.9 ENCOUNTERS PERFORMED FOR THIRTY-EIGHT ECONOMICALLY SIGNI-
FICANT EPIDEMICS: DATE, RECOMMENDATION AND MEAN VALUE OF 
THE YIELD REDUCTION DISTRIBUTION 
(continued •. 
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TVII date 13 Jan 25 Jan 5 Feb 17 Feb 
1971 1 (23.2) 17.2 
1975 1 (12.7) 26.8 
1976 1 (11.8) 54.0 
TVI I I date 24 Jan 2 Feb 10 Feb 19 Feb 
1971 1 (14.4) 19.5 
1975 1 (17.2) 11.8 
1976 1 (26.3) 70.0 
1977 1 (11.0) 15.5 
1979 1 (23.7) 55.6 
TIX date 7 Feb 12 Feb 18 Feb 23 Feb 
1977 o ( 3.4) 1 ( 6.9) 16.7 
1979 1 (12.5) 1 (12.1) 1 (10.8) 1 (10.9) 8.5 
Tl date 30 Dec 5 Jan 10 Jan 16 Jan 
1975 1 (13.3) 11.4 
1978 1 ( 7.3) 0 3.7) 0 ( 4.3) 1 ( 6.1) 9.0 
1979 0 ( 2.7) 0 3.9) 1 (12.2) 10.2 
T2 date 24 Jan 1 Feb 10 Feb 18 Feb 
1971 1 (13.3) o ( 4.2) 0 4.0) o ( 3.4) 5.9 
1977 1 (11.3) 0 ( 3.1) o ( 3.1) 0 4.1) 6.8 
.----------
1979 0 ( 3.0) 1 ( 8.5) 13.9 
T4 date 3 Jan 13 Jan 24 Jan 3 Jan 
1975 1 (28.3) 70.0 
1976 1 (17.2) 15.8 
1979 1 ( 6.5) 70.0 
1. = spray, 0 = do not spray, X = recorrmendati on d1 fference 
TABLE 7.9 continued 
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Tri al Recommendation and Mean Yield Yield 
Year Reduction, %, at Encounter Number: Reduction % 
1 (mean) 2 (mean) 3 (mean) 4 (mean) (historical 
weather) 
TI date 9 Dec 18 Dec 26 Dec 3 Jan 
1971 1 (12.3) 0 2.1) o ( 1.9) 1.9 
1974 0 ( 1.0) 0 0.0) 0.0 
1981 0 1.7) o ( 0.0) 0.0 
TIl date 20 Dec 26 Dec 31 Dec 6 Jan 
1975 o ( 0.4) 0 ( 0.3) o ( 0.4) 0.4 
1976 o ( 1.4 ) 0 ( 0.5) o ( 0.8) 0.2 
1981 o ( 0.4) 0 ( 0.1) 0.0 
TIll date 3 Jan 5 Jan 7 Jan 9 Jan 
1971 o ( 0.5) 0 0.6) 0.0 
1972 o ( 0.1) 0 0.0) 0.0 
1975 o ( 0.4) 0 ( 0.3) 0.0 
TIV date 25 Dec 4 Jan 14 Jan 24 Jan 
1972 1 (10.2) 1 (14.6) 1 ( 6.2) o ( 0.7) 0.7 
1973 1 (17.5) 1 (11.9) 1 (10.4) 0 ( 0.9) 0.6 
1974 1 ( 7.9) 1 ( 6.4) o ( 0.7) 0 ( 0.8) 0.6 
TV date 8 Jan 15 Jan 21 Jan 28 Jan 
1976 1 ( 8.0) 0 ( 1.9) 0.9 
1980 o ( 4.6) 0 ( 0.7) o ( 1.0) 0.7 
1982 1 (10.9) 0 ( 1.0) 0.6 
TVI date 19 Jan 23 Jan 26 Jan 30 Jan 
1975 o ( 1.1) X ( 4.5) X ( 4.3) 1.3 
1977 o ( 3.7) 0 ( 3.7) o ( 3.3) o ( 1.3) 1.3 
1978 o ( 1.3) 0 ( 0.7) o ( 0.6) 0.4 
TABLE 7.10 ENCOUNTERS PERFORMED FOR THIRTY NINE ECONOMICALLY INSIG-
NIFICANT EPIDEMICS, RANDOM SAMPLE: DATE, RECOMMENDATION 
AND MEAN VALUE OF THE YIELD REDUCTION DISTRIBUTION 
(continued •• 
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TVII date 13 Jan 25 Jan 5 Jan 17 Jan 
1972 1 ( 8.5) X ( 5.3) 0 ( 0.1) 0.0 
1977 1 (13.8) 0 ( 3.5) 0 ( 1.0) 3.6 
1978 1 ( 6.2) 1 (13.9) o ( 2.6) 0.6 
TVIII date 24 Jan 2 Feb 10 Feb 19 Feb 
",,, ',,'-' , 
1972 1 8.3) o ( 0.5) o ( 0.0) 0.0 .., . . 
1978 1 5.8) 0 ( 2.2) 0.1 
1982 0 4.1) 0 ( 0.6) 0.0 
TIX date 7 Feb 12 Feb 18 Feb 23 Feb 
1971 0 ( 1.4) o ( 2.0) 0 ( 3.2) 3.5 
1972 0 ( 0.5) 0 ( 0.2) 0 ( 0.1) 0.0 
1974 0 ( 0.5) 0 ( 0.0) 0 ( 0.0) 0.0 
Tl date 30 Dec 5 Jan 10 Jan 16 Jan 
1973 1 ( 7.]) X ( 5.4) X 5.5) 0 4.2) 3.3 
1980 1 (18.3) 1 ( 8.]) 0 2.7) 0 1.8 ) 2.0 
1982 1 ( 8.0) 1 (11.]) X 4.5) 0 1.4 ) 1.4 
T2 date 24 Jan 1 Feb 10 Feb 18 Feb 
1972 0 ( 3.]) o ( 1.8) 0 ( 1. 5) 1.4 
1976 1 (13.3) 1 (16.0) 1 ( 6.4) o ( 1.2) 0.0 
1981 1 (11.0 ) 0 ( 3.4)' 0 ( 1.4) 1.5 
'-" .. _'_ .. ,'" 
T3 date 20 Dec 25 Dec 30 Dec 3 Jan 
1976 o ( 0.9) 0 2.4) 0.4 
1978 o ( 0.3) 0 1.2) 1.6 
1980 o ( 0.2) 0 1.4) 2.7 
T4 date 3 Jan 13 Jan 24 Jan 3 Feb 
1973 1 (12.3) 1 (18.1) 0 ( 3.5) o ( 0.1) 0.0 
1980 1 (19.0 ) X ( 4.1) X ( 4.5) 0 ( 0.9) 0.7 
1982 1 (18.0 ) X ( 5.2) 1 ( 5.]) o ( 1.0) 0.8 
:...L ________ ,._.~ 
1 = spray, 0 = do not spray, X = recommendation difference 
TABLE 7.10 continued 
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zero, encounters were omitted if it was clear that E[YRJ was not going to 
be within the critical range. 
Inspection of the data in Table 7.9 indicated that the EMV and EU 
criteria gave identical resul ts over the 77 encounters carried out for 
the R(1) epidemics, Le., in all cases, the EMV and EU rules led to the 
same recommendation to spray or to refrain from spraying, for each of the 
nine farmers considered. On the other hand, for the economically 
insignificant epidemics, nine encounters, classified as "X", resulted in 
a difference in recorrmendat i on between the EMV and EU c riteri a for at 
least one of the nine farmers. For example, the second encounter, E2, 
of trial TVII in 1972 led to a distribution of yield reduction 
percentages with mean 5.3 and variance 65.7. The recommendations 
produced using the EMV and EU rules for each individual were as follows 
("S" = spray, "N" = do not spray): 
Farmer no. (Table 7.2) 
EMV rul e 
EU rul e 
1 2 5 678 
S N S N S N 
S N S N S S 
9 11 12 
S N S 
S S S 
In this instance, a difference in recommendation from application of the 
two rules was obtained for farmers number 8 and 11, so this encounter was 
classified as IX"11. 
The performance of the two decision criteria is summarised in 
Tables 7.11 and 7.12 for the R(l) and R(O) epidemics respectively. For 
example, the "best" sequence of recommendations for R( 1) epidemics, a 
recommendati on to spray at the fi rst encounter, was s imul ated to occur 
279 times (i.e., for the nine individuals at each of 31 encounters, 
Tables 7.9 and 7.11) out of the total 342, corresponding to a probability 
11 All the encounters in Tables 7.9 and 7.10 were able to be classified 
a "X" (as in the example above), "1" (where all eighteen recommendations 
were "5 11 ), or as 110 11 (where all eighteen recommendations were "Nil); 
there were no instances, for example, of the following: 
Farmer no. 1 2 5 6 7 8 9 11 12 
EMV ru 1 e 5 N S N _ S N S . 5 S 
EV rule 5 N 5 N S N S S S 
b 1 if · d i "1" "0 11 "X II 1 a result which could not e c ass le us ng , or a one. 
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Recommendation Sequence Number of Occurrences for 
(1 = spray, o = do not spray) Nine Individuals 
Encounter E1 E2 E3 E4 C ri teri on EMV EU 
1 279 279 
0 1 36 36 
0 0 1 9 9 
0 0 0 1 18 18 
0 0 0 0 0 0 
342 342 
(38*9) 
aberrations: 
1 0 0 1 
1 0 0 0 (2 encounters) 
- inc 1 uded in the first sequence above. 
The risk attitudes of the following farmers were used in the analysis 
(refer to Tables 7.2 and 7.3): numbers 1, 2, 5, 6, 7,8,9, 11 and 12. 
TABLE 7.11 THIRTY-EIGHT ECONOMICALLY SIGNIFICANT EPIDEMICS, 
CRITERION COMPARISON: MAXIMISATION OF EXPECTED 
MONETARY VALUE (EMV) AND MAXIMISATION OF EXPECTED 
UTIL ITY (EU) 
Reco1111lendation 
Sequence 
Encounter 
El E2 E3 E4 
0 0 0 0 
1 0 0 0 
1 1 0 0 
1 1 1 0 
1 1 1 1 
aberrations: 
l' 0 1 0 
0 1 1 0 
NUMBER OF OCCURRENCES OF EACH SEQUENCE 
Farmer Number (Tables 7.2 and 7.3) 
1 2 56  
CPRA -0.70 -0.14 0.76 0.98 1.12 
EMV EU EMV EU EMV EU EMV EU EMV EU 
20 20 20 20 20 20 20 20 20 20 
8 8 10 10 8 8 10 8 8 8 
6 6 5 5 6 6 5 6 6 6 
5 5 3 3 5 5 3 5 5 5 
0 0 0 0 0 0 0 0 0 0 
0 0 1 1 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 
8 
1.92 
EMV EU 
20 20 
10 8 
5 6 
3 5 
0 0 
1 0 
0 0 
9 
2.22 
EMV EU 
20 20 
8 8 
6 6 
5 5 
0 0 
0 0 
0 0 
11 
2.80 
EMV EU 
20 20 
9 8 
5 5 
3 6 
0 0 
2 0 
0 0 
12 
4.78 
EMV EU 
20 19 
8 7 
6 5 
4 7 
0 0 
1 0 
0 1 
Total 
EMV EU 
180 179 
79 73 
50 51 
36 46 
0 0 
6 1 
0 1 
351 351 
TABLE 7.12 THRITY-NINE ECONOMICALLY INSIGNIFICANT EPIDEMICS, CRITERION COMPARISON: MAXIMISATION OF EXPECTED 
MONETARY VALUE (EMV) AND MAXIMISATION OF EXPECTED UTILITY (EU) ...... \.0 
co 
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of occurrence of 0.82. 
Application of the EMV and EU criteria led to small differences 
in recol1111endation for a number of the more risk-averse individuals, as 
might have been expected (farmer numbers 6,8,11 and 12, Table 7.12). 
The total number of occurrences of recol1111endati on sequences 1 to 4 (the 
last two columns in Table 7.12) for the EMV and EU criteria were analysed 
s ta tis tic ally: the null hypothesis of no difference between the two 
decision criteria was accepted [(l > 0.50, chi-square test (Everitt, 
1977)]. The validity of the chi-square test in this situation is 
suspect, however; independence between cells is unlikely to be a tenable 
assumption. 
The results in Tables 7.11 and 7.12 may also be used to give an 
intimation as to the accuracy of the information system. Taking R(O) 
and R(l) epidemics together, the best sequence of recommendations in each 
case occurred for (180 + 279 =) 459 of the total (351 + 342 =) 693 cases 
using the EMV rule, a success rate of approximately 66 per cent. By the 
second encounter, this had risen to 83 per cent (i.e., (180 + 79) + (279 
+ 36) of the total 693). Numerous qualifications apply to such figures, 
notably the fact that no disease updates were carried out; in full 
runni ng mode, consi derabl e improvement in predicti on accuracy coul d be 
expected. Further potential sources of error include the limited number 
of repl icates and epidemics investigated, and the disease onset data 
ascribed to the manufactured trials. 
The impact of these results is considered in association with the 
results obtained from the analytical approach (section 7.4.2) in section 
7.4.3. 
7.4.2 Analytical Approach 
7.4.2.1 Method 
The objective of thh approach was to estimate the upper and 
lower bounds within which the mean value of the yield reduction 
percentage distribution, E[YR], in conjunction with particular values of 
the variance and skewness of the yield reduction pdf, f(Y R), was capable 
of bri ngi ng about a recommendati on di fference between the EMV rul e and 
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the EU criterion. With this information, an approximation might be made 
of the theoretical frequency with which a simulated pdf of yield 
reduction percentages would lead to such differences, for various degrees 
of risk aversion. 
The method was based on equation 7.13; a rearrangement of thi s . 
equation for x gives 
x3 - x2(x
o
) - x(s.Var[x]/2) + (s2+s ).M3[X]/6 ~ 0 - 7.33 
The procedure involved the maximisation of ~ (and hence the minimisation 
of E[YR]), subject to the constraints 
i) that the EMV and EU criteria led to different recommendations 
for the same pdf, and 
i;) that the val ues of vari ance and skewness substi tuted into 
equation 7.33 were reasonable (in the sense that they were 
obtainable from replications of BARSIM). 
The first of these constraints could be imposed by equating the certainty 
equivalents of the two strategies, i.e., at the margin, CE(S) = CE(NS). 
For the second constraint, the ascription of maximum values to Var[x] and 
M3[X] would accomplish little, even if possible, since the likelihood of 
such a high-variability pdf being simulated would be small. It is also 
the case that maximum (or even likely) values of the variance and 
skewness of f(x) are depen,dent on E[x] to an extent (since YRE:[0,70], 
i.e., the distribution of money outcomes has well-defined upper and lower 
bounds), so there is some circularity involved. However, if Var[x] and 
M3[x] are given "typical" values, then equation 7.33 may be solved for X, 
if Xo is equated with the certainty equivalent of spraying, for a 
particular value of the CPRA (~ in equation 7.33). On conversion to a 
yield reduction percentage, ~ is then an estimate of the smallest 
(largest) value of E[Y R] for a risk-averter (risk-preferred for which 
the EMV and EU cri teri a wi 11 give different recoll111endati ons, gi ven the 
form of the pdf (strictly, the variability, as defined by the variance 
and skewness, of the distribution) and the degree of risk aversion. 
The Newton-Raphson method12 was used to solve equation 7.33. 
12 The root of an equation f(x) is given by the iterative formula 
xi+1 = xi - f(xi)/f'(x i ) 
where the prime indicates the first derivative. For equation 7.33, 
f(xl = x3 + ax2 + bx + c, and f'(x) = 3x2 + 2ax +b. 
I' .---' 
, 
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The root was then converted to a yield reduction percentage, 
YR = 100(1 - x/PY}, - 7.34 
where P is the barley revenue in dollars per tonne, x is a root of 
equation 7.33, and Y is the healthy yield, in tonnes per hectare. 
7.4.2.2 Results 
Results of this analysis are given in Table 7.13; the figures in 
the main body of the table represent the most extreme values of the mean 
percentage yield reduction which were able to bring about a difference in 
recommendation between the EMV and EU criteria, both with and without the 
contribution of the third moment, for a particular level of pdf 
variability and a particular degree of risk aversion. Three levels of 
variability were used; these pdfs had been simulated during various 
encounters with FUNGINFO, and were (somewhat arbitrarily) assumed to be 
representative of high, medium and low levels of variability. The 
val ues of vari ance and skewness were transformed into monetary outcomes 
(dollars per hectare); one value of the expected yield (5.47 t/ha) was 
used for the ten different values of the CPRA included in the analysis. 
Using this estimate of expected yield, the certainty equivalent of 
spraying was calculated and substituted into equation 7.33, along with a 
set of values of the variance and skewness of the no-spray money outcome 
di stri buti on and the appropri ate val ue of the CPRA. The calcul ati ons 
were performed again, for each value of the CPRA and each level of 
variabil ity, with the contribution of the third moment removed, i.e., 
M3[x] = o. 
For example, a recommendation difference could occur for values 
of E[Y R] between 2.14 and 5.31 per cent, for the most risk-averse 
individual and a high level of pdf variability, the latter figure being 
the break-even yield reduction; if the third moment of the yield loss 
distribution was set to zero, the range shrank to 3.26 to 5.31 per cent. 
For a risk preferrer with a CPRA of -0.70, on the other hand, the range 
extended above the break-even yield reduction, from 5.31 to 5.63 per 
cent for the high~var1ability pdf, such that CE{NS) > CE(S) while EMV{S) 
> EMV{NS). 
The results in Table 7.13 related to one estimate of the 
certainty equivalent of not spraying, and illustrate the relative effect 
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CPRA 
High 
Variabil ity 
Medium Low 
Break-Even Yield 
Reduc ti on, 't 
4.78 2.14 (3.26) 3.31 (3.98) 
2.80 3.65 (4.10) 4.26 (4.52) 
2.22 4.04 (4.35) 4.51 (4.69) 
1.92 4.24 (4.48) 4.63 (4.77) 
1.12 4.72 (4.82) 4.93 (4.99) 
0.98 4.80 (4.88) 4.99 (5.03) 
0.76 4.92 (4.98) 5.06 (5.10) 
0.0 5.31 (5.31) 5.31 (5.31) 
-0.14 5.38 (5.37) 5.35 (5.35) 
-0.70 5.63 (5.62) 5.51 (5.51) 
Var[x] 8 498.47 5 483.25 
M3[x] -2 463 823.22 -1 413 980.68 
4.89 (4.94) 
5.07 (5.09) 
5.12 (5.14) 
5.15 (5.16) 
5.22 (5.22) 
5.23 (5.23) 
5.25 (5.25) 
5.31 (5.31) 
5.32 (5.32) 
5.36 (5.36) 
1 493.47 
-116 916.72 
Figures shown are yield reduction percentages 
Figures in parentheses show E[Y R] with M3[x] = 0.0 
5.31 
5.31 
5.31 
5.31 
5.31 
5.31 
5.31 
5.31 
5.31 
5.31 
TABLE 7.13 MAXIMUM OR MINIMUM VALUES OF E[YR], FOR THREE LEVELS OF 
VARIABILITY, FOR WHICH THE EMV AND EU CRITERIA LEAD TO 
DIFFERENT RECOMMENDATIONS 
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of the CPRA on E[Y R], since the expected yield, costs and revenue were 
all held constant for the different levels of risk aversion. It may be 
seen that as the variability of the yield loss distribution decreased, 
E[Y R] tended towards the break-even reduction of 5.31 per cent, from 
below for CPRA > 0, and from above for CPRA < O. The contribution of 
the thi rd moment was not great, except at hi gh 1 evel s of ri sk aversi on 
and vari abil ity. 
For the range of degrees of risk aversion used in the above 
analysi s, the EMV and EU cri teria 1 ed to different reco11111endati ons for 
values of E[Y R] between approximately 3.3 and 5.5 per cent, if the medium 
level of variability was taken as the most representative of the distri-
buti ons produced from encounters wi th the i nformati on system. For the 
individual whose CPRA was close to the sample average, S = 1.12 (farmer 
number 7, Table 7.3), the critical range extended for some 0.6 per cent 
only, for the most highly-variable yield reduction pdf considered. 
7.4.3 Summary - the Importance of Personal Preferences 
The results of simular experimentation indicated that the 
differences between the recommendati ons produced usi ng the cri teri a of 
expected monetary value and expected utility maximisation were relatively 
few; out of 192 encounters with 77 epidemics carried out using FUNGINFO, 
only ni.ne encounters produced at least one recolmlendati on difference for 
the nine farmers considered, i.e., for a random encounter, there was a 
probability of 0.047 that the resultant yield reduction pdf would beget 
different recommendations from application of the EMV and EU rules for at 
least one of the values of the CPRA used in the analysis. Such 
differences were shown to occur in a narrow band of the (hypothetical) 
overall yield reduction pdf. Results from the experimentation were also 
used to gauge the accuracy of the i nformati on system; at the fi rst of 
four equally-spaced encounters for the 77 epidemics, 66 per cent were 
correctly identified as being economically significant or otherwise. 
Since no disease updates were used, this accuracy could be expected to 
increase significantly when the system was used under field conditions. 
The range within which the expected value of the yield reduction 
distribution would have to fall in order to bring about differences in 
recommendations as derived using the EMV and EU criteria, was illustrated 
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to be of the order of 0.4 per cent, for an averagely risk-averse 
individual with a CPRA of 1.12, and for a moderately variable yield 
reduction pdf. The range of E[Y R] obtained for this pdf, 3.31 to 5.51 
per cent, was subsequently found to be equivalent to a probabil ity of 
occurrence of 0.058, using the approximation to the prior yield reduction 
distribution derived in Chapter 8 (Figure 8.2, section 8.2.4). In other 
words, the theoretical probabil ity of a random encounter with FUNGINFO 
leading to a recommendation difference, for the individuals considered, 
is of the order of 0.058, if it is assumed that all simulated pdfs with 
an expected value in the critical range 13 exhibit a variability (variance 
and skewness) as large as the medium level of variability defined in 
Tabl e 7.13. Thi s theoretical probabil i ty compares favourably wi th the 
probability of 0.047 obtained from the simulation approach described in 
section 7.4.1. 
The importance of risk might be said to be marginal. In the 
majority of cases, application of the EMV and EU rules will lead to 
identical recommendations, regardless of the risk attitudes of the 
dec i si on maker; reasonably accurate recommendati ons mi ght therefore be 
produced by ignoring risk altogether and using the EMV rule. A more 
complete treatment of the decision problem involves the consideration of 
risk attitudes, but on a general basis; the results of the analysis 
presented above indicated that general rul es for the i ncorporati on of 
personal preferences could be used in the production of useful 
recol11l1endations for the great majority of decision makers. Little 
evidence was found to suggest that the increase in quality of the 
recommendations produced using personalised utility functions over 
generalised rules was large enough to outweigh the effort involved in the 
derivation of such utility functions. 
The use of simple personal preference rules is illustrated in the 
following chapter. A method of implementing 'the information system is 
described; recol11l1endations are obtained for a small number of values of 
the coefficient of partial risk aversion which, on the basis of the 
farmer survey results (Table 7.3), are assumed to be representative. 
13 Different estimates of the individual's expected yield will affect 
the domain of the critical range, not the width of the range itself, 
ceteris paribus. 
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CHAPTER 8 
The Derivation of Bayesian Decision Tables 
A method is outl i ned whereby recommendati ons to spray or not to 
spray can be derived from sets of tables, thus bypassing the need for 
access to computing facilities. Such an implementation of FUNGINFO 
makes use of the broad behavioural assumption that any particular 
decision maker is "typically" averse to risk to a certain, definable 
extent. 
8.1 The General Approach 
An encounter with FUNGINFO entails the revision of the pre-season 
yield reduction percentage distribution. In the validation runs 
described in Chapter 6, this revision was brought about by the simulation 
of a number of epi demics, i ncorporati ng hi storical weather data and 
observed crop growth and disease data, to give a discrete approximation 
to the theoretically conti nuous posteri or yi el d reduc ti on probabil i ty 
density function. An approximation to this pdf may be obtained in 
another way, without the need for extensive computer simulation. This 
procedure may be illustrated by viewing the action of FUNGINFO in terms 
of Bayes' theorem, although it should be noted that the derivation of the 
decision tables was accomplished without explicit application of this 
theorem. 
The exact form of the pre-season yield loss probability density 
function is dependent on an infinite set of weather series, the date of 
sowi ng and the date of di sease onset" if it is assumed that crop growth 
stages can be derived from average temperatures, and that the spread of 
disease onto the first and second leaves of tillers follows a predictable 
pattern which can be mode11 ed sati sfactorily wi thin the informati on 
system described in Chapter 5. With these assumptions. any prior yield 
reduction pdf may be defined in tenns of two dates, that of sowing and 
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that of disease onset, 
f(Y R) = (ISOW,ISTART) - 8.1 
There thus exists a finite range of prior distributions, based on a 
finite number of combinations of these two dates. Equation 8.1 
represents an attempt to descri be any barl ey /fungus agro-ecosystem in 
terms of these two principal factors; these may suffice to describe any 
particular epidemic. Small changes in either of the two dates could be 
expec ted to bri ng about concomitantly sma 11 changes in the form of the 
pri or pdf. 
For the continuous case, Bayes' theorem may be expressed as 
- 8.2 
Posterior pdf = Prior pdf * Likelihood / JPrior pdf * Likelihood, 
(Anderson et .!!.., 1977). The posterior pdf may be defined to be 
principally a function of the prior pdf and the date at which it is 
derived, i.e., the length of historical records used, 
f(Y R) = (ISOW,ISTART,DATE). - 8.3 
The likelihood function f(wIY R) may be related to some observable event 
which has a discernible effect on f(Y R); this event might be weather-
related, for instance. 
The procedure for the discrete case is illustrated in Table 8.1; 
the probability of a yield reduction less than or equal to a level.! is 
the ath percentile of the relevant pdf. The elements of Table 8.1 might 
be derived by the simulation of a large number of epidemics for various 
sets of dates of sowing and disease onset. Column 2 represents the ! 
prior pdf for one pair of dates; on the basis of event w, for example, 
this is split up into revised posterior pdfs (columns 7 to 10). A table 
of posterior probabilities could thus be derived for every combination of 
date of sowing and date of disease onset. If small changes in one or 
both of these dates produced a negligible effect on the posterior pdf, 
the dates could be split up into quantiles of occurrence. 
For example, a ten-quantile posterior pdf could be approximated as 
follows: 
- the values of i and j are found, such that the crop was sown in date 
Yield Prior Conditional Posterior 
Reduction Probability Probabilities Probabilities 
o - 5% P(Sl) 
5 - 10% 
10 - 15% 
15 - 20% 
40 - 45% 
P(S2) 
P(S3) 
p(SIt) 
P(SlO) 
P (w ~S 1) P (W ~S 1) P ( W 21S d P ( W 31S 1 ) P ( S ~W 0) P ( S ~W 1) P ( S ~W 2) P ( S llW 3 ) 
Wi' i = 0, ... ,3 are environmental occurrences 
TABLE 8.1 PRIOR AND POSTERIOR PROBABILITY DENSITY FUNCTION QUANTILES 
N 
o 
-....J 
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quantile ~ and disease started in date quantile i; 
- for these two date quantiles, the prior probabilities are found, P(Sk)' 
k=l,lO; 
- the event defined in the likelihood function f(wIY R) is observed, and 
given a value wi; 
- from the conditional probabilities, p(wllsk), l=wi' k=l,lO, the 
posterior probabilities are calculated, P(Sk1wl)' k=l,lO, l=wi ; 
- this approximation to the posterior pdf, given that event wi has 
occurred, is then used to compare the strategies of spraying and of not 
spraying. 
This procedure could be shortened further; for decision making, 
all that is required is the set of ten posterior probabilities pertaining 
to given values of ISOW, ISTART and w, if it is assumed that a decision 
needs to be made a certai n number of days after onset of the epi demi c 
(thereby eliminating DATE from equation 8.3). 
The amount of simulation necessary to derive complete sets of 
posterior probabilities would be appreciable; however, such simulation 
would have to be performed once only. The utility of the approach lies 
in the fact that access to a computer for on-farm spray decision making 
could be rendered unnecessary. A disadvantage is that events which 
occur subsequent to the analysi s (i.e., after a gi ven val ue of DATE, 
equation 8.3) are not considered. This problem might be overcome by 
deriving similar sets of probability tables at intervals through the 
growing season (i.e., for various values of DATE). 
The following sections illustrate this essentially Bayesian 
approach, using FUNGINFO to derive spraying tables. Prior yield 
reduction percentage distribution functions are obtained for a number of 
sets of the variables in equation 8.3 (i.e., ISOW, I START , and DATE), by 
simulating a large number of epidemics. Bayes' theorem is not used 
explicitly; rather, sets of posterior yield reduction distributions are 
derived directly by subdividing the prior pdfs on the basis of an 
easily-obser~able event. Each yield reduction pdf is then converted to 
a recommendation to spray or to refrain from spraying. Sets of 
recommendations are produced in tabular form, for various combinations of 
date of sowing and date of disease onset, and for various dates of 
encounter. 
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8.2 Data Generation 
8.2.1 Definition of the Likelihood Function 
----~-----
Three characteristics were identified as being prerequisites for 
any criterion which might be used as the basis for dividing up the prior 
pdf into a number of posterior distributions: 
it should be environmental, rather than epidemiological, in view 
of the nature of BARSIM; 
- it should be easily measurable; 
- there should be a high correlation between it and the final 
yield reduction percentage. 
The results of weather analysis indicated that, in addition to increased 
disease severity being positively linked with the number of dew days 
within the duration of the epidemic, the number of dew days over the 
first few days of epidemic onset may be a large consideration in 
subsequent disease progress (Teng, 1978). Such a factor is eminently 
suitable for inclusion in the information system; its measurement poses 
few problems, and the results of preliminary encounters with WEATHER and 
BARSIM suggested that, for example, correlation coefficients of the order 
of 0.20 to 0.50 could be expected between the number of dew days within 
the first ten days of epidemic onset and the final yield reduction 
percentage. (Throughout the present chapter, "dew days" refers al so to 
days when rain in excess of ten mm falls, taking account of the 
definition of leaf wetness built into BARSIM-I.) 
It was to be expected that the correlation coefficient between the 
number of dew days wi thi n !! days of epi demic onset and the resul tant 
yield reduction percentage would increase as !! tended towards the total 
length of the epidemic in question. A conflict existed between the 
desire for a high value of correlation (leading to "better" decisions), 
and the requirement that the information system be used in an 
early-warning capacity; the most useful decisions would tend to be those 
made early in the epidemic. The problem of defining the number of days 
after onset at which a recOf1l11endati on was to be derived was deferred 
until all requisite data had been generated; choice of N had to be made 
in conjunction with considerations of the number of decision encounters 
(i.e., the number of values of DATE) which the decision tables were to 
cover. The number of dew days within various different numbers of days 
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of disease onset (i.e.,!!.) was recorded, therefore, for all epidemic 
simulations. It was envisaged that decision encounters would be carried 
out at approximately equal interval s through the early stages of an 
epidemic. It was not considered feasible to record the number of 
simulated dew days occurring within every possible number of days of 
onset (Le., for all possible integer values of !!.); therefore, dew days 
within fourteen values of N were recorded, comprising all the multiples 
of 5 and 7 days up to and inc 1 ud i ng 45 days pos t-onset1 , so that fi na 1 
choice of appropriate values of N was not restricted by a lack of 
suitable data. 
Two methods were considered for handling successive decision 
encounters (Figure 8.1); assuming equally-spaced values of DATE 
separated by dt days, then ei ther dew day number wi thi n the total number 
of days post-onset (at day!) could be calculated, or else the decision 
could be based on the number of dew days experienced within the latest dt 
period. It was apparent that, for the latter method, the number of 
simulated pdfs required would quickly become large. For this reason, 
successive decision encounters were to be based on the total number of 
dew days accruing from disease onset to the relevant value of DATE. 
8.2.2 Identification of the Date Quantiles 
The possible dates of sowing and of disease onset were divided up 
into quantiles; identifying the length of quantile for these dates 
involved a compromise between incorporation of detail on the one hand, 
and limited computer resources on the other. (For the two dates 
(factors), a doubling in the number of quantiles (treatments) would lead 
to a quadrupling in the number of simulations (replicates) required.) 
Theoretically, the optimum length of date quantile might be found in the 
following fashion. The null hypothesis is tested, 
Ho: S1 (X) = S2 (X) - 8.4 
where S1(X) is the cumulative function of yield reductions simulated for 
a particular pair of sowing and disease· onset dates, and S2(X)is the 
cumulative funcfion obtained when one of the dates has!. days added to 
it. Using, for instance, the Smirnov test, the quantity ~ 1s increased 
1 The fourteen values, denoted X. (for onset plus i days), were as 
1 . -
follows: 5,7,10,14,15,20,21,25,28,30,35,40,42 and 45. 
onset 
t t+dt t+2dt t+3dt L-________ L __________ ~, __________ ~I 
Wi 
0 
Wo Wi 1 
Wi 
WI 2 
Wi 3 
w2 Wi 
4 
w3 Wi 
5 
t - t+dt t - t+2dt t 
64 branches by 
t+3dt 
w" 0 
w" 1 
w" 2 
w" 3 
w" 4 
wI! 21 total 5 branches 
wI! 
6 by t+3dt 
wI! 
7 
wI! 
8 
wI! 
9 
wI! 
10 
- t+3dt 
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Note: - w. corresponds to a pdf of simulated epidemics which experienced 
1 i dew days in the time! to !+idt. 
FIGURE 8.1 TWO METHODS OF CUMULATING DEW DAY NUMBER SUBSEQUENT TO 
DISEASE ONSET 
- - - "' ~ . - ~ -- . - - --
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until such time as the null hypothesis, equation 8.4, is just rejected at 
some level of significance. The quantity ~ then refers to the amount of 
time which is just long enough to bring about a statistical difference 
between two yield reduction distribtuions; ~ may then be taken as the 
quantile length for the relevant date. One particular quantile length 
might not be suitable for all possible dates; critical periods might be 
identified, where smaller quantiles brought about statistically 
significant differences in two pdfs. Simil arly, there is no reason to 
suppose that the quantile length would be the same for the date of sowing 
as it would be for the date of disease onset. 
It was intended that the statistical approach described above 
would be taken, in identifying suitable date quantile lengths, balanced 
against limited computing resources. However, the distributions 
produced using BARSIM appeared unrealistically sensitive to small changes 
in either onset date or sowi ng date. Hi ghly si gnificant differences 
were detected ( a » 0.20) for distributions whose dates of onset and 
sowing differed by seven days. In addition, problems were encountered 
in attributing disease onset dates to the varying crop components; for 
example, if onset in the crop was delayed by one week, it was unknown 
what effec t thi s woul d have on the dates of onset on the top two 1 eaves 
of the primary tiller. 
In view of such problems, the date quantiles were defined in a 
largely arbitrary manner. The ranges of sowing and onset dates were set 
at three months; sowing was assumed to take place between 1 October and 
31 December, whilst disease onset was assumed to occur (if at all) within 
the period 1 December to 28 February. If quantiles of one week had been 
used for each three-month period, this would have lead to a total 
experimental design comprising 169 treatments; even allowing for the 
fact that many could have been deleted from the design because of 
impossibility of occurrence (for example, onset cannot occur if the crop 
has not emerged), the number of epidemics requiring simulation and 
analysis was deemed prohibitive. Each range of three months was 
therefore split up into six quantiles. Table 8.2 shows the midpoints of 
each quantile and the experimental design (an incomplete factorial). 
There were judged to be 21 meaningful combinations of sowing quantile and 
disease quantile, in the sense that such epidemics either were possible, 
or were of a reasonable duration, in tenns of the number of days from 
Date of Sowing 
quantile midpoint 
quantil e number 
8 Oct 
1 
Date of Disease Onset 
quantile midpoint 8 Dec 
quantile number 1 
SOWING 1 
2 
3 
4 
5 
6 
ONSET 
1 
o 
o 
o 
o 
2 
o 
o 
o 
o 
o 
23 Oct 
2 
23 Dec 
2 
3 
o 
o 
o 
o 
o 
8 Nov 
3 
8 Jan 
3 
4 
o 
o 
o 
o 
23 Nov 
4 
23 Jan 
4 
5 
o 
o 
8 Dec 
5 
8 Feb 
5 
6 
o 
23 Dec 
6 
23 Feb 
6 
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Note: - 0 = a design point (Le., a meaningful combination of date of 
sowing and date of disease onset). 
TABLE 8.2 DESIGN POINTS, QUANTILES OF DATE OF SOWING AND DATE OF 
DISEASE ONSET 
--
,.-----.~---::- .. -.-
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onset to GS 83 attainment (section 8.2.3); clearly, disease onset prior 
to sowing is not a meaningful occurrence, and in terms of BARSIM, neither 
is disease onset after GS 83 attainment. Each meaningful combination 
of sowing quantile and disease onset quantile, referred to hereafter as a 
"trial", was identified by the quantile number of sowing followed by that 
of onse't, enclosed in parentheses; trial (1,2) was thus sown in sowing 
quantile 1 (1 to 15 October), and disease was first observed in disease 
onset quantile 2 (16 to 31 December). 
8.2.3 The Trials 
It was decided that "historical" dates of crop growth stage 
attainment were to be used throughout the analysis; these were derived 
for the six dates of sowing under consideration. For each sowing date, 
a small number of simulated weather series was generated (five was judged 
to be the smallest meaningful number), and growth stage attainment dates 
were derived from each weather series using the degree-day system 
described in section 3.3.2. The dates of occurrence were then averaged 
over the five replicates, and the resultant sequence was taken to be 
representative of the growth of a crop of barley planted on the 
appropriate date. The crop growth attainment dates obtained for the six 
dates of sowing are shown in Table 8.3. 
The dates of disease onset in the crop as a whole were detennined 
by the relevant onset quantile for the trial. Because these trials were 
fabricated, dates of disease onset on the top two leaves of the tiller 
had to be assigned to each combination of sowing and onset date; the 
date of onset on the fl ag 1 eaf, for instance, was not the same for all 
trials exhibiting the same date of disease onset in the crop, since each 
trial was at a different stage of development. Table 8.4 shows the 
disease onset dates for the crop, the flag leaf and the second leaf of 
the primary tiller, for all twenty-one trials (Table 8.2), together with 
the length of epidemic on the appropriate plant part (i.e., the number of 
days from disease onset on the particular plant component to GS 83 
attainment). The onset dates for the flag leaf and second leaf for all 
tri al s were 1 argely arb; trary, al though they were chosen with regard to 
the development of the crop and the date of onset for the pl ant as a 
whole. 
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SOWING DATE 
QUANTILE Sown Emerged Leaf 2 Leaf 1 GS 58 64 73 83 
Emerged Emerged 
1 1008 1019 1122 1202 1222 1227 0101 0109 
2 1023 1102 1206 1215 0103 0107 0112 0120 
3 1108 1117 1221 1230 0116 0120 0124 0201 
4 1123 1201 1230 0106 0122 0126 0131 0207 
5 1208 1215 0109 0117 0202 0206 0210 0221 
6 1223 1230 0122 0130 0214 0218 0224 0301 
Date codes: first two digits represent month number, last two day number. 
TABLE 8.3 REPRESENTATIVE DATES OF GROWTH STAGE ATTAINMENT, AVERAGED 
FROM FIVE REPLICATES, FOR SIX DATES OF SOWING 
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TRIAL CROP LEAF 1 LEAF 2 Quanti 1 e Emergence Onset Length Emergence Onset Length Emergence Onset Length 
Sown Onset Length (days) (days) (days) 
Code 
1 1 2 1019 1208 33 1202 1217 24 1122 1212 29 
1 2 1 1019 1223 18 1202 1228 13 1122 1225 16 
2 1 3 1102 1208 44 1215 1217 35 1206 1212 40 
2 2 2 1102 1223 29 1215 1229 21 1206 1225 27 
2 3 1 1102 0108 13 1215 0114 7 1206 0110 11 
3 1 4 1117 1208 56 1230 0103 30 1221 1225 39 
3 2 3 1117 1223 41 1230 0105 28 1221 1231 33 
3 3 2 1117 0108 25 1230 0114 19 1221 0110 23 
3 4 1 1117 0123 10 1230 0129 4 1221 0125 8 
4 1 4 1201 1208 62 0106 0110 28 1230 0103 35 
4 2 3 1201 1223 46 0106 0112 26 1230 0105 33 
4 3 2 1201 0108 31 0106 0114 24 1230 0110 28 
4 4 1 1201 0123 15 0106 0131 8 1230 0127 12 
5 2 4 1215 1223 60 0117 0122 31 0109 0114 39 
5 3 3 1215 0108 45 0117 0123 30 0109 0115 38 
5 4 2 1215 0123 29 0117 0202 19 0109 0127 26 
5 5 1 1215 0208 14 0117 0213 9 0109 0210 12 
6 3 4 1230 0108 57 0130 0204 30 0122 0128 37 
6 4 3 1230 0123 41 0130 0208 26 0122 0201 33 
6 5 2 1230 0208 26 0130 0215 19 0122 0211 23 
6 6 1 1230 0223 11 0130 0226 8 0122 0224 10 
Date code: first two digits represent month number, last two day number. 
TABLE 8.4 TRIAL DISEASE ONSET DATA, TWENTY-ONE COMBINATIONS OF SOWING AND ONSET DATES: EMERGENCE, N 
>-' 
DISEASE ONSET AND EPIDEMIC DURATION ~ 
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The total length of epidemics for the trials in Table 8.4 appeared 
to fall into four broad classes: the longest epidemics of between 56 and 
62 days duration (designated group 4), epidemics of between 41 and 46 
days duration (group 3), a class containing 
33 days duration (group 2), and a rather 
lasting between 10 and 18 days (group 1)2. 
epidemics of between 25 and 
broad cl ass wi th epidemics 
This grouping of epidemics 
according to length was used in subsequent analysis. 
A final consideration was the number of runs 
(replicates) to be carried out for each of the 21 trials. 
of BARSIM 
A total of 
300 for each trial was considered a suitable compromise between the 
desire for large amounts of data with which to describe the posterior 
distributions, and limited computing resources. This resulted in (300 X 
21 =) 6300 runs of BARSIM and WEATHER, corresponding to approximately 3.2 
hours of computer CPU time. In view of the large amounts of data 
necessary, it was envisaged that only three sets of decision tables would 
be derived for each trial; statistical independence between successive 
tables could be ensured by using separate subsamples of 100 of the total 
300 replicates for the derivation of each set of tables. 
8.2.4 The Generated Epidemics: Correlation between Yield Reduction and 
Dew ~ Number 
The cumulative function for the 6300 epidemics, arranged in 
ascending numerical order, is shown in Figure 8.2. If the dates of 
sowing, and the dates of disease onset on the various plant components, 
can be taken as bei ng representative, then thi s cumul ative functi on 
constitutes an approximation to the cdf of barley leaf rust loss in all 
years, assumi ng that spores are actually present in the agro-ecosystem; 
it is unknown how this function relates to those years in which spores 
are not present. For example, the probabll ity of zero percent yield 
loss, for years where disease is seen in the crop, is approximately 0.13; 
2 The average length (days from onset to GS 83) for the epidemics in 
each group were as' follows: group 4 (trials (3,1), (4,1), (5,2) and 
(6,3», 58.8 days; group 3 (trials (2,1), (3,2), (4,2), (5,3) and 
(6,4», 43.4 days; group 2 (trials (1,1), (2,2), (3,3), (4,3), (5,4) and 
(6,5», 28.8 days; and group 1 (trials (1,2), (2,3), (3,4), (4,4), (5,5) 
and (6,6», 13.5 days. 
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how this probability would change when all years are considered remains 
conjectural. 
Means and variances are given in Table 8.5 for the yield reduction 
percentage distributions of the following samples: for the entire 6300 
values of yield loss, for the six groups of epidemics classified 
according to quantile of sowing, and for the four groups of epidemics 
classified according to epidemic duration (footnote 2). For each of 
these eleven samples, values of Pearson's r and Spearman's rho are given 
for the correlation between final yield reduction percentage and the 
number of dew days within five periods of time: within seven, fifteen, 
twenty-fi ve, thi rty-fi ve and forty-five days of epi demic onset, denoted 
X7 ' X15 ' X25 ' X35 and X45 respectively. 
Both r and rho tended to increase as X. increased (Table 8.5). 
- . 1 
Values of the correlation coefficients at X7 tended to be very low, 
except for the short-duration epidemics; clearly, for an epidemic of 60 
days duration, the number of dew days within seven days of disease onset 
is clearly not of great importance in determining the ultimate severity 
of the epidemic, whilst for an epidemic of 18 days duration, that number 
might be crucial. 
I n terms of the mean values of the pdfs, crops sown between 16 
Oc tober and 16 November (sowi ng quantil es 2 and 3) appeared to be at ." 
considerable risk from damaging leaf rust attack. An increase in the 
length of epidemics tended to bring about an increase in the mean value 
of the yield reduction percentage distribution, as might have been 
expected. 
8.2.4.1 Behaviour of the Correlation Coefficients 
The behaviour of the correlation coefficients is illustrated in 
Figures 8.3 and 8.4; the former shows the gradual rise in both r and rho 
for all the recorded values of Xi (i.e., the fourteen multiples of 5 or 7 
upto and including 45 days post-onset, footnote 1), whilst the latter 
traces the value of rho for the epidemics classified according to 
duration. In Figure 8.4, the ordinate, time, was standardised from zero 
to unity for the four epidemic length groups; disease onset was defined 
to have taken place at zero. Epidemic length group 1 (footnote 2) may 
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Trials Yield Reduction, % Correlation Coefficients 
N 
All trials 6300 6.3 123.3 r 0.07 0.06 0.15 0.24 0.30 
rho 0.19 0.19 0.25 0.31 0.33 
Classified according to sowing quantile: 
quantile 1 600 2.2 48.3 r 0.35 0.33 0.36 0.40 0.40 
rho 0.56 0.59 0.59 0.57 0.57 
2 900 12.1 204.1 r 0.15 0.16 0.25 0.36 0.39 
rho 0.16 0.13 0.26 0.36 0.38 
3 1200 11.3 185.1 r 0.07 0.10 0.25 0.43 0.54 
rho 0.14 0.16 0.32 0.50 0.60 
4 1200 2.8 50.7 r 0.09 0.10 0.20 0.32 0.40 
rho 0.26 0.26 0.31 0.42 0.45 
5 1200 4.1 70.0 r 0.06 0.11 0.26 0.39 0.49 
rho 0.25 0.37 0.42 0.47 0.49 
6 1200 5.0 98.6 r 0.06 0.11 0.28 0.43 0.50 
rho 0.18 0.24 0.42 0.52 0.54 
Classified according to duration of epidemic (footnote 2): 
group 1 1800 0.9 2.3 r 0.36 0.24 0.20 
rho 0.70 0.52 0.44 
2 1800 6.0 88.8 r 0.17 0.21 0.14 0.07 
rho 0.26 0.33 0.24 0.13 
3 1500 10.0 186.4 r 0.20 0.29 0.30 0.29 0.21 
rho 0.18 0.32 0.33 0.30 0.22 
4 1200 9.9 199.9 r 0.09 0.08 0.15 0.23 0.29 
rho 0.10 0.08 0.17 0.25 0.29 
Note: - r = Pearson's correlation coefficient; rho = Spearman's coef-
ficient of rank correlation. . 
TABLE 8.5 SIMULATED DISTRIBUTIONS (SAMPLE SIZE, MEAN AND VARIANCE) 
AND VALUES OF THE CORRELATION COEFFICIENTS BETWEEN YIELD 
REDUCTION AND DEW DAY NUMBER - I - CLASSIFIED SAMPLES 
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FIGURE 8.4 BEHAVIOUR OF SPEARMAN'S RHO: CORRELATION BETWEEN YIELD 
REDUCTION PERCENTAGE AND NUMBER OF DEW DAYS WITHIN VAR-
IOUS NUMBERS OF DAYS OF DISEASE ONSET EXPRESSED AS A 
FRACTION OF TOTAL EPIDEMIC LENGTH, FOR FOUR EPIDEMIC 
LENGTH GROUPS 
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be taken as an example, to illustrate the calculation of the ordinate 
values for Figure 8.4. The longest epidemic in this group was that for 
trial (1,2), at 18 days (Table 8.4); the smallest value of Xi to include 
all the epidemics in this group was thus X20 (see footnote 1), so the 
value 1.0 on the ordinate scale of relative time was equated with 20 days 
post-onset, for epidemic length group 1. There were six values of the 
correlation coefficient, therefore, to be considered: those derived at 
X5 , X7 , X10 , X14 , X15 and X20 . The respective values of rho were 
plotted against the following ordinates, representing relative time: 
5/20,7/20,10/20,14/20,15/20 and 1.0. This process was carried out 
for the other three epi demic 1 ength groupi ngs. ( I t may be noted that 
for the longest epidemics, group 4, all constituent epidemics were not 
complete until 62 days post-onset [Table 8.4, trial (4,1)]; since 63 was 
the next-highest multiple of 5 or 7, the last value of rho which could be 
plotted in Figure 8.4 for this group had an ordinate value of 45/63, or 
0.71.) 
The data were not unequivocal, but there was the suggestion that 
rho reached a maximum value within a reasonably small interval of 
relative time for epidemics of widely disparate duration. For the 
epidemics of intermediate length (groups 2 ~nd 3), the maximum 
correlation between yield reduction and dew days within different numbers 
of days of onset was reached approximately half way through the epidemic. 
The predictive power of the information system could be maximised by 
noti ng the peri od over which maximum correl ati on was exhibi ted, and 
running encounters with the information system within that time. It is 
i nteresti ng that the maximum correl at; on d; d not occur at the 1 atest 
possible time; this observation supports the contention noted in section 
8.2.1, that dew days in the first days of an epidemic are of over-riding 
importance in determining subsequent yield loss. 
Five sets of values of ! and rho, together with the mean and 
variance of the yield reduction percentage distributions, are shown in 
Table 8.6 for all twenty-one trials. The popr correlation between yield 
loss and dew day.number in the early stages of long epidemics is 
illustrated; values close to zero were obtained for a number of 
combinations, trial (4,1) exhibiting nega~ive correlation. (Values of 
rho in the range -0.113 to +0.113, for the sample size of 300, were not 
statistically significant (Conover, 1980), i.e., the null hypothesis of 
Tri al 
( 1 ,1) 
(1,2 ) 
(2,1) 
(2,2) 
(2,3) 
(3,1) 
(3,2) 
(3,3) 
(3,4) 
(4,1) 
(4,2) 
(4,3) 
(4,4) 
(5,2) 
(5,3) 
(5,4) 
(5,5) 
(6,3) 
(6,4) 
(6,5) 
(6,6) 
Yield Reduction, % 
2 N x s 
300 4.0 89.5 
300 0.4 0.9 
300 16.4 272.0 
300 14.8 166.4 
300 1.5 7.2 
300 20.3 250.3 
300 15.0 210.9 
300 8.9 75.4 
300 1.3 4.5 
300 4.3 96.6 
300 3.6 62.3 
300 2.8 35.5 
300 0.6 1.3 
300 6.2 128.1 
300 6.7 107.3 
300 3.1 31.2 
300 0.9 0.8 
300 8.7 171.9 
300 8.1 159.4 
300 2.6 16.0 
300 0.8 0.4 
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Correlation Coefficients 
r 0.32 0.38 0.46 0.41 
rho 0.43 0.61 0.69 0.58 
r 0.47 0.37 0.29 
rho 0.77 0.59 0.46 
r 0.05 0.17 0.18 0.25 0.26 
rho 0.04 0.13 0.15 0.18 0.18 
r 0.56 0.68 0.49 0.39 
rho 0.60 0.80 0.63 0.51 
r 0.40 0.20 
rho 0.76 0.39 
r 0.02 -0.01 0.12 0.26 0.41 
rho 0.03 -0.02 0.16 0.34 0.48 
r 0.30 0.54 0.65 0.61 0.52 
rho 0.22 0.57 0.73 0.67 0.56 
r 0.52 0.66 0.57 0.54 
rho 0.58 0.73 0.59 0.56 
r 0.46 0.33 
rho 0.63 0.47 
r 0.06 0.06 0.10 0.26 0.39 
rho -0.05 -0.04 -0.01 0.21 0.30 
r 0.02 0.20 0.46 0.54 0.49 
rho 0.03 0.18 0.36 0.48 0.44 
r 0.43 0.53 0.47 0.41 
rho 0.59 0.67 0.61 0.52 
r 0.47 0.41 0.37 
rho 0.84 0.68 0.62 
r 0.06 0.13 0.31 0.45 0.57 
rho 0.06 0.17 0.33 0.52 0.61 
r· 0.25 0;48 0.55 0.57 0.46 
rho 0.23 0.59 0.64 0.65 0.56 
r 0.47 0.52 0.52 0.45 
rho 0.44 0.66 0.62 0.53 
r 0.41 0.34 0.33 
rho 0.64 0.46 0.44 
r 0.02 0.10 0.28 0.39 0.45 
rho 0.03 0.09 0.34 0.41 0.49 
r 0.40 0.53 0.60 0.59 0.54 
rho 0.40 0.63 0.72 0.71 0.63 
r 0.24 0.35 0.34 0.32 
rho 0.51 0.59 0.55 0.52 
r 0.34 0.19 , 
rho 0.39 0.18 
Note: - r = Pearson's correlation coefficient, rho = Spearman's coef-
ficient of rank correlation; 
- trial code: sowing quantile followed by disease onset quantile. 
TABLE 8.6 SIMULATED DISTRIBUTIONS (SAMPLE SIZE, MEAN AND VARIANCE) AND 
VALUES OF THE CORRELATION COEFFICIENTS BETWEEN YIELD 
REDUCTION AND DEW DAY NUMBER - II - ALL TRIALS 
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independence between yield reduction and dew day number within the 
relevant period of time was rejected (a = 0.05) if rho exceeded the 
absolute value of 0.113.) The yield reduction pdfs for trials (2,ll, 
(2,2)' (3,1) and (3,2) all had high expected values (Table 8.6), 
indicating that these appeared to be potentially damaging combinations of 
sowing date and disease onset date. 
It was apparent that the correlation between yield reduction and 
dew day number was not particularly marked, although rho reached values 
in excess of 0.5 for all but six of the twenty-one trials (Table 8.6). 
The relative ease with which the farmer can detennine the number of dew 
days experienced in his paddock constitutes a major advantage of the use 
of such a weather parameter in an information system context. The 
criteria noted in section 8.2.1, of high correlation between the 
environmental events used to derive the posterior distributions and final 
yield reduction, together with facility of measurement of those events, 
appeared to be difficult to satisfy. In the production of operational 
decision tables, more extensive correlation analysis could be carried 
out, possibly including the investigation of joint meteorological and 
epidemiological occurrences and their correlation with final yield 
reduction. For example, improved values of the correlation coefficients 
might be forthcoming from a consideration of dew day number in 
conjunction with cumulated average ambient temperature, or from dew day 
number and some measure of the disease present on the day of the tabular 
encounter. 
Wi th regard to the present study, dew day number was deemed to 
exhibit adequate correlation with yield reduction, despite the results of 
analysis which suggested that there were limits to the usefulness of this 
relationship. Dew day number, therefore, was used to identify a number 
of sets of posterior yield reduction percentage distributions, for each 
of the twenty-one trials under consideration. 
8.3 Derivation of the Decision Tables 
8.3.1 Identification of the Posterior Distributions 
Decision table encounters ~ere investigated for the following four 
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numbers of days post-onset: X7 , X15 , X25 and X35 • The actual 
encounters set up for each of the twenty-one trials differed depending on 
the trial in question, because of the disparate length of the epidemics 
involved; for instance, a number of epidemics lasted less than 25 days, 
making any decision analysis 3S days post-onset meaningless. It was 
envisaged that three encounters would be set up for each trial (i.e., 
three sets of posterior distributions would be defined for each 
combination of sowing and onset quantile); for example, these would take 
place at X7, X15 and X25 for a short epidemic, and at X15 , X25 and X35 
for a long epidemic. One reason for the generation of 300 epidemics for 
each trial was that a subsample of 100 could be used in the derivation of 
each set of three posterior distributions (section 8.2.3). However, it 
became clear that for a number of the trials of medium duration, useful 
decision tables could be derived for all four numbers of days post-onset. 
Posterior pdfs were defined, therefore, for a number of the trials at all 
four dates, the first subsample of 100 replicates being used twice for 
each of the relevant trials. Most of the analysis was carried out using 
the computer 'package Minitab (Ryan et !l., 1981). 
The first subsample of 100 replicates for each trial was used for 
the analysis of onset pl us seven days, Xl" In vi ew of the rel ati vely 
rare occurrence of more than three dew days in any seven consecutive days 
in the period December to February in Canterbury, four posterior 
distributions were defined for each trial, on the basis of four different 
dew day numbers: 0, 1, 2, and 3 or more dew days withi n thi s seven day 
period, denoted DO, 01, O2 and 03,7. The distributions obtained when 
each subsampl e was spl it up according to these occurrences, and the 
number of cases, are shown in Table 8.7. For example, for trial (1,1), 
there were 27 simulated epidemics where no dew days were experienced in 
the first seven days of the disease; this sample of 27 exhibited a mean 
of 0.71, yield reduction and a variance of 0.9. Twenty-two epidemics 
were simulated which experienced between three and seven dew days within 
this time; this sample had a mean of 11.4~ yield reduction and a 
variance of 282.2. 
The second subsample (of 100 replicates for each trial) was used 
for defining the posterior yield reduction distributions at onset plus 
fifteen days, X1S • The prior pdfs were each categorized into five 
posterior pdfs, shown in Table 8.B. The changing distribution of dew 
Tri al DO 01 O2 03 7 Length , 2 2 s2 s2 code n x s n x s n x n x 
(1,1) 2 27 0.7 0.9 21 4.5 182.3 30 6.7 116.6 22 11.4 282.2 
(1,2) 1 56 0.1 0.0 30 1.2 5.0 12 1.0 0.6 2 3.2 0.1 
(2,1) 3 32 12.4 265.7 35 16.9 198.8 19 22.9 368.6 14 14.5 216.1 
(2,2) 2 59 6.4 25.7 31 25.2 228.0 8 25.3 30.0 2 30.7 67.1 
(2,3) 1 45 0.4 0.0 23 1.4 7.7 21 1.7 4.3 11 3.7 12.5 
(3,1) 4 27 15.7 158.8 32 23.6 289.0 22 22.5 299.3 19 16.8 269.0 
(3,2) 3 62 15.2 169.0 29 16.9 272.3 7 37.5 295.8 2 21.8 888.0 
(3,3) 2 48 2.6 18.9 27 11.2 74.5 16 17.8 33.5 9 14.9 62.6 
(3,4) 1 21 0.3 0.0 28 0.6 0.1 17 1.6 3.7 34 2.4 8.4 
(4,1) 4 33 4.9 108.2 34 2.1 10.3 19 1.5 9.0 14 4.7 134.6 
(4,2) 3 61 3.3 59.9 32 4.4 44.4 5 10.0 364.8 2 4.3 7.0 
(4,3) 2 43 1.1 4.6 32 4.1 54.8 20 5.1 29.8 5 5.1 17.4 
(4,4) 1 37 0.0 0.0 28 0.4 0.3 18 0.6 0.2 17 2.1 7.4 
(5,2) 4 59 6.5 100.0 31 10.7 324.0 9 8.7 96.2 1 2.1 
(5,3) 3 38 3.9 54.5 31 8.5 144.0 17 11.4 237.2 14 14.6 392.0 
(5,4) 2 35 0.5 0.6 18 1.1 2.4 14 4.4 72.3 33 5.4 62.4 
(5,5) 1 14 0.2 0.0 23 0.7 0.5 29 0.7 0.0 34 0.8 0.2 
(6,3) 4 35 6.9 125.4 29 11.3 269.0 19 11.1 313.3 17 3.9 18.1 
(6,4) 3 39 2.9 24.6 25 8.8 108.2 16 13.5 424.4 20 19.7 400.0 
(6,5) 2 14 0.4 0.4 22 2.1 15.0 30 1.5 3.4 34 4.4 19.3 
(6,6) 1 11 0.1 0.0 25 0.3 0.1 15 0.5 0.1 49 0.6 0.2 
Note : - trial code: sowing quantile, disease onset quantile, followed by epidemic length group; 
-
0i = ! dew days within seven days of disease onset. 
TABLE 8.7 YIELD LOSS DISTRIBUTIONS, ONSET PLUS SEVEN DAYS: SAMPLE SIZE, MEAN AND VARIANCE 
N 
N 
-.....J 
Tr; al DO D1 D2 D3 °4 15' Length , 
code n x s2 n x 52 n x s2 n )1. 52 n 5{ 52 
(1,1) 2 15 0.1 0.1 31 1.1 9.7 19 3.8 37.4 17 5.9 73.8 18 8.7 272 .3 
(1,2) 1 23 0.1 0.0 26 0.3 0.1 24 0.7 0.5 18 D.6 0.6 9 0.8 0.5 
(2,1) 3 19 5.6 45.2 26 17.7 262.4 24 17.9 237.2 15 22.6 484.0 16 21.4 376.4 (2,2) 2 30 3.7 0.8 25 12.4 71.1 19 20.5 161.3 17 26.0 171.6 9 30.3 265.7 
(2,3) 1 12 0.4 0.0 24 0.9 3.1 19 2.5 17.0 18 2.1 15.0 27 1.9 10.3 
(3,1) 4 13 18.1 302.8 22 24.7 282.2 25 14.7 262.4 19 19.6 246.5 21 21.9 275.6 
(3,2) 3 29 5.1 55.1 30 11.6 118.8 19 22.8 148.8 14 29.3 240.3 8 27.9 72 .3 
(3,3) 2 16 0.7 0.1 21 6.6 56.3 21 9.3 72.3 23 12.7 49.6 19 17.5 56.3 
(3,4) 1 13 0.3 0.0 20 0.5 0.4 20 0.7 0.6 19 1.8 6.6 28 2.4 9.8 
(4,1) 4 24 5.6 185.0 16 4.4 123.2 25 2.7 20.3 17 9.8 222.0 18 4.0 161.3 
(4,2) 3 28 3.0 28.1 33 3.5 98.0 24 4.2 201.6 8 8.4 74.6 7 2.4 2.8 
(4,3) 2 13 0.0 0.0 21 0.5 0.5 21 1.6 2.0 21 1.5 2.4 24 7.6 134.6 (4,4) 1 3 0.0 0.0 13 0.1 0.0 16 0.1 0.0 13 0.4 0.2 55 1.1 2.9 
(5,2) 4 22 3.3 38.2 29 5.7 198.8 26 10.1 163.8 15 2.8 33.9 8 11.5 364.8 
(5,3) 3 13 0.9 1.3 17 1.4 12.8 32 3.6 26.1 8 18.3 282.2 30 11.5 127.7 
(5,4) 2 * 17 0.3 0.2 45 1.9 12.4 15 3.2 8.9 13 10.0 54.9 10 11.0 78.9 
(5,5) 1 * 5 0.3 0.0 33 0.7 0.1 31 0.9 0.5 29 1.5 1.5 2 5.0 35.1 
(6,3) 4 14 3.7 41.4 26 6.8 79.6 19 12.8 176.9 12 5.7 169.0 29 11.1 185.0 
(6,4) 3 * 20 0.6 1.0 37 2.8 20.4 23 15.6 140.4 15 13.3 225.0 6 19.6 146.4 
(6,5) 2 * 12 0.2 0.2 23 2.0 23.0 40 2.9 24.7 18 4.8 26.6 7 5.4 14.1 
(6,6) 1 * 6 0.5 0.0 24 0.7 0.1 39 0.9 0.2 25 0.8 0.1 7 1.1 0.3 
* DO 1 , D2 3 , 04 5 , 06 7 , 08 15 , 
Note - trial code: sowing quantile, disease onset quantile, followed by epidemic length group; 
- o. = i dew days within fifteen days of disease onset. 
1 -
N 
N 
TABLE 8.8 YIELD LOSS DISTRIBUTIONS, ONSET PLUS FIFTEEN DAYS: SAMPLE SIZE, MEAN AND VARIANCE co 
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day occurrence over the period December to March made it impossible to 
define a single dew-day-number classification (i.e., the way in which the 
100 replicates for each trial were grouped, on the basis of dew day 
number in fifteen days post-onset, to produce the set of posterior pdfs) 
suitable for all trials; for instance, the number of cases with zero dew 
days within 15 days of onset changed radically, depending on the half-
month. Thus for trial (6,5), there were not enough data relating to 
zero dew days within 15 days of onset to define adequately a pdf, DO; in 
this instance, the distribution included all epidemics which experienced 
zero or one dew day within 15 days of onset, DO 1. For this trial and 
, 
trials (5,4), (5,5), (6,4) and (6,6), the definition of the set of Di is 
given in the last row of Table 8.8. 
Table 8.9 shows the posterior pdfs obtained from the third 
subsampl e, at 25 days post-onset, X25 . Five cl assificati ons of dew 
occurrence had to be used to ensure that an adequate numbers of 
replicates went to define the new pdf, and again five posterior 
di stributi ons were obtai ned. An i ndicati on of the differences between 
posterior distributions is given in Figure 8.5, which shows the pdfs 
obtained for trial (2,2). The shorter epidemics were excluded from 
Table 8.9, since these had concluded by onset plus 15 days. 
The longest epidemics were analysed at thirty-five days 
post-onset, X35 ; the results are given in Table 8.10. Five posterior 
di stri butions, agai n usi ng fi ve dew occurrence cl assificati ons, were 
obtained. The same subsampl e was used for this analysis as for the 
analysis at Xl; the data in Tables 8.1 and 8.10 are thus not 
statistically independent, although only seven trials were eventually 
included in both Xl and X35 decision tables. The need for different 
dew-day-number classifications is illustrated by the variable nature of 
dew day occurrence in Figure 8.6; this shows a sequence of simulated dew 
occurrence di stri buti ons for various numbers of days subsequent to 24 
January (onset quantile 4), with a sample size of 300. 
Clearly, much information is lost through the combination of dew 
day occurrences into five cells only; for example, with trial (6,4) and 
X35 , the most extreme cell incorporated all the dew days in the range 11 
to 35; the relevant pdf had a mean of 21.9'1, yield loss. There were 
eight instances of fifteen dew days within the 35-day period in the 
Tri al 00 ,1 O2 03 04 05 25 Length , 2 2 s2 s2 code n x s n x s n x n x n x 
(1,1) 2 35 0.2 0.2 18 0.9 1.7 23 1.7 3.8 15 6.2 118.8 9 12.4 
(2,1) 3 23 8.9 148.8 29 17.7 213.2 23 19.9 309.8 10 21.1 249.6 15 16.1 (2,2) 2 24 6.8 40.1 15 10.1 42.4 20 16.2 153.8 21 20.0 213.2 20 21.5 
(3,1). 4 21 16.8 198.8 35 19.7 228.0 14 25.0 219.0 18 24.6 234.1 12 22.7 (3,2) 3 39 2.3 16.8 19 8.7 69.2 15 20.9 98.6 16 16.7 102.0 11 32.5 (3,3) 2 * 18 2.0 6.2 22 4.3 24.3 28 8.1 58.4 22 13.2 83.9 10 20.3 
(4,1) 4 28 3.5 43.6 24 4.6 60.1 17 1.9 12.7 11 1.8 15.2 20 9.4 (4,2) 3 26 1.6 9.4 23 1.4 1.8 21 3.9 43.4 15 2.8 23.9 15 6.0 (4,3) 2 * 15 0.2 0.3 25 0.7 2.8 28 2.5 52.1 20 4.0 18.5 12 8.6 
(5,2) 4 29 0.8 1.4 19 4.6 90.8 23 6.8 110.3 12 8.9 112.4 17 3.3 
(5,3) 3 * 16 0.1 0.0 28 2.3 19.8 26 7.6 70.7 19 8.2 76.0 11 11.4 (5,4) 2 # 16 0.1 0.0 23 1.0 4.0 28 1.8 9.4 18 4.2 33.4 15 7.9 
(6,3) 4 * 15 1.7 4.5 25 4.2 32.1 27 8.7 210.3 22 18.5 327.6 11 12.3 (6,4) 3 & 12 0.1 0.0 22 1.6 2.1 30 5.4 54.3 22 9.5 81.7 14 21.8 
(6,5) 2 e 20 0.9 1.1 21 1.5 12.6 30 1.6 1.9 15 5.8 39.8 14 3.4 
* 0 0 0 0 0 # 00,1 02,3 04,5 06,7 08,25 
& 00,3 04,5 06,7 08 ,9 010 ,25 
©oO,2 03,4 05,6 07,8 09,25 
0,4 5,6 7,8 9,10 11 ,25 
Note - trial code: sowing quantile, disease onset quantile, followed by epidemic length group; 
, . 
. 1 
.-f:·'· 
, 
- 0i = ! dew days within twenty-five days of disease onset. 
TABLE 8.9 YIELD LOSS DISTRIBUTIONS, ONSET PLUS TWENTY-FIVE DAYS: SAMPLE SIZE, MEAN AND VARIANCE 
':; 
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FIGURE 8.5 continued 
Tri al 00 ,2 03 04 05 06 35 Length , 2 s2 s2 s2 code n x s n x n x n x n x 
( 1,1) 2 18 0.7 1.9 20 0.8 0.6 12 5.8 320.4 19 5.8 148.8 30 11.8 
(2,1) 3 28 9.0 108.2 20 13.9 295.8 13 22.7 299.3 12 15.4 158.8 26 22.9 
(3,1) 4 19 10.2 80.1 24 18.2 193.2 21 21.8 295.8 18 25.6 292.4 18 24.8 (3,2) . 3 * 8 2.0 9.1 30 8.4 75.0 29 19.3 269.0 20 27.2 201.6 13 27.9 
(4,1) 4 * 11 0.0 0.0 24 2.4 28.7 44 3.2 36.4 14 1.8 3.1 6 17.4 (4,2) 3 & 27 0.4 1.2 22 1.3 5.3 26 3.9 24.5 13 5.1 42.3 11 17.8 
(4,3) 2 # 15 0.4 0.5 22 1.6 5.2 21 0.9 1.3 21 3.9 37.6 20 8.2 
(5,2) 4 * 11 2.6 37.3 18 1.0 9.2 30 6.2 96.2 27 10.6 121.1 13 21.3 (5,3) 3 # 12 0.3 0.4 24 0.6 1.3 22 6.0 60.4 15 7.4 116.6 26 20.4 
(6,3) 4 # 7 0.5 0.3 23 3.0 37.3 26 11.8 231.0 21 5.4 34.7 23 15.3 
(6,4) 3 e 8 0.0 0.0 26 0.9 1.3 16 4.4 35.3 23 11.2 219.0 27 21. 9 
* 0 0 0 0 0 & 0°,1 02,3 04,5 06,7 08,35 
# 0°,2 03,4 05,6 07,8 09,35 
© 0°,3 04,5 06,7 08,9 010 ,35 0,4 5,6 7,8 9,10 11 ,35 
Note - trial code: sowing quantile, disease onset quantile, followed by epidemic length group; 
- o. = i dew days within thirty-five days of disease onset. 
1 -
TABLE 8.10 YIELD LOSS DISTRIBUTIONS, ONSET PLUS THIRTY-FIVE DAYS: SAMPLE SIZE, MEAN AND VARIANCE 
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334.9 
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subsample, with a mean value of 24.6't yield loss, a difference of 2.7't 
which was lost to the analysis because of the cell width. In this case, 
the difference is not likely to be important, since both pdfs would 
clearly lead to a recommendation to spray. At smaller expected values, 
the problem of useful infonnation being obscured in such large cells 
could be expectd to become more acute. However, there is a limit to the 
number of cells or pdfs which may be defined for a given number of 
replicates; even with the four or five cells used in the present study, 
some pdfs had to be defined on the basis of few replicates. 
Finally, the movement of the mean and variance of a particular 
pdf, when Di is kept constant and DATE is moved towards the end of the 
season, is illustrated in Figure 8.7; the path of trial (6,4) in EV 
space is depicted, for D3, D6 and D9 at various numbers of days 
pos t-onset. As mi ght have been expec ted, the vari ance and mean tended 
to decrease markedly as Xi increased; for example, six dew days within 
the fi rst ten days of an epi demic woul d tend to be potenti ally far more 
damaging than six dew days within the first forty days of the same 
epidemic. The small variance of D9 at X20 may be attributed to the 
small sample size of this pdf (n = 9). 
The expected value of the posterior yield reduction distributions 
tended to increase as Di increased (s~e Figure 8.5, for example), for the 
majority of the data in Tables 8.7 to 8.10; the most noticeable 
instances of contrary or apparently random movement of the mean wi th 
increasing Df occurred in Table 8.7, for the longest epidemics (length 
group 4) at X7• This behaviour related to the poor correlations between 
dew day number and yield reduction in the early stages of these long 
epidemics, noted above in the discussion of Table 8.6. It was therefore 
decided to exclude the four trials of epidemic length group 4 from the X7 
decision tables. Other inconsistencies in the movement of the mean 
remained, and some resulted in concomitant inconsistencies in the 
recommendations in the decision tables themselves; these are discussed 
in the following section. 
8.3.2 Decision Tables 
The final step in the analysis was the replacement of the pdf data 
in Tables 8.7 to 8.10 with the appropriate recommendation. In assigning 
'.-." '-
r 
237 
o 50 100 150 200 250 300 
Variance 
FIGURE 8.7 MOVEMENT OF MEAN AND VARIANCE OF THE YIELD REDUCTION PDF, 
TRIAL (6,4), WITH INCREASING DAY NUMBER 
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the recommendati on to spray or not to spray to each di stributi on, three 
factors had to be considered: the attitude of the decision maker to 
risk, his estimate of expected yield, and the set of prices and costs 
pertaining to the spraying decision. In order to simplify the tables 
somewhat, it was assumed that the revenue and spraying costs would 
continue in approximately 
Zealand over recent years. 
be derived on the basis of 
the same ratio as has been exhibited in New 
With this assumption, decision tables could 
expected yield and attitude to risk. 
It was apparent that for many of the yield reduction distributions 
in Tables 8.7 to 8.10, an unequivocal recommendation could be identified 
regardless of expected yield and attitude to risk; with the assumption 
of a fixed cost:revenue ratio, for example, an expected yield reduction 
of 0.1 per cent would always lead to a recommendation against spraying, 
whilst one of 15 per cent would always lead to the recommendation to 
spray. These unequivocal recommendations (lispray now ll (S), or lido not 
sprayll (.)), unaffected by expected yield or attitude to risk, are given 
in the primary tables for X7, X15 , X25 , and X35 (Table 8.11). The third 
type of entry in the primary tables consists of an integer, indicating 
that the particular pdf is in the critical range where more information 
is required from the decision maker before an unequivocal recommendation 
can be identified. For such entries, the secondary table may be used to 
obtain the recommendation appropriate to the decision maker's attitude to 
risk and his estimate of expected yield. 
The recommendations in the secondary tables for each of X7, X1S ' 
X2S and X35 were derived for integer values of expected yield, in tonnes 
per hectare, over the range 3.0 to 8.0. Three attitudes to risk are 
considered: the appropriate recommendation may be identified for values 
. of the coefficient of partial risk aversion of 0.0 (risk neutrality), 1.1 
and 2.2. The value of the CPRA of 1.1 corresponds to the median value 
of the sample of twelve farmers described in Chapter 7, while the value 
of 2.2 represents a more severely risk-averse attitude. In the 
secondary tables, there are therefore four types of recommendation: 
spray regardl ess of ri sk atti tude (IISII) , do not spray regardl ess of ri sk 
attitude (11.11), spray only if severely risk averse (11*11, CPRA ~ 2.2), and 
spray if at least moderately risk averse (11*+11, CPRA ~ 1.1). The 
recommendations in each cell were obtained using the certainty equivalent 
approach described in section 7.3, using the relevant values of the CPRA. 
PRIMARY TAB L E SEC 0 N DAR Y TAB L E 
QUANTILE DEW DAYS OBSERVED EXPECTED YIELD, T/HA 
Sown Onset (Length 0 1 2 3 - 7 Number 3 4 5 6 7 8 
Code ) 
1 1 (2) 1 2 S 1 * * *+ *+ *+ S 
2 (1) 2 * S S S S S 
3 S S S S S 
2 1 (3 ) S S S S 4 * *+ 
2 (2) 3 S S S 5 * *+ 
3 (1) 6 S S S 
7 S S S 
3 2 (3) S S S S 8 * *+ S . 
3 (2) S S S 9 *+ S S $ 
4 (1) 10 $ 
4 2 (3) 4 $ 
3 (2) 5 6 7 
4 (1) 
5 3 (3) S S $ 
4 (2) 8 9 
5 (1) 
6 4 (3) S S S 
5 (2) 10 
6 (1) 
Note: II II do not spray, 11$11 spray, IIi II enter secondary table Note: II. II do not spray, 11$11 spray, . 
on right, at i and expected yield. 11*11 spray if severely ri sk 
averse, 11*+11 spray if at 
least moderately risk averse. 
TABLE 8.11 DECISION TABLES i) ONSET PLUS SEVEN DAYS 
N 
w 
W 
PRIMARY TAB L E SEC 0 N DAR Y TAB L E 
QUANTILE DEW DAYS OBSERVED EXPECTED YIELD, T/HA 
Sown Onset (Length 0 1 2 3 4 - 15 Number 3 4 5 6 7 8 
Code) 
1 1 (2) 1 S 1 *+ S S S S 
2 (1) 2 S S S S 
3 * S S S 
2 1 (3) 2 S S S S 4 S S S S S 
2 (2) S s S S 5 * *+ S S S S 
3 (1) 6 * * *+ *+ *+ 
7 * * *+ *+ *+ 
3 1 (4) S S S S S 8 * * *+ *+ *+ *+ 
2 (3) 3 s S S S 9 *+ S S S S S 
3 (2) 4 S S S 10 * *+ S S S S 
4 (1) 11 . . *+ S S 
12 * S S S S S 
4 1 (4) 5 6 S 7 13 * *+ S S S S 
2 (3) 8 s 14 * S S 
3 (2) 9 15 * S S S 
4 (1) 
5 2 (4) 10 s S 
3 (3) * S S 
4 (2) * S S 
5 (1) 11 
6 3 (4) * 12 13 S 
4 (3) * s S S 
5 (2) * 14 15 
6 (1) 
dew days * 0-1 2-3 4-5 6-7 8-15 
Note: II. II do not spray, IISII spray, IIi II enter secondary tabl e Note: II. II do not spray, IISII spray, 
on right, ati and expected yield. 11*11 spray if severely risk 
averse, 11*+11 sfray if at N 
least moderate y risk averse. ~ 0 
TABLE 8.11 DECISION TABLES ii) ONSET PLUS FIFTEEN DAYS 
I 
P .R I MAR Y TAB L E SEC 0 N DAR Y TAB L E 
QUANTILE DEW DAYS OBSERVED EXPECTED YIELD, T/HA 
Sown Onset (Length 0-1 2 3 4 5 - 25 Number 3 4 5 6 7 8 
Code) 
1 1 (2) 1 S 1 * *+ S S S S 
2 S S S S S 
2 1 (3) S S S S S 3 *+ 
2 (2) 2 S S S S 4 * *+ S 
5 * 
3 1 (4) S S S S S 6 *+ S S S S 
2 (3) S S S S 7 * *+ *+ S . 
3 (2) * 3 S S S 8 * S S S S S 
9 *+ S S S S S 
4 1 (4) 4 . S 10 *+ 
2 (3 ) 5 6 11 * 
3 (2) * S 12 *+ S S S 
13 S S S S 
5 2 (4) 7 8 S 
3 (3) * 9 S S 
4 (2) # 10 S 
6 3 (4) * 11 S S S 
4 (3) © 12 S S 
5 (2) '.t 13 
dew days * 0-1 2-3 4-5 6-7 8-25 
# 0-3 4-5 6-7 8-9 10-25 
© 0-2 3-4 5-6 7-8 9-25 
'.t 0-4 5-6 7-8 9-10 11-25 
Note: 11.11 do not spray, IISII spray, 11;11 enter secondary table Note: 11.11 do not spray, IISII spray, 
on right, at i and expected yield. 11*11 spray if severely risk 
averse, 11*+" spray if at 
least moderately risk averse. 
N 
.po 
TABLE 8.11 DECISION TABLES iii) ONSET PLUS TWENTY-FIVE DAYS .... 
Sown 
1 
2 
3 
4 
5 
6 
Note: 
PRIMARY TAB L E 5 E CON DAR Y TAB L E 
I 
QUANTILE DEW DAY5 OB5ERVED EXPECTED YIELD, T/HA 
Onset (Length 0-2 3 4 5 6 - 35 Number 3 4 5 6 7 8 
Code} 
1 (2) 1 2 S 1 * *+ 5 S S 5 
2 * *+ 5 5 5 5 
1 (3) S S S 5 5 3 * S S S . 
4 *+ 5 5 5 5 
1 (4) S S S S S 5 . *+ S S S S 
2 (3) * S 5 5 5 6 *+ 5 5 5 5 5 
7 *+ 5 5 5 
1 (4) * 5 8 * S . 
2 (3) # 3 S 
3 (2) © S 
2 (4) * 4 S S 
3 (3) © 5 6 S 
3 (4) © S 7 S 
4 (3) 't 8 S 5 
( dew days * 0-1 2-3 4-5 6-7 8-35 
# 0-2 3-4 5-6 7-8 9-35 
© 0-3 4-5 6-7 8-9 10-35 
't 0-4 5-6 7-8 9-10 11-35 
"." do not spray, "5" spray, "i" enter secondary tabl e Note: "." do not spray, "5" spray, 
on right, at i and expected yield. "*" spray if severely ri sk 
averse, "*+" spray if at 
least moderately risk averse. 
TABLE 8.11 DECISION TABLES ;v) ONSET PLUS THIRTY-FIVE DAYS 
N 
+=-
N 
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For the 276 cells which went to make up all the secondary tables, 67 
required knowledge of the decision maker's attitude to risk, of which 29 
related to severe risk aversion (CPRA = 2.2). 
Use of the decision tables may be illustrated as follows: if a 
crop was planted during the period 1 to 15 October (sowing quantile 1), 
and disease was first observed during the period 1 to 15 December 
(disease onset quantile 1), then if no dew days were observed in the 
seven days subsequent to onset, spraying would not be recommended (from 
the primary table). If, however, one dew day was experienced within 
this time, the secondary table for X7 would be consulted; entering from 
the left on line 1, it would be seen that spraying would be recommended 
for all severely risk averse individuals, regardless of expected yield 
(in the range 3 to 8 t/ha). If the individual was only moderately risk 
averse, spraying would not be recommended for expected yields of 3 or 4 
t/ha; at an expected yield level of 8 t/ha, all individuals should 
spray, regardless of risk attitudes. 
A number of inconsistencies were apparent in the decision tables. 
For example, for trial (4,2) at XIS' spraying was not recommended if 
between four and fifteen dew days were observed, whil st sprayi ng was 
rec ommended if three dew day s were ob served. Suc h cases may be 
attributable either to the poor correlations between yield reduction and 
dew day number, or to problems caus"ed by sparse data: it is possible 
that such inconsistencies would not be found with a sample size greatly 
in excess of 100 replicates. 
8.4 Assessment and Discussion 
The reconvnendations contained in the decision tables were tested 
us i ng the vali dati on tri al s Tl to T4 (Chapter 6), and the hi storical 
weather sequences from 1971 to 1982. For each trial in each season, the 
appropri ate hi storical recommendati on was found by reference to Tabl e 
7.8. If this pseudo-historical yield reduction fell in the critical 
range of approximately three to eight per cent, the recommendation was 
judged equ i voc a 1 ( i . e., dependent on expec ted y i e 1 d and degree of ri sk 
aversi on). Each trial was assigned the relevant identification numbers; 
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for instance, trial T1 was sown in sowing quantile 3 and disease was 
first observed in disease onset quantile 2. For the appropriate 
encounters at X7 , X15 , X25 and X35 , the number of dew days wi thi n the 
relevant number of days of disease onset was ascertained from the 
historical records, and the decision tables consulted to find the 
recommended strategy. For example, onset occurred for trial T1 on 24 
December; in 1971, no dew days were experienced in the first seven days 
post-onset, and consultation of the X7 primary table for trial (3,2) and 
DO leads to the recommendation to spray. 
The resul ts for all four tri al s for the twelve seasons 1971 to 
1982 are given in Table 8.12, in tenns of the sequence of recomm,endations 
produced for each trial in each season at the relevant tabular 
encounters, together with the historical recommendation. In a number of 
instances, unequi vocal recommendati ons coul d not be produced. If it 
were assumed that, for such cases, "+" in Table 8.12 was replaced by 
"spray" (5) or lido not spray" (N), whichever led to better agreement 
between the historical event and the sequence of recommendations produced 
at successhe tabular encounters, then of the 48 cases considered, 31 
gave the correct recommendati on by the second encounter at the 1 atest3; 
this constituted a success rate of some 65~. It may be noted that for a 
number of the combinations of sowing and disease onset dates (for 
example, (2,1), (2,2) and (3,1)), spraying was almost always recommended, 
regardl ess of the number of dew days 'experi enced. 5imil arly, sprayi ng 
would never be recommended for combinations (1,2), (2,3), (3,4), (4,4) 
and (6,6). It is unlikely that, in reality, such combinations are 
either so damage-prone to (or so risk-free from) the threat of disease. 
The margin for error in the procedure described above is 
extenshe, even if the basic assumption is tenable, viz. a pdf of yield 
reductions can be described in tenns of the func ti onal relationship 
3 For exampl e, T3 (1981) produced the hi storical recommendati on of "do 
not spray", N; the sequence obtained from the dec i s i on tables was (+, N, 
+) at 7, 15 and 25 days after disease onset for the 1981 season; in view 
of the hi storical recommendation, the "bestll sequence woul d be obtai ned 
by replacing the two II+IIS with "N"s, to give (N, N, N). On the other 
hand, the "best" sequence for T4 (1976) would be obtained by replacing 
( +, +, +) wi th (5, 5, 5). 
. - ~ - - -- _. --
SEASON TRIAL 
T1 quantiles (3,2) T2 quantiles (6,3) T3 quantiles (2,2) T4 quantiles (5,2) 
hist X7 X15 X25 X35 hist X15 X25 X35 hist X7 X15 X25 hist X15 X25 X35 
1971 + S S S S + + S S N N N S N N + + 
1972 N S N N N N N N N N N N N N N N N 
1973 N S S N N . N N N N N S S S N + + N 
1974 N S N N N N N N N N N N N N .N N N 
1975 S S S S S + N S S N N S S S N S S 
1976 N S S S S N N S S N S S S S + + + 
1977 N S N N N S N S + N S S N N N N N 
1978 S S S S S N N S S N S S S N + S + 
1979 S S S S S S S S S N S S S S N N S 
1980 N S S S S N + N N N S S S N + + N 
1981 N S S S S N N N N N + N + N + N N 
1982 N S S N S N N N N N S S S N + + N 
Note: "S" spray, "N" do not spray, "+" recommendation dependent on yield and risk aversion; 
"hist" is the reconmendation corresponding to the historical yield reduction, and X. is the 
reconmendation derived l days post-onset. ' 
TABLE 8.12 RECOMMENDATIONS OBTAINED FROM THE DECISION TABLES, TRIALS T1 TO T4, 1971 TO 1982 
N 
+:> 
(j1 
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f (Y R) = ( I SOW, 1ST ART, DATE) (- 8.3) 
Conceptually, the resul ts gi ven in Tabl e 8.12 are at most of 1 imi ted 
value, since the pseudo-historical epidemics were products of BARSIM 
itself. Indeed, only four of these epidemics could be checked with 
actual events in the field (trials T1 and T2 in the 1979 season, and 
trials T3 and T4 in the 1976 season). The objective validation of such 
decision tables would necessitate firstly the analysis of a larger number 
of replicates for each of the constituent pdfs, in an attempt to overcome 
the inconsistencies noted above, and secondly the comparison of 
recommendations produced from tabul ar encounters wi th the information 
system wi th the recommendati ons produced wi th the benefi t of hi nds i ght 
(i .e., perfect information) for a series of trial s carried out in the 
1984 season, for example, thus ensuring complete independence of the 
validation data. 
From a practical viewpoint, the potential problems and 
inaccuracies in BARSIM, WEATHER, and the spread of disease onto the top 
leaves of tillers, have been noted above. The cropping details of the 
epi demics i nvol ved may account for some inaccuracy, as may the broad 
quantiles of dates of sowing and disease onset. It is apparent that the 
simular experimentation in the present study placed a considerable burden 
on the simulation of weather parameters, although stern subjective 
validation tests were provided thereby. Interpretational problems 
remain; in the absence of real-world validation data, it is essentially 
unknown which components of the information system are primarily 
responsible for the lack of accuracy. 
It would seem desirable to be able to relate observed field 
conditions to the decision making process, by way of disease updates, 
where appreciable lengths of time elapse between disease onset and the 
day a recommendation is required. The use of BARSIM would normally 
enable this to be done; at the second or third "tables~ encounter, it is 
likely that much information would be lost by not incorporating updates: 
the revised yield reduction pdfs of the tables could have been revised 
further by using FUNGINFO. This would appear to constitute the major 
drawback. of the use of such decision tables; it is not straight-forward 
to make them situation-specific, although there are no conceptual 
barri ers which prohi bi t the i ncorporati on of observed di sease 1 evel sin 
such tables. The costs of such additions reside principally in the 
247 
costs of derivation and in a more complicated procedure for the decision 
maker. 
The use of decision tables might be expected to be most useful in 
situations where the effects of their drawbacks could be minimised. 
Such situations would tend to be those where an early-warning of a 
potentially damaging epidemic is needed, and where this warning could be 
obtained with minimal (or non-existent) use of computing facilities, and 
minimal input of time and effort on the part of the decision maker. 
* * * 
The decision table approach constitutes one solution to the 
problem of the implementation of FUNGINFO. If risk is seen as being of 
only marginal importance in the information system, then the question of 
whether risk should be incorporated in the decision making process (the 
subject of Chapter 7) may be restated in terms of the facility, or 
otherwise, with which it can be incorporated in the strategy assessment 
procedure. The modus operandi of such tables is built upon simplicity 
of application. The extent of an individual's aversion to risk is not a 
personal characteristic which a decision maker can be expected to 
quantify on .! priori grounds (Le., it has to be derived explicitly). 
Indeed, there may be some doubt as to whether an individual can estimate 
his own level of risk aversion at all;' however, a user of the decision 
tabl es is requi red only to assess himsel f as ri sk neutral, moderately 
risk averse or severely risk averse. This method of implementation 
imposes a severe restricti on on the way in which ri sk can be 
incorporated: if it is to be included at all, it must be simple, 
otherwi se the purpose of the impl ementati on method is defeated. 
Decision tables could be derived on the basis of a whole range of values 
of the CPRA, but they could not be used in any simple fashion, without 
necessitating the derivation of the CPRA for each decision maker. 
Other methods of implementation may beget different ways of 
incorporating risk, or they may impose other kinds of restrictions. 
Some of these are considered in the concluding chapter, in an overall 
assessment of the role of FUNGINFO, risk and uncertainty, and the 
furtherance of farmer-orientated epidemiological research. 
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CHAPTER 9 
Conclusions 
The revision of probabilities in response to events and inputs of 
information provides the conceptual basis for FUNGINFO operating in a 
decision-support framework. Bayes' theorem, as an established result of 
classical probability theory, is non-contentious; on the basis that the 
foundation of the information system is sound, FUNGINFO is considered 
from three viewpoints: its design, the value and use of its recommen-
dations, and its implementation. 
9.1 Design 
In the design and building of the information system, BARSIM was 
used as an example of a black box biological simulation model. The 
nature of such a biological component has been seen to have important 
implications for the utility of the system within which it is embedded. 
In viewing the remainder of FUNGINFO as skeletal, it is possible to 
identify a number of characteristics which the black box, in such a 
situation, should be able to exhibit: 
- it should be capable of the generation of much of its own input 
data, or at least the input data should be of such a form as enables them 
to be generated somewhere in the system. In the present study, for 
example, the green leaf area regression functions alleviated the need for 
the entry of extensive crop growth data by the user; a number of such 
features were built into BARSIM; 
- simulation parameters should be fully capable of being adjusted 
in a meaningful fashion in the light of ac.tual occurrences. Since the 
information system is required to be run at various times throughout the 
growing season, there is a need for crop growth and disease progress, as 
modelled by their respective simular components, to be updated with crop 
growth and disease progress as observed in the field; 
- it would be desirable for simulation to be capable of being 
249 
initiated at any point in the growing season, primarily to aid in the 
efficient use of computer resources. In rel ation to BARSIM, such a 
characteristic could result in disease updates being accomplished with 
reasonable facility, with subsequent calculation and instillation of the 
necessary lags and delays; 
- the effects of protection measures already taken by the decision 
maker should be capable of incorporation in the simulation components. 
For instance, the effects of different spray regimes on yield reduction 
estimates should be able to be simul ated; the effects of more than one 
spray, or the effects of using a non-eradicant fungicide, could then be 
examined, allowing an analysis of different control strategies. 
Consi derati on of the research effort and cost necessary to buil d 
such a simulation model, in view of the fact that it might well have to 
be based on causal (as opposed to essentially empirical) relationships, 
may result in considerable relaxation of these stringent criteria. 
A fundamental weakness of FUNGINFO is that the design criteria 
which spawned BARSIM-1 were not wholly adequate for the present purpose; 
the biological component has been put to a use for which it was not 
intended. The extent to which BARSIM could be made to confonn to the 
characteristics outlined above, without major structural changes, is not 
clear. If a detailed simulation model, as the result of a piece of 
basic research, is visualised as becoming part of an information system, 
then the i nfonnati on system requi rements shoul d consti tute the major 
design criteria for the simulation model and, indeed, for the associated 
research effort. The concep,tual i sati on, and possi bly the buil di ng of a 
large portion, of the information system should precede the design and 
bui 1 di ng of the detai 1 ed simul ati on model; the ul timate sui tabi 1 i ty of 
the model, if used as the black box component, is then guaranteed. The 
role of systems modell ing, within the context of basic research and the 
production of highly detailed experimental hypotheses, is illustrated in 
Figure 9.1 (Dent and Blackie, 1979). For operation within an 
information system, an additional link may be identified; the design 
criteria of the model should be set out with reference to the defined 
system, the applied system, and the modeller's conception of the role of 
the information system. 
With regard to BARSIM, possible areas for further research include 
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FIGURE 9.1 BASIC RESEARCH AND SYSTEMS SIMULATION 
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the fo 11 owi ng: 
- a mechanism is needed for modelling the spread of disease from 
the crop as a whole to the top two leaves of the primary tiller; 
the effec ts of different rust race/host culti var rel ati onshi ps 
could be examined; it may be that certain parameters (penetration ratio, 
for instance) can be adjusted simply, to account for variations in this 
relationship; 
- the derivation of a mechanism whereby epidemic simulations may 
be run from the day of encounter, incorporating the update levels of 
disease on this date; 
- exami nati on of the effec ts of different sprays on subsequent 
disease progress and resultant yield loss, and an investigation into 
whether the multiple-point model is adequate for epidemic curves which 
have been distorted (and may not be monotonically increasing) as the 
result of applications of eradicant fungicide; 
- investigation into the possibility of by-passing or reducing the 
dependence of epi demi c si mul ati ons on si mul ated weather parameters; it 
may be possible to identify periods ~ithin which a disease forecast is 
only marginally affected by the weather, or a different yield loss model 
mi ght be used, which requi red epi demics to be simul ated up to GS 73 
rather than GS 83, for instance. 
The need for these kinds of investigations might be relieved in 
part by the inclusion of.a fully mechanistic simulation model as the 
black box component of FUNGINFO. Such a model might be built around a 
crop growth component; other factors (for example, disease and the 
application of spray) would then be construed as having their final 
effect on thi s primary factor. If FUNGINFO incorporated such a 
simul ati on component, the i nformat; on system woul d thereby be rendered 
general in scope, in that disease attacks could be simulated under widely 
disparate conditions. The principles which determine the course of an 
epidemic could be identified and extracted, in an effort to simplify the 
decision making process to as great an extent as possible. Simular 
experimentation of this nature would not necessarily be 1 imited to a 
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causal model, although it would be facilitated thereby. 
It is the case that wider implications exist for a crop growth 
model of the kind envisaged above, if embedded in an information system; 
these have a bearing on the implementational aspects, considered in 
section 9.3. 
9.2 The Value of the Information System 
The successful operation of a system such as FUNGINFO, in view of 
its Bayesian foundation, is dependent upon the provision of on-site data 
by the individual user, either as disease assessment information for 
updati ng simul ati on encounters, or as envi ronmental data of a simpl e 
nature for the use of decision tables, for example. The implications 
are clear: farmers themselves should provide the major inputs to such a 
scheme. 
The potenti alva 1 ue of farmers carryi ng out thei r own di sease 
assessment, within a crop protection decision support framework, may be 
illustrated with reference to the procedure described by Webster (1977) 
for the provision of recommendations for spraying winter wheat against 
Septori a spp. in the U. K. The j udgementa 1 mean response to spray was 
calculated on the basis of four yes/no responses relating to the field 
conditions for each individual farmer at the flag leaf stage of 
development: the observation of disease, the favourability of the 
weather, the resi stance of the cul ti var, and the favourabil ity of the 
topographical conditions to Septori a development. Disease assessment 
consisted of the user recognising whether more than five per cent of the 
lower leaf area was covered with lesions. The best-bet recommendation 
could be identified by comparing the judgemental mean response to spray 
with the break-even yield response (i.e., the yield response arising from 
the application of spray, the value of which is just enough to cover the 
costs associated with spraying) for the farmer's own conditions. 
The value of such a scheme was estimated (Menz and Webster, 1981) 
in view of the costs of training farmers in Septoria recognition; it was 
assumed that ten farmers, assisted by one advisor, could achieve 
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competence in one half-day course. The expected total value was found 
to be £106,000 for the Kent wheat crop of 1978, with a benefit-cost ratio 
of 8:1 accruing to the provision of farmer-training programs. 
Educating the farmer to undertake his own disease assessment is 
likely to be worthwhile only if the value of using an information system 
has been instilled in him (if indeed there is any value accruing to its 
use). Despite the importance of the secondary costs of spray; ng, such 
as those relating to the environment, for example, the basis on which any 
information system will be judged is the primary economic benefit or cost 
to the farmer. The value of a perfect~. hordei predictor in Canterbury 
is estimated in Table 9.1. The distribution of yield reduction 
percentages was estimated by the 6300 repl icates obtained during the 
simulation experiments described in Chapter 8, whose cumulative function 
was shown in Figure 8.1. 
Three long-term strategi es were considered. The gross margi n 
associated with spraying every season, assuming the spray is applied at 
the correct time, is given by 
MV = YP(l - W/100) - (M + A) - C - 9.1 
assuming complete control of the disease, where Y is the yield and P the 
price of barley, W is the wheeling damage, (M+A) the spray and 
applicati on costs, and C represents the di rect costs associ ated with the 
barley enterprise whether spraying takes place or not. An alternative 
long-term strategy is never to spray for the disease; the money value for 
this strategy is given by 
MV = I~3=Of((yp(1 - G/lOO) I 6300) - C - 9.2 
where Gi are the estimates of the yield reduction percentage. Thirdly, 
spraying can take place according to the recommendations of the perfect 
predictor; spray will be applied if the damage is to exceed the 
break-even yield reduction (i.e., the percentage yield reduction at which 
the costs are equated with the benefits of spraying), otherwise the 
damage will be tolerated. The money value is given by 
MV = [ I~ = 1 (yp(1 - G/lOO )/n)] + 
(m/(m+n»(YP(l - W/lOO) - (M+A) - C - 9.3 
where G. are the n yi e 1 d reduc ti on percentages below the break -even 
1 -
point, and m is the number of percentages above the break-even point 
(i.e., m+n = 6300). 
254 
The money values of these three alternative long-term strategies 
are given in Table 9.1, for a particular set of prices and costs. Given 
the assumptions, a benefit of some $30 to $37 per hectare accrues to the 
use of the perfect predictor over the strategies of always spraying or 
never spraying. Three points may be noted: 
- FUNGINFO, or any other information system, is not a perfect 
predictor; 
- it is unlikely that farmers always spray or never spray for the 
disease; they would probably do better than either of these 
long-term strategies (but not as well as the perfect predictor); 
- there are monetary costs associated with the acquisition of the 
recommendation produced by the perfect predictor. In the case of 
FUNGINFO, these comprise the cost of the time spent in disease 
assessment, and the computing costs of simulation encounters. 
The effect of each of these factors is to decrease the net benefit of the 
predictor. 
A more realistic assessment of the worth of the information system 
was attempted by cons i deri ng the Bayes ian natu re of the recol11l1endati ons 
and their utility. 
The value of information may be measured in a number of ways, most 
notably by examining the increase in expected utilty resulting from the 
utilization of the information in question (Hilton, 1981). Since 
utility indeces are not comparable amongst individuals, such a 
measurement is of limited value; the worth of information may be 
converted into a monetary measure by defining it as the maximum price a 
decision maker could pay for it and still remain as well-off, in utility 
terms, as if he had not had access to the information (Byerlee and 
Anderson, 1982). This definition may be restated in terms of certainty 
equivalents; the value of the recol11l1endation produced using FUNGINFO may 
be approximated as the difference between the certainty equivalents of 
the prior and posterior utility-maximising strategies. The value of 
information is thus dependent on the individual's attitude to risk. 
It is difficult to conceive of truly representative prior and 
posterior yield reduction distributions, in view of the nature of the 
decision problem. An approximation to the prior pdf may be provided by 
the 6300 epidemics which were used for the expected value of the perfect 
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Long-term Strategy Gross Margin, $/ha/yr Benefit of the Perfect 
P redic tor, $/ha/yr 
Spray every year 682.43 + 31.10 
Never spray 676.07 + 37.46 
Use the perfec t predic tor 713 .53 
Note: 5.0 t/ha yield, $185/t price, $28.45/ha spray cost, 2.5% wheel-
ing damage, spray gives 100% control, $191/ha direct costs for 
all strategies; 
figures given: Revenue - (Spray costs, if any) - Direct costs; 
- yield reduction cumulative function used was that shown in 
Figure 8.1 (mean = 6.3%,' variance = 123.3). 
TABLE 9.1 THE EXPECTED MONETARY VALUE OF A PERFECT P. HORDEI 
PREDICTOR 
- ~'- ... -, -- .----
, .' 
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predictor in Table 9.1 (from Figure 8.1); for lack of any more suitable 
data, this might be taken as the distribution which pertains at the start 
of any particular growing season - the prior utility maximising strategy 
(UMS) is clearly to spray, for the costs and prices considered in Table 
9.1, since the expected value of the yield reduction pdf is 6.3 per cent 
(Table 8.5). Representative posterior distributions might be 
approximated by the use of all 6300 (21 trials) epidemics, divided up 
according to the number of dew days experienced within a certain number 
of days of epi demic onset. (The resul tant val ue of the i nformati on 
produced might more accurately relate to the value of the decision 
tables, rather than to the value of simulation encounters using 
FUNGINFO. ) 
Using the definition of information value noted above, and the 
estimates of the posterior distributions seven days after disease onset 
(X7), for example, then the value of the predictor is given by 7 VF =Li=O (CE(n) - CE(K))Pi - 9.4 
where n is the posterior UMS, K is the prior UMS, and Pi is the 
probability of there being ~ dew days within the first seven days 
post-onset. For example, if four pdfs are defined for the posterior 
pdfs at X7 (as for the X7 decision tables), then the prior and posterior 
UMSs for a moderately risk-averse individual may be set out as follows: 
posterior pdfs, 0i 
°0 '0 °2 °3 7 1 , 4 probability of l dew days Po PI P2 P3 Li=l Pi = 1.0 
pri or UMS (Kl S S S S 
posterior UMS ( n) NS S S S 
The posterior UMS for each distribution woul d be found in the standard 
way, i.e., after classification of the entire sample into these four 
groups, the mean (x), variance (Var[x]) and skewness (M3[x]) of each 
sample would be calculated, and substituted into equation 7.13, together 
with the decision maker's value of the CPRA (~), to give the certainty 
equivalent of each strategy, 
Xo = x - (1/2)Var[x].(s/x) + (1/6)M3[x].((s2+s )/x
2) (- 7.13) 
Comparison of CE(S) and CE(NS) would then yield the utility-maximising 
strategy. 
It is clear that in the above example, the value of the 
·,".L • _ 
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information derives solely from the distribution DO' since for all the 
other posterior pdfs, the inclusion of the new information leads to 
exactly the same recommendation. In this instance, equation 9.4 may be 
written 
VF = (CE(NS) - CE(S))pO - 9.5 
where the certainty equivalents are evaluated for the DO distribution, 
and PO refers to the relative likelihood of there being zero dew days 
within seven days of disease onset. 
Results are shown in Tables 9.2 and 9.3 for this procedure applied 
at X7 , X15 and X25 , for six values of the coefficient of partial risk 
aversion. In each case, the value of information derived only from 
those instances where the posterior and prior UMSs differed, i.e., K = S 
and n = NS. The value of the encounter increased with decreasing 
partial risk aversion, since the value was dependent on the 
recommendati on not to spray, ri sk-averse i ndi vi dua 1 s bei ng 10th not to 
apply spray (increasingly 10th with an increasing value of the CPRA). 
The value of successive encounters tended to increase for all 
individuals, as might have been expected, with the concomitant reduction 
in the variability of the yield reduction distributions as the day of 
encounter approached the end of the season. 
It may be expected that this estimation procedure under-estimated 
the val ue of simu1 ati on encounters using FUNGINFO, primarily because 
disease severity updates on the day of encounter would allow a greater 
revision of the yield reduction pdf than would be possible using decision 
tables; this is in contrast to the calculations concerning the value of 
the perfect predictor (Table 9.1), which may be expected to have over-
estimated the value of simulation encounters. Despite the crudity of 
. both these procedures, it is apparent that the primary economic benefi ts 
of a barley leaf rust information system are not particularly great, on a 
per hectare basis. However, profit maximisation, or the maximisation of 
a mono-dimensional utility function for dollars per hectare, was only a 
part of the rationale for considering a crop protection information 
system; whilst the secondary costs associated with spraying are 
difficult to quantify, they may have a large effect on benefit-cost 
estimations. In essence, there are monetary benefits from spraying only 
those epidemics which will cause yield reductions in excess of six to 
eight per cent; what may be termed the societal threshold, as opposed to 
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X7 Distribution DO 01 O2 03 7 , 
Yield Reduction % 
mean x 4.74 7.19 7.73 6.56 
vari ance s2 86.42 144.70 155.38 126.87 
skewness M3 2382.05 3973.82 4344.62 3866.11 
probability Pi 0.373 0.288 0.172 0.167 
Prior UMS, K S S S S 
Pos teri or UMS, n + S S S 
X15 Distribution DO 01 D2 D3 D4 15 , 
x 3.27 6.12 7.29 7.47 6.52 
2 53.88 124.31 138.47 149.01 127.34 s 
M3 1605.73 3594.88 3602.34 3879.11 3835.38 
Pi 0.147 0.210 0.200 0.159 0.285 
P ri or UMS, K S S S S S 
Posterior UMS, n NS S S S S 
X25 Distribution DO D1 D2 D3 D4 25 , 
x 1.80 3.48 5.78 6.81 7.49 
s2 34.25 60.73 107 .91 136.65 144.93 
M3 1564.35 1674.46 2972 .58 3686.52 4024.04 
p. 
1 
0.058 0.125 0.169 0.154 0.493 
Prior UMS, K S S S S S 
Posterior UMS, n NS + S S S 
Note: P = $185/t, Y = 5t/ha, W = 2.5%, M+A = $28.45/ha; 
- prior pdf: x = 6.26%, s2 = 123.28, M3 = 3530.72, n = 6300, all 
possible replicates were used at each Xi (thus the above are not 
statistically independent samples); 
- S = spray, NS = do not spray, + = recommendati on dependent on 
CPRA in the range -0.70 to 4.78. 
TABLE 9.2 PRIOR AND POSTERIOR UTILITY-MAXIMISING ACTIONS AT THREE 
DATES POST-ONSET 
. '. ..: ,- .. - ~ . -'. , 
... - - - - - - - ---
~-.---- -'. ----'-
CPRA 4.78 2.22 1.12 0.76 0.00 -0.70 
Distribution DO 0.77 1.49 2.88 4.01 
Distribution DO 0.25 2.02 2.62 2.79 3.13 3.41 
X25 
Distribution DO 1.18 1. 71 1.89 1.93 2.03 2.09 
01 1.37 1.93 2.10 2.42 2.68 
(tota 1 ) 1.18 3.08 3.82 4.03 4.45 4.77 
Values given are (CE(n) - CE(K))*Pi' dollars per hectare 
Note: - K is the prior UMS, n is the posterior UMS; 
- CE(K) = CE(S) = $873.43/ha throughout; 
- CE(NS) calculated using equation 7.13 and data in Table 9.2; 
TABLE 9.3 THE VALUE OF INFORMATION IN TERMS OF CERTAINTY EQUIVA-
LENTS, DOLLARS PER HECTARE, FOR SIX VALUES OF THE CPRA 
AT THREE OATES POST-ONSET 
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this economic threshold, may be very much higher. For example, if the 
entire Dutch wheat acreage in the 1980 growing season had been sprayed 
accordi ng to the recommendati ons produced by EP IPRE, the poll uti on load 
of the environment would have been reduced significantly; during the 
season, 0.8 sprays were applied by participating users, as opposed to a 
national average of 1.8, that season being relatively disease-free in the 
Netherlands (Zadoks, 1981). 
9.3 Implementation 
It is apparent that the organi sati on of an i nfonnati on system 
based on FUNGINFO is largely dependent on the level of complexity 
necessary for the production of a val id and useful recommendation. For 
the present study, "useful" has been taken to mean two major things: the 
abil ity to provi de an early warni ng agai nst potenti ally seri ous di sease 
build-up, and the characteristic of unequivocality in the recommendations 
produced. In general terms, a valid recommendation might be defined as 
one which is adequately accurate for its intended application. There 
are a number of ways in which such recommendations might be derived and 
applied. 
Fi rstly, the si mul ati on components of FUNGINFO coul d ul timately 
become part of an infonnation system built along the lines of EPIPRE; 
such a system would be capable of providing spray infonnation for the 
major diseases of cereals in Canterbury. The major problems of a 
mai l-i n i nfonnati on system are both organi sati onal and economic. The 
expenditure necessary to set up an organisation capable of providing 
timely recommendations to a large number of farmers would probably be 
prohibitve under New Zealand conditions at present, in view of the 
relatively extensive nature of cereal cropping. ,A second method of 
carrying out simulation encounters with FUNGINFO would be to implement a 
shortened version of the information system on individual farmers' 
microcomputers; this could be achieved with reasonable facility, 
although all users would require access to day-to-day weather files for 
their particular locality. A hybridization of these two basic 
alternatives might prove feasible, whereby intelligent tenninals located 
on each participating fann are linked to a regional main-frame computer 
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via telephone lines. On the day of encounter, the user would transmit 
crop and disease data to the central computer, where encounters could be 
carried out speedily and weather data coll ated; the results of the 
encounter would then be sent back to the user's terminal. The 
construction and use of a complicated weather parameter simulator, and of 
a complex information system in general, might be justified in 
circumstances where the costs and benefits could be spread over a large 
number of users. In addition, the scope would exist for re-specifying 
the probabilities and statistical distributions on a continuing basis 
(i.e., for an encounter at day T, the parameters used for the stochastic 
simulation of the requisite weather variables would include all possible 
historical weather, in this instance the weather experienced in the field 
up to and incl~ding day T-l). 
The possibility of implementing FUNGINFO on a much less fonnal 
basis altogether was investigated in Chapter 8, where simulation 
encounters coul d be replaced by the use of tables of recommendati ons 
(table encounters); the advantages of near-zero cost would be partially 
balanced by the inability to incorporate disease and crop growth updates. 
It is essentially unknown to what extent the recommendations produced by 
tabular encounters are either useful or valid (in the sense noted above), 
in compari son wi th those produced as a result of updated simul ati on 
encounters. 
Whatever the method of implementation, the timeliness of the 
recommendations is principally a function of the predictive ability of 
the various simular components which go to make up the information 
system. In terms of the pdf of yield reduction percentages, the 
characteristic of timeliness is exhibited in a system which is able to 
bring about large changes in the variance between close successive 
encounters early in the course of an epidemic. Unequivocality of 
recommendati on, on the other hand, is dependent on the treatment of the 
pdf once it has been simulated, and on what criterion is used to assess 
the various alternative strategies. It was noted in section 8.4 that 
tabular encounters, almost as a logical necessity, entailed a simple 
non-personal approach to the inclusion of risk attitudes; in the 
example decision tables, two representative values of the coefficient of 
partial risk aversion were utilized. 
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The implication is that a more accurate method of recommendation 
derivation (i.e., more accurate posterior pdf simulation) may justify a 
more intensive method of incorporating risk attitudes, although it is 
aoubtful if the inclusion of personalised utility functions could be so 
justified. This could be accomplished, however, for implementation 
methods where the individual decision makers had access to computing 
facilities; presumably, a method could be developed for the elicitation 
of a suitable utility function on an algorithmic question-and-answer 
basis. 
Implementation may take place on both the applied and the basic 
1 evel s. Research should be assessed in the light of the benefits 
provided for the farmer, who, ultimately, should be the end-user of the 
resul ts of all agricultural investigation and experimentation. BARSIM 
may then be seen as essentially an applied simulation model, despite the 
basic nature of much of the research that led to its construction; the 
model may be judged for the success or failure with which it can carry 
out its applied role. The most desirable product of a model such as 
BARSIM would appear to be the formulation of simple decision rules, thus 
avoiding the costs which would arise in setting up and running an 
information system in almost any other way. 
When FUNGINFO is examined in relation to its potential links with 
other diseases, however, complexity, rapidly ensues; the inter-
relationships between different diseases may preclude the formulation of 
simple decision rules, and it is the case that information relating to 
the spraying decision for f.. hordei is of limited value in isolation. 
Consideration of system implementation at the basic level may be expected 
to occur in response' to the recognition of the complexities of the real 
agro-ecosystem; at this conceptual level, information system design has 
a large contribution to make. The major benefit arising from the 
construction of complex causal models built around a c.rop growth module 
is that it should be possible to accommodate more than one disease within 
the same general framework. For example, when Puccinia striiformis 
Westend. on wheat has reached some kind of equilibrium status in 
Canterbury after its recent introduction into the province, its 
significance on an annual basis is likely to be variable, in similar 
fashion to P. hordei. The format of an information system for the 
provision of spraying recommendations against this disease could be very 
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similar to FUNGINFO, although the effects of weather on the fungus and 
its development may be quite different. Indeed, the links between the 
fungus-crop interactions of such diseases may be so strong that a model 
of one could function analogously for the other. The precise form of 
such a skeleton model is, needless to say, difficult to conceptualise. 
The identification of links between various systems which function 
for the same purpose, or which have strong analogous characteristics; may 
be seen as one of the fundamental rol es of the appl ication of systems 
theory. This role was illustrated by Boulding (1953) in a far-sighted 
paper on the quest for a uni fi ed general theory of growth: the growth 
phenomenon is ubiquitous, and the classification of forms of growth, and 
hence of theories of growth, appears to cut across the conventional 
disciplinary boundaries. The development of an information system 
containing a skeleton disease model for wheat and barley would thus 
constitute what may be termed fundamental systems research, and its 
implementation could be expected to play an important part in minimising 
the economic, environmental and societal costs incurred in the operation 
of cereal agro-ecosystems. 
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APPENDIX A.1 
Computer Listing, FUNGINFO 
FILE REQUIREMENTS 
1. Historical Weather Parameter Files 
The historical weather files are required to be formatted as 
follows: 
FORTRAN format: 
l. date (month,day) 14 
2. dew occurrence (l=dew, O=no dew) 11 
3. rain in rrm FS.1 
4. maximum ambient temperature, celsius F4.1 
s. minimum ambient tenperature, celsius F4.1 
6. minimum grass temperature, cel si us F4.1 
7 • hours of sunshine F4.1 
The daily record is arranged thus, in FORTRAN: 
(T4,I4,3X,I1,lX,~S.1,4(lX,F4.1)). 
2. Weather Simulation Parameter Files 
There are two files, one covering the period September to December, 
and one from January through March, called SEP.DAT and JAN.DAT 
respectively. SEP.DAT, for example, has eight sets of parameters (for 
the eight half-months covered). Each set has fifty-nine records: 
1 - 4 Dew probabilities, arranged as in Table 4.1; 
5 - 9 Rain probabilities, as in Table 4.2; 
10 33 Average temperature parameters, arranged in 
order for a half-month as in Table 4.4; 
34 51 Minimum grass temperature parameters, as in 
the same 
Table 4.5; 
52 - 59 Sunshine hour probabilities, as in Table 4.6. 
Both files are read once, in free format, the parameters being stored in 
array OAT(59,14). 
1 
2 
3 
4 
13 
8 
12 
10 
100 
200 
20 
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FUNGINFO - a barley leaf rust information system. 
Subroutines BARSET{ BARSIM~ GROW, BIOL and GRAPH contain most of 
BARSIM-2 of Teng (982). ~ubroutines SDOM, CSUB, SEL, and JAS02 
are from Anderson et al~I .. (1977). System written by P.K.Thornton 
in DEC FORTKAN 77 for the VAX 11/780. 
* 
@@@@ @ @ @ @ @@@@ @@@ @ @ @@@@ @@ 
~@@ @ @ @@ @ @ @ @@ @ @ @ 
i@@i 
~ @~ ~ @~ ~ $ @~ $@@ ~ 
@ @ @ @@@@ @@@ @ @ @ @@ 
This is VERSION 2.0 of May/June 1983 
File requirements are appended 
* * * * * * * * * 
COMMON MG(8) .ISOW"DDAY ,IRESOW,IREEND ,YIL ,IOPT ,10 ,KUP, 
1 CALENnAR(102) 
CHARAGrER*sO LABEL ~ YEAR*4 
DIMENSION GYIL(100, 
INTEGER DDAY ,BINARY ,CALENDAR 
@ 
~ 
* 
~RI~~~}}}//////////////////////) 
WRITE (5,2) 
FORMAT~17X 'AJNGINFO - A Barley Leaf-Rust Information System' 
1/17X ***~**** * ****** ***~***** *********** ******'///// 
2/ / /11.., 'Enter a name for this run -' /lX, ' <50 chars max> : ' ,$) 
READ(s,3 )IQ ,LABEL 
~ m~ Eq :~ ~THEN 
LABEL= None in particular' 
IQ=18 
ENDIF 
, ,A/18X,<IQ>( '*') WRITE (6 4 )LABEL FORMAT dx~ 'Job Name : 
WRITE (S ,1 
WRITE (S 8 
FORMAT(i2X 'In which season is the crop growing ?'///17X 
1 'Press <RET> if the default season of 1976 is wanted~'/{7X, 
2'else enter the year of planting, format <19dd> : ' ,~) 
READ (5,3 )NCH YEAR 
I F(NCH .EQ.O )YEAR=' 1976 ' 
IF(YEAR.LT. '1971' .OR.YEAR.GT. '1982 ')THEN 
WRITE (5,12) 
FORMAT(I/1X,'No access to that year - <1971 to 1982>'///) 
GO TO 13 
ENDIF 
WRITE(S,l) 
WRITE(S 10) 
FORMAT<f6X,'The disease simulator may be run more than once 
1/16X, within this encounter, if it is so desired. The' 
2!16X,'type of run being made cannot be changed within' 
3!16X,' any particular encounter with the system.' / / / / / / 
4 SX~'Enter the number of runs <integer> : ' ,$) 
READC> ,*)IRON 
DO 100 KGB=1. l 100 CALL WETSET(lEAR) 
CALL BARSET 
IF~YIL.LT.O.O)YIL=O.O 
IF YIL.GE.70.0)YIL=70.0 
IF KUP.EQ.1.AND.KGB.GT.IO)THEN 
lNUM=INUM+1 
GYIL(INUM)=YIL 
ENDIF 
IF(KUP.EQ.O)THEN 
I NuM=INUM+l 
GYIL(INUM)=YIL 
ENDIF 
IF(INUM.EQ.lRON)GO TO 200 
<DNTlNUE 
CALL ECOSET(IRON ,GYIL ,BINARY) 
WRITE (5,1) 
WRITE (S 20) . 
FORMAT(ISX,'Full print-outs are in logical unit 6'////////) 
STOP 
END 
!Set up weather files and crop growth parameter array 
SUBROUTINE WETSET(KYEAR) 
CHARACfER*4 KYEAR DRS*8 
1 
7 
100 
200 
20 
21 
22 
221 
DIMENSION R3(3) lD1(3) ,A2(2) ,OGR3(3) 10GD3(3) ,OGA2(2) 
INTEGER DDAY ,FLAG ,FIG GROWfH ,CALENDAR 
COMIDN MG(81."I SOW"DDAY ,IRE SOW ,IREEND ,YIL ,IOPT ,10 ,KUP, 
1 CALENuAR(llj2) 
COMIDN /UGHI /DAT(59 ,142"GROWfH(9) ,IDEG(9) ,IBOF(9) ,IGY, 
1 SUM(9) AMtiU(240) fMP 
DATA IDEG/62,345,4~O,622,667,j27 ,822,840,2500/ 
GO TO (500) IFLY !second or subsequent time 
D RS=l\YEARI I' .DAT' 
OPEN (3 ,FILE=DRS ~STATU S= 'OLD' ,ACCE SSe 'DIRECT' ,FO RM=' FO RMA 
1 TTED ' ,READONL Y ) 
OPEN(4 FILE='MET.DAT' STATUS='NEW' ORGANIZATION= 
1 'SE~UENTIAL' ,CARRIAGECONTROL= 'Li ST' ,FORM='FO RMATTED' , 
2 REOORD TYPE= 'FIXED' ,RECL=37 ,ACCESS= 'DlRECf') 
K=1 
DO LOOp .. 1 ,6 
N=31 
IF(LOOP.EQ.2jN=30 
IF(LOOP.EQ.5 N=28 
IBUG=(LOO~+9 *100 
IF(LOOP.GT.3 lBUG=(LOOP-3)*100 
DO LOOP2=I,N 
CALENDAR(K)=IBUG+LOOP2 
K=K+l 
END DO 
END DO 
POOT=8· 0 FLAG = 
1=0 
WRITE (5 ,1) 
~RI~1~/f~//////////////////////) 
FORMAT(iX,'Weather and crop growth details may be either'/lX, 
1 'historical, or they mar be simulated in conjunction'/IX, 
2 'with a data update fac lity. Option numbers: '///6X, 
3 'Use historical weather and input crop growth data .<1)'/6X, 
4 'Simulate weather AND growth of crop. • • • .<2>' /6X, 
5 'Use historical weather,simulate crop growth ••• • <3>'/6X, 
6 'Simulate weather and input crop growtn data .<4>'1// 
7 1//IX,'Which option? ' ,~) 
REAi>(S ,lIr)IOPT 
GO TO (300,100,200,100)IOPT. 
OPE~UNIT=8 ,FILE= 'SEP .DAT' ,STATUS= 'OLD' ,READONLY) 
OPEN UNIT=9,FILE='JAN.DAT' ,STATUS='OLD' ,READONLY) 
READ 8'*)1(DAT(I,J),J=1,8) 1=1 S9) !weather parameter 
READ 9.t *) (DAT(I ,J) ,J=9 ,14~ ,I=i ,S9) tsimulation files CLO (uNI =8) tare in 2 parts 
CLOSE (UNIT=9) 
DO 20 LV=l 9 
lBOF(LV)=O' 
ENDDO 
IGY=l 
WRITE(S,l) 
IF(IOPT.NE.3)THEN 
WRITE(S 21) 
FORMAT(iX, 'Enter the date today [the day after the last day 
1 of historical weather] j'///4X,'the format is <mmdd> : ' ,$) 
READ(S,*)DDAY 
ELSE 
DDAY=33l 
ENDIF 
WRITE(S 22) FORMAT~) / //lX, 'Enter the date of sowing of the barley crop -
1 fIX) format <mmdd> : ' ,$) 
READ(:> ,*)ISOW 
DO LOOP=l 182 IF~CALENDAR(LOOP).EQ.DDAY~IONE=LOOP 
IF CALENDAR(LOOP).EQ.ISOW ITl-Kl-LOOP 
IF IONE.GT.O.AND.ITWO.GT. )GO TO 221 
ENDDO 
MDDAY=CALENDAR IONE-l 
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f 
I' " 
! 
210 
23 
24 
220 
25 
27 
300 
30 
31 
32 
33 
390 
400 
LMU=DDAY/IOO !integer dates 
KO=l 
LD=DDAY - (LMU*lOO) 
READ (3 J RE C=KO .l FMT=23 )KDATE ,D3 (3) , R3 (3 ) ~ TH1 , TLO 
FORMAT\T4~14J~X,Fl.0~1X,F5.1 ,2(1X,F4.1) 
I F(KDATE .~Q.1 SOWY )TH~N 
FLAG = 1 
lRESOW=KO !mark the date of sowing 
END1F 
1F(FLAG.EQ.1 )THEN 
A2(2)=(THI+tLO)/2.0 !sum degree day system 
SB1T=A2 (2 )-5.0 
AMBO (1+1 )=SB1T 
POOT=POOt + SB1T 
1F(POOT.GE.IDEG(IGY).AND.lBOF(IGY).EQ.0)THEN 
G ROWfH (IGY )=KDATE 
I BOF(IGY )=1 
SUM(IGY)=1+1 
1GY=IGY+l 
END1F 
1=1+1 
DO 24 IJ=~12 
R3 (IJ )=KJ (IJ+1) 
D3 (IJ )=D3 (IJ+1) 
A2 (1 )=A2 (2) 
END1F 
KO=Ko+l 
1F(KDATE.EQ.MDDAY)THEN 
lREEND=KO-1 !mark end of file 
GO TO 220 
END1F 
GO TO 210 (x)NT1NUE 
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F1G=IGY !store original weather triplets 
F1POOT=POOT !for subsequent times around 
DO 25 IJ=lJ..~ 
OGR3 (IJ )=KJ (IJ) 
OGD3 (IJ )=D3 (IJ ) 
gg~H~:~g~ 
1MP=1 
WRITE (5,1) 
1F(10PT.NE.3)THEN 
WRITE(5 27) 
FORMAT(10X J 'Enter a random number seed for weather simulation 1 -'//lOX~ a four-digit odd integer is best: ';$) 
READ(5,*)IX 
1N1TtX=IX 
CALL WEATHER(IX,R3,D3,A2,POOT,LMU ,LD,ISM) 
END1F 
GO TO (400,400,400,300)10PT 
~H1~~~ ,jJ) FORMA~dx, 'Enter the following crop dates, format «m)mdd> 
1 / /6X, 'Barley plant emergence : ',$) 
READ(5~*lGROWTH(1) ~~~(}6i;~Leaf two emergence 
READ(5)*)G~WTH(2) 
WRITE() 32) FORMAT(;6X~F1ag leaf emergence 
, ,$) 
, , $ ) 
WJ¥~~~:l~) ,~l!O) 
FORMAT U (6~ 'Date of at tainment of growth stage ',A2,' 
WJ¥~~~*j~) ,W(4) 
READ (5 , ..t)GROWfH (5) 
WRITE~5 ..t33) '73' 
~RI~~(~ ~~~~(6) 
READ (5 , ..t)GROWfH(7) 
DO LOOP=I,182 
1F(CALENDAR(LOOP).EQ.GROWTH(7»GO TO 390 
ENDDO 
GROWTH (8)=CALENDAR(LOOP)+2 !simulations end 
1F(10PT.EQ.l)THEN 
I ~SOW=1 
I REEND=4000 
END1F 
I set for re-runs 
, ,$) 
IFLY=1 
IF(IOPT.EQ.3)THEN option 3 markers 
,- ~.~. -
405 
40 
421 
42 
431 
43 
401 
408 
402 
500 
50S 
510 
501 
599 
lRESOW=l 
lREEND=4000 
ENDIF 
WRITEJ5,1) 
WRITE 5 40)~GROwrH(1J) ,IJ=l,8} 
FORMA ~12X~ Crop Growth Dates'/32X,'* * * * * * * * *'/// 
1 2SX, 1. r;mergence of crop , ,I4/2SX, 
1 '2. Emergence of leaf 2 ' ,I4/25X, 
1 '3. Emergence of flag leaf ' ,I4/25X, 
1 '4. Growth stage 58 ' ,I4/2SX, 
1 '5. Growth stage 64 ' ,I4/25X, 
1 '6. Growth stage 73 ' ,I4/25X, 
1 '7. Growth stage 83 ' ,I4/2SX 
1 '8. GS 83 + two days ',I4////ilx, 
1 'If any are to be UPDATED. enter the integer corres 
1ponding to the most recent /lX,'stage to be updated, 
1 or enter <RET) to by-pass this facility : ' ,$) 
READ(5,421~NCH,IDUM 
~WJ~gt:6)THEN 
WRITE (5,1) 
DO LOOP = 1 IDUM WRITEf5~42)LOOPJGROwrH(LOOP)'LOOP 
FORMAT /t16X,Il,. ',I4,3X,'change to :',3X,Il,'. ',$) 
READ ( ,*)ROwrH 
IF(LOOP.EQ.IDUM)THEN 
LA=O 
L8=O 
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DO LO=l,182 
I F~CALENDAR(LO) .EQ .GROWTH (IDUM) )LA=LO 
IF CALENDAR(LO) .EQ. ROwrH)L B=LO 
Crop growth update 
- how many days? 
IF LA.GT.O.AND.LB.GT.O)GO TO 431 
ENDDO 
LDIFF=LA-LB 
WRITE(5 43)LDIFF 
FORMATO/IX, 'Day difference 
READ(S,421)NCH,IDUM 
I F(NCH .EQ.O )IDUM=O 
ENDIF 
GROWTH(LOOP)=ROwrH 
ENDOO 
ELSE 
IDUM=O 
ENDIF 
IF(LDIFF.NE.O.AND.IDUM.GT.O)THEN 
PIFF=O .0 
, ,13 / /lX, , <RET) 
10K= SUM (IDUM) 
DO LOOP=l,ABS(LDIFF) 
IF(LDIFF.LT.O)PIFF=PIFF+AMBO(IOK+LOOP) 
IF(LDIFF.GT.O)PIFF=PIFF+AMBO(IOK-LOOP) 
ENDOO 
STOT=FIPOOT + PIFF*(LDIFF/ABS(LDIFF» 
FIPOOT=STOT 
ENDIF 
~~i~;j?i~~g~~~(~t~g!;=}"}lX,816//) 
IF(1NITIX.GT.0)WRITE(6 408)INITIX 
FORMAT(1X, 'Weather random number seed =' ,I6/) 
DO 402 IJ=l 8 
M:; (1J ) =GRO WfH (IJ) 
RETURN 
, ,$) 
GO TO (S99,510,599,50S)IOPT Isubsequent runs 
IGY=FIG 
ORFIC=FIPOOT 
CALL WEATHER(IX ,OGR3 ,OGD3 ,OGA2 ,ORFIC ,LMU ,LD ,IS1M) 
GO TO 599 
1GY=FIG 
IJ=9 
DO WILE(IJ .GE.FIG) !reset for new degree day dates 
I BOF(IJ )=0 
IJ'"'IJ-1 
ENDDO 
o RFI C= FI POOT 
CALL WEATHER(1X ,OGI9..l0GD3 {OGA2 ,0 RFIC ,LMU ,LD ~I SIM) 
I F(GROwrH (8) .LT .GROwrH (7) )GROwrH (8 )=GROwrH (t ) 
DO 501 1J-l,8 
M:; (1J )=GROWTH (IJ) . 
H(IO .EQ .2.0R. 10 .EQ.3 )WRITE (6 ,401 )(MG (IJ) ,!Je1 ,8) 
RETURN 
-1-', 
L ~ • __ ~ _ _ _..,., 
3 
4 
6 
5 
77 
7 
9 
8 
END 
The weather simulator 
This simulates on a daily basis from 1 September to 31 March, dew 
occurrence, raIn occurrence, average ambient temperature, minimum 
grass temperature, ana sunhours «3,3-8, and >8 hrs). 
~¥~~~i6~ED~1~1~~fN¥tj~~~i~I~~X~T~~1i~~D~~gB1~~ 
1 RPROB(5) ,TDIsf (4,6) , SUNDAd 4 ,2) 
INTEGER GROWTH 
REAL MGDIST(3,6) LIEF MGT 
COMK>N IUGHI IDAT 159,1 &) .GROWTH (9) ,IDEG (9) ,I BOF(9) ,IGY , 
1 &.1M ~9) ,AMBO (240) IMP 
RA1ND(1)=RA1NT(2) , 
I RA=O !set up half-months and day counters 
MF=O 
ILM=IMP 
IF(LM.GT.8 )THEN 
MO=LM-8 
ELSE 
MO=LM+4 
END1F 
IH=15 
IF(LM.EQ.2)IH=14 
1F(LID.CT.IH)THEN 
100=0 
ELSE 
100=1 
ENDIF 
M=MO*2 - 100 
IZZ=l 
DO 90 1I=M,14 
IZZ=IZZ-1 
IF(IZZ.EQ.O)THEN 
LIL=LID 
ELSE 
IF(JMOD(1I,2).EQ.l)THEN 
LIL=l 
ELSE 
L1L=16 
IF(II.EQ.12)LIL=15 
ENDIF 
ENDIF 
LIMIT=31 
IF~II.EQ.2.0R.II.EQ.6)LIMIT=30 
IF II.EQ.12)LIMIT=Z8 
IF JMOD(1I,2).EQ.1)THEN 
LIMIT=15 
IF(II.EQ.11)LIMIT=14 
ENDIF 
DO 3 L=l 4 !set up data for this half month DPROB(L)~DAT(L,II) 
DO 4 L=5 9 
RPROB(L-4 )=DAT (L,II) 
LO=10 
DO 5 L=1,4 
DO 6 LI=l 6 
TDIST(L,Li)=DAT(LO,II) 
LO"'L0+1 
OONT1NUE 
DO 7 L=1,3 
DO 77 LI=1,6 
MGDIST(L,LI)=DAT(LO,11) 
LO=L0+1 
OONTlNUE 
DO 8 L=1,4 
DO 9 LI=l 2 SUNDAT(L,~I)=DAT(LO,I1) 
LO-L0+1 
OONT1NUE 
DO 88 JJ=LIL,L1MIT 
Dew occurrence. 1=~,2-DW-,3=WD-,4=DD- (D-no dew, W=dew) 
R=RAN(IX) 
1NC=4 
IF~DEWT~1~.EQ.0.0.AND.DEWT~2~.EQ.1.0~INC-2 IF DEWT 1 .EQ.1.0.AND.DEWT 2 .EQ.O.O INCa 3 
IF DEWT 1 .EQ.1.0.AND.DEWT 2 .EQ.1.0 INC=l 
P"OPROB(INC) 
IF(R.LE.P)THEN 
DEWr(3)-1.0 
286 
11 
21 
DEW! (3 )=0.0 
ENDIF 
DEW=DEWf (3) 
DO 11 L=1,2 
DEW!(L)=DEWf(L+1) 
Rain occurrence; if rain, is it > 10mm? 1=WW-,2=DW-,3=WD-,4=DD-
RO=RAN(IX) 
RQ=O .0 
IND=4 
IF(RAINT!1~.EQ.0.0.AND.RAINT~2~.GT.0.0~IND=2 IF(RAINT 1 .G1.0.0.AND.RAINT 2 .EQ.O.O IND=3 
IF(RAINT 1 .GT.O.O.AND.RAINT 2 .G1.0.0 IND=1 
PR=RPROB IND) 
RAIN=O.O 
TEEM=O.O 
IF(RO .LE .PR)RAIN=1.0 
RAINTJ3)=RAIN RAIND 2)=RAINT(3) 
IF(RA N.GT.O.O)THEN 
RQ=RAN(IX) 
I~(RQ.LE.RPROB(5»TEEM=1.0 
ENDIF 
DO 21 L=1,2 
RAINT(L)=RAINT(L+1) 
A leaf wet day? Generate two random normal numbers. 
LIEF=O .0 
IF(DEW.EQ.l.0.OR.TEEM.EQ.1.0)LIEF=1.0 
CALL MARSAG(IX ,0. ,1. ,RNl,RN2) 
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Average temperature, based on any precipitation yesterday and today, 
and yesterday's average temperature. 1=DW,2=DD,3=WD,4=WW. 
INE=2 
IF1RAIND11~.EQ.0.0.AND.RAIND~2~.GT.0.0~INE=1 IF RAIND 1 .G1.0.0.AND.RAIND 2 .GT.O.O INE=4 
IF RAIND 1 .GT.O.O.AND.RAIND 2 .EQ.O.O INE=3 
IF TDIST INE,5).NE.0.0)THEN 
ETA=TDIST~INE ,3 ~ GAM=TDIST INE,4 
EPS=TDIST INE ,5 
CLAM=TDIST (INE ,6) 
OBS=SB(ETA ,GAM ,E1>S ,CLAM ,RN1) 
ELSE 
OBS=RNl*TDIST(INE ,4) + TDIST(INE ,3) 
ENDIF 
TAVT=TDIST(INE,2)*AVTEM(1) + (1.0-TDIST(INE,2»*TDIST(INE,1) 
1 + OBS 
AVTEM(2 )=TAVT 
Minimum grass temperature, correlated with today's average temperature. 
l=no rain/no dew,2=dew(and any rain) ,3=rain only. 
ING=l 
IF~RAIND(2).GT.0.0.AND.DEWT(3).EQ.O.0)ING=3 
IF DEWf (:J) .GT.O.O )ING=2 
IF MGDIST(ING,5).NE.0.0)THEN 
ET=MGDIST~ING ,31 GA=MGDIST ING ,4 
EP=MGDIST ING 5 
CLA=MGDI ST (ING ) 
FOBS=SB(ET ,GA ,EP ,CLA ,RN2) 
ELSE 
FO BS=RN2 *MGDI ST (ING ,4) + MGDI ST (ING ,3) 
ENDIF 
MGT=MGDIST(ING,2)*AVTEM(2)+(1.0-MGDIST(ING,2»*MGDIST(ING, 1) 
1 + FOBS 
I Sun hours, quantiles to 3, 3 to 8 and over 8 hrs. l=rain>O, 2=rain>10, 
I 3=dew, and 4=ordinary. Rain>10 overrides the others. 
50 INF=4 
Move 
IF~RAIN.GT.0.O.AND.TEEM.EQ.0.0)INF=1 
IF DEW.EQ.l.0)INF=3 
IF TEEM.Et1.O)INF=2 
RS-RAN(IX 
IF RS.GT.SUNDAT INF,1 .AND.RS.LE.SUNDAT(INF,2»SUNH=5.5 IF~RS.LE. NDAT~INF'1~)SUNH=3.0 
IF RS.GT.SUNDAT INF,2 )SUNH=8.0 
doublets along for next 
AVTEM(l)cAVTEH(2) 
RAIND (1 )-=RAIND (2) 
RNB""RAIN 
IFCTEEM.GT.0.0)RNB=12.0 
IDEW=DEW 
"1"1""\1'_ , ... ,.. •• '- ,,, 
day 
!set up a file-compatible record 
79 
790 
MUNF=IOK+8 
IF(MUNF.GT.12)MUNF=MUNF-12 
LDATE=MUNF*100 + JJ 
MF=MF+1 !write new record to logical unit 4 
IF(MGT.LT.-9.99)MGT=-9.9 
WRITE(4~REC=MF.tFMT=790)LDATE}IDEW,RNB~TAVT,TAVT,MGT,SUNH 
FDRMAT("14,JI4,31'..,I1 ,lX,F5.1 ,4"lX,F4.1)} 
BIT=TAVT-:> .0 
AMBO (ILM+1 )=BIT 
POT=POT + BIT 
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IF(POT.GE.IDEG(IGY).AND.IBOF(IGY).EQ.O)THEN !carryon summing 
G ROWfH (IGY )=LDATE !degree da ys 
88 
90 
1 
1 
I BOF(IGY )=1 
SUM(IGY)=ILM+1 
IGY=IGY+1 
ENDIF 
ILM=ILM+1 
I RA=I RA+ 1 
OONTINUE 
OONTlNUE 
RETURN 
END 
Generate 2 observations from the Normal Distribution via the 
modified log-and-trig method. This is an exact method. 
SUBROUTINE MARSAG(IX,AV,SID,R1 ,R2) 
V1=RAN(IX)*2.0 - 1.0 
V2=RAN(IX)*2.0 - 1.0 
S=Vl **2 + V2**2 
IF(S.GE.1.0)GOTO 1 
Rl=AV + (Vl*SQRT«(-2.0)*ALOG(S»/S»*SID 
R2=AV + (V2*SQRT«(-2.0)*ALOG(S»/S»*SID 
RETURN 
END 
Generate an observation from a Johnson Sb distribution. 
FUNCTION SB(E1G~EPI~CL,RNA) 
CLUMP=EXP «RNA-\.» IE) 
UTJgPI+(EPI+CL )*CLUMP) / (l.O+CLUMP» 
END 
Barley leaf-rust simulation 
SU BROUTlNE BARSET 
COMMON MG(8.LlSOW~DDAy,IRESOW,IREEND,YIL,IOPT,IO,KUP, 
1 CALENUAR(I~2) 
COMMON /FLUMI/AREAL(200),FDATl(80),LDAT1(80),TlSEV LSEV FSEV, 
1 DEW(200) ,TEMP (200) ,TEMPG(200) ,ARAIN(200) ,ASUN(200~ ,KAL~200), 
2 KP.KQ,K R K S ,KT KU KKA KK B KKC KKD JDAT 1 JDAT2 
3 STAT1 , STAT 2 ,AfrrATi ,ASfAT2 ;ISTdp ,IMrN ,IUP 1IXS(~ ,10) ,I SHOCK 
DIMENSION IGROW(8) ,ACT1 (10) ,ACT2 ,,10) ,YLOS::;(lO) 
REAL LDAT1 LSEV 
INTEGER HI ?if. ,DDAY ,CALENDAR 
CHARACTER*l TYPE,ODUM 
LOGICAL HUH 
HUH=.TRUE. 
FDRMAT(I/I///////////////////////) 
GO TO (ZOO)IFLEW !second and subsequent runs 
MANY = 1 
~~g '1610) 
1010 FORMAT(I7X,'If stochastic epidemic simulations are 
1011 
2 
1 wanted, enter <99),' / /17X, 'else <RET) : ' ,$) 
READ(5,1011)NCH,IDUM 
~RHA~~~~d:6)IDUM-0 
IF IDUM.EQ.99)THEN 
I =1 
ELSE 
ISf=O 
ENDIF 
~~g'B 
FORMAT(IX,'Enter the date disease first seen in the field -
1 /4X J 'format <mmdd) : ' ,$) 
READ \5 ,J *)ISTART 
WRITE :> 3 
3 
4 
40 
41 
6 
9 
5 
11 
55 
7 
19 
20 
FOfillAT(///IX, 'and initial disease severity - a real number' 
1 fIX} 'between 0 and 100i. : ',$) 
ReAD \. 5 *)TI SEV 
T1 SEV=T1 SEV /100.0 
WRITEJ5 ,1 ) 
WRITE 5 4) 
FURMA <ix, 'Enter the date disease first seen on flag leaves' 
1 /lX, 'of tillers, <mmdd), or <0) if no disease yet : ',$) 
READ \.5 *)1FDAT 
1F(IFDAT .EQ.O )THEN 
FSEV=O .0 
GO TO 9 
END1F 
WRITE (5 40) 
FORMAT(J/1X,'1ts initial status) as a severity <0 to 100) (%)' 
1 /lX,'or as an incidence <0 to 1)5) (%): ',$) 
READ \.5 ,*)FSEV 
WRITE(541) 
FORMAT(J/1X,'1f the above status value is an incidence reading,' 
I /lX, 'enter (I), else <RET) : ',$) 
READ(5,6)NCU,TYPE 
FURMAT ,,0 A) 
IF(NCU .trl.O )TYPE=' S' 
I F(TYPE .EO. 'I' )THEN 
FSEV=0.024*FSEV/IOO.0 
ELSE 
FSEV=FSEV /100.0 
ENDIF 
WRITE(5,1) 
WRITE (5 5) 
FURMAT(J1X,'Enter the date disease first seen on leaf two of' 
1 /lX, 'tillers..l <mmdd> - <0> if none yet : ',$) 
READ \.5 ,*)ILDA'J: 
IF(ILDAT.EQ.O)THEN 
LSEV=O.O 
GO TO 11 
ENDIF 
~AD1~~~2~kv ~(~,~)A6u,TYPE 
1F(NCU.EO.O)TYPE='S' 
IF(TYPE .EQ. 'I' )THEN 
LSEV=O .005*LSEV 
ELSE 
L SEV=LSEV /100.0 
ENDIF 
1EME RG=MG (1 ) 
DO LOOP=l 182 IF~CALENrlAR~LOOP~.EQ.MG(2~)LONE=LOOP 
IF CALENDAR LOOP .EQ.MG(3 )LT~=LOOP 
IF CALENDAR LOOP .EQ .DDAY LTHREE=LOOP 
IF(LONE.GT.O.AND.LTWO.GT.O.AND.LTHREE.GT.O)GO 
ENDDo 
IF(ILDAT.EQ.O)THEN 
ILDATaCALENDAR(LTHREE+1 ) 
IFDAT=CALENDAR(LTHREE+1 ) 
IF(LONE.GT.LTHREE)THEN 
ILDAT=CALENDAR(LONE+4) 
I FDAT=CALENDAR (LT~4 ) 
ENDIF 
IF(LTWO.GT.LTHREE)IFDAT=CALENDAR(LTWO+4) 
ENDIF 
1F(ILDAT.GT.O.AND.IFDAT.EQ.O)THEN 
IF(LTWO.GT.LTHREE)IFDAT=CALENDAR(LT~+4) 
IF(LTWO .LE .LTHREE )1 FDAT=CALENDAR(LTHREE+1 ) 
ENDIF 
1F(FSEV.EQ.0.0)FSEV=0.0002 
I F(LSEV .EQ.O.O )LSEV=O .0002 
IUpaO !disease update section 
TO 55 
WRITEJ5 ,1) 
WRITE 5 7) 
FURMA (hX, 'Is a disease status update required ?' / /32X, 
1 ' <Y> or <N> : ',$) READ (5 6 )NC ODUM 
IF(NC.EQ.O)ODUM='N' 
I F(ODUM.EQ. 'Y' )THEN 
WRITE (5,1 ) 
WRITE(S 19) 
FORMAT dx J 'Enter <0> to continue if any of the following' 
1 /lX,'are not app'l1cable'//) . . 
FURMAT(///6X,A8!6X,' •••••••• '//lX,'Date <mmdd>? ',S) . 
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21 
22 
25 
26 
27 
2700 
29 
28 
8 
909 
FDRMATOXdT26, 'Status WRITE(St2 )'Leaf 2 :' 
READ ~ 5 ~ * lJDAT2 ~Jd,Jc)}JAT2 
WRITE(5,20)'Leaf 1 
READ (5 ~ *lJDATl ~AD~~ JJc)~ATl 
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(0 to 100(7.» ? ' ,$) 
WRITE () 22) FDRMAT<i~/lX' 'Enter (1) 
READ (5 ,6 NCU TYPE 
IF(NCU.E .O)TYPE='S' 
IF(TYPE .EQ.'I' )THEN 
if incidence readings, else (RET> , ,$ ) 
sTAT2=srAT2 *0.005 
STAT 1 =srATl *0 .024 
ELSE 
srAT2=srAT2 /100.0 
STAT1=srATl /100.0 
ENDIF 
lOp ... 1 
KUPalOP 
IF(I sr .EQ.O)1 srUP=1 
1st=1 
END1F 
WRITEJ5,1) WRITE 5 25) FO~ (!X 'Which output option is required ?'///10X, 
1 'Daily dIsease printout. • • • • • • • • (0)' /10X, 
2 'Daily disease printout + graphs • .(l)'/IOX, 
3 'Graphs only. • • • • • • • • • • .(2)'!IOX, 
4 'Yield loss statistic only. • • .<3>'/IOX, 
5 'No disease output at all. .(4)'/// 
6 14X,'Enterhere: ',$) 
READ \.5 ,*)ION 
10=ION 
I F(I sr .EQ.1 )THEN 
WRITE (5 I) 
WRITE (5 :26) 
FDRMAT (lox, 'Enter TID random number seeds for the epidemic 
1 simulation -'//10X,'four-digit odd integers are best: ' ,$) 
READ(5 *)M1X 1SHOCK WRITE(~ 27)Mix ,I SHOCK 
FORMA't<i1X, 'Leaf rust random seeds =' ,217 /) 
ELSE 
WRITE (6 2700) 
FORMAT <i1X, 'Deterministic runs of BARSIM' /) 
ENDIF 
WRITE (6 ~29 )1srART ,1LDAT ,IFDAT ,TISEV ,LSEV ,FSEV 
FORMAT(tlX,'Onset dates: 'crop - 14, leaf 2 - ',14, 
l' leaf 1 - ',14/1X,'severities :',3~6X,F9.6)/) 
WRITE (5,1 ) 
WRITE(5 28) 
FORMATd7X,'Working'////24X,'This may take a couple of minutes' 
l/////II/) 
DO 8 JX=lj200 !green leaf area curves 
XX=FLOAT ( X) 
I F(1EMERG .GE .1001 .AND .IEMERG .LE .1031 ) 
lGLA=-0.308753+0.0017217*XX**2-0.00002409*XX**3+0.85776O*ALOG(XX) 
IF(IEMERG.GE.llOl.AND.IEMERG.LE.1130) 
lGLA=-0.6532l0+0.0031473*XX**2-0.00005614*XX**3+0.83l254*ALOG(XX) 
IF(IEMERG.GE.1201.AND.IEMERG.LE.1231) 
IGLAE-0.505575+0.0014769*XX**2-0.00002329*XX**3+0.91144*ALOG(XX) 
IF(GLA.LT.-5.0)GLA=-5.0 
AGLA"'EXP(GLA) 
IF(AGLA.LE.O.Ol)AGLA=O.Ol 
AREAL (JX)=AGLA 
OJNTINUE 
DO 909 JFX-l ~80 
FX~FLOAT (J FX) 
FDATl(JFX)=0.1125832-0.003183775*FX+O.0002816742*FX**2+ 
I 4.5148E-6*FX**3 
LDATl(JFX)"'0.3355611-0.022581*FX+O.00148628*FX**2 
1 -2.052E-5*FX**3 
OJNTINUE 
1P-l 
1GH=O 
HIsr=O 
1GFL-O 
IDATE"'O 
INN" 1 
JP-lRESOW 
no 10 WHTl.F.(TnA'l'R_NF._ ':\':\1'\ !r"<'Iti nlti fil .. I1ntil ROF fMrk 
12 
JP=JP+l !then switch to new file 
I F(JP .LE. I REEND )THEN 
READ(3,FMT=12,REC=JP )IDATE,IDE,RAIN,TEMH,TEML,TEMG,SUN 
ELSE 
READ(4,FMT=12,REC=INN)IDATE,IDE,RAIN,TEMH,TEML,TEMG,SUN 
INN=INN+1 
IGH=1 
ENDIF 
FORMAT (T4 ,14 ,3X,Il ~1X ,FS .1 ,4 (lX ,F4.1 )) 
IF(IDATE.EQ.ISTART ,THEN 
KP=JP 
HUH=. FAL SE • 
ENDIF 
IF(IDATE.EQ.MG(1)lKQ=JP 
I FIIDATE .EQ. IFDAT KR=JP IF IDATE.EQ.ILDAT KS=JP 
IF IDATE.EQ.MG(3) KT=JP 
IF IDATE.EQ.MG(2) KU=JP 
I F HUH )GO 'i'O 10 
IF~IDATE.EQ.MG~4~lKKA=IP IF lDATE .EQ .MG 5 KKB=IP 
IF IDATE.EQ.MG 6 KKC=IP 
IF(IDATE.EQ.MG(7) KKD=IP 
KAL(IP)=lDATE 
DEW(IP)=FLOAT(IDE) 
TEMP(IP)=(TEMH+TEML)/2.0 
TEMPGfIP )=TEMG ARAIN IP )=RAIN 
ASUN ( P )=SUN 
!barsim counters 
291 
IF(IGH.EQ.l.AND.IGFL.EQ.O)THEN 
HtST=IP 
JHIST=JP 
Ifile change-over marker 
10 
MJHI ST=JHI ST 
MHIST = HIST 
IGFL=l 
ENDIF 
IP=IP+l 
CONTINUE 
!store original values 
DO 199 KG=1 8 
199 IGROW(KG)=MG(KG) 
IXS(l 1 )=MIX 
CALL BARSIM{MIX ,ION ,1ST ,IGROW ,YD) 
Ir~Y~i~~A§fI¥rN 
ACT2 (1 )=ASTAT2 
ENDIF 
YIL=YD 
IFLEW=1 
IF(IOPT.EQ.4)MFLAG=0 
YLOSS( 1 )='lD 
RETURN 
200 MANY=MANY+1 
GO TO (300,204,300,202)IOPT 
202 lDATE-=O 
IF(MFLAG.EQ.1)GO TO 207 
204 lDATE=O 
IF«IREEND+1).LE.KP)THEN 
KOEY=KP-(IREEND+1) 
JHI ST=MJHI ST-KOEY 
HI ST=MHI ST-KOEY 
IF(IOPT.EQ.4)MFLAG=1 
ENDIF 
IF(ILDAT.LE.MG(2»ILDATcMG(2)+1 
IF(IFDAT .LE .MG (3) )IFDAT=MG (3 )+1 
207 IMN=O 
Irerun marker 
!resort-out counters if DDAY 
!precedes ISTART 
lonly need to change counters 
lonce if IOPT=4 
DO WHILE (IDATE.NE. 331) 
U1N~IMN+1 
READ(4,FMT-12~REC=IMN)IDATEtIDE1RAIN,TEMH,TEML,TEMGtSUN 
I F~lDATE .Eg .Mu ~ 1 ~ ~KQ"'JHI ST+ MN-l IF IDATE.E .MG 2 KUaJHIST+IMN-1 Ire-read new file, change IF IDATE.E .MG 3 KT~JHIST+IMN-l !arrays only as necessary 
NEW=HIST+IMN-1 
IF!IDATE.EQ.MG!4jjKKA=NEW IF IDATE.EQ.MG 5 KKB=NEW 
IF IDATE.EQ.MG 6 KKC=NEW 
IF IDATE.EQ.MG 7 KKDaNEW 
IF(NEW.GE.1 )THEN lif dday<istart 
ASUN (NEW)=SUN 
DEW(NEW)=IDE 
~ .. - .. 
, 
299 
300 
310 
1 
10 
11 
12 
13 
ARAIN (NEW)=RAIN 
TEMP(NEW)=(TEMH+TEML)/2.0 
TEMPG (NEW)=TEMG 
ENDIF 
ENDDO 
DO 299 KG=1,8 
IGROW(KG )=MG (KG) 
292 J 
IF(IUP.EQ.1.AND.MANY.LE.10)IXS(1 MANY)=MIX 
IF(IUP.EQ.1.AND.MANy.GT.10)MIX=IXS(1,IMIN) 
lupdate RN seeds 
CALL BARSIM(MIX ,ION ,I sr ,IGROW ,YD) 
IF(IUP.EQ.1.AND.MANY.LE.10)THEN 
ACT1 (MANY )=ASTAT1 
ACT2 (MANY )=ASTAT2 
ENDIF 
IF(IUP .EO.1 .AND .MANY .EQ .10 )THEN !calculate minimum square 
SMALL=900.0 !differences, disease update 
DO ILP=l 10 
DIFF=(StATl-ACTl(1LP»**2 + (STAT2-ACT2(ILP»**2 
IF(DIFF.LT.SMALL)THEN 
SMALL=DIFF 
IMIN=ILP 
ENDIF 
ENDDO 
ENDIF 
YIL=YD !simulated yield loss 
1F(MANY.LE.10)YLOSS(MANY)=YD 
IF(IUP.EQ.1.AND.MANY.EQ.I0)THEN 
DO LOOP=5,6 
WRITE (LOOP ,310 )Acr1 ,Acr2 ,YLOSS ,STATI ,STAT2 ,JDAT2 ,SMALL, 
1 IMIN 
ENDDO 
FORMATi//lX,'Disease Update Analysis'/lX J '* * * * * * * 1 * * * *' / IX, 'Leaf 1 :' ,10F7 .471X, 'Lear 2 :' ,10F7 .4/ 
2 1X,'% loss :',10F7.2//1X, Update statuses :'.l2F8.4,9X, 
3 'Date of update:' JI5/1X{'Minimum square difrerence = " 
4 F12.6,5X,'Run no. ,12//) 
ENDIF 
RETURN 
END 
SUBROUTINE BARS1M(IX ,10 ,IBISTO ,1GR,YIELD) 
REAL NLAT ,NPUS ,NSPORE ,NAREA ,LPUS ,LSEV ,LDAT ,LD1 ,LD2 ,LD3 , 
1 LD4 LDATI ,INF,LATENT 
DUIENSION X(55 4) Y(55 4) TILSP(200) ,IGR(8) 
COMIDN /FLUMI/AREAL(206),FDAT1(80) LDATl(80),TISEV LSEV FSEV, 
1 DEW(200) ,TEMP (200).,TEMPG(200) ,ARAiN(200)jASUN(200j ,KALbOO), 
2 KP KQ ,KR KS ,KT KU K.KA KKB ,KKC .KKD ,JDATI DAT2 
3 STAT 1 ,STAT2 ,A Sf AT { ~ASfAT2.lI srUP.tIM1N .tIU~ ,IXS«(,10) ,I SHOCK 
COMMON /BRRl 1NF(50} ,LATENT (50).1!!EMP (L.OO) ,P1NF ,1PIF ,NLAT, 
1 NSPORE,TPUS,TDEAD,TOT,PAREX,pA~A,IPLAT 
COMIDN /BLK 1/1 sro 
Section 1 - Data Setup 
FORMAT(/////////////////////////) 
IRET'"'IRET+1 
HARF=0.50 
IsrO-IBISTO 
CALL NO RM (IX S) 
PINF=24.115 + 4.477*(S-6.0) 
IPIF=IFIX(PINF) 
TDEAD=O.O 
NLAT=O 
DO 10 MJ=1,200 
HEMP (MJ ) ... TEMP (MJ) 
DO 11 MJ=l 50 
INF(MJ ) .. 0 .6 
LATENT(MJ)-O.O 
DO 13 MJ=l 4 
DO 12 MJ 2.!1 ,55 
X(MJ2 ,MJ )=0.0 
Y(MJ2 ,MJ )"'0.0 
CONTINUE 
Section 2 - Whole Tiller Simulation 
KZ=KP-KQ 
ICAL""O 
!calculate length of 
linfectious period 
larrays for graph 
! 
I 
I' 
i 
t 
, . 
I· , .... 
210 
60 
61 
IDAY=O 
DO 200 WHILE(ICAL.NE.IGR(8» 
IDAY=IDAY+1 
IDA=IDAY+KZ 
TDEW=TEMPG(IDAY) 
IF~TDEW.LE.O.O)TDEW=O.O 
IF IDA.GT.110)IDA=110 
IF IDAY.EQ.l)NPUS=(TISEV*AREAL(IDA»/0.00135 
I F (I Sf UP .EQ.1 .AND .KAL (IDAY ) .GE .JDAT2 )I STO=O 
IF(ISfUP.EQ.1.AND.KAL(IDAY).LT.JDAT2)ISTO=1 
IF(IUP.EQ.l.AND.IRET.LE.10.AND.KAL(IDAY).EQ.JDAT2) 
1 IXS(2 tRET )-=IX 
IF(IUP.EQ.1.AND.IRET.GT.10.AND.KAL(IDAY).EQ.JDAT2)THEN 
I F (I STlJp .EQ.1 )IX=IXS(2 .IMIN) 
IF(ISTUP .Ng.1 )IX=ISHOCK 
ENDIF 
CALL BIOL (IDA'f.tIDAY .AREAL(IDA) • IX .NPUS. SEV) 
TILSP (IDAY )=N:>l'ORE 
IF
U
DAY.LE.55)THEN 
Y IDAY.1 )=SEV 
X IDAY.l )=IDAY 
EL 
Y(IDAY-55.2)=SEV 
X(IDAY-55.2)=IDAY 
ENDIF 
IF(ARA~N(IDAY).GT.10.0)DEW(IDAY)=1.0 
I F(DEW(IdAY) .£Q.O.O )TH£N 
NLAT=O.O 
ALIB=O .0 
ELSE 
IF(IBISTO.EQ.1)HARF=RAN(IX) 
AL I B=HARF*N SPO RE 
!go through physical 
!phase if leaf-wet day 
CALL GROW(ALIB.IX.ASUN(IDAY).SEV,TDEW.1 ,BLOOP) 
NLAT=BLOOP 
ENDIF 
IF(SEV.EQ.1.0)THEN 
DO 210 JJ=l 25 
LATENT(JJ)=O.O 
ENDIF 
IF(IO.EQ.0.OR.IO.EQ.1)THEN 
!kill all latents if 
!no room on leaf 
IF(IDAY.EQ.l)WRITE(660) 
WRITE (6 .61)IDAY .KAL (iDAY) .IPIF .IPLAT ..!TOT .JTDEAD }TPU S ,NSPORE , 
1 SEV .AREAL(IDA) .NLAT .ALIB.uEW(l.DAY) .ARAINI..IDAY), 
2 TEMP(IDAY) .TEMPG(IDAY) 
ENDIF 
FORMAT(/lX,'Num Date Inf Lat Pustule# Dead# Alive# 
1 SporeD SEV Leaf area Latent# Liberated# Dew Rain 
293 
2 Av.T Mgt'//) 
FORMAT (1~.lI2 .17 ,215 ,3 F9.1 .F10.1 .F8.4 .F9.2 .2 Fl2 .2 .F6 .0 ,F6 .1 ,2 F7 .2) 
PAREX:cPA~A 
ICAL=KAL (IDAY) 
IF(ISTUP.EQ.l.AND.IUP.EQ.l.AND.ICAL.GE.JDAT2)ISTO=0 
200 CONTINUE 
62 
310 
311 
IF(IO.LT.3)WRITE(6.62) FORMAT(//lXd'***~'~3X~' Whole Tiller Simulation' .3X.'****'//) 
IF~IO.EQ.l. R.IO.E~.2)THEN 
X 1.3J=N+2 Y 1 3 =1.0 
CALf. RAPH(Y.X,3 ,55.0.02.1.0.0.1.1 .0.1) 
ENDIF 
Section 3 - Leaf Two Simulation 
NLAT=O .0 
TDEAD"O.O 
MA=KS-KP 
MB=KS-KU 
DO 310 LL ... 1 25 
LATENT(LL) ... d.o 
DO 311 II=l.IPIF 
IN F (I I ) =0 .0 
L2=KS-KQ 
DO 312 n=1.,t55 
X~II'l~=O.U Y 11,1 =0.0 
X II.2 =0.0 
Igraph array initialisation 
I 
I 
J' 
I 
I ,',' 
i' 
r. 
J 
t,·, 
, 
I······ --..... 
312 Y(II,.2)<=0.0 
ICAL=u 
NDAY=O 
I SHOCK=IX 
I F(IRET .LE .10 )IXS(3 ,I RET )=IX 
DO 300 WHILE(ICAL.NE.IGR(8» 
NDAY=NDAY+l 
L22=L2+NDAY 
NDA=NDAY+MB 
MW=NDAY+MA 
IF(NDA.GT.80)NDA=80 
IF(MW.GT.80)MW=80 
TDEW=TEMPG(MW) 
IF(TDEW.LE.O.O ~TDEW=O.O 
LDAT=LDATl(NDA *AREAL(L22) 
IF(LDAT.LE.O.O LDAT=0.001 
IF(NDAY.EQ.l)LPUS=(LSEV*LDAT)/0.00135 
Ire-calculate counters 
!leaf area today 
IF(IUP.EQ.l.AND.IRET.LE.10.AND.KAL(MW).EQ.JDAT2) 
1 IXS(4,!RET)=IX 
IF(IUP.EQ.l.AND.IRET.GT.10.AND.KAL(MW).EQ.JDAT2)THEN 
IF(ISTVP.EQ.1)IX=IXS(~JIMIN) 
IF(ISTUP .Ne.1 )IX=I SHOU<.. 
END1F 
IF(IUP.EQ.l.AND.IRET.GT.10.AND.KAL(MW).LT.JDAT2. 
1 AND.NDA1.EQ.l)IX=IXS(3,IMIN) 
IF(I STUP .EQ.l • AND .KAL(MW) .LT .JDAT2)I STO=l 
I F(1 STUP .EQ.l .AND .KAL (MW) .GE .JDAT2)1 STO=O 
CALL BIOL(NDAY,MW,LDAT,IX,LPUS,SEV) 
Y~NDAY 1 )=SEV X NDAY' 1 )=NDAY 
I lMW.iQ.KKAjLDl=SEV*100.0 IF MW.EQ .KKB LD2<=SEV*100.0 
IF MW.EQ.KKC LD3=SEV*100.0 
IF MW.EQ.KKD LD4=SEV*100.0 
T SP 1 =TIL SP (MW )-N SPO RE 
IF(TSP1.LT.0.0)TSP1=0.0 
IF(DEW(MW).EQ.O.O)THEN 
AL1B=O .0 
NLAT=O .0 
ELSE 
IF(IBISTO .EQ.l )THEN 
ALIB= (RAN (IX)*NSPORE )+(RAN (IX)*TSP 1 ) 
ELSE . 
ALIB= (0 .50*NSPORE )+(0 .50*TSP1 ) 
ENDIF 
!MP yield loss value 
!spores from elsewhere 
fin the system 
CALL GROW(ALI B ,IX ,ASUN (MW) ,SEV ,TDEW ,2 ,BLOOP) 
NLAT=BLOOP 
END1F 
IF(SEV.EQ.l.0)THEN 
DO 320 JJ=l 25 
320 LATENT(JJ)ad.O 
END1F 
300 
389 
63 
IF(IO.EQ.0.OR.IO.EQ.1)THEN 
IF(NDA1.EQ.l )WRITe(6 ,60) 
WR1TE(6,6f)NDAY ,KAL(MW),IPIF,IPLAT,TOT,TDEAD,TPUS,NSPORE~ 
1 SEV ,LDAT ,NLAT ,ALIB,DEW(MW) ,ARAIN\.MW) ,TEMP (MW) ,TEMPG(MW) 
END1F 
PAREX"PAREA 
ICAL=KAL(MW) 
IF(1UP.EQ.l.AND.JDAT2.EQ.KAL(MW»ASTAT2-SEV 
CONTINUE 
IF(IO.LT.3)WRITE(6,63) 
FORMAT(/ /IX '**** Leaf Tw Simulation ****' / /) 
X(l ,3 )=NDAY+2 
IF(IO.EQ.l.0R.IO.EQ.2)CALL GRAPH(Y,X,3,55,0.02,0.5,0,1,1 ,0,1) 
Section 4 - Flag Leaf Simulation 
NLAT"O.O 
TDEAD=O.O 
DO 401 LL-l 25 
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) 
'1,_ r 
I 
l.:_. 
402 
403 
DO 402 II-l,IPIF 
INF(II)=O.O 
Ll=KR-KO 
DO 403 !I=l,55 
X (II ,1 ) =0 .0 
Y{II A 1 )=0.0 ICAL=u 
MDAY=O 
ISHOCK=IX 
IF(IRET.LE.IO.AND.IUP.EQ.1)IXS(5,IRET)-IX 
DO- 400 WHILE(ICAL.NE.IGR(8» 
MDAY=MDAY+1 !counters 
L11=MDAY+L1 
MDA ... (K R-KT )+MDAY 
MC= (KR-KP )+MDAY 
IF(MDA.GT.80)MDA-80 
IF(MC.GT.80)MC=80 
TDEW=TEMPG(MC) 
IF{TDEW.LE.O.O~TDEW=O.O 
FDAT=FDAT1 (MDA *AREAL (L11) 
IF(FDAT.LE.O.O FDAT=O.OOl 
IF(MDAY.EQ.1)FPUS=(FSEV*FDAT)/0.00135 
IF{IUP.EO.1.AND.IRET.GT.10.AND.KAL(MC).LT.JDAT1. 
1 AND.MDA~.EQ.1)IX=IXS(5 IMIN) 
IF(IUP.EQ.1.AND.IRET.LE.[0.AND.KAL(MC).EQ.JDAT1) 
1 IXS{6 IRET)-IX 
IF(IUP.tQ.1.AND.IRET.GT.10.AND.KAL(MC).EQ.JDAT1)THEN 
I F(I STUP .EQ.1 )IX=IXS(~,IMIN) 
I F(I STUP .NE!.l )IX=I SHOLK 
ENDIF 
IF(ISTUP.EQ.1.AND.KAL(MC).LT.JDAT1)ISTO=1 
IF(ISTUP.EQ.1.AND.KAL(MC).GE.JDAT1)ISTO=0 
CALL BIOL(MDAY,MC,FDAT,IX,FPUS,SEV) 
Y~MDAY ,I )=SEV 
X MDAY 1 )=MDAY 
I ~MC.t8.KKAlFD1-SEV*100.0 IF MC.E .KKB FD2=SEV*100.0 
IF MC.E .KKC FD3=SEV*100.0 
IF(MC.EQ.KKD FD4=SEV*100.0 
T SP2=TIL SP (MC )-NSPO RE 
IF(TSP2.LT.0.O)TSP2=0.0 
IF(DEW(MC).EQ.O.O)THEN 
NLAT=O.O 
ALIB=O.O 
ELSE 
IF(IBISTO.EQ.l)THEN 
ALI B= (RAN (IX)*NSPORE )+(RAN (IX )*T SP2 ) 
ELSE 
ALIB=(O .50*NSPORE )+(0 .50*TSP2) 
ENDIF 
!MP values 
!extraneous spores 
CALL GROW(ALIB ,IX ,ASUN (MC) ,SEV ,TDEW ,3, BLOOP) 
NLAT=BLOOP 
ENDIF 
IF(SEV.EO.l.0)THEN 
DO 410 JJ=1 25 
410 LATENT(JJ).O.O 
ENDIF 
IF(IO.EQ.O.OR.IO.EQ.l)THEN 
I F(MDAY .EQ.l )WRITE (6,60) 
WRITE (6,61 )MDAY ,KAL(MC) ,IPIF ,IPLAT ,TOT ,TDEAD ,TPU S,lN SPORE ~ 
1 SEV ,FDAT ,NLAT ,ALIB,DEW(MC) ,ARAIN"MC) ,TEMP (MC) ,Tr.;MPG(MC, 
ENDIF 
PAREX"PAREA 
ICAL=KAL(MC) 
IF(IUP .EQ .1.AND .JDATl.EQ .KAL{MC) )ASTATI-SEV 
400 CONTINUE 
489 IF(IO.LT.3)WRITE{6,64) 
64 FORMAT{/ /IX, '**** Leaf One Simulation ****' / /) 
XO 3 )=MDAY+2 
IF(fo.EQ.l.0R.IO.EQ.2)CALL GRAPH{Y,X,3,55,O.02,O.5,O,I,1 ,0,1) 
Section 5 - Yield Loss Determination 
295 
I 
il 
I 
r 
,I' , 
! 
~ I 
! I ' 
510 
511 
512 
1 
2 
3 
4 
5 
6 
7 
8 
IF(10.LT.4)WRITE(6,510) 
FORMAT(/1X '**** Yield Loss Estimation ****' /) 
YIELD=-0.Oj-(4.35*FDl)+(3.26*LDl)+(0.72*FD2)-(1.82*LD2) 
1+(0.62*FD3j+(0.42*LD3)-(0.03*FD4)+(0.22*LD4) 
IF(IO.LT.4 WRITE(6,511)FD1,LDl ,FD2,LD2 ,FD3,LD3,FD4,LD4 
FORMAT(1X FlO.4) 
IF(IO.LT.4)WRITE(6,SI2)YIELD 
FORMAT(/1X, 'Expected yield reduction is' ,F7.1 " 'f.' / /) 
RETURN 
END 
Produce an approximation to a random normal number 
SU BROUTINE NO RM (IX, S ) 
COMfoDN /BLK1 /1 STO 
IF(ISTO.EQ.O)THEN 
S=6.0 !if deterministic run, mean returned 
RETURN 
ENDIF 
S=O.O 
DO 1 1=1-(12 
R=RAN(IX, 
1 S=S+R 
RETURN 
END 
Physical phase of BARSIM 
SUBROUTINE GROW(FLIB ,IX ,SN ,SV ,TID ,ITIT ,FLOOP) 
COMfoDN /BLKI/IPSO 
H=lO .0 
IF(IPSO.EQ.l)THEN 
X3=1.0 !run only if leaf wetness 
BETA=2 .0 * RAN (IX) 
ALPHA=2.0*RAN(IX) !liberation - gamma variate 
IF(ALPHA.LE.l.S)GO TO 2 
GO TO 3 
B=O.24797+(1.3473574*ALPHA)-(1.00004204*ALPHA**2)+ 
1 (O.53203176*ALPHA**3)-(0.13671536*ALPHA**4)+(0.OI320864* 
2 ALPHA**5) 
GO TO 4 
B=1.33408+(0.22499991*ALPHA)-(0.00230695*ALPHA**2)+(0.00001623* 
1 ALPHA**3)-(0.000000006*ALPHA**4) 
W=1.O+(l.O/B) 
IF(W-I.O)7 ,8,6 
W=W-l.O 
X3=X3*W 
GO TO 5 
GY=1.O+W*(-O.5771017+W*{0.985854+W*(-O.8764218+W*(0.8328212 
1 +W*(-O.5684729+W*(0.254820S+W*(0.0514993»»») 
X3=X3*GY /W 
A= (X3 / (ALPHA*BETA) )**B 
B=I.O /B 
A=l.O/A 
Z=RAN(IX) 
X5=(-A*ALOG(Z»**B 
IF(XS.GT.I.0.OR.X5.LE.0.O)GO TO 1 
DF=XS 
ELSE 
DF=0.5 
ENDIF 
DEP S=FLI B*D F 
IF(ITIT.GT.I)THEN 
IF (IP SO .EO .1 )THEN 
SU RV"'DEP S*RAN (IX) 
ELSE 
SURV=DEPS*0.50 
ENDIF 
Ideposition of spores 
!spore survival 
ELSE 
IF~SN.LE.3.0)SF=I.0 
IF SN.GT.3.0.AND.SN.LT.8.0.AND.IPSO.EQ.0 SF=0.50 
IF SN .GT.3.0 .AND. SN .LT.8.0 .AN~ .IP SO .~Q.l ~ SF=RAN (IX) 
IF(SN.GE.8.0.AND.IPSO.EQ.0)SF-0.4167 0.50 
IF(SN.GE.8.0.AND.IPSO.EQ.I)SF=0.4167*RAN(IX) 
SURV-DEPS*SF 
ENDIF 
CALL NORM(IX S) 
GF=(EXP{1.22f82+0.822679*H+0.0789944*TID-0.0462991*H**2 
1 +O.OOOI063*TID**2-0.0117708*H*TID)*0.01) 
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GERM=GF*SURV 
CALL NORM(IX S) 
RINF=0.2475 + 0.0105*(S-6.0) 
FLOOP=RINF*GERM*(l.O-SV) 
RETURN 
END 
!spore germination 
!penetration 
Biological phase of BARSlM. Called up every day. 
SUBROUTINE BIOL(IZ IW AR IX GPUS ,POG) 
COMIDN /BRRI /INF(50) .LATENT bo ),.,HEMP (200) ,PINF ,IPIF ,NLAT ,N SPORE 1 ,TPUS!TDEAD,TOT,PA~X,PAREA,IPLAT 
REAL NAREA,NSPORE ,NLAT ,INF ,LATENT 
NSPORE=O .0 
TPUS=O.O 
J=25 
LATENT(J)=LATENT(J-1) !move boxcar latent along one J=J-l 
IF(J.GE.2)GO TO 1 
LATENT(I)=NLAT Inew latent spores into train NLAT=O .0 
ATRANS=O .0 
TRANS=O .0 
NPLAT=O 
DO 4 MOA=2,25 !latent period calculations XTEM=O .0 
AVTEM=O.O 
DO 3 MOB=l,MOA 
MOC=MOB+IW 
XTEM=HEMP(MOC) 
AVTEM=AVTEM + XTEM 
3 <X>NTINUE 
AMTEM=AVTEM/FLOAT(MOA) 
PLATY=19.6926-0.08492*AMTEM**2+0.00253488*AMTEM**3 CALL NORM(IX S) 
PLAT= PLATy+i.079317*(S-6.0) 
IPLAT=IFIX(PLAT) 
IF(MOA.GE.IPLAT)THEN 
ATRANS=LATENT(MOA) 
LATENT (MOA)=O.O 
ENDIF 
TRANS=TRANS+ATRANS Isums new infectious spores 
NPLAT=NPLAT+IPLAT 
CONTINUE 
J=IFIX(PlNF) 
DEAD=INF(IPIF) told spores 
7 INF(J)=INF(J-l) 
J=J-l 
IF(J.GE.2)GO TO 7 
IF(IZ.EQ.l )TRANS=GPUS 
INF(l ) ='t RAN S 
TDEAD=TDEAD+DEAD 
DEAD=O.O 
DO 10 J=I~IPIF 
PUS=INF(J) 
TPUS=TPUS+PUS 
PUS=O.O 
10 CONTINUE 
TOT=TPUS+TDEAD !sum total number of spores 
IF(AR.LE.O.O)AR=O.OOI 
DENS=TOT/AR !densityof spores on leaf 
I F(DENS.LT.l .0 )DENS=I.0 
IF(DENS.GT.II0.0)DENS=110.0 
PARE= (13.4824-0 • .162551 *DENS+O .0037821 *DENS**2- 0.000012355* 
1 DENS**3)*0.0001 !area taken up by 1 spore CALL NORM(IX S) 
PART= 0.9194i43*(S-6.0)*0.0001 
IF(DENS.GE.60.0)PART=0.0 
PAREA=PARE+PART 
I F(IZ .EQ.l )PAREX=PAREA 
IF(PAREA.GE .PAREX)PAREA-PAREX 
NAREA-AR/PAREA !resultant total spore areas available IF~TPUS.GT.NAREA)TPUS=NAREA 
IF TDEAD .GT .NAREA)TDEAD=NAREA 
I F TOT .GT .NAREA)TOT=NAREA 
DAREA-2.0*PAREA*TOT larea of infected leaf 
PQG=DAREA/AR 
IF(POG.GT.I.0)POG=I.0 !severity 
TE=HEMP(IW) 
IF TE.LE •• 0 TE= 
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1 
4 
5 
6 
7 
9 
10 
11 
IF(TE.GE.25.0)TE=25.0 
DO 20 K=I~IPIF Ispore production 
D=FLOAT(K, 
IF( (TE.LE .16.0 .AND.D .LE.3.) .OR. (TE .GT .16.0 .AND.D .LE.2.) )THEN 
SPORE=7.32308-2.84774*D+0.115852*TE+0.381308*D**2-0.011108 
1 *TE**2+O.194509*D*TE 
ELSE 
SPORE= 8.33397-0.35631*D+0.061074*TE+0.0081216*D**2+ 
1 0.00055346*TE**2-0.0058955*D*TE 
ENDIF 
CALL NORM(IX S) 
ASPORE=EXP(SPORE+ALOG(I.4717)*(S-6.0» 
ATEMP=INF(K)*ASPORE*PAREA*100 .0 
N SPO RE =N SPO RE+ATEMP 
SPORE=O .0 
20 mNTINUE 
RETURN 
END 
Decision analysis 
SUBROUTINE EroSET (KB GY REm) 
DIMENSION GY(lOO) , RMdM (6 ) ,SMDM(6) ,SCUM(51) ,FF(2 ,51), 
1 INN (2 ) .l.~DD (2) ,XMU (2 ) 
REAL NSCUM(51 ).lN~MOM(6) 
CHARACTER*12 IT(2) 
DATA IT/' SPRAY NOW ','DO NOT SPRAY'/ 
DATA INN/1 2/ 
INTEGER REO) ,SDOR 
FORMAT«(//////I//I//II/I//IIIII/II/I) 
WRITE 5,1) 
WRITE(5 4) 
FDRMAT(:J2X, 'ECONOMIC MlDULE' 132X, '****************' I I I I I I I 
1 /1/1X,'Enter <RETURN) to continue, or <I) to skip this 
2 module: ' ,$) 
READ(5}5)NCH,tDUM 
FORMATI.Q II ~ IF(NCH.EO.O IDUM=O 
IF(NCH.G'f.O RETURN 
WRITE (5,1) 
WRITE (5,6) 
FDRMAT(20X,'What is the cost of the sIlray material ?'1/10X, 
1 'Bayleton at th~ recommended rate of 500ml/ha would cost 
2 $25.45/ha'I/10X,'Enter new price ( dollars per hectare 
3 (dd (.dd» ) or (RET) : ',$) 
READ(S,14)NCR SCOST 
IF(NCH..EQ.0)SCOST=25.4S 
WRiTE(S,I) 
WRITE(S 7) FDRMAT(~4X,'What does it cost to apply the spray ?'/11120X, 
1 'Default value is $3/ha; enter new value <dd(.dd»,'/35X, 
2 ' or (RET> : ' $) 
READ (5 ,14 )NCR ,APmST 
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I F(NCH .EQ.O )APCOST"3.0 
WRITEJ5,I ) 
WRITE 5 9) 
FO RMA (~OX, 'How extensive will be the wheeling damage ?' I I 120X, 
1 'If help is required, enter <99). Otherwise,'/20X, 
2 'Enter as a percentage <d(.d»% to change the'/20X,'default 
3 value of 2 .5% ~ or <RET) : ',$) 
READ (5 ,14)NCR ,W~OST 
IF(NCH.EQ.0)WCOST=2.S 
IF(WCOST.EQ.99.0)THEN 
WRITE(S 1} 
WRITE(S :10) 
FORMAT(lOX, 
l' Sprayboomwidth:'/IOX, 
1 ' 10m 15m 20m' IIOX 
1 ' ================='/IOX, 
1 'Aerial Spraying, or' /IOX, 
1 ' tramlines • • • • • • • • 0.0 0.0 O.O'I{IOX, 
1 'Wheelmarks only. • • • • • • •• 1.7 1.3 0.8'1 OX, 
1 ' (crop flowering) • • •• 3.5 2.6 1.7'1{10X, 
1 'No wheelmarks • • • • • • • • 3.5 2.6 1.7'1 OX, 
1 ' (crop flowering) • • •• 7.0 5.3 3.5') 
~RI~~V)}lsx, 'The above figures are PERCENTAGES' / I / I IIX, 
1 'Enter an appropriate figure <d(.d» : ' ,$) 
READ (5 ,*)WCOST 
ENDIF 
WRITE(S.l) 
I-
I 
12 
120 
121 
13 
14 
100 
WRITE(S 12) FORMAT~isx,'If the barley stayed healthy, what yield would it' 
1/15X, be reasonable to expect ?'///lSX. Enter as t/ha, 
2 <d(.dd}> : ' .S) 
READ(5,1* ABSYIL 
WRITE (.) 20) 
FORMAT <J /15X, 'Enter <1> to introduce va riability in spraying.' 
1 '(15X,'<2> to reset the spray effectiveness parameters,' 
2// 5X, or <RET> to ignore spray variability: ' .S) 
READ C 5 5 )NCH NOVAR IF~NCH:EQ.O)NOVAR=O 
IF NOVAR.EO.1)THEN 
A "'ABSYIL~0.91 
BS=ABSYIL *0 .96 
CS=ABSYIL*1.0 
ENDIF 
IF(NOVAR.EQ.2)THEN 
WRITE (5 121) 
FORMAT() /15X 'Enter a low, likely and high value for spray' 
1/12X, 'effectiveness to form a triangular distribution: ' ,~) 
READ \.5 , *)A 1 B,C 
AS=ABSYIL*a 
BS=ABSYIL*B 
CS"'ABSYIL *C 
NOVAR ... 1 
ENDIF 
~i~g'B) 
FORMAT(i8X 'Price received for barley is set at S18S/t' 
1///17X,'II this is to be changed~_enter the new price,' 
2 /'l2X, format <ddd.d(d», else <~T> : ' .S) 
READ (5 J14)NCH~PRlCE 
FO RMAT \. Q , F6 .2 ) 
IF(NCH.EQ.0)PRlCE=185.0 
EN=FLOAT (KB) 
IFCKB.EQ.1 )THEN 
299 
YSPRAY=DSl 
EMVNS=PRlCE*(YSPRAY-YSPRAY*GY (l) /100.0) 
GO TO ISO 
!EMV, no spray 
ENDIF 
CALL BERICCCY .KB) 
CALL CONDE S (G'l ,KB ,RMOM) 
IF(NOVAR.EQ.1)THEN !triangular moments 
SM1=~AS+BS+CS)/3.0 
SM2= (AS-SM1)~*2+(BS-SM1)**2+(CS-SM1)**2)/12.0 
SM3= (AS-SM1)**3+(BS-SM1)**3+(CS-SM1)**3)/30.0 
ENDIF 
EMVNS=O.O 
EMVS=O.O 
PROD"'1.0/EN 
DO 105 IC=l KB 
105 NSCUM(IC)=A!SYIL*(1.0-GY(IC)/100.0)*PRICE !NS cumulative 
CALL BERIC(NSCUM,KB) !function 
150 
106 
188 
CALL CONDES(NSCUM ,KB NSMOM) 
EMVNS=zABSYIL* (l.O-OOM(l ) /100.0 )*PRlCE 
IF(NOVAR.EQ.1)THEN 
YSPRAY=SM1 
ELSE 
YSPRAYzABSYIL 
ENDIF 
EMV S"'YSP RAY * (l.O-WCO Sf /100.0 )*PRICE -
IF(EMVS.GE.EMVNS)THEN 
(SCO Sf+APCO Sf) 
REOO .. 1 
EL$ 
REOO-2 
ENDIF 
! if risk-neutral !spray } 
!don't spray 
IF(KB.LT.6)GO TO 199 
WRITE15,1) 
WRITE 5,106} 
WRITE 6 106 
FORMA: () / /2 X, 'Yield Reduction Frequency Histogram' /) 
CALL HI Sf (8 ,GY ,KB) 
DO LOOP=5 6 
WRITE(LOOP,188)(RMOM(I),I z 1,3) 
ENDDO 
FORMAT (/37X ,'% Yield Reduction' / f20X, 'Mean =',F6.2, 
1 ' va r '"" F8. 3 , , M3" ' , F 12 .31 / /) 
WRITE (5 ,189 ~ 
I \ 'I 
1_ ••••• •• 
189 
199 
201 
400 
401 
405 
701 
702 
703 
704 
7040 
705 
FORMAT(lX.~ '<RET) to continue:' ,$) 
READ (5 ,5 )NCH IDUM 
I F(NCH .EQ.O )tDUM=O e 
WRITEJ5 1) WRITE 5 ;201 )EMVS ,EMVNS ,IT(RECO) 
WRITE 6 201)EMVS,EMVNS,IT(RECO) 
FORMA ~J20X,'Expected monetary value per hectare if a spray'/ 
1 20X, is applied is S' ,F7 .2 /l20X, 'Expected monetary value 
2 if no spray is'/20X t 'applied is $' JF7.2/////20X,'On this 3 basis, the recommenaed decision 1s ///35X,A) 
WRITE(5 189) 
READ (5 ,~ )NCH ,IDUM 
IF(NCH.EQ.O)IDUM=O 
WRITE (6 J400)(GY (LL) ,LL=l ,KB) 
FORMAT( 1Xi 'Yield Loss Estimates: '/10(3X,F5.1» WRITE (6 ,40 )(NSCUM(LL) ,LL=l ,KB) 
FORMAT (j1X" 'Money Values:' )./10(lXdF8.2)) WRITE(6 40:»APCOST ,SCOST ,AB:;YIL ,WC ST JPRtCE 
FORMAT(}lX, 'Application cost = S/ha ,F6.2/lX, 'Spray cost 
1 = S/ha',F6 .2 /lX, 'Healthy yield = t /ha ' ,F5.2 
2 /lX, 'Wheeling damage = %' ,F5.1 /lX, 'Barley income 
3 = Sit' ,F7.2//) 
~~~~g '~61) 
FORMAT 0/ / //5X, , <RET) to carry out stochastic efficiency analy 
1 sis' /5X~ , [ 51 epidemics maximum ], or <1> to skip : ',~) 
~~~:~6~~t68~~0 
IF(IDUM.lQ.l)GO TO 799 
WRITE (6 ,7(2) 
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FORMAT(7//1X,'STOCHASTIC EFFICIENCY ANALYSIS'/lX,'+ + + + + + 
1 + + + + + + + + + +'//IXJ'prospect 1 = no-spray prospect 
22 = spray'///3X,'Numbers ,24X,'Efficiency)IX,'============== 
3========================================== //) 
IF(NOVAR.EQ.1)THEN 
P RODNO=l .0 /FLOAT (KB-1) 
FS=O.O 
DO LOOP=l,KB 
IF(LOOP.EQ.1)THEN 
FS=O .0 
ELSE 
FS=FS+PRODNO 
ENDIF 
FSS=FS 
CALL TRIANG(FSS AS ,BS ,CS ,OB) 
SCUM (LOOP )=OB*(i .O-WCOST 1100.0 )*PRICE - (SCOST+APCO ST) 
ENDDO I"Spray" cumulative function 
ASl"AS*~l-WCOST /100.0 ~*PRICE- ~SCOST+APCOST ~ 
BSl"BS* 1-WCOST /100.0 *PRICE- SroST+AProST 
CSl=CS* l-WCOST/100.0 *PRICE- SroST+AProST 
SMOM(I)~(ASl+BS1+CS1)/3.0 IS triangular moments 
SMOM(2)=«ASI-SMOM(I»**2+(BSI-SMOM(I»**2+(CSl-SMOM(I» 
1 **2)/12.0 
SMOM(3)=«ASl-SMOM(1»**3+(BSI-SMOM(I»**3+(CS1-SMOM(I)) 
1 **3) /30.0 
ELSE 
BIT=0.0001*EN/2.0 
EMVO=EMVS-BIT 
ENDIF 
DO 703 IF=l KB Iset up arrays for SDOM 
FF
f
1,IF)=NSCUM(IF) 
IF NOVAR.EQ.1)TREN 
F (2,IF)=SCUM(IF) 
ELsE 
FF(2,IF)=EMVO 
EMVO=EMVO+O .0001 
ENDIF 
CONTINUE 
XMU (1 )~EMVN S 
XMU(2)=EMVS 
CALL SDOM(2,KB,FF,INN,O,IDD,JOT,XMU) 
IF-1 
WRITE(6,704)(FF(IF,IE),IE=1,KB) 
FORMAT(///lX,'CPF points:' ,/lX,'NS: '/10(lX,F9.4» 
IF=2 
WRITE (6 ~7040 )(FF(IF ,IE) ...tIE-1 ,KB) 
FORMAT (tlX ' S: ' /10(lX ,F'1.4» 
WRITE (6 ,705 ~INN JIDD .lJqTtX~ , 
FORMAT(tlX, IN: ,21.£, D. ,212, JOT:',12,' MEANS:',2F10.4) 
SDOR=O 
IF(JOT .EQ .l.AND .IDD(l) .• EQ.2 )SDOR=l 
706 
707 
I F (JOT .EQ.l .AND .IOD (l ) .EQ .1 ) 500 R=2 
WRITE(s,l) 
IF (500 R.EQ .0 )THEN 
WRITE(S ,706) 
WRITE (6,706 ) 
FORMAT(11112~ 'Neither strategy is as yet preferred - no 
1 evidence to' {i2X) 'suggest spraying is worthwhile at the 
2 present time.'11 ) 
ELSE 
~ii~~),~g~~ii~~g~~ 
FORMAT ( 1126x, On the basis of stochastic dominance,' 
1 I I /35X ,All) 
ENDIF 
WRl TE ( 5 IS 9 ) 
READ(S 3 )NCH ,IDUM 
IF(NCH.EQ.O)IDUM=O 
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799 
800 
tiH1~B 'A30) 
FORMAT()1117X 'This analrsis requires a value for the coef 
1ficient of'{(7x,'partia risk aversion [ C.P.R.A. 1 '11117X~ 'The 
2 default va ue 1S 1.1; enter a new value, else <ReT> : ' ,~) 
READ(s }snjNCH ,CPRA 
811 
805 
810 
S14 
S12 
813 
FORMAT \Q ,F 
IF(NCH.EQ. )CPRA=-1.1 
WRITE (6 805) 
FORMATO I I1X, 'EXPECTED UTILITY ANALYSIS'/IX, 
1 '+ + + + + + + + + + + + +'111) 
ClJNTINUE 
CpaCPRA**2 + CPRA 
IF(NOVAR.EQ.l )THEN 
CERTS=SMOM(l)- (SMOM(2) 12.0)* (CPRAISMOM(l ) )+( SMOM(3) 16.0) 
1 *(CP !SMOM(l )**2) ICE (S), 3-term Taylor series 
ELSE 
CERTS=EMVS 
ENDIF 
CERTNS=NSMOM(1 )- (NSMOM(2) 12.0 )*(CPRA/NSMOM(l) )+(NSMOM(3) 16.0) 
1 *(CP IN SMOM (1 )**2) ICE (NS) . 
I F(CERTS.GT .CERTNS)THEN 
~ClJ=1 
ELSE 
REClJ=2 
ENDIF 
DO LOOP=s 6 WRITE~LOOP'S14~(SMOM(I) 1=1 3) 
WRITE LOOP ,S14 (NSMOM(I5 ,1=( ,~) 
WRITE LOOP ,812 CPRA ,CERTN S ,CE RTS ,IT (REClJ) 
ENDOO 
~~~~~~~~t:~~.P.~:X~·~'; F7~~ i2~X:~~~N~) .. Mq ,F9:jF1S.3) 
1/20X .. CE(S) - 'J..F9.311/2dX"T~US to maximise expected 
2 uti.Lity, '1/30X, ) 
WRITE(5813) 
FORMAT 0 I I /l1X, 'Enter another value of the C.P. R.A. , 
1 else <RET) : ' S) READ(5,811)NCH~CPRA 
I F(NOI .EQ.O )THt,;N 
CPRA=O 
RETURN 
ENDIF 
GO TO S10 
END 
r Sorts an array into ascending order 
SU BROUTINE BE RI C (G ,NOD) 
DIMENSION G (NOD) 
DO 40 I-I NOD-1 
DO 30 J .. t+l,NOD 
IF(G(I).LT.G(J»GO TO 30 
T=G(J) 
gH~:¥(I) 
30 ClJNTINUE 
40 CONTINUE 
RETURN 
10 
50 
100 
1 
3 
4 
7 
8 
Finds first 4 moments of a set of data, and the standardized 
measures of skewness and kurtosis. 
SUBROUTINE CONDES(ADAT,NUM,M) 
REAL M(6) 
DIMENSION ADAT (200) ,TOT (4) 
DO 10 1 .. 1,6 
M(I ) ... 0.0 
IF(t.LE.4)TOT(I)=0.0 
DO 100 1=1 ~NUM 
PUG=ADAT (I) 
POG=PUG 
DO SO J=l 4 
TOT(J)=TOT(J)+PUG 
PUG=PUG*POG 
CONTINUE 
CONTINUE 
~UI=FL04T~mJM) M 1 ""TOT(l fRNOM M 2 = TOT *RNUM-TOT(1)**2)f(RNUM*(RNUM-1.0)) M 3 = TOT 3 /RNUM -3.0*(TOT(2)/RNUM)*M(1 +2.0*M(1)**3 M 4 ... ~TOT~4~ /RNUM~-4.0*M(1)*(TOT(3)/RNUM~+6.0*(M(1)**2)* 
1 ~TOT(~)/RNUM)-3.0*M(1)**4 
M(S)=M 3)/SQRT(M(2)**3) 
M(6)=M 4)/M(2)**2 
RETURN 
END 
Draws a ICELL-cell histogram of a set of data 
SUBROUTINE HIST(ICELL ADAT NUM) 
DIMENSION PTHETA~20) ,JouTdO) ,PRESP(20) ,ADAT(200) 
DAT A NOTH,J /' " *' I 
CELL=FLOAT(ICELL) 
DO 1 IC=l ICELL 
PTHETA(IC ~=O.O 
DIV=(ADAT(NUM)-ADAT(l»/CELL 
IQ=1 
100=0 
DIL=ADAT (1) 
DIK=DIL+DIV 
DO 4 IC=l,ICELL 
PRESP(IC)=DIL 
IF(ADAT(IQ).GE.DIL.AND.ADAT(IQ).LT.DIK)THEN 
PTHETA(IC)=PTHETA(IC)+1.0 
I BO=I80+1 
ENDIF 
IF(ADAT(IQ).GE.DIK. OR' .IQ.EQ.NUM)THEN 
DtL=DIL+D1v 
DIK=DIK+DIV 
ELSE 
IQ ... IQ+1 
GO TO 3 
ENDIF 
OONTlNUE 
PRESP(ICELL+1 )=DIK-DIV 
IF(IBO.NE.NUM)PTHETA(ICELL)=PTHETA(ICELL)+FLOAT(NUM-IBO) 
UMAX=O.O 
DO 7 IC"l ICELL IF(PTHETA~IC).GT.UMAX)UMAX=PTHETA(IC) 
JOUT(IC)-=NOTH 
IF(UMAX.GT.1S.0)THEN 
UM=UMAX 
RPEE"2.0 
DO WHILE (UM.GT.1S.0) 
UM ... UMAX /RPEE 
RPEE=RPEE+1.0 
ENDDO 
F=RPEE-1.0 
ELSE 
F=1.0 
ENDIF 
DO 8 IC=l lCELL PTHETA(IC~=ANINT(PTHETA(IC)/F) 
MAX=UMAX/F 
DO 30 IKL=l,MAX 
XO ... MAX-(IKL-1 ) 
IZ=XO*F 
DO 2S IKM=l,ICELL 
IF(PTHETA(IKM)-XO)2S.20.20 
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20 
2S 
40 
30 
41 
100 
101 
102 
JOUT(IKM)=J 
OONTINUE 
WRITE(5,40)IZ,(JOUT(JO),JO=1,ICELL) 
WRITE(6 , 40)IZ,(JOUT(JO),JO=1,ICELL) 
FORMAT(4X,I3, I ',<ICELL>(6X,A1» 
WRITE 5,41 PRESP IW ,IW=1,ICELL+1 OONTI~E . 
WRITE 6 \41 ~ ~PRE SP hw~ ,IW=l ,ICELL+ 1 ~ 
FORMAT (tl4X, <ICELL+l) \ F6 .1 ,IX» 
RETURN 
END 
Sample from a triangular distribution 
SUBROUTINE TRIANG(R,E,F,G ,OBS) 
IF(R.LE.O.O)THEN 
OBS=E 
RETURN 
ENDIF 
IF(R.GE.l.0)THEN 
o BS .. G 
RETURN 
ENDIF 
IF(R.LE.«F-E)/(G-E»)THEN 
OBS=E+(R*(G-E)*(F-E»**0.5 
RETURN 
ELSE 
OBS=G-«1.0-R)*(G-E)*(G-F»**0.5 
RETURN 
ENDIF 
END 
Tests for stochastic dominance up to TSD [Anderson et al.,1977] 
Adapted for 2 CPF's ONLY. Will handle 50 linear segments for [spray] and [no spray] strategy PDF's. 
SUBROUTINE SDOM(NA NC F IN IE ID JT X) 
DIMENSION F(2 ,51)~S(2 :5i) ,T(2 :sd ,II)(2) ,IN(2) ,X(2) 
DIMENSION Z(2 ,102) 
NS=NC-l 
DP=NS 
DP=l. /Op 
DP is cumulative probability 
NA1=NA-l 
Compute means if not supplied 
IF(X(l).NE.O.)GO TO 102 
DO 101 I=l,NA 
X(I)=O.O 
DO 100 J=l,NS 
X(IJ=X(I )+F(I ,J) 
XCI =DP*(X(I)+(F(I,NC)-F(I,1»*.5) 
roN lNUE 
IF(IE.LT.O)GO TO 104 
DO 103 I:o:l,NA 
103 10(1)=0 
104 roNTtNUE. 
Check the CDF's are proper 
DO 105 1=1 NA 
IF(ID(I).EQ.l)GO TO 105 
DO 105 J=1 NS IF(F(I,J+l~.GE.F(I,J»GO TO 105 
CDFE=DP*(J-l ) 
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WRITE (6 [550)1 ,IN(r) ,CDFE 
FORMAT( X, 'Prospect ' ,13,' called ' ,14,' defective about the ' ,F5.3 
1.1' fractile',f) 
550 
Iu(1)-l 
105 U>NT1NUE 
I Make all possible comparisons of fsd (cpf) functions 
DO 160 IC ... 1 ,NAI 
IM=IC+l 
110 
114 
115 
DO 160 JC=-IM ,NA 
IK-IC 
JK-JC 
IF(ID(IK).EQ.l.0R.ID(JK).EQ.l) GO TO 160 
IT=O 
ID indexes -1 if Qrospect I is dominated 
DO 110 L-l,NC 
IF(F(IK,L)-F(JK,L»114,110,115 
roNTINUE 
CALL CSUB(IK ,JK ,IT) 
L=L+l 
\ i 
i 
I, 
; . 
140 
155 
160 
IF(X(IK).LT.X(JK»GO TO 155 
DO 140 K=L,NC 
IF(F(IK,K).LT.F(JK,K»GO TO 155 
mNTINUE 
10 (JK)=1 
IF(1T.EQ.O)GO TO 160 
CALL CSUB(tK ,JK ,IT) 
mNTlNUE 
CALL SEL(l ,NA,1O ,NA,IN ,JF) 
JT=JF 
IF(JF.LT.2)GO TO 390 
Reject dominated acts 
DO 200 I=l,JF 
K=ID(I) 
xCI )=X(K) 
DO 200 J=l,NC 
200 F(I,J )=F(K,J) 
Start SSD review 
DO 205 I=l,JF 
205 10(1 )=0 
210 
213 
214 
215 
220 
225 
230 
235 
240 
Compute SSD function at segment endpoint 
DO 210 I=l,JF 
gdI~t6"~;2 ,NC 
A=J 
S(I,J)=S(I,J-1)+OP*(F(I,J)-F(I,J-1»*(A-1.5) 
JF1=JF-1 
Start pairwise comparisons 
DO 260 IC=1,JF1 
IM=1C+1 
DO 260 JC=IM,JF 
IK=IC 
JK=JC 
Skip identified dominated acts 
I F(ID (IK) .EQ .1.0 R. 10 (JK) .EQ.1 )GO TO 260 
IT..;o 
DO 213 L=1,NC 
IF(F(IK,L)-F(JK,L»214,213,215 
CDNTINUE 
CALL CSUB(IK ,JK ,IT) 
IZ=2 
IF(X(IK).LT.X(JK»GO TO 255 
DO 240 K=2 NC 
DO 220 IX=tZ NC 
IF(F(JK,IX).CT.F(IK,K»GO TO 225 
CDNTlNUE 
IZ=NC 
GO TO 230 
IZ=IX-1 
A=IZ 
Rl=F(IK,K)-F(JK,IZ) 
SCF=S(JK IZ) 
1F(F(JK,iX).EQ.F(JK 1Z»GO TO 235 SCF=S(JK~1Z)+.5*RI*~2*DP/(F(JK,IX)-F(JK,IZ»+ 
1 ~*uP*(A-1.0) 
GO TO 235 
RI=F(IK,K)-F(JK,1Z) 
~~rs~~K):J~~CF)GO TO 255 
CDNT1NUr; 
IF(IZ.GT.NC-1)GO TO 250 
1Z=IZ+1 
DO 245 IX=IZ,NC 
SCF=S(IK,NC)+F(JK~1X)-F(IK)NC) 
IF(SCF.GT.S(JK,1X)GO TO 2)5 
245 CDNT1NUE 
250 mNT1NUE 
251 
252 
253 
Check possible intersection at other than IK join points 
NC1=NC+1 
NC2=NC*2 
DO 251 1 .. 1 ,NC 
J"NC+1 
Z11 .JJ-F(JK,1) Z 2,J -0. 
Z 1.1 -F(IK,1) 
Z 2 I -1.0 
CALl AS02 (NC2 ,Z·) 
IH=O 
JH=O 
DO 252 M-1 NC2 
IF1Zl2 ,M) .iQ .OjJH=JH+1 I~ Z 2~M).EQ.1. IH=IH+l 
IF I .r;o.l)G0253 
m TINUt! 
NC21=NC2-1 
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AIT=O. 
AJT=O. 
IF(F(IK,IH+l).NE.F(IK,IH»AIT=.5*DP/(F(IK,IH+I)-F(IK,IH» 
IF(F(JK,JH+l).NE.F(JK,JH»AJT=.5*DP/(F(JK,JH+l)-F(JK,JH» 
AAA-AJT-AIT 
IF(AAA.EQ.O.)GO TO 2534 
Soln is non-~uadratic 
BBB=2.* AIT*F(IK IH)-AJT*F(JK,JH)}+DP*(JH-IH) 
CCC=DP* IH-l)*F(TIK,IH)-DP*(JH-l)*F(JK,JH)+S(JK,JH)-S(IK,IH) 
CCC=CCC+AJT*F(J~I~H)**2-AIT*F(IK,IH)**2 
RADaBBB*BBB-4.*AAA*CCC 
I No real solution - next segment 
IF(RAD.LT.O~GO TO 2534 
RAD ... S~ RT (RAD SOLl- -BBB+ )/2./AAA 
SOL2~ -BBB-RAD)/2./AAA 
IF(Z(I,M+1).EQ.Z(1 M»GO TO 2534 IF(SOL1.LT.Z(1,M+1~.AND.SOL1.GT.Z(1 ,M).OR.SOL2.LT.Z(1,M+1) 
1 .AND.SOL2.GT.Z(!JM»GO TO 2555 
! Curves intersect, no S~U 
2534 CONTINUE 
254 
2555 
255 
260 
IF(M.EQ.NC21)GO TO 254 
M=M+1 . 
IF~Z(2 ,M) .EQ.O. )JH=JH+1 
IF Z(2,M).EQ.1.)IH=IH+1 
IF IH.EQ.NC.OR.JH.EQ.NC)GO TO 254 
GO TO 253 
ID(JK) .. l 
GO TO 255 
CONTINUE 
!F(IT.EQ.O) GO TO 260 
CALL CSUB(IK,JK,IT) 
OONTINUE 
CALL SEL(2,JF,ID,NA,IN,JS) 
JT=JS 
IF(JS.LT.2)GO TO 390 
DO 300 I =1,JS 
K=ID(I) 
X(O .. X(K) 
DO 300 J=1 ,NC 
F(I ,Jl=F(K ,J) 
300 S(I~J =S(K,J) 
DO.,O I=1,JS 
305 ID(I)""O 
! Compute TSO function at segment endpoints 
DO 310 I=1,JS 
fi~Ijl6""~;2,NC 
310 
313 
314 
315 
316 
317 
318 
320 
325 
A:sJ 
¥~i:J$.!~~i:J~d+~~*DP*DI*DI*(A-2 .+1. /3. )+DI*S(I ,J-1) 
JS1-JS-1 
DO 360 IC"'1,JS1 
IM-IC+1 
DO 360 JC=IM,JS 
IK-IC 
JK .. JC 
IF(ID(IK).EQ.1.0R.ID(JK).EQ.1)GO TO 360 
IT=O 
DO 313 L-1,NC 
IF(F(IK,L)-F(JK,L»314,313,315 
OONTINUE 
CALL CSUB(IK,JK ,IT) 
IZ ... 2 
IF(X(IK).LT.X(JK»GO TO 355 
IF(F(IK,NC).LT.F(JKtNC»GO TO 317 
RI=F(~INC)-F(JK,NC) 
SCF-S(Ji<.. ,NC )+RI 
IF(S(IK}NC).GT.SCF)GO TO 355 
GO TO 318 
SCF~S(IK~NC)+F(JK~NC)-F(IK)NC) 
IF(SCF.G~.S(JK,NCJ)GO TO 3)5 
CONTINUE 
DO 340 K-2 NC 
DO 320 IX-tZ NC 
IF(F(JK.lIX) .dT .F(IK ,K»GO TO 325 
-OONTINU~ 
IZ-NC 
GO TO 330 
IZ-IX-1 
A-IZ 
~;!~~Ji~lz)J~~irl*2*DP*(A-1.)+RI*S(JK,IZ) 
IF(F(JK,IX).EQ.F.(JK,IZ»GO TO 335 -
305 
330 
335 
340 
345 
350 
TCF=TCF+1. /6. *RI**3*DP /(F(JK ,IX)-F(JK ,IZ» 
GO 1'0 335 
R!=F(lK K)-F(JK IZ) TCF=1(JK,lZ)+.5~RI~*Z+S(JK)IZ)*RI 
IF(T(lK,lK) .GT. TCF)GO TO 35) 
OONTINUt; 
IF(IZ.GT.NC-1)GO TO 350 
IZ-IZ+1 
DO 345 IX=IZ,NC 
RI=F(JK IX)-F(lK NC) TCF=1(Ii,NC)+.5*RI*~Z+S(IK,NC)*RI 
IF(TCF.GT.T(JK,IX»GO TO 355 
OONTINUE 
OONTINUE 
355 
360 
390 
3900 
lO(K) .. l 
IF(IT.EQ.O)GO TO 360 
CALL CSUB(1K ,JK ,IT) 
OONTINUE 
CALL SEL(3 JS 1O NA,IN JT) 
WRITE (6 ,3960) ~ (S~I6J) ti=l ,1) ,J=1 ,NC) 
FORMAT( //100X F1 .4,) WRITE~6 ,3900~~~S~I ,J~ ,1=2 '2~ ,J:1 ,NC~ 
170 
160 
175 
177 
180 
410 
420 
430 
WRITE 6,3900 T I,J ,I~1,1 ,J-1,NC 
WRITE 6,3900 T I,J ,1=2,2 ,J=l,NC 
RETURN 
END 
SUBROUTINE SEL(IB,NB,ID,NA,IN JF) 
Reports numerical tags of stoch. efficicient sets 
DIMENSION lD(2) ,IN(2) 
JF=O 
DO 170 I=1,NB 
IF(ID(I).EQ.1)GO TO 170 
JF=-JF+1 
lD(JF)=I 
IN(JF)=IN (I) 
OONTINUE 
IF(JF .EQ.O ) RETURN 
WRITE(6,4Z0)JF,IB 
K=l 
IF(JF.LE.5)GO TO 180 
Assume ascending tags 
IND=IN(2)-IN(1) 
DO 160 I=3,Jr 
IT=IN(I)-IN(I-1 ) 
IF(IT.Lt.IND)IND=IT 
OONTINUE 
INS=IN(I ) 
DO 175 I=2,JF 
K=I-l 
IF«IN(I)-IN(K».NE.IND)GO TO 177 
OONTINUE 
1=0 
K=JF 
OONTINUE 
IFO[.EQ.1)GO TO 180 
WRITE~6,430)IN~IND,IN(K) 
~iE(~~21~T~IN(J),J=K,JF) 
FORMA1'~,j (Ix ,Iii J2:H5 , /) ) 
FORMAT 20X,I3 1 efficient prospects of degree' ,13) FORMAT 8X, InHial efficient range' ,ZX ,15 ,1R( ,IZ ,lR) ,14) 
RETURN 
END 
SUBROUTINE CSUB(IK ,JK ,IT) 
Change subscripts for reverse comparison 
IT=IK 
IK-.JK 
JK-IT 
IT-l 
RETURN 
END 
SUBROUTINE JAS02 (N ,X) 
Sorts on row 1 and carries row 2 
DIMENSION X(2,N)_. 
NI-N-1 
DO 20 I .. 1,N1 
NI-N-I 
DO 20 J .. 1,NI 
F 1 -X 1 J+1 20 20 1 
306 
10 
20 
T=X(l ,J) 
S=X(2 J) 
XII ,J ~=X(l ,J+1) X 2 ,J )=X(2 ,J+1) 
X 1 ,J+1 )=T 
X 2.1J+1 )=S 
mNTINUE 
RETURN 
END 
Draws a graph of Y against X (up to 4 pairs of 55 paints). Free-
scaling option with NFRSC a 1 (= NSCAL). From McArthur (1975). 
SUBROUTINE GRAPH~IJX~N~,YINT~XINT,MODE,NFIXy,NFIXX,NFRSC,NCLOS) 
I NTEGE R SP ACE BLA.N~ uA::Ilt EYE, ::IYMB ( '+ ) 
DIMENSION Y(5~ ,4)ILiNE(li2) ~LN(55{4).lOOUND(70) ,X(55 ,4) ,LNX(55,4) 
DIMENSION BONDX(l 2),XNO(l2),LONE lIz) 
DATA SYMB BLANK DASH EYE 1'*' '*' +' , , , , '-' 'I' / LP=6 ' " ", ., , , 
PINT=YINT 
PINTX=XINT 
NTIME=MODE 
NYFIX=NFIXY 
NXFIX=NFIXX 
N SCAL=NFRSC 
NBOX=NCLOS 
Find highest (TOP), and lowest (BOT) figures 
TOP=-999999. 
BOT ... 999999. 
DO 10 I=I,M 
DO 10 J=I,N 
IF(Y(I,J)-TOP)11,12,12 
12 TOP"Y(I J) 
11 IF(OOT-Y(I,J»10,10,13 
13 OOT=Y(I..IJ) 10 CONTINUr; 
IF(NTlME-l)15,399,15 
15 TOPX=-999999. 
BOTX=999999. 
DO 398 I=l,M 
DO 398 J=l,N 
IF(X(I,J)-TOPX)396,395,395 
395 TOPX=X"I,J) lBOX=I 
JIDX=J 
396 IFCOOTX-X(I,J»398,398,397 
397 BOTX=X(I,J) 
398 CONTINUE 
399 CONTINUE 
Free scaling option NSCAL=l 
IF(NSCAL-1 )72,60,72 
60 NYFIX=O 
NXFIX=O 
IF(TOP-OOT)82d82,84 82 WRiTE(LP,8~)T P 
83 FDRMAT(' FREESCALING IMPOSSIBLE ON Y AXIS TOP IDT = 'EIO.3) 
RETURN 
84 PINT=(TOP-OOT)/68.9999 
KPINT=O 
61 IF(PINT-I.)62~3,63 
62 PINT=PINT*lo. 
KPINT=KPINT-1 
GO TO 61 
63 IF (PINT-10.)65,65~4 
64 PINT=PINT /10. 
KPINT"KPINT+1 
GO TO 63 
65 NSY=IFIX(PINT+I.) 
NTY-lO 
IF(NSY-I0)313 317 317 
313 GO TO (314,31~,31~,315,316,317,317,317,317),NSY 
314 NTY-NTY-2 
315 NTY .. NTY-l 
316 NTY-NTY-5 
317 PINT-NTY*10.**KPINT 
IF(NTlME-1)66 72 66 
66 IF(TOPX-BOTX)~5,~5,87 
85 WRITE(LP 86)TOPX 
86 FDRMAT(" FREESCALING IMPOSSIBLE ON X AXIS, TOP - IDT ,. 'E10.3) 
RETURN 
87 PINTX-(TOPX-BOTX)/101.9999 
KXINT-O 
67 IF(PINTX-1.)68,69,69 
68 PINTX-PINTX*10. . 
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KXINT=KXINT-1 
GO TO 67 
69 IF(PINTX-10.)71 ,71,70 
70 PINTX=PINTX/l0. 
KXINT=KXINT+1 
GO TO 69 
71 NSX~IFIX(PINTX+1.) 
NTX=10 
IF(NSX-10)333 337 337 
333 GO TO (334 ,334 ,33~ ,335,336 ,337 ,337 ,337 ,337) ,NSX 
334 NTX=NTX-2 
335 NTX=NTX-1 
336 NTX"NTX-5 
337 PINTX=NTX*10.**KXINT 
72 mNTINUE 
Set base at 0 1 or interval (INT) below BOT IF(NYFIX-l)89,88,89 
88 SASE =0 • 
GO TO 91 
89 BASE=IFIX(BOT/PINT+.5)*PINT 
IF(BOT/PINT+.5)90,90,91 
90 SASE=BASE-PINT 
91 IF~NTlME-l)95,96,95 
95 IF NXFIX-1)97 ,96,97 
96 SA X=O. 
GO TO 99 
97 XXV=PINTX*10. 
BASEX=IFIX(BOTX/XXV+.05)*XXV 
IF(BOTX/PINTX+.5 )98,98,99 
98 SASEX=BASEX-XXV 
99 CONTINUE 
308 
Check that all data fits onto plot 
IF(TOP-BASE-PINT*69.5)19 ,18 ,18 
18 WRITE(LP,21)TO~BOT~BASE.tPINT 
21 FORMAT(' INtoRl<I!;CT ~CALING Y AXIS TOP='EIO.3'BOT='E10.3'BASE='E1 
10.3'YINT='EIO.3) 
RETURN 
19 mNTlNUE 
IF(NYFIX-1 )44 14 44 
14 IF(BASE-BOT-.~*PtNT)44,45,45 
45 WRITE(LP,46)BOT 
46 FORMAT (' NEGATIVE DATA Y AXIS NFIXY=l BOT= 'E10.3) 
RETURN 
44 CONTINUE 
IF(NTIME-1)346 ,47,346 
346 IF(TOPX-BASEX-PINTX*110.5)349~347.l347 
347 WRITE(LP,348)TOPX,BOTX,BASEX,yINTx 
348 FORMAT (' INCORRECT SCALING ON X AXI S TOP= 'EIO.3' BOT= 'EIO.3' BASE 
1='E10.3' XINT='E10.3) 
RETURN 
349 CONTINUE . WNXFIX- l )47,1647 16 IF BASEX-BOTX-.5~PINTX)47 ,48,48 48 TE(LP,49)BOTX 
49 FORMAT(' NEGATIVE DATA ON X AXIS NFIXX=l OOT .. 'EI0.3) 
RETURN 
47 CONTINUE 
Create top boundaries of each interval 
DO 22 K=1,70 
22 OOUND(K)=BASE+(K-l)*PINT 
DO 300 K=1,112 
300 BONDX(K)=BASEX+(K-1)*PINTX 
Create matrix LN giving line number for each variable 
DO 24 I"l,M 
DO 24 J=l,N 
DO 25 K=1,70 
IF(BOUND(K)-Y(I,J)+.499*PINT)25,25,26 
26 LN(I,J)=K 
GO TO 24 
25 CONTINUE 
24 CONTINUE 
Create matrix LNX giving X axis numbers for each variable 
IF(NTIME-l)309,30l,309 
301 XXX-O. 
SPACE-II 11M 
LO-lO 
IF(SPACE-I0)302 307- 307 
302 GO TO (303,303,j03,104,305 ,305,305,306 ,306),SPACE 
303 LO-LO-2 
304 LO-LO-l 
305 LO-LO-3 
306 LO"LO-2 
307 DO 308 I-I,M 
X;XX"XXX+l. 
DO 308 J=l,N 
J. 
r-, ,-,.,,-
;. 
j. 
i 
i-·- --"--',---7: 
308 LNX(I,J)cXXX*LO+l 
GO To 59 
309 CONTINUE 
DO 324 I=l,M 
DO 324 J e 1,N 
DO 325 K=l 112 IF(BONDX(K~-X(I,J)+.499*PINTX)325,325,326 
326 ~~XM '~i4K 
325 CONTINUE 
324 CONTINUE 
59 ())NTlNUE 
Establish MM X axis enclosure 
IF (NTlME-1)2,1,2 
1 MM=M*L0+2 
GO TO 5 
2IF(NBOX-l)4,3,4 
3 MM=LNX(IBOX ,JBOX)+1 
I F(MM-1l2)5 ,5 ,4 
4 MM=112 
5 MMMcMM+1 
Write top line 
DO 50 Lm 1 112 
50 LONE (L )=DASH 
IF(NTlME-1)332,331,332 
331 MO=Mtl 
DO 51 I=l,MO 
IX=(I-1)*L0+1 
51 LONE(IX)=EYE 
GO TO 345 
332 DO 342 I=lA~2 
IX=(I-1 )*lu-d 
342 LONE(IX)=EYE 
345 IF(MMM-113)6,7 17 6 DO 344 I=MMM,112 
344 LONE(I)=BLANK 
7 WRITE(LP,33)LONE 
Plot graQh 
LIN=7l 
LYX=100 
LXY=MM 
IF(BONDX(2»327,328,328 
327 DO 357 L=l 112 IF(BONDX(L~+.05*PINTX)357 ,357 ,356 
356 LXY=L 
GO TO 328 
357 CONTINUE 
328 IF(BOUND(1»329,383,383 
329 DO 382 K=l 70 IF(BOUND(K~+.05*PINT)382,382,381 
381 LYX=K . 
GO TO 383 
382 ())NTlNUE 
383 ())NTlNUE 
KBOX=O 
DO 76 K=1,70 
LIN=LIN-1 
DO 77 L ... 1,112 
77 LINE (L )"BLANK 
IF(LIN-LYX)355,353,355 
353 DO 354 Lz1,MM 
354 LINE(L)=LONE(L) 
355 CONTINUE 
LINE~LXY)"EYE LINE MM)=EYE 
LINE 1 )=EYE 
IF(K-70)361 1360,361 360 DO 43 I-I 112 
43 LINE(I)"LONE(I) 
361 ())NTINUE 
DO 78 J .. 1,N 
DO 78 I-I M 
IF(LN(I,Jj-LIN)78,79,78 
79 IX-LNX(I,J) 
LINE (IX )-SYMB (J) 
KBOX .. KOOX+1 
78 CONTINUE 
IF(NBOX-1)75,74,75 
74IF(KBOX-1)76,75,75 
75 ())NTINUE 
IF(K-70)42...l32 ,42 
42 XYV"PINT*lu. 
XYY=BOUND(LIN -.05*PINT 
XYZ-BOUND(LIN +.05*PINT 
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391 IF(XYZ-IFIX(XYY/XYV)*XYV)31 ,31 ,32 
392 IF(XYY-IFIX(XYZ!XYV)*XYV)32,32,31 
32 Z=BOUND (LIN) IF(PINT-IO.~*5)53~52,52 
52 WRITE(LP,34)Z,LIN~ 
GO TO 76 
53 IF~PINT-.IJ57 ,54,54 54 IF PINT-I. 55A56~56 55 IF LIN-l)5 5~ ,50 
56 WRITE(LP,35~Z,LINE 
GO TO 76 
57 IF(PINT-.01)38,58~58 
58 WR1TE(LP,36)Z,LIN~ 
GO TO 76 
38 IF(PINT-.00001)52~39,39 
39 WR1TE(LP,37)Z,LIN~ 
GO TO 76 
31 WRITE(LPA33)LINE 
33 FORMAu1UX l12A1) 34 FORMAT 1XA~9.2 .. li2A1) 
35 FORMAT F1U.0'112AI~ 36 FORMAT FlO.2 ,112AI 
37 FORMAT FlO.4 ,112AI 
76 OONTI E 
Write X-axis 
IF(NTIME-1)89,8 
9 IF(SPACE-IO)80 81 81 
80 GO TO (92,92,9i,91,94,94,94,20,20),SPACE 
92 M1=M/2 
DO 320 1=1 M1 
320 LINE CI )=1 *i 
WRITE(LP,321)(LINE(I),I=1,Ml) 
RETURN 
93 DO 330 I=l,M 
330 LINECI)=I 
WRITE(LP,321)(LINE(I),I=I,M) 
RETURN 
94 00 340 I=l,M 
340 LINE(I)=I 
WRITE(LP,341)(LINE(I),I=l,M) 
RETURN 
20 DO 350 I=l,M 
350 LINE CI )-1 
WRITE(LP,351)(LINE(I),I z 1,M) 
RETURN 
81 DO 310 I=l,M 
310 LINE CI ) .. 1 
WRITE(LP,311)(LINE(I),I=1,M) 
RETURN 
8 DO 370 1=1,12 
IX-I-1 
NMmIFIX«MM-1)/10.)+1 
XNO(I)-BASEX+10*PINTX*IX 
370 OONTINUE 
IF(PINTX-.00001)377~379,379 
377 IF(NM-12)389,384,38~ 
384 NM-l1 
389 WRITE(LP)378)(XNO(I),I-1,NM) 
GO TO 37":) 
379IF(PINTX-.00l)37l J386 t 386 371 WRITE(LP)372)(XNO\I), -l,NM) 
GO TO 37":) 
386 IF(PINTX-.l)387 373 373 
387 WRITE(LP)388)(XNO(Ij,I-1,NM) 
GO TO 3h 
373 IF(PINTX-lOOOO)385t377,377 385 WRITE(LP,374)(XNO( ),I-1,NM) 
321 FORMAT l1X ,27i41 341 FORMAT llX ,2215 
351 FORMAT llX ,1318 
311 FORMAT llX llIl ) 
378 FORMAT 8X,flCE9.2llX» 372 FORMAT 5X ,12FI0.4 388 FORMAT 3X ,12 FlO.2 374 FORMAT lX,12FI0.0 375 CONTI E 
RETURN 
END 
310 
311 
APPENDIX A.2 
Additional Modes of Operation of the Information System 
Run Mode 1 Historical Weather and Crop Growth 
All the variability between epidemic simulations is attributable to 
the stochastic relationships in BARSIM, if both weather and crop growth 
data are historical in nature. If BARS 1M is run deterministically, the 
need for multiple runs is removed: one yield loss estimate will be 
produced in response to a set of weather and crop data. Twelve seasons 
of historical weather are accessible: 1971/72 to 1982/3 inclusive. 
Entering the year of sowing of the crop as 11973 1 causes the historical 
file 1973.DAT to be used for the historical run, for example. This file 
contains weather records from 1st September 1973 to 31st March, 1974. 
Run Mode 2 - Simulated Weather and Crop Growth [see Chapter 5] 
Run Mode 3 - Historical Weather and Simulated Crop Growth 
The use of a historical weather sequence implies that only one set 
of crop growth attai nment dates need be simul ated, si nce there is only 
one (unchanging) set of average temperatures for use by the degree-day 
sys tern. As for run mode 1, a deterministic run of BARSIM renders 
replication unnecessary. 
Run Mode 4 - Simulated Weather and Historical Crop Growth 
Run mode 4 operates in similar fashion to mode 2 for weather 
simul ati on; a day is defi ned as day T by the user, after which day 
disease simulation proceeds using one or more simulated weather 
sequences. Crop growth dates are entered interactively, and remain 
unchanged throughout the encounter. 
The data inputs required for all operating modes are given in Figure 5.4. 
1'--
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APPENDIX A.3 
Information System Output 
The information system produces output which is written to a 
computer file, which may then be printed at the user's request. Soft-
copy output (at the terminal screen) of a less extensive nature is 
automatica lly provi ded; such i nformati on i ncl udes the rel evant 
recommendations based on the expected monetary value and expected utility 
cri teri a (and output from the stochastic domi nance routi nes, if 
requi red). 
Opti ons regardi ng output from the epi demic simul ati ons are 
described in section 5.1.2. Hard-copy output from the decision analysis 
routines consists of the following: 
1. an eight-cell frequency histogram of the simulated yield 
reduction estimates, with the sample mean, standard deviation, variance 
and skewness. 
2. the EMVs of spraying and of not spraying, together with the 
appropriate recommendation. 
3. the simulated yield loss estimates, in ascending numerical 
order. Underneath each is printed the money-value contribution to the 
total EMV of not spraying, EMV(NS). 
4. a list of the prices and costs entered, i.e. spray costs, 
wheeling damage, healthy yield, and barley income. 
5. if stochastic efficiency analysis is performed, the efficient 
prospec ts of degree 1 up to degree 3, underneath whi ch is pri nted the 
ordinates (of the equally-spaced probability points) of the cdfs for both 
strategies, and the appropriate recommendation based on the SD rules. 
6. the certainty equivalents of spraying and of not spraying, 
together with the appropriate value(s) of the coefficient of partial risk 
aversion. 
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APPENDIX A.4 
The "Spray" Strategy and Uncertainty 
There are a number of aspects to the variability which inheres in 
both "spray" and "no spray" strategies; FUNGINFO takes account of some 
of these. Theoretically, it may be assumed that yield in any season is 
a function of three variables: the weather experienced through the 
season, the effect of barley leaf rust (which may be non-existent), and 
what may be termed a random component, i.e., 
Y = (Weather, leaf rust, random component) - A.4.1 
The random component describes the variability of everything which is not 
a weathef effect or a leaf rust effect. 
For the situation where no spray is applied, two distributions may 
be identified which, when combined, describe the variability of the 
monetary value for this strategy (Figure A.4.1). The first of these 
represents the distribution of the random component in the functional 
relationship expressed in equation A.4.1, and constitutes all the 
variability not treated in BARSIM. The second pdf, the product of 
BARSIM, takes account of leaf' rust, some of the total weather 
variability, and some of the sources of random variation. Thus when 
these two distributions are combined, the resultant pdf, on 
multiplication by the price of barley (which is assumed to be constant), 
represents the total variability of money income, 
f(MV NS ) = [f(Y e ) * (1 - f(YR)J * Price, - A.4.2 
where MV NS = money value of not spraying, 
Y
e 
= random component, and 
YR = yield reduction variable. 
The form of the random component variable, Y
e
, is essentially unknown; 
in the present case it is replaced by the expected value of the overall 
yield distribution, E[Y]. 
For the spray strategy, three more pdfs may be envisaged (Figure 
A.4.1): the distribution of all possible yields, f(Y), acts through a 
distribution represent1ng the effectiveness of spray application, f(SF)' 
\ 
No Spray Spray 
flY) 
I I 
Ye , t/ha Y, t 1 ha 
I I I I I 
fIMV) fIMV) 
I I I I 
MV, $1 ha MV, $1 ha 
f(MV) = (f(Y) x f(SF) x P] - Costs 
See text for an explanation of the symbols used 
FIGUREA.4.1 DERIVATION OF THE MONEY VALUE DISTRIBUTIONS FOR 
STRATEGIES "NO SPRAY" AND "SPRAY" 
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to produce the distribution of the monetary value accruing to the action 
of spraying the crop, 
f(MV S) = [f(Y) * f(SF)] * Price - Costs of spraying. - A.4.3 
Of the six distributions in Figure A.4.1, three were replaced by 
single values for the validation runs of FUNGINFO (and hence a fourth, 
f(MV S)' was riskless also): 
- for the no spray strategy, the distribution of yield reduction 
was estimated using the expected value of the distribution of all 
possible yields, E[Y], rather than a value representing E[Y
e
]. The 
functional form of Y
e 
was conjectural, although the variability included 
in such a distribution arises, for example, from other diseases, other 
weather effects not considered in BARSIM, and husbandry methods. 
- for the spray strategy, f(Y) was repl aced by E[Y]; the 
consequences of this assumption are important, because there would appear 
to be some temporal variability associated with the pdf itself. Prior 
to the season, f(Y) represents the pdf of all possible yields; however, 
a spray applied at GS 73, for instance, may have almost no discernible 
effect on the crop, i.e., the disease may have already affected the yteld 
to a marked degree. Thi s consti tutes an aspect of vari abi 1 i ty not 
considered in the schema of Figure A.4.1. It may, therefore, be 
unreal istic to use ei ther an expected val ue of a pre-season pdf, or the 
pre-season pdf itself, for the spray strategy as day T approaches the end 
of the season. The justification for using E[Y] as the only estimate of 
a possibly changing pdf is that the information system should be used at 
a date early enough in the epidemic for spray to be largely successful in 
restoring the (sprayed) yield to a level near the pre-season potential, 
all other things being equal. 
- f(SF) was replaced by a value of unity. Perfect spray efficacy 
remains an ideal, but the assumption of a single value may not be totally 
unreali stic (Gaunt, 1983); most farmers woul d not spray, for instance, 
if prevailing weather conditions were clearly not conducive to it. / 
There are severe conceptual and practical problems, some of which 
may be intractable, to the combining of pdfs in equation form; most of 
these stem from the fact that the mathematics is not extant, either for 
316 
empirical distributions or for well-known statistical distributions 
(Anderson and Doran, 1978). Where one or more of the distributions is 
empirical, there appears to be little that can be done apart from the use 
of simulation methods to draw samples from the combinations of pdfs. 
This is especially true if stochastic efficiency analysis is being 
considered, because of the requirement of a cumulative form for the 
(combined) variable. A further problem arises if the distributions are 
not independent; for the spray strategy, it is possible that there is 
some dependence between f(Y) and f(SF). 
There are, therefore, sound prac tical reasons for avoi di ng the use 
of more than one distribution for each strategy. In terms of the spray 
strategy, the simplest method of introducing variability is to assign a 
pdf to SF. An immediate problem is the lack of relevant data pertaining 
to spray efficacy under Lincoln conditions. However, the broad form of 
f(SF) might be inferred from the obse~vation that if farmers act 
rationally, then they are unl ikely to waste a spray appl ication, i.e., 
nSF] is likely to be close to 1.0, and Var[SF] is likely to be small. 
A distribution well suited to situations where data are sparse or lacking 
altogether is the triangular distribution (Greig, 1979). Such a 
distribution is described by three parameters, representing the lowest 
value, the value at which the mass function peaks, and the highest value 
of the random variable. For the variable X, 
F(X) = (x-a)2/(c-a)(b-a)~ x , b 
1 - (x-c)2/(c-a)(c-b), x > b 
and the first two central moments are given by 
E[X] = (a+b+c)/3 , 
and Var[X] = ((b-a)2+(b-a)(c-b)+(c-b)2)/18 
(see also section 7.3.1). 
] 
- A.4.4 
- A.4.S 
- A.4.6 
A ~-segmented cdf of yields may be built up for the spray strategy 
by letting 
a l = a * E[Y], 
b l = b * E[y], - A.4.7 
and c l = c * E[Y] , 
and substi tuti ng these three primed parameters into equati on A. 4. 4 for 
successive cumulative values of 1/(n+1) units of probability. An option 
to introduce spray variability in this fashion was built into FUNGINFO. 
A default (and wholly arbitrary) triangular distribution was included, 
317 
6(0.91, 0.96, 1.0), although the three parameters could be changed by the 
user. As an illustration, Figure A.4.2 shows both cdfs and integrated 
cdfs for spray and no spray strategies, firstly without, and secondly 
with, a greatly exaggerated triangular distribution for f(SF), 6(0.7, 
0.9, 1.0). 
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FIGURE A.4.2 COMPARISON OF STRATEGY "NO SPRAY" WITH A VARIABLE AND A 
NON-VARIABLE "SPRAY" STRATEGY, FOR A SIMULATED TWENTY-
SAMPLE YIELD REDUCTION PDF OF MEAN 12.1 PER CENT 
i_ =_ 
.- - ~ -....:-,.-;.~ ~-. 
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APPENDIX A.S 
Operation of the Stochastic Dominance Computer Routines 
The cal cul ati ons perfonned in the computer subrouti nes SDOM, CSUB 
J AS02 and SEL (Anderson, 1974; Anderson!!.!!.., 1977) are bri efl y 
reviewed below. 
The analysis is much simplified if equal probability segments are 
used to describe the cdf of each prospect. "Spray" and "no-spray" 
prospects are described by up to fifty linear segments, i.e., fifty-one 
points describe a fifty linear-segment approximation to the cdf, each 
segment covering 0.02 units of cumulative probability. 
If the endpoints of the ~ linear segments for strategy land 
strategy 1. are denoted Hi,k and Hj,k respectively, then action i 
dominates action j by FSD if 
H. k ~ H. k' k = 1,. . " n+ 1 , 
, , J , - A.S.1 
with strict inequality for at least one value of k. 
For SSO analysis, the areas under the cdfs have to be computed at 
the 1 i near-segment endpoi nts. The coordi nates of such poi nts for a 
strategy l are given by 
Si,k = Si,k-1 + DP*(Hi,k- Hi ,k_1)*(k - 1.5), A.S.2 
k = 2, ••• , n+l, 
where DP = l/n. 
This gives the relevant areas of the triangle and rectangle for each 
segment endpoint [see Figure A.S.l (i)]. Integration of the linear 
segments of the cdf thus gives a quadratic-segme'nt approximation to the 
SSO cumulative function. Intersections of the SSD functions have to be 
checked not only at the segment endpoints, but also at points in between. 
A preliminary check takes place as illustrated in Figure A.S.l (ii); the 
joi n-poi nts on the potenti ally domi nant prospect lk are projected onto 
the potentially dominated prospect jk, and the SSD functions are 
compared, with interpolation within the relevant segment for prospect ~. 
Such initial comparison is based on two observations (Anderson, 1974): 
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( i ) 
( ii ) 
FIGURE A.5.1 STOCHASTIC DOMINANCE CALCULATIONS: (i) INTEGRATING THE 
CUMULATIVE DISTRIBUTION FUNCTION, AND (i,i) STRATEGY 
COMPARISON 
.. :,'" 
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- a necessary condition for the .!.th action to dominate the l.th 
ac t ion is tha t H. 1 ~ H. 1 ; 
, , J , 
- if the SSD functions intersect below the ,!!.th endpoint of the 
initially right-most function [Figure A.S.1 (ii)], it will most 
likely be at a join-point on that function. 
If intersections are not detected in this speedy fashion, then all the 
intervals of the merged and ranked cdf segment endpoints of the two 
prospects have to be searched for any intersection. Generally a 
quadratic expression is solved for the equality of two (quadratic) 
segments; if any real solution lies within the segment range, 
intersection of the two functions is indicated. 
TSD analysis involves parallel steps to those outlined for SSD; 
there is an increase in algebraic complexity, since the quadratic 
segments of the SSD function are integrated to give cubic segments for 
the TSD cumulative function. The join-points of such functions are 
given by 
Ti,k = Ti ,k-1 + O.S*DP*DI
2
*(k - 2 + 1/3) + DI*Si,k_1' - A.S.3 
k = 2, ..•. n+1, 
where DI = H. k - H. k-1· , , , , 
The review process analagous to the second procedure for SSD 
outlined above is omitted because of the computational burden of solving 
pairs of cubic equations. For this reason, TSD analysis as perfonned 
within SDOM is approximate only, although few false declarations of TSD 
or non-TSD are made with this method (Anderson, 1974). 
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APPENDIX A.6 
Yield Reduction Frequency Histograms, Trials Tl, T3and T4 
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APPENDIX A.7 
Comparison of Updated and Not Updated Validation Encounters, 
Trials T2, T3 and T4 
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APPENDIX A.8 
Risk Attitudes and Yield Perceptions Questionnaire 
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BARLEY LEAF RUST QUESTIONNAIRE: DEPARTMENT OF FARM MANAGEMENT AND RURAL 
VALUATION, LINCOLN COLLEGE 
A survey of a small number of barley growers in the district is 
being conducted as part of a research project. The objective of the 
study is to try to help farmers make decisions relating to the protection 
of their crops from disease attack. 
A number of factors may have to be taken into account when deciding 
whether or not to spray a paddock at a particular time for a particular 
disease; these include the following: 
- of prime importance, will the costs of spraying be more than 
offset by the savings in yield resulting from the action of the 
spray? 
- what are the individual's attitudes to risk and the uncertainty 
inherent in any such decision? Even if two farmers have similar 
ideas about the likely build-up of disease through the growing 
season, their actions may be quite different; 
The results of the survey will be of immediate relevance to a 
decision-support information system involving leaf rust of barley, 
whereby control strategies are compared through the growing season and a 
recommendation is made to spray or to refrain from spraying at the time 
the comparison is made. It is hoped that the results will be applicable 
to a number of other diseases of cereals. 
The questionnaire is in two parts: in the first, you are asked to 
quanti fy your ideas about the effect of barl ey 1 eaf rust on subsequent 
yield for various field conditions; the second attempts to record your 
attitude towards risk by asking you to choose between 50/50 prospects and 
series of ~ure payments. 
Please note that for all questions there are no "correct" answers; 
rather, the survey asks you to thi nk fi rs tly about the vari abi 1 i ty of 
your yields and gross margins from barley cropping, and secondly about 
how you make decisions. Your time and effort spent in answering the 
questions (with the help of an interviewer) would be much appreciated. 
I,. ( i
I 
I 
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PART I 
1. a) Whether or not you intend to grow barley next spring, please 
indicate within what range you would expect your barley yield to fall -
enter a maximum and minimum value such that you would be surprised if 
your yield did not fall between them: 
min t/ha max t/ha 
---- ----
with gross margins min ___ $/ha max $/ha 
----
Your usual variety is 
b) Indicate the likelihood of occurrence of each of a number of yield 
ranges by placing counters in the appropriate spaces on the following 
page. 
2. - 3. You are asked to indicate the likelihood of yields in the same 
ranges for two combinations of field conditions; these relate to the 
presence of a certain amount of disease at a certain time in the life of 
the crop. Assume that no spraying takes place. 
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2. 
• 
This shows a disease 
severity of 0.5% 
Field Conditions 
- you are in the paddock at flag leaf emergence; 
- you observe a few pustules on the top leaves of plants (see right). 
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Each diagram shows a rust 
severity of 10 % 
Field Conditions 
- you are in the paddock at flowering; 
- you observe a disease severity of 10 % on the top leaves. 
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PART I I 
You are now faced with a series of hypothetical lotteries. You 
are asked to make a choice between participating ·in the 50/50 lottery 
(Option A) or accepting a sure payment (Option B). When you are 
indifferent between the two options, please say so. Details of both 
options are presented to you on separate cards. 
Summary 
lottery 1 
A 
lottery 2 
lottery 3 
lottery 4 
sure payments B 
