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a b s t r a c t
We consider a new averaging technique for studying the com-
plexity of weighted multivariate integration problems. While
the standard averaging requires that
∫
D K(x, x) ρ(x) dx < ∞,
our new technique works under a less restrictive condition∫
D
√
K(x, x) ρ(x) dx < ∞. It allows us to conclude the existence
of algorithms with the worst case errors bounded by O(n−1/2) for a
wider class of problems than the techniques used so far. It also leads
to more refined sufficient conditions for tractability of the multi-
variate integration problems, as well as a new class of randomized
algorithms with errors bounded by O
(
n−1
√
ln(ln(n))
)
.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider the problem of approximating weighted integrals
Iρ(f ) =
∫
D
f (x) ρ(x) dx, (1)
where D ⊆ Rd, ρ is a given probability density function, and f : D → R is a function from a
separableHilbert space F . The integral Iρ(f ) can be approximated by algorithmsQn(f ) that use n values
f (t1), . . . , f (tn). Since function evaluations need to be continuous functionals, the space F has to be
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a reproducing kernel Hilbert space whose kernel is denoted by K . To stress this fact, we will write
F = H(K).
In the worst case setting considered here, the error of the algorithm Qn is defined by
ewor(Qn;H(K)) := sup
‖f ‖H(K)≤1
|Iρ(f )− Qn(f )|,
and we want to find algorithms with small errors. In particular, we would like to understand the
dependence of nth minimal errors on n, d, the weight function ρ, and the kernel K . By nth minimal
error we mean the smallest error among all algorithms that use at most n function evaluations, i.e.,
ewor(n;H(K)) := inf
Qn
ewor(Qn;H(K)),
where the infimum is with respect to all algorithms using at most n function evaluations, see the
books [8,10,12,15,16,22] for more details.
Given the sampling points {t i}ni=1, it is well understood which algorithm Qn minimizes the worst
case error, see e.g. [16] and papers cited therein. However, the choice of optimal (or even nearly
optimal) points remains a very challenging problem, especially for spacesH(K) ofmultivariate (d ≥ 2)
functions. Not surprisingly, the construction of good sampling points is an open problem for many
spaces H(K). However, there are non-constructive results that imply the existence of such points.
These results are relevant to the present paper and are obtained via an averaging technique that
can be described as follows. Fix a specific form of the algorithms Qn and consider the average value
(with respect to the sampling points) of the square of their worst case errors. This provides an upper
bound on algorithm errors for some points. The most common averaging uses the quasi-Monte Carlo
algorithms
QMC{t i}ni=1(f ) =
1
n
n∑
i=1
f (t i)
and considers the quantity EQMCn , which is the expectation of [ewor(Q{t i}ni=1;H(K))]2 with the points
t i treated as independent identically distributed (iid) random variables with the corresponding
probability density function equal to ρ; the weight function of the integration problem. That is
EQMCn :=
∫
D
· · ·
∫
D
[ewor(QMC{t i}ni=1;H(K))]2 ρ(tn) dtn · · · ρ(t1) dt1.
Then
EQMCn ≤
(C std)2
n
with C std :=
[∫
D
K(x, x) ρ(x) dx
]1/2
,
which implies the existence of points t i for which the corresponding quasi-Monte Carlo algorithm has
the worst case error bounded from above by C std/
√
n.
This technique, to which we will refer as the standard averaging technique, proved useful for a
number of problems, i.e., spaces H(K) and densities ρ, and was used most recently in [3] to get
sufficient conditions for various types of tractability. However, it is not applicablewhen the parameter
C std = ∞.
The integration problem is well defined iff
C init :=
[∫
D
ρ(x)
∫
D
ρ(y) K(x, y) dy dx
]1/2
<∞.
Hence there arewell-defined integration problems forwhich the standard averaging is not applicable.
This is why we consider another averaging technique in this paper, which is applicable under a less
restrictive assumption than C std <∞. Indeed, we show that there exists a family of algorithmsQ new{t i}ni=1
using points t1, . . . , tn whose worst case errors are bounded by
ewor(Q new{t i}ni=1;H(K)) ≤
Cnew√
n
if Cnew :=
∫
D
ρ(x)
√
K(x, x) dx <∞.
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The new technique relies on simple transformation of the integral (1) to
Iρ(f ) =
∫
D
g(x) ω(x) dx
where
g(x) := f (x) C
new
√
K(x, x)
and ω(x) := ρ(x)
√
K(x, x)
Cnew
,
and application of the standard averaging to the transformed integrand g with density ω.
We always have
C init ≤ Cnew ≤ C std,
and there are problems with finite C init and Cnew but infinite C std, see Section 6 for examples of such
problems. It could also happen that C init < ∞ whereas C std = Cnew = ∞; however, we believe
that such a case is not often met in practice. In Section 7, we provide examples of K and ρ with
C init < Cnew = ∞, however both the kernel and the weight are very artificial. More importantly,
we prove that in this case the convergence of nth minimal errors can be arbitrarily slow. That is, for
any convex function G : [0,∞) → [0,∞) with limx→∞ G(x) = 0, there exist a reproducing kernel
and a weight function ρ such that
C init <∞ and ewor(n;H(K)) ≥ G(n) for any n.
This leads to the following open problem.
Open Problem. What is a necessary and sufficient condition on K and ρ for nth minimal errors to be
O(n−α) for some α > 0?
Webelieve that, in theworst case setting, the condition Cnew <∞ forweighted integration plays a
role that is similar to the role of the condition C std <∞ for weighted L2 approximation. Indeed, it was
shown in [6] that finite C std implies the existence of algorithms for the approximation problem using
n function values whose worst case error is bounded from above by O(1/
√
n). On the other hand, as
shown recently in [5], this is no longer true when C std = ∞, since then, for any monotonic function G
with limx→∞ G(x) = 0, there exists ρ, a reproducing kernel Hilbert space,1and an increasing sequence
{nj}∞j=1 of natural numbers for which njth minimal errors are bounded from below by G(nj). Clearly,
the former result corresponds to our Theorem 1 and the latter one to our Proposition 16.
The conditions C std <∞ and Cnew <∞ are necessary and sufficient conditions for theweighted L2
approximation and weighed integration, respectively, to be well-defined in the average case setting.
Indeed, suppose that the reproducing kernel K is a covariance kernel of a zero mean Gaussian process
X . Then it is well-known and easy to show that
∫
D |X(t)|2ρ(t) dt < ∞ for almost every trajectory
of X iff C std < ∞. On the other hand, the Lebesgue integral ∫D X(t)ρ(t) dt exists for almost every
trajectory iff Cnew <∞, see [11, Lemma 5].
Wewant to stress that in general the averaging technique considered in this paper does not provide
sharp error bounds with respect to n. The bound O(1/
√
n) is sharp for the problems considered in
Section 6.2which follows from [4,18]. However, this bound is not sharp for some instances of problems
considered in Section 6.1, for which it is known that the errors could converge to zero as fast as n−1
(at least when d = 1 and C std <∞).
The techniquemay provide efficient tools for approximating integrals with unbounded integrands.
Indeed, it suggests a simple transformation of the original problem into an equivalent integration
problem defined over a space of uniformly bounded functions. Moreover, under additional properties
of K and ρ, the original problem can be transformed into an integration problem over the bounded
domain [0, 1]d and with density ρ ≡ 1. See the end of Section 3 for more discussion.
1 Actually, one could take ρ ≡ 1 with D = [0, 1].
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The algorithms Q new{t i}ni=1
lead to special randomized algorithms Q ranω,n considered in Section 4.
Although their errors (in the randomized setting) remain proportional to 1/
√
n, we show that they
are bounded by C ran/
√
n and that
C ran = √largest eigenvalue of S while Cnew = √trace(S).
Here S is the integral operator S : H(K)→ H(K) defined by
S(f )(x) =
∫
D
f (t)
K(x, t) ρ(t)√
K(t, t)
dt .
Of course, we always have
C init ≤ C ran ≤ Cnew ≤ C std,
and for some problems, C ran could be much smaller than Cnew. Actually, the algorithms Q ranω,n were
already considered in [19] for D = [0, 1]d, ρ ≡ 1, and for very special kernels K . Special properties of
C ran led tomore relaxed conditions on tractability (in the randomized setting) than the corresponding
conditions for tractability in the worst case setting. In this section, we also consider another class of
randomized algorithms whose errors are O
(
n−1
√
ln(ln(n))
)
. This is an extension of [21, Prop. 3].
We summarize the contents of this paper. Basic definitions are provided in Section 2. The
new averaging technique and the corresponding Theorem 1 are in Section 3. In Section 4, we
briefly consider randomized algorithms. In Section 5, we apply this new technique to generalize
[3, Theorem 2] on sufficient conditions for various types of tractability of weighted integration. These
results are illustrated in Section 6 for a number of examples including various types ofmodified tensor
productWiener kernels andweightsρ, aswell as formodified isotropicWiener kernel andGaussianρ.
The latter application is a natural extension of the corresponding result from [4]. Finally, in Section 7,
we provide an example with C init < ∞ and C std = Cnew = ∞. However, we show in Proposition 16
that the condition C init <∞ alone does not imply small nth minimal errors, which leads to the Open
Problem stated above.
2. Basic definitions
Weprovide in this section basic concepts related to the present paper. Formore detailed discussion,
see the books [8,10,12,15,16,22].
Let F = H(K) be a separable reproducing kernel Hilbert space of functions defined over a Borel
measurable domain D ⊆ Rd with the reproducing kernel K . For general properties of reproducing
kernel Hilbert spaces we refer to [1,17]. In this paper we will use the following facts. The kernel
K : D× D→ R is symmetric, non-negative definite, and
K(·, x) ∈ H(K) and f (x) = 〈f , K(·, x)〉H for all x ∈ D and f ∈ H(K)
with 〈·, ·〉H denoting the inner product of H(K). In particular,
K(x, x) = 〈K(·, x), K(·, x)〉H(K) = ‖K(·, x)‖2H(K) for all x ∈ D.
Moreover, H(K) is the completion of span {K(·, x) : x ∈ D} and
K(x, y) =
∞∑
i=1
ξi(x) ξi(y) for all x, y ∈ D
for any complete orthonormal system {ξi}∞i=1 of the space H(K). Without loss of generality we assume
that H(K) is infinite-dimensional and that
K(x, x) > 0 for almost all points x ∈ D.
Consider the following weighted integration problem. Let ρ be a given probability density function,
i.e., ∫
D
ρ(x) dx = 1 and ρ(x) ≥ 0 for all x ∈ D.
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This restriction is only for simplicity of presentation since the main result holds as long as ρ is non-
negative and condition (6) below is satisfied. We would like to approximate
Iρ(f ) :=
∫
D
f (x) ρ(x) dx
for any f ∈ H(K). Note that the classical integration problem is a special example of weighted
integration with D = [0, 1]d and ρ ≡ 1.
For weighted integration to be well-defined, we have to assume that
C init :=
[∫
D
∫
D
K(x, y) ρ(x) ρ(y) dx dy
]1/2
<∞, (2)
since ‖Iρ‖ = C init.
The integral Iρ(f ) is approximated by algorithms Qn(f ) that use function values f (t1), . . . , f (tn) at
some sample points t1, . . . , tn. Let ewor(Qn;H(K)) denote the worst case error of Qn with respect to
the space H(K), i.e.,
ewor(Qn;H(K)) := sup
‖f ‖H(K)≤1
|Iρ(f )− Qn(f )|.
Since this error is minimized by linear algorithms, see, e.g., [16], without loss of generality we can
restrict our attention to algorithms of the form
Qn(f ) = 1n
n∑
i=1
f (t i) wi (3)
for some coefficients wi ∈ R. Then we have the following well-known (and easy to derive) error
formula[
ewor(Qn;H(K))
]2 = ∫
D
∫
D
K(x, y) ρ(x) ρ(y) dy dx
− 2
n
n∑
i=1
wi
∫
D
K(x, t i) ρ(x) dx+ 1
n2
n∑
i,j=1
wiwj K(t i, t j). (4)
Occasionally, we will discuss nthminimal errors defined by
ewor(n;H(K)) := inf
Qn
ewor(Qn;H(K)), (5)
the infimum being with respect to all algorithms of the form (3).
3. New averaging technique
The proposed averaging technique works under the assumption that
Cnew :=
∫
D
√
K(x, x) ρ(x) dx <∞. (6)
Clearly, we always have
Cnew ≤ C std.
Moreover, K(x, y) ≤ √K(x, x) K(y, y) for all x, y ∈ D implies
C init =
[∫
D
∫
D
K(x, y) ρ(x) ρ(y) dy dx
]1/2
≤
∫
D
√
K(x, x) ρ(x) dx = Cnew.
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Define the following functions
ω(t) :=
√
K(t, t) ρ(t)
Cnew
and W (t) := ρ(t)
ω(t)
= C
new
√
K(t, t)
(7)
and, for fixed points t1, . . . , tn, the following algorithm
Q new{t i}ni=1(f ) :=
1
n
n∑
i=1
f (t i)W (t i). (8)
Note that ifW (t i) = ∞ then f (t i) = 0; in such a case we use the convention that∞ · 0 = 0.
It is clear that ω is a probability density function. We are interested in the following average value
Enewn :=
∫
D
· · ·
∫
D
[ewor(Q new{t i}ni=1;H(K))]
2 ω(tn) dtn · · · ω(t1) dt1.
Theorem 1. Let (6) hold. Then
Enewn =
1
n
(
(Cnew)2 − (C init)2) .
In particular, there exist points t1, . . . , tn ∈ D for which
ewor(Q new{t i}ni=1;H(K)) ≤
√
(Cnew)2 − (C init)2
n
≤ C
new
√
n
.
Proof. Due to (4), we have
Enewn =
∫
D
∫
D
K(x, y) ρ(x) ρ(y) dy dx− 2
n
n∑
i=1
∫
D
W (t i) ω(t i)
∫
D
K(x, t i) ρ(x) dx dt i
+ 1
n2
∑
i6=j
∫
D
∫
D
K(t i, t j) ω(t i)W (t i) ω(t j)W (t j) dt i dt j
+ 1
n2
n∑
i=1
∫
D
K(t i, t i)W 2(t i) ω(t i) dt i.
SinceWω = ρ, we further get
Enewn = −
1
n
∫
D
∫
D
K(x, y) ρ(x) ρ(y) dx dy + 1
n
[∫
D
√
K(x, x) ρ(x) dx
]2
,
which completes the proof. 
Remark 2. Although the above proof is non-constructive, it suggests the following approach that
works under the assumptions that: (a) the integrals
∫
D K(x, t)ρ(x) dx can be easily computed for every
t ∈ D, and (b) the points t i can be randomly generatedwith distributionwhose density function equals
ω. In the first step, randomly select n points {t i}ni=1 and next, using (4), verify if the worst case error
of Q new{t i}ni=1
is less than or equal to Cnew/
√
n times two (or any other factor greater than one). If this is
the case, accept the selected points. Otherwise, randomly select another set of n points, and repeat
the process. Due to Chebyshev’s inequality, there is a high probability that even a small number of
steps will produce n points {t i}ni=1 for which the corresponding algorithm has the error bounded by
2Cnew/
√
n.
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Since the constant Cnew plays an essential role, we would like to characterize it more. For this end,
consider the integral operator S : H(K)→ H(K) defined by
S(f ) := Cnew
∫
D
f (t)
ρ(t)√
K(t, t)
K(·, t) dt . (9)
Clearly, S is self-adjoint and non-negative definite. Moreover,
‖S(f )‖H(K)
Cnew
=
∥∥∥∥∫
D
f (t)
ρ(t)√
K(t, t)
K(·, t) dt
∥∥∥∥
H(K)
=
[∫
D
f (t)
ρ(t)√
K(t, t)
∫
D
f (x)
ρ(x)√
K(x, x)
K(t, x) dx dt
]1/2
.
Using
|f (t)|√
K(t, t)
= | 〈f , K(·, t)〉H(K) |√
K(t, t)
≤ ‖f ‖H(K) ‖K(·, t)‖H(K)√
K(t, t)
= ‖f ‖H(K)
and |K(t, x)| ≤ √K(t, t) K(x, x), we get
‖S(f )‖H(K)
Cnew
≤ ‖f ‖H(K)
∫
D
√
K(t, t) ρ(t) dt = Cnew ‖f ‖H(K),
i.e., the operator S is continuous with ‖S‖ ≤ (Cnew)2. Actually, the following holds.
Proposition 3. Let (6) hold. The operator S defined by (9) has finite trace and
Cnew = √trace(S).
Proof. Consider the embedding operator EMB : H(K)→ L2,ρ/√K (D) defined as
EMB(f ) = f for all f ∈ H(K).
Here L2,ρ/√K (D) is the weighted L2 space whose inner product is given by
〈f , g〉L2,ρ/√K := C
new
∫
D
f (x) g(x)
ρ(x)√
K(x, x)
dx.
For any f , g ∈ H(K)we have 〈f , g〉L2,ρ/√K = 〈EMB∗ EMB(f ), g〉H(K), where EMB∗ is the adjoint of EMB.
In particular,
EMB∗ EMB(f )(x) = 〈EMB∗ EMB(f ), K(·, x)〉H(K) = 〈f , K(·, x)〉L2,ρ/√K = S(f )(x),
which implies
S ≡ EMB∗ EMB.
Now consider a complete orthonormal system {ηj}∞j=1 of H(K) that consists of the eigenfunctions
of S. Letting {λj}∞j=1 denote the corresponding eigenvalues, we have
λj =
〈
S(ηj), ηj
〉
H(K) =
〈
ηj, ηj
〉
L2,ρ/
√
K
= Cnew
∫
D
|ηj(x)|2 ρ(x)√
K(x, x)
dx.
This and the fact that K(x, x) =∑∞j=1 |ηj(x)|2 imply that
∞∑
j=1
λj = Cnew
∫
D
√
K(x, x) ρ(x) dx = |Cnew|2,
as claimed. 
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We have the following corollary from Theorem 1 and Proposition 3.
Corollary 4. The expected value from Theorem 1 satisfies
Enewn =
trace(S)− (C init)2
n
.
Since C std = ∞ implies supx∈D K(x, x) = ∞, some integrands f from H(K) may be unbounded,
see Section 6 for examples. Consider therefore the following transformation
Iρ(f ) = Cnew
∫
D
T (f )(x) ω(x) dx with T (f )(x) := f (x)√
K(x, x)
.
Under this transformation, the algorithm Q new{t i}ni=1
can be viewed as a quasi-Monte Carlo algorithm
(modulo Cnew), since
Q new{t i}ni=1(f ) = C
new · QMC{t i}ni=1(T (f )) =
Cnew
n
n∑
i=1
T (f )(t i).
This simple observation might have a practical importance when dealing with unbounded integrands
since the functions g = T (f ) are bounded. Indeed, we have
|T (f )(x)| = | 〈f , K(·, x)〉H(K) |√
K(x, x)
≤ ‖f ‖H(K) for every f ∈ H(K) and every x ∈ D.
Hence, the space
T (H(K)) = {g = T (f ) : f ∈ H(K)}
consists of bounded functions. It is easy to verify that it is also a reproducing kernel Hilbert space,
T (H(K)) = H(G) with the kernel G(x, y) := K(x, y)√
K(x, x)
√
K(y, y)
and the inner product given by
〈T (f1), T (f2)〉H(G) = 〈f1, f2〉H(K) .
If K and ρ have tensor product forms then one can transform the original problem even further
reducing it to a classical integration over [0, 1]d. Indeed, consider
K(x, y) =
d∏
j=1
Kj(xj, yj), ρ(x) =
d∏
j=1
ρj(xj),
and, for the sake of simplicity, we let D = [0,∞)d. Let ωj be given by (7) for each pair (Kj, ρj),
ω(x) :=∏dj=1 ωj(xj),
Wj(x) :=
∫ x
0
ωj(t) dt, and Wω(x) := [W1(x1), . . . ,Wd(xd)].
By applying the change of variables x = W−1ω (z) = [W−11 (z1), . . . ,W−1d (zd)], we get
Cnew
∫
D
T (f )(x) ω(x) dx = Cnew
∫
[0,1]d
h(z) dz, where h(z) := T (f )(W−1ω (z)).
Of course,
Cnew
n
n∑
j=1
T (f )(t j) = C
new
n
n∑
j=1
h(Wω(t j))
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is (modulo Cnew) a quasi-Monte Carlo algorithm with sampling points in [0, 1]d, and the class of
integrands h is a reproducing kernel Hilbert space whose kernel is of the form
K(z, y) =
d∏
j=1
Kj(W−1j (zj),W
−1
j (yj))√
K(W−1j (zj),W
−1
j (zj))
√
K(W−1j (yj),W
−1
j (yj))
.
Changes of variables (independent of K ) have been considered recently in papers dealing with
tractability of weighted integration for unbounded integrands, all of them assuming C std < ∞. We
believe that the combination of the change of variablesWω and the transformation T might provide
comparable or even better results also when C std <∞.
4. Randomized methods
As already mentioned in the Introduction, randomized methods might provide less restrictive
conditions for tractability of multivariate integration. This has already been shown in [14] for D =
[0, 1]d, ρ ≡ 1, and special kernels K , by considering the classical Monte Carlo method. Some of these
conditions were improved significantly in [19] by considering randomized methods that are special
cases of methods discussed in this section.
For more details on randomized methods and the randomized setting we refer to, e.g., [8,12,15].
Herewe onlymention basic facts. In the randomized setting, certain operations/decisions can bemade
randomly. In particular, we allow algorithms like Q new{t i}ni=1
that use randomly selected points {t i}ni=1
with a distribution of our choice. Since then the value of a randomized algorithm is a random variable
(even for one fixed function f ), the global error of the algorithm is measured by the corresponding
expectation.
More precisely, let Q ranω,n be the algorithm Q
new
{t i}ni=1
with the points t i chosen randomly (and
independently of each other) with the distribution whose probability density function equals ω. Let
Eω,n denote the corresponding expectation, i.e.,
Eω,n(h) =
∫
D
· · ·
∫
D
h(t1, . . . , tn) ω(tn) dtn · · · ω(t1) dt1
for an integrable function h : Dn → R. Then the (randomized) error of the algorithm is given by
eran(Q ranω,n;H(K)) :=
[
sup
‖f ‖H(K)≤1
Eω,n
(∣∣∣Iρ(f )− Q new{t i}ni=1(f )∣∣∣2
)]1/2
.
We have the following extension of [19, Theorem 1.1].
Theorem 5. Let (6) hold. Let Λ(S) be the largest eigenvalue of the operator S defined by (9). Then the
randomized error of the algorithm Q ranω,n satisfies√
Λ(S)− (C init)2√
n
≤ eran(Q ranω,n;H(K)) ≤
√
Λ(S)√
n
.
Proof. Using the standard and well-known technique from Monte Carlo methods, it is easy to show
that
Eω,n
(∣∣∣Iρ(f )− Q new{t i}ni=1(f )∣∣∣2
)
= C
new
n
∫
D
|f (x)|2 ρ(x)√
K(x, x)
dx− |Iρ(f )|
2
n
.
From the proof of Proposition 3 we conclude that
Cnew sup
‖f ‖H(K)≤1
∫
D
|f (x)|2 ρ(x)√
K(x, x)
dx = sup
‖f ‖H(K)≤1
‖f ‖2L2,ρ/√K = sup‖f ‖H(K)≤1
〈S(f ), f 〉H(K) = Λ(S).
This completes the proof. 
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Note that the ratio trace(S)/Λ(S) could be arbitrarily large, i.e., the randomized error
eran(Q newω,n ;H(K)) could be much smaller than the bound on the worst case error from Theorem 1.
Actually, for any sequence of positive numbers βj with finite
∑∞
j=1 βj, there exist ρ and K such that
trace(S)
Λ(S)
=
∞∑
j=1
βj
max
k
βk
, (10)
see (22) and (23) in Section 7. Thismay be significant from the tractability point of view, see Remark 8.
When the speed of convergence is concerned, the following result might be more important. Let
C0 and p be positive numbers such that√
λn ≤ C0np for all n, (11)
where the λn’s are the eigenvalues of the operator S, see (9). Since trace(S) = |Cnew|2 < ∞, (11)
always holds with
p ≥ 1
2
and C0 = Cnew.
Theorem 6. Let (6) hold. For all natural numbers k and m there exists a randomized algorithm Q ∗m,k that
uses at most k(m− 1)+m function evaluations and whose randomized error satisfies
eran(Q ∗m,k;H(K)) ≤ min
(
C0
√
k+ 1
m1/2+pk
,
Cnew
√
k+ 1
m1−2−k
)
with pk = p
(
1−
(
2p
2p+ 1
)k)
,
where C0 and p given by (11). In particular, for k = k∗ = dln(ln(m))/ ln(1 + 1/(2p))e, the algorithm
uses at most n = k∗m function values and
eran(Q ∗m,k∗;H(K)) ≤ min
(
ep C0
m1/2+p
√
2+ ln(ln(m))
ln(1+ 1/(2p)) ,
e Cnew
m
√
2+ ln(ln(m))
ln(2)
)
.
Proof. The proof is similar to the proof of Proposition 3 from [21], and we provide it for the sake of
completeness. Consider
Q ∗m,k(f ) =
∫
D
Aranm,k(f )(x) dx+ Q ranω,m
(
f − Aranm,k(f )
)
,
where Aranm,k is the algorithm Am,k from [21, Theorem 1] for approximating functions from H(K) in the
weighted L2,ρ/√K norm. Although it is assumed in [21] that the corresponding weightw = ρ/
√
K is a
probability density function, this assumption is not needed for Theorem 1 therein. Indeed, as can be
easily checked, [21, Theorem 1] holds as long as the embedding operator EMB : H(K)→ L2,ρ/√K (D)
is compact.
It is easy to verify that for any f ∈ H(K), we have the following expectation
Eω,m(|Iρ(f )− Q ∗m,k(f )|2) ≤
Cnew
m
‖f − Aranm,k(f )‖2L2,ρ/√K .
Consider now the following integral operator
W f :=
∫
D
f (t) K(·, t) ρ(t)√
K(t, t)
dt .
ClearlyW = (Cnew)−1 S and, hence, its eigenvalues equal λn/(Cnew). The rest of the proof is a simple
consequence of [21, Theorem 1]; in particular,
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Em,k(‖f − Aranm,k(f )‖2L2,ρ/√K ) ≤
C20 (k+ 1)
m2pk Cnew
,
where Em,k is the expectation with respect to randomness of the algorithm Aranm,k.
As alreadymentioned, the above theorem can be viewed as an extension of Proposition 3 from [21],
since it leads to more efficient randomized algorithms when Cnew < C std = ∞. Indeed, the results of
the latter paper are based on the spectrum of the operator Ŵ given by Ŵ (f ) = ∫D f (t)K(·, t)ρ(t) dt
and, in particular, they provide randomized methods with errors bounded by Ĉ0
√
k+ 1/mp̂+1/2 if the
eigenvalues of Ŵ are bounded by (Ĉ0/n̂p)2, c.f., (11). Since C std =
√
trace(Ŵ ), the exponent p̂ can be
arbitrarily close to 0 when C std = ∞.
5. Sufficient conditions for tractability
As already mentioned, a sufficient condition for tractability of weighted integration was obtained
in [3, Theorem 2] using the standard averaging technique, i.e., assuming that C std <∞. In this section,
we extend this result by applying the new averagingmethod.We beginwith the definitions of various
types of tractability, for more details see [3].
Let {Kd, ρd}∞d=1 be a sequence of kernels and probability density functions, each defined over
Dd ⊆ Rd. Since we want to vary d, the constants C init, C std and Cnew defined in the previous sections
will be denoted by C initd , C
std
d and C
new
d , respectively, to stress this dependence. That is,
C initd =
[∫
Dd×Dd
ρd(x) ρd(y) Kd(x, y) d(x, y)
]1/2
,
C stdd =
[∫
Dd
ρd(x) Kd(x, x) dx
]1/2
and Cnewd =
∫
Dd
ρd(x)
√
Kd(x, x) dx.
For a given d, let n(ε, d) denote the minimal number of function evaluations among all algorithms Qn
whose errors are bounded by εC initd , i.e.,
n(ε, d) := min {n : ewor(n;H(Kd)) ≤ ε C initd } .
We say that the weighted multivariate problem is (polynomially) tractable if there exist C, a1, a2 ≥ 0
such that
n(ε, d) ≤ C ε−a1 da2 for all ε ∈ (0, 1) and d ≥ 1.
It is strongly (polynomially) tractable if the above inequality holds with a2 = 0.
We now recall other notions of tractability. Define [1..k] := {1, 2, . . . , k} for any k ∈ N with the
convention that [1..0] = ∅. A tractability domainΩ is a subset of [1,∞)× N containing([1,∞)× [1..d∗]) ∪ ([1, ε−10 )× N) ⊆ Ω
for some non-negative integer d∗ and some ε0 ∈ (0, 1] satisfying d∗ + (1 − ε0) > 0. A function
T : [1,∞)× [1,∞)→ [1,∞) is a tractability function if it is non-decreasing in x and y and
lim
x+y→∞,(x,y)∈Ω
ln(T (x, y))
x+ y = 0.
We say that the weighted multivariate integration problem is weakly tractable inΩ iff
lim
ε−1+d→∞,(ε−1,d)∈Ω
ln(n(ε, d))
ε−1 + d = 0.
It is (T ,Ω)-tractable if there exist C, t ≥ 0 such that
n(ε, d) ≤ C T (ε−1, d)t for all (ε−1, d) ∈ Ω,
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and it is strongly (T ,Ω)-tractable if there exist C, t ≥ 0 such that
n(ε, d) ≤ C T (ε−1, 1)t for all (ε−1, d) ∈ Ω.
Clearly, the problem is (strongly) tractable if it is (strongly) (T ,Ω)-tractable withΩ = [1,∞)×N
and T (x, y) = xy.
From Theorem 1, we have
n(ε, d) ≤
(
(Cnewd )
2
(C initd )2
− 1
)
ε−2.
Hence, replacing (C stdd )
2/(C initd )
2−1 in [3, Theorem 2] by (Cnewd )2/(C initd )2−1, we immediately get the
following theorem.
Theorem 7. Consider the weighted multivariate integration problem with
Cnewd =
∫
D
ρd(x)
√
Kd(x, x) dx <∞ for all d ≥ 1.
Define
ηd := (C
new
d )
2
(C initd )2
− 1.
Let T be a tractability function and let Ω be a tractability domain. Then the problem is
(i) strongly tractable if supd ηd <∞, and tractable if supd ηd d−α <∞ for some α > 0,
(ii) weakly tractable inΩ if limd→∞ d−1 ln(max(1, ηd)) = 0,
(iii) (T ,Ω)-tractable if
lim sup
ε−1+d→∞,(ε−1,d)∈Ω
ln(max(1, ηd)/ε2)
ln(1+ T (ε−1, d)) <∞,
and strongly (T ,Ω)-tractable if
lim sup
ε−1+d→∞,(ε−1,d)∈Ω
ln(max(1, ηd)/ε2)
ln(1+ T (ε−1, 1)) <∞.
Remark 8. Tractability can also be investigated in other settings, including the randomized setting. It
is easy to modify Theorem 7 for the randomized setting by simply redefining ηd to be
ηd := Λ(Sd)
(C initd )2
− 1,
whereΛ(Sd) is the largest eigenvalue of the corresponding operator Sd = S, see (9).
6. Illustrations
We illustrate Theorems 1 and 7 using special types of weights ρd and kernels Kd. Since our results
are positive, we want to apply them to spaces H(Kd) that are as large as possible. We begin with the
following family of tensor product weighted kernels.
6.1. Weighted Wiener sheet kernels
We consider Dd = [0,∞)d and
Kd(x, y) =
d∏
j=1
Kγj(xj, yj)
where {γj}∞j=1 is a given sequence of positive numbers, called weights, and
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Kγ (x, y) = 1+ γ K(x, y).
Here K is also a reproducing kernel which will be specified later. The weights γj were introduced
in [13]. Their role is to model situations where some of the variables are more important than
others. Indeed, the smaller γj the less significant the role of xj in the d-dimensional problem. See also
Remark 11.
Since in this section we use probability densities
ρd(x) =
d∏
j=1
ρ(xj)
given in a product form, the quantities C initd , C
std
d and C
new
d are products of the corresponding
C init(γj), C std(γj) and Cnew(γj) values, each corresponding to the kernel Kγj . In particular, we have
(C init(γ ))2 = 1+ c0 γ and (C initd )2 =
d∏
j=1
(1+ c0 γj).
For specific kernels considered in this section,2we also have
Cnew(γ ) = 1+ c2 h(γ ) and Cnewd =
d∏
j=1
(1+ c2 h(γj)),
where limγ→0 h(γ ) = 0 and γ = O(h(γ )) as γ → 0. Hence ηd = (Cnewd )2/(C initd )2−1 fromTheorem7
is of the form
ηd =
d∏
j=1
(1+ c2 h(γj))2
d∏
j=1
(1+ c0 γj)
− 1 ≤ exp
(
2c2
d∑
j=1
h(γj)
)
− 1
which leads to the following simplification of Theorem 7.
Corollary 9. Let the assumptions of Theorem 7 hold. If additionally
ηd ≤ exp
(
2c2
d∑
j=1
h(γj)
)
− 1,
then the problem is
(i) strongly tractable if
sup
d
d∑
j=1
c2h(γj) <∞,
and tractable if
sup
d
d∑
j=1
c2h(γj)
ln(1+ d) <∞,
2 Actually, the property below holds for all kernels for which k(x) := K(x, x) is monotonically decreasing for sufficiently
large x.
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(ii) weakly tractable inΩ if
lim
d→∞
d∑
j=1
c2h(γj)
d
= 0,
(iii) (T ,Ω)-tractable if
lim sup
ε−1+d→∞,(ε−1,d)∈Ω
d∑
j=1
c2h(γj)+ ln(ε−2)
ln(1+ T (ε−1, d)) <∞,
(iv) strongly (T ,Ω)-tractable if
lim sup
ε−1+d→∞,(ε−1,d)∈Ω
d∑
j=1
c2h(γj)+ ln(ε−2)
ln(1+ T (ε−1, 1)) <∞.
The reason for not replacing
∑d
j=1 c2h(γj) simply by
∑d
j=1 h(γj) or even
∑∞
j=1 h(γj) is explained in
Remark 11.
To apply Theorem 7, it is sufficient to investigate only the one dimensional kernels Kγ and
the corresponding functions C init(γ ), C std(γ ), and Cnew(γ ). The values of C init(γ ) and C std(γ ) are
relatively easy to derive since
(C init(γ ))2 = 1+ γ
∫ ∞
0
ρ(x)
∫ ∞
0
ρ(y) K(x, y) dy dx and
(C std(γ ))2 = 1+ γ
∫ ∞
0
ρ(x) K(x, x) dx.
The value of Cnew(γ ) is estimated using the following steps:
Cnew(γ ) =
∫ ∞
0
ρ(x)
(√
1+ γ K(x, x)− 1+ 1
)
dx
= 1+
∫ ∞
0
ρ(x)
1+ γK(x, x)− 1√
1+ γK(x, x)+ 1 dx
= 1+ γ k(γ ) with k(γ ) :=
∫ ∞
0
ρ(x) K(x, x)√
1+ γK(x, x)+ 1 dx.
Since in all cases that we consider K(x, x) is increasing, limx→∞ K(x, x) = ∞ and K(0, 0) = 0, there
exists a unique point c = c(γ ) such that
γ K(c, c) = 1.
Then
k(γ ) = k1(γ )+ k2(γ )
with
k1(γ ) :=
∫ c
0
ρ(x) K(x, x)√
1+ γK(x, x)+ 1 dx = t1
∫ c
0
ρ(x) K(x, x) dx for t1 ∈
[
1
1+√2 ,
1
2
]
and
k2(γ ) :=
∫ ∞
c
ρ(x) K(x, x)√
1+ γK(x, x)+ 1 dx = t2
∫ ∞
c
ρ(x)
√
K(x, x)√
γ
dx for t2 ∈
[
1
1+√2 , 1
]
.
282 L. Plaskota et al. / Journal of Complexity 25 (2009) 268–291
The estimates obtained this way are sharp in γ , since we will always have k2(γ ) = O(k1(γ )) and
Cnew(γ ) ≥ 1+ γ k1(γ ).
We now discuss specific choices of the kernels K . A very popular choice is the covariance kernel
K = KW of the Wiener measure,
KW(x, y) = min(x, y) which leads to Kγ (x, y) = 1+ γ min(x, y),
since it is related to classical integration and low discrepancy points, see [23], as well as the survey [9].
The corresponding Hilbert space H(KW) consists of absolutely continuous functions g that vanish
at zero and have finite ‖g ′‖L2(R+). To make the space of integrands large, we make the following
modifications.
Modification 1. Consider
K(x, y) :=
∫ min(x,y)
0
ψ−2(t) dt, i.e., Kγ (x, y) = 1+ γ
∫ min(x,y)
0
ψ−2(t) dt, (12)
where ψ : [0,∞) → (0,∞) is a given measurable function. For more discussion on the role of ψ
in the definition of the space H(Kγ ), we refer to [20] where such spaces have been introduced. Here
we only mention that by an appropriate choice of ψ , we can make the space H(Kγ ) large or small,
depending on the specific application. Indeed, H(Kγ ) consists of absolutely continuous functions
whose first derivative is bounded in ψ-weighted L2-norm. More specifically, the norm in H(Kγ ) is
given by
‖f ‖2H(Kγ ) = |f (0)|2 + γ−1
∫ ∞
0
|f ′(x)ψ(x)|2 dx.
Another modification is as follows.
Modification 2. Consider
K(x, y) := min(x, y)
ψ(x) ψ(y)
, i.e., Kγ (x, y) = 1+ γ min(x, y)
ψ(x) ψ(y)
, (13)
where the weight function ψ is as above. Since this modification has not been considered in the
literature, let us spend some time discussing the corresponding space H(Kγ ). This space consists of
functions of the form
f (x) = f (0)+ ψ−1(x)
∫ x
0
g ′(t) dt = f (0)+ g(x)
ψ(x)
,
where the functions g are from the space H(KW). The norm in H(Kγ ) is given by
‖f ‖2H(Kγ ) = |f (0)|2 + γ−1
∫ ∞
0
∣∣((f (x)− f (0))ψ(x))′∣∣2 dx.
Hence, by a specific selection of ψ , we can model different behaviors at infinity. For instance, for
ψ(x) = (1 + x)−β , the space H(Kγ ) does not contain polynomials of degree higher than β . For
ψ(x) = e−x/β , the space contains all polynomials, as well as exponential functions e+x/δ with δ > β .
Forψ(x) = e−x2/β , the space contains even functions such as e+x2/δ , provided that δ > β . As we shall
see later, the choice ofψ also dictates whether the weighted integration is well-defined and whether
C std(γ ) is finite.
In what follows, we consider three types of function ψ and ρ. For all of them, the assumptions
C init(γ ) < ∞ and Cnew(γ ) < ∞ are equivalent, but C std(γ ) < ∞ is more restrictive. Since the
original result [3, Theorem 2] uses the latter assumption, we focus on instances when the problem is
well defined but C std(γ ) = ∞. See also Remark 13.
Now we are ready to consider special cases of ρ and ψ .
L. Plaskota et al. / Journal of Complexity 25 (2009) 268–291 283
6.1.1. Rational weight functions
Let
ψ(x) = (1+ x)−β and ρ(x) = (α − 1)(1+ x)−α for α > 1.
Although β could be negative, we consider nonnegative β , since K(Kγ ) increases with β . It is easy to
verify that
C init(γ ) <∞ iff Cnew(γ ) <∞ iff α − β > 3
2
.
On the other hand, C std(γ ) <∞ iff α − 2β > 2. Hence we focus on the case
3
2
< α − β ≤ 2+ β,
so that C std = ∞. Following the steps outlined before, it is easy to verify that
Cnew(γ ) ≤ 1+ c2 (1+ o(1))
{
γ (α−1)/(2β+1) if α − 2β < 2,
γ ln(1+ 1/γ ) if α − 2β = 2,
with
c2 = c2(α, β) =

α − 1
(2β + 1)(α−1)/(2β+1)
[
1
2(2β + 2− α) +
1
α − β − 3/2
]
if α − 2β < 2,
1
2(α − 1) if α − 2β = 2
(14)
for Modification 1, and
c2 = c2(α, β) =

α − 1
2(2β + 2− α) +
α − 1
α − β − 3/2 if α − 2β < 2,
1
2(α − 1) if α − 2β = 2
(15)
for Modification 2. In particular, if 3/2 < α− β ≤ β + 2, then Corollary 9 holds with c2 given by (14)
and (15), and with h(γ ) given by
h(γ ) =
{
γ
(α−1)/(2β+1)
j if α − 2β < 2,
γj ln(1+ 1/γj) if α − 2β = 2.
6.1.2. Exponential weight functions
Now let
ψ(x) = exp(−x/β) and ρ(x) = α−1 exp(−x/α) for α > 0.
As before, we have
C init(γ ) <∞ iff Cnew(γ ) <∞ iff α < β;
however, C std(γ ) <∞ iff 2α < β . Hence we focus on the case
α < β ≤ 2α,
so that C std = ∞. Since the results differ for modifications 1 and 2, we present them separately.
Modification 1. Note that K(x, x) = (β/2)(e2x/β − 1). By dropping the −1 term and considering
c = c(γ ) given by
e2c/β = 2
βγ
, i.e., c(γ ) = β
2
ln(1+ 1/γ ) (1+ o(1)) as γ → 0,
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it is straightforward to show that
Cnew(γ ) ≤ 1+ c2 (1+ o(1))

e−c(γ )/α =
(
βγ
2
)β/(2α)
if β < 2α,
γ c(γ ) = β
2
γ ln(1+ 1/γ ) if β = 2α
with
c2 = c2(α, β) =

1
2α − β +
√
2β
β − α if β < 2α,
2−1 if β = 2α.
(16)
Modification 2. We now have K(x, x) = xe2x/β , and c = c(γ ) satisfies
c(γ ) e2c(γ )/β = 1
γ
and c(γ ) = β
2
[ln(1+ 1/γ )− ln(c(γ ))] as γ → 0.
The integrals ki(γ ) are estimated as follows:
k1(γ ) ≤ 12α

αβ
2α − β (γ c(γ ))
β/(2α) γ−1 (1+ o(1)) if β < 2α,
(c(γ ))2/2 if β = 2α,
and
k2(γ ) ≤ 1
α
√
γ
∫ ∞
c
√
xe−x(1/α−1/β) dx = β
β − α
(γ c(γ ))β/(2α)
γ
(1+ o(1)).
Therefore
Cnew(γ ) ≤ 1+ c2 (1+ o(1))
{
[γ c(γ )]β/(2α) if β < 2α,
γ (c(γ ))2 if β = 2α,
where
c2 = c2(α, β) =

β
2(2α − β) +
β
β − α if β < 2α,
α/4 if β = 2α.
(17)
In summary: if α < β ≤ 2α, then Corollary 9 holds with c2 given by (16) and (17), and with h(γ )
given by
h(γ ) =
{
γ β/(2α) if β < 2α,
γ ln(1+ 1/γ ) if β = 2α. for Modification 1,
and
h(γ ) =
{
[γ ln(1+ 1/γ )]β/(2α) if β < 2α,
γ ln2(1+ 1/γ ) if β = 2α for Modification 2.
6.1.3. Gaussian weight functions
Now let3
ψ(x) = exp(−x2/(2β)) and ρ(x) =
√
2
piα
exp(−x2/(2α)) for α > 0.
3 We adapted ρ to be a p.d.f. on [0,∞) for consistency only. The same results hold truewhen the problem is considered onR.
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As in the previous case, we have
C init(γ ) <∞ iff Cnew(γ ) <∞ iff α < β,
and C std(γ ) <∞ iff 2α < β . Hence, we focus on the case
α < β ≤ 2α,
so that C std = ∞.
Modification 1. Since K(x, x) = ∫ x0 et2/β dt , we replace it by an upper bound
K¯(x, x) :=
x e
x2/β if x ≤ 1,
β
2
ex
2/β + e1/β
(
1− β
2
)
if x > 1
 = β2 ex2/β (1+ o(1)) as x→∞,
and consider c = c(γ ) given by
c(γ ) = √β ln(2/(β γ )) = √β ln(1+ 1/γ ) (1+ o(1)) as γ → 0.
Using the estimates∫ c
0
et
2/δ dt ≤ (1+ o(1))
∫ c
0
tet
2/δ dt and
∫ ∞
c
e−t
2/δ dt ≤
∫ ∞
c
te−t
2/δ dt
as γ → 0, we can easily get
Cnew(γ ) = 1+ c2 (1+ o(1))
{
γ β/(2α) if β < 2α,
γ ln1/2(1+ 1/γ ) if β = 2α
with
c2 = c2(α, β) = 1√
2piα

(
β
2
)β/(2α) [
αβ
2α − β +
2αβ
β − α
]
if β < 2α,
√
2α if β = 2α.
(18)
Modification 2. Now K(x, x) = x ex2/β ,
e(c(γ ))
2/β = 1
γ c(γ )
and c(γ ) = √β[ln(1/γ )− ln(c(γ ))].
Clearly
k1(γ ) ≤ 1√
2piα
αβ
2α − β e
c2/β e−c
2/(2α) = 1√
2piα
αβ
2α − β
(γ c(γ ))β/(2α)
γ c(γ )
,
for β < 2α, and k1(γ ) ≤ (c(γ ))2/(2
√
2piα). As for k2, we have
k2(γ ) ≤
√
2
piαγ
∫ ∞
c
x√
c(γ )
e−x
2(1/(2α)−1/(2β)) dx
=
√
2
piαγ c(γ )
α β
β − α e
(c(γ ))2/(2β) e−(c(γ ))
2/(2α)
= 2√
2piα
α β
β − α
(γ c(γ ))β/(2α)
γ c(γ )
.
This yields
Cnew(γ ) ≤ 1+ c2 (1+ o(1))
{
γ β/(2α)/(c(γ ))1−β/(2α) if β < 2α,
γ (c(γ ))2 if β = 2α
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with
c2 = c2(α, β) = 1√
2pi α

αβ
2α − β +
2αβ
β − α if β < 2α,
2−1 if β = 2α.
(19)
In summary: if α < β ≤ 2α then Corollary 9 holds with c2 given by (18) and (19), andwith h(γ ) given
by
h(γ ) =
{
γ β/(2α) if β < 2α,
γ
√
ln(1+ 1/γ ) if β = 2α for Modification 1,
and
h(γ ) =
{[
γ
√
ln(1+ 1/γ )
]β/(2α)
if β < 2α,
γ ln(1+ 1/γ ) if β = 2α
for Modification 2.
We end this subsection with the following remarks.
Remark 10. For Kd and ρd in product forms as considered in this section, the eigenvalue Λ(Sd) is a
product of the largest eigenvalues Λ(Sγj) for the corresponding scalar problems. This may lead to
tractability conditions in the randomized case similar to those from Corollary 9. However, we admit
that getting sharp estimates forΛ(Sγj) is in general a tedious task, see, e.g., the derivations in [19].
Remark 11. The results of Sections 6.1.1–6.1.3 can easily be generalized for weights γj depending on
d, and parameters α and β depending on both j and d. Indeed, it is enough to replace β , α, and γj with
βd,j, αd,j, and γd,j, respectively, as well as to replace c2h(γj)with c2(αd,j, βd,j)h(γd,j). This explains why
we analyzed how c2 depends on the specific parameters and have
∑d
j=1 c2h(γj) instead of
∑d
j=1 h(γj)
in Corollary 9.
Moreover, different types of pairs (ρd,j, ψd,j) could be used. Our original notation was chosen only
for simplicity of presentation. Also for simplicity, we did not consider more general weights γ such
as those depending on sets of indices, γd,u; in particular, finite order weights. The results can easily be
translated to such more general weights.
Remark 12. The results of this section seem to suggest that for tractability results, Modification 2 is
more restrictive than Modification 1. It would be interesting to find out if this is the case for all pairs
of ρ and ψ .
Remark 13. Even when the C std(γj) are all finite, the new averaging technique might yield
significantly better results, since c2(α, β) might be much smaller than c1(α, β). Note that c1(α, β)
diverges to infinity when, for instance, 2β + 2− α and β − 2α approach zero in the case of rational
and exponential (or Gaussian) weights, respectively.
6.2. Weighted isotropic Wiener kernels
For given d ≥ 1, consider Dd = Rd and a Gaussian measure with the density function
ρd(x) = 1d∏
j=1
√
2piαi
exp
(
−
d∑
j=1
x2j
2αj
)
with αj ≥ 0. (20)
As for the reproducing kernel, we take
Kd(x, y) = ‖Adx‖2 + ‖Ady‖2 − ‖Adx− Ady‖22ψd(x) ψd(y) , (21)
L. Plaskota et al. / Journal of Complexity 25 (2009) 268–291 287
where
ψd(x) = 1d∏
j=1
√
2piβj
exp
(
−
d∑
j=1
x2j
2βj
)
with βj ∈ (0,∞],
Ad is an arbitrary d × d nonsingular matrix, and ‖ · ‖2 denotes the Euclidean norm in Rd. As in the
previous section (see Remark 11), the parameters αj and βj might depend on d. (Actually, the results
hold for Gaussian measures with arbitrary covariance matrices, see Remark 15 at the end of this
section.)
Such a weighted integration problem was considered in [4] with ψd ≡ 1, which corresponds to
βj = ∞ for all j. It was shown there that the problem is strongly tractable. We will generalize this
result by showing strong tractability even for finite βj’s. As before, the smaller the βj’s, the larger the
spaces H(Kd) and, hence, the stronger the tractability results.
Before continuing, we want to add that for ψd ≡ 1 and Ad = I , the corresponding kernel Kd is the
covariance kernel of the isotropic Wiener measure. This explains why we refer to kernels of the form
(21) as weighted isotropic Wiener kernels. It is known, see [2,7], that the corresponding reproducing
kernel Hilbert space consists of functions that vanish at zero and have finite ‖(−∆)(d+1)/4f ‖L2(Rd),
where ∆ is the Laplace operator and, for d + 1 not divisible by 4, (−∆)(d+1)/4 is understood in the
generalized sense. For ψd vanishing with ‖x‖2 → ∞, the corresponding space may substantially be
larger than the one with ψd ≡ 1.
It is easy to see that
C initd <∞ iff αj < βj for all j.
Moreover
(C initd )
2 = 1
2
∫
Rd
ρd(x)
ψd(x)
∫
Rd
ρd(y)
ψd(y)
(‖Adx‖2 + ‖Ady‖2 − ‖Adx− Ady‖2) dy dx
=
d∏
j=1
β2j
2
d∏
j=1
(βj − αj)
∫
Rd
ρˆd(x)
∫
Rd
ρˆd(y) (‖Adx‖2 + ‖Ady‖2 − ‖Adx− Ady‖2) dy dx
=
d∏
j=1
β2j
2
d∏
j=1
(βj − αj)
[∫
Rd
ρˆd(x) ‖Adx‖2 dx−
∫
Rr
ρˆd(x)
∫
Rd
ρˆd(y)
‖Adx− Ady‖2
2
dy dx
]
,
where
ρˆd(x) = 1d∏
j=1
√
2piσi
exp
(
−
d∑
j=1
x2j
2σj
)
with σj = αjβj
βj − αj .
It was shown in [4] that the double integral of ‖Adx − Ady‖2 equals the single integral of
√
2‖Adx‖2.
Therefore we have
(C initd )
2 =
(
1− 1√
2
) d∏
j=1
β2j
d∏
j=1
(βj − αj)
∫
Rd
‖Adx‖2 ρˆd(x) dx.
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Note also that
(C stdd )
2 =
d∏
j=1
2piβj
d∏
j=1
√
2piαj
∫
Rd
‖Adx‖2 exp
(
−
d∑
j=1
x2j
2
[
1
α j
− 2
β j
])
dx,
and hence
C stdd <∞ iff 2αj < βj for all j.
As for Cnewd we have
(Cnewd )
2 =
d∏
j=1
β2j
d∏
j=1
(βj − αj)
[∫
Rd
√‖Adx‖2 ρˆd(x) dx]2
≤
d∏
j=1
β2j
d∏
j=1
(βj − αj)
∫
Rd
‖Adx‖2 ρˆd(x) dx = (C initd )2
(
2+√2
)
.
This means that Cnewd is finite whenever C
init
d is, and then we have strong tractability for all choices
of the parameters, i.e., all nonsingular matrices Ad, variances αj and βj. We summarize this in the
following corollary.
Corollary 14. Consider the multivariate integration with ρd and Kd given by (20) and (21), respectively.
Then the following holds.
(i) Cnewd is finite iff the problem is well defined and this is equivalent to αj < βj for all j.
(ii) If the problem is well defined then it is strongly tractable.
We end this section with the following remark.
Remark 15. So far, we have assumed that the covariance matrices of ρd and ψd were diagonal
matrices diag(αj) and diag(βj). This was done only for simplicity of presentation, since Corollary 14
can easily be extended to the case
ρd(x) =
exp
(− 〈C−1ρd x, x〉 /2)
(2pi)d/2
(
det(Cρd)
)1/2 and ψd(x) = exp
(
−
〈
C−1ψd x, x
〉
/2
)
(2pi)d/2
(
det(Cψd)
)1/2 .
Indeed, by a simple change of variables x := C−1/2ρd x, the weights ρdψ−1d and ρdψ−2d change (modulo
constants) to
exp (−〈x, x〉 /2) and exp
(
−
〈
C1/2ρd C
−1
ψd
C1/2ρd x, x
〉/
2
)
,
respectively. Hence denoting the identity matrix by Id, we have
C initd <∞ iff Id− C1/2ρd C−1ψd C1/2ρd is positive definite
and
C stdd <∞ iff Id− 2C1/2ρd C−1ψd C1/2ρd is positive definite.
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Using the same argument as in [4], i.e., the change of variables vj := (xj + yj)/
√
2 and wj :=
(xj − yj)/
√
2, it is easy to verify that f (x)f (y) = f (v)f (w) for both f = ρd and f = ψd. Hence∫
Rd
ρd(x) ψ−1d (x)
∫
Rd
ρd(y) ψ−1d (y) ‖Adx− Ady‖2 dy dx
= √2
∫
Rd
ρd(v) ψ−1d (v) dv ·
∫
Rd
ρd(w) ψ−1d (w) ‖Adw‖2 dw,
as before. This yields Cnewd = C initd
√
2+√2 and proves strong tractability whenever the problem is
well defined.
7. (2) and (6) are not equivalent. However...
Consider the following family of integration problems with
D = [0,∞) and K(x, y) =
∞∑
j=1
a2j 1j(x) 1j(y),
where aj is a real number and 1j stands for the characteristic function of the interval [j − 1, j). Then
the functions aj1j form a complete orthonormal system of the space H(K). Consider also ρ given by
ρ(x) =
∞∑
j=1
rj 1j(x) for some rj ≥ 0 such that
∞∑
j=1
rj = 1.
It is easy to verify that
C init =
[ ∞∑
j=1
a2j r
2
j
]1/2
≤ sup
j
aj
√
rj, Cnew =
∞∑
j=1
ajrj ≤ sup
j
aj, (22)
and
Λ(S) = Cnew max
j≥1
ajrj. (23)
Hence, for finite Cnew we have
trace(S)
Λ(S)
=
∞∑
j=1
ajrj
max
j≥1
ajrj
,
as claimed in (10).
Clearly, there are many pairs of sequences {aj}∞j=1 and {rj}∞j=1 for which C init < ∞ and Cnew = ∞.
Hence (2) and (6) are not equivalent.
However, (2) alone is not sufficient to imply the existence of algorithms with errors proportional
to 1/
√
n (or even 1/nα for positive α). Actually, the situation could be much worse, as shown in the
following proposition.
Proposition 16. Let {bj}∞j=0 be an ordered sequence of positive numbers converging to zero and such that
bj + bj+2 ≥ 2bj+1 for all j. Then there exist a reproducing kernel K and a probability density ρ for which
(2) holds and limn ewor(n;H(K)) = 0; however,[
ewor(n;H(K))]2 ≥ bn for all n.
290 L. Plaskota et al. / Journal of Complexity 25 (2009) 268–291
Proof. Let {aj}∞j=1 and {rj}∞j=1 be two sequences such that rj > 0,
∑∞
j=1 rj = 1, and
∞∑
j=n+1
a2j r
2
j = bn for all n.
Clearly such sequences exist, e.g., choose positive rj’s and define a2j = (bj−1 − bj)/r2j . Next consider
K(x, y) =∑∞j=1 a2j 1j(x)1j(y) and ρ(x) =∑∞j=1 rj1j(x). Of course, (2) is satisfied since
(C init)2 = b0 <∞.
Since the functions ai1j form a complete orthonormal system in H(K), any f ∈ H(K) can be
represented as
f (x) =
∞∑
j=1
fj aj 1j(x) with ‖f ‖2H(K) =
∞∑
j=1
f 2j .
It is easy to verify that
fj = f (j− 1)aj for all j,
and, in particular, Iρ(f ) =∑∞j=1 f (j− 1) rj.
Now consider an arbitrary algorithm Qn that uses at most n function values. Without loss of
generality, we can assume that Qn(f ) =∑j∈J f (j− 1)rj for a set J of cardinality n. Then
|Iρ(f )− Qn(f )| =
∣∣∣∣∣∑
j6∈J
f (j− 1) rj
∣∣∣∣∣ =
∣∣∣∣∣∑
j6∈J
fj aj rj
∣∣∣∣∣ ≤
[∑
j6∈J
f 2j
]1/2 [∑
j6∈J
a2j r
2
j
]1/2
,
with the inequality being sharp for some functions f . This and the fact that the sequence of a2j r
2
j is
monotonic (a2j r
2
j = bj−1 − bj ≥ bj − bj+1 = a2j+1 r2j+1) imply that the algorithm Q optn , given by
Q optn (f ) =∑nj=1 f (j− 1) rj, has the minimal error, i.e., ewor(Q optn ;H(K)) = ewor(n;H(K)).Moreover,
[
ewor(Q optn ;H(K))
]2 = sup
∞∑
j=1
f 2j ≤1
[ ∞∑
j=n+1
fj aj rj
]2
=
∞∑
j=n+1
a2j r
2
j = bn.
This completes the proof. 
Note that sequences {bj}∞j=0 from Proposition 16 can be obtained from convex functions G :[0,∞) → [0,∞) with limx→∞ G(x) = 0 by letting bj = G(j). Hence the convergence of the bn’s
could be arbitrarily slow.
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