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Synthe`se des travaux
Ce me´moire regroupe les re´sultats obtenus durant la pre´paration de mon doctorat en Mathe´matiques
Applique´es a` l’universite´ Paul Sabatier de Toulouse et apre`s le doctorat. Quatre the`mes distincts
ont e´te´ de´veloppe´s :
– La me´thode de la de´rive´e topologique en optimisation de formes et applications,
– Constante optimale dans l’ine´galite´ de Wente pour l’ope´rateur de Helmholtz modifie´,
– Convexite´ par transformation quadratique en dimension infinie,
– Quelques ge´ne´ralisations du principe de contraction de Banach.
The`me I. La de´rive´e topologique en optimisation de formes
(Articles 1-8)
 Introduction
L’optimisation de formes est un the`me tre´s porteur en Mathe´matiques Applique´es. L’un de
ses attraits est que cette discipline marie les techniques les plus fines de l’analyse moderne aux
applications industrielles les plus concre`tes et aux secteurs de haute technologie (e´lectromagne´tisme,
ae´ronautique, automobile, mate´riaux...). Elle consiste a` rechercher la ge´ome´trie d’un objet qui soit
optimale vis a` vis de certains crite`res.
De manie`re assez ge´ne´rale, les proble`mes d’optimisation de formes rencontre´s dans les sciences
de l’inge´nieur peuvent eˆtre mode´lise´s de la fac¸on suivante :
min
Ω∈O
J(Ω, uΩ), (1)
ou` O est un ensemble de domaines admissibles et uΩ est la solution d’une certaine e´quation aux
de´rive´es partielles pose´e dans Ω.
En dehors des me´thodes stochastiques comme les algorithmes ge´ne´tiques [13] qui restent d’un
couˆt de calcul e´leve´, les techniques usuelles d’optimisation requie`rent le calcul de la de´rive´e de la
fonction couˆt. Il apparaˆıt donc important de pouvoir disposer de la de´rive´e du crite`re qu’on souhaite
minimiser. Et c’est la` que les difficulte´s commencent ! En effet, pour des raisons e´videntes, on a
l’habitude de ne de´finir une notion de diffe´rentiabilite´ que dans des espaces vectoriels norme´s. Or
l’ensemble des domaines de RN n’est pas muni d’une telle structure d’espace vectoriel.
Plusieurs possibilite´s ont e´te´ e´tudie´es :
– En optimisation de formes classique [5,11], chaque domaine Ω ∈ O est e´crit sous la forme
Ω = F (Ω0), ou` Ω0 est un domaine de re´fe´rence et F est une fonction de transport. C’est
l’application F qui est utilise´e comme parame´trisation. Dans ces conditions, une variation
infinite´simale de forme se traduit uniquement par un petit de´placement de la frontie`re du
domaine. Dans ce cadre, la topologie ne peut pas changer. Par exemple, si Ω0 est simple-
ment connexe, alors tous les domaines Ω obtenus par ite´rations successives seront simplement
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connexes. C’est le principal de´faut de la me´thode, car dans beaucoup d’applications, les bonnes
ge´ome´tries contiennent un ceratin nombre de trou, nombre qui n’est pas connu a priori.
– L’optimisation de formes topologique consiste a` rechercher la ge´ome´trie d’un objet qui soit
optimale vis a` vis d’un crite`re donne´, sans connaissance a priori sur sa topologie, c’est-a`-
dire sur le nombre de trous qu’il peut contenir. Plusieurs strate´gies ont e´te´ e´labore´es pour y
parvenir : la me´thode des lignes de niveaux (level-sets) [2], la me´thode d’homoge´ne´isation [1,
12] et la me´thode de la de´rive´e topologique.
La me´thode qui nous inte´resse ici est la me´thode de la de´rive´e topologique. Elle consiste a`
e´tudier le comportement du crite`re lors de la cre´ation d’un petit trou a` l’inte´rieur du domaine.
En effet, le calcul de son de´veloppement asymptotique par rapport a` la taille du trou fournit une
direction de descente qui est a` la base de nouveaux algorithmes d’optimisation de formes.
Plus pre´cise´ment, soit Ω un ouvert borne´ de RN (N = 2 ou 3) et J (Ω) = J(Ω, uΩ) est le crite`re
a` minimiser. Nous notons B(x, ε) la boule ouverte de centre x ∈ Ω et de rayon ε > 0 et B(x, ε)
de´signe la fermeture de B(x, ε). Dans la plus part des cas, la variation J (Ω\B(x, ε))−J (Ω) admet
un de´veloppement asymptotique par rapport a` ε→ 0 sous la forme :
J (Ω\B(x, ε))− J (Ω) = f(ε)g(x) + o(f(ε)), (2)
ou` f(ε) > 0, f(ε)→ 0 quand ε→ 0, et g est une fonction qui de´pend seulement de x. L’expression
(2) est appele´e asymptotique topologique et la fonction g est appele´e de´rive´e (ou gradient) topolo-
gique. A chaque ite´ration, un certain pourcentage de matie`re est enleve´ ou inse´re´ (selon la nature
du proble`me) aux endroits ou` g est la plus ne´gative. Ainsi, la forme optimale Ω∗ est caracte´rise´e
par :
g(x) ≥ 0, ∀x ∈ Ω∗.
Cette me´thode ne´cessite donc de connaˆıtre f(ε) et g(x). Ces quantite´s de´pendent de l’e´quation
aux de´rive´es patrtielles ve´rifie´e par uΩ et la condition aux limites impose´e sur le bord du trou. La
de´rive´e topologique g s’exprime en ge´ne´ral en fonction de uΩ et pΩ, ou` pΩ est l’e´tat adjoint de´fini
sur le domaine Ω. Ainsi, pour calculer g, deux EDP sont a` re´soudre : une EDP pour calculer uΩ et
une autre pour calculer pΩ.
Les premiers travaux sur ce sujet sont dus a` A. M. IL’IN [8], V. Maz’ya, S. Nazarov et B.
Plamenevskij [10]. Ils ont obtenu des de´veloppements asymptotiques a` un ordre quelconque de la
variation de la solution et de certaines fonctions coˆıut (e´nergie, premie`re valeur propre) pour divers
proble`mes de la physique et un grand nombre de perturbations de domaine. A. Schumacher [14]
eut le premier l’ide´e d’utiliser ce genre de de´veloppements en optimisation de forme : en e´lasticite´
line´aire, il a de´termine´ la variation a` l’ordre 1 de la compliance par rapport a` la taille d’un trou
inse´re´ a` l’inte´rieur du domaine, ce qui le renseignait sur le meilleur endroit ou` alle´ger la structure.
Puis, toujours en e´lasticite´, J. Sokolowski et A. Zochowski [15] ont e´tendu ce re´sultat a` une certaine
cate´gorie de fonctions couˆt. Ensuite, en utilisant une technique de troncature de domaine et une
ge´ne´ralisation de la me´thode adjointe, M. Masmoudi [9] a obtenu l’asymptotique topologique pour
l’e´quation de Laplace avec condition de Dirichlet au bord d’un trou circulaire. Cette me´thodologie
a ensuite e´te´ adapte´e a` l’e´tude de trous de forme quelconque avec condition de Dirichlet ou de
Neumann [6,7].
Sur ce sujet, nous avons e´tabli des formules d’asymptotique topologique pour des proble`mes
plus difficiles que ceux conside´re´s jusqu’alors :
– Equation de Helmholtz en dimension 2 et 3 avec une condition de Dirichlet sur le bord du
trou [Articles 1-3, 5],
– Equation de Helmholtz en dimension 2 et 3 par rapport a` une inhomoge´ne´ite´ [Articles 4-5],
– Equations de Maxwell en dimension 3 par rapport a` une inhomoge´ne´ite´ [Article 6],
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– Equation de Laplace avec un trou sur le bord du domaine [Articles 7-8].
Sur le plan nume´rique, nous avons confirme´ que la me´thode de la de´rive´e topologique e´tait d’une
grande efficacite´ dans de nombreux domaines : optimsation de guides d’onde en dimension 2 et 3 (Ar-
ticles 1,5), de´tection de mines enfouis dans un sol (Articles 2-3), identification d’objets die´lectriques
(Article 4), de´tection d’objets me´talliques en dimension 3 (Article 6).
 Equation de Helmholtz : condition de Dirichlet sur le bord du trou
Soit Ω un domaine borne´ de RN (N = 2 ou 3) de frontie`re Γ assez re´gulie`re. Le crite`re a`
minimiser est de´fini par :
j(0) = J (Ω) = J(uΩ) = F (uΩ|D), (3)
ou` D est domaine voisin du bord Γ, uΩ ∈ H1(Ω) est la solution du proble`me :{
∆uΩ + αuΩ = 0 dans Ω,
∂nuΩ = h sur Γ,
(4)
avec α = k2, k ∈ C∗, ∂n la de´rive´e normale sur Γ, h ∈ H−1/2(Γ) et F : H1(D) → R une fonction
assez re´gulie`re.
Soit ω un ouvert borne´ de RN contenant l’origine et x0 ∈ Ω. Pour tout parame`tre positif ε
suffisamment petit, nous de´finissons la cavite´ ωε = x0 + εω et le domaine perfore´ Ωε = Ω\ωε.
Un changement de coordonne´es nous permet d’imposer pour l’e´tude the´orique x0 = 0. Nous nous
inte´ressons a` uΩε ∈ H1(Ωε) la solution du proble`me perturbe´ :
∆uΩε + αuΩε = 0 dans Ωε,
uΩε = 0 sur ∂ωε,
∂nuΩε = h sur Γ.
(5)
On pose :
j(ε) = J (Ωε) = J(uΩε) = F (uΩε |D), ∀ ε > 0. (6)
Nous rechercherons le comportement asymptotique de la diffe´rence j(ε)− j(0) lorsque ε tend vers
ze´ro.
Remarqe. La condition aux limites sur Γ est sans influence sur la sensibilite´ topologique. Elle
pourrait eˆtre remplace´e par n’importe quelle condition telle que les proble`mes (4) et (5) soient bien
pose´s.
La me´thode adjointe ge´ne´ralise´e
Nous rappelons que cette me´thode a e´te´ introduite par M. Masmoudi dans [9]. Nous la ge´ne´ralisons
au cas un peu plus complique´ d’un champs complexe et d’un proble`me non coercif.
Soit V un espace de Hilbert sur C. Pour tout ε ≥ 0, on conside`re une forme sesquiline´aire et
continue aε sur V . On suppose qu’il existe une constante A > 0 telle que :
inf
u6=0
sup
v 6=0
|a0(u, v)|
‖u‖V‖v‖V ≥ A. (7)
On dit que a0 satisfait la condition inf-sup ou encore la condition de coercivite´ ge´ne´ralise´e. On
suppose aussi qu’il existe une forme sesquiline´aire et continue δa sur V telle que :
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)), (8)
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ou` f(ε) > 0 et f(ε) → 0 quand ε → 0. Ici, ‖ · ‖L2(V) de´signe la norme sur l’espace des formes
sesquiline´aires sur V . Pour tout ε ≥ 0, on pose uε ∈ V le solution de :
aε(uε, v) = `(v), ∀ v ∈ V , (9)
ou` ` est une forme semiline´aire sur V .
Proposition 1. Sous les hypothe`ses (7) et (8), on a :
‖uε − u0‖V = O(f(ε)).
En effet, la condition inf-sup ve´rifie´e par a0 implique l’existence de vε ∈ V , vε 6= 0 tel que :
A‖uε − u0‖V‖vε‖V ≤ |aε(uε − u0, vε)|,
ce qui implique
A‖uε − u0‖V‖vε‖V ≤ |aε(u0, vε)− `(vε)|
= |aε(u0, vε)− a0(u0, vε)|
= |(aε − a0 − f(ε)δa)(u0, vε) + f(ε)δa(u0, vε)|
≤ o(f(ε))‖u0‖V‖vε‖V + f(ε)‖δa‖L2(V)‖u0‖V‖vε‖V .
On simplifie par ‖vε‖V , on obtient :
‖uε − u0‖V ≤ ‖u0‖V
A
(
o(f(ε)) + f(ε)‖δa‖L2(V)
)
= O(f(ε)),
d’ou` le re´sultat. 
On conside`re maintenant la fonction couˆt :
j(ε) = J(uε), ∀ ε ≥ 0,
ou` J : V → R ve´rifie :
J(u+ h) = J(u) +R(Lu(h)) + o(‖h‖V), ∀u, h ∈ V . (10)
Ici, R de´signe la partie re´elle d’un nombre complexe et Lu est une forme line´aire et continue sur V .
On pose p0 ∈ V la solution de :
a0(v, p0) = −Lu0(v), ∀ v ∈ V . (11)
On appelle p0 l’e´tat adjoint associe´ a` la fonction couˆt J . Le re´sultat suivant nous donne l’expression
asymptotique de la variation j(ε)− j(0) par rapport a` ε→ 0.
The´ore`me 1. Sous les hypothe`ses (7), (8) et (10), on a :
j(ε) = j(0) + f(ε)R(δa(u0, p0)) + o(f(ε)).
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On e´crit :
j(ε)− j(0) = J(uε)− J(u0)
= J(uε)− J(u0) +R (aε(uε, p0)− a0(u0, p0))
= J(uε)− J(u0) +R (aε(uε, p0)− a0(uε, p0) + a0(uε − u0, p0))
= R (Lu0(uε − u0) + a0(uε − u0, p0)) + o(‖uε − u0‖V) +R ((aε − a0)(u0, p0))
+R ((aε − a0)(uε − u0, p0))
= R ((aε − a0 − f(ε)δa)(u0, p0)) + f(ε)R(δa(u0, p0)) +R ((aε − a0 − f(ε)δa)(uε − u0, p0))
+f(ε)R (δa(uε − u0, p0))
= f(ε)R(δa(u0, p0)) + o(f(ε)).
D’ou` le re´sultat. 
La troncature de domaine
Le proble`me perturbe´ (5) est pose´ sur un espace fonctionnel qui de´pend de ε :
Vε = {u ∈ H1(Ωε) |u|∂ωε = 0}.
La me´thode adjointe ge´ne´ralise´e ne´cessite un espace fonctionnel V inde´pendant de ε. La technique
de troncature fournit une formulation e´quivalente pose´e dans le domaine fixe :
ΩR = Ω\B(0, R), 0 < ε < R.
On pose :
ΓR = ∂B(0, R).
Pour ε > 0, soit Tε : H
1/2(ΓR)→ H−1/2(ΓR) l’ope´rateur Dirichlet-to-Neumann de´fini par :
Tεϕ = ∂nu
ϕ
ε ,
ou` uϕε est la solution de : 
∆uϕε + αu
ϕ
ε = 0 dans B(0, R)\ωε,
uϕε = ϕ sur ΓR,
uϕε = 0 sur ∂ωε.
Pour ε = 0, soit T0 : H
1/2(ΓR)→ H−1/2(ΓR) l’ope´rateur Dirichlet-to-Neumann de´finit par :
T0ϕ = ∂nu
ϕ
0 ,
ou` uϕ0 est la solution de : {
∆uϕ0 + αu
ϕ
0 = 0 dans B(0, R),
uϕ0 = ϕ sur ΓR.
On de´finit l’espace fonctionnel fixe exige´ par la me´thode adjointe ge´ne´ralise´e par :
V = H1(ΩR).
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Soit u0 ∈ V la solution du proble`me (4) tronque´ :
∆u0 + αu0 = 0 dans ΩR,
∂nu0 + T0u0 = 0 sur ΓR,
∂nu0 = h sur Γ.
(12)
Pour ε > 0, soit uε ∈ V la solution du proble`me (5) tronque´ :
∆uε + αuε = 0 dans ΩR,
∂nuε + Tεuε = 0 sur ΓR,
∂nuε = h sur Γ.
(13)
Par construction, on la
Proposition 2. On a u0 est la restriction a` ΩR de la solution uΩ de (4). Pour tout ε > 0, uε est
la restriction a` ΩR de la solution uΩε de (5).
La fonction couˆt (6) peut s’e´crire alors sous la forme :
j(ε) = J(uε), ∀ ε ≥ 0,
avec
aε(uε, v) = `(v), ∀ v ∈ V ,
ou`
aε(u, v) =
∫
ΩR
∇u(x) · ∇v(x) dx− α
∫
ΩR
u(x) · v(x) dx+
∫
ΓR
Tεu · v ds, ∀u, v ∈ V
et
`(v) =
∫
Γ
h · v ds, ∀ v ∈ V .
Pour pouvoir appliquer The´ore`me 1, il faut alors regarder le comportement asymptotique de la
variation aε − a0. On voit facilement que :
(aε − a0)(u, v) =
∫
ΓR
(Tε − T0)u · v ds, ∀u, v ∈ V . (14)
L’e´tude est ainsi ramene´e au calcul asymptotique de la variation Tε − T0.
Le cas N=2 pour un trou circulaire [Article 1]
Dans le cas de dimension N = 2, ou` ωε = B(0, ε), on montre que :
‖Tε − T0 −R(ε)δT‖L(H1/2(ΓR),H−1/2(ΓR)) = o(f(ε)), (15)
ou`
R(ε) =
−1
log ε
et δT : H
1/2(ΓR)→ H−1/2(ΓR) est de´finit par :
δTϕ =
1
RJ20 (kR)
ϕ0, (16)
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ou` J0 est la fonction de Bessel de premie`re espe`ce d’ordre ze´ro et ϕ0 est le coefficient de Fourier de
ϕ d’ordre ze´ro. Par (14) et (16), on obtient :
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)),
ou`
f(ε) =
−2pi
log ε
et
δa(u, v) =
umean
J0(kR)
· v
mean
J0(kR)
, ∀u, v ∈ V .
Ici, umean et vmean sont respectivement les valeurs moyennes de u et de v sur ΓR. En particulier,
pour u = u0 et v = p0 (l’e´tat adjoint tronque´), on obtient :
δa(u0, p0) = u0(0) · p0(0) = uΩ(0) · pΩ(0),
ou` pΩ est l’e´tat adjoint initial de´finit sur Ω. Finalement, par The´ore`me 1, on obtient :
J (Ω\B(0, ε)) = J (Ω) + −2pi
log ε
R(uΩ(0) · pΩ(0)) + o
(
1
log ε
)
. (17)
Remarqe. On montre (voir Article 2) qu’en dimension N = 2, la formule (17) est inde´pendante de
la forme du trou.
Le cas N=3 pour un trou de forme quelconque [Articles 2,3,5]
Dans le cas ou` ω est un trou de forme quelconque, nous proposons la technique suivante pour
obtenir un de´veloppement asymptotique de Tε− T0. L’ide´e principale consiste a` approcher uϕε − uϕ0
par la solution d’un proble`me exte´rieur a` ωε, ou` seulement la partie principale de l’ope´rateur non-
homoge`ne est conside´re´e. Plus pre´cise´ment, pour e´tudier la variation (Tε − T0)ϕ, ϕ ∈ H1/2(ΓR),
nous regardons d’abord le comportement asymptotique de uϕε − uϕ0 , ce qui est naturel vu que :
(Tε − T0)ϕ = ∂n(uϕε − uϕ0 ).
La variation uϕε − uϕ0 est solution de :
∆(uϕε − uϕ0 ) + α(uϕε − uϕ0 ) = 0 dans B(0, R)\ωε,
uϕε − uϕ0 = 0 sur ΓR,
uϕε − uϕ0 = −uϕ0 sur ∂ωε.
Nous approchons uϕε − uϕ0 par uε,ϕ solution de :
∆uε,ϕ + αuε,ϕ = 0 dans B(0, R)\ωε,
uε,ϕ = 0 sur ΓR,
uε,ϕ = −uϕ0 (0) sur ∂ωε.
Cette premie`re approche se justifie facilement par l’utilisation d’un de´veloppement de Taylor de
uϕ0 . Nous approchons ensuite uε,ϕ par v
ϕ
ε , ou`
vϕε (x) = v
ϕ
ω(x/ε)
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et vϕω est la solution du proble`me exte´rieur :
∆vϕω = 0 dans R3\ω,
vϕω = 0 a` ∞,
vϕω = −uϕ0 (0) sur ∂ω.
Nous exprimons vϕε sous la forme :
vϕε (x) = ε
(∫
∂ω
pω(x) ds
)
E(x) +O(ε2),
ou` E est la solution fondamentale du laplacien et pω ∈ H−1/2(∂ω) est la solution de l’e´quation
inte´grale : ∫
∂ω
E(y − x)pω(x) ds = −uϕ0 (0), ∀ y ∈ ∂ω.
En posant :
Pϕω (x) =
(∫
∂ω
pω(x) ds
)
E(x),
nous obtenons :
(uϕε − uϕ0 )(x) = εPϕω (x) + E(x), (18)
ou` E(x) est un reste.
Si nous introduisons l’ope´rateur δT de´fini par :
δTϕ = ∂nP
ϕ
ω , ∀ϕ ∈ H1/2(ΓR),
ou` ∂n est la de´rive´e normale sur ΓR, nous obtenons :
‖Tε − T0 − εδT‖L(H1/2(ΓR),H−1/2(ΓR)) = O(ε).
Ce re´sultat est non exploitable, la me´thode adjointe ge´ne´ralise´e exige o(ε) et non O(ε). C’est ici
qu’intervient le fait que l’ope´rateur conside´re´ (operateur de Helmholtz) est non-homoge`ne. Pour
cela, nous corrigeons l’approximation (18) par la prise en compte du terme diagonal, en utilisant
un terme correctif Qϕω, solution de :{
∆Qϕω + αQ
ϕ
ω = αP
ϕ
ω dans B(0, R),
Qϕω = P
ϕ
ω |ΓR sur ΓR.
En posant δT l’ope´rateur de´fini par :
δTϕ = ∂n(P
ϕ
ω −Qϕω), ∀ϕ ∈ H1/2(ΓR),
nous obtenons le re´sultat de´sire´ :
‖Tε − T0 − εδT‖L(H1/2(ΓR),H−1/2(ΓR)) = o(ε).
Enfin, par application du The´ore`me 1, on obtient le de´veloppement asymptotique suivant :
J (Ω\ωε) = J (Ω) + εR [Aω(uΩ(0)) · pΩ(0)] + o(ε),
ou` Aω(uΩ(0)) est une quantite´ qui de´pend de la forme du trou. Dans le cas particulier ou` ω est la
sphe`re unite´, nous obtenons :
J (Ω\ωε) = J (Ω) + 4piεR(uΩ(0) · pΩ(0)) + o(ε).
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 Insertion d’une inhomoge´ne´ite´
Dans [Articles 4-5], nous nous inte´ressons a` l’insertion de petites inhomoge´ne´ite´s dans les co-
efficients de l’e´quation de Helmholtz en dimension N = 2 et 3. Plus pre´cise´ment, on conside`re
l’EDP :
div(αε∇uε) + βεuε = 0,
ou`
αε(x) =
{
α0 si x ∈ Ω\ωε
α1 si x ∈ ωε et βε(x) =
{
β0 si x ∈ Ω\ωε
β1 si x ∈ ωε.
Les coefficients α0, α1, β0 et β1 e´tant des constantes re´elles. Pour l’estimation de la solution, nous
nous inspirons de la me´thode utilise´e dans [16]. La fonction couˆt conside´re´e est de´finie par :
j(ε) = Jε(uε), ∀ ε ≥ 0,
ou` Jε : H
1(Ω) → R est une fonction assez re´gulie`re. Les hypothe`ses demande´es sur la fonction Jε
sont donne´es dans [Article 4]. Nous avons e´tabli le re´sultat suivant :
j(ε)− j(0) = εNR{(α1 − α0)∇u0(0)T · Mω∇p0(0)− (β1 − β0)|ω|u0(0) · p0(0) + δJ}+ o(εN),
ou` p0 est un e´tat adjoint etMω est une matrice qui de´pend de la forme de ω. Dans le cas particulier
ou` ω est la boule unite´, nous obtenons :
j(ε)− j(0) = εNR
{
Nα0(α1 − α0)
(N − 1)α0 + α1 |ω|∇u0(0) · ∇p0(0)− (β1 − β0)|ω|u0(0) · p0(0) + δJ
}
+ o(εN).
Notons que le terme δJ qui apparaˆıt dans ces formules de´pend du choix de la fonction couˆt
conside´re´e.
Remarque. En prenant α0 = 1, β0 = k
2 et en faisant tendre α1 et β1 vers 0, on trouve les formules
du trou avec condition de Neumann sur le bord pour l’ope´rateur de Helmholtz ∆ + k2I.
Dans [Article 6], nous nous inte´ressons a` l’insertion de petites inhomoge´ne´ite´s dans les coefficients
des e´quations de Maxwell en dimension 3. Plus pre´cise´ment, on conside`re l’EDP :
∇× (αε∇×Hε) + βεHε = 0.
Pour l’estimation de la solution, nous nous inspirons de la me´thode utilise´e dans [3]. Dans le cas
d’une inhomoge´ne´ite´ de forme quelconque, nous obtenons :
j(ε)− j(0) =
ε3R
{
(α1 − α0)∇×H0(0) · Mω(α1/α0)∇× p0(0) + β0(1− β0/β1)H0(0) · Mω(β0/β1)p0(0)
}
+ o(ε3),
ou`Mω est une matrice qui de´pend de la forme de ω. Dans le cas particulier ou` ω est la boule unite´,
nous obtenons :
j(ε)− j(0) = 4piε3R
{
α0(α1 − α0)
α0 + 2α1
∇×H0(0) · ∇ × p0(0) + β0(β1 − β0)
β1 + 2β0
H0(0) · p0(0)
}
+ o(ε3).
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 Insertion d’un trou sur le bord du domaine
Dans [Article 7], nous e´tudions le cas d’un trou situe´ sur le bord du domaine. Plus pre´cise´ment,
nous conside´rons le proble`me suivant. Soit Ω un domaine borne´ du plan. Une partie Γ0 du bord est
de´finie par deux segments formant un angle de sommet O (l’origine) et de mesure λpi, 0 < λ ≤ 2.
Nous notons uΩ la solution du proble`me de Laplace pose´ dans le domaine Ω, ve´rifiant uΩ = 0 sur Γ0
et une condition aux limites sur Γ1 = ∂Ω\Γ0. Pour ε > 0 assez petit, nous conside´rons le domaine
perturbe´ Ωε = Ω\Sε, ou` Sε est le secteur de´fini par :
Sε = {(r, θ) | 0 ≤ r < ε, 0 ≤ θ ≤ λpi}.
Notre but consiste a` donner une expression asymptotique de la variation J(uΩε) − J(uΩ), ou` uΩε
est la solution du proble`me de Laplace pose´ dans le domaine perturbe´ Ωε avec une condition de
Dirichlet impose´e sur l’arc de cercle joignant les deux segments du secteur Sε. Dans le cas λ
−1 ∈ N∗,
nous obtenons :
J(uΩε)− J(uΩ) = pi
[(
1
λ
)
!
]−2
ε2/λ
∂1/λuΩ
∂x1/λ
(O)
∂1/λpΩ
∂x1/λ
(O) + o(ε2/λ),
ou` pΩ est l’e´tat adjoint. Nous remarquons que l’expression de la de´rive´e topologique de´pend de
l’angle de singularite´. Plus l’angle est petit et plus des de´rive´es d’ordre e´leve´ de l’e´tat direct et
l’e´tat adjoint apparaissent.
Dans [Article 8], nous conside´rons un cas similaire mais avec dife´rentes conditions aux limites
sur le bord du trou : Dirichlet, Neumann et Robin.
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The`me II. Ine´galite´ de Wente pour l’e´quation de Helmhlotz
modifie´e (Articles 9-11)
 Introduction
Ine´galite´ de Wente
Soit Ω un ouvert de R2 et X : Ω→ R3 une immersion conforme, c’est-a`-dire :
• X est de classe C1, rg(dX(x1, x2)) = 2 ∀x = (x1, x2) ∈ Ω,
• |Xx1| ≡ |Xx2|, (Xx1 , Xx2) = 0 dans Ω,
ou` Xxi de´signe la de´rive´e partielle de X par rapport a` la variable xi (i = 1, 2) et (·, ·) de´signe le
produit scalaire usuel sur R3. On montre alors que X ve´rifie l’e´quation des surfaces a` courbure
moyenne prescrite :
−∆X = 2H(x1, x2) · (Xx1 ×Xx2), (19)
ou` H(x1, x2) repre´sente la courbure moyenne au point X(x1, x2) de la surface S = X(Ω) et ×
de´signe le produit vectoriel entre deux vercteurs de R3. On pose :
X(x) = (X1(x), X2(x), X3(x)), ∀x ∈ Ω,
ou` X i : Ω→ R, i = 1, 2, 3. Le syste`me (19) s’e´crit alors : −∆X1−∆X2
−∆X3
 = 2H(x) ·
 X2x1X3x2 −X3x1X2x2X3x1X1x2 −X1x1X3x2
X1x1X
2
x2
−X2x1X1x2

ou encore : 
−∆X1 = 2H(x) det∇(X2, X3),
−∆X2 = 2H(x) det∇(X3, X1),
−∆X3 = 2H(x) det∇(X1, X2).
En prenant H(x) = H0 une constante, chaque composante X
i (i = 1, 2, 3) ve´rifie alors un
proble`me du type :
−∆Φ0 = det∇u = ax1bx2 − ax2bx1 dans Ω, (20)
ou` u = (a, b). Avec la condition aux limites (condition de Dirichlet) :
(D) :
∣∣∣∣ Φ0 = 0 sur ∂Ω si Ω est borne´,Φ(x) → 0 quand |x| → +∞ si Ω = R2,
le proble`me (20)-(D) est connu en litte´rature sous le nom du proble`me de Wente classique.
Si on remplace le terme source dans (20) par une fonction quelconque f ∈ L1(Ω), la solution
du proble`me (20)-(D) sera seulement dans W 1,p
loc
(Ω) avec 1 ≤ p < 2. Cependant, pour f = ax1bx2 −
ax2bx1 , ou` a, b ∈ H1(Ω), H. Wente [13] et H. Brezis, J. M. Coron [4] ont obtenu une re´gularite´ plus
forte de la solution du proble`me (20)-(D). Ils ont obtenu le re´sultat suivant.
The´ore`me 2. (Brezis-Coron)
Soit Ω un ouvert borne´ et re´gulier de R2. Supposons que a, b ∈ H1(Ω) et soit Φ0 ∈ W 1,10 (Ω) l’unique
solution de (20)-(D). Alors, Φ0 ∈ C(Ω) ∩H10 (Ω) et
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤ C(Ω)‖∇a‖L2(Ω)‖∇b‖L2(Ω), (21)
ou` C(Ω) est une constante positive qui de´pend de Ω.
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De´monstration. On suppose pour le moment que a, b ∈ D(R2) et on pose :
ψ = E ∗ (ax1bx2 − ax2bx1),
ou` E est la solution fondamentale de −∆ :
E(x1, x2) =
1
2pi
ln
(
1
r
)
, r = (x21 + x
2
2)
1/2.
Alors,
−∆ψ = ax1bx2 − ax2bx1 dans R2. (22)
En coordonne´es polaires, on a :
ax1bx2 − ax2bx1 =
1
r
(arbθ − aθbr) = 1
r
[(abθ)r − (abr)θ].
Apre`s quelques manipulations, on obtient :
ψ(0) =
1
2pi
∫ 2pi
θ=0
∫ +∞
r=0
1
r
(abθ) dr dθ.
D’autre part, on a : ∫ 2pi
0
abθ dθ =
∫ 2pi
0
(a− a)bθ dθ,
ou`
a(r) =
1
2pi
∫ 2pi
0
a(r, σ) dσ.
Par l’ine´galite´ de Cauchy-Schwartz, on obtient :∣∣∣∣∫ 2pi
0
abθ dθ
∣∣∣∣ ≤ ‖a− a‖L2(0,2pi)‖bθ‖L2(0,2pi) ≤ ‖aθ‖L2(0,2pi)‖bθ‖L2(0,2pi).
Encore par l’ine´galite´ de Cauchy-Schwartz, on obtient :
|ψ(0)| ≤ 1
2pi
(∫ +∞
0
‖aθ‖2L2(0,2pi)
1
r
dr
)1/2(∫ +∞
0
‖bθ‖2L2(0,2pi)
1
r
dr
)1/2
≤ 1
2pi
‖∇a‖L2(R2)‖∇b‖L2(R2).
Par suite, on obtient :
‖ψ‖L∞(R2) ≤ 1
2pi
‖∇a‖L2(R2)‖∇b‖L2(R2). (23)
Par (20) et (22), on a :
∆(Φ0 − ψ) = 0 dans Ω.
Par le principe de maximum, on obtient :
‖Φ0 − ψ‖L∞(Ω) ≤ ‖Φ0 − ψ‖L∞(∂Ω) = ‖ψ‖L∞(∂Ω). (24)
Ainsi, (23)-(24) nous donne :
‖Φ0‖L∞(Ω) ≤ 2‖ψ‖L∞(Ω)‖ ≤ 1
pi
‖∇a‖L2(R2)‖∇b‖L2(R2). (25)
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En multipliant (20) par Φ0, on obtient :∫
Ω
|∇Φ0|2 ≤ ‖Φ0‖L∞(Ω)‖∇a‖L2(Ω)‖∇b‖L2(Ω) ≤ 1
pi
‖∇a‖2L2(R2)‖∇b‖2L2(R2). (26)
Par (26)-(27), on obtient :
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤
(
1
pi
+
1√
pi
)
‖∇a‖L2(R2)‖∇b‖L2(R2). (27)
On regarde maintenant le cas ge´ne´ral ou` a, b ∈ H1(Ω). On sait qu’il existe un ope´rateur de
prolongement
P : H1(Ω)→ H1(R2)
line´aire, tel que pour tout w ∈ H1(Ω)
Pw|Ω = w,
‖Pw‖H1(R2) ≤ C(Ω)‖w‖H1(Ω),
ou` C(Ω) de´pend seulement de Ω. Dans la suite, C(Ω) de´signe n’importe quelle constante de´pendant
de Ω. Notons a˜ = Pa ∈ H1(R2) et b˜ = Pb ∈ H1(R2). En utilisant la densite´ de D(R2) dans H1(R2),
(27) et la biline´arite´ de det, on obtient Φ0 ∈ C(Ω) ∩H10 (Ω) et
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤ C(Ω)‖∇a˜‖L2(R2)‖∇b˜‖L2(R2)
≤ C(Ω)‖a‖H1(Ω)‖b‖H1(Ω).
Posons maintenant :
a =
1
|Ω|
∫
Ω
a et b =
1
|Ω|
∫
Ω
b.
Il est facile de voir que Φ0 ne change pas si on remplace a par a− a et b par b− b. Par suite, on a :
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤ C(Ω)‖a− a‖H1(Ω)‖b− b‖H1(Ω).
Remarquons que a− a (resp. b− b) appartient a`
V =
{
w ∈ H1(Ω) ∣∣ ∫
Ω
w = 0
}
.
On peut alors appliquer l’ine´galite´ de Poincare´-Wirtinger et on obtient :
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤ C(Ω)‖∇a‖L2(Ω)‖∇b‖L2(Ω).

Remarque. Pour pouvoir utiliser l’ope´rateur de prolongement P et l’ine´galite´ de poincare´, il faut
une certaine re´gularite´ sur Ω et ∂Ω. Dans [4], la de´monstration ci-dessus est faite dans le cas ou` Ω
est la boule unite´. Les re´gularite´s exige´es sont toutes satisfaites dans ce cas.
L’ine´galite´ (21) est appele´e ine´galite´ de Wente. On montre de meˆme le
The´ore`me 3. Supposons que a, b ∈ H1(R2) et Soit Φ0 ∈ W 1,1loc(R
2) la solution de (20)-(D). Alors,
il existe C(R2) > 0 tel que :
‖Φ0‖L∞(R2) + ‖∇Φ0‖L2(R2) ≤ C(R2)‖∇a‖L2(R2)‖∇b‖L2(R2).
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Autre de´monstration du The´ore`me 3
Dans cette partie, on donne une autre de´monstration du The´ore`me 3. Cette de´monstration est
due a` Be´thuel et Ghidaglia [3].
Dans [6], Coifman-Lions-Meyer-Semmes ont montre´ que si u = (a, b) ∈ H1(R2)×H1(R2), alors
det∇u ∈ H1(R2), ou` H1(R2) est l’espace de Hardy. On rappelle que :
H1(R2) = {f ∈ L1(R2) | f ∗ ∈ L1(R2)},
ou`
f ∗(x) = sup
ε>0
∣∣∣∣ 1ε2
∫
R2
ρ
(
x− y
ε
)
f(y) dy
∣∣∣∣
et ρ ∈ D(R2), ρ ≥ 0, ρ 6≡ 0 (Fefferman et Stein [9] ont montre´ que cet espace ne de´pend pas du
choix de ρ). On peut caracte´riser H1(R2) par le fait que f ∈ L1(R2) et que Rjf ∈ L1(R2), j = 1, 2,
ou` les Rj sont les transforme´es de Riesz. Cet espace est muni de la norme :
‖f‖H1(R2) = ‖f‖L1(R2) + ‖f ∗‖L1(R2).
The´ore`me 4. (Coifman-Lions-Meyer-Semmes)
Soient a, b dans H1(R2) et u = (a, b). La fonction det∇u appartient a` l’espace de Hardy H1(R2) et
il existe une constante C > 0 telle que :
‖ det∇u‖H1(R2) ≤ C‖∇a‖L2(R2)‖∇b‖L2(R2).
De´monstration. Puisque f = det∇u ∈ L1(R2), il reste a` montrer que f ∗ ∈ L1(R2). On choisit ρ tel
que
∫
R2 ρ = 1 et supp ρ ⊂ B(0, 1). Notons :
w(y) = a(y)− a, a = 1
piε2
∫
B(x,ε)
a(z) dz.
On a f(y) = det∇u (y), ou` u = (w, b). Par une inte´gration par parties, on obtient :
1
ε2
∫
R2
f(y)ρ
(
x− y
ε
)
dy =
1
ε3
∫
B(x,ε)
(R1bx2 −R2bx1)w dy,
ou` Ri(y) =
∂ρ
∂xi
(
x− y
ε
)
. Par suite, on obtient :
∣∣∣∣ 1ε2
∫
R2
f(y)ρ
(
x− y
ε
)
dy
∣∣∣∣ ≤ C0ε3
∫
B(x,ε)
|a(y)− a||∇b| dy. (28)
Par l’ine´galite´ de Ho¨lder, on obtient :
1
ε3
∫
B(x,ε)
|a(y)− a||∇b| dy = 1
ε2
∫
B(x,ε)
∣∣∣∣a(y)− aε
∣∣∣∣ |∇b| dy
≤
(
1
ε2
∫
B(x,ε)
∣∣∣∣a(y)− aε
∣∣∣∣3 dy
)1/3(
1
ε2
∫
B(x,ε)
|∇b|3/2 dy
)2/3
(par l’ine´galite´ de Sobolev-Poincare´) ≤ C1
(
1
ε2
∫
B(x,ε)
|∇a|6/5 dy
)5/6(
1
ε2
∫
B(x,ε)
|∇b|3/2 dy
)2/3
≤ C1
(
M(|∇a|6/5)(x))5/6 (M(|∇b|3/2)(x))2/3 ,
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ou`
M(g)(x) = sup
ε>0
1
ε2
∫
B(x,ε)
|g|(y) dy
de´signe la fonction maximale de Hardy-Littlewood. Notons que cette fonction ope`re continuement
sur Lp, p > 1. Ainsi, revenons a` (28), on obtient :∫
R2
f ∗(x) dx ≤ C2
∫
R2
M(|∇a|6/5)5/6M(|∇b|3/2)2/3 dx
(ine´galite´ de Cauchy-Schwartz) ≤ C2
(∫
R2
M(|∇a|6/5)5/3 dx
)1/2(∫
R2
M(|∇b|3/2)4/3 dx
)1/2
= C2‖M(|∇a|6/5)‖5/6L5/3(R2)‖M(|∇b|3/2)‖
2/3
L4/3(R2)
≤ C3
(∫
R2
|∇a|6/55/3 dx
)3/5·5/6(∫
R2
|∇b|3/24/3 dx
)3/4·2/3
= C3
(∫
R2
|∇a|2 dx
)1/2(∫
R2
|∇b|2 dx
)1/2
.
Ceci ache`ve la preuve du The´ore`me 4. 
Le dual de H1(R2) a e´te´ identifie´ par Fefferman [8] comme e´tant l’espace BMO(R2) de John et
Nirenberg. Rappelons que f ∈ L1loc(R2) appartient a` BMO(R2) s’il existe une constante C telle
que pour toute boule B ⊂ R2, il existe une constante γ(B, f) telle que :∫
B
|f(x)− γ|2 dx ≤ C|B|.
La constante optimale dans l’ine´galite´ ci-dessus est note´e ‖f‖2BMO ce qui de´finit une norme sur
BMO(R2) quotiente´ par les fonctions constantes.
On a les re´sultats suivants.
Proposition 3. (voir [11])
Pour tout x ∈ R2, la solution fondamentale du Laplacien dans R2 : Ex(y) = −1/2pi ln(‖x − y‖)
appartient a` BMO(R2).
Remarque. Chanillo et Yan [5] ont montre´ que le re´sultat ci-dessus est aussi valable si on conside`re
la solution fondamentale d’un ope´rateur uniforme´ment elliptique de la forme :
L = div(A(x)∇·),
ou` A(x) = (ai,j(x))1≤i≤j≤2 et ai,j ∈ L∞(R2), ∀ i, j.
Maintenant, on peut obtenir facilement le re´sultat du The´ore`me 3. Soient alors a, b ∈ H1(R2)
et Φ0 la solution de (20)-(D). On peut e´crire alors que :
Φ0(0) = − 1
2pi
∫
R2
det∇u(x) ln ‖x‖ dx,
ou` u = (a, b). Par Proposition 3, la dualite´ H1(R2) − BMO(R2) et The´ore`me 4, on obtient
imme´diatement :
‖Φ0‖L∞(R2) ≤ ‖ det∇u‖H1(R2)
∥∥∥∥ 12pi ln(‖ · ‖)
∥∥∥∥
BMO(R2)
≤ C‖∇a‖L2(R2)‖∇b‖L2(R2).
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Etant donne´ que ∆Φ0 ∈ H1(R2), ∂2Φ0∂xi∂xj est aussi dans H1(R2). Ainsi, Φ0 ∈ W
2,1
loc
(R2) et donc Φ0
est continue sur R2.
Remarque. Sous les hypothe`ses du The´ore`me 2, on obtient facilement la continuite´ de Φ0 sur Ω.
Il suffit de prolonger a, b ∈ H1(Ω) par a˜, b˜ ∈ H1(R2) et de conside´rer Φ˜0 la solution de (20)-(D)
avec a˜ et b˜ au lieu de a et b. La fonction Φ0 − Φ˜0 est harmonique dans Ω et donc re´gulie`re dans Ω.
Puisque Φ˜0 est continue, Φ0 est alors continue sur Ω.
The´ore`me 2 avec une constante universelle
I Cas de la boule unite´.
D’apre`s The´ore`me 2, on sait qu’il existe une constante C > 0 telle que :
‖Φ0‖L∞(B(0,1)) + ‖∇Φ0‖L2(B(0,1)) ≤ C‖∇a‖L2(B(0,1))‖∇b‖L2(B(0,1)).
I Cas d’un ouvert borne´ simplement connexe de frontie`re C1.
Si Ω est un ouvert borne´ simplement connexe de frontie`re C1, alors il existe une transformation
conforme :
T : Ω → B(0, 1)
x = (x1, x2) 7→ Tx = (T1(x1, x2), T2(x1, x2)).
Par de´finition d’une transformation conforme, on a :
∂T1
∂x1
=
∂T2
∂x2
et
∂T1
∂x2
= −∂T2
∂x1
. (29)
Par (29), on obtient facilement que T1 et T2 sont harmoniques :
∂2T1
∂x21
+
∂2T1
∂x22
=
∂2T2
∂x21
+
∂2T2
∂x22
= 0. (30)
Soient a, b ∈ H1(Ω) et Φ0 la solution de (20)-(D) dans Ω. On pose :
a˜(y) = aoT−1(y), b˜(y) = boT−1(y), Φ˜0(y) = Φ0oT−1(y), ∀ y ∈ B(0, 1)
ou encore :
a˜(T (x)) = a(x), b˜(T (x)) = b(x), Φ˜0(T (x)) = Φ0(x), ∀x ∈ Ω.
On obtient alors :
ax1(x) = a˜y1(T (x))
∂T1
∂x1
+ a˜y2(T (x))
∂T2
∂x1
ax2(x) = a˜y1(T (x))
∂T1
∂x2
+ a˜y2(T (x))
∂T2
∂x2
et

bx1(x) = b˜y1(T (x))
∂T1
∂x1
+ b˜y2(T (x))
∂T2
∂x1
ax2(x) = b˜y1(T (x))
∂T1
∂x2
+ b˜y2(T (x))
∂T2
∂x2
.
Soit :
(ax1bx2 − ax2bx1) (x) =
∣∣∣∣∣∣∣∣∣
∂T1
∂x1
∂T1
∂x2
∂T2
∂x1
∂T2
∂x2
∣∣∣∣∣∣∣∣∣ (a˜y1 b˜y2 − a˜y2 b˜y1) (T (x)). (31)
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D’autre part, on a :
∆Φ0(x) =
∂2Φ˜0
∂y21
(T (x))
[(
∂T1
∂x2
)2
+
(
∂T1
∂x1
)2]
+ 2
∂2Φ˜0
∂y1∂y2
(T (x))
[(
∂T1
∂x2
)(
∂T2
∂x2
)
+
(
∂T2
∂x1
)(
∂T1
∂x1
)]
+
∂Φ˜0
∂y1
(T (x))
[
∂2T1
∂x22
+
∂2T1
∂x21
]
+
∂2Φ˜0
∂y22
(T (x))
[(
∂T2
∂x2
)2
+
(
∂T2
∂x1
)2]
+
∂Φ˜0
∂y2
(T (x))
[
∂2T2
∂x22
+
∂2T2
∂x21
]
.
Par (29)-(30), on obtient :
∆Φ0(x) =
[(
∂T1
∂x1
)2
+
(
∂T2
∂x1
)2]
∆Φ˜0(T (x))
ou encore :
∆Φ0(x) =
∣∣∣∣∣∣∣∣∣
∂T1
∂x1
∂T1
∂x2
∂T2
∂x1
∂T2
∂x2
∣∣∣∣∣∣∣∣∣∆Φ˜0(T (x)). (32)
Puisque det(DT ) =
∣∣∣∣∣∣∣∣∣
∂T1
∂x1
∂T1
∂x2
∂T2
∂x1
∂T2
∂x2
∣∣∣∣∣∣∣∣∣ 6= 0 (meˆme > 0), par (20)-(D), (31) et (32), on obtient :{
−∆Φ˜0 = a˜y1 b˜y2 − a˜y2 b˜y1 dans B(0, 1)
Φ˜0 = 0 sur ∂B(0, 1).
D’apre`s le cas pre´ce´dent, on a :
‖Φ˜0‖L∞(B(0,1)) + ‖∇Φ˜0‖L2(B(0,1)) ≤ C‖∇a˜‖L2(B(0,1))‖∇b˜‖L2(B(0,1)). (33)
De´ja` il est clair que :
‖Φ˜0‖L∞(B(0,1)) = ‖Φ0‖L∞(Ω). (34)
Maintenant, par le the´ore`me d’integration par changement de variable, on a :
‖∇Φ˜0‖2L2(B(0,1)) =
∫
B(0,1)=T (Ω)
|∇Φ˜0(y)|2 dy
=
∫
Ω
|∇Φ˜0 (T (x))|2 det(DT ) dx
=
∫
Ω
1
det(DT )2
(DT−1)tDT−1∇(Φ˜0oT )(x) · ∇(Φ˜0oT )(x) det(DT ) dx.
On ve´rifie facilement que :
(DT−1)tDT−1 = det(DT )I2,
ou` I2 est la matrice identite´ d’ordre 2. Par suite, on obtient :
‖∇Φ˜0‖2L2(B(0,1)) =
∫
Ω
|∇(Φ˜0oT )(x)|2 dx =
∫
Ω
|∇Φ0|2(x) dx = ‖∇Φ0‖2L2(Ω).
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Ainsi,
‖∇Φ˜0‖L2(B(0,1)) = ‖∇Φ0‖L2(Ω), ‖∇a˜‖L2(B(0,1)) = ‖∇a‖L2(Ω), ‖∇b˜‖L2(B(0,1)) = ‖∇b‖L2(Ω). (35)
En fin, par (33)-(35), on obtient :
‖Φ0‖L∞(Ω) + ‖∇Φ0‖L2(Ω) ≤ C‖∇a‖L2(Ω)‖∇b‖L2(Ω),
ou` C est une constante universelle (constante inde´pendante de Ω).
I Cas d’un ouvert borne´ quelconque.
Dans le cas d’un ouvert borne´ quelconque (non ne´cessairement simplement connexe), la recherche
d’une constante universelle est plus complique´e. La de´monstration est base´e sur l’utilisation de la
formule de la coaire [7] et les proprie´te´s de la solution fondamentale du Laplacien. Pour plus de
de´tails, voir ([3, 5]).
Constante optimale dans l’ine´galite´ de Wente
Il est naturel de s’inte´resser aux constantes optimales associe´es a` l’ine´galite´ (21). Notons :
C0∞(Ω) := sup∇a,∇b 6=0
‖Φ0‖L∞(Ω)
‖∇a‖L2(Ω)‖∇b‖L2(Ω)
et
C02(Ω) := sup∇a,∇b6=0
‖∇Φ0‖L2(Ω)
‖∇a‖L2(Ω)‖∇b‖L2(Ω) .
I Constante optimale pour la norme ‖ · ‖L∞(Ω).
Dans [1], S.Baraket a de´montre´ les re´sultats suivants.
The´ore`me 5. (Baraket)
Supposons que Ω = R2, alors on a : C0∞(R2) =
1
2pi
.
The´ore`me 6. (Baraket)
Soit Ω un ouvert borne´ et re´gulier de R2. Alors, on a : C0∞(Ω) ≥
1
2pi
.
Si de plus Ω est simplement connexe, on a : C0∞(Ω) =
1
2pi
.
Dans [12], P. Topping a ge´ne´ralise´ le re´sultat de S. Barket pour un domaine borne´ quelconque,
non ne´cessairement simplement connexe : on a toujours C0∞(Ω) =
1
2pi
. Sa de´monstration est base´e
sur l’utilisation de la formule de la coaire, les proprie´te´s de la fonction de Green du Laplacien avec
une condition de Dirichlet sur le bord du domaine et l’ine´galite´ isope´rime´trique.
I Constante optimale pour la norme ‖ · ‖L2(Ω).
L’e´tude de la constante optimale pour la norme ‖ · ‖L2(Ω) est due a` Ge. Yuxin [10]. Il a obtenu le
re´sultat suivant.
The´ore`me 7. (Yuxin)
Soit Ω un ouvert borne´ et re´gulier de R2. Alors, on a : C02(Ω) =
√
3
16pi
.
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 Equation de Helmholtz modifie´e avec Jacobien comme terme source
Nous nous sommes inte´resse´s au proble`me suivant. Soient Ω un ouvert de R2, α une constante
strictement positive, u = (a, b) ∈ H1(Ω,R2) et Φα solution de :
−∆Φα + αΦα = det∇u dans Ω (36)
avec la condition aux limites (D). L’ope´rateur −∆ +αI est appele´ ope´rateur de Helmhlotz modifie´.
Le terme modifie´ provient du fait que α > 0 (dans le cas α < 0, c’est l’ope´rateur de Helmholtz).
Re´gularite´ de la solution
Proposition 4. Soient Ω un ouvert borne´ et re´gulier de R2 et a, b ∈ H1(Ω). Alors (36)-(D) admet
une et une seule solution Φα ∈ H10 (Ω) ∩ C(Ω). De plus, on a :
‖Φα‖L∞(Ω) +
‖∇Φα‖2L2(Ω) + α‖Φα‖2L2(Ω)
‖∇Φα‖L2(Ω) ≤ C‖∇a‖L
2(Ω)‖∇b‖L2(Ω), (37)
ou` C > 0 est une constante universelle.
De´monstration. On pose Ψα la solution du proble`me :{ −∆Ψα + αΨα = −αΦ0 dans Ω
Ψα = 0 sur ∂Ω,
(38)
ou` Φ0 est la solution de (20)-(D) (proble`me de Wente classique). D’apre`s la re´gularite´ de Φ0, on a
(au minimum) Ψα ∈ H10 (Ω) ∩ C(Ω). On ve´rifie facilement que :
Φα = Ψα + Φ0.
D’apre`s la re´gularite´ de Φ0, il est clair que Φα ∈ H10 (Ω)∩C(Ω). De plus, par le principe de maximum,
on obtient :
‖Φα‖L∞(Ω) ≤ ‖Ψα‖L∞(Ω) + ‖Φ0‖L∞(Ω) ≤ 2‖Φ0‖L∞(Ω) ≤ C1‖∇a‖L2(Ω)‖∇b‖L2(Ω),
ou` C1 est une constante > 0 inde´pendante de Ω. D’autre part, on a :
−∆Φα + αΦα = −∆Φ0 dans Ω.
En multipliant par Φα, on obtient :
‖∇Φα‖2L2(Ω) + α‖Φα‖2L2(Ω) =
∫
Ω
∇Φ0 · ∇Φα dx ≤ ‖∇Φ0‖L2(Ω)‖∇Φα‖L2(Ω).
Par suite,
‖∇Φα‖2L2(Ω) + α‖Φα‖2L2(Ω)
‖∇Φα‖L2(Ω) ≤ C2‖∇a‖L
2(Ω)‖∇b‖L2(Ω),
ou` C2 est une constante > 0 inde´pendante de Ω. 
Notons alors :
Cα∞(Ω) := sup∇a,∇b 6=0
‖Φα‖∞
‖∇a‖2‖∇b‖2 , C
α
2 (Ω) := sup∇a,∇b6=0
‖∇Φα‖22 + α‖Φα‖22
‖∇a‖2‖∇b‖2‖∇Φα‖2 .
Nous nous sommes inte´resse´s aux constnates optimales Cα∞(Ω) et C
α
2 (Ω).
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Constantes optimales pour l’ope´rateur de Helmholtz modifie´ [Article 9]
La difficulte´ principale de ce travail est due au non-homoge´ne´ite´ de l’ope´rateur conside´re´. Plus
pre´cise´ment, contrairement a` l’ope´rateur de Laplace, L’EDP conside´re´e est non invariante par trans-
formation conforme.
Dans [Article 9], nous avons obtenu les re´sultats suivants.
The´ore`me 8. Supposons que Ω = R2, alors on a :
Cα∞(R2) = C0∞(R2) =
1
2pi
, ∀α > 0.
The´ore`me 9. Soit Ω un ouvert borne´ et re´gulier de R2. On a :
1
2pi
≤ Cα∞(Ω) ≤
1
pi
, ∀α > 0.
Remarque. Le the´ore`me ci-dessus nous donne seulement un encadrement de la constante optimale.
La de´termination exacte de Cα∞(Ω) reste un proble`me ouvert.
The´ore`me 10. Soit Ω un ouvert borne´ et re´gulier de R2. On a :
Cα2 (R2) ≤
√
3/32pi ≤ Cα2 (Ω) ≤
√
3/16pi, ∀α > 0.
Remarque. Il sera inte´ressant de voir s’il y a un moyen de de´terminer la valeur exacte de la constante
optimale Cα2 (Ω).
 Proble`me de Wente pour une large classe d’ope´rateurs [Article 10]
Dans [Article 10], nous ge´ne´ralisons le travail pre´ce´dent pour une large classe d’ope´rateurs. Plus
pre´cise´ment, nous conside´rons le proble`me :
A
−→
UA =
−→
F dans R2
lim
|x|→+∞
−→
UA(x) =
−→
0 ,
(39)
ou` A est un ope´rateur elliptique,
−→
UA et
−→
F sont deux vecteurs de RN donne´s par :
−→
UA(x) = (U
1
A(x), U
2
A(x), · · · , UNA (x)), x ∈ R2−→
F (x) = (F 1(x), F 2(x), · · · , FN(x)).
Pour tout i ∈ {1, 2, · · · , N}, la composante F i est donne´e par :
F i := aix1b
i
x2
− aix2bix1 = det∇ui,
ou` ui = (ai, bi) ∈ H1(R2,R2).
Nous introduisons maintenant quelques notations qui seront utilise´es dans la suite. Soit
−→
X une
fonction vectorielle de´finie par :
−→
X (x) = (X1(x), X2(x), · · · , XN(x)), ∀x ∈ R2.
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Nous notons par ‖ · ‖∞ la norme de´finie par :
‖−→X‖∞ := sup
1≤i≤N
‖X i‖∞.
La distribution matricielle EA ∈ D′(R2,RN×N) de´signe la solution fondamentale de l’ope´rateur A
telle que chaque colonne EjA est la solution de :
AEjA = δej dans R
2,
ou` δ est la distribution de Dirac et (ej)j=1,2,··· ,N est la base canonique de RN .
Nous supposons que les hypothe`ses suivantes sont satisfaites.
(H1) : Le proble`me (39) admet une et une seule solution dans H1(R2)N .
(H2) : La solution fondamentale EA s’e´crit sous la forme :
EA(x) = κf(r)IN +GA(x),
ou` κ est une constante positive, r = |x|, IN est la matrice identite´ et GA = (GA(i, j))1≤i,j≤N
satisfait : {
GA(i, j) ∈ L∞(R2), ∀ i, j ∈ {1, 2, · · · , N},
∃j ∈ {1, 2, · · · , N} | ∂
∂r
(GA(i, j)) = 0, ∀ i ∈ {1, 2, · · · , N}.
(H3) : La fonction f est de classe C1 sur (0,+∞) et ve´rifie :
lim
r→0+
rf(r) = 0,
r 7→ rf ′(r) ∈ L∞(0,+∞),
sup
r≥0
r|f ′(r)| = 1.
(H4) : Nous supposons que :
A
−→
UA(x+ x0) =
−→
F (x+ x0), ∀ (x, x0) ∈ R2 × R2.
Notons que les hypothe`ses (H1)-(H4) sont ve´rifie´es par une large classe d’ope´rateurs. Des exemples
de tels ope´rateurs seront pre´cise´s plus loin.
Les principaux re´sultats obtenus sont les suivants.
The´ore`me 11. Nous avons l’estimation suivante :
‖−→UA‖∞ ≤ (κ+ ν)
N∑
i=1
‖∇ai‖2‖∇bi‖2,
ou` ν := sup
1≤i,j≤N
‖GA(i, j)‖∞.
Nous de´finissons alors la quantite´ optimale :
CA∞(R2) := sup
(a,b)∈V
‖−→UA‖∞∑N
i=1 ‖∇ai‖2‖∇bi‖2
,
ou`
V = {(a, b) ∈ H1(R2,R2N) | ∃i0 ∈ {1, 2, · · · , N}, ‖∇ai0‖2‖∇bi0‖2 6= 0}.
Nous avons alors le :
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The´ore`me 12. Soit g :]0,+∞[→ R une fonction ve´rifiant :
(1) g ∈ C∞(0,+∞)\{0}
(2) r 7→ rg2(r) ∈ L1(0,+∞)
(3) r 7→ r3g′2(r) ∈ L1(0,+∞)
(4) lim
r→0+
rg(r) = 0
(5) lim
r→0+
r2f(r)g2(r) = 0.
Alors, on a l’estimation suivante :
κLA(g) ≤ CA∞(R2) ≤ (κ+ ν),
ou` LA(g) est donne´ par :
LA(g) :=
∣∣∣∣∫ +∞
0
r2f ′(r)g2(r) dr
∣∣∣∣∫ +∞
0
r3g′2(r) dr
·
Ope´rateur de Laplace
Comme premier exemple, nous conside´rons le cas ou` A = −∆ et N = 1. Dans ce cas, la solution
fondamentale de cet ope´rateur est donne´e par :
EA(x) = − 1
2pi
ln r, ∀x ∈ R2\{0}.
Il est facile de voir que les hypothe`ses (H1)-(H4) sont satisfaites avec :
κ =
1
2pi
, f(r) = − ln r et GA ≡ 0.
Par The´ore`me 11 et The´ore`me 12, nous obtenons alors :
1
2pi
L−∆(g) ≤ C−∆∞ (R2) ≤
1
2pi
,
pour toute fonction g :]0,+∞[→ R ve´rifiant les proprie´te´s (1)-(5) du the´ore`me 12.
Pour tout ε > 0, nous conside´rons la fonction gε de´finie par :
gε(r) := r
ε−1e−r/2, ∀ r > 0.
Pour tout ε > 0, la fonction gε satisfait les proprie´te´s (1)-(5) du the´ore`me 12. D’ou` :
1
2pi
L−∆(gε) ≤ C−∆∞ (R2) ≤
1
2pi
, ∀ ε > 0.
Nous montrons que :
L−∆(gε)→ 1 quand ε→ 0+.
Ainsi, nous retrouvons la valeur de la constante optimale :
C−∆∞ (R2) =
1
2pi
.
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Ope´rateur de Helmholtz modifie´
Dans cet exemple, l’ope´rateur A est donne´ par :
A = −∆ + αI,
ou` α est une constante positive et N = 1. Dans ce cas, la solution fondamentale de A est donne´e
par :
EA(x) =
1
2pi
K0(
√
α r), ∀x ∈ R2\{0},
ou` K0 est la fonction de Bessel modifie´e de deuxie`me espe`ce et d’ordre 0. Dans ce cas, nous avons :
κ =
1
2pi
, f(r) = K0(
√
α r) et GA ≡ 0.
Par The´ore`me 11 et The´ore`me 12, nous obtenons alors :
1
2pi
L−∆+αI(gε) ≤ C−∆+αI∞ (R2) ≤
1
2pi
, ∀ ε > 0.
Nous montrons que :
L−∆+αI(gε)→ 1 quand ε→ 0+.
Ainsi, nous retrouvons la valeur de la constante optimale :
C−∆+αI∞ (R2) =
1
2pi
.
Ope´rateur de Lame´
Ici, nous e´tudions le cas de l’ope´rateur de Lame´. Plus pre´cise´ment, nous prenons :
A
−→
U = −µ∆−→U − (λ+ µ)∇(div−→U ),
ou` les constantes λ et µ sont les coefficients de Lame´ (λ ≥ 0, µ > 0) et N = 2. La solution
fondamentale EA ∈ D′(R2,R2×2) de l’ope´rateur A est donne´e par :
EA(x) = β ln rI2 + γere
T
r , ∀x ∈ R2\{0},
ou`
β = − λ+ 3µ
4piµ(λ+ 2µ)
, γ =
λ+ µ
4piµ(λ+ 2µ)
,
er = x/r et e
T
r est le vecteur transpose´ de er. Dans ce cas, nous avons :
κ = −β, f(r) = − ln r, GA(x) = γereTr et ν = γ.
Par The´ore`me 11 et The´ore`me 12, nous obtenons alors :
−βLA(gε) ≤ CA∞(R2) ≤ −β + γ, ∀ ε > 0.
Nous montrons que :
LA(gε)→ 1 quand ε→ 0+.
Ainsi, nous obtenons l’estimation :
−β ≤ CA∞(R2) ≤ −β + γ.
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 Proble`me de Wente pour l’ope´rateur de Helmholtz modifie´ dans des
espaces de Sobolev avec poids [Article 11]
Dans [Article 11], nous conside´rons le proble`me de Wente associe´ a` l’ope´rateur de Helmholtz
modifie´ dans des espaces de Sobolev avec poids. Notre travail peut eˆtre conside´re´ comme une
extention de celui de S. Baraket et L. B. Chaabane dans [2]. Avant de pre´senter les principaux
re´sultats obtenus, nous introduisons quelques notations et de´finitions qui seront utilise´es plus tard.
Dans la suite, nous prenons Ω ∈ {R2, B1}, ou` B1 est la boule unite´ de R2. Soit ω 6≡ 0 une
fonction positive de L1loc(Ω). Nous de´finissons ‖ · ‖2,ω par :
‖f‖2,ω =
(∫
Ω
f 2(x)ω(x) dx
)1/2
.
Nous notons par Hω(Ω) la fermeture de D(Ω) muni de la norme :
‖ · ‖2,ω + ‖∇ · ‖2,ω. (40)
Si ω−1 est aussi dans L1loc(Ω), nous introduisons l’espace :
Vω(Ω) = {(a, b) ∈ Hω(Ω)×Hω−1(Ω) | ∇a 6≡ 0,∇b 6≡ 0}.
Nous disons que la fonction ω ve´rifie (A1) si :
(A1) : ω est une fonction radiale (ω(x) = w(r) ou` r = ‖x‖).
Pour tout (a, b) ∈ Vω(Ω), soit Φα la solution de (36)-(D). Notre premier re´sultat est le suivant.
The´ore`me 13. Si ω ve´rifie (A1) et ω, ω−1 ∈ C(Ω) ∩ L∞(Ω), alors
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1 =
1
2pi
.
Remarque. La condition ω, ω−1 ∈ L∞(Ω) implique que Vω(Ω) ⊂ {(a, b) | ∇a,∇b ∈ L2(Ω)}. Par
le re´sultat de Brezis-Coron [4], ceci implique que Φ0 solution de (20)-(D) (proble`me de Wente
classique) appartient a` C0(Ω), l’ensemble des fonction continues sur Ω et prenant la valeur ze´ro sur
le bord de Ω. Dans le cas α > 0, par le principe de maximum, nous avons ‖Φα‖L∞(Ω) ≤ 2‖Φ0‖L∞(Ω).
Ainsi, par densite´, nous avons Φα ∈ C0(Ω) pour tous a, b ∈ Vω(Ω). Cette remarque est aussi valable
pour tout autre espace V ⊂ {(a, b) | ∇a,∇b ∈ L2(Ω)}, en particulier, pour les deux the´ore`mes qui
suivent.
En ge´ne´ral, lorsque ω ou ω−1 n’appartient pas a` C(Ω), nous ne pouvons pas avoir un re´sultat op-
timal. Pour e´tudier un cas plus ge´ne´ral, nous avons besoin d’introduire d’autres espaces fonctionnels
et d’autres conditions.
Nous introduisons l’espace H˜ω(Ω) la fermeture de D(Ω\{0}) muni de la norme (40) et l’espace :
V˜ω(Ω) = {(a, b) ∈ H˜ω(Ω)× H˜ω−1(Ω) | ∇a 6≡ 0,∇b 6≡ 0}.
Nous disons que ω satisfait (A2) si :
(A2) : ω ∈ C2(Ω\{0}), ω > 0 et
∆
(√
ω(x)
)
≥ 0, ∆
(
1√
ω(x)
)
≥ 0 dans Ω\{0}. (41)
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Si ω satisfait aussi (A1), nous e´crivons : ω(x) = w(r) = ev(r). Dans ce cas, (41) est e´quivalente a` :∣∣∣∣v′′(r) + 1r v′(r)
∣∣∣∣ ≤ 12v′2(r) in (0,+∞) or (0, 1).
Remarque. Sous les hypothe`ses (A1)-(A2), nous avons :
h1ω(x) ≡ ‖x‖2
(
1
2
∆ω − 1
4
|∇ω|2ω−1
)
ω−1
=
r2
2
(
v′′(r) +
1
r
v′(r) +
1
2
v′2(r)
)
≥ 0
et
h2ω(x) ≡ ‖x‖2
(
−1
2
∆ω +
3
4
|∇ω|2ω−1
)
ω−1
=
r2
2
(
−v′′(r)− 1
r
v′(r) +
1
2
v′2(r)
)
≥ 0.
Nous avons obtenu le re´sultat suivant.
The´ore`me 14. Sous les hypothe`ses (A1)-(A2), nous avons :
sup
(a,b)∈V˜ ∗ω (Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1 ≤
1
2pi
1
sup
i=1,2
(
1 + inf
x∈Ω
hiω(x)
)1/2 ,
ou`
V˜ ∗ω (Ω) = V˜ω(Ω) ∩ {(a, b) | ∇a,∇b ∈ L2(Ω)}.
Notons par :
Wp(Ω) = {(a, b) ∈ Vω(Ω), (a, b)(x) = g(‖x‖)(ω(x)−1/2x1, ω(x)1/2x2)}
et
Wr(Ω) = {(a, b) ∈ Vω(Ω), (a, b)(x) = g(‖x‖)x},
ou` g ∈ C∞(0,+∞) si Ω = R2 et g ∈ C∞(0, 1) si Ω = B1. Soit Vp(Ω) (resp. Vr(Ω)) la fermeture de
Wp(Ω) (resp. Wr(Ω)) dans Vω(Ω) muni de la norme (40). Nous notons :
V ∗p (Ω) = {(a, b) ∈ Vp(Ω) | ∇a 6≡ 0,∇b 6≡ 0}
et
V ∗r (Ω) = {(a, b) ∈ Vr(Ω) | ∇a,∇b ∈ L2(Ω)}.
Soit ω une fonction radiale (ω(x) = w(r)).
Nous disons que ω ve´rifie (A3) si :
(A3) : lim
r→0
r2w(r) = lim
r→0
r2w−1(r) = 0.
Nous disons que ω ve´rifie (A4) si :
(A4) : lim
r→0
r3w′(r) = lim
r→0
r3(w−1(r))′ = 0.
Nous avons le
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The´ore`me 15. Supposons que les hypothe`ses (A1)-(A2) sont ve´rifie´es. Alors,
1. Si (A4) est satisfaite, nous avons :
C(Ω)
2∏
i=1
(
1 + sup
x∈Ω
hiω(x)
)1/2 ≤ sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1 ≤
1
2∏
i=1
(
1 + inf
x∈Ω
hiω(x)
)1/2 ,
ou` C(R2) = 1 et C(B1) =
√
αK1(
√
α). Ici, K1 est la fonction de Bessel modifie´e de premier
ordre de second espe`ce.
2. Si (A3)-(A4) sont satisfaites et (a, b) ∈ V ∗r (Ω), nous avons :
‖Φα‖∞ ≤ 1
pi
‖∇a‖2,ω‖∇b‖2,ω−1
2∏
i=1
(
1 + inf
x∈Ω
hiω(x)
)1/2 .
Remarque. Nous avons :
V ∗p (Ω) ⊂ {(a, b) | ∇a,∇b ∈ L2(Ω)}.
Pour le ve´rifier, il suffit de voir que pour tous a, b ∈ Wp(Ω), nous avons :
‖∇a‖2,ω ≥ ‖∇a‖L2(Ω)
et
‖∇b‖2,ω−1 ≥ ‖∇b‖L2(Ω).
Par densite´, ces ine´galite´s sont satisfaites pour tous a, b ∈ V ∗p (Ω).
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The`me III. Convexite´ par transformation quadratique en
dimension infinie (Article 12)
 Introduction
Soit A une matrice complexe d’ordre n. Conside´rons l’ensemble (numerical range) :
W (A) := {z∗Az | z ∈ Cn, ‖z‖Cn = 1}.
En 1918, O. Toeplitz [7] a prouve´ que le bord de W (A) est convexe. Il a e´galement conjecture´ que
l’ensemble W (A) lui meˆme est convexe. Un an apre`s, F. Hausdorff [3] a prouve´ cette conjecture.
Le the´ore`me de Toeplitz-Hausdorff est un re´sultat tre`s important qui est applique´ dans beaucoup
de domaines des mathe´matiques. Ce the´ore`me peut eˆtre conside´re´ comme premier re´sultat sur la
convexite´ des formes quadratiques.
Dans le cas re´el, le premier re´sultat est duˆ a` L. L. Dines [2] en 1941. Conside´rons les deux formes
quadratiques re´elles :
fi(x) := (Aix, x)Rn , i = 1, 2, f(x) := (f1(x), f2(x)), ∀x ∈ Rn,
ou` Ai est une matrice re´elle syme´trique d’ordre n et (·, ·)Rn de´signe le produit scalaire usuel sur Rn.
L. L. Dines a prouve´ que l’ensemble D ⊂ R2 de´fini par :
D := {f(x) |x ∈ Rn}
est convexe et il est ferme´ sous quelques hypothe`ses supple´mentaires.
Le prochain re´sultat important a e´te´ obtenu par L. Brickman [1]. Il a prouve´ que si n ≥ 3, alors
l’ensemble B ⊂ R2 de´fini par :
B := {f(x) | ‖x‖Rn = 1}
est convexe compact.
Ces papiers sont les contributions principales sur la convexite´ des formes quadratiques et les
mathe´maticiens essayent de les ge´ne´raliser de plusieurs manie`res.
The´ore`me de Toeplitz-Hausdorff
The´ore`me 16. (Toeplitz-Hausdorff)
Soit A une matrice complexe d’ordre n (n ≥ 2). Alors, l’ensemble :
W (A) = {z∗Az | z ∈ Cn, ‖z‖Cn = 1}
est convexe compact.
De´monstration. La compacite´ de W (A) est facile a` ve´rifier. En effet, la fonction f : Cn → C de´fine
par :
f(u) = u∗Au, ∀u ∈ Cn
est continue sur Cn. Par suite, pour tout compact K de Cn, on a f(K) est un compact de C. La
sphe`re unite´ :
S(Cn) = {u ∈ Cn | ‖u‖Cn = 1}
e´tant compacte de Cn. Par suite, W (A) = f(S(Cn)) est un ensemble compact de C.
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La preuve de la convexite´ est la partie la plus difficile de la de´monstration. Fixons α, β ∈ W (A)
tels que α 6= β et λ ∈ (0, 1). La question est de montrer que :
λα + (1− λ)β ∈ W (A). (42)
Par de´finition de W (A), ils existent deux vecteurs unitaires u, v ∈ Cn tels que :
α = u∗Au et β = v∗Av.
Les deux vecteurs u et v sont line´airement inde´pendants. En effet, si ce n’est pas le cas, il existe
θ ∈ C tel que u = θv. Comme u et v sont unitaires, il suit que ‖u‖Cn = ‖θv‖Cn = |θ| = 1. Par suite,
α = (θv)∗A(θv) = |θ|2v∗Av = β. On obtient ainsi une contradiction avec le fait que α 6= β.
Maintenant, soit :
B =
−β
α− β In +
1
α− βA,
ou` In est la matrice identite´ d’ordre n. On ve´rifie facilement que :
u∗Bu = 1 et v∗Bv = 0. (43)
On pose :
X =
1
2
(B +B∗) et Y =
1
2i
(B −B∗).
Alors B = X+ iY , et les deux matrices X et Y sont hermitiennes. Par (43), on obtient facilement :
u∗Xu = 1, u∗Y u = 0, v∗Xv = 0, v∗Y v = 0. (44)
Sans restriction de la ge´ne´ralite´, on peut supposer que u∗Y v est imaginaire pur. Si non, on peut
remplacer v par eiθ0v avec un choix particulier de θ0.
Comme u et v sont line´airement inde´pendants, pour tout t ∈ [0, 1], on peut de´finir :
z(t) =
tu+ (1− t)v
‖tu+ (1− t)v‖Cn ,
qui est e´videmment un vecteur unitaire. Comme Y est une matrice hermitienne et u∗Y v est imagi-
naire pur, par (44), on ve´rifie facilement que :
z(t)∗Y z(t) = 0, ∀ t ∈ [0, 1].
Par suite,
z(t)∗Bz(t) = z(t)Xz(t) =
t2 + 2t(1− t) Re(v∗Xu)
‖tu+ (1− t)v‖2Cn
, ∀ t ∈ [0, 1],
ou` Re de´signe la partie re´elle d’un nombre complexe. Ainsi, la fonction g : [0, 1]→ R de´finie par :
g(t) = z(t)∗Bz(t), ∀ t ∈ [0, 1]
est continue sur [0, 1]. D’autre part, on a g(0) = 0 et g(1) = 1. Comme λ ∈ (0, 1), par le the´ore`me
des valeurs interme´diaires, il existe t0 ∈ [0, 1] tel que :
g(t0) = z(t0)
∗Bz(t0) = λ.
Posons maintenant w = z(t0). D’une part, on a ‖w‖Cn = 1. D’autre part, on a :
w∗Aw = (α− β)
(
β
α− β + w
∗Bw
)
= β + λ(α− β) = λα + (1− λ)β.
Ainsi, (42) est satisfaite, ce qui termine la de´monstration. 
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The´ore`me de Dines
The´ore`me 17. (Dines)
Soient A1 et A2 deux matrices syme´triques d’ordre n (n ≥ 2). Alors, l’ensemble D ⊂ R2 de´fini par :
D := {(xtA1x, xtA2x)|x ∈ Rn}
est convexe.
De´monstration. Ecrivons D sous la forme :
D = {(P (x), Q(x)) |x ∈ Rn},
ou` P et Q sont les formes quadratiques homoge`nes de´finies par :
P (x) = xtA1x, Q(x) = x
tA2x, ∀x ∈ Rn.
Si M ∈ D est un point distinct de l’origine O, tout point du segment [O,M ] appartient a` D puisque
P (rx) = r2P (x) et Q(rx) = r2Q(x) pour tout nombre re´el r. Par suite, si M et N sont deux points
distincts de D tels que les vecteurs
−−→
OM et
−−→
ON sont coline´aires, tout point du segment [M,N ]
appartient a` D.
Dans la suite, nous conside´rons alors deux points distincts M(x1, y1) et N(x2, y2) dans D tels
que :
x2y1 − x1y2 6= 0.
Sans restriction de la ge´ne´ralite´, nous pouvons supposer que :
x2y1 − x1y2 = d2 > 0. (45)
Les points M et N sont dans D, ils ve´rifient :{
x1 = P (z1), x2 = P (z2),
y1 = Q(z1), y2 = Q(z2),
(46)
ou` zi ∈ Rn, i = 1, 2.
Fixons maintenant λ ∈ (0, 1). La question est de montrer que le syste`me d’e´quations :
P (z) = x1 + λ(x2 − x1), Q(z) = y1 + λ(y2 − y1) (47)
admet au moins une solution z ∈ Rn.
Ecrivons la variable z (a` determiner) sous la forme :
z = ρ(z1 cos θ + z2 sin θ), (48)
ou` ρ et θ sont des re´els a` detreminer de telle sorte que (47) soit satisfaite. Injectons l’expression de
z dans (47), nous obtenons :
x1 + λ(x2 − x1) = ρ2P (z1 cos θ + z2 sin θ), y1 + λ(y2 − y1) = ρ2Q(z1 cos θ + z2 sin θ). (49)
Eliminons ρ2 dans (49), nous obtenons :
y1P (z1 cos θ + z2 sin θ)− x1Q(z1 cos θ + z2 sin θ) = λT (θ), (50)
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ou`
T (θ) = (y1 − y2)P (z1 cos θ + z2 sin θ)− (x1 − x2)Q(z1 cos θ + z2 sin θ). (51)
Ici, la quantite´ T (θ) est une fonction quadratique en cos θ et sin θ. Ecrivons la sous la forme :
T (θ) = α cos2 θ + β sin2 θ + 2γ cos θ sin θ.
Calculons T (0), T (±pi/2) et utilisons (45), nous obtenons :
α = β = d2 > 0.
Par suite,
T (θ) = d2 + 2γ cos θ sin θ.
Si γ ≥ 0, alors T (θ) > 0 pour θ ∈ [0, pi/2]. Si γ < 0, alors T (θ) > 0 pour θ ∈ [−pi/2, 0].
Sans restriction de la ge´ne´ralite´, prenons le cas γ ≥ 0. Nous pouvons alors de´finir la fonction
f : [0, pi/2]→ R par :
f(θ) =
y1P (z1 cos θ + z2 sin θ)− x1Q(z1 cos θ + z2 sin θ)
T (θ)
, ∀ θ ∈ [0, pi/2].
La fonction f e´tant continue sur [0, pi/2] et f(0) = 0, f(pi/2) = 1. Par le the´ore`me des valeurs
interme´diaires, il existe alors θ0 ∈ [0, pi/2] tel que f(θ0) = λ. Ainsi, (50) est satisfaite pour θ = θ0.
Ensuite, nous ve´rifions facilement que les deux e´quations dans (49) sont satisfaites pour θ = θ0 et
ρ2 = ρ20 = d
2/T (θ0). Par suite, z0 = ρ0(z1 cos θ0 + z2 sin θ0) est une solution de (47), ce qui termine
la de´monstration. 
The´ore`me de Brickman
Le the´ore`me suivant a e´te´ prouve´ par Brickman en 1961 [1].
The´ore`me 18. (Brickman)
Soient A1 et A2 deux matrices syme´triques d’ordre n ≥ 3. Alors, l’ensemble B(A1, A2) ⊂ R2 de´fini
par :
B(A1, A2) := {(xtA1x, xtA2x)| ‖x‖Rn = 1}
est convexe.
De´monstration. La de´monstration originale de ce the´ore`me est base´e sur des arguments de ge´ome´trie
diffe´rentielle, elle est due a` Pe´pin [5].
La preuve est base´e sur les deux lemmes suivants.
Lemme 1. Soit P : R2 → R2 une application affine. Alors, il existe deux matrices A˜1 et A˜2
syme´triques d’ordre n telles que :
P (B(A1, A2)) = B(A˜1, A˜2).
Lemme 2. Soit un entier n ≥ 3. Si x et y sont deux points de Rn tels que xtA1x = ytA1y = 0 et
(xtA2x)(y
tA2y) < 0, alors il existe un autre point z ∈ Rn tel que ‖z‖Rn = 1 et ztA1z = ztA2z = 0.
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En utilisant les deux lemmes pre´ce´dents, on peut de´montrer le the´ore`me facilement. On suppose
que B(A1, A2) est non re´duit a` {0}. Soient a et b deux points distincts de B(A1, A2). Par de´finition
de B(A1, A2), on a :
a = xtA1x, x ∈ Rn, ‖x‖Rn = 1 et b = ytA1y, y ∈ Rn, ‖y‖Rn = 1.
Soit c un point quelconque sur le segment ouvert entre a et b. La question est de montrer que
c ∈ B(A1, A2). Soit P : R2 → R2 une bijection affine telle que P (c) = (0, 0) et P (a) = (0, 1).
Par suite, il existe β < 0 tel que P (b) = (0, β). Par Lemme 1, il existe deux matrices A˜1 et A˜2
syme´triques d’ordre n telles que P (B(A1, A2)) = B(A˜1, A˜2). On a :
xtA˜1x = 0, x
tA˜2x = 1, y
tA˜1y = 0, y
tA˜2y = β < 0.
Appliquons maintenant Lemme 2, il existe alors z ∈ Rn tel que ‖z‖Rn = 1 et ztA˜1z = ztA˜2z = 0.
Ceci implique que (0, 0) ∈ B(A˜1, A˜2) = P (B(A1, A2)), ou encore c = P−1(0, 0) ∈ B(A1, A2), ce qui
termine la de´monstration. 
Remarque. Si n = 2, l’ensemble B(A1, A2) n’est pas en ge´ne´ral convexe. Voci un contre-exemple :
A1 =
(
1 0
0 −1
)
et A2 =
(
0 1
1 0
)
.
Alors, B(A1, A2) est le cercle unite´ de R2.
The´ore`me de Polyak
I Le cas de trois formes quadratiques.
On rappelle les de´finitions suivantes.
Un ensemble K ⊂ Rn est un cone si x ∈ K implique que λx ∈ K pour tout λ > 0.
On dit que l’ensemble K ve´rifie la proprie´te´ (H) si :
(H) x ∈ K, x 6= 0⇒ −x /∈ K.
SoientA1,A2 etA3 trois matrices syme´triques d’ordre n ≥ 3. On de´finit l’ensembleW (A1, A2, A3) ⊂
R3 par :
W (A1, A2, A3) := {(xtA1x, xtA2x, xtA3x) |x ∈ Rn}.
B. T. Polyak a montre´ le re´sultat suivant [6].
The´ore`me 19. Les conditions suivantes sont e´quivalentes :
(a) ∃µ = (µ1, µ2, µ3) ∈ R3 tel que :
µ1A1 + µ2A2 + µ3A3 > 0.
(b) L’ensemble W (A1, A2, A3) est un cone convexe ferme´ ve´rifiant (H), et
xtA1x = x
tA2x = x
tA3x = 0⇒ x = 0.
La de´monstration de ce re´sultat est base´e sur le the´ore`me de Brickman.
I Le cas de deux fonctions quadratiques.
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Conside´rons les fonctions quadratiques :
ϕi(x) := x
tAix+ 2x
tai + αi, i = 1, 2,
ϕ(x) := (ϕ1(x), ϕ2(x)),
ou` x ∈ Rn, ai ∈ Rn, αi ∈ R et Ai sont des matrices syme´triques d’ordre n ≥ 2. On pose :
Φ := {ϕ(x) |x ∈ Rn} ⊂ R2.
B. T. Polyak a montre´ le re´sultat suivant [6].
The´ore`me 20. Supposons qu’il existe µ = (µ1, µ2) ∈ R2 tel que :
µ1A1 + µ2A2 > 0.
Alors, Φ est un convexe ferme´.
 Transformation quadratique en dimension infinie
Dans [Article 12], nous conside´rons des fonctions quadratiques de´finies sur un espace de Hilbert
de dimension infinie. La motivation principale de ce travail provient de la the´orie de controle
optimal, ou` beaucoup de proble`mes font intervenir la minimisation d’une fonction quadratique sur
un sous-ensemble convexe ferme´ d’un espace de Hilbert de dimension infinie. Plus pre´cise´ment, dans
ce travail, nous ge´ne´ralisons The´ore`me 19 et The´ore`me 20 en prenant a` la place de Rn un espace
de Hilbert H de dimension infinie.
Nos principaux re´sultats sont les suivants.
Dans toute cette partie,H de´signe un R-espace de Hilbert de dimension infinie et se´parable. L’espace
H est muni d’un produit scalaire (·, ·)H . Conside´rons les fonctions quadratiques :
ϕi(x) := (Aix, x)H + 2(ai, x)H + αi,∀x ∈ H, i = 1, 2,
ou` Ai : H → H sont deux ope´rateurs line´aires borne´s sur H, ai ∈ H et αi ∈ R. Conside´rons
l’ensemble ΦH ⊂ R2 de´fini par :
ΦH := {(ϕ1(x), ϕ2(x)) |x ∈ H}.
Dans un premier temps, nous e´tudions la fermeture de l’ensemble ΦH . Notre re´sultat est le suivant.
The´ore`me 21. On suppose que :
1. Ai : H → H est un ope´rateur compact pour tout i = 1, 2.
2. ∃µ = (µ1, µ2) ∈ R2 |µ1A1 + µ2A2 > 0.
Alors, l’ensemble ΦH est ferme´.
Le re´sultat suivant nous montre que sous certaines hypothe`ses, la fermeture de ΦH est une
condition suffisante pour assurer sa convexite´. Un tel re´sultat est similaire a` celui trouve´ par V. A.
Yakubovich [8], mais sous autres hypothe`ses.
The´ore`me 22. On suppose que :
1. Ai : H → H est auto-adjoint pour tout i = 1, 2.
2. ∃µ = (µ1, µ2) ∈ R2 |µ1A1 + µ2A2 > 0.
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3. L’ensemble ΦH est ferme´.
Alors, ΦH est un ensemble convexe.
Une conse´quence imme´diate du The´ore`me 21 et The´ore`me 22 est la suivante.
Corollaire 1. On suppose que :
1. Ai : H → H est compact et auto-adjoint pour tout i = 1, 2.
2. ∃µ = (µ1, µ2) ∈ R2 |µ1A1 + µ2A2 > 0.
Alors, l’ensemble ΦH est un ferme´ convexe.
Remarque. Corollaire 1 est une extension du re´sultat obtenu par M. R. Hestenes dans [4], ou`
seulement des formes quadratiques ont e´te´ conside´re´es.
Conside´rons maintenant les formes quadratiques :
fi(x) = (Aix, x)H , ∀x ∈ H, i = 1, 2, 3,
ou` Ai : H → H sont des ope´rateurs line´aires borne´s. Soit FH ⊂ R3 l’ensemble de´fini par :
FH = {(f1(x), f2(x), f3(x)) |x ∈ H}.
Nous avons le
The´ore`me 23. On suppose que Ai : H → H est compact et auto-adjoint pour tout i = 1, 2, 3. Les
assertions suivantes sont e´quivalentes :
1. ∃µ = (µ1, µ2, µ3) ∈ R3 tel que :
µ1A1 + µ2A2 + µ3A3 > 0. (52)
2. L’ensemble FH est un coˆne convexe ferme´ ve´rifiant (H), et les formes quadratiques f1(x),
f2(x) et f3(x) n’ont aucun ze´ro commun excepte´ ze´ro.
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The`me IV. Quelques ge´ne´ralisations du principe de contrac-
tion de Banach (Articles 13-15)
 Introduction
Soient X un ensemble non vide et T : X → X une application done´e. Si un point ξ ∈ X ve´rifie
Tξ = ξ, on dit que ξ est un point fixe de T . Dans beaucoup de cas, pour re´soudre un proble`me
d’existence, on se rame`ne a` la recherche d’un point fixe d’une certaine fonction. Le premier re´sultat
dans ce sujet est du a` S. Banach [2]. Ce re´sultat est connu sous le nom du principe de contraction
de Banach.
The´ore`me 24. (Banach, 1922)
Soient (X, d) un espace metrique complet et T : X → X une application telle qu’il existe k ∈ (0, 1)
tel que :
d(Tx, Ty) ≤ kd(x, y), ∀x, y ∈ X. (53)
Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite (T nx)n∈N converge
vers ξ.
De´monstration. Soit x0 un point arbitraire de X. Soit (xn)n∈N la suite de´finie par xn = T nx0 pour
tout n ∈ N. Par (53), nous avons :
d(x2, x1) = d(Tx1, Tx0) ≤ kd(x1, x0).
De meˆme, nous avons :
d(x3, x2) = d(Tx2, Tx1) ≤ kd(x2, x1) ≤ k2d(x1, x0).
Par suite, nous avons :
d(xn+1, xn) ≤ knd(x1, x0), ∀n ∈ N.
Soient maintenant m,n ∈ N tels que m > n. Nous avons :
d(xn, xm) ≤ d(xn, xn+1) + d(xn+1, xn+2) + · · ·+ d(xm−1, xm)
≤ k
n
1− kd(x1, x0).
Comme k ∈ (0, 1), la suite (xn)n∈N est de Cauchy, elle converge donc vers ξ ∈ X. La fonction T
e´tant continue, nous avons :
ξ = lim
n→+∞
xn+1 = lim
n→+∞
Txn = T ( lim
n→+∞
xn) = Tξ.
Par suite, ξ est un point fixe de T . Supposons maintenant que ξ et η sont deux points fixes de T
tels que ξ 6= η. Par (53), nous avons :
d(ξ, η) = d(Tξ, Tη) ≤ kd(ξ, η) < d(ξ, η).
Nous obtenons alors une contradiction, ce qui prouve l’unicite´ du point fixe. 
Remarque. La de´monstration ci-dessus est classique. Autres de´monstrations du principe de contrac-
tion de Banach existent en litte´rature. La plus re´cente est due a` O. Valero (2008) [22].
Le principe de contraction de Banach joue un roˆle tre`s important en analyse non line´aire.
Beaucoup de ge´ne´ralisations de ce principe existent en litte´rature, voir [5, 6, 7, 8, 9, 10, 12, 14, 15,
17, 18, 20] et autres. Voci quelques ge´ne´ralisations.
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Contraction de Meir-Keeler
Dans [17], A. Meir et E.Keeler ont obtenu la ge´ne´ralisation suivante. Leur re´sultat est connu
sous le nom de Meir-Keeler contraction.
The´ore`me 25. (Meir-Keeler, 1969)
Soient (X, d) un espace metrique complet et T : X → X une application ve´rifiant : pour tout ε > 0,
il existe δ(ε) > 0 telque
ε ≤ d(x, y) < ε+ δ(ε)⇒ d(Tx, Ty) < ε. (54)
Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite (T nx)n∈N converge
vers ξ.
Remarque. La contraction de Meir-Keeler ge´ne´ralise bien celle de Banach. En effet, si (53) est
satisfaite, (54) l’est aussi. Pour le ve´rifier, il suffit de poser pour tout ε > 0, δ =
ε(1− k)
k
.
De´monstration. Remarquons que la condition (54) implique que T est strictement contractante :
d(Tx, Ty) < d(x, y), ∀x, y ∈ X, x 6= y. (55)
Par suite, l’application T est continue et a au plus un point fixe. Soit maintenant x0 ∈ X, posons :
xn = T
nx0, ∀n ∈ N.
Si jamais il existe n ∈ N tel que xn = xn+1, le proble`me sera re´solu. Nous e´liminons alors ce cas
trivial. D’apre`s (55), la suite (d(xn+1, xn))n∈N est strictement de´croissante, e´tant minore´e (0 un
minorant), elle converge. Supposons que :
d(xn+1, xn) ↓ c > 0 quand n→ +∞.
Pour n assez grand, nous avons :
c ≤ d(xn+1, xn) < c+ δ(c).
Par (54), nous obtenons alors d(xn+2, xn+1) < c, ce qui est impossible. Alors, ne´cessairement :
d(xn+1, xn) ↓ 0 quand n→ +∞. (56)
Sans restriction de la ge´ne´ralite´, nous pouvons supposer que :
δ(ε) < ε, ∀ ε > 0. (57)
Soit maintenant ε > 0 fixe´. Par (56), il existe un certain k ∈ N tel que :
d(xk+1, xk) < δ(ε). (58)
Conside´rons maintenant l’ensemble :
Λ := {x ∈ X | d(x, xk) < ε+ δ(ε)}.
Montrons que :
T (Λ) ⊂ Λ. (59)
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Soit x ∈ Λ (x 6= xk). Deux cas se pre´sentent.
♦ Premier cas : d(x, xk) ≤ ε. Dans ce cas, nous avons :
d(Tx, xk) ≤ d(Tx, Txk) + d(xk+1, xk) < d(x, xk) + δ(ε) (par (55) et (58)) ≤ ε+ δ(ε).
Dans ce cas, nous avons alors Tx ∈ Λ.
♦ Deuxie`me cas : ε < d(x, xk) < ε+ δ(ε). Dans ce cas, nous avons :
d(Tx, xk) ≤ d(Tx, Txk) + d(xk+1, xk) < ε+ δ(ε) (par (54) et (58)) .
Dans ce cas aussi, nous avons T (x) ∈ Λ.
Ainsi, (59) est satisfaite. Par suite, nous avons :
xn ∈ Λ, ∀n ≥ k. (60)
Par (60), pour tous n,m ≥ k, nous obtenons :
d(xn, xm) ≤ d(xn, xk) + d(xk, xm) < 2(ε+ δ(ε)) < 4ε (par (57)).
La suite (xn)n∈N est alors de Cauchy dans (X, d) qui est complet. Il existe alors ξ ∈ X tel que :
d(xn, ξ)→ 0 quand n→ +∞.
En fin, par (55), il est facile de voir que ξ est l’unique point fixe de T . 
Contraction de Matkowski
Le re´sultat suivant est du a` J. Matkowski [16].
The´ore`me 26. (Matkowski, 1980)
Soient (X, d) un espace me´trique complet et T : X → X une application ve´rifiant :
d(Tx, Ty) < d(x, y), ∀x, y ∈ X, x 6= y
et ∀ ε > 0, ∃ δ(ε) > 0 tel que :
ε < d(x, y) < ε+ δ(ε)⇒ d(Tx, Ty) ≤ ε.
Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite (T nx)n∈N converge
vers ξ.
Ce the´ore`me se de´montre d’une manie`re analogue au pre´ce´dent.
Contraction de Dass-Gupta
Dans [8], B. K. Dass et S. Gupta ont obtenu le re´sultat suivant.
The´ore`me 27. (Dass-Gupta, 1975)
Soient (X, d) un espace metrique complet et T : X → X une application ve´rifiant :
d(Tx, Ty) ≤ αd(y, Ty)1 + d(x, Tx)
1 + d(x, y)
+ βd(x, y), ∀x, y ∈ X, (61)
ou` α > 0, β > 0, α+ β < 1. Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X,
la suite (T nx)n∈N converge vers ξ.
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De´monstration. Soit x0 ∈ X fixe´. Posons :
xn = T
nx0, ∀n ∈ N.
Par (61), nous obtenons :
d(xn, xn+1) = d(Txn−1, Txn) ≤ αd(xn, xn+1) + βd(xn−1, xn), ∀n ∈ N∗.
Par suite,
d(xn, xn+1) ≤ β
1− αd(xn−1, xn), ∀n ∈ N
∗.
Soit :
d(xn, xn+1) ≤
(
β
1− α
)n
d(x0, x1), ∀n ∈ N.
Comme
0 <
β
1− α < 1,
la suite (xn)n∈N est de Cauchy, elle converge alors vers ξ ∈ X. Montrons que ξ est un point fixe de
T . Par (61), nous avons :
d(ξ, T ξ) ≤ d(ξ, Txn) + d(Txn, T ξ) ≤ d(ξ, Txn) + αd(ξ, T ξ)1 + d(xn, xn+1)
1 + d(xn, ξ)
+ βd(xn, ξ),
c’est-a`-dire :
d(ξ, T ξ) ≤ 1 + d(xn, ξ)
(1− α) + d(xn, ξ)− αd(xn, xn+1) [d(ξ, xn+1) + βd(xn, ξ)]→ 0 quand n→ +∞.
Par suite, Tξ = ξ.
Maintenant, si η ∈ X est aussi un point fixe de T , par (61), nous obtenons :
d(ξ, η) = d(Tξ, Tη) ≤ βd(ξ, η),
c’est-a`-dire :
(1− β)d(ξ, η) ≤ 0.
Comme β < 1, nous devons avoir d(ξ, η) = 0, ou encore ξ = η. 
 Contraction de type inte´grale [Articles 13-14]
A. Branciari a de´montre´ re´cemment le the´ore`me suivant [4].
The´ore`me 28. (Branciari, 2002)
Soient (X, d) un espace me´trique complet, c ∈ (0, 1), ϕ : [0,+∞) → [0,+∞) localement inte´grable
et T : X → X tels que :∫ s
0
ϕ(t) dt > 0,
∫ d(Tx,Ty)
0
ϕ(t) dt ≤ c
∫ d(x,y)
0
ϕ(t) dt (62)
pour tout s > 0 et pour tous x, y ∈ X. Alors, T admet un unique point fixe.
Remarque. En prenant ϕ ≡ 1, nous retrouvons bien le the´ore`me de Banach.
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La contraction de Branciari est une contraction de Meir-Keeler
Dans [21], T. Suzuki a prouve´ que The´ore`me 28 est un cas particulier du The´ore`me 25. Au-
trement dit, la contraction de Branciari est une contraction de Meir-Keeler. Sa de´monstration est
base´e sur le the´ore`me suivant.
The´ore`me 29. (Suzuki, 2007)
Soient (X, d) un espace metrique et T : X → X une application donne´e. Supposons qu’il existe une
fonction θ : [0,+∞)→ [0,+∞) ve´rifiant :
(a) θ(0) = 0 et θ(t) > 0 pour tout t > 0.
(b) θ est croissante et continue a` droite.
(c) Pour tout ε > 0, il existe δ(ε) > 0 tel que :
θ(d(x, y)) < ε+ δ(ε)⇒ θ(d(Tx, Ty)) < ε (63)
pour tous x, y ∈ X.
Alors, T satisfait la contraction de Meir-Keeler (54).
De´monstration. Fixons ε > 0. Puisque θ(ε) > 0, par (c), il existe α > 0 tel que :
θ(d(u, v)) < θ(ε) + α⇒ θ(d(Tu, Tv)) < θ(ε). (64)
Par la continuite´ a` droite de θ, il existe δ > 0 tel que :
θ(ε+ δ) < θ(ε) + α. (65)
Soient x, y ∈ X tels que ε ≤ d(x, y) < ε+ δ. Comme θ est croissante, par (65), nous avons :
θ(d(x, y)) ≤ θ(ε+ δ) < θ(ε) + α.
Par (64), nous obtenons θ(d(Tx, Ty)) < θ(ε). Comme θ est croissante, nous avons d(Tx, Ty) < ε,
et la contraction de Meir-Keeler est satisfaite.

Le re´sultat suivant est une conse´quence imme´diate du The´ore`me 29. Il suffit de poser θ(s) =∫ s
0
ϕ(t) dt pour tout s ≥ 0.
Corollaire 2. Soient (X, d) un espace metrique et T : X → X une application donne´e. Soit
ϕ : [0,+∞)→ [0,+∞) une fonction localement inte´grable et ve´rifiant :∫ s
0
ϕ(t) dt > 0, ∀ s > 0. (66)
Supposons que pour tout ε > 0, il existe δ(ε) > 0 tel que :∫ d(x,y)
0
ϕ(t) dt < ε+ δ(ε)⇒
∫ d(Tx,Ty)
0
ϕ(t) dt < ε (67)
pour tous x, y ∈ X. Alors, T satisfait la contraction de Meir-Keeler (54).
Corollaire 3. Supposons que toutes les hypothe`ses du The´ore`me 28 sont ve´rifie´es. Alors, T satisfait
la contraction de Meir-Keeler (54).
De´monstration. Il suffit de poser δ(ε) = ε
(
1− c
c
)
pour tout ε > 0. 
Remarque. D’apre`s Corollaire 3, The´ore`me 28 est un corollaire du The´ore`me 25.
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Contraction de type inte´grale ge´ne´ralisant la contraction de Dass-Gupta [Article 13]
Dans [Article 13], nous avons e´tabli un the´ore`me de point fixe avec une contraction de type
inte´grale qui ge´ne´ralise le re´sultat de Dass-Gupta (voir The´ore`me 27). Notre re´sultat est le suivant.
The´ore`me 30. Soient (X, d) un espace me´trique complet, ϕ : [0,+∞) → [0,+∞) localement
inte´grable et T : X → X une application donne´e. Posons :
m(x, y) = d(y, Ty)
1 + d(x, Tx)
1 + d(x, y)
, ∀x, y ∈ X.
Supposons que pour tous x, y ∈ X, nous avons :∫ d(Tx,Ty)
0
ϕ(t) dt ≤ α
∫ m(x,y)
0
ϕ(t) dt+ β
∫ d(x,y)
0
ϕ(t) dt, (68)
ou` α, β > 0, α + β < 1 et ∫ ε
0
ϕ(t) dt > 0, ∀ ε > 0.
Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite (T nx)n∈N converge
vers ξ.
Remarque. En prenant ϕ ≡ 1, nous retrouvons bien le re´sultat du The´ore`me 27.
Nous illustrons le the´ore`me ci-dessus par l’exemple suivant. Soit
X =
{
1
n
+ a |n ∈ N∗
}
∪ {a},
ou` a est un nombre re´el fixe´. L’ensemble X est muni de la distance standard d(x, y) = |x−y|. Nous
conside´rons l’application T : X → X de´finie par :
Tx =
{ 1
n+ 1
+ a si x =
1
n
+ a,
a si x = a.
Dans ce cas, la contraction de Dass-Gupta (61) n’est pas ve´rifie´e. En effet, si nous prenons x = 1
n
+a,
n ∈ N∗ et y = a, nous obtenons :
d(Tx, Ta) ≤ αd(a, Ta)1 + d(x, Tx)
1 + d(x, a)
+ βd(x, a), ∀n ∈ N∗.
Par suite, nous avons :
n
n+ 1
≤ β, ∀n ∈ N∗.
Pour n→ +∞, nous obtenons la contradiction suivante : 1 ≤ β. Cependant, l’application T satisfait
(68) pour ϕ(t) = t1/t−2(1− ln t) pour t > 0, ϕ(0) = 0, β = 1/2 et α ∈ (0, 1/2).
Contraction de type inte´grale dans l’espace me´trique de Branciari [Article 14]
Dans [3], A. Branciari a introduit la notion d’espace me´trique ge´ne´ralise´. Il a ge´ne´ralise´ le
the´ore`me du point fixe de Banach dans un tel espace.
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De´finition 1. (Branciari, 2000)
Soient X un ensemble non vide et d : X ×X → [0,+∞) une application ve´rifiant :
(i) d(x, y) = 0⇔ x = y.
(ii) d(x, y) = d(y, x) pour tous x, y ∈ X.
(iii) d(x, y) ≤ d(x,w) + d(w, z) + d(z, y) pour tous x, y ∈ X, pour tous w, z ∈ X\{x, y}, w 6= z.
Dans ce cas, l’application d est appele´e me´trique ge´ne´ralise´e sur X et le couple (X, d) est appele´
espace me´trique ge´ne´ralise´ (e.m.g).
Il est clair qu’un espace me´trique est un espace me´trique ge´ne´ralise´. Le contraire n’est pas vrai
en ge´ne´ral, comme le montre l’exemple suivant.
Exemple. Soient X = R et α > 0. Posons d : X ×X → [0,+∞) l’application de´finie par :
d(x, y) =

0 si x = y,
3α si x, y ∈ {1, 2}, x 6= y,
α si x ou y /∈ {1, 2}, x 6= y.
Il est facile de ve´rifier que (X, d) est un e.m.g. Par contre, (X, d) n’est pas un espace me´trique.
Pour le ve´rifier, il suffit de remarquer que :
3α = d(1, 2) > d(1, 3) + d(3, 2) = α + α.
De´finition 2. (Branciari, 2000)
Soient (X, d) un e.m.g, (xn)n∈N une suite dans X et x ∈ X.
• Nous disons que (xn)n∈N converge vers x par rapport a` d si :
d(xn, x)→ 0 quand n→ +∞.
• Nous disons que (xn)n∈N est une suite de Cauchy dans (X, d) si :
d(xn, xm)→ 0 quand n,m→ +∞.
• Nous disons que (X, d) est complet, si toute suite de Cauchy dans (X, d) est convergente dans
X.
Dans [Article 14], nous avons e´tabli le re´sultat suivant.
The´ore`me 31. Soient (X, d) un e.m.g complet, c ∈ (0, 1), ϕ : [0,+∞) → [0,+∞) localement
inte´grable et T : X → X tels que :∫ s
0
ϕ(t) dt > 0,
∫ d(Tx,Ty)
0
ϕ(t) dt ≤ c
∫ d(x,y)
0
ϕ(t) dt (69)
pour tout s > 0 et pour tous x, y ∈ X. Alors, T admet un unique point fixe ξ ∈ X. De plus, pour
tout x ∈ X, d(T nx, ξ)→ 0 quand n→ +∞.
Nous illustrons le re´sultat ci-dessus par l’exemple suivant.
Exemple. Soit X = {1, 2, 3, 4}. Nous posons d : X ×X → [0,+∞) l’application de´finie par :
d(1, 2) = d(2, 1) = 3
d(2, 3) = d(3, 2) = d(1, 3) = d(3, 1) = 1
d(1, 4) = d(4, 1) = d(2, 4) = d(4, 2) = d(3, 4) = d(4, 3) = 4.
d(1, 1) = d(2, 2) = d(3, 3) = d(4, 4) = 0.
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Nous avons (X, d) est un e.m.g complet. Notons que (X, d) n’est pas un espace me´trique standard
puisque :
3 = d(1, 2) > d(1, 3) + d(3, 2) = 1 + 1 = 2.
De´fnissons maintenant l’application T : X → X par :
Tx =
{
3 si x 6= 4,
1 si x = 4.
L’application T ve´rifie (69) avec ϕ(t) = et et c = e−3. Ainsi, T admet un unique point fixe, qui est
ξ = 3.
 The´ore`me du point fixe de Kannan dans un espace me´trique coˆne
ge´ne´ralise´ [Article 15]
Espace me´trique de Huang-Zhang (Cone metric space)
Re´cemment, L. G. Huang et X. Zhang [11] ont introduit la notion d’espace me´trique coˆne (cone
metric space), ou` l’ensemble des nombres re´els est remplace´ par un espace de Banach partiellement
ordonne´. Ils ont e´tabli des the´ore`mes de point fixe dans un tel espace.
Soit E un espace de Banach et P ⊆ E. Le sous-ensemble P est dit un coˆne si :
(i) P est ferme´, P 6= ∅ et P 6= {0}.
(ii) ax+ by ∈ P pour tous x, y ∈ P , pour tous a, b ≥ 0.
(iii) P ∩ (−P ) = {0}.
Pour un coˆne donne´ P ⊆ E, nous pouvons de´finir une relation d’ordre partiel ≤ dans E par
rapport a` P comme suit :
x ≤ y ⇔ y − x ∈ P, ∀x, y ∈ E.
Nous notons x < y pour dire que x ≤ y et x 6= y. Nous notons x y pour dire que y − x ∈ intP ,
ou` intP de´signe l’inte´rieur de P . Le coˆne P est dit normal, s’il existe une constante k > 0 telle que :
0 ≤ x ≤ y ⇒ ‖x‖E ≤ k‖y‖E, ∀x, y ∈ E.
Dans ce cas, le re´el k est appele´ constante normale de P .
Dans la suite, nous supposons que E est un espace de Banach, P est un coˆne de E avec intP 6= ∅
et ≤ est une relation d’ordre partiel par rapport a` P .
De´finition 3. (Huang-Zhang, 2007)
Soit X un ensemble non vide. Supposons qu’une application d : X ×X → E satisfait :
(i) 0 ≤ d(x, y) pour tous x, y ∈ X et d(x, y) = 0⇔ x = y.
(ii) d(x, y) = d(y, x) pour tous x, y ∈ X.
(iii) d(x, y) ≤ d(x, z) + d(z, y) pour tous x, y, z ∈ X.
L’application d est appele´e une me´trique coˆne sur X et le couple (X, d) est appele´ espace me´trique
coˆne (cone metric space).
Exemple. Soient E = R2, P = {(x, y) ∈ E |x ≥ 0, y ≥ 0}, X = R et l’application d : X ×X → E
de´finie par :
d(x, y) = (|x− y|, α|x− y|),
ou` α est une constante positive. Alors, (X, d) est un espace me´trique coˆne [11].
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De´finition 4. (Huang-Zhang, 2007)
Soient (X, d) un espace me´trique coˆne, x ∈ X et (xn)n∈N une suite dans X. Alors,
• La suite (xn)n∈N converge vers x si :
∀ c 0,∃N ∈ N | d(xn, x) c, ∀n ≥ N.
• La suite (xn)n∈N est de Cauchy si :
∀ c 0,∃N ∈ N | d(xn, xm) c, ∀n,m ≥ N.
• (X, d) est complet si toute suite de Cauchy dans X est convergente.
Divers the´ore`mes de point fixe ont e´te´ obtenu dans [11] dans un espace me´trique coˆne. Dans
tous ces re´sultats, le coˆne P est suppose´ normal. Juste apre`s, Sh. Rezapour et R. Hamlbarani [19]
ont obtenu des re´sultats plus forts. D’une part, ils ont remarque´ qu’il n’existe aucun coˆne normal
avec une constante normale k < 1. Ce re´sultat est inte´ressant et il n’est pas difficile a` ve´rifier. En
effet, supposons que P est un coˆne normal avec une constante normale k < 1. Soit x ∈ P , x 6= 0.
Prenons 0 < ε < 1 tel que k < 1− ε. Alors, (1− ε)x ≤ x, ce qui nous donne 1− ε ≤ k, ce qui est
impossible. D’autre part, Sh. Rezapour et R. Hamlbarani ont obtenu les meˆmes re´sultats de L. G.
Huang et X. Zhang, mais en e´liminant l’hypothe`se de normalite´.
Les principaux re´sultats obtenus dans [19] sont donne´s par le the´ore`me suivant.
The´ore`me 32. (Rezapour-Hamlbarani, 2008)
Soient (X, d) un espace me´trique coˆne complet et T : X → X une application ve´rifiant l’une des
conditions suivantes :
(i) d(Tx, Ty) ≤ kd(x, y), ∀x, y ∈ X, k ∈ (0, 1).
(ii) d(Tx, Ty) ≤ k(d(Tx, x) + d(Ty, y)), ∀x, y ∈ X, k ∈ (0, 1/2).
(iii) d(Tx, Ty) ≤ k(d(Tx, y) + d(x, Ty)), ∀x, y ∈ X, k ∈ (0, 1/2).
Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite (T nx)n∈N converge
vers ξ.
Espace me´trique coˆne ge´ne´ralise´ (Cone rectangular metric space)
En s’inspirant de l’ide´e de A. Branciari [3], A. Azam, M. Arshad et I. Beg [1] ont introduit la
notion d’espace me´trique coˆne ge´ne´ralise´ (cone rectangular metric space), ou` l’ine´galite´ triangulaire
est remplace´e par une ine´galite´ rectangulaire.
Soient E un espace de Banach, P un coˆne de E avec intP 6= ∅ et ≤ une relation d’ordre partiel
par rapport a` P .
De´finition 5. (Azam-Arshad-Beg, 2009)
Soit X un ensemble non vide. Supposons qu’une application d : X ×X → E satisfait :
(i) 0 ≤ d(x, y) pour tous x, y ∈ X et d(x, y) = 0⇔ x = y.
(ii) d(x, y) = d(y, x) pour tous x, y ∈ X.
(iii) d(x, y) ≤ d(x,w) + d(w, z) + d(z, y) pour tous x, y ∈ X, pour tous w, z ∈ X\{x, y}, w 6= z.
L’application d est appele´e une me´trique coˆne ge´ne´ralise´e sur X et le couple (X, d) est appele´ espace
me´trique coˆne ge´ne´ralise´ (cone rectangular metric space).
Dans [1], le re´sultat suivant a e´te´ e´tabli.
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The´ore`me 33. (Azam-Arshad-Beg, 2009)
Soient (X, d) un espace me´trique coˆne ge´ne´ralise´ complet, P un coˆne normal et T : X → X une
application ve´rifiant :
d(Tx, Ty) ≤ λd(x, y), ∀x, y ∈ X,
ou` λ ∈ (0, 1). Alors, T admet un unique point fixe ξ ∈ X. De plus, pour tout x ∈ X, la suite
(T nx)n∈N converge vers ξ.
Extension du the´ore`me de Kannan [Article 15]
Dans ce travail, contrairement au cas d’un espace me´trique coˆne, nous avons montre´ qu’une
suite convergente dans un espace me´trique coˆne ge´ne´ralise´ n’admet pas ne´cessairement une unique
limite. Voici un exemple qui illustre notre remarque.
Nous prenons E = R et P = [0,+∞). Soient (xn)n∈N∗ une suite dans Q, a, b ∈ R\Q, a 6= b.
Nous posons X = {x1, x2, · · · , xn, · · · } ∪ {a, b} et d : X ×X → E l’application de´finie par :
d(x, x) = 0, ∀x ∈ X,
d(x, y) = d(y, x), ∀x, y ∈ X,
d(xn, xm) = 1, ∀n,m ∈ N∗, n 6= m,
d(xn, b) = 1/n, ∀n ∈ N∗,
d(xn, a) = 1/n, ∀n ∈ N∗,
d(a, b) = 1.
Remarquons que (X, d) n’est pas un espace me´trique coˆne puisque l’ine´galite´ triangulaire n’est pas
satisfaite :
1 = d(x2, x3) > d(x2, a) + d(a, x3) =
5
6
.
Cependant, (X, d) est un espace me´trique coˆne ge´ne´ralise´. Comme d(xn, a) = 1/n → 0 quand
n→ +∞, alors (xn)n∈N∗ converge vers a dans (X, d). De meˆme, comme d(xn, b) = 1/n→ 0 quand
n→ +∞, alors (xn)n∈N∗ converge vers b 6= a dans (X, d). Remarquons aussi que la suite convergente
(xn)n∈N∗ n’est pas de Cauchy dans (X, d) puisque d(xn, xm) = 1 pour tous n,m ∈ N∗, n 6= m.
Nous avons aussi montre´ que le fameux the´ore`me de Kannan [13] reste vrai si nous travaillons
dans un espace me´trique coˆne ge´ne´ralise´.
The´ore`me 34. Soient (X, d) un espace me´trique coˆne ge´ne´ralise´ complet, P un coˆne normal et
T : X → X une application ve´rifiant :
d(Tx, Ty) ≤ α(d(Tx, x) + d(Ty, y)), ∀x, y ∈ X, (70)
ou` α ∈ (0, 1/2) est une constante donne´e. Alors, T admet un unique point fixe ξ ∈ X. De plus,
pour tout x ∈ X, la suite (T nx)n∈N converge vers ξ.
Nous illustrons ce re´sultat par l’exemple suivant.
Exemple. Soient E = C et P = {x+iy |x, y ∈ R, x, y ≥ 0}. Posons X = {1, 2, 3, 4} et d : X×X → E
l’application de´finie par :
d(x, x) = 0
d(1, 2) = d(2, 1) = 3 + 9i
d(2, 3) = d(3, 2) = d(1, 3) = d(3, 1) = 1 + 3i
d(1, 4) = d(4, 1) = d(2, 4) = d(4, 2) = d(3, 4) = d(4, 3) = 4 + 12i.
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Nous avons (X, d) un espace me´trique coˆne ge´ne´ralise´ complet mais non un espace me´trique coˆne :
3 + 9i = d(1, 2) > d(1, 3) + d(3, 2) = 2 + 6i.
Maintenant, conside´rons l’application T : X → X de´finie par :
Tx =
{
3 si x 6= 4,
1 si x = 4.
Nous remarquons que l’application T n’est pas contractante au sens standard :
|T4− T2| = 2 = |4− 2|.
Cependant, l’hypothe`se (70) est satisfaite pour α = 1/3. Par The´ore`me (34), T admet un unique
point fixe, qui est ξ = 3.
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Abstract. The aim of the topological sensitivity analysis is to obtain an asymptotic expansion
of a functional with respect to the creation of a small hole in the domain. In this paper such an
expansion is obtained for the Helmholtz equation with a Dirichlet condition on the boundary of a
circular hole. Some applications of this work to waveguide optimization are presented.
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1. Introduction. Classical shape optimization methods are based on the per-
turbation of the boundary of the initial shape. The initial and the ﬁnal shapes have
the same topology. The aim of topological optimization is to ﬁnd an optimal shape
without any a priori assumption about the topology of the structure. Many important
contributions in this ﬁeld are concerned with structural mechanics and, in particular,
the minimization of the compliance (external work) subject to a volume constraint.
In view of the fact that the optimal structure generally has a large number of small
holes, most authors [3, 5, 15] have considered composite material optimization. Using
the homogenization theory, Allaire and Kohn [3] exhibit a class of laminated materi-
als with an explicit expression for the optimal material at any point of the structure.
The range of application of this approach is quite restricted. For this reason, global
optimization techniques like genetic algorithms and simulated annealing are used in
order to solve more general problems [26]. Unfortunately, these methods are very
slow.
The topological gradient has been introduced by Schumacher [27] to minimize
a cost function j(Ω) = J(Ω, uΩ), where uΩ is the solution to a PDE deﬁned in the
domain Ω. The idea is to create a spherical hole B(x, ε) of radius ε around a point
x in Ω. Generally, an asymptotic expansion of the function j can be obtained in the
following form:
j(Ω \B(x, ε))− j(Ω) = f(ε)g(x) + o(f(ε)).(1.1)
The function f(ε) is positive and tends to zero with ε. We call this expansion the
topological asymptotic. To minimize the criterion, we have to create holes where
g is negative. The optimality condition g ≥ 0 in Ω is exactly what Buttazzo and
Dal Maso [6] have obtained for the Laplace equation, using a relaxed formulation.
The topological gradient g(x) has been computed by Schumacher [27] in the case
of compliance minimization with Neumann condition on the boundary of the hole.
In the same context, Sokolowski [25] gave some mathematical justiﬁcations in the
∗Received by the editors April 30, 2002; accepted for publication (in revised form) April 2, 2003;
published electronically November 6, 2003.
http://www.siam.org/journals/sicon/42-5/40680.html
†UFR MIG, Universite´ Paul Sabatier and CNRS UMR 5640 MIP, 118 route de Narbonne 31062
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plane stress case and generalized it to various cost functions. A topological sensitivity
framework using an adaptation of the adjoint method and a truncation technique has
been introduced in [16] in the case of an homogeneous Dirichlet condition imposed on
the boundary of a circular hole. The fundamental property of the adjoint technique is
to provide the variation of a function with respect to a parameter by using a solution
uΩ and an adjoint state pΩ which do not depend on the chosen parameter. From the
numerical viewpoint, only two systems have to be solved for obtaining g(x) for all
x ∈ Ω. This observation leads to very eﬃcient numerical algorithms. In [10, 11, 12],
the topological sensitivity has been obtained in the contexts of linear elasticity, the
Poisson equation, and the Stokes problem with general shape functions and arbitrary
shaped holes. These publications are concerned with PDE operators whose symbols
are homogeneous polynomials.
In this paper, we are interested in the diﬀerential operator
P =
2∑
i=1
∂2
∂xi
2 + k
2,
whose symbol is not homogenous. First, an adaptation of the adjoint method to
the topological context is proposed in section 2 for the operator P . Next, a wave-
guide problem, the truncation method, and the explicit expression of the topological
asymptotic are presented in section 3. Finally, an optimization algorithm and some
applications of the topological gradient to waveguide optimization are given in sec-
tion 4. This work was done in collaboration with Alcatel Space Industries.
2. A generalized adjoint method. In this section, the adjoint method is
adapted to topological optimization. Let V be a ﬁxed complex Hilbert space. For
ε ≥ 0, let aε(., .) be a sesquilinear and continuous form on V and lε be a semilinear
and continuous form on V. We consider the following assumptions.
Hypothesis 1. There exists a sesquilinear and continuous form δa, a semilinear
and continuous form δl, and a real function f(ε) > 0 deﬁned on R
∗
+ such that
lim
ε→0
f(ε) = 0,(2.1)
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)),(2.2)
‖lε − l0 − f(ε)δl‖L(V) = o(f(ε)),(2.3)
where L(V) (respectively, L2(V)) denotes the space of continuous and semilinear (re-
spectively, sesquilinear) forms on V.
Hypothesis 2. There exists a constant α > 0 such that
inf
u =0
sup
v =0
|a0(u, v)|
‖u‖V‖v‖V ≥ α.
We say that a0 satisﬁes the inf-sup condition.
According to (2.2), there exists a constant β > 0 (independent of ε) such that
inf
u =0
sup
v =0
|aε(u, v)|
‖u‖V‖v‖V ≥ β ∀ε ≥ 0.
For ε ≥ 0, we suppose that the following problem has one solution: ﬁnd uε ∈ V such
that
aε(uε, v) = lε(v) ∀v ∈ V.(2.4)
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According to Hypothesis 2, this solution is unique. We have the following lemma.
Lemma 2.1. If Hypotheses 1 and 2 are satisﬁed, then
‖uε − u0‖V = O(f(ε)).
Proof. It follows from Hypothesis 2 that there exists vε ∈ V, vε 
= 0, such that
β‖uε − u0‖V‖vε‖V ≤ |aε(uε − u0, vε)|,
which implies
β‖uε − u0‖V‖vε‖V
≤ |aε(u0, vε)− lε(vε)|
= |aε(u0, vε)− (lε − l0 − f(ε)δl)(vε)− l0(vε)− f(ε)δl(vε)|
= |(aε(u0, vε)− a0(u0, vε))− (lε − l0 − f(ε)δl)(vε)− f(ε)δl(vε)|
≤ |aε(u0, vε)− a0(u0, vε)− f(ε)δa(u0, vε)|+ |lε(vε)− l0(vε)− f(ε)δl(vε)|
+ f(ε)(|δa(u0, vε)|+ |δl(vε)|).
Using Hypothesis 1, we obtain
β‖uε − u0‖V‖vε‖V ≤
(
o(f(ε)) + f(ε)(‖δa‖L2(V)‖u0‖V + ‖δl‖L(V))
) ‖vε‖V .
Consider now a cost function j(ε) = J(uε), where the functional J satisﬁes
J(u+ h) = J(u) + (Lu(h)) + o(‖h‖V) ∀u, h ∈ V.(2.5)
Here, Lu is a linear and continuous form on V. We suppose that the following problem
has a unique solution p0, called the adjoint state: ﬁnd p0 ∈ V such that
a0(v, p0) = −Lu0(v) ∀v ∈ V.(2.6)
For ε ≥ 0, we deﬁne the Lagrangian operator Lε by
Lε(u, v) = J(u) + aε(u, v)− lε(v) ∀u, v ∈ V.
The next theorem gives the asymptotic expansion of j(ε).
Theorem 2.2. If Hypotheses 1 and 2 are satisﬁed, then
j(ε)− j(0) = f(ε)(δL(u0, p0)) + o(f(ε)),(2.7)
where u0 is the solution to (2.4) with ε = 0, p0 is the adjoint state solution to prob-
lem (2.6), and
δL(u, v) = δa(u, v)− δl(v) ∀u, v ∈ V.
Proof. We have that
j(ε) = Lε(uε, v) ∀ε ≥ 0, ∀v ∈ V.
Next, choosing v = p0, we obtain
j(ε)− j(0) = Lε(uε, p0)− L0(u0, p0)
= J(uε)− J(u0) + aε(uε, p0)− a0(u0, p0) + l0(p0)− lε(p0)
= J(uε)− J(u0) + (aε(uε, p0)− a0(u0, p0))−(lε(p0)− l0(p0))
= J(uε)− J(u0) + (aε(uε, p0)− a0(uε, p0) + a0(uε − u0, p0))
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
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Using (2.5), we have that
J(uε)− J(u0) = (Lu0(uε − u0)) + o(‖uε − u0‖V).
Hence,
j (ε)− j(0)
= (aε(uε, p0)− a0(uε, p0)) + (a0(uε − u0, p0) + Lu0(uε − u0)) + o(‖uε − u0‖V)
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
Using that p0 is the adjoint solution, we obtain
j(ε)− j(0) = (aε(uε, p0)− a0(uε, p0)) + o(‖uε − u0‖V)
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0))
= ((aε − a0)(u0, p0)) + ((aε − a0)(uε − u0, p0)) + o(‖uε − u0‖V)
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
It follows from Hypothesis 1 that
j(ε)− j(0)=f(ε)(δa(u0, p0))+o(f(ε))+f(ε)(δa(uε − u0, p0)) + o(f(ε))‖uε − u0‖V
+o(‖uε − u0‖V)− f(ε)(δl(p0)).
Finally, from Lemma 2.1 and the hypothesis limε→0 f(ε) = 0, we have
j(ε) = j(0) + f(ε)(δa(u0, p0)− δl(p0)) + o(f(ε)),
since δa is continuous by assumption.
3. A waveguide problem. In this section, we study a problem of a waveguide
as a component of a spatial antenna feeding system. Because the waveguide O has
a uniform thickness, O = Ω×]a, b[, Ω ⊂ R2, and the electric ﬁeld has a vertical
polarization (normal to Ω), the three-dimensional problem can be reduced to a two-
dimensional problem in Ω, called the H-plane model. We assume that Ω is a domain
of R2 with a regular boundary Γ = Γ0 ∪Γ1 ∪ · · · ∪ΓN , N ∈ N∗. We denote by uΩ the
normal component to Ω of the electric ﬁeld. It is a solution to the Helmholtz problem:


∆uΩ + k
2uΩ = 0 in Ω,
uΩ = 0 on Γ0,
∂nuΩ − ikuΩ = hj on Γj , j = 1, 2, . . . , N,
(3.1)
where ∂nuΩ is the normal derivative of uΩ, k ∈ {k ∈ C∗/(k) ≥ 0}, and hj ∈
H
1
2
00(Γj)
′ for all j ∈ {1, 2, . . . , N}. The ﬁrst boundary condition means that Γ0 is a
perfect metallic surface. When hj = 0, the last equation is an approximate absorbing
boundary condition (the normal incident plane waves are completely absorbed). When
hj 
= 0, it is a transmission condition. We prove in section 5.1 that problem (3.1) has
one and only one solution in the Hilbert space
VΩ = {u ∈ H1(Ω), u = 0 on Γ0}.(3.2)
Here and in the following, all the Sobolev spaces involve complex-valued functions.
For a given x ∈ Ω, let us consider the perforated open set Ωε = Ω\B(x, ε), where
x is a point of Ω and B(x, ε) is the ball of center x and of radius ε (see Figure 1). We
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Ω
Γ
Γ0
1
j
Γ2
Γ
Ωε
Σ
ε
Fig. 1. The initial domain and the same domain after the perforation.
assume that ε > 0 is small enough, and we denote Σε = ∂B(x, ε). Our aim is to get
the sensitivity analysis of uΩε , being the unique solution (see section 5.1) to

∆uΩε + k
2uΩε = 0 in Ωε,
uΩε = 0 on Γ0,
uΩε = 0 on Σε,
∂nuΩε − ikuΩε = hj on Γj , j = 1, 2, . . . , N,
(3.3)
with respect to ε at ε = 0. The solution of problem (3.3) is deﬁned on the variable
open set Ωε; thus it belongs to a functional space which depends on ε. Hence, if we
want to derive the asymptotic expansion of a function of the form
j(ε) = J(uΩε),(3.4)
we cannot apply directly the tools of section 2, which require a ﬁxed functional space.
In classical shape optimization, this requirement can be satisﬁed with the help of
a domain parameterization technique [13, 20, 17]. This technique involves a ﬁxed
domain and a bi-Lipshitz map between this domain and the modiﬁed one. In the
topology optimization context, such a map does not exist between Ω and Ωε. However,
a functional space independent of ε can be constructed by using a domain truncation
technique.
3.1. The domain truncation. Let R > ε be such that the ball B(x,R) is
included in Ω. The boundary of B(x,R) is denoted by ΣR. The truncated domain
Ω\B(x,R) is denoted by ΩR, and Dε denotes the corona B(x,R)\B(x, ε) (see Fig-
ure 2).
For a Ψ ∈ H 12 (ΣR), we consider uεΨ the solution to the problem

∆uεΨ + k
2uεΨ = 0 in Dε,
uεΨ = Ψ onΣR,
uεΨ = 0 on Σε
(3.5)
and the Dirichlet-to-Neumann operator
T ε : H1/2(ΣR) −→ H−1/2(ΣR),
Ψ −→ T εΨ = ∇uεΨ.n|ΣR ,
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Ω
R
R
Dε
ΣR
Fig. 2. The truncated domain.
where n|ΣR denotes the outward normal to the boundary ΣR. Using the Poincare´
inequality, we obtain that, for ε < R < (
√
2|k|)−1, problem (3.5) is coercive. Hence
it has one and only one solution.
We consider the truncated problem: ﬁnd uε such that

∆uε + k
2uε = 0 in ΩR,
uε = 0 on Γ0,
∂nuε + T
εuε = 0 on ΣR,
∂nuε − ikuε = hj on Γj , j = 1, 2, . . . , N.
(3.6)
The variational formulation associated to problem (3.6) is the following: ﬁnd uε ∈ VR
such that
aε(uε, v) = l(v) ∀v ∈ VR,(3.7)
where the functional space VR, the sesquilinear form aε, and the semilinear form l are
deﬁned by
VR = {u ∈ H1(ΩR), u = 0 on Γ0},(3.8)
aε(u, v) =
∫
ΩR
∇u.∇v dx− k2
∫
ΩR
uv dx+
∫
ΣR
(T εu)v dγ(x)(3.9)
−ik
N∑
j=1
∫
Γj
uv dγ(x),(3.10)
l(v) =
N∑
j=1
∫
Γj
hjv dγ(x).(3.11)
Here, ∇u.∇v = ∑2i=1 ∂u∂xi ∂v∂xi and dγ(x) is the Lebesgue measure on the boundary.
The following result is standard in PDE theory.
Proposition 3.1. Problem (3.6) has one and only one solution in VR which is
the restriction to ΩR of the solution to (3.3).
Proof. Existence: Applying the deﬁnition of T ε, we prove that the restriction to
ΩR of the solution to (3.3) is a solution to (3.6).
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Uniqueness: Any solution u to problem (3.6) can be extended in Ωε to the solution
to problem (3.3): we use the solution uεΨ to (3.5) with Ψ = u|ΣR .
We have now at our disposal the ﬁxed Hilbert space VR required by section 2.
We assume that the function J is deﬁned in a neighbor part of Γ. Then we have
j(ε) = J(uΩε) = J(uε) ∀ε ≥ 0.(3.12)
3.2. Variation of the sesquilinear form. The variation of the sesquilinear
form aε − a0 reads
aε(u, v)− a0(u, v) =
∫
ΣR
(
(T ε − T 0)u) v dγ(x).(3.13)
Hence, the problem reduces to the computation of (T ε − T 0)Ψ for Ψ = u|ΣR .
We have the following proposition.
Proposition 3.2. The solution uεΨ to problem (3.5) and the operator T
ε are
given by the explicit expressions:
uεψ(r, θ) =
∑
n∈Z
Jn(kr)Yn(kε)− Jn(kε)Yn(kr)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ
and
T εψ = k
∑
n∈Z
J ′n(kR)Yn(kε)− Jn(kε)Y ′n(kR)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ,(3.14)
where (r, θ) are the polar coordinates in R2, (Ψn) are the Fourier coeﬃcients of Ψ,
and (Jn) and (Yn) are, respectively, the Bessel functions of the ﬁrst and the second
kind.
Proof. We have in polar coordinates
uεψ(r, θ) =
∑
n∈Z
cn(r)e
inθ,
where cn(r) satisﬁes the diﬀerential equation:
d2cn
dr2
+
1
r
dcn
dr
+
(
k2 − n
2
r2
)
cn(r) = 0 ∀n ∈ Z,
and thus cn is a linear combination of Jn and Yn Bessel functions:
cn(r) = anJn(kr) + bnYn(kr) ∀n ∈ Z.
Using the boundary conditions, we obtain
an =
Yn(kε)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψn, bn =
−Jn(kε)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψn.
In particular, for ε = 0 we have the following proposition.
Proposition 3.3. The solution u0Ψ and the operator T
0 are given by the explicit
expressions
u0ψ(r, θ) =
∑
n∈Z
Jn(kr)
Jn(kR)
ψne
inθ
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and
T 0ψ = k
∑
n∈Z
J ′n(kR)
Jn(kR)
ψne
inθ,(3.15)
where u0ψ is the solution to (3.5) for ε = 0.
For Ψ ∈ Hs(ΣR), let
‖ψ‖2s,ΣR =
∑
n∈Z
|ψn|2(1 + |n|)2s(3.16)
be the norm of Ψ in this space. The so deﬁned norm is equivalent to the usual norm
of Hs(ΣR). We introduce the operator:
δT : H
1/2(ΣR) −→ H−1/2(ΣR),
Ψ −→ δTΨ = 1RJ20 (kR)Ψ0.
We have the following lemma.
Lemma 3.4. We have that∥∥∥∥T ε − T 0 − −1log(ε)δT
∥∥∥∥
L(H1/2(ΣR);H−1/2(ΣR))
= o
( −1
log(ε)
)
.
Proof. Let Ψ ∈ H 12 (ΣR). Using the series (3.14) and (3.15), we obtain
(T ε − T 0)ψ = k
∑
n∈Z
J ′n(kR)Yn(kε)− Jn(kε)Y ′n(kR)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ − k
∑
n∈Z
J ′n(kR)
Jn(kR)
ψne
inθ
= k
∑
n∈Z∗
J ′n(kR)Yn(kε)− Jn(kε)Y ′n(kR)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ − k
∑
n∈Z∗
J ′n(kR)
Jn(kR)
ψne
inθ
−kY
′
0(kR)J0(kR)− Y0(kR)J ′0(kR)
J20 (kR)
J0(kε)J0(kR)
J0(kR)Y0(kε)− Y0(kR)J0(kε)ψ0.
We have that [1]
Y ′0(kR)J0(kR)− Y0(kR)J ′0(kR)
J20 (kR)
=
W{J0(kR), Y0(kR)}
J20 (kR)
=
2
πkR
1
J20 (kR)
,
where W is the Wronskian. Then
(T ε − T 0)ψ = k
∑
n∈Z∗
Jn(kε)Yn(kR)
Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
(
J ′n(kR)
Jn(kR)
− Y
′
n(kR)
Yn(kR)
)
ψne
inθ
− 2
π
J0(kε)J0(kR)
J0(kR)Y0(kε)− Y0(kR)J0(kε)
1
RJ20 (kR)
ψ0.(3.17)
We have the following formula [1]:
Y0(kε) =
2
π
(
log
(
kε
2
)
+ γ
)
J0(kε) + εα(ε),(3.18)
TOPOLOGICAL ASYMPTOTIC FOR THE HELMHOLTZ EQUATION 1531
where γ denotes Euler’s constant and α(ε) → 0 when ε → 0. We insert (3.18) into
(3.17):
(T ε − T 0)ψ = εRεΨ+ −1
log(ε)
(
1 +
M
log(ε)
+ εθ(ε)
)−1
δTΨ,
where M is a constant independent of ε, θ(ε)→ 0 when ε→ 0 and
Rεψ =
∑
n∈Z∗
k
ε
Jn(kε)Yn(kR)
Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
(
J ′n(kR)
Jn(kR)
− Y
′
n(kR)
Yn(kR)
)
ψne
inθ.
Then
(
T ε − T 0 − −1
log(ε)
δT
)
ψ = εRεψ +O(1)
( −1
log(ε)
)2
1
RJ20 (kR)
ψ0.
Using (3.16), we have
‖ Rεψ ‖2− 12 ;ΣR =
∑
n∈Z∗
|k|2
ε2
∣∣∣∣ Jn(kε)Yn(kR)Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
∣∣∣∣
2
.
∣∣∣∣ J
′
n(kR)
Jn(kR)(1 + |n|) −
Y ′n(kR)
Yn(kR)(1 + |n|)
∣∣∣∣
2
(1 + |n|)|ψn|2.
Let us prove that there exists a constant c > 0 (independent of Ψ and ε) such that
for all 0 < ε < ε0 < R,
‖Rεψ ‖− 12 ;ΣR≤ c ‖ ψ‖ 12 ;ΣR .
We have [1]
1
1 + |n|
J ′n(kR)
Jn(kR)
= − 1
1 + |n|
Jn+1(kR)
Jn(kR)
+
n
1 + |n|
1
kR
and for n→∞
Jn(z) ∼ (2πn)− 12
( ez
2n
)n
.
Then
lim
n→∞
1
1 + |n|
Jn+1(kR)
Jn(kR)
= 0
and ∣∣∣∣ 11 + |n|
J ′n(kR)
Jn(kR)
∣∣∣∣ ≤ c ∀n ∈ Z∗.
Here and in what follows, c is a positive constant independent of the data (e.g., of ε
and n). Similarly, we have
∣∣∣∣ 11 + |n|
Y ′n(kR)
Yn(kR)
∣∣∣∣ ≤ c ∀n ∈ Z∗.
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Hence,
∣∣∣∣ J
′
n(kR)
Jn(kR)(1 + |n|) −
Y ′n(kR)
Yn(kR)(1 + |n|)
∣∣∣∣ ≤ c ∀n ∈ Z∗.
We denote
fn(ε) =
1
ε
∣∣∣∣ Jn(kε)Yn(kR)Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
∣∣∣∣ .
We have also
fn(ε) =
∣∣∣∣εJn(kR)Yn(kε)Jn(kε)Yn(kR) − ε
∣∣∣∣
−1
.
We show in section 5.3 that there exist n0 and ε0 such that
∣∣∣∣εJn(kR)Jn(kε)
∣∣∣∣ ≥ c
(
R
ε
)n−1
∀n ≥ n0, ∀ε < ε0(3.19)
and ∣∣∣∣ Yn(kε)Yn(kR)
∣∣∣∣ ≥ c
(
R
ε
)n
∀n ≥ n0, ∀ε < ε0.(3.20)
Using (3.19) and (3.20), we obtain
∣∣∣∣εYn(kε)Jn(kR)Jn(kε)Yn(kR)
∣∣∣∣ ≥ c ∀n ≥ n0, ∀ε < ε0
and
fn(ε) ≤ c ∀n ≥ n0, ∀ε < ε0.
For p ∈ {1, 2, . . . , n0 − 1}, we have fp(ε)→ 0 when ε→ 0. Then
fn(ε) ≤ c ∀n ∈ Z∗, ∀ε < ε0.
Hence
‖Rεψ‖− 12 ,ΣR ≤ c ‖ ψ ‖ 12 ;ΣR ∀ψ ∈ H
1
2 (ΣR).
This completes the proof.
From this lemma we obtain the following proposition.
Proposition 3.5. Let δa be the sesquilinear and continuous form deﬁned on VR
by
δa(u, v) =
umean
J0(kR)
vmean
J0(kR)
,
where umean and vmean denote, respectively, the mean values of u and v on ΣR. We
have∣∣∣∣aε(u, p)− a0(u, p)− −2πlog(ε)δa(u, p)
∣∣∣∣ = o
( −1
log(ε)
)
‖u‖VR‖p‖VR ∀u, p ∈ VR.
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3.3. The asymptotic expansion. We prove in section 5.2 that the sesquilinear
form a0 satisﬁes Hypothesis 2 (inf-sup condition).
The adjoint problem is the following: ﬁnd pΩ ∈ VΩ such that
∫
Ω
(∇v.∇pΩ − k2vpΩ) dx− ik
N∑
j=1
∫
Γj
vpΩ dγ(x) = −LuΩ(v) ∀v ∈ VΩ.(3.21)
This problem has one and only one solution (see section 5.1). If LuΩ ∈ H
1
2
00(Γm)
′,
m ∈ {1, 2, . . . , N}, the strong formulation of problem (3.21) is


∆pΩ + k
2
pΩ = 0 in Ω,
pΩ = 0 on Γ0,
∂npΩ + ikpΩ = −LuΩ on Γm,
∂npΩ + ikpΩ = 0 on Γj , j ∈ {1, 2, . . . , N}\{m}.
(3.22)
Hence, all the assumptions of section 2 are satisﬁed and we can apply the adjoint
method. Then we have the following theorem.
Theorem 3.6. The function j has the following asymptotic expansion:
j(ε)− j(0) = −2π
log(ε)
(uΩ(x)pΩ(x)) + o
( −1
log(ε)
)
.
Proof. Using Theorem 2.2, we obtain
j(ε)− j(0) = −2π
log(ε)
(δa(u0, p0)) + o
( −1
log(ε)
)
,
where u0 is the solution to (3.7) for ε = 0 and p0 is the solution to the adjoint problem
a0(v, p0) = −Lu0(v) ∀v ∈ VR.(3.23)
As observed in Proposition 3.1, u0 is the restriction to ΩR of uΩ. Let us prove that
the same property holds for p0 and pΩ. For v ∈ VΩ, we denote by pR and vR the
restriction of pΩ and v to ΩR. On the one hand, we have
(3.24)∫
Ω
(∇v.∇pΩ − k2vpΩ) dx− ik
N∑
j=1
∫
Γj
vpΩ dγ(x)
=
∫
ΩR
(∇vR.∇pR − k2vRpR) dx− ik
N∑
j=1
∫
Γj
vRpR dγ(x) +
∫
D0
(∇v.∇pΩ − k2vpΩ) dx
=
∫
ΩR
(∇vR.∇pR − k2vRpR) dx− ik
N∑
j=1
∫
Γj
vRpR dγ(x) +
∫
ΣR
(T 0vR)pR dγ(x)
= a0(vR, pR).
On the other hand, due to the fact that J is deﬁned in a neighbor part of Γ, we have
that J(u) = J(uR) for all u ∈ VΩ. Hence
LuΩ(v) = Lu0(vR).(3.25)
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Then, gathering (3.24), (3.21), and (3.25), we obtain
a0(vR, pR) = −Lu0(vR) ∀vR ∈ VR,
which proves that pR is the solution to (3.23). Then p0 is the restriction to ΩR of
pΩ. It remains to prove that δa(uΩ|ΩR , pΩ|ΩR) = uΩ(x).pΩ(x). Using that uΩ is the
solution to the Helmholtz equation in the ball B(x,R), we obtain
uΩ(x) =
uΩ
mean
|ΣR
J0(kR)
.
Similarly, we have
pΩ(x) =
pΩmean|ΣR
J0(kR)
.
Hence
δa(u0, p0) = δa(uΩ|ΩR , pΩ|ΩR)
= uΩ(x)pΩ(x).
This completes the proof.
Then the topological gradient is
g = (uΩpΩ).
4. Numerical results.
4.1. T-shaped waveguide. We use the topological gradient to design an H-
plane T-shaped waveguide. The geometric constraints are shown in Figure 3(a). The
input Γ1 is excited by the TE10 mode (see the second boundary condition of (4.1)):
the excitation is given by
ue(y) = cos
(πy
d
)
∀y ∈ Γ1.
We follow the two ideas [22]:
• the initial guess is the free space;
• instead of minimizing the reﬂected energy, we maximize the transmitted en-
ergy on Γ2 and Γ3.
At the beginning, only the input and output channels have metallic boundaries. In
order to use the ﬁnite element method, the design domain is delimited by a ﬁctitious
boundary Γ4 on which an absorbing condition is imposed (see Figure 3(b)). The
problem is modelized as follows:


∆u+ k2u = 0 in Ω,
u = 0 on Γ0,
∂nu− ik′u = ∂nue − ik′ue on Γ1,
∂nu− ik′u = 0 on Γ2,Γ3,
∂nu− iku = 0 on Γ4,
(4.1)
where k2 = k′2 + π
2
d2 , d being the length of Γ1. The perfect conduction on the
metallic boundary leads to the ﬁrst boundary condition u = 0 on Γ0. The third
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boundary condition prevents reﬂections on Γ2,Γ3. The last equation is an approximate
absorbing boundary condition. Here and in the following, we take k = 10.
The cost function to maximize is
J(u) = |S12(u)|2 + |S13(u)|2,
where S1j(u) is given by
S1j(u) =
∫
Γj
u|Γj cos
(πx
d
)
dx, j ∈ {2, 3}.
The adjoint state is the solution to


∆p¯+ k2p¯ = 0 in Ω,
p¯ = 0 on Γ0,
∂np¯− ik′p¯ = 0 on Γ1,
∂np¯− ik′p¯ = −2S12(u) cos
(
πx
d
)
on Γ2,
∂np¯− ik′p¯ = −2S13(u) cos
(
πx
d
)
on Γ3,
∂np¯− ikp¯ = 0 on Γ4.
(4.2)
Then the topological gradient is g = (up) (see Figure 4(b)). We are interested in
the relative loss of energy
P (u) =
Ee − (E2 + E3)(u)
Ee
,
where Ee is the entering energy and Ej(u) is the outgoing energy through Γj , j ∈
{2, 3}.
We present here the topological optimization procedure. The underlying idea is
the following: in the 4th step of the process, if x is such that the topological gradient
is higher than a certain value t, we insert at this point a Dirichlet node (metal).
The constant t is chosen by the user, which allows him to take into account other
constraints, for example the feasibility. The process is stopped when the topological
gradient is everywhere negative in the design domain or when the shape suits the
designer. The algorithm is as follows.
• Initialization: choose the initial domain Ω0, and set 4 = 0. The domain
Ω0 is meshed and it is identiﬁed with the set of the nodes: Ω0 = {xk, k ∈
{1, 2, . . . , n}}. The grid is ﬁxed during the process.
• Repeat:
1. compute u, p the direct and adjoint solutions in the domain Ω,
2. compute the topological gradient g = (up),
3. set Ω+1 = Ω\{xk, g(xk) ≥ t+1},
4. 4← 4+ 1.
Figure 4 shows the isovalues of |u| and the topological gradient for the initial
geometry. In this case, 94.4% of the energy is lost. After two iterations, the loss is
reduced to 2.02% (see Figure 5) and the topological gradient is everywhere negative.
The last step consists of smoothing the boundary of the domain by inserting some
metal where |u| is close to zero. The loss of energy of this waveguide is equal to 1.5%
(see Figure 6). The convergence history is given by Figure 7.
4.2. L-shaped waveguide. Here, we use the topological gradient like a decision
help system to build a junction between two rectangular waveguides. The initial
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Fig. 3. The initial geometry (a) and the design domain (b).
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Fig. 4. Modulus of the electric ﬁeld (a) and topological gradient (b).
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Fig. 5. Modulus of the electric ﬁelds obtained after a ﬁrst iteration (a) and after two iterations
(b).
geometry and the design domain are given by Figure 8. The cost function to maximize
is
J(u) = |S12(u)|2.
Figure 9(a) shows the isovalues of |u| for the initial geometry. In this case, 95.43%
of the energy is lost. We observe that the topological gradient is high on a quarter
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Fig. 8. The initial geometry (a) and the design domain (b).
of circle where we decide to put metal (see Figure 9(b)). The loss of energy of the
obtained waveguide is now equal to 0.34% (see Figure 10).
4.3. U-shaped waveguide. Here, the initial guess is a metallic cavity. The
geometry of the waveguide is shown in Figure 11. The cost function to maximize is
J(u) = |S12(u)|2.
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Fig. 9. Modulus of the electric ﬁeld (a) and topological gradient (b).
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Fig. 10. Final geometry (a) and modulus of the electric ﬁeld (b).
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Figure 12(a) shows the isovalues of |u| for the initial geometry. In this case,
88.45% of the energy is reﬂected. There are three local maximas of the topological
gradient (see Figure 12(b)). At each local maxima, we introduce a pointwise Dirichlet
condition (a metallic plot). The new energy distribution is shown in Figure 13(a).
The loss of energy is now equal to 39.19%. A new analysis is performed: after the
introduction of another metallic plot, we obtain the design of Figure 13(b). The
objective is fulﬁlled; the loss of energy is equal to 0.7%. For feasibility reasons, we
decide not to insert additional plots.
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Fig. 12. Modulus of the electric ﬁeld (a) and topological gradient (b).
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Fig. 13. Modulus of the electric ﬁelds obtained after a ﬁrst iteration (a) and after two iterations
(b).
5. Appendix.
5.1. Existence and uniqueness of the solution. Here we establish the ex-
istence and uniqueness of the solution to problem (3.1). Replacing Ω with Ωε, the
argumentation would be the same for problem (3.3). Without any loss of generality,
we suppose here that N = 1. The variational form of problem (3.1) is the following:
ﬁnd u ∈ VΩ satisfying
a(u, v) = l(v) ∀v ∈ VΩ,(5.1)
where the functional space VΩ, the sesquilinear form a, and the semilinear form l are
deﬁned by
VΩ = {v ∈ H1(Ω), v = 0 on Γ0},
a(u, v) =
∫
Ω
(∇u.∇v − k2uv) dx− ik
∫
Γ1
uv dγ(x),
l(v) =
∫
Γ1
gv dγ(x).
We split a in the following form:
a(u, v) = b(u, v) + c(u, v),(5.2)
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where b and c are deﬁned by
b(u, v) =
∫
Ω
(∇u.∇v + uv) dx,(5.3)
c(u, v) = −(1 + k2)
∫
Ω
uv dx− ik
∫
Γ1
uv dγ(x).(5.4)
We recall the following result which is a consequence of the Lax–Milgram theorem.
Lemma 5.1. For all f ∈ V ′Ω, there exists a unique uf ∈ VΩ such that
b(uf , v) = 〈f, v〉V′
Ω
,VΩ .
The operator f → uf is continuous from V ′Ω to VΩ.
We deﬁne
C : VΩ −→ VΩ,
u −→ Cu
such that
b(Cu, v) + c(u, v) = 0 ∀v ∈ VΩ.(5.5)
We have the following lemma.
Lemma 5.2. The operator C is compact.
Proof. By Lemma 5.1, it suﬃces to prove that the operator
u −→ c(u, .)
from VΩ to V ′Ω is compact. Let (ui) be a sequence bounded in VΩ. The imbeddings
VΩ → L2(Ω) and H
1
2
00(Γ1) → L2(Γ1) are compact; then there exists a subsequence
always denoted by (ui) such that
ui → w1 in L2(Ω)
and
γ0ui → w2 in L2(Γ1).
Then
c(ui, .)→ lw2w1 in V ′Ω,
where lw2w1 is deﬁned by
〈
lw2w1 , v
〉
V′
Ω
,VΩ = −(1 + k
2)
∫
Ω
w1v dx− ik
∫
Γ1
w2v dγ(x) ∀v ∈ VΩ.
Hence the operator C is compact.
Using (5.5), problem (5.1) can be written as follows: ﬁnd u ∈ VΩ such that
b((I − C)u, v) = l(v) ∀v ∈ VΩ.(5.6)
We have the following lemma.
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Lemma 5.3. For k ∈ {k ∈ C∗/(k) ≥ 0}, the following problem has no nontrivial
solution: ﬁnd u ∈ VΩ such that
a(u, v) = 0 ∀v ∈ VΩ.(5.7)
Proof. Let u be a solution to problem (5.7). For v = u, we have
a(u, u) = 0.
Then
∫
Ω
|∇u|2 dx− k2
∫
Ω
|u|2 dx− ik
∫
Γ1
|u|2 dγ(x) = 0.(5.8)
By writing k = k1 + ik2, where (k1, k2) ∈ R2 and using (5.8), we obtain
∫
Ω
|∇u|2 dx− (k21 − k22)
∫
Ω
|u|2 dx+ k2
∫
Γ1
|u|2 dγ(x) = 0(5.9)
and
k1
∫
Γ1
|u|2 dγ(x) + 2k1k2
∫
Ω
|u|2 dx = 0.(5.10)
Two cases can arise:
• First case: k2 > 0. If k1 = 0, using (5.9) we obtain
∫
Ω
|∇u|2 dx+ k22
∫
Ω
|u|2 dx+ k2
∫
Γ1
|u|2 dγ(x) = 0.
Then u = 0 in Ω. If k1 
= 0, using (5.10) we obtain
∫
Γ1
|u|2 dγ(x) + 2k2
∫
Ω
|u|2 dx = 0.
Then u = 0 in Ω.
• Second case: k2 = 0 and k1 
= 0. Using (5.10), we obtain
u = 0 on Γ1.
Let Ω˜ be a regular domain containing Ω and so that Γ0 ⊂ ∂Ω˜. Extending u
by zero in Ω˜ \ Ω, we obtain a function u˜ that satisﬁes
∆u˜+ k2u˜ = 0 in D′(Ω˜).
This extension is analytic; it is equal to zero in an open subset of a connected
domain; thus u˜ = 0 in Ω˜.
This completes the proof.
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By Lemmas 5.2 and 5.3, and by using the Fredholm alternative, we obtain the
following result.
Theorem 5.4. For k ∈ {k ∈ C∗/(k) ≥ 0}, problem (5.1) has one and only one
solution.
5.2. The inf-sup condition. Our aim is to prove that the sesquilinear form a0
deﬁned by (3.9) for ε = 0 satisﬁes the inf-sup condition (see Hypothesis 2). We have
the following lemma.
Lemma 5.5. The sesquilinear form a deﬁned in (5.1) satisﬁes the inf-sup condi-
tion.
Proof. Let u ∈ VΩ. We set v = (I−C)u, where C is the operator deﬁned by (5.5).
According to (5.5), we have
a(u, v) = b(v, v)
= ‖(I − C)u‖VΩ‖v‖VΩ
≥ α‖u‖VΩ‖v‖VΩ ,
where α = ‖(I − C)−1‖−1L(VΩ,VΩ). Thus the sesquilinear form a satisﬁes the inf-sup
condition.
We have the following result.
Proposition 5.6. The sesquilinear form a0 satisﬁes the inf-sup condition.
Proof. We have
a0(u, v) =
∫
ΩR
(∇u.∇v − k2uv) dx+
∫
ΣR
(T 0u)v dγ(x)− ik
∫
Γ1
uv dγ(x) ∀u, v ∈ VR.
For all u ∈ VR we set
u˜ =
{
u in ΩR,
u0ψ in B(x,R),
where ψ = u|ΣR and u
0
ψ is the solution to
{
∆u0ψ + k
2u0ψ = 0 in B(x,R),
u0ψ = ψ on ΣR.
It can easily be proved that
a0(u, v|ΩR) = a(u˜, v) ∀u ∈ VR, ∀v ∈ VΩ.
According to Lemma 5.5, there exists v ∈ VΩ, v 
= 0, such that
a0(u, v|ΩR) = a(u˜, v) ≥ α‖u˜‖VΩ‖v‖VΩ
≥ α‖u‖VR‖v|ΩR‖VR .
This completes the proof.
5.3. Some useful inequalities. We have the following proposition.
Proposition 5.7. There exists c > 0 such that
∣∣∣∣εJn(kR)Jn(kε)
∣∣∣∣ ≥ c
(
R
ε
)n−1
∀n ≥ n0, ∀ε < ε0.
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Proof. The Bessel function Jn(z) is deﬁned by
Jn(z) =
(
1
2
z
)n +∞∑
p=0
(− 14z2)p
p!Γ(n+ p+ 1)
.
Then we have
ε
Jn(kR)
Jn(kε)
= ε
(
R
ε
)n
+∞∑
p=0
(− 14k2R2)p
p!Γ(n+ p+ 1)
+∞∑
p=0
(− 14k2ε2)p
p!Γ(n+ p+ 1)
= ε
(
R
ε
)n (Γ(n+ 1))−1 +
+∞∑
p=1
(− 14k2R2)p
p!Γ(n+ p+ 1)
(Γ(n+ 1))
−1
+
+∞∑
p=1
(− 14k2ε2)p
p!Γ(n+ p+ 1)
= ε
(
R
ε
)n 1 +
+∞∑
p=1
n!
p!(n+ p)!
(
−1
4
k2R2
)p
1 +
+∞∑
p=1
n!
p!(n+ p)!
(
−1
4
k2ε2
)p
=
(
R
ε
)n−1
un(ε),
where un(ε) is deﬁned by
un(ε) =
R+
+∞∑
p=1
Rn!
p!(n+ p)!
(
−1
4
k2R2
)p
1 +
+∞∑
p=1
n!
p!(n+ p)!
(
−1
4
k2ε2
)p .
It is easy to see that the series which intervene in the expression of un(ε) converge
normally with respect to (n, ε). Hence, we have
lim
(n,ε)→(∞,0)
un(ε) = R.
Using the limit deﬁnition, there exists c > 0 such that
|un(ε)| ≥ c ∀n ≥ n0, ∀ε < ε0.
This completes the proof.
By the same techniques we obtain the following result.
Proposition 5.8. There exists c > 0 such that∣∣∣∣ Yn(kε)Yn(kR)
∣∣∣∣ ≥ c
(
R
ε
)n
∀n ≥ n0, ∀ε < ε0.
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Abstract. The aim of the topological sensitivity analysis is to obtain an asymptotic expansion
of a design functional with respect to the creation of a small hole in the domain. In this paper,
such an expansion is obtained for the Helmholtz equation, in two and three space dimensions, with
a Dirichlet condition on the boundary of an arbitrarily shaped hole. In this case, the main diﬃculty
is related to the nonhomogeneous symbol of the Helmholtz operator. In the numerical part of this
work, we will show that the topological sensitivity method is very promising for solving shape inverse
problems in electromagnetic applications.
Key words. topological optimization, topological asymptotic, topological gradient, nonhomoge-
neous problem, Helmholtz equation, shape inversion, electromagnetic applications, inverse scattering
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1. Introduction. The same numerical methods are generally used in shape in-
version and optimal shape design. There are mainly two categories of shape inversion
or shape optimization methods. In the ﬁrst category we deform continuously the
boundary of the object to be optimized in order to decrease a given cost function
[5, 20, 25, 28, 31]. The ﬁnal shape has the same topology as the initial shape given by
the designer. Therefore, to reach the optimal geometry, we need a priori knowledge of
its topology. However, the topology of the optimal shape is often the main unknown
in object detection problems. For example, the knowledge of the number and the
locations of buried mines is more important than their accurate shapes. The second
category of algorithms allows topology modiﬁcations. Many important contributions
in this ﬁeld are concerned with structural mechanics and, in particular, the optimiza-
tion of the compliance (external work) subject to a volume constraint [4, 16]. In view
of the fact that the optimal structure has generally a large number of small holes,
most authors [1, 3, 14] have considered composite material optimization. Using the
homogenization theory, Allaire and Kohn [1] exhibit a class of laminated materials
with an explicit expression for the optimal material at any point of the structure. In
this case, the optimal solution is not a classical design—it is a distribution of com-
posite materials. Then penalization methods must be applied in order to retrieve a
realistic shape. For all these reasons, global optimization methods are used to solve
more general problems [15, 26]. Unfortunately these methods are quite slow.
More recently, Eschenauer and Olhoﬀ [7], Schumacher [27], Ce´a et al. [6], Garreau,
Guillaume, and Masmoudi [8], Sokolowski and Zochowski [29, 30], and Nazarov and
Sokolowski [21] presented a method to obtain the optimal topology by calculating the
so-called topological gradient (or topological derivative). This gradient is a function
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deﬁned in the domain of interest where, at each point, it gives the sensitivity of the
cost function when a small hole is created at that point. This approach seems to be
general and eﬃcient. To present the basic idea, we consider Ω a domain of Rn, where
n equals 2 or 3, and j(Ω) = J(uΩ) a cost function to be minimized, where uΩ is the
solution to a given PDE problem deﬁned in Ω. For ε > 0, let Ωε = Ω\x0 + εω be the
subset obtained by removing a small part x0 + εω from Ω, where x0 ∈ Ω and ω ⊂ Rn
is a ﬁxed open and bounded subset containing the origin. We can generally prove
that the variation of the criterion is given by the asymptotic expansion
j(Ωε) = j(Ω) + f(ε)g(x0) + o(f(ε)),(1.1)
lim
ε→0
f(ε) = 0, f(ε) > 0.(1.2)
This expansion is called the topological asymptotic. To minimize the criterion, we
have to create holes where g (called the topological gradient) is negative.
In this paper, using the adjoint method and the domain truncation technique
introduced in [17], we compute the topological asymptotic expansion for the Helmholtz
equation in two and three space dimensions with a Dirichlet condition on the boundary
of an arbitrarily shaped hole. The originality of this work is that the symbol of the
Helmholtz operator is nonhomogeneous. The basic idea is to say that the leading
term of the topological asymptotic expansion is given by the principal part of the
operator in the case of a Dirichlet condition on the boundary of the hole. Our work
generalizes the contribution of Guillaume and Sid Idris [9] for the Poisson equation
and is easily applicable to other problems for which the symbol of the operator is
nonhomogeneous, as, for example, the quasi-Stokes problem and the elastic waves
problem. In the numerical part, we present some applications that illustrate the
ability of the topological sensitivity approach to solve inverse scattering problems.
As a background to our work, we cite the contributions of Il’in [11, 12, 13] for
the construction of asymptotic expansions of solutions to boundary value problems in
domains with small holes, as in the case of second order scalar equations, by the use of
the method of matched asymptotic expansions. Various spectral problems in domains
with small holes are investigated by Maz’ya et al. [23, 24, 18, 22]. In [32], Vogelius and
Volkov provided a rigorous derivation for solutions to the time-harmonic Maxwell’s
equations of a transverse electric (TE) nature, in the presence of a ﬁnite number of
diametrically small inhomogeneities. Based on layer potential techniques, Ammari
and Kang [2] provided a rigorous derivation of complete asymptotic expansions for
solutions to the Helmholtz equation in two and three dimensions, in the presence of
small inhomogeneities in the domain. In our work, we derive asymptotic expansions
not for solutions, but for a given cost function.
The generalized adjoint method is recalled in section 2. Next, the formulation of
the Helmholtz problem is presented in section 3 and its truncated version is described
in section 4. Section 5 presents the main results whose proofs are given in section 6.
Finally, numerical examples illustrate in section 7 the abilities of the topological sen-
sitivity to solve inverse scattering problems.
2. A generalized adjoint method. In this section, the generalized adjoint
method introduced in [17, 8] is slightly modiﬁed. The ﬁrst modiﬁcation is due to the
fact that the cost function is deﬁned in a C-Hilbert space and takes values in R; then
it is not diﬀerentiable. For this reason, the diﬀerentiability property is replaced by
the formulation (2.5). The second modiﬁcation is due to the fact that the sesquilinear
form associated with our problem is not coercive. For this reason, the coercivity
property is replaced by the inf-sup condition (see Hypothesis 2).
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Let V be a ﬁxed complex Hilbert space. For ε ≥ 0, let aε(., .) be a sesquilinear
and continuous form on V and let lε be a semilinear and continuous form on V. We
consider the following assumptions.
Hypothesis 1. There exists a sesquilinear and continuous form δa, a semilinear
and continuous form δl, and a real function f(ε) > 0 deﬁned on R
∗
+ such that
lim
ε→0
f(ε) = 0,(2.1)
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)),(2.2)
‖lε − l0 − f(ε)δl‖L(V) = o(f(ε)),(2.3)
where L(V) (respectively, L2(V)) denotes the space of continuous and semilinear (re-
spectively, sesquilinear) forms on V.
Hypothesis 2. There exists a constant α > 0 such that
inf
u =0
sup
v =0
|a0(u, v)|
‖u‖V‖v‖V ≥ α.
We say that a0 satisﬁes the inf-sup condition.
According to (2.2), there exists a constant β > 0 independent of ε such that
inf
u =0
sup
v =0
|aε(u, v)|
‖u‖V‖v‖V ≥ β.
For ε ≥ 0, let uε be the solution to the following problem: Find uε ∈ V such that
aε(uε, v) = lε(v) ∀v ∈ V.(2.4)
We have the following lemma.
Lemma 2.1. If Hypotheses 1 and 2 are satisﬁed, then
‖uε − u0‖V = O(f(ε)).
Proof. It follows from Hypothesis 2 that there exists vε ∈ V, vε = 0, such that
β‖uε − u0‖V‖vε‖V ≤ |aε(uε − u0, vε)|,
which implies
β‖uε − u0‖V‖vε‖V ≤ |aε(u0, vε)− lε(vε)|
= |aε(u0, vε)− (lε − l0 − f(ε)δl)(vε)− l0(vε)− f(ε)δl(vε)|
= |(aε(u0, vε)− a0(u0, vε))− (lε − l0 − f(ε)δl)(vε)− f(ε)δl(vε)|
≤ |aε(u0, vε)− a0(u0, vε)− f(ε)δa(u0, vε)|
+|lε(vε)− l0(vε)− f(ε)δl(vε)|+ f(ε)(|δa(u0, vε)|+ |δl(vε)|).
Using Hypothesis 1 we obtain
β ‖ uε − u0 ‖V ‖vε‖V ≤
(
o(f(ε)) + f(ε)(‖δa‖L2(V)‖u0‖V + ‖δl‖L(V))
) ‖vε‖V .
Consider now a cost function j(ε) = J(uε), where the functional J satisﬁes
J(u+ h) = J(u) + (Lu(h)) + o(‖h‖) ∀u, h ∈ V,(2.5)
where Lu is a linear and continuous form on V.
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For ε ≥ 0, we deﬁne the Lagrangian operator Lε by
Lε(u, v) = J(u) + aε(u, v)− lε(v) ∀u, v ∈ V.
The next theorem gives the asymptotic expansion of j(ε).
Theorem 2.2. If Hypotheses 1 and 2 are satisﬁed, then
j(ε)− j(0) = f(ε)(δL(u0, p0)) + o(f(ε)),(2.6)
where u0 is the solution to (2.4) with ε = 0, and p0 is the solution to the following
adjoint problem: Find p0 ∈ V such that
a0(v, p0) = −Lu0(v) ∀v ∈ V(2.7)
and
δL(u, v) = δa(u, v)− δl(v) ∀u, v ∈ V.
Proof. We have that
j(ε) = Lε(uε, v) ∀ε ≥ 0 ∀v ∈ V.
Next, choosing v = p0, we obtain
j(ε)− j(0) = Lε(uε, p0)− L0(u0, p0)
= J(uε)− J(u0) + aε(uε, p0)− a0(u0, p0) + l0(p0)− lε(p0)
= J(uε)− J(u0) + (aε(uε, p0)− a0(u0, p0))−(lε(p0)− l0(p0))
= J(uε)− J(u0) + (aε(uε, p0)− a0(uε, p0) + a0(uε − u0, p0))
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
Using (2.5), we have that
J(uε)− J(u0) = (Lu0(uε − u0)) + o(‖uε − u0‖).
Hence,
j(ε)− j(0) = (aε(uε, p0)− a0(uε, p0)) + (a0(uε − u0, p0) + Lu0(uε − u0))
+o(‖uε − u0‖)−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
Using that p0 is the adjoint solution, we obtain
j(ε)− j(0) = (aε(uε, p0)− a0(uε, p0)) + o(‖uε − u0‖)
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0))
= ((aε − a0)(u0, p0)) + ((aε − a0)(uε − u0, p0)) + o(‖uε − u0‖)
−(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)(δl(p0)).
It follows from Hypothesis 1 that
j(ε)− j(0)=f(ε)(δa(u0, p0)) + o(f(ε)) + f(ε)(δa(uε− u0, p0)) + o(f(ε))‖uε − u0‖
+o(‖uε − u0‖)− f(ε)(δl(p0)).
Finally, from Lemma 2.1 and the hypothesis limε→0 f(ε) = 0, we have
j(ε) = j(0) + f(ε)(δa(u0, p0)− δl(p0)) + o(f(ε)),
since δa is continuous by assumption.
TOPOLOGICAL ASYMPTOTIC FOR THE HELMHOLTZ EQUATION 903
3. The Helmholtz problem in a domain with a small hole. Let Ω be
an open and bounded subset of Rn with boundary Γ = Γ0 ∪ Γ1, n = 2 or 3. The
Helmholtz problem is ⎧⎪⎨
⎪⎩
∆uΩ + k
2uΩ = 0 in Ω,
uΩ = 0 on Γ0,
∂uΩ
∂n
= ΛuΩ + Θ on Γ1,
(3.1)
where k ∈ R∗, Θ ∈ H 1200(Γ1)′, and Λ ∈ L(H
1
2
00(Γ1), H
1
2
00(Γ1)
′).
We deﬁne⎧⎪⎪⎪⎨
⎪⎪⎪⎩
V(Ω) = {v ∈ H1(Ω), v = 0 on Γ0},
a(Ω, u, v) =
∫
Ω
∇u.∇v dx− k2
∫
Ω
uv dx− 〈Λu, v〉,
(v) = 〈Θ, v〉,
(3.2)
where 〈, 〉 is the duality product between H 1200(Γ1)′ and H
1
2
00(Γ1). The variational
formulation associated with (3.1) is the following: Find uΩ ∈ V(Ω) such that
a(Ω, uΩ, v) = (v) ∀v ∈ V(Ω).(3.3)
We consider the following assumption.
Hypothesis 3. The operator Λ is split into Λ0+Λ1, with Λ1 ∈ L(H
1
2
00(Γ1), H
1
2
00(Γ1)
′),
and satisﬁes
〈Λ1ψ,ψ〉 ≤ 0 ∀ψ ∈ H
1
2
00(Γ1),(3.4)
and Λ2 ∈ L(H
1
2
00(Γ1), H
1
2
00(Γ1)). We assume the following property of uniqueness.
Hypothesis 4. We have
a(Ω, u, v) = 0 ∀v ∈ V(Ω)⇒ u = 0,(3.5)
a(Ω, u, v) = 0 ∀u ∈ V(Ω)⇒ v = 0.(3.6)
From the Lax–Milgram theorem and the fact that the imbeddings VΩ → L2(Ω) and
H
1
2
00(Γ1) → L2(Γ1) are compact, and due to the Fredholm alternative, we obtain the
following result (see, e.g., [10] for a detailed argument).
Proposition 3.1. If Hypotheses 3 and 4 are satisﬁed, we have the following:
1. Problem (3.3) has one and only one solution.
2. The sesquilinear form a(Ω, ., .) satisﬁes the inf-sup condition: There exists a
constant a > 0 such that
inf
u =0
sup
v =0
|aΩ(u, v)|
‖u‖V(Ω)‖v‖V(Ω) ≥ a.(3.7)
For a given x0 ∈ Ω, consider the modiﬁed open subset Ωε = Ω\ωε, ωε = x0 + εω,
where ω is a ﬁxed open and bounded subset of Rn containing the origin (ωε = ∅ if
ε = 0), whose boundary ∂ω is connected and piecewise of class C1. The modiﬁed
solution uΩε satisﬁes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∆uΩε + k
2uΩε = 0 in Ωε,
uΩε = 0 on Γ0,
uΩε = 0 on ∂ωε,
∂uΩε
∂n
= ΛuΩε + Θ on Γ1.
(3.8)
904 JULIEN POMMIER AND BESSEM SAMET
The function uΩε is deﬁned on the variable open set Ωε, and thus belongs to a
functional space which depends on ε. Hence, if we want to derive the asymptotic
expansion of a function of the form
j(ε) = J(uΩε),(3.9)
we cannot apply directly the tools of section 2, which require a ﬁxed functional space.
For this reason, we use the domain truncation method introduced in [17] to avoid this
complication.
4. The truncation method. Let R > 0 be such that the closed ball B(x0, R)
is included in Ω. It is supposed throughout this paper that ε remains small enough
so that ωε ⊂ B(x0, R). The truncated open subset is deﬁned by
ΩR = Ω\B(x0, R).(4.1)
The open subset B(x0, R)\ωε is denoted by Dε (see Figure 4.1). For ϕ ∈ H 12 (ΓR)
and ε > 0, let uϕε be the solution to the following problem: Find u
ϕ
ε such that⎧⎨
⎩
∆uϕε + k
2uϕε = 0 in Dε,
uϕε = 0 on ∂ωε,
uϕ
ε
= ϕ on ΓR,
(4.2)
where ΓR is the boundary of the ball B(x0, R). For ε = 0, u
ϕ
0 is the solution to{
∆uϕ0 + k
2uϕ0 = 0 in B(x0, R),
uϕ0 = ϕ on ΓR.
(4.3)
Using the Poincare´ inequality, it can easily be seen that for R < 1√
2|k| , (4.2) has one
and only one solution.
For ε ≥ 0, the Dirichlet-to-Neumann operator Tε is deﬁned by
Tε : H
1/2(ΓR) −→ H−1/2(ΓR),
ϕ −→ Tεϕ = ∇uϕε .n|ΓR ,
where the normal n|ΓR is chosen outward to Dε on ΓR and ∂ωε.
Γ
Γ
Dε ωε
Ω R
R
Fig. 4.1. The truncated domain.
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Finally, we deﬁne for ε ≥ 0 the solution uε to the truncated problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∆uε + k
2uε = 0 in ΩR,
uε = 0 on Γ0,
∂uε
∂n
= Λuε + Θ on Γ1,
∂uε
∂n
− Tεuε|ΓR = 0 on ΓR.
(4.4)
The variational formulation associated with (4.4) is as follows: Find uε ∈ VR such
that
aε(uε, v) = (v) ∀v ∈ VR,(4.5)
where the functional space VR and the sesquilinear form aε are deﬁned by
VR = {v ∈ H1(ΩR); v|Γ0 = 0},(4.6)
aε(u, v) =
∫
ΩR
∇u.∇v dx− k2
∫
ΩR
u.v dx− 〈Λu, v〉+
∫
ΓR
Tεu|ΓRv dγ(x).(4.7)
Here,
∫
ΓR
denotes the duality product between H1/2(ΓR) and H
−1/2(ΓR). The fol-
lowing result is standard in PDE theory.
Proposition 4.1. Problems (3.8) and (4.4) have a unique solution. Moreover,
the restriction to ΩR of the solution uΩε to (3.8) is the solution uε to (4.4).
We now have at our disposal the ﬁxed Hilbert space VR required by section 2.
We assume that the following hypothesis holds.
Hypothesis 5. The function J introduced in (3.9) is deﬁned in a neighboring part
of Γ and satisﬁes
J(u+ h) = J(u) +  (Lu(h)) + o (‖h‖) ∀u, h ∈ VR,
where Lu is a linear and continuous form on VR.
Then we obtain that
j(ε) = J(uΩε) = J(uε) ∀ε ≥ 0.(4.8)
Remark 1. We can also consider a more general cost function (see, e.g., [9]); the
truncation method does not restrict the choice of the function. In the numerical part
of this work, only measurements on the boundary of the domain are used. For this
reason and to simplify the presentation, we considered the previous assumption about
the cost function.
Let vΩ be the solution to the adjoint problem
a(Ω, w, vΩ) = −LuΩ(w) ∀w ∈ V(Ω),(4.9)
where the functional space V(Ω) and the sesquilinear form a(Ω, ., .) are deﬁned in
(3.2). It has been shown in Proposition 4.1 that u0 is the restriction to ΩR of uΩ.
Similarly, v0, the solution to
a0(w, v0) = −Lu0(w) ∀w ∈ VR,(4.10)
is the restriction to ΩR of vΩ.
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5. The main results. This section contains the main results of this paper. All
the proofs are reported in section 6. Henceforth, we have to distinguish between the
cases n = 2 and n = 3. This is due to the fact that the fundamental solutions to the
Laplace equation in R2 and R3 have an essentially diﬀerent asymptotic expansion at
inﬁnity, and (5.1) has generally no solution if n = 2.
5.1. The three-dimensional case. Possibly changing the coordinate system,
we can suppose for convenience that x0 = 0. In order to derive the topological
sensitivity of the function j, we introduce two auxiliary problems.
The ﬁrst problem, called the exterior problem, is formulated in R3\ω and consists
of ﬁnding vω, solution to ⎧⎨
⎩
−∆vω = 0 in R3\ω,
vω = 0 at ∞,
vω = uΩ(x0) on ∂ω,
(5.1)
where uΩ is the solution to the direct problem (3.1). Here, one can remark that
just the principal part of the Helmholtz operator is used, which was described by the
Laplace equation. The function vω can be expressed by a single layer potential on
∂ω. Let
E(y) =
1
4πr
(5.2)
with r = ||y||. It is a fundamental solution for the Laplace equation in R3. Then the
function vω reads
vω(y) =
∫
∂ω
E(y − x)pω(x) dγ(x), y ∈ R3\ω,(5.3)
where pω ∈ H− 12 (∂ω) is the solution to boundary integral equation∫
∂ω
E(y − x)pω(x) dγ(x) = uΩ(x0) ∀y ∈ ∂ω.(5.4)
For x bounded and large r = ||y||, we have
E(y − x) = E(y) +O
(
1
r2
)
,(5.5)
and the asymptotic expansion at inﬁnity of the function vω is given by
vω(y) = Pω(y) +Wω(y),(5.6)
Pω(y) = Aω (uΩ(x0))E(y),(5.7)
Aω (uΩ(x0)) =
∫
∂ω
pω(x) dγ(x),(5.8)
Wω(y) = O
(
1
r2
)
.(5.9)
Notice that Pω ∈ Lmloc for all m < 3. Clearly, the function α −→ Aω(α) is linear on
R, and the number Aω(α) depends on the shape of ω.
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The second problem, which we call interior problem, is formulated in D0 =
B(x0, R) and consists to ﬁnd Q
1
ω solution to{
∆Q1ω + k
2Q1ω = 0 in D0,
Q1ω = Pω |ΓR on ΓR.
(5.10)
Here, the idea is to consider an interior and exterior problem that gives a good “ﬁrst
order approximation” of (uϕε − uϕ0 )|Dε , ϕ = uΩ|ΓR , in the form f(ε)(Q1ω − Pω), in a
way which will be stated precisely in section 6. But the given formulation (5.10) of the
interior problem, which is the “natural” choice, is not suﬃcient to get the behavior
needed by the adjoint technique described in section 2. More precisely, in this case
one can construct the sesquilinear form δa but there is no positive function f(ε) such
that ||aε−a0−f(ε)δa||L2(VR) = o(f(ε)). Indeed, one can observe through the proof of
Proposition 6.7 that the behavior of ||aε−a0− f(ε)δa||L2(VR) is not of order o(ε), but
only of order O(ε). This is due to the approximation used on the exterior problem
(5.1), where just the principal part of the operator is considered. For this reason, a
new term Q2ω is used in order to correct the error caused by this approximation. We
construct Q2ω as the solution to{
∆Q2ω + k
2Q2ω = k
2Pω in D0,
Q2ω = 0 on ΓR.
(5.11)
Setting Qω = Q
1
ω +Q
2
ω, then Qω is the solution to{
∆Qω + k
2Qω = k
2Pω in D0,
Qω = Pω |ΓR on ΓR.
(5.12)
Using the corrected interior problem (5.12), one can derive the good approxi-
mation of (uϕε − uϕ0 )|Dε . The main result is the following, which will be proved in
section 6.
Theorem 5.1. Let j(ε) = J(uΩε) be a cost function satisfying Hypothesis 5.
Then the topological asymptotic expansion is given by
j(ε)− j(0) = ε
(
Aω (uΩ(x0)) vΩ(x0)
)
+ o(ε),(5.13)
where uΩ is the direct state solution to (3.1) and vΩ is the adjoint state solution to
(4.9).
Then the topological gradient is given by
g(x) = 
(
Aω (uΩ(x)) vΩ(x)
)
∀x ∈ Ω,
and only two systems must be solved in order to compute g(x) for all x ∈ Ω.
When ω is the unit ball B(0, 1), then vω(y), Pω(y), and Wω(y) can be computed
explicitly:
vω(y) =
uΩ(x0)
r
= Pω(y), Wω(y) = 0, 0 = y ∈ R3.(5.14)
Then it follows from (5.2) and (5.7) that
Aω (uΩ(x0)) = 4πuΩ(x0).(5.15)
We have the following result.
Corollary 5.2. Under the assumptions of Theorem 5.1 and when ω is the unit
ball B(0, 1), the topological asymptotic expansion is given by
j(ε)− j(0) = 4πε
(
uΩ(x0)vΩ(x0)
)
+ o(ε).(5.16)
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5.2. The two-dimensional case. In this section, we intend to derive the
asymptotic expansion of the function j in the two-dimensional case. The technique
used is similar to that of the three-dimensional case. We use the principal part of the
Helmholtz operator to derive the topological sensitivity expression. Next, we brieﬂy
describe the transposition of the previous results to the two-dimensional case. As
before, uΩ and the adjoint state vΩ are, respectively, the solutions to (3.1) and (4.9).
The exterior problem must now be deﬁned diﬀerently than in (5.1). It consists of
ﬁnding vω, the solution to⎧⎨
⎩
−∆vω = 0 in R2\ω,
vω(y)/ log r = uΩ(x0) at ∞,
vω = 0 on ∂ω.
(5.17)
A fundamental solution for the Laplace equation in R2 is given by
E(y) = − 1
2π
log r.(5.18)
The function vω has the form
vω(y) = uΩ(x0) log ‖y‖+ Pω +Wω(y),(5.19)
where Pω is constant and Wω(y) = o(1) at inﬁnity [9]. In the next proposition (where
ω is not supposed to be a ball), one can observe that in the two-dimensional case the
topological sensitivity does not depend on the shape of the hole ω, in contrast to the
three-dimensional case.
Theorem 5.3. The assumptions are the same as in Theorem 5.1. The function
j has the asymptotic expansion
j(ε) = j(0)− 2π
log ε

(
uΩ(x0)vΩ(x0)
)
+ o
(
1
log ε
)
.(5.20)
The proof for the two-dimensional case uses the same tools as the three-
dimensional case (see section 6) and will not be repeated.
6. Proofs. This section consists of the proof of Theorem 5.1. The variation of
the sesquilinear form aε reads
aε(u, v)− a0(u, v) =
∫
ΓR
(Tε − T0)uv dγ(x).(6.1)
Hence, the problem reduces to the analysis of (Tε − T0)ϕ for ϕ ∈ H 12 (ΓR). More
precisely, it will be shown that there exists an operator δT ∈ L(H 12 (ΓR), H− 12 (ΓR))
such that
‖Tε − T0 − εδT‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε
3/2).(6.2)
Consequently, deﬁning δa by
δa(u, v) =
∫
ΓR
δTuv dγ(x) ∀u, v ∈ VR(6.3)
will yield straightforwardly
‖aε − a0 − εδa‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε
3/2).(6.4)
First we need some deﬁnitions and preliminary lemmas.
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6.1. Deﬁnitions. For convenience, the following norms and seminorms are cho-
sen for the functional spaces which will be used.
• For a bounded and open subset O ⊂ R3 andm ≥ 0, the Sobolev spaceHm(O)
is equipped with the norm deﬁned by
‖u‖2m,O =
m∑
j=0
|u|2j,O,
where the seminorms |u|j,O are given by
|u|2j,O =
∑
|α|=j
∫
O
|∂αu|2 dx.(6.5)
• For a given ε > 0, the space H 12 (ΓR/ε) is equipped with the norm
‖u‖ 1
2 ,ΓR/ε
= inf{‖v‖1,C(R/2ε,R/ε); v|ΓR/ε = u},
where C(r, r′) = {x ∈ R3; r < ||x|| < r′}.
• The dual space H− 12 (ΓR/ε) is equipped with the natural norm
‖w‖− 12 ,ΓR/ε = sup{|〈w, v〉− 12 , 12 ; v ∈ H
1
2 (ΓR/ε); ‖v‖ 1
2 ,ΓR/ε
= 1},
where 〈, 〉− 12 , 12 is the duality product between H
1
2 (ΓR/ε) and H
− 12 (ΓR/ε).
6.2. Preliminary lemmas. Recall that x0 = 0. We will use extensively the
following change of variable: For a given function u deﬁned on a subset O, the function
u˜ is deﬁned on O˜ = O/ε by
u˜(y) = u(x), y =
x
ε
.
Lemma 6.1. We have that
|u|1,O = ε1/2|u˜|1,O˜,(6.6)
‖u‖0,O = ε3/2‖u˜‖0,O˜.(6.7)
Proof. Due to ∇u(x) = ∇u˜(y)/ε and to deﬁnition (6.5), we have
|u|21,O =
∫
O
|∇u|2 dx = 1
ε2
∫
O˜
|∇u˜|2ε3 dy.
Similarly, we have
‖u‖0,O = ε3/2‖u˜‖0,O˜.
Lemma 6.2 (see [9]). For ϕ ∈ H 12 (∂ω), let v be the solution to the problem⎧⎨
⎩
−∆v = 0 in R3\ω,
v = 0 at ∞,
v = ϕ on ∂ω.
(6.8)
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The function v is split into
v(y) = V (y) +W (y),
V (y) = E(y)
∫
∂ω
p(x) dγ(x),
where E(y) = 14π‖y‖ and p ∈ H−
1
2 (∂ω) is the unique solution to∫
∂ω
E(y − x)p(x) dγ(x) = ϕ(y) ∀y ∈ ∂ω.(6.9)
There exists a constant c > 0 (independent of ϕ and ε) such that
‖V ‖0,C(R/2ε,R/ε) ≤ cε−1/2‖ϕ‖ 1
2 ,∂ω
,
|V |1,C(R/2ε,R/ε) ≤ cε1/2‖ϕ‖ 1
2 ,∂ω
,
‖V ‖0,Dε/ε ≤ cε−1/2‖ϕ‖ 12 ,∂ω,
|V |1,Dε/ε ≤ c‖ϕ‖ 12 ,∂ω,
‖W‖0,C(R/2ε,R/ε) ≤ cε1/2‖ϕ‖ 1
2 ,∂ω
,
|W |1,C(R/2ε,R/ε) ≤ cε3/2‖ϕ‖ 1
2 ,∂ω
,
‖W‖0,Dε/ε ≤ c‖ϕ‖ 12 ,∂ω.
Lemma 6.3. We assume that R < 1√
2|k| . For a given ε > 0, fε ∈ L2(Dε), and
ϕ ∈ H 12 (ΓR), let vε be the solution to⎧⎨
⎩
∆vε + k
2vε = fε in Dε,
vε = 0 on ∂ωε,
vε = ϕ on ΓR.
(6.10)
There exists a constant C(R, k) > 0 (independent of ϕ and ε) such that
‖vε‖1,Dε ≤ C(R, k)
(
‖ϕ‖ 1
2 ,ΓR
+ ‖fε‖0,Dε
)
.(6.11)
Proof. LetRϕ be the lifting of ϕ in the spaceH1 (C(R/2, R)) such thatRϕ|ΓR/2 =
0. We extend Rϕ by zero to the domain Dε. We denote this extension by R˜ϕ. It
belongs to H1(Dε). We introduce
uε = R˜ϕ− vε,(6.12)
gε = −fε + ∆R˜ϕ+ k2R˜ϕ.(6.13)
The function gε belongs to the space H
−1(Dε) and the new unknown uε is the solution
to ⎧⎨
⎩
∆uε + k
2uε = gε in Dε,
uε = 0 on ∂ωε,
uε = 0 on ΓR.
(6.14)
Using the Poincare´ inequality and the elliptic regularity, we obtain
‖uε‖1,Dε ≤
(
1 + 2R2
1− 2k2R2
)
‖gε‖−1,Dε .(6.15)
Finally, the result follows from (6.12), (6.13), (6.15), and the continuity of the lift-
ing R.
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Here and in what follows, we assume that R < 1√
2|k| .
Lemma 6.4. For ε > 0 and ψ ∈ H1(D0), let Xε be the solution to the problem⎧⎨
⎩
∆Xε + k
2Xε = 0 in Dε,
Xε = ψ on ∂ωε,
Xε = 0 on ΓR.
(6.16)
There exists a constant c > 0 (independent of ϕ and ε) such that for all ε > 0,
|Xε|1,C(R/2,R) ≤ cε‖ψ(εy)‖ 1
2 ,∂ω
,(6.17)
‖Xε‖0,Dε ≤ cε‖ψ(εy)‖ 12 ,∂ω,(6.18)
|Xε|1,Dε ≤ cε1/2‖ψ(εy)‖ 12 ,∂ω.(6.19)
Proof. Let v˜ε be the solution to the exterior problem⎧⎨
⎩
−∆v˜ε = 0 in R3\ω,
v˜ε = 0 at ∞,
v˜ε = ψ(εy) on ∂ω.
(6.20)
The function Xε can be written
Xε = vε − wε,
where vε(x) = v˜ε
(
x
ε
)
. The function wε itself is the solution to⎧⎨
⎩
∆wε + k
2wε = k
2vε in Dε,
wε = 0 on ∂ωε,
wε = vε on ΓR.
(6.21)
It follows from Lemma 6.3 that there exists a constant c > 0 such that
‖wε‖1,Dε ≤ c
(
‖vε|ΓR‖ 12 ,ΓR + k
2‖vε‖0,Dε
)
.(6.22)
It follows from Lemmas 6.1 and 6.2 that
‖vε|ΓR‖ 12 ,ΓR ≤ c‖vε‖1,C(R/2,R)(6.23)
≤ c (‖vε‖0,C(R/2,R) + |vε|1,C(R/2,R))(6.24)
= c
(
ε3/2‖v˜ε‖0,C(R/2ε,R/ε) + ε1/2|v˜ε|1,C(R/2ε,R/ε)
)
(6.25)
≤ cε‖ψ(εy)‖ 1
2 ,∂ω
.(6.26)
We have that
‖vε‖0,Dε = ε3/2‖v˜ε‖0,Dε/ε(6.27)
≤ cε‖ψ(εy)‖ 1
2 ,∂ω
.(6.28)
From (6.22), (6.26), and (6.28), we obtain that
‖wε‖1,Dε ≤ cε‖ψ(εy)‖ 12 ,∂ω.(6.29)
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Then we have
|Xε|1,C(R/2,R) = |vε − wε|1,C(R/2,R)(6.30)
≤ |vε|1,C(R/2,R) + |wε|1,C(R/2,R)(6.31)
≤ cε‖ψ(εy)‖ 1
2 ,∂ω
+ ‖wε‖1,Dε(6.32)
≤ cε‖ψ(εy)‖ 1
2 ,∂ω
,(6.33)
‖Xε‖0,Dε ≤ ‖vε‖0,Dε + ‖wε‖1,Dε(6.34)
≤ cε‖ψ(εy)‖ 1
2 ,∂ω
,(6.35)
|Xε|1,Dε ≤ |vε|1,Dε + |wε|1,Dε(6.36)
≤ ε1/2|v˜ε|1,Dε/ε + ‖wε‖1,Dε(6.37)
≤ cε1/2‖ψ(εy)‖ 1
2 ,∂ω
+ cε‖ψ(εy)‖ 1
2 ,∂ω
(6.38)
≤ cε1/2‖ψ(εy)‖ 1
2 ,∂ω
.(6.39)
This completes the proof.
Lemmas 6.3 and 6.4 are summarized in the following lemma.
Lemma 6.5. For ε > 0, ϕ ∈ H 12 (ΓR), ψ ∈ H1(D0), and fε ∈ L2(Dε), let vε be
the solution to the problem⎧⎨
⎩
∆vε + k
2vε = fε in Dε,
vε = ψ on ∂ωε,
vε = ϕ on ΓR.
(6.40)
There exists a constant c > 0 (independent of ϕ, ψ, fε, and ε) such that for all ε > 0,
|vε|1,C(R/2,R) ≤ c
(
ε‖ψ(εy)‖ 1
2 ,∂ω
+ ‖ϕ‖ 1
2 ,ΓR
+ ‖fε‖0,Dε
)
,(6.41)
‖vε‖0,Dε ≤ c
(
ε‖ψ(εy)‖ 1
2 ,∂ω
+ ‖ϕ‖ 1
2 ,ΓR
+ ‖fε‖0,Dε
)
,(6.42)
|vε|1,Dε ≤ c
(
ε1/2‖ψ(εy)‖ 1
2 ,∂ω
+ ‖ϕ‖ 1
2 ,ΓR
+ ‖fε‖0,Dε
)
.(6.43)
Lemma 6.6. Let u belong to the space H1 (C(R/2, R)) and satisfy ∆u+ k2u = 0
in C(R/2, R), u|ΓR = 0. Then there exists a constant c > 0 (independent of u) such
that
‖∇u.n|ΓR‖− 12 ,ΓR ≤ c|u|1,C(R/2,R).(6.44)
Proof. Let ϕ ∈ H 12 (ΓR). We deﬁne v as the solution to the problem⎧⎨
⎩
∆v = 0 in C(R/2, R),
v = 0 on ΓR/2,
v = ϕ on ΓR.
Using the Green formula, we obtain∫
ΓR
∇u.n|ΓRϕ dγ(x) =
∫
C(R/2,R)
∇u.∇v dx− k2
∫
C(R/2,R)
uv dx.
Then we have∣∣∣∣
∫
ΓR
∇u.n|ΓRϕ dγ(x)
∣∣∣∣ ≤ |u|1,C(R/2,R)‖v‖1,C(R/2,R) + k2‖u‖0,C(R/2,R)||v||1,C(R/2,R)
≤ |u|1,C(R/2,R)‖ϕ‖ 1
2 ,ΓR
+ ck2|u|1,C(R/2,R)‖ϕ‖ 1
2 ,ΓR
≤ c|u|1,C(R/2,R)‖ϕ‖ 1
2 ,ΓR
.
This completes the proof.
TOPOLOGICAL ASYMPTOTIC FOR THE HELMHOLTZ EQUATION 913
6.3. Variation of the sesquilinear form. The variation of the sesquilinear
form aε reads
aε(u, v)− a0(u, v) =
∫
ΓR
(Tε − T0)uv dγ(x).
For ϕ ∈ H 12 (ΓR), recall that uϕε is the solution to (4.2), or to (4.3) if ε = 0. Let vϕω
be the solution to the problem⎧⎨
⎩
∆vϕω = 0 in R
3\ω,
vϕω = 0 at ∞,
vϕω = u
ϕ
0 (x0) on ∂ω.
(6.45)
As in (5.6) and (5.7), let Pϕω (y) = Aω (u
ϕ
0 (x0))E(y) be the dominant part of v
ϕ
ω , and
let Qϕω be the solution to the associated interior problem{
∆Qϕω + k
2Qϕω = k
2Pϕω in D0,
Qϕω = P
ϕ
ω |ΓR on ΓR.
(6.46)
The linear operator δT (independent of ε) is deﬁned as follows:
δT : H1/2(ΓR) −→ H−1/2(ΓR),
ϕ −→ δTϕ = ∇(Qϕω − Pϕω ).n|ΓR .
(6.47)
Proposition 6.7. The operator Tε admits the following asymptotic expansion:
‖Tε − T0 − εδT‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε
3/2).
Proof. Let ϕ ∈ H 12 (ΓR). For simplicity we drop the superscript (.)ϕ. For y = x/ε,
we have
vω(y) = Pω(y) +Wω(y),
with Pω(
x
ε ) = εPω(x) and Wω(y) = O(
1
||y||2 ). Let
ψε(x) = (Tε − T0 − εδT )ϕ(x).
We have
ψε(x) = (∇uε −∇u0 − ε(∇Qω −∇Pω)) .n|ΓR
= ∇
(
wε(x)−Wω
(x
ε
))
.n|ΓR ,
where wε is deﬁned by
wε(x) = uε(x)− u0(x)− εQω(x) + vω
(x
ε
)
.
The function wε is the solution to⎧⎨
⎩
∆wε + k
2wε = k
2Wω(x/ε) in Dε,
wε = Wω(x/ε) on ΓR,
wε = −u0(x) + u0(0)− εQω(x) on ∂ωε.
(6.48)
In order to apply Lemma 6.5, we have to estimate the right-hand side terms, as
follows.
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• In Dε, we have
‖Wω(x/ε)‖0,Dε = ε3/2‖Wω(y)‖0,Dε/ε.
Using Lemma 6.2, we obtain
‖Wω(y)‖0,Dε/ε ≤ c‖u0(x0)‖ 12 ,∂ω
≤ c|u0(x0)|
≤ c‖ϕ‖ 1
2 ,ΓR
.
Then we have
‖Wω(x/ε)‖0,Dε ≤ cε3/2‖ϕ‖ 12 ,ΓR .
• On ΓR, using Lemmas 6.1 and 6.2 and the elliptic regularity, we obtain
‖Wω(x/ε)‖ 1
2 ,ΓR
≤ c‖Wω(x/ε)‖1,C(R/2,R)
≤ c (‖Wω(x/ε)‖0,C(R/2,R) + |Wω(x/ε)|1,C(R/2,R))
= c
(
ε3/2‖Wω(y)‖0,C(R/2ε,R/ε) + ε1/2|Wω(y)|1,C(R/2ε,R/ε)
)
≤ cε2‖u0(x0)‖ 1
2 ,∂ω
≤ cε2|u0(x0)|
≤ cε2‖ϕ‖ 1
2 ,ΓR
.
• On ∂ωε, putting
θε(x) =
−u0(x) + u0(x0)− εQω(x)
ε
,
we have for small ε
‖θε(εy)‖ 1
2 ,∂ω
≤ c‖θε(εy)‖1,ω
= c
∥∥∥∥u0(εy)− u0(x0)ε +Qω(εy)
∥∥∥∥
1,ω
≤ c (‖u0‖C2(B(0,R/2)) + ‖Qω‖C1(B(0,R/2)))
≤ c‖ϕ‖ 1
2 ,ΓR
.
We can now apply Lemma 6.5, which gives
|wε|1,C(R/2,R) ≤ c
(
ε3/2‖ϕ‖ 1
2 ,ΓR
+ ε2‖ϕ‖ 1
2 ,ΓR
+ ε‖εθε(εy)‖ 1
2 ,∂ω
)
≤ cε3/2‖ϕ‖ 1
2 ,ΓR
.
Finally, it follows from Lemmas 6.1 and 6.6 that
‖ψ‖− 12 ,ΓR = ‖∇(wε −Wω(x/ε)).n|ΓR‖− 12 ,ΓR
≤ c (|wε|1,C(R/2,R) + |Wω(x/ε)|1,C(R/2,R))
= c
(
|wε|1,C(R/2,R) + ε1/2|Wω(y)|1,C(R/2ε,R/ε)
)
≤ c
(
ε3/2‖ϕ‖ 1
2 ,ΓR
+ ε2‖ϕ‖ 1
2 ,ΓR
)
≤ cε3/2‖ϕ‖ 1
2 ,ΓR
.
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Hence,
‖Tε − T0 − εδT‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε
3/2).
The asymptotic expansion of the sesquilinear form aε follows now straightfor-
wardly.
Proposition 6.8. Let
δa(u, v) =
∫
ΓR
δTuv dγ(x), u, v ∈ VR.
Then the asymptotic expansion of the sesquilinear form aε is given by
‖aε − a0 − εδa‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε
3/2).
6.4. Proof of Theorem 5.1. The proof of this theorem is done in two steps.
First, we prove that Hypothesis 2 is satisﬁed. More precisely, we prove that the
sesquilinear form a0 satisﬁes the inf-sup condition. Second, we apply Theorem 2.2 to
compute the topological asymptotic expansion.
6.4.1. The ﬁrst step: The inf-sup condition. For all u ∈ VR, we set
u˜ =
{
u in ΩR,
uϕ0 in B(x0, R),
where ϕ = u|ΓR and u
ϕ
0 is the solution to{
∆uϕ0 + k
2uϕ0 = 0 in B(x0, R),
uϕ0 = ϕ on ΓR.
It can easily be proved that
a0(u, v|ΩR) = a(Ω, u˜, v) ∀u ∈ VR ∀v ∈ V(Ω),
where the functional space V(Ω) and the sesquilinear form a(Ω, ., .) are deﬁned by
(3.2). From Proposition 3.1, the sesquilinear form a(Ω, ., .) satisﬁes the inf-sup con-
dition. As a consequence, there exists v ∈ V(Ω), v = 0, such that
a0(u, v|ΩR) = a(Ω, u˜, v) ≥ a‖u˜‖V(Ω)‖v‖V(Ω)
≥ a‖u‖VR‖v|ΩR‖VR .
Then a0 satisﬁes the inf-sup condition and Hypothesis 2 is satisﬁed.
6.4.2. Applying Theorem 2.2. All the hypotheses of section 2 are satisﬁed
and we can apply Theorem 2.2. We obtain the following asymptotic formula:
j(ε)− j(0) = ε(δa(uΩ, vΩ)) + o(ε)
= ε
(∫
ΓR
∇(Qϕω − Pϕω ).n|ΓRvΩ dγ(x)
)
+ o(ε),
where ϕ = uΩ|ΓR = u0|ΓR . Thanks to Green’s formula and (6.46), we obtain that∫
ΓR
∇(Qϕω − Pϕω ).n|ΓRvΩ dγ(x) = k2
∫
D0
PωvΩ dx+
∫
ΓR
∇vΩ.n|ΓRPω dγ(x)
−
∫
ΓR
∇Pω.n|ΓRvΩ dγ(x).(6.49)
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It can be shown that
∫
ΓR
∇vΩ.n|ΓRPω dγ(x)−
∫
ΓR
∇Pω.n|ΓRvΩ dγ(x) =Aω (uΩ(x0)) 〈−∆E, vΩψ〉D′(D0),D(D0)
−k2
∫
D0
PωvΩ dx
=Aω (uΩ(x0)) 〈δ, vΩψ〉D′(D0),D(D0)
−k2
∫
D0
PωvΩ dx
=Aω (uΩ(x0)) vΩ(x0)− k2
∫
D0
PωvΩ dx,
where ψ ∈ D(D0) satisﬁes ψ(x0) = 1. We insert this expression into (6.49) and obtain
the desired result.
7. Numerical results: Buried objects detection. We consider a simple
problem of detection of metallic objects buried in soil. The aim is to ﬁnd the number
and the positions of metallic objects (supposedly inﬁnite in the ez direction) us-
ing scattered ﬁeld measurements from a monostatic antenna horizontally translated
above the soil. This is a rough model of the facilities described in [19]. The two-
dimensional Helmholtz equation is solved with time-domain ﬁnite diﬀerences (FDTD),
the frequency-domain solution obtained with a Fourier transform. The antenna is
roughly approximated by a single source point, which will be translated at various
locations above the soil. At each point of the mesh, the topological sensitivity will be
computed.
Let X = {xi}i=1,... ,nx be the set of the successive locations of the source (and
sensors, since the antenna is supposed to be monostatic), and let F = {fi}i=1,... ,nf
be the set of measurement frequencies. Let εs be the soil permittivity. The set of
metallic objects buried in the soil is denoted by Ω.
We associate with Ω a set of “measurements” M(Ω). At each couple (xi, fj) ∈
X × F , we ﬁrst deﬁne the ﬁeld uΩxi,fj , the solution of
⎧⎪⎨
⎪⎩
∆u+ k2ju = sxi in R
2 \ Ω,
u = 0 on ∂Ω,
lim
r→∞
√
r(∂ru− iku) = 0,
(7.1)
where sxi represents a source point centered at xi, and where
k2j (x) = ε(x)µω
2
j ,
wj = 2πfj ,
ε(x) =
{
ε0 if x ≥ 0,
εs if x < 0.
Then the “measurements” areM(Ω) = {mxi,fj (Ω)}. In our numerical tests,mxi,fj (Ω)
is the value of the scattered ﬁeld at point xi.
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Fig. 7.1. Repartition of metallic objects in the soil and the corresponding topological sensitivity
computed on empty ﬂat soil (dry soil, ﬂat surface εr = 2.3, 20 frequencies ranging from 400MHz to
2GHz).
Reference measurements M˜ = {m˜xi,fj} are those values obtained from the real
objects in the soil. Ideally, these would have been real measurements, but in the
following numerical results, we consider only synthetical data obtained via FDTD.
The cost function, which expresses the adequacy between the measurements ob-
tained for a distribution of metallic objects Ω and the reference data, is
j(Ω) = ‖M− M˜‖2 =
∑
i,j
jxi,fj (Ω),(7.2)
where
jxi,fj (Ω) = |mxi,fj (Ω)− m˜xi,fj |2.(7.3)
Applying the expression of the topological asymptotic (see Proposition 5.3), one has
j(Ω \B(x, ε))− j(Ω) =
∑
i,j
− 2π
log ε

(
uΩxi,fj (x)v
Ω
xi,fj
(x)
)
+ o
(
1
log ε
)
,(7.4)
where vΩxi,fj is the adjoint state associated with the couple (xi, fj).
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Fig. 7.2. (a) Reference distribution of objects. The measures are computed on a dry inhomoge-
neous soil (εs ranging from 1.6 to 4.15) with a rough surface, using 29 measurement points and 20
frequencies ranging from 260MHz to 1.86GHz. (b) Topological sensitivity computed on a ﬂat empty
homogeneous soil (εs = 2.3).
The ﬁrst example (see Figure 7.1) shows the topological sensitivity computed
on an “ideal” case: There is no noise on the data, and the reference soil is a ﬂat
and homogeneous dry sand soil. One can see that the top of the ﬁve objects is
clearly identiﬁed by the negative values of the topological sensitivity. This topological
sensitivity can be obtained very quickly since it is evaluated on an empty ﬂat soil,
which is invariant by translation: All direct states and adjoint states are just horizontal
translations of a “canonical” solution. The computational cost is only 10 seconds on
a 300MHz personal computer.
The second example (see Figure 7.2) is a little more realistic: The data is arti-
ﬁcially noised since the reference data M˜ was obtained on a nonﬂat inhomogeneous
soil, while the topological sensitivity was still computed on a ﬂat homogeneous soil.
One can observe that, although the objects are still located correctly, the image (see
Figure 7.2(b)) is a bit distorted.
The third example shows that using an iterative process might give good results at
the expense of some computational cost. In this example, the basic iterative algorithm
just inserts a metal point at the point where the topological sensitivity is the most
negative. Then the topological sensitivity is reevaluated, taking into account the
metal points inserted at previous iterations, etc. Figure 7.3 shows the objects and the
metal points that were inserted at iterations 10 and 55.
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Fig. 7.3. (a) Redistribution of objects. The measures are computed on a dry ﬂat inhomogeneous
soil (εs = 2.3), 29 measurement points, and 20 frequencies ranging from 490MHz to 3.29GHz. (b)
Iteration 10. (c) Iteration 55.
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Abstract. In the present work, the topological asymptotic analysis is extended to the
case of the insertion of small inhomogeneities in the domain. As a model example, we
consider solutions to the Helmholtz equation in two and three dimensions:
div (αε∇uε) + βεuε = 0,
where (αε, βε) are the piecewise constant functions equal to (α1, β1) inside the inhomo-
geneity x0 + εB, B denoting a fixed subdomain of Rd, and (α0, β0) outside. An adjoint
method is used to determine an asymptotic expansion of a given criterion in the form
Jε(uε)− J0(u0) = f(ε)G(x0) + o(f(ε)).
Arbitrary shaped inhomogeneities and a large class of cost functions are considered. Those
results are illustrated by some numerical experiments in the contexts of the localization of
dielectric inhomogeneities with the help of electromagnetic waves and of defects detection
in aircraft structures.
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1 Introduction
The aim of the topological sensitivity analysis is to obtain an asymptotic expansion of
a shape functional with respect to the creation of a small hole inside the domain. The
principle is the following. One considers a cost function J (Ω) = J(Ω, uΩ) where uΩ is
the solution to a partial differential equation defined in the domain Ω ⊂ Rd (d=2 or 3),
a point x0 ∈ Ω and a fixed domain B ⊂ Rd, containing the origin. One searches for an
asymptotic expansion of J (Ω\(x0 + εB)) when ε tends to 0. In most cases, it reads in
the form
J (Ω\(x0 + εB))− J (Ω) = f(ε)G(x0) + o(f(ε)). (1)
Here, f(ε) is an explicit positive function going to zero with ε and the function G, the
“topological gradient” (or “topological derivative”), is in general easy to compute. Expan-
sion (1) is called the “topological asymptotic”. Hence, to minimize the criterion J , one
has to create holes at some points x˜ where the topological gradient is negative. For more
details about this approach we refer the reader to S. Garreau et al. [11], Ph. Guillaume
and K. Sididris [13], M. Masmoudi [14], A. Schumacher [17], A.A. Novotny et al. [15], J.
Sokolowski and A. Z˙ochowski [18]. In all these works, the authors consider only one way
of perturbing the domain: the insertion of a hole.
Another situation, firstly studied by D.J. Cedio-Fengya, S. Moskow and M.S Vogelius
[9], consists in perturbing the domain by the insertion of small inhomogeneities with
constitutive parameters different from those of the background medium. In this paper,
the authors are interested in the identification of conductivity imperfections by the use
of boundary measurements. Other references can be found in [4, 3, 5, 2, 21, 6, 1]. In
all these publications, only asymptotic formulas of solutions and of very particular cost
functions are given.
In the present work, we combine both previous approaches, that is, we compute the
topological asymptotic with respect to the insertion of small inhomogeneities in the do-
main. As a model example, we consider solutions to the Helmholtz equation in two and
three dimensions, but the methodology presented here applies also to many other linear
PDEs, as for example in elasticity. An adjoint method is used to derive the expressions
of f(ε) and G(x0) for any x0 ∈ Ω (see Formula (1)).
The paper is organized as follows. The adjoint method is described in Section 2.
The Helmholtz problem with inhomogeneities and the adjoint equation are presented in
Section 3. In Section 4, we determine the expression of the topological asymptotic. Some
particular cases of cost functions and of shape of inserted objects are exhibited in Section
5. The case of a metallic object (hole with Neumann condition) is formally retrieved [7].
Section 6 is devoted to some numerical experiments. In all the paper, the most technical
proofs are omitted.
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2 The adjoint method
Let V be a complex Hilbert space. For all ε ≥ 0, let aε be a sesquilinear and continuous
form on V and `ε be a semilinear and continuous form on V . We assume that for all ε ≥ 0,
the problem {
uε ∈ V
aε(uε, v) = `ε(v) ∀v ∈ V (2)
has one and only one solution. Consider now a cost function j(ε) = Jε(uε) ∈ R, ε ≥ 0.
We assume that, for all ε ≥ 0, the function Jε : V → R is differentiable on the real field
at the point u0: there exists Lε ∈ L(V ,C) such that
Jε(u0 + h)− Jε(u0) = <Lε(h) + o(‖h‖V). (3)
Suppose that the following hypotheses hold.
Hypothesis 1 There exists two complex numbers δa and δ` and a function f(ε) ≥ 0 such
that
(aε − a0)(u0, vε) = f(ε)δa+ o(f(ε)), (4)
(`ε − `0)(vε) = f(ε)δ`+ o(f(ε)), (5)
lim
ε→0
f(ε) = 0, (6)
where vε is the solution, that is supposed to exist and to be unique, to
aε(u, vε) = −Lε(u) ∀u ∈ V . (7)
We call v0 the adjoint state.
Hypothesis 2 There exists two real numbers δJ1 and δJ2 such that
Jε(uε) = Jε(u0) + <Lε(uε − u0) + f(ε)δJ1 + o(f(ε)), (8)
Jε(u0) = J0(u0) + f(ε)δJ2 + o(f(ε)). (9)
Then, we have the following result (see [7]).
Theorem 1 The variation of the cost function with respect to ε is given by
j(ε)− j(0) = f(ε)<(δj) + o(f(ε)),
where δj = δa− δ`+ δJ and δJ = δJ1 + δJ2.
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3 Problem formulation
3.1 The Helmholtz problem
Let Ω be a bounded, smooth subdomain of Rd, d = 2 or 3. For simplicity we take
∂Ω to be C∞, but this condition could be considerably weakened. We suppose that in Ω
is inserted a small inhomogeneity ωε = εB, where B ⊂ Rd is a bounded, smooth (C∞)
domain containing 0 (the origin) and ε is the order of magnitude of the diameter of the
inhomogeneity. For ε ≥ 0, let uε be the solution to the Helmholtz problem{ ∇.(αε∇uε) + βεuε = 0 in Ω,
∂nuε = Λuε + σ on ∂Ω.
(10)
Here, Λ ∈ L(H 12 (∂Ω), H− 12 (∂Ω)), σ ∈ H− 12 (∂Ω), n denotes the outward unit normal to
∂Ω and αε, βε are the piecewise constant functions defined by
αε(x) =
{
α0 if x ∈ Ω\ωε,
α1 if x ∈ ωε, βε(x) =
{
β0 if x ∈ Ω\ωε,
β1 if x ∈ ωε, (11)
where α0, α1, β0 and β1 are some constants. The variational formulation associated to
(10) reads {
uε ∈ H1(Ω)
aε(uε, v) = `(v) ∀v ∈ H1(Ω), (12)
where, for all u, v ∈ H1(Ω),
aε(u, v) =
∫
Ω
αε∇u.∇v dx−
∫
Ω
βεuv dx− α0
∫
∂Ω
(Λu)v ds, (13)
`(v) = α0
∫
∂Ω
σv ds. (14)
In all the paper, the duality products between H−1/2 and H1/2 are denoted by an integral.
We assume that the following hypotheses hold.
Hypothesis 3 The operator Λ is split into Λ = Λ0 + Λ1 where
• Λ0 ∈ L(H 12 (∂Ω), H− 12 (∂Ω)) and satisfies
<
∫
∂Ω
(Λ0ϕ)ϕ ds(x) ≤ 0 ∀ϕ ∈ H 12 (∂Ω).
• Λ1 ∈ L(H 12 (∂Ω), H 12 (∂Ω)).
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Hypothesis 4 For all ε ≥ 0, we have{
aε(u, v) = 0 ∀v ∈ H1(Ω)
}
=⇒ u = 0, (15){
aε(u, v) = 0 ∀u ∈ H1(Ω)
}
=⇒ v = 0. (16)
We have the following result.
Proposition 2 If Hypotheses 3 and 4 are satisfied, then for all ε ≥ 0 Problem (12) has
one and only one solution.
Such a boundary condition on ∂Ω often appears in wave propagation problems, but it
could be replaced without any change in the analysis by any other boundary condition
provided that PDE (10) is well-posed.
3.2 The cost function and the adjoint problem
We consider a cost function j(ε) = Jε(uε) ∈ R, ε ≥ 0. We set V = H1(Ω) and we
assume that Jε is “R-differentiable” in the sense of Equation (3). Moreover, we suppose
that Hypothesis 2 holds with f(ε) = εd and that L0 satisfies the following hypothesis.
Hypothesis 5 The linear form L0, considered as a distribution, coincides in a neighbor-
hood of the origin with a function of regularity H2 . Furthermore,
‖Lε − L0‖H1(Ω)′ = O(εd/2).
For all ε ≥ 0, we define vε as the solution to the problem{
vε ∈ H1(Ω),
aε(u, vε) = −Lε(u) ∀u ∈ H1(Ω). (17)
We have the following result.
Proposition 3 If Hypotheses 3 and 4 are satisfied, then Problem (17) has one and only
one solution.
4 Establishment and statement of the main result
Let us first study the variation of the solution.
4.1 Preliminary estimates
Lemma 4 We have
‖uε − u0‖H1(Ω) = O(εd/2), (18)
‖vε − v0‖H1(Ω) = O(εd/2), (19)
‖uε − u0‖H1(Ω\B(0,R)) = O(εd), (20)
‖uε − u0‖L2(Ω\ωε) = O(εd), (21)
‖uε − u0‖L2(Ω) = O(ε d2 +1−δ), (22)
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where R denotes any fixed radius such that B(0, R) ⊂ Ω, δ = 0 in 3D, δ > 0 in 2D.
We denote wε = vε − v0.
Lemma 5 We have ∫
ωε
u0.wε dx = o(ε
d).∫
ωε
u0.v0 dx = ε
d|B|u0(0).v0(0) + o(εd).∫
ωε
∇u0.∇v0 dx = εd|B|∇u0(0).∇v0(0) + o(εd).
We introduce now the function Φ solution to
∆Φ = 0 in B and Rd\B,
Φ is continuous across ∂B,
α0
α1
(∂nφ)
+ − (∂nφ)− = −n,
lim
|y|→∞
|Φ(y)| = 0.
(23)
Here, n denotes the outward unit normal to ∂B; superscript + and − indicate the limiting
values as we approach ∂B from outside B, and from inside B, respectively.
Lemma 6 We have the asymptotic expansion∫
∂ωε
∂nu0wε ds = ε
d
(
α0
α1
− 1
)
∇u0(0)T
[∫
∂B
n⊗ Φ(y) ds(y)
]
∇v0(0) + o(εd),
where ⊗ denotes the tensorial product between two vectors, that is,
U ⊗ V = (UiV j)1≤i,j≤d ∀U, V ∈ Rd.
Proof. We can write∫
∂ωε
∂nu0wε ds =
∫
∂ωε
∇u0(0).nwε ds+
∫
∂ωε
[∇u0(x).n−∇u0(0).n]wε ds. (24)
By a change of variable we obtain∫
∂ωε
[∇u0(x).n−∇u0(0).n]wε ds(x) = εd−1
∫
∂B
[∇u0(εy).n−∇u0(0).n]wε(εy) ds(y).
Yet, we have∣∣∣∣∫
∂B
[∇u0(εy).n−∇u0(0).n]wε(εy) ds(y)
∣∣∣∣ ≤ c‖(∇u0(εy).n−∇u0(0).n)‖− 12 ,∂B‖wε(εy)‖ 12 ,∂B.
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A Taylor expansion, the trace theorem and a change of variable yield∣∣∣∣∫
∂B
[∇u0(εy).n−∇u0(0).n]wε(εy) ds(y)
∣∣∣∣ ≤ cε( 1εd/2‖wε‖L2(ωε) + ε1−d/2|wε|1,ωε
)
.
Using the Ho¨lder inequality, we obtain that for all p, q ∈ [1,+∞] with 1/p+ 1/q = 1,
‖wε‖L2(ωε) ≤ εd/2q‖wε‖L2p(ωε).
We choose p = 3 and q = 3/2. Using the fact that, by Lemma 4, ‖wε‖H1(Ω) = O(εd/2)
and the Sobolev imbedding theorem, we obtain∣∣∣∣∫
∂B
[∇u0(εy).n−∇u0(0).n]wε(εy) ds(y)
∣∣∣∣ ≤ cε(εd/3 + ε).
Then, ∫
∂ωε
[∇u0(x).n−∇u0(0).n]wε ds(x) = o(εd). (25)
In [21], it is proved that for all y ∈ ∂B,
wε(εy) = ε(
α0
α1
− 1)Φ(y).∇v0(0) +Rε(y), (26)
where
‖Rε(y)‖C(∂ω) =
{
O(ε2 ln ε) if d = 2,
O(ε
5
2 ) if d = 3.
(27)
In this paper, the proof is presented in 2D only but the 3D case is obtained by following
exactly the same principle. The only thing to be changed is the fundamental solution of
the Laplace operator. Using a change of variable, (26) and (27), we obtain that∫
∂ωε
∇u0(0).nwε ds = εd
(
α0
α1
− 1
)
∇u0(0)T
[∫
∂B
n⊗ Φ(y) ds(y)
]
∇v0(0) + o(εd). (28)
From (24), (25) and (28) we deduce the desired result. 
4.2 Variation of the sesquilinear form
Here, our aim is to determine δa, δ` and f(ε) such that Hypothesis 1 holds. The
sesquilinear form ` defined in (14) is independent of ε. Then, we have
δ` = 0. (29)
The determination of δa starts from the fact that
(aε − a0)(u0, vε) = (α1 − α0)
∫
ωε
∇u0.∇vε dx− (β1 − β0)
∫
ωε
u0.vε dx. (30)
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Hence,
(aε − a0)(u0, vε) = (α1 − α0)
∫
ωε
∇u0.∇wε dx+ (α1 − α0)
∫
ωε
∇u0.∇v0 dx
−(β1 − β0)
∫
ωε
u0.wε dx− (β1 − β0)
∫
ωε
u0.v0 dx.
The Green formula yields
(aε − a0)(u0, vε) = (α1 − α0)
[∫
∂ωε
∂u0
∂n
wε ds+
∫
ωε
∇u0.∇v0 dx
]
(31)
−(β1 − β0)
∫
ωε
u0.v0 dx+
(
α1
α0
β0 − β1
)∫
ωε
u0.wε dx.
Then it follows from (31) and Lemmas 5 and 6 that the following proposition holds.
Proposition 7 We have
(aε − a0)(u0, vε) = εd(α1 − α0)∇u0(0)T
[(
α0
α1
− 1
)∫
∂B
n⊗ Φ(y) ds(y) + |B|I
]
∇v0(0)
+εd(β0 − β1)|B|u0(0)v0(0) + o(εd).
Then, Hypothesis 1 is satisfied with f(ε) = εd and
δa = (α1 − α0)∇u0(0)T
[(
α0
α1
− 1
)∫
∂B
n⊗ Φ(y) ds(y) + |B|I
]
∇v0(0)
+(β0 − β1)|B|u0(0)v0(0).
4.3 The topological asymptotic expansion
Provided that the cost function satisfies Hypothesis 2 (see Section 5.1 for some exam-
ples), all the assumptions of the adjoint method are checked and the topological asymp-
totic expansion is given by Theorem 1. We obtain the following result.
Theorem 8 The cost function j has the following asymptotic expansion:
j(ε)− j(0)
= εd<
{
(α1 − α0)∇u0(0)T (P + |B|I)∇v0(0)− (β1 − β0)|B|u0(0)v0(0) + δJ
}
+ o(εd).
with
P =
(
α0
α1
− 1
)∫
∂B
n⊗ Φ(y) ds(y), δJ = δJ1 = δJ2. (32)
This matrix P only depends on the shape of B and on the ratio α0/α1.
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5 Particular cases
5.1 Particular cost functions
Our goal here is to give some examples of cost function satisfying Hypotheses 2 and 5.
The proof of the following theorem is omitted.
Theorem 9 We consider three cases.
1. First example. We denote DR = Ω\B(0, R), R being a fixed radius such that
B(0, R) ⊂ Ω. We consider a cost function of the form: j(ε) = Jε(uε) = J(uε|DR).
We assume that there exists L, a linear and continuous form on H1(DR) such that
J(u0|DR + h) = J(u0|DR) + <(L(h)) + o(‖h‖1,DR) ∀h ∈ H1(DR).
Then, Hypotheses 2 and 5 are satisfied with
Lε(u) = L(u|DR) ∀u ∈ H1(Ω),∀ε ≥ 0
and
δJ1 = δJ2 = 0.
2. Second example. It consists in the cost function
j(ε) = Jε(uε) =
∫
Ω
αε|uε − ud|2 dx,
where ud ∈ H2(Ω). Hypotheses 2 and 5 are satisfied with
Lε(u) = 2
∫
Ω
αεu.(u0 − ud) dx ∀u ∈ H1(Ω),
δJ1 = 0,
δJ2 = (α1 − α0)|B||u0(0)− ud(0)|2.
3. Third example. It consists in the cost function
j(ε) = Jε(uε) =
∫
Ω
αε|∇(uε − ud)|2 dx,
where ud ∈ H3(Ω). Hypotheses 2 and 5 are satisfied with
Lε(u) = 2
∫
Ω
αε∇u.∇(u0 − ud) dx ∀u ∈ H1(Ω),
δJ1 = (α1 − α0)∇u0(0)TP∇u0(0),
δJ2 = (α1 − α0)|B||∇u0(0)−∇ud(0)|2,
where P is the matrix defined by (32).
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5.2 Particular shaped dielectric objects
When B is the unit ball, we can explicitly determine Φ, the solution to Problem (23).
In this special case we have
Φ(y) =
1
(d− 1)α0
α1
+ 1
×
{
y in B,
y
|y|d in R
d\B. (33)
Using Theorem 8 and (33) we obtain the following result.
Corollary 10 (ball) If B is the unit ball, the matrix P of Theorem 8 reads
P =
α0 − α1
(d− 1)α0 + α1 |B|I
and the function j has the following asymptotic expansion:
j(ε)− j(0) = εd<
{
dα0(α1 − α0)
(d− 1)α0 + α1 |B|∇u0(0).∇v0(0)− (β1 − β0)|B|u0(0)v0(0) + δJ
}
+ o(εd).
We now consider the case where B is an ellipse. We have the following result.
Corollary 11 (ellipse) If B is an ellipse whose semi-major axis is of length a, and whose
semi-minor axis is of length b (2D problem), the matrix P reads
P = piab(α0 − α1)
 1α0a+ α1b 0
0
1
α0b+ α1a

and the function j has the following asymptotic expansion:
j(ε)− j(0) = ε2<
{
(α1 − α0)∇u0(0)TP ′∇v0(0)− (β1 − β0)piabu0(0)v0(0) + δJ
}
+ o(ε2),
with
P ′ = piab
 α0(1 + a) + α1(b− 1)α0a+ α1b 0
0
α0(1 + b) + α1(a− 1)
α0b+ α1a
 .
For the expression of the function Φ we refer the reader to [8].
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5.3 Metallic objects
Choosing α1 → 0, β1 → 0, α0 = 1 and β0 = k2 (Helmholtz equation with Neumann
condition on the boundary of a hole), we obtain formally from Corollary 10 and Corollary
11 the following results. In Corollaries 12 and 14, in the case d = 2, we retrieve former
formulas [7].
Corollary 12 (ball) If B is the unit ball and ωε is a hole with ∂nuε = 0 on ∂ωε, we obtain
P =
1
d− 1 |B|I
and
j(ε)− j(0) = εd<
{ −d
d− 1 |B|∇u0(0).∇v0(0) + |B|k
2u0(0)v0(0) + δJ
}
+ o(εd).
Corollary 13 (ellipse) If B is an ellipse whose semi-major axis is of length a, and whose
semi-minor axis is of length b, ωε is a hole and ∂nuε = 0 on ∂ωε, we obtain
P = pi
(
b 0
0 a
)
and
j(ε)− j(0) = ε2<
{
−∇u0(0)TP ′∇v0(0) + piabk2u0(0)v0(0) + δJ
}
+ o(ε2),
with
P ′ = pi
(
(a+ 1)b 0
0 (b+ 1)a
)
.
Setting b→ 0, we obtain formally from Corollary 13 the following result.
Corollary 14 (straight crack) If B is the segment [−a, a] × {0} and ∂nuε = 0 on ∂ωε,
we obtain that
j(ε)− j(0) = ε2<
(
−pia(∇u0(0).n)(∇v0(0).n) + δJ
)
+ o(ε2).
6 Numerical experiments
6.1 Identification of dielectric inhomogeneities
The sensitivity formulas are used here to identify dielectric objects with the help of
electromagnetic waves and boundary measurements in 2D. Consider an open and bounded
subset Ω of R2 whose boundary Γ is a regular polygon of n sides Γi, i = 1, ..., n. A dielectric
object whose properties are known is supposed to lie inside Ω. On each side of the external
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boundary Γ is successively emitted an electromagnetic wave. The problem is modeled as
follows: 
div (α∇umi ) + βumi = 0 in Ω,
∂nu
m
i − ikumi = 0 on Γl, l 6= i,
∂nu
m
i − ikumi = −2ik on Γi.
In this PDE, umi represents the vertical component of the electric field for an H-plane
polarization, it represents the vertical component of the magnetic field for an E-plane
polarization. The coefficients α and β are piecewise constant functions of the point x,
respectively equal to α1 and β1 inside O (see Table 1), α0 = 1, β0 = k2 ∈ C outside.
α1 β1
H-plane
1
µr
ν2k2
µr
E-plane
µr
ν2
µrk
2
Table 1: PDE coefficients in electromagnetism (ν and µr denote respectively the index of refraction and
the relative permeability of the object)
We assume that we have at our disposal the measurements
Smij = Sj(u
m
i ) =
∫
Γj
umi ds, i, j = 1, ..., n.
To detect the actual object thanks to the knowledge of the matrix (Smij )i,j=1,...,n, we look for
the best locations to insert small circular inhomogeneities to minimize the cost function
J(u1, , ..., un) =
n∑
i=1
n∑
j=1
∣∣Sj(ui)− Smij ∣∣2 .
That information is provided by the topological gradient corresponding to that perturba-
tion:
G(x) =
n∑
i=1
<
(
2α0(α0 − α1)
α0 + α1
∇ui(x).∇vi(x)− (β1 − β0)ui(x)vi(x)
)
,
where the n direct states ui and the n adjoint states vi are defined by:
∆ui + k
2ui = 0 in Ω,
∂nui − ikui = 0 on Γl, l 6= i,
∂nui − ikui = −2ik on Γi,
∆vi + k
2vi = 0 in Ω,
∂nvi − ikvi = 0 on Γl, l 6= i,
∂nvi − ikvi = −2
n∑
j=1
(Sj(ui)− Smij ) on Γi.
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Figure 1 shows three computations, performed in only one iteration with the parameters
k = 10 and n = 32. The measurements are simulated numerically.
Actual object µr = 1, ν = 1.02
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
µr = 1, ν = 1.2 µr = 1, ν = 1.5
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Figure 1: The actual object and two negative isovalues of the topological gradient
6.2 Defects detection in aircraft structures
It is of particular interest to apply the topological asymptotic approach to the equa-
tions of elastodynamics. Indeed many target detection methods involved in fields such
as non destructive testing, submarine detection or medical imaging, use the so called
pulse-echo method with acoustic or elastic waves at ultrasonic frequencies. The basic
principle is the one of echography, i.e. a short pulse source is sent through the medium
with an emitter/receiver apparatus and the variation of elastic properties of the medium
(characterizing the kind of target) generates scattered waves that are recorded by the
receiving apparatus. The major step is then to be able to read the results so that to
detect, localize and characterize the target. The topological gradient is a great prospect
for the automatical interpretation of these kind of results. It is clear that the pulse-echo
method is intrinsically a transient phenomenon, then in order to mimic it we need to
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derive asymptotic formulas for the elastodynamics equations in the time domain.
To do so we extend the formulas obtained in the theoretical part of the present paper
in the time-harmonic case to the dynamic problem by using the duality of the frequency
and time domain through the Fourier transform. The time domain problem associated to
the linear elasticity problem reads
ρ
∂2u
∂t2
− div σ(u) = 0. (34)
Then the corresponding time-harmonic problem is
ρω2uˆ− div σ(uˆ) = 0,
where uˆ(x, ω) =
∫
R u(t, x)e
−iωtdt is the Fourier transform of u(x, t). Then starting with
the cost function of the time domain problem and using successively Fubbini’s theorem
and Parseval’s equality, it comes
J(u) =
1
2
∫
R
(
∫
Γm
|u− um|2 dx) dt =
∫
R
(
1
2
∫
Γm
|uˆ− uˆm|2 dx) dω =
∫
R
Jω(uˆ(., ω)) dω.
(35)
At a given frequency, the asymptotic expansion for Jω(uˆ(·, ω)) is known. Starting from
J(u)− J(u0) =
∫
R
(Jω(uˆ(., ω))− Jω(uˆ0(., ω))) dω, (36)
then using (35) and Parseval’s equality, and assuming that
∫
R o(
2) dω ∼ o(2), one
obtains the expressions for the time domain problem. Denoting uˆ0 = uˆ0(x0, ω) to simplify
the writing, one has for instance for 2D Neumann plane stress (see Corollary 12 with the
polarization tensor replaced by the one obtained by Garreau et al [12]):
J(u)− J(u0)
= pi2
∫
R
(
−(µ+ η)
2µη
(4µσ(uˆ0) : ε(vˆ0) + (η − 2µ)trσ(uˆ0)trε(vˆ0)) + ρω2 uˆ0.vˆ0
)
dω + o(2)
= pi2
∫
R
(
−(µ+ η)
2µη
(4µσ(u0) : ε(v0) + (η − 2µ)trσ(u0)trε(v0))− ρ ∂tu0. ∂tv0
)
dt+ o(2).
(37)
The topological gradient at any point x0 ∈ Ω is then
G(x0) =
∫
R
(
−(µ+ η)
2µη
(4µσ(u0) : ε(v0) + (η − 2µ)trσ(u0)trε(v0))− ρ ∂tu0. ∂tv0
)
dt.
Practically we will not have access to the solutions for t ∈ R, but only over an interval
[0, T ]. Then T must be taken large enough so that the amplitude of the fields in the
computation domain after the time T is weak enough to be neglected when computing
the topological gradient.
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6.2.1 The forward solver
It can be shown that the adjoint problem can be solved with the forward solver provided
attention is paid to the fact that the adjoint problem solves backward in time from t = T
to t = 0.
We use a finite difference C++ code following Virieux numerical scheme [19] which
is accurate at the order 2 in space and time and intrinsically centered. It allows one
to take into account abrupt ruptures of elastic properties or density such as fluid/solid
interfaces. This code is integrated to the software ACEL developed by M. Tanter [20]
and which is dedicated to the simulation of acoustic and elastic wave propagation. The
boundary conditions at the edges of the computation domain are either of the classical
Dirichlet and Neumann type, or of absorbing type to simulate unbounded propagation.
The implemented absorbing conditions are Perfectly Matched Layers following Collino
and Tsogka [10].
6.2.2 Numerical results
In this section we present numerical results relative to non destructive testing. The
measurement step is up to now replaced by a numerical solving of the forward problem
in the presence of obstacles. The presented results are 2D since the 3D code is still being
developed.
Unique Defect in an isotropic solid
The considered medium is an isotropic aluminium slab of density ρ = 2572 kg.m−3, the
compressional (index p) and shear (index s) speeds of propagation are vp = 6408m.s
−1
and vs = 3228m.s
−1. The ultrasonic linear array is placed at the bottom of the slab.
We use a 55 sensors array, all of them being used in emission and receive. Absorbing
conditions are positioned at the boundaries of the computation domain, except at the
bottom where a Dirichlet condition models the presence of the sensors.
The emitted signal is a pulse of 1 µs at the central frequency of 2 MHz (fig. 2). The
defect is as shown on figure 3(a), it corresponds to a cylindrical hole whose size is of the
order of the compressional wavelength λp. Then the boundary condition at the edges of
the defect is 2D Neumann.
The position of the defect is clearly pointed out by the high level values of the topo-
logical gradient. The negative values (in red) indicate the bottom of the defect. Indeed,
since we insonify from the bottom of the slab, it is clear that we have information about
the shape of the bottom of the defect, and poor information in the acoustical shadow
zones.
Let us now test the ability of the method to detect multiple defects of different sizes and
shapes.
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Figure 2: Source : temporal signal (top), frequency spectrum (bottom)
(a) (b)
Figure 3: Detection of a unique defect. (a) Position of the defect, (b) Levels of the topological gradient
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Multiple shaped defects
We put five defects of various shapes in the aluminium slab (fig. 4(a)). Their horizontal
sizes vary from λp
5
to 3λp
2
. These defects are well resolved since they are separated from
more than a wavelength. We use the same linear array and source as in the previous
example. In order to draw nearer to experimental non destructive testing conditions,
we have added white noise to the simulated measurements. Figures 4(b)(c)(d) show the
levels of the topological gradient when the noise level is respectively of 0%, 5% and 10%
of the maximum recorded value. In each presented result, the five defects are detected
(a) (b)
(c) (d)
Figure 4: Detection of multiple shaped defects. (a) Positions of the defects, (b)-(d) Levels of the topo-
logical gradient (b) with no added noise, (c) with 5% of noise, (d) with 10% of noise
and localized. The approximate sizes and shapes of the obstacles are obtained, excepted
in the shadow zones. It is very interesting to see that the method has a robust behavior
upon addition of noise to the simulated measurements. It allows one to be optimistic
as for the application of the method to experimental measurements that are intrinsically
noisy.
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Abstract. In this paper, we present some strategies to obtain the topological asymptotic
expansion with respect to different kinds of a domain perturbations. Some applications of
this work to waveguides optimization in two and three dimensions are presented.
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1 INTRODUCTION
Topological optimization methods become very attractive for industrial applications.
It becomes possible to satisfy more challenging specifications of industrial products by
allowing modifications of the topology of the initial design. The most relevant topological
optimization methods are based on the computation of a level set function:
• The material density in the case of the topological optimization via the homoge-
nization theory [1, 2, 3, 4]. An optimal shape is derived from the optimization of
material properties. The range of application of this approach is quite restricte.
• The built-in level set function in the level set method [5, 6]. This approach gives very
promising results. Even if it belongs to the classical shape optimization methods,
it allows the modification of the number of connected components of the domain.
Unfortunately, in this method, the resulting optimal shape is strongly dependent on
the initial guess.
• The topological gradient provided by the topological asymptotic expansion, which
is the concern of this paper.
In the latter case, at convergence, the positivity of the topological gradient inside the
final domain provides a necessary and sufficient optimality condition. To present the
basic idea, we consider Ω a domain of Rn (n=2 or 3) and j(Ω) = J(uΩ) a cost function
to be minimized, where uΩ is the solution to a given PDE problem defined in Ω. For
ε > 0, let Ωε = Ω\x0 + εω be the subset obtained by removing a small part x0 + εω from
Ω, where x0 ∈ Ω and ω ⊂ Rn is a fixed domain containing the origin. We can generally
prove that the variation of the criterion is given by the asymptotic expansion:
j(Ωε) = j(Ω) + f(ε)g(x0) + o(f(ε)), (1)
lim
ε→0
f(ε) = 0, f(ε) > 0. (2)
This expansion is called the topological asymptotic. To minimize the criterion j we just
have to create infinitely small holes at some points x˜ where the topological gradient (or
sensitivity) g(x˜) is negative. For more details about this approach, we refer the reader to
S. Garreau et al. [7], P. Guillaume and K. Sididris [8], H. Eschenauer and A. Schumacher
[9], A.A. Novotny et al. [10] and J. Sokolowski and S. Nazarov [11]. In all these works,
only the insertion of a hole is considered to modify the domain.
In this paper, the topological asymptotic analysis for the Helmholtz equation in two
and three dimensions is presented. Here, we consider two cases of domain perturbation:
insertion of holes and insertion of inhomogeneities. As a background to our work, we cite
the contribution of H. Ammari et al. [12] for the study of solutions to the time-harmonic
Maxwell equations in the presence of small inhomogeneities in the domain. Other con-
tributions in this context can be found in [13, 14, 15, 16]. In all these publications, only
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asymptotic formulas of solutions are given. Here, we derive asymptotic expansions not
for solutions but for a given cost function.
The paper is organized as follows. In Section 2, we present different methods to obtain
the topological asymptotic expansion with respect to the insertion of a hole in the domain.
In Section 3, we consider the case of a perturbation resulting from the insertion of interior
inhomogeneities. A large class of cost functions is considered. Finally, an optimization
algorithm and some applications of the topological gradient to wave guides optimization
are given in Section 4.
2 THE FIRST KIND OF PERTURBATION: INSERTION OF HOLES
2.1 Formulation of the problem
Let Ω be a bounded domain of Rn with boundary Γ, n = 2 or 3. The initial PDE
problem is the following: find uΩ ∈ H1(Ω) such that{
∆uΩ + βuΩ = 0 in Ω,
∂nuΩ = h on Γ,
(3)
where β is a positive constant, ∂nuΩ is the normal derivative of uΩ and h ∈ H− 12 (Γ).
The boundary condition imposed on Γ could be replaced without any influence on the
topological sensitivity analysis by any boundary condition.
Let ω be a bounded domain of Rn containing the origin. For any sufficiently small
parameter ε > 0, we consider the perforated domain Ωε = Ω\ωε, where ωε = x0 + εω and
x0 ∈ Ω. Let uΩε ∈ H1(Ωε) the solution to the perturbed problem:

∆uΩε + βuΩε = 0 dans Ωε,
uΩε = 0 sur ∂ωε,
∂nuΩε = h sur Γ.
(4)
We consider a cost function
j(ε) = J(uΩε |O), (5)
where O is a neighbor part of Γ and J is a differentiable map from H1(O) into R. We
wish to obtain an asymptotic expansion of the variation j(ε)− j(0) when ε tends to zero.
2.2 Mathematical tools
2.2.1 The generalized adjoint method
In this section, we recall the framework introduced in [17] which extends the adjoint
method [18] to the topology shape optimization. Let V be a Hilbert space. For ε ≥ 0, let
aε be a bilinear and continuous form on V. We assume that there exists a constant α > 0
such that
inf
u6=0
sup
v 6=0
|a0(u, v)|
‖u‖V‖v‖V ≥ α. (6)
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We say that a0 satisfies the inf-sup condition. Assume that there exists a bilinear and
continuous form δa and a real function f(ε) > 0 defined on R
∗
+ such that
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)), (7)
lim
ε→0
f(ε) = 0, (8)
where L2(V) denotes the space of continuous and bilinear forms on V.
For ε ≥ 0, let uε be the solution to the problem: find uε ∈ V such that
aε(uε, v) = l(v) ∀v ∈ V, (9)
where l is a linear and continuous form on V. Consider now a function j(ε) = J(uε),
where J is a differentiable map from V into R. Next, the Lagrangian L is defined by
L(ε, u, v) = aε(u, v)− l(v) + J(u), ∀ε ≥ 0, u ∈ V, v ∈ V. (10)
We have that
j(ε)− j(0) = L(ε, uε, v)− L(0, u0, v), ∀v ∈ V. (11)
Theorem 1 The function j has the following asymptotic expansion:
j(ε)− j(0) = f(ε)δa(u0, v0) + o(f(ε)),
where v0 is the solution to the adjoint problem: find v0 ∈ V such that
a0(w, v0) = −DJ(u0)w, ∀w ∈ V.
The function uΩε, solution to (4), belongs to a functional space which depends on ε.
Hence, if we want to derive the asymptotic expansion of the cost function
j(ε) = J(uΩε |O),
we cannot apply directly Theorem 1, which requires a fixed functional space. However,
a functional space independent of ε can be constructed by using the following domain
truncation technique.
2.2.2 The domain truncation technique
Let R > ε be such that the ball B(x0, R) is included in Ω. The boundary of B(x0, R)
is denoted by ΓR, the truncated domain Ω\B(x0, R) is denoted by ΩR and Dε denotes
the corona B(x0, R)\ωε (see Figure 1).
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ωε
Γ
Ω
ε
R
D
Figure 1: The truncated domain.
For all ε ≥ 0, we introduce the Dirichlet-to-Neumann operator
Tε : H
1/2(ΓR) −→ H−1/2(ΓR)
ϕ 7−→ Tεϕ = ∇uϕε .n|ΓR,
(12)
where n|ΓR denotes the outward normal to the boundary ΓR and u
ϕ
ε is the solution to

∆uϕε + βu
ϕ
ε = 0 in Dε,
uϕε = ϕ on ΓR,
uϕε = 0 on ∂ωε.
(13)
For all ε ≥ 0, let uε be the solution to the truncated problem:

∆uε + βuε = 0 in ΩR,
∂nuε + Tεuε = 0 on ΓR,
∂nuε = h onΓ.
(14)
The variational formulation associated to Problem (14) is the following: find uε ∈ VR
such that
aε(uε, v) = l(v), ∀v ∈ VR, (15)
where the functional space VR the bilinear form aε and the linear form l are defined by
VR = H1(ΩR),
aε(u, v) =
∫
ΩR
∇u.∇v dx− β
∫
ΩR
uv dx +
∫
ΓR
(Tεu)v dσ(x), (16)
l(v) =
∫
Γ
hv dσ(x).
The following result is standard in PDE theory.
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Proposition 1 The restriction to ΩR of the solution to (4) is the solution to (14).
We have now at our disposal the fixed Hilbert space VR required by the generalized
adjoint method. Using Proposition 1, function (5) can be redefined in the following way:
j(ε) = J(uΩε |O) = J(uε), ∀ε ≥ 0. (17)
Now, to obtain the asymptotic expansion of the cost function j, we must compute f(ε)
and δa such that the hypothesis (7) is satisfied.
2.3 Variation of the bilinear form
The variation of the bilinear form aε (see (16)) reads
aε(u, v)− a0(u, v) =
∫
ΓR
(Tε − T0)uv dσ(x). (18)
Hence, the problem reduces to the analysis of (Tε−T0)ϕ for ϕ ∈ H1/2(ΓR). More precisely,
it will be shown that there exists an operator δT ∈ L
(
H1/2(ΓR), H
−1/2(ΓR)
)
such that
‖Tε − T0 − f(ε)δT‖L(H1/2(ΓR),H−1/2(ΓR)) = o(f(ε)). (19)
Then, defining δa by
δa(u, v) =
∫
ΓR
(δT u)v dσ(x), u, v ∈ VR,
will yield straightforwardly
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)).
2.4 Asymptotic expansion of (Tε − T0)
2.4.1 The first method: the use of Fourier series
In the particular case when ω is the unit ball, using the Fourier series, we can obtain
an explicit expression of the operator Tε. For example, in the two dimensional case, we
have
Tεϕ =
√
β
∑
n∈Z
J ′n(
√
βR)Yn(
√
βε)− Jn(
√
βε)Y ′n(
√
βR)
Jn(
√
βR)Yn(
√
βε)− Yn(
√
βR)Jn(
√
βε)
ϕne
inθ, (20)
where (ϕn) are the Fourier coefficients of ϕ, (Jn) and (Yn) are respectively the Bessel
functions of the first and the second kind. Using that [19]
Y0(
√
βε) =
2
pi
(
log(
√
βε/2) + γ
)
J0(
√
βε) + εα(ε),
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where γ denotes the Euler’s constant and α(ε) → 0 when ε → 0, we obtain [20] that
‖Tε − T0 − −1
log(ε)
δT‖L(H1/2(ΓR),H−1/2(ΓR)) = o
(
1
log(ε)
)
,
where the operator δT is given by
δT ϕ =
1
RJ20 (
√
βR)
ϕ0, ∀ϕ ∈ H1/2(ΓR).
2.4.2 The second method: approximation by the solution to the integral
equation
When ω is an arbitrary shaped hole, we propose the following method [21] to compute
the asymptotic expansion of (Tε−T0). The basic idea consists in approaching uϕε −uϕ0 by
the solution to an exterior problem, where only the principal part of the non-homogeneous
operator is used, which is described by the Laplace equation. More precisely, to compute
the asymptotic expansion of (Tε− T0), we start by looking at the asymptotic behavior of
uϕε − uϕ0 since
(Tε − T0)ϕ = ∇(uϕε − uϕ0 ).n|ΓR .
We recall that for ε ≥ 0 and ϕ ∈ H 12 (ΓR), the function uϕε is the solution to problem (13)
and we take n = 3. The variation uϕε − uϕ0 is the solution to

∆(uϕε − uϕ0 ) + β(uϕε − uϕ0 ) = 0 in Dε,
uϕε − uϕ0 = −uϕ0 on ∂ωε,
uϕε − uϕ0 = 0 on ΓR.
(21)
We approximate uϕε − uϕ0 by uε,ϕ solution to

∆uε,ϕ + βuε,ϕ = 0 in Dε,
uε,ϕ = −uϕ0 (0) on ∂ωε,
uε,ϕ = 0 on ΓR.
(22)
This first approximation can be easly proved by the use of a Taylor development of the
function uϕ0 . Then, we approximate uε,ϕ by v
ϕ
ε , where v
ϕ
ε (x) = v
ϕ
ω
(x
ε
)
and vϕω is the
solution to the exterior problem

−∆vϕω = 0 in R3\ω,
vϕω = 0 at ∞,
vϕω = −uϕ0 (0) on ∂ω.
(23)
The function vϕε can be expressed by a single layer potential on ∂ω. We have that
vϕε (x) = ε
(∫
∂ω
pω(x) dσ(x)
)
E(x) + O(ε2), (24)
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where E is the fundamental solution for the Laplace equation in R3 and pω ∈ H− 12 (∂ω)
is the solution to the integral equation∫
∂ω
E(y − x)pω(x) dγ(x) = −uϕ0 (0), ∀y ∈ ∂ω.
Let P ϕω (x) =
(∫
∂ω
pω(x) dσ(x)
)
E(x), we can write that
(uϕε − uϕ0 )(x) = εP ϕω (x) + R(ε). (25)
If we introduce the operator δT defined by
δTϕ = ∇P ϕω .n|ΓR ∀ϕ ∈ H
1
2 (ΓR), (26)
we obtain that
‖Tε − T0 − εδT‖L(H 12 (ΓR),H− 12 (ΓR)) = O(ε).
But, this result is not sufficient to get the behavior needed by the generalised adjoint
method who requires o(ε) not O(ε). This due to the approximation used on the exterior
problem (23), where just the principal part of the operator is considered. For this reason,
a new term Qϕω is used in order to correct the error caused by the approximation (25).
We construct Qϕω as solution to{
∆Qϕω + βQ
ϕ
ω = βP
ϕ
ω in D0,
Qϕω = P
ϕ
ω |ΓR
on ΓR.
(27)
Now, the operator δT is defined by
δTϕ = ∇(P ϕω −Qϕω).n|ΓR ∀ϕ ∈ H
1
2 (ΓR), (28)
and we have that
‖Tε − T0 − εδT‖L(H 12 (ΓR),H− 12 (ΓR)) = o(ε). (29)
2.4.3 A comparison between the first and the second method
The first method can be used only when the hole has a particular shape. The advantage
of this method is that it allows to obtain an explicite expression of the variation Tε − T0,
what gives us a precise idea about the term dominating. However, in the case of a non-
homogeneous operator, the use of this method involves many difficulties: the general term
of the series is expressed by the help of special functions (Bessel functions in our case),
the study of the behavior of the general term when n → ∞ and ε → 0, the uniform
convergence of the series,...Nevertheless, when we dont have good knowledge about the
operator properties, this method can be used for a first approach. By the use of the
second method, we can study the case of an arbitrary shaped hole. Then, this later is
more general and it does not necessitate many calculations.
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2.5 The topological asymptotic expansion
2.5.1 The two dimensional case
In the next theorem, where ω is not supposed to be a ball, one can observe that in two
dimensional case the topological sensitivity does not depend on the shape of the hole ω
[20], in contrast to the three dimensional case.
Theorem 2 In the two dimensional case, the topological asymptotic expansion is given
by
j(ε)− j(0) = − 2pi
log(ε)
uΩ(x0)vΩ(x0) + o
(
1
log(ε)
)
,
where uΩ and vΩ denote respectively the direct and the adjoint state.
2.5.2 The three dimensional case
In [21], the following result is proved.
Theorem 3 In the three dimensional case, the topological asymptotic expansion is given
by
j(ε)− j(0) = ε
(∫
∂ω
pω(x) dσ(x)
)
vΩ(x0) + o(ε),
where pω ∈ H− 12 (∂ω) is the solution to the integral equation∫
∂ω
E(y − x)pω(x) dγ(x) = uΩ(x0), ∀y ∈ ∂ω.
and vΩ is the adjointe state.
Corollary 1 When ω is the unit ball, the topological asymptotic expansion is given by
j(ε)− j(0) = 4piεuΩ(x0)vΩ(x0) + o(ε),
where uΩ and vΩ denote respectively the direct and the adjoint state.
3 THE SECOND KIND OF PERTURBATION: INSERTION OF INHO-
MOGENEITIES
3.1 Formulation of the problem
Let Ω be a bouded domain of Rn, n = 2 or 3. We suppose that Ω contains a small
inhomogeneity ωε of the form ωε = εω, where ω ⊂ Rn is a bounded domain containing 0
(the origin) and ε is the order of magnitude of the diameter of the inhomogeneity. Let uε
be the solution to the Helmholtz problem:{ ∇.(αε∇uε) + βεuε = 0 in Ω,
∂nuε = h on Γ.
(30)
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Here, Γ = ∂Ω, h ∈ H− 12 (Γ) and αε is a piecewise constant function defined by
αε(x) =
{
α0 if x ∈ Ω\ωε,
α1 if x ∈ ωε, (31)
where α0 and α1 are positive constants. The piecewise constant function βε is defined
analogously.
We consider a cost function j(ε) = Jε(uε) ∈ R, where Jε is a differentiable function,
defined in H1(Ω). Our aim is to compute an asymptotic expansion of the variation
j(ε)− j(0) with respect to ε.
3.2 Variational formulation
The variational formulation associated to (30) is: find uε ∈ H1(Ω) such that
aε(uε, v) = l(v) ∀v ∈ H1(Ω), (32)
where for all u, v in H1(Ω),
aε(u, v) =
∫
Ω
αε∇u.∇v dx−
∫
Ω
βεuv dx, (33)
l(v) = α0
∫
Γ
hv dσ(x). (34)
In the next section, we present two different methods to compute the topological asymp-
totic expansion in the case of the insertion of small inhomogeneities in the domain.
3.3 Different possibilities
3.3.1 The first possibility: the use of the generalized adjoint method
As a first possibility, we can use the generalized adjoint method presented in Section
2.2.1. In this situation, the functional space where the perturbed problem is defined
(V = H1(Ω)) is independent of the parameter ε. But, like in the case of the insertion
of a hole, we can not apply directly the generalized adjoint method. More precisely, the
variation (aε − a0)(u0, v0) is given by
(aε − a0)(u0, v0) = (α1 − α0)
∫
ωε
∇u0.∇v0 dx− (β1 − β0)
∫
ωε
u0v0 dx.
Using a Taylor development of u0 and v0, we can prove that
(aε − a0)(u0, v0) = εn|ω| ((α1 − α0)∇u0(0).∇v0(0)− (β1 − β0)u0(0)v0(0)) + o(εn).
If we write that the topological gradient is given by
δa(u0, v0) = |ω| ((α1 − α0)∇u0(0).∇v0(0)− (β1 − β0)u0(0)v0(0)) ,
we obtain a wrong result, since the bilinear form δa is not continuous in H
1(Ω). For this
reason, we must using the domain truncation technic, that assures the continuity of the
obtained bilinear form δa.
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3.4 The second possibility: an adjoint method for the inhomogeneities
Let V be a Hilbert space. For all ε ≥ 0, let aε be a bilinear and continuous form on V
and l be a linear and continuous form on V. We assume that for all ε ≥ 0, The following
problem: find uε ∈ V such that
aε(uε, v) = l(v) ∀v ∈ V (35)
has one and only one solution. Consider now a cost function j(ε) = Jε(uε) ∈ R, ε ≥ 0.
Suppose that the following hypotheses hold.
Hypothesis 1 There exist a function f(ε) > 0 and two real numbers δJ1 and δJ2 such
that
Jε(uε) = Jε(u0) + DJε(u0).(uε − u0) + f(ε)δJ1 + o(f(ε)), (36)
Jε(u0) = J0(u0) + f(ε)δJ2 + o(f(ε)), (37)
lim
ε→0
f(ε) = 0. (38)
Hypothesis 2 There exist a real number δa such that
(aε − a0)(u0, vε) = f(ε)δa + o(f(ε)), (39)
where vε is the solution to
aε(w, vε) = −DJε(u0).w ∀w ∈ V. (40)
It is supposed that for all ε ≥ 0, Problem (40) has one and only one solution. We call v0
the adjoint state. We have the following result.
Theorem 4 The variation of the cost function j with respect to ε is given by
j(ε)− j(0) = f(ε)δj + o(f(ε)),
where δj = δa + δJ and δJ = δJ1 + δJ2.
Then, to obtain the topological gradient expression, we must compute the two real num-
bers δa and δJ .
3.5 A comparison between the first and the second possibility
The domain truncation technic is a general method which is independent of the type of
the domain perturbation. However, when the cost function is defined in all the doamin,
the use of this technic presents some difficulties (see [8]). The second method does not
require a domain truncation and it allows us to study easily general cost functions.
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3.6 The topological asymptotic expansion
All the results presented in this section were proved in [22].
3.6.1 The general case
Theorem 5 The variation j(ε)− j(0) has the following asymptotic expansion:
j(ε)− j(0) = εn
{
(α1 − α0)∇u0(0)T
[(
α0
α1
− 1
) ∫
∂ω
n⊗ Φ(y) ds(y) + |ω|I
]
∇v0(0)
−(β1 − β0)|ω|u0(0)v0(0) + δJ}+ o(εn),
where δJ is a real number who depends of the choice of the function j (see Table 1), ⊗
denotes the tensorial product between two vectors; U ⊗ V = (UiV j)1≤i≤j≤n ∀U, V ∈ Rn
and Φ is the solution to 

∆Φ = 0 in ω and Rn\ω,
Φ is continuous across ∂ω,
α0
α1
(
∂φ
∂n
)+
−
(
∂φ
∂n
)−
= −n,
lim
|y|→∞
|Φ(y)| = 0.
Here, n denotes the outward unit normal to ∂ω; superscript + and − indicate the limiting
values as we approach ∂ω from outside ω, and from inside ω, respectively.
3.6.2 The case of a spherical inhomogeneity
In the particular case when ω is the unit ball, we have the following result.
Corollary 2 When ω is the unit ball, the variation j(ε)− j(0) has the following asymp-
totic expansion:
j(ε)− j(0) = εn
{
nα0(α1 − α0)
(n− 1)α0 + α1 |ω|∇u0(0).∇v0(0)− (β1 − β0)|ω|u0(0)v0(0) + δJ
}
+o(εn).
3.6.3 Particular cost functions
The following table presents some examples of cost functions. For each case, the
expression of the real number δJ is given for a spherical inhomogeneity.
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The cost function δJ
j(ε) = J(uε|Γ) 0
j(ε) =
∫
Ω
αε|uε − ud|2 dx (α1 − α0)|ω||u0(0)− ud(0)|2
j(ε) =
∫
Ω
αε|∇(uε−ud)|2dx (α1 − α0)|ω||∇u0(0)−∇ud(0)|2
− (α1 − α0)
2
(n− 1)α0 + α1 |ω||∇u0(0)|
2
Table 1: Some examples of cost functions.
3.6.4 The case of a Neumann condition on the boundary of the hole
To obtain the topological asymptotic expansion in the case of a Neumann condition
on the boundary of the hole, it suffices to tend α1 and β1 to zero, in the expression given
by Theorem 5. We obtain the following result.
Corollary 3 In the case of a Neumann condition on the boundary of a spherical hole,
the variation j(ε)− j(0) is given by
j(ε)− j(0) = εn
{ −n
n− 1 |ω|∇u0(0).∇v0(0) + |ω|(β0/α0)u0(0)v0(0) + δJ
}
+ o(εn).
4 SOME APPLICATIONS
4.1 L-shaped waveguide
In this example, we use the topological gradient to optimize a H-plane L-shaped waveg-
uide. The initial domain is presented on Figure 2. It is composed from two rectangular
waveguides and a square zone devided into 40× 40 cells (cij with 1 ≤ i, j ≤ 40). Ac-
cording to the iterations of the algorithm, the meshs can be empty or metallic. With the
exception of the two access ports, the boundary of the waveguide is metallic. The input
Γ1 is excited by the TE10 mode: the excitation is given by
ue(y) = cos
(piy
d
)
, ∀y ∈ Γ1,
where d is the length of Γ1. Our aim is to minimize the reflexion coefficient S11 in the 11.7-
12.5 GHz range. In this example, we take 9 values of frequencies: fd = 11.7+(d−1)×0.1,
where d = 1, ..., 9.
The cost function to minimize is given by
J =
9∑
d=1
(|S12(fd)| − 1)2 +
(|S21(fd)|2 − 1)2 . (41)
We remark that the choice of the cost function implies a symmetry in the optimization.
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Figure 2: The initial domain.
To compute the cost function, we must solve for a given frequency the two following
problems: 

∆E1(fd) + k
2
0E1(fd) = 0 in Ω,
E1(fd) = 0 on Γ0,
∂nE1(fd)− ikE1(fd) = 2iksin
(
piy
d
)
on Γ1,
∂nE1(fd)− ikE1(fd) = 0 on Γ2,
(42)


∆E2(fd) + k
2
0E2(fd) = 0 in Ω,
E2(fd) = 0 on Γ0,
∂nE2(fd)− ikE2(fd) = 0 on Γ1,
∂nE2(fd)− ikE2(fd) = 2iksin
(
piy
d
)
on Γ2,
(43)
where k2 = k20 − (pi/d)2.
The initial solution of the problem is very bad. The value of the cost function is
J0 = 16.95. The function that we use for the optimization algorithm is the sum for the
frequency band of the topological gradient values:
g(x, y) =
9∑
d=1
gfd(x, y), (44)
where gfd is the topological gradient associated to the frequency fd. We recall that
gfd(x, y) = <
(
E1(fd)v1(fd) + E2(fd)v2(fd)
)
, (45)
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where v1(fd) and v2(fd) are the adjoint states.
We present here the topological optimization algorithm. The underlying idea consists
in inserting a Dirichlet node (metal) where the topological gradient is very negatif. The
algorithm is the following:
• Step 0: Choose the initial domain Ω0 . We pose as an optimization domain the cells
ci,j, where 1 ≤ i, j ≤ 40.
• Step l: Compute the cost function J l. Compute the topological gradient Gl(x, y).
We take (x˜, y˜) such that:
Gl(x˜, y˜) = min
x,y
Gl(x, y) and Gl(x˜, y˜) < 0.
The cell cij such that (x˜, y˜) ∈ cij is converted into a metallic plot. The new domain
is given by Ωl+1 = Ωl\cij.
• The stop criterion: Gl(x, y) ≥ 0, ∀(x, y) ∈ Ωl.
Figure 3.(a) shows the isovalues of the topological gradient for the initial geometry. One
notes the presence of two symmetrical local minimas. At each local minima, we introduce
a metallic plot. A new analysis is performed: after the introduction of another metallic
plot, we obtain the design of Figure 3.(b).
(a) (b)
Figure 3: The topological gradient(a) and the optimal solution (b).
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The optimal solution was found after two iterations. The corresponding cost function
is given by J2 = 0.38. Although the solution is better than the initial geometry, it is not
satisfactory industrially. indeed, the final coefficient of reflexion is lesser than -40db only
on a very low bandwidth. This is due to the fact that the optimization domain is a metallic
cavity which produces many reflexions. Then, the initial problem that we posed adds an
additional difficulty for the optimization. For this reason, we pose the initial problem
differently. More precisely, at the first iteration, the two waveguides are not connected
(see Figure 4.(a)), and the topological gradient is computed in the free-space rectangular
region (see Figure 4.(b)). Using this topological gradient, a new and original junction
shape is obtained (see Figure 5) which has a very small reflexion coefficient (lesser than
-40db).
(a) (b)
Figure 4: The initial geometry(a) and the topological gradient(b).
4.2 T-shaped waveguide
In this example, we use the topological gradient to design an E-plane T-shaped waveg-
uide. In the beginning, only the input and output channels have metallic boundaries (see
Figure 7.(b)). Our aim is to obtain a reflexion coefficient S11 lesser than -25 db in the
19-21 GHz range. Here, we take 5 values of frequencies: fd = 19 + (d − 1) × 0.5, where
d = 1, ..., 5. The cost function to minimize is given by
J =
5∑
d=1
(
|S31(fd)| − 1√
2
)2
+
(
|S21(fd)| − 1√
2
)2
. (46)
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Figure 5: The optimal solution.
Figure 6 shows the classical structure of the component.
Figure 6: The classical structute of the component.
The topological gradient associated to a given frequency fd is [22]:
gfd(x, y) = −pi<
(
2∇E(fd).∇v(fd)− k2E(fd)v(fd)
)
, (47)
where E(fd) and v(fd) are respectively the direct and the adjoint state. We use the same
strategy as the preceding example. Figure 7.(a) shows the isovalues of the topological
gradient computed in the free space. The optimal shape is given by Figure 8.(a) and the
obtained reflexion coefficient in the 19-21 Ghz range is given by Figure 8.(b).
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Figure 7: The topological gradient (a) and the design domain (b).
(a) (b)
Figure 8: The optimal solution(a) and the reflexion coefficients(b).
4.3 Optimization of a septum polarizer
In this example, our aim is to find an optimal shape of a septum for a polarizer (see
Figure 9) constituted by three access: a common access for the right and the left circular
polarization and two standard access. The goal of the septum is to separate the signal
with the right and the left circular polarization. Each output access receive one of these
two signals. Here, we work in the 6.9-7.2 GHz range. We search a reflexion coefficient
lesser than -25 db and a rate of ellipticity lesser than 0.2 db. The rate of ellipticity is
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given by:
r = 20 log10
|Ex|
|Ey| .
The initial domain is given by Figure 10. The cost function to minimize is defined by
J =
7∑
d=1
(|S31(fd) + iS41(fd)| − 1)2 + (|S32(fd) + iS42(fd)|)2
+ (|S31(fd)− iS41(fd)|)2 + (|S32(fd)− iS42(fd)| − 1)2 ,
where fd = 6.9 + (d− 1)× 0.05 GHz. For a given frequency fd, the topological gradient
is [22]:
gfd(x, y, z) = −2pi<
(
∇× E(fd).∇× v(fd)− 2k2E(fd).v(fd)
)
, (48)
where E(fd) and v(fd) are respectively the direct and the adjoint state.
The topological gradient and the modified geometry at the first iteration are given by
Figure 11. The obtained results at the second iteration are given by Figure 12. The
optimal solution is obtained after 14 iterations (see Figure 13). The convergence history
is given by Figure 14. The reflexion coefficient and the rate of ellipticity are given by
Figure 15 and Figure 16.
Figure 9: The septum polarizer.
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Figure 10: The initial domain.
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Figure 11: The topological gradient and the modified geometry (the first iteration).
Figure 12: The topological gradient and the modified geometry (the second iteration).
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Abstract
The aim of the topological sensitivity analysis is to derive an asymptotic
expansion of a design functional with respect to a topological perturbation
of the domain. In this paper, such an expansion is obtained for the 3D Maxwell
equations when we introduce a small dielectric object in the domain and when
we insert a small metallic obstacle. Some numerical results are presented in
the context of buried object detection and shape inversion of 3D objects in free
space from time-domain scattered field data.
(Some figures in this article are in colour only in the electronic version)
1. Introduction
Topological optimization methods have become very attractive for industrial applications.
It has become possible to satisfy more challenging specifications of industrial products by
allowing modifications of the topology of the initial design.
The most relevant topological optimization methods are based on the computation of a
level set function:
• The material density in the case of the topological optimization via the homogenization
theory. An optimal domain is defined by a threshold of the material density function
[2, 3, 6].
• The built-in level set function in the level set method [1, 22].
• The topological gradient provided by the topological asymptotic expansion, which is the
concern of this paper.
In the latter case, at convergence, the positivity of the topological gradient inside the
final domain provides a necessary and sufficient optimality condition. We will present in
this paper the topological asymptotic expansion for the Maxwell equations. Then we will
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show that our topological optimization method is very promising for solving shape inverse
problems in electromagnetic applications.
In [2, 3, 6], the optimal shape is derived from the optimization of material properties.
The range of application of this approach is quite restricted. The difficulties arise when
we have to identify highly contrasted media: electromagnetic identification of metallic
objects in free space or identification of an obstacle immersed in a fluid. In both cases,
the boundary condition that appears on the surface of the obstacle is of Dirichlet type. For
these reasons, global optimization methods are used to solve more general problems [14, 23].
Unfortunately, these methods are quite slow. The more recent level set method [1, 22] gives
very promising results. Even if it belongs to the classical shape optimization methods, it
allows the modification of the topology of the domain. However, in practice it does not
allow for the nucleation of new holes and the optimal design depends largely on the initial
guess.
The topological asymptotic expansion seems to be general and efficient. To present
the basic idea, we consider  a domain of Rn (n = 2 or 3) and j () = J (u) a cost
function to be minimized, where u is the solution to a given PDE problem defined in .
For ε > 0, let ε = \x0 + εω be the subset obtained by removing a small part x0 + εω
from , where x0 ∈  and ω ⊂ Rn is a fixed domain containing the origin. We can generally
prove that the variation of the criterion is given by the asymptotic expansion:
j (ε) = j () + f (ε)g(x0) + o(f (ε)), (1)
lim
ε→0
f (ε) = 0, f (ε) > 0. (2)
This expansion is called the topological asymptotic. To minimize the criterion j , we just
have to create infinitely small holes at some points x˜ where the topological gradient (or
sensitivity) g(x˜) is negative.
The first definition of the topological gradient has been introduced by Schumacher et al
[24] under the name bubble method in the context of compliance optimization for linear
elasticity problems. In [12, 17], using an adaptation of the adjoint method [7] and a domain
truncation technique, Garreau et al presented a method to obtain the topological asymptotic
expansion. For more details about this approach, we refer the reader to [5, 13, 19–21, 25, 26].
In all these works, only the insertion of a hole is considered to modify the domain.
In this paper, using an adjoint method, we derive the topological asymptotic expansion
for the 3D Maxwell equations. Here, we consider two cases of domain perturbation: the
insertion of a dielectric object and the insertion of a metallic obstacle (a hole). The latter
result is obtained formally by considering the limit of the topological asymptotic expansion
when the permittivity goes to infinity and the permeability goes to zero. As a background
to our work, we cite the contribution of Vogelius et al [4] for the study of solutions to
the time-harmonic Maxwell equations in the presence of small inhomogeneities in the
domain. Other contributions in this context can be found in [8, 11, 15, 27, 28]. In these
publications, asymptotic formulae of solutions are given. These results are not oriented
to shape optimization. Their straightforward application leads to the resolution of a PDE
problem for each point of the domain.
In section 2, we present the adjoint method. The main contribution of this paper is to
make the topological gradient g easy to compute by using the adjoint state. The formulation of
the Maxwell problem with a small inhomogeneity, the adjoint problem and the cost function
are presented in section 3. In section 4, we compute topological asymptotic expansions
when we insert a dielectric object in the domain and when we create a spherical hole. Some
numerical results are presented in section 5, in the context of buried object detection and the
shape inversion of 3D objects in free space from time-domain scattered field data.
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2. The adjoint method
Let us consider two complex Hilbert spaces V and W . For all ε  0, let aε be a sesquilinear
and continuous form on V and ε be a semilinear and continuous form on V . We assume that
for all ε  0, the following problem:{
uε ∈ V,
aε(uε, v) = ε(v) ∀v ∈ V, (3)
has one and only one solution. Let j (ε) denote the function given by
j (ε) = J ◦ γ (uε) ∀ε  0, (4)
where J : W → R and γ : V → W is a linear operator. In this section, we provide
an asymptotic expansion of the variation j (ε) − j (0) with respect to the parameter ε. The
function J is defined in a complex Hilbert space and takes values in R. As a consequence,
this function is not differentiable. For this reason, we replace the differentiability property by
the following hypothesis.
Hypothesis 1. For all u ∈W , there exists a linear and continuous form onW denoted by Lu
such that
J (u + h) = J (u) + Re Lu(h) + o(‖h‖W) ∀h ∈W, (5)
where Re denotes the real part of a complex number and ‖ · ‖W is the norm ofW .
For all ε  0, let vε denote the solution to the problem{
vε ∈ V,
aε(w, vε) = −Lγ(u0)(γ (w)) ∀w ∈ V,
(6)
where u0 is the solution to problem (3) for ε = 0. It is supposed that problem (6) has one
and only one solution. We call v0 the adjoint state. We assume that the following hypothesis
holds.
Hypothesis 2. There exist a function f (ε) > 0, limε→0+ f (ε) = 0, and two complex numbers
δa and δ such that
‖γ (uε − u0)‖W = O(f (ε)), (7)
(aε − a0)(u0, vε) = f (ε)δa + o(f (ε)), (8)
(ε − 0)(vε) = f (ε)δ + o(f (ε)). (9)
The next theorem gives the asymptotic expansion of the variation j (ε) − j (0) with
respect to ε.
Theorem 1. Suppose that hypotheses 1 and 2 are satisfied. The variation of the cost function
j with respect to ε is given by
j (ε) − j (0) = f (ε) Re(δj) + o(f (ε)),
where δj = δa − δ.
Proof. We have that
j (ε) − j (0) = (Joγ (uε) − Joγ (u0)) + Re(aε(uε, vε) − a0(u0, vε)) − Re(ε(vε) − 0(vε))
= (Joγ (uε) − Joγ (u0)) + Re(aε(u0, vε) − a0(u0, vε))
+ Re aε(uε − u0, vε) − Re(ε(vε) − 0(vε)).
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Using the linearity of γ , (5) and (7), we obtain that
Joγ (uε) − Joγ (u0) = Re Lγ(u0)(γ (uε − u0)) + o(‖γ (uε − u0)‖W)
= Re Lγ(u0)(γ (uε − u0)) + o(f (ε)).
Hence, we obtain that
j (ε) − j (0) = Re(aε(u0, vε) − a0(u0, vε)) − Re(ε(vε) − 0(vε))
+ Re
(
aε(uε − u0, vε) + Lγ(u0)(γ (uε − u0))
)
+ o(f (ε)).
It follows from (8) and (9) that
j (ε) − j (0) = f (ε) Re(δa − δ) + Re(aε(uε − u0, vε) + Lγ(u0)(γ (uε − u0))) + o(f (ε)).
It follows from (6) that
Re
(
aε(uε − u0, vε) + Lγ(u0)(γ (uε − u0))
) = 0 ∀ε  0.
As a consequence, we obtain that
j (ε) − j (0) = f (ε) Re(δa − δ) + o(f (ε)). 
3. Problem formulation
3.1. The perturbed problem
Let  be a bounded open domain of R3, with a smooth boundary. For simplicity, we take
∂ to be C∞, but this regularity condition could be considerably weakened. We suppose that
 contains a small inhomogeneity Dε of the form Dε = εB, where B is a bounded, smooth
(C∞) domain containing 0 (the origin) and ε is the order of magnitude of the diameter of the
inhomogeneity. The magnetic field in the presence of the inhomogeneity is denoted as Hε.
It is the solution to{∇ × (αε∇ × Hε) − βεHε = 0 in ,
αε(∇ × Hε) × n = g on ∂. (10)
Here, n denotes the outward unit normal to ∂ and αε is a piecewise constant function defined
by
αε(x) =
{
α0 if x ∈ \Dε,
α1 if x ∈ Dε, (11)
where α0 and α1 are positive constants: α0 > 0, α1 > 0. If we allow the degenerate case
ε = 0, then the function α0(x) equals the constant α0. The piecewise constant function βε is
defined analogously. Problem (10) can be formulated as follows:

∇ × (α0∇ × Hε) − β0Hε = 0 in \Dε,
∇ × (α1∇ × Hε) − β1Hε = 0 in Dε,
Hε × n is continuous across ∂Dε,
α0(∇ × Hε)+ × n − α1(∇ × Hε)− × n = 0 on ∂Dε,
β0H
+
ε · n − β1H−ε · n = 0 on ∂Dε,
α0(∇ × Hε) × n = g on ∂.
(12)
Here, n denotes the outward unit normal to ∂Dε (and to ∂); superscript + and − indicate
the limiting values as we approach ∂Dε from outside Dε, and from inside Dε, respectively.
The magnetic field, H0, in the absence of the inhomogeneity, satisfies{∇ × (α0∇ × H0) − β0H0 = 0 in ,
α0(∇ × H0) × n = g on ∂. (13)
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The variational formulation associated with problem (13) is: find H0 ∈ V such that
a0(H0, v) = (v) ∀v ∈ V, (14)
where the functional space V , the sesquilinear form a0 and the semilinear form  are defined
by
V = H(curl,), (15)
a0(u, v) =
∫

α0∇ × u · ∇ × v dx −
∫

β0u · v dx, (16)
(v) =
∫
∂
g · v dσx. (17)
We recall that the functional space H(curl,) is given by H(curl,) = {u ∈ L2()3 :
∇ × u ∈ L2()3}. Here, we assume that g ∈ TH−
1
2
div (∂), where TH
− 12
div (∂) denotes the
space of tangential vector fields on ∂ that lie in H− 12 (∂) and whose surface divergences also
lie in H− 12 (∂). In (17), the integral on ∂ is to be interpreted as the duality pairing between
the appropriate spaces of distributions and test functions. We assume that the following
hypothesis holds.
Hypothesis 3. The variational problem (14) has a unique solution (for all g).
Similarly, the variational formulation of problem (10) is: find Hε ∈ V such that
aε(Hε, v) = (v) ∀v ∈ V, (18)
where the sesquilinear form aε is given by
aε(u, v) =
∫

αε∇ × u · ∇ × v dx −
∫

βεu · v dx, ∀u, v ∈ V. (19)
In [4], it is proved that hypothesis 3 leads to the unique solvability of (18). We have the
following result [4].
Proposition 1. Suppose that hypothesis 3 is satisfied. There exists ε0 > 0 such that given an
arbitrary g ∈ TH−
1
2
div (∂), and any 0 < ε < ε0, problem (18) has a unique solution Hε.
3.2. The adjoint problem and the cost function
Let us consider the function J : W → R, where the functional space W is given by
W = H(curl,O) and O is a neighbour part of ∂. We define the cost function by
j (ε) = J (Hε |O),∀ε  0. Here, the function γ defined in (4) is given by γ (u) = u|O,∀u ∈ V .
In the numerical part of this work, only measurements on the boundary of the domain are
used. For this reason, and to simplify the presentation, we considered the previous assumption
about the cost function. We recall that the function J is not differentiable. For this reason,
we assume that hypothesis 1 is satisfied.
For all ε  0, we define vε the solution to the following problem: find vε ∈ V such that
aε(w, vε) = −LH0 |O (w|O) ∀w ∈ V, (20)
where H0 is the solution to problem (14).
Hypothesis 4. We assume that for ε = 0, problem (20) has a unique solution.
As in proposition 1, this assumption leads to the unique solvability of problem (20) when ε is
small enough [4].
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4. Asymptotic expansions
4.1. The main result
By j, 1  j  3, we denote the solution to

j = 0 in R3\B and in B,
j is continuous across ∂B,
c(∇j · n)+ − (∇j · n)− = 0 on ∂B,
j (y) − yj → 0 as |y| → ∞,
(21)
where c > 0. The existence and uniqueness of j can be established (in the real, as well as
in the complex case) using single layer potentials with suitably chosen densities, see [9, 10].
We now define the polarization tensor M(c) by
Mij (c) = c−1
∫
B
∂
∂yi
j dy, 1  i, j  3. (22)
The principal result of this paper is given by the following theorem.
Theorem 2. We assume that hypotheses 1, 3 and 4 are satisfied. The asymptotic expansion of
j (ε) − j (0) with respect to ε is given by
ε3 Re
{
(α1 − α0)∇ × H0(0) · M
(
α1
α0
)
∇ × v0(0)
−β0
(
1 − β0
β1
)
H0(0) · M
(
β0
β1
)
v0(0)
}
+ o(ε3),
where H0 is the solution to (14), v0 is the adjoint state, solution to (20) for ε = 0, and M is
the polarization tensor introduced in (22).
When B is the unit ball B(0, 1), the polarization tensor M is given by [8]
Mij (c) = 3|B|1 + 2c δij ∀c > 0, 1  i, j  3. (23)
Insertion of (23) with c = α1
α0
(and c = β0
β1
) into the topological asymptotic expansion given
by theorem 2 yields to the following result.
Corollary 1. Under the assumptions of theorem 2 and when B is the unit ball, the topological
asymptotic expansion is given by
j (ε) − j (0) = 4πε3 Re
{
α0(α1 − α0)
α0 + 2α1
∇ × H0(0) · ∇ × v0(0)
+
β0(β0 − β1)
β1 + 2β0
H0(0) · v0(0)
}
+ o(ε3).
Setting α1 → 0 and β1 → 0 in the formula presented in corollary 1, we retrieve formally
the topological asymptotic expansion with respect to the insertion of a spherical hole Dε = εB
with the boundary condition (∇ × Hε) × n = 0 on ∂Dε [16].
Corollary 2. The topological asymptotic expansion with respect to the insertion of a spherical
hole Dε = εB with the boundary condition (∇ × Hε) × n = 0 on ∂Dε is given by
j (ε) − j (0) = 2πε3 Re{−2α0∇ × H0(0) · ∇ × v0(0) + β0H0(0) · v0(0)} + o(ε3).
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4.2. Preliminary lemmas
Let us introduce the vector field h∗ solution to

h∗ = 0 in R3\B and in B,
∇ · h∗ = 0 in R3\B and in B,
α0(∇ × h∗)+ × n − α1(∇ × h∗)− × n = (α1 − α0)(∇ × v0)(0) × n,
β0(h
∗ · n)+ = β1(h∗ · n)− on ∂B and h∗ × n is continuous across ∂B,
h∗(y) = O(|y|−1) uniformly as |y| → ∞,
(24)
and the scalar function solution to

q∗ = 0 in R3\B and in B,
q∗ is continuous across ∂B,
β0(∇q∗ · n)+ − β1(∇q∗ · n)− = (β1 − β0)v0(0) · n on ∂B,
lim|y|→∞ q∗(y) = 0,
(25)
where n denotes the outward unit normal to ∂B.
Lemma 1. We have the following estimates:
‖(Hε − H0)|O‖ = O(ε3), (26)∥∥∥∇x × (vε(x) − v0(x) − εh∗ (x
ε
))∥∥∥
L2()
= O(ε5/2), (27)
∥∥∥vε(x) − v0(x) − ∇yq∗ (x
ε
)∥∥∥
L2()
= O(ε5/2). (28)
Proof. We refer the reader to [4]. 
Lemma 2. We have that
|B|v0(0) +
∫
B
∇yq∗(y) dy = β0
β1
M
(
β0
β1
)
v0(0), (29)
and
|B|∇ × v0(0) +
∫
B
∇y × h∗(y) dy = M
(
α1
α0
)
∇ × v0(0), (30)
where M is the polarization tensor given by (22).
Proof. We refer the reader to [4]. 
Lemma 3. We have that∫
Dε
∇ × H0 · ∇ × wε dx = ε3∇ × H0(0) ·
∫
B
∇ × h∗(y) dy + O(ε4),
where wε = vε − v0.
Proof. We have that∫
Dε
∇ × H0 · ∇ × wε dx =
∫
Dε
∇ × H0 ·
(
∇x ×
(
wε − εh∗
(x
ε
)))
dx
+ ε
∫
Dε
(∇ × H0(x) − ∇ × H0(0)) · ∇x × h∗
(x
ε
)
dx
+ ε
∫
Dε
∇ × H0(0) · ∇x × h∗
(x
ε
)
dx.
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• Using the Cauchy–Schwartz inequality, we obtain that∣∣∣∣
∫
Dε
∇ × H0 ·
(
∇x ×
(
wε − εh∗
(x
ε
)))
dx
∣∣∣∣
 ε3/2|B|1/2‖∇ × H0‖L∞()
∥∥∥∇x × (wε − εh∗ (x
ε
))∥∥∥
L2()
.
From (27) it follows that∣∣∣∣
∫
Dε
∇ × H0 ·
(
∇x ×
(
wε − εh∗
(x
ε
)))
dx
∣∣∣∣ = O(ε4). (31)
• By a change of variable, we obtain that∫
Dε
(∇ × H0(x) − ∇ × H0(0)) · ∇x × h∗
(x
ε
)
dx
= ε2
∫
B
(∇ × H0(εy) − ∇ × H0(0)) · ∇ × h∗(y) dy.
Using the Taylor expansion, we obtain that∣∣∣∣
∫
B
(∇ × H0(εy) − ∇ × H0(0)) · ∇ × h∗(y) dy
∣∣∣∣ = O(ε).
Then, it follows that∣∣∣∣
∫
Dε
(∇ × H0(x) − ∇ × H0(0)) · ∇x × h∗
(x
ε
)
dx
∣∣∣∣ = O(ε3). (32)
• Using a change of variable, we obtain that∫
Dε
∇ × H0(0) · ∇x × h∗
(x
ε
)
dx = ε2∇ × H0(0) ·
∫
B
∇ × h∗(y) dy. (33)
By a combination of (31)–(33), we obtain the desired result. 
Lemma 4. We have that∫
Dε
H0 · wε dx = ε3H0(0) ·
∫
B
∇q∗(y) dy + O(ε4),
where wε = vε − v0.
Proof. We have∫
Dε
H0 · wε dx =
∫
Dε
H0 ·
(
wε − ∇yq∗
(x
ε
))
dx +
∫
Dε
H0(0) · ∇yq∗
(x
ε
)
dx
+
∫
Dε
(H0(x) − H0(0)) · ∇yq∗
(x
ε
)
dx.
• Using the Cauchy–Schwartz inequality, we obtain∣∣∣∣
∫
Dε
H0 ·
(
wε − ∇yq∗
(x
ε
))
dx
∣∣∣∣  |B|1/2ε3/2‖H0‖L∞() ∥∥∥wε − ∇yq∗ (xε
)∥∥∥
L2()
.
From (28) it follows that∣∣∣∣
∫
Dε
H0 ·
(
wε − ∇yq∗
(x
ε
))
dx
∣∣∣∣ = O(ε4). (34)
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• Using a change of variable and the Taylor expansion, it is easy to see that∣∣∣∣
∫
Dε
(H0(x) − H0(0)) · ∇yq∗
(x
ε
)
dx
∣∣∣∣ = O(ε4). (35)
• By a change of variable, we obtain∫
Dε
H0(0) · ∇yq∗
(x
ε
)
dx = ε3H0(0) ·
∫
B
∇q∗(y) dy. (36)
By a combination of (34)–(36), we obtain the desired result. 
Lemma 5. We have∫
Dε
∇ × H0 · ∇ × v0 dx = ε3|B|∇ × H0(0) · ∇ × v0(0) + O(ε4), (37)
∫
Dε
H0 · v0 dx = ε3|B|H0(0) · v0(0) + O(ε4). (38)
Proof. We have∫
Dε
∇ × H0 · ∇ × v0 dx =
∫
Dε
((∇ × H0 · ∇ × v0)(x) − (∇ × H0 · ∇ × v0)(0)) dx
+ ε3|B|∇ × H0(0) · ∇ × v0(0).
Using a change of variable, we obtain that∫
Dε
∇ × H0 · ∇ × v0 dx = ε3
∫
B
((∇ × H0 · ∇ × v0)(εy) − (∇ × H0 · ∇ × v0)(0)) dy
+ ε3|B|∇ × H0(0) · ∇ × v0(0).
Using the Taylor expansion, it is easy to see that∣∣∣∣
∫
B
((∇ × H0 · ∇ × v0)(εy) − (∇ × H0 · ∇ × v0)(0)) dy
∣∣∣∣ = O(ε).
Then, the asymptotic expansion given by (37) is proved. In a similar manner, we can prove
the asymptotic expansion given by (38). 
4.3. Proof of main result
The main result of this paper is given by theorem 2. To obtain the asymptotic expansion of
the variation j (ε) − j (0) with respect to ε by the use of theorem 1, we must check that
hypothesis 2 is satisfied and calculate f (ε), δa and δ. The following proposition gives an
asymptotic expansion of the variation (aε − a0)(H0, vε) with respect to ε.
Proposition 2. The variation (aε − a0)(H0, vε) has the following asymptotic expansion:
ε3
{
(α1 − α0)∇ × H0(0) · M
(
α1
α0
)
∇ × v0(0)
−β0
(
1 − β0
β1
)
H0(0) · M
(
β0
β1
)
v0(0)
}
+ O(ε4).
Proof. Using (16) and (19), we obtain that
(aε − a0)(H0, vε) =
∫

(αε − α0)∇ × H0 · ∇ × vε dx +
∫

(β0 − βε)H0 · vε dx. (39)
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From the definition of the function αε (and the function βε), it follows that
(aε − a0)(H0, vε) = (α1 − α0)
∫
Dε
∇ × H0 · ∇ × vε dx + (β0 − β1)
∫
Dε
H0 · vε dx. (40)
Denoting wε = vε − v0, we obtain that
(aε − a0)(H0, vε) = (α1 − α0)
(∫
Dε
∇ × H0 · ∇ × wε dx +
∫
Dε
∇ × H0 · ∇ × v0 dx
)
+ (β0 − β1)
∫
Dε
H0 · v0 dx + (β0 − β1)
∫
Dε
H0 · wε dx. (41)
A combination of the identity (41) with the estimates presented in lemmas 3–5 gives
(aε − a0)(H0, vε) = ε3(α1 − α0)∇ × H0(0) ·
(∫
B
∇ × h∗(y) dy + |B|∇ × v0(0)
)
+ ε3(β0 − β1)H0(0) ·
(
|B|v0(0) +
∫
B
∇q∗(y) dy
)
+ O(ε4).
A combination of the last identity with (29) and (30) yields the desired result. 
We recall that the semilinear form  defined in (17) is independent of the parameter ε.
As a consequence, the scalar δ is given by
δ = 0. (42)
A combination of (26), proposition 2 and (42) shows that hypothesis 2 is satisfied with
f (ε) = ε3 and
δa =
{
(α1 − α0)∇ × H0(0) · M
(
α1
α0
)
∇ × v0(0) − β0
(
1 − β0
β1
)
H0(0) · M
(
β0
β1
)
v0(0)
}
.
Applying theorem 1, we obtain exactly the statement of theorem 2.
5. Numerical results: application to inverse scattering problems
In this section, we present some numerical results obtained by the use of the topological
asymptotic approach in electromagnetic contexts. The treated examples belong to the class
of shape inversion problems. We distinguish two categories of examples:
• A first category of examples allowing us to validate our approach to detecting metallic
objects buried in soil.
• A second category of problems allowing us to test our approach to detecting objects in
free space using given scattered field data.
Each example is very general and it is not a precise application to a posed real problem.
Here, our principal goal is to show the possibilities offered by the topological asymptotic
approach to treating electromagnetic problems in various contexts.
All the results presented in this section were obtained by only one iteration. We will
show that the topological gradient computed in the first iteration gives us a good idea about
the unknown objects.
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5.1. Buried objects detection
We will particularly focus on the following problem: we look to determine the number and
the positions of metallic objects buried in a soil using scattered field measurements. To
obtain these measurements, a mono-static antenna was placed about 30 cm above the soil.
This antenna enables us to get a measurement of the scattered field for a set of frequencies
fixed between 500 MHz and 2.5 GHz. Then, the antenna is horizontally translated by some
centimetres and a new measurement is made and so on. This is a rough model of the problems
described in [18]. The only difference here is that the antenna used is not directional,
it will be assimilated into a point source, sending out a spherical wave. Starting from
these measurements, and hypotheses on the soil nature, the objective is to reconstruct very
rapidly the shapes of metallic objects existing in the soil. To simplify the computations as
well as the post-treatment of the results, the adopted model is a 2D model with a transverse
magnetic polarization. We use the topological asymptotic expansion for the Helmholtz
equation with Dirichlet condition on the boundary of the hole [21]. The 2D Helmholtz equation
is solved by the finite difference time-domain method (FDTD), the frequency-domain solution
being obtained with a Fourier transform.
5.1.1. The inverse scattering problem. Let X = {xi}i=1,...,nx be the set of successive
locations of the source (and sensors, since the antenna is supposed to be mono-static) and
F = {fi}i=1,...,nf the set of measurement frequencies. Let εs be the soil permittivity and σs
its conductivity. The area occupied by the buried objects is denoted by . For each couple
(xi, fj ) ∈ X × F , we consider the field Exi,fj , the solution to

Exi,fj + k
2
jE

xi ,fj
= sxi in R2\,
Exi,fj = 0 on ∂,
limr→∞
√
r
(
∂rE

xi ,fj
− ikExi,fj
) = 0,
(43)
where sxi represents a source point located at xi , and where
k2j (x) = ε(x)µω2j + iωjµσ(x),
wj = 2πfj ,
(ε(x), σ (x)) =
{
(ε0, 0) if x  0,
(εs, σs) if x < 0.
We associate with  a set of measurements M() defined by M() = {mxi,fj () :=〈
dxi , E

xi ,fj
〉}
, where dxi is the measurement function (in our numerical tests, mxi,fj () is the
value of the scattered field at the source point xi).
We call reference measurements ˜M = {m˜xi ,fj } the values which are obtained with the
real objects in the soil. Ideally, these would have been real measurements, but in the following
numerical results, we only consider synthetic data obtained via FDTD.
The cost function that evaluates the adequacy between the measurements obtained for a
distribution of metallic objects  and the reference data is
j () =
∑
i,j
∣∣mxi,fj () − m˜xi ,fj ∣∣2.
In this case, the topological asymptotic expansion is given by [21]
j (\Dε) − j () =
∑
i,j
− 2π
log ε
Re
(
Exi,fj (x) · vxi ,fj (x)
)
+ o
(
1
log ε
)
, (44)
where Dε = B(x, ε) and vxi ,fj is the adjoint state.
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Figure 1. Repartition of metallic objects in the soil and the corresponding topological sensitivity
computed on empty flat soil. (a) Metallic objects (dry soil (depth 0.6 m), flat surface
(εs = 2.3, σs = 0); 35 measurement points located at 20 cm above the soil; 20 frequencies
in the range 400 MHz to 2 GHz) and (b) topological sensitivity.
Once we have a solver able to evaluate the direct and the adjoint states, the numerical
applications become very simple. Since the problem was formulated in the frequency domain,
but we have many frequencies, we choose to use an FDTD code. The frequency-domain
solution is obtained using a Fourier transform. This allows, for instance, to obtain the
solutions of problem (43) for 20 frequencies using 200 × 200 grid size, in a few seconds.
5.1.2. Flat and homogeneous dry sandy soil. Figure 1(a) shows a test case example. The
reference measurements are obtained by FDTD and the data are not noisy. The soil corresponds
to a very dry sand. Five metallic objects are present in this soil. The different positions of
the antenna are illustrated in figure 1(a) by small circles. We have employed here 20 different
frequencies in the range 400 MHz to 2 GHz. In the soil where εs = 2.3, these frequencies
correspond to wavelengths fixed between 6.5 and 32 cm. The computing domain of 2 m over
1 m is discretized using a 201 × 101 grid with step size h = 1 cm and the PML are applied in
its borders.
Once the reference measurements are obtained, the topological gradient given by (44) is
computed using a grid identical to that of figure 1(a), but in the absence of metallic objects.
Figure 1(b) illustrates this result. One can see that the top of the five objects is clearly
identified by the negative region of the topological gradient obtained by only one iteration.
This topological sensitivity can be computed very quickly since it is evaluated on a flat soil
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Figure 2. Topological sensitivity with noisy data. (a) Reference distribution of objects (dry soil
with rough surface (εs ranging from 1.6 to 4.15, σs = 0); 29 measurement points, 20 frequencies
in the range 0.26 MHz–1.86 GHz) and (b) topological sensitivity on a flat empty homogeneous
soil (εs = 2.3).
without mines, which is invariant by translation: all direct states and adjoint states are just
horizontal translations of a ‘canonical’ solution. The computational cost is only 10 s on a
300 MHz personal computer. We could consider the following process, that is to say placing
the metal in the zones where the topological gradient is negative enough and calculate a new
topological gradient in the presence of these metal points. However, we should not expect
to get the complete shape of the buried objects. Only their outside face illuminated by the
incident wave is expected to be found.
5.1.3. Non-flat inhomogeneous soil. It is important to make sure that the results remain
satisfactory when the data are disturbed. The soil properties in particular (permittivity,
conductivity, presence of pebbles, irregular surface) are very variable quantities. We check the
stability of the topological sensitivity when the real soil does not correspond to the fictitious
(and flat) soil upon which we calculate the topological sensitivity. This situation is illustrated
in figure 2(a). The reference measurements have been achieved on a hilly soil with a relative
permittivity εs ranging from 1.6 to 4.15. The topological gradient is calculated on a flat soil
with a constant permittivity εs = 2.3. However, as shown in figure 2(b), we find the five
objects with images slightly modified compared to the previous result.
5.1.4. Soil with high permittivity. In this example, we study the case of a soil having a high
permittivity. Hence, the waves quickly vanish in the soil and its surface is highly reflective:
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Figure 3. Topological sensitivity in two steps. (a) Reference distribution (41 measurement points;
30 frequencies in the range 0.33 GHz–1 GHz; wet soil (εs = 13, σs = 0.05)), (b) topological
asymptotic computed on an empty initial guess (no soil at all), with respect to small balls of
undergrass, (c) detected soil surface and (d) topological sensitivity taking into account the detected
soil surface.
its roughness has a great influence on the measurements and computing a topological
sensitivity without taking into account its roughness would give an irrelevant result. So
we proceed in two steps:
• Reconstruction of the soil profile.
• Calculation of the topological sensitivity taking into account the irregular profile of the
soil.
The reconstruction of the soil profile follows exactly the previously exposed principle
used for the detection of metallic objects. The only difference here is that the topological
sensitivity is computed in free space (without soil and without mines) with respect to
small balls of undergrass instead of small balls of metal. Figure 3(a) shows a test case
example of the soil detection with a high permittivity εs = 13, as well as a relatively
important conductivity σs = 0.05. On the reference model, measurements have been done for
30 frequencies fixed between 0.33 GHz and 1 GHz.
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If the soil is detected with enough precision, as is the case in figure 3(c), we can move to
the second step, which is the most costly in time. In fact, the expression for the topological
sensitivity remains the same as in the previous examples, but we can no longer obtain the
direct states and the adjoint states through the translation of a canonical solution, since the
soil is irregular. It is necessary then to make the direct and the adjoint state resolution for each
measurement point. The FDTD code spends most of the time on the calculation of the Fourier
transform of the temporal signal to get the frequency solution at each point of the domain. In
this example, using a Pentium-II with 350 MHz, this calculation lasted 10 min. Figure 3(d)
shows the computed topological sensitivity taking into account the detected soil surface. The
result is satisfactory, nevertheless, we distinguish a certain number of parasitic marks.
5.2. Shape inversion of 3D objects in free space
The next numerical tests follow a different approach. We now consider time-domain
measurements in the context of 3D Maxwell equations. The topological sensitivities for
3D Maxwell equations and 2D transverse magnetic are very different. The main difference
is the behaviour of the function f (ε), since ε3 goes much faster to zero with ε than 1/ log ε,
we will not have to face the difficulties arising from a large variation of the solution when
a relatively small (i.e. 1/20th of wavelength) metallic sphere is inserted. Using a time-
domain solver, it is possible to keep the computational cost very low with respect to the size
of the problems. The same FDTD code is used to compute the direct solution and the adjoint
solution (which is computed backward, from the last time step to the first time step), and the
topological sensitivity is just the integration with respect to time t of their product. Indeed,
the expression for the topological sensitivity that was used in these experiments is simply
G(x) = Re
∫ T
0
E(x, t) · v(x, t) dt,
where E(x, t) (resp. v(x, t)) is the electric field solution of the direct (resp. adjoint) problem.
The following examples have been done in free space. The employed source is also
different, we are concerned now with plane waves. Those have the advantage of uniformly
illuminating the objects, hence a topological sensitivity with more resemblance to the objects
looked for.
5.2.1. Detection of metallic edges of a cube. The first example is a cube of metallic edges
with side length 10 cm, placed in free space. The object is illuminated by six plane waves
whose time-domain signal is a Gaussian distribution (the central frequency is equal to zero
and the width of the Gaussian distribution is less than 10 time steps). The measurements
are the values, for each time step, of the tangential electric field along a ‘virtual surface’
enclosing the cube. This ‘virtual surface’ is a cube with side length 40 cm. The mesh size here
is 140 × 140 × 140 and the step size of the mesh is equal to 5 mm. Figure 4 represents the
initial object and an iso-value surface of the corresponding topological sensitivity computed
in the virtual surface without the object (free space).
5.2.2. Detection of a more complex object. We can wonder now if the previous result is
not biased by the particular incidences of the plane waves which lighten the six faces of the
cube successively. The following example (figure 5) where the unknown object has a more
complex shape (Mickey head) shows that there is nothing to that supposition since the object
this time has no particular structure with regard to the directions of the incident waves.
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Figure 4. Metallic edges of a cube and an iso-value surface of the corresponding topological
sensitivity (computed in free space as an initial guess).
Figure 5. Topological sensitivity for a slightly more complex object.
5.2.3. Topological sensitivity with respect to the insertion of an infinitely small wire. Another
major difference with the 2D transverse magnetic polarization case is that the topological
sensitivity expression for the 3D Maxwell equations depends on the shape of the holes. So
one can try to see if the result is improved if the metallic obstacles are no longer spherical but
‘oriented’: the expression for an infinitely small wire of direction d is
Re
∫ T
0
(E(t) · d)(v(t) · d) dt,
where E (resp. v) is the electric field solution of the direct (resp. adjoint) problem. We can
write that
Re
∫ T
0
(E(t) · d)(v(t) · d) dt =
(
Re
∫ T
0
A(t) dt
)
d · d,
where
A(t) = E(t) ⊗ v(t) + v(t) ⊗ v(t)
2
.
Then at each point of the domain, the optimal orientation of the wire is given by
min
d∈R3,‖d‖=1
(
Re
∫ T
0
A(t) dt
)
d · d.
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Figure 6. An isosurface of the topological sensitivity for optimally oriented infinitely small wires.
Hence, we have two interesting pieces of information:
• The variation of the cost function, for an optimally oriented wire, is given by the smallest
eigenvalue of
Re
∫ T
0
A(t) dt.
• The corresponding eigenvector gives the optimal orientation of the wire.
Applying this new topological sensitivity to the wired cube of figure 4, we show a significant
improvement of the result. Figure 6 shows an isosurface of the obtained topological sensitivity.
6. Conclusion
In the theoretical part of this work, we have presented a new adjoint method leading to the
topological asymptotic expansion for a linear PDE problem with respect to the insertion of
a small inhomogeneity in the domain. In particular, we have considered the case of the 3D
Maxwell equations. We have also obtained the topological asymptotic expansion with respect
to a perturbation created by a spherical metallic obstacle (hole). This latter result was gotten
formally by considering the limit when α1 → 0 and β1 → 0.
We have applied the topological asymptotic approach to solve some inverse scattering
problems. We have presented two categories of examples:
• The detection of metallic objects buried in soil. Different cases were considered: flat and
homogeneous dry sandy soil, non-flat inhomogeneous soil and soil with high permittivity
and conductivity.
• Detection of 3D metallic objects placed in free space from time-domain scattered field
data.
The obtained results are satisfactory and show the abilities of the topological asymptotic
approach to solve inverse scattering problems. One of its main advantages is its speed: it
is not necessary to do many iterations, a satisfactory result is generally obtained in the first
iteration.
It would be interesting to apply this approach to less academic problems than those
presented in this paper. In particular, the detection of objects buried in soil has to be applied
in the three-dimensional case and the modellization of the source antenna is to be improved.
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Abstract
The aim of the topological sensitivity analysis is to obtain an asymptotic expansion of a design functional with respect to the
insertion of a small hole in the domain. The question that we address here is what happens if the hole is located at the boundary
of the domain and what happens if the boundary is not regular. The adjoint method and the domain truncation technique are
proposed to solve this problem. As a model example, we consider the Laplace equation in a domain with a corner. To cite this
article: B. Samet, C. R. Acad. Sci. Paris, Ser. I 336 (2003).
 2003 Académie des sciences. Published by Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
L’asymptotique topologique par rapport à une perturbation singulière du bord. Le but de la sensibilité topologique est
d’obtenir une expression asymptotique d’une fonctionnelle de forme par rapport à l’insertion d’un petit trou dans le domaine.
Dans cette Note, nous considérons le cas d’un petit trou situé sur un coin du domaine. La méthode de l’état adjoint et la technique
de troncature de domaine sont proposées pour résoudre ce probléme. Nous considérons comme exemple modèle, l’équation de
Laplace posée dans un domaine avec un coin. Pour citer cet article : B. Samet, C. R. Acad. Sci. Paris, Ser. I 336 (2003).
 2003 Académie des sciences. Published by Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Version française abrégée
La méthode de la sensibilité topologique est basée sur l’idée suivante. Soit une fonction coûtJ (Ω)= J (Ω,uΩ),
où Ω est un ouvert de Rd , d  2, et uΩ est la solution d’un problème aux dérivées partielles posé dans le
domaine Ω . Si nous créons un trou B(x, ε) dans le domaine Ω , nous pouvons montrer (dans la plupart des cas)
que la variation de la fonction coût admet l’expression asymptotique suivante :
J (Ω\B(x, ε))−J (Ω)= f (ε)G(x)+ o(f (ε)). (1)
La fonction f (ε) est strictement positive et tend vers zéro avec ε. L’expression (1) est appelée « asymptotique
topologique ». La fonction G définie dans (1) est appelée « gradient topologique ». Pour minimiser notre critère,
E-mail address: samet@mip.ups-tlse.fr (B. Samet).
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nous devons créer des trous où le gradient est négatif. L’asymptotique topologique a été obtenue pour des problèmes
divers [1–10]. Tous ces problèmes ont en commun le fait que le trou est assez loin du bord du domaine. Dans cette
Note, nous considérons le problème suivant. Soit Ω un ouvert borné du plan. Une partie Γ0 du bord est définie par
deux segments formant un angle λπ , 0 < λ< 2 (voir Fig. 1). Nous notons uΩ la solution du problème de Laplace
posé dans le domaine Ω , vérifiant u= 0 sur Γ0 et une condition aux limites sur Γ1 = ∂Ω\Γ0. Pour ε > 0 (assez
petit), nous considérons le domaine perturbé Ωε =Ω\Sε , où Sε est le secteur (voir Fig. 1) défini par Sε = {(r, θ) ;
0 r < ε, 0 θ  λπ}. Notre but est de donner une expression asymptotique de la variation J (uΩε)− J (uΩ), où
uΩε est la solution du problème de Laplace dans le domaine perturbé avec une condition de Dirichlet imposée sur
l’arc de cercle joignant les deux segments du secteur Sε (problème (8)).
Dans cette Note, nous utilisons la méthode de l’état adjoint et une technique de troncature de domaine [4]
pour déterminer une formule générale de l’asymptotique topologique (Theorem 2.5). Ensuite, nous étudions le cas
particulier où λ−1 ∈N∗ (Corollary 2.6).
1. Introduction
Classical shape optimization methods are based on the perturbation of the boundary of the initial shape. The
initial and the final shape have the same topology. The aim of topological optimization is to find an optimal shape
without any a priori assumption about the topology of the structure. Unlike the case of classical shape optimization,
the topology of the structure may change during the optimization process, as, for example, through the inclusion of
holes. Recently, the notion of topological sensitivity brings a new approach for topological optimization. It provides
an asymptotic expansion of a shape function with respect to the creation of a small hole in the domain. To present
the basic idea, we consider Ω a domain of Rd , d  2, and J (Ω)= J (uΩ) a cost function to be minimized, where
uΩ is solution to a given PDE problem defined in Ω . For ε > 0, let Ω\B(x, ε) be the perturbed domain. Then, an
asymptotic expansion of the function J can be obtained in the following form:
J (Ω\B(x, ε))−J (Ω)= f (ε)G(x)+ o(f (ε)). (2)
Here, f (ε) is an explicit positive function going to zero with ε. Hence, to minimize the criterion J we just have
to create infinitely small holes at some points x˜ where the function G (called the topological gradient) is negative.
The expression (2) is called “topological asymptotic”. The topological asymptotic has been obtained for various
problems [1–10]. In all these publications, the hole is located far enough from the boundary of the domain. In this
work, we consider an initial domain Ω ⊂R2 with a corner. The perturbed domain is defined by Ωε =Ω\Sε , where
Sε is given by Sε = {(r, θ); 0  r < ε, 0  θ  λπ}, 0 < λ < 2 (see Fig. 1). Our aim is to obtain the topological
Fig. 1. The initial domain and the same domain after perturbation.
Fig. 1. Le domaine initial et le domain perturbé.
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asymptotic for the Laplace equation in the corner domain Ω . We use the adjoint method and a domain truncation
technique [4] to obtain a general formula of the topological asymptotic (0 < λ < 2). In the case of λ−1 ∈ N∗, we
obtain a simplified formula.
2. The Laplace problem in a domain with a corner
2.1. The adjoint method
In this subsection, we recall the adjoint method introduced in [1]. Let V be a Hilbert space. For all ε  0, let aε
be a bilinear and continuous form on V and  be a linear and continuous form on V . We assume that for all ε  0,
the bilinear form aε is coercive. Using the Lax–Milgram theorem, the following problem: find uε ∈ V such that
aε(uε, v)= (v) ∀v ∈ V (3)
has one and only one solution. We consider a cost function: j (ε) = J (uε), where J ∈ C1(V,R). Let v0 ∈ V the
solution to the adjoint problem:
a0(v, v0)=−DJ(u0) · v ∀v ∈ V . (4)
We call v0 the adjoint state. We assume that∥∥aε − a0 − f (ε)δa∥∥L2(V) = o
(
f (ε)
)
, (5)
where f (ε) > 0, limε→0+ f (ε)= 0 and δa is a bilinear and continuous form on V . We have the following theorem.
Theorem 2.1. We have that
j (ε)− j (0)= f (ε)δa(u0, v0)+ o
(
f (ε)
)
.
2.2. Problem formulation
Let Ω be a bounded domain of R2. The boundary of Ω , denoted by ∂Ω , is assumed to be smooth except at
a point O, in the vicinity of which ∂Ω is defined by two straight line segments Σ1, Σ2 forming an angle λπ ,
0 < λ< 2 (see Fig. 1). The boundary ∂Ω is split into parts Γ0, Γ1 such that Γ0 =Σ1 ∪Σ2 and Γ1 = ∂Ω\Γ0. We
consider the Laplace problem: find uΩ ∈ V(Ω) such that

−uΩ = 0 in Ω,
uΩ = 0 on Γ0,
∂uΩ
∂n
= h on Γ1,
(6)
where h ∈H 1/200 (Γ1)′ and the functional space V(Ω) is defined by: V(Ω)= {v ∈H 1(Ω); v|Γ0 = 0}. It is clear that
problem (6) has one and only one solution. We consider now a cost function J (Ω) = J (uΩ). We assume (for
simplicity) that the function J is defined in a neighbor part of Γ1. The adjoint problem is: find vΩ ∈ V(Ω) such
that:
a(v, vΩ)=−DJ(uΩ) · v ∀v ∈ V(Ω), (7)
where a(u, v)= ∫Ω ∇u · ∇v dx ∀u,v ∈ V(Ω). Let uΩε be the solution to the perturbed problem

−uΩε = 0 in Ωε,
uΩε = 0 on ΓSε ∪ Γ ε0 ,
∂uΩε
∂n
= h on Γ1,
(8)
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Fig. 2. The truncated domain.
Fig. 2. Le domaine tronqué.
where Γ ε0 = {(r, θ); r > ε, θ ∈ {0, λπ}} ∩ Γ0 and ΓSε = {(r, θ); r = ε, 0 θ  λπ}.
The function uΩε is defined on the variable set Ωε , thus it belongs to a functional space which depends on ε.
Hence, if we want to derive the asymptotic expansion of a function of the form j (ε) = J (uΩε), we cannot
apply directly the tools of Subsection 2.1, which require a fixed functional space. However, a functional space
independent of ε can be constructed by using a domain truncation technique.
2.3. The domain truncation
Let R > ε be such that the sector SR is included in Ω . Here, SR is defined by: SR = {(r, θ); 0  r < R,
0 θ  λπ}. We introduce the following notations: the truncated domain Ω\SR is denoted by ΩR , Dε = SR\Sε ,
Γ Rε = {(r, θ); ε  r  R, θ ∈ {0, λπ}}, Γ R = {(r, θ); r  R, θ ∈ {0, λπ}} ∩ Γ0 and ΓR = {(r, θ); r = R,
0 θ  λπ} (see Fig. 2). For ϕ ∈H 1/200 (ΓR) and ε > 0, we consider uϕε the solution to the problem

−uϕε = 0 in Dε,
u
ϕ
ε = 0 on ΓSε ∪ Γ Rε ,
u
ϕ
ε = ϕ on ΓR.
(9)
For ε = 0, uϕ0 is the solution to the problem

−uϕ0 = 0 in D0,
u
ϕ
0 = 0 on ∂D0\ΓR,
u
ϕ
0 = ϕ on ΓR,
(10)
where D0 = SR . For ε  0, let Tε be the Dirichlet-to-Neumann operator defined by: Tεϕ =∇uϕε · n|ΓR , where n|ΓR
is the outward normal to the boundary ΓR . The truncated problem is: find uε ∈ V(ΩR) such that

−uε = 0 in ΩR,
uε = 0 on Γ R,
∂uε
∂n
= h on Γ1,
∂uε
∂n
+ Tεuε |ΓR = 0 on ΓR,
(11)
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where the functional space V(ΩR) is defined by
V(ΩR)=
{
v ∈H 1(ΩR); v|Γ R = 0
}
. (12)
The variational formulation associated to problem (11) is the following: find uε ∈ V(ΩR) such that
aε(uε, v)= (v) ∀v ∈ V(ΩR), (13)
where the bilinear form aε and the linear form  are defined by: aε(u, v) =
∫
ΩR
∇u · ∇v dx + ∫ΓR Tεu · v dγ and
(v)= ∫
Γ1
h · v dγ (x). The following result is standard in PDE theory.
Proposition 2.2. Problem (11) has one and only one solution which is the restriction to ΩR of the solution to (8).
We have now at our disposal the fixed Hilbert space V(ΩR) required by the adjoint method. The variation of the
bilinear form aε − a0 can be written:
(aε − a0)(u, v)=
∫
ΓR
(Tε − T0)u · v dγ (x). (14)
Hence, our problem reduces to the computation of (Tε − T0)ϕ for ϕ = u|ΓR .
2.4. The asymptotic expansion
We have the following result.
Proposition 2.3. The operator Tε is given by the explicit expression:
Tεϕ =
∑
n∈N∗
(
n
λ
)
εn/λR(−n/λ)−1 + ε−n/λR(n/λ)−1
ε−n/λRn/λ − εn/λR−n/λ ϕn sin
(
n
θ
λ
)
, ∀ϕ ∈H 1/200 (ΓR),
where ϕn =
∫ λπ
0 ϕ(R, θ) sin(nθ/λ)dθ .
We introduce the operator δT defined by: δT ϕ = 2/(λR(2/λ)+1)ϕ1 sin(θ/λ). Using Proposition 2.3, we obtain
the following result.
Proposition 2.4. We have that∥∥Tε − T0 − ε2/λδT ∥∥L(H 1/200 (ΓR),H 1/200 (ΓR)′) = o
(
ε2/λ
)
.
It follows from Proposition 2.4, (14) and Theorem 2.1 that the following theorem holds.
Theorem 2.5. The function j has the following asymptotic expansion:
j (ε)− j (0)= ε2/λδa(uΩ,vΩ)+ o
(
ε2/λ
)
,
where uΩ is the solution to (6), vΩ is the solution to (7) and δa is defined by:
δa(u, v)= π u1
R1/λ
v1
R1/λ
, ∀u,v ∈ V(ΩR). (15)
Here, X1 = 2(λπ)−1
∫ λπ
0 X(R, θ) sin(
θ
λ
)dθ , X = u or v.
As j is usually independent of R and δa(uΩ,vΩ) is independent of ε, it follows from the uniqueness of an
asymptotic expansion that δa(uΩ,vΩ) is also independent of R. Using (15) leads to the following result.
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Corollary 2.6. If λ−1 ∈N∗, then
j (ε)− j (0)= π
[(
1
λ
)
!
]−2
ε2/λ
∂1/λuΩ
∂x1/λ
(O)
∂1/λvΩ
∂x1/λ
(O)+ o(ε2/λ). (16)
Remark. In our situation, we computed the expansion of the topological asymptotic by the use of the adjoint
method and the domain truncation technique. However, other interesting cases seem worthy of study. For example,
what happen if the initial angle is rounded? or if one cut it by a straight line? These questions are open.
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Abstract. The topological sensitivity analysis consists to study the variation of a shape functional with respect to emerging
of small holes in the interior of the domain occupied by the body. In this paper, we consider the case of a hole located at the
boundary of the domain. The topological asymptotic expansion is derived for the Laplace equation in three cases: Dirichlet
condition, Neumann condition and Robin condition on the boundary of the hole.
Keywords: topological derivative, Laplace equation, singularity
1. Introduction
The topological sensitivity analysis method has been recognized as a promising tool to solve topol-
ogy optimization problems. It consists to provide an asymptotic expansion of a shape functional with
respect to the size of a small inclusion inserted inside the domain. This method was introduced by Schu-
macher [8] in the context of compliance minimization. Then, Sokolowski and Zochowski [9] generalized
it to more general shape functionals by involving an adjoint state. To present the basic idea, let us con-
sider a variable domain Ω of R2 and a cost functional j(Ω) = J(uΩ) to be minimized, where uΩ is the
solution to a given PDE defined over Ω. For a small parameter ε  0, let Ω\B(x0, ε) be the perturbed
domain obtained by the creation of a circular hole of radius ε around the point x0 ∈ Ω. The topological
sensitivity analysis provides an asymptotic expansion of j(Ω\B(x0, ε)) when ε tends to zero in the form:
j
(
Ω\B(x0, ε)
) − j(Ω) = f (ε)g(x0) + o(f (ε)).
In this expression, f (ε) denotes an explicit positive function going to zero with ε, g(x0) is called the
topological derivative and it can be computed easily. Consequently, to minimize the criterion j, one has
to create holes at some points x̂ where g(x̂) is negative.
The topological derivative has been obtained for various problems, arbitrary shaped holes and a large
class of cost functionals. Notably, one can cite the papers [1–3,7] where such formulas are proved by
using a functional framework based on a domain truncation technique and a generalization of the adjoint
method introduced by Masmoudi [5]. An other interesting approach based on classical shape sensitivity
0921-7134/09/$17.00 © 2009 – IOS Press and the authors. All rights reserved
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analysis was proposed by Novotny, Feijóo, Padra and Taroco [6]. In all these publications, the hole is
located far enough from the boundary of the domain.
The question that we address here is what happens if the hole is located at the boundary of the domain
and what happens if the boundary is not regular. We consider the Laplace equation as a model example
and we discuss three cases: Dirichlet condition, Neumann condition and Robin condition on the bound-
ary of the hole. Our approach is based on the generalized adjoint method and the truncation technique
introduced by Masmoudi [5].
2. Problem formulation
2.1. The initial problem
We consider a bounded domain Ω ⊂ R2 with a corner singularity at the origin with ∂Ω = Γ0 ∪ Γ1.
The geometry of the domain is given by Fig. 1. Here, 0 < λ < 2. The initial problem is: find uΩ ∈ V (Ω)
such that⎧⎨
⎩
−ΔuΩ = 0 in Ω,
uΩ = 0 on Γ0,
∂nuΩ = α on Γ1,
(2.1)
where ∂n denotes the normal derivative, the functional space V (Ω) is given by
V (Ω) = {u ∈ H1(Ω) | u = 0 on Γ0}
and α ∈ H1/200 (Γ1)′. We recall that, for an open manifold Σ such that Σ ⊂ Σ˜ where Σ˜ is a smooth, open
and bounded manifold of the same dimension as Σ, we have
H
1/2
00 (Σ) =
{
u|Σ | u ∈ H1/2(Σ˜) and u|Σ˜\Σ = 0
}
.
Fig. 1. The initial domain.
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It is endowed with the norm defined for all u ∈ H1/2(Σ˜) by
‖u|Σ ‖H1/200 (Σ) = ‖u‖H1/2(Σ˜).
For more details concerning these Sobolev spaces, we refer the reader to [4].
2.2. The cost function and the adjoint state
We consider a cost function
J : H
1/2
00 (Γ1) → R
and we assume that J is differentiable. We define the adjoint state pΩ ∈ V (Ω) solution to:
⎧⎨
⎩
−ΔpΩ = 0 in Ω,
pΩ = 0 on Γ0,
∂npΩ = −DJ(uΩ |Γ1) on Γ1.
(2.2)
2.3. Perturbation of the domain
For ε > 0, we define the perturbed domain by: Ωε = Ω\ωε, where ωε is the sector defined by
ωε =
{(r, θ) | 0  r < ε, 0  θ  λπ}.
The boundary of Ωε is given by
∂Ωε = Γ0,ε ∪ ∂ωε ∪ Γ1,
where
Γ0,ε =
{(r, θ) ∈ ∂Ω | r > ε, θ ∈ {0, λπ}}.
The geometry of the perturbed domain is given by Fig. 2.
Fig. 2. The perturbed domain.
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Now, let uΩε be the solution to the perturbed problem:⎧⎪⎪⎨
⎪⎪⎩
−ΔuΩε = 0 in Ωε,
uΩε = 0 on Γ0,ε,
γ1uΩε + γ2∂nuΩε = 0 on ∂ωε,
∂nuΩε = α on Γ1,
(2.3)
where γ1 and γ2 are two real constants.
2.4. The aim of the paper
For ε  0, we denote:
j(ε) =
{
J(uΩε |Γ1) if ε > 0,
J(uΩ |Γ1) if ε = 0. (2.4)
In this paper, our aim is to obtain an asymptotic expansion of j(ε) − j(0) with respect to ε → 0+. We
discuss three cases:
• γ1 = 1 and γ2 = 0 (Dirichlet condition).
• γ1 = 0 and γ2 = 1 (Neumann condition).
• γ1 = γ2 = 1 (Robin condition).
3. Preliminaries
In this section, we recall briefly the generalized adjoint method introduced by Masmoudi in [5].
Let V be a real fixed Hilbert space equipped with the norm ‖ · ‖V , L(V ) denotes the space of linear
continuous forms on V and L2(V ) denotes the space of bilinear continuous forms on V . Let  ∈ L(V )
and for all ε  0, let aε ∈ L2(V ).
We assume that the following hypotheses hold.
Hypothesis 3.1. The bilinear form a0 is coercive:
∃c > 0 | a0(u, u)  c‖u‖2V , ∀u ∈ V.
Hypothesis 3.2. There exist a real function f and δa ∈ L2(V ) such that:
f (ε) → 0 as ε → 0+,∥∥aε − a0 − f (ε)δa∥∥L2(V ) = o(f (ε)).
According to Hypotheses 3.1 and 3.2, the bilinear form aε depends continuously on ε. Hence, there
exists ε0 > 0 and d > 0 such that for every ε ∈ [0, ε0], the following uniform coercivity condition holds:
aε(u, u)  d‖u‖2V , ∀u ∈ V.
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By the Lax–Milgram’s theorem, for ε ∈ [0, ε0], the following problem:{
Find uε ∈ V such that
aε(uε, v) = (v), ∀v ∈ V (3.1)
has one and only one solution.
Proposition 3.1. Under Hypotheses 3.1 and 3.2, we obtain the following estimate:
‖uε − u0‖V = O
(
f (ε)).
We consider now a cost function
j(ε) = J(uε), ∀ε ∈ [0, ε0],
where J : V → R is a differentiable function: for every u ∈ V , there exists a linear continuous form
DJ(u) ∈ L(V ) such that
J(u + h) = J(u) + DJ(u) · h + o(‖h‖V).
Under Hypothesis 3.1, the adjoint problem:{
Find p0 ∈ V such that
a0(v, p0) = −DJ(u0) · v, ∀v ∈ V (3.2)
has one and only one solution called adjoint state.
For ε  0, we define the Lagrangian operator Lε by
Lε(u, v) = J(u) + aε(u, v) − (v), ∀u, v ∈ V.
We observe that
j(ε) − j(0) = Lε(uε, v) − L0(u0, v), ∀v ∈ V.
Now, the asymptotic expansion of j(ε) − j(0) as ε → 0 is given by the following theorem.
Theorem 3.1. If Hypotheses 3.1 and 3.2 hold, then
j(ε) − j(0) = f (ε)δa(u0, p0) + o
(
f (ε)),
where u0 is the direct state solution to (3.1) for ε = 0 and p0 is the adjoint state solution to (3.2).
4. Reformulation of the problem in a fixed functional space
The perturbed solution uΩε to (2.3) is defined on the variable set Ωε, thus it belongs to a functional
space which depends on ε. Hence, if we want to derive the asymptotic expansion of j(ε) − j(0), where
j is defined by (2.4), we cannot apply directly the tools of the previous section, which require a fixed
functional space. However, a functional space independent of ε can be constructed by using the domain
truncation technique introduced in [5].
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4.1. Truncation of the domain
For R > ε, we define the truncated domain:
ΩR = Ω\ωR,
where ωR is the sector given by
ωR =
{(r, θ) | 0  r < R, 0  θ  λπ}.
The parameter R is chosen such that ωR ⊂ Ω. The boundary of ωR is denoted by ΓR. The boundary of
the truncated domain ΩR is given by
∂ΩR = Γ1 ∪ Σ0 ∪ ΓR,
where
Σ0 =
{(r, θ) ∈ ∂Ω | r > R, θ ∈ {0, λπ}}.
We denote
Dε =
{(r, θ) | ε < r < R, 0  θ  λπ}.
The boundary of Dε is given by
∂Dε = ∂ωε ∪ ΓR ∪ Γε,R,
where Γε,R is defined by
Γε,R =
{(r, θ) | ε < r < R, θ ∈ {0, λπ}}.
We denote
Γ0,R =
{(r, θ) | 0  r < R, θ ∈ {0, λπ}}.
The geometry of the truncated domain is given by Fig. 3.
4.2. Reformulation of the problem
We introduce the Dirichlet-to-Neumann operator
T0 : H
1/2
00 (ΓR) → H1/200 (ΓR)′
defined by
T0ϕ = ∇uϕ0 · n|ΓR , ∀ϕ ∈ H1/200 (ΓR),
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Fig. 3. The truncated domain.
where n|ΓR is the outward normal to the boundary ΓR and u
ϕ
0 is the solution to:⎧⎨
⎩
−Δuϕ0 = 0 in ωR,
uϕ0 = 0 on Γ0,R,
uϕ0 = ϕ on ΓR.
(4.1)
For ε > 0, we introduce the Dirichlet-to-Neumann operator
Tε : H
1/2
00 (ΓR) → H1/200 (ΓR)′
defined by
Tεϕ = ∇uϕε · n|ΓR , ∀ϕ ∈ H1/200 (ΓR),
where uϕε is the solution to:⎧⎪⎪⎨
⎪⎪⎩
−Δuϕε = 0 in Dε,
uϕε = 0 on Γε,R,
γ1u
ϕ
ε + γ2∂nuϕε = 0 on ∂ωε,
uϕε = ϕ on ΓR.
(4.2)
Now, we introduce the fixed functional space V (ΩR) defined by
V (ΩR) =
{
u ∈ H1(ΩR) | u = 0 on Σ0
}
.
Let u0 ∈ V (ΩR) the solution to the truncated problem:⎧⎪⎪⎨
⎪⎪⎩
−Δu0 = 0 in ΩR,
u0 = 0 on Σ0,
∂nu0 + T0u0 = 0 on ΓR,
∂nu0 = α on Γ1.
(4.3)
The variational formulation associated to (4.3) is the following:{
Find u0 ∈ V (ΩR) such that
a0(u0, v) = (v), ∀v ∈ V (ΩR), (4.4)
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where
a0(u, v) =
∫
ΩR
∇u · ∇v dx +
∫
ΓR
(T0u)v dΓR, ∀u, v ∈ V (ΩR)
and
(v) =
∫
Γ1
αv dΓ1, ∀v ∈ V (ΩR).
We admit temporarily that the continuous bilinear form a0 is coercive. It is standard to prove the follow-
ing result.
Proposition 4.1. Problem (4.4) has one and only one solution in V (ΩR) that is the restriction to ΩR of
the solution to (2.1):
u0 = uΩ |ΩR .
We define now the truncated adjoint state solution to:
{Find p0 ∈ V (ΩR) such that
a0(v, p0) = −DJ(u0|Γ1) · v, ∀v ∈ V (ΩR). (4.5)
We have the following standard result.
Proposition 4.2. Problem (4.5) has one and only one solution in V (ΩR) that is the restriction to ΩR of
the solution to (2.2):
p0 = pΩ |ΩR .
For ε > 0, let uε ∈ V (ΩR) be the solution to the truncated problem:⎧⎪⎪⎨
⎪⎪⎩
−Δuε = 0 in ΩR,
uε = 0 on Σ0,
∂nuε + Tεuε = 0 on ΓR,
∂nuε = α on Γ1.
(4.6)
The variational formulation associated to (4.6) is the following:
{
Find uε ∈ V (ΩR) such that
aε(uε, v) = (v), ∀v ∈ V (ΩR), (4.7)
where
aε(u, v) =
∫
ΩR
∇u · ∇v dx +
∫
ΓR
(Tεu)v dΓR, ∀u, v ∈ V (ΩR).
We admit temporarily that the continuous bilinear form aε is uniformly coercive for 0 < ε  ε0 < R.
We have the following result.
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Proposition 4.3. For 0 < ε  ε0 < R, Problem (4.7) has one and only one solution in V (ΩR) that is
the restriction to ΩR of the solution to (2.3):
uε = uΩε |ΩR , ∀0 < ε  ε0 < R.
We have now at our disposal the fixed Hilbert space V (ΩR) required by Section 3. Now, we introduce
the function J˜ : V (ΩR) → R defined by
J˜(u) = J(u|Γ1), ∀u ∈ V (ΩR).
It is clear that J˜ is a differentiable function since J is differentiable on H1/200 (Γ1) and the trace function
u 
→ u|Γ1 is linear. By Propositions 4.1 and 4.3, we can redefine the cost function (2.4) as follows:
j(ε) =
{
J˜(uε) if 0 < ε  ε0 < R,
J˜(u0) if ε = 0.
(4.8)
Now, to apply Theorem 3.1, we have to check Hypotheses 3.1 and 3.2.
5. Computation of the topological derivative
We start by checking that Hypothesis 3.1 holds. We have the following result:
Proposition 5.1. For ϕ ∈ H1/200 (ΓR), the solution to problem (4.1) and the Dirichlet-to-Neumann oper-
ator T0 are given by the explicit expressions:
uϕ0 (r, θ) =
∑
n∈N∗
rn/λ
Rn/λ
ϕn sin
(
nθ
λ
)
,
T0ϕ(R, θ) =
∑
n∈N∗
n
λR
ϕn sin
(
nθ
λ
)
,
where (r, θ) are the polar coordinates in R2 and (ϕn) are the Fourier coefficients of ϕ
ϕn =
2
λπ
∫ λπ
0
ϕ(R, θ) sin
(
nθ
λ
)
dθ.
Proof. The solution to (4.1) can be written as follows:
uϕ0 (r, θ) =
∑
n∈N∗
un(r) sin
(
nθ
λ
)
.
The condition −Δuϕ0 = 0 implies that
un(r) = Anrn/λ, ∀n ∈ N∗.
Using the boundary condition uϕ0 = ϕ on ΓR, we obtain the desired result. 
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By the previous proposition, we show that:∫
ΓR
(T0ϕ)ϕ  0, ∀ϕ ∈ H1/200 (ΓR).
Then, the coercivity of a0 is checked.
Now, let us check Hypothesis 3.2. We should obtain an asymptotic expansion of the variation aε − a0
as ε → 0+. We have
(aε − a0)(u, v) =
∫
ΓR
[(Tε − T0)u]v dΓR, ∀u, v ∈ V (ΩR).
Then, the computation of an asymptotic expansion of aε − a0 is equivalent to the computation of an
asymptotic expansion of Tε − T0.
We have the following result.
Proposition 5.2. For ϕ ∈ H1/200 (ΓR), the solution to problem (4.2) and the Dirichlet-to-Neumann oper-
ator Tε are given by the explicit expressions:
uϕε (r, θ) =
∑
n∈N∗
(nγ2/λ − γ1ε)rn/λ + ε2n/λ(nγ2/λ + γ1ε)r−n/λ
ε2n/λR−n/λ(nγ2/λ + γ1ε) − Rn/λ(γ1ε − nγ2/λ)ϕn sin
(
nθ
λ
)
and
Tεϕ(R, θ) =
∑
n∈N∗
n
λR
(nγ2/λ − γ1ε)Rn/λ − ε2n/λ(nγ2/λ + γ1ε)R−n/λ
ε2n/λR−n/λ(nγ2/λ + γ1ε) − Rn/λ(γ1ε − nγ2/λ)ϕn sin
(
nθ
λ
)
.
Proof. The solution to (4.2) can be written as follows:
uϕε (r, θ) =
∑
n∈N∗
(
Anr
n/λ + Bnr−n/λ
)
sin
(
nθ
λ
)
.
Using the boundary conditions, we obtain the following system:
⎧⎨
⎩
AnR
n/λ + BnR−n/λ = ϕn,
An
(
nγ2
λ
ε2n/λ + γ1ε2n/λ+1
)
+ Bn
(
γ1ε − nγ2
λ
)
= 0.
By solving this system, we obtain the desired result. 
5.1. First case: Dirichlet condition on the boundary of the hole
In this case, we have γ1 = 1 and γ2 = 0.
For ϕ ∈ Hs(ΓR), let
‖ϕ‖2s,ΓR =
∑
n∈N
|ϕn|2
(
1 + |n|)2s
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be the norm of ϕ in Hs(ΓR). The so defined norm is equivalent to the usual norm of Hs(ΓR).
We introduce the operator δT : H1/200 (ΓR) → H1/200 (ΓR)′ defined by
δTϕ(R, θ) = 2
λR2/λ+1
ϕ1 sin
(
θ
λ
)
, ∀ϕ ∈ H1/200 (ΓR).
We have the following result.
Proposition 5.3. We have
∥∥Tε − T0 − ε2/λδT ∥∥L(H1/200 (ΓR),H1/200 (ΓR)′) = o
(
ε2/λ
)
.
Proof. Using Propositions 5.1 and 5.2, by putting γ1 = 1 and γ2 = 0, we obtain
(Tε − T0)ϕ(R, θ) =
∑
n∈N∗
2n
λ
εn/λR−n/λ−1
ε−n/λRn/λ − εn/λR−n/λϕn sin
(
nθ
λ
)
= ε2/λδϕ(R, θ)
(
1 − ε2/λR−2/λ)−1
+
∑
n2
2n
λ
εn/λR−n/λ−1
ε−n/λRn/λ − εn/λR−n/λϕn sin
(
nθ
λ
)
.
Then, we can write
(
Tε − T0 − ε2/λδT
)
ϕ(R, θ) = 2ε
2/λ
λR2λ+1
ϕ1 sin
(
θ
λ
)[(
1 − ε2/λR−2/λ)−1 − 1]
+
∑
n2
2n
λ
εn/λR−n/λ−1
ε−n/λRn/λ − εn/λR−n/λϕn sin
(
nθ
λ
)
.
Then
∥∥(Tε − T0 − ε2/λδT )ϕ∥∥H1/200 (ΓR)′  o
(
ε2/λ
)‖ϕ‖
H
1/2
00 (ΓR)
+ Eε(ϕ),
where
E 2ε (ϕ) =
∑
n2
4n2
λ2(1 + n)2
ε2n/λR−2n/λ−1
(ε−n/λRn/λ − εn/λR−n/λ)2 (1 + n)|ϕn|
2.
Since 4n2
λ2(1+n)2 is a convergent sequence, there exists a constant c1 > 0 such that
4n2
λ2(1 + n)2  c1, ∀n  2.
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On the other hand, we have
ε2n/λR−2n/λ−1
(ε−n/λRn/λ − εn/λR−n/λ)2 = ε
6/λ ε
(4n−6)/λ
R4n/λ+1
1
(1 − (ε/R)2n/λ)2 .
Since ε is small enough, we take ε  ε0 < R. Then
ε2n/λR−2n/λ−1
(ε−n/λRn/λ − εn/λR−n/λ)2  ε
6/λ 1
R6/λ+1(1 − (ε0/R)2n/λ)2  c2ε
6/λ
, ∀n  2.
Then, we obtain
E 2ε (ϕ)  c1c2ε6/λ‖ϕ‖2H1/200 (ΓR)
that implies
Eε(ϕ) = o
(
ε2/λ
)‖ϕ‖
H
1/2
00 (ΓR)
.
This completes the proof. 
Now, let us introduce the continuous bilinear form δa ∈ L2(V (ΩR)) defined by
δa(u, v) = π u1
R1/λ
v1
R1/λ
, ∀u, v ∈ V (ΩR).
Since
(aε − a0)(u, v) =
∫
ΓR
[(Tε − T0)u]v dΓR,
using the previous proposition, we obtain immediately the following proposition.
Proposition 5.4. We have
∥∥aε − a0 − ε2/λδa∥∥L2(V (ΩR)) = o(ε2/λ).
Now, all the hypotheses required by Section 3 are satisfied and we can apply Theorem 3.1 to compute
the topological derivative.
Theorem 5.1. We have
j(ε) − j(0) = ε2/λδa(uΩ |ΩR , pΩ |ΩR) + o
(
ε2/λ
)
,
where uΩ is the solution to the direct problem (2.1) and pΩ is the solution to the adjoint problem (2.2).
Remark 5.2. As j is usually independent of R and δa(uΩ |ΩR , pΩ |ΩR) is independent of ε, it follows
from the uniqueness of an asymptotic expansion that δa(uΩ |ΩR , pΩ |ΩR) is also independent of R.
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In the particular case when λ−1 ∈ N∗, it is not difficult to show the following proposition.
Proposition 5.5. If λ−1 ∈ N∗, we have
j(ε) − j(0) = π
[( 1
λ
)
!
]−2
ε2/λ
∂1/λuΩ
∂x1/λ
(O)∂
1/λpΩ
∂x1/λ
(O) + o(ε2/λ).
5.2. Second case: Neumann condition on the boundary of the hole
In this case, we have γ1 = 0 and γ2 = 1.
We introduce the operator δT : H1/200 (ΓR) → H1/200 (ΓR)′ defined by
δTϕ(R, θ) = −2
λR2/λ+1
ϕ1 sin
(
θ
λ
)
, ∀ϕ ∈ H1/200 (ΓR).
We have the following result.
Proposition 5.6. We have
∥∥Tε − T0 − ε2/λδT ∥∥L(H1/200 (ΓR),H1/200 (ΓR)′) = o
(
ε2/λ
)
.
The proof is similar to that of Proposition 5.3.
As in the previous case, by introducing the continuous bilinear form δa defined by
δa(u, v) = −π u1
R1/λ
v1
R1/λ
, ∀u, v ∈ V (ΩR),
we obtain the following theorem.
Theorem 5.3. We have
j(ε) − j(0) = ε2/λδa(uΩ |ΩR , pΩ |ΩR) + o
(
ε2/λ
)
,
where uΩ is the solution to the direct problem (2.1) and pΩ is the solution to the adjoint problem (2.2).
In the particular case when λ−1 ∈ N∗, we obtain the following proposition.
Proposition 5.7. If λ−1 ∈ N∗, we have
j(ε) − j(0) = −π
[( 1
λ
)
!
]−2
ε2/λ
∂1/λuΩ
∂x1/λ
(O)∂
1/λpΩ
∂x1/λ
(O) + o(ε2/λ).
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5.3. Third case: Robin condition on the boundary of the hole
In this case, we have γ1 = γ2 = 1.
We introduce the operator δT : H1/200 (ΓR) → H1/200 (ΓR)′ defined by:
δTϕ(R, θ) = 2
λR2/λ+1
ϕ1 sin
(
θ
λ
)
, ∀ϕ ∈ H1/200 (ΓR).
We have the following result.
Proposition 5.8. We have
∥∥Tε − T0 − ε2/λδT ∥∥L(H1/200 (ΓR),H1/200 (ΓR)′) = o
(
ε2/λ
)
.
By introducing the continuous bilinear form δa defined by
δa(u, v) = π u1
R1/λ
v1
R1/λ
, ∀u, v ∈ V (ΩR),
we obtain the following theorem.
Theorem 5.4. We have
j(ε) − j(0) = ε2/λδa(uΩ |ΩR , pΩ |ΩR) + o
(
ε2/λ
)
,
where uΩ is the solution to the direct problem (2.1) and pΩ is the solution to the adjoint problem (2.2).
In the particular case when λ−1 ∈ N∗, we obtain the following proposition.
Proposition 5.9. If λ−1 ∈ N∗, we have
j(ε) − j(0) = π
[( 1
λ
)
!
]−2
ε2/λ
∂1/λuΩ
∂x1/λ
(O)∂
1/λpΩ
∂x1/λ
(O) + o(ε2/λ).
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Abstract
In this paper, we consider the solution to Wente’s problem with the modified Helmholtz operator −+αI , where α is a positive
constant. We study the best constant in the so-called Wente’s inequality. At first, we consider the best constant associated to the
L∞ norm. Next, We study the case of the L2 norm.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Wente’s inequality; Best constant; Modified Helmholtz operator
1. Introduction and statement of the results
Given a vector field u ∈ H 1(R2,R2), it is clear that det(∇u) belongs to L1(R2,R). However, due to its algebraic
structure, this quantity has some higher regularity properties. In [10], Coifman et al. proved that det(∇u) lies in the
generalized Hardy space H1(R2), a strict subspace of L1(R2). Fore more details about the generalized Hardy space,
we refer to [15].
The quantity det(∇u) appears in a large number of partial differential equations from geometry and physics. In
particular, it appears in the classical Wente problem which arises in the study of constant mean curvature immersions
[17]. Let Ω be a smooth and bounded domain in R2. Given u = (a, b) ∈ H 1(Ω,R2), we consider Φ0 ∈ L1(Ω,R),
a weak solution of the classical Wente problem{−Φ0 = det(∇u) = ax1bx2 − ax2bx1 in Ω,
Φ0 = 0 on ∂Ω, (1)
where x = (x1, x2) ∈ Ω and axi denotes the partial derivative of a with respect to the variable xi , for i = 1,2. If
Ω = R2, we replace the boundary condition in (1) by the limit condition limr→+∞ Φ0(x) = 0, where r = ‖x‖ =√
x21 + x22 . It is proved in [8,18] that Φ0 is in H 1(Ω)∩ C0(Ω) and there exists a positive constant C(Ω) such that
‖Φ0‖∞ + ‖∇Φ0‖2 6 C(Ω)‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
, (2)
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where ‖ · ‖p denotes the standard Lp norm. Note that this estimate is completely nontrivial since the right-hand side
of (1) lies a priori in L1(Ω,R2), so standard elliptic theory implies only Φ0 ∈ Lp(Ω) with p < 1. But det(∇u) is
indeed in the Hardy space, which enable us to get better estimate.
Denoted by
C0∞(Ω) := sup∇a,∇b 
=0
‖Φ0‖∞
‖∇a‖2‖∇b‖2 (3)
and
C02(Ω) := sup∇a,∇b 
=0
‖∇Φ0‖2
‖∇a‖2‖∇b‖2 . (4)
It is proved in [3,16] that C0∞(Ω) = 1/2π and in [12] that C02(Ω) =
√
(3/16π).
In [4], a generalization of problem (1) in higher dimensions is given. The author supposed that u ∈ W 1,n(Rn,Rn)
and he replaced the operator − in (1) by (−)n/2. He proved that Φ0 belongs to L∞(Rn), for 16 k 6 n, ∇kΦ0 is
in Ln/k(Rn) and he also showed that
‖Φ0‖∞ +
∥∥∇kΦ0∥∥n/k 6 C‖∇u‖nn.
Moreover, he gave the best constant involving the L∞ norm. In [1,6], the authors studied the best constant involving
the L∞ norm of evolutionary Wente’s problem associated to the wave and the heat operators.
In this paper, we consider the Wente’s problem associated to the modified Helmholtz operator. More precisely, we
deal with the following problem:{−Φα + αΦα = ax1bx2 − ax2bx1 in Ω,
Φα = 0 on ∂Ω, (5)
where Ω is a smooth and bounded domain in R2 and α is a positive constant. Note that this problem has one and only
one solution in H 10 (Ω)∩ C0(Ω). To show this, it is sufficient to remark that
Φα = Φ0 +Ψα,
where Φ0 ∈ H 10 (Ω)∩ C0(Ω) is the solution to (1) and Ψα ∈ H 10 (Ω) is the solution to
−Ψα + αΨα = −αΦ0 in Ω.
Now, let us denote
Cα∞(Ω) := sup∇a,∇b 
=0
‖Φα‖∞
‖∇a‖2‖∇b‖2 , C
α
2 (Ω) := sup
det(∇a,∇b) 
=0
‖∇Φα‖22 + α‖Φα‖22
‖∇a‖2‖∇b‖2‖∇Φα‖2 . (6)
Our results are the following theorems.
Theorem 1. For all α > 0, the solution Φα to{−Φα + αΦα = ax1bx2 − ax2bx1 in R2,
limr→+∞ Φα(x) = 0, (7)
exists and satisfies the following inequality:
‖Φα‖∞ 6 12π ‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H
1(
R
2,R2
)
.
Moreover, we have
Cα∞
(
R
2)= C0∞(R2)= 12π , ∀α > 0.
Theorem 2. Let Ω be a smooth and bounded domain in R2. Then, we have
1
2π
6 Cα∞(Ω)6
1
π
, ∀α > 0.
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Theorem 3. Let Ω be a smooth and bounded domain in R2. Then, we have
Cα2
(
R
2)6√3/32π 6 Cα2 (Ω)6√3/16π, ∀α > 0.
2. Proof of Theorem 1
2.1. Preliminary lemmas
In order to prove Theorem 1, we need some preliminary lemmas.
Lemma 1. (See [8].) For all a, b ∈ H 1(R2), we have the following estimate:∣∣∣∣∣
2π∫
0
abθ dθ
∣∣∣∣∣6 ‖aθ‖L2(0,2π)‖bθ‖L2(0,2π),
where the subscript denote the partial differentiation with respect to the polar coordinate θ .
Proof. We can write that
2π∫
0
abθ dθ =
2π∫
0
(a − a)bθ dθ,
where a is the zero order Fourier coefficient of a:
a = 1
2π
2π∫
0
a(r, θ) dθ.
Using the Cauchy–Schwartz and Poincaré inequalities, we obtain that
∣∣∣∣∣
2π∫
0
abθ dθ
∣∣∣∣∣6 ‖a − a‖L2(0,2π)‖bθ‖L2(0,2π) 6 ‖aθ‖L2(0,2π)‖bθ‖L2(0,2π). 
Lemma 2. We have that
(1) limx→0+ xK0(x) = 0,
(2) |xK1(x)|6 1,∀x > 0,
where K0 and K1 are respectively the modified Bessel function of the second kind with zero order and the modified
Bessel function of the second kind with first order.
For more details about the Bessel functions, we refer the reader to [2,7,9,13,14].
Proof of Lemma 2. We have the following asymptotic expansion (see [2]):
K0(x) = (ln 2 − lnx − γ )+O
(
x2
)
, x → 0+,
where γ is the Euler constant. Then, limx→0+ xK0(x) = 0 and (1) is proved. We have
K1(x) = 1
x
+∞∫
0
cos(xt)
(t2 + 1)3/2 dt, ∀x > 0,
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which gives
∣∣xK1(x)∣∣6
+∞∫
0
1
(t2 + 1)3/2 dt, ∀x > 0
and (2) follows since
+∞∫
0
1
(t2 + 1)3/2 dt = 1. 
Using the residue theorem [11], we obtain the following result.
Lemma 3. We have that
+∞∫
0
σ 2ε−1e−(1−i
√
αt)σ dσ = (2ε)
(1 − i√αt)2ε , ∀t > 0, ∀ε > 0, ∀α > 0,
where  denotes the Gamma function.
By adapting the strategy used in [3], we obtain the following result.
Lemma 4. Let g : ]0,+∞[ → R be a function that satisfies the following properties:
(a) g ∈ C∞(R∗+)\{0}.
(b) σ → σg2(σ ) belongs to L1(R∗+).
(c) σ → σ 3g′2(σ ) belongs to L1(R∗+).
Let us denote
Lα(g) :=
∫ +∞
0
√
αK1(
√
ασ)σ 2g2(σ ) dσ∫ +∞
0 σ
3g′2(σ ) dσ
.
Then, we have that
2πCα∞
(
R
2)> Lα(g).
Proof. Let g be a function which satisfies properties (a)–(c). Define ζ ∈D(R2) by
ζ(σ ) :=
{
1 if |σ |6 1,
0 if |σ |> 2 and 06 ζ 6 1.
We let
an(x1, x2) := x1gn(r) and bn(x1, x2) := x2gn(r),
where the function gn is given by
gn(σ ) := ζ(σ/n)g(σ ), ∀n ∈ N∗.
It is clear that an, bn ∈D(R2) for all n ∈ N∗. We consider now Φnα the solution to
−Φnα + αΦnα = anx1bnx2 − anx2bnx1 in R2,
with the limit condition:
lim|x|→+∞Φ
n
α(x) = 0.
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We have that
Φnα = E ∗
(
anx1b
n
x2 − anx2bnx1
)
, (8)
where E is the fundamental solution of the modified Helmholtz operator −+ αI , for all α > 0. In [11], it is shown
that
E(x1, x2) = 12π K0(
√
αr).
In polar coordinates, we have
anx1b
n
x2 − anx2bnx1 =
1
2r
(
r2g2n(r)
)′
. (9)
Using (8) and (9), we obtain
ϕnα(0) =
1
2
+∞∫
0
K0(
√
αr)
(
r2g2n(r)
)′
dr.
Using that K ′0(r) = −K1(r) and an integration by parts, we obtain
ϕnα(0) =
1
2
+∞∫
0
√
αrK1(
√
αr)rg2n(r) dr. (10)
By simple calculus, we obtain
‖∇an‖2L2 = ‖∇bn‖2L2 = π
+∞∫
0
r3g′2n (r) dr. (11)
It follows from (10) and (11) that
Cα∞
(
R
2)> 1
2π
Lα(gn). (12)
To obtain the desired result, it will be sufficient to prove that
Lα(gn) → Lα(g), when n → +∞.
Let us denote
I(g) :=
+∞∫
0
√
αrK1(
√
αr)rg2(r) dr and J (g) :=
+∞∫
0
r3g′2(r) dr.
• We have that
I(g)− I(gn) =
+∞∫
0
Fn(r) dr,
where
Fn(r) := √αrK1(√αr)
[
1 − ζ 2(r/n)]rg2(r).
It is easy to show that
Fn(r) → 0 when n → +∞, ∀r > 0.
Using Lemma 2, we obtain∣∣Fn(r)∣∣6 rg2(r), ∀n ∈ N∗.
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Using the property (b) in Lemma 4 and the dominated convergence theorem, we obtain
+∞∫
0
Fn(r) dr → 0, when n → +∞,
which gives
I(g)− I(gn) → 0, when n → +∞.
• We have that
J (g)−J (gn) = An +Bn +Cn.
Where An, Bn and Cn are defined as follows:
An :=
+∞∫
0
r3
n2
ζ ′2(r/n)g2(r) dr,
Bn := 2
+∞∫
0
r3
n
ζ ′(r/n)ζ(r/n)g(r)g′(r) dr,
Cn := −
+∞∫
0
r3
[
1 − ζ 2(r/n)]g′2(r) dr.
Using the property (b) in Lemma 4, we obtain
|An|6 C
2n∫
n
rg2(r) dr → 0, when n → +∞.
We have
|Bn|6 C
2n∫
n
r2
∣∣g′(r)∣∣∣∣g(r)∣∣dr → 0, when n → +∞.
Using the property (c) in Lemma 4, we obtain
|Cn|6
+∞∫
n
r3g′2(r) dr → 0, when n → +∞.
Hence,
J (g)−J (gn) → 0, when n → +∞.
This achieves the proof. 
It is easy to show that for all ε > 0, the function
gε(σ ) := σε−1e−σ/2, σ > 0 (13)
satisfies properties (a)–(c) of Lemma 4.
Now, we are able to prove the given results in Theorem 1.
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2.2. The proof
We will adapt the strategy used in [8]. We can assume that a, b ∈D(R2). Then, We have that:
Φα = E ∗ (ax1bx2 − ax2bx1).
In polar coordinates we have:
ax1bx2 − ax2bx1 =
1
r
(arbθ − aθbr).
Thus
Φα(0) = 12π
2π∫
0
+∞∫
0
K0(
√
αr)(arbθ − aθbr) dr dθ
= 1
2π
2π∫
0
+∞∫
0
K0(
√
αr)
[
(abθ )r − (abr)θ
]
dr dθ
= 1
2π
2π∫
0
+∞∫
0
K0(
√
αr)(abθ )r dr dθ.
Using an integration by parts and the limit expansion given by Lemma 2, we obtain
+∞∫
0
K0(
√
αr)(abθ )r dr = −√α
+∞∫
0
K ′0(
√
αr)abθ dr.
Recall that K ′0(r) = −K1(r). Then, we obtain
Φα(0) = 12π
2π∫
0
+∞∫
0
√
αrK1(
√
αr)
1
r
abθ dr dθ = 12π
+∞∫
0
√
αrK1(
√
αr)
1
r
2π∫
0
abθ dθ dr.
Using Lemma 1, we obtain
2π
∣∣Φα(0)∣∣6
+∞∫
0
∣∣√αrK1(√αr)∣∣‖aθ‖L2(0,2π)‖bθ‖L2(0,2π)
r
dr.
Using the estimate given by Lemma 2 and the Cauchy–Schwartz inequality, we obtain
2π
∣∣Φα(0)∣∣6
+∞∫
0
1
r
‖aθ‖L2(0,2π)‖bθ‖L2(0,2π) dr
6
( +∞∫
0
1
r
‖aθ‖2L2(0,2π) dr
)1/2( +∞∫
0
1
r
‖bθ‖2L2(0,2π) dr
)1/2
6 ‖∇a‖2‖∇b‖2. (14)
Remark that the problem is invariant by translation, considering Φα(x + x0) for any x0 ∈ R2, we get easily that (14)
holds if we replace 0 by any x0 ∈ R2, so the first result of Theorem 1 is achieved, and we have that
Cα∞
(
R
2)6 1
2π
.
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This step consists to show that
Cα∞
(
R
2)> 1
2π
.
We will adapt the strategy used in [3]. Using Lemma 4, we obtain that
2πCα∞
(
R
2)> Lα(gε),
where gε is given by (13) and
Lα(gε) =
∫ +∞
0
√
αrK1(
√
αr)r2ε−1e−r dr
(ε − 1)2(2ε)− (ε − 1)(2ε + 1)+ (2ε+2)4
.
We have that
xK1(x) =
+∞∫
0
cos(xt)
(t2 + 1)3/2 dt, ∀x > 0.
Then,
+∞∫
0
√
αrK1(
√
αr)r2ε−1e−r dr =
+∞∫
0
+∞∫
0
cos(
√
αrt)
(t2 + 1)3/2 dt r
2ε−1e−r dr =
+∞∫
0
1
(t2 + 1)3/2 F(ε, t) dt,
where
F(ε, t) :=
+∞∫
0
cos(
√
αrt)r2ε−1e−r dr.
We use that cosx =R(eix), where R denotes the real part of a complex number. Then,
F(ε, t) =R
( +∞∫
0
r2ε−1e−(1−i
√
αt)r dr
)
.
It follows from Lemma 3 that
F(ε, t) =R
(
1
(1 − i√αt)2ε
)
(2ε)
and
+∞∫
0
√
αrK1(
√
αr)r2ε−1e−r dr = (2ε)
+∞∫
0
1
(t2 + 1)3/2R
(
1
(1 − i√αt)2ε
)
dt.
We conclude that
2πCα∞
(
R
2)> (2ε)
∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
(ε − 1)2(2ε)− (ε − 1)(2ε + 1)+ (2ε+2)4
>
∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
(ε − 1)2 − 2ε(ε − 1)+ (ε/2)(2ε + 1) .
Using that
∣∣∣∣ 1(1 − i√αt)2ε
∣∣∣∣6 1,
+∞∫
0
1
(t2 + 1)3/2 dt = 1,
and the dominated convergence theorem, we obtain that∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
(ε − 1)2 − 2ε(ε − 1)+ (ε/2)(2ε + 1) → 1
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when ε tends to zero. Then,
Cα∞
(
R
2)> 1
2π
.
This achieves the proof of Theorem 1.
3. Proof of Theorem 2
We can write that
Φα = Φ0 +Ψα, (15)
where Φ0 is the solution to (1) associated to u = (a, b) ∈ H 1(Ω,R2), and Ψα is the solution to{−Ψα + αΨα = −αΦ0 in Ω,
Ψα = 0 on ∂Ω. (16)
By the maximum principle, we have that
‖Ψα‖∞ 6 ‖Φ0‖∞. (17)
By P. Topping’s result [16], we have that
‖Φ0‖∞ 6 12π ‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H
1(Ω,R2). (18)
Using (15), the triangular inequality, (17) and (18), we obtain that
‖Φα‖∞ 6 ‖Φ0‖∞ + ‖Ψα‖∞ 6 2‖Φ0‖∞ 6 1
π
‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
.
We conclude that
Cα∞(Ω)6
1
π
.
In this step, we will prove that Cα∞(Ω) > 12π . In [3], it is proved that for all ε > 0, there exists u = (a, b) =
(x1g(r), x2g(r)) ∈D(R2,R2), such that
|Φ0(0)|
‖∇a‖L2(R2)‖∇b‖L2(R2)
>
1
2π
− ε, (19)
where Φ0 is the solution to (1) in R2, associated to u. For λ > 0, we define for all x ∈ R2:
uλ(x) := u(λx),
aλ(x) := a(λx),
bλ(x) := b(λx),
Φ0,λ(x) := Φ0(λx).
We can assume that Ω contains 0 and suppuλ ⊂ Ω (for λ large enough). It is easy to show that Φ0,λ satisfies:
−Φ0,λ = det(∇uλ) in R2. (20)
Let Φα,λ be the solution to{−Φα,λ + αΦα,λ = det(∇uλ) in Ω,
Φα,λ = 0 on ∂Ω. (21)
Then,
ξλ := Φα,λ −Φ0,λ (22)
satisfies:
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{−ξλ + αξλ = −αΦ0,λ in Ω,
ξλ = −Φ0,λ on ∂Ω. (23)
We know that
det
(∇u(x))= 1
2r
(
r2g2(r)
)′
, ∀x ∈ R2.
Then, Φ0 is given by:
Φ0(r) = 12
+∞∫
r
σg2(σ ) dσ.
Since g is a function with a compact support, it is the same for Φ0. Then, if λ is large enough, we obtain that
ξλ(x) = 0 on ∂Ω. (24)
By a change of variable, we obtain for λ large enough that
‖Φ0,λ‖L2(Ω) =
‖Φ0‖L2(R2)
λ
. (25)
It follows from (23)–(25) that
‖ξλ‖H 2(Ω) = O
(
1
λ
)
, λ → +∞. (26)
We know that in the two dimensional case, the imbedding H 2(Ω) → C0(Ω) is continuous. Then, by (26), we obtain
‖ξλ‖∞ → 0 when λ → +∞. (27)
Using that supp uλ ⊂ Ω and by a change of variable, we obtain that
‖∇a‖L2(R2) = ‖∇aλ‖L2(Ω) and ‖∇b‖L2(R2) = ‖∇bλ‖L2(Ω). (28)
Using that Φ0(0) = Φ0,λ(0), and combining (19), (22) and (28), we obtain
1
2π
− ε < |ξλ(0)−Φα,λ(0)|‖∇a‖L2(R2)‖∇b‖L2(R2)
6 ‖ξλ‖∞‖∇a‖L2(R2)‖∇b‖L2(R2)
+ |Φα,λ(0)|‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
6 ‖ξλ‖∞‖∇a‖L2(R2)‖∇b‖L2(R2)
+Cα∞(Ω).
By tending λ to +∞, we obtain from (27) that
1
2π
− ε 6Cα∞(Ω).
This inequality is true for all ε > 0. By tending ε to 0, we obtain
1
2π
6 Cα∞(Ω).
Then, the proof of Theorem 2 is achieved.
4. Proof of Theorem 3
Let us denote Eα the energy functional, defined by
Eα := ‖∇Φα‖22 + α‖Φα‖22,
where Φα is the solution to (5), associated to u = (a, b) ∈ H 1(Ω,R2). We have that
−Φα + αΦα = −Φ0, (29)
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where Φ0 is the solution to (1), associated to u. Multiplying (29) by Φα and integrating over Ω , we obtain
Eα =
∫
Ω
∇Φ0 ∇Φα.
Then,
Eα 6 ‖∇Φ0‖2‖∇Φα‖2.
On the other hand, we know that C02(Ω) =
√
3/16π (see [12]). Then, we obtain
Eα
‖∇Φα‖2 6 ‖∇Φ0‖2 6
√
3/16π‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
.
We conclude that
Cα2 (Ω)6
√
3/16π.
By the same arguments, replacing Ω by R2, and using that C02(R
2) = √3/32π (see [5,12]), we obtain that
Cα2
(
R
2)6√3/32π.
In [12], it is proved that C02(R2) is achieved by
a(x1, x2) = x11 + r2 and b(x1, x2) =
x2
1 + r2 .
The corresponding solution Φ0 is given by
Φ0 = c1 + r2 ,
where c is a positive constant. It is easy to show that Φ0 belongs to L2(R2). Let us recall some notations used in the
proof of Theorem 2. For λ > 0, we let aλ(x) = a(λx), bλ(x) = b(λx), uλ(x) = u(λx) and Φ0,λ(x) = Φ0(λx). Let
Φα,λ be the solution to (21). We can write that
Φα,λ = Φ0,λ + ξλ,
where ξλ is the solution to (23). We have that
ξλ = ξλ,1 + ξλ,2, (30)
where ξλ,1 is the solution to{−ξλ,1 + αξλ,1 = −αΦ0,λ in Ω,
ξλ,1 = 0 on ∂Ω (31)
and ξλ,2 is the solution to{−ξλ,2 + αξλ,2 = 0 in Ω,
ξλ,2 = −Φ0,λ on ∂Ω. (32)
We have that
‖ξλ,1‖H 2(Ω) = O
(
1
λ
)
, λ → +∞. (33)
Using that ‖Φ0,λ‖C1(∂Ω) → 0 when λ → +∞, and by the trace theorem, we obtain that
‖ξλ,2‖H 1(Ω) → 0 when λ → +∞. (34)
By (30), (33) and (34), we conclude that
‖ξλ‖H 1(Ω) → 0 when λ → +∞
which implies that
‖∇ξλ‖L2(Ω) → 0 when λ → +∞. (35)
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It is easy to check that
‖∇Φ0,λ‖L2(Ω) → ‖∇Φ0‖L2(R2), (36)
‖∇aλ‖L2(Ω) → ‖∇a‖L2(R2), (37)
‖∇bλ‖L2(Ω) → ‖∇b‖L2(R2), (38)
when λ → +∞. On the other hand, we have
Cα2 (Ω)>
‖∇Φα,λ‖L2(Ω)
‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
>
‖∇Φ0,λ‖L2(Ω)
‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
− ‖∇ξλ‖L2(Ω)‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
. (39)
Finally, from (35)–(39), and by passing to the limit as λ → +∞, we obtain that
Cα2 (Ω)>
‖∇Φ0‖L2(R2)
‖∇a‖L2(R2)‖∇b‖L2(R2)
=√3/32π.
Then, the proof of Theorem 3 is achieved.
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Abstract
In this paper, we generalize the Wente problem for a large class of operators. In par-
ticular, we study the best constant associated to the L∞ norm in the so-called Wente
inequality.
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1 Introduction and Statement of the Results
Given a vector field u ∈ H1(R2,R2), it is clear that det(∇u) belongs to L1(R2,R).
However, due to its algebraic structure, this quantity has some suitable regularity properties.
In [7], R. Coifman et al. proved that det(∇u) lies in the generalized Hardy space H1(R2),
a strict subspace of L1(R2). Fore more details about the generalized Hardy space, we refer
to [11].
The quantity det(∇u) appears in a large number of partial differential equations from
geometry and physics. In particular, it appears in the classical Wente problem that arises
in the study of constant mean curvature immersions [13]. Let Ω be a smooth and bounded
domain in R2. Given u = (a, b) ∈ H1(Ω,R2), we consider U−∆ ∈ L1(Ω,R), a weak
solution to the classical Wente problem{
−∆U−∆ = det(∇u) = ax1bx2 − ax2bx1 in Ω,
U−∆ = 0 on ∂Ω,
(1.1)
where x = (x1, x2) ∈ Ω and axi denotes the partial derivative of a with respect to the
variable xi, for i = 1, 2. If Ω = R2, we replace the boundary condition in (1.1) by the limit
condition lim
r→+∞U−∆(x) = 0, where r = ‖x‖ =
√
x21 + x
2
2. It is proved in [4, 14] that
U−∆ is in H1(Ω) ∩ C0(Ω) and there exists a positive constant C−∆(Ω) such that
‖U−∆‖∞ + ‖∇U−∆‖2 ≤ C−∆(Ω)‖∇a‖2‖∇b‖2, ∀ (a, b) ∈ H1(Ω,R2), (1.2)
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where ‖·‖p denotes the Lp norm. Note that this estimate is not true in general if we replace
the right hand side of (1.1) by an arbitrary function in L1(Ω,R). We set
C−∆∞ (Ω) := sup∇a,∇b6=0
||U−∆||∞
||∇a||2||∇b||2 (1.3)
and
C−∆2 (Ω) := sup∇a,∇b6=0
||∇U−∆||2
||∇a||2||∇b||2 . (1.4)
It was proved in [3, 12] that C−∆∞ (Ω) = 1/(2pi) and in [9] that C
−∆
2 (Ω) =
√
3/(16pi)
(see also [1, 5, 6]). In this paper, we consider
−→
UA the solution to the following problem A
−→
UA =
−→
F in R2,
lim
|x|→+∞
−→
UA(x) =
−→
0 , (1.5)
where A belongs to a family of elliptic operators that will be defined later,
−→
UA and
−→
F are
two vectors of RN (N ≥ 1) given by
−→
UA(x) = (U1A(x), U
2
A(x), ..., U
N
A (x))
T (x ∈ R2)
and
−→
F (x) = (F 1(x), F 2(x), ..., FN (x))T (x ∈ R2).
Here, for all i ∈ {1, 2, ..., N}, F i is defined by
F i := aix1b
i
x2 − aix2bix1 ,
where ai, bi ∈ H1(R2).
Now, we introduce some notations that will be used later. Let
−→
X be a vector function
defined by −→
X (x) = (X1(x), X2(x), ..., XN (x))T , ∀x ∈ R2.
We denote by ‖ · ‖∞ the following norm
‖−→X‖∞ := sup
1≤i≤N
‖Xi‖∞.
The matrix distribution EA ∈ D′(R2,RN×N ) is the fundamental solution of the oper-
ator A, that is, each column EjA is a solution to
AEjA = δej in R
2,
where δ is the Dirac distribution and (ej)j=1,2,...,N is the canonical basis of RN .
We assume that the following hypotheses hold.
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Hypothesis 1.1. Problem (1.5) has a unique solution in H1(R2)N .
Hypothesis 1.2. The fundamental solution of the operator A takes the following form
EA(x) = κf(r)IN +GA(x), (1.6)
where κ is a positif constant, IN is the identity matrix and GA = (GA(i, j))1≤i≤j≤N
satisfies
GA(i, j) ∈ L∞(R2), ∀ i, j ∈ {1, 2, ..., N} (1.7)
∂
∂r
(GA(i, 1)) = 0, ∀i ∈ {1, 2, ..., N}. (1.8)
Remark 1.1. Note that we can replace (1.8) by a more general condition
∃ j ∈ {1, 2, . . . , N} | ∂
∂r
(GA(i, j)) = 0, ∀i ∈ {1, 2, . . . , N}.
Here, we consider only the condition (1.8) to simplify the notations.
Hypothesis 1.3. We assume that f ∈ C1(0,+∞) and that
lim
r→0+
rf(r) = 0 (1.9)
r 7→ rf ′(r) ∈ L∞(0,+∞) (1.10)
sup
r≥0
r|f ′(r)| = 1. (1.11)
Hypothesis 1.4. We assume that
A
−→
UA(x+ x0) =
−→
F (x+ x0), ∀ (x, x0) ∈ R2 × R2. (1.12)
Note that these hypotheses are satisfied for a large class of operators. We will show
later some examples of such operators. Now, we present the main results of this paper.
Theorem 1.1. We have the following estimate
‖−→UA‖∞ ≤ (κ+ ν)
N∑
i=1
‖∇ai‖2‖∇bi‖2, (1.13)
where ν := sup1≤i≤j≤N ‖GA(i, j)‖∞.
We Assume that there exists i0 ∈ {1, 2, ..., N} such that ai0 , bi0 ∈ V , where V is given
by
V := {w ∈ H1(R2), w 6= constant}.
Set
CA∞(R2) := sup
‖−→UA‖∞∑N
i=1 ‖∇ai‖2‖∇bi‖2
.
We then have the following result.
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Theorem 1.2. Let g :]0,+∞[→ R be a function satisfying the following properties
a) g ∈ C∞(0,+∞)\{0}
b) r 7→ rg2(r) ∈ L1(0,+∞)
c) r 7→ r3g′2(r) ∈ L1(0,+∞)
d) lim
r→0+
rg(r) = 0
e) lim
r→0+
r2f(r)g2(r) = 0.
Then, the best constant CA∞(R2) satisfies the following estimate
κLA(g) ≤ CA∞(R2) ≤ (κ+ ν), (1.14)
where LA(g) is given by
LA(g) :=
∣∣∣∣ ∫ +∞
0
r2f ′(r)g2(r) dr
∣∣∣∣∫ +∞
0
r3g′2(r) dr
.
2 Applications to Some Operators
In this section, we give some examples of differential operators A satisfying the re-
quired hypotheses. In the first example, we consider the Laplace operator. Applying Theo-
rems 1.1 and 1.2, we retrieve the obtained result in [3,12]. In the second example, we con-
sider the modified Helmholtz operator, and the best constant obtained in [10] is retrieved.
Finally, we study the case of the Lamé operator.
2.1 The Laplace operator
As the first example, we take A = −∆ and N = 1. In this case, the fundamental
solution of the considered operator is given by
EA(x) = − 12pi ln r, ∀x ∈ R
2\{0}.
It is easy to verify that Hypotheses 1.1-1.4 are satisfied with
κ =
1
2pi
, f(r) = − ln r and GA ≡ 0.
Applying Theorems 1.1 and 1.2, we obtain that
1
2pi
L−∆(g) ≤ C−∆∞ (R2) ≤
1
2pi
, (2.1)
for all function g satisfying properties a)-e) of Theorem 1.2. For all ε > 0, we consider the
function gε defined by
gε(r) := rε−1e−r/2, ∀ r > 0. (2.2)
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It is easy to show that the considered function satisfies properties a)-e) of Theorem 1.2.
Using (2.1), we obtain
1
2pi
L−∆(gε) ≤ C−∆∞ (R2) ≤
1
2pi
, ∀ ε > 0. (2.3)
It was proved in [3] that L−∆(gε) → 1 when ε → 0+. Finally, by tending ε to zero in
(2.3), we obtain that
C−∆∞ (R2) =
1
2pi
.
2.2 The modified Helmholtz operator
In this example, the operator A is given by
A = −∆+ αI,
where α is a positive constant and N = 1. The fundamental solution of the considered
operator is given by [8]
EA(x) =
1
2pi
K0(
√
αr), ∀x ∈ R2\{0}.
Here, K0 is the modified Bessel function of the second kind with zero order. For more
details about Bessel functions, we refer the reader to [2]. In this case, we have
κ =
1
2pi
, f(r) = K0(
√
αr) and GA ≡ 0.
To check that Hypothesis 1.3 is satisfied, we need some properties about the Bessel function
K0. These properties are given in the following lemma.
Lemma 2.1. we have
a) lim
r→0+
rK0(
√
αr) = 0
b) sup
r>0
r|K ′0(
√
αr)| = 1.
Proof. We have the following asymptotic expansion [2]
K0(t) = (ln 2− ln t− γ) +O(t2) when t→ 0+,
where γ is the Euler constant. Then, the property a) is satisfied. On the other hand, we
have that
K ′0(
√
αr) = −√αK1(
√
αr), (2.4)
where K1 is the modified Bessel function of the second kind with first order. It is given
explicitly by
K1(t) =
1
t
∫ +∞
0
cos(yt)
(y2 + 1)3/2
dy, ∀ t > 0. (2.5)
210 Mohamed Jleli and Bessem Samet
Then, we obtain that
|tK1(t)| ≤
∫ +∞
0
1
(y2 + 1)3/2
dy = 1, ∀ t ≥ 0. (2.6)
Finally, the property b) is an immediate consequence of (2.4), (2.5) and (2.6).
Now, it is clear that Hypotheses 1.1-1.4 are satisfied, and we can apply Theorems 1.1
and 1.2. We obtain that
1
2pi
L−∆+αI(g) ≤ C−∆+αI∞ (R2) ≤
1
2pi
,
for all function g satisfying properties a)-e) of Theorem 1.2. As in the first example, we
take g = gε, wehre gε is given by (2.2). Then,
1
2pi
L−∆+αI(gε) ≤ C−∆+αI∞ (R2) ≤
1
2pi
, ∀ ε > 0. (2.7)
The following result was proved in [10].
Lemma 2.2. We have
lim
ε→0+
L−∆+αI(gε) = 1.
Finally, using Lemma 2.2, and tending ε to zero in (2.7), we obtain that
C−∆+αI∞ (R2) =
1
2pi
.
2.3 The Lamé operator
Here, we study the case of the Lamé operator. More precisely, we take
A
−→
U = −µ∆−→U − (λ+ µ)∇(div −→U ),
where the constants (λ, µ) denote the Lamé coefficients (λ ≥ 0, µ > 0). The fundamental
solution EA ∈ D′(R2,R2×2) of the operator A is given by [8]
EA(x) = β ln rI2 + γereTr , ∀x ∈ R2\{0},
where
β = − λ+ 3µ
4piµ(λ+ 2µ)
, γ =
λ+ µ
4piµ(λ+ 2µ)
,
er = x/r and eTr is the transposed vector of er. In this case, we have that
κ = −β, f(r) = − ln r,GA(x) = γereTr and ν = γ.
All the hypotheses 1.1-1.4 are satisfied. Applying Theorems 1.1 and 1.2, we obtain
−βLA(g) ≤ CA∞(R2) ≤ −β + γ, (2.8)
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for all function g satisfying Hypotheses a)-e)of Theorem 1.2. By considering the function
gε defined by (2.2), we obtain that
−βLA(gε) ≤ CA∞(R2) ≤ −β + γ, ∀ ε > 0. (2.9)
Note that in this case, we have
LA(gε) = L−∆(gε)→ 1 when ε→ 0+. (2.10)
By (2.9) and (2.10), we conclude that
−β ≤ CA∞(R2) ≤ −β + γ.
Remark 2.1. In this case, we don’t know exactly the value of the best constant CA∞(R2).
It will be interesting to study this problem. Here, the difficulty is that the fundamental
solution of the considered operator is not radial as like as the previous cases.
3 Proofs of the Main Results
3.1 Proof of Theorem 1.1
We will adapt the strategy used in [4]. We can assume that ai, bi ∈ D(R2), i =
1, 2, ..., N . Then, we have
−→
UA(0) =
∫
R2
EA(x)
−→
F (x) dx.
For i = 1, 2, ..., N , we obtain that
U iA(0) =
N∑
j=1
∫
R2
EA(i, j)(x)F j(x) dx, (3.1)
where
EA(i, j)(x) = κf(r)δij +GA(i, j)(x), 1 ≤ i ≤ j ≤ N. (3.2)
Here, δij is the Kronecker symbol. By (3.1) and (3.2), we obtain that
U iA(0) = κ
∫
R2
f(r)F i(x) dx+
N∑
j=1
∫
R2
GA(i, j)(x)F j(x) dx. (3.3)
In polar coordinates, we have
F i(x) =
1
r
(airb
i
θ − aiθbir) =
1
r
[(aibiθ)r − (aibir)θ]. (3.4)
Using a change of variable and (3.4), we obtain∫
R2
f(r)F i(x) dx =
∫ 2pi
θ=0
∫ ∞
r=0
f(r)(aibiθ)r dr dθ.
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Integrating by parts and using the property (1.9) of Hypothesis 1.3, we obtain that∫
R2
f(r)F i(x) dx = −
∫ 2pi
θ=0
∫ ∞
r=0
f ′(r)aibiθ dr dθ. (3.5)
On the other hand, we have [4]∣∣∣∣ ∫ 2pi
0
aibiθ dθ
∣∣∣∣ ≤ ‖aiθ‖L2(0,2pi)‖biθ‖L2(0,2pi). (3.6)
Then, by (3.5), (3.6), the property (1.11) of Hypothesis 1.3, and the Cauchy-Schwarz in-
equality, we obtain that∣∣∣∣∫
R2
f(r)F i(x) dx
∣∣∣∣ ≤ ∫ +∞
r=0
r|f ′(r)|1
r
‖aiθ‖L2(0,2pi)‖biθ‖L2(0,2pi) dr
≤
∫ +∞
r=0
1
r
‖aiθ‖L2(0,2pi)‖biθ‖L2(0,2pi) dr
≤
(∫ +∞
r=0
1
r
‖aiθ‖2L2(0,2pi) dr
)1/2(∫ +∞
r=0
1
r
‖biθ‖2L2(0,2pi) dr
)1/2
≤ ‖∇ai‖2‖∇bi‖2.
We conclude that∣∣∣∣ ∫
R2
f(r)F i(x) dx
∣∣∣∣ ≤ N∑
j=1
‖∇aj‖2‖∇bj‖2, ∀ i ∈ {1, 2, ..., N}. (3.7)
Now, we will estimate the second term in (3.3). We will use the following lemma.
Lemma 3.1. For all j ∈ {1, 2, ..., N}, we have∫
R2
|F j(x)| dx ≤ ‖∇aj‖2‖∇bj‖2.
Proof. Let
V j = (ajx1 , a
j
x2 , 0)
T and W j = (bjx1 , b
j
x2 , 0)
T , 1 ≤ j ≤ N.
We have that
V j ∧W j = F j e3.
Then,
|F j | = ‖V j ∧W j‖ ≤ ‖V j‖‖W j‖,
and by the Cauchy-Schwarz inequality, we obtain that∫
R2
|F j(x)| dx ≤
∫
R2
‖V j‖‖W j‖ dx ≤
(∫
R2
‖V j‖2 dx
)1/2(∫
R2
‖W j‖2 dx
)1/2
.
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On the other hand,∫
R2
‖V j‖2 dx = ‖∇aj‖22 and
∫
R2
‖W j‖2 dx = ‖∇bj‖22.
The proof is completed.
It follows from Lemma 3.1 and Hypothesis 1.2 that∣∣∣∣ N∑
j=1
∫
R2
GA(i, j)(x)F j(x) dx
∣∣∣∣ ≤ N∑
j=1
∫
R2
|GA(i, j)(x)||F j(x)| dx
≤ ν
N∑
j=1
∫
R2
|F j(x)| dx
≤ ν
N∑
j=1
‖∇aj‖2‖∇bj‖2. (3.8)
By (3.3), (3.7) and (3.8), we obtain that
|U iA(0)| ≤ (κ+ ν)
N∑
j=1
‖∇aj‖2‖∇bj‖2. (3.9)
Since the considered problem is invariant by translation (see Hypothesis 1.4), considering
U iA(x+x0) for any x0 ∈ R2, we get easily that (3.9) holds if we replace 0 by any x0 ∈ R2.
Finally, we deduce that
‖−→UA‖∞ ≤ (κ+ ν)
N∑
j=1
‖∇aj‖2‖∇bj‖2.
The proof of Theorem 1.1 is completed. ¤
3.2 Proof of Theorem 1.2
By the previous result, we obtain immediately that
CA∞(R2) ≤ κ+ ν. (3.10)
Let g be a function satisfying the properties required by Theorem 1.2. Let us define
ψ ∈ D(R2) by
ψ(σ) :=
{
1 if |σ| ≤ 1
0 if |σ| ≥ 2 and 0 ≤ ψ(σ) ≤ 1 if 1 < |σ| < 2.
We let
a1n(x1, x2) = x1gn(r) and b
1
n(x1, x2) = x2gn(r),
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where
gn(σ) := ψ(σ/n)g(σ), ∀σ > 0, ∀n ∈ N∗.
We take
ain(x1, x2) = b
i
n(x1, x2) = 0, ∀ i ∈ {2, 3, ..., N}.
We consider now
−−→
UA,n the solution to
A
−−→
UA,n =
−→
Fn in R2,
with the limit condition
lim
|x|→+∞
−−→
UA,n(x) =
−→
0 .
Here, the vector
−→
Fn is given by
−→
Fn = (F 1n , F
2
n , ..., F
N
n )
T , where
F 1n = (a
1
n)x1(b
1
n)x2 − (a1n)x2(b1n)x1 and F in = 0 ∀ i ∈ {2, 3, ..., N}. (3.11)
In polar coordinates, we have
F 1n =
1
2r
∂(r2g2n)
∂r
. (3.12)
We have −−→
UA,n(0) =
∫
R2
EA(x)
−→
Fn(x) dx.
For i = 1, 2, ..., N , we obtain that
U iA,n(0) =
N∑
j=1
∫
R2
EA(i, j)(x)F jn(x) dx.
Using (3.11), we obtain
U iA,n(0) =
∫
R2
EA(i, 1)(x)F 1n(x) dx. (3.13)
It follows from (3.12), (3.13) and Hypothesis 1.2, that
U iA,n(0) = κpi
∫ +∞
r=0
δi1f(r)
∂(r2g2n)
∂r
dr +
1
2
∫ 2pi
θ=0
GA(i, 1)
(∫ +∞
r=0
∂(r2g2n)
∂r
dr︸ ︷︷ ︸
0
)
dθ
= κpi
∫ +∞
r=0
δi1f(r)
∂(r2g2n)
∂r
dr.
Integrating by parts and using the hypothesis e) required by Theorem 1.2, we obtain that
U iA,n(0) = −κpiδi1
∫ +∞
r=0
f ′(r)r2g2n(r) dr. (3.14)
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By simple calculus, we obtain that
‖∇a1n‖22 = ‖∇b1n‖22 = pi
∫ +∞
0
r3g′2n dr. (3.15)
By taking i = 1 in (3.14), and using (3.15), we obtain immediately that
κ
∣∣∣∣∫ +∞
0
f ′(r)r2g2n(r) dr
∣∣∣∣∫ +∞
0
r3g′2n (r) dr
≤ CA∞(R2). (3.16)
In [3], it was proved that∫ +∞
0
r3g′2n (r) dr →
∫ +∞
0
r3g′2(r) dr, when n→ +∞. (3.17)
On the other hand, we have∫ +∞
0
f ′(r)r2g2n(r) dr−
∫ +∞
0
f ′(r)r2g2(r) dr =
∫ +∞
0
rf ′(r)
(
ψ2(r/n)−1)rg2(r) dr.
Using that lim
n→+∞
(
ψ2(r/n) − 1) = 0, property (1.10) of Hypothesis 1.3, property b)
required by Theorem 1.2, and the dominated convergence theorem, we obtain that∫ +∞
0
rf ′(r)
(
ψ2(r/n)− 1)rg2(r) dr → 0, when n→ +∞.
Then, ∫ +∞
0
f ′(r)r2g2n(r) dr →
∫ +∞
0
f ′(r)r2g2(r) dr, when n→ +∞. (3.18)
Finally, by combining (3.16), (3.17) and (3.18), we conclude that
κ
∣∣∣∣∫ +∞
0
f ′(r)r2g2(r) dr
∣∣∣∣∫ +∞
0
r3g′2(r) dr
≤ CA∞(R2).
Then, the proof of Theorem 1.2 is achieved. ¤
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1 Introduction
Let Ω be a bounded domain of R2, given u = (a, b) ∈ H1(Ω,R2), we consider Φα
the solution to{ −∆Φα + αΦα = ax1bx2 − ax2bx1 in Ω,
Φα = 0 on ∂Ω,
(1.1)
1
where α is a positive constant, x = (x1, x2) ∈ Ω and axi denotes the partial
derivative of a with respect to the variable xi, i = 1, 2. If Ω = R2, we replace
the boundary condition in (1.1) by the limit condition lim
‖x‖→+∞
Φα(x) = 0, where
‖x‖ = r =
√
x21 + x
2
2. The considered operator −∆+αI is often referred to the mod-
ified Helmholtz operator or the Yukawa operator. It appears in many applications,
for examples, in implicit marching schemes for the heat equation, in Debye-Huckel
theory, and in the linearization of the Poisson-Boltzmann equation [10, 11, 12]. In
Debye-Huckel theory, the constant
√
α represents the inverse of the electron Debye
length which measures the distance over which an individual charged particle can
exert an effect, while in quantum physics,
√
α is known as the screening constant
parameter.
In [7], R. Coifman, P.L. Lions, Y. Meyer and S. Semmes proved that the function
det∇u = ax1bx2 − ax2bx1 possesses some regularity properties and belongs to the
Hardy space. S. Chanillo in [6] gives a direct proof of the same result without using
Hardy space theory and generalized this one to weighted version.
In the case α = 0, Problem (1.1) is the classical Wente problem:{ −∆Φ0 = ax1bx2 − ax2bx1 in Ω,
Φ0 = 0 on ∂Ω.
(1.2)
It was proved in [5] that there exists C0(Ω) that depends only on Ω such that:
‖Φ0‖∞ + ‖∇Φ0‖2 ≤ C0(Ω)‖∇a‖2‖∇b‖2, ∀u = (a, b) ∈ H1(Ω,R2). (1.3)
Denote by:
C0∞(Ω) = sup
(a,b)∈V
‖Φ0‖∞
‖∇a‖2‖∇b‖2 and C
0
2 (Ω) = sup
(a,b)∈V
‖∇Φ0‖2
‖∇a‖2‖∇b‖2 ,
where V = {(a, b) ∈ H1(Ω,R2) |∇a 6≡ 0,∇b 6≡ 0}. It was proved in [2, 13, 14] that
C0∞(Ω) =
1
2pi
and in [15] that C02 (Ω) =
√
3
16pi
. An extension of these results to the
case of the modified Helmholtz operator was given in [9].
In [4], the authors gave a weighted version of regularity of solutions of the
classical Wente problem (1.2). In this work, the same purpose is considered for the
case of the modified Helmholtz operator.
2 Statement of the results
We take Ω = R2 or Ω = B1, where B1 is the unit ball. Let ω 6≡ 0 be a non-negative
function in L1loc(Ω). We define:
‖f‖2,ω =
(∫
Ω
f2(x)ω(x) dx
)1/2
. (2.1)
2
We denote by Hω(Ω) the closure of C∞0 (Ω) equipped with the norm:
‖ · ‖2,ω + ‖∇ · ‖2,ω. (2.2)
Here, C∞0 (Ω) is the space of C∞ compact supported functions.
If ω−1 is also in L1loc(Ω), we introduce the space:
Vω(Ω) = {(a, b) ∈ Hω(Ω)×Hω−1(Ω) |∇a 6≡ 0,∇b 6≡ 0}. (2.3)
We say that the function ω satisfies (A1) if:
(A1): ω is a radial function (i.e. ω(x) = w(r) where r = ‖x‖).
For all (a, b) ∈ Vω(Ω), let Φα be the solution to (1.1). Our first result is the
following.
Theorem 2.1 If ω satisfies (A1) and ω, ω−1 ∈ C0(Ω) ∩ L∞(Ω), then
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
=
1
2pi
. (2.4)
Remark 2.1 Condition ω, ω−1 ∈ L∞(Ω) implies that Vω(Ω) ⊂ {(a, b) |∇a,∇b ∈
L2(Ω)}. By the result of Brezis and Coron [5], this implies that Φ0 solution to (1.2)
belongs to C0(Ω), the set of continuous functions on Ω vanishing at the boundary.
In the case α > 0, by the maximum principle, we have (see the proof of Theorem
2.3) ‖Φα‖∞ ≤ 2‖Φ0‖∞. Then, by density, we have Φα ∈ C0(Ω) for all a, b ∈ Vω(Ω).
This remark is also available for any other space V ⊂ {(a, b) |∇a,∇b ∈ L2(Ω)}, in
particular, for Theorem 2.2 and Theorem 2.3.
In general, when ω or ω−1 /∈ C0(Ω), we are not able to get the optimal result.
For studying more general case, we need to introduce others spaces and conditions.
We introduce the space H˜ω(Ω) which is the closure of C∞0 (Ω \ {0}) equipped
with the norm (2.2) and the space:
V˜ω(Ω) = {(a, b) ∈ H˜ω(Ω)× H˜ω−1(Ω) |∇a 6≡ 0,∇b 6≡ 0}. (2.5)
We say that ω satisfies (A2) if:
(A2): ω ∈ C2(Ω\{0}), ω > 0 and we have:
∆
(√
ω(x)
)
≥ 0, ∆
(
1√
ω(x)
)
≥ 0 in Ω\{0}. (2.6)
If ω satisfies also (A1), so we write ω(x) = w(r) = ev(r). In this case, (2.6) is
equivalent to: ∣∣∣∣v′′(r) + 1r v′(r)
∣∣∣∣ ≤ 12v′2(r) in (0,+∞) or (0, 1).
3
Remark 2.2 Under the assumptions (A1)-(A2), we have:
h1ω(x) ≡ ‖x‖2
(
1
2
∆ω − 1
4
|∇ω|2ω−1
)
ω−1
=
r2
2
(
v′′(r) +
1
r
v′(r) +
1
2
v′2(r)
)
≥ 0
and
h2ω(x) ≡ ‖x‖2
(
−1
2
∆ω +
3
4
|∇ω|2ω−1
)
ω−1
=
r2
2
(
−v′′(r)− 1
r
v′(r) +
1
2
v′2(r)
)
≥ 0.
Our second result is the following.
Theorem 2.2 Assuming that (A1)-(A2) hold, then we have:
sup
(a,b)∈eV ∗ω (Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2pi
1
sup
i=1,2
(
1 + inf
x∈Ω
hiω(x)
)1/2 , (2.7)
where
V˜ ∗ω (Ω) = V˜ω(Ω) ∩ {(a, b) |∇a,∇b ∈ L2(Ω)}.
Denote by
Wp(Ω) = {(a, b) ∈ Vω(Ω), (a, b)(x) = g(‖x‖)(ω(x)−1/2x1, ω(x)1/2x2)} (2.8)
and
Wr(Ω) = {(a, b) ∈ Vω(Ω), (a, b)(x) = g(‖x‖)x}, (2.9)
where g ∈ C∞(0,+∞) if Ω = R2 and g ∈ C∞(0, 1) if Ω = B1. Let Vp(Ω) and Vr(Ω)
the closure respectively of Wp(Ω) and Wr(Ω) in Vω(Ω) equipped with the norm
(2.2). We denote:
V ∗p (Ω) = {(a, b) ∈ Vp(Ω) |∇a 6≡ 0,∇b 6≡ 0} (2.10)
and
V ∗r (Ω) = {(a, b) ∈ Vr(Ω) |∇a,∇b ∈ L2(Ω)}. (2.11)
Let ω be a radial function (ω(x) = w(r)).
We say that ω satisfies (A3) if:
(A3): lim
r→0
r2w(r) = lim
r→0
r2w−1(r) = 0.
We say that ω satisfies (A4) if:
(A4): lim
r→0
r3w′(r) = lim
r→0
r3(w−1(r))′ = 0.
We prove
4
Theorem 2.3 Assuming that (A1) and (A2) hold. Then,
1. If (A4) is satisfied, we have:
C(Ω)
2∏
i=1
(
1 + sup
x∈Ω
hiω(x)
)1/2 ≤ sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2∏
i=1
(
1 + inf
x∈Ω
hiω(x)
)1/2 ,
(2.12)
where C(R2) = 1 and C(B1) =
√
αK1(
√
α). Here, K1 is the first-order
modified Bessel function of the second kind.
2. If (A3) and (A4) are satisfied and (a, b) ∈ V ∗r (Ω), we have:
‖Φα‖∞ ≤ 1
pi
‖∇a‖2,ω‖∇b‖2,ω−1
2∏
i=1
(
1 + inf
x∈Ω
hiω(x)
)1/2 . (2.13)
Remark 2.3 We have:
V ∗p (Ω) ⊂ {(a, b) |∇a,∇b ∈ L2(Ω)}.
To show this, by (3.27)-(3.28), for all a, b ∈Wp(Ω), we have:
‖∇a‖2,ω ≥ ‖∇a‖2
and
‖∇b‖2,ω−1 ≥ ‖∇b‖2.
By density, these inequalities hold also for all a, b ∈ V ∗p (Ω).
3 Proofs
We start by giving some preliminaries results which are used later.
3.1 Preliminaries
In [5] the following result was proved.
Lemma 3.1 For all a, b ∈ H1(Ω), we have the following estimate:∣∣∣∣∫ 2pi
0
abθ dθ
∣∣∣∣ ≤ ‖aθ‖L2(0,2pi)‖bθ‖L2(0,2pi),
where the subscript denote the partial differentiation with respect to the polar coor-
dinate θ.
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Through this paper we will use the following modified Bessel functions:
In(x) =
1
pi
∫ pi
0
ex cos t cos(nt) dt, x ∈ R, n ∈ N,
Kn(x) =
Γ(n+ 1/2)√
pi
(
2
x
)n ∫ +∞
0
cos(xt)
(t2 + 1)n+1/2
dt, x > 0, n ∈ N,
where Γ is the gamma function.
The following properties are standard in Bessel functions theory (see [1]).
Lemma 3.2 We have:
(1) K ′0 = −K1 and I ′0 = I1 (2) K0(x) ∼ − lnx (x→ 0+)
(3) f(x) = xK1(x) ≤ f(0) = 1, ∀x ≥ 0 (4) I0(x) ≥ I0(0) = 1, ∀x ≥ 0
(5) I1(x) ≥ I1(0) = 0, ∀x ≥ 0 (6) 0 < K0(x) < K1(x), ∀x > 0
(7) I0(x)K1(x) + I1(x)K0(x) = 1/x, ∀x > 0.
Denote by G the Green function associated to the operator −∆+ αI on B1, i.e.{ −∆G+ αG = δ0 in B1,
G = 0 on ∂B1.
(3.1)
The following result is standard in PDE theory [8].
Lemma 3.3 The Green function associated to the operator −∆+αI on B1 is given
by:
G(x) = G(r) = 1
2pi
(
K0(
√
αr)− K0(
√
α)
I0(
√
α)
I0(
√
αr)
)
, r = ‖x‖.
We have the following result.
Lemma 3.4 The following estimate holds:
2pir|G′(r)| ≤ 1, ∀ r ∈ (0, 1).
Proof. By Lemma 3.2, we obtain:
2pir|G′(r)| = √αr (K1(√αr) + s(√α) I1(√αr)) ,
where s(t) =
K0(t)
I0(t)
, ∀ t > 0. Using Lemma3.2, it is easy to check that s is a
decreasing function in (0,+∞). Then, we obtain:
s(
√
α) ≤ s(√αr), ∀ r ∈ (0, 1).
Using this inequality, properties (7) and (4) of Lemma 3.2, we obtain:
2pir|G′(r)| ≤ √αr (K1(√αr) + s(√αr) I1(√αr))
=
√
αr
(
K1(
√
αr) +
K0(
√
αr)
I0(
√
αr)
I1(
√
αr)
)
=
√
αr
I0(
√
αr)
(K1(
√
αr)I0(
√
αr) +K0(
√
αr)I1(
√
αr))
=
1
I0(
√
αr)
≤ 1
6
and the proof is achieved. 2
By Lemma 3.2, the following result is easy to check.
Lemma 3.5 We have:
lim
r→0+
rG′(r) = − 1
2pi
.
3.2 Proof of Theorem 2.1
First case: Ω = R2.
We suppose that a, b ∈ C∞0 (R2). The general case can be obtained by approx-
imation argument. We will apply similar arguments used in [5, 2, 9]. In fact, we
have:
Φα = E ∗ (ax1bx2 − ax2bx1),
where E is the fundamental solution to the modified Helmholtz operator, given by:
E =
1
2pi
K0(
√
α‖x‖). We obtain:
2piΦα(0) =
∫
R2
K0(
√
α‖x‖)(ax1bx2 − ax2bx1) dx
=
∫ +∞
r=0
∫ 2pi
θ=0
K0(
√
αr)(arbθ − aθbr) dθ dr
=
∫ +∞
0
∫ 2pi
0
K0(
√
αr)[(abθ)r − (abr)θ] dθ dr
=
∫ +∞
0
∫ 2pi
0
K0(
√
αr)(abθ)r dθ dr.
Using an integration by parts and K ′0 = −K1, we obtain:∫ +∞
0
K0(
√
αr)(abθ)r dr =
∫ +∞
0
√
αK1(
√
αr)abθ dr.
Then,
2piΦα(0) =
∫ +∞
0
√
αrK1(
√
αr)
1
r
(∫ 2pi
0
abθ dθ
)
dr.
Using Lemma 3.1 and (3) of Lemma 3.2, we obtain:
2pi|Φα(0)| ≤
∫ +∞
0
|√αrK1(
√
αr)|1
r
(∫ 2pi
0
a2θ dθ
)1/2(∫ 2pi
0
b2θ dθ
)1/2
dr
≤
∫ +∞
0
1
r
(∫ 2pi
0
a2θ dθ
)1/2(∫ 2pi
0
b2θ dθ
)1/2
dr.
Since ω is a radial function, we get:
2pi|Φα(0)| ≤
(∫ +∞
0
∫ 2pi
0
1
r
a2θw dθ dr
)1/2(∫ +∞
0
∫ 2pi
0
1
r
b2θw
−1 dθ dr
)1/2
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≤
(∫
R2
|∇a|2w dx
)1/2(∫
R2
|∇b|2w−1 dx
)1/2
≤ ‖∇a‖2,ω‖∇b‖2,ω−1 .
So we deduce that:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2pi
. (3.2)
Now, we turn to prove the inverse inequality of (3.2). Here, we don’t need to
suppose (A1). Let g ∈ C∞0 (0,+∞). For all ρ > 0, we denote:
(aρ, bρ)(x) = g
(
r
ρ
)
x
ρ
, ∀x ∈ R2,
where r = ‖x‖. Let Φρα be the solution to (1.1) corresponding to aρ and bρ. As in
[9], after a change of variables, and using Lemma 3.2, we obtain:
Φρα(0) =
1
2
∫ +∞
0
√
αρrK1(
√
αρr)rg2(r) dr → 1
2
∫ +∞
0
rg2(r) dr, as ρ→ 0. (3.3)
Furthermore,
‖∇aρ‖22,ω =
∫ 2pi
0
∫ +∞
0
(
rg2(r) + r3g′2(r) cos2 θ + r2(g2)′(r) cos2 θ
)
ω(ρx) dr dθ.
Using an integration by parts and the continuity of ω, we obtain:
‖∇aρ‖22,ω → piω(0)
∫ +∞
0
r3g′2(r) dr, as ρ→ 0. (3.4)
In the same way, we prove:
‖∇bρ‖22,ω−1 → piω−1(0)
∫ +∞
0
r3g′2(r) dr, as ρ→ 0. (3.5)
By (3.3), (3.4) and (3.5), we get:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
L0(g), (3.6)
where
L0(g) =
∫ +∞
0
rg2(r) dr∫ +∞
0
r3g′2(r) dr
. (3.7)
Choosing gε(r) = rε−1e−r/2 with ε > 0. By density, (3.6) holds also for gε and we
obtain:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
L0(gε), ∀ ε > 0.
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On the other hand, we have:
L0(gε) =
Γ(2ε)
(ε− 1)2Γ(2ε)− (ε− 1)Γ(2ε+ 1) + Γ(2ε+2)4
→ 1, as ε→ 0.
Then, we get:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
. (3.8)
By (3.2) and (3.8), we obtain the desired result. Then, the proof is achieved for the
case Ω = R2.
Second case: Ω = B1.
We can assume that a, b ∈ C∞0 (B1). We have:
Φα(0) =
∫
B1
G(x)(ax1bx2 − ax2bx1) dx
=
∫ 1
r=0
∫ 2pi
θ=0
G(r)(arbθ − aθbr) dθ dr
=
∫ 1
0
∫ 2pi
0
G(r)[(abθ)r − (abr)θ] dθ dr
=
∫ 1
0
∫ 2pi
0
G(r)(abθ)r dθ dr.
Using an integration by parts and the property (2) of Lemma 3.2, we obtain:∫ 1
0
G(r)(abθ)r dr = −
∫ 1
0
G′(r)abθ dr.
Then,
Φα(0) = −
∫ 1
0
rG′(r)1
r
∫ 2pi
0
abθ dθ dr.
Using Lemmas 3.1 and 3.4, we obtain:
|Φα(0)| ≤ 12pi
∫ 1
0
1
r
(∫ 2pi
0
a2θ dθ
)1/2(∫ 2pi
0
b2θ dθ
)1/2
dr
≤ 1
2pi
‖∇a‖2,ω‖∇b‖2,ω−1 .
So we deduce that:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2pi
. (3.9)
Let us prove now the inverse inequality of (3.9). As in the previous case, we
don’t need to suppose (A1). Let g be a function in C∞0 (0,+∞) with a compact
support K ⊂ (0, 1). As in the previous case, for all ρ > 0, we denote:
(aρ, bρ)(x) = g
(
r
ρ
)
x
ρ
, ∀x ∈ B1,
9
where r = ‖x‖. Let Φρα be the solution to (1.1) corresponding to aρ and bρ. Using
an integration by parts, a change of variable and Lemma 3.5, we obtain:
Φρα(0) = −pi
∫ 1
0
ρrG′(ρr)rg2(r) dr → 1
2
∫ 1
0
rg2(r) dr, as ρ→ 0. (3.10)
As in the previous case, using the continuity of ω and ω−1, we obtain:
‖∇aρ‖22,ω → piω(0)
∫ 1
0
r3g′2(r) dr, as ρ→ 0 (3.11)
‖∇bρ‖22,ω−1 → piω−1(0)
∫ 1
0
r3g′2(r) dr, as ρ→ 0. (3.12)
By (3.10), (3.11) and (3.12), we obtain:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
`0(g), (3.13)
where
`0(g) =
∫ 1
0
rg2(r) dr∫ 1
0
r3g′2(r) dr
. (3.14)
Choosing gε(r) = r
ε
2−1 − 1 with ε > 0. By density, (3.13) holds for g = gε. Then,
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
`0(gε), ∀ ε > 0.
On the other hand, we have:
`0(gε)→ 1, as ε→ 0.
We deduce that:
sup
(a,b)∈Vω(Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2pi
. (3.15)
Combining (3.9) and (3.15), we obtain the desired result. Then, the proof of The-
orem 2.1 is achieved. 2
3.3 Proof of Theorem 2.2
We will adapt the strategy used in [4]. By density, we can suppose that a, b ∈
C∞0 (Ω \ {0}). Denote:
a˜(x) = ω(x)1/2a(x) and b˜(x) = ω(x)−1/2b(x).
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By simple calculus, we obtain:
ax1bx2 − ax2bx1 =
1
r
(a˜r b˜θ − a˜θ b˜r) + 12r ω
−1[(a˜b˜)r ωθ − (a˜b˜)θ ωr].
Since ω satisfies (A1), then
ax1bx2 − ax2bx1 =
1
r
(a˜r b˜θ − a˜θ b˜r)− 12r ω
−1(a˜b˜)θ ωr. (3.16)
First case: Ω = R2.
In this case, we have:
Φα(0) =
1
2pi
∫
R2
K0(
√
α‖x‖)(ax1bx2 − ax2bx1) dx.
Using (3.16), we obtain:
Φα(0) =
1
2pi
∫ +∞
r=0
∫ 2pi
θ=0
K0(
√
αr)(a˜r b˜θ − a˜θ b˜r) dθ dr
=
1
2pi
∫ +∞
0
∫ 2pi
0
K0(
√
αr)(a˜b˜θ)r dθ dr
=
1
2pi
∫ +∞
0
∫ 2pi
0
√
αrK1(
√
αr)
1
r
(a˜− a˜)˜bθ dθ dr,
where a˜(r) =
1
2pi
∫ 2pi
0
a˜(reiσ) dσ. By Lemma 3.2, we obtain:
|Φα(0)| ≤ 12pi
∫ +∞
0
∫ 2pi
0
1
r
|a˜− a˜||˜bθ| dθ dr
≤ 1
2pi
(∫ +∞
0
∫ 2pi
0
1
r
|a˜− a˜|2 dθ dr
)1/2(∫ +∞
0
∫ 2pi
0
1
r
b˜2θ dθ dr
)1/2
.(3.17)
Now, we will estimate ‖∇a‖2,ω and ‖∇b‖2,ω−1 . We have:
‖∇a‖22,ω =
∫
R2
|∇(ω−1/2a˜)|2ω dx
=
∫
R2
(
a˜2
4
ω−2|∇ω|2 − a˜ω−1∇a˜ · ∇ω + |∇a˜|2
)
dx.
On the other hand, we have:
2
∫
R2
a˜ω−1∇a˜ · ∇ω dx =
∫
R2
a˜2(|∇ω|2ω−1 −∆ω)ω−1 dx+
∫ 2pi
0
[rw′(r)a2]+∞0 dθ
=
∫
R2
a˜2(|∇ω|2ω−1 −∆ω)ω−1 dx.
11
Then,
‖∇a‖22,ω =
∫ +∞
0
∫ 2pi
0
1
r
h1ωa˜
2 dθ dr +
∫ +∞
0
∫ 2pi
0
(
ra˜2r +
a˜2θ
r
)
dθ dr. (3.18)
We have:∫ 2pi
0
a˜2 dθ ≥
∫ 2pi
0
|a˜− a˜|2 dθ and
∫ 2pi
0
a˜2θ dθ ≥
∫ 2pi
0
|a˜− a˜|2 dθ. (3.19)
By (3.18), (3.19) and the hypothesis (A2), we get:
‖∇a‖22,ω ≥
(
1 + inf
x∈R2
h1ω(x)
)∫ +∞
0
∫ 2pi
0
1
r
|a˜− a˜|2 dθ dr. (3.20)
In the same way, we prove that:
‖∇b‖22,ω−1 =
∫ +∞
0
∫ 2pi
0
1
r
h2ω b˜
2 dθ dr +
∫ +∞
0
∫ 2pi
0
(
rb˜2r +
b˜2θ
r
)
dθ dr (3.21)
and by the hypothesis (A2), we get:
‖∇b‖22,ω−1 ≥
∫ +∞
0
∫ 2pi
0
1
r
b˜2θ dθ dr. (3.22)
By combining (3.17), (3.20) and (3.22), we obtain:
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2pi
1(
1 + inf
x∈R2
h1ω(x)
)1/2 .
Finally, since a and b play symmetric roles, we deduce that:
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2pi
1
sup
i=1,2
(
1 + inf
x∈R2
hiω(x)
)1/2 .
Second case: Ω = B1.
By (3.16), we have:
Φα(0) =
∫
B1
G(x)(ax1bx2 − ax2bx1) dx
=
∫ 1
r=0
∫ 2pi
θ=0
G(r)(a˜r b˜θ − a˜θ b˜r) dθ dr
=
∫ 1
0
∫ 2pi
0
G(r)(a˜b˜θ)r dθ dr
=
∫ 1
0
∫ 2pi
0
−rG′(r) 1
r
(a˜− a˜)˜bθ dθ dr.
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Using Lemma 3.4, we obtain:
|Φα(0)| ≤ 12pi
∫ 1
0
∫ 2pi
0
1
r
|a˜− a˜||˜bθ| dθ dr
≤ 1
2pi
(∫ 1
0
∫ 2pi
0
1
r
|a˜− a˜|2 dθ dr
)1/2(∫ 1
0
∫ 2pi
0
1
r
b˜2θ dθ dr
)1/2
.(3.23)
Using the same calculus as in the previous case, we get:
‖∇a‖22,ω ≥
(
1 + inf
x∈B1
h1ω(x)
)∫ 1
0
∫ 2pi
0
1
r
|a˜− a˜|2 dθ dr (3.24)
and
‖∇b‖22,ω−1 ≥
∫ 1
0
∫ 2pi
0
1
r
b˜2θ dθ dr. (3.25)
Combining (3.23), (3.24) and (3.25), the desired result holds for the case Ω = B1.
Then, the proof of theorem 2.2 is achieved. 2
3.4 Proof of Theorem 2.3
We start by studying the
First case: Ω = R2.
1. First, we give the proof of (2.12). Let (a, b) ∈ Wp(Ω). We assume that
g ∈ C∞0 (0,+∞). In this case, we have:
Φα(0) =
1
2
∫ +∞
0
√
αrK1(
√
αr)rg2(r) dr.
By Lemma 3.2, we have:
|Φα(0)| ≤ 12
∫ +∞
0
rg2(r) dr. (3.26)
By simple calculus, we get:
‖∇a‖22,ω = pi
(∫ +∞
0
rh1ωg
2 dr +
∫ +∞
0
r3g′2 dr
)
(3.27)
‖∇b‖22,ω−1 = pi
(∫ +∞
0
rh2ωg
2 dr +
∫ +∞
0
r3g′2 dr
)
(3.28)
and ∫ +∞
0
r3g′2 dr =
∫ +∞
0
rg2 dr +
∫ +∞
0
r(rg)′2 dr. (3.29)
Combining (3.27), (3.28) and (3.29), we get:
‖∇a‖2,ω‖∇b‖2,ω−1 ≥ pi
2∏
i=1
(
1 + inf
x∈R2
hiω(x)
)1/2 ∫ +∞
0
rg2 dr. (3.30)
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By (3.26) and (3.30), we deduce that:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2∏
i=1
(
1 + inf
x∈R2
hiω(x)
)1/2 .
By (3.27) and (3.28), we obtain:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
∫ +∞
0
√
αrK1(
√
αr)rg2(r) dr
2∏
i=1
(
sup
x∈R2
hiω(x)
∫ +∞
0
rg2 dr +
∫ +∞
0
r3g′2 dr
)1/2 .
(3.31)
Taking gε(r) = rε−1e−r/2 with ε > 0. By density, (3.31) holds for gε. So, we
obtain:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
∫ +∞
0
√
αrK1(
√
αr)rg2ε(r) dr
2∏
i=1
(
sup
x∈R2
hiω(x)Γ(2ε) + Γ(2ε)(1 +Oε(1))
)1/2 .
(3.32)
In [9], it was proved that:∫ +∞
0
√
αrK1(
√
αr)rg2ε(r) dr = Γ(2ε)
∫ +∞
0
1
(t2 + 1)3/2
Re
(
1
(1− i√αt)2ε
)
dt,
(3.33)
where Re denotes the real part of a complex number. Using (3.33), the dom-
inated convergence theorem, when ε tends to 0 in (3.32), we obtain:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥ 1
2∏
i=1
(
1 + sup
x∈R2
hiω(x)
)1/2
and the proof of (2.12) is achieved.
2. Now, we give the proof of (2.13). Let (a, b) ∈ V ∗r (Ω), we can write that:
Φα = Φ0 +Ψα, (3.34)
where Φ0 is the solution to (1.2) and Ψα is the solution to:
−∆Ψα + αΨα = −αΦ0 in Ω and lim‖x‖→+∞Ψα(x) = 0.
By the maximum principle, we have:
‖Ψα‖∞ ≤ ‖Φ0‖∞. (3.35)
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On the other hand, in [3] it was proved that
‖Φ0‖∞ ≤ 12pi
‖∇a‖2,ω‖∇b‖2,ω−1
2∏
i=1
(
1 + inf
x∈R2
hiω(x)
)1/2 . (3.36)
Then, by (3.34), (3.35) and (3.36), we obtain:
‖Φα‖∞ ≤ 2‖Φ0‖∞ ≤ 1
pi
‖∇a‖2,ω‖∇b‖2,ω−1
2∏
i=1
(
1 + inf
x∈R2
hiω(x)
)1/2 .
Second case: Ω = B1.
1. Let us prove (2.12). Let (a, b) ∈Wp(Ω). In this case, we have:
Φα(0) = −pi
∫ 1
0
rG′(r)rg2(r) dr.
By Lemma 3.4, we obtain:
|Φα(0)| ≤ 12
∫ 1
0
rg2(r) dr. (3.37)
As in the previous case, we check that
‖∇a‖22,ω = pi
(∫ 1
0
rh1ωg
2 dr +
∫ 1
0
r3g′2 dr
)
(3.38)
‖∇b‖22,ω−1 = pi
(∫ 1
0
rh2ωg
2 dr +
∫ 1
0
r3g′2 dr
)
(3.39)
and ∫ 1
0
r3g′2 dr =
∫ 1
0
rg2 dr +
∫ 1
0
r(rg)′2 dr. (3.40)
Combining (3.38), (3.39) and (3.40), we get:
‖∇a‖2,ω‖∇b‖2,ω−1 ≥ pi
2∏
i=1
(
1 + inf
x∈B1
hiω(x)
)1/2 ∫ 1
0
rg2 dr. (3.41)
By (3.37) and (3.41), we deduce that:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≤ 1
2∏
i=1
(
1 + inf
x∈B1
hiω(x)
)1/2 .
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By (3.38) and (3.39), we obtain:
sup
(a,b)∈V ∗p (Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
∫ 1
0
−rG′(r)rg2(r) dr
2∏
i=1
(
sup
x∈B1
hiω(x)
∫ 1
0
rg2 dr +
∫ 1
0
r3g′2 dr
)1/2 .
(3.42)
Taking gε(r) = rε−1 with ε > 0. By density, (3.42) holds for gε. So, we
obtain:
sup
(a,b)∈V ∗p (Ω)
|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
2ε
∫ 1
0
−rG′(r)rg2ε(r) dr
2∏
i=1
(
sup
x∈B1
hiω(x) + (ε− 1)2
)1/2 . (3.43)
On the other hand, we have:
−rG′(r) = 1
2pi
(√
αrK1(
√
αr) +
K0(
√
α)
I0(
√
α)
√
αrI1(
√
αr)
)
≥ 1
2pi
√
αrK1(
√
αr).
Note that x 7→ xK1(x) is a decreasing function in (0,+∞), so we get:
−rG′(r) ≥ 1
2pi
√
αK1(
√
α), ∀ r ∈ (0, 1).
Then, ∫ 1
0
−rG′(r)rg2ε(r) dr ≥
1
2pi
√
αK1(
√
α)(2ε)−1. (3.44)
By (3.43) and (3.44), we obtain:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
√
αK1(
√
α)
2∏
i=1
(
sup
x∈B1
hiω(x) + (ε− 1)2
)1/2 . (3.45)
Now, when ε tends to 0 in (3.45), we get:
sup
(a,b)∈V ∗p (Ω)
2pi|Φα(0)|
‖∇a‖2,ω‖∇b‖2,ω−1
≥
√
αK1(
√
α)
2∏
i=1
(
sup
x∈B1
hiω(x) + 1
)1/2 .
Then, (2.12) is proved.
2. For (2.13), the proof is similar to that given in the previous case. 2
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1 Introduction
In 1918, O. Toeplitz (Ref. [1]) considered a quadratic form z∗Az, where A is an
n × n complex matrix. He proved that the set of values of this form for z belonging
to the unit sphere in Cn has a convex boundary. He also conjectured that the set
itself is convex. One year later, F. Hausdorff (Ref. [2]) proved this conjuncture. The
Toeplitz-Hausdorff theorem is a very important result that is applied in many fields
of mathematics. This theorem can be formulated as follows: the set
W(A) = {z∗Az | ‖z‖Cn = 1}
is convex in the set C of complex numbers. This result can be considered as the first
assertion on convexity of quadratic maps.
For the real field, the first result is due to Dines (Ref. [3]) in 1941. Let us consider
two real quadratic forms
fi(x) = (Aix, x)Rn , i = 1,2, f (x) = (f1(x), f2(x)),
where Ai are n×n real symmetric matrices, x ∈ Rn and (·, ·)Rn is the standard scalar
product in Rn. Dines proved that the set D ⊂ R2 defined by
D = {f (x) |x ∈ Rn}
is convex and it is closed as well under some additional hypotheses.
The next important result was obtained by Brickman (Ref. [4]). He proved that
B = {f (x) | ‖x‖Rn = 1}
is a convex compact subset of R2 when n ≥ 3. The same statement was obtained
independently in Ref. [5]. Some deep links of this result can be found in Ref. [6].
These papers are the main contributions on convexity of quadratic maps, and math-
ematicians tried in several ways to generalize them.
Let us consider the functions
ϕi(x) = (Aix, x)Rn + 2(ai, x)Rn + αi, i = 1,2,
fi(x) = (Aix, x)Rn , i = 1,2,3,
where x ∈ Rn, ai ∈ Rn, αi ∈ R, and Ai are n × n real symmetric matrices. Denote
 = {(ϕ1(x),ϕ2(x)) |x ∈ Rn} ⊂ R2,
F = {(f1(x), f2(x), f3(x)) |x ∈ Rn} ⊂ R3.
In Ref. [7], Polyak proved the following results.
Theorem 1.1 Suppose that n ≥ 2 and there exists μ = (μ1,μ2) ∈ R2 such that
μ1A1 + μ2A2 > 0.
Then,  is closed and convex.
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Here, the notation μ1A1 + μ2A2 > 0 means that the matrix μ1A1 + μ2A2 is pos-
itive definite.
Theorem 1.2 For n ≥ 3, the following assertions are equivalent:
(i) ∃μ = (μ1,μ2,μ3) ∈ R3 such that
μ1A1 + μ2A2 + μ3A3 > 0;
(ii) the set F is an acute closed convex cone and the quadratic forms f1(x), f2(x),
f3(x) have no common zero except zero.
In this paper, we consider quadratic functions defined in an infinite dimensional
Hilbert space. The main motivation for that stems from control theory where there
are many problems involving the minimization of a quadratic function on a closed
convex subset of an infinite dimensional Hilbert space.
Various results concerning convexity of quadratic maps in a general Hilbert space
exist. Let us recall some important works:
• In Ref. [8], P. 354, Lemma 7.1, Hestenes proved the following result: let P and Q
be quadratic forms on a real Hilbert space H ; then the set
DH = {(P (x),Q(x)) |x ∈ H }
is a convex cone. This result can be considered as a generalization of the Dines
theorem to the infinite dimensional case.
• In Refs. [9, 10], Matveev proved the following result.
Let A1,A2, . . . ,Am be self-adjoint continuous linear mappings on a real Hilbert
space H equipped with the scalar product (·, ·)H , let q1, q2, . . . , qm denote the
associated continuous quadratic forms on H (i.e., qi(x) = (Aix, x)H for all x ∈
H ). If, for any (λ1, . . . , λm) ∈ Rm, the maximal and the minimal points of the
spectrum of λ1A1 + · · · + λmAm are not isolated eigenvalues of finite geometric
multiplicity, then the range of the unit sphere of H under the quadratic mapping
q = (q1, . . . , qm) is almost convex.
• In Ref. [11], Yakubovich obtained the following result.
Let H be a real Hilbert space with scalar product (·, ·)H , z0 ∈ H and let
qi(z) = q0i (z) + (gi, z)H + γi, i = 0,1, . . . ,m,
be continuous quadratic functionals. Here, gi ∈ H , γi ∈ R and
q0i (z) = (Aiz, z)H , ∀z ∈ H,
where Ai are self-adjoint bounded operators on H . Let F be a subspace in H and
let L = F + z0. Denote
P = {(q0(z), . . . , qm(z)) | z ∈ L}.
Under some hypotheses (q0, . . . , qm form an S-system), the closure P of P is a
convex set.
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For other results concerning convexity of quadratic maps in an infinite dimensional
case, one can refer to Refs. [12, 13].
The purpose of this paper is to extend Theorem 1.1 and Theorem 1.2 in an infinite
dimensional real Hilbert space H . More precisely, we are concerned by studying the
closure and the convexity of the sets  and F when x belongs to a Hilbert space H .
2 Statement of Results
2.1 Preliminaries
We start by recalling some definitions and fixing some notations which are used
throughout.
We work in an infinite dimensional real Hilbert space H equipped with the scalar
product denoted by (·, ·)H and the associated norm denoted by ‖ · ‖H . We assume
that H is separable which implies that it admits a hilbertian basis B = (ek)∞k=1. We
recall that B is a Hilbertian basis if and only if
(ek, et )H =
{
1, if k = t,
0, if k = t
and
B = H,
where B is the closure of B .
We say that a sequence (xn)n∈N in H is weakly convergent to x ∈ H and we
denote xn ⇀ x if and only if
(xn, v)H → (x, v)H , as n → +∞, ∀v ∈ H.
Let A : H → H be a linear bounded operator.
• We say that A is self-adjoint if and only if
(Ax,y)H = (x,Ay)H , ∀x, y ∈ H.
• We say that A is compact if and only if, for all sequence (xn)n∈N in H , we have
xn ⇀ x ⇒ ‖Axn − Ax‖H → 0, as n → +∞.
• The notation A > 0 means that
∃α > 0 | (Ax,x)H ≥ α‖x‖2H , ∀x ∈ H.
For more details concerning these definitions, one can refer to Ref. [14].
A set K ⊂ Rn is a cone if x ∈ K implies λx ∈ K for all λ > 0. It is acute if K
contains no straight lines, i.e., x ∈ K,x = 0 imply −x /∈ K .
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2.2 Main Results and Proofs
Let us consider the nonhomogeneous quadratic functions
ϕi(x) = (Aix, x)H + 2(ai, x)H + αi, ∀x ∈ H, i = 1,2,
where Ai : H → H are two linear bounded operators, ai ∈ H and αi ∈ R. Let us
consider the set H ⊂ R2 defined by
H = {(ϕ1(x),ϕ2(x)) |x ∈ H }.
First, we focus on the closure of the set H . Our result can be formulated as follows.
Theorem 2.1 We assume that:
(i) Ai : H → H is compact for all i = 1,2.
(ii) ∃μ = (μ1,μ2) ∈ R2 |μ1A1 + μ2A2 > 0.
Then, the set H is closed.
Proof Let (xn)n∈N be a sequence in H such that
(ϕ1(xn),ϕ2(xn)) → (y1, y2), as n → +∞. (1)
We have to prove that there exists x ∈ H such that (y1, y2) = (ϕ1(x),ϕ2(x)).
First, let us prove that (xn)n∈N is necessarily a bounded sequence in H . We have
|μ1ϕ1(xn) + μ2ϕ2(xn)|
= |μ1(A1xn, xn)H + μ2(A2xn, xn)H + 2(μ1a1 + μ2a2, xn)H + μ1α1 + μ2α2|
≥ μ1(A1xn, xn)H + μ2(A2xn, xn)H − 2|(μ1a1 + μ2a2, xn)H | − |μ1α1 + μ2α2|.
By condition (ii), we have
∃α > 0 |μ1(A1x, x)H + μ2(A2x, x)H ≥ α‖x‖2H , ∀x ∈ H. (2)
Using (2) and the Cauchy-Schwarz inequality, we get
|μ1ϕ1(xn)+μ2ϕ2(xn)| ≥ α‖xn‖2H −2‖μ1a1 +μ2a2‖H‖xn‖H −|μ1α1 +μ2α2|. (3)
Assuming that (xn)n∈N is not bounded in H . Then, there exists a subsequence of
(xn)n∈N denoted by (xk(n))n∈N such that ‖xk(n)‖H → +∞ as n → +∞. Using (3),
we obtain
|μ1ϕ1(xk(n)) + μ2ϕ2(xk(n))| → +∞, as n → +∞.
This situation is of course impossible since μ1ϕ1(xn)+μ2ϕ2(xn) → μ1y1 +μ2y2 as
n → +∞. We deduce that (xn)n∈N is bounded.
Since (xn)n∈N is a bounded sequence in H , there exists a subsequence of (xn)n∈N
denoted by (xα(n))n∈N such that
xα(n) ⇀ x, (4)
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where x ∈ H . The compactness of Ai (i = 1,2) implies that
‖Aixα(n) − Aix‖H → 0, as n → +∞, ∀i = 1,2. (5)
On the other hand, we have
(Aixα(n), xα(n))H = (Aixα(n) − Aix, xα(n))H + (Aix, xα(n))H . (6)
Using the Cauchy-Schwarz inequality, we obtain
|(Aixα(n) − Aix, xα(n))H | ≤ ‖Aixα(n) − Aix‖H‖xα(n)‖H .
Since (xα(n))n∈N is bounded, by (5), we obtain
(Aixα(n) − Aix, xα(n))H → 0, as n → +∞. (7)
Using (4), we obtain
(Aix, xα(n))H → (Aix, x)H , as n → +∞. (8)
From (6)–(8),
(Aixα(n), xα(n))H → (Aix, x)H , as n → +∞, ∀i = 1,2. (9)
By (4), we obtain
(ai, xα(n))H → (ai, x)H , as n → +∞, ∀i = 1,2. (10)
Then, by (9) and (10), we obtain
ϕi(xα(n)) → ϕi(x), as n → +∞, ∀i = 1,2. (11)
Finally, by (1) and (11), we get:
yi = ϕi(x), ∀i = 1,2,
and the proof is achieved. 
Now, we are going to show that under some hypotheses, the closure of the set H
is a sufficient condition to assure its convexity. Such result is similar to that obtained
by Yakubovich (Ref. [11]) under other hypotheses.
Theorem 2.2 We assume that:
(i) Ai : H → H is self-adjoint for all i = 1,2.
(ii) ∃μ = (μ1,μ2) ∈ R2 |μ1A1 + μ2A2 > 0.
(iii) The set H is closed.
Then, H is a convex set.
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Proof Let B = (ek)∞k=1 be a Hilbertian basis of H . For m large enough, let us denote
Hm the subspace of H generated by the vectors {e1, e2, . . . , em}. We denote by rm :
H → Hm the orthogonal projection in Hm. We recall that
rmx =
m∑
k=1
(x, ek)H ek → x, as m → +∞, ∀x ∈ H. (12)
We define the symmetric matrices (A1,m,A2,m) ∈ Mm(R) × Mm(R) by
A1,m(i, j) = (A1ei, ej )H , ∀i, j ∈ {1,2, . . . ,m},
A2,m(i, j) = (A2ei, ej )H , ∀i, j ∈ {1,2, . . . ,m}.
We consider the two nonhomogeneous quadratic functions
ϕ1,m(X) = (A1,mX,X)Rm + 2(a1,m,X)Rm + α1, ∀X ∈ Rm,
ϕ2,m(X) = (A2,mX,X)Rm + 2(a2,m,X)Rm + α2, ∀X ∈ Rm,
where (·, ·)Rm denotes the standard scalar product in Rm, a1,m and a2,m are given by
a1,m = ((rma1, e1)H , (rma1, e2)H , . . . , (rma1, em)H )T ,
a2,m = ((rma2, e1)H , (rma2, e2)H , . . . , (rma2, em)H )T .
We define the set m by
m = {(ϕ1(x),ϕ2(x)) |x ∈ Hm}.
It is easy to show that
m = {(ϕ1,m(X),ϕ2,m(X)) |X ∈ Rm}.
By Polyak’s theorem (Theorem 1.1), we know that the set m is convex.
Let us consider now (x, y) ∈ H 2 and λ ∈ ]0,1[. We have to prove that
λ(ϕ1(x),ϕ2(x)) + (1 − λ)(ϕ1(y),ϕ2(y)) ∈ H . (13)
Since m is a convex set, there exists zm ∈ Hm ⊂ H such that
λϕ1(rmx) + (1 − λ)ϕ1(rmy) = ϕ1(zm),
λϕ2(rmx) + (1 − λ)ϕ2(rmy) = ϕ2(zm).
Using (12) and the continuity of ϕi (i = 1,2), we obtain
(ϕ1(zm),ϕ2(zm)) → λ(ϕ1(x),ϕ2(x)) + (1 − λ)(ϕ1(y),ϕ2(y)), as m → +∞.
Finally, the closure of the set H implies (13). This completes the proof. 
An immediate consequence of Theorems 2.1 and 2.2 is the following.
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Corollary 2.1 We assume that
(i) Ai : H → H is compact and self-adjoint for all i = 1,2,
(ii) ∃μ = (μ1,μ2) ∈ R2 |μ1A1 + μ2A2 > 0.
Then, H is closed and convex.
Remark 2.1 Corollary 2.1 is an extension of the result obtained by Hestenes in
Ref. [8], where only quadratic forms were considered.
Now, let us consider three quadratic forms,
fi(x) = (Aix, x)H , ∀x ∈ H, i = 1,2,3,
where Ai : H → H are linear bounded operators. Let FH ⊂ R3 be the set defined by
FH = {(f1(x), f2(x), f3(x)) |x ∈ H }.
We have the following result.
Theorem 2.3 We assume that Ai : H → H is compact and self-adjoint for all i =
1,2,3. Then, the following assertions are equivalent.
(i) There exists μ = (μ1,μ2,μ3) ∈ R3 such that
μ1A1 + μ2A2 + μ3A3 > 0. (14)
(ii) The set FH is an acute closed convex cone and the quadratic forms f1(x), f2(x),
f3(x) have no common zero except zero.
Proof (1) ⇒ (2). Let λ > 0 and (y1, y2, y3) ∈ FH . To check that FH is a cone, we
should prove that λy = (λy1, λy2, λy3) ∈ FH . By the definition of the set FH , there
exists x ∈ H such that yi = fi(x), i = 1,2,3. Then,
λyi = (Ai
√
λx,
√
λx)H = fi(
√
λx), i = 1,2,3,
and FH is a cone set.
Let us prove now that FH is an acute set. Let y = (y1, y2, y3) ∈ FH such that
y = 0 and assuming that −y ∈ FH . Then, there exists x0 ∈ H, x0 = 0 and there
exists x1 ∈ H, x1 = 0 such that
yi = fi(x0), −yi = fi(x1), i = 1,2,3.
Thus, by (14),
y1μ1 + y2μ2 + y3μ3 > 0,
y1μ1 + y2μ2 + y3μ3 < 0,
and we obtain a contradiction. Then, −y /∈ FH and FH is an acute set.
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It is easy to check that the quadratic forms f1(x), f2(x), f3(x) have no common
zero except zero. In fact, if there exists x0 ∈ H, x0 = 0 such that
fi(x0) = 0, i = 1,2,3,
(14) implies that
μ1f1(x0) + μ2f2(x0) + μ3f3(x0) > 0,
and we obtain a contradiction.
Now, let us prove the closure of the set FH . Let (xn)n∈N be a sequence in H such
that
fi(xn) → yi, as n → +∞, i = 1,2,3. (15)
As in the proof of Theorem 2.1, condition (14) implies that (xn)n∈N is bounded and
there exists a subsequence of (xn)n∈N denoted by (xα(n))n∈N such that
xα(n) ⇀ x, (16)
where x ∈ H . Using the compactness of the bounded operators Ai , we get
‖Aixα(n) − Aix‖H → 0, as n → +∞, i = 1,2,3. (17)
By (16) and (17), we obtain
fi(xα(n)) → fi(x) as n → +∞, i = 1,2,3. (18)
Finally, from (15) and (18), we obtain
yi = fi(x), i = 1,2,3,
and the closure of the set FH is proved.
As in the proof of Theorem 2.2, the convexity is obtained by approximating the
set FH by the set
Fm = {(f1(x), f2(x), f3(x)) |x ∈ Hm},
that is convex by Polyak’s theorem (Theorem 1.2).
(ii) ⇒ (i). Since FH is an acute closed convex cone in R3, ∃c = (c1, c2, c3) ∈ R3
such that (c, f )R3 > 0, ∀f ∈ FH ,f = 0. Let x ∈ H , x = 0. Since f1, f2, f3 have
no common zero except zero, we have (f1(x), f2(x), f3(x)) = (0,0,0). Then, con-
dition (i) holds by tacking μ = c. 
Remark 2.2 In this work, the Hilbert space H is assumed to be separable. This hy-
pothesis assures the existence of a Hilbertian basis that enables us to project each
element of H in a finite dimensional space. If H is not separable, we don’t know if
our obtained results remain true. This question can be considered as an open problem.
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AN EXTENSION OF BANACH FIXED POINT THEOREM FOR
MAPPINGS SATISFYING A CONTRACTIVE CONDITION OF
INTEGRAL TYPE
BESSEM SAMET AND HABIB YAZIDI
Abstract. We establish a fixed point theorem for mappings satisfying a gen-
eral contractive inequality of integral type. The obtained result can be con-
sidered as an extension of the theorem of Branciari (2002) and the theorem of
Dass and Gupta (1975).
1. Introduction
In [2], Branciari established the following theorem.
Theorem 1. Let (X, d) be a complete metric space, c ∈]0, 1[, and let f : X → X
be a mapping such that for each x, y ∈ X,∫ d(fx,fy)
0
ϕ(t) dt ≤ c
∫ d(x,y)
0
ϕ(t) dt,
where ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue-integrable mapping which is summable
on each compact subset of [0,+∞[, nonnegative, and such that
∀ ε > 0,
∫ ε
0
ϕ(t) dt > 0.
Then, f admits a unique fixed point a ∈ X such that for each x ∈ X, fnx → a as
n→ +∞.
It was mentioned in [2] that Theorem 1 could be extended to more general
contractive conditions. For example, in [9], Rhoades established that Theorem 1
holds if we replace d(x, y) by
max
{
d(x, y), d(x, fx), d(y, fy),
d(x, fy) + d(y, fx)
2
}
.
Other works in this direction include [1, 4, 11, 12]. In [10], Suzuki proved that
Theorem1 of Branciari is a particular case of the famous Meir-Keeler fixed point
theorem [8]. More precisely, he proved that under hypotheses of Theorem 1, f is
an MKC, i.e., for every ε > 0, there exists δ > 0 such that
d(x, y) < ε+ δ ⇒ d(fx, fy) < ε
and then, f admits a unique fixed point.
In this paper, we obtain an extension of Theorem 1 through rational expression.
Our obtained result extends and improves the result of Dass and Gupta [7]. Other
results on fixed point theorems through rational expression can be found in [3, 5, 6].
2000 Mathematics Subject Classification. 54H25, 47H10.
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2 BESSEM SAMET AND HABIB YAZIDI
2. Main result
Our main result is the following.
Theorem 2. Let (X, d) be a complete metric space and let f : X → X be a given
mapping. We denote
(1) m(x, y) = d(y, fy)
[1 + d(x, fx)]
1 + d(x, y)
, ∀x, y ∈ X.
We assume that for each x, y ∈ X,
(2)
∫ d(fx,fy)
0
ϕ(t) dt ≤ α
∫ m(x,y)
0
ϕ(t) dt+ β
∫ d(x,y)
0
ϕ(t) dt,
where α > 0, β > 0, α + β < 1 and ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue-integrable
mapping which is summable on each compact subset of [0,+∞[, nonnegative and
such that
(3)
∫ ε
0
ϕ(t) dt > 0, ∀ ε > 0.
Then, f admits a unique fixed point a ∈ X such that for each x ∈ X, fnx → a as
n→ +∞.
Proof. Let x ∈ X and define the sequence (xn) ⊂ X by x0 = x and xn = fnx for
each integer n ≥ 1. From (2),
(4)
∫ d(xn,xn+1)
0
ϕ(t) dt ≤ α
∫ m(xn−1,xn)
0
ϕ(t) dt+ β
∫ d(xn−1,xn)
0
ϕ(t) dt.
Using (1),
m(xn−1, xn) = d(xn, xn+1)
[1 + d(xn−1, xn)]
1 + d(xn−1, xn)
= d(xn, xn+1).
Substituting into (4), one obtains∫ d(xn,xn+1)
0
ϕ(t) dt ≤ β
1− α
∫ d(xn−1,xn)
0
ϕ(t) dt
≤
(
β
1− α
)2 ∫ d(xn−2,xn−1)
0
ϕ(t) dt
≤
(
β
1− α
)3 ∫ d(xn−3,xn−2)
0
ϕ(t) dt
≤ · · ·
≤
(
β
1− α
)n ∫ d(x0,x1)
0
ϕ(t) dt.(5)
Since
β
1− α ∈]0, 1[, taking the limit of (5), as n→ +∞, gives
(6) lim
n→+∞
∫ d(xn,xn+1)
0
ϕ(t) dt = 0,
which from (3) implies that
(7) lim
n→+∞ d(xn, xn+1) = 0.
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We now show that (xn) is Cauchy. Suppose that it is not. Then, there exists an
ε > 0 such that for each p ∈ N there are m(p), n(p) ∈ N, with m(p) > n(p) > p,
such that
(8) d(fm(p)x, fn(p)x) ≥ ε, d(fm(p)−1x, fn(p)x) < ε.
Hence
ε ≤ d(fm(p)x, fn(p)x) ≤ d(fm(p)x, fm(p)−1x) + d(fm(p)−1x, fn(p)x)
< d(fm(p)x, fm(p)−1x) + ε.
Using (7) and tacking p→ +∞, we get
(9) d(fm(p)x, fn(p)x)→ ε+ as p→ +∞.
This implies that
(10) ∃ k ∈ N | p > k ⇒ d(fm(p)+1x, fn(p)+1x) < ε.
In fact, if there exists a subsequence (pk) ⊂ N, pk > k, d(fm(pk)+1x, fn(pk)+1x) ≥ ε,
we obtain from (2),
(11)
∫ ε
0
ϕ(t) dt ≤ α
∫ m(fm(pk)x,fn(pk)x)
0
ϕ(t) dt+ β
∫ d(fm(pk)x,fn(pk)x)
0
ϕ(t) dt.
On the other hand, we have
m(fm(pk)x, fn(pk)x) = d(fn(pk)x, fn(pk)+1x)
[1 + d(fm(pk)x, fm(pk)+1x)]
1 + d(fm(pk)x, fn(pk)x)
→ 0 as k → +∞.(12)
Tacking k → +∞ in (11), using (9) and (12), we get∫ ε
0
ϕ(t) dt ≤ β
∫ ε
0
ϕ(t) dt,
which is a contradiction being β ∈]0, 1[ and the integral being positive. Then, (10)
holds. Let us prove now that
(13) ∃σε ∈]0, ε[, pε ∈ N | p > pε ⇒ d(fm(p)+1x, fn(p)+1x) < ε− σε.
If (13) is not true, by (10), there exists a subsequence (pk) ⊂ N such that
(14) d(fm(pk)+1x, fn(pk)+1x)→ ε− as k → +∞.
By (2), we obtain
(15)∫ d(fm(pk)+1x,fn(pk)+1x)
0
ϕ(t) dt ≤ α
∫ m(fm(pk)x,fn(pk)x)
0
ϕ(t) dt+β
∫ d(fm(pk)x,fn(pk)x)
0
ϕ(t) dt
with
m(fm(pk)x, fn(pk)x) = d(fn(pk)x, fn(pk)+1x)
[1 + d(fm(pk)x, fm(pk)+1x)]
1 + d(fm(pk)x, fn(pk)x)
.
Tacking k → +∞ in (15), we get∫ ε
0
ϕ(t) dt ≤ β
∫ ε
0
ϕ(t) dt,
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which is a contradiction, since β ∈]0, 1[. Now, we can deduce the Cauchy character
of (fnx). In fact, for each naturel number p > pε, we have
ε ≤ d(fm(p)x, fn(p)x) ≤ d(fm(p)x, fm(p)+1x) + d(fm(p)+1x, fn(p)+1x)
+d(fn(p)+1x, fn(p)x)
< d(fm(p)x, fm(p)+1x) + (ε− σε) + d(fn(p)+1x, fn(p)x)
→ ε− σε as p→ +∞.
Thus ε ≤ ε− σε which is a contradiction. We conclude that (fnx) is Cauchy.
By the completeness of X, there is a ∈ X such that fnx → a as n → +∞. We
shall now show that fa = a. Suppose by contradiction that d(a, fa) > 0. We have
(16) 0 < d(a, fa) ≤ d(a, fn+1x) + d(fn+1x, fa).
First, let us prove that d(fn+1x, fa)→ 0 as n→ +∞. In fact, we have
0 ≤ d(fn+1x, fa) ≤ d(fn+1x, a) + d(a, fa).
Since (d(fn+1x, a)) is a convergent sequence (it converges to zero), then (d(fn+1x, fa))
is a bounded sequence. Assume that there exists a subsequence (d(fn(k)+1x, fa))
such that d(fn(k)+1x, fa)→ ` ∈]0,+∞[ as k → +∞. By (2), we obtain∫ d(fn(k)+1x,fa)
0
ϕ(t) dt ≤ α
∫ d(a,fa) 1+d(fn(k)x,fn(k)+1x)
1+d(fn(k)x,a)
0
ϕ(t) dt+β
∫ d(fn(k)x,a)
0
ϕ(t) dt.
Letting k tends to +∞, we obtain
(17)
∫ `
0
ϕ(t) dt ≤ α
∫ d(a,fa)
0
ϕ(t) dt.
On the other hand, using (16) and (3), we get
0 <
∫ d(a,fa)
0
ϕ(t) dt ≤
∫ d(a,fn(k)+1x)+d(fn(k)+1x,fa)
0
ϕ(t) dt.
Letting k → +∞, we obtain
(18) 0 <
∫ d(a,fa)
0
ϕ(t) dt ≤
∫ `
0
ϕ(t) dt.
Combining (17) and (18), we obtain
0 <
∫ d(a,fa)
0
ϕ(t) dt ≤ α
∫ d(a,fa)
0
ϕ(t) dt,
which is a contradiction, since 0 < α < 1. Then, d(fn+1x, fa) → 0 as n → +∞.
Now, letting n→ +∞ in (16), we get
0 < d(a, fa) ≤ d(a, fn+1x) + d(fn+1x, fa)→ 0.
We deduce that a is a fixed point of f .
Suppose now that there are two distinct points a, b ∈ X such that fa = a and
fb = b, then by (2) we have the contradiction
0 <
∫ d(a,b)
0
ϕ(t) dt =
∫ d(fa,fb)
0
ϕ(t) dt ≤ α
∫ m(a,b)
0
ϕ(t) dt+ β
∫ d(a,b)
0
ϕ(t) dt
= β
∫ d(a,b)
0
ϕ(t) dt <
∫ d(a,b)
0
ϕ(t) dt.
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The proof is thus completed. 
By tacking ϕ ≡ 1 in Theorem 2, we retrieve the following result of Dass and
Gupta [7].
Corollary 1. Let (X, d) be a complete metric space and let f : X → X be a
mapping such that for all x, y ∈ X,
(19) d(fx, fy) ≤ αd(y, fy)1 + d(x, fx)
1 + d(x, y)
+ βd(x, y),
where α > 0, β > 0 and α+ β < 1. Then, f admits a unique fixed point.
The following example shows that (2) is indeed a proper extension of (19).
Example 1. Let X =
{
1
n + a |n ∈ N∗
} ∪ {a}, where a is a fixed real number. We
endow X with the Euclidean metric d: d(x, y) := |x− y| for all x, y ∈ X. It is clear
that (X, d) is a complete metric space. We consider the self-mapping f : X → X
defined by
fx =
{
1
n+1 + a if x =
1
n + a,
a if x = a.
First, we see that the contractive condition of Dass and Gupta (19) is not satisfied
in this case. In fact, suppose that (19) is satisfied. By tacking x = 1n + a, n ∈ N∗
and y = a, we get
d(fx, fy) ≤ αd(y, fy)1 + d(x, fx)
1 + d(x, y)
+ βd(x, y), ∀n ∈ N∗.
This implies that
1
n+ 1
≤ β
n
, ∀n ∈ N∗,
i.e.,
n
n+ 1
≤ β, ∀n ∈ N∗.
Letting n→ +∞, we get 1 ≤ β and we obtain a contradiction. However, f satisfies
(2) with ϕ(t) = t1/t−2(1− ln t) for t > 0, ϕ(0) = 0, β = 1/2 and α ∈]0, 1/2[ (see [2]
for details).
Remark 1. In [10], Suzuki proved that Theorem1 of Branciari is a particular case
of the famous Meir-Keeler fixed point theorem [8]. It will be interesting to see if a
link exists between the proposed contractive condition (2) and the MKC condition.
We pose this as an open problem.
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Abstract. We establish a fixed point theorem in the generalized metric
space introduced by Branciari for mappings satisfying a general contractive
inequality of integral type. The obtained result can be considered as an ex-
tension of the theorem of Branciari (2002).
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1. Introduction
In [2], Branciari established the following theorem.
Theorem 1. Let (X, d) be a complete metric space, c ∈]0, 1[, and let f : X →
X be a mapping such that for each x, y ∈ X,
∫ d(fx,fy)
0
ϕ(t) dt ≤ c
∫ d(x,y)
0
ϕ(t) dt,(1)
where ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue-integrable mapping which is sum-
mable on each compact subset of [0,+∞[, nonnegative, and such that
∀ ε > 0,
∫ ε
0
ϕ(t) dt > 0.
Then, f admits a unique fixed point a ∈ X such that for each x ∈ X,
limn→∞ fnx = a.
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Theorem 1 is a generalization of the Banach-Caccioppoli principle. In fact,
putting ϕ(t) = 1 for each t ≥ 0, we obtain∫ d(fx,fy)
0
1 dt = d(fx, fy) ≤ cd(x, y) = c
∫ d(x,y)
0
1 dt.
Then, a Banach-accioppoli contraction also satisfies (1). The converse is not
true in general (see [2]).
In [3], Rhoades proved that Theorem 1 holds if we replace d(x, y) in (1) by
m(x, y) = max
{
d(x, y), d(x, fx), d(y, fy),
d(x, fy) + d(y, fx)
2
}
.
The purpose of this paper is to establish that Theorem 1 is also valid if
we replace the metric space (X, d) by the generalized metric space (or shortly
g.m.s) introduced by Branciari in [1].
Definition 1. Let X be a nonempty set. Suppose that the mapping d : X ×
X → [0,+∞), satisfies:
1. d(x, y) = 0⇔ x = y
2. d(x, y) = d(y, x) for all x, y ∈ X
3. d(x, y) ≤ d(x, w) + d(w, z) + d(z, y) for all x, y ∈ X and for all distinct
points w, z ∈ X\{x, y} (rectangular property).
Then d is called a generalized metric and (X, d) is a generalized metric space
(or shortly g.m.s).
Definition 2. Let (X, d) be a g.m.s, (xn) be a sequence in X and x ∈ X.
• We say that (xn) converges to x with respect to d if and only if
d(xn, x)→ 0 as n → +∞.
• We say that (xn) is Cauchy if and only if
d(xn, xm)→ 0 as n,m → +∞.
• We say that (X, d) is complete if and only if every Cauchy sequence in X
is convergent in X.
2. Main result
We have obtained the following result.
Theorem 2. Let (X, d) be a complete g.m.s, c ∈]0, 1[, and let f : X → X be
a mapping such that for each x, y ∈ X,∫ d(fx,fy)
0
ϕ(t) dt ≤ c
∫ d(x,y)
0
ϕ(t) dt,(2)
where ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue-integrable mapping which is sum-
mable on each compact subset of [0,+∞[, nonnegative, and such that
∀ ε > 0,
∫ ε
0
ϕ(t) dt > 0.(3)
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Then, f admits a unique fixed point a ∈ X such that for each x ∈ X,
limn→∞ fnx = a.
Proof. Let x ∈ X and consider the sequence (xn) defined by xn = fnx for all
n ∈ N. By (2), we have∫ d(fx,f2x)
0
ϕ(t) dt ≤ c
∫ d(x,fx)
0
ϕ(t) dt.
Again ∫ d(f2x,f3x)
0
ϕ(t) dt ≤ c
∫ d(fx,f2x)
0
ϕ(t) dt
≤ c2
∫ d(x,fx)
0
ϕ(t) dt.
Similarly ∫ d(f3x,f4x)
0
ϕ(t) dt ≤ c3
∫ d(x,fx)
0
ϕ(t) dt.
Thus in general, if n is a positive integer, then∫ d(fnx,fn+1x)
0
ϕ(t) dt ≤ cn
∫ d(x,fx)
0
ϕ(t) dt.(4)
We divide the proof into two cases.
Case I. First, assume that fmx = fnx for some m,n ∈ N, m 	= n. Let m > n,
then fm−n(fnx) = fnx, i.e., fky = y where k = m−n, y = fnx. Now if k > 1∫ d(y,fy)
0
ϕ(t) dt =
∫ d(fky,fk+1y)
0
ϕ(t) dt
≤ c
∫ d(fk−1y,fky)
0
ϕ(t) dt
(by (4) ) ≤ ck
∫ d(y,fy)
0
ϕ(t) dt.
Then,
(1− ck)
∫ d(y,fy)
0
ϕ(t) dt ≤ 0.(5)
Assume that y 	= fy, then d(y, fy) > 0, and by (3), we obtain∫ d(y,fy)
0
ϕ(t) dt > 0.
Since 0 < c < 1, we obtain a contradiction with (5). Hence fy = y, i.e., y is a
fixed point of f .
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Case II. Assume that fmx 	= fnx for all m,n ∈ N, m 	= n. Let n ∈ N, we
have ∫ d(fnx,fn+2x)
0
ϕ(t) dt ≤ c
∫ d(fn−1x,fn+1x)
0
ϕ(t) dt
≤ c2
∫ d(fn−2x,fnx)
0
ϕ(t) dt
≤ · · ·
≤ cn
∫ d(x,f2x)
0
ϕ(t) dt.(6)
Taking the limit of (4), as n → +∞, gives
lim
n→+∞
∫ d(fnx,fn+1x)
0
ϕ(t) dt = 0
which, from (3), implies that
lim
n→+∞
d(xn, xn+1) = 0.(7)
We now show that (fnx) is Cauchy. Suppose that it is not. Then, there
exists an ε > 0 such that for each p ∈ N there are m(p), n(p) ∈ N, with
m(p) > n(p) > p, such that
d(fm(p)x, fn(p)x) ≥ ε, d(fm(p)−1x, fn(p)x) < ε.(8)
Hence
ε ≤ d(fm(p)x, fn(p)x) ≤ d(fm(p)x, fm(p)−2x) + d(fm(p)−2x, fm(p)−1x)
+d(fm(p)−1x, fn(p)x)
< d(fm(p)x, fm(p)−2x) + d(fm(p)−2x, fm(p)−1x) + ε.
Then, using (4), (6) and tacking p → +∞, we get
d(fm(p)x, fn(p)x)→ ε+ as p → +∞.(9)
This implies that
∃ k ∈ N | p > k ⇒ d(fm(p)+1x, fn(p)+1x) < ε.(10)
In fact, if there exists a subsequence (pk) ⊂ N, pk > k, d(fm(pk)+1x, fn(pk)+1x) ≥
ε, we obtain
ε ≤ d(fm(pk)+1x, fn(pk)+1x)
≤ d(fm(pk)+1x, fm(pk)x) + d(fm(pk)x, fn(pk)x) + d(fn(pk)x, fn(pk)+1x)
→ ε as k → +∞,
and from (2)∫ d(fm(pk)+1x,fn(pk)+1x)
0
ϕ(t) dt ≤ c
∫ d(fm(pk)x,fn(pk)x)
0
ϕ(t) dt,
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letting now k → +∞, we get∫ ε
0
ϕ(t) dt ≤ c
∫ ε
0
ϕ(t) dt,
which is a contradiction since c ∈]0, 1[ and ∫ ε
0
ϕ(t) dt > 0. Then, (10) holds.
Let us prove now that
∃σε ∈]0, ε[, pε ∈ N | p > pε ⇒ d(fm(p)+1x, fn(p)+1x) < ε− σε.(11)
If (11) is not true, by (10), there exists a subsequence (pk) ⊂ N such that
d((fm(pk)+1x, fn(pk)+1x)→ ε− as k → +∞.
Then, from
∫ d(fm(pk)+1x,fn(pk)+1x)
0
ϕ(t) dt ≤ c
∫ d((fm(pk)x,fn(pk)x)
0
,
tending k → +∞, we obtain also a contradiction that ∫ ε
0
ϕ(t) dt ≤ c ∫ ε
0
ϕ(t) dt.
Hence, (11) holds. Now, the Cauchy character is easy to obtain. In fact, for
each naturel number p > pε, we have
ε ≤ d(fm(p)x, fn(p)x) ≤ d(fm(p)x, fm(p)+1x) + d(fm(p)+1x, fn(p)+1x)
+d(fn(p)+1x, fn(p)x)
< d(fm(p)x, fm(p)+1x) + (ε− σε) + d(fn(p)+1x, fn(p)x)
→ ε− σε as p → +∞.
Thus ε ≤ ε− σε which is a contradiction. We conclude that (fnx) is Cauchy.
By the completeness of X, there is a ∈ X such that fnx → a as n → +∞.
We shall now show that fa = a. We divide this proof into two parts.
♦ First, assume that f rx 	= a, fa for any r ∈ N. Then, we have
d(a, fa) ≤ d(a, fnx) + d(fnx, fn+1x) + d(fn+1x, fa)→ 0 as n → +∞.
In fact, by the definition of the limit, we have d(a, fnx)→ 0 as n → +∞. By
(7), d(fnx, fn+1x)→ 0 as n → +∞. On the other hand, we have
∫ d(fn+1x,fa)
0
ϕ(t) dt ≤ c
∫ d(fnx,a)
0
ϕ(t) dt → 0 as n → +∞
which gives by (3) that d(fn+1x, fa) → 0 as n → +∞. Hence, we conclude
that d(a, fa) = 0, i.e., a = fa.
♦ Next, assume that f sx = a or f sx = fa for some s ∈ N. Obviously
x 	= a. Now, one may easily verify that (fna) is a sequence with the following
properties
(a) fna → a as n → +∞.
(b) f pa 	= f ra for any p, r ∈ N, p 	= r.
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So,
∫ d(fn+1a,fa)
0
ϕ(t) dt ≤ c
∫ d(fna,a)
0
ϕ(t) dt → 0 as n → +∞.(12)
On the other hand, we have
|d(fn+1a, fa)− d(a, fa)| ≤ d(fn+1a, fn+2a) + d(fn+2a, a)→ 0 as n → +∞.
Hence,
∫ d(fn+1a,fa)
0
ϕ(t) dt →
∫ d(a,fa)
0
ϕ(t) dt.(13)
Now, from (12) and (13) it follows that
∫ d(a,fa)
0
ϕ(t) dt = 0
which implies that d(a, fa) = 0, i.e., a = fa.
Suppose now that there are two distinct points a, b ∈ X such that fa = a
and fb = b.By (2), we obtain the following contradiction
0 <
∫ d(a,b)
0
ϕ(t) dt =
∫ d(fa,fb)
0
ϕ(t) dt ≤ c
∫ d(a,b)
0
ϕ(t) dt <
∫ d(a,b)
0
ϕ(t) dt.
Then, the fixed point of f is unique, that is the limit of fnx as n → +∞.
Now, we give a simple example that illustrate Theorem 2. LetX = {1, 2, 3, 4}.
Define d : X ×X → R as follows:
d(1, 2) = d(2, 1) = 3
d(2, 3) = d(3, 2) = d(1, 3) = d(3, 1) = 1
d(1, 4) = d(4, 1) = d(2, 4) = d(4, 2) = d(3, 4) = d(4, 3) = 4.
Then (X, d) is a complete generalized metric space but (X, d) is not a metric
space because it lacks the triangular property:
3 = d(1, 2) > d(1, 3) + d(3, 2) = 1 + 1 = 2.
Now define a mapping f : X → X as follows:
{
fx = 3 if x 	= 4
fx = 1 if x = 4.
Then, f satisfies (2) with ϕ(t) = et and c = e−3. Hence, f admits a unique
fixed point that is a = 3.
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Abstract. Recently, Azam, Arshad and Beg introduced the notion of cone
rectangular metric spaces by replacing the triangular inequality of a cone metric
space by a rectangular inequality. In this paper, we extend the Kannan’s fixed
point theorem in such spaces.
1. Introduction
If (X, d) is a complete metric space and T : X → X is a contraction, i.e.,
d(Tx, Ty) ≤ αd(x, y)
for all x, y ∈ X with α ∈ [0, 1), then the widely known Banach’s contraction map-
ping principle tells that T has a unique fixed point in X. A lot of generalizations
of this theorem have been done, mostly by relaxing the contraction condition
and sometimes by withdrawing the requirement of completeness or even both
[4, 5, 6, 7, 10, 11, 12, 13].
Huang and Zhang [8] have introduced the concept of cone metric space, where
the set of real numbers is replaced by an ordered Banach space, and they have
established some fixed point theorems for contractive type mappings in a normal
cone metric space. The study of fixed point theorems in such spaces is followed
by some other mathematicians, see [1, 9].
Following the idea of Branciari [3], Azam, Arshad and Beg [2] extended the no-
tion of cone metric spaces by replacing the triangular inequality by a rectangular
inequality. The aim of this paper is to extend the Kannan’s fixed point theorem
Date: Received: 10 April 2009 ; Revised 07 June 2009.
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2000 Mathematics Subject Classification. Primary 47H10; Secondary 54E35, 54E50.
Key words and phrases. Cone rectangular metric space; Kannan’s fixed point theorem.
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[11] in such spaces. We start by recalling some definitions introduced in [2, 8]
and preliminary results.
Let E always be a real Banach space and P a subset of E. P is called a cone
if and only if:
(i) P is closed, nonempty, and P 6= {0}.
(ii) a, b ∈ R, a, b ≥ 0, x, y ∈ P ⇒ ax+ by ∈ P .
(iii) x ∈ P and −x ∈ P ⇒ x = 0.
Given a cone P ⊂ E, we define a partial ordering ≤ with respect to P by:
x ≤ y ⇔ y − x ∈ P.
We shall write x < y to indicate that x ≤ y but x 6= y, while x ¿ y will stand
for y − x ∈ int P , int P denotes the interior of P .
The cone P is called normal if there is a number k > 0 such that for all x, y ∈ E,
0 ≤ x ≤ y ⇒ ‖x‖ ≤ k‖y‖,
where ‖ · ‖ is the norm in E. In this case, the number k is called the normal
constant of P .
In the following we always suppose E is a Banach space, P is a cone in E with
int P 6= ∅ and ≤ is partial ordering with respect to P .
Definition 1.1. Let X be a nonempty set. Suppose the mapping d : X×X → E
satisfies:
(a) 0 < d(x, y) for all x, y ∈ X, x 6= y and d(x, y) = 0 if and only if x = y.
(b) d(x, y) = d(y, x) for all x, y ∈ X.
(c) d(x, y) ≤ d(x, u) + d(u, v) + d(v, y) for all x, y ∈ X and for all distinct
points u, v ∈ X\{x, y} (rectangular property).
Then d is called a cone rectangular metric on X, and (X, d) is called a cone
rectangular metric space.
Not that any cone metric space is a cone rectangular metric space but the
converse is not true in general.
Example 1.2. Let E = R2, P = {(x, y) ∈ E |x, y ≥ 0}, X = R, d : X ×X → E
such that
d(x, y) =
 (0, 0) if x = y,(3α, 3) if x and y are in {1, 2}, x 6= y,(α, 1) if x and y can not both at a time in {1, 2}, x 6= y,
where α > 0 is a constant. Then (X, d) is a cone rectangular metric space but it is
not a cone metric space since we have d(1, 2) = (3α, 3) > d(1, 3)+d(3, 2) = (2α, 2).
Example 1.3. Let E = R2, P = {(x, y) ∈ E |x, y ≥ 0}, X = {a, b, c, e} and
d : X ×X → E such that
d(x, x) = (0, 0), ∀x ∈ X,
d(x, y) = d(y, x), ∀x, y ∈ X,
d(a, b) = (3, α),
d(a, c) = d(b, c) = (1, α),
d(a, e) = d(b, e) = d(c, e) = (2, α),
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where α > 0 is a constant. Then (X, d) is a cone rectangular metric space but it is
not a cone metric space since we have d(a, b) = (3, α) and d(a, c)+d(c, b) = (2, 2α)
but (3, α) and (2, 2α) cannot be compared with respect to ≤.
Definition 1.4. Let (X, d) be a cone rectangular metric space. Let (xn) be a
sequence in X and x ∈ X. If for every c ∈ E, cÀ 0 there is N such that for all
n > N , d(xn, x)¿ c, then (xn) is said to be convergent to x and x is the limit of
(xn). We denote this by xn → x as n→ +∞.
The proof of this result is identical to the proof of ([8]-Lemma 1).
Lemma 1.5. Let (X, d) be a cone rectangular metric space, P be a normal cone.
Let (xn) be a sequence in X. Then,
xn → x as n→ +∞⇔ ‖d(xn, x)‖ → 0 as n→ +∞.
Note that if (X, d) is a cone metric space and (xn) is a convergent sequence in
X, then the limit of (xn) is unique ([8]-Lemma 2). In our case, the uniqueness of
the limit is not satisfied in general. We give an example to illustrate this remark.
Example 1.6. We take E = R and P = {x ∈ R |x ≥ 0}. Let (xn)n∈N∗ be a
sequence in Q and a, b ∈ R\Q, a 6= b. We put X = {x1, x2, · · · , xn, · · · } ∪ {a, b}
and we consider d : X ×X → R defined by
d(x, x) = 0, ∀x ∈ X,
d(x, y) = d(y, x), ∀x, y ∈ X,
d(xn, xm) = 1, ∀n,m ∈ N∗, n 6= m,
d(xn, b) =
1
n
, ∀n ∈ N∗,
d(xn, a) =
1
n
, ∀n ∈ N∗,
d(a, b) = 1.
We remark that (X, d) is not a cone metric space because we have
d(x2, x3) = 1 > d(x2, a) + d(a, x3) =
1
2
+
1
3
=
5
6
.
However, (X, d) is a cone rectangular metric space. Now, since d(xn, a) =
1
n
→ 0
as n→ +∞, we obtain that xn → a as n→ +∞. Also, we have d(xn, b) = 1n → 0
as n→ +∞ and then xn → b as n→ +∞.
Definition 1.7. Let (X, d) be a cone rectangular metric space, (xn) be a sequence
in X. If for any c ∈ E with 0 ¿ c, there is N such that for all n,m > N ,
d(xn, xm)¿ c, then (xn) is called a Cauchy sequence in X.
The proof of the following result is similar to the proof of ([8]-Lemma 4).
Lemma 1.8. Let (X, d) be a cone rectangular metric space and P be a normal
cone. Let (xn) be a sequence in X. Then (xn) is a Cauchy sequence if and only
if d(xn, xm)→ 0 as n,m→ +∞.
Note that if (X, d) is a cone metric space and (xn) is a convergent sequence in
X, then (xn) is a Cauchy sequence ([8]-Lemma 3). In our case, this result is not
true in general. In fact, in Example 1.6, the sequence (xn) is convergent but we
have d(xn, xm)→ 1 as n,m→ +∞.
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Definition 1.9. Let (X, d) be a cone rectangular metric space. If every Cauchy
sequence is convergent in X, then X is called a complete cone rectangular metric
space.
In this particular case, the uniqueness of the limit is satisfied.
Lemma 1.10. Let (X, d) be a complete cone rectangular metric space, P be a
normal cone with normal constant k. Let (xn) be a Cauchy sequence in X and
suppose that there is N such that
(i) xn 6= xm for all n,m > N .
(ii) xn, x are distinct points in X for all n > N .
(iii) xn, y are distinct points in X for all n > N .
(iii) xn → x and xn → y as n→ +∞.
Then x = y.
Proof. For any c ∈ E with 0¿ c, there is ν such that
d(xn, x)¿ c, d(xn, y)¿ c and d(xn, xm)¿ c
for all n,m > ν. For all n,m > max(N, ν), We have
d(x, y) ≤ d(x, xn) + d(xn, xm) + d(xm, y) ≤ 3c.
Hence, ‖d(x, y)‖ ≤ 3k‖c‖. Since c is arbitrary d(x, y) = 0; therefore x = y. ¤
2. Main result
In this section, we derive a fixed point theorem in a cone rectangular metric
space. Our obtained result generalizes the well known Kannan’s theorem.
Theorem 2.1. Let (X, d) be a complete cone rectangular metric space, P be a
normal cone with normal constant k. Suppose a mapping T : X → X satisfies
the contractive condition
d(Tx, Ty) ≤ α(d(Tx, x) + d(Ty, y)), ∀x, y ∈ X, (2.1)
where α ∈ [0, 1/2). Then,
(i) T has a unique fixed point in X.
(ii) For any x ∈ X, the iterative sequence (T nx) converges to the fixed point.
Proof. Let x ∈ X. We have
d(Tx, T 2x) ≤ α(d(Tx, x) + d(Tx, T 2x)),
i.e.,
d(Tx, T 2x) ≤ α
1− αd(x, Tx).
Again
d(T 2x, T 3x) ≤ α(d(Tx, T 2x) + d(T 2x, T 3x))
i.e.,
d(T 2x, T 3x) ≤ α
1− αd(Tx, T
2x) ≤
(
α
1− α
)2
d(x, Tx).
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Thus in general, if n is a positive integer, then
d(T nx, T n+1x) ≤
(
α
1− α
)n
d(x, Tx) = rnd(x, Tx),
where r = α
1−α ∈ [0, 1).
We divide the proof into two cases.
First case: Let Tmx = T nx for some m,n ∈ N, m 6= n. Let m > n. Then
Tm−n(T nx) = T nx, i.e. T py = y where p = m − n, y = T nx. Now since p > 1,
we have
d(y, Ty) = d(T py, T p+1y)
≤ rpd(y, Ty).
Since r ∈ [0, 1), we obtain −d(y, Ty) ∈ P and d(y, Ty) ∈ P which implies that
‖d(y, Ty)‖ = 0, i.e., Ty = y.
Second case: Assume that Tmx 6= T nx for all m,n ∈ N, m 6= n. Clearly, we have
d(T nx, T n+1x) ≤ rnd(x, Tx) ≤ r
n
1− rd(x, Tx)
and
d(T nx, T n+2x) ≤ α(d(T n−1x, T nx) + d(T n+1x, T n+2x))
≤ α(rn−1d(x, Tx) + rn+1d(x, Tx))
≤ rnd(x, Tx) + rn+1d(x, Tx)
≤ r
n
1− rd(x, Tx).
Now if m > 2 is odd then writing m = 2` + 1, ` ≥ 1 and using the fact that
T px 6= T rx for p, r ∈ N, p 6= r, we can easily show that
d(T nx, T n+mx) ≤ d(T nx, T n+1x) + d(T n+1x, T n+2x) + · · ·+ d(T n+2`x, T n+2`+1x)
≤ rnd(x, Tx) + rn+1d(x, Tx) + · · ·+ rn+2`d(x, Tx)
≤ r
n
1− rd(x, Tx).
Again if m > 2 is even then writing m = 2`, ` ≥ 2 and using the same arguments
as before, we can get
d(T nx, T n+mx)
≤ d(T nx, T n+2x) + d(T n+2x, T n+3x) + d(T n+3x, T n+4x) + · · ·+ d(T n+2`−1x, T n+2`x)
≤ rnd(x, Tx) + rn+2d(x, Tx) + rn+3d(x, Tx) + · · ·+ rn+2`−1d(x, Tx)
≤ r
n
1− rd(x, Tx).
Thus combining all the cases we have
d(T nx, T n+mx) ≤ r
n
1− rd(x, Tx), ∀m,n ∈ N.
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Hence, we get
‖d(T nx, T n+mx)‖ ≤ k r
n
1− r‖d(x, Tx)‖, ∀m,n ∈ N.
Since k r
n
1−r‖d(x, Tx)‖ → 0 as n → +∞, (T nx) is a Cauchy sequence. By the
completeness of X, there is x∗ ∈ X such that T nx→ x∗ as n→ +∞.
We shall now show that Tx∗ = x∗. Without any loss of generality, we can
assume that T rx 6= x∗, Tx∗ for any r ∈ N. We have
d(x∗, Tx∗) ≤ d(x∗, T nx) + d(T nx, T n+1x) + d(T n+1x, Tx∗)
≤ d(x∗, T nx) + d(T nx, T n+1x) + α(d(T nx, T n+1x) + d(x∗, Tx∗))
which implies that
d(x∗, Tx∗) ≤ 1
1− α(d(x
∗, T nx) + (1 + α)d(T nx, T n+1x)).
Hence,
‖d(x∗, Tx∗)‖ ≤ k
1− α(‖d(x
∗, T nx)‖+ (1 + α)‖d(T nx, T n+1x)‖)→ 0 as n→ +∞.
So we obtain d(Tx∗, x∗) = 0, i.e., x∗ = Tx∗.
Now, if y∗ is another fixed point of T , then
d(x∗, y∗) = d(Tx∗, T y∗) ≤ α(d(x∗, Tx∗) + d(y∗, T y∗)) = 0
which implies that ‖d(x∗, y∗)‖ = 0, i.e., x∗ = y∗. ¤
To illustrate Theorem 2.1, we give the following example.
Example 2.2. Let E = C and P = {x+ iy |x, y ∈ R, x, y ≥ 0} a normal cone in
E. Let X = {1, 2, 3, 4}. Define d : X ×X → E by
d(x, x) = 0
d(1, 2) =d(2, 1) = 3 + 9i
d(2, 3) =d(3, 2) =d(1, 3) =d(3, 1) = 1 + 3i
d(1, 4) =d(4, 1) =d(2, 4) =d(4, 2) =d(3, 4) =d(4, 3) =4 + 12i.
Then (X, d) is a complete cone rectangular metric space but (X, d) is not a cone
metric space because it lacks the triangular property
3 + 9i = d(1, 2) > d(1, 3) + d(3, 2) = 2 + 6i.
Now, define a mapping T : X → X as follows
Tx =
{
3 if x 6= 4
1 if x = 4.
We remark that T is not a contractive mapping with respect to the standard
metric in X because we have
|T4− T2| = 2 = |4− 2|.
However, T satisfies
d(Tx, Ty) ≤ α(d(x, Tx) + d(y, Ty)), ∀x, y ∈ X
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with α = 1
3
. Applying Theorem 2.1, we obtain that T admits a unique fixed
point, that is x∗ = 3.
Note that in this example, results of Huang and Zhang [8] are not applicable to
obtain the fixed point of the mapping T on X, since (X, d) is not a cone metric
space.
Acknowledgements: The authors would like to thank Professor Ismat Beg
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