Abstract-Microaggregation is a technique used by statistical agencies to limit disclosure of sensitive microdata. Noting that no polynomial algorithms are known to microaggregate optimally, Domingo-Ferrer and Mateo-Sanz have presented heuristic microaggregation methods. This paper is the first to present an efficient polynomial algorithm for optimal univariate microaggregation. Optimal partitions are shown to correspond to shortest paths in a network.
THE UNIVARIATE MICROAGGREGATION PROBLEM
The univariate microaggregation problem, as formulated in [4] , can be stated as follows: Consider a sensitive attribute X within a microdata set with n observations. Microaggregation involves partitioning the n observations into groups, such that each group contains at least k observations. Using the sum of within-group squared errors as a measure of similarity between observations, the objective is to find a partition that minimizes the sum of the withingroup squared error, SSE ¼ P g j¼1 P nj i¼1 ðx ij À x j Þ 2 , where x ij is the ith number in the jth group, i ¼ 1; 2; . . . ; n j , j ¼ 1; 2; . . . ; g, x j ¼ 1 nj P nj i¼1 x ij is the mean for group j, and g is the number of groups.
Domingo-Ferrer and Mateo-Sanz [4] exploit characteristics of the problem to reduce the number of candidate optimal solutions to the problem. We build on these results: Result 1. Under an optimal partitioning, the observations in each group are contiguous if the observations are sorted in an ascending order.
Result 2. In every optimal partition, each group has between k and 2k À 1 observations.
A SHORTEST-PATH ALGORITHM
We formulate the microaggregation problem as a shortest-path problem. We construct a graph and show that optimal microaggregation corresponds to a shortest path in this graph in a natural way. Each arc of the graph corresponds to a possible group that may be part of an optimal partition. Each arc is labeled by the error that would result if that group were to be included in the partition. The algorithm takes advantage of Results 1 and 2 to limit the number of groups that must be considered, hence limiting the number of arcs in the graph.
Graph Construction
Let V ¼ V 1 . . . V n be a vector of length n consisting of the observation values sorted into ascending order. V 1 is the least element of V, and V n is the greatest element of V. Let k be an integer such that 1 k < n.
For given V, k and n, we construct the graph G k;n as follows: For each element V i of V, the graph has a node with label i. The graph also has one additional node with label 0. For each pair of graph nodes ði; jÞ
, the graph has a directed arc ði; jÞ from node i to node j. For each arc ði; jÞ, the corresponding group C ði;jÞ is the set of values fV h : i < h jg. We say that group C ði;jÞ corresponds to arc ði; jÞ. For each arc ði; jÞ, let the length L ði;jÞ of the arc be the withingroup sum squared error for the corresponding group C ði;jÞ . This may be computed as L ði;jÞ ¼ P j h¼iþ1 ðV h À M ði;jÞ Þ 2 , where M ði;jÞ ¼ 1 jÀi P j h¼iþ1 V h is the mean of the numbers in group C ði;jÞ .
The Optimal Partition
We now show that the optimal partition is exactly the set of groups that correspond to the arcs of a shortest path from node 0 to node n on this graph.
Theorem 1. Every group in each optimal partition corresponds to an arc of the graph.
Proof. This follows immediately from Results 1 and 2 and the construction of the graph. t u Theorem 2. Each optimal partition corresponds to a path from node 0 to node n in the graph.
Proof. From Theorem 1, we know that each group in the optimal partition corresponds to an arc in the graph. Further, if the optimal partition does not correspond to a path from node 0 to node n, then either some V i is left out, or some V i is included more than once. t u Theorem 3. The length of a path from node 0 to node n is exactly the SSE for the partition that corresponds to that path.
Proof. This follows directly from the definitions of L ði;jÞ and SSE, and from Theorem 2. The total length of a path is the sum of the lengths of the individual arcs. t u
It follows immediately that the minimal SSE is exactly the length of a shortest path from node 0 to node n, and that the partition corresponding to each shortest path is an optimal partition. 
Complexity
The complexity of the algorithm is determined by the construction of the graph and the complexity of the chosen shortest-path algorithm. The graph has n þ 1 nodes and fewer than kn arcs. The computation of the length of each arc requires OðkÞ arithmetic operations, so the graph construction is Oðk 2 nÞ. A shortest path algorithm has complexity Oððk þ 1ÞnÞ for this graph [3] . For k < ffiffiffiffiffiffiffiffiffiffiffiffiffi logðnÞ p , the complexity is dominated by sorting, so the total complexity of the algorithm is Oðmaxðn logðnÞ; k 2 nÞÞ. Since k is typically small, the algorithm is efficient enough for use even on very large data sets.
EXPERIMENTAL RESULTS
We implemented our algorithm in C++ and used simulated data sets and data from the 1990 US Census of Population and Housing in the form of Public Use Microdata Samples (PUMS) to test our algorithm. Even for large data sets ðn > 10; 000Þ, the computational time was negligible (less than a few seconds on a desktop). Since computational time is not an issue, we use information loss due to microaggregation as a measure of performance. Table 1 presents the ratio of the SSE due to grouping obtained under a fixed-size group approach to those obtained under our algorithm. Since our algorithm minimizes the SSE of a partition, this ratio is always greater than or equal to 1; the higher the ratio, the better is our approach.
We used group size k ranging between 2 and 8. Simulated input vectors of length n ¼ 1; 000 were generated with two different distributions: uniform (min ¼ 0; max ¼ 1; 000) and normal (" ¼ 500; ' ¼ 150). Salary data of 23;149 respondents (" ¼ $16;458; ' ¼ $14;504) from the PUMS dataset reported in [6] was also used; the salary data is approximately exponentially distributed. For the simulated data, the mean and maximum of the observed SSE ratios are presented. These results indicate that our algorithm performs significantly better than the fixedgroup-size algorithm, particularly for small k.
CONCLUSIONS
Our shortest path algorithm is the first polynomial algorithm for optimal univariate microaggregation. It is at least as efficient as published heuristic methods and can be used on very large data sets. While our algorithm focuses on univariate data, it can be used on multivariate data when the data vectors are projected to a single axis, as described in [4] . This issue requires further investigation since a recent study [5] reports that information loss due to projection may outweigh the advantages of optimal univariate microaggregation. 
