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ON THE LOW-REGULARITY GLOBAL WELL-POSEDNESS OF
A SYSTEM OF NONLINEAR SCHRODINGER EQUATION
CHENMIN SUN
Abstract. In this article, we study the low-regularity Cauchy problem of a
one dimensional quadratic Schrodinger system with coupled parameter α ∈
(0, 1). When 1
2
< α < 1, we prove the global well-posedness in Hs with
s > − 1
4
, while for 0 < α < 1
2
, we obtain global well-posedness in Hs with
s > − 5
8
. We have adapted the linear-nonlinear decomposition and resonance
decomposition technique in different ranges of α
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1. Introduction
Consider the following quadratic nonlinear Schrodinger system:
i∂tu+∆u = vu, (t, x)
i∂tv + α∆v =
u2
2
,∈ R× Rd
(u|t=0, v|t=0) = (u0, v0) ∈ Hs(Rd)×Hs(Rd)
(1.1)
This model is closely linked with the Second-Harmonic Generation theory in
nonlinear optics (for a review, see e.g.[9]).
The scaling
uλ(t, x) := λ
2u(λ2t, λx), vλ(t, x) := λ
2v(λ2t, λx)
keeps the equation (1.1) invariant, and the critical Sobolev index is
sc =
d
2
− 2,
so that ‖|Dx|scuλ‖L2x = ‖|Dx|scu‖L2x .
Moreover, the invariance of (1.1)
u 7→ eiθu, v 7→ e2iθv
leads to the mass conservation
M =
∫
Rd
(
1
2
|u(t, x)|2 + |v(t, x)|2)dx,
and the energy of this system
H = 1
2
∫
Rd
(|∇u|2 + α|∇v|2)dx+ 1
2
ℜ
∫
Rd
v(u)2dx
is also conserved along the flow. It is a Hamiltonian system.
The author is supported by.
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In [10], the authors have investigated this system systematically, for d ≤ 4, the
mass-subcritical and critical cases and d ≤ 6, the energy subcritical and critical
cases. By changing of variable, the parameter α here is exactly the mass radio mM
in the equation appeared in [10].
In this paper, we will mainly concentrate ourselves on the low-regularity Cauchy
problem in one dimensional case:
i∂tu+ ∂
2
xu = vu, (t, x)
i∂tv + α∂
2
xv =
u2
2
,∈ R× R
(u|t=0, v|t=0) = (u0, v0) ∈ Hs(R)×Hs(R)
(1.2)
Our main interest here is the global well-posedness of (1.2) in Hs with s < 0.We
work with the so called Bourgain spaces, firstly introduced by J.Bourgain in[2], and
then widely used by dispersive people in the work on Cauchy-problems of nonlinear
dispersive and wave equations.
The local well-posed of our system is essentially nothing but the simple conse-
quence of the work [5]. There the authors deal with single 1D NLS with various
type of nonlinearities. To summary, if the nonlinearity is u2, u2, the key bilinear
estimates hold for s > − 34 (in some sense sharp), while for the nonlinearity uu,
one can only obtain bilinear estimate for s > − 14 , due to the different resonance
relations.
As pointing out by the authors in [10], the mathematical interest of this system
is the effect of the parameter α to the long time dynamics. In the aspect of Cauchy
problem, we find that the parameter α is rather sensitive to the low-regularity
dynamics. Though one can discuss a broader range for all α > 0, we only discuss
in this paper the case 0 < α < 1.
For local Cauchy problem we summarize as follows:
Theorem 1.1. If α = 12 , the Cauchy problem (1.2) is locally well-posed for s ≥ 0.
If 12 < α < 1, the Cauchy problem (1.2) is locally well-posed for s ≥ − 12 .
If 0 < α < 12 , the Cauchy problem (1.2) is locally well-posed for s > − 34 .
In this paper, we do not prove any ill-posed result to complement the cases
when s is below the thresholds above, instead, we give some counterexamples in
both ranges of α to illustrate that the desired bilinear estimate can not hold for
s < 0.
Concerning about the global well-posedness, our main result is the following:
Theorem 1.2. If α = 12 , the Cauchy problem (1.2) is globally well-posed for s ≥ 0.
If 12 < α < 1, the Cauchy problem (1.2) is locally well-posed for s > − 14 .
If 0 < α < 12 , the Cauchy problem (1.2) is globally well-posed for s > − 58 .
Notice that the global well-posedness in L2(s = 0) is the direct consequence of
local well-posedness and conservation of mass, hence we will only proof the global
existence result as well as the growth of Sobolev norms below L2.
The study of global Cauchy problem below threshold of Sobolev index of con-
servation laws date back to J.Bourgain(see [3]). J.Bourgain has introduced the
high-low frequency decomposition method to estimate separately the evolution
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of low frequencies and of high frequencies of the initial data. Another useful
tool is the ”I-method” used by J.Colliander, M.Keel, G.Staffilani, H.Takaoka and
T.Tao(see[13][14][15]). This method is extremely convenient to utilize if the non-
linearity poses a good algebraic structure. The idea is now quite robust, Applying
”I-operator” to the initial data as well as the equation and proving the almost
conservation law of some modified( mass or energy in the context of Schro¨dinger
equation) functionals leads to the global well-posed result.
The study of Cauchy problem for systems is somewhat different from the study
of single equations. One reason is that the dispersive relations of the two equations
in(1.2) are not the same. Another reason is the nonlinearity for system sometimes
has less symmetry, and this gives rise the technical difficulty in doing multi-linear
analysis. In[8], the author considered the coupled kdv with different dispersive
relations. For the periodic boundary value problem(i.e.problem posed on T), the
author studied the Diaphntine conditions for the parameter, which connect the the-
ory of dynamic system to Cauchy problem of coupled kdv system. In this paper,
we only deal with problems posed on R, and it will be quite clear for the effect of
the parameter α to our system.
Let’s mention something about the proof of the global well posed result. Since
we work with negative Sobolev spaces, we need exploit the modified mass which is a
L2 level multi-linear quantity and we should prove that is is almost conserved along
the nonlinear flow. The cases 0 < α < 12 and
1
2 < α < 1 will be treated separately.
For 0 < α < 12 , the resonance function has strictly lower bound and we can easily
obtain a control which will lead to the global well-posedness in Hs for s > − 12 . To
go further, we need exploit another modified quantity, namely the second generation
of modified mass, which seems in the H1 level. As pointed out in [15],it seems to be
a general principle when applying the I-method that terms which are more multi-
linear (and hence have fewer derivatives) are easier to estimate than terms which are
less multi-linear. This general belief does not match that well for the system case,
due to the less symmetry of the nonlinearity: the 4-multi-linear resonance function
may vanish in some frequency regions. We thus truncate the second modified
quantity far from resonance sets and estimate separately for different frequency
scails. This will give us better estimates than just using first generation of modified
mass. With this modification, we can obtain the global solution for s > − 58 , and
the restriction for s comes from the requirement of summability of dyadic pieces
instead of final iterating scheme. We believe that this restriction could be improved.
One may also wonder that if we can mimic the strategy in [14] to define the higher
order modified quantity (which will product more multi-linear terms). In fact,
this strategy fails since we can not cancel the fourth order multi-linear expression,
due to the possible of resonance in the denominator(the attempt to use resonance
decomposition technique also fails to obtain the sharp lower bound of s). Roughly
speaking, this is the price to pay for the lack of symmetry.
The treatment for 12 < α < 1 is quite different since the 3-multi-linear reso-
nance function can vanish. Crude estimate for the 3-multiplier does not give us a
good restriction on s. We thus combine the truncating method and idea of linear-
nonlinear decomposition, widely used in [4],[12],[11] for example. The advantage of
this method is that we can obtain a long-time estimate for energy increase which
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permits us to close the iterating in much less steps. We finally obtain the global
well-posedness in Hs for s > − 14 .
We organize this paper as follows. In the second part, we give a brief introduction
of the notations and background materials. In the third part, we will give the
detailed proof of local well-posedness, both in the situation 0 < α < 12 and
1
2 <
α < 1.. In the forth and fifth sections, we give the standard argument of I-method in
our situation, module several multi-linear estimates which will guarantee the almost
conservation. Finally in the last several sections, we give the detailed estimates of
the key multi-linear terms.
We acknowledge that almost at the same time, there is a similar work [1]. How-
ever, it seems that the global well-posedness result in [1] is rather crude, and our
technique and results are better and more involved.
2. preliminary
We introduce some notations frequently used in this paper:
(1) Fourier transform: We often use
F(f)(ξ) = f̂(ξ) =
∫
Rd
f(x)e−ix·ξdx
to stand for Fourier transform in Euclidean space. However, if we want to
emphasize the space-time Fourier transform, we will use the notation
Ft,x(f)(τ, ξ) = f˜(τ, ξ) =
∫
R×Rd
f(t, x)e−itτ−ix·ξdtdx.
We omit all the constants(2π to some power) appear in the formula ‖f‖L2x =
‖fˆ‖L2 and f̂ ∗ g = fˆ ∗ gˆ.
Since we will deal with functions taken values of complex field, the simple
observation
f̂(ξ) = f̂(−ξ)
is notable.
(2) inequality: We often use the notation A . B,X & Y, P ∼ Q to stand for
A ≤ CB,X ≥ CY, cX ≤ Y ≤ CY for some C, c > 0 which are either
uniform constants or constants do not depend on any main factors of the
inequality. Sometimes we also use the notation A = O(B) as usual in
analysis.
(3) small constant: We will use the notation Ns+ to stand for Ns+ǫ for some
sufficiently small ǫ which may change line by line up to our need. The
symbol Ns− stand for Ns−ǫ for some sufficiently small ǫ as well.
(4) max and min: We will denote max{A,B} as A∨B and min{A,B} as A∧B.
2.1. multilinear expression. We follows the notations in [13]: Let Z be any
abelian additive group with an invariant measure dξ. For integer k ≥ 2, we define
Γk(Z) := {(ξ1, ..., ξk) ∈ Zk : ξ1 + · · ·+ ξk = 0},
which we endow with the obvious measure∫
Γk(Z)
f(ξ1, · · ·, ξk) :=
∫
Zk−1
f(ξ1, · · ·, ξk−1,−ξ1 · · · −ξk−1)dξ1 · · · dξk−1.
This measure is symmetric with respect to permutation of the coordinates.
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Take Γn = Γn(R), for Mn : Γn → C a multiplier of order n and f1, · · ·, fn are
functions on R, we define the quantity Λn(Mn; f1 · ··, fn) by
Λn(Mn; f1 · ··, fn) :=
∫
Γn
Mn(ξ1, · · ·, ξn)
n∏
j=1
f̂j(ξj).
If Mn is a multiplier of order n,1 ≤ j ≤ n is an index, and k ≥ 1 is an integer,
we define the elongation Xkj (Mn) of Mn to be the multiplier of order n + k given
by
Xkj (Mn)(ξ1, · · ·, ξn+k) :=Mn(ξ1 · ··, ξj−1, ξj + · · ·+ ξj+k, ξj+k+1, · · ·, ξn+k).
For simplicity, we sometimes write ξij for ξi + ξj , ξijk forξi + ξj + ξk, and so on.
We also write ξi−j for ξi − ξj , and ξij−mnk for ξij − ξmnk, and so on.
We make a remark on the Plancherel formula:∫
f(x)g(x)dx =
∫
f̂(ξ)ĝ(ξ)dξ.
One find easily that under the multi-linear expression, the plancherel formula
becomes ∫
f(x)g(x)dx =
∫
Γ2
f̂(ξ1)ĝ(ξ2).
Moreover, taking the convolution formula into account, we have∫ k∏
j=1
fj(x)dx =
∫
Γk
k∏
j=1
f̂j(ξj).
2.2. Bourgain spaces Xs,b. Let φ : Rd → R be a real-valued continuous function.Sφ(t) =
eitφ(Dx) be the semigroup associated to the free dispersive equation
i∂tu+ φ(Dx)u = 0 (2.1)
If we take the space-time Fourier transform
u˜(τ, ξ) :=
∫
R
∫
Rd
u(t, x)e−iτt−ix·ξdxdt,
We find that the space-time Fourier transform of the solution to the free evolution
equation (2.1) is constraint on the surface {(τ, ξ) : τ − φ(ξ) = 0}. As in [16], we
can define the Bourgain space Xs,bτ=φ(ξ)(R× Rd), s, b ∈ R as following:
Xs,bτ=φ(ξ) :=
{
f ∈ S ′(Rd+1) : ‖f‖Xs,b
τ=φ(ξ)
:= ‖〈ξ〉s〈τ − φ(ξ)〉bu˜(τ, ξ)‖L2
τ,ξ
<∞
}
.
Here and in the sequel, we adapt to the notation 〈a〉 =√1 + |a|2.
Sometimes we will use the local in time Bourgain spaces Xs,bτ=φ(ξ)(I): Suppose I
is a time interval, then we define
‖u‖Xs,b
τ=φ(ξ)
(I) := inf{‖w‖Xs,b
τ=φ(ξ)
: w|I = u}.
Now we list some basic propositions about Xs,b spaces, for proofs, one can consult
[16].
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Proposition 2.1. (1)
‖f‖Xs,b
τ=φ(ξ)
(Rd+1) = ‖Sφ(−t)f‖Hbt (R;Hsx(Rd)),
hence we have the embedding
Xs,bτ=φ(ξ)(R
d+1) →֒ Ct(R;Hs(Rd)), if b > 1
2
.
(2) (Xs,bτ=φ(ξ))
∗ = X−s,−bτ=−φ(−ξ).
Proposition 2.2. Assume Y is a space-time Banach space such that for all u0 ∈
L2(Rd), τ0 ∈ R, we have
‖eitτ0Sφ(t)u0‖Y . ‖u0‖L2(Rd).
Then when 12 < b < 1, for any u ∈ X0,bτ=φ(ξ), we have
‖u‖Y . ‖u‖X0,b
τ=φ(ξ)
In what follows, if the phase function φ is unambiguous, we may write Xs,bτ=φ(ξ)
simply as Xs,b, and the semigroup Sφ(t) simply as S(t).
We select ψ(t) ∈ C∞c (R), such that 0 ≤ ψ ≤ 1 and ψ(t) = 1, ∀|t| ≤ 1, ψ(t) =
0, ∀|t| ≥ 2. For δ ∈ (0, 1], we define ψδ(t) := ψ(δ−1t).
Proposition 2.3. (1) We have the homogenous linear estimate
‖ψδ(t)S(t)u0‖Xs,b . δ
1−2b
2 ‖u0‖Hsx , b ≥ 0,
and
‖ψδ(t)F‖Xs,b . δ
1−2b
2 ‖F‖Xs,b, b >
1
2
.
(2) We have the inhomogenous linear estimate:If b′ + 1 ≥ b ≥ 0 ≥ b′ > − 12 ,
then ∥∥∥∥ψδ(t)∫ t
0
S(t− t′)F (t′)dt′
∥∥∥∥
Xs,b
. δ1+b
′−b‖F‖Xs,b′ .
In this paper, we need to use the Bourgain space norms associated to the
Schrodinger semigroup e−it∂
2
x and e−itα∂
2
x . We will fix the notations of Bourgain
spaces from now on:
‖u‖Xs,b := ‖u‖Xs,b
τ=ξ2
(R1+1) := ‖〈ξ〉s〈τ − ξ2〉bu˜(τ, ξ)‖L2τ,ξ ,
and
‖u‖Xs,bα := ‖u‖Xs,b
τ=αξ2
(R1+1) := ‖〈ξ〉s〈τ − αξ2〉bu˜(τ, ξ)‖L2τ,ξ .
2.3. known linear estimates on Schrodinger semigroup. Almost trivially, we
have the estimate:
‖u‖L2t,x = ‖u‖X0,0 ≤ ‖u‖X0,12 + ,
and
‖u‖L∞t L2x . ‖u‖X0,12 + .
Some deeper results combine the Strichartz estimates, local smoothing effect and
maximal function estimates for Schrodinger semigroup (see [13]).
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Proposition 2.4.
‖u‖L6t,x . ‖u‖X0,12 + ,
‖|Dx| 12 u‖L∞x L2t . ‖u‖X0, 12+ ,
‖u‖L4xL∞t . ‖u‖X 14 , 12+ ,
‖u‖L2xL∞t . ‖u‖X 12+, 12+ .
(2.2)
It is now standard that people use the local smoothing effect and maximal func-
tion estimates to balance(or gain) some derivative for certain kinds of dispersive
equation. For example, our scheme is the following: Suppose we have the expression
‖uvw‖L2t,x , we use Holder to control it by
‖|Dx|− 12 u‖L∞x L2t ‖v‖L4xL∞t ‖w‖L4xL∞t ,
then apply local smoothing to the first term and maximal function estimate to the
last two terms, we balance 12 derivative(often be the high frequencies) on u to two
1
4 derivatives on v and w(should be low frequencies).
2.4. multi-structure. Writing our system as
∂tu = i∂
2
xu− ivu,
∂tv = iα∂
2
xv − i
u2
2
,
∂tu = −i∂2xu+ ivu,
∂tv = −iα∂2xv + i
u2
2
(2.3)
Denote the resonance function(here and in the sequel)
h3 = ξ
2
1 − αξ22 + ξ23 ,
from simple calculations, we find that under the nonlinear flow of (1.2),
∂tΛ2(M2;u, u) = −iΛ3(X11(M2);u, v, u) + iΛ3(X12(M2);u, v, u),
∂tΛ2(M2; v, v) = − i
2
Λ3(X
1
1(M2);u, u, v) +
i
2
Λ3(X
1
2(M2); v, u, u).
(2.4)
For the third order multiplier, we have under the nonlinear flow:
∂tΛ3(M3;u, v, u) =− iΛ3(h3M3;u, v, u)− iΛ4(X11(M3); v, u, v, u)
+
i
2
Λ4(X
1
2(M3);u, u, u, u)− iΛ4(X13(M3);u, v, u, v),
(2.5)
and for the conjugate expression, we have similarly
∂tΛ3(M3;u, v, u) =iΛ3(h3M3;u, v, u) + iΛ4(X
1
1(M3); v, u, v, u)
− i
2
Λ4(X
1
2(M3);u, u, u, u) + iΛ4(X
1
3(M3);u, v, u, v).
(2.6)
An interesting application of these formulas is Fourier proof of conservation law,
at least formally.
Define the total mass of (1.2) by
M(u, v)(t) =
1
2
‖u(t)‖2L2x + ‖v(t)‖
2
L2x
=
1
2
Λ2(1;u, u) + Λ2(1; v, v), (2.7)
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and the energy by
H(u, v)(t) = ‖∂xu(t)‖2L2x + α‖∂xv(t)‖
2
L2x
+ ℜ
∫
R
v(t)u(t)2dx
= −Λ2(ξ1ξ2;u, u)− αΛ2(ξ1ξ2; v, v) + ℜΛ3(1;u, v, u).
(2.8)
Setting M2 = 1 in(2.7) and apply(2.4) , one find easily that
d
dt
M(u, v)(t) = 0.
Moreover, setting M2 = ξ1ξ2,M3 = 1 in (2.8) and apply (2.4)(2.5),
d
dt
H(u, v) =iΛ3(ξ12ξ3;u, v, u)− iΛ3(ξ1ξ23;u, v, u) + iα
2
Λ3(ξ12ξ3;u, u, v)
− iα
2
Λ3(ξ1ξ23; v, u, u) + ℜ (−iΛ3(h3;u, v, u)− iΛ4(1; v, u, v, u))
+ℜ
(
i
2
Λ4(1;u, u, u, u)− iΛ4(1;u, v, u, v)
)
=2ℑΛ3(ξ12ξ3;u, v, u) + αℑΛ3(ξ22 ;u, v, u) + ℑΛ3(h3;u, v, u)
=ℑΛ3(−(ξ21 − ξ23 + αξ22 + h3;u, v, u))
=0,
(2.9)
where in the computation above, we have exploit the symmetric property several
times.
3. Local Cauchy Problem
To prove the local well-posed of the system, the crucial point is to obtain the
following bilinear estimates:
‖uv‖Xs,b−1 . ‖u‖Xs,b‖v‖Xs,bα , ‖u
2‖Xs,b−1α . ‖u‖
2
Xs,b
On Γ3, in both uv and uv cases, if the parameter α <
1
2 , the resonance functions
ξ21 − αξ22 + ξ23 = (1− α)
(
ξ1 − α
1− αξ3
)2
+
1− 2α
1− α ξ
2
3 ,
−ξ21 − ξ22 + αξ23 = −(1− α)
(
ξ1 − α
1− αξ2
)2
− 1− 2α
1− α ξ
2
2
have no zeros unless all the frequencies vanish. Then one find easily that the
magnitude of both expressions are bounded below by ξ21 + ξ
2
2 + ξ
2
3 , up to some
constant. Therefore, in small parameter case(α < 12 ), we expect the local well-
posed result to Hs for s > − 34 . However, if α = 12 , the resonance may violate
the bilinear estimate when s < 0. The proofs are in spirit the same as in [5]. For
convenient of readers, we give the details. We begin with some counterexamples.
3.1. Counterexamples of bilinear estimates.
Proposition 3.1. Let α = 12 , then the estimates
‖uv‖Xs,b−1 . ‖u‖Xs,b‖v‖Xs,bα , ‖u
2‖Xs,b−1α . ‖u‖
2
Xs,b
can not hold for any s < 0, b ∈ R.
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Proof. We just give the counterexample for the first inequality, one may work in
the same way for the second.
Pick N ≫ 1, and let
A1 := {(τ1, ξ1) : |ξ1 +N | . N−β, |τ1 + ξ21 | . 1},
A2 := {(τ2, ξ1) : |ξ2 − 2N | . N−β, |τ2 − 1
2
ξ22 | . 1},
A3 := {(τ3, ξ3) : |ξ3 −N | . N−β, |τ3 − ξ23 | . 1}.
We claim that χA1 ∗ χA2(τ, ξ) & N−βχA3(τ, ξ).
Indeed, take (τ, ξ) ∈ A3, for any (τ1, ξ1) ∈ A1, we have
|ξ − ξ1 − 2N | ≤ |ξ −N |+ |ξ1 +N | . N−β,
and ∣∣∣∣τ − τ1 − 12(ξ − ξ1)2
∣∣∣∣ ≤ |τ − ξ2|+ |τ1 + ξ21 |+ ∣∣∣∣ξ2 + ξ21 − (ξ − ξ1)22
∣∣∣∣
. 1 + 1 + |ξ + ξ1|2
. 1 + |ξ −N |2 + |ξ1 +N |2
. 1.
This implies that (τ − τ1, ξ − ξ1) ∈ A2, thus
χA1 ∗ χA2 & N−βχA3(τ, ξ).
Now take û(τ, ξ) = χA1(τ, ξ), v̂(τ, ξ) = χA2(τ, ξ) as test functions. We calculate
that
‖v‖2Xs,b ∼ ‖u‖2Xs,b . N2s−β,
while
‖uv‖2Xs,b−1 &
∫∫
〈ξ〉2s〈τ − ξ2〉2(b−1)(χA1 ∗ χA2)2(τ, ξ)dτdξ & N2s−3β .
If the bilinear estimate holds, we must have
Ns−
3β
2 . N2s−β,
we let β = 0, and then s ≥ 0 must holds. 
Proposition 3.2. Let 12 < α < 1, then the estimates
‖uv‖Xs,b−1 . ‖u‖Xs,b‖v‖Xs,bα , ‖u
2‖Xs,b−1α . ‖u‖
2
Xs,b
can not hold for any s < − 12 , b ∈ R.
Proof. For the case 12 < α < 1, the construction is similar, provided that we choose
β = 1 in the example above. To be more precise, we define
A1 := {(τ1, ξ1) : |ξ1 +N | . N−1, |τ1 + ξ21 | . 1},
A2 :=
{
(τ2, ξ1) :
∣∣∣∣ξ2 − 2N1 +√2α− 1
∣∣∣∣ . N−1, |τ2 − αξ22 | . 1} ,
A3 :=
{
(τ3, ξ3) :
∣∣∣∣ξ3 −N ( 21 +√2α− 1 − 1
)∣∣∣∣ . N−1, |τ3 − ξ23 | . 1} .
Define û(τ, ξ) = χA1(τ, ξ), v̂(τ, ξ) = χA2(τ, ξ), and we have from direct calcula-
tion that
‖u‖Xs,b ∼ ‖v‖Xs,bα ∼ N
2s−1,
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and
χA1 ∗ χA2(τ, ξ) ∼
1
N
χA3(τ, ξ),
follows from the estimate
|ξ2 + ξ21 − α(ξ − ξ1)2| =
∣∣∣∣ξ1 + 1−√2α− 12 (ξ − ξ1)
∣∣∣∣ ∣∣∣∣ξ1 + 1 +√2α− 12 (ξ − ξ1)
∣∣∣∣
.1, ∀(τ1, ξ1) ∈ A1, (τ, ξ) ∈ A3.
Therefore, we have
‖〈ξ〉s〈τ − ξ2〉b−1û ∗ v̂‖L2 & Ns−
3
2 .
Again, if the bilinear estimate holds, we must have
s− 3
2
≤ 2s− 1,⇐⇒ s ≥ −1
2
.

Proposition 3.3. If 0 < α < 12 , then the bilinear estimates can not hold when
s ≤ − 34 for any b ∈ R.
Proof. Define
A1 := {(τ1, ξ1) : −N −N−1 ≤ ξ1 ≤ −N, |τ1 + ξ21 | . 1},
A2 :=
{
(τ2, ξ1) : N ≤ ξ2 ≤ N +N−1, |τ2 − αξ2|2 ≤ 1 + 3C/2
}
,
A3 :=
{
(τ3, ξ3) : −N−1 ≤ ξ3 ≤ −(2N)−1,−(1− α)N2 ≤ τ3 − ξ23 ≤ −(1− α)N2 + C
}
Now we claim that χA1 ∗ χA2 & N−1χA3 .
Indeed, fix any (τ, ξ) ∈ A3, for any
(τ1, ξ1) ∈ A1 ∩ {(τ1, ξ1) : −N−1 −N ≤ ξ1 ≤ −N − (2N)−1},
we have
|τ − τ1 − α(ξ − ξ1)2| = |(τ − ξ2)− (α(ξ − ξ1)2 − ξ21 − ξ2)− (τ1 + ξ1)2|
≤ 1 + |τ − ξ2 − (α(ξ − ξ1)2 − ξ21 − ξ2)|,
and one find that
−C ≤ τ + ξ21 − α(ξ − ξ1)2 ≤
3C
2
if we suitably choosing C, thanks to the constraint that
(1− α)N2 − C ≤ ξ21 − α(ξ − ξ1)2 ≤ (1− α)N2 + C.
This implies that (τ − τ1, ξ − ξ1) ∈ A2, thus∫
χA1(τ1, ξ1)χA2(τ − τ1, ξ − ξ1)dτ1dξ1 & N−1,
if (τ, ξ) ∈ A3. Now let û(τ, ξ) = χA1(τ, ξ), v̂(τ, ξ) = χA2(τ, ξ), we have
‖u‖Xs,b‖v‖Xs,bα . N
2s−1,
while
‖〈ξ〉2〈τ − ξ2〉b−1û ∗ v‖L2
τ,ξ
&
N2(b−1)
N
3
2
.
If the bilinear estimates ‖uv‖Xs,b−1 . ‖u‖Xs,b‖v‖Xs,bα holds, we must have
N2(b−1)−
3
2 . N2s−1,⇐⇒ s ≥ b− 5
4
.
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If we have s ≤ − 34 , then b must satisfies b ≤ 12 .
Now we assume that s = − 34 ,b = 12 and we will construct a counterexample
inspired by [7] for treating the failure of end-point Bourgain space bilinear estimates
for kdv equation. Fix two large numbers m,N with 4m ≪ N . We define for
j = 0, 1, ...,m− 1:
A1,j =
{
(τ1, ξ1) : −N − 4
m−10
N
≤ ξ1 ≤ −N, 4j−2 ≤ |τ1 + ξ21 | < 4j−1
}
,
A2,j =
{
(τ2, ξ2) : N ≤ ξ2 ≤ N + 4
m−10
N
, 4j−3 ≤ |τ2 − αξ22 | < 4j−2
}
,
A3 =
{
(τ, ξ) :
4m−10
2N
≤ ξ < 4
m−10
N
, 4m−1 < τ − ξ2 + (1− α)N2 < 4m+1
}
,
A1,m =
{
(τ1, ξ1) : −N − 4
m−10
N
≤ ξ1 ≤ −N, 4m−2 ≤ |τ1 + ξ21 | < 4m+2
}
,
A2,m =
{
(τ2, ξ2) : N ≤ ξ2 ≤ N + 4
m−10
N
, 4m−3 ≤ |τ2 − αξ22 | < 4m−2
}
.
We claim that
χA1,m ∗ χA2,j(τ, ξ) & |A2,j |χA3(τ, ξ).
Indeed, fix any (τ, ξ) ∈ A3, and (τ2, ξ2) ∈ A2,j , we have
τ − τ2 + (ξ − ξ2)2 = (τ − ξ2)− (τ2 − αξ22) + 2
(
ξ − ξ2
2
)2
+
(
1
2
− α
)
ξ22
= τ − ξ2 − (τ2 − αξ22) + (1− α)N2 + 2ξξ2 + 2ξ2.
(3.1)
Notice that |τ2 − αξ22 | ≤ 4m−2,|2ξξ2 + 2ξ2| ≤ 4m−9, we have
4m−2 < |τ − τ2 + (ξ − ξ2)2| < 4m+2.
The claim then follows from the definition of convolution.
Now we set
û(τ1, ξ1) = N
5
4
∑
0≤j≤m
4−j−
m
2 ajχA1,j (τ1, ξ1),
v̂(τ2, ξ2) = N
5
4
∑
0≤j≤m
4−j−
m
2 ajχA2,j (τ2, ξ2)
Therefore,
û ∗ v̂(τ, ξ) ≥ N 52 am
 ∑
0≤j≤m
4−j−2majχA2,j
 ∗ χA1,m .
We note that
|A1,j | ∼ |A2,j | ∼ 4m+jN−1, |A1,m| ∼ |A3| ∼ 42mN−1,
thus
‖u‖
X−
3
4
, 1
2
∼ ‖v‖
X
− 3
4
, 1
2
α
∼
 m∑
j=0
a2j
1/2 ,
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and we calculate
‖〈ξ〉− 32 〈τ − ξ2〉− 12 û ∗ v̂‖2L2 &N−2N5a2m
×
∫
R2
 ∑
0≤j≤m
4−j−2ma2jχA2,j ∗ χA1,m(τ, ξ)
2 dτdξ
&N3a2m
 ∑
0≤j≤m
aj4
−mN−1
2 |A3|
∼a2m
 ∑
0≤j≤m
aj
2 .
(3.2)
The necessary condition for the bilinear estimate is the inequality
am
∑
0≤j≤m
aj .
∑
0≤j≤m
a2j ,
for any sequence {aj}0≤j≤m. This is obvious a contradiction, for example, we may
choose aj =
1
1+j , 0 ≤ j ≤ m− 1, and am = 1. 
3.2. bilinear estimates for 0 < α < 12 .
Proposition 3.4. If 0 < α < 12 , then we have for s > − 34 ,
‖uv‖
Xs,−
1
2
+ . ‖u‖Xs, 12+‖v‖Xs, 12+α ,
‖u2‖
X
s,− 1
2
+
α
. ‖u‖2
Xs,
1
2
+
.
The bilinear and multi-linear estimates can be proved in plenty of methods. Here
we prefer to mimic the elementary proof in [5](see also [6] for kdv equation). We
need the following calculus inequalities:
Lemma 3.5. There exists C > 0, such that for 12 < l < 1, A,B ∈ R, we have∫ ∞
−∞
dx
〈x−A〉2l〈x−B〉2l dx ≤
C
〈A−B〉2l .∫ ∞
−∞
dx
〈x〉2l√|A− x|dx ≤ C〈A〉 12 .∫ ∞
−∞
dx
〈x−A〉2(1−l)〈x −B〉2l dx ≤
C
〈A−B〉2(1−l) .∫ B
−B
dx
〈x〉2(1−l)√|A− x|dx ≤ C〈B〉
2l−1
〈A〉 12 .
We will only give the proof of the first inequality, since the second inequality
follows in the same way. We write ρ = −s > 0. From duality, we only need to prove
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the following: (for some b ∈ (1/2, 1))∫∫ 〈ξ1〉ρ〈ξ − ξ1〉ρ〈ξ〉−ρ1 (τ1, ξ1)f2(τ − τ1, ξ − ξ1)f3(τ, ξ)
〈τ1 + ξ21〉b〈τ − τ1 − α(ξ − ξ1)2〉b〈τ − ξ2〉1−b
fdτdξdτ1dξ1
.
3∏
j=1
‖fj‖L2
τ,ξ
.
(3.3)
Using triangle inequality, we have the following modulation estimate (key!):
max{|τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|, |τ − ξ2|} & ξ21 + (ξ − ξ1)2 + ξ2,
thanks to α < 12 . In order to write the estimate more clean, we define
C1(τ, ξ) := {(τ1, ξ1) : |τ − ξ2| ≥ |τ1 + ξ21 |, |τ − ξ2| ≥ |τ − τ1 − α(ξ − ξ1)2|},
C2(τ1, ξ1) := {(τ, ξ) : |τ1 + ξ21 | ≥ |τ − ξ2|, |τ1 + ξ21 | ≥ |τ − τ1 − α(ξ − ξ1)2|},
Changing the role of (τ1, ξ1) and (τ − τ1, ξ − ξ1), we are motivated to define
C3(τ1, ξ1) := {(τ, ξ) : |τ1 − αξ21 | ≥ |τ − ξ2|, |τ1 − αξ21 | ≥ |τ − τ1 + (ξ − ξ1)2|}.
We set
JC1(τ, ξ) :=
1
〈ξ〉2ρ〈τ − ξ2〉2(1−b)
∫
C1
〈ξ1〉2ρ〈ξ − ξ1〉2ρ
〈τ1 + ξ21〉2b〈τ − τ1 − α(ξ − ξ1)2〉2b
dτ1dξ1,
and
JC2(τ1, ξ1) :=
〈ξ1〉2ρ
〈τ1 + ξ21〉2b
∫
C2
〈ξ − ξ1〉2ρ
〈τ − ξ2〉2(1−b)〈τ − τ1 − α(ξ − ξ1)2〉2b〈ξ〉2ρ dτdξ,
JC3(τ1, ξ1) :=
〈ξ1〉2ρ
〈τ1 − αξ21〉2b
∫
C3
〈ξ − ξ1〉2ρ
〈τ − ξ2〉2(1−b)〈τ − τ1 + (ξ − ξ1)2〉2b〈ξ〉2ρ dτdξ.
To estimate (3.3), we divide the space-time frequencies into three cases, displayed
by C1, C2, C3, and we can write (assume that fj ≥ 0, j = 1, 2, 3) and estimate by
Cauchy-Schwartz∫∫ 〈ξ1〉ρ〈ξ − ξ1〉ρ〈ξ〉−ρf1(τ1, ξ1)f2(τ − τ1, ξ − ξ1)f3(τ, ξ)
〈τ1 + ξ21〉b〈τ − τ1 − α(ξ − ξ1)2〉b〈τ − ξ2〉1−b
dτdξdτ1dξ1
=
∫
f3(τ, ξ)
〈ξ〉ρ〈τ − ξ2〉1−b dτdξ
∫
C1
〈ξ1〉ρ〈ξ − ξ1〉ρf1(τ1, ξ1)f2(τ − τ1, ξ − ξ1)
〈τ1 + ξ21〉b〈τ − τ1 − α(ξ − ξ1)2〉b
dτ1dξ1
+
∫
f1(τ1, ξ1)〈ξ1〉ρ
〈τ1 + ξ21〉b
dτ1dξ1
∫
C2
〈ξ − ξ1〉ρf2(τ − τ1, ξ − ξ1)f3(τ, ξ)
〈τ − ξ2〉1−b〈τ − τ1 − α(ξ − ξ1)2〉b〈ξ〉ρ dτdξ
+
∫
f2(τ1, ξ1)〈ξ1〉ρ
〈τ1 − αξ21〉b
dτ1dξ1
∫
C3
〈ξ − ξ1〉ρf1(τ − τ1, ξ − ξ1)f3(τ, ξ)
〈τ − ξ2〉1−b〈τ − τ1 + (ξ − ξ1)2〉b〈ξ〉ρ dτdξ
≤
∫
f3(τ, ξ)‖f1(τ1, ξ1)f2(τ − τ1, ξ − ξ1)‖L2
τ1,ξ1
JC1(τ, ξ)
1
2 dτdξ
+
∫
f1(τ1, ξ1)‖f3(τ, ξ)f2(τ − τ1, ξ − ξ1)‖L2
τ,ξ
JC2(τ1, ξ1)
1
2 dτ1dξ1
+
∫
f2(τ1, ξ1)‖f3(τ, ξ)f1(τ − τ1, ξ − ξ1)‖L2
τ,ξ
JC3(τ1, ξ1)
1
2 dτ1dξ1
(3.4)
To close the argument, we only need to show that JCk ∈ L∞τ,ξ for k = 1, 2, 3 and
apply Cauchy-Schwartz one more time.
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Proposition 3.6. JC1(τ, ξ) . 1.
Proof. Apply Lemma3.5 for τ1 integration, we bound JC1 by
1
〈ξ〉2ρ〈τ − ξ2〉2(1−b−ρ)
∫
χ|τ−α(ξ−ξ1)2+ξ21|≤2|τ−ξ2|
〈τ − α(ξ − ξ1)2 + ξ21〉2b
dξ1.
Here we have used the modulation estimate to compensate the spatial derivative
by dispersive derivative.
Making the change of variable
η1 = τ − α(ξ − ξ1)2 + ξ21 ,
we have
dξ1 =
Cdη1√∣∣∣η1 + α1−αξ2 − τ ∣∣∣ .
Apply the second inequality in Lemma3.5, we have
JC1 .
1
〈ξ〉2ρ〈τ − ξ2〉2(1−b−ρ)〈τ − α1−αξ2〉
1
2
which is bounded, provided ρ + b ≤ 54 and ρ ≤ 2(1 − b), thanks to the fact α <
1− α. 
Proposition 3.7. JC2(τ1, ξ1) . 1.
Proof. We write JC2 := J
′
C2
+ J ′′C,2, where J
′
C2
be the integration over |ξ| & |ξ1|,
and J ′′C2 be the integration over |ξ| ≪ |ξ1|. We apply Lemma3.5 and perform the
changing of variable as before to estimate
J ′C,2 .
1
〈τ1 + ξ21〉2b−ρ
∫
C2,|ξ|&|ξ1|
dτdξ
〈τ − ξ2〉2(1−b)〈τ − τ1 − α(ξ − ξ1)2〉2b
.
1
〈τ1 + ξ21〉2b−ρ
∫
|η|≤2|τ1+ξ21|
dη
〈η〉2(1−b)
√∣∣∣η + τ1 + α1−αξ21 ∣∣∣
.
1
〈τ1 + ξ21〉1−ρ〈τ1 + α1−αξ21〉
1
2
. 1,
provided ρ < 34 . For the second term, We first deal with the high-modulation case:
|h(ξ, ξ1)| = |ξ2 − α(ξ − ξ1)2 + ξ21 | ≪ |τ1 + ξ21 |.
Note that in this case, we must have
|τ1 + ξ21 | . |τ1 + α(ξ − ξ1)2 − ξ2|,
thus we apply Lemma3.5 to estimate
J ′′C2 .
〈ξ1〉4ρ
〈τ1 + ξ21〉2b
∫
|ξ|≪|ξ1|
dξ
〈τ1 + α(ξ − ξ1)2 − ξ2〉2(1−b)
.
〈ξ1〉4ρ
〈τ1 + ξ21〉2b
· |ξ1|〈τ1 + ξ21〉2(1−b)
. 〈ξ1〉4ρ−3
. 1
(3.5)
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provided that ρ < 34 .
The low-modulation case is a little complicated, note that in this case we have
|h| ∼ |τ1 + ξ21 | ∼ |ξ1|2.
We use the modulation estimate |τ1 + ξ21 | & |ξ1|2 to estimate
J ′′C2 . 〈ξ1〉4ρ−4b
∫
|ξ|≪|ξ1|,|τ1+α(ξ−ξ1)2−ξ2|≤2|τ1+ξ21|
dξ
〈ξ〉2ρ〈τ1 + α(ξ − ξ1)2 − ξ2〉2(1−b) .
We may assume that a2 := 11−α
(
τ1 +
α
1−αξ
2
1
)
> 0 (if this quantity is non-
positive, we have much easier consequence).
Making the change of variable
η := τ1 + α(ξ − ξ1)2 − ξ2 = (1− α)
(
ξ +
α
1− αξ1
)2
−
(
τ1 +
α
1− αξ
2
1
)
,
and we can estimate
J ′′C2 . 〈ξ1〉4ρ−4b
∫
|η|≤2|τ1+ξ21|,|
√
|η+a2|− α1−α ξ1|≪|ξ1|
dξ
〈η〉2(1−b)√|η + a2|
. 〈ξ1〉4ρ−4b−1
∫
|η|≤2|τ1+ξ21|
dη
〈η〉2(1−b) ,
where we have use the observation that |η + a2| ∼ |ξ1| in the second inequality
above, thanks to the constraint
∣∣∣√|η + a2| − α1−αξ1∣∣∣ ≪ |ξ1|. Finally, we estimate
the last integral simply by
J ′′C,2 . 〈ξ1〉4ρ−4b−1〈τ1 + ξ21〉2b−1 . 〈ξ1〉4ρ−3 . 1,
provided that ρ < 34 . 
Proposition 3.8. JC3 . 1.
Proof. In fact, this situation is similar as the estimate for JC2 . We just give the
sketch here.
We have the resonance function
h(ξ, ξ1) = 2
(
ξ − 1
2
ξ1
)2
+
(
1
2
− α
)
ξ21 .
Split JC3 into J
′
C3
and J ′′C3 ,corresponding to the cases |ξ| & |ξ1| and |ξ| ≪ |ξ1|. To
estimate J ′′C3 , we further consider high-and low modulation cases. For the high-
modulation case |τ1 − αξ22 | ≫ 〈ξ1〉2, we do exactly the same as in the previous
proof. For the low-modulation case, we must have |h| ∼ |τ1 − αξ21 |. Repeat the
previous argument line by line, changing τ1+ ξ
2
1 to τ1−αξ21 and τ − τ1−α(ξ− ξ1)2
to τ − τ1 + (ξ − ξ1)2 everywhere. Finally we conclude that J ′′C3 . 1.
Now for the term J ′C3 , we again repeat the same argument, by obvious changing of
the notations. 
Combine the three propositions above, we complete the proof of Proposition3.3.
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3.3. bilinear estimates for 12 < α < 1.
Proposition 3.9. Suppose 12 < α < 1, and s = −ρ ≥ − 12 , b > 12 , then
‖uv‖Xs,b−1 . ‖u‖Xs,b‖v‖Xs,bα .
From the previous subsection, we only need to find the suitable range of ρ and b
so that JC1 , JC2 , and JC3 are bounded. Notice that the modulation estimate now
becomes
max{|τ − ξ2|, |τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|}
&(1− α)
∣∣∣∣ξ1 − α−√2α− 11− α ξ
∣∣∣∣ ∣∣∣∣ξ1 − α+√2α− 11− α ξ
∣∣∣∣ .
Estimate of JC1 :
C1 = {(τ1, ξ1) : |τ − ξ2| = max{|τ − ξ2|, |τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|}},
JC1 = 〈ξ〉−2ρ〈τ − ξ2〉−2(1−b)
∫
C1
〈ξ1〉2ρ〈ξ − ξ1〉2ρ
〈τ1 + ξ21〉2b〈τ − τ1 − α(ξ − ξ1)2〉2b
dτ1dξ1.
The first step is to estimate JC1 : We may restrict ourselves to the situation that
|ξ| ≥ 10.
Notice that the resonance occurs only in the situation that |ξ − ξ1| ∼ |ξ1| ∼ |ξ|.
Another situation when |ξ1| ≪ |ξ − ξ1|, |ξ − ξ1| ≪ |ξ1| or |ξ| ≪ |ξ1| can be dealt
with the same way as in the proof of Proposition 3.6.
Thus we may bound the resonance part of JC1 by
〈ξ〉2ρ
〈τ − ξ2〉2(1−b)
∫
χ|τ−α(ξ−ξ1)2+ξ21 |≤2|τ−ξ2|
〈τ − α(ξ − ξ1)2 + ξ21〉2b
dξ1. (3.6)
Making the same changing of variable as in the proof of Proposition 3.6,
η1 = τ − α(ξ − ξ1)2 + ξ21 , dξ1 =
Cdη1√
|η1 + α1−αξ2 − τ |
.
Then apply the second inequality in Lemma 3.5, we have
(3.6) .
〈ξ〉2ρ
〈τ − ξ2〉2(1−b)〈τ − α1−αξ2〉1/2
.
For |ξ| ≥ 10, we bound
〈ξ〉2ρ . 〈ξ2〉ρ . 〈τ − ξ2〉ρ〈τ − α
1− αξ
2〉ρ,
and this implies that
JC1 . 1, provided that ρ ≤
1
2
.
estimate of JC2 :
Now come to
JC2(τ1, ξ1) =
〈ξ1〉2ρ
〈τ1 + ξ21〉2b
∫
C2
〈ξ − ξ1〉2ρ〈ξ〉−2ρ
〈τ − ξ2〉2(1−b)〈τ − τ1 − α(ξ − ξ1)2〉2b dτdξ,
where
C2(τ1, ξ1) = {(τ, ξ) : |τ1 + ξ1|2 = max{|τ − ξ2|, |τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|}}.
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As in the proof of Proposition3.7, we decompose JC2 = J
′
C2
+ J ′′C2 . The only
difference here is the estimate of J ′C2 , since no resonance can occur in the integral
of J ′′C2 and one can follow exactly the same argument as in the Proposition3.7.
Perform the same changing of variable and apply the third and fourth inequality
in Lemma3.5, we have
J ′C2 .
〈ξ1〉2ρ
〈τ1 + ξ21〉2b
∫
|η|≤2|τ1+ξ21|
dη
〈η〉2(1−b)
√∣∣∣η + τ1 + α1−αξ21∣∣∣
.
〈ξ1〉2ρ〈τ1 + ξ21〉2b−1
〈τ1 + ξ21〉2b〈τ1 + α1−αξ21〉1/2
.
〈τ1 + ξ21〉ρ〈τ1 + α1−αξ21〉ρ
〈τ1 + ξ21〉ρ〈τ1 + α1−αξ21〉1/2
(3.7)
which is bounded, provided that ρ ≤ 12 .
Estimate of JC3 :
JC3(τ1, ξ1) =
〈ξ1〉2ρ
〈τ1 − αξ21〉2b
∫
C3
〈ξ − ξ1〉2ρ〈ξ〉−2ρ
〈τ − ξ2〉2(1−b)〈τ − τ1 + (ξ − ξ1)2〉2b dτdξ,
where
C3(τx, ξ1) = {(τ, ξ) : |τ1 − αξ21 | == max{|τ − ξ2|, |τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|}}}.
Again, we split JC3 = J
′
C3
+ J ′′C3 and only take care of the resonance part J
′
C3
.
We estimate
J ′C3 .
〈ξ1〉2ρ
〈τ1 − αξ21〉2b
∫
|ξ2−τ1+(ξ−ξ1)2|≤2|τ1−αξ21 |
1
〈ξ2 − τ1 + (ξ − ξ1)2〉2(1−b) dξ
.
〈ξ1〉2ρ
〈τ1 − αξ21〉2b
∫
|η|≤2|τ1−αξ1|2
1
〈η〉2(1−b)
√∣∣∣η + τ1 − ξ212 ∣∣∣dη
.
〈ξ1〉2ρ〈τ1 − αξ21〉2b−1
〈τ1 − αξ21〉2b〈τ1 − ξ
2
2 〉1/2
. 1,
(3.8)
provided that ρ ≤ 12 .
3.4. local well-posedness. For time interval I, we define the local-in time Bour-
gain space Xs,b(I)(similarly Xs,bα (I)) via the norm
‖u‖Xs,b(I) := inf{‖u′‖Xs,b : u′|t∈I = u}.
Since we work with system, it will be convenient to introduce the vector-valued
Bourgain norm(and space): For U = (u, v), we write
‖U‖Xs,b := ‖u‖Xs,b + ‖v‖Xs,bα .
Theorem 3.10. Let 0 < α < 12 , s > − 34 . Then there exists T = T (‖U0‖Hs(R)) > 0
and b > 12 such that for each U0 = (u0, v0) ∈ (Hs(R2))2, there exists a unique
solution U ∈ Xs,b([0, T )) ⊂ C([0;T ); (Hs(R))2) to (1.2). Moreover, the solution
map U0 → U(t) is locally Lipschitz continous from (Hs(R))2 to C([0, T ); (Hs(R))2).
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Proof. Pick ψ(t) be the time-localization bump function as before and write
S(t) :=
(
eit∂
2
x 0
0 eiαt∂
2
x
)
We define the nonlinear map (t ∈ [0, T ])
φU0(U) := ψ(t)S(t)U0 − iψT (t)
∫ t
0
S(t− t′)
(
vu
u2
2
)
dt′
and the set
B := {U ∈ Xs,b : ‖U‖Xs,b ≤ 2C‖U0‖Hsx}.
In order to obtain the contraction, we select 12 < b < b
′ < 1 such that the bilinear
estimate Proposition3.3 holds:
‖vu‖Xs,b′−1 . ‖u‖Xs,b‖v‖Xs,bα , ‖u
2‖
Xs,b
′−1
α
. ‖u‖2Xs,b.
Combine with the inhomogenous linear estimate (2.3), we have
‖ΦU0U‖Xs,b ≤ C‖U0‖Hsx + CT b
′−b‖U‖2Xs,b
≤ C‖U0‖Hsx + 4C2T b
′−b‖U0‖2Hsx .
(3.9)
Therefore, if we choose T > 0 small enough, we can ensure that ΦU0 : B → B is
well-defined.
For the contraction part, we write Uj = (uj, vj), j = 1, 2. From the simple manip-
ulation(
v2u2
u22
2
)
−
(
v1u1
u21
2
)
=
(
v1(u2 − u1)
(u2−u1)(u2+u1)
2
)
+
(
(v2 − v1)u2
0
)
(3.10)
we can argue as above to conclude.
Finally, the uniqueness part follows from a standard argument, we omit the details
here. 
The same robust argument yields the local well-posedness in the case 12 < α < 1.
Theorem 3.11. Let 12 < α < 1, s ≥ − 12 . Then there exists T = T (‖U0‖Hs(R)) > 0
and b > 12 such that for each U0 = (u0, v0) ∈ (Hs(R2))2, there exists a unique
solution U ∈ Xs,b([0, T )) ⊂ C([0;T ); (Hs(R))2) to (1.2). Moreover, the solution
map U0 → U(t) is locally Lipschitz continous from (Hs(R))2 to C([0, T ); (Hs(R))2).
3.5. refined local estimates. We will give several local estimates needed in the
proof of the main theorem.
Lemma 3.12. Suppose 0 < α < 12 , then we have the following estimate
‖I(vu)‖
X0,−
1
2
+ . ‖Iu‖X0, 12+‖Iv‖X0, 12+α ,
‖I(u2)‖
X
0,− 1
2
+
α
. ‖Iu‖2
X0,
1
2
+
.
Proof. Again, we only give the proof of the first inequality. In fact, once we have
revealed the connection between the present estimate and the bilinear estimate we
have done for proving local well posedness, the reader should be clear to cover the
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second inequality from Proposition3.3.
By duality, to prove the first inequality, we only need to prove∫∫
m(ξ)
m(ξ1)m(ξ − ξ1)
f1(τ1, ξ1)f2(τ − τ1, ξ − ξ1), f3(τ, ξ)
〈τ1 + ξ21〉b〈τ − τ1 − α(ξ − ξ1)2〉b〈τ − ξ2〉1−b
dτdτ1dξdξ1
.
3∏
j=1
‖fj‖Lτ,ξ2.
The worst case appears when |ξ1| ∼ |ξ − ξ1| ≫ |ξ|, and we hence bound
m(ξ)
m(ξ1)m(ξ−ξ1) by
|ξ1|ρ|ξ−ξ1|ρ
Nρ〈ξ〉ρ . Therefore, we have been back to the situation which
we encounter in the proof of the first inequality of Proposition3.3. 
Similar estimate can be performed for the case 12 < α < 1.
Lemma 3.13. Suppose 12 < α < 1, then we have the following estimate
‖I(vu)‖
X0,−
1
2
+ . ‖Iu‖X0, 12+‖Iv‖X0, 12+α ,
‖I(u2)‖
X
0,− 1
2
+
α
. ‖Iu‖2
X0,
1
2
+
.
We now prove a refinement of the local estimates for nonlinear terms, which is
needed in the proof of Proposition 9.1.
Proposition 3.14. Suppose 12 < α < 1. Then for Nm ≥ N , we have
‖PNmI(uv)‖X0,− 12+ . N
− 12+‖Iu‖
X0,
3
4
−‖Iv‖
X
0, 3
4
−
α
,
‖PNmI(u2)‖
X
0,− 1
2
+
α
. N−
1
2+‖Iu‖2
X0,
3
4
− .
Proof. We assume thatNm ≥ N be some dyadic number, and consider the following
quantity
JN =
∫∫
|ξ|∼Nm
m(ξ)f1(τ1, ξ1)f2(τ − τ1, ξ − ξ1), f3(τ, ξ)dτdτ1dξdξ1
m(ξ1)m(ξ − ξ1)〈τ1 + ξ21〉b〈τ − τ1 − α(ξ − ξ1)2〉b〈τ − ξ2〉1−b
.
We assume that 12 < α < 1. We divide the integral into several parts:
case 1:|ξ1| ∼ |ξ| ∼ Nm ≪ |ξ − ξ1|(|ξ − ξ1| ∼ |ξ| ∼ Nm ≪ |ξ1| is similar)
The worst case in this situation is when |ξ − ξ1| ≪ N . We define
D1(τ, ξ) = C1(τ, ξ) ∩ {(τ1, ξ1) : |ξ − ξ1| ≪ N ≤ Nm ∼ |ξ1| ∼ |ξ − ξ1|},
D2(τ1, ξ1) = C2(τ1, ξ1) ∩ {(τ, ξ) : |ξ − ξ1| ≪ N ≤ Nm ∼ |ξ1| ∼ |ξ − ξ1|},
D3(τ1, ξ1) = C3(τ1, ξ1) ∩ {(τ, ξ) : |ξ − ξ1| ≪ N ≤ Nm ∼ |ξ1| ∼ |ξ − ξ1|},
with Cj be the same set as in the proof of Proposition3.9, and we define JDj be the
same expression for JCj , with the only changing of the region of integration from
Cj to Dj . From the previous subsections, we know that the desired bound for JN
is just
3∑
j=1
‖JDj‖1/2L∞ .
Our aim now is to bound each JDj :
Since each Dj is non-resonance, we have
max{|τ1 + ξ21 |, |τ − τ1 − α(ξ − ξ1)2|, |τ − ξ2|} & N2m.
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For JD1 , we have
JD1 . N
−1+
m
1
〈ξ〉〈τ − ξ2〉1/2
∫
D1
〈ξ1〉〈ξ − ξ1〉
〈τ1 + ξ21〉2b〈τ − τ1 − α(ξ − ξ21)〉2b
dτ1dξ1
. N−1+m ,
(3.11)
where we have used the same argument as we did in the proof of Proposition3.9
with the choice ρ = 12 , and note that in the estimate above, we could choose b =
3
4−.
The estimates of JD2 and JD3 is much simpler, since in these situations, we use
1
〈τ1 + ξ21〉
3
2−
.
1
N−1+m
1
〈τ1 + ξ21〉
or
1
〈τ − τ1 − α(ξ − ξ1)2〉 32−
.
1
N−1+m
1
〈τ − τ1 − α(ξ − ξ1)2〉
and then do the same arguments as we did for JC2 , JC3 .
Case 2:|ξ1| ∼ |ξ| ∼ |ξ − ξ1| ∼ Nm In this situation, we observe that
m(ξ)
m(ξ1)m(ξ − ξ1) .
Nρm
Nρ
1
N
1/2
m
〈ξ1〉1/2〈ξ − ξ1〉1/2
〈ξ〉1/2 ,
and the rest arguments are exactly the same as in the proof of Proposition3.9, with
the choice of ρ ≤ 12 and b = 34−.
Case 3:|ξ1| ∼ |ξ − ξ1| ≫ |ξ| ∼ Nm In this situation, we still have
m(ξ)
m(ξ1)m(ξ − ξ1) .
Nρm
Nρ
1
N
1/2
m
〈ξ1〉1/2〈ξ − ξ1〉1/2
〈ξ〉1/2 .
The inequality for PNmI(u
2) is similar and we omit the detail. 
4. Set up of the I-method,0 < α < 12
We mainly discuss the case s < 0, and we denote ρ = −s > 0.
Fix N ≫ 1, and consider the I-operator given by multiplier m(ξ) = mN (ξ):
Îu(ξ) = m(ξ)û(ξ) =

û(ξ), |ξ| ≤ N,
Nρ
|ξ|ρ , |ξ| > 2N.
(4.1)
We choose the function m(ξ) to be smooth, radial and non-increasing in |ξ| such
that 
m(ξ) ∼ m(η), |ξ| ∼ |η|,
|m′(ξ)| ∼ m(ξ)|ξ| .
(4.2)
The following mean value inequality is also needed: If |η| ≪ |ξ|,
|a(ξ + η)− a(ξ)| . |η| sup
|ξ′|∼|ξ|
|a′(ξ′)|. (4.3)
In the following, we simplify the notation such thatmj ,mjk stand form(ξj),m(ξjk),
respectively, and so on.
Define the modified mass
E2(t) =
1
2
‖Iu(t)‖2L2x + ‖Iv(t)‖
2
L2x
=
1
2
Λ2(m1m2;u, u) + Λ2(m1m2; v, v). (4.4)
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Apply (2.4), we have
∂tE2(t) =
i
2
(
Λ3(m
2
2 −m23;u, v, u) + Λ3(m21 −m22;u, v, u)
)
.
By symmetry of the indices as well as the function m(ξ), we have
∂tE2(t) = ℑΛ3(m22 −m21;u, v, u).
If α = 1, the almost conservation of the modification energy E2(t) allows us to
obtain the global well-posedness of (1.2) for ρ < 14 . The argument is rather easy
so that we decide to omit it in this paper. From now on, we always assume that
0 < α < 12 , hence on Γ3, one need keep in mind that
|ξ21 − αξ22 + ξ23 | & ξ21 + ξ22 + ξ23 .
We set the 3-multiplier σ3 =
m21−m22
−ih3 , and consider the 1-correction of E2(t)
E3(t) = E2(t) + ℑΛ3(σ3;u, v, u). (4.5)
Apply (2.5), the 3-multi-linear expression vanishes in ∂tE3 and we end up with
∂tE3(t) = ℑΛ4
(
m21 +m
2
23 − 2m24
ξ21 − αξ24 + ξ223
;u, u; v, v
)
− 1
2
ℑΛ4
(
m21 −m224
ξ21 − αξ224 + ξ23
;u, u;u, u
)
= ℑR′4 −
1
2
ℑR′′4 .
(4.6)
We denote R′4 for the first on the right hand side, and R
′′
4 for the second term of
(R.H.S)(without the minus sign in the above expression). Our goal is to estimate
R′4, R
′′
4 separately. When the parameter 0 < α <
1
2 , we do need the above correction
term to obtain good bound of E2(t). As the authors of [15] pointed out, it seems
that more correction gives us more multi-linear expression, and higher multi-linear
expressions are usually easier to be controlled. In our situation, the main advantage
for higher correction is that we will gain more denominators against the nominators.
We will prove that the first modification of E2(t) has the same strength of E2:
Lemma 4.1. For N ≫ 1, ρ < 34 , we have
|E3(t)− E2(t)| ≤ CN−γ‖Iu‖2L2x‖Iv‖L2x ,
where the constant C is independent of t and γ is a positive constant.
The following two lemmas are essential to our global well-posed result.
Lemma 4.2. If ρ < 58 , then∣∣∣∣∣
∫ T+δ
T
R′′4dt
∣∣∣∣∣ ≤ Cmax
{
1
N
9
4−
,
1
N (3−2ρ)−
}
‖Iu‖4
X0,
1
2
+
.
Lemma 4.3. Suppose ρ < 58 , then we have∣∣∣∣∣
∫ T+δ
T
R′4dt
∣∣∣∣∣ ≤ Cmax
{
1
N2−
,
1
N (3−2ρ)−
}
‖Iu‖2
X0,
1
2
+
‖Iv‖2
X
0, 1
2
+
α
.
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Now we admit the three lemmas above and proceed to prove the main theorem.
To simplify the notation, we consider the vector valued function U = (u, v), and de-
note the Bourgain space norm ‖U‖Xs,b := ‖u‖Xs,b+‖v‖Xs,bα . In order to make the L2
norm coincide with the total mass of the system (1.2), we define ‖U‖2L2x :=
1
2‖u‖2L2x+
‖v‖2L2x . Given T0 > 0 large, our goal is to prove that there exists C(T0, R) > 0, such
that for (u(t), v(t)),regular solution to (1.2) with ‖(u(0), v(0))‖Hsx ≤ R, the priori
estimate ‖(u(T0), v(T0))‖Hsx ≤ C(T ) holds.
Consider the scaling:
Uλ(t, x) := (uλ(t, x), vλ(t, x)) =
1
λ2
U
(
t
λ2
,
x
λ
)
,
and U0λ = Uλ(0, ·). We first calculate
‖Iu0λ‖2L2x .
∫
|ξ|< 1
λ
|û0(λξ)|2
λ2
dξ +
∫
1
λ
<|ξ|<N
|û0(λξ)|2
λ2
dξ +
∫
|ξ|≥N
| ̂N2ρu0(λξ)|2
λ2|ξ|2ρ dξ
.
1
λ3
∫
|ξ|< 1
λ
λ|û0(λξ)|2dξ + N
2ρ
λ3−2ρ
∫
1
λ
<|ξ|<N
|û0(λξ)|2λ
|λξ|2ρ dξ
+
N2ρ
λ3−2ρ
∫
|ξ|≥N
|û0(λξ)|2λ
|λξ|2ρ dξ
.
N2ρ
λ3−2ρ
‖u0‖2Hsx .
The same estimate for Iv0,λ:
‖Iv0λ‖2L2x .
N2ρ
λ3−2ρ
‖v0‖2Hsx .
We need the following lemma, which is the direct consequence of certain type of
local estimate.
Lemma 4.4. Suppose that the solution U(t) = (u(t), v(t)) to (1.2) satisfies
‖Iu(T )‖L2x + ‖Iv(T )‖L2x ≤ C0.
Then there exists δ > 0, C1 > 0 depending only on C0, such that
‖IU‖
X0,
1
2
+([T,T+δ])
≤ C1.
Proof. The proof of this lemma is rather similar as the local well-posedness. We
may assume that T = 0. Using the Duhamel’s formula, we have
IU(t) := ψδ(t)S(t)IU0 − iψδ(t)
∫ t
0
S(t− t′)
(
I(vu)
I
(
u2
2
) )
dt′
Hence it suffices to prove the following bilinear estimates:
‖I(vu)‖
X0,−
1
2
+ . ‖Iu‖X0, 12+‖Iv‖X0, 12+α , ‖I(u
2)‖
X
0,− 1
2
+
α
. ‖Iu‖2
X0,
1
2
+
.
These estimates are already established as Lemma 3.12. 
Turn to the main step, we let λ = N
2ρ
3−2ρ+ǫ, we have that ‖IU0λ‖L2x ≤ ǫ0. (we take
N large enough such that ǫ0 ≪ 1 ≤ C0,C0 as in Lemma4.4) From Lemma4.4, we
have ‖IUλ‖
X0,
1
2
+([T,T+δ])
≤ C1. To proceed on, we need to calculate ‖IUλ(δ)‖2L2x =
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E2(δ). From Lemma4.1, Lemma4.2 and Lemma4.3, we have that E3(0) = E2(0) +
C
Nγ ǫ
3
0 ≤ 32ǫ0.
We write β = 2 ∧ (3 − 2ρ), therefore
E3(δ) ≤ E3(0) + C
Nβ−
C41 .
Thus apply Lemma4.1 again we have
E2(δ) ≤ E3(δ) + C
Nγ
E2(δ)
3
2 .
In particular, the above inequality holds for any δ′ < δ without changing of the
uniform constant C and γ. Thus the continuity argument implies that (choosing
N ≫ 1 and fix for the moment) E3(δ) < 2ǫ0, E2(δ) < 4ǫ0. Now we claim that as
long as Nβ− ≫ T , we can proceed on this argument.
We need the following elementary lemma:
Lemma 4.5. Suppose 0 < a < 1100 , 0 < b <
1
100 , then there exists δ = δ(a, b) > 0,
such that for any continuous function f : [0, δ]→ R+, if the inequality
f(t) < a+ bf(t)
3
2 , ∀t ∈ [0, δ]
holds and f(0) < 2a, then f(t) < 2a for all t ∈ [0, δ].
Proof. Argue by contradiction. Suppose a continuous function f satisfies the in-
equality and f(0) < 2a, and there exists a point δ0 such that f(δ0) ≥ a2 , then we
must have a point t0 ≤ δ0 such that f(t0) = 2a. Evaluate the two side of inequality
at this point, we find that
2a < a+ b(2a)
3
2 < a+
2a
100× 50 12 < 2a.
This is a contradiction. 
We may assume that δ is small than that in the previous lemma, and now we start
from δ to 2δ. Since E2(δ) < 4ǫ0 < C1, we have E3(2δ) ≤ E3(δ) + CNβ−C41 < 3ǫ0,
and for E2(2δ), we use the inequality
E2(2δ) < 3ǫ0 +
C
Nγ
E2(2δ)
3
2 .
As long as E3(δ) < 3ǫ0 <
1
100 , we can apply the previous lemma to conclude that
E(2δ) < 6ǫ0. Clearly, this argument valid only for E3(T ) <
1
100 and E2(T − δ) <
1
100 < C1, which implies that up to time T ≪ Nβ−, we are for free to do the above
argument.
Since ρ < 58 , one find easily that β − 4ρ3−2ρ > 0, and we can choose all the
parameters above such that λ2T0 ≪ Nβ−. Therefore, we have proved the following
global well-posedness resultin the case 0 < α < 12 .
Theorem 4.6. Suppose 0 < α < 12 , s > − 58 , then for any given (u0, v0) ∈ Hs×Hs,
the solution to (1.2) exists globally in the sense that for any T0 > 0, (u(t), v(t)) ∈
C([0, T0];H
s(R)×Hs(R)).
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5. Set-up of I method, 12 < α < 1
Consider the scaling
Uλ(t, x) := (uλ(t, x), vλ(t, x)) =
1
λ2
U
(
t
λ2
,
x
λ
)
,
and U0λ = Uλ(0, ·).
As in the last section, we have
‖IU0λ‖2L2x .
N2ρ
λ3−2ρ
‖v0‖2Hsx .
Given any T0 > 0, we choose N ≫ 1(the precise value will be clear in the sequel)
and define the I−operator as usual, and then we choose λ = N 2ρ3−2ρ+ǫ, we have that
‖IU0λ‖L2x ≤ ǫ0 ≪ 1.
Different from the situation where 0 < α < 1, we will use a long-time iteration
scheme and boot-strap argument (or continuity argument). The key step is the
following long-time almost conservation law, which we postpone the proof in the
later sections.
Lemma 5.1. Denote
E2[U ](t) :=
1
2
‖Iu(t)‖2L2x + ‖Iv(t)‖
2
L2x
, U = (u, v)
be solution of (1.2).
For any T > 0, µ > 0, C0 > 0, assume that
sup
t∈[T,T+µ]
(‖Iu(t)‖L2x + ‖Iv(t)‖L2x) ≤ C0,
then there exists C1 > 0, depending only on C0, such that
|E2[U ](t2)− E2[U ](t1)| ≤C1 (1 + |t2 − t1|
1/2)
N1/3−
+ C1
(1 + |t2 − t1|)3
N1−
+C1
3∑
k=1
(
(1 + |t2 − t1|)k−1/2
N
k
2−
+
(1 + |t2 − t1|)k+1/2
N
k+1
2 −
)
for any t1, t2 ∈ [T, T + µ], provided that ρ = −s < 14 .
Now we choose C0 ≫ 1 and C0 ≪ N , and define the set
Jλ :=
{
t ∈ [0, 2λ2T0] : sup
s∈[0,t]
E[Uλ](s) ≤ C0
2
}
Lemma 5.2. Assume that s = −ρ < 14 . Then with the choice λ = N
2ρ
3−2ρ+, we
have
Jλ ⊃ [0, λ2T0].
Proof. Obviously, Jλ 6= ∅ and Jλ contains an interval. Denote [0, Tm] ⊂ [0, 2λ2T0]
be the maximal interval. We argue by contradiction that Tm < λ
2T0. We divide
[0, Tm] =
m−1⋃
j=0
[tj , tj+1]
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with tj = jµ, for 0 ≤ j ≤ m − 1 and m = ⌊Tmµ ⌋. We now set µ = Nθ for some
θ ∈ (0, 215). With this choice, one check easily that
µ1/2
N1/3
≥ max
k=1,2,3
{
µ3
N
,
µk−1/2
Nk/2
,
µk+1/2
N (k+1)/2
}
.
Therefore, from Lemma 5.1, we have for any t ∈ [0, Tm],
E2[U ](t) ≤E2[U ](0) + mC1
N
1
3−
≤ǫ0 + C1Tm
N(
2
15+
1
3 )−
≤ǫ0 + C1T0N
4ρ
3−2ρ+
N
7
15−
≤C0
4
,

provided that N to be chosen large enough with respect to T0 at the first step,
thanks to the fact that ρ < 14 . However, this is a contradiction from the choice of
Tm.
Now the following global well-posedness result is the direct consequence of Lemma
5.2.
Theorem 5.3. Suppose 12 < α < 1, s > − 14 , then for any given (u0, v0) ∈ Hs×Hs,
the solution to (1.2) exists globally in the sense that for any T0 > 0, (u(t), v(t)) ∈
C([0, T0];H
s(R)×Hs(R)).
6. Proof of lemma4.1
Here and in the sequel, the capital numbers Nj will always stand for dyadic
numbers.
We need to obtain the point-wise bound for |Λ3(σ3;u, v, u)|.
We let |ξj | ∼ Nj , j = 1, 2, 3, Nm = max{|ξ1|, |ξ2|, |ξ3|}. Notice that on Γ3,h3 =
ξ21 − αξ22 + τ+ξ23 & ξ21 + ξ22 + ξ23 .
|Λ3(σ3;u, v, u)| .
∣∣∣∣∫
Γ3
m21 −m22
h3
û(ξ1)v̂(ξ2)û(ξ3)
∣∣∣∣
.
∑
2k&N
∣∣∣∣∫
Γ3
m21 −m22
h3
χNm∼2k û(ξ1)v̂(ξ2)û(ξ3)
∣∣∣∣ . (6.1)
Therefore, we need to bound each term inside the summation.
case 1:N3 ≪ N1 ∼ N2 ∼ Nm:
If N3 ≪ N, then m3 = 1. From the mean value formula, |m1 −m2| = |m23 −
m2| . N3m2. Thus we bound
|σ3|
m1m2m3
.
N3
h3
.
N
− 16
1 N
− 16
2 N
− 16
3
N
1
2
m
.
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We set u1 = u3 = u, u2 = v, and let Iwj = PNjIuj , j = 2, 4. Let ϕj =
F−1|〈ξj〉− 16 Iwj |. Undoing the Plancherel, we have∣∣∣∣∫
Γ3
m21 −m22
h3
χNm∼2k û(ξ1)v̂(ξ2)û(ξ3)
∣∣∣∣ . 1
N
1
2
m
∣∣∣∣∣∣
∫
R
3∏
j=1
ϕj(x)dx
∣∣∣∣∣∣ .
Finally, the Sobolev embedding H
1
6 (R) →֒ L3(R) and Holder inequality yield∣∣∣∣∫
Γ3
m21 −m22
h3
χNm∼2k û(ξ1)v̂(ξ2)û(ξ3)
∣∣∣∣ . 1
N
1
2
m
3∏
j=1
‖Iuj‖L2x . (6.2)
From the above argument, we only need to bound the multiplier and then apply
the same Holder argument.
If N3 & N, we can estimate
|σ3|
m1m2m3
simply by 1hm3 , and this yields
|σ3|
m1m2m3
.
N
− 16
1 N
− 16
2 N
− 16
3
NρN
3
2−ρ
m
.
case 2:N3 ∼ N1 ≫ N2(and by symmetry N3 ∼ N2 ≫ N1):
|σ3|
hm1m2m3
.
1
m1m3
.
1
N2−2ρ1 N2ρ
.
N
− 16
1 N
− 16
2 N
− 16
3
N2ρN
3
2−2ρ
m
.
case 3:N1 ∼ N2 ∼ N3:
|σ3|
m1m2m3
.
1
hm1
.
N
− 16
1 N
− 16
2 N
− 16
3
N2ρN
3
2−ρ
m
.
Sum over Nm ∼ 2k & N gives
|Λ3(σ3;u, v, u)| . 1
Nγ
‖Iu‖2L2x‖Iv‖L2x .
This complete the proof of lemma4.1.
7. Estimates related to R′′4
Before proceeding on, we explain the general strategy for these estimates, which
is rather standard now. First we split the spatial frequencies of uj into dyadic
manner N1, N2, N3, ... (only taking dyadic numbers which are larger than one) and
attempt to estimate each term in the tedious dyadic summation. For each term,
we pick a time bump function η(t), which are closely to χ[T,T+δ], and with a small
error which contributes to a factor of decay ≪ N−1max(see [13] for the detail). We
will proceed on with a little bit confusing with the notion on the Bourgain spaces.
In the following, we will use simply Xs,b to stand for Xs,b(I) for the time interval
I = [T, T+δ). We can indeed do so since we need a time localization bump function
in each steps to make the arguments rigorous. After omitting this error term, we
may concentrate ourselves to the integral∫
dt
∫
Γk
Λk(Mk;u1, ..., uk)dt =
∫
Γk(Rt×Rx)
Λk(Mk;u1, ..., uk).
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This allows us to compensate the loss of spatial derivative by some space-time
derivative 〈τj ± ξ2j 〉 related closely to the resonance function
∑
j=1 τj ± ξ2j . In the
following sections, we only give estimates for the integration in the whole time axis,
and the final result is corrected by a loss of arbitrarily small power of N .
Denote
Λ4 (M4;uj) := Λ4 (M4;u1, u2, u3, u4)
The key of the I-method is to obtain the following almost conservation law:
Lemma 7.1. If ρ < 58 , then we have∣∣∣∣∣
∫ T+δ
T
Λ4
(
m24 −m213
ξ22 − αξ213 + ξ24
;uj
)
dt
∣∣∣∣∣ ≤ Cmax
{
1
N
9
4−
,
1
N (3−2ρ)−
} 4∏
j=1
‖Iuj‖
X0,
1
2
+ .
Proof. Take 0 < θ ≪ 1, independent ofN,Nm and denoteNm ∼ max{|ξ1|, |ξ2|, |ξ3|, |ξ4|},
and define the non-resonance set
Ω(θ) = {(ξ1, ξ2, ξ3, ξ4) ∈ Γ4 : |ξ12| ≥ θNm, |ξ14| ≥ θNm}.
The following algebraic identities are crucial:
4∑
j=1
τj + (−1)jξ2j = −2ξ12ξ14 (7.1)
|ξ22 − αξ213 + ξ24 | ∼ |ξ2|2 ∨ |ξ4|2. (7.2)
We first estimate the non-resonance quantity
Q′′1 :=
∣∣∣∣∣
∫ T+δ
T
Λ4
(
m24 −m213
ξ22 − αξ213 + ξ24
χΩ(θ);uj
)
dt
∣∣∣∣∣ (7.3)
Divide each uj into dyadic pieces and set Nj ∼ |ξj |. One note that we may assume
that Nm & N , otherwise the quantity inside the integral vanishes. We denote
wj = PNjIuj , j = 2, 4 and wj = PNj Iuj , j = 1, 3. Denote λj = τj + (−1)jξ2j , The
worst case is N2 +N4 ≪ N1 ∼ N3 ∼ Nm.
Under this situation, we first estimate∫
Γ4(Rt×Rx)
(m24 −m224)〈ξ12ξ14〉
1
2
(N2 ∨N4)2m1m2m3m4θNm
4∏
j=1
|w˜j(τ, ξj)|
.
∫
Γ4(Rt×Rx)
|m24 −m224|max1≤j≤4〈λj〉
1
2
(N2 ∨N4)2m2m4θN1−2ρm N2ρ
4∏
j=1
|w˜j(τ, ξj)|
.
4∑
j=1
∫
Γ4(Rt×Rx)
|m24 −m224||Ft,x〈Dt + (−1)jD2x〉
1
2wj(τj , ξj)|
(N2 ∨N4)2(1−ρ)θN1−2ρm N4ρ
4∏
k 6=j
|w˜k(τ, ξk)|
:=
4∑
j=1
Ak,
(7.4)
where in the last inequality, we have used the increasing property of m(ξ)〈ξ〉ρ and
the fact that N2 ∨N4 & N(otherwise m4 = m24 = 1).
To estimate the first term (similar to the third term) , we set
Φ1 = F−1t,x |〈τ + ξ21〉
1
2 w˜1|,
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ϕj = F−1t,x |〈ξ〉−
1
4 w˜j | for j = 2, 4 and ϕ3 = F−1t,x |〈ξ〉
1
2 w˜3|.
Undoing the Plancherel, we estimate the first term by( combine Holder, local-
smoothing and maximal estimate)
A1 ∼ N
2ρ
(N2 ∨N4)2(1−ρ)θN1−2ρm N4ρ
· N
1/4
2 N
1/4
4
N
1/2
3
∫∫
Φ1ϕ2ϕ3ϕ4dtdx
.
1
θN
3
2−2ρ
m N
3
2
∫∫
Φ1ϕ2ϕ3ϕ4dtdx
.
1
θN
3
2−2ρ
m N
3
2
‖Φ1‖L2t,x‖(ϕ2ϕ4)ϕ3‖L2t,x
.
1
θN
3
2−2ρ
m N
3
2
‖Φ1‖L2t,x‖ϕ2‖L4xL∞t ‖ϕ4‖L4xL∞t ‖ϕ3‖L∞x L2t
.
1
θN
3
2−2ρ
m N
3
2
‖Φ1‖L2t,x‖ϕ2‖X 14 , 12+‖ϕ4‖X 14 , 12+‖〈Dx〉
− 12ϕ3‖
X0,
1
2
+
.
1
θN
3
2−2ρ
m N
3
2
4∏
j=1
‖wj‖
X0,
1
2
+
(7.5)
For the second term( the fourth term is similar ), we denote Φ2 = F−1t,x |〈τ −
ξ22〉
1
2 w˜2|, ϕj = F−1t,x |〈ξ〉−
1
4 w˜j | for j = 1, 4 and ϕ3 = F−1t,x |〈ξ〉
1
2 w˜3| and estimate the
second term by
A2 =
1
(N2 ∨N4)2(1−ρ)θN1−2ρm N2ρ
· N
1/4
1 N
1/4
4
N
1/2
3
∫∫
ϕ1Φ2ϕ3ϕ4dtdx
.
1
θN
5
4−2ρ
m N
7
4
‖Φ2‖L2t,x‖ϕ1‖L4xL∞t ‖ϕ4‖L4xL∞t ‖ϕ3‖L∞x L2t
.
1
θN
5
4−2ρ
m N
7
4
‖Φ2‖L2t,x
4∏
j=1
‖wj‖
X0,
1
2
+ .
(7.6)
Sum over dyadic numbers Nm & N , if ρ <
5
8 , then the Littlewood-Paley sum-
mation converge, and we finally obtained that
Q′′1 .
1
θN (3−2ρ)−
4∏
j=1
‖Iuj‖
X0,
1
2
+ .
Now we proceed to estimate the contribution of resonance part:
Q′′2 :=
∣∣∣∣∣
∫ T+δ
T
Λ4
(
m24 −m213
ξ22 − αξ213 + ξ24
χΩ(θ)c ;u
)
dt
∣∣∣∣∣ .
For the resonance part, we perform here a different argument, which only involves
the Strichartz-estimate and Cauchy-Schwartz inequality .
In the constraint set Γ4, we write Nm ≥ Nsec ≥ Nthi ≥ Nmin to stand for the
four frequencies. One note that Nm ∼ Nsec. We split the integral into Littlewood-
Paley pieces |ξj | ∼ Nj . We again use the notation wj = PNjIuj, j = 2, 4 and
Iwj = PNjIuj , j = 1, 3 and λj = τj + (−1)jξ2j .
case 1:|ξ12| < θNm, |ξ14| < θNm:
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In view of θ ≪ 1 , if |ξ1| ≤ 10θNm ≪ Nm, then |ξ2|+ |ξ4| ≪ Nm, therefore the
only possibility is |ξ3| ∼ Nm, and this contradicts the fact that Nm ∼ Nsec. Hence
we must have |ξ1| & Nm, and |ξ2| ∼ |ξ4| ∼ Nm. Moreover, ξ2 and ξ4 must have
the same sign, and this implies(thanks to the radial symmetry and non-increasing
property of the function m) m13 = m24 ≤ m4. From this fact, we have the point-
wise bound ∣∣∣∣ m24 −m213ξ22 − αξ213 + ξ24
∣∣∣∣ . 〈ξ12ξ14〉1/2
N
2(1−ρ)
m N2ρ
4∏
j=1
m(ξj).
After localizing in time, we can also taking time Fourier transform to transfer
the desired estimate to∫
Γ4(Rt×Rx);case 1
〈ξ12ξ14〉1/2
N
2(1−ρ)
m N2ρ
4∏
j=1
|I˜wj(τj , ξj)| (7.7)
Exploit the algebraic identity: on Γ4(R× R),
4∑
j=1
(τj + (−1)jξ2j ) = 2ξ12ξ14,
Undoing the Plancherel we have (we may assume that |τ1 − ξ21 | be the largest
one from the four)
(7.7) .
1
N
2(1−ρ)
m N2ρ
‖Iu1‖
X0;
1
2
3∏
j=2
‖Iuj‖L6t,x
.
1
N
2(1−ρ)
m N2ρ
4∏
j=1
‖Iuj‖
X0;
1
2
+ ,
(7.8)
where for the first inequality, we have applied Holder and the second, we have
applied the Strichartz estimate:
‖u‖L6t,x . ‖u‖X0,12 + .
case 2:|ξ12| < θNm, |ξ14| ≥ θNm(the roles 2 and 4 are symmetric):
In this case, we must have
N2 ∨N4 ∼ Nm,
and we need to estimate∣∣∣∣∣∣
∫ T+δ
T
dt
∫
Γ4;case 2
|m24 −m224|
(N2 ∨N4)2m1m2m3m4
4∏
j=1
Îwj(t, ξj)
∣∣∣∣∣∣ . (7.9)
If N2 ≪ N4, from mean value formula, we have easily (take N4 ≫ N2 as an
example)
|m24 −m224| ∼ m4
N2N
ρ
Nρ+14
,
and if N4 ≪ N2,
|m24 −m224| ∼ m22 ∼
N2ρ
N2ρm
.
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In both the two cases we have
|m24 −m224|
(N2 ∨N4)2m1m2m3m4 .
〈ξ12ξ14〉1/2
N
2(1−ρ)
m N2ρ
.
and the rest argument is the same as in case 1. Moreover, this argument yields
the same bound in this situation.
Now we assume that N2 ∼ N4 ∼ Nm.
If ξ2ξ4 ≥ 0, we have m24 ≤ m4, and this implies m24 −m224 ∼ m2m4 ∼ m22, and
we obtain the same bound as above.
The worst case takes place when ξ2ξ4 < 0. In this case |m24 −m224| ∼ m224 and
which can be fairly close to 1, thus no contribution of decay. We need, on the other
hand, exploit the smallest of the measure of some part of the resonance set.
case 2.1:|ξ12| ≤ θNm In this case, N1 ∼ N2 ∼ N3 ∼ N4 ∼ Nm.
∫ T+δ
T
dt
∫
Γ4;case 2.1
|m24 −m224|
(N2 ∨N4)2m1m2m3m4
4∏
j=1
|Îwj(t, ξj)|
.
1
N2−4ρm N4ρ
∫ T+δ
T
dt
∫
Γ4;case 2.1
4∏
j=1
|Îwj(t, ξj)|
.
∫ T+δ
T
∫
|ξ12|<θN−1m
|Îw1(t, ξ1)||Îw3(t, ξ3)||Îw2(t, ξ12 − ξ1)||Îw4(t,−ξ12 − ξ3)|
N2−4ρm N4ρ
dtdξ1dξ12dξ3
.
∫ T+δ
T
∫
|ξ12|<θN−1m
‖Îw1(t, ξ1)Îw3(t, ξ3)‖L2
ξ1,ξ3
‖Îw2(t, ξ12 − ξ1)Îw4(t,−ξ12 − ξ3)‖L2
ξ1,ξ3
N2−4ρm N4ρ
dtdξ12
.
θ
N3−4ρm N4ρ
∫ T+δ
T
4∏
j=1
‖Iuj‖L2xdt
.
θ
N3−4ρm N4ρ
4∏
j=1
‖Iuj‖
X0,
1
2
+ .
(7.10)
case 2.2:|ξ12| ≥ θ:
In this situation, we have |ξ12ξ14| 12 & θN
1
2
m, thus
|m24 −m224|
(N2 ∨N4)2m1m2m3m4 .
〈ξ12ξ14〉1/2
θN
5
2−4ρ
m N4ρ
and the same argument as in case 1 yields∫ T+δ
T
dt
∫
Γ4;case 2.2
|m24 −m224|
(N2 ∨N4)2m1m2m3m4
4∏
j=1
Îwj(t, ξj)
.
1
θN
5
2−4ρ
m N4ρ
4∏
j=1
‖Iuj‖
X0,
1
2
+ .
(7.11)
case 2.3: θNm < |ξ12| < θ.
We write Nm ∼ 2k0 , and |ξ12| ∼ 2k0−kθ. For technical reason, we choose η(t)4
be a localize in time function (localize the time in the interval [T, T + δ]). Thus,
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module a small error term, we mainly concern about the estimate of the following
expression:
2k0∑
k=k0+1
∣∣∣∣∣∣
∫
dt
∫
Γ4,|ξ12|∼θ2k0−k
4∏
j=1
η(t)4Îwj(t, ξj)
〈ξ12ξ14〉 12
〈θ222k0−k〉 12
∣∣∣∣∣∣ . (7.12)
By setting ϕ˜j = |Ft(ηÎwj)| and using Plancherel in time, we write each term to
be summed as
2k0∑
k=k0+1
ak :=
2k0∑
k=k0+1
∫
Γ4(Rt×R),|ξ12|∼θ2k0−k
4∏
j=1
ϕ˜j(τj , ξj)
〈ξ12ξ14〉 12
〈θ222k0−k〉 12 . (7.13)
To fix the idea, we may assume that |ξ12ξ14| . |τ1− ξ21 | (other cases are similar)
and we set ψ˜1 = 〈τ1 − ξ21〉
1
2 ϕ˜1. Undoing Plancherel in time, we bound
ak =
∫
dt
∫
|ξ12|∼θ2k0−k
ψ̂1(t, ξ1)ϕ̂2(t, ξ12 − ξ1)ϕ̂3(t, ξ3)ϕ̂4(t,−ξ12 − ξ3)
〈θ222k0−k〉 12 dξ1dξ12dξ3
.
∫
dt
∫
|ξ12|∼θ2k0−k
‖ψ̂1(t, ξ1)ϕ̂3(t, ξ3)‖L2
ξ1,ξ3
‖ϕ̂2(t, ξ12 − ξ1)ϕ̂4(t,−ξ12 − ξ3)‖L2
ξ1,ξ3
〈θ222k0−k〉 12 dξ12
.
θ2k0−k
〈θ222k0−k〉 12
∫
‖ψ1(t, .)‖L2x
4∏
j=2
‖ϕj(t, .)‖L2xdt
.
θ2k0−k
〈θ222k0−k〉 12 ‖ψ1‖L2t,x‖ϕ2‖L2t,x‖ϕ3‖L
∞
t L
2
x
‖ϕ4‖L∞t L2x
.
θ2k0−k
〈θ222k0−k〉 12
4∏
j=1
‖Iuj‖
X0,
1
2
+ .
(7.14)
Actually, the implicit constant in the last inequality depends on η(t) and hence
depends on δ.
Sum over k from k0 + 1 to 2k0, we obtained that∫ T+δ
T
dt
∫
Γ4;case 2.3
|m24 −m224|
(N2 ∨N4)2m1m2m3m4
4∏
j=1
Îvj(t, ξj)
.
1
θN2−4ρm N4ρ
2k0∑
k=k0+1
ak
.
1
θN
5
2−4ρ
m N4ρ
4∏
j=1
‖Iuj‖
X0,
1
2
+ .
(7.15)
Finally, sum over dyadic numbers Nm & N , we have finished the proof of
Lemma7.1. 
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8. Estimates related to R′4
Recall that
R′4 = ℑΛ4
(
m21 +m
2
23 − 2m24
ξ21 − αξ24 + ξ223
;u, u, v, v
)
.
We calculate the resonance function
h4 = −(τ1 − ξ21 + τ2 + ξ22 + τ3 − αξ23 + τ4 + αξ24)
= −ξ12(2αξ23 + (1 − α)ξ2−1),
(8.1)
and we call g = g(ξ1, ξ2, ξ3) = 2αξ23 + (1− α)ξ2−1. Under the constraint of Γ4, we
can further write
g =− 2αξ14 − (1− α)ξ1 − (1− α)ξ34
=− 2αξ4 − (1 − α)ξ34 − (1 + α)ξ1
=− (1 + α)ξ1 − 2αξ4 − (1 − α)ξ34.
To deal with the non-resonance part, we proceed exactly in the same way as we
have done for the non-resonance part of R′′4 , if one change the resonance function
to h4 = −ξ21 + ξ22 − αξ23 + αξ24 everywhere and the change the norms appeared for
v, v to Xs,bα . Therefore, in the following, we only need to give an upper bound on∣∣∣∣∣
∫ T+δ
T
Λ4
(
m21 +m
2
23 − 2m24
(ξ21 − αξ24 + ξ223)m1m2m3m4
χ|ξ12|<θNm or |g|<θNm ; Iu, Iu, Iv, Iv
)
dt
∣∣∣∣∣ .
Since the Xs,b (as well as Xs,bα ) norms only depend on the magnitude of space-
time Fourier transform, we always assume the Fourier transforms involved in the
sequel are real and nonnegative(one justify this easily by consulting what we have
done for R′′4 where we do not make any assumption on the positiveness of Fourier
transforms).
case(a):|ξ12| < θNm, |2αξ23 + (1− α)ξ2−1| < θNm.
In this case, the situation N1 + N4 ≪ N2 ∼ N3 ∼ Nm is forbidden. We claim
that in fact, N1 ∼ N4 ∼ Nm, and N14 ∼ Nm:
Indeed, if N1 ∼ Nm, and N2 ∼ N1, ξ2ξ1 < 0. Now let us look at the second
constraint:|g| < θNm, which gives
| − 2αξ4 + (1− α)ξ2−1 − 2αξ1| ≪ Nm,
and this implies that N4 ∼ N1 and N14 ∼ Nm.
On the other hand, if N4 ∼ Nm, then N3 ∼ N4, ξ3ξ4 < 0, the second
|g| = | − (1 + α)ξ1 − 2αξ4 − (1− α)ξ34| ≪ Nm
implies that N4 ∼ N1 ∼ N14 ∼ Nm. Thus we can estimate∣∣∣∣ m21 +m223 − 2m24(ξ21 − αξ24 + ξ223)m1m2m3m4χ|ξ12|<θNm or |g|<θNm
∣∣∣∣ . 1
N
2(1−ρ)
m N2ρ
.
Now the same argument as in the proof of case (1) of the Lemma4.2, we obtain
that∣∣∣∣∣
∫ T+δ
T
Λ4
(
m21 +m
2
23 − 2m24
(ξ21 − αξ24 + ξ223)m1m2m3m4
χ|ξ12|<θNmχ|g|<θNm ; Iu, Iu, Iv, Iv
)
dt
∣∣∣∣∣
.
1
N2
‖Iu‖2
X0,
1
2
+
‖Iv‖2
X
0, 1
2
+
α
.
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case(b):|ξ12| < θNm, |2αξ23 + (1− α)ξ2−1| ≥ θNm.
In this case, the argument are exactly the same as in the proof of case (2) of the
Lemma4.2, and we omit the detail.
case(c):|ξ12| ≥ θNm, |2αξ23 + (1 − α)ξ2−1| < θNm.
We again proceed the similar argument as in the proof of case (2) of the Lemma4.2.
The main difference in the present situation appears in the subcase
|2αξ23 + (1− α)ξ2−1| = | − (1 − α)ξ1 + (1 + α)ξ2 + 2αξ3| < θ
Nm
.
In order to mimic the previous Cauchy-Schwartz argument, we perform a chang-
ing of variable 
ξ1 = η1,
ξ2 =
2α
1 + α
((1− α)η1 + η2),
ξ3 = η3
(8.2)
To estimate
1
N2−4ρm N4ρ
∫
dt
∫
Γ4,|g|< θNm
|Îu(t, ξ1)||Îu(t, ξ2)||Îv(t, ξ3)||Îv(t, ξ4)|,
We need to estimate (under the new coordinate system)
1
N2−4ρm N4ρ
∫
dt×
∫
|η23|< θ2αNm
dη1dη2dη23
∣∣∣Îu(t, η1)∣∣∣ ∣∣∣∣Îu(t, 2α1 + α ((1− α)η1 + η2)
)∣∣∣∣×∣∣∣Îv(t, η23 − η2)∣∣∣ ∣∣∣∣Îv(t,−(1 + 2α(1− α)1 + α
)
η1 +
1− α
1 + α
η2 − η23
)∣∣∣∣ .
(8.3)
We bound the term
∫
dη1dη2dη23 by∫
|η23|< θNm
dη23
∥∥∥∥Îu(t, η1)Îu(t, 2α1 + α ((1 − α)η1 + η2)
)∥∥∥∥
L2η1,η2
×∥∥∥∥Îv(t, η23 − η2)Îv(t,−(1 + 2α(1− α)1 + α
)
η1 +
1− α
1 + α
η2 − η23
)∥∥∥∥
L2η1,η2
.
θ
Nm
‖Iu‖2L2x‖Iv‖
2
L2x
.
(8.4)
Now the remaining arguments are exactly the same as before, and we omit the
details.
Remark 8.1. One might doubt that if the same trick work in the case θNm < |g| <
θ. Indeed, if we split the magnitude of |g| into dyadic sum as usual, the scheme
is as follows: first write everything into space-time Fourier transforms (choose a
localization in time function η), distributing 〈τj ± ξ2j 〉 or 〈τj ±αξ2j 〉 to one function
and undo the time-Plancherel. Then make changing of variable and argue as above
in order to exploit the smallness of measure of some part of resonance set. At the
end of the day, we gain 1
〈θ222N−k〉 12
from the first step and θ2N−k in the second step.
Therefore, we have proved the following:
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Lemma 8.2. Suppose ρ < 58 , then we have∣∣∣∣∣
∫ T+δ
T
Λ4
(
m21 +m
2
23 − 2m24
(ξ21 − αξ24 + ξ223)m1m2m3m4
χ|ξ12|<θNm or |g|<θNm ; Iu, Iu, Iv, Iv
)
dt
∣∣∣∣∣
≤Cmax
{
1
N2−
,
1
N (3−2ρ)−
}
‖Iu‖2
X0,
1
2
+
‖Iv‖2
X
0, 1
2
+
α
.
(8.5)
This complete the proof of Lemma4.3.
9. Case of 12 < α < 1 and the proof of Lemma 5.1
This section is devoted to the proof of Lemma 5.1. The main difficulty is that we
may have resonance of ξ21−αξ22+ξ23 for the 3-multiplier. Thus the second generation
of modified energy behaves extremely awful. To overcome this difficulty, we will
make use the linear-nonlinear decomposition, in company with small-measure based
argument as before.
Firstly let us recall what we want to prove below, which is a long-time modified
conservation law:
Proposition 9.1. For any T > 0, µ > 0 such that
sup
t∈[T,T+µ]
(‖Iu(t)‖L2x + ‖Iv(t)‖L2x) . 1,
we have
|E2(t2)− E2(t1)| . (1 + |t2 − t1|
1/2)
N1/3−
+
(1 + |t2 − t1|)3
N1−
+
3∑
k=1
(
(1 + |t2 − t1|)k−1/2
N
k
2−
+
(1 + |t2 − t1|)k+1/2
N
k+1
2 −
)
for any t1, t2 ∈ [T, T + µ], provided that ρ = −s < 14 .
Recall that
∂tE2(t) = ℑΛ3(m22 −m21;u, v, u),
we will estimate the integral∣∣∣∣∣
∫ T+δ
T
dt
∫
Γ3
m21 −m22
m1m2m3
Îu(t, ξ1)Îv(t, ξ2)Îu(t, ξ3)
∣∣∣∣∣ (9.1)
Note that the resonance identity:
ξ21 − αξ22 + ξ23 =
(
ξ1 − α+
√
2α− 1
1− α ξ3
)(
ξ1 − α−
√
2α− 1
1− α ξ3
)
.
The worst case will be the resonance:∣∣∣∣ξ1 − α+√2α− 11− α ξ3
∣∣∣∣≪ 1or ∣∣∣∣ξ1 − α−√2α− 11− α ξ3
∣∣∣∣≪ 1.
We take
∣∣∣ξ1 − α+√2α−11−α ξ3∣∣∣ ≪ 1 for an example (the other is similar). Thanks to
1
2 < α < 1, we have N1 ∼ N2 ∼ N3 ∼ Nm & N .
Pick a small parameter a≪ 1 to be chosen later, we consider separately the two
situations:
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(1)
∣∣∣ξ1 − α+√2α−11−α ξ3∣∣∣ ≤ a :
The following variant of Young’s inequality will be used:
Lemma 9.2. Suppose f, g, h are L2(Rd) functions, c > 0 be a fixed constants.
Then there exists K = K(d) > 0, independent of f, g, h and c such that∣∣∣∣∣
∫
|x−cy|≤θ
f(x)g(y − x)h(y)dxdy
∣∣∣∣∣ ≤ Kθd/2‖f‖L2‖g‖L2‖h‖L2.
Proof. We may assume that f, g, h ≥ 0.∫
Rd
dy
∫
|x−cy|≤θ
f(x)g(y − x)h(y)dx
≤
∫
Rd
dy
(∫
|x−cy|≤θ
f(x)2g(y − x)2dx
)1/2(∫
|x−cy|≤θ
dx
)1/2
h(y)dy
≤ Kθd/2
∫
Rd
h(y)
(∫
Rd
f(x)2g(y − x)2dx
)1/2
dy
≤ Kθd/2‖h‖L2‖f‖L2‖g‖L2.

We write uj = PNju, j = 1, 3 and u2 = PN2v, and denote
Γ3,1(R) :=
{
(ξ1, ξ2, ξ3) ∈ R3 :
∣∣∣∣ξ1 − α+√2α− 11− α ξ3
∣∣∣∣ ≤ a}
We now perform a linear-nonlinear decomposition to write the solution on [T, T+
δ) as
u(t) = ul(t) + unl(t),
ul(t) := ei(t−T )∂
2
xu(T ),
unl(t) := −i
∫ t
T
ei(t−t
′)∂2x(vu)(t′)dt′,
v(t) = vl(t) + vnl(t),
vl(t) := eiα(t−T )∂
2
xv(T ),
vnl(t) := −i
∫ t
T
eiα(t−t
′)∂2x(u2)(t′)dt′.
We introduce the following notation: for j = 1, 2, 3, σj ∈ {l, nl}, and
M =
m21 −m22
m1m2m3
,
and then we write∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îuj(t, ξj) =
∫ T+µ
T
dt
∫
Γ3,1
M
3∏
j=1
Îulj(t, ξj)
+
3∑
k=1
∑
σj ,#{j:σj=nl}=k
∫ T+µ
T
dt
∫
Γ3,1
M
3∏
j=1
Îu
σj
j (t, ξj)
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If three solutions involved are linear part, namely for the first term on the right
hand side, we estimate∣∣∣∣∣∣
∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îulj(t, ξj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ µ
0
dt
∫
Γ3,1
m21 −m22
m1m2m3
e−it(ξ
2
1−αξ22+ξ23)
3∏
j=1
Iuj(T, ξj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
Γ3,1
(m21 −m22)(e−iµ(ξ
2
1−αξ22+ξ23) − 1)
m1m2m3(ξ21 − αξ22 + ξ23)
3∏
j=1
Îuj(T, ξj)
∣∣∣∣∣∣∣∣∣∣∣∣
∫
|ξ1−α+
√
2α−1
1−α ξ3|≤λa
(m21 −m22)(e−iµ(ξ
2
1−αξ22+ξ23) − 1)
m1m2m3(ξ21 − αξ22 + ξ23)
3∏
j=1
Îuj(T, ξj)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
λa<|ξ1−α+
√
2α−1
1−α ξ3|≤a
(m21 −m22)(e−iµ(ξ
2
1−αξ22+ξ23) − 1)
m1m2m3(ξ21 − αξ22 + ξ23)
3∏
j=1
Îuj(T, ξj)
∣∣∣∣∣∣
.
Nρm
Nρ
3∏
j=1
‖Iuj(T )‖L2x
(
(λa)1/2µ+
a1/2
λaNm
)
,
(9.2)
where in the last step we have used Lemma 9.2 and λ ∈ (0, 1) is a parameter chosen
as
λ = (Nmaµ)
−2/3,
and we obtain∣∣∣∣∣∣
∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îulj(t, ξj)
∣∣∣∣∣∣ . N
ρ
m
Nρ
a1/6µ2/3
N
1/3
m
3∏
j=1
‖Iuj(T )‖L2x . (9.3)
If there is some nonlinear solution involved, we estimate by∣∣∣∣∣∣
∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îu
σj
j (t, ξj)
∣∣∣∣∣∣
.
Nρm
Nρ
∫ T+µ
T
dt
∫
ξ3
dξ3
∫
|ξ1−α+
√
2α−1
1−α ξ3|≤a
|Îuσ11 (t, ξ1)Îuσ22 (t,−ξ1 − ξ3)Îuσ33 (t, ξ3)|dξ1
.
Nρm
Nρ
a1/2
∫ T+µ
T
3∏
j=1
‖Iuj(t)‖L2xdt
.
Nρm
Nρ
a1/2‖PN1Iuσ1‖X0, 12 +([T,T+µ])‖PN2Iv
σ2‖
X
0, 1
2
+
α ([T,T+µ])
‖PN3Iuσ3‖X0, 12 +([T,T+µ])
(9.4)
where we have used Lemma 9.2 in the third line and Cauchy-Schwartz in time for
the last step.
We will make use of the following refinement of local estimate, which is the
smoothing effect on the nonlinear part.
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Proposition 9.3. Suppose 12 < α < 1. Assume that
sup
t∈[T,T+µ]
(‖Iu‖L2x + ‖Iv‖L2x) . 1.
Then for Nm ≥ N , we have
‖ψ(µ−1(t− T ))PNmIunl‖X0, 12+ . N
− 12+ (1 + µ) ,
‖ψ(µ−1(t− T ))PNmIvnl‖
X
0, 1
2
+
α
. N−
1
2+ (1 + µ) .
Proof. We only need consider the case that µ > 1. We take δ < µ as in Lemma
4.4, and divide the interval [T, T + µ] into subintervals Jk = [Tk, Tk+1] of length δ.
The number of partition is ∼ µ. Now from Proposition 3.14 and Lemma 4.4, we
have for each Jk,
‖Iu‖2
X0,
1
2
+(Jk)
+ ‖Iv‖2
X0,
1
2
+(Jk)
. N−1
+
.
Sum over all Jk yields
‖Iu‖
X0,
1
2
+([T,T+µ])
+ ‖Iv‖
X0,
1
2
+([T,T+µ])
. N−
1
2
+
.
From Lemma 4.4, we have
‖PNmIunl‖L∞t L2x(J1×R) . ‖PNmIunl‖X0, 12+(J1) . N
− 12+ ,
Next, for t ∈ Jk, we write
unl(t) = ei(t−Tk)∂
2
xunl(Tk) +
∫ t
Tk
ei(t−t
′)∂2x(vu)(t′)dt′,
and from induction, we have
‖PNmIunl(Tk)‖2L2x . N
−1+k,
and thus
‖ψ(µ−1(t− T ))PNmIunl‖2
X0,
1
2
+(Jk)
. N−1
+
k.
The first inequality then follows easily by summing over k.
The second estimate follows in the same way and we omit the detail. 
Now suppose #{j : σj = nl} = k, then we have∣∣∣∣∣∣
∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îu
σj
j (t, ξj)
∣∣∣∣∣∣ . N
ρ
ma
1/2(1 + µ)k
N (ρ+k/2)−
.
Finally we have the following estimate:∣∣∣∣∣∣
∫ T+µ
T
dt
∫
Γ3,1
m21 −m22
m1m2m3
3∏
j=1
Îuj(t, ξj)
∣∣∣∣∣∣
.
Nρma
1/6(1 + µ)2/3
NρN
1/3
m
+
3∑
k=1
Nρma
1/2(1 + µ)k
N (ρ+k/2)−
.
(9.5)
(2)a <
∣∣∣ξ1 − α+√2α−11−α ξ3∣∣∣≪ Nm:
We denote Γ3,2(R) to stand for this situation.
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After localizing in time, we can mainly concern about the estimate of∣∣∣∣∣∣
∫
Γ3,2(R2)
m21 −m22
m1m2m3
3∏
j=1
w˜j(τj , ξj)
∣∣∣∣∣∣ , (9.6)
with wj(t, x) = ψT,µ(t)PNjIuj with ψT,µ(t) = ψ(µ
−1(t− T )).
We adapt the linear-nonlinear decomposition as before, and it amounts to esti-
mate ∣∣∣∣∣∣
∫
Γ3,2(R2)
m21 −m22
m1m2m3
3∏
j=1
w˜
σj
j (τj , ξj)
∣∣∣∣∣∣ ,
where
w
σj
j = ψT,µ(t)PNj Iu
σj
j , σj ∈ {l, nl}.
Denote λj = τj − ξ2j , j = 1, 3 and λ2 = τ2 + αξ22 , use the algebraic identity:
3∑
j=1
λj = −
(
ξ1 − α+
√
2α− 1
1− α ξ3
)(
ξ1 − α−
√
2α− 1
1− α ξ3
)
,
we have that on Γ3,2(R
2),
max
1≤j≤3
|λj | & aNm.
Therefore,
(9.6) .
3∑
j=1
∫
Γ3,2(R2)
Nρm
Nρ
〈λj〉 12+
a
1
2+N
1
2+
m
3∏
j=1
|w˜σj |
.
Nρm
Nρa1/2N
1/2
m
‖PN1Iwσ11 ‖X0, 12+‖PN2Iw
σ2
2 ‖
X
0, 1
2
+
α
‖PN3Iwσ33 ‖X0, 12+ .
(9.7)
where to the last step, we have used the following arguments: Undoing Plancherel
and then utilise local smoothing and maximal inequality:∫
F−1t,x |〈λ1〉
1
2+w˜1|F−1t,x |N
1
2
mw˜2|F−1t,x |N−(
1
2+)
m w˜3|dtdx
. ‖F−1t,x |〈λ1〉
1
2+w˜1|‖L2t,x‖F−1t,x |N1/2m w˜2|‖L∞x L2t ‖F−1t,x |N
−( 12+)
m w˜3|‖L2xL∞t
. ‖PN1Iwσ11 ‖X0, 12+‖PN2Iw
σ2
2 ‖
X
0, 1
2
+
α
‖PN3Iwσ33 ‖X0, 12+ .
If σj = l, we have
‖PNjIwlj‖X0, 12+ . 1,
since ‖Iu(T )‖L2x + ‖Iv(T )‖L2x . 1. Otherwise, we use Proposition 3.14 to estimate
‖PNjIwnlj ‖X0, 12+ . N
− 12+(1 + µ).
Therefore,
(9.7) .
3∑
k=0
Nρm
N (ρ+k/2)−a1/2N
1/2
m
(1 + µ)k.
Finally, in the non-resonance cases, i.e.
〈ξ21 − αξ22 + ξ23〉 ∼ Nm,
ON THE LOW-REGULARITY GLOBAL WELL-POSEDNESS OF A SYSTEM OF NONLINEAR SCHRODINGER EQUATION39
we could easily obtain a better estimate by adapting the same procedure as above
3∑
k=0
(1 + µ)k
N1−ρm Nρ
. (9.8)
Combine all the estimates, we have obtained
(9.1) .
∑
Nm&N
(9.5) + (9.7) + (9.8). (9.9)
Choose a = N1/2N
−1/2
m (1 + µ)−1, and the dyadic summation converges, provided
that ρ < 14 . Finally, we get
(9.1) .
(1 + µ)1/2
N1/3−
+
3∑
k=1
(
(1 + µ)k−1/2
N
k
2−
+
(1 + µ)k+1/2
N
k+1
2 −
)
+
(1 + µ)3
N
.
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