In this work, and under suitable assumptions, we obtained an asymptotic bound of the characteristic function of simple signed linear serial rank statistics. This family of statistics included the important cases of signed rank autocorrelation coefficients. This result constitutes an essential step to the elaboration an Edgeworth expansion for distribution function of these statistics.
Introduction
Let X (n) = (X (n) 1 , . . . , X (n) n ) be an observed series of length n. We denote by H (n) + the hypothesis of symmetric randomness under which the observations X (n) t are independent and identically distributed according to some absolute unspecified continuous distribution function F (x), with F (x) = 1 − F (−x). Let R +,n ) constitutes (with probability one) a random permutation of {1, . . . , n}, the variables sgn(X (n) 1 ), . . . , sgn(X (n) n ) are independent and uniformly distributed on {−1, 1} and the ranks and signs are mutually independent [3] . Linear signed rank statistics take the from
c nt a n (R (n) +,t )sgn(X (n)
where a n = (a n (1), ..., a n (n)) and (c n1 , ..., c nn ), n ∈ N, respectively denote a score vector of real numbers and a vector of regression constants. These statistics are usually used to test the hypothesis H
+ against some class of alternative hypothesis [1, 3] . The asymptotic normality of T n,+ was established under H (n) 1 and under suitable alternatives by several authors [3, 2, 5] . Under the symmetry hypothesis H (n) + and for bounded score generating function, Puri and Wu [9] have obtained the rate of convergence to the normality of the order O(n −1/2+δ ), δ > 0. By adapting the van Zwet [11] method, Puri and Seoh have obtained, under the symmetry hypothesis H (n) + , Berry-Esséen bounds of order O(n −1/2 ) [7] and an Edgeworth expansions [8] , for the statistic T n,+ , where the scores are derived from a score generating function not necessarily bounded.
The time series analysis test problems require, when the innovation density is symmetric, the more general class of serial linear signed rank statistics of the order k (1 ≤ k < n), of the form
where a (n) + (.) is some score function defined over (k+1)-tuples of elements of {±1, . . . , ±n}, such that all absolute values are distinct. Asymptotic normality of these statistics was established under the hypothesis H (n) + , as well as under contiguous alternatives of serial dependence [4] .
The signed linear serial rank statistics of the order k
has been studied, under the symmetry hypothesis and under independent hypothesis, by Kadri and Rifi [6] , where they established an upper bound for the characteristic function of T (k) +,n .
In this work, we establish an asymptotic bound at order O n −β log(n) for the characteristic function of the following statistic
where J 1 and J 2 are two score generating functions defined on ]0, 1[. This family of scores includes the signed rank autocorrelation coefficients whose role is comparable to that of ordinary parametric autocorrelations in classical Gaussian time series analysis. Particularly, we obtain : Spearman signed rank autocorrelation coefficient
van der Waerden signed rank autocorrelation
where Φ denotes the standard normal distribution function. Wilcoxon signed rank autocorrelation
Laplace signed rank autocorrelation
Assumptions and main theorem
Throughout this work, we make the following two assumptions.
Assumption (A1). The score generating functions J i , i = 1, 2, are non constants and satisfying
Assumption (A2). The scores generating functions J i , i = 1, 2, are three times differentiable in (0, 1) and there exist strictly positive numbers Γ and δ < 1 14
such that
Remark 2.1 The inequality (6) (cf. [7] ) ensures that for some strictly pos-
Denote by ϕ n the characteristic function of the statistic (4).
Theorem 2.2 Under hypothesis H (n)
+ and the assumptions (A1) and (A2), there are strictly positive numbers γ, α and β such that for log(n) ≤| u |≤ γn
Preliminary lemma
Before showing the result of the theorem, we need the following lemmas.
Lemma 3.1 (Bernstein's inequality, Savage [10] ) Given n Bernoulli independent variables X 1 , . . . , X n , having the respective parameters π 1 , . . . , π n , there exists a strictly positive real θ such that, for all real
where
In the sequel, we will use the following notations : [x] the integer part of x,
* the smallest integer number greater or equal to x and for j = 1, . . . , n :
Without loss of generality, we can take k = 1.
Lemma 3.2 Under hypothesis H (n)
+ and for all real u, we have
Proof. Put L 1 = {s t : t pair number between 1 and n} and E c (.
In view of the independence, under H
+ , between the ranks of the absolute values of the observations and the sign variables, and that the latter variables are independent, we have 
2. There exist strictly positive numbers a and A such that
3. There exists strictly positive number ∆, such that for some ζ ≥ n
where γ is the Lebesgue measure of ζ-neighborhood defined by
Proof.
1. On the one hand, the condition (A1) and Remark 2.1 imply
−pδ ) and
On the other hand, by using the Taylor's expansion, for j = 2, . . . , n − 1,
[ and ∃y j ∈]λ j ; x j [ such that
From (13) and (14), we obtain the result 1 of the Lemma 3.3.
J i (t) is continuous over ]0, 1[, similarly for
Since, for large enough n,
which leads to
The relation (3.3) and the condition (A1) imply the existence of a strictly positive real A such that 
Note that for l ∈ F t 0 ,τ and for every natural number r we have l + r ∈ F t 0 ,τ . In addition, for j ∈ B n (t 1 , t 2 ) we have
Let us first prove that for j ∈ B n (t 1 , t 2 ), we have λ j and λ j+1 ∈]t 1 , t 2 [. Indeed, since t 1 < 1 < nt 0 and for j ∈ B n (t 1 , t 2 ), we have in the first
in the second
This latter inequality entails the condition on the ζ-neighborhood, because we have
and
Then it is enough to take ∆ = t 0 .
Lemma 3.4 Under hypothesis H (n)
+ and assumptions (A1) and (A2), there exist the strictly positive constants α 1 and β 1 independent of n, such that
Moreover, if we have |J 2 (ρ (n)
to a set A k formed of (k − 2) intervals of less than or equal length to 16 a ζ and consequently, the set of J 1 (λ k ) in A k have a ζ-neighborhood of Lebesgue measurement not exceeding (k − 2)( 16 a ζ + 2ζ). From 2 of the Lemma 3.3, we have
Furthermore,
is stochastically large than a binomial variable B r, ∆δ 1 8 .
According to the Lemma 3.1, we have
The inequality 1 8 r∆δ 1 > nδ 2 entails the existence of strictly positive numbers, α 1 and β 1 , which completes the proof of Lemma 3.4.
Lemma 3.5 Under hypothesis H (n)
+ and assumptions (A1) and (A2), there exist the strictly positive reals α 2 and β 2 independent of n, such that
Proof. Put r = 1 4 nδ 1 and denote P c (.) = P .|R
+,2t−3 . In a similar way, we prove that the number of indices t ≤ r for which |D t | ≥ 
16
for at least [δ 4 n] indices t ≤ n 1 )
Proof of main theorem
For ζ = n − 1 3 log n, let F be the set defined by
It follows from the lemmas 3.4 and 3.5
where α 3 = α 1 + α 2 and β 3 = min(β 1 , β 2 ). Let J be the set of cardinal M defined by 
it easy to see that 1 20
In fact, n 1 − 1 − M ≤ AD 
The λ measure of ζ-neighborhood of all these D t (t ∈ J ) is reduced by
In fact that γ(. . . ; x) is increasing in x, then for δ = 1 100 δ 2 , we have γ(D t , t ∈ J ; ξ) ≥ γ(D t , t ∈ J ; ζ) ≥ δ 2 M ζ ≥ M δ ξ.
According to the definition of J , it is clear that t∈J D Taking into account the M framework, there exists α 5 and β 5 such that for log n ≤ |u| ≤ γn From the Lemma 3.2 and the relation (19), we have for all log n ≤ |u| ≤ γn 3 2 |ϕ ( u)| ≤ α 5 n −β 5 log n + α 3 e −β 3 n ≤ α 6 n −β 6 log n , with α 6 = α 3 + α 5 and β 6 = min(β 3 , β 5 ).
Cases of k > 1. Put n We follow the same previous steps in order to obtain the result for all k (1 ≤ k < n).
