Abstract. We propose a linear-time algorithm for curve segmentation which is based on constructive polynomial fitting. This work extends previous work on constructive fitting by taking the topological properties of a digitized curve into account. The algorithm uses uniform (or L∞) fitting and it works for segments of arbitrary thickness. We illustrate the algorithm with the segmentation of contours into straight and parabolic segments.
Introduction
In this work we consider the segmentation of digitized curves into linear or parabolic segments. Curve segmentation has been used for curve coding and representation, length and tangent estimation [4, 8] , and the location of feature points for shape matching. In discrete geometry one popular approach to curve segmentation is to segment a curve into digital straight segments (DSS). A rather complicated linear time-algorithm for DSS segmentation was found by Smeulders and Dorst. Debled-Renesson and Réveillès gave a simple, easy to implement algorithm. More recently, Buzer developed an algorithm for the recognition of straight lines of arbitrary thickness, based on convex hulls. Buzer's incremental algorithm can also be used for curve segmentation.
Since curve segmentation has many diverse applications in image processing it is worthwhile to look at some other approaches and their points of attention. Leclerc and Zucker [9] discuss how to segment a one-dimensional image through curve fitting, and they discuss how to avoid the misclassification of points near a discontinuity. Likewise, Dunham gives an algorithm that finds a piecewise linear approximation of a curve within uniform error and with a minimal number of vertices [7] . Some methods pay attention to robustness and borrow techniques from the field of Robust Analysis. Rosin and West propose a method that recursively subdivides a curve to form a binary tree, which is then traversed to select the best representation of the curve [10] . They use a least median of squares method to fit ellipses to the data, which is more robust than ordinary least squares. Boyer et al use a robust sequential estimator to parametrize and organize range images [2] . Also variable order fitting has shown its value in curve and image segmentation. An example is Besl and Jain's image segmentation algorithm which is based on variable-order surface fitting [1] . As for curve segmentation an important application of variable order fitting is feature point detection for shape matching. When a large circular arc is segmented into digital straight segments, the endpoints are unsuited as feature points, since their location is more or less arbitrary. In this work, the examples show that quadratic segmentation is more meaningful, and our results indicate that tangent and length estimation could also profit from variable order fitting.
Also the thickness of the segments should be adjustable so that the feature points necessary for matching are all present. One of the reasons variable order segmentation is not generally applied is its computational burden [1, 5, 13] .
To summarize, the desirable properties for a segmentation algorithm are the following:
-low or even linear-time complexity; -arbitrary segment thickness; -more robust than least squares fitting; -suited for variable-order fitting; -take into account and/or benefit from the topological constraints imposed on a digitized curve; -simple enough to be implementable on dedicated hardware.
The implementation of dedicated hardware requires predictable control and data flow. In this respect it is an advantage if the number of steps to process each new pixel on the curve is fixed.
In this paper we propose a simple, linear-time algorithm for segmentation with polynomials of arbitrary order, which we illustrate for linear and parabolic segments. Lineartime complexity, simplicity and generality do not come for free, however. The method is based on the estimation of the fitting error, not the exact computation, and therefore also the segmentation will not always be exact. The amount of errors can be reduced, however, by increasing the number of computations, and for most applications the errors are completely acceptable. Section 2 describes the mathematical basis of the segmentation algorithm. Section 3 examines the performance of the fitting cost estimators that are used in the algorithm en Section 4 shows segmentation results.
Constructive fitting
In this paper we focus on one particular aspect of segmentation. Given an initial seed region, how can we find a region of maximal size where a curve or surface can be approximated sufficiently well by a polynomial of given order? And how can we find this region with minimal computational effort? In fact, although region growing and curve segmentation based on polynomial fitting is often a computationally expensive process [1, 5, 13] , we propose a linear-time algorithm that solves some simple but basic segmentation problems, such as the segmentation of a curve in piecewise linear segments. This efficiency is based on a simple principle. The purpose of region growing and segmentation is to partition a curve or image into segments that satisfy a certain criterion, such as: being straight or smooth. To find such segments, a typical region growing algorithm starts from a small seed segment, and then repeatedly tries to add new points to this segment, while verifying whether the segmentation criterion is still satisfied for the enlarged segment. If not, a new segment is started, or another point is chosen. In general, the verification of the segmentation criterion requires increasingly more computation time when the segment gets larger. It is the purpose of this paper to show that this computation time can be reduced considerably by comparing the extension point with a small, but well-chosen set of reference points within the segment.
Since the number of reference points is constant during the entire region growing process, the resulting algorithms have linear time complexity. This process has also been called constructive fitting.
We briefly review the basics of the particular method of fitting geometric primitives to data sets, on which the region growing processes proposed in this paper are based. This method is called constructive fitting because it allows us to construct global fits to an entire data set from so-called elemental fits to small parts of the data [12, 16, 17] . We consider constructive fitting problems for one variable. The generalization to other dimensions is straightforward. Let C = {(x 0 , y 0 ), . . . , } ⊂ Z 2 be the points of a finite curve. Let G be a vector space of fitting functions, for instance, the vector space of polynomial functions of the form
To simplify the properties that follow we impose the mild constraint that the curve C contains at least l + 1 points with distinct x-coordinates, where l + 1 is the dimension of the space of fitting functions. The uniform fitting cost of fitting g(x) to the curve C is defined as r g (C) = max
Note that this is also called the Chebyshev, minimax, or L ∞ fitting cost. The best fit is the function g(x) in G for which r g (C) is minimal. We denote this minimal cost as r(C), and we call it the fitting cost over the region C. To be precise,
The first property of constructive fitting that we need is that the best fit and its fitting cost can be computed from fits to the so-called elemental subsets of C. These are subsets of the curve C that contain precisely n + 1 points, where n denotes the dimension of the vector space of the fitting functions G. The fitting cost over an elemental subset itself can be computed in a straightforward manner. To be precise, let
} be an elemental subset of R. Let E j denote the cofactor of the element at the intersection of the last column and the jth row of the following matrix:
Then one can show that the fitting cost for the elemental subset D is equal to
provided the denominator at the right side is non-vanishing [15, 17] . Furthermore, one can prove that the fitting cost over C is the maximal value of the elemental fitting costs (1) over all elemental subsets of the curve C [17] .
Proposition 1. Let M be the collection of all elemental subsets D of C for which
|E 1 | + · · · + |E n+1 | > 0. If M
is non-empty, then we have r(C) = max D∈M r(D).
We can obtain a reliable estimate of the fitting cost with far less computations than required for computing the fitting cost itself. Instead of calculating max D∈M r(D), we compute max D∈ M r(D) where M is some small subcollection of M. One can prove that this estimation is reliable provided M forms a so-called rigid subcollection of elemental subsets [17] . The rigidity of M depends on its elemental subsets, and can be verified as follows. We assume that the points of the curve C have been ordered in a fixed but arbitrary manner, i.e., C = {(
and let E j , 1 ≤ j ≤ n + 1, be the cofactors corresponding to the elemental subcountour D. In the vector space R k let A digitized curve is an ordered set of points satisfying one or more topological constraints. The most common constraint is that the curve must be either 4-or 8-connected. We incorporate this constraint by requiring that for two subsequent points (x i , y i ), (x i+1 , y i+1 ) on the curve we must have |y i − y i+1 | ≤ . To obtain 4-or 8-connectivity we choose = 1. We let τ > 0 denote the thickness of a curve segment, which corresponds to the notion of α-thickness in [3] . With the above concept of rigid subcollections we have the following proposition which extends previous results [16, 17] . 
is well defined, given that the y i range over R, subject to the constraints
and 2 τ
We shall denote this maximal value as γ P ( M, τ, ) .
Furthermore, let γ( M, τ, ) be the maximal value of the γ P ( M, τ, ) over all elemental subsets P in M; that is, γ( M, τ, ) = max P ∈M γ P ( M, τ, ) . Then we have
Proof. First we show that γ P is well-defined. By the rigidity assumption there is a finite set of weight vectors v A = (. . . , a 1 , . . . , a l , . . .), v B = (. . . , b 1 , . . . , b l , . . .), . . ., v D =  (. . . , d 1 , . . . , d l , . . .) with A, B, . . . , D ∈ M, such that v P = (. . . , p 1 , . . . , p l , . . .) can be written as a linear combination v P = αv A + βv B + · · · + ωv D . It follows that
As a consequence of the constraints (4), every term at the right side of this inequality has an upper bound. Hence
will also have an upper bound, and it follows that γ P () is well-defined, and therefore γ() is well defined.
Next we prove that r(C) ≤ γ r(C). By definition, we have |p
provided the y i satisfy the constraints (4). Note that, except for the absolute values, these are linear inequalities defining a polytope in the solution space. We may scale the solution space such that we have
provided the y i satisfy the scaled constraints
However, for the elemental subsets D = {m 1 , . . . , m n+1 } ∈ M, we have the estimated fitting cost
Hence the values y i = g(m i ) certainly satisfy the constraints (6). Therefore, (5) is also true for these particular values of y i . Taking the maximum over M, this yields
which proves the proposition.
As a special case, γ( M, τ, ∞) denotes the value when no topological constraint is imposed. To compute γ( M, τ, ∞) we can apply Proposition 2 with a large positive number. The common case where we fit digital straight segments to connected curves corresponds to γ ( M, 1, 1) . By observing the expressions (2), (3), and (4) in Proposition 2 one can see that γ( M, τ, ) only depends on the ratio µ = τ / . In Section 3 we will see that when is small compared to the thickness τ , then the connectivity of the curve cannot be neglected when estimating fitting costs. Previous results in [16, 17] did not take into account connectivity and only considered the case γ ( M, τ, ∞) .
According to Proposition 2, given the subcollection M, we can compute an error parameter γ( M, τ, ) that gives us a precise measure for the maximal error of the estimated fitting cost r(R). Moreover, γ( M) depends only on the x-coordinates of the points on the subsets D in M and not on the curve itself. In principle, Proposition 2 enables us to evaluate the maximal error for a particular estimator M, by performing an exhaustive search for the estimator that has the lowest maximal error. This has been explored in previous work, but without topological constraints. With topological constraints the performance depends strongly on the ratio between the allowed thickness of a curve and the connectivity.
Performance of fitting cost estimators
When M satisfies the conditions of Definition 1, we refer to it as a fitting cost estimator M. Using Proposition 2 we can search, in a systematic way, for the estimator M that yields the lowest possible estimation error.
Linear fitting cost estimators
We will illustrate our search with a simple fitting problem in one variable. Figure 1 shows a curve C. Let G be a two-dimensional vector space of fitting functions of the form g(x) = α 0 + α 1 x. Then the best fit to C is the function g(x) for which max (xi,yi)∈C (|g(x i ) − y i |) is minimal. For example, the f (x i ) may represent the ycoordinates of the points (x i , f (x i )) of a digital arc, in which case the fitting cost r(C) becomes a measure for the straightness of the digital arc [17] . According to Proposition 1, the fitting cost r(C) is equal to max D r(D), where the maximum is taken over all 3-point subsets of C. The fitting cost r(D) of a subset is equal to
where the E j are the cofactors of the last column of the matrix 
Thus, for the function shown in Figure 1 , we find r(C) = 8/9 ≈ 0.89. Note that the exact computation of r(C) involves the evaluation of 120 elemental fitting costs r(D) (a 10-point curve has 120 distinct 3-point subsets). Estimating r(C) instead of computing it exactly, considerably reduces the number of elemental fitting costs that must be evaluated. Table 1 shows the results for different estimators when they are applied to a curve segment consisting of 10 subsequent points (x 1 , y 1 ), (x 1 +1, y 2 ) , . . . , (x 1 +9, y 10 ). The first column describes the estimator, where the index i varies in each as i = 2, . . . , 9. For example, (p 1 , p i , p i+1 ) denotes the estimator M = {(p 1 , p 2 , p 3 ), (p 1 , p 3 , p 4 ), . . .,  (p 1 , p 9 , p 10 ) )}. The estimator called iterative subdivision is constructed by iteratively subdividing the curve into shorter curves as follows: M = {(p 1 , p 5 , p 10 ), (p 1 , p 3 , p 5 ),  (p 5 , p 7 , p 10 ), (p 1 , p 2 , p 3 ), . . ., (p 7 , p 9 , p 10 ) )}. For M 7 , the index varies from i = 3 to i = 8, and also (1, 2, 3) is included.
The first two estimators are general in the sense that they assume all points are known from the start. The estimators M 3 , . . ., M 7 can be used in incremental algorithms, where only one point at a time is added to a small curve, while each time the fitting cost is evaluated. For curve segmentation the incremental algorithms are the most interesting. The estimator M 4 ∪ M 5 use the conditions of both M 4 and M 5 to estimate the fitting cost. Columns 2 to 5 shows the worst case behavior γ( M, τ, ) for each estimator as computed by Proposition 2. Column 6 shows the estimated cost for the curve shown in Figure 1 . Columns 7 and 8 are discussed in Section 4. ( M, τ, ) of an estimator depends strongly on the ratio between the thickness τ and the connectivity constraint . In fact, although according to the first column M 4 performs much better than M 5 for arbitrary points sets, the last columns 4 and 5 show that when we impose the topological constraint = 1, M 5 is better than M 4 . The reason can be understood as follows. The estimator M 4 compares the y-coordinate of the new point p i+1 with the y-coordinates of the points p 1 and p i . However, if we impose the topological condition that the difference between the y-coordinates of subsequent points is never larger than one, then this topological condition coincides almost completely with the condition that is being verified by the estimator M 4 , and therefore M 4 has less value.
The best estimator is M 1 , which performs well for curves and for disconnected point sets. However, M 1 is not suited for curve segmentation. The best estimator for curve segmentation is M 7 , if we assume that the curves are either 4-or 8-connected. It makes sense to combine several estimators. The overall performance of estimator M 4 ∪ M 5 ∪ M 6 ∪ M 7 is better than the performance of its parts. The drawback is that the combined estimator evaluates four times more conditions than for example M 5 . Nonetheless, the time complexity of this combined estimator is still O(N ), where N denotes the number of points on the segment, as we use 4 elemental subsets to examine the fitting cost for each new point. Table 1 . Table 2 shows the results for fitting cost estimators that estimate the cost of fitting a quadratic polynomial to a curve. As for line fitting, the ratio of the thickness τ and the topological constraint plays an important role. The first column describes the kind of estimator, where the index i varies in each as i = 3, . . . , 9. Note that the topological constraints play an even larger role for quadratic fitting than for straight fitting. The requirement that a parabolic segment is connected already imposes strong restrictions.
Quadratic fitting cost estimators

Curve segmentation
To illustrate the fitting cost estimators we discuss the decomposition of a digitized curve into digital straight or parabolic segments. For Table 1 and 2 we made the assumption that the curve consists of subsequent points with x-coordinates that increase regularly. In the general case, a curve can be quite different and subsequent points may have the same x-coordinate, e.g., (x 1 , y 1 ), (x 1 + 1, y 2 ), (x 1 + 1, y 3 ), (x 1 + 2, y 4 ), . . .. Without restriction, Proposition 2 can also be used to find good estimators for this case, by using an appropriate form for the curve C and its elemental subsets. The number of possibilities is unlimited, however, and for each possible configuration of x-coordinates we will find other values for γ ( M, τ, ) . The examples show that the best estimators of Table 1 and 2 also perform well for more general curve segments.
To find digital straight curve segments of S of maximal length, we use a simple linear-time algorithm. Each time a new point is added, we perform elemental fits to verify whether the enlarged segment is still straight. Since we estimate the fitting cost (instead of computing it exactly), the algorithm that we propose is not error-free. However, since an upper bound for the fitting cost is known instead of obtaining segments of thickness ≤ τ , in the worst case we have segments of thickness ≤ γ()τ . In fact, average case behavior will be much better than worst case behavior. Figure 2 shows the results for a more complex curve. Column 7 in Table 1 shows the maximal thickness of the segments when the curve in Figure 2 (a) is segmented using the corresponding estimator for τ = 1. For perfect estimates the values in column 7 should not exceed 1. For curves where all x-coordinates are distinct and do not differ by more than one, the values should be less than γ( M1, 1). This is not always the case since the topology of the curve can be different, as mentioned previously. Column 8 gives the average thickness of the segments, which shows that the average estimates are better than the worst case estimates. Figure 3 shows the result of quadratic segment growers for plant leafs. One possible goal of splitting the contour of a plant into segments is to locate the feature points that can be used for matching, i.e. the sharp corners of the leaf. Figure 3 values for the thickness τ . For this kind of curve quadratic fitting remains more accurate for all thicknesses.
Concluding remarks
We have applied constructive fitting techniques to develop segment growing algorithms for the segmentation of curves. The idea is actually very simple. When extending a curve C k with a new point p k it is not necessary to compare the point with the entire curve C k . Instead it suffices to compare the point with one or more elemental subsets. Thus the time complexity of the contour growing process is greatly reduced, and the algorithm is simple enough to be implementable on dedicated hardware. The major challenge is how to choose the subsets so that the estimation of the fitting is as reliable as possible. Theoretical results allow us to select the elemental subsets in an optimal fashion. To be specific, there is a performance parameter γ() that allows us to quantify the quality of the subsets. In this work we have shown that the choice of the subsets depends on the allowed thickness of the contour and the connectivity constraints. The emphasis in this paper was on how to develop computationally efficient segmentation algorithms through variable order fitting algorithms. However, also the robust estimation of curve or surface parameters may benefit from fast variable order fitting [8, 14] . Table 1 with allowed thickness τ = 1, (c) segmentation by quadratic segment grower M1 ∪ . . . ∪ M5 also with allowed thickness τ = 1, of Table  2 , (d) the same segments as in (c), but now also the parabolas are shown and the endpoints of the segments. Table 1 with allowed thicknesses τ = 2, 4, 8, respectively.
