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Data consumers, data providers and data market owners participate in data markets.
Data providers collect, clean and trade data. In this thesis, we study the quality and price
of data. More specifically, we study how to improve data quality through conditioning, and
the relationship between quality and price of data.
In order to improve data quality (more specifically, accuracy) by adding constraints or
information, we study the conditioning problem. A probabilistic database denotes a set of
non-probabilistic databases called possible worlds, each of which has a probability. This
is often a compact way to represent uncertain data. In addition, direct observations and
general knowledge, in the form of constraints, help in refining the probabilities of the pos-
sible worlds, and possibly ruling out some of them. Enforcing such constraints on the set
of the possible worlds of a probabilistic database, obtaining a subset of the possible worlds
which are valid under the given constraints, and refining the probability of each valid pos-
sible world to be the conditional probability of the possible world when the constraints are
true, is called conditioning the probabilistic database. The conditioning problem is to find
a new probabilistic database that denotes the valid possible worlds, with respect to the con-
straints, with their new probabilities. We propose a framework for representing conditioned
probabilistic (relational and XML) data. Unfortunately, the general conditioning problem
involves the simplification of general Boolean expressions and is NP-hard. Specific prac-
tical families of constraints are thus identified, for which efficient algorithms to perform
conditioning are devised and presented.
Data providers and data consumers expect the price of data to be commensurate with
its quality. We study the relationship between quality and price of data. We separate the
cases wherein data consumers request data items directly, and those in which data con-
sumers specify the parts of data they are interested in by issuing queries. For pricing data
items, we propose a pricing framework in which data consumers can trade data quality for
vi
discounted prices. For pricing queries, we propose a pricing framework to define, compute
and estimate the prices of queries.
For pricing data items, we propose a theoretical and practical pricing framework for
a data market in which data consumers can trade data quality for discounted prices. In
most data markets, prices are prescribed and not negotiable, and give access to the best
data quality that the data provider can achieve. Instead, we consider a model in which data
quality can be traded for discounted prices: “what you pay for is what you get”. A data
consumer proposes a price for the data that she requests. If the price is less than the price
set by the data provider, then she will possibly get a lower-quality version of the requested
data. The data market owners negotiate the pricing schemes with the data providers. They
implement these schemes for generating lower-quality versions of the requested data. We
propose a theoretical and practical pricing framework with algorithms for relational data
and XML data respectively. Firstly, in the framework for pricing relational data, “data
quality” refers to data accuracy. The data value published is randomly determined from a
probability distribution. The distribution is computed such that its distance to the actual
value is commensurate with the discount. The published value comes with a guarantee on
the probability of being the exact value. The probability is also commensurate with the
discount. We present and formalize the principles that a healthy data market should meet
for such a transaction. Two ancillary functions are defined and the algorithms that compute
the approximate value from the proposed price, using these functions, are described. We
prove that the functions and the algorithms meet the required principles. Secondly, in the
framework for pricing XML data, “data quality” refers to data completeness. In our setting,
the data provider offers an XML document, and sets both the price of the document and a
weight for each node of the document, depending on its potential worth. The data consumer
proposes a price. If the proposed price is lower than that of the entire document, then the
data consumer receives a sample, i.e., a random rooted subtree of the document whose
selection depends on the discounted price and the weight of nodes. By requesting several
vii
samples, the data consumer can iteratively explore the data in the document. The uniform
random sampling of a rooted subtree with prescribed weight is unfortunately intractable.
However, it is possible to identify several practical cases that are tractable. The first case
is a uniform random sampling of a rooted subtree with prescribed size; the second case
restricts to binary weights. For both these practical cases, polynomial-time algorithms are
presented, with an explanation for how they can be integrated into an iterative exploratory
sampling approach.
We study the problem of defining and computing the prices of queries for cases wherein
data consumers request for data in forms of queries. A generic query pricing model which
is based on minimal provenances, i.e., minimal sets of tuples contributing to the query result
(which can be viewed as the quality of the query result) is proposed. A data consumer has
to pay for the tuples that her query needs to produce the query result: “what you pay for
is what you get”. If a query needs higher-quality (namely higher-price) tuples, the price
of this query should be higher. The proposed model fulfills desirable properties, such as
contribution monotonicity, bounded-price and contribution arbitrage-freedom. It is found
that computing the exact price of a query in our pricing model is NP-hard, and a baseline
algorithm to compute the exact price of a query is presented. Several heuristics are devised,
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A market or a marketplace is a physical or virtual place for the exchange of goods and
services between suppliers and consumers. One crucial question for marketplaces, is how
to define the price of goods, to be fair for both purchasers and sellers. This is a long-
standing dilemma in economics and business. Pricing is the process of determining what a
supplier will receive in exchange for her goods or services.
There are various pricing strategies, such as cost-based pricing (i.e., based on the
cost of products), value-based pricing (i.e., based on the consumers’ willingness-to-pay),
competition-based pricing (i.e., based on competitors’ prices), market-based pricing (i.e.,
based on what providers think the market will accept). We review cost-based pricing and
value-based pricing in detail. Before that, some economics terminologies are clarified as
follows.
Total costs refer to the addition of fixed costs and variable costs. Fixed costs are busi-
ness expenses that are not dependent on the level or amount of goods and services produced,
such as salaries or rents. Marginal cost is the change in the total cost that arises when the
1
Chapter 1. Introduction
quantity produced increases by one. Variable costs are the sum of the marginal costs over
all the products. The average cost of a product is the average value of the total costs over
all the products.
Cost-based pricing uses the costs of products as the basis for pricing a product, which
includes the average cost and an additional amount of profit. For instance, if the average
cost (including fixed and marginal cost) of a product is c, and the provider wants to get
a 30% return on sales, then the price of such a product is c1−0.3 . In cost-based pricing,
prices are easy to calculate and flexible. However, it does not consider demand (i.e., prices
influence demand).
Value-based pricing sets prices on the value perceived or estimated according to the
consumers (namely, what consumers are willing to pay), rather than the cost of the pro-
ducts. In value-based pricing, the providers understand consumers better and give con-
sumers what they want. However, it takes a lot of time studying consumers’ requirements
and needs.
Information goods are the products that can be digitalized (e.g., e-books, movies, TV
channels, software, programs, data, etc). Information goods can be easily replicated and
distributed. The cost of creating the first copy dominates the total cost, since the marginal
cost is negligible. Moreover, unlike conventional goods, information goods have no capac-
ity constraints, i.e., the more copies produced, the less the average cost is. This is not true
for conventional goods: the marginal cost goes up when the quantity produced reaches the
capacity.
What are the suitable pricing strategies in markets for information goods? As argued in
[Shapiro and Varian, 1998], cost-based pricing does not work because of the extremely low
marginal cost. The average cost of an information good is low when the quantity produced
is large, in which case cost-based pricing sets a low price for such a product, because cost-
based pricing sets the price as the addition of the average cost and an additional amount
of profit which is a proportion of the average cost. Competition-based pricing does not
2
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work neither: “Nor can you set prices according to the competition – that is a sure road to
ruin” ([Shapiro and Varian, 1998]). An easily-understood example is presented in [Varian,
1995].
The value of an information good is not based on the cost of producing it. Instead,
it comes from the information that the good brings to the data consumers. Hal R.Varian
argues that value-based pricing is the only viable pricing strategy for information goods:
“The only viable strategy is to set prices according to the value a customer places on the
information” ([Shapiro and Varian, 1998]).
However, in a market, different consumers have different willingness-to-pay for an
information good.
• A data consumer, who has a low budget for the requested information good, may
offer a low willingness-to-pay.
• A data consumer, who wants to explore a small part of the information good before
deciding whether she buys the entire good, may offer a low willingness-to-pay.
• A data consumer may not offer a high willingness-to-pay if the usage of the informa-
tion good exceeds her needs.
Because of the extremely low average cost of an information good, providers gain more
profits if more copies of the information good are sold. An ideal and simple value-based
pricing scheme is one where the provider can sell the information good to each consumer
at a different price, according to her willingness-to-pay. However, consumers with a higher
willingness-to-pay, who end up paying more for the information good, would be annoyed
about paying more than others for the same information good. This strategy finally alienates
many consumers from the provider.
One way to adjust this value-based pricing scheme is “bundling” – by “bundling” a
large number of information goods and selling them for a fixed price. The “bundling” stra-
3
Chapter 1. Introduction
tegy works because predicting consumers’ willingness-to-pay for a bundle of information
goods is easier than predicting their willingness-to-pay for individual information goods.
We primarily discuss another way to adjust this simple value-based pricing scheme, which
is “versioning” ([Shapiro and Varian, 1998]): “degrade the quality of the product offered to
the consumers with a low willingness-to-pay”. This strategy is suitable for pricing informa-
tion goods because the cost of degrading one’s information goods to create a lower-quality
version can be negligible. In the following studies, key problems studied are: in order to
maximize profit, how many versions are needed, what are the prices for individual ver-
sions? [Shapiro and Varian, 1998; Varian, 1995] and the following studies focus on pricing
informatics service (for instance, filtering advertisement, private chatting, user interface,
etc) and information goods other than data (for instance, software, program, etc). As an
important factor in versioning, the quality of information goods is not formally defined
by Hal R.Varian, although one can argue that the quality dimensions are different, over
different information goods.
As a kind of information goods, data has value. This is particularly evident and docu-
mented in both economics and science. In the economics community, Brynjolfsson et al.
remark, in [Brynjolfsson et al., 2011], that “Organizational judgment is currently under-
going a fundamental change, from a reliance of a leader’s human intuition to a data based
analysis”. They conducted a study of 179 large publicly traded firms showing that those
adopting data-driven decision-making increased output and productivity beyond what can
be explained by traditional factors and by IT usage alone. In the science community,
data is taking such a prominent place that Jim Gray argues that: “The techniques and
technologies for such data-intensive science are so different that it is worth distinguishing
data-intensive science from computational science as a new, fourth paradigm for scientific
exploration.” [Hey et al., 2009]
As argued by Balazinska, Suciu and their co-authors in [Balazinska et al., 2011], data
is being bought and sold. Electronic data marketplaces are being designed and deployed.
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Independent data providers, such as Aggdata [LLC, 2012], Microsoft’s Azure Market-
Place [Microsoft, 2012], Intelius [INTELIUS, 2013] and Weather Unlocked [WeatherUn-
locked, 2014], aggregate data and organize their online distribution. A data marketplace is
a virtual place of gathering for data providers and data consumers to purchase and sell data.
The three participants within a data market are data providers, data market owners and data
consumers ([Muschalle et al., 2012]). Data providers bring data to the market and set its
full price. Data consumers buy data from the market. A data market owner is a broker. She
negotiates the pricing schemes with data providers and manages the market infrastructure
that facilitates the transactions between data providers and data consumers.
In the pricing schemes considered in the data market literature (e.g., [Koutris et al.,
2012a; Koutris et al., 2012b; Koutris et al., 2013; Kushal et al., 2012; Li and Miklau, 2012;
Bhargava and Sundaresan, 2003; Kushal et al., 2012; Birnbaum and Jaffe, 2007]), prices
are prescribed unilaterally and not negotiable, and give access to the best data quality that
the data provider can achieve. Yet, the idea of generating different versions of data for
data consumers with different willingness-to-pay is not considered in existing data pricing
frameworks. If we want to devise a data pricing scheme based on the concept of “version-
ing”, we have to study the relationship between quality and price of data. The concept
of versioning (“degrade the quality of the product offered to the consumers with a low
willingness-to-pay”) suggests that data quality is an important factor for pricing data and
there is a positive correlation between quality and price of data. Still, we have to answer
the following two questions (1) what is the price of a specific version of the original data
according to its quality, (2) which is the version of the original data that corresponds to the
consumer’s willingness-to-pay. First of all, what is data quality?
R.Y. Wang and other co-authors define different dimensions to assess data quality
[Wang and Strong, 1996; Pipino et al., 2002]. They identify four categories for the defined
dimensions, which are intrinsic data quality dimensions (believability, objectivity, accu-
racy, reputation), contextual data quality dimensions (value-added, relevancy, timeliness,
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ease of operation, appropriate amount of data, completeness), representational data quality
dimensions (interpretability, ease of understanding, concise representation, consistent rep-
resentation) and accessibility data quality dimensions (accessibility, security). “Poor data
quality can have substantial social and economic impacts” [Wang and Strong, 1996]. R.Y.
Wang also gives examples [Wang and Strong, 1996]: “A big New York bank found that the
data in its credit-risk management database were only 60 percent complete, necessitating
double-checking by anyone using it. A major manufacturing company found that it could
not access all sales data for a single customer because many different customer numbers
were assigned to represent the same customer”.
Based on these observations, we aim to devise a pricing framework in which, if the
data consumer’s willingness-to-pay is less than the full price of the requested data, a lower-
quality version of the requested data, where the quality is commensurate with the proposed
price, is returned to the data consumer. In this framework, data quality can be traded
for discounted prices. The idea is explored further in Section 1.2.2. We present several
examples to illustrate the basic idea of our framework.
• Weather Unlocked [WeatherUnlocked, 2014] sells weather data. A data set contains
weather information of the countries in Asia, including detailed temperatures. For a
data consumer whose proposed price is lower than the full price of this data set, we
may return a lower-quality version of the data set, e.g., another data set that describes
weather using fuzzy words (e.g., “hot”, “very hot”, “cold” etc). In this example, the
data quality dimension refers to accuracy.
• “SG NextBus” (an phone application) owns data sets of the arrival time of buses
at different bus stops. One data set contains the arrival time of bus No.151 at bus
stops. The arrival time reported by this data set differs from the actual arrival time
by less than half a minute. For a data consumer whose proposed price is lower than
the full price of this data set, we may return a lower-quality version of the data set,
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e.g., another data set that contains the arrival time of bus No.151 that differs from the
actual arrival time by less than 2 minutes. In this example, the data quality dimension
refers to accuracy.
• A data set records quotations in the NASDAQ stock market that are 5 minutes old.
For a data consumer whose proposed price is lower than the full price of this data
set, we may return a lower-quality version of the data set, e.g., another data set that
contains quotations in the NASDAQ stock market that are 10 minutes old. In this
example, the data quality dimension refers to timeliness.
• Multiple websites record the currency exchange rate between SGD and RMB on 18th
June, 2013. Yahoo reports a rate of 1 SGD to 4.8781 RMB, while another website
of “MEIJING TRAVEL BLOG” reports a rate of 1 SGD to 4.8702 RMB. To most
people, the Yahoo website is more trustworthy than a blog. For a data consumer
whose proposed price is lower than the full price of the information of the exchange
rate reported in Yahoo, we may return a lower-quality version of this information,
e.g., the exchange rate reported in “MEIJING TRAVEL BLOG”. In this example,
the data quality dimension refers to reputation.
• Intelius [INTELIUS, 2013] sells personal data. A data set contains personal infor-
mation about “Full name, DOB, Criminal check, Marriage & divorce”. For a data
consumer whose proposed price is lower than the full price of this data set, we may
return a lower-quality version of the data set, e.g., another data set that contains only
“Full name, DOB”. In this example, the data quality dimension refers to complete-
ness.
If the consumer is only interested in parts of a data set (namely, trading completeness for
a discount), an option is to allow her to specify which parts of the data set she is interested
in. This amounts to allowing the consumer to specify a query on the data set being sold.
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Before returning the query result to the data consumer, the data provider charges for the
query. The price of the query should reflect the quality of the query result. The quality of
the query result is affected by (1) the amount of the data items needed to answer the query
and (2) the quality of the data items needed to answer the query (the quality of a data item
is defined as its price). One strategy of pricing queries is to define the price of a query
as the aggregation of the prices of the data items needed to produce the query result. We
consider the research problem of proposing a pricing framework to charge for queries on
relational data, and expand more on this in Section 1.2.3.
Data consumers offer lower willingness-to-pay for a lower-quality version of data.
In contrast, data providers may provide higher-quality versions of data to gain higher
willingness-to-pay from data consumers. In order to improve data quality, data providers
clean data before selling it. There exist some data providers that supply free data (e.g.,
Data.gov, which is a website of the U.S. government). Some data providers earn money by
first analyzing data or cleaning data, then selling data at higher prices (e.g., Data Publica).
As stated by Koch and Olteanu in [Koch and Olteanu, 2008]: “in data cleaning, it is only
natural to start with an uncertain database and clean it – reduce uncertainty – by adding
constraints or additional information”. The reason for starting with an uncertain database
is that data may be uncertain because of the extraction, collection and integration process in
modern applications. For instance, sensor data are uncertain because of sensor imprecision,
network delay and even human error. In addition, further uncertainty may be imposed by
data integration (e.g., imprecision in entity resolution), data collection (e.g., conflicting or
inaccurate information from multiple data sources). Traditional databases are not suitable
for such applications because traditional databases assume that the stored data items are
correct and complete. To deal with data uncertainty, uncertain databases are introduced.
In uncertain databases, each data item is associated with a probability value or a Boolean
formula, representing how much we believe that this data item is correct.
As a way to clean uncertain data, Koch and Olteanu name the process of adding con-
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straints or additional information to uncertain databases “conditioning”. During the con-
ditioning process, the probabilities or the associated formulae of data items are refined
according to additional information or constraints. In this way, data uncertainty is “san-
itized” due to knowing extra information. Therefore, data accuracy (which is one of the
data quality dimensions) is improved. We consider the research problem of conditioning
probabilistic databases in this thesis and also expand more in Section 1.2.1.
1.2 Research Problems
In this section, we identify and study the research problems that are brought up by the
previous section.
1.2.1 Conditioning
We study how to improve data accuracy (which is a dimension to assess data quality) by
conditioning. As stated by Koch and Olteanu in [Koch and Olteanu, 2008]: “in data clean-
ing, it is only natural to start with an uncertain database and clean it – reduce uncertainty –
by adding constraints or additional information”. An uncertain database (namely, a prob-
abilistic database) denotes a set of deterministic databases, called possible worlds, each of
which has a probability. Enforcing such constraints on the set of the possible worlds of
a given probabilistic database, obtaining a subset of the possible worlds, which are valid
under the given constraints, and refining the probability of each valid possible world as the
conditional probability of the possible world when the constraints are true, is called condi-
tioning the probabilistic database. The conditioning problem is to find a new probabilistic
database that denotes the valid possible worlds, with respect to the constraints, with their
new probabilities. Conditioning is a way to clean data, because conditioning reduces data
uncertainty by ruling out the invalid possible worlds and refining the probabilities of the
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valid possible worlds with respect to the constraints.
We use an example to illustrate the conditioning problem. Let us consider the example
of face recognition in social networks. Social networks such as Facebook and Flickr store
digital photographs for users. Facebook provides the functionality of face detection, i.e.,
when a user moves the mouse over a person’s face in her photograph, a box shows up
to highlight the face. Automatic face recognition is not yet supported in current social
networks, but we can expect that it will soon be a standard feature for better or for worse.
Let us consider that there is an automatic face recognition system for social networks. For
each photograph, one or more bounding boxes represent faces, using face detection. The
face recognition system recognizes whose face it is in each box. The face recognition
information cannot be modeled by a traditional relational database, since we also store the
confidence of recognizing a face for each box in a photograph (the stored data may not
be correct). We use a probabilistic database to store such information. The uncertainty 1
(confidence) of the face recognition information is represented by the Boolean expressions
and probabilities associated with the Boolean events in these expressions. The Boolean
expression associated with a tuple, as shown in column exp of Table 1.1, is interpreted
as the condition for the tuple to be correct. The probability associated with a Boolean
event, as shown in Table 1.2, is interpreted as the probability of the event to be true. The
probabilities of the Boolean events induce the probabilities of the tuples to be correct.
For instance, t1 is correct if its associated formula e1 is true. This probabilistic database
(Table 1.1 and Table 1.2) represents 24 = 16 deterministic databases, each of which is called
a possible world. The probabilities of all the possible worlds add up to 1. For instance,
when e1 = e2 = e3 = e4 = true, the corresponding possible world is the one including
t1, t2, t3, t4, and the probability of this possible world is p(e1)× p(e2)× p(e3)× p(e4) = 9100 .
More details about probabilistic databases are presented in Section 2.1.
1Uncertainty could be quantified in various ways, for instance using ranks, reliability and trust or simply multiplicity of the sources.
This issue is orthogonal to the contributions and is not further discussed.
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tid image id box id Face exp
t1 image 1 box 1 Rachel e1
t2 image 1 box 2 Chandler e2
t3 image 3 box 1 Joey e3
t4 image 3 box 2 Joey e4






Table 1.2: probabilities of Boolean events
Let us consider the additional knowledge that a person can be in a photograph at most
once. This constraint implies that t3 and t4 cannot exist at the same time. Conditioning
the probabilistic database with this constraint should have the effect of filtering out those
possible worlds that do not satisfy this constraint. Table 1.3 presents the four possible
worlds that do not satisfy this constraint. The conditioned probabilistic database is obtained
by removing these four possible worlds.
tid image id box id Face
t3 image 3 box 1 Joey
t4 image 3 box 2 Joey
tid image id box id Face
t1 image 1 box 1 Rachel
t3 image 3 box 1 Joey
t4 image 3 box 2 Joey
tid image id box id Face
t2 image 1 box 2 Chandler
t3 image 3 box 1 Joey
t4 image 3 box 2 Joey
tid image id box id Face
t1 image 1 box 1 Rachel
t2 image 1 box 2 Chandler
t3 image 3 box 1 Joey
t4 image 3 box 2 Joey
Table 1.3: Four possible worlds which do not satisfy the constraint
The probabilities of the remaining possible worlds have to be refined, as they add up to
1− 310 = 710 ( 310 is the sum of probabilities of the four removed possible worlds) but not to
1.
The probabilities of the remaining possible worlds in the conditioned probabilistic
database are conditional probabilities in the same sample space. They are computed using
Bayes’ Theorem. Let pwd denote a possible world of the original probabilistic database.
Let p(pwd) denote the probability of the possible world pwd in the original probabilis-
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tic database. Let p′(pwd) denote the probability of the possible world pwd in the con-
ditioned probabilistic database on the constraint C. The Bayesian equation tells us that
p(pwd ∧C) = p(pwd|C)× p(C), where p(C) is the sum of the probabilities of those pos-
sible worlds that satisfy C. It is defined that p′(pwd) = p(pwd|C). Therefore p′(pwd) =
p(pwd∧C)
p(C) . We can compute the new probabilities of the remaining possible worlds after
conditioning now. In the example, let us consider the remaining possible world in which t1,
t2 and t3 exist. The probability of this possible world in the original probabilistic database
is p(pwd) = p(e1)× p(e2)× p(e3)× (1− p(e4)) = 350 . The probability of this possible






The conditioning problem is to find a probabilistic database which represents the set
of the valid possible worlds according to the given constraint, with their new probabilities.
Table 1.4 and Table 1.5 present the probabilistic database after conditioning. The quality
of the probabilistic database after conditioning is higher than the one before conditioning,
since conditioning filters four impossible possible worlds (in Table 1.3) and cleans the data.
tid image id box id Face exp
t1 image 1 box 1 Rachel e1
t2 image 1 box 2 Chandler e2
t3 image 3 box 1 Joey e′3
t4 image 3 box 2 Joey ¬e′3∧ e′4






Table 1.5: probability of variables
Koch and Olteanu state in [Koch and Olteanu, 2008] that the conditioning problem in
the presence of any constraints is closely related to the problem of computing exact confi-
dence of a Boolean formula, which is known to be an NP-hard problem. To the best of our
knowledge, [Koch and Olteanu, 2008] is the only existing work studying the conditioning
problem in probabilistic relational data, and it focuses on general constraints. However, for
some practical and special classes of constraints, the conditioning problem is tractable and
can be solved efficiently.
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As we can see, the conditioning problem in probabilistic relational data is already a
challenge, but in some cases probabilistic relational data models are not expressive enough.
A probabilistic relational model captures only the uncertainty in data values, while prob-
abilistic XML, as a hierarchical data model, captures the uncertainty in both values and
structure. The uncertainty in data structure introduces new challenges for the conditioning
problem. So far as we know, there is no research work on conditioning probabilistic XML
data.
In Chapter 3, we study the general conditioning problem in both probabilistic relational
data and probabilistic XML data. Moreover, we also identify practical and special classes
of constraints for which we devise and present PTIME algorithms to perform conditioning.
1.2.2 Data Pricing
In the pricing schemes considered in data pricing literature (e.g., [Bhargava and Sundare-
san, 2003; Kushal et al., 2012; Birnbaum and Jaffe, 2007]), prices are prescribed and non-
negotiable. A data consumer is able to purchase data only if her willingness-to-pay is not
less than the price of the requested data. If her willingness-to-pay is less than the price of
the requested data, her request is rejected.
To the best of our knowledge, the idea of generating different versions of data for data
consumers with different willingness-to-pay is not considered in the existing data pricing
frameworks, as we have seen in Section 1.1. We aim to propose a framework in which
one can trade data quality for a discounted price. That is to say, if a data consumer offers
partial payment, she receives a lower-quality version of the requested data. We propose
such a framework for pricing relational data in which we consider data accuracy as the data
quality dimension in Section 4.1. Based on a similar idea, we propose a framework for




If the consumer is only interested in parts of a data set (namely, trading completeness for a
discount), one option is to allow her to specify which parts of the data set she is interested
in. This amounts to allowing the consumer to specify a query on the data set being sold.
Before returning query result to the data consumer, the data provider charges for the query.
The price of the query should reflect the quality of the query result. The quality of the
query result is affected by (1) the amount of the data items needed to answer the query and
(2) the quality of the data items needed to answer the query (the quality of a data item may
be defined as its price). One strategy of pricing queries is to define the price of a query as
the aggregation of the prices of the data items needed to produce the query result.
The authors of [Koutris et al., 2012a; Koutris et al., 2013; Koutris et al., 2012b] propose
a pricing model that defines the price of an arbitrary query as the minimum sum of the prices
of views that can determine the query on the current database, where the prices of a set of
pre-defined views are set by the data provider. The model is flexible since it explicitly
allows the combination of views while preventing arbitrage, but it only allows the data
consumer to buy the requested query if the data consumer pays the full price for it. They
show that in many cases, although computing price according to their pricing function is
intractable, in practice the prices of many queries can be efficiently computed using ILP
solvers. The authors of [Li et al., 2012] adapt the model proposed in [Koutris et al., 2012a;
Koutris et al., 2013; Koutris et al., 2012b] to allow partial payment of a query, for privacy
concern. They propose a theoretic framework to assign prices to noisy query answers, as
a function of a query and standard deviation. For the same query, the more accurate the
answer is, the more expensive the query is. If a data consumer cannot afford the price of a
query, she can choose to tolerate a higher standard deviation to lower the price.
The common aspect of the frameworks proposed in [Koutris et al., 2012a; Koutris et
al., 2013; Li et al., 2012; Koutris et al., 2012b] is that data providers set prices for a
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set of pre-defined views. Although the set of views that are needed to answer the query
with their prices can be viewed as the quality of the query result, the view granularity
might be too coarse for many applications. Even though, in principle, the view-level model
can degenerate to a tuple-level model in which each tuple is a view, such an approach
raises serious scalability issues. Moreover, when tuples in a view come from multiple data
providers, it is difficult to set an agreeable price for this view and to distribute the revenue
of selling the view to different data providers. However, in the tuple-level model, such
difficulties do not arise, since a tuple belongs to a single provider so that the data provider
determines its price and gets the revenue.
To the best of our knowledge, there is no query pricing model in tuple granularity. In
Section 4.3, we propose a generic tuple-level query pricing model that is based on minimal
provenances, i.e., minimal sets of tuples contributing to the result of a query.
1.3 Contributions
After identifying the research problems in the previous section, the contributions achieved
in this thesis are summarized here. To identify the contributions from this thesis, we present
Figure 1.1. Our contributions are identified in red in Figure 1.1. Under the research topic of
this thesis, we study several intractable problems. Besides providing the hardness results,
we study these hard problems by identifying tractable cases and presenting polynomial-
time algorithms, or seeking heuristics to approximate solutions.
In order to sell data at higher prices, data providers may clean the data to improve data
quality before selling them. In Chapter 3, we study the conditioning problem because it is a
way to clean uncertain data, that is, improve data quality (more specifically, data accuracy),
as shown in Figure 1.1.
We propose a model for representing conditioned probabilistic (relational and XML)









Figure 1.1: The big picture of the contributions of this thesis
straints rather than treating them as add-ons. We define the conditioning problem in our
proposed data model and prove that for every consistent probabilistic database, there exists
an equivalent unconstrained probabilistic database. Unfortunately, the general condition-
ing problem involves the simplification of general Boolean expressions and is NP-hard, as
shown in [Koch and Olteanu, 2008]. We study the tractability of the general conditioning
problem (in terms of time complexity) and compactness of representation of an uncon-
strained probabilistic database equivalent to a constrained one. There are some specific
practical families of constraints for which we can devise PTIME algorithms to perform
conditioning. We identify three such classes, namely mutually exclusive constraints and
implication constraints in probabilistic relational data and mutually exclusive constraints
in probabilistic XML data, and present the corresponding PTIME conditioning algorithms.
A mutually exclusive constraint in probabilistic relational data is one that gives mutual ex-
clusiveness over a set of tuples. An implication constraint in probabilistic relational data
is defined as implication semantics from a set of tuples to another set of tuples. A mutual-
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ly exclusive constraint in probabilistic XML data gives mutual exclusiveness over a set of
nodes.
Data providers and data consumers expect the price of data to be commensurate with
its quality, therefore in Chapter 4 we study the relationship between quality and price of
data: “what you pay for is what you get”, as shown in Figure 1.1. We separate the cases
in which data consumers request data items directly, and those in which data consumers
specify the parts of data they are interested in by issuing queries.
For pricing data items, we introduce the idea of “version” (namely, generate a lower-
quality version of data for a data consumer with lower willingness-to-pay), which is not
considered in the current data pricing literature. In most data markets, prices are pre-
scribed and not negotiable, and give access to the best data quality that the data provider
can achieve. Instead, we consider a model in which data quality can be traded for discount-
ed prices: “what you pay for is what you get”. A data consumer proposes a price for the
requested data. If the proposed price is less than the price set by the data provider, then
she gets a lower-quality version of the requested data. The data market owners negotiate
the pricing schemes with the data providers. We propose a theoretical and practical pricing
framework with the algorithms for relational data and XML data respectively.
In Section 4.1, we propose a framework for pricing relational data in which “data qual-
ity” refers to data accuracy. We propose to realize the trade-off between data accuracy and
price in data market. We propose a framework for pricing the accuracy of relational data.
In our framework, the data value provided to a data consumer is exact if she offers the full
price for it. The returned data value is approximate if she offers to pay only a discounted
price. In the case of a discounted price, the data value published is randomly determined
from a probability distribution. We define a pricing function for pricing such a distribution
based on its distance to the actual value. The published value comes with a guarantee on
the probability of being the exact value. We also define a pricing function for such a prob-
ability guarantee based on the probability value. The principles that a healthy data market
17
Chapter 1. Introduction
should meet for such a transaction are presented and formalized. Algorithms to compute a
satisfactory probability distribution (from which the published value is sampled) with the
help of the two defined pricing functions, given a proposed price by the data consumer, are
proposed.
In Section 4.2, a framework for pricing XML data in which “data quality” refers to data
completeness is proposed. The framework is based on uniform sampling of rooted subtrees
with prescribed weight in weighted XML documents. It is shown that the general uniform
sampling problem in weighted XML trees is intractable. In this light, two restrictions are
proposed: sampling based on the number of nodes, and sampling when weights are bina-
ry (i.e., weights are 0 or 1). We show that both restrictions are tractable by presenting a
polynomial-time algorithm for uniform sampling based on the size of a rooted subtree, or
on 0/1-weights. The framework is then extended to the case of repeated sampling request-
s, where the data consumer is not charged twice for the same nodes. Again, we obtain
tractability when the weight of a subtree is equivalent to its size.
In Section 4.3, we study the problem of defining and computing the prices of queries for
the case wherein data consumers specify the parts of data they are interested in by issuing
queries. In response to the observation that the view granularity may be too coarse for some
applications, a query pricing model with tuple granularity is proposed. More specifically,
our model assigns a price to each tuple in the database and charges for the query based
on minimal provenances, i.e., minimal sets of tuples contributing to the result of a query,
which can be viewed as the quality of the query result. A data consumer has to pay for the
tuples that her query needs to produce the query result: “what you pay for is what you get”.
We leverage and extend the notion of data provenance, to track the tuples that are needed
to produce the query result. We show that the proposed pricing function fulfills desirable
properties such as contribution monotonicity, bounded-price and contribution arbitrage-
freedom. In general, computing the exact price of a query using our pricing function is
intractable. A baseline algorithm is presented for the computation of the exact price of a
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query. Several generic algorithms using different heuristics are devised. Their performance
and scalability is evaluated and compared to those of the baseline algorithm. Two classes
of queries are identified, for which the exact price computation is tractable.
1.4 Organization
The rest of this thesis is organized as follows. We review related work on probabilistic
data models, the conditioning problem and data pricing in Chapter 2. Chapter 3 presents
a framework for representing conditioned probabilistic relational and probabilistic XML
data and identifies special and practical families of constraints for which the conditioning
problem can be solved efficiently. The relationship between quality and price of data is
studied in Chapter 4. More specifically, a relational data pricing model is proposed, in
which accuracy can be traded for discounted prices, to return an approximate version of the
requested data according to the data consumer’s proposed price in Section 4.1. Similarly in
Section 4.2, an XML data pricing framework is proposed, in which data completeness can
be traded for discounted prices. In Section 4.3, we propose a query pricing model to define
the price of a query as the price of the cheapest set of tuples that are needed to produce the





In this chapter, we analyze and synthesize the related work on conditioning probabilistic
data and on data pricing. Before that, we revisit the existing probabilistic data models.
2.1 Probabilistic Data Models
Probabilistic data models are proposed to represent a probability distribution over a finite
set of deterministic databases, namely possible worlds. Each possible world is associated
with a probability, representing its confidence to be actual. The sum of probabilities of all
the possible worlds is 1. A straightforward probabilistic data model is created by storing
all the possible worlds. However, this straightforward model takes up too much space as
the number of possible worlds may be huge. A reasonable probabilistic data model should
be compact. As stated in [Amarilli and Senellart, 2013; Abiteboul et al., 2009], proba-
bilistic data models usually strike a balance between expressiveness (ability to represent as
many kinds of probability distributions over possible worlds as possible) and computational
complexity (tractability of operations on the models).
In this section, we review probabilistic relational data models and probabilistic XML
data models separately.
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tid image id box id Face probability
t1 image 1 box 1 Rachel 0.1
t2 image 1 box 2 Chandler 0.2
t3 image 3 box 1 Joey 0.3
t4 image 3 box 2 Joey 0.4
Table 2.1: A probabilistic database in PrTPLmux
2.1.1 Probabilistic Relational Data Models
Probabilistic relational data models can be classified into two classes: tuple-level mod-
els and attribute-level models. Granularity of uncertainty differs between the two classes
of models. We use PrTPLX to denote a tuple-level model, where X ⊆ {mux, ind,fie}
represents different distributions which can be represented by the model. The meaning of
mux, ind and fie will be explained in detail later. Accordingly, we use PrATRX to represent
an attribute-level model.
2.1.1.1 Tuple-Level Models
2.1.1.1.1 The tuple-mutually-exclusive model One simple idea to define a prob-
abilistic relational model is the tuple-mutually-exclusive model ([Pittarelli, 1994; Cavallo
and Pittarelli, 1987]). In this model, a probabilistic database is an ordinary database where
each tuple is associated with a probability of being actual. Each tuple is mutually exclusive
to any other tuple in the same probabilistic relation. The sum of probabilities of all the tu-
ples in a probabilistic relation is 1. We represent this model as PrTPLmux. Adapting from
Table 1.1, Table 2.1 (with the mutual exclusiveness semantics) is a probabilistic database
in PrTPLmux.
This model is suitable for storing a single uncertain object in a relation. It requires
several relations for several objects. This model is not very expressive, since it can only
express mutual exclusiveness over the tuples. Other dependencies over the tuples (e.g.,
every tuple is independent of the others) cannot be expressed in this model.
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2.1.1.1.2 The tuple-independent model In the tuple-independent model PrTPLind
([Dalvi and Suciu, 2004]), a probabilistic database is an ordinary database where each
tuple is associated with a probability of being actual, independent from any other tuple.
For a tuple ti, its probability is p(ti). For a possible world D, its probability is ∏ti∈D p(ti) ·
∏ti /∈D(1− p(ti)). There are 2n possible worlds (where n is the number of tuples). The sum
of their probabilities is 1.
This model is not very expressive because it can only express independent semantics
over the tuples. Other dependencies over the tuples are not possible to express in this
model. As an example, Table 2.1 with the independent semantics is a probabilistic database
in PrTPLind. Note that PrTPLind does not require the sum of probabilities of all the tuples
in a probabilistic relation to be 1.
2.1.1.1.3 The block-independent-disjoint model Mixing PrTPLmux and PrTPLind
results in the block-independent-disjoint model ([Dey and Sarkar, 1998; Re and Suciu,
2007; Agrawal et al., 2006]), represented as PrTPLmux,ind: tuples within a block are mu-
tually exclusive, while tuples across different blocks are independent. In this thesis, some-
times we call such a block as an “X-tuple” (the same as in [Agrawal et al., 2006]).
There is a special attribute K (possible world key) used to group tuples. Tuples in the
same group share the same K value, while tuples in different groups have different K values.
Each tuple ti is associated with a probability p(ti) of being actual. The sum of probabilities
of tuples in a group (namely an X-tuple) is not larger than 1, i.e.,∑ti[K]=k p(ti)6 1. This sum
value being less than 1 means that at most one tuple in this X-tuple is actual in a possible
world; while this value being equal to 1 means that exactly one tuple in this X-tuple is
actual in a possible world.
For a possible world D, its probability is ∏ti∈D p(ti) ·∏∀t∈D,t[K]6=k(1−∑ti[K]=k p(ti)).
This formula is interpreted as follows. The probabilities of the existing tuples in D are
multiplied, because they are independent (all the existing tuples in D come from different
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tid K image id box id Face probability
t1 1 image 1 box 1 Rachel 0.1
t2 1 image 1 box 2 Chandler 0.8
t3 2 image 3 box 1 Joey 0.6
t4 2 image 3 box 2 Joey 0.4
Table 2.2: A probabilistic database in PrTPLmux,ind
X-tuples). If there exists some X-tuple, of which there is no tuple in D, compute the
probability that all the tuples in this X-tuple are not actual. The sum of probabilities of all
the possible worlds is 1.
Table 2.2 is a probabilistic database in PrTPLmux,ind. There are two X-tuples: t1, t2
belong to an X-tuple, and t3, t4 belong to the other X-tuple. The sum of probabilities of
t1, t2 is 0.9, which means that it is possible that neither of them is actual. The sum of
probabilities of t3, t4 is 1, implying that one of them must be actual. The probability of a
possible world consisting of t1, t3, is p(t1)× p(t3) = 0.1×0.6 = 0.06. For another possible
world consisting of only t4, its probability is (1−0.1−0.8)×0.4 = 0.04.
This model is able to express the mutual exclusiveness and independence over the tu-
ples, hence the expressiveness of PrTPLmux,ind is stronger than PrTPLmux and PrTPLind.
However, it is still not the most expressive model, since the dependencies over the tuples,
other than mutual exclusiveness and independence, are not possible in this model.
2.1.1.1.4 The tuple-formula model The most expressive model is PrTPLfie (e.g.,
[Fuhr and Ro¨lleke, 1997; Dalvi and Suciu, 2004; Fink et al., 2011]), where fie stands for
formula of independent events. In this model, each tuple is associated with a Boolean
formula constructed from Boolean events using operators ∧,∨,¬. Boolean events are in-
dependent and associated with probabilities of being true. A tuple is actual if its associated
formula is evaluated to be true. Assume that tuple ti is associated with f (ti). The proba-
bility of ti being actual is the probability of f (ti) being true. The probability of a possible
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id A B
1 0.4 [a1] 0.5 [b1]
0.6 [a2] 0.5 [b2]
2 0.3 [a1] 0.8 [b1]
0.7 [a2] 0.2 [b2]
Table 2.3: A probabilistic database in PrATRmux,ind
world D is the probability of (
∧
ti∈D f (ti))∧ (
∧
ti /∈D¬ f (ti)) being true.
Two probabilistic relational databases in Chapter 1 (Table 1.1 with Table 1.2, and Table
1.4 with Table 1.5) are in this model. Let us take the latter one as an example. t4 is actual
if ¬e′3∧ e′4 is true. The probability of t4 being actual is (1− 27)× 35 = 37 . The probability
of the possible world consisting of t1, t3 is the probability of e1 ∧¬e2 ∧ e′3 ∧¬(¬e′3 ∧ e′4),
which is 12 × (1− 35)× 27 = 235 .
It is not hard to see that any probability distribution over a finite set of possible worlds
can be modeled by PrTPLfie. In particular, two independent tuples can be modeled by
associating two independent events e1 and e2, while two mutually exclusive tuples can be
modeled by associating e1 and ¬e1. PrTPLfie is the most expressive tuple-level model. We
adapt this model for studying the conditioning problem in probabilistic relational data in
Chapter 3.
2.1.1.2 Attribute-Level Models
2.1.1.2.1 The attribute-independent-disjoint model In the attribute-independent-
disjoint model PrATRmux,ind ([Barbara´ et al., 1992]), attributes are assumed to be indepen-
dent. For an attribute of a tuple, there exist multiple possible mutually exclusive values, the
sum of whose probabilities is not larger than 1. Tuples are also independent.
Table 2.3 is a probabilistic database in PrATRmux,ind. It stores two tuples, with id 1 and
2. These two tuple exist for sure. The A and B values of these two tuples are uncertain.
For example, the probability that A value of tuple with id 1 being a1 is 0.4, and being a2 is
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0.6 (a1,a2 are mutually exclusive). Attribute B is also probabilistic but independent of A.
Since the attributes are independent, the probability of tuple with id 1 being (1,a1,b2) is
0.4×0.5 = 0.2, and the probability of tuple with id 2 being (2,a1,b2) is 0.3×0.2 = 0.06.
Because of the independence of tuples, the probability of the possible world consisting of
tuple (1,a1,b2) and (2,a1,b2) is 0.2×0.06 = 0.012.
2.1.1.2.2 The attribute-formula model The attribute-formula model PrATRfie ([An-
tova et al., 2008]) is more powerful than PrATRmux,ind. It is similar to PrTPLfie, expect that
the formula is associated with individual sets of attributes separately in PrATRfie. In this
model, a formula is a conjunction of events. An event is in the form x 7→ i, where x is a vari-
able, and i is a constant. Two events are independent if they have different left-hand-sides,
e.g., x 7→ 1 and y 7→ 2 are independent. Two events are mutually exclusive if they have
the same left-hand-side but different right-hand-sides, e.g., x 7→ 1 and x 7→ 2 are mutually
exclusive. Different values of an attribute with the same key are associated with mutually
exclusive events. For a tuple, values of a set of attributes are actual if its associated formula
is evaluated to be true. A tuple is actual if the conjunct of formula of all its attribute values
is evaluated to be true.
A probabilistic database in PrATRfie is represented in Table 2.4, Table 2.5 and Table
2.6. Table 2.4 manages the uncertainty of values in attribute A, while Table 2.5 represents
the uncertainty of values in attribute B. There are two tuples with id 1 and with id 2
respectively. Tuple (1,a1,b1) is actual when x 7→ 1 is true, i.e., its probability is 0.3. Tuple
(1,a1,b2) is never actual because x 7→ 1∧x 7→ 2 is always false (they are mutually exclusive
events). Similarly, the possible world consisting of (1,a1,b1) and (2,a2,b2) is actual if
x 7→ 1∧ y 7→ 2∧ z 7→ 2 is evaluated to be true, i.e., its probability is 0.3×0.6×0.5 = 0.09.
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id A formula
1 a1 x 7→ 1
1 a2 x 7→ 2
2 a1 y 7→ 1
2 a2 y 7→ 2
Table 2.4: For attribute A
id B formula
1 b1 x 7→ 1
1 b2 x 7→ 2
2 b1 z 7→ 1
2 b2 z 7→ 2
Table 2.5: For attribute B
Boolean event probability
x 7→ 1 0.3
x 7→ 2 0.7
y 7→ 1 0.4
y 7→ 2 0.6
z 7→ 1 0.5
z 7→ 2 0.5
Table 2.6: probability of variables
2.1.2 Probabilistic XML Data Models
XML, which stands for eXtensible Markup Language, is a kind of markup language used
for displaying data. Owing to the increasing web exploitation of XML, it has recently
gained unparalleled attention as a standard data representation for data exchange and data
management.





<Name> Hong Kong </Name>
<Container throughput>
<2007> 23.998 million TEUs </2007>
<2008> 24.494 million TEUs </2008>





<Geometric coordinates> 31°15′N,121°35′E </Geometric coordinates>
</Port>
</Ports>
Introduction Related work methodology conclusion
Figure 2.1: A sample XML document
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Introduction Related work methodology conclusion
Figure 2.2: An example of an XML tree representation
Figure 2.1 and Figure 2.2 represent the same information (i.e., port information). Fig-
ure 2.1 is an XML document while Figure 2.2 is the tree representation of Figure 2.1.
In the XML document in Figure 2.1, there are two ports with different data struc-
tures. The first port (Hong Kong port) contains information about the name and container
throughput, while the second port (Shanghai port) contains information about the name and
geometric coordinates. If we use a relational data model to integrate these two ports, we
have to build up a new schema in order to satisfy the all the structural requirements. Now
that we are using XML, we can combine the two pieces of information directly.
As shown in Figure 2.2, an XML document can be modeled as a labeled tree where each
node in the tree represents an element in the corresponding XML document, and each node
is labeled with a tag name of the element. Each edge of the tree represents a hierarchical
relationship between two elements.
Probabilistic XML data models represent a probability distribution over a space of ordi-
nary XML documents. As XML has a flexible structure, probabilistic XML data models
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also share this advantage. In probabilistic relational models, we can only assign probabil-
ities to data values since the structure is already fixed by schemas. In probabilistic XML
models, we can not only assign probabilities to data values, but also assign them to the
structure, which means that both content and structure can be uncertain.
A specific probabilistic XML model is a mechanism to define distribution in terms of
a probabilistic process, which generates a random document (namely, an ordinary XML
document). We use a probabilistic document (sometimes we call it a p-document) to repre-
sent the space of ordinary documents which the probabilistic XML model refers to. There
are two types of nodes in probabilistic documents: regular XML nodes and distributional
nodes. Distributional nodes do not appear in ordinary XML documents, and they are used
to specify a distribution over the subsets of their children. In other words, distributional
nodes are only used for defining the process of generating random documents.
Figure 2.3 is a probabilistic XML document. In this example, the only distributional
node is of the mux variety, which stands for mutually exclusive.
Abiteboul et al. [Abiteboul et al., 2009] survey different probabilistic XML data models
that have been proposed in the literature. These models differ in terms of the distributional
nodes that they consider: mutually exclusive choices, independent choices, explicit choices
and conjunction of independent events. Later there is a fifth one, proposed after [Abiteboul
et al., 2009], namely formula of independent events. We summarize them in Table 2.7. The
first column enumerates the types of distributional nodes, the second column contains the
descriptions of distributional nodes, third column formulates distributional nodes, and the
last column lists some constraints.
A probabilistic XML model differentiates itself from others by using different sets
of distributional nodes. We denote a probabilistic XML data model as PrXMLX , where
X ⊆ {mux, ind,exp,cie,fie}. We review the most common studied models in this section.
Following [Abiteboul et al., 2009], we refer to these models according to the distributional
nodes that they consider.
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Figure 2.3: A probabilistic XML document
2.1.2.1 PrXMLmux, PrXMLind, PrXMLmux,ind and PrXMLexp
PrXMLmux ([Nierman and Jagadish, 2002; Kharlamov and Senellart, 2011]), PrXMLind,
PrXMLmux,ind (e.g., [Nierman and Jagadish, 2002; Cohen et al., 2008; van Keulen et al.,
2005]) and PrXMLexp ([Hung et al., 2003b; Hung et al., 2003a]) are models of local de-
pendency. In local dependency models, a distributional node chooses a subset of children
independent from choices of other distribution nodes, i.e., the choices made for distribu-
tional nodes are locally dependent.
In local dependency models, there are two steps for a probabilistic document to gener-
ate a random ordinary document. The first step is to choose one subset of children for each
distributional node according to its type. All unchosen children and their descendants of
distributional nodes are deleted. The second step is to delete all distributional nodes, and
treat the children of distributional nodes as the children of the lowest ancestor of the distri-
butional nodes. The outcome of these two steps is an XML document (namely a possible
29
Chapter 2. Related Work
type description formulation constraint
ind each child is chosen indepen-
dently of the other children
child c is selected with proba-
bility p(c); the probability of
choosing a set children C is
∏c∈C p(c)∏c/∈C(1− p(c))
none
mux at most one child ci can be se-
lected
child ci is selected with probability
p(ci)
∑ki=1 p(ci)6 1
exp a set of children Ci is selected a set of children Ci is selected with
probability p(Ci)
∑li=1 p(Ci)=1
cie a child is selected if the corre-
sponding conjunction is true
assign a conjunction of independen-
t Boolean variables e1...em to each
child, and also specify the probabil-
ity p(ei) that ei is true
none
fie a child is selected if the corre-
sponding formula is true
assign a formula of independen-
t Boolean variables e1...em to each
child, and also specify the probabil-
ity p(ei) that ei is true
none
Table 2.7: Five types of distributional nodes
world), and its probability is the multiplication of probabilities of the selected subsets of
children of distributional nodes. Multiple outcomes may lead to the same possible world,
therefore the probability of an XML document is the sum of probabilities of all outcomes
leading to it.
2.1.2.2 PrXMLcie and PrXMLfie
PrXMLcie [Abiteboul and Senellart, 2006] and PrXMLfie [Kharlamov et al., 2010] are glob-
al dependency models handling in addition long-distance dependencies between nodes –
the aforementioned two models support local dependencies as in the first family of prob-
abilistic XML models. Instead of assigning probability values directly to children or sets
of children of distributional nodes, PrXMLcie and PrXMLfie attach conjunctions of inde-
pendent events and formulae of independent events to them, respectively. Each event rep-
resents a Boolean random variable with a probability of being true. Different distributional
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nodes can share common events. Therefore, the choice of a distributional node might also
correlate with the choices of some other distributional nodes. The process of generating a
possible world from a p-document in PrXMLcie or PrXMLfie is to draw the truth value of
each Boolean event according to its probability in an independent manner, and select the
children of distributional nodes for which the associated Boolean formulae are evaluated to
be true. The probability of this outcome is the probability of the corresponding assignment
of events. The probability of a possible world is the sum of probabilities of all outcomes
leading to it. Note that PrXMLcie p-documents belong also to PrXMLfie but there is no
efficient translation from the latter to the former [Kharlamov et al., 2010].
PrXMLfie has been shown in [Kharlamov et al., 2010] to be the most expressive and
succinct probabilistic XML model in the literature. We adapt this model for studying the
conditioning problem in probabilistic XML data in Chapter 3.
2.2 Conditioning
As stated by Koch and Olteanu in [Koch and Olteanu, 2008]: “in data cleaning, it is only
natural to start with an uncertain database and clean it – reduce uncertainty – by adding
constraints or additional information”. The authors consider conditioning a probabilis-
tic database with a general constraint as a cleaning operation to clean the probabilistic
database. They use the attribute-level model of [Antova et al., 2008] for representing prob-
abilistic relational data. Conditioning a probabilistic database with a constraint is done by
removing all the possible worlds that do not satisfy the given constraint, and refining the
probability of each remaining possible world as the conditional probability of the possible
world when the constraint is true. The conditioning problem is to find such a probabilistic
database that represents the valid possible worlds that satisfy the given constraint, with their
new probabilities. A more detailed example is available in Section 1.2.1. A straightforward
way of doing this is to multiply the probabilities of remaining possible worlds by the recip-
31
Chapter 2. Related Work
rocal of the probability of the constraint. However, it requires individual consideration of
each possible world and the data representation is not compact. The authors of [Koch and
Olteanu, 2008] propose a smarter algorithm to achieve this purpose. They adapt algorithms
and heuristics for Boolean validity checking and simplification. The conditioning prob-
lem for general constraints is NP-hard since the exact probability computation of a general
Boolean formula is an NP-hard problem. They claim that their study is the first to study
the conditioning problem in probabilistic relational databases, followed by our framework
in Chapter 3. To the best of our knowledge, there is no other work studying this problem.
The problem of the evaluation of constraints in probabilistic XML has only been inves-
tigated in [Cohen et al., 2008]. Given a probabilistic XML document and a specific con-
straint in a pre-defined language, Cohen et al. study in [Cohen et al., 2008] three problems:
constraint satisfaction, query evaluation, and sampling. They do not consider, however,
how to enforce the constraints into the probabilistic XML document, so that possible wor-
lds of the updated probabilistic XML document always satisfy the constraints, which is
what we have done and will present in Chapter 3. The reason for this, is that they are re-
stricted to a local dependency probabilistic XML model, i.e., PrXMLmux,ind. In this model,
materializing constraints which imply global dependencies would result in an exponential
blow-up even in very simple cases.
Updating is also related to conditioning. In [Kharlamov et al., 2010], the authors define
the semantics of two elementary kinds of updates, insertions and deletions, using a locator
query1. The main result of this study is that PrXMLfie is efficient for these classes of
updates. The problem of updating probabilistic XML is relevant to conditioning in the
sense that insertion is actually specifying that certain nodes or subtrees should be there
(their corresponding formulae should be true) and deletion is specifying that some nodes
or subtrees should not be there (their corresponding formulae should be false). However,
updating is not able to deal with other constraints as considered in conditioning.
1A locator query is a tree-pattern query specifying the nodes where the update is to be performed.
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In Chapter 3, we study the conditioning problem as defined in [Koch and Olteanu,
2008], but in our proposed extended PrTPLfie and PrXMLfie data models. Due to the in-
tractability of the general conditioning problem, we present several families of practical
constraints such that the conditioning problem can be solved in polynomial time.
2.3 Data Pricing
Researchers study the prices of services, resources and other information goods (e.g., [B-
hargava and Sundaresan, 2003; Durkee, 2010; Upadhyaya et al., 2012; Pu¨schel and Neu-
mann, 2009; Pu¨schel et al., 2009; Wu and Banker, 2010; Varian, 1995; Shapiro and Varian,
1998]). In this section, we focus on research works studying the price of data. We cate-
gorize the related works based on two dimensions. One dimension categorizes the works
as data-based pricing or query-based pricing. Data-based pricing defines the prices of data
items, while query-based pricing defines the prices of queries. The concern of the other
dimension is that whether a framework allows that data consumers’ willingness-to-pay is
less than the full price of a data item or a query, which means that a data consumer is free
to propose any price for the data items or query that she requests.
The authors of [Muschalle et al., 2012] survey existing pricing strategies, such as free,
usage-based prices, package pricing, flat fee tariffs, two-part tariffs and freemium models.
In the paper, the authors define seven types of beneficiaries, such as analysts, application
vendors, developers of data associated algorithms, data providers, consultants, licensing
and certification entities, and data market owners. Commercial data providers provide data
to data markets and get paid (the payment can be decided by data-based pricing schemes).
Analysts, application vendors and developers of data associated algorithms provide ad-hoc
queries, precompiled queries, algorithms and applications to data markets and get paid (the
payment can be decided by query-based pricing schemes).
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2.3.1 Price of Data
In the pricing schemes considered in data-based pricing literature (e.g., [Kushal et al., 2012;
Birnbaum and Jaffe, 2007]), prices are prescribed and not negotiable.
The authors of [Birnbaum and Jaffe, 2007] model the data aggregation problem as
follows. A data consumer aims to get a table of data, which contains n rows and m columns.
These pieces of data are distributed among different data providers. Each data provider sets
a unified price for all her owned tuples. Several variants of the data aggregation problem
are considered in the paper. One of them is to limit the budget and maximize the sum of
prices of rows that she has purchased completely.
The model of [Birnbaum and Jaffe, 2007] assumes that data providers set an arbitrary
price for their data. The authors of [Kushal et al., 2012] study approaches for data providers
to price their data for profit maximization. They consider both the unit and batch pricing
schemes, and are concerned about being arbitrage free, diminishing returns, consumer buy-
ing power and competition. “Arbitrage free” ensures that the price of the union should be
not larger than the sum of prices of the individuals. “Diminishing returns” requires that the
price should vary sub-linearly with the number of units sold. “Consumer buying power” re-
quires that the pricing model should be close to the data consumers’ maximum willingness-
to-pay. “Competition” considers competitors who are selling overlapping records in their
data sets.
However, neither of them consider the idea of “versioning” (i.e., generating different
versions of data for data consumers with different willingness-to-pay) while designing their
pricing schemes. We will present a framework in which one can trade data quality for a
discounted price, in Section 4.1 and Section 4.2. Basically, if a data consumer offers a
partial payment, she receives a lower-quality version of the requested data.
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2.3.2 Price of Query
The authors of [Balazinska et al., 2011] argue that the existing pricing models suffer from
several weaknesses, such as assuming all tuples are of equal value, leading to arbitrage
situations. They discuss some research directions in data markets and are mainly focused
on pricing queries.
The query-based pricing model in [Koutris et al., 2012a] allows the seller to set explicit
prices for only a few views; the price of a query is derived automatically from the explicit
prices of the views. The authors propose a pricing function and prove that it is unique in
satisfying two desirable properties, being both arbitrage-free and discount-free. Informally,
the proposed pricing function defines the price of a query to be the price of the cheapest
set of views which can determine the query on the current database. The same authors
build a practical data pricing system [Koutris et al., 2012b]. They show that in many cases,
computing the price of a query according to their pricing function is intractable. However,
in the following work, Koutris et al. [Koutris et al., 2013] show that in practice the prices
of many queries can be efficiently computed using ILP solvers. Further, they store query
history to avoid double charging if the same query is asked multiple times. They also
present an approach to fairly share the credits when multiple data providers are involved.
Lin and Kifer [Lin and Kifer, 2014] focus on the arbitrage-free property. They inves-
tigate a variety of pricing schemes and propose arbitrage-free pricing functions to avoid
multiple proposed arbitrage situations (the arbitrage situation considered in [Koutris et al.,
2012a; Koutris et al., 2013; Koutris et al., 2012b] is only one of them).
The model in [Li and Miklau, 2012] is similar to the model in [Koutris et al., 2012a;
Koutris et al., 2013; Koutris et al., 2012b] but differs in several aspects. The authors of
[Li and Miklau, 2012] consider linear aggregate queries (not full relational queries) over
a database. They study a different set of properties: being arbitrage-free is considered,
while interactive pricing and regret-free pricing (which are not considered in [Koutris et
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al., 2012a; Koutris et al., 2013; Koutris et al., 2012b]) are also considered. The price of a
query in this model is the price of the cheapest set of views which can determine this query
on any database instances, which is different from the model of [Koutris et al., 2012a;
Koutris et al., 2013; Koutris et al., 2012b] (remember that in the model of [Koutris et al.,
2012a; Koutris et al., 2013; Koutris et al., 2012b], the price of a query depends on not only
the query but also the current database).
As can be observed, these models make an assumption: they return the result of a query
only if data consumers pay the full price of the query. For privacy concerns, the authors of
[Li et al., 2012] allow a partial payment. They propose a theoretic framework (by extending
the models of [Koutris et al., 2012a; Koutris et al., 2013; Li and Miklau, 2012]) to assign
prices to noisy query answers, as a function of a query and standard deviation. For the same
query, the more accurate the answer is, the more expensive the query is. If a data consumer
cannot afford the price of a query, she can choose to tolerate a higher standard deviation to
lower the price.
Note that in all these query-based pricing models, prices are associated with a set of
pre-defined views. However, the view granularity might be too coarse for many appli-
cations. Even though, in principle, the view-level model can degenerate to a tuple-level
model in which each tuple is a view, such an approach raises serious scalability issues.
Moreover, when tuples in a view come from multiple data providers, it is difficult to set an
agreeable price for this view and to distribute the revenue of selling the view to different
data providers. However, in the tuple-level model, such difficulties do not arise, since a
tuple belongs to a single provider so that the data provider determines its price and gets the
revenue. We will present a tuple-level pricing model that defines the price of a query, in





As mentioned in Chapter 1, conditioning improves data quality according to external con-
straints or knowledge. In this chapter, we study the conditioning problem in detail. This
chapter is organized as follows. We give a brief introduction of the conditioning prob-
lem and present the motivation for several special classes of constraints in Section 3.1.
In Section 3.2, we present our probabilistic data model (i.e., probabilistic relational da-
ta model and probabilistic XML data model) with constraints and define the conditioning
problem. For the sake of rigors and generality, we devise a model that natively caters for
constraints rather than treating them as add-ons. As observed in Section 3.3, conditioning
is intractable and obtaining minimal representations relates to long-standing open problems
in circuit complexity, therefore an EXPTIME algorithm is presented for the general case.
Due to the intractability of the general conditioning problem, we focus on the special cases
of mutually exclusive constraints and implication constraints in probabilistic relational and
probabilistic XML data with independent events. In Section 3.4, we present the language
of the constraints considered in this chapter, namely mutually exclusive constraints and im-
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plication constraints. In Section 3.5, constraints considered are formalized and the relevant
part of a probabilistic database according to a constraint is defined in order to simplify the
process of performing conditioning. Devised PTIME conditioning algorithms are present-
ed for the case of mutually exclusive tuple constraints in PrTPLind, implication constraints
in PrTPLind and mutually exclusive constraints in PrXMLind in Section 3.6, Section 3.7 and
Section 3.8, respectively. Moreover, in Section 3.9 the scenario wherein multiple mutually
exclusive constraints and implication constraints need to be handled is discussed. Finally,
our work is concluded in Section 3.10.
3.1 Introduction
Uncertainty of data, in its various forms, naturally arises from such applications as infor-
mation extraction [Chang et al., 2006], information integration [van Keulen et al., 2005;
Dong et al., 2009] and version control [Ba et al., 2013], for instance.
Probabilistic databases address the problem of the management and of the represen-
tation of uncertain data by means of probabilities. A good probabilistic database model
offers a generally compact and easily manageable representation of uncertain data. A prob-
abilistic database instance denotes a set of possible deterministic database instances called
possible worlds, each of which has a probability.
General knowledge, in the form of constraints, can be injected into the database during
a data cleaning process or during an auditing phase by domain experts, for instance. En-
forcing such constraints on the set of the possible worlds of a given probabilistic database,
obtaining a subset of the possible worlds, which are valid with respect to the constraints,
and refining the probability of each valid possible world as the conditional probability of
the possible world when the constraints are true, is called conditioning the probabilistic
database. The conditioning problem is to find a new probabilistic database that denotes the
valid possible worlds (with respect to the constraints) with their new probabilities.
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Probabilistic relational databases represent uncertainty at attribute or tuple level, while
the schema is constrained (as reviewed in Section 2.1). The general conditioning prob-
lem in probabilistic relational databases has been studied in [Koch and Olteanu, 2008].
Koch and Olteanu [Koch and Olteanu, 2008] claim that conditioning probabilistic relation-
al databases is NP-Hard. They present a general but exponential time algorithm as well
as efficient heuristics and decomposition methods. We recognize that the idea of proba-
bilistic databases and the idea of conditioning are borrowed and adapted from concepts and
vocabulary in artificial intelligence research [Nilsson, 1986].
In contrast, probabilistic XML databases [Kimelfeld and Senellart, 2013] leveraging
the schema independence of XML, can represent uncertainty not only in the values but also
in the structure. The concept of p-documents [Abiteboul et al., 2009; Kimelfeld and Senel-
lart, 2013] (short for probabilistic XML documents) is a general framework encompass-
ing various probabilistic XML models from the literature [Nierman and Jagadish, 2002;
van Keulen et al., 2005; Abiteboul and Senellart, 2006; Kharlamov et al., 2010]. It pro-
vides a compact way for representing probabilistic XML databases, that is, a probability
distribution over a set of possible XML documents.
In this chapter, we consider the conditioning problem in both probabilistic relational
and probabilistic XML data with a language of formulae of independent events to express
the probabilistic dependencies among the tuples of the probabilistic relation or among the
nodes of the probabilistic XML tree, respectively. Moreover, the tree-like structure of
XML data and the fact that probabilistic XML captures uncertainty in both values and
structure introduce more interesting challenges for the conditioning problem, compared to
the conditioning problem in the probabilistic relational setting, in which the uncertainty
comes only from values.
For the probabilistic relational setting, we extend the most expressive tuple-level model
PrTPLfie (e.g., [Fuhr and Ro¨lleke, 1997; Green and Tannen, 2006; Fink et al., 2011]).
For the probabilistic XML setting, we extend the most expressive and succinct (update-
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efficient [Kharlamov et al., 2010]) family of p-documents, namely PrXMLfie [Kharlamov et
al., 2010]. In these two most expressive models, each tuple (respectively node) is associated
with a propositional formulae over a set of independent random Boolean variables. We
propose a query language to express our considered constraints.
Due to the intractability of conditioning probabilistic relational databases [Koch and
Olteanu, 2008] and conditioning probabilistic XML data (since there exists a PTIME trans-
formation from a relation to an XML document), we focus on two classes of constraints,
namely mutually exclusive constraints and implication constraints, for which we can devise
PTIME conditioning algorithms. We enumerate the tractable cases as follows.
Mutually exclusive constraints in probabilistic relational databases. In probabilis-
tic relational databases, a mutually exclusive constraint refers to the mutual exclusiveness
among several tuples. Primary key constraints are a kind of mutually exclusive constraints,
i.e., tuples sharing the same key value are mutually exclusive. Actually, a primary key
constraint is a set of mutually exclusive constraints. Functional dependencies are a more
general kind of mutually exclusive constraints, i.e., given a functional dependency A→ B,
tuples sharing the same A value but with different B values are mutually exclusive. Besides
these two well-known constraints in relational databases, some user-specified mutually ex-
clusive constraints are also possible, as shown in Example 3.1. Example 3.1 is the same
example that is previously used in Section 1.2.1. We present it again for ease of reading.
Example 3.1. Let us consider the example of face recognition in social networks. Social
networks such as Facebook and Flickr store digital photographs for users. Facebook pro-
vides the functionality of face detection, i.e., when a user moves the mouse over a person’s
face in her photograph, a box shows up to highlight the face. Automatic face recognition
is not yet supported in current social networks, but we can expect that it will soon be a
standard feature. Let us consider that there is an automatic face recognition system for
social networks. For each photograph, one or more bounding boxes represent faces, us-
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ing face detection. The face recognition system recognizes whose face it is in each box.
The Boolean expression associated with a tuple, as shown in column exp of Table 3.1, is
interpreted as the condition for the tuple to be correct (we ignore the probabilities of the
elementary events for now).
tid image id box id Face exp
t1 image 1 box 1 Rachel e1
t2 image 1 box 2 Chandler e2
t3 image 3 box 1 Joey e3
t4 image 3 box 2 Joey e4
Table 3.1: Face Identifying
Let us consider a constraint that a person can be in a photograph at most once, which
means that t3 and t4 are mutually exclusive.
Implication constraints in probabilistic relational databases. In probabilistic rela-
tional databases, an implication constraint refers to the implication semantics from a set of
tuples to another set of tuples. This kind of constraints can be user-specified constraints.
For instance, in Example 3.1, a user-specified constraint says that Chandler is willing to be
in a photo only if Rachel is in, which means that the existence of t2 implies the existence
of t1.
Generally speaking, in an implication constraint, the logical connection over the tuples
could be AND or OR. In this chapter, we consider the case when both sets of tuples are
logically connected by OR, since it is consistent to the referential constraints. A referential
constraint is presented in the form R[r1 . . .rm] ⊆ S[s1 . . .sn], where R,S are (possibly iden-
tical) relation names, r1 . . .rm is a subset of distinct attribute names of R and s1 . . .sn is a
subset of distinct attribute names of S ([Abiteboul et al., 1995]). A referential constraint is
a foreign key constraint if s1 . . .sn is the primary key of S. A referential constraint in a real-
life example is presented in Example 3.2, showing that a referential constraint is actually a
set of implication constraints.
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Example 3.2. There are two relations: Movies (Table 3.2) and Showings (Table 3.3).
Movies stores a set of movies with movies’ title, director and actors. Showings stores
locations (theater and hall) where movies are shown. Each tuple is associated with an
independent event (we ignore the probabilities of the elementary events for now). There
is a referential constraint saying that all the shown movies must first be produced, i.e.,
Showings[title] ⊆ Movies[title]. This referential constraint suggests two implication con-
straints: (1) the existence of t(a,1) or t(a,2) implies the existence of t(b,3) or t(b,4); (2) the
existence of t(a,3) or t(a,4) implies the existence of t(b,1) or t(b,2).
tid title director actor exp
t(b,1) Hobbit 2 Peter Jackson Martin Freeman e(b,1)
t(b,2) Hobbit 2 Peter Jackson Ian McKellen e(b,2)
t(b,3) Hunger Game 2 Francis Lawrence Jennifer Lawrence e(b,3)
t(b,4) Hunger Game 2 Francis Lawrence Liam Hemsworth e(b,4)
t(b,5) Fast & Furious 7 James Wan Vin Diesel e(b,5)
t(b,6) Fast & Furious 7 James Wan Paul Walker e(b,6)
Table 3.2: Movies
tid theater hall title exp
t(a,1) Golden Village hall 1 Hunger Game 2 e(a,1)
t(a,2) Golden Village hall 2 Hunger Game 2 e(a,2)
t(a,3) Golden Village hall 3 Hobbit 2 e(a,3)
t(a,4) Golden Village hall 4 Hobbit 2 e(a,4)
Table 3.3: Showings
Mutually exclusive constraints in probabilistic XML documents. In probabilistic
XML documents, a mutually exclusive constraint refers to the mutual exclusiveness among
a set of nodes. Due to the relationship of different nodes, we consider four different sub-
classes of mutually exclusive constraints, as illustrated in Example 3.3.
Example 3.3. Consider the PrXMLfie p-document shown in Figure 3.1, which represents
a simple student database. The uncertainty of the values and structure is captured with
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Figure 3.1: Example PrXMLfie p-document: data about students
independent events (we ignore the probabilities of the elementary events for now). The tree
is in PrXMLind. For instance, the probability of event e13 is the probability of the student
represented by the record rooted at node 9 to be called Gary when the parent node, node
12 (and consequently nodes 9 and 0) exists.
The given p-document represents prior knowledge about students and their dependen-
cies. Further new dependencies (which might arise from natural observations and new
constraints) can be used to refine this knowledge. These dependencies map to natural con-
straints over some nodes in the p-document. Here are some examples of such dependencies
representing mutually exclusive constraints:
• Constraint 1 – Mutually Exclusive Siblings (MES): each student has only one name,
i.e., node 5 and 6 are mutually exclusive.
• Constraint 2 – Mutually Exclusive Ancestor-Descendant (MEAD): a student cannot
have a salary, i.e., node 1 and node 7 are mutually exclusive.
• Constraint 3 – Mutually Exclusive Descendance (MED): id is unique, i.e., node 3
and node 11 are mutually exclusive.
• Constraint 4 – MED&AD (combination of MED and MEAD): each student belongs
to at most one department and a department cannot have a president, i.e., node 17,
node 20 and node 23 are mutually exclusive.
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3.2 Proposed Probabilistic Data Model
In this section, we define what is the conditioning problem. Before that we present our
proposed probabilistic relational data model and probabilistic XML data model, which
treat constraints as the first class citizens, rather than add-ons.
3.2.1 Trees and XML documents
Given an unordered, directed tree t, we consider V(t) and E(t) as the set of nodes and
edges of t, respectively – the special node root(t) refers to the root node of this tree. A
given node ni in t has (i) a unique identifier and (ii) a (possibly shared) label which we
denote by label(ni). Any two nodes n1, n2 ∈ V(t) such that (n1,n2) ∈ E(t) are in a parent-
child relationship, that is, n1 is the parent of n2 and n2 is a child of n1. We use parent(n)
to represent the parent of node n. Two nodes n2, n3 are siblings if (n1,n2),(n1,n3) ∈ E(t).
The node n1 is an ancestor of n2 (or n2 is a descendant of n1) if there exists a path from n1
to n2. The parent-child relationship is a special case of ancestor-descendant relationship.
We use path node(ni,n j) to represent the set of nodes along the path from ni to n j, where
ni is an ancestor of n j. Finally, we define LCA(N) as the lowest common ancestor of the
set of nodes N in the tree.
We model an XML document as an unordered directed tree with node labels. Through-
out this chapter, for ease of presentation, we use tree and XML document interchangeably.
3.2.2 Probabilistic Relational and XML Data
A probabilistic relational (respectively XML) database is a collection of deterministic rela-
tional (respectively XML) databases, called possible worlds, together with a probability for
each of these instances to be actual. A probabilistic relational (respectively XML) database
is represented as a set of tuples (respectively an XML document consisting of a set of
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nodes), each of which is associated with a Boolean expression whose truth value deter-
mines the presence or absence of the tuple (respectively node) in the actual instance and
whose probability to be true or false is defined by probabilities associated with the events
of which it is composed. In addition, a formula defines integrity constraints that instances
must verify.
Definition 3.1. (Events, complex events and formulae) Let E be a set of symbols called
events (e). A formula is a complex event (ce), which is a well-formed expression of propo-
sitional logic in which events are propositions: ce = e | ce∨ce | ce∧ce | ce→ ce | ¬ce. We
denote by F(E), the set of formulae formed with the events in E.
Definition 3.2. (Probabilistic Relational Database (respectively Probabilistic XML docu-
ment)) A probabilistic database D is a quintuple 〈D,E, f ,C, p〉: D is a database, E is a set
of events, f is a function from D to F(E), C is an element of F(E) representing a constraint,
and p is a function from E to [0,1].
D is a probabilistic relational database if D is a relational database. f assigns a
formula to every tuple t in D.
D is a probabilistic XML document if D is an XML document. f assigns a formula to
every node n in D.
For ease of presentation, we define an ancillary function F as follows:
when D is a relational database, F(t) = f (t);
when D is an XML document, F(n) =
∧
ni∈path node(root(D),n) f (ni).
Definition 3.3. (Interpretation, model) An interpretation of a formula ce is an assignment
of each event in ce to {true, false}. A model of a formula ce is an interpretation of ce that
makes ce true. The set of models of ce is denoted asM (ce).
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Definition 3.4. (Probability of a formula) Given a probability function p over a set E of










where an assignment e ranges over all the events in ce.
For ease of presentation, in this chapter, we use PrTPLind (respectively, PrTPLfie) to
denote a probabilistic relational data model, such that in a probabilistic relational database
〈D,E, f ,C, p〉, f assigns an independent event (respectively, a formula of events) to each
tuple in D. Similarly, we use PrXMLind (respectively, PrXMLfie) to denote a probabilistic
XML data model, such that in a probabilistic XML document 〈D,E, f ,C, p〉, f assigns an
independent event (respectively, a formula of events) to each node in D.
3.2.3 Possible worlds
A possible world D′ of a probabilistic databaseD is a database such that (1) if z exists in D′,
F(z) is true; (2) if z does not exist in D′, F(z) is false; (3) the constraint C is evaluated to be
true. When D is a probabilistic relational database, z is a tuple; when D is a probabilistic
XML document, z is a node. Note that the function F is defined in Definition 3.2.
Definition 3.5. (Possible Worlds) Let D = 〈D,E, f ,C, p〉 be a probabilistic database. D′ is








We call pD(D′) the probability, p(Z|C), of the possible world D′ in the probabilistic
database D . We call P(D) the set of possible worlds of D .
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Definition 3.6. (Consistency) Let D=〈D,E, f ,C, p〉 be a probabilistic database. D is con-
sistent (resp., inconsistent) if and only if there exists a possible world (resp., there does not
exist a possible world) of D , i.e., P(D) 6= /0 (resp., P(D) = /0).
It is easy to see that consistency only depends on the constraint:
Lemma 3.1. Let D=〈D,E, f ,C, p〉. D is inconsistent if and only if C has no model.
3.2.4 Equivalent probabilistic databases
We introduce an equivalence relation between two probabilistic databases under the possi-
ble world semantics.
Definition 3.7. (World equivalence) Given two probabilistic databasesD1=〈D,E1, f1,C1, p1〉
andD2=〈D,E2, f2,C2, p2〉, we say thatD1 andD2 are world-equivalent, denoted byD1≡w
D2, if and only if
D′ ∈P(D1)⇐⇒ D′ ∈P(D2) and pD1(D′) = pD2(D′).
According to Definition 3.7, ≡w is an equivalence relation, because it is reflexive (i.e.,
D1 ≡w D1), symmetric (i.e., if D1 ≡w D2 then D2 ≡w D1) and transitive (i.e., if D1 ≡w
D2,D2 ≡w D3 then D1 ≡w D3). The proof is rather trivial therefore is omitted here.
A fundamental property, that allows consideration of the conditioning operation, is as
follows:
Theorem 3.1. Let D1 = 〈D,E1, f1,C, p1〉 be a probabilistic database. If D1 is consistent,
then there exists an unconstrained probabilistic database D2 = 〈D,E2, f2, /0, p2〉 such that
D1 ≡w D2.
Proof. We only give the proof for the case that D1,D2 are probabilistic XML documents,
since under our proposed models, a probabilistic relational database can be transformed
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to a probabilistic XML document easily by using the approach in [Amarilli and Senellart,
2013].
This is essentially a corollary of Proposition 5.7 in [Abiteboul et al., 2009] which states
that an arbitrary finite probability distribution over XML documents can be represented by
a probabilistic XML document using mux and det nodes. However, the number of nodes
of the resulting probabilistic XML document is exponentially larger than that of individual
possible worlds because all possible worlds are represented. We give a slightly different
proof, that maintains the same document D (but may introduce exponentially large node
annotations).
We normalize C to be its full disjunctive normal form (an exponential blowup may oc-
cur here) and denote each conjunct by Ki for 16 i6 q. Each conjunct Ki maps to one pos-
sible world pwd(Ki). For each node n ∈ V(D), we need to check whether n is in a possible
world pwd(Ki) by verifying whether the model of Ki is a model of
∧
n′∈path node(root(D),n) f1(n′).
We set f2(n) =
∨
n∈pwd(Ki)Ki. This makes sure that D2 has the same set of possible
worlds as D1. The probability of Ki is defined as p2(Ki) =
p1(Ki)
p(C) . This equation guarantees
that D2 and D1 have the same probability for the same possible world.
Note that the new events Ki’s are mutually exclusive. We can use a set of (q− 1)
independent events ai’s to represent Ki’s, as: K1 = a1,Ki = ¬a1 ∧ ... ∧ ¬ai−1 ∧ ai(i =
2, ...,q− 1),Kq = ¬a1 ∧ ...∧¬aq−1. The probabilities p2(ai), i ∈ [1,q− 1] can be easily
computed by knowing p2(Ki), i ∈ [1,q].
The last step is replacing mutually exclusive events Ki’s by independent events ai’s in
f2. Through the construction above, we obtain D2 such that D1 ≡w D2.
We use a running example to illustrate the constructive proof of Theorem 3.1.
Example 3.4. Consider the probabilistic XML document D1 = 〈D,E1, f1,C, p1〉 presented
on the left-side of Figure 3.2 and its constraint is that only one of node 1,3,5 exists. The
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The first conjunction of C means that node 1 exists and node 3,5 do not. The second
conjunction of C means that node 3 exists and node 1,5 do not. The third conjunction of C
means that node 5 exists while node 1,3 do not.
D1 has eight possible worlds, as presented in Figure 3.3 (ignore the content in the red
boxes for now). Below each possible world, the corresponding assignment over the basic
events in C is presented. We use Ki’s (i ∈ [1,8]) to represent these possible worlds. We aim
to find D2 = 〈D,E2, f2, /0, p2〉 such that D1 ≡w D2. For each node n, construct f2(n) as the






Note that the new events Ki’s are mutually exclusive. We have to replace them by a set









Then we can replace Ki’s in f2(n) by ai’s (we omit this step here). The probabilities of
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(1− p2(a1))p2(a2) = p1(K2)p1(C)
(1− p2(a1))(1− p2(a2))p2(a3) = p1(K3)p1(C)
(1− p2(a1))(1− p2(a2))(1− p2(a3))p2(a4) = p1(K4)p1(C)
(1− p2(a1))(1− p2(a2))(1− p2(a3))(1− p2(a4))p2(a5) = p1(K5)p1(C)
(1− p2(a1))(1− p2(a2))(1− p2(a3))(1− p2(a4))(1− p2(a5))p2(a6) = p1(K6)p1(C)
(1− p2(a1))(1− p2(a2))(1− p2(a3))(1− p2(a4))(1− p2(a5))(1− p2(a6))p2(a7)
= p1(K7)p1(C)
(1− p2(a1))(1− p2(a2))(1− p2(a3))(1− p2(a4))(1− p2(a5))(1− p2(a6))(1− p2(a7))
= p1(K8)p1(C)
where p1(C) = ∑8i=1 p1(Ki). This set of equations surely has a valid solution, but it
introduces potentially exponentially many events and equations.
3.2.5 Conditioning Problem
The conditioning problem is solved by finding a world-equivalent probabilistic database
with empty constraint, given the probabilistic database with a constraint.
Definition 3.8. GivenD1 = 〈D,E1, f1,C, p1〉, the conditioning problem is to find an uncon-
strained probabilistic database D2 = 〈D,E2, f2, /0, p2〉 such that D1 ≡w D2.
The existence of such a probabilistic database with no constraint is a direct consequence
of Theorem 3.1.
Corollary 3.1. Let D1 = 〈D,E1, f1,C, p1〉 be a consistent probabilistic database. The con-
ditioning problem over D1 always has a solution.
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3.3 General case
After defining the conditioning problem in the previous section, we study the general case
of the conditioning problem in this section. General lower and upper bounds are estab-
lished for the conditioning problem. We consider two subproblems: tractability of the
conditioning problem, in terms of time complexity; and compactness of representation of
an unconstrained probabilistic database equivalent to a constrained one.
3.3.1 Time complexity
We first consider the time complexity of the conditioning problem. In the general case
where both the constraint C and formulae associated with tuples or nodes are general el-
ements of F(E), an EXPTIME upper bound is easy to obtain: enumerate all the possible
worlds satisfying C, and construct an unconstrained probabilistic database that consists of
all such possible worlds, with their corresponding refined probabilities.
The conditioning problem is solvable in non-deterministic polynomial-time with access
to an oracle for problems solvable in non-deterministic polynomial-time access to a #P
oracle. That is it is FNPNP
#P
.
• A conditioning algorithm is that givenD1 = 〈D,E1, f1,C1, p1〉, guess a possibleD2 =
〈D,E2, f2, /0, p2〉 and check whether D1 6≡w D2. If the answer is no, the algorithm
returns D2, which is the result of the conditioning problem.
• Next, we devise an algorithm to check whether D1 6≡w D2 in NP#P. The input of this
algorithm is a pair of probabilistic databases D1 and D2. The algorithm guesses a
possible world w of D1, and computes the probabilities p and p′ of w in D1 and D2,
respectively. If p 6= p′, the algorithm returns yes; otherwise the algorithm guesses
another possible world and repeats the same process. If all the possible worlds are
enumerated, the algorithm returns no.
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A slightly more subtle approach that still yields an exponential-time algorithm is intro-
duced in [Koch and Olteanu, 2008]. The algorithm introduced in [Koch and Olteanu, 2008]
is intended to solve the general conditioning problem in probabilistic relational databases.
It relies on the notion of ws-sets (which corresponds, in our terminology, to constraints in
disjunctive normal form) and ws-trees (a tree structure used to compute the probability of
constraints and to perform conditioning). It takes a probabilistic relational database and ws-
sets (i.e., a constraint) as input, and outputs a probabilistic relational database that includes
only the possible worlds in the ws-sets, with the refined probabilities. The correctness of
this algorithm is shown in Theorem 5.3 in [Koch and Olteanu, 2008].
We adapt the algorithm in [Koch and Olteanu, 2008] to solve the general conditioning
problem in probabilistic XML data, as Algorithm 1. Before conditioning, we encode a
probabilistic XML document (D1 = 〈D,E1, f1,C1, p1〉) as a probabilistic relation, by: (1)
constructing a probabilistic relation with only one attribute which stores the identifiers of
the nodes, (2) the formula associated with the tuple representing node n being F1(n) =∧
n′∈path node(root(D),n) f1(n′) (line 2 in Algorithm 1). This probabilistic relation gives the
probabilistic conditions of all the nodes in the probabilistic XML documentD1. The parent-
child relationship in D1 is reflected in the formulae of the probabilistic relation. We use
the conditioning algorithm in [Koch and Olteanu, 2008] (line 3 in Algorithm 1) in this
probabilistic relational setting.
The exponential-time running time (i.e., O(2nm) where n is the number of events in E1,
m is the number of tuples or nodes in D) is a direct consequence of the running time of
the conditioning algorithm of [Koch and Olteanu, 2008]. We show the correctness of this
algorithm:
Proposition 3.1. Algorithm 1 solves the conditioning problem, as long as the input docu-
ment is consistent.
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Algorithm 1: General conditioning algorithm for probabilistic XML data
Data: D1 = 〈D,E1, f1,C1, p1〉
Result: D2 = 〈D,E2, f2, /0, p2〉 such that D1 ≡w D2
1 foreach node n in breadth-first-traversal of D do
2 F1(n)←∧n′∈path node(root(D),n) f1(n′);
3 F2, p2←result of the conditioning algorithm in [Koch and Olteanu, 2008] applied
with F1(n) as the formula of the tuple representing node n;
4 foreach node n in breadth-first-traversal of D do
5 Let αn such that F2(n) = F2(parent(n))∧αn;
6 f2(n)← αn;





















′). Similarly, ∀D′ ∈P(D1), we have pD1(D′) = pD2(D′).
Conditioning still requires checking the consistency. This operation itself is actually
intractable for any non-trivial query, which leaves little hope of having a polynomial-time
conditioning algorithm in the general case where the formulae of tuples and nodes are
arbitrary (which correspond to PrTPLfie and PrXMLfie models).
Proposition 3.2. Checking the consistency of the constraint obtained by any satisfiable no-
de (respectively tuple) existence query Q over a probabilistic XML document (respectively
probabilistic relational database) is NP-hard.
Proof. We simply reduce from SAT1. Let ϕ be an arbitrary propositional formula. We
1SAT stands for boolean satisfiability problem. It is the problem of determining if there exists a model of a given Boolean formula.
It is the first known NP-complete problem , as proven in [Cook, 1971].
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consider a deterministic model of the query Q (supposed to exist as the query is satisfiable),
where the target node (respectively target tuple) of the query is annotated with ϕ and all
the other nodes (respectively all the other tuples) are annotated with true. Then the global
constraint is ϕ and thanks to Lemma 3.1, checking the consistency amounts to checking
the satisfiability of ϕ .
The conditioning problem is fixed-parameter tractable with the number of events in the
given database. If the number of events in the database is small, the conditioning problem
can be solved efficiently.
3.3.2 Compactness of representation
We now turn to the compactness of the conditioned probabilistic databases. Does there
always exist an unconstrained probabilistic database that has a comparable size to the input
database? We first show thanks to a simple counting argument, that if constraints are com-
pletely arbitrary and their size is not counted as part of the input, conditioning can result in
exponential size:





such that every unconstrained probabilistic databaseD2 = 〈D,E2, f2, /0, p2〉 withD1≡wD2
satisfies ∑z∈D | f2(z)|=Ω(2k).
Proof. When D1 is a probabilistic relational database, z is a tuple. For a fixed k, D is a
database with k distinct tuples, each of them being annotated with an independent event ei,
each having probability 12 .
When D1 is a probabilistic XML document, z is a node. For a fixed k, D is a tree with k
distinct children, each of them being annotated with an independent event ei, each having
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probability 12 .
There are 2k possible worlds for 〈D,E1, f1, /0, p1〉. There are therefore 22k − 1 consis-
tent probabilistic databases of the form 〈D,E1, f1,C, p1〉 when C varies. Necessarily, it is
not possible to describe each of these probabilistic databases using o(2k) bits for all such
constraints.
Assuming the constraint is not part of the input, or the query that generated the con-
straint, can be completely arbitrary, is unreasonable however. What we want is to limit the
expressiveness by considering a fixed query language (such as the ones in Section 3.4) and
determine whether a blowup can occur when conditioning, for this query language. The
following result relates this problem to a long-standing open problem:
Proposition 3.4. Assume that there exists an NP-definable query Q satisfying the follow-
ing: for all k > 1 there is a probabilistic database D1 of size k constrained by Q such that
no unconstrained probabilistic database D2 having the same set of possible worlds has
representation size in O(k2). Then there exists an NP problem for which all circuits are
supra-linear.
When D1 is a probabilistic relational database, D1 can always be taken to be indepen-
dent events on all tuples. When D1 is a probabilistic XML document, D1 can always be
taken to be of depth 1 with independent events on all nodes.
Proof. We only prove the case of conditioning probabilistic XML documents. The proof
for the case of conditioning probabilistic relational databases is very similar therefore is
omitted.
We assume by contraposition that all NP problems have linear-sized circuits.
Let L be the language of an arbitrary NP problem, and (Ck)k>1 the corresponding fami-
ly of linear-sized circuit; we fix an arbitrary instance size k> 1. LetD1 be a p-document of
depth 1 and k nodes n1, . . .nk, with independent events (ei)16i6k on all nodes, correspond-
ing to the inputs of the circuit Ck, and let Q be a query that expresses the NP problem over
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this document (the result of the query is true in a possible world of D1 if and only if the
circuit evaluates to true for the corresponding valuation of its inputs).
Since D1 is consistent, it has at least one possible world. Let S be the set of events ei
that are true in one such possible world.
We use the folklore trick of coding circuits to Boolean expressions linear in the size of
the circuit [Papadimitriou, 1994]. Let ϕ be the corresponding encoding of Ck as a Boolean
expression. We take for D2 a p-document with the same structure as D1 and with node ni
annotated with condition ei∧ϕ if ei 6∈ S, and (ei∧ϕ)∨¬ϕ otherwise. Since D2 is of the
same structure size as D1, and each of its node is annotated with a linear-sized formula, it
has representation size quadratic in k. Observe that D2 has exactly the same set of possible
worlds as the conditioning ofD1 by Q (in particular, when ϕ is not satisfied by a valuation,
we obtain a valid possible world).
The existence of an NP (or even PTIME) problem with a supra-linear circuit is a long-
standing open problem [Kannan, 1982] that has potential applications to the P/NP prob-
lem [Allender, 2008].
There is therefore little hope to find reasonable queries that would force a blowup worse
than quadratic of any unconstrained probabilistic database having the same set of possible
worlds. However, note that having the same set of possible worlds is not enough: one also
needs to get the right probability distributions. There are cases where an unconstrained
probabilistic database has the same set of possible worlds, but is not world-equivalent:
Example 3.5. Consider the probabilistic XML document D1 presented on the left-side of
Figure 3.2 and its constraint is that only one of node 1,3,5 exists. The probabilistic XML
document D2 is on the right-side of Figure 3.2.
D1 and D2 have the same set of possible worlds as presented in Figure 3.3. The corre-
sponding formulae of possible worlds inD1 andD2 are also presented below each possible
world. In order to determine the probability values of p2(ai), one has to resolve the set of
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Figure 3.3: Eight possible worlds for probabilistic XML documents in Figure 3.2
equations stating that the probabilities of the same possible worlds of D1,D2 are the same.
However, one can show that this set of equations does not admit any valid solution.
Thus, it is still open whether there are cases of constraints defined by NP-definable
queries, where world-equivalent unconstrained probabilistic databases are larger than the
constrained one worse than quadratic.
3.4 Constraint Language
After observing the intractability of the general case of the conditioning problem, we
identify and present several classes of constraints for which the conditioning problem is
tractable and for which we will present efficient conditioning algorithms later in this chap-
ter. To start with, in this section, we present the language of the constraints that we consider
in this chapter.
57
Chapter 3. Cleaning Data: Conditioning Uncertain Data
3.4.1 Mutually Exclusive Constraints
In this chapter, we consider a mutually exclusive constraint as mutual exclusiveness among
a set of tuples in a probabilistic relational database, or as mutual exclusiveness among a set
of nodes in a probabilistic XML document.
Let D1 = 〈D,E1, f1,C, p1〉 be a probabilistic relational database. C is a mutually exclu-
sive constraint over a set of tuples T = {t1, t2, ..., tn} (T ⊆ D). If we consider the mutual























If we consider the mutual exclusiveness semantics that at most one tuple in T exists,




























LetD1 = 〈D,E1, f1,C, p1〉 be a probabilistic XML document. C is a mutually exclusive
constraint among a set of nodes N = {x1,x2, ...,xq} (N ⊆ V(D)). If we consider the mutual


























































In this chapter, besides mutually exclusive constraints, we also consider implication con-
straints. An implication constraint in a probabilistic relational database is the implication
semantics from a set of tuples to another set of tuples.
Let D1 = 〈D,E1, f1,C, p1〉 be a probabilistic relational database. C is an implication
constraint over two set of tuples A = {t(a,1), t(a,2), ..., t(a,m)}, B = {t(b,1), t(b,2), ..., t(b,n)}
(A∪ B ⊆ D). Generally speaking, in an implication constraint, logical connection over
the tuples in A,B could be AND or OR. In this chapter, we consider the case when both sets
of tuples are logically connected by OR, since it is consistent to the referential constraints







3.5 Detailed Description of Considered Constraints and
Local Database (Local Tree)
After presenting the language of the special classes of constraints considered in the pre-
vious section, we discuss the definitions, details and properties of such special classes of
constraints in this section.
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In the considered special classes of constraints in this chapter, we consider probabilistic
relational databases in PrTPLind model and probabilistic XML documents in PrXMLind
model, as the input of the conditioning problem.
3.5.1 Local Database (Local Tree) and Local Possible Worlds
We introduce the concept of local database (respectively local tree) as being the relevant
part of a given probabilistic relational database (respectively a given probabilistic XML
document) with respect to the constraints. Considering the conditioning problem on such
local database or local tree will reduce the input size without affecting the output of the
conditioning problem. We formally define this local database (respectively local tree), as
well as the set of corresponding local possible worlds, as follows.
Proposition 3.5. Let D1 = 〈D,E1, f1,C, p1〉 be a consistent probabilistic database. Let
D2 = 〈D,E2, f2, /0, p2〉 be a probabilistic database such that D1 ≡w D2. For z ∈ D, if f1(z)
is independent of C, then p1( f1(z)) = p2( f2(z)) and it is possible to have f2(z) = f1(z).
Proof. D1 and D2 are probabilistic databases. If f1(z) is independent of C, we have
p2( f2(z)) = p1( f1(z)|C) = p1( f1(z)∧C)p1(C) =
p1( f1(z)) · p1(C)
p1(C)
= p1( f1(z))
Since the formula of z is independent of C, it is possible to keep it unchanged. For
others z′s in D (whose associated formulae are correlated with C), their formulae have to
be updated and the probabilities of new created events have to be defined.
Proposition 3.6. Let D = 〈D,E1, f1,C, p1〉 be in PrTPLind and C be a mutually exclusive
constraint among a set of tuples T (respectively an implication constraint over two sets of
tuples A and B). After conditioning, (1) the formulae of all the tuples in T (respectively
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in A∪B) must be updated and the probabilities of new events must be defined; (2) for the
other tuples, the formulae and probabilities are unmodified.
Let D1 = 〈D,E1, f1,C, p1〉 be in PrXMLind and C is a mutually exclusive constraint
among a set of nodes N. After conditioning (1) the formulae of all the nodes in the paths
from root(D) to x∈N must be updated and the probabilities of new events must be defined;
(2) for the other nodes (which are not in those paths), the formulae and probabilities can
be left unmodified.
Proposition 3.6 is a direct consequence of Proposition 3.5. In a probabilistic relational
database in PrTPLind, if a tuple t ∈ T (respectively t ∈ A∪B), then its formula is correlated
with C, therefore the formula and probabilities of new events have to be defined; for the
other tuples, their formulae are independent of C, hence their formulae and probabilities
are unmodified. In a probabilistic XML document in PrXMLind, if a node is in the paths
from root(D) to x ∈ N, then its formula is correlated with C, therefore the formula and
probabilities of new events have to be defined; for the other nodes, their formulae are
independent of C, hence their formulae and probabilities are unmodified. We can exclude
such irrelevant tuples or nodes for the conditioning process. Under Proposition 3.6, we
give the formal definition of the local database and local tree in next.
Definition 3.9. (Local Database, Local Tree) LetD = 〈D,E1, f1,C, p1〉 be in PrTPLind and
C be a mutually exclusive constraint among a set of tuples T (respectively an implication
constraint over two sets of tuples A and B). The local database, that we denote by LD(C,D)
of D with respect to C is T (respectively A∪B).
Let D1 = 〈D,E1, f1,C, p1〉 be in PrXMLind and C is a mutually exclusive constraint
among a set of nodes N. The local tree, that we denote by LT(C,D), of D with respect to C
is a tree obtained by considering only the nodes in the paths from root of D to the nodes in
N and by excluding the rest of nodes.
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Theorem 3.2. Let D1 = 〈D,E1, f1,C, p1〉 be in PrTPLind (respectively PrXMLind) and
D2 = 〈D,E2, f2, /0, p2〉 be a probabilistic relational database (respectively a probabilis-
tic XML document). C is a mutually exclusive constraint or an implication constraint. It
is true that D1 ≡w D2 iff 〈LD(C,D),E1, f1,C, p1〉 ≡w 〈LD(C,D),E2, f2, /0, p2〉 (respectively
〈LT(C,D),E1, f1,C, p1〉 ≡w 〈LT(C,D),E2, f2, /0, p2〉).
To end this section, we deduce the local possible worlds of the local database (or local
tree) as follows.
Definition 3.10. (Local possible worlds) The local possible worlds ofD1 = 〈D,E1, f1,C, p1〉
in PrTPLind (respectively in PrXMLind) are the possible worlds of 〈LD(C,D),E1, f1,C, p1〉
(respectively of 〈LT(C,D),E1, f1,C, p1〉).
3.5.2 Considered Constraints
In this section, we describe all the classes of constraints that we are going to handle in this
chapter, and will later present a PTIME conditioning algorithm for each. Again, note that
we consider probabilistic relational databases in PrTPLind and probabilistic XML docu-
ments in PrXMLind, as the input of the conditioning problem.
3.5.2.1 Mutually exclusive constraints in probabilistic relational databases
We consider mutually exclusive constraints among a set of tuples T = {t1, ..., tn}. This
type of constraints is herein labelled as Mutually Exclusive Tuples (MET) Constraints. We
consider two semantics: with maybe semantics and without maybe semantics. A MET
constraint with maybe semantics, called WMB (With-MayBe) means that at most one tuple
of T exists. A MET constraint without maybe semantics means that exactly one tuple of T
exists, called WOMB (WithOut-MayBe).
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3.5.2.2 Mutually exclusive constraints in probabilistic XML documents
We restrict our study to mutually exclusive constraints over a set of nodes N = {x1,x2, ...,xq}.
We consider two semantics: with maybe semantics and without maybe semantics. A mu-
tually exclusive constraint with maybe semantics, called WMB (With-MayBe) means that
at most one node of N exists. A mutually exclusive constraint without maybe semantics
means that exactly one node of N exists. Under such semantics, there are two sub-cases: (1)
the first one is denoted by WOMBA (standing for, WithOut-MayBe-Absolutely) and trans-
lates the fact that exactly one node exists; (2) the second means that exactly one node exists
if the lowest common ancestor exists – we refer to this latter by WOMBI, i.e., WithOut-
MayBe-If. Below, we list the classes of mutually exclusive constraints in probabilistic
XML documents considered in this chapter.
• Mutually Exclusive Siblings (MES) Constraints: all nodes in N are siblings, i.e.,
∀xi,x j ∈ N parent(xi) = parent(x j).
• Mutually Exclusive Ancestor-Descendant (MEAD) Constraints: there is a node x in
N such that x is the lowest common ancestor of any two nodes in N, i.e.,
∃x ∈ N ∀x1,x2 ∈ N x = LCA(x1,x2)
• Mutually Exclusive Descendance (MED) Constraints: any two distinct pairs of nodes
in N have the same lowest common ancestor, i.e.,
∀xi,x j,xa,xb ∈ N LCA(xi,x j) = LCA(xa,xb) /∈ N
• MED&AD Mutually Exclusive Constraints: combination of MED and MEAD con-
straints. The set of mutually exclusive nodes N can be divided into two disjoint sets
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as N = X ∪Y and X ∩Y = /0. The set of nodes X={x1 . . .xg} has the property that:
∀xh,xl,xr,xs ∈ X LCA(xh,xl) = LCA(xr,xs) /∈ N.
Y = {y1 . . .yb} can be divided into g disjoint subsets Y1 . . .Yg. The set of nodes xi∪Yi
has the property that ∀ y1,y2 ∈ Yi (xi = LCA(y1,y2)), where i ∈ [1,g]. Note that
q = g+b, where q is the number of nodes in N.
3.5.2.3 Implication constraints in probabilistic relational databases
We consider an implication constraint from a set of tuples A to the other set of tuples B:
the existence of at least one tuple in A implies the existence of at least one tuple in B. A
represents a set of tuples {t(a,1), ..., t(a,m)} and B represents a set of tuples {t(b,1), ..., t(b,n)}.
Below, we list the classes of implication constraints in probabilistic relational databases
considered in this chapter.
• FKPK: A = {t(a,1)},B = {t(b,1)}. A set of constraints of this kind corresponds to a
special case of referential constraint, namely, the referring attributes and the referred
attributes are the primary keys of the corresponding relations. This class of con-
straints is realistic when the referring relation is a subclass of the referred relation.
• FK: A = {t(a,1), ..., t(a,m)},B = {t(b,1)}. A set of constraints of this kind corresponds
to a special type of referential constraint, namely, a foreign key constraint.
• REF : A = {t(a,1), ..., t(a,m)},B = {t(b,1), ..., t(b,n)}. A set of constraints of this kind
corresponds to a general referential constraint.
Note that the relationship among these three classes of implication constraint is FKPK⊂
FK ⊂ REF .
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Figure 3.4: Local trees under considered mutually exclusive constraints
3.5.3 Number of Local Possible Worlds
If the number of local possible worlds is polynomial to the size of the local database, a
PTIME conditioning algorithm is trivial to devise, by enumerating all the local possible
worlds. While the number of local possible worlds is exponential to the size of the local
database, finding a PTIME conditioning algorithm is a challenge. Therefore, before going
on to study conditioning algorithms, we show the numbers of local possible worlds for
different classes of considered constraints.
3.5.3.1 Mutually exclusive constraints in probabilistic relational databases
Assume T = {t1, t2, ..., tn}. A MET constraint under WOMB semantics has n local possible
worlds, each of which contains only one tuple. A MET constraint under WMB semantics
has n+1 local possible worlds, with an extra possible world being empty (compared to the
WOMB semantics).
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Table 3.4: Number of local possible worlds of different mutually exclusive constraints
under different semantics
Constraint WMB WOMBA WOMBI
MES m+q+2 q m+q+1
MEAD m+2+ kq−1 kq−1 m+1+ kq−1














3.5.3.2 Mutually exclusive constraints in probabilistic XML documents
Assume that there are m+ 1 nodes in the path from the root node to the lowest common
ancestor of all the nodes in N. Figure 3.4(a), Figure 3.4(b) and Figure 3.4(c) present local
trees of MES, MEAD and MED constraints, respectively. In the given tree examples, the
set of mutually exclusive nodes is N = {x1 . . .xq}. Figure 3.4(d) depicts the local tree of
MED&AD constraint, and q mutually exclusive nodes are shaded in the figure.
In Figure 3.4(b) and 3.4(c) there are k nodes in the paths from node m to node xi (ex-
cluding m and including xi). In Figure 3.4(d), there are g shaded nodes (x1,x2, ...,xg) in
the higher level, for each of which there are hi shaded descendant nodes (for simplicity we
assume hi = h for i ∈ [1,g]). Assume that there are k1 nodes in the paths from node m to
node xi for i ∈ [1,g] (excluding m and including xi) and there are k2 nodes in the path from
node xi to node y(i, j)( j ∈ [1,hi]) (excluding xi and including y(i, j)). We have q = g+gh.
Table 3.4 shows the number of local possible worlds of the presented mutually exclusive
constraints in probabilistic XML documents. The number of local possible worlds of MES
constraint is linear to q, while the number for MEAD, MED, and MED&AD constraints is
exponential in q.
3.5.3.3 Implication constraints in probabilistic relational databases
For a FKPK constraint, the number of local possible worlds is 3: (1) 1 local possible world
when t(a,1), t(b,1) exist; (2) 1 local possible world when t(a,1) does not exist and t(b,1) exists;
66
Chapter 3. Cleaning Data: Conditioning Uncertain Data
(3) 1 local possible world when neither of t(a,1), t(b,1) exists.
For a FK constraint, the number of local possible worlds is 2m+1, which is exponential
to the number of tuples in the local database: (1) when at least one of {t(a,1), ..., t(a,m)} exists
and t(b,1) exists, there are 2m− 1 local possible worlds; (2) when none of {t(a,1), ..., t(a,m)}
exists and t(b,1) exists, there is 1 local possible world; (3) when none of {t(a,1), ..., t(a,m)}
exists and t(b,1) does not exist, there is 1 local possible world.
For a REF constraint, the number of local possible worlds is 2n +(2m− 1)(2n− 1),
which is exponential to the number of tuples in the local database: (1) when at least
one of {t(a,1), ..., t(a,m)} exists and at least one of {t(b,1), ..., t(b,n)} exists, there are (2m−
1)(2n − 1) local possible worlds; (2) when none of {t(a,1), ..., t(a,m)} exists and at least
one of {t(b,1), ..., t(b,n)} exists, there are 2n− 1 local possible worlds; (3) when none of
{t(a,1), ..., t(a,m)} exists and none of {t(b,1), ..., t(b,n)} exists, there is 1 local possible world.
3.6 Mutually Exclusive Tuple Constraints in Proba-
bilistic Relational Databases
After defining and describing the special classes of constraints that we are going to study,
we present the conditioning algorithms for these classes of constraints in the following
sections.
To start with, we present the conditioning algorithms for mutually exclusive constraints
(as presented in Section 3.5.2) in PrTPLind in this section. D1 = 〈D,E1, f1,C, p1〉 is in
PrTPLind. We consider the constraint C to be a MET constraint under WOMB semantics
and under WMB semantics in Section 3.6.1 and Section 3.6.2 respectively.
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3.6.1 MET constraints under WOMB semantics
In this section, we consider constraint C to be a MET constraint under WOMB semantics
among a set of tuples T = {t1, t2, ..., tn} (T ⊆D). C means that exactly one tuple in T exists.
T is the local database and we only need to consider T when performing conditioning,



































p1(C) can be computed in linear time to the size of the local database.
We define an encoding approach to reflect mutual exclusiveness among a set of tuples.
Definition 3.11. (Mutual Exclusiveness Encoding) The mutual exclusiveness encoding of




¬e1∧ ...∧¬e j−1∧ e j, j=2, ..., n-1
¬e1∧ ...∧¬en−1, j=n
Proposition 3.7. The mutual exclusiveness encoding can express the mutual exclusiveness
semantics.
Proof. 1. We can see that t1 is mutually exclusive to all the other tuples, since f (t1) = e1
and the formulae of all the other tuples contain ¬e1.
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2. We can see that tn is mutually exclusive to all the other tuples. For another tuple tp,
f (tp) =¬e1∧ ...∧¬ep−1∧ep. f (tn) =¬e1∧ ...∧¬ep...∧¬en−1. ep is in f (tp), while
¬ep is in f (tn). Thus, they are mutually exclusive.
3. For any two tuples tp and tq, p < q (p,q ∈ [2,n− 1]), they are mutually exclusive.
f (tp) = ¬e1 ∧ ...∧¬ep−1 ∧ ep, f (tq)) = ¬e1 ∧ ...∧¬ep ∧ ...∧¬eq−1 ∧ eq. ep is in
f (tp), while ¬ep is in f (tq). Thus, they are mutually exclusive.
Theorem 3.3. D1 = 〈D,E1, f1,C, p1〉 is in PrTPLind. f1(ti) = ei. D2 = 〈D,E2, f2, /0, p2〉
is a probabilistic relational database such that D1 ≡w D2. C is a MET constraint under
WOMB semantics among the tuples {t1, ..., tn}.























Algorithm 2 is the conditioning algorithm for a MET constraint under WOMB seman-
tics. Algorithm 2 is built based on Proposition 3.7 and Theorem 3.3.
Theorem 3.4. Given 〈LD(C,D),E1, f1,C, p1〉, Algorithm 2 outputs a world equivalent
〈LD(C,D),E2, f2, /0, p2〉. Algorithm 2 performs in linear time to the size of the local database.
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Algorithm 2: Conditioning algorithm for a MET constraint under WOMB semantics
Data: 〈LD(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LD(C,D),E2, f2, /0, p2〉
1 for each t j ∈ T do
2 update its associated formula using the encoding in Definition 3.11;
3 for each t j ∈ T do






5 solve the equations, and get the p2 value for all new variables in f2;
Proof. Thanks to the mutual exclusiveness encoding in Definition 3.11, each possible
world of 〈LD(C,D),E2, f2, /0, p2〉 contains only one tuple of T . Thus 〈LD(C,D),E2, f2, /0, p2〉
has the same set of possible worlds as 〈LD(C,D),E1, f1,C, p1〉. Now we show that for any
possible world, its probability remains unchanged.
Consider the possible world including only tuple t j. We refer to this possible world as
Wj.










∏ni=1(1− p1(ei)) p1(e j)1−p1(e j)
∏nk=1(1− p1(ek))∑ni=1 p1(ei)1−p1(ei)
∴ pD2(Wj) = pD1(Wj)
It is obvious to see that the probabilities of the new events are valid. The complexity
of Algorithm 2 is linear to the size of the local database since the number of local possible
world is linear.
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3.6.2 MET constraints under WMB semantics
In this section, we study the conditioning problem when the constraint is a MET constraint
under WMB semantics among a set of tuples T = {t1, t2, ..., tn} (T ⊆ D). This constraint
means that at most one tuple in T exists. T is the local database and we only need to
consider T when performing conditioning, according to Proposition 3.6. Assume f1(ti) =














































p1(C) can be computed in linear time to the size of the local database.
This class of mutually exclusive constraints has a different mutual exclusiveness en-
coding from the one in Definition 3.11. The new encoding approach is defined as follows.
Definition 3.12. (Mutual Exclusiveness Encoding) The mutual exclusiveness encoding of
a MET constraint under WMB semantics among a set of tuples T = {t1, t2, ..., tn}, is:
f (t j) =
 e j, j=1¬e1∧ ...∧¬e j−1∧ e j, j=2, ..., n
The conditioning algorithm for a MET constraint under WMB semantics is almost the
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same as Algorithm 2, except that the mutual exclusiveness encoding is slightly different







3.7 Implication constraints in probabilistic relational
databases
In the previous section, we present the conditioning algorithms for mutually exclusive
constraints in PrTPLind. In this section, we present conditioning algorithms for impli-
cation constraints (as presented in Section 3.5.2) in PrTPLind. D1 = 〈D,E1, f1,C, p1〉 is in
PrTPLind. We consider the constraint C to be a FKPK, FK and REF implication constraint
in Section 3.7.1, Section 3.7.2 and Section 3.7.3 respectively.
3.7.1 FKPK Implication Constraints
In this section, we present a conditioning algorithm for FKPK implication constraints. In
a FKPK implication constraint C, A = {ti} and B = {t j}. Assume f1(ti) = ei and f1(t j) =
e j. The local database is LD(C,D) = {ti, t j}. We only need to consider LD(C,D) when
performing conditioning, according to Proposition 3.6.
This implication constraint C means that the existence of ti implies the existence of t j.
It is formulated as ei⇒ e j. Its probability is computed as
p1(C) = p1(¬ei∨ e j) = p1(e j)+(1− p1(ei))(1− p1(e j))
The probability of such a constraint can be computed in linear time.
Algorithm 3 presents the conditioning algorithm for a FKPK implication constraint.
Line 1 defines f2 to make sure that 〈LD(C,D),E2, f2, /0, p2〉 has the same possible worlds
as 〈LD(C,D),E1, f1,C, p1〉: when ti exists (i.e., when xi = true), t j surely exists because
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Algorithm 3: Conditioning algorithm for a FKPK implication constraint
Data: 〈LD(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LD(C,D),E2, f2, /0, p2〉




, p2(x j) = p1(e j);
xi∨ x j = true; when ti does not exist (i.e., when xi = false), t j can exist only if x j = true.
Line 2 defines the probabilities of the new events in E2 to make sure that the same possible
worlds in 〈LD(C,D),E1, f1,C, p1〉 and 〈LD(C,D),E2, f2, /0, p2〉 have the same probabilities.
Theorem 3.5. Given 〈LD(C,D),E1, f1,C, p1〉, Algorithm 3 outputs a world equivalent
〈LD(C,D),E2, f2, /0, p2〉. Algorithm 3 performs in linear time to the size of the local database
Proof. There are three possible worlds of 〈LD(C,D),E1, f1,C, p1〉: in K1, neither of ti
and t j exists; in K2, only t j exists; in K3, both of ti and t j exist. After conditioning,
〈LD(C,D),E2, f2, /0, p2〉 has the same three possible worlds. We prove that for each possible
world, its probability after conditioning is the same as that before conditioning.
• For K1,




(1− p1(e j)) = (1− p1(ei))(1− p1(e j))p1(C)
= pD1(K1)
• For K2,
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• For K3,




It is easy to check that the probabilities of the new events are valid. Algorithm 3 introduces
2 events for the new formulae of the tuples. The time complexity of Algorithm 3 is linear
to the size of the local database since it introduces two events and their probabilities can be
computed in constant time.
3.7.2 FK Implication Constraints
In this section, we present a conditioning algorithm for FK implication constraints. In a FK
implication constraint C, A = {t(a,1), ..., t(a,m)} and B = {t(b,1)}. Assume f1(ti) = ei. The
local database is LD(C,D) = {t(a,1), ..., t(a,m), t(b,1)}. We only need to consider LD(C,D)
when performing conditioning, according to Proposition 3.6.
This constraint C means that the existence of at least one of t(a,1), ..., t(a,m) implies the
existence of t(b,1). It is formulated as
∨m





























The probability of such a constraint can be computed in linear time.
Algorithm 4 presents the conditioning algorithm for a FK implication constraint. Line 1
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Algorithm 4: Conditioning algorithm for a FK implication constraint
Data: 〈LD(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LD(C,D),E2, f2, /0, p2〉
1 foreach i ∈ [1,m] do
2 f2(t(a,i))← η ∧ xi;
3 f2(t(b,1))← (η ∧
∨m
i=1 xi)∨λ
4 foreach i ∈ [1,m] do
5 p2(xi) = p1(e(a,i));




to line 3 define f2 to make sure that 〈LD(C,D),E2, f2, /0, p2〉 has the same possible worlds as
〈LD(C,D),E1, f1,C, p1〉: when at least one of t(a,1), ..., t(a,m) exists (i.e., when η = true and∨m
i=1 xi = true), t(b,1) surely exists because η ∧
∨m
i=1 xi = true; when none of t(a,1), ..., t(a,m)
exists (i.e., when η = false or
∨m
i=1 xi = false or both), t(b,1) can exist only if λ = true. Line
4 to line 6 define the probabilities of the new events in E2 to make sure that the probabilities
of the same possible worlds in 〈LD(C,D),E1, f1,C, p1〉 and 〈LD(C,D),E2, f2, /0, p2〉 are the
same.
Theorem 3.6. Given 〈LD(C,D),E1, f1,C, p1〉, Algorithm 4 outputs a world equivalent
〈LD(C,D),E2, f2, /0, p2〉. Algorithm 4 performs in linear time to the size of the local database.
Proof. There are 2m+1 possible worlds of 〈LD(C,D),E1, f1,C, p1〉: in K1, there is no tu-
ple; in K2, only t(b,1) exists; in the other 2m−1 possible worlds, t(b,1) exists and at least one
of t(a,1), ..., t(a,m) exists. After conditioning, 〈LD(C,D),E2, f2, /0, p2〉 has the same possible
worlds. We are going to prove that for each possible world, its probability after condition-
ing is the same as that before conditioning.
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• For K1,



































• For K2, the proof is similar to K1, except that λ is true in K2.
• For the other 2m−1 possible worlds, their proofs are similar, therefore we only show
one of them. Consider the possible world K that t(b,1) exists, t(a,k) exists and all the
others do not.


















It is easy to see that the probabilities of the new events are valid. The time complexity
of Algorithm 4 is linear to the size of the local database since it introduces m+ 2 events
and their probabilities can be computed in constant time.
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We illustrate Algorithm 4 using an example.
Example 3.6. A= {t(a,1), t(a,2), t(a,3)} and B= {t(b,1)}. f1(t(a,1)) = e(a,1), f1(t(a,2)) = e(a,2),
f1(t(a,3)) = e(a,3), f1(t(b,1)) = e(b,1). The FK implication constraint is (e(a,1) ∨ e(a,2) ∨
e(a,3))⇒ e(b,1).
After conditioning, f2(t(a,1)) = η∧x1, f2(t(a,2)) = η∧x2, f2(t(a,3)) = η∧x3, f2(t(b,1)) =
(η ∧ (x1∨ x2∨ x3))∨λ . The probabilities of new events are p2(x1) = p1(e(a,1)), p2(x2) =




3.7.3 REF Implication Constraints
In this section, we present conditioning algorithms for REF implication constraints.
3.7.3.1 Simplified Case
To understand the conditioning algorithm for REF implication constraints better, we con-
sider the constraint C to be a simplified version of REF implication constraint. In this
case, A = {t(a,1)} and B = {t(b,1), ..., t(b,n)}. Assume f1(ti) = ei. The local database is
LD(C,D) = {t(a,1), t(b,1), ..., t(b,n)}. We only need to consider LD(C,D) when performing
conditioning, according to Proposition 3.6.
This constraint C means that the existence of t(a,1) implies the existence of at least one
of t(b,1), ..., t(b,n). It is formulated as e(a,1)⇒
∨n








The probability of such a constraint can be computed in linear time, since the probabil-
ity of a disjunction of independent events can be computed associatively.
Algorithm 5 presents the conditioning algorithm for a simplified REF implication con-
straint. Line 1 to line 5 define f2 to make sure that 〈LD(C,D),E2, f2, /0, p2〉 has the same
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Algorithm 5: Conditioning algorithm for a simplified REF implication constraint
Data: 〈LD(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LD(C,D),E2, f2, /0, p2〉
1 f2(t(a,1))← λ
2 f2(t(b,1))← (λ ∧ x1)∨ y1
3 foreach i ∈ [2,n−1] do
4 f2(t(b,i))← (λ ∧
∧i−1
j=1(¬x j∧¬y j)∧ xi)∨ yi;
5 f2(t(b,n))← (λ ∧
∧n−1
j=1(¬x j∧¬y j))∨ yn;
6 foreach i ∈ [1,n] do
7 p2(yi) = p1(e(b,i));
8 foreach i ∈ [1,n−1] do
9 p2(xi∨ yi) = p1(e(b,i))p1(∨nj=i e(b, j)) ;






possible worlds as 〈LD(C,D),E1, f1,C, p1〉: when t(a,1) exists (i.e., when λ = true), at least
one of t(b,1), ..., t(b,n) exists. When λ = true and none of t(b,1), ..., t(b,i) exists, t(b,i+1) exists
if xi+1∨yi+1 = true (i∈ [1,n−2]). When λ = true and none of t(b,1), ..., t(b,n−1) exists, t(b,n)
surely exists because λ ∧∧n−1j=1(¬x j ∧¬y j) = true. Line 6 to line 10 define the probabili-
ties of new events in E2 such that the same possible worlds of 〈LD(C,D),E1, f1,C, p1〉 and
〈LD(C,D),E2, f2, /0, p2〉 have the same probabilities.
Theorem 3.7. Given 〈LD(C,D),E1, f1,C, p1〉, Algorithm 5 outputs a world equivalent
〈LD(C,D),E2, f2, /0, p2〉. Algorithm 5 performs in quadratic time to the size of the local
database.
Proof. There are 2n+1−1 possible worlds of 〈LD(C,D),E1, f1,C, p1〉: when t(a,1) does not
exist, there are 2n possible worlds; when t(a,1) exists, at least one of t(b,1), ..., t(b,n) exists,
thus there are 2n−1 possible worlds. 〈LD(C,D),E2, f2, /0, p2〉 has the same possible worlds.
We are going to prove that for each possible world, its probability after conditioning is the
same as that before conditioning.
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• When t(a,1) does not exist, and none of t(b,1), ..., t(b,n) exists, we refer to this possible
world as K1.
pD2(K1) = p2(¬λ ∧
n∧
i=1






















• When t(a,1) does not exist, and at least one of t(b,1), ..., t(b,n) exists, we assume that
t(b,i) and t(b, j) (0 < i < j < n) exist and refer to this possible world as K2.
pD2(K2) = p2(¬λ ∧
n∧
v=1,v6=i,v6= j























• When t(a,1) exists, and at least one of t(b,1), ..., t(b,n) exists, we assume that t(b,i) and
t(b, j) (0 < i < j < n) exist and refer to this possible world as K3.
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Moreover, we have to make sure the probability values of the new events are valid:
• p2(xi∨ yi) ∈ [0,1]. It is true, because p1(e(b,i)) 6 p1(
∨n
j=i e(b, j)) and from line 9 of
Algorithm 5 we know that p2(xi∨ yi) ∈ [0,1].
• p2(xi ∨ yi) > p2(yi). It is true, because p1(∨nj=i e(b, j)) 6 1, and from line 7, 9 of
Algorithm 5 we know that p2(xi∨ yi)> p2(yi).
• p2(λ ) ∈ [0,1]. It is true, because p1(e(a,1))p1(
∨n
i=1 e(b,i))6 p1(C) (from the formula
of C) and from line 10 of Algorithm 5 we know that p2(λ ) ∈ [0,1].
Algorithm 5 performs in quadratic time to the size of the local database, since it intro-
duces 2n events and all the equations can be resolved in linear time.
We illustrate Algorithm 5 by the example below.
Example 3.7. A= {t(a,1)} and B= {t(b,1), t(b,2), t(b,3)}. f1(t(a,1)) = e(a,1), f1(t(b,1)) = e(b,1),
f1(t(b,2)) = e(b,2), f1(t(b,3)) = e(b,3). The simplified REF implication constraint is e(a,1)⇒
(e(b,1)∨ e(b,2)∨ e(b,3)).
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After conditioning, f2(t(a,1)) = λ , f2(t(b,1)) = (λ ∧x1)∨y1, f2(t(b,2)) = (λ ∧¬x1∧¬y1∧
x2)∨ y2, f2(t(b,3)) = (λ ∧¬x1∧¬y1∧¬x2∧¬y2)∨ y3. The probabilities of new events are
p2(y1)= p1(e(b,1)), p2(y2)= p1(e(b,2)), p2(y3)= p1(e(b,3)), p2(x1∨y1)= p1(e(b,1))p1(e(b,1)∨e(b,2)∨e(b,3)) ,





In a REF implication constraint C, A = {t(a,1), ..., t(a,m)} and B = {t(b,1), ..., t(b,n)}. Assume
f1(ti) = ei. The local database is LD(C,D) = {t(a,1), ..., t(a,m), t(b,1), ..., t(b,n)}. We only
need to consider LD(C,D) when performing conditioning, according to Proposition 3.6.
Note that the implication constraint considered in this section is more general than the
implication constraints considered in the previous sections.
This constraint C means that the existence of at least one of t(a,1), ..., t(a,m) implies the






























The probability of such a constraint can be computed in linear time, since the proba-
bility of a disjunction of independent events can be computed associatively. Algorithm 6
presents the conditioning algorithm for a REF implication constraint. The basic idea be-
hind Algorithm 6 is a mixture of the basic ideas from Algorithm 4 and Algorithm 5, so we
do not restate it here.
Theorem 3.8. Given 〈LD(C,D),E1, f1,C, p1〉, Algorithm 6 outputs a world equivalent
〈LD(C,D),E2, f2, /0, p2〉. Algorithm 6 performs in quadratic time to the size of the local
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Algorithm 6: Conditioning algorithm for a REF implication constraint
Data: 〈LD(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LD(C,D),E2, f2, /0, p2〉
1 foreach i ∈ [1,m] do
2 f2(t(a,i))← λ ∧ai
3 f2(t(b,1))← (λ ∧
∨m
j=1 a j∧ x1)∨ y1
4 foreach i ∈ [2,n−1] do




j=1(¬x j∧¬y j)∧ xi)∨ yi;




j=1(¬x j∧¬y j))∨ yn;
7 foreach i ∈ [1,m] do
8 p2(ai) = p1(e(a,i));
9 foreach i ∈ [1,n] do
10 p2(yi) = p1(e(b,i));
11 foreach i ∈ [1,n−1] do
12 p2(xi∨ yi) = p1(e(b,i))p1(∨nj=i e(b, j)) ;







Proof. There are 2n+(2m−1)(2n−1) possible worlds of 〈LD(C,D),E1, f1,C, p1〉: when
none of t(a,1), ..., t(a,m) exists, there are 2n possible worlds; when at least one of t(a,1), ..., t(a,m)
exists, and at least one of t(b,1), ..., t(b,n) exists, there are (2m−1)(2n−1) possible worlds.
〈LD(C,D),E2, f2, /0, p2〉 has the same possible worlds.
We are going to prove that for each possible world, its probability after conditioning is
the same as that before conditioning.
• When none of t(a,1), ..., t(a,m) exists, and none of t(b,1), ..., t(b,n) exists, we refer to this
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possible world as K1.






































• When none of t(a,1), ..., t(a,m) exists, and at least one of t(b,1), ..., t(b,n) exists, we as-
sume that t(b,i) and t(b, j) (0 < i < j < n) exist and refer to this possible world as
K2.






¬yv∧ yi∧ y j)




























(1− p1(e(b,v)))p1(e(b,i))p1(e(b, j)) = pD1(K2)
• When at least one of t(a,1), ..., t(a,m) exists, and at least one of t(b,1), ..., t(b,n) exists, we
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assume that t(a,i), t(a, j), t(b,k) and t(b,l) (0 < k < l < n) exist and refer to this possible
world as K3.














































(1− p1(e(b,v)))p1(e(b,k))p1(e(b,l)) = pD1(K3)
Moreover, we have to make sure the probability values of the new events are valid:
• p2(xi∨ yi) ∈ [0,1]. It is true for the same reason as in the previous section.
• p2(xi∨ yi)> p2(yi). It is true for the same reason as in the previous section.













Algorithm 6 performs in quadratic time to the size of the local database, since it introduces
m+2n events and all the equations can be resolved in linear time.
We illustrate Algorithm 6 using the example below.
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Example 3.8. A= {t(a,1), t(a,2)} and B= {t(b,1), t(b,2)}. f1(t(a,1)) = e(a,1), f1(t(a,2)) = e(a,2),
f1(t(b,1)) = e(b,1), f1(t(b,2)) = e(b,2). The REF implication constraint is (e(a,1)∨ e(a,2))⇒
(e(b,1)∨ e(b,2)).
After conditioning, f2(t(a,1)) = λ ∧ a1, f2(t(a,2)) = λ ∧ a2, f2(t(b,1)) = (λ ∧ (a1 ∨ a2)∧
x1)∨ y1, f2(t(b,2)) = (λ ∧ (a1 ∨ a2)∧¬x1 ∧¬y1)∨ y2. The probabilities of new events are
p2(y1) = p1(e(b,1)), p2(y2) = p1(e(b,2)), p2(a1) = p1(e(a,1)), p2(a2) = p1(e(a,2)), p2(x1 ∨
y1) =
p1(e(b,1))




3.8 Mutually Exclusive Constraints in probabilistic
XML documents
In the previous two sections, we present the conditioning algorithms for mutually exclu-
sive constraints and implication constraints in PrTPLind. In this section, we present con-
ditioning algorithms for mutually exclusive constraints (as presented in Section 3.5.2) in
PrXMLind. D1 = 〈D,E1, f1,C, p1〉 is in PrXMLind. We consider the constraint C to be
a MES, MEAD, MED and MED&AD constraint in Section 3.8.1, Section 3.8.2, Sec-
tion 3.8.3 and Section 3.8.4, respectively. For each kind of constraints, we separate the
cases of WOMBA, WOMBI and WMB semantics. Such semantics are introduced in Sec-
tion 3.5.2.
3.8.1 MutEx Siblings Constraints
In this section, we consider the mutually exclusive siblings (MES) constraint (Constraint
1 in the example in Section 3.1): the nodes in N = {x1,x2, ...,xq} are mutually exclusive
and they are siblings. We assume that the node id of the root of D is 0, and the node id
of the parent node of all the nodes in N is m. There are m+ 1 nodes in path node(0,m).
Each node is associated with an independent event ei (i ∈ [0,m]). There are q nodes in N,
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i.e., node m has q children (with id m+ i, i ∈ [1,q]), each of which is associated with an
independent event ei (i ∈ [m+1,m+q]). Node xi is node m+ i, where i ∈ [1,q].
According to Proposition 3.6, the local tree of the input probabilistic XML document
is the part including nodes in path node(0,m+ i) (i ∈ [1,q]). Therefore we will not discuss
the formulae of the other nodes.
3.8.1.1 Without Maybe Semantics
3.8.1.1.1 WOMBA Semantics In this section, we consider a MES constraint under
WOMBA semantics.








































Example 3.9. Consider the local tree of a probabilistic XML document shown on the left-
side in Figure 3.5. The constraint is that one of nodes 2,3,4 exists. It is formulated as
C = e0∧ e1∧ [(e2∧¬e3∧¬e4)∨ (¬e2∧ e3∧¬e4)∨ (¬e2∧¬e3∧ e4)]
Thanks to independence of ei’s, the probability of the constraint can be computed as fol-
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Figure 3.5: Probabilistic XML documents in Example 3.9
lows.
p1(C) = p1(e0)× p1(e1)× [p1(e2)(1− p1(e3))(1− p1(e4))+
(1− p1(e2))p1(e3)(1− p1(e4))+(1− p1(e2))(1− p1(e3))p1(e4)]






This probability p1(C) can be computed in linear time to the size of the local tree.
Thanks to that, and to the fact that there are linearly many local possible worlds (see Ta-
ble 3.4), it is possible to condition the tree in a very simple m nner.
Algorithm 7 is the conditioning algorithm for a MES constraint under WOMBA se-
mantics. Due to Theorem 3.2, there is no need to input the entire document D of D1 =
〈D,E1, f1,C, p1〉, therefore we only consider the local tree LT(C,D). Line 1 to line 6 define
f2 to make sure that 〈LT(C,D),E1, f1,C, p1〉 and 〈LT(C,D),E2, f2, /0, p2〉 have the same
possible worlds. Line 1 to line 2 assign new formulae to the nodes in path node(0,m).
Line 3 to line 6 assign new formulae to the mutually exclusive nodes in N, which guar-
antees that only one of them exists (in a similar way to that of handling a MET con-
straint). Line 7 presents the set of equations to compute the probabilities of the new
events in E2 to make sure that the same possible worlds in 〈LT(C,D),E1, f1,C, p1〉 and
87
Chapter 3. Cleaning Data: Conditioning Uncertain Data
Algorithm 7: Conditioning algorithm for a MES constraint under WOMBA semantics
Data: 〈LT(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LT(C,D),E2, f2, /0, p2〉
1 foreach node i ∈ path node(0,m) do
2 f2(i)← ai;
3 f2(m+1)← am+1;
4 for i ∈ [2,q−1] do
5 f2(m+ i)←¬am+1∧¬am+2∧ ...∧am+i;
6 f2(m+q)←¬am+1∧¬am+2∧ ...∧¬am+q−1;
7 The probabilities of the new events are computed by solving the following set of
equations:
p2(a0) = p2(a1) = ...= p2(am) = 1 (3.1)
p2(am+1) =







(1− p2(am+i)) · p2(am+k)
=







∏mi=0 p1(ei) · p1(em+q) ·∏qi=1,i6=q(1− p1(em+i))
p1(C)
(3.4)
〈LT(C,D),E2, f2, /0, p2〉 have the same probabilities. Since one of the nodes in N exists, all
the nodes in path node(0,m) must exist, otherwise none of the nodes in N exists. Hence
the probabilities of the events associated with the nodes in path node(0,m) are 1 (in Equa-
tion (3.1)). Equations (3.2), (3.3), (3.4) enumerate all local possible worlds and state that
their probabilities are unchanged after conditioning.
Example 3.10. Follow Example 3.9 and perform conditioning according to Algorithm 7.
The result of conditioning is presented on the right-side of Figure 3.5. In order to compute
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the probabilities of new events, the set of equations is:

p2(a0) = p2(a1) = 1
p2(a2) =
p1(e0) · p1(e1) · p1(e2) · (1− p1(e3)) · (1− p1(e4))
p1(C)
(1− p2(a2)) · p2(a3) = p(e0) · p(e1) · (1− p(e2)) · p(e3) · (1− p(e4))p1(C)
(1− p2(a2)) · (1− p2(a3)) = p1(e0) · p1(e1) · (1− p1(e2)) · (1− p1(e3)) · p1(e4)p1(C)
The set of equations is easy to resolve. p2(a3) can be computed using the third and
fourth equations. p2(a2) can be computed using the second equation.
Theorem 3.9. Given 〈LT(C,D),E1, f1,C, p1〉, Algorithm 7 outputs a world equivalen-
t 〈LT(C,D),E2, f2, /0, p2〉. Algorithm 7 performs in linear time to the size of the local tree.
Proof. The set of equations in line 7 of Algorithm 7 is developed based on Definition 3.7.
The probability of a possible world in 〈LT(C,D),E2, f2, /0, p2〉 is on the left-hand-side of an
equation, while the right-hand-side of the equation is the probability of the same possible
world in 〈LT(C,D),E1, f1,C, p1〉. These equations guarantee the input and output to be
world equivalent.
Algorithm 7 introduces m+ q new events and p1(C) can be computed in linear time.
The set of equations can be solved in linear time because each variable can be determined
in turn by simple operations on the equations, such as addition and division. Hence the
complexity of Algorithm 7 is linear.
3.8.1.1.2 WOMBI Semantics In this section, we consider a MES constraint under
WOMBI semantics. The constraint tells us that if the path from node 0 to node m exists,
only one of node m’s children exists. Under this semantics, nodes in path node(0,m) may
not exist. The constraint can be formulated as:
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This value p1(C) can be computed in linear time to the size of the local tree. The
conditioning algorithm is similar to Algorithm 7, except that the set of equations in line 7
is different:

1− p2(a0) = 1−p1(e0)p1(C) (1)
k ∈ [1,m]




















Equation (1)(2) define the probabilities of ai (i ∈ [0,m]). Their probabilities are not 1
(as in Algorithm 7) because these nodes may not be actual according to the constraint. On
the left-hand-side of Equation (3)(4)(5), a factor ∏mi=0 p2(ai) is added for the same reason.
The complexity of the conditioning algorithm remains the same as Algorithm 7.
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3.8.1.2 With Maybe Semantics
In this section, we consider a MES constraint under WMB semantics. The constraint says
that if the path from node 0 to node m exists, at most one of node m’s children exists.
Under this semantics, nodes in path node(0,m) may not exist and there may be none of





















































This value p1(C) can be computed in linear time to the size of the local tree. The
conditioning algorithm is similar to the conditioning algorithm of WOMBI semantics, but
with two differences. First, unlike line 6 of Algorithm 7, the qth child is associated with
¬am+1 ∧¬am+2 ∧ ...∧ am+q. The Equation (5) in the conditioning algorithm of WOMBI
semantics is replaced by the two equations below: ∏mi=0 p2(ai)∏
q−1









A new event am+q is introduced to represent the case that none of the nodes in N exists
by assigning am+q = false when ai = false (i ∈ [m+1,m+q−1]). The complexity of the
conditioning algorithm remains the same as Algorithm 7.
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3.8.2 MutEx AD Constraints
Let us now turn to mutually exclusive Ancestor-Descendant (MEAD) constraints (Con-
straint 2 in the example in Section 3.1): the nodes in N = {x1,x2, ...,xq} are mutually
exclusive and there is one node xq = m which is the lowest common ancestor of every
pair of nodes in N. The node id of the root of D is 0. There are m+ 1 nodes in the path
from node 0 to node m. Each node is associated with an independent event ei (16 i6 m).
Note that any two of the other q−1 nodes in N (except node m) cannot be in an AD rela-
tionship; otherwise node m is not the lowest common ancestor of the two nodes which are
in an AD relationship.
The ids of the remaining q−1 nodes in N are x1, ...,xq−1. There are ki nodes in the path
from node m to node xi (by excluding m while including xi). We use (i, j) to represent the
jth node in the path from node m to node xi. The associated event of node (i, j) is e(i, j).
Node xi is the node (i,ki).
According to Proposition 3.6, the local tree of the input probabilistic XML document
is the part including nodes in path node(0,xi) (i ∈ [1,q− 1]). We will not discuss the
formulae of other nodes.
3.8.2.1 Without Maybe Semantics
In this section, MEAD constraints under different without maybe semantics are discussed.
3.8.2.1.1 WOMBA Semantics We start with a MEAD constraint under WOMBA se-
mantics. The constraint is that exactly one node in N exists. Node m is an ancestor of all
the other nodes in N, therefore if node m does not exist, all the other nodes in N cannot be
actual. Hence, the constraint tells us that node m exists while the other nodes in N do not.
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Figure 3.6: Probabilistic XML documents in Example 3.11

























Example 3.11. Consider the local tree of a probabilistic XML document on the left-side
in Figure 3.6. The constraint is that one of node 2,3,5 exists. The constraint can be
formulated as:
C = e0∧ e1∧ e2∧¬e3∧¬(e4∧ e5).
Its probability is
p1(C) = p1(e0)p1(e1)p1(e2)(1− p1(e3))(1− p1(e4)p1(e5)).
This probability p1(C) can be computed in linear time to the size of the local tree. Alg-
orithm 8 is the conditioning algorithm for a MEAD constraint under WOMBA semantics.
The input is the local tree of the constraint and the document. Line 1 to line 6 define f2 to
make sure that 〈LT(C,D),E1, f1,C, p1〉 and 〈LT(C,D),E2, f2, /0, p2〉 have the same possible
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worlds. Line 1 to line 2 assign new formulae to the nodes in path node(0,m). Line 4
assigns new formulae to nodes xi (i ∈ [1,q− 1]), which guarantees that only one of node
m and xi’s exists: f2(m) = am and f2(xi) = ¬am. Line 5 to line 6 assign formulae to the
nodes between m and xi’s. As can be observed, their formulae are independent. Line 7
presents the set of equations to compute the probabilities of the new events in E2 to make
sure that the same possible worlds in 〈LT(C,D),E1, f1,C, p1〉 and 〈LT(C,D),E2, f2, /0, p2〉
have the same probabilities. The probabilities of the events associated with the nodes in
path node(0,m) are 1 (in Equation (3.5)). p2(am) = 1 indicates that node m surely exists
while the other nodes in N do not exist (since p2(¬am) = 0). Equation (3.6) defines the
probabilities of other new events.
Algorithm 8: Conditioning algorithm for a MEAD constraint under WOMBA seman-
tics
Data: 〈LT(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LT(C,D),E2, f2, /0, p2〉
1 foreach node i ∈ path node(0,m) do
2 f2(i) = ai;
3 for i ∈ [1,q−1] do
4 f2(xi)←¬am;
5 for j ∈ [1,ki−1] do
6 f2((i, j))← a(i, j);
7 The probabilities of the new events are computed by solving the following set of
equations:




p1(e(i, j))(1−∏kiu= j+1 p1(e(i,u)))
1− p1(e(i, j))
(if p1(e(i, j)) 6= 1) (3.6)
p2(a(i, j)) = 1 (if p1(e(i, j)) = 1) (3.7)
Example 3.12. Follow Example 3.11 and perform conditioning using Algorithm 8. The
result of conditioning is presented on the right-side of Figure 3.6. In order to compute the
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Theorem 3.10. Given 〈LT(C,D),E1, f1,C, p1〉, Algorithm 8 outputs a world equivalent
〈LT(C,D),E2, f2, /0, p2〉. Algorithm 8 performs in linear time to the size of the local tree.
Proof. From Equation (3.6) in Algorithm 8, we have:
If p1(e(i, j)) 6= 1, then p2(a(i, j)) =
p1(e(i, j))(1−∏kiu= j+1 p1(e(i,u)))
1−∏kiu= j p1(e(i,u))
; if p1(e(i, j)) = 1, then
p2(a(i, j)) = 1.
Pick any possible world in 〈LT(C,D),E2, f2, /0, p2〉. Let us assume that in this possible
world K, in the path from node m to node xi (i∈ [1,q−1]), node (i,zi) exists while its child
does not. We assume zi < ki−1. The proof is almost the same when zi = ki−1 therefore
we omit it.













∏zij=1 p1(e(i, j))(1− p1(e(i,zi+1)))
1−∏kiu=1 p1(e(i,u))
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j=1 p1(e(i, j))(1− p1(e(i,zi+1))))
p1(C)
= pD1(K)
We also need to verify that the probabilities of the new events are valid.
From Equation (3.6), p2(a(i, j)) =
p1(e(i, j))−p1(e(i, j))∏kiu= j+1 p1(e(i,u))
1−p1(e(i, j))∏kiu= j+1 p1(e(i,u))
∈ [0,1].
Therefore Algorithm 8 is correct. Algorithm 8 introduces m+∑q−1i=1 (ki−1) new events.
The set of equations can be solved in linear time because every variable only occurs in
one equation. Therefore the complexity of Algorithm 8 is linear (even though there are
exponentially many local possible worlds).
3.8.2.1.2 WOMBI Semantics The semantics of a MEAD constraint under WOMBI
semantics is that if the path from node 0 to node m−1 exists, node m exists while the other
nodes in N do not. Under this semantics, nodes in path node(0,m−1) may not exist. The
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The obtained value p1(C) can be computed in linear time to the size of the local tree.
The conditioning algorithm is similar to Algorithm 8. However, probabilities of ai(i ∈
[0,m− 1]) are not 1 (as in Equation (3.5)), because these nodes may not be actual. Their
probabilities are defined as:
1− p2(a0) = 1−p1(e0)p1(C)
k ∈ [1,m−1]




The complexity of the conditioning algorithm is the same as Algorithm 8.
3.8.2.2 With Maybe Semantics
Now, let us introduce a MEAD constraint under WMB semantics in our setting. The con-
straint says that if the path from node 0 to node m−1 exists, at most one node in N exists.
Under this semantics, the path may not exist and maybe none of the nodes in N exists even







































The conditioning algorithm is similar to the conditioning algorithm of WOMBI seman-
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tics. However, the probability of am is not 1 but defined as ∏m−1i=0 p2(ai)(1− p2(am)) =
∏m−1i=0 p1(ei)·(1−p1(em))
p1(C)
. The reason is that even if the path from node 0 to node m− 1 exist-
s, node m still may not be actual, according to WMB semantics. The complexity of the
conditioning algorithm is the same as Algorithm 8.
3.8.3 MutEx Descendance Constraints
In this section, we consider the mutually exclusive descendance (MED) constraint (Con-
straint 3 in the example in Section 3.1): the nodes in N = {x1,x2, ...,xq} are mutually
exclusive and every pair of the nodes in N shares the same lowest common ancestor – node
m (node m is not in N). The id of the root of D is 0. There are m+1 nodes in the path from
node 0 to node m.
There are ki nodes along the path from node m to node xi (excluding node m and in-
cluding node xi). We use (i, j) to represent the jth node along the path from node m to node
xi. The associated event of node (i, j) is e(i, j). Note that the node xi is the node (i,ki).
According to Proposition 3.6, the local tree of the input probabilistic XML document
is the part including nodes in path node(0,xi) (i ∈ [1,q]). We will not discuss the formulae
of the other nodes.
3.8.3.1 Without Maybe Semantics
3.8.3.1.1 WOMBA Semantics We consider a MED constraint under WOMBA se-
mantics.
The constraint is that exactly one node in N exists. The constraint C says that (1) nodes
in path node(0,m) exist; (2) when xi exists, any xk(k 6= i) cannot exist, however, the nodes
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Figure 3.7: Probabilistic XML documents in Example 3.13









































Example 3.13. Consider the local tree of a probabilistic XML document in Figure 3.7. The
constraint is that one of node 2,4,6 exists. The constraint can be formulated as:
C = e0∧ (e1∧ e2∧¬(e3∧ e4)∧¬(e5∧ e6)∨ e3∧ e4∧
¬(e1∧ e2)∧¬(e5∧ e6)∨ e5∧ e6∧¬(e1∧ e2)∧¬(e3∧ e4))
Its probability is
p1(C) = p1(e0)(p1(e1)p1(e2)(1− p1(e3)p1(e4))(1− p1(e5)p1(e6))
+ p1(e3)p1(e4)(1− p1(e1)p1(e2))(1− p1(e5)p1(e6))+
p1(e5)p1(e6)(1− p1(e1)p1(e2))(1− p1(e3)p1(e4)))








This probability p1(C) can be computed in linear time to the size of the local tree.
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Algorithm 9 is the conditioning algorithm for a MED constraint under WOMBA se-
mantics. The input is the local tree of the constraint and the document. Line 1 to line 11
define f2 to make sure that 〈LT(C,D),E1, f1,C, p1〉 and 〈LT(C,D),E2, f2, /0, p2〉 have the
same possible worlds.
Line 1 to line 2 assign new formulae to the nodes in path node(0,m). Line 3 to line
4 assign new formulae to nodes in path node(m,x1). Each node in path node(m,x1) is
assigned an independent event. The formulae of the nodes in path node(m,xi) (i ∈ (1,q))
are defined by line 5 to line 8. These formulae make sure that if node xk exists, none of
nodes xk+1, ...,xq−1 exists (k ∈ [1,q−2]). Line 9 to line 11 assign new formulae to nodes in
path node(m,xq). These formulae make sure that if one of nodes x1, ...,xq−1 exists, node
xq does not exist; if none of nodes x1, ...,xq−1 exists, node xq surely exists.
Line 12 presents the set of equations to compute the probabilities of the new events in E2
such that the same possible worlds in 〈LT(C,D),E1, f1,C, p1〉 and 〈LT(C,D),E2, f2, /0, p2〉
have the same probabilities. The probabilities of the events associated with the nodes in
path node(0,m) are 1 (in Equation (1)).
Equation (2) ensures that the probability of the possible world, in which node x1 exists
and all paths from m to xi(i ∈ [2,q]) do not exist, remains the same after conditioning.
For i ∈ [2,q−1], Equation (3) ensures that the probability of the possible world, in which
node xi exists and all paths from m to xu(u ∈ [1,q],u 6= i) do not exist, is unchanged after
conditioning. Equation (4) makes sure that the probability of the possible world, in which
node xq exists and all paths from m to xi(i ∈ [1,q− 1]) do not exist, is the same after
conditioning.
Applying Equation (5) with Equation (3)(4) results in extending the set of possible
worlds of which the probabilities remain the same after conditioning, by including the
possible worlds in which there are some nodes in the path from m to x1. Applying Equation
(6) or (7) with Equation (2)(3)(4) includes the possible worlds in which there are some
nodes in the path from m to xi(i ∈ [2,q]). Applying Equation (8) with Equation (2)(3)
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includes the possible worlds in which there are some nodes in the path from m to xq.
Applying a combination of Equation (6)(7)(8) with Equation (2)(3)(4) extends the set
of possible worlds of which the probabilities are the same after conditioning, in similar
ways. We prove that these equations makes sure that the probabilities of all the possible
worlds remain unchanged after conditioning.
Example 3.14. We illustrate the algorithm on Example 3.13. After the conditioning, the
formulae of all the nodes are:
f2(0) = a0, f2(1) = a1, f2(2) = a2
f2(3) = (¬( f2(1)∧ f2(2))∧θ1)∨η1
f2(4) = ¬( f2(1)∧ f2(2)∧ f2(3))∧η2
f2(5) = ¬( f2(1)∧ f2(2))∧¬( f2(3)∧ f2(4))∨α1
f2(6) = ¬( f2(1)∧ f2(2))∧¬( f2(3)∧ f2(4))
There are 7 new created events. In order to compute the probabilities of these events, a
straightforward way is to enumerate all the possible worlds and set equations to make sure
that their probabilities are the same after conditioning.
There are 12 possible worlds, 4 for each of the following cases: when node 2 exists
while node 4, 6 do not; when node 4 exists while node 2, 6 do not; and when node 6 exists
while node 2, 4 do not.
The algorithm gives us a set of 7 equations to solve to get the probabilities of the new
events. They are:
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Algorithm 9: Conditioning algorithm for a MED constraint under WOMBA seman-
tics
Data: 〈LT(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LT(C,D),E2, f2, /0, p2〉
1 foreach node i ∈ path node(0,m) do
2 f2(i) = ai;
3 foreach node (1, j) ∈ path node(m,x1), excluding node m do
4 f2((1, j)) = a(1, j)
5 for i ∈ (1,q) do
6 for j ∈ [1,ki) do




v=1 f2((u,v))))∧θ(i, j)∨η(i, j)






j=1 f2((i, j))))∧η(i,ki)//node xi
9 foreach node (q, j) ∈ path node(m,xq), excluding node m and node xq do










12 The probabilities of the new events are computed by resolving the set of equations as
p2(a0) = p2(a1) = ...= p2(am) = 1 (1)
∏k1j=1 p2(a(1, j))∏
q−1








f or i ∈ [2,q−1]
(1− p2(a(1,1)))∏i−1u=2((1− p2(η(u,1))) · (1− p2(θ(u,1))))

















f or j ∈ [1,k1−1], 1−p2(a(1, j))p2(a(1, j))(1−p2(a(1, j+1))) =
1−p1(e(1, j))
p1(e(1, j))(1−p1(e(1, j+1))) (5)
f or i ∈ [2,q−1], f or j ∈ [1,ki−2]
1−p2(η(i, j))















f or j ∈ [1,kq−2], 1−p2(α j)p2(α j)(1−p2(α j+1)) =
1−p1(e(q, j))
p1(e(q, j))(1−p1(e(q, j+1))) (8)
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
p2(a0) = 1
p2(a1)p2(a2)(1− p2(η1))(1− p2(α1)) = p1(e0)p1(e1)p1(e2)(1− p1(e3))(1− p1(e5))p1(C)
(1− p2(a1))(p2(θ1)+ p2(η1)− p2(θ1)p2(η1)) · p2(η2)(1− p2(α1)) =
p1(e0)(1− p1(e1))p1(e3)p1(e4)(1− p1(e5))
p1(C)











(p2(θ1)+ p2(η1)− p2(θ1)p2(η1))(1− p2(η2)) =
1− p1(e3)
p1(e3)(1− p1(e4))
Assume p1(e0) = 1, p1(e1) = p1(e2) = 12 , p1(e3) = p1(e4) =
1
3 , p1(e5) = p1(e6) =
1
4 .
Resolving the equations, the probabilities of the new events are p2(a0) = 1, p2(a1) =
143
189 , p2(a2) =
120
143 , p2(θ1) =
15
23 , p2(η1) =
1
4 , p2(η2) =
15
17 , p2(α1) =
1
5 .
The correctness of the equation system is based on a few technical definitions and
results:
Definition 3.13. (primitive possible worlds) A possible world is primitive if all existing
nodes are in the same path.
Lemma 3.2. The probabilities of all primitive possible worlds are preserved by Algorithm
9.
Proof. It is easy to check that Equation (2),(3) and (4) preserve the probabilities of all
primitive possible worlds.
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Definition 3.14. (adjacent possible world) Let W and W ∗ be two possible worlds where
the only difference is that one node does not exist in W but exists in W ∗. Then we say W is
adjacent to W ∗ (W ≺1 W ∗).




Proof. Assume that the different node is (2, j) and 1 < j < k2−1 for simplicity. The proof
is similar for other pairs of adjacent possible worlds.
Case 1 All nodes in the first branch exist.
Assume that in W , each branch ends at (i, ti) for i = 3, . . . ,q.
Then





f2(i, l)∧ (¬ f2(i, ti)))
= a(1,1)∧ . . .∧a(1,k1)∧η(2,1)∧ . . .∧η(2, j−1)∧ (¬η(2, j))
∧
S
where S is the tail part for W .
And





f2(i, l)∧ (¬ f2(i, ti)))
= a(1,1)∧ . . .∧a(1,k1)∧η(2,1)∧ . . .∧η(2, j)∧ (¬η(2, j+1))
∧
S∗
where S∗ is the tail part for W ∗.






p2(η(2, j))(1−p2(η(2, j+1))) .
By Equation (6),
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1−p2(η(2, j))
p2(η(2, j))(1−p2(η(2, j+1))) =
1−p1(e(2, j))




Case 2 All nodes in branch ξ exist. ξ 6= 1,2 (when ξ = 2, it is impossible to have
W ≺1 W ∗ such that the different node is (2, j)).
Assume that in W , each branch ends at (i, ti) for i 6= 2,ξ .
Then
W = a(1,1)∧ . . .∧a(1,t1−1)∧ (¬a(1,t1))∧ f2(2,1)∧ . . .∧ f2(2, j−1)










= a(1,1)∧ . . .∧a(1,t1−1)∧ (¬a(1,t1))∧ (θ(2,1)∨η(2,1))∧ . . .
∧ (θ(2, j−1)∨η(2, j−1))∧ (¬θ(2, j)∧¬η(2, j))
∧
S
where S is the tail part for W .
And
W ∗ = a(1,1)∧ . . .∧a(1,t1−1)∧ (¬a(1,t1))∧ f2(2,1)∧ . . .∧ f2(2, j)














where S∗ is the tail part for W ∗.






(p2(η(2, j))+p2(θ(2, j))−p2(η(2, j))p2(θ(2, j)))(1−p2(η(2, j+1)))(1−p2(θ(2, j+1)))
=
1−p1(e(2, j))
p1(e(2, j))(1−p1(e(2, j+1))) =
pD1(W )
pD1(W
∗) by Equation (6).
Combining Lemma 3.2 and Lemma 3.3, the probabilities of all possible worlds are
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preserved.
Theorem 3.11. Given 〈LT(C,D),E1, f1,C, p1〉, Algorithm 9 outputs a world equivalent
〈LT(C,D),E2, f2, /0, p2〉, assuming that the equation system has a solution. When there is a
solution, Algorithm 9 performs in polynomial-time to the size of the local tree.
Proof. It is easy to see that this algorithm does not introduce new possible worlds. Thus, it
suffices to verify that the algorithm preserves the probability of each possible world.
Let W be an arbitrary possible world so that there is a sequence of possible worlds
W1, . . . ,Wn =W and a primitive possible world W0 such that 16 i6 n, Wi−1 ≺1 Wi.
By Lemma 3.2, pD1(W0) = pD2(W0).

















)pD1(W0) = pD1(W ).
Algorithm 9 introduces m+ k1 + kq− q+ 2+∑q−1i=2 2ki new events and p1(C) can be
computed in linear time. However, we do not have a proof that shows the set of equations
in Algorithm 9 always has a solution, though the set of equations did have such a solution in
all cases we experimented with. When there is a solution, the algorithm runs in polynomial-
time to provide an approximate solution to the equations.
3.8.3.1.2 WOMBI Semantics In this section, we consider a MED constraint under
WOMBI semantics. The constraint tells us that the path from node 0 to node m may not
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p1(C) can be computed in linear time to the size of the local tree. The conditioning
algorithm is similar to Algorithm 9, except for two differences. First, the probabilities of
ai(i∈ [0,m]) (in Equation (1)) are not 1, because node i∈ [0,m] may not be actual. Instead,
the probabilities of a′is are defined by
1− p2(a0) = 1−p1(e0)p1(C)
k ∈ [1,m]




Second, Equation (2)(3)(4) have to be modified slightly, by adding factor ∏mi=0 p2(ai)
to the left-hand-side of these equations. The complexity of this conditioning algorithm is
the same as Algorithm 9 (in polynomial-time to the size of the local tree).
3.8.3.2 With Maybe Semantics
In this section, we consider a MED constraint under WMB semantics. The constraint tells
us that the path from node 0 to node m may not exist and if this path exists, at most one
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This probability p1(C) can be computed in linear time to the size of the local tree.
The conditioning algorithm is similar to Algorithm 9. However, the formulae of nodes
in path node(m,x1) and path node(m,xq) are different from the formulae in Algorithm 9.
The formulae of nodes in path node(m,x1) are f2((1, j)) = a∨ x(1, j), where j ∈ [1,k1].
The formulae of nodes in path node(m,xq) are the same as the formulae of nodes in
path node(m,xi), where i ∈ (1,q) in line 5 to line 8 in Algorithm 9. This conditioning
algorithm introduces m+ 3+ k1 +∑
q
i=2 2ki− q new events. The probabilities of the new
events are computed by resolving the set of equations as follows.
Equation (1)(2) model the possible worlds that some nodes in the path from node 0
to node m do not exist and make sure that the probabilities of these possible worlds are
unchanged after conditioning.
Equation (3) models the ratio between the probability of the possible world in which
node m does not exist and the probability of the possible world in which node m exists but
none of its children exists.
Equation (4)(5)(6) compute the probabilities of events that are in the formulae of the
nodes in the path from m to x1. Equation (7)(8)(9) compute the probabilities of events
that are in the formulae of the nodes in the path from m to xi where i ∈ [2,q). Equation
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(7)(8)(10) compute the probabilities of events that are in the formulae of the nodes in the
path from m to xq.
Similar to Algorithm 9, by combining these equations, the probabilities of all the pos-
sible worlds remain the same after conditioning. For example, the possible world, in which
only the path from node 0 to node x1 exists, while all the other children of node m do not
exist, is modeled by Equation (3)(4)(5)(6) and its probability value is the same after condi-
tioning because of these four equations. The complexity of this conditioning algorithm is
the same as Algorithm 9 (in polynomial-time to the size of the local tree). The proof of its
correctness is similar to the proof of Theorem 3.11.

1− p2(a0) = 1−p1(e0)p1(C) (1)
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3.8.4 MED&AD MutEx Constraints
In this section, we consider the mutually exclusive constraints that combine the MEAD and
MED constraints (Constraint 4 in the example in Section 3.1). The id of the root of D is 0.
As introduced in Section 3.5.3, the set of mutually exclusive nodes is N = X ∪Y . As shown
in Figure 3.4(d), X = {x1, ...,xg} is the set of shaded nodes in the higher level and Y is the
set of shaded nodes in the lower level. Node m is the lowest common ancestor of nodes in
X . Assume that for each xi, there are hi nodes in Y as its descendant: y(i,1), ...,y(i,hi). The
formal definition of this class of constraints is set out in Section 3.5.2. For each node with
id n, the associated event before conditioning is en.
According to Proposition 3.6, the local tree of the input probabilistic XML document
is the part including nodes in path node(0,y(i, j)) (i ∈ [1,g], j ∈ [1,hi]). We will not discuss
the formulae of the other nodes.
3.8.4.1 Without Maybe Semantics
3.8.4.1.1 WOMBA Semantics The MED&AD constraint under WOMBA semantics
means that (1) nodes in path node(0,m) exist; (2) when node xi exists, any xk(k 6= i) cannot
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p1(C) can be computed in linear time to the size of the local tree. As we can see,
the constraint considered in this section is the combination of the constraints considered
in Section 3.8.2 and Section 3.8.3. More specifically, the part of the local tree (in Figure
3.4(d)) between root and X = {x1, ...,xg} is same as the local tree of MED constraint (in
Figure 3.4(c)), while the part of the local tree (in Figure 3.4(d)) between xi (i ∈ [1,g]) and
{y(i,1), ...,y(i,hi)} is same as the local tree of the MEAD constraint (in Figure 3.4(b)).
We devise our conditioning algorithm, which is Algorithm 10, based on Algorithm 8
and Algorithm 9. In Algorithm 10, the latter algorithm is applied to the part of the local
tree between root and X = {x1, ...,xg} (line 1), and Algorithm 8 is applied to the parts of
the local tree between xi (i ∈ [1,g]) and {y(i,1), ...,y(i,hi)} (line 3). The sets of new events
have to be disjointed every time when the algorithms are applied.
Algorithm 10: Conditioning algorithm for a MED&AD mutually exclusive constraint
under WOMBA semantics
Data: 〈LT(C,D),E1, f1,C, p1〉
Result: A world equivalent 〈LT(C,D),E2, f2, /0, p2〉
1 For the tree consisting in the paths from node 0 to node xi(i ∈ [1,g]), apply
Algorithm 9 ;
2 for i ∈ [1,g] do
3 for the tree consisting in the paths from node xi to node y(i, j)( j ∈ [1,hi])
(excluding node xi), apply Algorithm 8;
Theorem 3.12. Given 〈LT(C,D),E1, f1,C, p1〉, Algorithm 10 outputs a world equivalent
〈LT(C,D),E2, f2, /0, p2〉, assuming that the equation system has a solution. When there is a
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solution, Algorithm 10 performs in polynomial-time to the size of the local tree.
The correctness of Algorithm 10 can be proved by adapting the proofs of Theorem 3.10
and Theorem 3.11.
3.8.4.1.2 WOMBI Semantics In this section, we consider a MED&AD constraint
under WOMBI semantics. Under this semantics, nodes in path node(0,m) may not exist,




























































The conditioning algorithm (with a complexity in polynomial-time to the size of the
local tree) is similar to Algorithm 10, but by combining the algorithms in Section 3.8.2.1.2
and Section 3.8.3.1.2.
3.8.4.2 With Maybe Semantics
In this section, we consider a MED&AD constraint under WMB semantics. Under this
semantics, the nodes in path node(0,m) may not exist, and at most one node in N exists
when this path exists. The constraint can be formulated as
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The conditioning algorithm (with a complexity in polynomial-time to the size of the
local tree) is similar to Algorithm 10, but by combining the algorithms in Section 3.8.2.2
and Section 3.8.3.2.
3.9 Discussion: Multiple Constraints
In the previous sections, we present conditioning algorithms for a mutually exclusive con-
straint or an implication constraint. In this section, we consider handling a set of con-
straints. As shown in the examples in Section 3.1, a primary key constraint is a set of mu-
tually exclusive constraints, and a referential constraint is a set of implication constraints.
Moreover, it is also possible for a user to specify multiple constraints to perform condition-
ing. In this section, we discuss two problems: (1) instead of handling multiple constraints
as a whole, is it possible to deal with individual constraints iteratively to yield the same
unconstrained probabilistic database; (2) whether our proposed conditioning algorithms
support performing conditioning iteratively.
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Firstly, we study the problem: instead of handling multiple constraints as a whole, is
it possible to deal with individual constraints iteratively to yield the same unconstrained
probabilistic database? The answer is yes, and we provide a formalism and a proof as
follows.
Theorem 3.13. 〈D,E1, f1,C1∧C2∧ ...∧Cn, p1〉 ≡w 〈D,E2, f2,C2∧ ...∧Cn, p2〉 if
〈D,E1, f1,C1, p1〉 ≡w 〈D,E2, f2, /0, p2〉.
Note that C2∧ ...∧Cn in 〈D,E2, f2,C2∧ ...∧Cn, p2〉 is not in the form of f1, but in the
form of f2.
Proof. Both 〈D,E1, f1,C1 ∧C2 ∧ ...∧Cn, p1〉 and 〈D,E2, f2,C2 ∧ ...∧Cn, p2〉 contain only
and all the possible worlds satisfying C1∧C2∧ ...∧Cn. We are going to prove that for any
such possible world w, its probabilities are the same (namely pD1(w) = pD2(w)).
In 〈D,E1, f1,C1 ∧C2 ∧ ...∧Cn, p1〉, the probability of w is pD1(w) = p1(w1|C1 ∧C2 ∧
...∧Cn) (w1 is the formula of possible world w in f1 form). In 〈D,E2, f2,C2∧ ...∧Cn, p2〉,
the probability of w is pD2(w) = p2(w2|C2∧ ...∧Cn) (w2 is the formula of possible world
w in f2 form).
〈D,E1, f1,C1, p1〉 ≡w 〈D,E2, f2, /0, p2〉, therefore
p2(C2∧ ...∧Cn) = p1(C2∧ ...∧Cn|C1) = p1(C1∧C2∧ ...∧Cn)p1(C1)
and
p2(w2∧C2∧ ...∧Cn) = p1(w1∧C2∧ ...∧Cn|C1) = p1(w1∧C1∧C2∧ ...∧Cn)p1(C1)
Hence
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p1(C1∧C2∧ ...∧Cn) = p1(w1|C1∧C2∧ ...∧Cn) = pD1(w)
Instead of finding 〈D,E1, f1,C1∧C2∧ ...∧Cn, p1〉 ≡w 〈D,E2, f2, /0, p2〉 in one step, we
can perform conditioning in a chain as 〈D,E1, f1,C1∧C2∧ ...∧Cn, p1〉 ≡w 〈D,E2, f2,C2∧
...∧Cn, p2〉 ≡w ...≡w 〈D,En, fn,Cn, pn〉 ≡w 〈D,En+1, fn+1, /0, pn+1〉. For each step, instead
of considering the problem of given 〈D,Ei, fi,Ci∧ ...∧Cn, pi〉 finding 〈D,Ei+1, fi+1,Ci+1∧
...∧Cn, pi+1〉 such that 〈D,Ei, fi,Ci ∧ ...∧Cn, pi〉 ≡w 〈D,Ei+1, fi+1,Ci+1 ∧ ...∧Cn, pi+1〉,
we can consider the problem of given 〈D,Ei, fi,Ci, pi〉 finding 〈D,Ei+1, fi+1, /0, pi+1〉 such
that 〈D,Ei, fi,Ci, pi〉 ≡w 〈D,Ei+1, fi+1, /0, pi+1〉, thanks to Theorem 3.13. Then we can add
constraints Ci+1∧ ...∧Cn into 〈D,Ei+1, fi+1, /0, pi+1〉, generating 〈D,Ei+1, fi+1,Ci+1∧ ...∧
Cn, pi+1〉. Notice that we have to know the formulae of the individual constraints Ci+1, ...,
Cn, not in the original form fi, but rather, in fi+1 form. However, fi+1 form of constraints
of any kind are not easy to find, given the fi form. We can only use the approach of enu-
merating possible worlds (for instance, consider Ci+1): (1) find all the possible worlds in
〈D,Ei, fi,Ci, pi〉 satisfying Ci+1; (2) get the updated formulae fi+1 of such possible worlds;
(3) unite these formulae. In this way, we get the formula of Ci+1 in the fi+1 form. However,
if we know the semantics of the constraints (e.g., mutual exclusiveness over a set of tuples
or nodes, or implication from a set of tuples to another set of tuples), our considered con-
straints in the previous sections are easy to formulate by using the language formulation in
Section 3.4 with the set of events in the desired probabilistic database. For instance, if we
want to add a MET constraint Ci+1 on 〈D,Ei+1, fi+1, /0, pi+1〉, the constraint Ci+1 can be
easily formulated using the language in Section 3.4. Note that the formula of t j is fi+1(t j).
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The second problem is that whether our proposed conditioning algorithms support per-
forming conditioning iteratively? In general cases, our proposed conditioning algorithms
cannot be performed iteratively since the data models after conditioning, are not PrXMLind
and PrTPLind. Instead, the data models are PrXMLfie and PrTPLfie. However, we iden-
tify some cases of constraints for which we could perform our conditioning algorithms
iteratively.
3.9.1 Multiple Constraints in Probabilistic Relational databases
We find that, given multiple independent constraints, our proposed conditioning algorithms
can be performed to handle them. The intuition is that, for independent constraints, their
local databases are disjoint. Given a constraint, our conditioning algorithms only update
the formulae of the tuples in the local database of the constraint, while the other tuples, that
are not in the local database, are not affected (according to Proposition 3.6).
For instance, Ck,Ck+1 being independent means that they do not share any common
events. Since D1 is in PrTPLind, LD(Ck,D)∩LD(Ck+1,D) = /0. Thanks to Proposition 3.6,
conditioning 〈D,Ek, fk,Ck, pk〉 (yielding 〈D,Ek+1, fk+1, /0, pk+1〉) only updates the formulae
of the tuples in LD(Ck,D). In other words, 〈LD(Ck+1,D),Ek+1, fk+1,Ck+1, pk+1〉 are still
in PrTPLind. Hence our algorithms can be used to perform conditioning further.
3.9.2 Multiple Constraints in Probabilistic XML documents
Considering the constraint language specified in Section 3.4, there does not exist any two
independent constraints in probabilistic XML documents even in PrXMLind, because any
two constraints share at least one event, which is the event of the root node. Therefore we
cannot adapt the argument for considering multiple constraints in probabilistic relational
databases to this case trivially. The intuition is that we should try to find the nodes of
the document whose formulae are still single events after conditioning the previous cons-
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traint. If the local tree of the current constraint contains only the nodes whose formulae are
singletons, our proposed algorithms can be performed on the current constraint.
LCA(Nk) is the lowest common ancestor of all the nodes Nk specified in the mutual-
ly exclusive constraint Ck. Recall that the local tree of Ck includes all the nodes in the
paths from the root node to the nodes in Nk. Observing from our proposed conditioning
algorithms, (1) the formulae of the nodes between root node and LCA(Nk) are updated but
are still singletons; (2) the formulae of the nodes between LCA(Nk) and nodes in Nk are
updated to be complicated formulae.
Based on these observations, if we want to use the proposed conditioning algorithms to
perform conditioning for the coming constraint Ck+1, the local tree of Ck+1 cannot include
(1) the nodes between LCA(Nk) and nodes in Nk, since their updated formulae are not
singletons any more; (2) the nodes which are descendants of the nodes in Nk, otherwise the
nodes in case (1) will also be included in the local tree. We formalize these requirements
as
LT(D,Ck+1)∩PNk = /0
PNk represents all the nodes that should be excluded in the local tree of the constraint Ck+1
if one wants to use our proposed conditioning algorithms directly for the constraint Ck+1.
PNk = PNk−1∪LT(D,Ck)−path node(root(D),LCA(Nk))
Notice that we do not explicitly include the descendants of Nk in PNk, since if LT(D,Ck+1)
includes such nodes, then LT(D,Ck+1) surely includes some nodes in PNk.
3.10 Conclusion
In this chapter, we studied the problem of conditioning probabilistic databases. We pre-
sented our probabilistic data model (i.e., probabilistic relational data model and proba-
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bilistic XML data model) with constraints and defined the conditioning problem. For the
sake of rigors and generality, we devised a probabilistic data model that natively caters for
constraints rather than treating them as add-ons. In general, as observed in Section 3.3,
conditioning is intractable, and obtaining minimal representations relates to long-standing
open problems in circuit complexity. An EXPTIME algorithm was presented for the gen-
eral case. Next, we focused on the special cases of mutually exclusive constraints and
implication constraints in probabilistic relational data and probabilistic XML data with
independent events. We devised and presented PTIME conditioning algorithms for such
constraints. Lastly, we studied the conditions for when our conditioning algorithms can be
applied to handle multiple constraints.
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Pricing Data: What you Pay for is
What you Get
In Chapter 3, we study the conditioning problem which improves data quality. In this
chapter, we study the relationship between the quality and price of data.
As argued by Balazinska, Suciu and their co-authors in [Balazinska et al., 2011], data
is being bought and sold. Electronic data marketplaces are being designed and deployed.
Independent data providers, such as Aggdata [LLC, 2012], Microsoft’s Azure Market-
Place [Microsoft, 2012], Intelius [INTELIUS, 2013] and Weather Unlocked [WeatherUn-
locked, 2014], aggregate data and organize their online distribution. A data marketplace is
a virtual place of gathering for data providers and data consumers to purchase and sell data.
The three participants within a data market are data providers, data market owners and data
consumers ([Muschalle et al., 2012]). Data providers bring data to the market and set its
full price. Data consumers buy data from the market. A data market owner is a broker. She
negotiates the pricing schemes with data providers and manages the market infrastructure
that facilitates the transactions between data providers and data consumers.
In most of the data pricing literature [Koutris et al., 2012a; Koutris et al., 2012b;
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Koutris et al., 2013; Kushal et al., 2012; Li and Miklau, 2012; Kushal et al., 2012; Birn-
baum and Jaffe, 2007], data prices are prescribed and not negotiable, and give access to the
best data quality that the data provider can achieve. None of them allow any negotiation of
prices, nor do they consider data quality in their pricing schemes. Indeed, data quality is
an important axis for data pricing in data markets, as we have seen in Section 1.1. Wang
et al. [Wang and Strong, 1996; Pipino et al., 2002] define dimensions to assess data quality
in following four categories: intrinsic quality dimensions (believability, objectivity, accura-
cy, reputation), contextual quality dimensions (value-added, relevancy, timeliness, ease of
operation, appropriate amount of data, completeness), representational quality dimensions
(interpretability, ease of understanding, concise representation, consistent representation)
and accessibility quality dimensions (accessibility, security).
We separate the cases where data consumers request data items directly, and those
where data consumers specify the parts of data they are interested in by issuing queries.
For pricing data items, we propose a theoretical and practical pricing framework for
a data market, in which data consumers can propose their own prices and can trade data
quality for discounted prices: “what you pay for is what you get”. If a data consumer
proposes to buy data at a price less than the price set by the data provider (a price less
than the full price) then she obtains a lower-quality version of the requested data, where the
quality is commensurate with the discount. We propose a theoretical and practical pricing
framework with the algorithms for relational data with accuracy as “data quality” and for
XML data with completeness as “data quality” in Section 4.1 and Section 4.2, respectively.
For pricing queries, in Section 4.3, we propose a practical pricing framework to charge
for a query based on tuples needed to answer the query, which can be viewed as the quality
of the query result. In our framework, we assume that each tuple in our relational database
has a price representing its quality, and we define the price of a query based on the price of
the tuples needed to answer the input query. A data consumer has to pay for the tuples that
her query needs to produce the query result: “what you pay for is what you get”. If a query
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needs higher-quality (namely higher-price) tuples, the price of this query should be higher.
Finally, we conclude this chapter in Section 4.4.
4.1 Relational Data Pricing
In this section we present a relational data pricing framework in which data accuracy can
be traded for discounted prices. In our framework, a data consumer is free to propose prices
for her requested data and she gets an approximate value of the requested data, for which
the accuracy is commensurate with the proposed price. This section is organized as follows.
We give a brief introduction of our framework in Section 4.1.1. In Section 4.1.2, the data
model and basic concepts used in our framework are presented. Two important functions
δ and pi are introduced in Section 4.1.3. Optimally satisfactory distributions are examined
in Section 4.1.4, and algorithms are devised to generate such an optimal distribution in
Section 4.1.5. Finally, the framework is concluded in Section 4.1.6.
4.1.1 Introduction
In this section, we propose a theoretical and practical relational data pricing framework with
its algorithms for publishing an approximate value when the price is discounted: “what you
pay for is what you get”. In this framework, the value published is randomly determined
from a probability distribution. The distribution is computed in such a way that its dis-
tance to the actual value is commensurate with the discount sought. The published value
comes with a guarantee on the probability to be the exact value. This probability is also
commensurate with the discount sought.
The computation of the approximate value for the discounted price requires both a
distance function and a probability function. We define an invertible distance function
δ , that takes the price sought by the data consumer as input, and returns the maximum
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distance between the degenerate distribution (i.e., the distribution that takes one value only
with probability 1) for the exact value and the sampling distribution used to sample the
returned value. We define an invertible probability function pi1 , that takes the price offered
by the data consumer as input, and returns the minimum probability of the returned value.
The data market owner negotiates the distance and probability functions with the data
providers. We formalize the principles that a healthy data market should meet for such a
transaction. The distance function δ and the probability function pi are inverse functions
of two pricing functions, δ−1 and pi−1, respectively. δ−1 computes the price given the
maximum distance. pi−1 computes the price given the minimum probability. We formalize
the principles of co- and contra-variance, of invariance, of a threshold requirement for these
functions with respect to the price. We prove that the two functions meet the principles.
The data market owner uses the distance and probability functions to generate a proba-
bility distribution, from which the published value is sampled. In order to ensure fairness
among consumers without discounting exact values, the data market owner must maximize
the distance of the sampling distribution with the degenerate distribution. Algorithms to
generate such an optimal distribution are devised and presented, using the distance func-
tion δ and the probability function pi .
Our framework is in the category of data-based pricing, and allowing willingness-to-
pay to be less than the full price of the requested data (as reviewed in Section 2.3.1). The
framework of [Li et al., 2012] is similar to our work because both works return a sam-
pled value from a generated distribution to data consumers. Our work differentiates itself
from [Li et al., 2012] in the following aspects. The framework of [Li et al., 2012] focus-
es on prices of linear queries2 with only numerical domains, which is the same as what
researchers do in differential privacy, while in our framework, there is a pricing function
1δ and pi may not be functions. Instead, they are relations, since the same price value can map to different distance values and
different probability values. They are functions only when we assume that different distance values (respectively different probability
values) correspond to different prices. However, we assume that they are functions to simplify the presentation.
2In [Li et al., 2012], the authors model a database by a vector of real-valued data items x= (x1, ...,xn). A linear query is a real-valued
vector q = (q1, ...,qn). The answer q(x) to a linear query q on x is the vector product qx = q1x1 + ...+qnxn.
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defining prices for generated distributions on any discrete domains. Moreover, in their
framework, the price of a query depends on the standard derivation provided by consumer-
s. Standard derivation is not meaningful without an exact answer to the query. In our
framework, we have a probability function which states clearly, what the probability of
getting the exact value is, if a data consumer pays certain amount of money. It would be
much easier for a data consumer to decide her payment. Even worse, in their framework, a
data consumer has to find an acceptable price by themselves by trying different standard de-
viation values, which may be troublesome. In contrast, in our framework, a data consumer
is able to specify the payment directly, and she gets what she pays for.
4.1.2 Data Model and Basic Concepts
In this section, we describe the data model and basic concepts of our framework. The data
market model consists of data consumers, data providers and data market owners. For a
single data trading, we consider only one data provider, one data consumer and one data
market owner.
The data provider brings data to the market and sets its full price. We consider the data
to be in the relational model. A data provider owns a set of tuples. The schema is (id,v),
where id is the primary key and v is the value. We consider the domain of v to be a discrete
ordered or unordered domain. All possible values of v are v1,v2, ...,vm.
Although we only consider two attributes in the schema in our model, cases of more
than two attributes can be handled by treating v as a set of attributes.
Without loss of generality, we consider the case that the data provider only owns one
tuple t, t = (ξ ,vk) where k ∈ [1,m], with a full price prbase. Our model can easily be
extended to handle the case that the data provider owns multiple tuples, by considering
each tuple separately.
The data consumer wants to buy data from the market. She requests the tuple t. How-
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ever, she is not forced to pay the full price prbase for it, instead, she is free to propose a
price.
The data market owner is a broker between the data provider and data consumer. She
negotiates the pricing scheme with the data provider. Receiving a payment from the da-
ta consumer, the data market owner returns a value, which is randomly determined from
a probability distribution, to the data consumer. The distribution, namely an X-tuple [A-
grawal et al., 2006], is generated by the data market owner according to the price that a
consumer is willing to pay.
Definition 4.1. (X-tuple) An X-tuple is a set of m mutually exclusive tuples with the same
id value but different v values, where m is the number of different possible values in the
domain of v. Each tuple is associated with a probability representing the confidence that
this tuple is actual.
In our framework, we consider that there is only one tuple t owned by the data provider.
Under this assumption, all the X-tuples contain the same set of tuples, but with different
distributions over possible values of v. Therefore, it is possible to represent an X-tuple by
its distribution. As a special case, the tuple t can be represented by a degenerate distribu-
tion.
Example 4.1. A tuple t = (20053046,A) telling that the student with id 20053046 gets
grade A. There are four grades A,B,C,D. Based on t, an X-tuple X = {〈(20053046,A),0.3〉,
〈(20053046,B),0.2〉, 〈(20053046,C),0.4〉, 〈(20053046,D),0.1〉}. X can be represented
by its distribution (0.3,0.2,0.4,0.1). The tuple (20053046,A) is sampled from X with a
probability 0.3. The tuple t can be represented by a degenerate distribution (1,0,0,0).
In the rest of the section, we represent an X-tuple by its distribution when there is
no ambiguity. We reserve Dbase as the degenerate distribution of the tuple t, reserve k
as the index where the probability is 1 in Dbase, reserve m as the number of tuples in
an X-tuple.
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Receiving the payment pr0 from the data consumer, the data market owner generates a
distribution (i.e., an X-tuple) X satisfying two constraints:
(1) the distance between X and Dbase is not larger than δ (pr0);
(2) the probability of a tuple sampled from X to be t is at least pi(pr0).
There may exist infinitely many distributions satisfying the above two constraints. In
order to ensure fairness among consumers, the data market owner generates an optimal sat-
isfactory distribution (the reason is in Section 4.1.4). A distribution created is optimal in the
sense that it has the maximum distance to the degenerate distribution Dbase under the two
constraints. Finally, the data market owner samples a value from an optimal satisfactory
distribution and returns it to the data consumer.
We use an example to illustrate our framework.
Example 4.2. Assume that some people are interested in the ranking of four supermarkets
in Singapore: FairPrice, Giant, Cold Storage and Shop n Save. There is a survey to col-
lection such ranking information from 10,000 persons. Their ranking results are averaged
to generate the final ranking. Assume that a sales manager is interested in the ranking of
FairPrice, since she has to decide whether she should increase the quota of her product in
FairPrice.
Assume that FairPrice is ranked at the first place and we set the price $100 to such
information. The possible ranking values for FairPrice is {1,2,3,4}. The degenerate dis-
tribution for the exact value is Dbase = (1,0,0,0). If the sales manager pays $100, we will
return the exact information (i.e., FairPrice is ranked at the first place) by sampling a value
from the degenerate distribution.
If the sales manager proposes to pay $80, using our framework, we will generate a
distribution according to her willingness-to-pay, e.g., we generate a distribution D1 =
(0.8,0.2,0,0). If the sales manager proposes to pay only $50, another distribution is gen-
erated D2 = (0.5,0.2,0.2,0.1). A value is sampled from the generated distribution and
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returned to the sales manager. Statistically, the manager will get more accurate informa-
tion by proposing a higher willingness-to-pay in the following two aspects. First, if she
pays $80 instead of paying $50, the probability of getting the exact information is higher
(i.e., 0.8 > 0.5). Second, when the exact value fails to be sampled, if the manager pays
more, she has a higher chance to get an approximate answer which is not too far from the
exact answer, e.g., by paying $80, she gets a wrong answer rank 2 in the worst case; but she
may get a wrong answer rank 4 in the worst case if paying $50. To summarize, statistically,
she will get a more useful data value if she pays more.
4.1.3 Distance and Probability Functions
In our framework, the accuracy of the value is determined from the price given by the data
consumer. Therefore, the distance function δ and the probability function pi are inverse
pricing functions. In this section we define the corresponding pricing functions, δ−1 and
pi−1. δ−1 computes the price given the maximum distance requirement. pi−1 computes
the price given the minimum probability requirement. We formalize the principles for the
exchange in terms of δ−1 and pi−1 in Section 4.1.3.1 and Section 4.1.3.2, respectively.
There are many existing distance functions on two distributions. We review three of
them: Kullback-Leibler divergence, Jensen-Shannon divergence and Earth Mover’s Dis-







As can be observed, DKL is non-symmetric measure of the difference between two distri-
butions. The Jensen-Shannon divergence is a symmetrized version of the Kullback-Leibler
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where D = 12(D1 +D2). However, they are not suitable for the case when there are many
0’s in one of the distributions. In the degenerate distribution Dbase, there is only one value
1 while all the other cells are of value 0. Due to this reason, we turn to a third distance
function: Earth Mover’s Distance, which does not have such a problem to handle many 0’s
in one of the input distributions. Later we use it to define the pricing function δ−1.
To define Earth Mover’s Distance, a ground distance di j is needed to measure the d-
ifference from cell i to j. We consider a family of ground distance di j = |i− j|q, where
q > 0. This family of ground distance is a metric, i.e., satisfying non-negative, identity of
indiscernible, symmetry and triangle inequality conditions. The ground distance of q = 0
suits unordered domains. The ground distance of q > 0 suits ordered domains.
Earth mover’s distance can be defined on the basis of the ground distance. Given two
distributions D1 and D2, Earth Mover’s Distance from D1 to D2, EMD(D1,D2), is the
optimal value of the following linear programming:
Minimize : ∑i, j fi j×di j s.t.
∀i : ∑ j fi j = D1(i) and ∀ j : ∑i fi j = D2( j) and ∀i, j : fi j > 0
where D1(i) is the ith cell of distribution D1 and di j is the ground distance. Note that in
our model EMD(D1,D2) = EMD(D2,D1) since the considered di j is symmetry. Hence,
sometime in this section, we will say that EMD(D1,D2) is the distance between D1 and
D2. In our model, EMD is easier to compute compared to general cases, because Dbase is
special. EMD(Dbase,X) =∑i∈[1,m](pi×dki), where pi is the probability of the ith cell of X .
4.1.3.1 The Distance Function δ and Its Inverse Function δ−1
As stated in Section 4.1.2, given the payment pr0, one of the two constraints that a gener-
ated distribution X has to satisfy is that the distance between X and Dbase is not larger than
δ (pr0). In this section, we introduce the distance function δ , by defining and describing its
inverse function δ−1. δ−1 is a pricing function, which defines the price of a distance.
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Definition 4.2. (Distance function and its pricing function) A distance function is an in-
vertible function δ : Dom2→ Dom1, where Dom1,Dom2 ⊆ [0,∞). It takes a price as input
and returns a distance between Dbase and the sampling distribution X.
The inverse function of the distance function is a pricing function δ−1 : Dom1→Dom2,
where Dom1,Dom2 ⊆ [0,∞). Its input is a distance (earth mover’s distance) between Dbase
and X, and it returns the price.
We have several principles for δ−1 that a healthy data market should meet.
Contra-variance principle: the larger the distance is, the less expensive it should be, i.e.,
∆1 > ∆2 ⇒ δ−1(∆1)6 δ−1(∆2).
For instance, in a gold trading market, a mixture of gold and silver has a lower price if
its veracity of gold is smaller, which means that its “distance” to the pure gold is larger.
Invariance principle: each distance has only one price, i.e., ∆1 =∆ ⇒ δ−1(∆) = δ−1(∆1).
For instance, in a gold trading market, the same materials should have the same price.
Threshold3 principle: ∆6 ∆U and δ−1(∆U) = prmin, where U is the uniform distribution,
∆U = EMD(Dbase,U), prmin is minimum amount of money one has to pay.
We assume that X can be charged for only if EMD(Dbase,X) 6 EMD(Dbase,U). The
assumption states that only when the distance between Dbase and X is not larger than the
distance between Dbase and U , X is valuable. We make this assumption because if X is too
far from Dbase, it would be misleading to the data consumer if she buys it. In a gold trading
market, there is a threshold for the veracity of gold to claim that a material is a piece of
gold.
Lemma 4.1. contra-variance and invariance principle imply that δ−1(∆)6 prbase.
Proof. Due to the non-negative of the earth mover’s distance, X has to satisfy that ∆ =
EMD(Dbase,X)>EMD(Dbase,Dbase)= 0. On the basis of contra-variance rule, δ−1(∆)6
3The data market owner is able to define another special distribution to be the threshold.
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δ−1(0). It can be inferred that if EMD(Dbase,X) = 0,X = Dbase. Therefore on the basis of
invariance rule, δ−1(0) = prbase. We conclude that δ−1(∆)6 prbase.
Based on these three principles, Dom1 and Dom2 in Definition 4.2 have to be updated
accordingly: Dom1 ⊆ [0,∆U ] and Dom2 ⊆ [prmin, prbase].
We aim to design the pricing function δ−1 to not only satisfy the above principles, but
also to be as smooth as possible and easy to parameterize for the data market owner. We
construct the pricing function based on “sigmoid function”4: S(x) = 11+e−x , which is “S”
shape and easily parameterized. However, applying the sigmoid function directly does not
satisfy the required principles. Moreover, the domain and range of the sigmoid function do
not meet our needs as well. Therefore we parameterize the sigmoid function as:








× (prbase− prmin)+ prmin (4.1)
where a > 0 controls the inflection point and λ > 0 controls the changing rate. It is easy to
verify that the range of Sλ ,a(x) is [prmin, prbase]when x∈ [0,∞). Since Sλ ,a(x) increases as x
increases, it violates the contra-variance principle. Therefore we choose a kernel function:















× (prbase− prmin)+ prmin (4.2)
where ∆ ∈ [0, 1b ],b = 1EMD(Dbase,U) , a > 0,λ > 0.
Theorem 4.1. The pricing function δ−1 satisfies contra-variance, invariance and threshold
principles.
4Other functions are also possible. In this section, we focus on adapting the sigmoid function.
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× (− 1∆2 )< 0.
(2) It is satisfied since δ−1 is a function.
(3) δ−1(EMD(Dbase,U)) = 0+ prmin = prmin.
After verifying δ−1 satisfying all the principles, we study how to tune the parameters
in δ−1 according to different needs. There are two parameters in δ−1: λ and a. λ controls
the decreasing rate and a adjusts the inflection point.
In Figure 4.1, we present the curves of δ−1 varying λ and a, respectively. We set
prbase = 100, prmin = 5,Dbase = (0,1,0,0,0) and q = 1 for the ground distance. Figure
4.1(a) shows four curves of δ−1 in which a value is fixed to be 1 and λ varies from 1 to
4. When λ is small (λ = 1), δ−1 starts to decrease earlier and decreases more slowly,
compared to other curves when λ is larger (λ = 2,3,4).
After the data market owner chooses a proper λ value for herself, the parameter a in
δ−1 is used to adjust the inflection point. It is known that the inflection point of δ−1 can be






Assume that the data market owner wants to set the x value of the inflection point to be η .







Figure 4.1(b) shows four curves of δ−1 in which λ value is fixed to be 1 and a value
varies from 1 to 4. As can be observed, the smaller a value is, the larger the x value of the
inflection point is.
To conclude, if the data market owner prefers δ−1 to decrease earlier and more slowly,
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(a) a = 1, varying λ (λ = 1 (red), λ = 2
(green), λ = 3 (black), λ = 4 (blue))






(b) λ = 1, varying a(a = 1 (red), a = 2
(green), a = 3 (black), a = 4 (blue))
Figure 4.1: Curves of δ−1 varying λ and a
she chooses a smaller λ value; otherwise she chooses a larger λ value. After choosing λ ,
she can set a smaller a value if she prefers a larger x value of the inflection point; otherwise
she chooses a larger a value.
4.1.3.2 The Probability Function pi and Its Inverse Function pi−1
As stated in Section 4.1.2, given the payment pr0, the other one of the two constraints that
a generated distribution X has to satisfy is that the probability of a tuple sampled from X
to be t is not less than pi(pr0). In this section, we introduce the probability function pi by
presenting its inverse function pi−1. pi−1 is a pricing function, which defines the price of a
probability requirement.
Definition 4.3. (Probability function and its pricing function) A probability function is an
invertible function pi : Dom2→ Dom1, where Dom1 ⊆ [0,1] and Dom2 ⊆ [0,∞). It takes a
price as input and returns a probability of a tuple sampled from the sampling distribution
X to be t.
The inverse function of the probability function is a pricing function pi−1 : Dom1 →
Dom2, where Dom1 ⊆ [0,1] and Dom2 ⊆ [0,∞). Its input is a probability requirement, and
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it returns the price.
We have three principles for the pricing function pi−1, which are similar to the ones for
δ−1.
Co-variance principle: the larger the probability is, the more expensive it should be, i.e.,
p1 > p2 ⇒ pi−1(p1)> pi−1(p2).
Invariance principle: for any p, its has only one price, i.e., p1 = p ⇒ pi−1(p) = pi−1(p1).
Threshold5 principle: p> 1m and pi−1(
1
m) = prmin.
Lemma 4.2. co-variance and invariance principles imply that pi−1(p)6 prbase.
Based on these three principles, Dom1 and Dom2 in Definition 4.3 have to be updated
accordingly: Dom1 ⊆ [ 1m ,1] and Dom2 ⊆ [prmin, prbase].
Using the same strategy as developing δ−1, we choose a kernel function: K2(p) =
1
1−p − mm−1 .











× (prbase− prmin)+ prmin (4.3)
where λ and a have the same values as the corresponding values in δ−1. Note that
pi−1 can be derived from δ−1 by applying the ground distance of q = 1.
Theorem 4.2. The pricing function pi−1 satisfies co-variance, invariance and threshold
principles.







(1−p)2 )× (−1)> 0.
(2) It is satisfied since pi−1 is a function.
(3) pi−1( 1m) = 0+ prmin = prmin.
5The data market owner is able to define a special probability (other than 1m ) to be the threshold.
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4.1.4 Optimal (pr0,Dbase)−acceptable distributions
In this section, we study optimal distributions that satisfy the two constraints given by the
distance function δ and the probability function pi . Recall that given the payment pr0 by
the data consumer, the data market owner generates a distribution X (on the basis of t)
satisfying two constraints:
(1) EMD(Dbase,X)6 δ (pr0);
(2) pk > pi(pr0), where k is the dimension that vk = t.v.
Such satisfactory distributions are defined as (pr0,Dbase)−acceptable.
Dbase is a (pr0,Dbase)−acceptable distribution. However, the data market owner should
try to avoid generating Dbase, otherwise no consumer will pay prbase for it.
Definition 4.4. (Optimal distribution) A (pr0,Dbase)−acceptable distribution Xopt is opti-
mal if EMD(Dbase,Xopt)>EMD(Dbase,Y ), where Y is an arbitrary (pr0,Dbase)−acceptable
distribution.
There may exist infinitely many (pr0,Dbase)−acceptable distributions. In order to en-
sure fairness among data consumers, an optimal (pr0,Dbase)−acceptable distribution is
generated by the data market owner. If she arbitrarily generates a (pr0,Dbase)−acceptable
distribution, some unfair cases may happen. It is possible that when a consumer c1 pays
more than a second consumer c2, the distribution X1 for c1 is less expensive than the
distribution X2 for c2. This is unfair for c1. We will show that generating an optimal
(pr0,Dbase)−acceptable distribution prevents precisely this element of unfairness.
In the rest of this section, we aim to find EMD(Dbase,Xopt) where Xopt is an optimal
(pr0,Dbase)−acceptable distribution. For ease of presentation, given pr0, m and Dbase, let
s= S−1λ ,a(pr0), α =
m
m−1 and β =
1
EMD(Dbase,U)
. These symbols will be used in the theoretic
analysis and in the algorithms. From Equations 4.1, 4.2 and 4.3, we have
1
s+β = (δ
−1)−1(pr0) = δ (pr0) and 1− 1s+α = (pi−1)−1(pr0) = pi(pr0)
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Lemma 4.3. When m = 2 and k = 1, the optimal (pr0,Dbase)−acceptable distribution is
(1− 1s+β , 1s+β ).








Therefore EMD(Dbase,X) = pX2 and α = β = 2.
A distribution X is (pr0,Dbase)−acceptable if and only if EMD(Dbase,X)6 δ (pr0)⇔ pX2 6 δ (pr0) = 1s+βpX1 > pi(pr0)⇔ pX2 6 1−pi(pr0) = 1s+α





and pX1 = 1− 1s+β .
Corollary 4.1. When m= 2 and k = 2, the optimal (pr0,Dbase)−acceptable distribution is
( 1s+β ,1− 1s+β ).
Corollary 4.2. When m = 3 and k = 2, an optimal (pr0,Dbase)−acceptable distribution is
(ε,1− 1s+β , 1s+β − ε), where ε ∈ [0, 1s+β ].
Lemma 4.4. When m = 3 and k = 1, the distance between Dbase and an optimal
(pr0,Dbase)−acceptable distribution is min{ 1s+β , 2
q
s+α }.
Proof. When m = 3 and k = 1, EMD(Dbase,X) = pX2 +2
q pX3 .
A distribution X is (pr0,Dbase)−acceptable if and only if EMD(Dbase,X)6 δ (pr0)⇔ pX2 +2q pX3 6 δ (pr0) = 1s+βpX1 > pi(pr0)⇔ pX2 + pX3 6 1−pi(pr0) = 1s+α










s+β − 1s+α ), in which case the above two equalities hold.
There is another requirement which is pX2 > 0, pX3 > 0. pX3 is always non-negative since
α > β . However, pX2 will be negative if 1s+β >
2q
s+α .








s+α − 1s+β ) > 0 and pX3 = 12q−1( 1s+β − 1s+α ) > 0. In this
case, the maximum EMD(Dbase,X) is 1s+β .
6In this section, we use pXl to represent the probability in the l
th cell of distribution X .
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• If 1s+β > 2
q
s+α , the maximum EMD(Dbase,X) is obtained by setting p
X




s+α . EMD(Dbase,X) =
2q
s+α .
The maximum EMD(Dbase,X) is min{ 1s+β , 2
q
s+α }. Therefore the distance between Dbase
and an optimal (pr0,Dbase)−acceptable distribution is min{ 1s+β , 2
q
s+α }.
The proof of Lemma 4.4 can be generalized to cases of m > 3. Before going to the
generalization, we first present a lemma which gives a uniform representation for the dis-
tributions with the same distance from Dbase.
Definition 4.5. (Dbase equivalence) We say X ≡Dbase Y if EMD(Dbase,X) = EMD(Dbase,Y )
and pXk = p
Y
k , where X ,Y are two distributions.
Definition 4.6. (Dbase−form) Let m > 3 and X be a distribution. X is in Dbase−form if
pXl = 0 for l 6= k, i, j, where i is an index nearest to k and j is an index furthest from k. If
there exist more than one such i, j, we randomly choose one i and j.
Example 4.3. Assume Dbase = (0,1,0,0,0). k is the index where the probability is 1 in
Dbase, i.e., k = 2; j is an index furthest from k, i.e., j = 5; i is an index nearest to k, i.e.,
i= 1 or i= 3. We randomly choose i= 1. Therefore, a possible distribution in Dbase−form
is X1 = (0.2,0.7,0,0,0.1).
Lemma 4.5. Let m > 3 and X be an arbitrary distribution. There is always a distribution
Y in Dbase−form such that X ≡Dbase Y .














preserve X ≡Dbase Y , the following equations hold: Al,i+ | j− k|qAl, j = |l− k|q pXlAl,i+Al, j = pXl
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j being furthest from k infers that | j− k|q−|l− k|q > 0. Since m > 3, | j− k|q− 1 is
always positive. Therefore, Al,i and Al, j are always non-negative.






i +∑l 6=i, j,k Al,i, pYj = pXj +∑l 6=i, j,k Al, j and pYl = 0
for l 6= i, j,k.
Extending Lemma 4.4, the theorem below presents the distance between Dbase and an
optimal (pr0,Dbase)-acceptable distribution, in the general case of m > 3.
Theorem 4.3. Let m > 3 and Xopt be an optimal (pr0,Dbase)-acceptable distribution.





Proof. Due to Lemma 4.5, we only have to consider X in Dbase−form. Recall that the
probability of the kth cell of Dbase is 1. Fix an index i such that |i− k|= 1 and fix an index
j maximizing | j− k|. pXl = 0 for l 6= k, i, j.
X is (pr0,Dbase)-acceptable if and only if: EMD(Dbase,X)6 δ (pr0)⇔ pXi + | j− k|q pXj 6 1s+βpXk > pi(pr0)⇔ pXi + pXj 6 1s+α
• If | j−k|qs+α > 1s+β , by solving the equations below:
 pXi + | j− k|q pXj = 1s+βpXi + pXj = 1s+α




s+α − 1s+β ), pXj = 1| j−k|q−1( 1s+β − 1s+α ).




s+α (the same reason as in Lemma 4.4). p
X
i




s+β . In this setting EMD(Dbase,X) =
1
s+β , which
is the maximum value that EMD(Dbase,X) can reach.
136
Chapter 4. Pricing Data: What you Pay for is What you Get
• If | j−k|qs+α < 1s+β , let pXi = 0 and pXj = 1s+α . Then X is (pr0,Dbase)−acceptable and
EMD(Dbase,X) =
| j−k|q
s+α . Below we prove that this value is the maximum value that
EMD(Dbase,X) can reach in this case.
Let Y be an arbitrary (pr0,Dbase)−acceptable distribution in Dbase−form. Then pYi +
| j− k|q pYj 6 1s+β and pYi + pYj 6 1s+α . Hence
EMD(Dbase,Y ) = pYi + | j− k|q pYj = pYi + pYj +(| j− k|q−1)pYj
6 1
s+α










s+α , the equality holds.




s+β }, for m > 3.





Remark 4.1. Combining the results of Corollary 4.1, 4.2, Lemma 4.3, 4.4 and Theorem





Generating an optimal (pr0,Dbase)−acceptable distribution ensures fairness among con-
sumers, as we have stated in the beginning of this section. We prove it by the lemma below.
Lemma 4.6. Assume that consumer c1, c2 pay pr1, pr2 respectively and the data market
owner generates optimal (pr1,Dbase)−acceptable and (pr2,Dbase)−acceptable X-tuples
X1,X2 respectively. Then pr1 > pr2⇒ δ−1(EMD(Dbase,X1))> δ−1(EMD(Dbase,X2)).
Proof. Assume pr1 > pr2. Due to the contra-variance principle of δ−1, 1s1+β = δ (pr1) 6
1
s2+β
= δ (pr2). Due to the co-variance principle of pi−1, 1− 1s1+α = pi(pr1)> 1−
1
s2+α =
pi(pr2), which means 1s1+α 6
1
s2+α . X1,X2 are optimal distributions for pr1, pr2 respec-
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4.1.5 Algorithms
We present algorithms to generate an optimal (pr0,Dbase)−acceptable distribution in this
section. Firstly we present an algorithm which generates an optimal (pr0,Dbase)−acceptable
distribution in Dbase-form. However, Dbase-form may not always meet extant needs. Hence
we present another algorithm transforming an optimal (pr0,Dbase)−acceptable distribution
Xopt in Dbase−form to another optimal distribution Yopt which is not in Dbase-form, while
preserving Xopt ≡Dbase Yopt .
In this section, we consider the case of the domain size m > 3. When m= 2, an optimal
(pr0,Dbase)−acceptable distribution can be generated according to Lemma 4.3 and Corol-
lary 4.1; while an optimal (pr0,Dbase)−acceptable distribution of m = 3 can be produced
according to Corollary 4.2 and Lemma 4.4.
We use Xopt to represent an optimal (pr0,Dbase)−acceptable distribution. Algorithm
11 generates Xopt in Dbase−form. It is devised based on the proof of Theorem 4.3.
Algorithm 11: Generating Xopt in Dbase−form
Data: Dbase, pr0,pi,δ
Result: Xopt in Dbase−form















s+β − 1s+α ); p
Xopt
k = 1− 1s+α ;
3 else






k = 1− 1s+α ;
However, the data market owner may not want Dbase-form in some cases. Therefore,
we devise an algorithm to transform Xopt in Dbase-form to another optimal distribution Yopt
in non-Dbase-form, while preserving Xopt ≡Dbase Yopt . Below we discuss the transformation
in different cases individually and then summarize them in an algorithm.




s+β . In this case, we observe from Algorithm 11
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pYoptk and EMD(Dbase,Xopt) = EMD(Dbase,Yopt). We consider the following sub-cases.






j . It is impossible to transform to Yopt . Since
pXoptk = p
Yopt



















i + ε2 (ε2 ∈ (0,ε1)). Without loss of generality, we assume that there is another













= (pXoptj − ε1)| j− k|q+(p
Xopt
i + ε2)|i− k|q+(ε1− ε2)|a− k|q
= pXoptj | j− k|q+ p
Xopt
i |i− k|q+ ε2(|i− k|q−| j− k|q)+(ε1− ε2)(|a− k|q−| j− k|q)
< pXoptj | j− k|q+ p
Xopt
i |i− k|q = EMD(Dbase,Xopt)
The inequation holds because | j−k|> |i−k| and | j−k|> |a−k|. Therefore, this case
is impossible for the transformation.






j . This case is also impossible for the transfor-
mation, since EMD(Dbase,Yopt) > EMD(Dbase,Xopt). The reason is similar to that of the
previous case.
Subcase 4: when pXopti = p
Yopt
i , and there exists an index a such that |a− k| = | j− k|,
we can have EMD(Dbase,Xopt) = EMD(Dbase,Yopt) if p
Yopt




j − ε (ε ∈




j , and there exists an index a such that |a− k| =
|i−k|, we can have EMD(Dbase,Xopt) = EMD(Dbase,Yopt) if pYopta = ε and pYopti = p
Xopt
i −ε
(ε ∈ (0, pXopti )).















i − ε2 (ε2 ∈ (0, p
Xopt
i ]). We consider that the flow ε1 + ε2 is transferred to only
one cell, namely cell a. This cell is selected uniformly at random from the cells, other
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than i, j and k. Moreover, we have to avoid |a− k| = |i− k| and |a− k| = | j− k|. The
probabilities of Yopt are:
pYoptj = p
Xopt




i − ε2, p
Yopt










| j− k|q−|a− k|q
ε2 =
| j−k|q−|a−k|q
|a−k|q−|i−k|q ε1 6 p
Xopt





Let L = min{pXoptj ,
|a− k|q−|i− k|q
| j− k|q−|a− k|q p
Xopt
i }. We sample ε1 from (0,L] uniformly at
random. Then ε2 can be computed using the above equation. Once ε1 and ε2 is computed,
Yopt is produced.




s+β . In this case, we observe from Algorithm
11 that only pXoptj , p
Xopt
k 6= 0. In order to keep Xopt ≡Dbase Yopt , we have to make sure that
pXoptk = p
Yopt
k and EMD(Dbase,Xopt) = EMD(Dbase,Yopt). We consider the following sub-
cases.
Subcase 1: pXoptj < p
Yopt





all the probabilities other than cells j,k are 0, no flow can go to pYoptj .
Subcase 2: pXoptj > p
Yopt




j − ε1 (ε1 ∈ (0, p
Xopt
j )), and without loss
of generality, we assume that ε1 is transferred to p
Yopt
a . Therefore, the probabilities of Yopt




j − ε1, p
Yopt







j − ε1)| j− k|q+ ε1|a− k|q
= pXoptj | j− k|q+ ε1(−| j− k|q+ |a− k|q)
6 pXoptj | j− k|q = EMD(Dbase,Xopt)
Only when | j− k|= |a− k|, EMD(Dbase,Xopt) = EMD(Dbase,Yopt).
Based on the above discussion, we devise Algorithm 12 to transform an optimal
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(pr0,Dbase)−acceptable distribution Xopt in Dbase-form to a non-Dbase-form distribution
Yopt , while preserving Yopt ≡Dbase Xopt .
Finally, the data market owner samples a value from a distribution generated by the
algorithms, and returns it to the data consumer.
4.1.6 Conclusion
In this section, we proposed a theoretical and practical relational data pricing framework
for a data market in which data consumers can trade data quality (more specifically, data
accuracy) for discounted prices. In our framework, the data value provided to a data con-
sumer is exact if she offers full price for it. The data value is approximate if she offers to
pay only a discounted price. In the case of a discounted price, the data value is randomly
determined from a probability distribution. The distance of the distribution to the actual
value (to the degenerate distribution) is commensurate with the discount. The published
value comes with a guarantee on its probability. The probability is also commensurate with
the discount. We defined two ancillary pricing functions under several principles, for a
healthy market. Algorithms to compute a satisfactory probability distribution (from which
the published value is sampled) with the help of the two defined pricing functions, given
a proposed price by the data consumer, were proposed. We proved the correctness of the
functions and algorithms.
4.2 XML Data Pricing
In Section 4.1, we propose a relational data pricing framework in which data accuracy
can be traded for discount prices. In this section, we study pricing XML data, and pro-
pose a tradeoff based on another data quality dimension, namely data completeness, rather
than data accuracy. This section is organized as follows. In Section 4.2.1, we present the
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Algorithm 12: Transforming Xopt to non-Dbase-form Yopt
Data: Xopt in Dbase−form
Result: a non-Dbase-form Yopt such that Xopt ≡Dbase Yopt
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motivation for our work and briefly describe our framework. We discuss state-of-the-art
literature about subtree/subgraph sampling, in Section 4.2.2. We propose a framework for
pricing the completeness of XML data, based on uniform sampling of rooted subtrees in
weighted XML documents in Section 4.2.3. In Section 4.2.4, we show that the general
uniform sampling problem in weighted XML trees is intractable. In this light, we propose
two restrictions: sampling based on the number of nodes, and sampling when weights are
binary (i.e., weights are 0 or 1). We show that both restrictions are tractable by presenting
a polynomial-time algorithm for uniform sampling based on the size of a rooted subtree,
or on 0/1-weights in Section 4.2.5. We extend our framework to the case of repeated sam-
pling requests where the data consumer is not charged twice for the same nodes. Again,
we obtain tractability when the weight of a subtree is its size in Section 4.2.6. We conclude
our framework in Section 4.2.7.
4.2.1 Introduction
In this section, we focus on contextual quality and propose a data pricing scheme for XML
trees such that completeness can be traded for discounted prices. This is in contrast to the
work presented in the previous section, where the accuracy of relational data is traded for
discounted prices. Wang et al. define completeness as “the extent to which data includes
all the values, or has sufficient breadth and depth for the current task”. We retain the first
part of this definition as there is no current task defined in our setting. Formally, the data
provider assigns, in addition to a price to the entire document, a weight to each node of
the document, which is a function of the potential worth of this node: a higher weight is
given to nodes that contain information that is more valuable to the public. We define the
completeness of a rooted subtree of the document as the total weight of its nodes, divided
by the total weight of the document. A data consumer can then offer to buy an XML
document for less than the provider’s set price, but then can only obtain a rooted subtree of
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the original document, where the completeness depends on the discount granted.
A data consumer may want to pay less than the price of the entire document for various
reasons: first, she may not be able to afford it due to a limited budget, but may be satisfied
by a fragment of it; second, she may want to explore the document and investigate its
content and structure before purchasing it fully.
The data market owner negotiates a pricing function with the data provider, allowing
them to decide the price of a rooted subtree, given its completeness (i.e., the weight). The
pricing function should satisfy a number of axioms: the price should be non-decreasing
with the weight, be bounded by the price of the overall document, and it should be arbitrage-
free when repeated requests are issued by the same data consumer. Hence, given a proposed
price by a data consumer, the inverse of the pricing function decides the completeness of
the sample that should be returned.
To be fair to the data consumer, there should be an equal chance to explore every pos-
sible part of the XML document that is worth the proposed price. Therefore, it is not
acceptable to return a fixed part of the XML document to the data consumer. Based on this
intuition, we sample a rooted subtree of the XML document of a certain weight uniformly
at random, according to the proposed price.
The data consumer may also issue repeated requests, as she is interested in this XML
document and wants to explore more information inside in an iterative manner. For each
repeated request, a new rooted subtree is returned. A principle here is that the information
(document nodes) already paid for should not be charged for again. Thus, in this scenario,
we sample a rooted subtree of the XML document of a certain weight uniformly at random,
without counting the weight of the nodes already bought in previously issued requests.
We use an example to illustrate our framework without considering the structure of
data.
Example 4.4. Assume that there is a set of songs in Itunes. Each song has a price $2. If
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a consumer proposes $10 to buy several songs, a set of five songs is sampled uniformly at
random from all the songs. If again the same consumer proposes $6 to buy more songs,
besides returning the five songs that she has bought last time, three new songs are sampled
uniformly at random from the other songs and returned to the consumer. She will get eight
songs this time.
Different from an XML query (which returns sets of subtrees which are closed down-
wards), our sample is always a rooted subtree. A sample returned to the data consumer
provides her an incomplete view of the original XML document, where the completeness
is commensurate with her willingness-to-pay. It is easier for the data consumer to under-
stand the XML document if she views all the ancestors of a node before viewing this node.
This is the reason why we return a rooted subtree as a sample. Moreover, when the data
consumer issues repeated requests, she gets a rooted subtree which expands based on the
rooted subtree that she got from her last request. This is helpful for her to understand the
XML document since the returned sample keeps expanding. Instead of a rooted subtree,
if a set of subtrees is returned as a sample, the connection among different samples is lost
which may prevent the data consumer from understanding the XML document well.
4.2.2 Background: Subtree/Subgraph Sampling
Before presenting our framework in detail, let us first review the existing works related to
the topic of subtree and subgraph sampling. The main technical result of this section is the
tractability of uniform subtree sampling under a certain requested size. This question is
related to the general topic of subtree and subgraph sampling, but, to our knowledge, it has
not yet been adequately addressed.
Subgraph sampling works such as [Hu¨bler et al., 2008; Leskovec and Faloutsos, 2006;
Maiya and Berger-Wolf, 2010; Ribeiro and Towsley, 2010] have proposed algorithms to
sample small subgraphs from an original graph while attempting to preserve selected met-
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rics and properties such as degree distribution, component distribution, average clustering
coefficient and community structure. However, the distribution from which these random
graphs are sampled is not known and cannot be guaranteed to be uniform.
Other works have studied the problem of uniform sampling [Henzinger et al., 2000;
Lu and Bressan, 2012]. However, [Henzinger et al., 2000] does not propose a way to fix the
size of the samples. The authors of [Lu and Bressan, 2012] propose a sampling algorithm
to sample a connected subgraph of size k under an approximately uniform distribution; note
that this work provides no bound on the error relative to the uniform distribution.
Sampling approaches are used in [Wang et al., 2003; Luo et al., 2009] to estimate the
selectivity of XML queries (containment join and twig queries, respectively). Nevertheless,
the samples in [Wang et al., 2003] are specific to containment join queries, while those
in [Luo et al., 2009] are representatives of the XML document for any twig queries. Neither
of those works controls the distribution from which the subtrees are sampled.
4.2.3 Pricing Function and Sampling Problem
This section studies data pricing for tree-shaped documents. Let us first formally define the
terminology that we use for such documents.
We consider trees that are unordered, directed, rooted, and weighted. Formally, a tree t
consists of a set of nodes V(t) (which are assumed to carry unique identifiers), a set of edges
E(t), and a function w mapping every node n∈V(t) to a non-negative rational number w(n)
which is the weight of node n. We write root(t) for the root node of t. Any two nodes n1,
n2 ∈ V(t) such that (n1,n2)∈ E(t) are in a parent-child relationship, that is, n1 is the parent
of n2 and n2 is a child of n1. Except for the root node, each node has only one parent node.
By children(n), we represent the set of nodes that have parent n. A tree is said to be
binary if each node of the tree has at most two children. Otherwise, a tree is unranked.
Throughout this section, for ease of presentation, we may call such trees “XML docu-
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(b) A binary tree
Figure 4.2: Two example trees
ments”.
We now introduce the notion of rooted subtree of an XML document:
Definition 4.7. (Subtree, rooted subtree) A tree t ′ is a subtree of a tree t if V(t ′)⊆ V(t) and
E(t ′) ⊆ E(t). A rooted subtree t ′ of a tree t is a subtree of t such that root(t) = root(t ′).
We name it r-subtree for short. The weight function for a subtree t ′ of a tree t is always
assumed to be the restriction of the weight function for t on the nodes in t ′.
For technical reasons, we also sometimes talk of the empty subtree that contains no
node.
Example 4.5. Figure 4.2 presents two example trees. The nodes {n0,n2,n5}, along with the
edges connecting them, form an r-subtree of the tree in Figure 4.2(a). Likewise, the nodes
{n2,n4,n5} and the appropriate edges form a subtree of that tree (but not an r-subtree).
The tree of Figure 4.2(b) is a binary tree (ignore the different shapes of the nodes for now).
We now present our notion of data quality, by defining the completeness of an r-subtree,
based on the weight function of the original tree:
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Definition 4.8. (Weight of a tree) For a node n ∈ V(t), we define inductively weight(n) =
w(n)+∑(n,n′)∈E(t)weight(n′).
With slight abuse of notation, we note weight(t) = weight(root(t)) as the weight of t.
Definition 4.9. (Completeness of an r-subtree) Let t be a tree. Let t ′ be an r-subtree of t.
The completeness of t ′ with respect to t is ct(t ′) = weight(t
′)
weight(t) . It is obvious that ct(t
′) ∈ [0,1].
We study a framework for data markets where the data consumer can buy an incomplete
document from the data provider while paying a discounted price. The formal presentation
of this framework consists of three parts:
1. An XML document t.
2. A pricing function ϕt for t whose input is the desired completeness for an r-subtree
of the XML document, and whose value is the price of this r-subtree. Hence, given a
proposed price pr0 by a data consumer, the completeness of the returned r-subtree is
decided by ϕ−1t (pr0).
3. An algorithm to sample an r-subtree of the XML document uniformly at random
among those of a given completeness.
We study the sampling algorithm in more detail, in subsequent sections. For now, we
focus on the pricing function, starting with a formal definition:
Definition 4.10. (Pricing function) The pricing function for a tree t is a function ϕt :
[0,1]→Q+. Its input is the completeness of an r-subtree t ′ and it returns the price of t ′, as
a non-negative rational.
A healthy data market should impose some restrictions on ϕt , such as:
Non-decreasing. The more complete an r-subtree is, the more expensive it should be, i.e.,
c1 > c2⇒ ϕt(c1)> ϕt(c2).
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Arbitrage-free. Buying an r-subtree of completeness c1 + c2 should not be more expen-
sive than buying two subtrees with respective completeness c1 and c2, i.e., ϕt(c1)+
ϕt(c2) > ϕt(c1 + c2). In other words, ϕt should be sub-additive. This property is
useful when considering repeated requests, studied in Section 4.2.6.
Minimum and maximum bound. We should have ϕt(0) = prmin and ϕt(1) = prt , where
prmin is the minimum cost that a data consumer has to pay using the data market and
prt is the price of the whole tree t. Note that by the non-decreasing character of ϕt ,
prt > prmin > 0.
All these properties can be satisfied, for instance, by functions of the form ϕt(c) =
(prt − prmin)cp + prmin where p 6 1; however, if p > 1, the arbitrage-free property is
violated.
Given a proposed price pr0 by a data consumer, ϕ−1t (pr0) is the set of possible cor-
responding completeness values. Note that ϕ−1t is a relation and may not be a function;
ϕ−1t is a function if different completeness values correspond to different prices. Once a
completeness value c ∈ ϕ−1t (pr0) is chosen, the weight of the returned r-subtree is fixed as
c×weight(t).
Therefore, in the rest of the section, we consider the problem of uniform sampling an
r-subtree with prescribed weight (instead of with prescribed completeness). Uniform sam-
pling or sampling uniformly at random means that sampling an element from a discrete or
continuous distribution in such a way that each element has an equal chance to be sampled.
Let us now define the problem that should be solved by our sampling algorithm:
Definition 4.11. (Sampling problem) The problem of sampling an r-subtree, given a tree
t and a weight k, is to sample an r-subtree t ′ of t, such that weight(t ′) = k, uniformly at
random, if one exists, or fail if no such r-subtree exists.
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4.2.4 Tractability
4.2.4.1 Intractability of the Sampling Problem
We now turn to the question of designing an algorithm to solve the sampling problem
defined in the previous section. Unfortunately, it can be shown that this problem is NP-
hard in the general formulation that we gave.
Proposition 4.1. Given a tree t and a weight k, it is NP-complete to decide whether there
exists an r-subtree of t of weight k.
Given a tree t and a weight k, it is NP-hard to sample an r-subtree of t of weight k
uniformly at random.
Proof. Given a tree t and one of its r-subtree t ′, checking whether t ′ is of weight k can
be done in polynomial-time since we only need to sum up the weights of all the nodes in
t ′. Therefore this decision problem is in NP. Further restrict t such that w(n) = 0 unless
n is a leaf. In this case, deciding whether an r-subtree of weight k exists is equivalent to
the subset-sum problem7, which is known to be NP-complete. Therefore, this decision
problem is NP-complete.
There is a PTIME-reduction from this existence problem to the sampling problem, as
an algorithm for sampling can be used to decide whether an r-subtree of the desired weight
exists (the algorithm returns one such), or if none exists (the algorithm fails). The sampling
problem is NP-hard.
There exists a pseudo polynomial-time algorithm for the sampling problem. This algo-
rithm is trivially adapted from the algorithm for the tractable cases, which we will introduce
later. The complexity of this pseudo polynomial-time algorithm is O(nk2), where n is the
number of nodes in the tree t and k is the requested weight. Note that the complexity of
7Given a set or multiset of integers and an integer S, the subset-sum problem is the problem of determining if there exists a non-
empty subset of integers whose sum is S. This is an NP-complete problem since it can be reduced from SAT problem. An exponential
algorithm for this problem is presented in [Horowitz and Sahni, 1974]
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this algorithm is polynomial to the value of k, but is still exponential to the size of k. This
implies that this sampling problem is fixed-parameter tractable with the parameter k. When
k is not very large in its value, the algorithm is efficient.
4.2.4.2 Tractable Cases
We now define restricted variants of the sampling problem, where the weight function is
assumed to be of a certain form. In the next section, we show that sampling for these
variants can be performed in PTIME.
4.2.4.2.1 Unweighted Sampling. In this setting, we take the weight function w(n) =
1 for all n ∈ V(t). Hence, the weight of a tree t is actually the number of nodes in t, i.e., its
size, which we write size(t).
In this case, the hardness result of Proposition 4.1 does not apply anymore. However,
sampling an r-subtree with prescribed size uniformly at random is still not obvious to do,
as the following example shows:
Example 4.6. Consider the problem of sampling an r-subtree t ′ of size 3 from the tree t in
Figure 4.2(a). We can enumerate all such r-subtrees: {n0,n1,n2}, {n0,n1,n3}, {n0,n2,n3},
{n0,n2,n4} and {n0,n2,n5}, and choose one of them at random with probability 15 . How-
ever, as the number of r-subtrees may be exponential in the size of the document in general,
we cannot hope to perform this approach in PTIME. Observe that it is not easy to build a
random r-subtree node by node: it is clear that node n0 must be included, but then observe
that we cannot decide to include n1, n2, or n3, uniformly at random. Indeed, if we do this,
our distribution on the r-subtrees will be skewed, as n1 (or n3) occurs in 25 of the outcomes
whereas n2 occurs in 45 of them. Intuitively, this is because there are more ways to choose
the next nodes when n2 is added, than when n1 or n3 are added.
We show in the next section that this problem can be solved in PTIME.
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4.2.4.2.2 0/1-weights Sampling. In this more general problem variant, we require
that w(n)∈ {0,1} for all n∈V(t), i.e., the weight is binary. We show in Section 4.2.5.3 that
this problem can also be solved in PTIME using an adaptation of the unweighted sampling
algorithm.
Unweighted sampling and 0/1-weights sampling are practical. When the data provider
of the XML document cannot decide the weights of the nodes or does not want to assign the
weights to nodes individually, one option is to assign the same weight to every node. Under
this simple scheme, if we think of the weight of a node as the cost of retrieving this node,
it costs more to retrieve a node that is farther away from the root node, because the cost of
retrieving a node includes the cost of retrieving all its ancestors. It makes sense because in
most of the cases, nodes further way from the root node contain more information. Weight
0 is also needed. For instance, if there exist some nodes containing information which is
known to the public, then the data provider may want to assign weight 0 to such nodes
because they are not valuable any more.
4.2.5 Algorithms for Tractable Uniform Sampling
In this section, we present a PTIME algorithm for the unweighted sampling problem, name-
ly the problem of sampling an r-subtree of size k from an XML document, uniformly at
random.
We first describe the algorithm for the case of binary trees, in Section 4.2.5.1. Next, we
adapt the algorithm in Section 4.2.5.2 to show how to apply it to arbitrary trees. Last, we
study the more general case of 0/1-weights in Section 4.2.5.3, showing that the algorithm
for unweighted sampling can be adapted to solve this problem.
4.2.5.1 Unweighted Sampling for Binary Trees
In this section, we provide an algorithm which proves the following theorem:
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Algorithm 13: Algorithm for unweighted sampling problem on binary trees
Data: a binary tree t and an integer k > 0
Result: an r-subtree t ′ of t of size(t ′) = k uniformly at random
// Phase 1: count the number of subtrees
1 D← SubtreeCounting(t);
// Phase 2: sample a random subtree




Theorem 4.4. The unweighted sampling problem for binary trees can be solved in cubic
time in the size of the input tree.
Our general algorithm to solve this problem is given as Algorithm 13. The algorithm
has two phases, which we study separately in the upcoming sections. For simplicity, when-
ever we discuss binary trees in this section, we will add special NULL children to every
node of the tree (except NULL nodes themselves), so that all nodes, including leaf nodes,
have exactly two children (which may be NULL). This will simplify the presentation of the
algorithms.
4.2.5.1.1 First phase: Subtree Counting (Algorithm 14). We start by computing
a matrix D such that, for every node ni of the input tree t and any value 0 6 k 6 size(t),
Di[k] is the number of subtrees of size k rooted at node ni. We do so with Algorithm 14
which we now explain in detail.
There is only one subtree rooted at the special NULL node, namely the empty subtree,
with size 0, which provides the base case of the algorithm (line 1). Otherwise, we com-
pute Di for a node ni from D j and Dg, where n j and ng are children of ni (which may be
NULL). D j and Dg have been computed before because nodes are considered following a
topological ordering, in a bottom-up fashion.
Intuitively, the only r-subtree of size 0 is the empty subtree, hence we must have Di[0] =
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Algorithm 14: SubtreeCounting(t)
Data: a binary tree t
Result: a matrix D such that Di[k] is the number of r-subtrees of size k rooted at ni
for all i and k
1 DNULL[0]← 1;
// We browse all nodes in topological order
2 foreach non-NULL node ni accessed bottom-up do
3 n j← first child of ni (or NULL if none exists);
4 ng← second child of ni (or NULL if none exists);
5 Di[0]← 1;
6 T ← D j⊕Dg;
7 for j ∈ [0, |T |−1] do
8 Di[ j+1]← T [ j];
9 return D;
1 (line 5). Otherwise, any r-subtree of size k > 0 rooted at ni is obtained by retaining ni,
and choosing two r-subtrees t j and tg, respectively rooted at n j and ng (the children of ni),
such that size(t j)+ size(tg) = k−1 (which accounts for the size of the additional node ni).
Now, the number of such choices is computed by the standard convolution of D j and Dg in
line 6, defined as:





Lines 7 and 8 account for the size of the retained node ni.
Example 4.7. Let t be the tree presented in Figure 4.2(b) (again, ignore the different shapes
of nodes for now). Starting from the leaf nodes, we compute D1 = D4 = D5 = D3 = (1,1),
applying lines 5 to 8 on DNULL⊕DNULL = (1). This means that there are two r-subtrees
rooted at leaf nodes: the empty subtree, and the subtree with just that leaf.
Now, when computing D2, we first convolve D4 and D5 to get the numbers of pairs
of r-subtrees of different sizes at {n4,n5}, i.e., D4⊕D5 = (1,2,1), so that D2 = (1,1,2,1).
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When computing D6, we first compute D2⊕D3 = (1,2,3,3,1), so that D6 = (1,1,2,3,3,1).
Finally, D0 = (1,1,2,3,5,6,4,1).
We now state the correctness and running time of this algorithm:
Lemma 4.7. Algorithm 14 terminates in cubic time in size(t) and returns D such that, for
every i and k, Di[k] is the number of r-subtrees of size k rooted at node ni.
Proof. Let us first prove the running time. All arrays under consideration have a size at
most n (n= size(t)), so computing the convolution sum of two such arrays is in time O(n2)
(computing each value of the convolution sum is in time O(n)). The number of convolution
sums to compute overall is O(n), because each array Di occurs in exactly one convolution
sum. Hence, the overall running time is O(n3).
Let us now show correctness. We proceed by induction on the node ni to prove the
claim for every k. The base case is the NULL node, whose correctness is straightforward.
Let us prove the induction step. Let ni be a node, and assume by induction that D j[k′] is
correct for every k′ for every child n j of ni. Let us fix k and show that Di[k] is correct.
To select an r-subtree at ni, either k = 0 and there is exactly one possibility (the empty
subtree), or k > 0 and the number of possibilities is the number of ways to select a set of
r-subtrees at the children of ni so that their sizes sum to k− 1. This is the role of lines 5
to 8. Now, to enumerate the ways of choosing r-subtrees at children of ni whose sizes sum
to k− 1, we can first decide the size of the selected r-subtree for each child: the ways to
assign such sizes form a partition of the possible outcomes, so the number of outcomes is
the sum, over all such assignments of r-subtree sizes to children, of the number of outcomes
for this assignment. Now, for a fixed assignment, the subtree rooted at each child is chosen
independently, so the number of outcomes for a fixed assignment is the product of the
number of outcomes for the given size for each child, which by induction hypothesis is
correctly reflected by the corresponding D j[k′]. Hence, for a given k, either k = 0, or
k > 0, in which case Di[k] is (D j⊕Dg)[k−1] by lines 5 to 8, which sums, over all possible
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Algorithm 15: UniformSampling(ni,D,x)
Data: a node ni (or NULL), the precomputed D, and a size value x
Result: an r-subtree of size x at node ni
1 if x = 0 then
2 return /0;
3 n j← first child of ni (or NULL if none exists);
4 ng← second child of ni (or NULL if none exists);
5 for 06 s j 6 size(n j),06 sg 6 size(ng) s.t. s j + sg = x−1 do
6 p(s j,sg)← D j[s j]×Dg[sg];
7 Sample an (s j,sg) with probability p(s j,sg) normalized by ∑s j,sg p(s j,sg);
8 L← UniformSampling(n j,D,s j);
9 R← UniformSampling(ng,D,sg);
10 return the tree rooted at ni with child subtrees L and R;
subtree size assignments, the number of choices for this subtree size assignment. Hence,
by induction, we have shown the desired claim.
4.2.5.1.2 Second phase: Uniform Sampling (Algorithm 15). In the second phase
of Algorithm 13, we sample an r-subtree from t in a recursive top-down manner, based
on the matrix D computed by Algorithm 14. Our algorithm for performing this uniform
sampling is Algorithm 15. The basic idea is that to sample an r-subtree of a certain size
rooted at a node ni, we decide on the size of the subtrees rooted at each child node, biased
by the number of outcomes as counted in D, and then sample r-subtrees of the desired size
recursively.
Let us now explain Algorithm 15 in detail.
If x = 0, we must return the empty tree (lines 1 and 2). Otherwise we return ni and
subtrees t j and tg rooted at the children n j and ng of ni. We first decide on the size s j and
sg of t j and tg (lines 5 to 7) before sampling recursively a subtree of the prescribed size,
uniformly at random, and returning it.
The possible size pairs (s j,sg) must satisfy the following conditions to be possible
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choices for the sizes of the subtrees t j and tg:
1. 06 s j 6 size(n j) and 06 sg 6 size(ng) (of course size(NULL) = 0)
2. s j + sg = x−1 (which accounts for node ni)
Intuitively, to perform a uniform sampling, we now observe that the choice of the size
pair (s j,sg) partitions the set of outcomes. Hence, the probability that we select one size
pair should be proportional to the number of possible outcomes for this pair, namely, the
number of r-subtrees t j and tg such that size(t j) = s j and size(tg) = sg. We compute this
from D j and Dg (line 6) by observing that the number of pairs (t j, tg) is the product of the
number of choices for t j and for tg, as every combination of choices is possible.
Example 4.8. Follow Example 4.7. Assume that we want to sample an r-subtree t ′ of
size(t ′) = 3 uniformly. We first call UniformSampling(n0,3). We have to return n0. Now n0
has two children, n1 and n6. The possible size pairs are (0,2) and (1,1), with respective
(unnormalized) probabilities p(0,2) = D1[0]×D6[2] = 1× 2 = 2 and p(1,1) = D1[1]×
D6[1] = 1× 1 = 1. The normalized probabilities are therefore 23 and 13 . Assume that we
choose (0,2). We now call recursivelyUniformSampling(n1,0) andUniformSampling(n6,2).
UniformSampling(n1,0) returns /0. We proceed to UniformSampling(n6,2). We have to
return n6. Now n6 has two children, n2 and n3. The possible size pairs for this call are
(1,0) and (0,1) with probabilities 12 and
1
2 . Assume that we choose (1,0). We now call
recursively UniformSampling(n2,1) and UniformSampling(n3,0).
UniformSampling(n3,0) returns /0. We proceed to UniformSampling(n2,1). n2 is select-
ed. n2 has two children, n4 and n5. There is only one possible size pair for this call (0,0)
with probability 1. We can only choose (0,0) and call UniformSampling(n4,0) (which re-
sults in /0) and UniformSampling(n5,0) (which results in /0). Hence, the end result is the
r-subtree whose nodes are {n0,n6,n2} (and whose edges can clearly be reconstituted in
PTIME from t).
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We now show the tractability and correctness of Algorithm 15.
Lemma 4.8. For any tree t, node ni ∈ V(t) and integer 06 x6 size(ni), given D computed
by Algorithm 14, UniformSampling(ni,D,x) terminates in quadratic time and returns an
r-subtree of size x rooted at ni, uniformly at random (i.e., solves the unweighted sampling
problem for binary trees).
Proof. Let us first prove the complexity claim. On every node ni of the binary tree t, the
number of possibilities to consider is linear in the tree size because every node has exact-
ly two children, and for each possibility the number of operations performed is constant
(assuming that drawing a number uniformly at random is constant-time). So the overall
running time is quadratic, i.e., O(size(t)2).
We now show correctness by induction on ni. The base case is ni = NULL, in which
case we must have x = 0 and we correctly return /0. Otherwise, if ni is not NULL, either
x = 0 and we correctly return /0, or x > 0 and, as in the proof of Lemma 4.7, the set
of possible outcomes of the sampling process is partitioned by the possible assignments,
and only the valid ones correspond to a non-empty set of outcomes. Hence, we can first
choose a size pair, weighted by the proportion of outcomes which are outcomes for that
assignment, and then choose an outcome for this pair. Now, observe that, by Lemma 4.7, D
correctly represents the number of outcomes for each child of ni, so that our computation of
p (which mimics that of Algorithm 14) correctly represents the proportion of outcomes that
are outcomes for every size pair. We then choose an assignment according to p, and then
observe that choosing an outcome for this assignment amounts to choosing an outcome
for each child of ni whose size is given by the assignment. By induction hypothesis, this
is precisely what the recursive calls to UniformSampling(ni,D,x) perform. This concludes
the proof.
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4.2.5.2 Algorithm for Sampling an Unranked Tree
In this section, we show that the algorithm in the previous section can be adapted so that it
works on arbitrary unranked trees, not just binary trees.
We first observe that the straightforward generalization of Algorithm 13 to trees of
arbitrary arity, where assignments and convolutions are performed for all children, would
still be correct. However, it would not run in polynomial time anymore as there would be a
potentially exponential number of size pairs to consider.
Fortunately, there is still a chance to avoid enumerating the size pairs over all the chil-
dren, thanks to the associativity of convolution sum. Informally, assume that we have three
children {n1,n2,n3}, we do the following: we treat {n1} as a group and {n2,n3} as the
second group, then enumerate size pairs over {n1} and {n2,n3}; once a size pair, in which
a positive integer is assigned to {n2,n3}, is selected, we can treat {n2} and {n3} as new
groups and enumerate size pairs over {n2} and {n3}. This strategy can be implemented by
transforming the original tree to a binary tree. From this intuition, we now state our result:
Theorem 4.5. The unweighted sampling problem can be solved in cubic time in the size of
the input tree, for arbitrary unranked trees.
Proof. The proof proceeds by encoding arbitrary trees to encoded trees, that are binary
trees whose nodes are either regular nodes or dummy nodes. Intuitively, the encoding op-
eration replaces sequences of more than two children by a hierarchy of dummy nodes rep-
resenting those children; replacing dummy nodes by the sequence of their children yields
back the original tree. The encoding is illustrated in Figure 4.2, where the tree in Figure
4.2(b) is the encoded tree of the one in Figure 4.2(a) (dummy nodes are represented as
squares).
It can then be shown that, up to the question of keeping or deleting the dummy no-
des with no regular descendants (we call them bottommost), there is a bijection between
r-subtrees in the original tree and r-subtrees in the encoded tree. Hence, we can solve
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the unweighted sampling problem by choosing an r-subtree in the encoded tree with the
right number of regular nodes, uniformly at random, and imposing the choice of keeping
bottommost dummy nodes.
There only remains to adapt Algorithms 14 and 15 to run correctly on encoded trees,
that is, managing dummy nodes correctly.
We change Algorithm 14 by replacing lines 5 to 8 with Di ← D j ⊕Dg when ni is a
dummy node (as it must always be kept, and does not increase the size of the r-subtree).
We change Algorithm 15 by imposing at line 1 the condition that ni is either NULL or
a regular node (otherwise we cannot return /0 as we must keep dummy nodes). Also, we
change line 5 so that, when node ni is a dummy node, we require s j + sg = x (rather than
x−1), as we do not count the dummy node in the size of the resulting subtree.
The correctness and running time of the modified algorithms can be proved by straight-
forward adaptations of Lemma 4.7 and Lemma 4.8.
4.2.5.3 Uniform Sampling under 0/1-weights
Our tractability result extends to trees with binary weights:
Theorem 4.6. The 0/1-weights sampling problem can be solved in cubic time in the size of
the input tree, for arbitrary unranked trees.
Proof. The proof proceeds by modifying the unweighted sampling algorithm to handle
nodes of weight 0 (in addition to the modifications described in the previous section).
In Algorithm 14, when ni is a weight-0 node, lines 7 to 8 must be replaced by j ∈
[1, |T |− 1],Di[ j]← T [ j] (the node has no weight); line 5 is removed and set Di[0]← 1+
T [0] (we can keep or discard the weight-0 node, unlike the dummy nodes of the previous
section).
In Algorithm 15, when x = 0 and ni is a weight-0 node, the empty subtree should be
returned with probability 1Di[0] ; otherwise, continue the execution of the algorithm to return
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a random non-empty r-subtree of size 0. This is because the introduction of weight-0 nodes,
unlike weight-1 and dummy nodes, leads to multiple ways to sample an r-subtree of size 0.
Besides, if ni is a weight-0 node, line 5 should be changed to require s j+ sg = x rather than
x−1, as for dummy nodes.
The correctness and running time of the modified algorithm can be proved by straight-
forward adaptations of Lemmas 4.7 and 4.8.
4.2.6 Repeated Requests
In this section, we consider the more general problem where the data consumer requests
a completion of a certain price to data that they have already bought. The motivation is
that, after having bought incomplete data, the data consumer may realize that she needs
additional data, in which case she would like to obtain more incomplete data that is not
redundant to what she already has.
A first way to formalize the problem is as follows, where data is priced according to a
known subtree (provided by the data consumer) by considering that known nodes are free
(but that they may or may not be returned again).
Definition 4.12. The problem of sampling an r-subtree of weight k in a tree t condition-
ally to an r-subtree t ′ is to sample an r-subtree t ′′ of t uniformly at random, such that
weight(t ′′)−∑n∈(V(t ′)∩V(t ′′))w(n) = k.
An alternative is to consider that we want to sample an extension of a fixed size to the
whole subtree, so that all known nodes are part of the output:
Definition 4.13. The problem of sampling an r-subtree of weight k in a tree t that extends
an r-subtree t ′ is to sample an r-subtree t ′′ of t uniformly at random, such that (1) t ′ is an
r-subtree of t ′′; (2) weight(t ′′)−weight(t ′) = k.
Note that those two formulations are not the same: the first one does not require the
known part of the document to be returned, while the second one does. While it may be
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argued that the resulting outcomes are essentially equivalent (as they only differ on parts of
the data that are already known to the data consumer), it is important to observe that they
define different distributions: though both problems require the sampling to be uniform
among their set of outcomes, the additional possible outcomes of the first definition means
that the underlying distribution is not the same.
As the uniform sampling problem for r-subtrees can be reduced to either problem by
setting t ′ to be the empty subtree, the NP-hardness of those two problems follows from
Proposition 4.1. However, we can show that, in the unweighted case, those problems are
tractable, because they reduce to the 0/1-weights sampling problem which is tractable by
Theorem 4.6:
Proposition 4.2. The problem of sampling an r-subtree of weight k in a tree t conditionally
to an r-subtree t ′ can be solved in cubic time if t is unweighted. The same holds for the
problem of sampling that extends another r-subtree.
Proof. For the problem of Definition 4.12, set the weight of the nodes of t ′ in t to be zero
(the intuition is that all the known nodes are free). The problem can then be solved by
applying Theorem 4.6.
For the problem of Definition 4.13, set the weight of the nodes of t ′ in t to be zero. We
have to ensure that weight-0 nodes are always returned. To do so, we adapt Theorem 4.6
by handling weight-0 nodes in the same way as handling dummy nodes in the previous
section.
4.2.7 Conclusion
We proposed a framework for a data market in which data quality can be traded for a dis-
count. We studied the case of XML documents with completeness as the quality dimension.
Namely, a data provider offers an XML document, and sets both the price and weights of
nodes of the document. The data consumer proposes a price but may get only a sample if
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the proposed price is lower than that of the entire document. A sample is a rooted subtree
of prescribed weight, as determined by the proposed price, sampled uniformly at random.
We proved that if nodes in the XML document have arbitrary non-negative weights,
the sampling problem is intractable. We identified tractable cases, namely the unweight-
ed sampling problem and 0/1-weights sampling problem, for which we devised PTIME
algorithms. We proved the time complexity and correctness of the algorithms. We also
considered repeated requests and provided PTIME solutions to the unweighted cases.
4.3 Query Pricing
In Section 4.1 and Section 4.2, we propose a theoretical and practical pricing framework
for a data market in which data consumers can trade data quality for discounted prices.
In this section, we propose a framework for pricing queries when data consumers request
data by issuing queries. This section is organized as follows. We give a brief introduction
of our framework in Section 4.3.1. In Section 4.3.2, some background knowledge of data
provenance is reviewed. We propose our pricing model which fulfils pre-defined properties
in Section 4.3.3. We devise algorithms for the computation of the prices of queries in
this model in Section 4.3.4. As we will show, in general, computing the exact prices for
queries is intractable, but we devise several generic algorithms using different heuristics.
We also identify two classes of queries for which the exact price computation is tractable.
We evaluate their performance and scalability and compare them to those of a baseline
algorithm in Section 4.3.5. Finally, we conclude our framework in Section 4.3.6.
4.3.1 Introduction
A lot of effort has been made to define computing-and-resource-based pricing models (see
[Durkee, 2010], for instance). Yet, only recently have authors looked at pricing data inde-
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pendently from computation, beyond the basic pricing models found in current commercial
data services where buyers are restricted to buying data by the volume or through pre-
defined views. Such pricing models are simplistic, inflexible and can create undesirable
arbitrage situations. Arbitrage here refers to the possibility of strategizing the purchase
of data. For instance, it might turn out to be less expensive to issue several queries and
combine their results, compared to issuing a single query.
In response to this observation, the authors of [Koutris et al., 2012a; Koutris et al., 2013;
Koutris et al., 2012b] propose a pricing model that defines the price of an arbitrary query as
the price of the cheapest set of views that can determine the query on the current database.
The model is flexible, since it explicitly allows the combination of views while preventing
arbitrage. Unfortunately, the authors do not propose generic algorithms for the computation
of prices in their model. In addition, the authors assign prices to individual pre-defined
views. However, the view granularity might be too coarse for many applications. Even
though, in principle, the view model can degenerate to a tuple model in which each tuple is
a single view, such an approach raises serious scalability issues.
Koutris et al. charge for a query based on the views used to answer this query, while
we adapt this strategy with a tuple granularity. More specifically, we charge for a query
based on the source tuples used to answer this query. Therefore we need to track the source
tuples which are used to produce query results, and data provenance is well-known for this
purpose. In this section, we devise a pricing model with a tuple granularity by leveraging
and extending the notion of data provenance, i.e., set (and multiset) of tuples contributing
to the result of a query.
Our model assigns a price to each base tuple in the database. The nature of information
products is such that, when an information product is used to produce a query result, it is
not consumed, instead, it still can be used to produce other results. Therefore we make sure
that each tuple is charged for only once, even if it contributes to the query results multiple
times. For this reason, we need to devise a provenance model that is more rigorous than the
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existing ones (e.g., [Cui and Widom, 2000; Buneman et al., 2001; J.Green et al., 2007]).
Moreover, we propose a range of price aggregation methods, using p-norm [Prugovecˇki,
2006], that gives the data providers the possibility of adapting their pricing strategies. Our
pricing model fulfils the following desirable properties:
Contribution monotonicity: the more tuples a query uses, the higher its price is.
Bounded-price: the price of a given query is not higher than the price of all the tuples in
the relations involved in it.
Contribution arbitrage-freedom: the price of a query Q cannot be higher than the sum
of the prices of queries, the union of whose contributing tuples is a superset of the
contributing tuples of Q.
4.3.2 Background: Relational Data Provenance Semantics
In this section, we review the existing relational data provenance semantics and state why
they are not suitable for our query pricing scheme.
The authors of [Cheney et al., 2009] state that there are three common forms of “prove-
nance” in relational databases, describing the relationship between source data and re-
sult data. The first form is “where-provenance” [Buneman et al., 2001], which is in the
attribute-level granularity, showing where the values of the attributes of a result tuple come
from. The second form is “why-provenance”, which is in the tuple-level granularity, re-
turning the source tuples that explain why a result tuple is in the result. [Cui and Widom,
2000] and [Buneman et al., 2001] introduce two kinds of “why-provenance”. The other
one is “how-provenance” [J.Green et al., 2007], which is also in the tuple-level granularity,
showing how a result tuple is produced by source tuples.
Before going into details of each kind of provenance, we introduce a sample relational
database and a query in Example 4.9.
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Relation S Relation T (on 20/01/2012)
tid Name Code tid Code Timestamp Price ($)
t1 JSH J37 t5 J37 01:22 pm 31.120
t2 UOB U11 t6 J37 02:40 pm 30.956
t3 DBS C09 t7 U11 11:34 am 5.954
t4 UOB GL8 t8 GL8 12:15 am 10.097
Figure 4.3: Database D
Example 4.9. D is a database described in Figure 4.3. Relation S records the codes of
stocks, bonds, and other securities, together with the name of the issuing company. For
instance, the company JSH issues the stock J37. Relation T records the historical prices of
securities for the 20th of January 2012. For instance, the stock GL8 was sold at $10.097 at
12:15 am.
If we are interested in the names of different companies whose securities were traded
on 20th of January 2012, the query (in the form of domain relational calculus) is: Q =
{〈n〉|∃c,∃t,∃p(S(n,c)∧T (c, t, p))}.
The query result is: Q(D) = {<JSH>,<UOB>}.
Name Why-provenance [Cui and
Widom, 2000]
Minimal why-provenance
[Buneman et al., 2001]
JSH {t1, t5, t6} {{t1, t5},{t1, t6}}
UOB {t2, t4, t7, t8} {{t2, t7},{t4, t8}}
Name How-provenance [J.Green et
al., 2007]
Where-provenance [Bune-
man et al., 2001]
JSH t1 · t5+ t1 · t6 {t1.Name}
UOB t2 · t7+ t4 · t8 {t2.Name},{t4.Name}
Table 4.1: Provenances of each output tuple in Example 4.9
Table 4.1 records different kinds of provenance of each result tuple of the query in
Example 4.9. We will refer to Table 4.1 when we discuss the topic in the following sections.
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4.3.2.1 Why-provenance
The why-provenance of a result tuple is the set of source tuples contributing to it. Different
definitions of “contributing” bring different versions of why-provenances. The simplest
one defines the set of source tuples contributing to an output tuple, as a subset of the source
database that is sufficient to produce the result tuple. There may be a large number of such
subsets because many tuples are “irrelevant” to the presence of the result tuple.
To avoid this problem, the authors of [Cui and Widom, 2000] try to filter the “irrelevant”
tuples. The why-provenance introduced by them is the maximal set of tuples, in which
every tuple helps to produce the result tuple. As shown in Table 4.1, the why-provenance
of the result tuple <JSH> is {t1, t5, t6}. It cannot be {t1, t5} since this is not the maximal set.
It cannot be {t1, t5, t6, t8} either because t8 does not help in producing <JSH>. One issue
about the why-provenance computed by [Cui and Widom, 2000] is that it may contain base
tuples that are unnecessary for the result tuple. For example, the why-provenance of <JSH>,
namely {t1, t5, t6}, contains unnecessary tuples for producing <JSH>. {t1, t5} (or {t1, t6}) is
enough to produce <JSH>, therefore {t6} (or {t5}) is unnecessary.
The authors of [Cui and Widom, 2000] construct a reverse query to get the why-
provenance. In our example, to compute the why-provenance of the result tuple <JSH>,
the reverse query is:Qr = {〈n,c, t, p〉|(S(n,c)∧T (c, t, p)∧n = ‘JSH ′)}.
Applying Qr to the databaseD results in tuples (JSH, J37, 01:22 pm, 32.120) and (JSH,
J37, 02:40 pm, 30.956). The why-provenance of <JSH> is finally obtained by projecting
the results of Qr on the attributes of S and T respectively, i.e., {t1, t5, t6}.
To overcome the problem of including unnecessary tuples in the why-provenance,
[Buneman et al., 2001] defines the notion of why-provenance (named witness basis in
[Buneman et al., 2001]) in terms of a deterministic semistructured data model and query
language. The authors of [Cheney et al., 2009] adapt the definitions in [Buneman et al.,
2001] to the relational model and relational algebra (as shown below). In our example, the
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set of why-provenances of <JSH> is {{t1, t5},{t1, t6}}.
Definition 4.14. Let Q be an SPJU query. Let D be a database instance and t be a tuple
in Q(D). The set of why-provenances of t according to Q and D , denoted as Why(Q,D , t)
is defined as follows:
• Why(σθ (Q),D , t) =Why(Q,D , t), if θ(t).
• Why(piU(Q),D , t) =⋃{Why(Q,D ,u)|u ∈ Q(D), t = u[U ]}.
• Why(Q1 ./ Q2,D , t) =Why(Q1,D , t[U1])unionsqWhy(Q2,D , t[U2]).
• Why(Q1∪Q2,D , t) =Why(Q1,D , t)∪Why(Q2,D , t).
where unionsq takes all the pairwise unions of two sets, i.e., SunionsqT = {s∪ t|s ∈ S, t ∈ T}.
Among the set of why-provenances, they define “minimal” ones. A why-provenance
is minimal (called minimal why-provenance) if and only if none of its proper subsets
can produce the result tuple. There may exist several minimal why-provenances for a
result tuple. In Table 4.1, there are two minimal why-provenances of <JSH>: {t1, t5} and
{t1, t6}. {t1, t5} is a minimal why-provenance of <JSH> because it produces <JSH> and
none of its proper subsets can produce <JSH>.
4.3.2.2 Where-provenance and how-provenance
The where-provenance ([Buneman et al., 2001]) of an attribute value in a result tuple con-
sists of attribute names of source tuples from where the value is copied. In Table 4.1, the
where-provenance of <JSH> is {t1.Name}. It means that the <JSH> comes from the “Name”
attribute of t1.
Why-provenance returns the source tuples which contribute to a result tuple. However,
it does not include information about how a result tuple is derived from the source tuples,
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and therefore how-provenance ([J.Green et al., 2007]) is motivated. In Table 4.1, the how-
provenance of <JSH> is t1 · t5+ t1 · t6. It means that there are two different ways to produce
<JSH>: the first way is by joining t1 and t5, and the other way is by joining t1 and t6. By
knowing this polynomial expression, we understand how these source tuples contribute to
the result tuple <JSH>.
4.3.2.3 Why not the current provenances
All the above discussed provenances only work for individual tuples in the query result.
We cannot use any of them for our pricing. If we use the current provenances directly, one
straightforward way of pricing a query is to compute the price of each tuple in the query
result separately on the basis of its provenance, and sum them up. The shortcoming of
this method is that a tuple in the database may be charged for more than once, which may
violate the nature of information products. The nature of information products is such that,
when an information product is used to produce a query result, it is not consumed, instead,
it can still be used to produce other results. Therefore we have to make sure that each tuple
is charged for only once, even if it contributes to the query results multiple times. For this
reason, we need to devise a more rigorous provenance model than the existing ones (e.g.,
[Cui and Widom, 2000; Buneman et al., 2001; J.Green et al., 2007]). In the next section,
we propose a new kind of provenance for a set of tuples, instead of for an individual tuple.
Before presenting our pricing framework, we use an example to illustrate why the cur-
rent provenances do not work for pricing queries, and also illustrate the requirements of a
new data provenance.
Example 4.10. Figure 4.4 is an example shown in [Balazinska et al., 2011]. The authors of
[Balazinska et al., 2011] propose a research idea to compute the price of a query using the
provenance of each result tuple. In this example, they use how-provenance. For instance,
the how-provenance of the result tuple (a,x) is min(p+q,s+t), which means that there are
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two different ways to produce (a,x): the first way uses the tuple with annotation p and the
tuple with annotation q; the second way uses the tuple with annotation s and the tuple with
annotation t. When they compute the price of query, they first compute the price of each
result tuple and then sum up their prices. If there is only one way to produce a result tuple,
the prices of the used tuples are summed up as the price of this result tuple, e.g., computing
the price of the result tuple (d,x). If there are multiple ways to produce a result tuple, the
price of the cheapest way is computed to be the price of the result tuple, e.g., computing the
price of the result tuple (a,x).
We observe that in this example, the tuple with annotation q is charged twice. This fact
violates the nature of information goods. Although only how-provenance is used in this
example, we can image such violation is also possible when using where-provenance and
why-provenance. Therefore the current provenances do not work for pricing queries. We
require that each tuple is charged only once, no matter how many times it contributes to the
query result. Instead of using existing kinds of provenance for each result tuple, we propose
the provenance of the whole query result (the details are presented in the next section).
Intuitively, if the price of a query is defined based on the source tuples used to pro-
duce the query result, then a query using more tuples should be more expensive. We will
formalize such intuitions and propose a pricing function in the next section.
4.3.3 Pricing Queries on Relational Data
In our framework, we consider only monotonic queries (which contains only selection,
projection, join and union). In this section, we propose a generic pricing model which
consists of a price setting function to set a price for each base tuple, and a pricing function
to define the price of a query in Section 4.3.3.1. Later in Section 4.3.3.2, we define the set
of minimal provenance(s) of the result of a query, and prove that it is invariant under query
rewriting. We use p-norm to define the price of a set of tuples in Section 4.3.3.3. Based
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Figure 4.4: An example of query pricing
on the findings of Section 4.3.3.2 and Section 4.3.3.3, we propose a pricing function that
defines the price of a query solely on the basis of its contributing tuples, i.e., the necessary
and sufficient tuples to produce the query result, and prove that the pricing function satisfies
three required properties in Section 4.3.3.4.
4.3.3.1 Pricing Model
Our pricing model consists of two functions. One of them assigns a price to each base tuple
in the source database, and the other one defines the prices of input queries.
Definition 4.15. (Price setting function). Let D be a database. A price setting function
is a function sD : T→ R+, where T is the set of base tuples in D , and R+ is the set of
non-negative real numbers.
Definition 4.16. (Pricing function). Let D be a database. A pricing function is a function
prD : Q → R+, where Q is the set of queries, and R+ is the set of non-negative real
numbers.
171
Chapter 4. Pricing Data: What you Pay for is What you Get
4.3.3.2 Minimal Provenance of a Set of Tuples
We consider necessary and sufficient tuples to produce the result of a given query, in order
not to charge users for the entire database for any arbitrary query. However, we may have
several such minimal sets of such necessary and sufficient tuples rather than just one set.
We define the provenance of the query result as a whole, instead of using the provenance
of individual tuples in the query result (as mentioned in Section 2.1). The reason is that
in our pricing model, we charge for a tuple at most once, regardless of how many times
it contributes to the query result, due to the nature of the information goods, i.e., instead
of being consumed after producing a result tuple, a source tuple remains to produce other
result tuples.
Definition 4.17. (provenance of a set of tuples). Let Q be a query. Let D be a database.
Let Q(D) be the result of the query Q on the database D . A provenance of Q(D) is a set
of tuples L (L⊆D) such that Q(D) = Q(L).
Definition 4.18. (minimal provenance of a set of tuples). Let Q be a query. Let D be a
database. Let Q(D) be the result of the query Q on the databaseD . A minimal provenance
of Q(D) is a provenance L of Q(D) such that ∀L′,L′⊆ L⇒ L′= L where L′ is a provenance
of Q(D).
Example 4.11. Following Example 4.9, there are four minimal provenances of the query
result Q(D): L1 = {t1, t2, t5, t7}, L2 = {t1, t4, t5, t8}, L3 = {t1, t2, t6, t7}, L4 = {t1, t4, t6, t8}.
Consider the minimal provenance L1. The semantics of L1 is that the set of tuples
{t1, t2, t5, t7} produces the query result {<JSH>,<UOB>}, but none of any subsets of L1 is
able to produce the query result {<JSH>,<UOB>}.
From Example 4.11, we can see that the query result Q(D) may have several minimal
provenances. We use M(Q,D) to represent the set of minimal provenances of Q(D). Below
we prove that the set of minimal provenances remains invariant under query rewriting.
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Theorem 4.7. Two equivalent queries have the same set of minimal provenances for any
database.
Proof. Assume that Q1,Q2 are two equivalent queries: Q1 ≡ Q2. For any database D ,
Q1(D) = Q2(D).
Assume ∃D ′ such that M(Q1,D ′) 6= M(Q2,D ′). Then at least one of the two sets
contains some element that does not exist in the other set. Assume
∃L∗ ∈M(Q1,D ′)∧ (∀L2 ∈M(Q2,D ′)⇒ L∗ 6= L2)
We have the following cases:
1. ∃L′ ∈ M(Q2,D ′) such that L∗ ⊂ L′. Construct a database D− = L∗. Since L∗ is a
minimal provenance of Q1(D ′),
Q1(D−) = Q1(L∗) = Q1(D ′)
On the other hand, L∗ cannot be a provenance of Q2(D ′). Otherwise by definition of
minimal provenance, L′ is not a minimal provenance.
Q2(D−) = Q2(L∗) 6= Q2(D ′)
Thus
Q2(D−) 6= Q2(D ′)
Since Q1 ≡ Q2, Q1(D ′) = Q2(D ′). Then Q1(D−) 6= Q2(D−). It violates Q1 ≡ Q2.
2. ∃L′ ∈ M(Q2,D ′) such that L′ ⊂ L∗. Construct a database D− = L′. Since L′ is a
minimal provenance of Q2(D ′),
Q2(D−) = Q2(L′) = Q2(D ′)
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On the other hand, L′ cannot be a provenance of Q1(D ′). Otherwise by definition of
minimal provenance, L∗ is not a minimal provenance.
Q1(D−) = Q1(L′) 6= Q1(D ′)
Thus
Q1(D−) 6= Q1(D ′)
Since Q1 ≡ Q2, Q1(D ′) = Q2(D ′). Then Q1(D−) 6= Q2(D−). It violates Q1 ≡ Q2.
3. @L′ ∈M(Q2,D ′) such that L′ ⊂ L∗ or L∗ ⊂ L′. Construct a database D− = L∗. Since
L∗ is a minimal provenance of Q1(D ′),
Q1(D−) = Q1(L∗) = Q1(D ′)
L∗ cannot be a minimal provenance of Q2(D ′) since ∀L′ ∈ M(Q2,D ′) ⇒ L∗ 6= L′.
Also, L∗ cannot be a provenance of Q2(D ′) since @L′ ∈M(Q2,D ′) such that L′ ⊂ L∗.
Q2(D−) = Q2(L∗) 6= Q2(D ′)
Thus
Q2(D−) 6= Q2(D ′)
Since Q1 ≡ Q2, Q1(D ′) = Q2(D ′). Then Q1(D−) 6= Q2(D−). It violates Q1 ≡ Q2.
We can conclude that ∀D ′,M(Q1,D ′) = M(Q2,D ′).
The inverse of this theorem is not necessarily true, i.e., if two queries have the same
set of minimal provenances for any database, these two queries may not be equivalent.
Such instances exist. Consider two aggregate queries: the first query computes the sum
salary of the employees in the department “computer science”, while the second query
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computes the average salary of the employees in the department “computer science”. These
two queries have the same set of minimal provenances for any database: all the tuples
describing employees in the department “computer science”, however, these two queries
are not equivalent obviously. Consider two selection-projection queries: the first query
retrieves the entire tuples of the employees in the department “computer science”, while the
second query retrieves only the identifiers of the employees in the department “computer
science”. These two queries have the same set of minimal provenances for any database:
all the tuples describing employees in the department “computer science”, however, these
two queries are not equivalent as well.
However, if we consider two queries of only selection and join, we believe that if these
two queries have the same set of minimal provenances for any database, they are equivalent.
4.3.3.3 P-norm
In this section, we use p-norm to define the price of a set of tuples. The p-norm [Prugovecˇki,
2006] is a function defining a norm of a vector.
Definition 4.19. (p-norm of a vector). Let X be a vector (x1,x2, ...,xn), for a real number
p> 1, the p-norm of X is defined by ||X ||p = (∑ni=1 |xi|p)
1
p .
For p = 1, ||X ||1 = ∑ni=1 |xi|, which is the Manhattan norm of X . For p = 2, ||X ||2 =
(∑ni=1 x2i )
1
2 that is the Euclidean norm of X . For p=∞, ||X ||∞=max{|x1|, |x2|, ..., |xn|}. Al-
though Definition 4.19 defines the p-norm of a vector, this definition can be easily adapted
to be the p-norm of a set.
Proposition 4.3. If p> 1 and a> 0, ||X ||p+a 6 ||X ||p.
Proposition 4.3 is proved in [Prugovecˇki, 2006]. It states the fact that the p-norm value
decreases as p (p> 1) increases.
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Definition 4.20. (The price of a set of tuples). Let D be a database. Let X be a set of
tuples, and X ⊆D . Let sD be a pricing setting function. The price of the set of tuples X is
defined by ||X ||p = (∑ni=1 sD(ti)p)
1
p , where ti ∈ X.
Using p-norm gives the data provider the possibility of adapting their pricing strategies.
Due to Proposition 4.3, Definition 4.20 allows the data provider to define the price of a set
of tuples as a function that ranges from a sum of the prices of the individual tuples when
p is equal to 1, to a maximum function when p tends to infinity. In between, the value
of the price decreases as p increases. P-norm would be useful and convenient when the
data provider wants to give different discounts to different categories of consumers. For
example, she may set p = 1 (i.e., no discount) when charging an ordinary consumer; she
may set p= 2 (i.e., a smaller discount) when charging a “golden-class” consumer; she may
set p = 4 (i.e., a larger discount) when charging a VIP consumer.
Proposition 4.4. If X1 ⊆ X2, ||X1||p 6 ||X2||p, where X1 and X2 are two sets.
Proposition 4.4 is proved in [Prugovecˇki, 2006]. It states the fact that if a set contains
more elements than the other set, it has a larger p-norm value.
4.3.3.4 The Pricing Function
Our pricing function defines the price of a query based on the necessary and sufficient
tuples to produce the query result. We start with defining such tuples. After that, we define
several required properties that a pricing function has to satisfy. At last, we propose our
pricing function and prove that it satisfies all the defined properties.
Definition 4.21. (Contributing tuples). Let Q be a query. Let D be a database. Let Q(D)
be the result of the query Q on the database D . The set of contributing tuples of Q(D) is
the set of minimal provenances of Q(D), i.e., M(Q,D).
176
Chapter 4. Pricing Data: What you Pay for is What you Get
4.3.3.4.1 Property 1: Contribution monotonicity Intuitively, we need such a
property that a query using more tuples has a higher price than another query using less
tuples. However, it is not clear what the meaning of “using more tuples” is, when several
ways exist to produce the query result. Informally, we say that a query Q2 uses more tuples
than another query Q1 if for every set of tuples to produce the result of Q2, it is possible to
produce the result of Q1 using only its subset. Formally, we define it as follows.
Definition 4.22. (Contribution containment and contribution equivalence). Let D be a
database. Let Q1 and Q2 be two queries. M(Q1,D), M(Q2,D) are the sets of contributing
tuples of Q1(D), Q2(D), respectively. Q1 is contribution contained in Q2 with respect to
D , namely Q1 ⊆C(D) Q2, if and only if:
∀L′(L′ ∈M(Q2,D)⇒∃L(L ∈M(Q1,D)∧L⊆ L′))
Q1 and Q2 are contribution equivalent, namely Q1 ≡C(D) Q2, if and only if Q1 ⊆C(D)
Q2 and Q2 ⊆C(D) Q1.
Q1 ⊆C Q2 if and only if for any database D , Q1 ⊆C(D) Q2.
Q1 ≡C Q2 if and only if Q1 ⊆C Q2 and Q2 ⊆C Q1.
Example 4.12. Let D be a database. Let Q1, Q2 and Q3 be three queries. M(Q1,D),
M(Q2,D) and M(Q3,D) are the sets of contributing tuples of Q1(D), Q2(D) and Q3(D).
Assume M(Q1,D)= {l11 = {t1, t2}, l21 = {t2, t3}}, M(Q2,D)= {l12 = {t1, t2, t3}}, M(Q3,D)=
{l13 = {t1, t2}, l23 = {t1, t3}}.
Q1 ⊆C(D) Q2 because for l12 , there exists l11 such that l11 ⊆ l12 . However, Q1 *C(D) Q3
because for l23 , l
1
1 * l23 and l21 * l23 .
We require that the price of Q1 is lower than the price of Q2 if, for every way to produce
the result of Q2, we can find a cheaper way to produce the result of Q1.
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Definition 4.23. (contribution monotonicity). A pricing function is said to be contribution
monotonic if, given a databaseD , whenever two queries Q1,Q2 satisfy Q1 ⊆C(D) Q2, their
prices satisfy prD(Q1)6 prD(Q2).
4.3.3.4.2 Property 2: Bounded-price Since we charge for each base tuple in the
database at most once, it is reasonable that the upper bound of the price of any query is the
price of buying the entire database, or more precisely, is the price of the base tuples in the
relations involved in the query. Formally, we call this upper bound property as bounded-
price, defined as follows.
Definition 4.24. (bounded-price). A pricing function is said to be of bounded-price if for
any databaseD , the price of a query is always not higher than the price of the base tuples in
the relations which are involved in the query, i.e., prD(Q)6 ||S||p, where S = {t ∈R|R ∝
Q} andR ∝ Q means that the relationR is involved in the query Q.
Below we prove that bounded-price is a product of contribution monotonicity.
Lemma 4.9. If a pricing function is contribution monotonic, then it is of bounded-price.
Proof. Let
⋃
R∝QR be the set of relations involved in the query Q. Let Q∗ be a special
query as: select * from
⋃
R∝QR, which selects all the tuples in the relations involved
in the query. Given a database D , prD(Q∗) = ||S||p, where S = {t ∈R|R ∝ Q}.
It is true that for any query Q, Q⊆C Q∗. The reason is as follows. For any database D ,
M(Q∗,D) = {{t|t ∈ ⋃R∝QR}}. For each L ∈M(Q,D), L ⊆ {t|t ∈ ⋃R∝QR}. Therefore
Q⊆C(D) Q∗.
For any database D , because of the contribution monotonicity, prD(Q) 6 prD(Q∗) =
||S||p.
4.3.3.4.3 Property 3: Contribution arbitrage-freedom In economics and finance,
arbitrage is the practice of taking advantage of a price between two or more markets ([An-
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drei and Robert, 1997]). In [Koutris et al., 2012a], there is an example illustrating an
arbitrage situation. “Consider the USA business dataset: if p is the price for the entire data
set and p1, ..., p50 are the prices for the data in each of the 50 states. If p > p1+ ...+ p50,
no buyer would pay for the entire dataset, but would instead buy all 50 states data sets
separately.” Moreover, a smart data consumer can even re-sell the entire data set at a price
lower than p, but higher than p1 + ...+ p50. A rational data provider would ensure that
p6 p1+ ...+ p50, to avoid the arbitrage situation.
Our concern lies in contributing tuples. We have to adapt the concept of arbitrage for
contributing tuples. Consider a query Q with the set of contributing tuples {{t1, t2, t3}}
(with the price p), another query Q1 with the set of contributing tuples {{t1, t2}} (with the
price p1), and a third query Q2 with the set of contributing tuples {{t3, t4}} (with the price
p2). The data seller would ensure that p < p1 + p2. Otherwise, it results in the price of
{t1, t2, t3, t4} being lower than the price of {t1, t2, t3}, which is not reasonable. In the case
that users can get contributing tuples, an arbitrage situation is possible if the prices of the
queries are not carefully defined.
Informally, contribution arbitrage-freedom tells us that the price of a query Q cannot
be higher than the sum of the prices of queries, the union of whose contributing tuples is
a superset of the contributing tuples of Q. However, in general, for each query, there may
exist more than one way to produce the query result. We require that the price of Q is
lower than the sum of the prices of Qi if for the union of every combination of minimal
provenances of Qi, there exists a minimal provenance of Q to be a subset of the union set.
It is formally defined as follows.
Definition 4.25. (Contribution arbitrage-freedom). Let D be a database, Q be a query,
and {Qi}(1 6 i 6 m) be a set of queries. M(Q,D) is the set of contributing tuples of
query Q, and M(Qi,D) is the set of contributing tuples of query Qi. A pricing function is
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∑i prD(Qi)> prD(Q) holds.
Example 4.13. Let D be a database. Let Q1, Q2 and Q be three queries. M(Q1,D),
M(Q2,D) and M(Q,D) are the sets of contributing tuples of Q1(D), Q2(D) and Q(D).
Assume M(Q1,D) = {l11 = {t1, t2}, l21 = {t2, t3}}, M(Q2,D) = {l12 = {t2, t4}, l22 = {t1, t4}},
M(Q,D) = {l1 = {t1, t2}, l2 = {t2, t3}, l3 = {t1, t4}}.
For l11 ∪ l12 = {t1, t2, t4}, there exists l1 ⊆ l11 ∪ l12 .
For l21 ∪ l12 = {t2, t3, t4}, there exists l2 ⊆ l21 ∪ l12 .
For l11 ∪ l22 = {t1, t2, t4}, there exists l1 ⊆ l11 ∪ l22 .
For l21 ∪ l22 = {t1, t2, t3, t4}, there exists l1 ⊆ l21 ∪ l22 .
A contribution arbitrage-free pricing function ensures prD(Q1)+ prD(Q2)> prD(Q).
4.3.3.4.4 Price of a query
Definition 4.26. (Price of a query). The price of a query Q in a database D is defined as
the price of the cheapest minimal provenance of Q(D):
prD(Q) = minL∈M(Q,D)||L||p
Theorem 4.8. The pricing function in Definition 4.26 satisfies the following properties:
• The prices are the same among equivalent queries.
• It is contribution monotonic.
• It is of bounded-price.
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• It is contribution arbitrage-free.
Proof. • The proof is omitted because it can be inferred from Theorem 4.7 directly.
• Assume that Q1,Q2 satisfy Q1 ⊆C(D) Q2.
We use L′min to represent the cheapest minimal provenance of Q2(D), thus prD(Q2)=
||L′min||p.
Since Q1 ⊆C(D) Q2, by definition we know ∃L ∈M(Q1,D) such that L⊆ L′min.
prD(Q2) = ||L′min||p > ||L||p
> minL∈M(Q1,D)||L||p = prD(Q1)
• The proof is omitted and it can be inferred from Lemma 4.9 directly.








Assume that Lmini is the cheapest minimal provenance of M(Qi,D), therefore ∃L(L ∈
M(Q,D)∧L⊆⋃i Lmini )
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4.3.4 Computing Price
In this section, we first prove that computing the exact price of a query in our proposed
pricing model is NP-hard, and present an exact algorithm to compute the price in Section
4.3.4.1. Then we propose four approximation algorithms with different heuristics in Sec-
tion 4.3.4.2. Lastly, we present two special classes of queries that their exact prices can be
computed in polynomial time in Section 4.3.4.3.
4.3.4.1 Exact Algorithm
Theorem 4.9. Given the price of each base tuple in databaseD , the query result Q(D), and
the minimal why-provenances of each result tuple ti ∈ Q(D), deciding whether there exists
a set of tuples, with a price less or equal to k, which can produce Q(D) is NP-complete.
Computing the price of a query prD(Q) is NP-hard.
Proof. Recall that in Definition 4.26, the price of a query, prD(Q), is the price of the
cheapest minimal provenance. The decision version of this problem is deciding whether
there exists a set of tuples, with a price less or equal to k, which can produce Q(D).
The decision version is in NP. Given a set of tuples, we can checking the following two
requirements in polynomial-time: (1) check whether the price of the set of tuples is less
or equal to k by summing up their prices; (2) check whether the set of tuples can produce
Q(D) by checking, for each result tuple, whether the set of tuples is a super set of a minimal
why-provenance of a result tuple.
The decision version can be reduced from the decision version of the set cover problem8
(which is known to be NP-complete) by restricting each minimal why-provenance of each
result tuple to be a single base tuple and the prices of base tuples to be 1’s. Therefore the
decision version is NP-complete.
8Given a set of elements U , and a set S of n sets whose union equals to U , the set cover problem is to identify the smallest subset of
S whose union equals to U . It is shown to be one of Karp’s 21 NP-complete problems ([Karp, 1972]). Additionally if each set in S has
a weight and one wants to identify the cheapest subset of S whose union equals to U , the problems becomes weighed set cover problem.
182
Chapter 4. Pricing Data: What you Pay for is What you Get
Finding the cheapest minimal provenance can be reduced from the optimization version
of the set cover problem (which is known to be NP-hard) by applying the same restriction
as above. Therefore computing the price of a query is NP-hard.
In this section, we present a baseline algorithm to compute the exact price of a query
using our proposed pricing function, though the complexity of the algorithm is potentially
exponential.
The key problem is to find how to compute the set of minimal provenances M(Q,D),
given a query Q and a database D . We have stated the difference between our proposed
minimal provenance and the minimal why-provenance proposed in [Buneman et al., 2001]
in the previous section. Here we study the relationship between them in detail.
We denote the set of minimal provenances of the query result Q(D) by M(Q,D). For
a tuple ti ∈ Q(D), we denote its set of minimal why-provenances ([Buneman et al., 2001])
by Wi. We denote the set in which each element is the union of a minimal why-provenance
of each result tuple by U(Q,D), i.e., U(Q,D) = {⋃i wkii |wkii ∈Wi}. Using the example
below, we verify that M(Q,D) 6=U(Q,D).
Example 4.14. Assume Q(D) = {t1, t2}. The set of minimal why-provenances of t1 is
{{a1,a2},{a1,a4}}. The set of minimal why-provenances of t2 is {{a3,a4}}. U(Q,D) =
{{a1,a2,a3,a4}, {a1,a3,a4}}. It is not the set of minimal provenances. {a1,a2,a3,a4}
cannot be a minimal provenance, since its proper subset ({a1,a3,a4}) is a minimal prove-
nance.
Example 4.14 indicates that U(Q,D) may include non-minimal provenances which are
not included in M(Q,D). We denote the set after filtering all the non-minimal provenances
from U(Q,D) by U ′(Q,D). The theorem below proves that U ′(Q,D) = M(Q,D).
Theorem 4.10. Let Q be a query. LetD be a database. Let Q(D) be the result of the query
Q on the database D . It is true that M(Q,D) =U ′(Q,D).
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Proof. Firstly, we prove that (u ∈U ′(Q,D))⇒ (u ∈M(Q,D)). If u ∈U ′(Q,D), u is able
to produce every tuple ti ∈ Q(D), thus u is a provenance of Q(D). Moreover, u is minimal
otherwise u cannot be existing in U ′(Q,D). In other words, u is a minimal provenance of
Q(D). By definition, we infer that u ∈M(Q,D).
Then, we prove that (m ∈M(Q,D))⇒ (m ∈U ′(Q,D)). It is proved by contradiction.
Assume that there exists such a minimal provenance m that m ∈ M(Q,D) but m /∈
U ′(Q,D). It means that
@u ∈U ′(Q,D) such that u = m
We have the following cases:
1. ∃u ∈ U ′(Q,D) such that u ⊂ m. In this case, m is not a minimal provenance of
Q(D). The reason is that its proper subset u is a provenance of Q(D). There is a
contradiction.
2. ∃u ∈U ′(Q,D) such that m⊂ u. Without loss of generality, assume that m= u−{b}.
Let us assume that b ∈ u due to the fact that b belongs to a minimal why-provenance
l of a tuple t ∈ Q(D). If m is a minimal provenance, it means that b is unnecessary
to produce Q(D). Moreover, b is unnecessary for producing t, which means l is not
a minimal why-provenance of t. There is a contradiction.
3. ∀u ∈U ′(Q,D), u*m,m* u. Without loss of generality, assume that m = u−{b}+
{c}. Let us assume that b ∈ u due to the fact that b belongs to a minimal why-
provenance l of a tuple t ∈ Q(D). If m is a minimal provenance, it means that l−
{b}+ {c} is a minimal why-provenance of t. If l−{b}+ {c} is a minimal why-
provenance of t, then m ∈U ′(Q,D). There is a contradiction.
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According to Theorem 4.10, in order to get M(Q,D), non-minimal provenances have
to be filtered from U(Q,D) (to generate U ′(Q,D)). However, the “filtering” is very ex-
pensive, as shown next. Assume that we have n tuples in the query result Q(D), and each
tuple has m minimal why-provenances. In this case, U(Q,D) contains mn provenances of
the query result. To check the minimality of a provenance u in U(Q,D), the time complex-
ity is O(mn), since we have to compare the inclusion relationship between u and all other
mn−1 provenances. The minimality of all the provenances in U(Q,D) has to be checked,
therefore the complexity is O(m2n).
Is the expensive “filtering” of non-minimal provenances really necessary? Fortunately,
we can avoid it. Our aim is not to compute M(Q,D), but rather, to compute the price of
the query, which is the price of the cheapest minimal provenance of the query result. If a
provenance is not minimal, it will not affect our final result. Below, we prove that U(Q,D)
and U ′(Q,D) have the same price for the cheapest provenances.
Lemma 4.10. U(Q,D) (U ′(Q,D)) is the set of provenances before (after) filtering non-
minimal provenances. It is true that minL∈U(Q,D)||L||p = minL∈U ′(Q,D)||L||p
Proof. U(Q,D) ⊇ U ′(Q,D) since U(Q,D) contains non-minimal provenances. We use
∆U to represent the non-minimal provenances, i.e., ∆U =U(Q,D)−U ′(Q,D).
Assume minL∈U ′(Q,D)||L||p = wmin. We show that all the provenances in ∆U have a
price not lower than wmin. For u ∈ ∆U , since u is not minimal, there exists at least one
provenance u′ ∈U ′(Q,D) such that u′ ⊂ u (u′ is minimal). By Proposition 4.4, ||u||p >
||u′||p (the equality holds when the tuples in u− u′ have prices of 0). wmin is the price of
the cheapest provenance in U ′(Q,D), i.e., ||u′||p > wmin. Therefore we have ||u||p > wmin.
It means that the price of the cheapest provenance is not affected by the existence of
the non-minimal provenances. Therefore minL∈U(Q,D)||L||p = minL∈U ′(Q,D)||L||p.
Algorithm 16 computes the exact price of a query Q given a databaseD . Theorem 4.10
and Lemma 4.10 guarantee the correctness of Algorithm 16.
185
Chapter 4. Pricing Data: What you Pay for is What you Get
Algorithm 16: Price computation algorithm
Data: a query Q, a database D
Result: price prD(Q)
1 for each tuple ti in the query result Q(D) do
2 get the set of minimal why-provenances Wi defined in [Buneman et al., 2001];
3 U(Q,D) = {⋃i wkii |wkii ∈Wi};
4 for each provenance L ∈U(Q,D) do
5 compute ||L||p;
6 prD(Q) = minL∈U(Q,D)||L||p;
Assume that we have n tuples in the query result, and each tuple has m minimal why-
provenances. Firstly, the algorithm computes the set of minimal why-provenances of each
tuple (line 1 and 2), which we assume to get beforehand. Then, it constructs the set of
provenances of the query result U(Q,D) (line 3) with the complexity O(mn). Lastly, it
computes the prices of all the provenances and chooses the lowest one (from line 4 to 6)
with the complexity O(mn). In total, the complexity of computing the price of this query is
O(mn).
Computing the exact price of a query is not in the class of fixed-parameter tractable
problems. Although its time complexity is high, i.e., O(mn), when the number of result
tuples is small (i.e., n is small), the exact price computation is efficient. When each result
tuple has only one minimal why-provenance (i.e., m = 1), the exact price computation is
also very efficient.
4.3.4.2 Approximation Algorithms
Since computing the exact price is intractable, we devise several approximation algorithms
to compute the approximate price of a given query. Before introducing the heuristics, we
define some notations that are used in this section. We denote the number of result tuples
by n, the maximum number of minimal why-provenances of result tuples by m and the
total number of base tuples to which the result tuples are related by b. wmini represents the
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minimal why-provenance of ti that minimizes an objective function (in an approximation
algorithm). Regarding the derivation of wmini , it varies from one heuristic to another.
4.3.4.2.1 Heuristics In this section, we introduce the heuristics and present the ap-
proximation algorithms. Before going into details, we first discuss the intuition of the
heuristics. Our aim is to get the cheapest provenance of the result of a query, given the set
of minimal why-provenances of each result tuple.
The first straightforward heuristic approximates the cheapest provenance of the query
result by creating the union of the cheapest minimal why-provenance of each result tuple.
This heuristic seeks out individual local optimal values, instead of the global optimal value.
We refer to this heuristic as Heuristic 1 in Table 4.2. The second heuristic (Heuristic 2 in
Table 4.2) uses the same intuition as Heuristic 1, but with a different metric to choose a
minimal why-provenance for each result tuple. Instead of choosing the cheapest minimal
why-provenance as in Heuristic 1, Heuristic 2 chooses the minimal why-provenance of
each result tuple with the lowest average price.
Neither Heuristic 1 nor Heuristic 2 memorizes their previous choices of minimal why-
provenances and they choose a minimal why-provenance of each result tuple independently.
Based on this observation, we devise another two heuristics (Heuristic 3 and Heuristic 4 in
Table 4.2). Heuristic 3 and Heuristic 4 memorize their previous choices of minimal why-
provenances when they are choosing a minimal why-provenance of the next result tuple.
The difference between them is that Heuristic 3 chooses the cheapest one for each result
tuple, while Heuristic 4 chooses the one with the lowest average price.
We summarize the similarities and differences among the above four heuristics in Table
4.2.
4.3.4.2.2 Heuristic 1 Algorithm 17 presents the approximation algorithm with Heuris-
tic 1. For each result tuple ti, the algorithm chooses the cheapest minimal why-provenance
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Intuition
consider each result tuple independently consider each result tuple dependently
cheapest lowest average cheapest lowest average
heuristic Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4
metrics ||{sD(t j)}||p ||{sD (t j)}||p|wmini | ||{sD(t j)}||p
||{sD (t j)}||p
|wmini −App U(Q,D)|
Table 4.2: Relationship between different heuristics
wmini (line 3). If there is more than one such why-provenance, it chooses the one with
the largest size (line 5). At last, it creates the union of the chosen why-provenances, and
computes the price (line 6 to 7).
Algorithm 17: Heuristic 1
Data: a query Q, a database D
Result: approximate price App prD(Q)
1 for each tuple ti in the query result Q(D) do
2 get the set of minimal why-provenances Wi defined in [Buneman et al., 2001];
3 choose the why-provenance wmini that minimizes ||{sD(t j)}||p (t j ∈ wmini );
4 if there is more than one such why-provenance then
5 choose the one with largest size;





7 App prD(Q) = ||App U(Q,D)||p;
The complexity of choosing the cheapest minimal why-provenance of each result tuple
is O(m), thus the complexity of doing this for all the result tuples is O(mn). Then the
complexity of creating the union of the chosen why-provenances is O(n). In total, the
complexity is O(mn).
Example 4.15. The query result is Q(D) = {t1, t2, t3}. The set of minimal why-provenances
of t1 is {{x1,x4},{x1,x2,x3}}. The set of minimal why-provenances of t2 is {{x1,x2},{x1,x4}}.
The set of minimal why-provenances of t3 is {{x2,x3}}. The prices of the base tuples are:
sD(x1) = 1,sD(x2) = 2,sD(x3) = 3,sD(x4) = 4. We set p = 1 for p-norm.
Heuristic 1 chooses {x1,x4} for t1, since the price of {x1,x4}, namely 5, is lower than
the price of {x1,x2,x3}, namely 6. For the same reason, the algorithm chooses {x1,x2}
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for t2. It has to choose {x2,x3} for t3 since this is the only choice. Then the algorithm
creates the union of all the chosen minimal why-provenances, as {x1,x2,x3,x4}. Therefore
the price of the query Q is 1+2+3+4 = 10.
4.3.4.2.3 Heuristic 2 Heuristic 2 differentiates itself from Heuristic 1 that it uses
a different metric (refer to Table 4.2) in line 3. Heuristic 2 chooses the minimal why-
provenance of each result tuple with the lowest average price, instead of choosing the
cheapest one as in Heuristic 1.
Algorithm 18 presents the approximation algorithm with Heuristic 2. The complexity
is the same as Algorithm 17.
Algorithm 18: Heuristic 2
Data: a query Q, a database D
Result: approximate price App prD(Q)
1 for each tuple ti in the query result Q(D) do
2 get the set of minimal why-provenances Wi defined in [Buneman et al., 2001];
3 choose the why-provenance wmini that minimizes
||{sD (t j)}||p
|wmini |
(t j ∈ wmini );
4 if there is more than one such why-provenance then
5 choose the one with largest size;





7 App prD(Q) = ||App U(Q,D)||p;
Example 4.16. For the same database and query in Example 4.15, Heuristic 2 chooses
{x1,x2,x3} for t1, since the average price of {x1,x2,x3}, namely 2, is lower than the average
price of {x1,x4}, namely 2.5. For the same reason, the algorithm chooses {x1,x2} for t2.
It has to choose {x2,x3} for t3 since this is the only choice. Then the algorithm creates the
union of all the chosen minimal why-provenances, as {x1,x2,x3}. Therefore the price of
the query Q is 1+2+3 = 6.
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4.3.4.2.4 Heuristic 3 Algorithm 19 presents the approximation algorithm with Heuris-
tic 3. The difference between Algorithm 19 and Algorithm 17 is that when Algorithm 19
chooses the cheapest minimal why-provenance (line 4) and when it compares the sizes of
why-provenances (line 6), it does not take into account the base tuples that have already
been bought. Note that Algorithm 19 processes result tuples in a random order (line 2).
Algorithm 19: Heuristic 3
Data: a query Q, a database D
Result: approximate price App prD(Q)
1 while there exist tuples not visited in the query result Q(D) do
2 choose an unvisited tuple ti uniformly at random;
3 get the set of minimal why-provenances Wi defined in [Buneman et al., 2001];
4 choose the why-provenance wmini that minimizes ||{sD(t j)}||p
(t j ∈ wmini , t j /∈ App U(Q,D));
5 if there is more than one such why-provenance then
6 choose the one with largest size (without taking into account the ones that
have already been bought);
7 App U(Q,D) = App U(Q,D)∪wmini ;
8 App prD(Q) = ||App U(Q,D)||p;
The complexity of choosing the cheapest minimal why-provenance of each result tuple
without taking into account the base tuples which have already been bought is O(mb). In
total, the complexity is O(mnb).
Example 4.17. For the same database and query in Example 4.15, Heuristic 3 chooses a
result tuple uniformly at random each time. Let us assume that it chooses in the order of
t1 first, then t2 and at last t3. Initially, App U(Q,D) = /0. Heuristic 3 chooses {x1,x4}
for t1, since the price of {x1,x4}, namely 5, is lower than the price of {x1,x2,x3}, namely
6. Now App U(Q,D) = {x1,x4}. It chooses {x1,x4} for t2 since the price is 0 (we have
already bought x1,x4) which is lower than the price of {x1,x2}, namely 2 (we have already
bought x1). Now App U(Q,D) = {x1,x4}. It has to choose {x2,x3} for t3 since this is the
only choice. Now App U(Q,D) = {x1,x4,x2,x3}. Therefore the price of the query Q is
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1+2+3+4 = 10.
4.3.4.2.5 Heuristic 4 A different metric (refer to Table 4.2) is used in Heuristic 4 to
differentiate itself from Heuristic 3. The difference is the same as the one between Heuristic
2 and Heuristic 1.
Algorithm 20 presents the approximation algorithm with Heuristic 4. The complexity
of Algorithm 20 is the same as Algorithm 19.
Algorithm 20: Heuristic 4
Data: a query Q, a database D
Result: approximate price App prD(Q)
1 while there exist tuples not visited in the query result Q(D) do
2 randomly choose an unvisited tuple ti;
3 get the set of minimal why-provenances Wi defined in [Buneman et al., 2001];
4 choose the why-provenance wmini that minimizes
||{sD (t j)}||p
|wmini −App U(Q,D)|
(t j ∈ wmini , t j /∈ App U(Q,D));
5 if there is more than one such why-provenance then
6 choose the one with largest size (without taking into account the ones that
have already been bought);
7 App U(Q,D) = App U(Q,D)∪wmini ;
8 App prD(Q) = ||App U(Q,D)||p;
Example 4.18. For the same database and query in Example 4.15, Heuristic 4 chooses a
result tuple uniformly at random each time. Let us assume that it chooses in the order of
t2 first, then t3 and at last t1. Initially, App U(Q,D) = /0. Heuristic 4 chooses {x1,x2}
for t2, since the average price of {x1,x2}, namely 1.5, is lower than the average price of
{x1,x4}, namely 2.5. Now App U(Q,D) = {x1,x2}. It has to choose {x2,x3} for t3 since
this is the only choice. Now App U(Q,D) = {x1,x2,x3}. It chooses {x1,x2,x3} for t1 since
the average price is 0 (we have already bought x1,x2,x3) which is lower than the average
price of {x1,x4}, namely 4 (we have already bought x1, and there is only one base tuple
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x4 needed to buy). Now App U(Q,D) = {x1,x2,x3}. Therefore the price of the query Q is
1+2+3 = 6.
4.3.4.2.6 Approximability In this section, we discuss the approximability of the above
four heuristics. The authors of [Khanna et al., 2000] define the approximibility of an ap-
proximation algorithm as its performance ratio. They show that the approximability for
this problem is a polynomial factor in the size of the input.
For Heuristic 1, we show that Algorithm 17 is a p
√
n-approximation algorithm, where n
is the number of result tuples and p is the p value used in Definition 4.26. It means that in
the worst case, the approximate price could not be larger than p
√
n times of the exact price.
The worst case is as follows. Assume that we have n tuples in the query result. For
each result tuple ti, we represent the cheapest why-provenance as wmini . There is a common
minimal why-provenance w∗ among all the result tuples and its price is the exact price of
the query (prD(Q) = ||w∗||p). For i ∈ [1,n], ||w∗||p > ||wmini ||p. Using Algorithm 17, we














The reasoning of the above formula can be inferred from the example below. For the
other 3 heuristics, they are also p
√
n-approximation algorithms. The worst cases are similar
to the previous one. Below we show an example of the worst case of all these 4 heuristics.
Example 4.19. The query result Q(D) = {t1, t2, t3} (n = 3). The sets of minimal why-
provenances of t1, t2, t3 are {{x1,x2},{x3,x4}}, {{x1,x2},{x5,x6}} and {{x1,x2},{x7,x8}},
respectively. The prices of the base tuples are: sD(x1) = 5, sD(x2) = 5, sD(x3) = 4.99,
sD(x4) = 5, sD(x5) = 4.99, sD(x6) = 5, sD(x7) = 4.99, sD(x8) = 5. We set p = 1 for
p-norm.
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The cheapest provenance of Q(D) is {x1,x2}, hence the price of query Q is prD(Q) =
5+5 = 10. However, all the 4 approximation algorithms get the same result: the approx-
imate cheapest provenance is {x3,x4,x5,x6,x7,x8}, therefore the approximate price of the
query Q is App prD(Q) = 4.99+5+4.99+5+4.99+5= 29.97. App prD(Q) = 29.97<
30 = 3× prD(Q).
4.3.4.3 Special Cases
In the previous section, we present several approximation algorithms to approximate the
price of a query. Although computing the exact price of a query in general case is in-
tractable, in this section, we show two special classes of queries for which we can compute
their exact prices in polynomial time.
Theorem 4.9 proves that computing the exact price of a general query is NP-hard. We
investigate that the projection operator makes the problem intractable. The reason is that,
after projection, multiple minimal why-provenances for each result tuple may exist, so
that the number of provenances of the query result becomes potentially exponential to the
number of result tuples.
We consider the two classes of queries: one involves selection and join only, and the
other one involves selection only. We show that computing prices of the queries in these
two classes can be achieved in polynomial time. These two classes of queries can be useful
in the real world when buyers would like to retrieve the entire tranche of information, rather
than the partial (projected) information. When the two classes of queries are issued, their
prices can be computed efficiently.
4.3.4.3.1 Special Case 1: selection-join queries We consider a query that contains
selection and join (we assume that the joined relations are R1, ...,Rm), namely Qselect− join.
Given a database D , the query result is Qselect− join(D).
For ti ∈Qselect− join(D), the set of minimal why-provenances is Wi = {{t(i,1), ..., t(i,m)}},
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where t(i, j) is the projection of ti on relation R j. Note that there is only one minimal
why-provenance for each ti. The set of minimal provenances of the query result is W =
{∪iwi|wi ∈Wi}. The price of Qselect− join is
prD(Qselect− join) = ||W ||p
The complexity of computing the price is O(n), where n is the number of result tuples.
Example 4.20. Following the database in Example 4.9, we have a query σName=′UOB′(S ./
T ). The query result is {(UOB,U11,11 : 34am,5.954),(UOB,GL8,12 : 15am,10.097)}.
The set of minimal why-provenances of (UOB,U11,11 : 34am,5.954) is W1 = {{t2, t7}},
and the set of minimal why-provenances of (UOB,GL8,12 : 15am,10.097) is W2 = {{t4, t8}}.
The set of minimal provenances of the query result is W = {{t2, t4, t7, t8}}. Therefore, the
price of this query is prD(Qselect− join) = ||{t2, t4, t7, t8}||p.
4.3.4.3.2 Special Case 2: selection-only queries We consider a query that only
contains selection, namely Qselect . Given a database D , the query result is Qselect(D). For
ti ∈ Qselect(D), the set of minimal why-provenances is {{ti}}. Thus the set of minimal
provenances of Qselect(D) is {Qselect(D)}. The price of Qselect is
prD(Qselect) = ||Qselect(D)||p
The complexity of computing the price is O(n), where n is the number of result tuples.
Example 4.21. Following the database in Example 4.9, we have a query σName=′UOB′(S).
The query result is Qselect(D) = {t2, t4}. The set of minimal provenances of Qselect(D) is
{{t2, t4}}. Therefore, the price of this query is prD(Qselect) = ||{t2, t4}||p.
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4.3.5 Experiments
In this section, we study the performance of the proposed approximation algorithms in
the following two aspects. Firstly, we study how well these approximation algorithms
approximate prices, which is denoted as effectiveness. Secondly, we study how fast these
approximation algorithms approximate prices, which is denoted as efficiency.
4.3.5.1 Set up
All the algorithms are implemented in Java and performed by a 2.83GHz CPU with 3.00GB
RAM.
We generate a set of symbols X = {x1,x2, ...,xb}, where xi represents a source tuple
in the database. We fix b = 100. Note that b is the total number of source tuples that
may be involved in the query. We generate a non-negative number sD(xi) uniformly at
random from [1,100] as the price of xi. We generate a set of symbols Q(D) = {t1, t2, ..., tn},
where ti represents a result tuple. n is fixed to be 10 for measuring the effectiveness of the
approximation algorithms, while it varies from 1,000 to 5,000 for measuring the efficiency.
Lastly, we generate a set of minimal why-provenances for each result tuple. We specify the
maximum number of minimal why-provenances of each result tuple to be 5, and specify
the maximum number of source tuples contained in each minimal why-provenance to be 5.
The actual numbers are generated uniformly at random from [1,5].
4.3.5.2 Measurements
We measure the effectiveness of an approximation algorithm by computing the ratio be-
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where p∗ and p represent the price computed by the exact algorithm and the approximation
algorithm, respectively. The smaller α is, the more effective this approximation algorithm
is.
We measure the efficiency of the approximation algorithms by comparing their running
time. Since the exact algorithm does not scale when the problem size is relatively big, we
do not compare the running time of the approximation algorithms with that of the exact
algorithm.
4.3.5.3 Study of Effectiveness
In the effectiveness evaluation, 50,000 random data sets (whose statistics are described in
the experiment set up) are generated for evaluation, and we record α values for all the 4
approximation algorithms in each run. We set p = 1 for the p-norm.
In Figure 4.5, we present the percentages of α values in different intervals, for indi-
vidual approximation algorithms. We pre-specify some intervals for α as the x-axis of
these figures, which are [1.0,1.2), [1.2,1.4), [1.4,1.6), [1.6,1.8), [1.8,2.0), [2.0,10.0]. The
y-axis represents the percentage of α values that fall in the corresponding interval. For
instance, in Figure 4.5(a), the value “57.912” represents that there are 57.912% of α values
in [1.0,1.2).
Several observations can be obtained from Figure 4.5.
• For all the 4 approximation algorithms, there are rare or no α values in [2.0,10.0].
Although the approximability of the approximation algorithms is 10 in our setting
(according to the analysis in Section 4.3.4.2.6), it is less than 2 in most of the time,
which means it is applicable.
• The algorithm with Heuristic 1 is more effective than the one with Heuristic 2, and
the algorithm with Heuristic 3 is more effective than the one with Heuristic 4. From
this observation, we can infer that the metrics used in Heuristic 1 and Heuristic 3
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are more suitable than the metrics in Heuristic 2 and Heuristic 4 in the random data
sets. The intuition of Heuristic 2 and Heuristic 4 is to include many source tuples at
first and try to reuse them. However, in our experiment setting, there are 100 source
tuples, while each minimal why-provenance consists of only 5 tuples. The chance
of such reuse is very small. Therefore it works worse than choosing the cheapest
why-minimal provenances directly.
• The algorithm with Heuristic 3 is more effective than the one with Heuristic 1, and
the algorithm with Heuristic 4 is more effective than the one with Heuristic 2. It can
be inferred that memorizing previous choices when choosing the current minimal
why-provenance improves the performance of the algorithms. The rationale behind
this, is that memorizing this information would be helpful in making the current
choice closer to the global optimal value in most of the cases.
4.3.5.4 Study of Efficiency
In our study, we observe that the number of result tuples affects efficiency the most, com-
pared to the other factors. Therefore in this section, we study the efficiency when we
vary the number of result tuples from 1,000 to 5,000. We fix the number of minimal
why-provenances for each result tuple and the number of source tuples in each minimal
why-provenance to be both 5.
Figure 4.6 shows the running time of different approximation algorithms when varying
the number of result tuples from 1,000 to 5,000. The x-axis represents the number of result
tuples. The y-axis represents the running time of the approximation algorithms. Every
value is the average of 10,000 runs. We do not present the running time of the exact
algorithm since it does not scale to the cases of result tuples being from 1,000 to 5,000.
Note that the curves of Heuristic 1 and Heuristic 2 are almost the same, while the curves
of Heuristic 3 and Heuristic 4 are almost the same, therefore we can only see two separate
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Figure 4.6: Running time of different approximation algorithms
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curves in Figure 4.6. Recall that the time complexity of the algorithms with Heuristic 1
and Heuristic 2 is O(mn), and the time complexity of the algorithms with Heuristic 3 and
Heuristic 4 is O(mnb).
We can get the following observations from Figure 4.6. Firstly, the algorithms with
Heuristic 1 and Heuristic 2 have almost the same running time, while the algorithms with
Heuristic 3 and Heuristic 4 also have the same running time. The two algorithms with
Heuristic 1 and Heuristic 2 differ from each other by using different metrics when choosing
a minimal why-provenance for each result tuple: the former one chooses the cheapest
why-provenance while the latter one chooses with the one with the lowest average price.
The computational cost of these two metrics are the same. Therefore the algorithms with
Heuristic 1 and Heuristic 2 have the same running time. The same analysis fits for the
running time of algorithms with Heuristic 3 and Heuristic 4. Secondly, the running time is
linear to the number of result tuples since other relevant parameters are fixed. Thirdly, the
algorithms with Heuristic 1 and Heuristic 2 are more efficient compared to the algorithms
with Heuristic 3 and Heuristic 4. When we choose a minimal why-provenance for a result
tuple using Heuristic 3 and Heuristic 4, we have to check and exclude the source tuples
that have already been bought. This checking is not a part of the algorithms of Heuristic 1
and Heuristic 2. Therefore the algorithms with Heuristic 3 and Heuristic 4 are more costly
in terms of running time. Generally, the approximation algorithms are efficient. When the
number of result tuples reaches 5,000, their running time is less than 300 ms.
4.3.6 Conclusion
In this section we proposed a generic query pricing model that is based on minimal prove-
nances, i.e., minimal sets of tuples contributing to the result of a query, which can be viewed
as the quality of the query result. We showed that the proposed model fulfils desirable
properties, such as contribution monotonicity, bounded-price and contribution arbitrage-
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freedom. We showed that, in general, computing the exact price of a query is intractable.
We devised a baseline algorithm to compute the exact price of a query and heuristics to
approximate the price of a query in PTIME. We also presented two favorable classes of
queries for which the running time of the exact algorithm is polynomial. We evaluated the
effectiveness and efficiency of the proposed algorithms. The experiments showed that the
accuracy of the approximate price computation is much better than the theoretical analysis,
and the algorithms are efficient.
4.4 Conclusion
In this chapter, we studied the relationship between the quality and price of data. We
separated the cases where data consumers request data items directly, and those where data
consumers specify the parts of data they are interested in by issuing queries.
For pricing data items, we proposed a theoretical and practical pricing framework for
a data market in which data consumers can trade data quality for discounted prices: “what
you pay for is what you get”, for relational data and XML data respectively.
In Section 4.1, we proposed a framework for pricing relational data in which “data
quality” refers to data accuracy. In our framework, the value provided to a data consumer
is exact if she offers the full price for it. The value is approximate if she offers to pay only
a discounted price. In the case of a discounted price, the value is randomly determined
from a probability distribution. The distance of the distribution to the actual value (to the
degenerate distribution) is commensurate with the discount. The published value comes
with a guarantee on its probability. The probability is also commensurate with the discount.
We defined two ancillary pricing functions under several principles, for a healthy market.
Algorithms to compute a satisfactory probability distribution (from which the published
value is sampled) with the help of the two defined pricing functions, given a proposed
price by the data consumer, were proposed. We proved the correctness of the functions and
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algorithms.
In Section 4.2, we proposed a framework for pricing XML data in which “data quality”
refers to data completeness. Namely, a data provider offers an XML document, and sets
both the price and weights of nodes of the document. The data consumer proposes a price
but may get only a sample if the proposed price is less than that of the entire document.
A sample is a rooted subtree of prescribed weight, as determined by the proposed price,
sampled uniformly at random. We proved that if nodes in the XML document have arbitrary
non-negative weights, the sampling problem is intractable. We identified tractable cases,
namely the unweighted sampling problem and 0/1-weights sampling problem, for which
we devised PTIME algorithms. We proved the time complexity and correctness of the
algorithms. We also considered repeated requests and provided PTIME solutions to the
unweighted cases.
In Section 4.3, we studied the problem of defining and computing the prices of queries
for the case that data consumers request for data in forms of queries. We proposed a generic
query pricing model that is based on minimal provenances, i.e., minimal sets of tuples
contributing to the result of a query, which can be viewed as the quality of the query result.
A data consumer has to pay for the tuples that her query needs to produce the query result:
“what you pay for is what you get”. If a query needs higher-quality (namely higher-price)
tuples, the price of this query should be higher. We showed that the proposed model fulfils
desirable properties, such as contribution monotonicity, bounded-price and contribution
arbitrage-freedom. We showed that, in general, computing the exact price of a query is
intractable. We devised a baseline algorithm to compute the exact price of a query and also
devised heuristics to approximate the price in PTIME. We also presented two classes of
queries for which the running time of the exact algorithm is polynomial. We evaluated the
effectiveness and efficiency of the proposed algorithms. The experiments showed that the
accuracy of the approximate price computation is much better than expected based on the
theoretical analysis, and the algorithms are efficient.
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5.1 Conclusion
In data marketplaces, data providers collect, clean and trade data. In this thesis, we studied
the quality and price of data. More specifically, we studied how to improve data quality via
conditioning, and studied the relationship between the quality and price of data.
Data providers may clean data to get higher-quality versions of data, in order to gain
higher willingness-to-pay from data consumers. In Chapter 3, in order to improve data
quality (more specifically, accuracy), we studied the conditioning problem. We presented
our probabilistic data model (i.e., probabilistic relational data model and probabilistic XM-
L data model) which natively caters for constraints rather than treating them as add-ons.
We defined the conditioning problem in our proposed probabilistic data model. We showed
that conditioning in general is intractable and obtaining minimal representations relates to
long-standing open problems in circuit complexity. An EXPTIME algorithm for the gen-
eral case of conditioning probabilistic XML data was presented. Then we focused on the
special cases of mutually exclusive constraints and implication constraints in probabilistic
relational and probabilistic XML data with independent events. We devised and presented
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PTIME conditioning algorithms for such constraints. Lastly, we studied the conditions for
when our conditioning algorithms can be applied to handle multiple constraints.
In Chapter 4, we studied the relationship between the quality and price of data. We
separated the cases wherein data consumers request data items directly, and those where
data consumers specify the parts of data they are interested in by issuing queries.
For pricing data items, we introduced the idea of “versioning”, which is to say we
generate a lower-quality version of data for a data consumer with lower willingness-to-pay.
We proposed a theoretical and practical pricing framework for a data market in which data
consumers can trade data quality for discounted prices: “what you pay for is what you get”.
A data consumer proposes a price for the data that she requests. If the proposed price is
less than the price set by the data provider, then she possibly gets a lower-quality version
of the requested data. We proposed a theoretical and practical pricing framework with the
algorithms for relational data and XML data respectively.
In Section 4.1, we proposed a theoretical and practical pricing framework for a data
market in which data consumers can trade relational data accuracy for discounted prices.
In our framework, the exact value is returned to a data consumer if she proposes the same
price as the one set by the data provider. An approximate value is returned if she offers
to pay only a discounted price. In the case of a discounted price, an approximation of
the exact value is randomly determined from a probability distribution, where the distance
to the exact value (the degenerate distribution) is commensurate with the discount. The
published approximate value comes with a guarantee on its probability to be the exact
value. The probability is also commensurate with the discount. We defined two ancillary
pricing functions under several principles, for a healthy market. Algorithms to compute a
satisfactory probability distribution (from which the published value is sampled) with the
help of the two defined pricing functions, given a proposed price by the data consumer,
were proposed. We proved the correctness of the functions and algorithms.
In Section 4.2, we proposed a framework for pricing XML data in which “data quality”
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refers to data completeness. A data provider offers an XML document, and sets both the
price and weights of nodes of the document. The data consumer gets the full XML docu-
ment only if her proposed price is the same as that of the entire document. If a discounted
price is offered, a sample which is a rooted subtree of prescribed weight commensurate
with the proposed price is sampled uniformly at random. We proved that if nodes in the
XML document have arbitrary non-negative weights, the sampling problem is intractable.
We devised PTIME algorithms for two tractable cases: the unweighted sampling problem
and 0/1-weights sampling problem. We proved the time complexity and correctness of the
algorithms. We also considered repeated requests and provided PTIME solutions to the
unweighted cases.
We studied the problem of defining and computing the prices of queries for the cases
where data consumers request for data in forms of queries in Section 4.3. In response to
the observation that view granularity is too coarse for some applications, we propose a
tuple-level pricing model. In our model, each tuple has a price set by the data provider.
The price of a query is determined by its minimal provenances, i.e., minimal sets of tuples
contributing to the result of the query, which can be viewed as the quality of the query
result. A data consumer has to pay for the tuples that her query needs to produce the query
result: “what you pay for is what you get”. We showed that the proposed model fulfils
desirable properties, such as contribution monotonicity, bounded-price and contribution
arbitrage-freedom. We showed that, in general, computing the exact price of a query is
intractable in our pricing model. We devised a baseline algorithm to compute the exact
price of a query. We also devised heuristics to approximate the price of a query in PTIME.
We also presented two classes of queries for which the running time of the exact algorithm
is polynomial. We evaluated the effectiveness and efficiency of the proposed algorithms.
The experiments showed that the accuracy of the approximate price computation is much
better than expected based on the theoretical analysis, and the algorithms are efficient.
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5.2 Future Work
We studied how to improve data quality by conditioning and the relationship between the
quality and price of data. In this section, we present several directions that we would like
to work on in future.
5.2.1 Conditioning
In Chapter 3, we studied the conditioning problem in probabilistic data. We devised and
presented PTIME conditioning algorithms for mutually exclusive constraints and impli-
cation constraints in PrTPLind and mutually exclusive constraints in PrXMLind. We list
possible research directions in conditioning probabilistic data.
Implication constraints are also a kind of practical constraints to consider in PrXMLind
that have not yet been studied. For instance, in Figure 3.1, consider a constraint saying
that module IT2002 is a prerequisite of module CS2102. This constraint is an implication
constraint: the existence of node 15 implies the existence of node 16.
Finding approximation solutions and finding tractable special cases are two ways of
studying intractable problems. Due to the intractability of the general conditioning prob-
lem, we studied some special cases of constraints for which the conditioning problem is
tractable. As the other way of studying the general conditioning problem, approximation
conditioning algorithms with reasonable bounds are useful when accuracy is not strictly
required in certain applications. Devising such approximation conditioning algorithms is
also a reasonable direction to work on.
In a third direction, it is useful to increase understanding of the general case of con-
ditioning, and have a decision procedure for determining whether a given conditioning
problem is tractable. The results we have now are sufficient conditions for a conditioning
problem to be tractable. Finding its necessary conditions is also important and is worthy of
study.
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5.2.2 Data Pricing
In Section 4.1, we proposed a framework for trading relational data accuracy for discounted
prices. In our proposed framework, we only considered data with discrete domains. We will
extend our framework to handle data with continuous domains. The problem of avoiding
arbitrage when the same consumer issues several requests has not yet been studied. We will
adapt our framework to consider the case of avoiding arbitrage. Moreover, accuracy is only
one of the dimensions for measuring data quality. It is also possible for other data quality
dimensions (e.g., reputation, completeness, timeliness, etc) to be traded for discounted
prices. We will extend our framework by considering other data quality dimensions.
In Section 4.2, we proposed a framework for trading XML data completeness for dis-
counted prices. The more general issue that we are currently investigating is that of sam-
pling rooted subtrees uniformly at random under more expressive conditions than size re-
strictions or 0/1-weights. In particular, we intend to identify the tractability boundary to
describe the class of tree statistics for which it is possible to sample rooted subtrees in
PTIME under a uniform distribution.
In Section 4.3, we proposed a pricing framework for charging for queries. To the best of
our knowledge, there is no existing research on pricing queries that allows data consumers
to propose her willingness-to-pay when issuing a query: receiving any possible proposed
payment from a data consumer, the data provider returns a query result (of the input query)
according to the proposed price. One possible solution is: according to a discounted price,
the quality of the query result is degraded (e.g., reducing the number of answers, approx-
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