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Abstract
The concept of spherical t-design, which is a finite subset of the unit sphere,
was introduced by Delsarte-Goethals-Seidel (1977). The concept of Euclidean t-
design, which is a two step generalization of spherical design in the sense that it
is a finite weighted subset of Euclidean space, by Neumaier-Seidel (1988). We first
review these two concepts, as well as the concept of tight t-design, i.e., the one
whose cardinality reaches the natural lower bound. We are interested in t-designs
(spherical or Euclidean) which are either tight or close to tight. As is well known by
Delsarte-Goethals-Seidel (1977), in the study of spherical t-designs and in particular
of those which are either tight or close to tight, association schemes play important
roles. The main purpose of this paper is to show that in the study of Euclidean
t-designs and in particular of those which are either tight or close to tight, coherent
configurations play important roles. Here, coherent configuration is a purely com-
binatorial concept defined by D. G. Higman, and is obtained by axiomatizing the
properties of general, not necessarily transitive, permutation groups, in the same
way as association scheme was obtained by axiomatizing the properties of transitive
permutation groups. The main purpose of this paper is to prove that Euclidean
t-designs satisfying certain conditions give the structure of coherent configurations.
In particular, it is seen that a tight Euclidean t-design on two concentric spheres
centered at the origin has the structure of coherent configuration. Moreover, as an
application of this general theory, we discuss the current status of our research to
try to classify Euclidean 4-designs (X,w) on two concentric spheres S = S1 ∪ S2
centered at the origin whose weight function is constant on each X ∩ Si (i = 1, 2)
and the number of the inner products between the distinct two points in X ∩ Si
and X ∩ Sj is at most 2 for i, j = 1, 2. We describe all the parameters of the
coherent configurations, in terms of the parameters of the Euclidean designs. The
classification of such Euclidean 4-designs is not yet completed, but we have found
two new families of feasible parameters of such Euclidean 4-designs and the associ-
ated coherent configurations. One family corresponds to Euclidean tight 4-designs
on two concentric spheres and another family is obtained from non-tight Euclidean
4-designs (and is related to the spherical tight 4-designs of one dimension more).
1 Introduction
Spherical t-designs are defined in the paper by Delsarte-Goethals-Seidel [19]. In that
paper they showed that spherical designs satisfying some conditions have structures of Q-
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polynomial association scheme. Euclidean t-designs are defined in the paper by Neumaier-
Seidel [28] as a generalization of spherical designs. There are very natural lower bounds
for the cardinalities of Euclidean t-designs (see [27, 20, 28, 15, 7]) and tightness for the
Euclidean designs defined (see [20, 28, 5, 7, 15, 10]). It is an interesting and important
problem to construct and classify Euclidean tight designs. Examples of tight Euclidean
t-designs are constructed (see [1, 2, 3, 5, 10, 15, 16]). We observed that some of the
examples of tight Euclidean t-designs constructed have the structures of coherent configu-
rations. Coherent configuration is a concept defined by Higman [22, 23] as a generalization
of association schemes. In this paper we give sufficient conditions for Euclidean designs to
have the structures of coherent configurations. In particular we prove that the Euclidean
tight t-designs supported by two concentric spheres have the structures of coherent con-
figurations. We give a series of feasible parameters for Euclidean 4-designs supported by
2 concentric spheres having the structures of coherent configurations and we also give
a series of feasible parameters for tight Euclidean 4-designs supported by 2 concentric
spheres.
First we give some notation. Let X be a finite set in Euclidean space Rn. Let w
be a positive real valued weight function defined on X . We assume n ≥ 2 throughout
this paper and consider the weighted finite sets (X,w) in Rn. Let x · y be the canon-
ical inner product between x and y in Rn and ‖x‖ = √x · x. Let Sn−1 be the unit
sphere centered at the origin. Let Sn−1(r) be the sphere of radius r centered at the
origin, where r possibly be 0. We can decompose X into a disjoint union of nonempty
subsets in the following manner, that is, r1, r2, . . . , rp are distinct nonnegative real num-
bers and X = X1 ∪ X2 ∪ · · · ∪ Xp, Xi ⊂ Sn−1(ri) for i = 1, 2, . . . , p. Let us denote
Si = S
n−1(ri), 1 ≤ i ≤ p. Let S = ∪pi=1Si. Let εS = 1 if 0 ∈ X , i.e., if there exists i
satisfying ri = 0 and εS = 0, otherwise. We say X is supported by p concentric spheres.
Let w(Xi) =
∑
x∈Xi w(x) for i = 1, . . . , p. Let σ and σi, 1 ≤ i ≤ p, be the Haar measure
on Sn−1 and Si, 1 ≤ i ≤ p, respectively. Let |Sn−1| =
∫
Sn−1
dσ(x), |Si| =
∫
Si
dσi(x),
1 ≤ i ≤ p. Here, if ri = 0, then we define 1|Si|
∫
Si
f(x)dσi(x) = f(0) for any polyno-
mial f(x). We assume |Si| = rin−1|Sn−1| for ri > 0. P(Rn) denotes the vector space of
polynomials in n variables x1, . . . , xn over the fields R of real numbers. Let Homl(R
n)
be the subspace of P(Rn) which consists of homogeneous polynomials of degree l. Let
Pl(Rn) = ⊕li=0Homi(Rn). Let Harm(Rn) be the subspace of P(Rn) which consists of all
the harmonic polynomials. Let Harml(R
n) = Harm(Rn) ∩ Homl(Rn).
The following is the definition of Euclidean t-design. See Remarks after Theorem 2.1
also.
Definition 1.1 (Euclidean t-design) (see [28]) Let t be a natural number. A weighted
finite set (X,w) in Rn is a Euclidean t-design, if the following equation
p∑
i=1
w(Xi)
|Si|
∫
x∈Si
f(x)dσi(x) =
∑
u∈X
w(u)f(u)
is satisfied for any polynomial f ∈ Pt(Rn).
Remark: If r > 0, X ⊂ Sn−1(r) and 1
r
X(⊂ Sn−1) is a spherical t-design, then we also
call X a spherical t-design. With this definition, if p = 1, X 6= {0}, and w(x) ≡ 1 in
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Definition 1.1, then X is a spherical t-design.
For the cardinalities of Euclidean t-designs, natural lower bounds are proved by Mo¨ller
in 1978 (see [26, 27], also [15, 7, 20, 28]) and concept of tightness are defined. Here we give
only for the case where t is even. The definition of tightness for t odd is more delicate.
Reader can find more detailed information in [7, 10, 27].
Theorem 1.2 ([27, 20]) Let (X,w) be a Euclidean 2e-design supported by p concentric
spheres S in Rn. Then
|X| ≥ dim(Pe(S))
holds, where Pe(S) = {f |S | f ∈ Pe(Rn)}.
Definition 1.3 ([20, 5]) (1) Definition and notation are the same as above. If equality
holds in Theorem 1.2, then (X,w) is called a tight 2e-design on p concentric spheres
(2) Moreover if dim(Pe(S)) = dim(Pe(Rn))(=
(
n+e
e
)
) holds, then (X,w) is called a
Euclidean tight 2e-design.
We give some more notation. Let (X,w) be a Euclidean t-designs supported by p
concentric spheres. For any Xλ, Xµ 6= {0}, let
A(Xλ, Xµ) = A(Xµ, Xλ) =
{
x · y
rλrµ
∣∣∣ x ∈ Xλ,y ∈ Xµ,x 6= y
}
.
Let sλ,µ = sµ,λ = |A(Xλ, Xµ)| and A(Xλ, Xµ) = {α(u)λ,µ = α(u)µ,λ | u = 1, . . . , sλ,µ}. Let
α
(0)
λ,λ = 1 for any Xλ 6= {0}.
The following are the main theorems of this paper.
Theorem 1.4 Let (X,w) be a Euclidean t-design in Rn supported by p concentric spheres.
Assume w(x) ≡ wν for any x ∈ Xν (1 ≤ ν ≤ p). Moreover we assume the following (1)
or (2).
(1) If sλ,ν + sν,µ ≤ t− 2(p− εS − 2) holds for any λ, ν and µ with 1 ≤ λ, ν, µ ≤ p.
(2) If X is antipodal and sλ,ν + sν,µ − δλ,ν − δν,µ ≤ t− 2(p− εS − 2) holds for any λ, ν
and µ satisfying 1 ≤ λ, ν, µ ≤ p.
Then X has the structure of a coherent configuration.
Theorem 1.5 Let t ≥ 2 and (X,w) be a tight Euclidean t-design supported by 2 concen-
tric spheres. Then X has the structure of a coherent configuration.
Remark: If t = 1, then X consists of an antipodal pair in Rn and p = 1.
Theorem 1.6 Let (X,w) be a Euclidean 4-design in Rn supported by 2 concentric spheres.
Assume 0 6∈ X, w is constant on each Xλ, and sλ,µ ≤ 2 (λ, µ = 1, 2). Then X has the
structure of a coherent configuration and the following holds.
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(1) s1,2 = 2.
(2) (X,w) is either a tight Euclidean 4-design or similar to one of the Euclidean 4-
designs having the following parameters.
(i) n = 2, X1 = {±( 1√2 , 1√2), ±( 1√2 , − 1√2)}, X2 = {(±r2, 0), (0, ±r2)},
w(x) = 1, for any x ∈ X1 and w(x) = r−42 for x ∈ X2, where r2 is any positive real
number r2 6= 1.
(ii) n = (2k − 1)2 − 4, where k is any integer satisfying k ≥ 2,
|X1| = 2(2k + 1)(k − 1)3, |X2| = 2k3(2k − 3),
A(X1) = { k−2k(2k−3) , − 12k−3}, A(X2) = { 12k+1 , − k+1(k−1)(2k+1)}, A(X1, X2) = { 1√n , − 1√n},
r1 = 1, w(x) = 1 for x ∈ X1 and w(x) = (2k+1)
2(k−1)4
(2k−3)2k4 r
−4
2 , where r2 is any positive
real number satisfying r2 6= 1.
The intersection numbers of the corresponding coherent configurations are given as
polynomials of k (see Appendix I).
Remark:
(1) In Theorem 1.6, if |X1| = n + 1, then X1 must be a tight spherical 2-design, i.e., a
regular simplex on S1. Also we will prove, in §4.1 (Theorem 4.1), that in this case (X,w)
must be a tight Euclidean 4-design. Tight Euclidean 4-designs with this property are
classified in [16].
(2) Let r2 =
k−1
k
√
2k+1
2k−3 in Theorem 1.6 (2)(ii), then the corresponding Euclidean 4-design
(X,w) is of constant weight w(x) ≡ 1.
Theorem 1.7 A Euclidean 4-design in Rn having the parameters given in Theorem 1.6
(2) (ii) exists if and only if a tight spherical 4-design on Sn ⊂ Rn+1 exists.
Remark: If k = 2 and k = 3 in the parameters given above (Theorem 1.6 (2) (ii)), then
n = 5 and n = 21 respectively. The existence of spherical tight 4-design on S5 and S21
are known. They are also known to be unique. S117, i.e. k = 6, is the first case in which
the existence of a spherical tight 4-design is unknown ([14], see also [7]).
Theorem 1.8 (1) The following is a family of feasible parameters for tight Euclidean
4-design in Rn.
n = (6k − 3)2 − 3, with any positive integer k,
|X1| = (6k2 − 6k + 1)(36k2 − 36k + 7), |X2| = 3(36k2 − 36k + 7)(2k − 1)2,
A(X1) =
{
18k2−27k+8
6(9k2−9k+1)(2k−1) , − 18k
2−9k−1
6(9k2−9k+1)(2k−1)
}
,
A(X2) =
{
36k3−54k2+25k−4
2(6k2−6k+1)(18k2−18k+5) , − 36k
3−54k2+25k−3
2(6k2−6k+1)(18k2−18k+5)
}
,
A(X1, X2) =
{√
36k2−36k+4
(36k2−36k+6)(36k2−36k+10) , −
√
36k2−36k+10
(36k2−36k+6)(36k2−36k+4)
}
,
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r1 = 1, r2 =
√
3(18k2−18k+5)(6k2−6k+1)
9k2−9k+1 ,
w(x) = 1 for x ∈ X1 and w(x) = 181(2k−1)4 for x ∈ X2.
The intersection numbers of the corresponding coherent configurations are given as
polynomials of k (see Appendix II).
(2) If 2 ≤ n ≤ 152 − 3, then tight Euclidean 4-design supported by 2 concentric spheres
is similar to one of the examples given in Theorem I, Theorem II and Theorem III
in[15] or to one of those having the parameters given above in this theorem.
Remark: If k = 1 in the parameters given above, then n = 6 and the existence of the
Euclidean tight 4-design is known (Theorem I in[15]). The first open parameters in this
case is when k = 2, i.e., n = 78, which is also mentioned in [15].
In §2, we give some basic facts on the Euclidean t-designs. In §3, we consider Euclidean
t-designs having the structures of coherent configurations and prove Theorem 1.4 and
Theorem 1.5. In §4, we consider the Euclidean 4-designs supported by 2 concentric
spheres and give the proof for Theorem 1.6, Theorem 1.7 and Theorem 1.8.
2 Some basic facts on Euclidean t-designs
As for the detailed definition and the basic properties of Euclidean designs and examples
of Euclidean designs please refer [28, 20, 1, 2, 5, 6, 7, 9, 10, 15, 16, 26, 27, 31], etc. Here
we only give the fact we need directly to prove our main theorems. The following theorem
gives a very useful condition which is equivalent to the definition of Euclidean t-designs.
Theorem 2.1 (Neumaier-Seidel (see [28]))
The following conditions are equivalent.
(1) (X,w) is a Euclidean t-design.
(2) The following equation holds ∑
x∈X
w(x)‖x‖2jϕl(x) = 0
for any harmonic polynomial ϕl ∈ Harml(Rn), integers l and j satisfying 1 ≤ l ≤ t
and 0 ≤ j ≤ t−l
2
.
(3) ∑
x∈X
w(x)f(x) =
∑
x∈X
w(x)f(τ(x))
holds for any f ∈ Pt(Rn) and τ ∈ O(n), where O(n) is the orthogonal group of
degree n.
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Remark: Note that the condition (3) in Theorem 2.1 says that any kind of moments of
X with degree at most t is invariant under any orthogonal transformations of Rn. This
concept is closely related to the concept of rotatable designs in statics (cf. [17]). Also note
that Definition 1.1 is interpreted as cubature formulas in analysis (cf. Sobolev [29, 30] or
[26, 27])
Theorem 2.1 implies the following proposition (see [5]).
Proposition 2.2 Let (X,w) be a weighted finite set in Rn. Let ρ be a similar transfor-
mation of Rn fixing the origin. Let µ be a positive real number. Let X ′ = ρ−1(X), and w′
be a weight function on X ′ defined by w′(x′) = µw(ρ(x′)) for any x′ ∈ X ′. The following
conditions are equivalent.
(1) (X,w) is a Euclidean t-design.
(2) (X ′, w′) is a Euclidean t-design.
We say that Euclidean t-designs (X,w) and (X ′, w′) are similar if they satisfy the condition
of Proposition 2.2. Theorem 2.1 also implies the following.
Proposition 2.3 Let (X,w) be a weighted set in Rn. Assume 0 6∈ X. Then (X,w) is
a Euclidean t-design if and only if (X ∪ {0}, w) is a Euclidean t-design with w(0) any
positive real number.
Let hl = hn,l = dim(Harml(R
n)) and ϕl,1, . . . , ϕl,hl be an orthonormal basis of Harml(R
n)
with respect to the inner product 〈−,−〉 defined by
〈ϕ, ψ〉 = 1|Sn−1|
∫
Sn−1
ϕ(x)ψ(x)dσ(x) for ϕ, ψ ∈ P(Rn).
The following theorem is well known (see [21]).
Theorem 2.4 Let Ql = Qn,l be the Gegenbauer polynomial of degree l normalized so that
satisfying Ql(1) = hl. Then
hl∑
i=1
ϕl,i(x)ϕl,i(y) = Ql(x · y)
holds for any x, y ∈ Sn−1.
Let (X,w) be a Euclidean t-design in Rn. Let X = ∪pi=1Xi. and ri = ‖x‖ for x ∈ Xi,
1 ≤ i ≤ p. For any nonnegative integers l and j, we define matrices Hl,j whose rows and
columns are indexed by X and {ϕl,1, ϕl,2 . . . , ϕl,hl} respectively. The (x, i)-entry of Hl,j
for x ∈ Xλ is given by Hl,j(x, i) =
√
w(x)‖x‖2jϕl,i(x). Then the definition of Euclidean
designs implies the following proposition.
Proposition 2.5 Notation and definition are given as above. If l1 + l2 + 2j1 + 2j2 ≤ t,
then the following holds.
tHl1,j1 Hl2,j2 =
(
p∑
λ=1
W (Xλ)r
l1+l2+2(j1+j2)
λ
)
∆l1,l2,
where ∆l1,l2 is the 0 matrix of size hl1 × hl2 for l1 6= l2 and ∆l1,l1 is the identity matrix of
size hl1.
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3 Sufficient conditions for Euclidean designs to have
the structures of coherent configurations
Let (X,w) be a Euclidean t-design supported by p concentric spheres. We use notation
given in §1 and §2. Let λ, µ be any integer satisfying 1 ≤ λ, µ ≤ p and Xλ, Xµ 6= {0}. For
any (x,y) ∈ Xλ ×Xµ let
p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) =
{
z ∈ Xν
∣∣∣ x · z
rλrν
= α
(u)
λ,ν ,
z · y
rνrµ
= α(v)ν,µ
}
.
For any (x,y) ∈ Xλ ×Xµ satisfying x·yrλrµ = α
(q)
λ,µ, the following holds.
p
α
(0)
λ,λ
,α
(u)
λ,µ
(x,y) = p
α
(u)
λ,µ
,α
(0)
µ,µ
(x,y) = δu,q. (3.1)
We have the following proposition.
Proposition 3.1 Let (X,w) be a Euclidean t-design supported by p concentric spheres.
Assume that 0 6∈ X and the weight function is constant on each Xν(1 ≤ ν ≤ p), i.e.,
w(x) ≡ wν for any x ∈ Xν(1 ≤ ν ≤ p). Then the followings hold for any nonnegative
integers l, k and j satisfying l + k + 2j ≤ t.
(1) For x,y ∈ Xλ and x·yr2
λ
= α
(q)
λ,λ,
p∑
ν=1
sλ,ν∑
u=1
sν,λ∑
v=1
wνr
l+k+2j
ν Ql(α
(u)
λ,ν)Qk(α
(v)
ν,λ)pα(u)
λ,ν
,α
(v)
ν,λ
(x,y)
= δl,kQl(α
(q)
λ,λ)
p∑
ν=1
|Xν |wνr2l+2jν
−
{
wλr
l+k+2j
λ
(
Ql(α
(q)
λ,λ)Qk(1) +Ql(1)Qk(α
(q)
λ,λ)
)
for q 6= 0
wλr
l+k+2j
λ Ql(1)Qk(1) for q = 0.
(3.2)
(2) For x ∈ Xλ, y ∈ Xµ, λ 6= µ and x·yrλrµ = α
(q)
λ,µ,
p∑
ν=1
sλ,ν∑
u=1
sν,µ∑
v=1
wνr
l+k+2j
ν Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)pα(u)
λ,ν
,α
(v)
ν,µ
(x,y)
= δl,kQl(α
(q)
λ,µ)
p∑
ν=1
|Xν |wνr2l+2jν − wλrl+k+2jλ Ql(1)Qk(α(q)λ,µ)
−wµrl+k+2jµ Ql(α(q)λ,µ)Qk(1). (3.3)
Proof Choose non negative integers j1 and j2 satisfying j1 + j2 = j. Then Proposition
2.5 implies
(Hl,j1
tHl,j1)(Hk,j2
tHk,j2) = δl,k
p∑
ν=1
|Xν|wνr2j1+2j2+2lν (Hl,j1 tHl,j2). (3.4)
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The (x,y)-entry of the left hand side of (3.4) gives
((Hl,j1
tHl,j1)(Hk,j2
tHk,j2))(x,y) =
∑
z∈X
(Hl,j1
tHl,j1)(x, z)(Hk,j2
tHk,j2)(z,y)
=
√
w(x)w(y)‖x‖l+2j1‖y‖k+2j2
∑
z∈X
w(z)‖z‖l+k+2jQl
(
x · z
‖x‖‖z‖
)
Qk
(
z · y
‖z‖‖y‖
)
.
=
√
wλwµr
l+2j1
λ r
k+2j2
µ
×

 p∑
ν=1
wνr
l+k+2j
ν
sλ,ν∑
u=1−δν,λ
sν,µ∑
v=1−δν,µ
p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y)Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)

 . (3.5)
On the other hand, the right hand side of (3.4) gives
δl,k
p∑
ν=1
|Xν |wνr2j1+2j2+2lν
√
wλwµr
l+2j1
λ r
l+2j2
µ Ql
(
x · y
‖x‖‖y‖
)
. (3.6)
Since
√
wλwµr
l+2j1
λ r
l+2j2
µ 6= 0 and j = j1 + j2, (3.1), (3.4), (3.5) and (3.6) imply (3.2) and
(3.3).
Proof of Theorem 1.4 with the condition (1)
If 0 ∈ X , then εS = 1 and X\{0} is a Euclidean t design on the union of p− 1 concentric
spheres S ′ = S\{0} and sλ,ν + sν,µ ≤ t − 2((p − 1) − εS′ − 2) holds. It is easy to see
that if X\{0} has the structure of a coherent configuration, then X also has the structure
of a coherent configuration. Therefore in the following we assume 0 6∈ X (εS = 0). For
each fixed l, k, both (3.2) and (3.3) consist of [ t−l−k
2
]+ 1 linear equations of indeterminate
p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) (j = 0, 1, . . . , [ t−l−k
2
]). For each l, k, j, right hand sides of the both linear
equations (3.2) and (3.3) are functions of α
(q)
λ,µ, say Fl,k,j(α
(q)
λ,µ) and independent of the
choice of x ∈ Xλ and y ∈ Xµ whenever x · y = rλrµα(q)λ,µ is satisfied. Let us consider the
left hand sides of (3.2) and (3.3) together. To do so we consider the following system of
linear equations.
p∑
ν=1
sλ,ν∑
u=1
sν,µ∑
v=1
wνr
l+k+2j
ν Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)pα(u)
λ,ν
,α
(v)
ν,µ
(x,y) = Fl,k,j(α
(q)
λ,µ) (3.7)
Let Ψl,k,ν(x,y) = wνr
l+k
ν
∑sλ,ν
u=1
∑sν,µ
v=1Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)pα(u)
λ,ν
,α
(v)
ν,µ
(x,y). Then for any non
negative pair (l, k) of integers, satisfying p− 1 ≤ t−l−k
2
, we obtain system of the following
p equations with indeterminates {Ψl,k,ν(x,y) | ν = 1, . . . , p}.
p∑
ν=1
r2jν Ψl,k,ν(x,y) = Fl,k,j(α
(q)
λ,µ), j = 0, 1, . . . , p− 1. (3.8)
Since the coefficient matrix of the linear equations (3.8) equals

1 · · · 1 · · · 1
r21 · · · r2ν · · · r2p
... · · · · · · · · · ...
r
2(p−1)
1 · · · r2(p−1)ν · · · r2(p−1)p


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which is invertible. Hence, for each non negative pair (l, k) of integers, satisfying l + k ≤
t− 2p+ 2, and ν, 1 ≤ ν ≤ p, Ψl,k,ν(x,y) determined uniquely by α(q)λ,µ independent of the
choice of (x,y) ∈ Xλ × Xµ satisfying x·yrλrµ = α
(q)
λ,µ. More precisely, for each non negative
pair (l, k) of integers satisfying l + k ≤ t− 2(p− 1), and ν with 1 ≤ ν ≤ p,
sλ,ν∑
u=1
sν,µ∑
v=1
Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)pα(u)
λ,ν
,α
(v)
ν,µ
(x,y) =
Gl,k,ν(α
(q)
λ,µ)
wνrl+kν
(3.9)
holds, where Gl,k,ν(α
(q)
λ,µ) depends only on l, k, ν and α
(q)
λ,µ. Since sλ,ν + sν,µ ≤ t− 2(p− 2),
then (3.9) holds for any l and k satisfying 0 ≤ l ≤ sλ,ν − 1 and 0 ≤ k ≤ sν,µ − 1. Then
(3.9) gives a system of linear equations whose coefficient matrices are the tensor product

1 · · · 1 · · · 1
Q1(α
(1)
λ,ν) · · · Q1(α(u)λ,ν) · · · Q1(α(sλ,ν)λ,ν )
... · · · · · · · · · ...
Qsλ,ν−1(α
(1)
λ,ν) · · · Qsλ,ν−1(α(u)λ,ν) · · · Qsλ,ν−1(α(sλ,ν)λ,ν )


⊗


1 · · · 1 · · · 1
Q1(α
(1)
ν,µ) · · · Q1(α(u)ν,µ) · · · Q1(α(sν,µ)ν,µ )
... · · · · · · · · · ...
Qsν,µ−1(α
(1)
ν,µ) · · · Qsν,µ−1(α(u)ν,µ) · · · Qsν,µ−1(α(sν,µ)ν,µ )


of two invertible matrices. Hence p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) determined uniquely by α
(u)
λ,ν , α
(v)
ν,µ and
α
(q)
λ,µ which does not depend of the choice of (x,y) ∈ Xλ×Xµ satisfying x·yrλrµ = α
(q)
λ,µ. This
completes the proof of Theorem 1.4 with the condition (1).
Next, we consider the case when X is antipodal. Let λ and µ be any integers satisfying
1 ≤ λ, µ ≤ p and Xλ, Xµ 6= {0}. Since X is antipodal, −1 ∈ A(Xλ, Xλ) holds. Let
us denote α
(1)
λ,λ = −1. Also −α(u)λ,µ ∈ A(Xλ, Xµ) for any u satisfying 1 ≤ u ≤ sλ,µ.
If −α(u)λ,µ ∈ A(Xλ, Xµ), then let α(u
∗)
λ,µ = −α(u)λ,µ. For any (x,y) ∈ Xλ × Xµ satisfying
x·y
rλrµ
= α
(q)
λ,µ, the following holds.
p
α
(1)
λ,λ
,α
(u)
λ,µ
(x,y) = p
α
(u)
λ,µ
,α
(1)
µ,µ
(x,y) = δu,q∗. (3.10)
Then similar arguments as before give the following proposition.
Proposition 3.2 Let X be a Euclidean t-design. Assume X is antipodal, 0 6∈ X and
the weight function is constant on each Xν(1 ≤ ν ≤ p), i.e., w(x) ≡ wν for any x ∈
Xν(1 ≤ ν ≤ p). Then the following hold for any nonnegative integers l, k and j satisfying
l + k + 2j ≤ t.
(1) For x,y ∈ Xλ and x·yr2
λ
= α
(q)
λ,λ,
p∑
ν=1
wνr
l+k+2j
ν
sλ,ν∑
u=1+δλ,ν
sν,λ∑
v=1+δν,λ
p
α
(u)
λ,ν
,α
(v)
ν,λ
(x,y)Ql(α
(u)
λ,ν)Qk(α
(v)
ν,λ)
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= δl,kQl(α
(q)
λ,λ)
p∑
ν=1
|Xν |wνr2l+2jν
−


wλr
l+k+2j
λ ((−1)l+k + 1)
(
Ql(α
(q)
λ,λ)Qk(1) +Ql(1)Qk(α
(q)
λ,λ)
)
for q 6= 0, 1
((−1)l+k + 1)wλrl+k+2jλ Ql(1)Qk(1) for q = 0(
(−1)k + (−1)l)wλrl+k+2jλ Ql(1)Qk(1) for q = 1.
(3.11)
(2) For x ∈ Xλ, y ∈ Xµ. Assume λ 6= µ and x·yrλrµ = α
(q)
λ,µ. Then
p∑
ν=1
wνr
l+k+2j
ν
sλ,ν∑
u=1+δλ,ν
sν,µ∑
v=1+δν,µ
p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y)Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ)
= δl,kQl(α
(q)
λ,µ)
p∑
ν=1
|Xν|wνr2l+2jν
− ((−1)l+k + 1) (wµrl+k+2jµ Ql(α(q)λ,µ)Qk(1) + wλrl+k+2jλ Ql(1)Qk(α(q)λ,µ))
(3.12)
Proof (3.10) and (3.4), (3.5), (3.6) imply (3.11) and (3.12).
Proof of Theorem 1.4 with the condition (2)
As we mentioned at the beginning of the proof for Theorem 1.4 with the condition (1),
it is enough if we prove the statement for the case 0 6∈ X , i.e. εS = 0. The same
argument as we used in the proof of Theorem 1.4 with the condition (1) implies that for
any (x,y) ∈ Xλ ×Xµ satisfying x·yrλrµ = α
(q)
λ,µ the following holds
sλ,ν∑
u=1+δλ,ν
sν,µ∑
v=1+δν,µ
p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y)Ql(α
(u)
λ,ν)Qk(α
(v)
ν,µ) =
Gl,k,ν(α
(q)
λ,ν)
wνrl+kν
(3.13)
for any positive integer ν and non negative integers l, k satisfying 1 ≤ ν ≤ p and
0 ≤ l + k ≤ t − 2(p − 1), where Gl,k,ν(α(q)λ,ν) is independent of the choice of (x,y).
Since sλ,ν + sν,µ − δλ,ν − δν,µ ≤ t − 2(p − 2), (3.13) holds for any l and k satisfying
0 ≤ l ≤ sλ,ν − δλ,ν − 1 and 0 ≤ k ≤ sν,µ − δν,µ − 1. Then for each triple λ, ν, µ we obtain
a system of linear equations with determinates p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) whose coefficient matrix is
nonsingular. This implies that the intersection numbers p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) is independent of
the choice of x ∈ Xλ,y ∈ Xµ satisfying x·yrλrµ = α
(q)
λ,µ. This completes the proof of Theorem
1.4 with the condition (2).
Proof of Theorem 1.5
If t = 2e or t = 2e + 1, and 0 ∈ X , then e must be an even integer and e
2
+ 1 = 2(= p)
10
(Proposition 2.4.4 and 2.4.5 in [10]). Hence t = 4 or t = 5 and X\{0} is a tight spheri-
cal design having the structure of Q-polynomial association scheme. Assume 0 6∈ X . If
t = 2e, then the arguments in the proof for Lemma 1.10 in [5] imply that w is constant
on each Xλ and sλ,µ ≤ e for any 1 ≤ λ, µ ≤ 2(= p). On the other hand, if t = 2e + 1,
then Proposition 2.4.6 in [10] and the arguments in the proof for Lemma 1.7 in [15] imply
that X is antipodal, weight function is constant on each Xλ, sλ,λ ≤ e+1, sλ,µ ≤ e for any
1 ≤ λ 6= µ ≤ 2(= p). Hence sλ,ν − δλ,ν = e holds for any 1 ≤ λ, ν ≤ 2(= p). This implies
sλ,ν − δλ,ν + sν,µ − δν,µ ≤ 2e < t− 2(p− 2) = 2e + 1. If t = 1, then X = {x, −x} and it
is on a sphere in Rn and p = 1. Hence Theorem 1.4 implies Theorem 1.5.
4 Euclidean 4-designs on 2 concentric spheres and co-
herent configurations
In this section we consider a Euclidean 4-design (X,w) supported by 2 concentric spheres.
We assume that 0 6∈ X and the weight function w is constant on each layer X1 and X2.
If sλ,µ ≤ 2 for any λ, µ ∈ {1, 2}, then Theorem 1.4 implies that X has the structure of a
coherent configuration.
4.1 Proof for Theorem 1.6
Proof of Theorem 1.6 (1)
Theorem 2.3 in [15] implies that both X1 and X2 are spherical 2-designs. If s1,2 = 1
and A(X1, X2) = {γ}, then X2 ⊂ {x | x · u = r2γ} where u is any fixed point in X1.
Thus X2 is on the intersection of the two (n− 1)-dimensional spheres, S2 and the sphere
{x | x ·u = r2γ} centered at u. Hence X2 is on an n− 2 dimensional sphere and X2 can-
not be a spherical 2-design on (n−1)-dimensional sphere S2. Hence we must have s1,2 = 2.
Let Ni = |Xi| for i = 1, 2. By Proposition 2.2 (in §2 of this paper) we may assume
the following:
N2 ≥ N1 and r1 = 1, w(x) ≡ 1 on X1 and w(x) ≡ w2 on X2. Since (X,w) is a
Euclidean 4-design and Xi, i = 1, 2 is a spherical 2-design we must have |X| = N1+N2 ≥(
n+2
2
)
and N1 ≥ n+ 1.
We first prove the following theorem.
Theorem 4.1 Let (X,w) be a Euclidean 4-design on 2 concentric spheres in Rn. If
N1 = n+ 1, then (X,w) is a Euclidean tight 4-design.
Proof Since N1 = n+1, X1 is a tight spherical 2-design. Hence X1 is a regular simplex,
i.e. s1,1 = 1, on the unit sphere S1 = S
n−1 (see [19, 3]). If N1 +N2 =
(
n+2
2
)
, then (X,w)
is a Euclidean tight 4-design. Hence we may assume N2 ≥ n(n+1)2 + 1 ≥ n+ 2. Hence X2
must be a 2-distance set on a sphere, that is, s2,2 = 2 and N2 ≤ n(n+3)2 holds (see [19, 3]).
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Let p
α
(u)
λ,ν
,α
(v)
ν,µ
(x,y) = p
α
(q)
λ,µ
α
(u)
λ,ν
,α
(v)
ν,µ
for (x,y) ∈ Xλ × Xµ satisfying x·yrλ,rµ = α
(q)
λ,µ. Let
αi = α
(i)
1,1 for i = 0, 1, βi = α
(i)
2,2 for i = 0, 1, 2, and γi = α
(i)
1,2 for i = 1, 2. We note that
α1 = − 1n holds. We assume β1 > β2 and γ1 > γ2. Using the equations given in Proposition
3.1, we can determine intersection numbers of the corresponding coherent configuration.
By definition, we have the following immediately.
pα0γ1,γ2 = p
α0
γ2,γ1
= pβ0γ1,γ2 = p
β0
γ2,γ1
= pβ0β1,β2 = p
β0
β2,β1
= 0,
pα0α1,α1 = n, p
α1
α1,α1
= n− 1,
pα0γ2,γ2 = N2 − pα0γ1,γ1 , pβ0γ2,γ2 = n+ 1− pβ0γ1,γ1,
p
β0
β2,β2
= N2 − 1− pβ0β1,β1.
We also have the following.
pα1γ1,γ2 = p
α1
γ2,γ1
,
p
βi
β1,β2
= pβiβ2,β1, p
βi
γ1,γ2
= pβiγ2,γ1 for i = 1, 2,
p
γk
αi,βj
= pγkβj ,αi = 0 for i = 0, 1, j = 0, 1, 2, and k = 1, 2.
pγkγi,α0 = p
γk
α0,γi
= pγkγi,β0 = p
γk
β0,γi
δi,k, p
γk
γi,α1
= pγkα1,γi , p
γk
γi,βj
= pγkβj ,γi for i, j, k = 1, 2.
Proposition 3.1 (1) with λ = 1, q = 0, k = j = 0 for l = 1 and l = 2 imply
pα0γ1,γ1 =
N2
nγ21 + 1
, (4.1)
γ1γ2 = −1
n
. (4.2)
Therefore γ1 > 0 > γ2 holds. Next Proposition 3.1 (1) with λ = 2, q = 0, l = 1, k = j = 0
and λ = 2, q = 0, l = 1, k = 0, j = 1 imply
p
β0
β1,β1
= −β2(N2 − 1) + 1
β1 − β2 , (4.3)
pβ0γ1,γ1 =
n+ 1
nγ21 + 1
. (4.4)
Proposition 3.1 (1) with λ = 2, q = 0, l = 2, k = 0, j = 1 inplies
n(β1(N2 − 1) + 1)β2 +N2 − n(1− β1) = 0.
If (β1(N2 − 1) + 1) = 0 holds, then we must have N2 − n(1 − β1) = 0. This implies
N2 = n+1. This contradict our assumption N2 > n+1. Hence (β1(N2− 1)+ 1) 6= 0 and
we obtain
β2 = − N2 + nβ1 − n
n(1 +N2β1 − β1) (4.5)
p
β0
β1,β1
=
N2(N2 − n− 1)
n(N2 − 1)β21 + 2nβ1 +N2 − n
(4.6)
Proposition 3.1 (1) with λ = 1, q = 1, (l, k, j) = (0, 0, 0), (1, 0, 0) and (1, 1, 0) imply
pα1γ1,γ1 =
N2(1− γ21)
(γ21n+ 1)
2
, pα1γ2,γ2 =
N2γ
2
1(n
2γ21 − 1)
(γ21n+ 1)
2
, pα1γ1,γ2 =
(n+ 1)N2γ
2
1
(γ21n + 1)
2
. (4.7)
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Since pα1γ2,γ2 ≥ 0, we must have 0 < γ1 ≤ 1√n .
Proposition 3.1 (1) with λ = 2, q = 1, (l, k, j) = (0, 0, 0), (0, 0, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0),
and (1, 1, 1) imply
p
β1
β1,β1
=
N2
(
n(N2−1)(N2−2n−1)β31−3β21n2−3nβ1+(N2−n−2)(N2−n)
)
(2nβ1+nβ21N2−nβ21+N2−n)2
,
p
β1
β2,β2
= nN2β1(1+N2β1−β1)
2(nβ1+1)
(n(N2−1)β21+2nβ1+N2−n)2
,
p
β1
β1,β2
= pβ1β2,β1 =
n(−β1+1)(N2+nβ1−n)(1+N2β1−β1)2
(2nβ1+nβ21N2−nβ21+N2−n)2
,
pβ1γ1,γ1 =
(n+1)(γ21nβ1+1)
(γ21n+1)
2 , p
β1
γ2,γ2
=
n(n+1)(nγ21+β1)γ
2
1
(nγ21+1)
2 ,
pβ1γ1,γ2 = p
β1
γ2,γ1
=
n(n+1)γ21 (1−β1)
(nγ21+1)
2 .
Proposition 3.1 (1) with λ = 2, q = 2, (l, k, j) = (0, 0, 0), (0, 0, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0),
and (1, 1, 1) imply
p
β2
β1,β1
= N2(1−β1)(N2−n−1)(N2+nβ1−n)
(2nβ1+nβ21N2−β21n+N2−n)2
,
p
β2
β2,β2
=
(1+N2β1−β1)
(
n2(N2−1)(N2−2)β31+3n2(N2−2)β21−3n(N2−2n)β1−(N2−2n)(N2−n)
)
(2nβ1+nβ21N2−β21n+N2−n)2
,
p
β2
β2,β1
= pβ2β1,β2 =
β1N
2
2 (nβ1+1)(N2−n−1)
(2nβ1+nβ21N2−β21n+N2−n)2
,
pβ2γ1,γ1 = − (n+1)(γ
2
1nβ1−γ21n−N2β1+N2γ21+β1−1)
(γ21n+1)
2(1+N2β1−β1) ,
pβ2γ2,γ2 =
(n+1)(γ21n
2N2β1−γ21n2β1+γ21n2+n−nβ1−N2)γ21
(γ21n+1)
2(1+N2β1−β1) ,
pβ2γ1,γ2 = p
β2
γ2,γ1
=
γ21N2(n+1)(nβ1+1)
(γ21n+1)
2(1+N2β1−β1) ,
Proposition 3.1 (2) with (λ, µ) = (1, 2), q = 1, (l, k, j) = (0, 0, 0), (0, 0, 1), (1, 0, 0), (0, 1, 0), (0, 1, 1),
and (1, 1, 0) imply
pγ1α1,γ1 =
n(1−γ21 )
γ21n+1
, p
γ1
γ1,β1
=
N2(N2−n−1)(γ21nβ1+1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
p
γ1
γ1,β2
= −n(1+N2β1−β1)(γ21nβ1−γ21n−N2β1+N2γ21+β1−1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
p
γ1
γ2,β2
=
(1+N2β1−β1)(nβ1+1)N2γ21n
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
pγ1α1,γ2 =
n(n+1)γ21
nγ21+1
, p
γ1
γ2,β1
=
γ21nN2(1−β1)(N2−n−1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
Proposition 3.1 (2) with (λ, µ) = (1, 2), q = 2, (l, k, j) = (0, 0, 0), (0, 0, 1), (1, 0, 0), (0, 1, 0), (0, 1, 1),
and (1, 1, 0) imply
pγ2α1,γ1 =
n+1
γ21n+1
(= pβ0γ1,γ1),
p
γ2
γ1,β1
= N2(1−β1)(N2−n−1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
p
γ2
γ2,β2
=
(1+N2β1−β1)(γ21n2N2β1−γ21n2β1+γ21n2+n−nβ1−N2)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
pγ2α1,γ2 =
(nγ1−1)(nγ1+1)
(γ21n+1)
,
p
γ2
γ2,β1
=
N2(N2−n−1)(γ21n+β1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
,
p
γ2
γ1,β2
= (nβ1+1)N2(1+N2β1−β1)
(γ21n+1)(2nβ1+nβ
2
1N2−β21n+N2−n)
.
Thus we obtained the intersection numbers interms of n, N2, β1 and γ1. From the
remaining equations given in Proposition 3.1 we obtained the following seven equalities
between n, N1, β1, γ1, w and r. More precisely, Proposition 3.1 (1) with λ = 1, q = 0,
(l, k, j) = (1, 2, 0) and (3, 1, 0) imply the following (4.8) and (4.9) respectively. Proposition
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3.1 (1) with λ = 2, q = 0, (l, k, j) = (2, 1, 0) implies the following (4.10).
N2(nγ
2
1 − 1)r3w2 + (n2 − 1)γ1 = 0, (4.8)
N2
(
n2(n + 2)γ41 − 2n(2n+ 1)γ21 + n+ 2
)
r42w2
+(n− 1)(n− 2)(n+ 1)2γ21 = 0, (4.9)
N2
(
n(N2 − n− 1)β21 + n(n− 1)β1 + 2n−N2
)
r32w2γ1
+(n+ 1)(γ21n− 1)(1 +N2β1 − β1) = 0, (4.10)
Since n ≥ 2 and γ1 > 0, (4.8) implies γ1 6= 1√n . Then (4.8), (4.10) and (4.5) imply
β1 =
1
2γ21n(n− 1)(N2 − n− 1)
×[
n2(N2 − 1)γ41 − n(2N2 + n2 − 2n− 1)γ21 +N2 − 1
+
{
n4(N2 − 1)2γ81 − 2n3
(
2N22 + (n
2 − 4n− 1)N2 + n2 + 2n− 1
)
γ61
+n
(
2(2n2 − n+ 2)N22 − (8n3 − 4n2 + 4n+ 4)N2 + n5 + 4n4 + 2n3 − 4n2 + 3n
)
γ41
−2n
(
2N22 + (n
2 − 4n− 1)N2 + n2 + 2n− 1
)
γ21 + (N2 − 1)2
} 1
2
]
, (4.11)
β2 =
1
2γ21n(n− 1)(N2 − n− 1)
×[
n2(N2 − 1)γ41 − n(2N2 + n2 − 2n− 1)γ21 +N2 − 1
−
{
n4(N2 − 1)2γ81 − 2n3
(
2N22 + (n
2 − 4n− 1)N2 + n2 + 2n− 1
)
γ61
+n
(
2(2n2 − n+ 2)N22 − (8n3 − 4n2 + 4n+ 4)N2 + n5 + 4n4 + 2n3 − 4n2 + 3n
)
γ41
−2n
(
2N22 + (n
2 − 4n− 1)N2 + n2 + 2n− 1
)
γ21 + (N2 − 1)2
} 1
2
]
. (4.12)
Since X2 is a strongly regular graph, ratio of the squares of usual Euclidean distances
between the points in X2 is given by
k−1
k
and
(
2−β1−β2
β1−β2
)
= 2k − 1, where k is an integer
satisfying k ≥ 2 (see [4, 5, 25]). We can express
(
2−β1−β2
β1−β2
)2
as follows.
(
2− β1 − β2
β1 − β2
)2
=
(
n2(N2 − 1)γ41 − n(2nN2 − n2 − 2n+ 1)γ21 +N2 − 1
)2
×{
n4(N2 − 1)2γ81 − 2n3(2N22 + (n2 − 4n− 1)N2 + n2 + 2n− 1)γ61
+n
(
(4n2 − 2n+ 4)N22 − 4(2n+ 1)(n2 − n+ 1)N2 + n(n4 + 4n3 + 2n2 − 4n+ 3)
)
γ41
−2n
(
2N22 + (n
2 − 4n− 1)N2 + n2 + 2n− 1
)
γ21 + (N2 − 1)2
}−1
(4.13)
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Let m = pβ0γ1,γ1 . Then (4.4) implies γ1 =
√
n+1−m
mn
. Since γ1 > 0 and s1,2 = 2, we must
have 1 ≤ m ≤ n. Then (4.8) and (4.9) imply
r2 =
(n− 2)(2m− n− 1)√m√n+ 1−m
(−n2 − 3n+ 6nm− 6m2 − 2 + 6m)√n, (4.14)
w2 =
(−n2 − 3n+ 6nm− 6m2 − 2 + 6m)3(n + 1)n(n− 1)
(n− 2)3N2m(n + 1−m)(n + 1− 2m)4 , (4.15)
Since w2, r2 > 0, we must have
−n2 − 3n+ 6nm− 6m2 − 2 + 6m > 0, 2m− n− 1 > 0.
Therefore
n + 1
2
< m <
n + 1
2
+
√
3(n2 − 1)
6
holds. Then (4.11), (4.12), (4.13), (4.14) and (4.15) imply(
2− β1 − β2
β1 − β2
)2
=
P1(n,N2, m)
P2(n,N2, m)
, (4.16)
where
P1(n,N2, m) = n
(
(2N2 − n− 1)m2 + (n+ 1)(n+ 1− 2N2)m+ (N2 − 1)(n+ 1)
)2
,
(4.17)
P2(n,N2, m) =
(
4N22 − 4(n+ 1)N2 + n(n+ 1)2)(m− 2(n + 1))m3
+
(
4(n2 + 4n+ 1)N22 − (2n3 + 20n2 + 22n+ 4)N2 + n(n2 + 2n+ 3)(n+ 1)2
)
m2
−2n(n + 1)
(
4N22 + (n + 1)(n− 5)N2 + (n+ 1)2
)
m+ n(n + 1)2(N2 − 1)2. (4.18)
Let F (n, x, y) = P1(n,x,y)
P2(n,x,y)
and consider the behavior of F (n, x, y) for n(n+1)
2
+1 ≤ x ≤ n(n+3)
2
,
n+1
2
< y < n+1
2
+
√
3(n2−1)
6
. We have
∂F (n, x, y)
∂y
=
4nx(n− 1)(x− n− 1)(n+ 1− 2y)
P2(n, x, y)2
×(
(2x− n− 1)y2 + (n+ 1)(n+ 1− 2x)y + (x− 1)(n+ 1)
)
×(
− (n2 − n− 2 + 2x)y2 + (n + 1)(n2 − n− 2 + 2x)y − n(x− 1)(n+ 1)
)
(4.19)
∂F (n, x, y)
∂x
= −4ny(y − 1)(n
2 − 1)(n+ 1− y)(n− y)
P2(n, x, y)2
×(
x(n(2y − 1)− 2y2 + 2y − 1)− (n+ 1)(y(n− y) + y − 1)
)
×(
(n− 1)x− (n+ 1)(y(n− y) + y − 1)
)
(4.20)
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(4.19) and (4.20) imply ∂F (n,x,y)
∂y
< 0 and ∂F (n,x,y)
∂x
> 0 for any x, y satisfying n(n+1)
2
+ 1 ≤
x ≤ n(n+3)
2
, n+1
2
< y < n+1
2
+
√
3(n2−1)
6
. We can check the followings easily
F (n, x, y) < F
(
n, x,
n+ 1
2
)
≤ F
(
n,
n(n+ 3)
2
,
n+ 1
2
)
= n + 3,
F (n, x, y) > F
(
n, x,
n + 1
2
+
√
3(n2 − 1)
6
)
> F
(
n,
n(n+ 1)
2
,
n+ 1
2
+
√
3(n2 − 1)
6
)
= n+ 2.
Therefore F (n, x, y) cannot be an integer for any x, y satisfying n(n+1)
2
+ 1 ≤ x ≤ n(n+3)
2
,
n+1
2
< y < n+1
2
+
√
3(n2−1)
6
. Hence we must have N2 =
n(n+1)
2
and (X,w) is a Euclidean
tight 4-design. This completes the proof of Theorem 4.1.
In the following we assume N2 ≥ N1 ≥ n + 2. Hence we must have s1,1 = s2,2 = 2.
Let αi = α
(i)
1,1 for i = 0, 1, 2 and assume α1 > α2. We will prove the following theorem.
Theorem 4.2 Let definition and notation be given as above. We have the following
assertions.
(1) The following hold.
(i) γ1γ2 = − 1n .
(ii) (N1 − 1)α1 + 1 6= 0 and
α2 = − nα1 − n +N1
n((N1 − 1)α1 + 1) . (4.21)
(iii) (N2 − 1)β1 + 1 6= 0 and
β2 = − nβ1 − n +N2
n((N2 − 1)β1 + 1) . (4.22)
(iv) pα0γ1,γ1 =
N2
1+nγ21
.
(v) pβ0γ1,γ1 =
N1
1+nγ21
.
(2) If γ1 =
1√
n
, then (X,w) is similar to the Euclidean 4-design given in Theorem 1.6
(2) (i) or to the one given in Theorem 1.6 (2) (ii).
(3) If γ1 6= 1√n , then (X,w) is a Euclidean tight 4-design.
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Theorem 4.2 together with Theorem 4.1 implies Theorem 1.6 (2). In the following we give
the proof for Theorem 4.2.
Proof for Theorem 4.2 (1)
(i) The equations in Proposition 3.1 for x = y ∈ X1 imply γ1γ2 = − 1n .
(ii) The equations in Proposition 3.1 for x = y ∈ X1 also imply
−n((N1 − 1)α1 + 1)α2 − nα1 + n−N1 = 0.
If (N1 − 1)α1 + 1 = 0, then we must have −nα1 + n− N1 = 0. This implies N1 = n + 1
and contradicts the assumption that N1 ≥ n+ 2. Hence we obtain (ii).
(iii) The equations in Proposition 3.1 for x = y ∈ X2, implies
(n(N2 − 1)β1 + n)β2 + nβ1 +N2 − n = 0.
If n(N2 − 1)β1 + n = 0, then we must have nβ1 +N2 − n = 0. This implies N2 = n + 1.
This is a contradiction. Hence we have (iii).
(iv) and (v) We obtain (iv) and (v) using using the equations given in Proposition 3.1.
Explicit formulas for the intersection numbers are given in terms of n,N1, N2, α1, β1, γ1.
The reader can find them in Appendix III.
Using the intersection numbers expressed in terms of n,N1, N2, α1, β1, γ1, we obtain
the nine equations given below. If N1, N2, α1, β1, γ1, w2 and r2 satisfy all of the nine equa-
tions and if the intersection numbers satisfy integral condition, then (X,w) satisfies the
conditions of Euclidean 4-design. That is, we obtain feasible parameters for a Euclidean
4-design and the corresponding coherent configuration.
Proposition 3.1 (1) with (λ, q, l, k, j) = (1, 0, 3, 0, 0), (1, 0, 2, 2, 0), (2, 0, 2, 1, 0),
(2, 0, 3, 1, 0), (1, 1, 2, 2, 0), (1, 2, 2, 2, 0), (2, 1, 2, 2, 0), (2, 2, 2, 2, 0) and and Proposition 3.1
(2) with (λ, µ, q, l, k, j) = (1, 2, 1, 2, 2, 0) imply the following (4.23), (4.24), (4.25), (4.26),
(4.27), (4.28), (4.29), (4.30) and (4.31) respectively.
N2(N1α1 − α1 + 1)(nγ21 − 1)w2r32
+γ1N1
(
n(N1 − n− 1)α21 + n(n− 1)α1 + 2n−N1
)
= 0, (4.23)
N2(N1α1 − α1 + 1)2(n2γ41(n+ 2)− 2γ21n(2n+ 1) + n+ 2)w2r42
+γ21N1
{
n2(n+ 2)(N1 − 1)(N1 − n− 1)α41
+n
(
2(2n+ 1)N21 − (n3 + 4n2 + 11n+ 2)N1 + 3n(n2 + 2n+ 1)
)
α21
+2n(n− 1)(n2 + n− 2N1)α1 + 3n2(n + 1) + (n + 2)N21 − 3n(n+ 2)N1
}
= 0,
(4.24)
γ1N2
(
n(N2 − n− 1)β21 + n(n− 1)β1 + 2n−N2
)
w2r
3
2
+N1(nγ
2
1 − 1)
(
(N2 − 1)β1 + 1
)
= 0, (4.25)
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γ21N2
{
n2(n + 2)(N2 − 1)(N2 − n− 1)β41
−n
(
2(2n+ 1)N22 − (2 + 4n2 + 11n+ n3)N2 + 3n(n+ 1)2
)
β21
+2n(n− 1)(n2 + n− 2N2)β1 + (n + 2)N22 − 3n(n + 2)N2 + 3n2(n + 1)
}
w2r
4
2
+N1(N2β1 + 1− β1)2
(
n+ 2− 2n(2n+ 1)γ21 + (n+ 2)n2γ41
)
= 0, (4.26)
−N2(N1α1 − α1 + 1)2
(
n2α1(n+ 2)γ
4
1 − 2n(nα21 + (n+ 2)α1 − 1)γ21 + α1(n+ 2)
)
w2r
4
2
+N1γ
2
1
(
n2(N1 − 1)(n+ 2)(2n−N1 + 1)α51
−n2(2nN1 + 2 + 2n2N1 − 4n− 3n2 − 2N21 )α41 + 2n(N1 − 1)((n+ 2)N1 − 3n2 − 4n)α31
−n(−2n2N1 + 2N21 + n− 2nN1 + 4n2 + n3)α21
+(−n3 − 4n2 + 4n(n + 1)N1 − (n+ 2)N21 )α1 + n2
)
= 0, (4.27)
N2
{
n
(
− n2(N1 − 1)(n+ 2)γ41 + 2n(−2n+N21 +N1n− 1)γ21 − (N1 − 1)(n+ 2)
)
α21
+
(
n2(n+ 2)(−2n +N1n−N21 +N1)γ41
−2n(−2n + 2N1 − 4n2 + 3N1n−N21n− 2N21 +N1n2)γ21
+(n+ 2)(−2n+N1n−N21 +N1)
)
α1 + n
2(n + 2)(n−N1)γ41
−2n(−2N1 + 2n2 + n− 3N1n +N21 )γ21 + (n+ 2)(n−N1)
}
(N1α1 − α1 + 1)w2r42
+
(
n3(N1 − 1)(n+ 2)(n−N1 + 1)α51
−n2(n+ 2)(−n + 2N1n−N21 +N1)(n−N1 + 1)α41
+n2(2N31 − 4N1 + 6n2 + 3n+ 2N21 + 3n3 +N1n3 − 11N1n− 2N21n2)α31
−n(−26N1n2 + 16N21n− 4N31 + 4N21 − 4N1n + 6n3 + n2 + 5n4 + 8N21n2 − 8N1n3 − 2N31n)α21
+n(12N1n− 4N21 − 3n3 + 5N21n− 3N1n2 − 2N31 − 5n2 + 2n4 + 2N21n2 − 4N1n3)α1
−7N1n3 + 8N21n + 3n3 + 5N21n2 − 2N31 −N31n− 10N1n2 + 3n4
)
N1γ
2
1 = 0, (4.28)
N2
(
n2β51(N2 − 1)(2 + n)(−2n+N2 − 1)− n2(2N22 − 2n2N2 − 2N2n + 3n2 + 4n− 2)β41
−2n(N2 − 1)(2N2 +N2n− 3n2 − 4n)β31 + n(−2N2n+ 2N22 − 2n2N2 + n+ n3 + 4n2)β21
+(−4n2N2 + 4n2 − 4N2n+ nN22 + n3 + 2N22 )β1 − n2
)
γ21w2r
4
2
+N1
(
n2(n+ 2)β1γ
4
1 − 2n(nβ21 + (n+ 2)β1 − 1)γ21 + (n + 2)β1
)(
(N2 − 1)β1 + 1
)2
= 0,
(4.29)
N2γ
2
1
(
− n3(N2 − 1)(n+ 2)(N2 − n− 1)β51
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−n2(n+ 2)(n− 2N2n +N22 −N2)(N2 − n− 1)β41
+n2(3n3 + n3N2 − 11N2n+ 2N22 + 3n− 2n2N22 + 2N32 + 6n2 − 4N2)β31
+n(2(n+ 2)N32 − 4(2n2 + 4n+ 1)N22 + n(8n2 + 26n+ 4)N2 − (5n2 + 6n+ 1)n2)β21
−n(−2n4 + 3n2N2 + 4N22 − 2n2N22 + 5n2 − 5nN22 − 12N2n+ 3n3 + 4n3N2 + 2N32 )β1
−N32n− 7n3N2 + 5n2N22 − 2N32 − 10n2N2 + 3n4 + 3n3 + 8nN22
)
w2r
4
2
+N1
{
− n
(
n2(N2 − 1)(2 + n)γ41 − 2n(−1 +N2n− 2n+N22 )γ21
+(N2 − 1)(2 + n)
)
(N2 − 1)β31 −
(
n2(N2 − 1)(2 + n)(−N2n + 3n+N22 −N2)γ41
−2n(−3n− 6n2 − n2N22 + 2N32 +N32n + 6n2N2 − 3nN22 + 5N2n+ 2N2 − 4N22 )γ21
+(N2 − 1)(2 + n)(−N2n+ 3n+N22 −N2)
)
β21
−
(
n2(2 + n)(3n− 2N2n+ 2N22 − 2N2)γ41
+2n(−6n2 − 3n +N32 − 5N22 + 7N2n+ 4N2 + 3n2N2 − 4nN22 )γ21
+(2 + n)(3n− 2N2n+ 2N22 − 2N2)
)
β1
−n2(2 + n)(N2 − n)γ41 − 2n(N22 − 3N2n+ 2n2 + n− 2N2)γ21 − (2 + n)(N2 − n)
}
= 0,
(4.30)
(nγ21 − 1)
{
(N1α1 − α1 + 1)
(
− n(n+ 2)(N2 − n− 1)β21 + n(−n2 − n + 2N2)β1
+N2n− 2n2 − 2n+ 2N2
)
N2r
4
2w2
+(1 +N2β1 − β1)
(
− n(n + 2)(N1 − n− 1)α21 + n(−n2 − n+ 2N1)α1
+N1n− 2n2 − 2n+ 2N1
)
N1
}
= 0, (4.31)
Proof for Theorem 4.2 (2)
Since γ1 =
1√
n
(4.23) and (4.21) imply
α1 =
−n2 + n +
√
n
(
4N21 − 4(3n+ 1)N1 + n3 + 6n2 + 9n
)
2n(N1 − n− 1) ,
α2 =
−n2 + n−
√
n
(
4N21 − 4(3n+ 1)N1 + n3 + 6n2 + 9n
)
2n(N1 − n− 1) .
Also (4.25) and (4.22) imply
β1 =
−n2 + n+
√
n
(
4N22 − 4(3n+ 1)N2 + n3 + 6n2 + 9n
)
2n(N2 − n− 1) ,
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β2 =
−n2 + n−
√
n
(
4N22 − 4(3n+ 1)N2 + n3 + 6n2 + 9n
)
2n(N2 − n− 1)
Hence we obtain(
2− α1 − α2
α1 − α2
)2
=
(n− 2N1 + 3)2n
(9n+ 6n2 + n3 − 12N1n + 4N21 − 4N1)(
2− β1 − β2
β1 − β2
)2
=
(−2N2 + n+ 3)2n
9n+ 6n2 + n3 − 4N2 − 12nN2 + 4N22
Since N1 + N2 ≥ (n+2)(n+1)2 , N2 ≥ N1 ≥ n + 2, we must have N2 ≥ (n+2)(n+1)4 . Let
F (n, x) = (−2x+n+3)
2n
9n+6n2+n3−4x−12nN2+4x2 and consider the behavior of F (n, x).
dF (n, x)
dx
=
4(2x− n− 3)n(n− 1)(n2 + 4n+ 3− 4x)
(9n+ 6n2 + n3 − 4x− 12nx+ 4x2)2
For x ∈ [ (n+2)(n+1)
4
,
n(n+3)
2
] F (x) takes the maximal value at x = n
2+4n+3
4
. Moreover we
have
F
(
n,
n2 + 4n+ 3
4
)
=
n(n + 3)
n− 1 = n+ 4 +
4
n− 1 ,
F
(
n,
(n+ 2)(n+ 1)
4
)
= n + 4 +
4n3 − 8n2 − 28n+ 16
12n− 3n2 − 2n3 − 4 + n4
F
(
n,
n(n+ 3)
2
)
= n+ 3.
Since (n+2)(n+1)
4
≤ N2 ≤ n(n+3)2 , we have the following(
2− β1 − β2
β1 − β2
)2
= n+ 3, or n + 4 for n ≥ 6, (4.32)
where n+ 3 (or n+ 4 respectively) is the square of an odd integer.
(
2− β1 − β2
β1 − β2
)2
= 9 for n ≤ 5. (4.33)
If n ≥ 6 and (2−β1−β2
β1−β2 )
2 = n + 3 hold, then we must have N2 =
n(n+3)
2
. Since n + 3 =
(2k−1)2 with an integer k ≥ 2, we haveN2 = (2k2−2k−1)(2k−1)2 which is an odd integer.
However equations in Proposition 3.1 (1) with λ = 1 and q = 0 implies pα0γ1,γ1 =
N2
2
. Hence
N2 must be an even integer. This is a contradiction. Hence if n ≥ 6, we only need to
consider the case where n+ 4 is the square of an odd integer and
(
2−β1−β2
β1−β2
)2
= n+ 4.
If n ≤ 5, then we must have
(
2−β1−β2
β1−β2
)2
= 9. This implies n = 2 or n = 5. If n = 2,
then elementary computations imply that (X,w) is similar to the one given in Theorem
1.6 (2) (i).
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If n = 5, then
(
2−β1−β2
β1−β2
)2
= 9(= n+ 4) holds.
In the following we may assume n ≥ 5 and (2−β1−β2
β1−β2 )
2 = n + 4 = (2k − 1)2. Then
F (n,N2) = n + 4 imples N2 =
n2+5n+2
4
+ (n−1)
√
n+4
4
= 2k3(2k − 3). Then we must have
N1 ≥ (n+2)(n+1)2 −N2 = (2k + 1)(2k3 − 6k2 + 4k + 1). Let
G(k, x) = F ((2k − 1)2 − 4, x)
=
(x− 2k2 + 2k)2(2k + 1)(2k − 3)
(16k6 − 48k5 + 36k4 + 8k3 − 12k2 − 12xk2 + 12xk + 8x+ x2) (4.34)
Then
∂G(k, x)
∂x
=
8(x− 2k2 + 2k)(2k + 1)(2k − 3)(k2 − k − 1)(4k4 − 8k3 + 2k2 + 2k − x)
(16k6 − 48k5 + 36k4 + 8k3 − 12k2 − 12xk2 + 12xk + 8x+ x2)2 (4.35)
Then for x ∈ [(2k + 1)(2k3 − 6k2 + 4k + 1), 2k3(2k − 3)] G(k, x) takes the maximal value
at x = 4k4 − 8k3 + 2k2 + 2k(= n2+4n+3
4
), G(k, 4k4 − 8k3 + 2k2 + 2k) = n + 4 + 4
n−1 ,
G(k, 2k3(2k − 3)) = (2k − 1)2(= n + 4) and
G(k, (2k + 1)(2k3 − 6k2 + 4k + 1)) = (4k
4 − 10k3 + 8k + 1)2
4k6 − 16k5 + 8k4 + 28k3 − 12k2 − 20k − 3 .
If k ≥ 4, then G(k, (2k + 1)(2k3 − 6k2 + 4k + 1)) > n + 3. Hence we must have
G(k,N1) = n + 4 = (2k − 1)2.
For k = 2 and 3, case by case computations imply that we must also have G(k,N1) =
n+ 4 = (2k − 1)2.
Then we must have N1 = 2k
3(2k − 3)(= N2) or 2(2k + 1)(k − 1)3.
If N1 = N2 = 2k
3(2k − 3). Then w2 = k(2k−3)r42(2k+1)(k−1) , α1 = β1 =
1
2k+1
, α2 = β2 =
− k+1
(2k+1)(k−1) . Then the second of the nine equation, (4.24), implies
− 128
2k + 1
(k2 − k − 1)(k − 1)3(2k − 3)2k7 = 0.
This is impossible. Hence we must have N1 = 2(2k + 1)(k − 1)3 < N2.
w2 =
(2k+1)2(k−1)4
(2k−3)2k4 r
−4
2 .
α1 =
k−2
k(2k−3) , α2 = − 12k−3 ,
β1 =
1
2k+1
, β2 = − k+1(2k+1)(k−1) ,
γ1 =
1√
4k2−4k−3 , γ2 = − 1√4k2−4k−3 .
Thus (X,w) is similar to the one having the parameter given in Theorem 1.6 (2) (ii). This
completes the proof for Theorem 4.2 (2).
Proof for Theorem 4.2 (3)
Let m1 = p
β0
γ1,γ1
and m2 = p
α0
γ1,γ1
. Then rquations in (iv) and (v) of Theorem 4.2 (1) imply
γ1 =
√
N1 −m1
nm1
=
√
N2 −m2
nm2
, and then
N1
N2
=
m1
m2
. (4.36)
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Let W = N2
N1
r32w2. Then (4.23) and (4.25) imply the following equations.
(N1α1 − α1 + 1)(nγ21 − 1)W
+γ1(n(N1 − n− 1)α21 + n(n− 1)α1 −N1 + 2n) = 0 (4.37)
and
(N2β − β + 1)(nγ21 − 1)W−1
+γ1(n(N2 − n− 1)β21 + n(n− 1)β1 −N2 + 2n) = 0. (4.38)
Then we obtain
α1 =
(N1 − 1)(1− nγ21)W − n(n− 1)γ1 +
√
Dα
2n(N1 − n− 1)γ1 , (4.39)
where Dα = (N1 − 1)2(1− nγ21)2W 2 − 2n(1− nγ21)(n+ 3 + nN1 − 3N1)γ1W
+n(4N21 − 4(3n+ 1)N1 + n(n + 3)2)γ21
and
β1 =
(N2 − 1)(1− nγ21)W−1 − n(n− 1)γ1 +
√
Dβ
2n(N2 − n− 1)γ1 , (4.40)
where Dβ = (N2 − 1)2(1− nγ21)2W−2 − 2(1− nγ21)(n+ 3 + nN2 − 3N2)γ1W−1
+n(4N22 − 4(3n+ 1)N2 + n(n + 3)2)γ21
Then (4.31), (4.39) and (4.40) imply(
n(nN1 − 3N1 + n+ 3)γ1 − (N1 − 1)2(1− nγ21)W − (N1 − 1)
√
Dα
)
×(
n(nN2 − 3N2 + n+ 3)γ1W − (N2 − 1)2(1− nγ21)− (N2 − 1)
√
Dβ
)
×(
2nγ1 − (n+ 2)(1− nγ21)W + r2(2nγ1W − (n + 2)(1− nγ21)))
)
= 0,
(4.41)
where Dα and Dβ are given in (4.39) and (4.40) respectively. Since N2 ≥ N1 ≥ n+2 and
γ1 > 0, we must have
2nγ1 − (n+ 2)(1− nγ21)W + r2
(
2nγ1W − (n + 2)(1− nγ21)
)
= 0. (4.42)
If 2nγ1W − (n+ 2)(1− nγ21) = 0, then we must have 1− nγ21 > 0 and 2nγ1− (n+2)(1−
nγ21)W = 0. Then we obtain
n2(n+ 2)2γ41 − 2n(n2 + 6n+ 4)γ21 + (n+ 2)2 = 0.
Since γ21 must be a rational number, n(n + 1)(n + 4) must be a square of an positive
integer. If n = 2, then γ1 =
1
2
and γ2 = −1. Then we obtain W = 1 and β1 = 1. Hence
this case does not occur. For n ≥ 3, the following proposition shows that this case does
not occur.
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Proposition 4.3 For any integer n ≥ 3, n(n + 1)(n + 4) cannot be the square of an
integer.
Proof Kaneko [24].
Next, we assume 2nγ1W − (n+ 2)(1− nγ21) 6= 0. Then we must have
r2 =
(n + 2)(1− nγ21)W − 2nγ1
2nγ1W − (n+ 2)(1− nγ21)
(4.43)
Since γ1 > 0 and r2 > 0, we must have 1− nγ21 > 0, hence 0 < γ1 < 1√n .
Then (4.24) implies
(
(nγ21 − 1)W + (n− 1)γ1
) (
P0 − (N1 − 1)P1
√
Dα
)
P = 0
where
P = 2(N1 − 1)(1− nγ21)γ1W 2 −
(
n2(n+ 2)γ41 − 6nγ21 + n + 2
)
W
+(n2 + 3n− 2N1)(1− nγ21)γ1,
P0 = (N1 − 1)4(1− nγ21)2W 2 − 2n(N1 − 1)2(n+ 3 + nN1 − 3N1)(1− nγ21)γ1W
+n
(
2N41 − 6(n+ 1)N31 + (n3 + 6 + 21n)N21 − (6n2 + 24n+ 2)N1 + n3 + 6n2 + 9n
)
γ21
P1 =
(
(N1 − 1)2(nγ21 − 1)W + n(nN1 − 3N1 + n+ 3)γ1
)
,
(4.44)
If W = (n−1)γ1
1−nγ21
, then (4.39) implies α1 = − 1n and α2 = 1. This is a contradiction. On
the other hand we have P 20 − (N1 − 1)2P 21Dα = 4n2N21 (N1 − n− 1)6W 4γ41 > 0. Hence we
must have
2(N1 − 1)(1− nγ21)γ1W 2 −
(
(n+ 2)(n2γ41 + 1)− 6nγ21
)
W
+(n2 + 3n− 2N1)(1− nγ21)γ1 = 0. (4.45)
If we use (4.26) instead of (4.24), then we obtain the following.
((nγ21 − 1) + (n− 1)γ1W )(Q0 − (N2 − 1)Q1
√
Dβ)Q = 0
where
Q = (n2 + 3n− 2N2)(1− nγ21)γ1 − ((n+ 2)(n2γ41 + 1)− 6nγ21)W−1
+2(N2 − 1)γ1(1− nγ21)W−2,
Q0 = n
(
2N42 − 6(n+ 1)N32 + (n3 + 21n+ 6)N22 − (6n2 + 24n+ 2)N2 + n(n + 3)2
)
γ21W
2
−2n(N2 − 1)2(nN2 − 3N2 + n+ 3)(1− nγ21)γ1W + (N2 − 1)4(1− nγ21)2
Q1 = n(nN2 − 3N2 + n+ 3)γ1W − (N2 − 1)2(1− nγ21). (4.46)
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If W =
1−nγ21
(n−1)γ1 , then (4.40) implies β1 = − 1n Then ?? implies β2 = 1. This is a contradic-
tion. On the other habd we have Q20 − (N2 − 1)2Q21Dβ = 4γ41W 4n2N22 (N2 − n− 1)6 > 0.
Hence we must have
(n2 + 3n− 2N2)(1− nγ21)γ1 − ((n+ 2)(n2γ41 + 1)− 6nγ21)W−1
+2(N2 − 1)γ1(1− nγ21)W−2 = 0. (4.47)
(4.45) and (4.47) imply
(n2 + 3n− 2N2)P − 2(N1 − 1)QW 2 =
(
(n+ 2)(n+ 1)− 2(N1 +N2)
)
×(
(n + 2− 6nγ21 + n2(n + 2)γ41)W − (n2 + 3n− 2)(1− nγ21)γ1
)
= 0. (4.48)
If X is not tight, then N1 +N2 >
(n+2)(n+1)
2
and we must have
(n+ 2− 6nγ21 + n2(n+ 2)γ41)W − (n2 + 3n− 2)(1− nγ21)γ1 = 0.
This implies
W =
(n2 + 3n− 2)γ1(1− nγ21)
(2 + n− 6nγ21 + 2n2γ41 + n3γ41)
.
Then (4.45) implies
(1− γ21)(1−n2γ21)(1−nγ21)(n2γ21 −n− 2− 2nγ1 +2nγ21)(n2γ21 −n− 2+2nγ1 +2nγ21) = 0.
Hence γ1 =
1
n
or γ1 =
±n+
√
n(n+1)(n+4)
n(n+2)
. If γ1 =
1
n
, thenW = 1 and (4.39) implies α1 = − 1n
and then α2 = 1 which is impossible. On the other hand, if γ1 =
±n+
√
n(n+1)(n+4)
n(n+2)
, then,
since γ21 is a rational number. Then Proposition ?? implies n = 2. Then we obtain γ1 =
1
2
and again we can introduce a contradiction. Therefore, if γ1 6= 1√n , then (X,w) must be
a Euclidean tight 4-design. This completes the proof for Theorem 4.2 (3) and Theorem
1.6.
4.2 Proof for Theorem 1.7
Assume that a Euclidean 4-design in Rn with the parameters given in Theorem 1.6 (2) (ii)
exists. Then X1 ⊂ S1 = Sn−1 and X2 ⊂ S2 = Sn−1(r2). Let y0 = (0, 0, . . . , 0, 1) ∈ Rn+1.
Let
Y1 = {(a1x,− 1
2(k − 1)) | x ∈ X1},
Y2 = {(a2x, 1
2k
) | x ∈ X2},
where a1 =
√
(2k−1)(2k−3)
2(k−1) and a2 =
√
4k2−1
2kr2
. Let Y = {y0}∪Y1∪Y2. Then Y ⊂ Sn ⊂ Rn+1.
For any y1,y2 ∈ Y1
y1 · y2 = a21x1 · x2 +
1
4(k − 1)2
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with x1,x2 ∈ X1. Hence y1 · y2 = 12k or − 12(k−1) holds. If y1,y2 ∈ Y2, then
y1 · y2 = a22x1 · x2 +
1
4k2
with x1,x2 ∈ X2. Hence y1 · y2 = 12k or − 12(k−1) holds. If y1 ∈ Y1, y2 ∈ Y2
y1 · y2 = a1a2x1 · x2 −
1
4k(k − 1)
with x1 ∈ X1 and x2 ∈ X2. Hence y1 · y2 = 12k or − 12(k−1) holds. Thus we obtain a
2-distance set Y on Sn whose cardinality attains the Fisher bound, (n+2)(n+1)
2
+ 1, for
the 2-distance set on the unit sphere Sn. Therefore Y is a spherical tight 4-design on
Sn. Conversely, assume a spherical tight 4-design Y exists on Sn. Then there exists
an integer k ≥ 2 satisfying n + 4 = (2k − 1)2 (see [11, 12]). It is known that if Y is
a spherical 4-design then Y τ is a spherical 4-design, where Y τ is the image of Y under
τ ∈ O(n+ 1) (orthogonal group of degree n + 1). Hence we may assume the unit vector
y0 = (0, 0, . . . , 0, 1) is contained in Y . It is also known that Y is a 2-distance set and
y1 · y2 = − 12(k−1) or y1 ·y2 = 12k holds for any y1, y2 ∈ Y (see [19], also Appendix I). Let
Y1 =
{
y ∈ Y
∣∣∣ y · y0 = − 12(k − 1)
}
, Y2 =
{
y ∈ Y
∣∣∣ y · y0 = 12k
}
.
It is also known that |Y1| = 2(2k + 1)(k − 1)3 and |Y2| = 2(2k − 3)k3 holds. (n + 1)st
coordinate of the vectors in Y1 are − 12(k−1) and Y2 are 12k respectively. Let
X1 = {x ∈ Rn | (x,− 1
2(k − 1)) ∈ Y1}, X2 = {x ∈ R
n | (x, 1
2k
) ∈ Y2}.
X1 is on the sphere of radius r1 =
√
(2k−1)(2k−3)
2(k−1) and X2 is on the sphere of radius r2 =√
(2k−1)(2k+1)
2k
. Then we obtain
A(X1, X1) =
{
k − 2
k(2k − 3) ,−
1
2k − 3
}
,
A(X2, X2) =
{
1
2k + 1
,− k + 1
(k − 1)(2k + 1)
}
,
A(X1, X2) =
{
1√
(2k + 1)(2k − 3)
(
=
1√
n
)
,
−1√
(2k + 1)(2k − 3)
(
=
−1√
n
)}
.
Since Y is a spherical tight 4-design on Sn, Y has the structure of a Q-polynomial as-
sociation scheme. Also it is proved that the Q-polynomial association scheme is three
regular. Hence X = X1 ∪X2 has the structure of a coherent configuration with the same
parameter as given in Theorem 1.6 (2) (ii).
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5 Theorem 1.8
In this section, we consider the case when (X,w) is Euclidean tight 4-design and N1 ≥
n+ 2. Hence N2 =
(n+2)(n+1)
2
−N1 ≥ n+ 2. Then (4.45) and (4.47) imply
W =
(n+ 2)(n2γ41 + 1)− 6nγ21 + ε
√
D1
4(N1 − 1)γ1(1− nγ21)
(5.1)
W−1 =
(n + 2)(n2γ41 + 1)− 6nγ21 − ε
√
D2
4(N2 − 1)γ1(1− nγ21)
where ε = ±1 and
Di = 16N
2
i γ
2
1(1− nγ21)2 − 8(n+ 2)(n+ 1)Niγ21(1− nγ21)2 + (n+ 2)2
−4n2γ21 + 2n2(n2 − 4n− 2)γ41 − 4n4γ61 + n4(n+ 2)2γ81 . (5.2)
By (4.36) we have γ1 =
√
N1−m1
nm1
=
√
N2−m2
nm2
and N1
N2
= m1
m2
. Since 0 < γ1 6= 1√n ≤ 1, we
also have Ni
2
< mi ≤ Ni − 1, i = 1, 2. Since Di ≥ 0, we have
Ni
2
< mi ≤ Ni
2
+
Ni
2
√
K2(n,Ni)
K1(n,Ni)
,
Ni
2
+
Ni
2
√
K3(n,Ni)
K1(n,Ni)
≤ mi < Ni
where
K1(n, x) = 8x(n
2 + 3n+ 2− 2x) + n3 + 2n2 + n,
K2(n, x) = 4x(n
2 + 3n+ 2− 2x)− n(n+ 1)(n+ 7)
−4
√
(Ni − 1)(3n+ n2 − 2x)(x− n− 1)(n+ n2 − 2x) (5.3)
and
K3(n, x) = 4x(n
2 + 3n+ 2− 2x)− n(n+ 1)(n+ 7)
+4
√
(x− 1)(3n+ n2 − 2x)(x− 1− n)(n+ n2 − 2x) (5.4)
Then we can express α1 and α2 interms of n, N1 and m1, and β1 and β2 interms of
n,N1 and m1. Then we can express the ratio
(
2−α1−α2
α1−α2
)2
interms of n,N1 and m1 and(
2−β1−β2
β1−β2
)2
interms of n,N2 and m2. Then we have
(
2− α1 − α2
α1 − α2
)2
= Fε(n,N1, m1) (5.5)(
2− β1 − β2
β1 − β2
)2
= Fε(n,N2, m2), (5.6)
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where
Fε(n, x, y) =
F1(n, x, y)− 4εF2(n, x, y)
√
nF4(n, x, y)
F3(n, x, y)
(5.7)
and
F1(n, x, y) = 8n(n+ 1)
2(n + 1 + 4x)y4 − 16xn(n + 1)2(n+ 1 + 4x)y3
+4x2(8n3 + 24xn+ 4x2 − 8n− 4x2n− 4x+ 3n4 + 30n2x− 3n2 + 10n3x)y2
−4x3(2n3 − 10n− 4x2n+ 16xn− 9n2 + 4x2 + 2n3x− 4x+ n4 + 14n2x)y
+x3(−1 + x)(4x2 + 4xn + 6n3 + n4 + 9n2)
F2(n, x, y) = ((n+ 1)
2y2 − x(n+ 1)2y + x2(−1 + x))
F3(n, x, y) = 16n(n+ 1)
3y4 − 32xn(n + 1)3y3
+8x2n(−2 + 6x+ 5n− 2xn + 10n2 + 3n3)y2
−8x3n(6x− 4− 2xn− n+ 4n2 + n3)y
+x3(−1 + x)(4x2 − 4xn− 4n2x+ 6n3 + n4 + 9n2)
F4(n, x, y) = (4n+ 8n
2 + 4n3 + 64x− 64x2 + 32n2x+ 96xn)y4
−8x(n + 2n2 + n3 + 16x− 16x2 + 8n2x+ 24xn)y3
+4x2(20x− 20x2 + 5n+ 30xn+ 7n2 + 10n2x+ 2n3)y2
−4x3(−4x2 + 4x+ 6xn+ 4n+ 2n2x+ 5n2 + n3)y
+nx4(n+ 2)2. (5.8)
Since numerical experiments for small n shows that every integral conditions are sat-
isfied only if n+ 3 is the square of an odd integer. In that case (if integral conditions are
satisfied), numerical experiments for small n shows
(
2−α1−α2
α1−α2
)2
=
(
2−β1−β2
β1−β2
)2
= n+3. In
the following we assume that n+ 3 is a square of an odd integer.(
2−β1−β2
β1−β2
)2
= n + 3. Then, for both ε = 1 and ε = −1, we obtain
m2 =
N2
2
+
1
2
√
−(n− 3)N1N22 + (N2 −N1)
√
2n(n+ 3)N1N32
(n+ 1)2N1
(5.9)
and
m1 =
N1
2
+
1
2
√
−(n− 3)N21N2 + (N2 −N1)
√
2n(n+ 3)N31N2)
(n+ 1)2N2
(5.10)
(Note that N2 =
(n+2)(n+1)
2
−N1.) Conversely, if we assume
(
2−α1−α2
α1−α2
)2
= n+ 3, then we
obtain (5.10), (5.9) for both ε = 1 and ε = −1.
Since m1 and m2 are integers, satisfying mi >
Ni
2
we must have N1 <
(n+2)(n+3)
6
(equivalently N2 >
n(n+2)
3
). We note that if N1 =
(n+2)(n+3)
6
, thenm1 =
N1
2
and contradicts
the fact γ1 <
1√
n
.
Numerical experiments suggest us that N1 =
n(n+1)
6
(N2 =
(n+3)(n+1)
3
) gives good
conditions. Actually, for any n satisfying n+ 3 = (6k − 3)2, with an integer k ≥ 2, let
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N1 =
n(n + 1)
6
= (6k2 − 6k + 1)(36k2 − 36k + 7)
and
m1 =
n(n + 4)
12
= (6k2 − 6k + 1)(18k2 − 18k + 5).
Then we obtain
N2 =
(n + 3)(n+ 1)
3
= 3(36k2 − 36k + 7)(2k − 1)2,
m2 =
(n + 3)(n+ 4)
6
= 3(2k − 1)2(18k2 − 18k + 5).
γ1 =
√
9k2 − 9k + 1
(18k2 − 18k + 3)(18k2 − 18k + 5) (5.11)
Moreover let ε = −1 in equation (5.1). Then we obtain
W =
√
(18k2 − 18k + 5)3(18k2 − 18k + 3)
9(2k − 1)2√(9k2 − 9k + 1)3
and
(
2−α1−α2
α1−α2
)2
=
(
2−β1−β2
β1−β2
)2
= n+ 3 = (6k − 3)2. We also have
A(X1, X1) =
{
18k2 − 27k + 8
6(9k2 − 9k + 1)(2k − 1) ,
18k2 − 9k − 1
6(9k2 − 9k + 1)(2k − 1)
}
A(X2, X2) =
{
36k3 − 54k2 + 25k − 4
2(6k2 − 6k + 1)(18k2 − 18k + 5) ,
36k3 − 54k2 + 25k − 3
2(6k2 − 6k + 1)(18k2 − 18k + 5)
}
.
r =
√
(18k2 − 18k + 5)(18k2 − 18k + 3)√
9k2 − 9k + 1 .
Thus we can determined all the parameters in terms of k and also we can express all the
possible intersection numbers of the corresponding coherent configuration in polynomials
of k. The reader can find them in Appendix II.
Exhaustive numerical experiments for the case ε = −1 in (5.1) for every n up to
n = 222, shows that there is no feasible parameter other than this family. Also exhaustive
numerical experiments for the case ε = 1 in (5.1) for every n up to n = 222, shows that
only n = 22 = (6 − 1)2 − 3, N1 = 33, N2 = 243, m1 = 22, m2 = 162 satisfies every
requirement for Euclidean tight 4-design on 2 concentric spheres. The Euclidean tight
4-design with this parameter is constructed and unique (Theorem III in [16]). As for this
parameter we can consider from a different view point explained in the next section.
6 An additional remark
We also proved the following.
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Theorem 6.1 If α1 = 0, then (X,w) is similar to one of the following Euclidean tight
4-designs.
(1) n = 4, N1 = 6, N2 = 9 and given in Theorem II in [16].
(2) n = 22, N1 = 33, N2 = 243 and given in Theorem III in [16]..
Proof Let α1 = 0. Then (4.21) implies α2 = −N1−nn . Then we obtain
2− α1 − α2
α1 − α2 =
N1 + n
N1 − n = 1 +
2n
N1 − n.
Since 2n
N1−n must be an even integer,
n
N1−n is a positive integer. Hence N1 ≤ 2n and n is
a multiple of N1 − n. Since pα2α1,α2 = pα2α2,α1 = N
2
1α1(nα1+1)(N1−n−1)
(2nα1−n+N1+n(N1−1)α21)
2 = 0 (see Appendix
III of this paper), X1 is a union of 1-distance set containing p
α0
α2,α2
+ 1 = n
N1−n + 1 points
and mutually perpendicular to each other. Let n
N1−n + 1 = q. Then X1 = ∆1 ∪ · · · ∪∆d,
|∆i| = q and N1 = dq. Then n = d(q − 1) and each ∆i is a 1-distance set in Rq−1. Since
α2 = − 1q−1 , ∆i, (1 ≤ i ≤ d) is a regular simplex in Rq−1. On the other hand (4.27) and
(4.24) imply
γ21 =
1
n3
(
−n2 +N1(3n−N1)±
√
N1(N1 − n)(2n−N1)(3n−N1)
)
=
q2 − q − 1±
√
q(q − 2)(2q − 3)
d(q − 1)3 . (6.1)
Since γ21 is a rational number q(q − 2)(2q − 3) must be the square of an integer.
Proposition 6.2 q(q − 2)(2q − 3) is the square of an integer if and only if q = 2 and
q = 3.
Proof Kaneko [24].
If q = 2, then d = n and we obtain γ1 =
1√
n
. This contradicts the assumption γ1 6= 1√n .
If q = 3, then N1 = 3d, n = 2d, N2 = 2d
2 + 1 and γ1 =
1√
d
or γ1 =
1
2
√
d
. Then γ1 =
1√
d
and (4.23) implies r32(2d
2+1)+3d
√
d = 0. This is a contradiction. Hence γ1 =
1
2
√
d
holds.
Then (4.23) and (4.24) imply r2 =
√
d, w2 =
3
2d2+1
. Then (4.25) and (3-i-c) implies
β1 =
−1 +√8d− 7
4d
, β2 =
−1−√8d− 7
4d
.
Since β1 and β2 are rational numbers 8d− 7 = (2k − 1)2 with a integer k ≥ 1. Then
2− β1 − β2
β1 − β2 = k −
k − 5
2k − 1 .
If k ≥ 6, then 0 < k−5
2k−1 < 1 and
2−β1−β2
β1−β2 cannot be an integer. Hence we must have
k = 1, 2 or 5. Since N1 ≥ n+2, we have k = 2, d = 2, n = 4, N1 = 6, N2 = 9; and k = 5,
d = 11 n = 22, N1 = 33, N1 = 243. Theorem II and Theorem III in [16] implies Theorem
6.1.
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7 Appendix I
Feasible parameters of the Euclidean 4-design (X,w) given in Theorem 1.6 (2) (ii) and
the intersection numbers of the coresponding coherent configuration.
n = (2k − 1)2 − 4,
|X1| = 2(2k + 1)(k − 1)3, |X2| = 2k3(2k − 3),
A(X1, X1) = { k−2k(2k−3) , − 12k−3}, A(X2, X2) = { 12k+1 ,− k+1(k−1)(2k+1)},
A(X1, X2) = { 1√n , − 1√n},
r1 = 1, w1 = 1, w2 =
(2k+1)2(k−1)4
(2k−3)2k4 r
−4
2 ,
Intersection matrices and Character tables of the association scheme for X1
B
(1)
1 =

 0 1 0k3(2k − 3) (k + 1)(k2 − k − 1)k (k − 1)k3
0 (k2 − k − 1)(k − 1)2 k3(k − 2)

,
B
(1)
2 =

 0 00 (k2 − k − 1)(k − 1)2
(k − 1)(2k − 3)(k2 − k − 1) (k − 2)(k − 1)(k2 − k − 1)
,
1
k3(k − 2)
(k − 1)(k − 2)(k2 − 2k − 2)

,
P1 =

 1 k3(2k − 3) (k − 1)(2k − 3)(k2 − k − 1)1 k2(k − 2) −1− k2(k − 2)
1 −k −1 + k

,
Q1 =

 1 (2k + 1)(2k − 3) 2(2k − 3)(k2 − k − 1)k1 (k−2)(2k+1)
k
−2(k2−k−1)
k
1 −2k − 1 2k

,
Intersection matrices and Character tables of the association scheme for X2
B
(2)
1 =

 0 1 0(2k + 1)(k2 − k − 1)k (k + 1)(k2 − 3)k (k + 1)(k2 − k − 1)k
0 (k + 1)(k − 1)3 (k2 − k − 1)k2

,
B
(2)
2 =

 0 0 10 (k + 1)(k − 1)3 (k2 − k − 1)k2
(2k + 1)(k − 1)3 (k − 1)3k (k − 2)(k − 1)(k2 − k − 1)


P2 =

 1 (2k + 1)(k2 − k − 1)k (k − 1)(2k3 − 3k2 + 1)1 k(k2 − k − 1) −(k − 1)(k2 − 1)
1 −k k − 1]])


Q2 =

 1 (2k + 1)(2k − 3) 2(k − 1)(2k + 1)(k2 − k − 1)1 2k − 3 −2k + 2
1 − (2k−3)(k+1)
k−1
2(k2−k−1)
k−1


pα0γ1,γ1 = k
3(2k − 3), pβ0γ1,γ1 = (2k + 1)(k − 1)3
30
pα1γ2,γ2 = (k
2 − k − 1)k2, pα1γ1,γ2 = (k − 1)2k2, pα1γ1,γ1 = (k2 − k − 1)k2
pα2γ2,γ2 = k
3(k − 2), pα2γ1,γ2 = (k − 1)k3, pα2γ1,γ1 = k3(k − 2)
pβ1γ1,γ2 = (k − 1)3k, pβ1γ2,γ2 = (k + 1)(k − 1)3, pβ1γ1,γ1 = (k + 1)(k − 1)3
pβ2γ1,γ2 = (k − 1)2k2, pβ2γ2,γ2 = (k2 − k − 1)(k − 1)2, pβ2γ1,γ1 = (k2 − k − 1)(k − 1)2,
p
γ1
γ2,β2
= (k − 1)2k2, pγ1α2,γ2 = (k2 − k − 1)(k − 1)2, pγ1γ1,β1 = (k + 1)(k2 − k − 1)k,
p
γ1
γ2,β1
= (k2 − k − 1)k2 , pγ1α1,γ1 = (k2 − k − 1)k2, pγ1α1,γ2 = (k − 1)2k2,
p
γ1
γ1,β2
= (k2 − k − 1)(k − 1)2, pγ1α2,γ1 = (k − 2)(k − 1)(k2 − k − 1),
p
γ2
γ2,β2
= (k2 − k − 1)(k − 1)2 , pγ2α2,γ2 = (k − 2)(k − 1)(k2 − k − 1),
p
γ2
γ1,β2
= (k − 1)2k2, pγ2γ1,β1 = (k2 − k − 1)k2, pγ2α1,γ2 = (k2 − k − 1)k2,
pγ2α2,γ1 = (k
2 − k − 1)(k − 1)2, pγ2γ2,β1 = (k + 1)(k2 − k − 1)k, pγ2α1,γ1 = (k − 1)2k2.
In above pca,b = p
c
b,a holds for any a, b, c ∈ {αi, βj, γk | i, j = 0, 1, 2, k = 1, 2}.
Sperical tight 4-design on Sn ⊂ Rn+1
If sperical tight 4-design Y ⊂ Sn ⊂ Rn+1 exists, then we must have n+ 4 = (2k − 1)2
with an integer k ≥ 2. Then A(Y ) = {−1−
√
n+4
n+3
, −1+
√
n+4
n+3
} = {− 1
2(k−1) ,
1
2k
}. Then Y has
the structure of an association scheme whose second eigen-matrix is given by
 Qn+1,0(1) Qn+1,1(1) Qn+1,2(1)Qn+1,0(− 12(k−1)) Qn+1,1(− 12(k−1)) Qn+1,2(− 12(k−1))
Qn+1,0(
1
2k
) Qn+1,1(
1
2k
) Qn+1,2(
1
2k
)


=

 1 4k
2 − 4k − 2 2(2k + 1)(2k − 3)k(k − 1)
1 −2k2−2k−1
k−1
(2k−3)k
k−1
1 2k
2−2k−1
k
− (2k+1)(k−1)
k

 .
This indicate that E1 induces the projection of the association scheme into the unit sphere
Sn ⊂ Rn+1. The character table of Y is given by
 1 2(2k + 1)(k − 1)3 2(2k − 3)k31 −(2k + 1)(k − 1)2 (2k − 3)k2
1 k − 1 −k

 .
Let u0 be a fixed point in Y . We may assume u0 = (0, 0, . . . , 0, 1). Let Y2 = {y ∈
Y | u0 · y = 12k} and Y1 = {y ∈ Y | u0 · y = − 12(k−1)}. |Y2| = 2(2k − 3)k3 and
|Y1| = 2(2k + 1)(k − 1)3.
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8 Appendix II
The feasible parameters of the Euclidean tight 4-design given in Theorem 1.8 and inter-
section numbers of the corresponding coherent configuration.
n = (6k − 3)2 − 3,
|X1| = (6k2 − 6k + 1)(36k2 − 36k + 7), |X2| = 3(36k2 − 36k + 7)(2k − 1)2,
A(X1, X1) =
{
18k2−27k+8
6(9k2−9k+1)(2k−1), − 18k
2−9k−1
6(9k2−9k+1)(2k−1)
}
,
A(X2, X2) ={
36k3−54k2+25k−4
2(6k2−6k+1)(18k2−18k+5), − 36k
3−54k2+25k−3
2(6k2−6k+1)(18k2−18k+5)
}
,
A(X1, X2) ={ √
36k2−36k+4
(36k2−36k+6)(36k2−36k+10),−
√
36k2−36k+10
(36k2−36k+6)(36k2−36k+4)
}
,
r1 = 1, r2 =
√
3(18k2−18k+5)(6k2−6k+1)
9k2−9k+1 ,
w1 = 1, w2 =
1
81(2k−1)4 .
Intersection matrices and the Character tables of the association scheme for X1
B
(1)
1 =

 0 16(−1 + 2k)(9k2 − 9k + 1)k 54k4 − 45k3 − 12k2 + 7k + 1
0 (3k − 2)(k − 1)(18k2 − 9k − 1)
,
0
(18k2 − 9k − 1)k(3k − 2)
k(3k − 1)(18k2 − 27k + 8)


B
(2)
1 =

 0 00 (3k − 2)(k − 1)(18k2 − 9k − 1)
6(k − 1)(−1 + 2k)(9k2 − 9k + 1) (18k2 − 27k + 8)(k − 1)(3k − 1)
1
k(3k − 1)(18k2 − 27k + 8)
54k4 − 171k3 + 177k2 − 64k + 5

,
P1 =

 1 6(−1 + 2k)(9k2 − 9k + 1)k 6(k − 1)(−1 + 2k)(9k2 − 9k + 1)1 −3k + 1 3k − 2
1 k(18k2 − 27k + 8) −(k − 1)(18k2 − 9k − 1)

,
Q1 =


1 6(36k2 − 36k + 7)(k − 1)k 36k2 − 36k + 6
1 − (3k−1)(k−1)(36k2−36k+7)
(−1+2k)(9k2−9k+1)
(18k2−27k+8)(6k2−6k+1)
(−1+2k)(9k2−9k+1)
1 k(3k−2)(36k
2−36k+7)
(−1+2k)(9k2−9k+1) − (18k
2−9k−1)(6k2−6k+1)
(−1+2k)(9k2−9k+1)

,
Intersection matrices and the Character tables of the association scheme for X2
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B
(1)
2 =

 0 12(6k2 − 6k + 1)(18k2 − 18k + 5) (9k2 − 9k + 1)(12k2 − 10k + 3)
0 (3k − 2)(36k3 − 54k2 + 25k − 3)
,
0
(3k − 2)(36k3 − 54k2 + 25k − 3)
(36k3 − 54k2 + 25k − 4)(3k − 1)

,
B
(2)
2 =

 0 10 (3k − 2)(36k3 − 54k2 + 25k − 3)
2(6k2 − 6k + 1)(18k2 − 18k + 5) (36k3 − 54k2 + 25k − 4)(3k − 1)
,
0
(36k3 − 54k2 + 25k − 4)(3k − 1)
(9k2 − 9k + 1)(12k2 − 14k + 5)

,
P2 =

 1 2(6k2 − 6k + 1)(18k2 − 18k + 5) 2(6k2 − 6k + 1)(18k2 − 18k + 5)1 −3k + 1 3k − 2
1 36k3 − 54k2 + 25k − 4 3− 36k3 + 54k2 − 25k

,
Q2 =


1 2(6k2 − 6k + 1)(36k2 − 36k + 7) 36k2 − 36k + 6
1 − (3k−1)(36k2−36k+7)
18k2−18k+5
3(36k3−54k2+25k−4)
18k2−18k+5
1 (3k−2)(36k
2−36k+7)
18k2−18k+5 −3(36k
3−54k2+25k−3)
18k2−18k+5

,
pα0γ1,γ1 = 3(18k
2 − 18k + 5)(2k − 1)2, pβ0γ1,γ1 = (6k2 − 6k + 1)(18k2 − 18k + 5),
pα1γ2,γ2 = (2k − 1)(54k3 − 72k2 + 15k + 4), pα1γ1,γ2 = (3k − 2)(2k − 1)(18k2 − 18k + 5),
pα1γ1,γ1 = (2k − 1)(3k − 1)(18k2 − 18k + 5),
pα2γ2,γ2 = (54k
3 − 90k2 + 33k − 1)(2k − 1), pα2γ1,γ2 = (2k − 1)(3k − 1)(18k2 − 18k + 5),
pα2γ1,γ1 = (3k − 2)(2k − 1)(18k2 − 18k + 5),
pβ1γ1,γ2 = (2k − 1)(3k − 2)(9k2 − 9k + 1), pβ1γ2,γ2 = (9k2 − 9k + 1)k(6k − 5),
pβ1γ1,γ1 = (3k − 1)(18k3 − 27k2 + 14k − 3),
pβ2γ1,γ2 = (3k − 1)(9k2 − 9k + 1)(2k − 1), pβ2γ2,γ2 = (9k2 − 9k + 1)(6k − 1)(k − 1),
pβ2γ1,γ1 = (3k − 2)(18k3 − 27k2 + 14k − 2),
p
γ1
γ2,β2
= 2(3k − 1)(9k2 − 9k + 1)(2k − 1), pγ1α2,γ2 = 2(3k − 1)(k − 1)(9k2 − 9k + 1),
p
γ1
γ1,β1
= 2(3k − 1)(18k3 − 27k2 + 14k − 3), pγ1γ2,β1 = 2(2k − 1)(3k − 2)(9k2 − 9k + 1),
pγ1α1,γ1 = 2k(3k − 1)(9k2 − 9k + 1), pγ1α1,γ2 = 2k(3k − 2)(9k2 − 9k + 1),
p
γ1
γ1,β2
= 2(3k − 2)(18k3 − 27k2 + 14k − 2), pγ1α2,γ1 = 2(k − 1)(9k2 − 9k + 1)(3k − 2),
p
γ2
γ2,β2
= (6k − 1)(k − 1)(18k2 − 18k + 5), pγ2α2,γ2 = (k − 1)(54k3 − 90k2 + 33k − 1),
p
γ2
γ1,β2
= (2k− 1)(3k− 1)(18k2− 18k+5), pγ2γ1,β1 = (3k− 2)(2k− 1)(18k2− 18k+5),
pγ2α1,γ2 = k(54k
3 − 72k2 + 15k + 4), pγ2α2,γ1 = (18k2 − 18k + 5)(3k − 1)(k − 1),
p
γ2
γ2,β1
= (6k − 5)k(18k2 − 18k + 5), pγ2α1,γ1 = (3k − 2)k(18k2 − 18k + 5).
In above pca,b = p
c
b,a holds for any a, b, c ∈ {αi, βj, γk | i, j = 0, 1, 2, k = 1, 2}.
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Intersection numbers of the coherent configuration attached to the Euclidean 4-design
supported by 2 concentric spheres satisfying N2 ≥ N1 ≥ n + 2.
A(X1, X1) = {α1, α2}, A(X2, X2) = {β1, β2}, A(X1, X2) = {γ1, γ2},
γ1γ2 = − 1n , α2 = − nα1−n+N1n((N1−1)α1+1) , β2 = −
nβ1−n+N1
n((N1−1)β1+1) .
pα0α1,α2 = p
α0
α2,α1
= pα0γ2,γ1 = p
α0
γ1,γ2
= 0, pα0α2,α2 = N1 − pα0α1,α1 − 1, pα0γ2,γ2 = N2 − pα0γ1,γ1,
pα0α1,α1 =
(N1−1)α2+1
(α2−α1) , p
α0
γ1,γ1
= N2
1+nγ21
.
p
β0
β1,β2
= pβ0β2,β1 = p
β0
γ2,γ1
= pβ0γ1,γ2 = 0, p
β0
β2,β2
= N2 − pβ0β1,β1 − 1, pβ0γ2,γ2 = N1 − pβ0γ1,γ1 ,
pβ0γ1,γ1 =
N1
nγ21+1
, pβ0β1,β1 =
(N2−1)β2+1
β2−β1 .
pα1α1,α2 = p
α1
α2,α1
=
n(1− α1)(N1α1 − α1 + 1)2(nα1 +N1 − n)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)2 ,
pα1α1,α1 =(
n(N1 − 1)(N1 − 2n− 1)α31 − 3n2α21 − 3nα1 + (N1 − n− 2)(N1 − n)
)
N1(
N1 − n+ 2nα1 + n(N1 − 1)α21
)2 ,
pα1α2,α2 =
nα1N1(N1α1 − α1 + 1)2(nα1 + 1)(
N1 − n + 2nα1 + n(N1 − 1)α21
)2 ,
pα1γ1,γ1 =
N2(nγ
2
1α1 + 1)
(γ21n+ 1)
2
, pα1γ2,γ2 =
(γ21n + α1)N2γ
2
1n
(γ21n+ 1)
2
, pα1γ1,γ2 = p
α1
γ2,γ1
=
(1− α1)nγ21N2
(γ21n + 1)
2
.
pα2α1,α2 = p
α2
α2,α1
=
N21α1(nα1 + 1)(N1 − n− 1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)2 ,
pα2α1,α1 =
N1(1− α1)(N1 − n− 1)(nα1 − n+N1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)2 ,
pα2α2,α2 =
(N1 − 1)α1 + 1(
N1 − n+ 2nα1 + n(N1 − 1)α21
)2(n2(N21 − 3N1 + 2)α31
+3n2(N1 − 2)α21 + 3n(2n−N1)α1 − 2n2 + 3nN1 −N21
)
,
pα2γ1,γ2 = p
α2
γ2,γ1
=
(nα1 + 1)γ
2
1N2N1
(γ21n + 1)
2(N1α1 − α1 + 1) ,
pα2γ1,γ1 =
−N2(−N1α1 +N1γ21 + nγ21α1 + α1 − γ21n− 1)
(γ21n+ 1)
2(N1α1 − α1 + 1) ,
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pα2γ2,γ2 =
N2γ
2
1(−N1 − nα1 + n+ n2α1N1γ21 − n2α1γ21 + γ21n2)
(γ21n+ 1)
2(N1α1 − α1 + 1) .
p
β1
β1,β2
= pβ1β2,β1 =
n(1− β1)(1 +N2β1 − β1)2(−n +N2 + nβ1)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)2
p
β1
β1,β1
=
N2(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)2(n(N2 − 1)(N2 − 2n− 1)β31
−3n2β21 − 3nβ1 + (N2 − n− 2)(N2 − n)
)
p
β1
β2,β2
=
N2nβ1(1 +N2β1 − β1)2(nβ1 + 1)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)2 , pβ1γ1,γ2 = pβ1γ2,γ1 = (1− β1)N1γ21n(γ21n + 1)2 ,
pβ1γ1,γ1 =
N1(γ
2
1nβ1 + 1)
(γ21n + 1)
2
, pβ1γ2,γ2 =
N1γ
2
1n(β1 + γ
2
1n)
(γ21n + 1)
2
.
p
β2
β1,β2
= pβ2β2,β1 =
N22β1(nβ1 + 1)(N2 − n− 1)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)2 ,
p
β2
β1,β1
=
(−1 + β1)(n−N2 + 1)(−n+N2 + nβ1)N2(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)2 ,
p
β2
β2,β2
=
(1 +N2β1 − β1)(
N2 − n + 2nβ1 + n(N2 − 1)β21
)2(n2(N22 − 3N2 + 2)β31 + 3n2β21(N2 − 2)
−3n(N2 − 2n)β1 − 2n2 + 3N2n−N22
)
,
pβ2γ1,γ2 = p
β2
γ2,γ1
=
(nβ1 + 1)γ
2
1N1N2
(γ21n + 1)
2(1 +N2β1 − β1) ,
pβ2γ1,γ1 =
((n−N2 − nβ1)γ21 +N2β1 + 1− β1)N1
(γ21n+ 1)
2(1 +N2β1 − β1) ,
pβ2γ2,γ2 =
((n2β1N2 − n2β1 + n2)γ21 − nβ1 + n−N2)N1γ21
(γ21n+ 1)
2(1 +N2β1 − β1) .
p
γ1
γ2,β2
=
N2γ
2
1n(1 +N2β1 − β1)(nβ1 + 1)(
N2 − n + 2nβ1 + n(N2 − 1)β21
)
(γ21n + 1)
,
pγ1α2,γ2 =
N1γ
2
1n(N1α1 − α1 + 1)(nα1 + 1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
,
p
γ1
γ1,β1
=
(γ21nβ1 + 1)(N2 − n− 1)N2(
N2 − n + 2nβ1 + n(N2 − 1)β21
)
(γ21n + 1)
,
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p
γ1
γ2,β1
=
N2γ
2
1n(1− β1)(N2 − n− 1)(
N2 − n + 2nβ1 + n(N2 − 1)β21
)
(γ21n + 1)
,
pγ1α1,γ1 =
N1(nγ
2
1α1 + 1)(N1 − n− 1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
,
pγ1α1,γ2 =
N1γ
2
1n(1− α1)(N1 − n− 1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
,
p
γ1
γ1,β2
=
n(1 +N2β1 − β1)((n− nβ1 −N2)γ21 +N2β1 + 1− β1)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)
(γ21n+ 1)
,
pγ1α2,γ1 =
n(N1α1 − α1 + 1)(N1α1 − α1 + 1 + (n−N1 − nα1)γ21)(
N1 − n + 2nα1 + n(N1 − 1)α21
)
(γ21n + 1)
.
p
γ2
γ2,β2
=
(1 +N2β1 − β1)((n2β1N2 − n2β1 + n2)γ21 − nβ1 + n−N2)(
N2 − n + 2nβ1 + n(N2 − 1)β21
)
(γ21n+ 1)
,
pγ2α2,γ2 =
(N1α1 − α1 + 1)(−N1 − nα1 + n+ (n2α1N1 − n2α1 + n2)γ21)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n + 1)
,
p
γ2
γ1,β2
=
(1 +N2β1 − β1)(nβ1 + 1)N2(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)
(γ21n+ 1)
,
p
γ2
γ1,β1
=
N2(−1 + β1)(n−N2 + 1)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)
(γ21n+ 1)
,
pγ2α1,γ2 =
(γ21n+ α1)(N1 − n− 1)N1(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
,
pγ2α2,γ1 =
N1(N1α1 − α1 + 1)(nα1 + 1)(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
,
p
γ2
γ2,β1
=
N2(N2 − n− 1)(β1 + γ21n)(
N2 − n+ 2nβ1 + n(N2 − 1)β21
)
(γ21n+ 1)
,
pγ2α1,γ1 =
(1− α1)(N1 − n− 1)N1(
N1 − n+ 2nα1 + n(N1 − 1)α21
)
(γ21n+ 1)
.
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