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Abstract
We propose a new method to detect when
users express the intent to leave a service, also
known as churn. While previous work focuses
solely on social media, we show that this intent
can be detected in chatbot conversations. As
companies increasingly rely on chatbots, they
need an overview of potentially churny users.
To this end, we crowdsource and publish a
dataset of churn intent expressions in chatbot
interactions in German and English. We show
that classifiers trained on social media data can
detect the same intent in the context of chat-
bots.
We introduce a classification architecture that
outperforms existing work on churn intent de-
tection in social media. Moreover, we show
that, using bilingual word embeddings, a sys-
tem trained on combined English and German
data outperforms monolingual approaches. As
the only existing dataset is in English, we
crowdsource and publish a novel dataset of
German tweets. We thus underline the uni-
versal aspect of the problem, as examples of
churn intent in English help us identify churn
in German tweets and chatbot conversations.
1 Introduction
Identifying customers who intend to terminate
their relation with a company is commonly known
as churn detection. This is very important for
companies if we consider that attracting new cus-
tomers is a time and cost-intensive task. There-
fore, it is often preferable for companies to focus
on the existing customers in order to prevent los-
ing them instead of trying to acquire new ones.
Traditionally, churn detection is based on track-
ing the user behavior and correlating it with the
decision to churn. The analysis of the user be-
havior typically includes metadata such as the sub-
scription information, network usage or customer
transactions (Qian et al., 2007; Dave et al., 2013).
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Figure 1: Overview of Overall Pipeline.
The behavior-based techniques thus require a sig-
nificant amount of data that are not easily avail-
able. In addition, there is a cold start problem with
novel systems which may not have access to the
background required for this type of analysis.
The current trend for detecting churn intent is
to focus on textual user statements. This intent is
sufficient evidence for the likely following churn
decision of a user. Moreover, it is an action-
able insight, as it allows companies to allocate re-
sources to prevent the likely customer churn de-
cision. Textual churn detection is only based on
the current interaction between the user and the
service provider. As a result, no a priori knowl-
edge of the customer background is needed, thus
bypassing the cold start problem.
A text-based analysis of the intent to churn is
even more relevant today in the context of the
chatbot explosion (Hill et al., 2015; Fadhil and
Gabrielli, 2017; Xu et al., 2017; Argal et al.,
2018). Chatbots are becoming one of the main
means of textual communication with the evolu-
tion of automation processes.
This chatbot explosion aims at converting the
usual human-to-human interaction into a human-
to-machine one, which however comes at a high
cost. Concretely, companies have no longer a full
grasp on their users’ level of discontent, since the
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customer contact is handled by chatbots. Adding a
churn detection functionality to bots allows com-
panies to spot cases where the discontent reaches
a high level, and the user expresses an intent to
churn. This, in turn, becomes an actionable in-
sight, as the bot can decide if human intervention
is needed and route the conversation to a human
agent.
Churn detection is hard, as it requires dis-
criminating between the intent to switch to and
switch from a service. For instance in the tweet
”@MARKE das klingt gut zu den genannten Kon-
ditionen wu¨rde ich dann doch gern wechseln :)”
which translates as ”@BRAND the conditions
sound good to me. I would like to switch :)”, the
intention is not churny for the brand this tweet
is addressed to. However in ”@MARKE Inter-
net langsamer als gedrosseltes. bin deshalb zu
eurer konkurrenz gewechselt” which translates as
”@BRAND Internet slower than throttled. So
I switched to your competitor” the intention is
churny.
In this paper, we claim that (i) we can transfer
knowledge about churn intent detection from so-
cial media to chatbot conversations and (ii) churn
intent detection can work in a multilingual way for
both social media and chatbot conversations. We
visualize the approach we adopt in Fig. 1.
We start by creating churn intent detectors, that
are based on a neural architecture, that exploits
convolutional, recurrent and attention layers. We
compare the performance of our model with the
existing state-of-the-art for churn detection in En-
glish microblogs (Mourad Gridach, 2017) and val-
idate that our classifier achieves top-notch perfor-
mance in this task.
We also contribute by providing datasets in En-
glish and German for churn detection to the re-
search community. First, we collect and anno-
tate a dataset with German tweets that refer to
any German telecommunication brand (e.g., Voda-
fone and O2). This dataset complements the al-
ready existing microblog based dataset released
from Hadi Amiri (2015). Secondly, we create our
own chatbot platform which helps us in building
and annotating the first datasets in German and
English for chatbot conversations. We later use
these datasets as evaluation sets in order to prove
our claim that we can successfully transfer knowl-
edge from data extracted from social media to
chatbot conversations.
In addition, we contribute by showing that
expressions of churn intent are language-
independent. The intuition is that if we train a
classifier to detect churny intents in a language,
this knowledge can help identify churn intents
in a second language. To make the computation
lighter, we do not use translation but rely on mul-
tilingual embeddings. Multilingual embeddings
extend monolingual ones with the objective of
mapping similar words from different languages
closely together in a unified space.
We perform experiments and show that models
trained on data coming from both languages are
more accurate than language-specific ones. This
is true for both the social media and the chatbot
corpora. As a result, we demonstrate not only that
churn intent models generalize across media, but
also across languages. Our findings have a ma-
jor implication. Concretely, we prove that know-
ing how a customer, writing in English, expresses
discontent with a telecommunications company in
the US helps the system detect the churn intent
in simulated chatbot conversations written in Ger-
man about a German operator.
We summarize our contributions as follows:
• we present a neural-based model that achieve
state-of-the-art model results for churn detec-
tion (Section 3.1).
• we create a first multilingual approach for
churn intent detection using multilingual em-
beddings (Section 3.2).
• we show that churn detection patterns can
be learned from social media content and
successfully applied to chatbot conversations
(Section 3.3).
• we publish a novel dataset for churn detection
in German tweets (Section 4.2).
• and finally, we create the first German and
English datasets for churn intent detection in
chatbot conversations (Section 4.3).
The paper continues with an outline of related
work in Section 2. Section 3 describes our text
classifier and our approach for multilingual word
embeddings. The dataset construction is detailed
in Section 4. We describe our experiments in Sec-
tion 5 and finally conclude in Section 6.
2 Related Work
This work is an intersection of (i) churn detection
in social media, (ii) multilingual churn detection
and (iii) churn detection in chatbots Therefore we
present the related work for each domain sepa-
rately. As there are no direct applications of multi-
lingual embeddings and knowledge transfer from
social media to churn detection in chatbot conver-
sations, we include other applications that inspired
our work.
2.1 Churn in Social Media
The first approach of performing churn detection
relies on user metadata. Metadata are information
about the customer activity for a particular ser-
vice. Qian et al. (2007) propose a method based
on customer transactions over time to detect churn
whereas Dave et al. (2013) focus on user’s session
duration. Such techniques have proven to be effi-
cient but rely on the fact that we possess a large
amount of data regarding the user behavior, a fact
which is rarely true.
The second approach focuses on textual in-
teractions such as in social media. Here, no a
priori knowledge of the customer actions is re-
quired since churn detection is solely based on
textual interactions between the user and the com-
pany. Hadi Amiri (2015) distributed a labeled En-
glish dataset of tweets (hereafter denoted as ENT )
about telecommunication brands and provided a
baseline for churn detection in social media.
Hadi Amiri (2016); Mourad Gridach (2017)
worked on ENT . Hadi Amiri (2016) focused on
the extraction of additional features from tweets.
They gathered information about the context of
the tweet (e.g. number of replies). This contex-
tual information was passed through a pre-trained
RNN to generate new features and improve clas-
sification performance. Unfortunately, this tech-
nique depends on the availability of additional data
which is not always present and therefore does
not scale well. On the contrary, Mourad Gri-
dach (2017) focused only on tweets and achieved
the best-known performance on textual churn de-
tection. They did so by performing text classi-
fication using a Convolutional Neural Networks
(CNN) (Lecun and Y., 1995) enriched with rule-
based features. Even though this approach has
proven to improve the score significantly, it di-
rectly limits the model to English applications.
2.2 Transfer from Social Media to Chatbots
Previous work on churn intent detection is cen-
tered on social media while chatbots are slowly re-
placing human-to-human interaction and becom-
ing the main way of communication between cus-
tomers and brands. Due to the novel aspect of the
topic, there are no publicly available datasets re-
lated to churn detection in chatbot conversations,
and therefore no previous work on that field ex-
ists. Lee et al. (2018) propose multiple sentiment-
based reply models for chatbot conversation. They
trained their models on a Twitter sentiment anal-
ysis corpus (Pak and Paroubek, 2010) which is
composed of 15M data points with labeled sen-
timent. However, to the best of our knowledge,
there is no work that uses churn detection in the
context of chatbot conversations.
2.3 Multilingual Aspect
Multilingual word embeddings have been applied
in the context of tasks like Cross-Lingual Doc-
ument Classification (CLDC) as in (Klementiev
et al., 2012). The authors evaluate the quality of
multilingual embeddings they induced using par-
allel data to classify unlabeled documents in a tar-
get language using only labeled documents in a
source language. However, a comparison between
the performance using monolingual versus mul-
tilingual data is missing. We try to address this
problem in our research.
Other downstream tasks which benefited from
multilingual embeddings include Cross Language
Sentiment Classification (CLSC) as in (Hui-
wei Zhou and Huang, 2015). They train the bilin-
gual embeddings jointly using the task data and
its translation and show that the multilingual ap-
proach outperforms the monolingual experiments.
This gain in performance encouraged us to try this
approach to churn detection. To the best of our
knowledge, there is no prior work leveraging mul-
tilingual embeddings for this task.
3 Methodology
Social media includes a wide range of platforms,
however, we choose to use Twitter. We do so
for the following reasons. First, we would like to
take advantage of the free and widely used Twit-
ter API. Secondly, we would like to compile and
annotate a German dataset for churn detection in
order to complement the already existing dataset
of Hadi Amiri (2015). Twitter helps to this end
with its flexible policy for data distribution which
allows us to release our novel dataset effortlessly.
Churn intent detection can be seen as a classifi-
cation task where the input is a text, and the output
is one of two classes (churn and non churn). Here,
we adapt a new architecture, tailored to the nature
of tweets (e.g., short text length) and also low data
availability.
In addition, the churn intent detection problem
is not tied to a single language or domain of appli-
cation. We analyze the synergies between churn
intents in multiple languages and how multilin-
gual embeddings can help us solve the problem at
hand. For chatbot applications, the intuition is that
a model trained on the social media domain might
be helpful in finding churn expressions in the con-
text of chatbots.
3.1 Text Classification Architecture
Our churn detection architecture is a text classi-
fier based on cascaded collaborative layers where
different feature extractors and aggregators com-
plement each other. More precisely, we employ a
combination of a CNN and a bidirectional Gated
Recurrent Unit (BiGRU) to make use of both spa-
tial and temporal dependencies in the data (Sainath
et al., 2015; Chen et al., 2017). On top of that,
an attention mechanism (Bahdanau et al., 2014) is
employed in order to recognize which BiGRU out-
puts have higher weights of importance.
While CNN acts as n-grams feature extractors,
GRU cells are used to take word order into con-
sideration. This is crucially important as the word
order can play an important role to understand the
context and detect something as churny or non-
churny. We use GRU since it is a lightweight and
more computationally efficient version of Long
Short-Term Memory (LSTM) networks that pre-
serves a comparable performance without using a
memory unit (Chung et al., 2014). BiGRU is used
instead of unidirectional GRU to preserve infor-
mation from the past and future.
The overall view of the architecture is depicted
in Fig. 2. Each sentence can be represented as an
n×m input matrix, where n is the maximum num-
ber of words over all sentences (padding is per-
formed to the length of the longest tweet) and m
is the number of features (i.e., dimensionality of
word embeddings). We apply dropout directly to
the embedding matrix to reduce overfitting. For
each sentence matrix, we apply f convolution fil-
ters of kernel size k which result in f vectors of
size n−k+1. We then feed the extracted features
to a BiGRU which traverses the sentence in both
the forward and backward directions. In the end,
we apply a softmax activation function to get the
final prediction.
3.2 Multilingual Churn Intent Detection
We introduce the task of cross-lingual churn de-
tection by aiming at detecting churn in any lan-
guage. More specifically, we train and test one
single robust model by concatenating data com-
ing from English and German using multilingual
embeddings. We rely on the assumption that us-
ing multilingual embeddings — as a mechanism to
represent words coming from different languages
into the same low dimensional vector space —
can capture the semantic and syntactic similari-
ties between the languages which help with trans-
fer learning between them. In a sense, languages
which are resource rich in churn detection can help
those which lack the features needed to build a
strong classifier by their own. Our aim with this
multilingual approach is to bridge the gap between
English and German and improve the performance
of German for which data is not as strongly la-
beled.
We build our multilingual embeddings which
map words from different languages into one joint
vector space by learning translation of embed-
dings in the source space into the target space.
We set German as the source space and English
as the target space. We then learn the transfor-
mation matrix that aligns German to English. In
other words, this approach fine-tunes German em-
beddings by applying a linear transformation that
maps them into the English space. Due to the pres-
ence of compound words and high availability of
training data, the embedding space for English al-
lows for a richer representation of the semantics
of individual words. The availability of multiple
bilingual dictionaries, where English is one of the
languages, motivates us to choose English as a tar-
get language.
For that purpose, we adopt an offline approach
to guarantee a fair comparison between monolin-
gual and multilingual churn detection. We do so
to show clearly the added value of the multilin-
gual approach where both monolingual and multi-
lingual embeddings are initially trained using the
same monolingual constraints.
According to Smith et al. (2017), this transfor-
mation matrix can be learned analytically using
the product of the left and right singular vectors
obtained from SVD of the product of the source
and target dictionary vectors XD and YD. Con-
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Figure 2: Architecture of CNN-GRU with Attention.
cretely, WDE→EN = U · V such that XD · YD =
U ·Σ·V which was proven to have the same quality
as those obtained via iterative optimization. The
product of U and V is the closed form solution
that optimizes the transformation from the source
to the target spaces Smith et al. (2017).
3.3 Transfer from Social Media to Chatbots
We make the assumption that tweets and chatbot
conversations are similar to a certain extent. Even
if the language is mostly different, we believe that
the parts that are relevant to churn detection stay
the same. In other words, if a model trained on
tweets gives promising results on chatbot conver-
sations, then it confirms that there is an underlying
churn intent pattern that can be generalized across
mediums. Still, differences exist between the
way costumers express themselves through social
media and chatbot conversations. Social media,
and especially Twitter, tend to carry specific struc-
tures that might prevent our model from detecting
churn in chatbot conversations. To this end, we
work towards removing domain specific features
of the text in order to be able to transfer knowl-
edge from Twitter to chatbots successfully. There-
fore, we first remove patterns such as RT, # and @
that are Twitter-specific. Moreover, users usually
start their message with the mention of the brand
such as ”@X I want to switch to @Y!” where X
is the targeted brand and Y any potential competi-
tor. However, this is rarely true for chatbot con-
versations. We can generalize these examples by
removing the mention of the source brand to ob-
tain ”I want to switch to @Y!” where the targeted
brand is implicitly known and therefore is more
likely to represent a typical chatbot entry.
4 Churn Intent Datasets
In this work, we use pairs of datasets from two dif-
ferent languages (English and German) with the
certainty that churn detection is a universal prob-
lem and therefore does not depend on the lan-
Twitter English Data (ENT )
brand churn non churn
Verizon 447 1543
AT&T 402 1389
T-Mobile 95 978
Table 1: Distribution of English tweets along the dif-
ferent brands.
guage. Each pair is composed of a Twitter and
a chatbot conversations dataset denoted as LangT
and LangC respectively. Lang is a 2-letter abbre-
viation of the source language. As a result, we
discuss the creation of 4 different datasets, namely
ENT , ENC , DET and DEC 1.
4.1 English Twitter Dataset (ENT )
The dataset is introduced by Hadi Amiri (2015)
and is composed of English tweets that show men-
tions of Verizon, AT&T, and T-Mobile (telecom-
munication brands). Each tweet is associated with
a source brand (name of the company that is tar-
geted by the tweet) and a label (1 or 0 whether
the content is churny or not). Table 1 tabulates the
exact distribution of the data as a function of the
source brand where churn is the number of churny
tweets associated to the brand and non churn the
number of non-churny ones. Overall, the dataset
contains 43392 labeled tweets and is highly im-
balanced regarding the distribution of churny/non-
churny tweets.
4.2 German Twitter Dataset (DET )
Since there is no existing dataset for churn detec-
tion except for English, we create a novel German
dataset. As a first step, we crawl all mentions on
Twitter of multiple telecommunication brands that
are active in German-speaking countries for a pe-
riod of six months. The result is a large Twitter
1The created datasets are publicly available at https:
//github.com/swisscom/churn-intent-DE
2We only keep those with annotation confidence above
0.7 as in (Hadi Amiri, 2015).
Filters
DE Translation EN
zur konkurrenz to the competitor
tschu¨ss goodbye
vertrag beende end contract
anbieter wechs change provider
zuru¨ckkommen zu return to
verlassen quit
wechseln switch to
Table 2: Non-exhaustive list of word filters used to
detect potential churny tweets in German.
dataset, DETFULL , containing more than 160000
tweets. However, labeling such a large corpus
is extremely time intensive and would result in
a waste of resources since the density of churny
tweets is extremely low. A solution to reduce the
size of DETFULL is to apply filters composed of
predefined keywords to isolate potential churny
tweets and generate a sub-dataset of candidates,
DETFILTER , as depicted in Fig. 3. Those key-
words are manually selected and are assumed to
be linked with or carry churny content. A non-
exhaustive list of used keywords is displayed in
Table 2.
Churn
Non Churn
Churn
Non Churn
Filtered (                  )
Chatbot  
Conversations 
Twitter Dataset (                )
DET FILTER
DET 
DET BOOT
DET FULL
Figure 3: Creation of DET and transition to chatbots.
The resulting subset, DETFILTER , is given to
annotation through a platform specifically created
for this purpose. All tweets are annotated by
at least two annotators. We keep in our dataset
only the entries where both annotators agree on
the label. We train the first version of our model
with the newly labeled subset and then apply it
to our initial dataset DETFULL . By selecting only
predictions with high confidence, we can gener-
ate an additional subset, DETBOOT , of potential
churny tweets. This new subset has the advantage
of not being biased by the predefined filter key-
words as opposed to DETFILTER . Therefore, we
Twitter German Data (DET )
brand churn non churn
O2 247 905
Vodafone 203 1061
Telekom 121 1397
Others 40 365
Table 3: Distribution of German tweets along the dif-
ferent brands.
can reduce the overall bias of our dataset by label-
ing DETBOOT and concatenating it to DETFILTER .
The final result is German Twitter dataset as
DET = DETFILTER + DETBOOT .
The complete distribution of the labels of DET
is displayed in Table 3 for comparison purposes
with ENT . Here, three main companies emerged
from our dataset, namely O2, Vodafone and
Telekom (all other brands are grouped in the table
as Others). It is interesting to note that the size and
distribution of the labels of the German dataset is
comparable to the English one which allows fair
performance comparison across languages.
4.3 Chatbot Conversations (ENC + DEC)
Our ultimate goal is to detect churn intent in chat-
bot conversations. However, no English nor Ger-
man labeled chatbot conversations are available
for this purpose. To overcome this problem, we
create our own chatbot platform to gather data and
build our German (DEC) and English (ENC) chat-
bot conversations. Our platform consists of a basic
interface where the user can enter text that is pro-
cessed by the chatbot as depicted in Fig. 4.
Figure 4: Annotation process using our platform.
We want the user to enter customer service re-
lated examples and their ground truth (churn or
non-churn) to create our dataset. However, creat-
ing and labeling data is a tedious task for the user
Chatbot Conversation Data
Lang churn non churn
EN 119 188
DE 116 218
Table 4: Distribution of labels in chatbot conversations
for both languages (EN/DE).
and might lower the quality of our text-label pairs.
Therefore, we choose to present the chatbot inter-
face as a game to make it more user-friendly.
Firstly, the user is asked to enter a sentence that
is either churny or non churny. Then, the chat-
bot predicts the output using a model trained on
social media and informs the user about the pre-
diction. Finally, the user can approve or disap-
prove the prediction of the chatbot using buttons.
In both cases, we get the ground truth of the text
and are able of expanding our database and even
giving feedback to the user accordingly. A second
annotator is then responsible for double-checking
the labeled data coming from the chatbot. We
keep only the data points where the two annota-
tors agree. Note that we append the results to the
databases (ENC + DEC) as a function of the de-
tected language of the input text.
We end up with two novel datasets for churn de-
tection in chatbot conversations. Table 4 presents
the distribution of the labels in both languages.
The two columns indicate the number of churny
and non-churny examples in each dataset respec-
tively.
5 Evaluation
For textual churn detection, we design and report
on the performance of three experiments:
• Training on ENT and testing on ENT using
English monolingual embeddings.
• Training on DET and testing on DET using
German monolingual embeddings.
• Training on (EN+DE)T and testing on ENT
and DET using multilingual embeddings.
For all experiments, a consistent model with
the same hyper-parameters is used to ensure a fair
comparison. We employ 256 filters with a kernel
size of 2 for the convolutional layer. In addition,
we set the number of GRU units to 128 and apply
a dropout with a rate of 0.3. Finally, we use the
Adam optimizer with its default parameters. To al-
low a fair comparison, 10-fold cross validation is
used as in (Hadi Amiri, 2015). This ensures that
the results are less affected by the train/test split
and all models are trained until convergence for
each fold. In the end, the mean and standard de-
viation of macro precision, recall and F1-score are
computed over the maximum of each fold. We
execute all experiments 20 times, test them under
statistical dependence and reject with a threshold
of α = 5%.
For chatbot conversations, we directly evaluate
the best model trained on datasets from social me-
dia on chatbot conversation data. We report the
performance for the following three experiments
in Section 5.3:
• Best model trained on ENT and tested on
ENC using English embeddings.
• Best model trained on DET and tested on
DEC using German embeddings.
• Best model trained on (EN+DE)T and tested
on ENC and DEC using multilingual embed-
dings.
5.1 Embeddings and Data Augmentation
We use pre-trained 300-dimensional word embed-
dings for English and German from fastText (Pi-
otr Bojanowski and Mikolov, 2017). The same
distributional vectors used in monolingual exper-
iments are employed in building multilingual em-
beddings. We learn the alignment based on a train
part of a ground truth bilingual dictionary consist-
ing of 5000 German-English pairs (Conneau et al.,
2017). We then apply dimensionality reduction on
top of SVD by deleting the last few rows corre-
sponding to a value threshold of 1 in the diagonal
vector. The threshold value is chosen to maximize
the performance on the test part of the bilingual
dictionary pairs used for learning the alignment
from DE to EN .
We also replace all brands with either ”tar-
get” or ”competitor” to improve vocabulary cov-
erage. ”Target” refers to the brand concerned by
the churny content and ”competitor” to all other
brands mentioned in the text. Finally, it is im-
portant to notice that if a tweet is churny for a
specific brand, it is not churny for the other cited
brands. For example, ”@X I want switch to @Y!”
is churny for brand X but not for Y. We can, there-
fore, generate more examples where Y is replaced
as ”target”. We use this procedure for each fold to
augment the training set.
Twitter Data
Model Train Test F1-Score (%) Precision (%) Recall (%)
Churn teacher ENT ENT 83.85 82.56 85.18
CNN-GRU-Att ENT ENT 84.23± 3.14 87.70± 3.21 81.22± 4.08
CNN-GRU-Att (EN+DE)T ENT 85.88± 2.36 85.85± 2.49 85.94± 2.56
CNN-GRU-Att DET DET 66.69± 3.30 63.90± 5.80 70.44± 5.32
CNN-GRU-Att (EN+DE)T DET 78.09± 2.43 78.62± 2.05 77.72± 3.09
Table 5: Performance comparison of our model on English against the current state-of-the-art (Mourad Gridach,
2017). EN and DE are scores for language dependent models using monolingual embeddings, whereas EN+DE is
for system trained on both languages at the same time using multilingual word embeddings. The indices T stands
for Twitter.
Chatbot conversations
Model Train Test F1-Score (%) Precision (%) Recall (%)
CNN-GRU-Att ENT ENC 82.10 78.99 85.45
CNN-GRU-Att (EN+DE)T ENC 84.43 84.75 84.18
CNN-GRU-Att DET DEC 74.25 74.14 74.32
CNN-GRU-Att (EN+DE)T DEC 73.58 73.45 73.72
Table 6: Results on chatbot conversations. EN and DE are scores for language dependent models using mono-
lingual embeddings. EN+DE are for system trained on both languages at the same time using multilingual word
embeddings. We distinguish Twitter from chatbot dataset using respectively the indices T and C.
5.2 Social Media Results
Table 5 contains the results for churn detection
in social media. The first row shows the results
for training and testing on ENT data which al-
lows us to compare our score to state-of-the-art
results. We outperform the previous performance
from Mourad Gridach (2017) and reach 85.88%
using multilingual word embeddings. Note that
the standard deviation over the 10-fold cross vali-
dation is not provided by Mourad Gridach (2017).
However, an increase of 2.03% of the mean still
represents an important improvement over the
state-of-the-art. As a result, we prove that our
novel architecture provides an efficient way to de-
tect churn in social media.
We notice a significant improvement in the per-
formance of Twitter data when both English and
German tweets are aggregated and used for train-
ing with multilingual embeddings. The advan-
tage of our multilingual model is promising es-
pecially for German with an increase of 7.8% in
F1-score. English also benefits with a slight in-
crease of 1.65%. The better quality of the English
word embeddings makes it easier for our model to
identify the churn patterns, compared to German.
This explains the gap between the gain in perfor-
mance for German compared to English, although
we used two corpora comparable in size for both
languages.
To gain more insights into why the multilin-
gual approach improves the test performance in
German, it is worth reconsidering the example in-
troduced earlier: ”@MARKE das klingt gut zu
den genannten Konditionen wu¨rde ich dann doch
gern wechseln :)”. This example is predicted as
churny using German monolingual model, while it
is not churny according to the multilingual model.
This can be explained by the fact that the Ger-
man model could only rely on the presence of
switch keyword, while the multilingual approach
can learn more complex patterns that are present
in both languages. There is a similar example in
English: ”I want to switch to @BRAND already”
that portrays more or less the same pattern.
5.3 Chatbot Results
Table 6 shows that for chatbot conversations we
obtain results comparable to Twitter. This proves
that our model is able of capturing the structure of
the churny tweets in both languages and general-
ize it to other applications (e.g., chatbot conversa-
tions).
Moreover, we observe that the performance
of churn detection in English chatbot conversa-
tions also benefits from the multilingual approach.
Concretely, the model trained on (EN+DE)T and
tested on ENC outperforms its monolingual coun-
terpart trained on ENT and tested on ENC with an
increase 2.34% in F1-score. On the other hand,
performance for German exhibits a marginal drop
compared to its monolingual counterpart. This can
be due to the small number of conversation exam-
ples and their lack of variability which makes them
more similar in structure to the training tweets.
Therefore, even a monolingual model would work
well in this case.
A final observation is that the recall is usually
higher than the precision on chatbot conversations.
This is noteworthy in our application since it is
more important to reduce the number of false neg-
ative in churn prediction. Indeed, it is better for
companies to falsely detect churn intent (in case
of false positives) than missing actual customers
(in case of false negatives).
6 Conclusion
Preventing customers from leaving a service is an
essential topic for companies, as acquiring new
customers is a time and cost-intensive procedure.
While previous work solely focuses on user behav-
ior over time or social media, here, we propose a
novel approach for churn intent detection in chat-
bot conversations.
In this paper, we work towards multilingual
churn intent detection in chatbot conversation with
knowledge transfer from Twitter datasets. First,
we release a novel dataset of German tweets for
churn intent detection to complement the exist-
ing English one. Moreover, we create and dis-
tribute a dataset for churn intent detection in chat-
bot conversations for both English and German.
We present a model based on a neural architec-
ture that outruns the state-of-the-art performance
on churn intent detection in social media.
Our experiments show that our model can gen-
eralize churn intent patterns learned from social
media and successfully apply them to chatbot con-
versations, proving that we can transfer churn de-
tection knowledge from Twitter to chatbots. In
addition, we prove that our model, trained using
multilingual word embeddings, surpasses mono-
lingual approaches. This result highlights the
universal facet of the problem, as examples of
churn intent in English help us in identifying churn
about German telecommunication brands in Ger-
man tweets and chatbot conversations.
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