Abstract. In this paper we are concerned with plane wave discontinuous Galerkin (PWDG) methods for Helmholtz equation and time-harmonic Maxwell equations in three-dimensional anisotropic media, for which the coefficients of the equations are matrices instead of numbers. We first define novel plane wave basis functions based on rigorous choices of scaling transformations and coordinate transformations. Then we derive the error estimates of the resulting approximate solutions with respect to the condition number of the coefficient matrices, under a new assumption on the shape regularity of polyhedral meshes. Numerical results verify the validity of the theoretical results, and indicate that the approximate solutions generated by the proposed PWDG method possess high accuracies.
1. Introduction. The plane wave method, which is based on the Trefftz approximation space made of plane wave basis functions, was first introduced to discretization of homogeneous Helmholtz equation and was then extended to discretization of homogeneous timeharmonic Maxwell's equations and elastic wave equations. Various examples of the plane wave methods has been systematically surveyed in [10] , for example, the ultra weak variational formulation (UWVF) [1-3, 15, 16] , the plane wave discontinuous Galerkin (PWDG) method [5] [6] [7] [8] [9] [10] [11] , the plane wave least-squares (PWLS) method [12, 13, 19, 20, 24] . The plane wave least-squares combined with local spectral finite element (PWLS-LSFE) method was recently proposed in [14] for nonhomogeneous Helmholtz equation and time-harmonic Maxwell equations. The plane wave method has an important advantage over Lagrange finite elements for discretization of the Helmholtz equation and time-harmonic Maxwell equations [6, 10, 15] : to achieve the same accuracy, relatively smaller degrees of freedom are enough in the plane wave-type methods owing to the particular choice of the basis functions that (may approximately) satisfy the considered PDE without boundary conditions.
In [16] the UWVF method was first extended to discretization of homogeneous Maxwell's equations in anisotropic media. The studies in [16] were devoted to approximating the Robin-type trace of the electric and magnetic fields in an anisotropic medium, and focus on the numerical tests and convergence analysis in TM mode scattering, which can result in a Helmholtz equation in two dimensions with an anisotropic coefficient.
It was pointed out in [16, p.351 ] that, for three-dimensional anisotropic time-harmonic Maxwell's system, almost all theoretical questions related to the 3D UWVF approach to anisotropic media are still open: in particular, the revelent approximation properties of sums of anisotropic plane waves are not known . Recently, the PWDG method was applied to discretization of three-dimensional anisotropic time-harmonic Maxwell's equations with diagonal matrix coefficients [23] , in which rough error estimates of the resulting approximate solutions were derived.
In this paper, we study the PWDG method for three-dimensional Helmholtz equation and time-harmonic Maxwell equations in more general anisotropic media, where the coefficient of the equations is a positive definite matrix instead of diagonal matrix. In order to deal with such complicated models and build better convergence results, we have to carefully define plane wave basis functions by rigorous choices of the scaling transformations and the coordinate transformations. Besides, we propose a new assumption on the triangulation: the transformed triangulationTˆh rather than the physical triangulation T h is shape regular. Own to such an assumption, we can verify that the defined transformations have the desired stability estimates on the condition number of the anisotropic coefficient matrix, and further prove that the resulting approximate solutions have the desired convergence order with respect to the condition number of the coefficient matrix. Numerical experiments indicate that the approximate solutions generated by the proposed PWDG method possess high accuracies, and verify the validity of the theoretical results.
The paper is organized as follows. In Section 2, we present PWDG method for the three-dimensional anisotropic Helmholtz equation and analyze the convergence of the proposed PWDG method. In Section 3, we extend the results obtained in Section 2 to the three-dimensional anisotropic time-harmonic Maxwell equations. Finally, we report some numerical results to confirm the effectiveness of the proposed method.
2. PWDG method for three-dimensional anisotropic Helmholtz equation. To our knowledge, there seems no work on plane wave method for three-dimensional anisotropic Helmholtz equation in literature. In this section we first introduce PWDG method for threedimensional anisotropic Helmholtz equation.
The model and its variational formula. Consider the three-dimensional (3D)
anisotropic Helmholtz equation of acoustic wave field u (refer to [17] ): Here Ω is a bounded domain in three dimensions, n denote the unit outer normal vector to the boundary ∂Ω; A is a real-valued 3 × 3 matrix; ω > 0 is the temporal frequency of the field and g ∈ L 2 (∂Ω). We assume that the matrix A is symmetric and positive definite. We will derive a variational formula of the considered model based on a partition of the solution domain Ω (refer to [6] ).
For convenience, assume that Ω is a polyhedron. Let Ω be divided into a union of some elements in the sense that
where each Ω k is a polyhedron. Let T h denote the partition comprised of the elements {Ω k }, where h denotes the diameter of the maximal element in {Ω k }. Define
We denote by F h = k ∂Ω k the skeleton of the mesh, and set
. Let u and σ be a piecewise smooth function and vector field on T h , respectively. On ∂Ω l ∂Ω j , we define the averages:
where n denotes the unit outer normal vector on the boundary of each element Ω k .
Define the broken Sobolev space
As usual, we assume that each entry in A is a constant. Let V(T h ) be the piecewise Trefftz space defined on T h by
Let α and β be two positive numbers, and let δ ∈ (0, 1 2 ]. Define the sesquilinear form
Then, for a given g, the variational problem associated with (2.1)-(2.2) can be expressed as follows:
We endow the space V(T h ) with the norm
and the augmented norm
As in [6] , we can show the following existence, uniqueness and continuity of solution of the above variational problem. Lemma 2.1. There exists a unique u solution to (2.8) ; moreover, we have
2.2. Discretization for the 3D anisotropic Helmholtz equation. Since A is positive definite matrix, there exists an orthogonal matrix P and the diagonal positive definite matrix Λ = diag(a x , a y , a z ) such that A = P T ΛP, where a x ≤ a y ≤ a z are constant and the superscript T denotes matrix transposition. Of course, we can assume that det(P) = 1. It is clear that A
For convenience, we use p 1 , p 2 and p 3 to denote three column vectors of P, and use q 1 , q 2 , q 3 to denote the three row vectors of P. 
. LetΩ andΩ k denote the images of Ω and Ω k under the coordinate transformation (2.12), respectively. Since the map S is linear, the transformed domainΩ and elementsΩ k are also polyhedrons. We usen to denote the unit outer normal vector on the boundary of each element Ω k , andTˆh to denote the partition comprised by the elements {Ω k }, whereĥ is the maximal diameter of the transformed elements
We denote by ∇ h and∇ˆh the element application of the gradient operator ∇ = ( In order to define suitable anisotropic plane wave basis functions, we first define plane wave basis functions {y kl } satisfying the isotropic Helmholtz equation (2.13) onΩ k as follows.
where d l (l = 1, · · · , p) are unit wave propagation directions, and can be determined by the codes in [21] . Choose the number p of plane wave propagation directions as p = (m + 1) 2 , where m is a positive integer.
Then the anisotropic plane wave basis functions of V p (T h ) can be defined as
Thus the space V(T h ) is discretized by the subspace
Furthermore, we obtain the discretized version of the continuous variational problem
2.3. Error estimates of the approximate solutions. In this subsection, we are devoted to the analysis of convergence of the plane wave approximation u h .
2.3.1. The required partition. In order to derive the desired error estimates of the approximate solutions, we require that the partition must satisfy some assumptions. In this part we introduce a kind of particular triangulation such that these assumptions can be met.
We adopt a non-regularity triangulation T h for the three-dimensional domain Ω as follows (see Figure 1 ). Mesh Generation Algorithm:
Step 1. Determine the image domainΩ of Ω under the coordinate transformation (2.12).
Step 2. DecomposeΩ into polyhedron elements {Ω k } such thatTˆh is shape regular and quasi-uniform in the usual manner.
Step 3. Determine the triangulation T h of Ω by using the inverse transformation of (2.12) acting on the elements ofTˆh. Proof. Let us first recall the definition of the shape regularity and quasi-uniformity assumptions. There exists a constant C independent ofΩ k andTˆh such that for allΩ k ∈Tˆh and allTˆh,
whereĥ k denotes the diameter of the minimum sphere containing the polyhedronΩ k ,ρ k denotes the diameter of the maximum sphere contained by the polyhedronΩ k . Setĥ = max kĥ k . For convenience, we define two sub-transformationx = Px andx = Λ − 1 2x to achieve the coordinate transformation (2.12). At first we consider the transformation
For each elementΩ k ∈Tˆh, we usev
to denote all the vertices of the polyhedronΩ k , and assume thatΩ k andv
k under the inverse transformation of (2.21), respectively. We denote byh k the diameter of the minimum sphere containing the polyhedronΩ k , and byρ k the diameter of the maximum sphere contained by the polyhedronΩ k , and seth = max 
Combing (2.23) and (2.24), yields
Then, by (2.20), we get
Here c i and C i (i = 1, 2) denote different constants independent of ω, ρ, h, p and the triangulation T h . Finally, since the orthogonal transformationx = Px does not change the length of vectors and the angle between vectors, we obtain the desired result.
Error analysis.
Throughout this paper, we use C to denote a generic constant independent of A, ω, h, p, u andû. The abstract error estimate built in [6] also holds in the current situation with the · F h −norm. Lemma 2.3. Let u be the analytical solution of (2.1)- (2.2) , and let u h be the approximate solution of (2.17) . Then, we have
For convenience, we useV(Tˆh) andV p (Tˆh) to denote the images of V(T h ) and V p (T h ) under the coordinate transformation (2.12), respectively. In addition, we defineûˆh(x) = u h (S −1x ), and endow the spaceV(Tˆh) with the norm
The following Lemma states the transformation stability with respect to a mesh-dependent norm and a mesh-independent norm, respectively. Lemma 2.4. For u ∈ V(T h ), we have
Proof. We divide the proof into three steps.
Step 1:
. By the coordinate transformation (2.12) and the direct calculation, we obtain (2.33)
Thus, on the interface
It is easy to check that (2.36)
Substituting (2.37) into (2.35), yields
Furthermore, by the scaling argument and the relations (2.39)
Step 2: To estimate u N 0,F I h . By the coordinate transformation (2.12), we obtain
Then, on the interface
and combing with |Λ
Step 3: Build estimates of ||{{u}}|| 0,F 
and
where C 1 = C 1 (ωĥ) is independent of p andû, but increases as a function of the product ωĥ and depends on the shape of theΩ k ∈Tˆh, the index r and the flux parameters. 
where C 1 denotes the same positive number as in Lemma 2.5, the constant C 2 and C 3 are defined as
Proof. With the transformations (2.12), we define ξ h (x) =ξˆh(S x), whereξˆh satisfying (2.49) denotes the plane wave approximation of the scaled acoustic fieldû. This, together with (2.28) and (2.31), leads to
Then by the scaling argument and (2.19), we further obtain
y a 1 4 z (1 + a
Combing (2.32), (2.50), (2.19), (2.48) and (2.54), yields
This completes the proof. 
These relations tell us that the proposed PWDG approximation u h is indeed different from the imageũ h (x) ofũˆh(x) under the inver transformation S −1 .
3. Plane wave method for three-dimensional anisotropic time-harmonic Maxwell's equations. In this section we extend the method proposed in the last section to time-harmonic Maxwell's equations in three-dimensional anisotropic media. As we will see, the current situation is more complex than the case of Helmholtz equation.
3.1. The model and its variational formula. We consider three-dimensional timeharmonic Maxwell equations written as a first-order system of equations:
in Ω with the lowest-order absorbing boundary condition
T ; ω > 0 is the temporal frequency of the field; ϑ 0 is assumed to be constant; g ∈ L 2 (∂Ω). The permittivity ε and the permeability µ are assumed to be of the form
where ε r , µ r are constant, and A is assumed to be real strictly positive definite matrix.
We also denote by T h the partition of the domain Ω, which is also a bounded polyhedron. Define the broken Sobolev space
Let V(T h ) be the piecewise Trefftz space defined on T h by
Let α, β, δ be strictly positive constants, with 0 < δ ≤ 1/2. Define the sesquilinear form
and the functional ℓ h (·, ·) by (3.6)
Then, for a given g, the variational problem associated with (3.1)-(3.2) can be expressed as follows. Find E ∈ V(T h ) such that,
Plane wave discretization for the 3D anisotropic Maxwell equations.
The proposed plane wave method for (3.1) depends on two transformations.
A scaled transformation and a coordinate transformation.
Since A is positive definite matrix, there exists an orthogonal matrix P and the diagonal positive definite matrix Λ = diag(a x , a y , a z ) such that A = P T ΛP, where a x ≤ a y ≤ a z are constant. Without loss of generality, we also assume that det(P) = 1. Furthermore, we set m x = √ a y a z , m y = √ a z a x and m z = √ a x a y .
Define the scaled fieldsẼ andH as
. Then, by the direct calculation, we have
Set M = diag(m x , m y , m z ), and define the coordinate transformation
With the inverse transformation S −1 , we define the scaled electric and magnetic fields
It can be verified directly that
Thus, the scaled electric and magnetic fields (Ê(x),Ĥ(x)) satisfy the transformed isotropic Maxwell equations:
Conversely, if the scaled electric and magnetic fields (Ê(x),Ĥ(x)) satisfy the transformed isotropic Maxwell equations (3.12), the physical electromagnetic fields E(x), H(x) (3.13)
satisfy the original anisotropic Maxwell equations (3.1).
As in Section 2, letΩ andΩ k denote the images of Ω and Ω k under the coordinate transformation (3.10), respectively. In addition, letTˆh denote the partition comprised of the elements {Ω k }, whereĥ is the mesh size of the partitionTˆh. SetFˆh
In the next subsubsection we present a plane wave discretization method for the considered anisotropic Maxwell equations by using the scaling matrix (3.8) and the coordinate transformation (3.10).
Anisotropic plane wave basis function spaces. The discretization is based on a finite-dimensional subspace V p (T h ) ⊂ V(T h ). We first define plane wave basis function spacê V p (Tˆh) satisfying the isotropic Maxwell equations (3.12).
By choosing p unit propagation directions d l (l = 1, · · · , p), which can be determined by the codes in [21] , we can define plane wave functionsÊ l :
where κ = ω √ µ r ε r , F l and G l are polarization vectors satisfying
LetQ 2p denote the space spanned by the 2p plane wave functionsÊ l (l = 1, · · · , 2p), and define the isotropic plane wave space
By (3.13), we can define the anisotropic plane wave basis functions satisfying the original equations (3.1):
Let Q 2p denote the space spanned by the 2p plane wave basis functions E l (l = 1, · · · , 2p), and define the anisotropic plane wave space
It is clear that the above space has N × 2p basis functions, which are defined by
Furthermore, for a given g, we obtain the discretized version of the continuous variational problem (3.
For convenience, we useV(Tˆh) to denote the image space of the space V(T h ) under the scaling transformation (3.8) and the coordinate transformation (3.10), and setÊˆh(
Error estimates of the approximate solutions.
For the simplicity of notation, we also use ρ to denote the condition number cond(A) for the positive definite matrix A defined in (3.3) . It is easy to see that cond(A) = cond(Λ) and cond(S ) = cond(M) = ρ 1 2 . We adopt similar steps described in section 2 to partition Ω. The minor difference is that, under the coordinate transformation (3.10), we have
We endow V(T h ) with the mesh-skeleton norm, (3.21) and the following augmented norm
Similarly, we endowV(Tˆh) with the mesh-skeleton norm, which were introduced in [9] , (3.23) and the following augmented norm
As in [9] , we can show the following existence, uniqueness and continuity results of solution of the above variational problem.
Lemma 3.1. There exists a unique solution E h of (3.7) . Moreover, we have
The abstract error estimate built in [9] also holds in the current situation with the · F h −norm. Lemma 3.2. Let E be the analytical solution of (3.1)-(3.2) and let E h be the approximate solution of (3.19) . Then, there exists a constant C independent of ω, h, p and A such that
Let m be a positive integer satisfying the condition described in Subsection 2. 
where C 1 = C 1 (ωĥ) > 0 is independent of p andÊ, but increases as a function of the product ωĥ, and C 1 depends on the shape of theΩ k ∈Tˆh, the index r, the material parameters ϑ, ε r , µ r and the flux parameters. The following auxiliary result, which states the transformation stability with respect to two mesh-dependent norms, will play a key role in the derivation of the desired error estimates.
Lemma 3.4. For E ∈ V(T h ), we have
. By the first equation of (3.9) and the first equation of (3.11), we can verify that
Thus, on the interface Γ k j ∈ F I h we have
It follows by the transformation (3.10) that
. Then, by (3.31) we obtain
(3.32) Substituting (3.32) into (3.30), yields
It is easy to see that
These, together with (3.33), lead to
Step 2: Build estimates of E T 0,F I h and n × E 0,F B h . By (3.31), the scaling transformation (3.8) and the coordinate transformation (3.10), we obtain
By the direct manipulation, we can show that
Combing (3.39) with (3.34) and (3.35) yields
Step 3:
. By the scaling transformation (3.8) and the coordinate transformation (3.10), we get
Moreover, we have
and 36)-(3.37) with (3.40)-(3.43) gives the desired results (3.28).
Remark 3.1. We point out that, since we have used different choice of G from that in [23] , the transformation stability estimates (3.28 ) with respect to the condition number ρ of Λ are better than (5.7) and (5.8) in [23] . Remark 3.2. As in the proof of the above Lemma, we can obtain the following transformation stability with respect to two mesh-dependent norms, for ∀Ê ∈V(Tˆh),
As in [9] , we use the following slightly modified weaker norms ( .
By the direct calculation, we have
.
By the scaling transformation (3.8) and the coordinate transformation (3.10), we obtain the following Lemma.
Lemma 3.5. For E ∈ V(T h ), we have
Proof. By the scaling argument, we have
With the help of the above preparation, we can prove the final results easily. Theorem 3.6. Let r and p be defined above Lemma 3.3 . Assume that the analytical solution E ∈ H r+1 (curl; Ω) satisfies the Maxwell equations (3.1)-(3.2) in anisotropic media. Let E h ∈ V p (T h ) be the solution of the discrete variational problem (3.19) . Then, for sufficiently large p, we have
where C 1 denotes the same positive number as in Lemma 3.3 , the constants C 2 and C 3 are defined as
Proof. With the transformations (3.8) and (3.10), we define ξ h (x) = Gξˆh(S x), whereξˆh satisfying (3.27) denotes the plane wave approximation of the scaled electric fieldÊ. This, together with (3.26) and (3.28), leads to
By the first equation of (3.9) and the first equation of (3.11), we can deduct that
Substituting (3.20) and (3.54) into (3.53), and using the scaling argument, yields
Furthermore, by (3.50), Proposition 4.8 of [9] , (3.20) , (3.44) and (3.55), we obtain [23, Theorem 5.1] in the sense that the error bounds on the condition number ρ is superior to that of [23] . Besides, we believe that the orders of the condition number ρ in the error estimates are optimal since the transformation stability estimates seem sharp.
Numerical experiments.
In this Section, we apply the proposed PWDG method to solve the acoustic wave equation and electromagnetic wave propagation in anisotropic media, and we report some numerical results to verify the efficiency of the proposed method.
For convenience, we use "new PWDG" to represent the proposed method in this paper, and use "old PWDG" to represent the method introduced in [23] , in which the shape regularity assumption was directly imposed on T h (only diagonal matrix A was considered). As described in Section 2 and Section 3, we choose the same number p of basis functions for every elements Ω k . We consider the choice of numerical fluxes for the PWDG method as in [6] : the constant parameters α = β = δ = 1/2.
To measure the accuracy of the numerical solutions u h and E h , we introduce the following L 2 relative error:
for the exact solution u ∈ L 2 (Ω), or E ∈ (L 2 (Ω)) 3 . All of the computations have been done in MATLAB, and the system matrix was computed by exact integration on the mesh skeleton. The triangulationTˆh of the transformed domainΩ is generated by by the software Gmsh [4] . 
where
, and ρ ≥ 1. By orthogonal diagonalizing, we obtain the
, and the orthogonal matrix P =
. Thus, we have ||A|| = ||Λ|| = 1, and the condition numbers of the anisotropic matrix A = P T ΛP and the coordinate transformation matrix S = Λ First, Table 1 and Figure 2 show the errors of the approximations generated by the proposed PWDG method with respect to m. Here, we set ω = 4π, ρ = 4, choose the number p of basis functions from p = 9 to p = 64 (2 ≤ m ≤ 7), and fix the mesh triangulation. Then, we would like to compare the L 2 relative errors of the approximations generated by the proposed PWDG method and the old PWDG method in [23] for the case of almost the same degree of freedoms (DOFs). We fix ω = 4π, p = 25,ĥ = 1 4 , but increase the condition number of the anisotropic matrix A and the corresponding number of elements. The numerical results are shown in Table 2 and Figure 3 . Table 2 Comparisons of errors of approximations with respect to ρ. We can see from Table 2 and Figure 3 that, the approximations generated by the new PWDG are more accurate than those generated by the old PWDG. Besides, the growth rates of the L 2 relative errors of the approximations generated by the new PWDG method are much smaller than those generated by the old PWDG method, which verifies the validity of Remark 2.3. In addition, the numerical convergence order of the approximation u h generated by the proposed method with respect to ρ is superior to the theoretical convergence order.
Furthermore, we fix the product of ωĥ to be π 2 , but increase the wave number ω and decrease the mesh sizeĥ. The resulting errors of the approximations generated by the new PWDG and the old PWDG are listed in Table 3 and Figure 4 . Table 3 Comparisons of errors of approximations with respect to ω. Figure 4 show that, the approximations generated by the new PWDG are more accurate than those generated by the old PWDG. Besides, the numerical errors in relative L 2 norm indicate that the proposed PWDG method is slightly affected by the pollution effect (see [25] ).
4.2. Electric dipole in free space for a smooth case. We compute the electric field due to an electric dipole source at the point x 0 = (−0.6, −0.6, −0.6). The dipole point source can be defined as the solution of a homogeneous Maxwell system (3.1). The exact solution of the problem is Table 4 and Figure 5 show the errors of the approximations generated by the PWDG method with respect to m. Here, we set ω = 4π, ρ = 4. The number p of basis functions is chosen from p = 9 to p = 64 (2 ≤ m ≤ 7), and the mesh triangulation is fixed. Table 4 Errors of the approximations for the case of p−convergence. It also highlights two different regimes for increasing m: (i) a preasymptotic region with slow convergence, (ii) a region of faster convergence. As stated in Remark 3.14 of [6] , the convergence order of the approximations with respect to m turns out to be exponential since the analytical solution of the problem can be extended analytically outside the domain.
Next, the L 2 relative errors of the approximations generated by the proposed PWDG method and the old PWDG method in [23] are compared for the case of almost the same DOFs. We fix ω = 2π, p = 25,ĥ = 1 2 , but increase the condition number of the anisotropic matrix A and the corresponding number of elements. The numerical results are shown in Table 5 and Figure 6 . Table 5 Comparisons of errors of approximations with respect to ρ. From Table 5 and Figure 6 , we can see that, the approximations generated by the new PWDG are more accurate than those generated by the old PWDG. Moreover, the growth rates of the L 2 relative errors of the approximations generated by the new PWDG method are much smaller than those generated by the old PWDG method.
Finally, we fix the product of ωĥ to be π 2 , but increase the wave number ω and decrease the mesh sizeĥ. The resulting errors of the approximations generated by the new PWDG and the old PWDG are listed in Table 6 and Figure 7 . Table 6 Comparisons of errors of approximations with respect to ω. ω 3π 4π 5π 6π 7π 8π
old PWDG err 3.18e-3 3.04e-3 3.78e-3 4.65e-3 6.52e-3 2.28e-2 DOFs 50000 109850 204800 342950 532400 781250 new PWDG err 3.04e-3 2.71e-3 2.60e-3 2.56e-3 3.22e-3 3.70e-3 DOFs 43200 102400 200000 345600 548800 819200 Figure 7 show that, the approximations generated by the new PWDG are more accurate than those generated by the old PWDG. Besides, the numerical errors in relative L 2 norm indicate that the proposed PWDG method is slightly affected by the pollution effect.
