Abstract. The quantum GL(n) of Faddeev-Reshetikhin-Takhtajan and Dipper-Donkin are realized geometrically by using double partial flag varieties. As a consequence, the difference of these two Hopf algebras is caused by a twist of a cocycle in the multiplication.
Introduction
Let GL(n) be the general linear group and gl(n) its Lie algebra. In [BLM90] , a geometric realization of quantum gl(n) (or rather the q-Schur algebra) is given by using double flag varieties. From such a construction arises the so-called modified quantum gl(n) and its canonical basis. Such classes of algebras play important roles in the higher representation theory ( [KL10] ).
It is natural to ask if the quantum GL(n) itself admits a geometric realization. Since quantum GL(n) is, in principle, dual to quantum gl(n), one may expect to get an answer from the dual construction of [BLM90] . However, the answer to such a question is subtle because the group GL(n) admits several quantizations: one by Faddeev-Reshetikhin-Takhtajan ([FRT88] , [FT86] ), one by Dipper-Donkin ( [DD91] ), one by Takeuchi ([T90] ) and one by Artin-Schelter-Tate ( [AST91] ).
In this paper, we show that the dual construction of [BLM90] together with the coproduct defined by Grojnowski ([Gr] ) and Lusztig ([Lu99] ) is isomorphic to the quantum GL(n) of Dipper-Donkin. The quantum GL(n) of Faddeev-Reshetikhin-Takhtajan is also obtained from this setting by twisting a cocycle on the multiplication. In the geometric realization of both quantizations, the comultiplication are the same. This shows that the two quantizations are isomorphic as coalgebras, which was proved by Du, Parshall and Wang ([DPW91] ) by a different method twenty years ago. A closer look at the geometric construction yields that the basis E M in the quantum GL(n) is the same as the basis consisting of all characteristic functions of certain orbits up to a twist. One interesting fact in the geometric realization is that the quantum determinants in both quantizations get identified with a certain Young symmetrizer. This symmetrizer gives rise to the determinant representation of GL(n) and the parameter in the quantization process does not appear.
The geometric setting is suitable to investigate many topics on quantum GL(n) such as quantum Howe GL(m)-GL(n) duality (see [W01] , [Zh03] ) and (dual) canonical basis of quantum GL(n) in [Zhang04] and [Lu93, 29.5] . We hope to come back to these topics in the future. 2. Quantum GL(n), definitions
We refer to [PW91] , [T89] , [KS97] , [KS98] , [M88] , [NYM93] , [W87a] and [W87b] for more details. We shall recall the definitions of quantum GL(n).
2.1. Quantum group GL v (n) of Faddeev-Reshetikhin-Takhtajan. Let C be the field of complex numbers. We fix a nonzero element v in C. Note that the parameter v is denoted by q in the literature, such as [FRT88] and [DD91] . We reserve the letter q for the finite field F q of q elements.
Following [FRT88] , the quantum matrix algebra A v (n) of Faddeev-Reshetikhin-Takhtajan is defined to be the unital associative algebra over C generated by the symbols E st for 1 ≤ i, j ≤ n and subject to the following defining relations:
∀i > j, k < l;
The algebra A v (n) admits a bialgebra structure whose comultiplication
is defined by
and the counit ǫ : A v (n) → C is given by ǫ(E st ) = δ st for any 1 ≤ i, j ≤ n. Let
be the quantum determinant of A v (n), where S n is the symmetric group of n letters and l the length function. It is well-known that det v is a central element in A v (n). The quantum group GL v (n) of Faddeev-Reshetikhin-Takhtajan is (the would-be group whose coordinate ring is) the algebra obtained by localizing A v (n) at det v , i.e.,
The comultiplication ∆ of A v (n) extends naturally to a comultiplication of GL v (n), still denoted by ∆, of GL v (n). In particular, ∆(T ) = T ⊗ T . Since T is the inverse of det v , we have T = det −1 v . Fix two integers i and j among the set {1, · · · , n}, consider the subalgebra of A v (n) generated by the generators E k,l for k = i and l = j. The resulting algebra is isomorphic to A v (n − 1). So its quantum determinant, denoted by A(i, j), is well defined. The antipode S of GL v (n) is defined by
The datum (GL v (n), ∆, ǫ, S) is a non-commutative, non-cocommutative Hopf algebra.
Quantum group GL
, the quantum matrix algebra B v (n) is defined to be the unital associative algebra over C generated by the symbols c st , for 1 ≤ i, j ≤ n, and subject to the following relations:
The triple (B v (n), ∆, ǫ), where ∆ and ǫ are defined in Section 2.1, is again a bialgebra.
be the quantum determinant of B v (n). (Note that this definition is equivalent to the other definitions in [DD91] for v invertible.) The quantum group GL DD v (n) is (the group whose coordinate algebra is ) the algebra obtained from B v (n) by localizing at det DD v . Similar to the definition of A(i, j), we can define the element A(i, j)
DD . Then the antipode of GL
where det
DD ) is a Hopf algebra, where ǫ is defined in the same way as that of GL v (n).
2.3. Notation. If the parameter v is known, we simply substitute it by the number, for example, we have A q
3. Geometric set up 3.1. Operations. Let f : Y → X be a map between two finite sets. For a given complexvalued function φ over X, we define a function f * φ on Y by
For a given function ψ over Y , we define a function f ! (ψ) over X by
If the numbers of elements in the fibers of f are the same, we define
, where x is any element in X.
3.2. Partial flags. Let P be the monoid N n of all n-tuples d = (d 1 , d 2 , · · · , d n ) of non negative integers. The set P admits a partition
Let Θ be the set of non negative integer valued matrix of size n × n. The set Θ admits a partition
We define two maps ro, co : Θ → P by 
When we want to emphasis the dimension d, we write 
where
q }, and the morphisms π 2 and π 3 are projections and
We emphasis that the left end of the above diagram is in opposite direction to that of the usual Lusztig's diagram.
Note that, if defined over an algebraic closure of F q , π 1 is a smooth morphism of fiber dimension
The morphism π 3 is a compactifiable morphism, though not proper in general. Recall that a compactifiable morphism f is a morphism that can be written as f 1 f 2 where f 2 is an open embedding while f 1 is proper.
where 1 M is the characteristic function of the orbit O M . We define
, where f 1 and f 2 are from (7) and (8), respectively, and the notations π * 1 , etc are given in Section 3.1. Note that
. Note that the operation • can be extended to a linear map
Proof. It suffices to show that
It is straightforward to check that the shifts on the left hand side and the right hand side are equal to
Moreover, without twisted, we have the evaluations of (1
where D is a vector space over
From the above analysis, we see that the proposition follows.
From the above proposition, we see that the pair (K q 1 2 (n), •) is an associative algebra. Note that the unique element, the zero matrix, in Θ 0 is the unit of the algebra K q 1 2 (n).
Defining relations. For each pair (i, j)
, let e st be the element in Θ 1 whose value at the entry (i, j) is 1 and zero elsewhere. It is clear that the corresponding orbit consists of only a single point F e i × F e j where the set {e i |i = 1, · · · , n} is the standard basis of Z n . Let E st be the characteristic function on the orbit O est = F e i × F e j . We also set
We also set
This lemma is due to the fact that 1 est 1 nest = [n + 1] q 1 2 1 (n+1)est , which can be calculated by definition.
Proof. The corresponding pair (c, d) in this situation is (e i + e j , e k + e l ). The set F c × F d has two orbits corresponding to the matrices e jk + e il and e jl + e ik . By definition, we have,
In both cases,
So we have #X = #Y = 1. Therefore, the lemma holds.
Proof. In this case, the pair (c, d) is still (e i + e j , e k + e l ). The following diagram is either the shift f 1 − f 2 or the value of the function in the column at the given point in each row:
From the data in the above diagram, we see that the lemma follows.
Proof. The pair (c, d) is (2e i , e k + e l ) in this case. In this case, the set F 2e i × F e k +e l has only one GL(2)-orbit corresponding to e ik + e il . We have the following data:
The lemma follows from the above data.
Proof. The pair (c, d) in this case is (e i + e j , 2e k ). The set F e i +e j × F 2e k has only one GL(2)-orbit corresponding to e ik + e jk .
The lemma follows from the above diagram. (n), for any 1 ≤ i, j ≤ n, satisfy the defining relations for the quantum matrix algebra A v (n) in Section 2.1 for v = q 4.3. Generators. We put
where i, j, k and l run from 1 to n and satisfy that either i < k or j < l.
is the dimension of O M (if defined over an algebraically closed field). We write
where the product is taken in the lexicographic order "≤" on the set
For example, if n = 2, we have
. Proposition 4.3.1. We have
In particular, the set {E st |1 ≤ i, j ≤ n} generates the algebra
The proof of Proposition 4.3.1 will be given after the proof of Lemma 4.3.2. An n 2 -step partial flag
where we set D i0 = D i−1,n . Let F M be the set of all flags of type M. Given any pair (V, F ) ∈ F c × F d , where O M lies in, we can associate an n 2 -step flag by defining D st = V i−1 + V i ∩ F j for any 1 ≤ i, j ≤ n. We say that (V, F ) is of type M if the associated n 2 -step flag is of type M.
LetF M be the set of triples (V,
is of type m st e st , for any 1 ≤ i, j ≤ n. We may organize the above-mentioned set in the following diagram: is of type m 1j e 1j , for 1 ≤ j ≤ n, implies that dim
Hence, we have
Inductively, we can prove that
is of type m st e st implies that dim
, we see from (13) that the choice of F such that (V, F, D • ) ∈F M is isomorphic to the vector space
From this, we see that p is a vector bundle of the above-mentioned fiber dimension. Moreover, given any element φ = (φ j ) ∈ T , the corresponding flag F = (F j ) satisfies that F j is the linear space spanned by F j−1 and the elements v st + φ j (v st ) for any v st ∈ E st for i = 1, · · · , n. In particular, we see that
This shows that the associated n 2 -step flag for the pair (V,
We are ready to prove Proposition 4.3.1. In the definition of multiplication '•' in (9), we have a twist (q 
is the lexicographic order. By (11) the twists (q
. By the definition of the multiplication, we have
where the second equality is due to Lemma 4.3.2. We see that (12) follows. This finishes the proof of Proposition 4.3.1.
Note that the symbol E (M ) is also meaningful in the algebra A q 1 2
(n) and, moreover, they form a basis for A q (n) defines an isomorphism of associative algebras:
,N is independent of the choice of the pair (V, F ). We set a L = #Stab GL(d) (V, F ), the stabilizer of (V, F ) in GL(d), where (V, F ) is a fixed element in O L . We define a linear map
By summing up all the linear maps ∆ d , we have a linear map
Proposition 4.4.1.∆ is an algebra homomorphism with respect to " • ".
The proof will be given in Section 5.3. Note that the shift (q (15) is annoying, moreover we don't have∆(E st ) = n k=1 E ik ⊗ E kj for 1 ≤ i, j ≤ n. However, we can remedy this defect by modifying the multiplication "•" and∆ as follows:
That is we get rid of the twist d (n) and moreover (n), ·, ∆). In this subsection, we present a more natural bialgebra structure on K q 1 2
we fix a flag V ∈ F ro(M) , an element (
If the condition (18) 
where we set c
. The linear map "·" is associative. Indeed, it is enough to show that
The left hand side is equal to
The right hand side is equal to
To show (20), it boils down to show that
Both sides are equal to the quantity h (n), ·) is an associative algebra. We set
Proposition 5.1.1. We have
where the multiplication is taken under · in (19).
Proof. The proof is very much similar to that of Lemmas 4.2.1-4.2.5. The first identity is due to the fact that h (m ′′ +m ′ )est m ′′ est,m ′ est = 1. For any i > j, k < l, we have
For any i > j, k > l, we have
For any k > l, we have
For any i > j, we have
The rest of the identities follow from the above computations.
Similar to the element E (M ) , we set
where the product is taken in the lexicographic order and under the multiplication "·".
Proposition 5.1.2. Under the multiplication "·", we have
As a consequence, the set {E st |1 ≤ i, j ≤ n} generates the algebra (K q 1 2 (n), ·).
Proof. As in the Proof of Proposition 4.3.1, we see that the shift in taking the products in
2 ) i>k,j<l mstm kl . Moreover, we have We define a bilinear map
,N is independent of the choices of the pair (V, F ). Moreover, c L M,N is the structure constants for the q-Schur algebra defined in [BLM90] . Proposition 5.1.3. We have
Moreover, ∆ is an algebra homomorphism with respect to the map " · " in (19).
Proof. It is clear that the identity in the Proposition holds. We are left to show that ∆ is an algebra homomorphism. This boils down to show that
while the right hand side is
Thus, it reduces to show that
This is proved in [Lu00, Proposition 1.5] and [Gr] .
By Proposition 5.1.1, 5.1.2 and 5.1.3, we have (n) to the elements with the same notation in K q 1 2 (n) defines an isomorphism of bialgebras
where (·, ∆) are defined in (19) and (21).
Automorphisms. The bstection
induces (say by the pullback function f * in Section 3.1) an automorphism
as an algebra, and an anti-automorphism of A q 1 2
(n) as a coalgebra. Given c = (c 1 , · · · , c n ), we set c t = (c n , · · · , c 1 ). Let J be the matrix
Let P c be a parabolic subgroup of GL(d) of type c. For example, P c can be taken as the set of all invertible block matrices that are upper triangular and the block size on the diagonal is c 1 , c 2 , · · · , c n . Then P c t = JP c J is a parabolic subgroup of type c t consisting of all lower triangular matrices of block size on the diagonal equal to c n , c n−1 , · · · , c 1 . If we fix a flag F c (resp. F c t ) in F c (resp. F c t ), such that the stabilizer of F c (resp. F c t ) is P c (resp. P c t ), then the assignment gF c → gJF c t defines a bstection F c → F c t . By a similar manner, we can define a bstection
This bstection defines an anti-automorphism of algebras and automorphism of coalgebras
The composition τ 3 = τ 1 τ 2 is then an anti-automorphism of A q (n), •,∆) and
The definition of g M M ′′ ,M ′ is independent of the choice of (V, F ). The multiplication "•" in (9) can be rewritten as
Then by an analysis of the diagram (6), we have
where R is the unipotent subgroup in GL(d) consisting of all elements g such that g(
where the notations are in consistent with that in Section 4.1. Thus the multiplication "•" in (9) can be rewritten as
By (23) (n) and GL DD q (n). We define a linear map (24)
•
From the argument of the fact that (K q 1 2
(n), ·) is an associative algebra, we see that the pair (K q 
where ∆ is defined in (21).
Proof. The fact that the elements E ji satisfy the defining relations for c st in Section 2.2 follows from the computations in the Proof of Proposition 5.1.1. The fact that the set {E ji |1 ≤ i, j ≤ n} generates the algebra (K q (n). We shall identify elements in S n with the permutation matrices in Θ. Under such an identification, we have
which is independent of the choice of the finite field F q .
Proof. By (2) and Proposition 5.1.2, we have
By (4) and an analog (or proof) of Proposition 5.1.2, we have
Corollary follows from the above computations. (n) to obtain B q (n) as follows. We define a new multiplication on A q 1 2 (n) by
Then we have an isomorphism of bialgebras
given by sending c st to E ji for any 1 ≤ i, j ≤ n.
Since the quantum determinant det q (n), we see, say [Lam] , that GL q 1 2 (n) is a Hopf algebra generated by E st for any 1 ≤ i, j ≤ n and the symbol (n) and the following relations:
If we modify the multiplication on GL q 1 2 (n) by (25) and the following
We see that (GL q defines an isomorphism of bialgebras
In particular, the coalgebras (GL DD q (n), ∆) and (GL q 1 2 (n), ∆) are isomorphic via Ξ. (n) and GL DD q (n) defined in (3) and (5), respectively. So we have SΞ(c st ) = ΞS DD (c st ) ∀1 ≤ i, j ≤ n.
It is clear, from the definitions, that
In the isomorphism Ξ, the multiplication of GL q 1 2
(n) has to be modified by a twist of a cocycle. So we shall not expect the antipode S defined by using the original multiplication "·" to be compatible with S DD with respect to Ξ. Instead, we let S : GL q (n), •) can then be interpreted as the Hall algebra of A.
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