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GALOIS ACTION ON KNOTS II:
PROALGEBRAIC STRING LINKS AND KNOTS
HIDEKAZU FURUSHO
Abstract. We discuss an action of the Grothendieck-Teichmu¨ller proalge-
braic group on the linear span of proalgebraic tangles, oriented tangles com-
pleted by a filtration of Vassiliev. The action yields a motivic structure on
tangles. We derive distinguished properties of the action particularly on proal-
gebraic string links and on proalgebraic knots which can not be observed in
the action on proalgebraic braids. By exploiting the properties, we explicitly
calculate the inverse image of the trivial (the chordless) chord diagram under
the Kontsevich isomorphism.
0. Introduction
This paper is a continuation of our previous paper [F6], where the action of
the absolute Galois group on profinite knots was constructed by an action of the
Grothendieck-Teichmu¨ller profinite group ĜT there. While in this paper, the action
of the motivic Galois group, which is the Galois group of the tannakian category
of mixed Tate motives over Spec Z, on the linear span of proalgebraic tangles is
deduced from an action of the Grothendieck-Teichmu¨ller proalgebraic group GT (K)
(K: a field of characteristic 0) there.
Proalgebraic tangles (Definition 2.3) means the K-linear span of oriented tangles
completed by a filtration a` la Vassiliev. Proalgebraic n-string links (resp. proalge-
braic knots) are proalgebraic analogues of n-string links (a good example can be
found in Figure 2.1) (resp. knots) and they are subspaces of proalgebraic tangles
spanned by them. In §2, we give a GT (K)-action on proalgebraic tangles by fol-
lowing a method indicated in [KT]. The action is interpreted as an extension of
the GT (K)-action on the proalgebraic braids (reviewed in §1) into the one on the
proalgebraic tangles. In §3 we derive distinguished properties of the GT (K)-action
on proalgebraic tangles which can not be observed in GT (K)-action on proalgebraic
braids. Particularly
Theorem A (Theorem 3.14 and Proposition 3.19). Let GT1(K) be the
unipotent part of GT (K). Then
(1) The GT1(K)-action on proalgebraic string links is given by an inner conju-
gation.
(2) The GT1(K)-action on proalgebraic knots is trivial, which yields a non-trivial
decomposition (3.16) of each oriented knot.
They are derived by Twistor Lemma (Lemma 3.2 and 3.12), which can be seen
as reformulations of [AT2] Theorem 7.5, [AET] Theorem 2, [LM1] Theorem 8 and
[LS] Theorem 2.1 in our setting, though all of which originate from [Dr] Theorem
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A′. The action on proalgebraic n-string links in Theorem A.(1) is faithful for
n > 3 and is not faithful (actually it is trivial) for n = 1 (see Remark 3.16).
However the case for n = 2 remains unsolved (Problem 3.17). Since GT (K) contains
the motivic Galois group, our GT (K)-action on proalgebraic tangles yields the
Galois action there, which yields a structure of mixed Tate motives of Spec Z
there. Particularly Theorem A.(2) says that proalgebraic knots can be decomposed
into infinite summations of Tate motives.
By exploiting the properties shown in the above theorem, we explicitly determine
the inverse image of the unit e, the chordless chord diagram on the oriented circle,
under Kontsevich isomorphism I in (2.33):
Theorem B (Theorem 3.22). Let c0 be the proalgebraic knot which is the
infinite summation of (topological) knots given in Figure 3.5. Put
(0.1) γ0 := − c0 + c0♯c0 − c0♯c0♯c0 + c0♯c0♯c0♯c0 − · · ·
where is the trivial knot and ♯ is the product called the connected sum. Then
Kontsevich (knot) invariant of γ0 becomes trivial, i.e. I(γ0) = e. Namely
I−1(e) = γ0.
We recall that the image I( ) of the unit , the trivial knot, under the Kontsevich
isomorphism I was calculated in [BLT]. Hence the above theorem could be regarded
as a calculation in an opposite direction to their calculation.
The contents of the paper go as follows: §1 is a review on Drinfeld’s tools of
Grothendieck-Teichmu¨ller groups and their actions on braids, which serves for a
good understanding of the actions of the groups on proalgebraic tangles given in
§2. Main results will be shown in §3.
Convention. In this paper, K means a commutative field with characteristic 0.
(Actually we may more generally assume that it is a commutative ring containing
the rational number field Q.) The symbols C, R, Qp, Zp, Z and Ẑ stand for the
complex number field, the real number field, the p-adic number field (p: a prime),
the p-adic integer ring, the integer ring and its profinite completion respectively.
1. Proalgebraic braids and infinitesimal braids
This is an expository section for non-experts on Drinfeld’s works on the action of
the proalgebraic Grothendieck-Teichmu¨ller groups on proalgebraic braids and also
on infinitesimal braids and also a short review on a relationship of the groups with
the motivic Galois group.
1.1. The GT -action. We recall in Definition 1.2 explicitly the definition of the
Grothendieck-Teichmu¨ller group GT (K), a proalgebraic group introduced by Drin-
feld [Dr], and explain its action on the proalgebraic braids K̂[Bn] for n > 2 in
Proposition 1.5.
Notation 1.1. (1) Let Bn be the Artin braid group with n-strings (n > 2) with
standard generators σi (1 6 i 6 n−1) and defining relations σiσi+1σi = σi+1σiσi+1
and σiσj = σjσi for |i − j| > 1. The generator σi in Bn is depicted as in Figure
1.1. And for b and b′ ∈ Bn, we draw the product b · b′ ∈ Bn as in Figure 1.2 (the
order of product b · b′ is chosen to combine the bottom endpoints of b with the top
endpoints of b′).
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i− 1 n− i− 1
Figure 1.1. σi
b′
b
n
n
Figure 1.2. b · b′
We denote the pure part of Bn by Pn, i.e. the kernel of the natural homomor-
phism Pn → Sn, and call it by the pure braid group. For 1 6 i < j 6 n, special
elements
xi,j = xj,i = (σj−1 · · ·σi+1)σ2i (σj−1 · · ·σi+1)−1
form a generating set of Pn. For 1 6 a 6 a+ α < b 6 b+ β 6 n, we define
xa···a+α,b···b+β :=(xa,bxa,b+1 · · ·xa,b+β) · (xa+1,bxa+1,b+1 · · ·xa+1,b+β)
· · · (xa+α,bxa+α,b+1 · · ·xa+α,b+β) ∈ Pn.
They are drawn in Figure 1.3 and 1.4.
i− 1
j − 1
Figure 1.3. xij
α+ 1 β + 1
a − 1
b − a− α− 1
Figure 1.4. xa···a+α,b···b+β
We mean K̂[Bn] by the completion of the group algebra K[Bn] with respect to
the two-sided ideal I generated by σi − σ−1i for 1 6 i 6 n− 1;
K̂[Bn] := lim←−
N
K[Bn]/I
N
(cf. [F6]). By abuse of notation, we denote the induced filtration on K̂[Bn] by the
same symbol {In}n>0. It is checked that K̂[Bn] is a filtered Hopf algebra. We call its
group-like part by the proalgebraic braid group and denote it by Bn(K). It naturally
admits a structure of a proalgebraic group over K. We note that it is Hain’s [H]
relative completion of Bn with respect to the natural projection Bn → Sn.
(2) Similarly we denote its pure part by K̂[Pn]. Namely
K̂[Pn] := lim←−
N
K[Pn]/I
N
0
with I0 = I ∩K[Pn]. It is also a filtered Hopf algebra. The proalgebraic pure braid
group Pn(K) means its group-like part. We note that it is a unipotent (Malcev)
completion of Pn because I0 forms an augmentation ideal of K[Pn].
(3) Let F2(K) be the prounipotent algebraic group over K, the unipotent com-
pletion of the free group F2 of rank 2 with two variables x and y, that is, the
group-like part of the Hopf algebra K̂[F2] completed by the augmentation ideal.
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Similarly to the convention in [F6], for any f ∈ F2(K) and any homomorphism
τ : F2(K) → G(K) of proalgebraic groups sending x 7→ α and y 7→ β, the symbol
f(α, β) stands for the image τ(f). Particularly for the (actually injective) homo-
morphism F2(K)→ Pn(K) of proalgebraic groups sending x 7→ xa···a+α,b···b+β and
y 7→ xb···b+β,c···c+γ (1 6 a 6 a + α < b 6 b + β < c 6 c + γ 6 n), the image of
f ∈ F2(K) is denoted by fa···a+α,b···b+β,c···c+γ .
The proalgebraic group GT (K) is defined by Drinfeld [Dr] to be a subgroup of
the automorphism (proalgebraic) group of F2(K).
Definition 1.2 ([Dr]). The proalgebraic Grothendieck-Teichmu¨ller group GT (K)
is the proalgebraic group over K whose set of K-values points forms a subgroup of
AutF2(K) and is defined by
GT (K) :=
{
σ ∈ AutF2(K)
∣∣∣ σ(x) = xλ, σ(y) = f−1yλf for some (λ, f) ∈ K× × F2(K)
satisfying the three relations below.
}
(1.1) f(x, y)f(y, x) = 1 in F2(K),
(1.2) f(z, x)zmf(y, z)ymf(x, y)xm = 1 in F2(K) with z = (xy)
−1, m =
λ− 1
2
,
(1.3) f1,2,34f12,3,4 = f2,3,4f1,23,4f1,2,3 in P4(K).
The powers xλ, yλ, xm, ym, zm appearing in the above all make sense because
F2(K) is the prounipotent completion of F2. For f1,2,34 etc., see Notation 1.1.
We remark that each σ ∈ GT (K) determines a pair (λ, f) uniquely because the
pentagon equation (1.3) implies that f belongs to the commutator of F2(K). By
abuse of notation, we occasionally express the pair (λ, f) to represents σ and denote
as σ = (λ, f) ∈ GT (K).
The above set-theoretically defined GT (K) forms indeed a proalgebraic group
whose product is induced from that of AutF2(K) and is given by
1
(1.4)
(λ2, f2)◦(λ1, f1) :=
(
λ2λ1, f1(f2x
λ2f−12 , y
λ2) ·f2
)
=
(
λ2λ1, f2 ·f1(xλ2 , f−12 yλ2f2)
)
.
The first equality is the definition and the second equality can be easily verified.
We denote the subgroup of GT (K) with λ = 1 by GT1(K);
GT 1(K) := {σ = (λ, f) ∈ GT (K) | λ = 1} .
It is easily seen that it forms a proalgebraic unipotent subgroup of GT (K).
Remark 1.3. In some literatures, (1.1), (1.2) and (1.3) are called 2-cycle, 3-cycle
and 5-cycle relation respectively. The author often calls (1.1) and (1.2) by two
hexagon equations and (1.3) by one pentagon equation because they reflect the
three axioms, two hexagon and one pentagon axioms, of braided monoidal (tensor)
categories [JS]. We remind that (1.3) represents
f(x12, x23x24)f(x13x23, x34) = f(x23, x34)f(x12x13, x24x34)f(x12, x23) in P4(K).
1 For our purpose to make (1.5) not anti-homomorphic but homomorphic, we reverse the order
of the product given in the original paper [Dr].
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In several literatures such as [I, F3], the equation (1.3) is replaced by a different
(more symmetric) formulation:
f(x∗12, x
∗
23)f(x
∗
34, x
∗
45)f(x
∗
51, x
∗
12)f(x
∗
23, x
∗
34)f(x
∗
45, x
∗
51) = 1 in P
∗
5 (K)
where P ∗5 is the pure sphere braid group with 5-strings.
The author actually showed that the pentagon equation implies two hexagon
equations:
Proposition 1.4 ([F5]). Let K be an algebraically closed field of characteristic 0.
For each f ∈ F2(K) satisfying (1.3), there always exists (actually unique up to
signature) λ ∈ K such that the pair (λ, f) satisfies the two hexagon equations (1.1)
and (1.2).
The following Drinfeld’s GT (K)-action on K̂[Bn] plays a fundamental role in our
paper here.
Proposition 1.5 ([Dr]). Let n > 2. There is a continuous GT (K)-action on the
filtered Hopf algebra K̂[Bn]
(1.5) ρn : GT (K)→ Aut K̂[Bn]
which is induced by, for each σ = (λ, f) ∈ GT (K),
ρn(σ) :
{
σ1 7→ σλ1 ,
σi 7→ f−11···i−1,i,i+1 σλi f1···i−1,i,i+1 (2 6 i 6 n− 1).
Here σλi := σi · (σ2i )
λ−1
2 ∈ K̂[Bn] and f1···i−1,i,i+1 = f(x1ix2i · · ·xi−1,i, xi,i+1) ∈
Pn(K) (see Notation 1.1). .It is well defined because σ
2
i belongs to the unipotent
completion Pn(K) and
λ−1
2 -th power of σ
2
i makes sense in Pn(K). We denote
ρn(σ)(b) simply by σ(b) when there is no confusion.
We note that ρn is injective when n > 3.
Remark 1.6. For each prime l, there are natural homomorphisms B̂n → Bn(Ql)
and P̂n → Pn(Ql). Hence we have
B̂n → Q̂l[Bn].
By natural homomorphisms Ẑ → Ql, F̂2 → F2(Ql) and P̂4 → P4(Ql), we obtain a
continuous group homomorphism
(1.6) ĜT → GT (Ql)
from the profinite Grothendieck-Teichmu¨ller group ĜT (cf. [F6]). By direct calcu-
lations, it can be verified that the above two homomorphisms are consistent with
the GT (Ql)-action on Q̂l[Bn] in Proposition 1.5 and the ĜT -action on B̂n (given
in [Dr] and see also [F6]).
In §3, we will extend the action on proalgebraic braids to the one on proalgebraic
tangles and will show that actually the above action on proalgebraic pure braid
groups is realized as an inner automorphism of proalgebraic string links (Corollary
3.15).
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1.2. The GRT -action. We recall explicitly Drinfeld’s definitions of the graded
Grothendieck-Teichmu¨ller group GRT (K) in Definition 1.9. We discuss their ac-
tions on the algebra Ûbn of infinitesimal braids for n > 2 in Proposition 1.12.
Notation 1.7. (1) Let pn be the infinitesimal pure braid Lie algebra with n-strings
(n > 2) with standard generators tij (1 6 i, j 6 n) and defining relations tii = 0,
tij = tji, [tij , tik + tjk] = 0 and [tij , tkl] = 0 when i,j,k,l all differ. For 1 6 a 6
a+ α < b 6 b+ β 6 n, we define
ta···a+α,b···b+β :=
∑
06i6α,06j6β
ta+i,b+j ∈ pn.
We denote by Upn its enveloping algebra and by Ûpn its completion with respect
to its augmentation ideal.
(2) We denote Sn to be the symmetric group acting on {1, 2, . . . , n} (n > 1) and
τi,i+1 in Sn to be the transpose of i and i+ 1 (1 6 i 6 n− 1). The group Sn acts
Ûpn by τ · tij = tτ−1(i),τ−1(j) for τ ∈ Sn and 1 6 i, j 6 n. We may consider the
crossed product (cf. [M] etc.)
Ûbn := K[Sn] ∗ Ûpn.
It is K[Sn]⊗K Ûpn as vector space with the product structure given by
(τ1 ⊗ ti1j1) · (τ2 ⊗ ti2j2) := τ1τ2 ⊗ (tτ−1
2
(i1)τ
−1
2
(j1)
· ti2j2)
for τ1, τ2 ∈ Sn. By abuse of notation, occasionally τ indicate τ ⊗ 1 for τ ∈ K[Sn]
and t indicate 1⊗ t for t ∈ Ûpn in this paper. Hence we have
(1.7) τ · tij = tτ(i)τ(j) · τ (= τ ⊗ tij)
for τ ∈ Sn. We occasionally depict tij ∈ Ûpn as the diagram with n vertical lines
and a dotted horizontal line (called a chord) connecting i-th and j-th lines and
τ ∈ Sn as the diagram connecting each i-th point on the bottom with τ(i)-th point
on the top by an interval. The order of the product b · b′ is chosen to combine the
bottom endpoints of b with the top endpoints of b′. By putting deg tij = 1 (1 6
i, j 6 n) and deg τ = 0 (τ ∈ Sn), we can show that both Ûpn and Ûbn carry
structures of graded Hopf algebras.
(3) Let f2 be the free Lie algebra over K with two variables A and B and Û f2
be its completed Hopf algebra. Again similarly, for any g ∈ Û f2 and any algebra
homomorphism τ : Û f2 → S sending A 7→ v and B 7→ w, the symbol g(v, w)
stands for the image τ(g). Particularly for the (actually injective) homomorphism
Û f2 → Ûpn sending A 7→ ta···a+α,b···b+β and B 7→ tb···b+β,c···c+γ (1 6 a 6 a + α <
b 6 b+β < c 6 c+γ 6 n), the image of g ∈ Û f2 is denoted by ga···a+α,b···b+β,c···c+γ ∈
Ûpn.
We note that Ûpn is not algebraically generated by ti,i+1 (1 6 i 6 n− 1) while
the following holds for Ûbn.
Lemma 1.8. The algebra Ûbn is algebraically generated by ti,i+1 and τi,i+1 for
1 6 i 6 n− 1.
Proof. The elements τi,i+1 generateSn and, by (1.7), any tkl is obtained from ti,i+1
and τi,i+1 (1 6 i 6 n− 1), which yields our claim. 
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The proalgebraic group GRT 1(K) is defined by Drinfeld [Dr] to be a proalgebraic
subgroup of the automorphism (proalgebraic) group of exp f2.
Definition 1.9 ([Dr]). The proalgebraic graded Grothendieck-Teichmu¨ller group
GRT (K) is the subgroup of Aut exp f2 defined by
GRT (K) :=
{
σ ∈ Aut exp f2
∣∣∣ σ(eA) = eA/c, σ(eB) = g−1eB/cg for some c ∈ K×and g ∈ exp f2 satisfying two hexagon equations
(1.8)-(1.9) and one pentagon equation (1.10) below.
}
(1.8) g(A,B)g(B,A) = 1 in exp f2,
(1.9) g(C,A)g(B,C)g(A,B) = 1 in exp f2 with C = −A−B,
(1.10) g1,2,34g12,3,4 = g2,3,4g1,23,4g1,2,3 in exp p4.
Similarly to Definition 1.2, we remark that each σ ∈ GRT (K) determines a pair
(c, g) uniquely. By abuse of notation, we occasionally express the pair (c, g) to
represents σ ∈ GRT (K) and denote as σ = (c, g) ∈ GRT (K).
The above set-theoretically defined GRT (K) forms indeed a proalgebraic group
whose product is induced from that of Aut exp f2(K) and is given by
2
(1.11)
(c2, g2)◦(c1, g1) =
(
c2c1, g1
(
g2
A
c2
g−12 ,
B
c2
)
· g2
)
=
(
c2c1, g2 · g1
(
A
c2
, g−12
B
c2
g2
))
.
The first equality is the definition and the second equality can be easily verified.
Notice the simple equality (1, g)◦(c, 1) = (c, g).We denote the subgroup of GRT (K)
with c = 1 by GRT (K)1, i.e. GRT 1(K) := {σ = (c, g) ∈ GRT (K) | c = 1} . It is
easily seen that it forms a proalgebraic unipotent subgroup of GRT (K).
Remark 1.10. The symbol GRT stands for ‘graded Grothendieck-Teichmu¨ller
group.’ Indeed its grading on GRT1(K) is equipped by the action of Gm(K) (= K×)
given by
(1.12) (1, g(A,B)) 7→
(
1, g(
A
c
,
B
c
)
)
for c ∈ K× and g ∈ GRT1(K), which is reformulated by (1, g) 7→ (c, 1)◦ (1, g). Thus
we have, by the action,
GRT (K) = K× ⋉GRT1(K).
Two specific elements of GRT (K) are known.
Example 1.11. (1) The p-adic Drinfeld associator ΦpKZ(A,B), a p-adic analogue of
the Drinfeld (KZ-)associator (cf. Example 1.16) is a non-commutative formal power
series whose coefficients are p-adic multiple zeta values [F2] . It was constructed
as a regularized holonomy of the p-adic KZ-equation and was shown in [F4] by the
results of [U] that it belongs to GRT1(K) with K = Qp.
(2) The p-adic Deligne associator ΦpDe(A,B), a variant of the above Φ
p
KZ(A,B)
(cf. [F4]) is shown in [U] to be in GRT1(K) with K = Qp. It was in [F4] shown
that each of its coefficients is given by a certain polynomial combination of p-adic
multiple zeta values.
2 We remark again that, for our purpose, we reverse the order of the product given in [Dr].
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The following GRT (K)-action on Ûbn was explicitly presented neither in Drin-
feld’s paper[Dr] nor Bar-Natan’s paper [Ba3], where they showed GRT1(K)-action
there.
Proposition 1.12. Let n > 2. There is a continuous GRT (K)-action on the graded
Hopf algebra Ûbn
(1.13) ρn : GRT (K)→ Aut Ûbn
which is induced by, for each σ = (c, g) ∈ GRT (K),
ρn(σ) :

t1,2 7→ t1,2c ,
ti,i+1 7→ g−11···i−1,i,i+1 ti,i+1c g1···i−1,i,i+1 (2 6 i 6 n− 1),
τ1,2 7→ τ1,2,
τi,i+1 7→ g−11···i−1,i,i+1 τi,i+1 g1···i−1,i,i+1 (2 6 i 6 n− 1).
We recall that τi,i+1 means the transpose of i and i + 1 in Sn. We again note
that ρn is injective when n > 3.
In §3 we will extend the above action on infinitesimal braids to the one on chord
diagrams and will show that actually the above action on infinitesimal braids is
realized as an inner automorphism of chord diagrams.
The associated Lie algebra grt1 of GRT1, which was independently introduced
by Ihara [I] and called the stable derivation algebra, is equipped grading by the
Gm-action (1.12).
Conjecture 1.13 ([De, Dr, I]). The graded Lie algebra grt1 is freely generated by
one element in each degree 3, 5, 7, . . . .
Remark 1.14. By [Br1], we know that grt1 contains such a free Lie subalgebra
(see Remark 1.23 below).
1.3. Associators. We recall Drinfeld’s definition of the associator set M(K) in
Definition 1.15 and its (GRT (K), GT (K))-bitorsor structure in Proposition 1.18.
Then we will explain how associators give isomorphisms between K̂[Bn] and Ûbn
in Proposition 1.19.
Definition 1.15 ([Dr]). The associator setM(K) is the proalgebraic variety whose
set of K-valued points is given by
M(K) :=
{
p = (µ, ϕ) ∈ K×exp f2
∣∣∣ µ ∈ K× and (µ, ϕ) satisfies (1.8), (1.10) and (1.14).}
(1.14) exp{µA
2
}ϕ(C,A) exp{µC
2
}ϕ(B,C) exp{µB
2
}ϕ(A,B) = 1 in exp f2
with C = −A− B. For each fixed µ0 ∈ K, define the proalgebraic variety Mµ0(K)
by
Mµ0(K) :=
{
ϕ ∈ exp f2
∣∣∣ ϕ satisfies (1.8), (1.10) and (1.14) with µ = µ0}.
Hence we have M0(K) = GRT1(K). Three examples of associators are known:
Example 1.16. (1) The KZ-associator, also known as the Drinfeld associator,
ΦKZ(A,B) is a non-commutative formal power series whose coefficients are multiple
zeta values. It was constructed by Drinfeld [Dr] as a regularized holonomy of the
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KZ-equation and was shown by him that it belongs to Mµ(K) with K = C and
µ = ±2π√−1. It is known to be expressed as follows:
ΦKZ(A,B) = 1 +
∑
m,k1,...,km∈N
km>1
(−1)mζ(k1, · · · , km)Akm−1B · · ·Ak1−1B(1.15)
+ (regularized terms).
Here ζ(k1, · · · , km) is the multiple zeta value (MZV in short), the real number
defined by the following power series
ζ(k1, · · · , km) :=
∑
0<n1<···<nm
1
nk11 · · ·nkmm
for m, k1,. . . , km ∈ N(= Z>0) with km > 1 (its convergent condition). All of
the coefficients of ΦKZ (including its regularized terms) are explicitly calculated in
terms of MZV’s in [F1] Proposition 3.2.3 by Le-Murakami’s method in [LM2].
(2) The Deligne associator ΦDe(A,B) ([Br2]) (denoted by Φ
−
KZ(A,B) in [F4]) is
a non-commutative formal power series in Mµ(K) with K = R and µ = 1 which is
located in the ‘middle’ of ΦKZ
(
1
2π
√−1A,
1
2π
√−1B
)
and ΦKZ
(
−1
2π
√−1A,
−1
2π
√−1B
)
.
Its explicit relationship with the above ΦKZ(A,B) is given in [F4] Lemma 2.25.
(3) The AT-associator ΦAT(A,B) is another associator. It was constructed by
Alekseev and Torossian [AT1] as a holonomy of AT-connection, a certain non-
holomorphic flat connection on a certain configuration space. Sˇevera andWillwacher
[SW] showed that it belongs toMµ(K) withK = R and µ = 1. Rossi andWillwacher
showed that ΦAT 6= ΦDe in [RW].
We remark again that the author also in this setting showed that the pentagon
equation implies two hexagon equations.
Proposition 1.17 ([F6]). Let K be an algebraically closed field of characteristic
0. For each ϕ ∈ exp f2 satisfying (1.10), there always exists (actually unique up to
signature) µ ∈ K such that the pair p = (µ, ϕ) satisfies the two hexagon equations
(1.8) and (1.14).
It was shown by Drinfeld that GRT (K) acts freely and transitively on M(K)
from the left, GT (K) acts freely and transitively on M(K) from the right, and
these two actions are commutative:
Proposition 1.18 ([Dr]). The associator set M(K) forms a (GRT (K), GT (K))-
bitorsor by the left GRT (K)-action given by
(c, g) ◦ (µ, ϕ) :=
(
µ
c
, ϕ
(
g
A
c
g−1,
B
c
)
· g
)
=
(
µ
c
, g · ϕ
(
A
c
, g−1
B
c
g
))
for (c, g) ∈ GRT (K) and (µ, ϕ) ∈M(K) and the right GT (K)-action given by
(µ, ϕ) ◦ (λ, f) := (λµ, f(ϕeµAϕ−1, eµB) · ϕ) = (λµ, ϕ · f(eµA, ϕ−1eµBϕ))
for (µ, ϕ) ∈M(K) and (λ, f) ∈ GT (K).
We must note again that we reverse the order of the product given in the paper
[Dr] for our purpose. Drinfeld [Dr] showed that associators give an isomorphism
between K̂[Bn] and Ûbn.
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Proposition 1.19 ([Dr]). Let n > 2. The (GRT (K), GT (K))-bitorsor M(K) is
mapped to the
(
Aut(Ûbn), Aut(K̂[Bn])
)
-bitorsor Isom(K̂[Bn], Ûbn) by the map
(1.16) ρn :M(K)→ Isom
(
K̂[Bn], Ûbn
)
induced by, for each p = (µ, ϕ),
ρn(p) :
{
σ1 7→ τ1,2 · exp
{
µt12
2
}
,
σi 7→ ϕ−11···i−1,i,i+1· τi,i+1 · exp
{
µti,i+1
2
}
· ϕ1···i−1,i,i+1 (2 6 i 6 n− 1).
It is a morphism as bitorsors, i.e. it is compatible with (1.5) and (1.13).
We again note that ρn is injective when n > 3.
1.4. The motivic Galois group. We briefly review the formulations of the mo-
tivic Galois groups and their torsor(consult also [A] as a nice exposition). We also
review their relationship with the torsor of the Grothendieck-Teichmu¨ller groups
discussed in our previous subsections.
The triangulated category DM(Q)Q of mixed motives over Q (a part of an idea
of mixed motives is explained in [De] §1) was constructed by Hanamura, Levine
and Voevodsky. Tate motives Q(n) (n ∈ Z) are (Tate) objects of the category.
Let DMT (Q)Q be the triangulated sub-category of DM(Q)Q generated by Tate
motives Q(n) (n ∈ Z). By the work of Levine a neutral tannakian Q-category
MT (Q) = MT (Q)Q of mixed Tate motives over Q is extracted by taking the heart
with respect to a t-structure of DMT (Q)Q. Deligne and Goncharov [DeG] intro-
duced the full subcategory MT (Z) = MT (Z)Q of mixed Tate motives over Spec Z
inside of MT (Q)Q. The category MT (Z) forms a neutral tannakian Q-category
and association of each object M ∈ MT (Z) with the underlying Q-linear space of
its Betti and de Rham realizations give the fiber functor ωBe and ωDR respectively.
Definition 1.20. For ∗ ∈ {Be, DR}, the motivic Galois group GalM∗ (Z) is defined
to be the corresponding tannakian fundamental group of MT (Z), that is, the pro-
Q-algebraic group defined by Aut⊗(MT (Z) : ω∗).
For ∗, ∗′ ∈ {Be, DR}, we denote the corresponding tannakian fundamental torsor
Isom⊗(MT (Z) : ω∗, ω∗′) by GalM∗,∗′(Z). This is a (Gal
M
∗′ (Z),Gal
M
∗ (Z))-bitorsor.
We note that GalM∗,∗(Z) = Gal
M
∗ (Z). By the fundamental theorem of tannakian
category theory, each fiber functor ω∗ induces an equivalence of categories
(1.17) MT (Z) ≃ Rep GalM∗ (Z)
where the right hand side stands for the category of finite dimensional Q-vector
spaces equipped with GalM∗ (Z)-action.
Remark 1.21. For ∗, ∗′ ∈ {Be, DR}, the action of GalM∗ (Z) on ω∗(Q(1)) ≃ Q de-
fines a surjection GalM∗ (Z)→ Gm and its kernel GalM∗ (Z)1 is the unipotent radical
of GalM∗ (Z). For ∗ = DR, there is a natural splitting τ : Gm → GalMDR(Z) which
gives a negative grading on its associated Lie algebra LieGalMDR(Z)1. By the axiom
on the structure of the category MT (Z), it is known that the Lie algebra is the
graded Lie algebra freely generated by one element in each degree −3,−5,−7, . . . .
(consult [De] §8 for the full story).
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The motivic fundamental group πM1 (P
1\{0, 1,∞} : −→01) constructed in [DeG] §4
is a (pro-)object of MT (Z). The KZ-associator (cf. Example 1.16) is essential in
describing the Hodge realization of the motive (cf. [A, DeG, F4]). Since its Betti
and de Rham realization is given by F2(Q) and exp f2, the motivic Galois groups,
GalMBe(Z) and Gal
M
DR(Z), acts there respectively. The tannakian equivalence (1.17)
induces a morphism of bitorsors
Ψ : GalMBe,DR(Z)→ Isom(F2(Q), exp f2)
from the (GalMDR(Z),Gal
M
Be(Z))-bitorsor Gal
M
Be,DR(Z) to the (Aut exp f2,AutF2(Q))-
bitorsor Isom(F2(Q), exp f2). The following has been conjectured (Deligne-Ihara
conjecture) and finally proved by Brown by using Zagier’s relation on MZV’s.
Theorem 1.22 ([Br1]). The map Ψ is injective.
It is a proalgebraic group analogue of the so-called Bely˘ı’s theorem [Be] in the
profinite group setting. The theorem says that all unramified mixed Tate motives
over Spec Z are associated with MZV’s.
Remark 1.23. We recall that our (GRT (Q), GT (Q))-bitorsor M(Q) is naturally
injected to the (Aut exp f2,AutF2(Q))-bitorsor Isom(F2(Q), exp f2):
M(Q) →֒ Isom(F2(Q), exp f2).
As is explained in [A, F4], a certain geometric interpretations of the Grothendieck-
Teichmu¨ller groups shows that ImΨ is injected in M(Q) as bitorsors. Thus by the
above theorem, (GalMDR(Z),Gal
M
Be(Z))-bitorsor Gal
M
Be,DR(Z) is mapped injectively
to (GRT (Q), GT (Q))-bitorsor M(Q) as bitorsors:
(1.18) GalMBe,DR(Z) →֒M(Q).
The inclusion induces the one from LieGalMDR(Z)1 to GRT (Q). By Remark 1.21
we get the claim in Remark 1.14. The GT (Q)-action on Q̂[Bn] given in (1.5)
induces a GalMBe(Z)-action there and GRT (Q)-action on Ûbn given in (1.13) also
induces a GalMDR(Z)-action there. Hence by the equivalence (1.17), Q̂[Bn] is the
Betti realization of a certain mixed Tate (pro-)motive over Spec Z, while whose de
Rham realization is given by Ûbn.
2. Proalgebraic tangles and chord diagrams
We develop the actions of the Grothendieck-Teichmu¨ller groups on proalgebraic
braids and on infinitesimal braids explained in our previous section into the ones
on proalgebraic tangles and on chord diagrams by following the method indicated
in [KT]. This section might be regarded as an extension of Bar-Natan’s formalism
[Ba3] on a relationship of the Grothendieck-Teichmu¨ller groups with proalgebraic
braids into their relationship with proalgebraic tangles.
2.1. The GT -action. In this subsection we give a review but with more detailed
considerations on the last appendix of both [KT] and [KRT] where an interesting
GT (K)-action on proalgebraic tangles and knots are briefly explained. Proalgebraic
tangles and proalgebraic knots are recalled in Definition 2.3. They are shown in
Proposition 2.7 to be described by proalgebraic pre-tangles (and knots) introduced
by our ABC-construction in Definition 2.5. The GT (K)-action on proalgebraic
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tangles is explained in Definition 2.9 and Proposition 2.11. The induced GT (K)-
action on proalgebraic knots is discussed in Proposition 2.13. In Proposition 2.17 we
give a relationship of the GT (K)-action on the proalgebraic knots with the profinite
ĜT -action on profinite knots which was constructed in our previous paper [F6].
Notation 2.1. Let k, l > 0. Let ǫ = (ǫ1, . . . , ǫk) and ǫ
′ = (ǫ′1, . . . , ǫ
′
l) be sequences
(including the empty sequence ∅) of symbols ↑ and ↓. An (oriented) 3 tangle of type
(ǫ, ǫ′) means a smooth embedded compact oriented one-dimensional real manifolds
in [0, 1]×C (hence it is a finite disjoint union of embedded one-dimensional intervals
and circles), whose boundaries are {(1, 1), . . . , (1, k), (0, 1) . . . , (0, l)} such that ǫi
(resp. ǫ′j) is ↑ or ↓ if the tangle is oriented upwards or downwards at (1, i) (resp.
at (0, j)) respectively. A link is a tangle of type (∅, ∅) , i.e. k = l = 0, and a knot
means a link with a single connected component. An n-string link 4, a string link
with n-components, means a tangle with ǫ = ǫ′ and k = l = n which consists of
n-intervals connecting (0, i) with (1, i) for each 1 6 i 6 n and no circles (cf. Figure
2.1).
We denote T to be the full set of isotopy classes of oriented tangles and Tǫ,ǫ′
to be its subset consisting of tangles with type (ǫ, ǫ′). Figure 2.2 might help the
readers to have a good understanding of the definition. It is easily seen that there
Figure 2.1. A string link
Figure 2.2. A tangle in T↑↓↑↓,↓↑
is a natural composition map
(2.1) · : Tǫ1,ǫ2 × Tǫ2,ǫ3 → Tǫ1,ǫ3
for any sequences ǫ1, ǫ2, ǫ3. The set SLǫ denotes the subspace of Tǫ,ǫ consisting of
string links. By the above composition SLǫ forms a monoid for each ǫ. By putting
on each i-th strand an orientation ǫi, the pure braid group Pn (n > 1) may be
regarded as a submonoid of SLǫ with ǫ = (ǫ1, . . . , ǫn). By definition T∅,∅ is the set
of isotopy classes of (oriented) links. We denote K to be its subspace consisting
isotopy classes of (oriented) knots. The set K forms a monoid by the connected
sum (the knot sum)
(2.2) ♯ : K ×K → K.
3We occasionally omit to mention it. Throughout the paper all tangles are assumed to be
oriented.
4 A string link is not a link in the sense of the previous sentence.
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It is a natural way to fuse two oriented knots, with an appropriate position of
orientation, into one (an example is illustrated in Figure 2.3). It can be done at
=⇒
Figure 2.3. Connected sum (knot sum)
any points. Our short caution is that the connected sum ♯ in (2.2) is different from
the composition · in (2.1). (In fact a composition of two knots in not a knot but a
link).
There is a fundamental identification between knots and long knots (string link
with a single component).
Proposition 2.2. Let ǫ =↑ or ↓. Then the set SLǫ of long knots with the com-
position · is identified with the set K with the connected sum ♯ by closing the two
endpoints of each. Namely we have an identification of two monoids
cl : (SL↑, ·) ≃ (K, ♯).
Proof. The identification is simply obtained by combining the ends of long knots.
Checking all compatibilities are easy to see. 
For more on tangles, consult the standard textbook, say, [CDM].
Definition 2.3 ([F6, KT]). (1) Let K[Tǫ,ǫ′] be the free K-module of finite formal
sums of elements of Tǫ,ǫ′ . A singular oriented tangle, an ‘oriented tangle’ allowed to
have a finite number of transversal double points (see [KT] for datail), determines
an element of K[Tǫ,ǫ′ ] by the desingularization of each double point by the following
relation
  ✒❅❅■ = ✒■ − ❅■✒.
Let Tn (n > 0) be theK-submodule ofK[Tǫ,ǫ′ ] generated by all singular oriented tan-
gles with type (ǫ, ǫ′) and with n double points. The descending filtration {Tn}n>0
is called the singular filtration. The topological K-module K̂[Tǫ,ǫ′] of proalgebraic
tangles of type (ǫ, ǫ′) means its completion with respect to the singular filtration:
K̂[Tǫ,ǫ′] := lim←−
N
K[Tǫ,ǫ′ ]/TN .
By abuse of notation, we denote the induced filtration on K̂[Tǫ,ǫ′ ] by the same
symbol {Tn}n>0. Note that there is a natural composition map
(2.3) · : K̂[Tǫ1,ǫ2 ]× K̂[Tǫ2,ǫ3 ]→ K̂[Tǫ1,ǫ3 ]
for any ǫ1, ǫ2 and ǫ3. We denote the collection of K̂[Tǫ,ǫ′ ] for all ǫ and ǫ′ by T̂K.
(2) Let K[K] be the K-submodule of K[T∅,∅] generated by K. By the product
(2.4) ♯ : K̂[K]× K̂[K]→ K̂[K]
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induced by the connected sum ♯ in (2.2) and the coproduct map ∆ : K[K] →
K[K]⊗K K[K] sending k 7→ k ⊗ k and the augmentation map K[K]→ K, it carries
a structure of co-commutative and commutative bi-algebra. Put Kn := Tn ∩ K[K]
(n > 0). Then Kn forms an ideal of K[K] and the descending filtration {Kn}n>0
is called the singular knot filtration (cf. loc.cit.). The topological commutative K-
algebra K̂[K] of proalgebraic knots means its completion with respect to the singular
knot filtration:
K̂[K] := lim←−
N
K[K]/KN .
It is aK-linear subspace of K̂[T∅∅]. Since each element γ inK is congruent to the unit
modulo K1 due to the finiteness property of the unknotting number (cf. [CDM]),
the inverse of γ with respect to ♯ always exists in K̂[K]. It defines the antipode
map on K̂[K], which yields a structure of co-commutative and commutative Hopf
algebra there. Again by abuse of notation, we denote the induced filtration of K̂[K]
by the same symbol {Kn}n>0, which is compatible with a structure of filtered Hopf
algebra on K̂[K].
(3) Proalgebraic links and proalgebraic string links can be defined in the same
way. The subset K̂[SLǫ] of K̂[Tǫ,ǫ] consisting of proalgebraic string links forms a
non-commutative K-algebra by the composition map (2.3).
Here is a fundamental identification in our proalgebraic setting.
Lemma 2.4. Let ǫ =↑ or ↓. There is an identification between two K-algebras
(2.5) cl : (K̂[SLǫ], ·) ≃ (K̂[K], ♯).
which is compatible with their filtrations.
Proof. It is an immediate corollary of Proposition 2.2. 
We give a piecewise construction of the above proalgebraic tangles by using
proalgebraic pre-tangles introduced below.
Definition 2.5. (1) A fundamental proalgebraic (oriented) tangle means a vector
belonging to an ABC-space, one of the following K-linear spaces Aǫk,l, B̂
ǫ
τ and C
ǫ
k,l
for some k, l, ǫ, τ :
Aǫk,l := K · aǫk,l, with ǫ = (ǫi)k+l+1i=1 ∈ {↑, ↓}k × {y,x} × {↑, ↓}l (k, l = 0, 1, 2, . . . ),
B̂ǫτ := K̂[Pn] · τ with ǫ = (ǫi)ni=1 ∈ {↑, ↓}n and τ ∈ Sn (n = 1, 2, 3, 4, . . . ),
Cǫk,l := K · cǫk,l, with ǫ = (ǫi)k+l+1i=1 ∈ {↑, ↓}k × { x, y} × {↑, ↓}l (k, l = 0, 1, 2, . . . ).
Here K̂[Pn] · τ stands for the coset of K̂[Bn]
/
K̂[Pn] corresponding to τ ∈ Sn =
Bn/Pn, the inverse image ofK·σ under the natural homomorphism K̂[Bn]→ K[Sn].
To stress that an element b belongs to B̂ǫτ , we occasionally denote b
ǫ or (b, ǫ).
For each ABC-space V , its source s(V ) and target t(V ), which are sequences of ↑
and ↓, are defined in a completely same way to [F6]; e.g. s(B̂ǫτ ) = ǫ, t(B̂ǫτ ) = τ(ǫ).
(2) A proalgebraic pre-tangle Γ of type (ǫ, ǫ′) is a vector belonging to a K-linear
space which is a finite consistent (successively composable) K-linear tensor product
of ABC-spaces. Namely it is an element belonging to a K-linear space Vn⊗· · ·V2⊗V1
for some n such that s(Vi+1) = t(Vi) for all i = 1, 2, . . . , n − 1 and s(V1) = ǫ and
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t(Vn) = ǫ
′. For our simplicity, we denote each of its element Γ = γn ⊗ · · · ⊗ γ2 ⊗ γ1
with γi ∈ Vi by Γ = γn · · · γ2 · γ1. We also define s(Γ) := s(V1) and t(Γ) := t(Vn).
A proalgebraic pre-link Γ is a proalgebraic pre-tangle with s(Γ) = t(Γ) = ∅. Two
proalgebraic pre-tangles Γ = γn · · · γ2·γ1 and Γ′ = γ′m · · · γ′2·γ′1 are called composable
when s(Γ) = t(Γ′). Their composition Γ ·Γ′ is defined by γn · · · γ2 ·γ1 ·γ′m · · · γ′2 ·γ′1.
For each ABC-space V , its skeleton S(V ) is defined in a completely same way to
[F6]. For a proalgebraic pre-tangle Γ = γn · · · γ2 · γ1 with γi ∈ Vi, its skeleton S(Γ)
stands for the graph of the compositions S(Vn) · · · S(V2) · S(V1) and its connected
components mean the connected components of S(Γ) as graphs. A proalgebraic
pre-knot is a proalgebraic pre-link with a single connected component. A proalge-
braic pre-string link of type ǫ = (ǫi)
n
i=1 is a proalgebraic pre-tangle of type (ǫ, ǫ)
whose connected components consist of n intervals connecting each i-th point on
the bottom to the one on the top.
(3) Two proalgebraic pre-tangles are called isotopic when they are related by a
finite number of the 6 moves replacing profinite tangles and profinite braids group
B̂n by proalgebraic pre-tangles and proalgebraic braid algebras K̂[Bn] in (T1)-(T6)
in [F6] and c ∈ Ẑ by c ∈ K in (T6). (N.B. We note that σci for c ∈ K makes sense
in K̂[Bn] by the reason explained in [F6] Proof of Proposition 2.29 (2).)
(4) We denote K[T preǫ,ǫ′ ] to be the K-linear space which is the quotient of the K-
span of proalgebraic pre-tangles with type (ǫ, ǫ′) divided by the equivalence linearly
generated by the above isotopy. Note that there is a natural composition map
(2.6) · : K[T preǫ1,ǫ2 ]×K[T preǫ2,ǫ3 ]→ K[T preǫ1,ǫ3 ]
for any ǫ1, ǫ2 and ǫ3. The subset K[SLpreǫ ] of K[T preǫ,ǫ ] consisting of proalgebraic
pre-string links of type ǫ forms a non-commutative K-algebra by the composition
map.
The symbol K[Kpre] stands for the subspace of K[T pre∅,∅ ] generated by proalgebraic
pre-knots. It can be proven in a same way to [F6] that K[Kpre] inherits a structure
of a commutative K-algebra by the connected sum
(2.7) ♯ : K[Kpre]×K[Kpre]→ K[Kpre].
Here for any two proalgebraic knots K1 = αm · · ·α1 and K2 = βn · · ·β1 with
(αm, α1) = (x,
x) and (βn, β1) = (x,
x) (we may assume such presentations by
(T6)), their connected sum is defined by
K1♯K2 := αm · · ·α2 · βn−1 · · ·β1.
Again we note that ♯ is different from the above composition (2.6).
(5) For a K-linear space V with V = B̂ǫτ , we give its descending filtration
{TN(V )}∞N=0 of K-linear subspaces by TN (V ) := IN and for a K-linear space V
with V = Aǫk,l or C
ǫ
k,l we give its filtration by T0(V ) = V and TN (V ) := {0} for
N > 0. For a finite consistent tensor product V = Vn⊗ · · · ⊗V1 of ABC-spaces, we
give its descending filtration {TN (V )}∞N=0 with
TN (V ) :=
∑
in+···+i1=N
Tin(Vn)⊗ · · · ⊗ Ti1(V1),
i.e. the K-linear subspaces generated by the subspaces Tin(Vn)⊗ · · · ⊗ Ti1(V1) with
in+ · · ·+i1 = N . For any ǫ and ǫ′, the collection of the filtrations of such consistent
tensor product V with s(V ) = ǫ′ and t(V ) = ǫ yields a filtration of K-submodules of
K[T preǫ,ǫ′ ], which we denote by {T preN }N>0. They are compatible with the composition
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map (2.6). The filtration on K[Kpre] induced by the filtration of K[T pre∅,∅ ] is denoted
by {KpreN }N>0. The filtration is compatible with its algebra structure given by (2.7).
Lemma 2.6. (1) For any ǫ and ǫ′ and any N > 0, there is an isomorphism of
K-linear spaces
K[Tǫ,ǫ′]/TN ≃ K[T preǫ,ǫ′ ]/T preN .
(2) For any ǫ and any N > 0, there is an isomorphism of non-commutative
K-algebras
K[SLǫ]/TN ≃ K[SLpreǫ ]/T preN .
(3) For any N > 0, there is an isomorphism of commutative K-algebras
K[K]/KN ≃ K[Kpre]/KpreN .
Proof. (1) The map is obtained because the set T is described by the sequence
of elements in the discrete sets A, B and C modulo the discrete version of our
moves (T1)-(T6) (see [F6]). Showing that it is an isomorphism is attained by the
isomorphism
K[Bn]/I
i ≃ K̂[Bn]/Ii
for i = 0, 1, 2, . . . .
(2) and (3) It is a direct consequence of (1). 
Here are algebraic reformulations of proalgebraic tangles and knots.
Proposition 2.7. (1) For each ǫ and ǫ′, there is an identification of filtered K-
linear spaces
lim←−
n
K[T preǫ,ǫ′ ]/T pren ≃ K̂[Tǫ,ǫ′ ].
(2) For each ǫ, there is an identification of filtered non-commutative K-algebras
lim←−
n
K[SLpreǫ ]/T pren ≃ K̂[SLǫ].
(3) There is an identification of filtered commutative K-algebras
lim←−
n
K[Kpre]/Kpren ≃ K̂[K].
Proof. It is immediate by Definition 2.3 and the above lemma. 
Remark 2.8. By [Ba1] §4.2, we have a natural inclusion K̂[Pn] →֒ ̂K[SL↑n ].
Based on the identification, the action of the Grothendieck-Teichmu¨ller group
GT (K) on proalgebraic tangles (in [KRT, KT] Appendix) can be explained as fol-
lows:
Definition 2.9. Let Γ¯ ∈ K̂[Tǫ,ǫ′]/TN with any sequences ǫ, ǫ′ and N > 0. Let Γ be
its representative in K[T preǫ,ǫ′ ] with a presentation Γ = γm · · · γ2 ·γ1 (γj : fundamental
proalgebraic tangle). For σ = (λ, f) ∈ GT (K) with λ ∈ K× and f ∈ F2(K), we
define
(2.8) σ(Γ¯) := σ(γm) · · ·σ(γ2) · σ(γ1) ∈ K̂[Tǫ,ǫ′]/TN .
Here σ(γj) is defined in a same way to [F6] as follows.
(1) If γj ∈ Aǫk,l, we define
σ(γj) := γj · (νf )s(γj)k+2 · f s(γj)1···k,k+1,k+2.
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Here the middle term stands for the proalgebraic tangle whose source is s(γj) which
is obtained by putting the trivial braid with k + 1-strands on the left of νf (see
below) and the trivial braid with l-strands on its right.
(2) If γj = (bn, ǫ) ∈ B̂ǫτ with bn ∈ K̂[Pn] · τ ⊂ K̂[Bn], we define
σ(γj) := (ρn(σ)(bn), ǫ).
Here ρn(σ)(bn) is the image of bn by the action σ ∈ GT (K) on K̂[Bn] explained in
§1.1.
(3) If γj ∈ Cǫk,l, we define
σ(γj) := f
−1,t(γj)
1···k,k+1,k+2 · γj .
The symbol νǫf (ǫ =↑, ↓) means the proalgebraic tangle in K̂[Tǫ,ǫ] which is a
proalgebraic string link with a single strands such that s(µǫf ) = t(µ
ǫ
f ) = ǫ and
which is given by the inverse of Λǫf with respect to the composition:
νǫf := {Λǫf}−1.
Here Λ↓f in K̂[Tǫ,ǫ] represents the proalgebraic string link with a single strands given
by
Λ↓f := a
↓y
1,0 · f↓↑↓ · c
x↓
0,1 .
(cf. Figure 2.4) and Λ↑f is the same one obtained by reversing its all arrows.
f
↓
↓
Figure 2.4. Λ↓f
We note that the existence of the inverse of Λǫf in K̂[Tǫ,ǫ] is immediate because
Λǫf is congruent to the trivial braid with a string modulo T1 and K̂[Tǫ,ǫ] is completed
by the filtration {Tn}∞n=0.
Remark 2.10. (1) The inverse νǫf does not look exist in K[T preǫ,ǫ′ ] generally. That
is why we define GT (K)-action on K̂[Tǫ,ǫ′] below.
(2) Our action (2.8) looks slightly different from the one given in [F6]. One of
the reasons is that we deal tangles in Definition 2.9 while we discuss knots in [F6].
Proposition 2.11 ([KRT, KT]). The equation (2.8) yields a well-defined GT (K)-
action on K̂[Tǫ,ǫ′]/TN for any ǫ, ǫ′ and any N > 0, and induces a well-defined
GT (K)-action on K̂[Tǫ,ǫ′ ] such that the equality
σ(Γ · Γ′) = σ(Γ) · σ(Γ′)
holds in K̂[Tǫ1,ǫ3 ] for two proalgebraic tangles Γ ∈ K̂[Tǫ1,ǫ2 ] and Γ′ ∈ K̂[Tǫ2,ǫ3 ] for
any ǫ1, ǫ2 and ǫ3.
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Proof. Though its proof can be found in loc. cit where it is explained in terms of
K-linear braided monoidal categories, we can prove in a same way to the proof of
[F6] Theorem 2.38. by direct calculations. 
We denote the above induced action by
(2.9) ρǫ,ǫ′ : GT (K)→ Aut K̂[Tǫ,ǫ′].
We may say that it is a generalization of the map (1.5) into the proalgebraic tangle
case. As a consequence of the above proposition, we have
Proposition 2.12. For each sequence ǫ, the subspace K̂[SLǫ] of proalgebraic string
links is stable under the above GT (K)-action. The action is compatible with its non-
commutative algebra structure whose product is given by the composition.
We denote the above action by
(2.10) ρǫ : GT (K)→ Aut K̂[SLǫ].
We will see in Theorem 3.14 that this action restricted into GT1(K) is given by
inner conjugation.
Particularly by restricting our action (2.9) into K̂[T∅,∅] we obtain the following.
Proposition 2.13. The subspace K̂[K] of proalgebraic knots is stable under the
above GT (K)-action. The action there is not compatible with the connected sum ♯
however the equality
(2.11) σ(K1♯K2)♯σ( ) = σ(K1)♯σ(K2)
holds for any σ ∈ GT (K) and any K1,K2 ∈ K̂[K].
Proof. Seeing that the subspace is stable can be verified by showing that connected
components of skeletons of proalgebraic tangles are unchanged. The equation (2.11)
can be proven in a same way to the proof of the equation (2.21) in [F6]. 
We denote the above action by
(2.12) ρ0 : GT (K)→ Aut K̂[K0].
Remark 2.14. We will see in Proposition 3.19 that this action is given by Gm-
action. We will explicitly determine in Theorem 3.27 the subspace of K̂[K] which
is invariant under the above GT (K)-action.
We note that in the proalgebraic knot setting our action above is not compatible
with the product structure (2.4) due to (2.11), while in the profinite knot set-
ting the ĜT -action on the group of profinite knots is compatible with the product
structure as shown in [F6] Theorem 2.38.(4). In order to relate the ĜT -action on
FracK̂ constructed in [F6] with the above GT (K)-action on K̂[K], we introduce the
proalgebraic group FracK(K) below.
Notation 2.15. Put K(K) to be the group-like part of K̂[K], which carries a
structure of proalgebraic group. It can be checked directly that GT (K)-action
on K̂[K] is compatible with its coproduct map and its antipode map. Hence we
have GT (K)-action on K(K) though it is not compatible with its product structure
of K(K) due to (2.11). We denote its group of fraction by FracK(K), which is
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the quotient space of K(K) × K(K) by the equivalent relations (r, s) ≈ (r′, s′) if
r♯s′♯t = r′♯s♯t holds in K(K) for some t ∈ K(K).
Lemma 2.16. The induced GT (K)-action on FracK(K) is compatible its group
structure, i.e.
σ(e) = e, σ(x♯y) = σ(x)♯σ(y), σ(
1
x
) =
1
σ(x)
for any σ ∈ GT (K) and x, y ∈ FracK(K). Here e = / .
Proof. Let x = r1/s1 and y = r2/s2. Then by (2.11) it is easy to see
σ(x♯y) = σ(
r1♯r2
s1♯s2
) =
σ(r1♯r2)
σ(s1♯s2)
=
σ(r1♯r2)♯σ( )
σ(s1♯s2)♯σ( )
=
σ(r1)♯σ(r2)
σ(s1)♯σ(s2)
=
σ(r1)
σ(s1)
♯
σ(r2)
σ(s2)
= σ(
r1
s1
)♯σ(
r2
s2
) = σ(x)♯σ(y),
σ(
1
x
)♯σ(x) = σ(
s1
r1
)♯σ(
r1
s1
) =
σ(s1)
σ(r1)
♯
σ(r1)
σ(s1)
=
σ(s1)♯σ(r1)
σ(r1)♯σ(s1)
=
σ(r1)♯σ(s1)
σ(r1)♯σ(s1)
= = e.

In [F6], the profinite ĜT -action on FracK̂ was constructed. A relationship of the
action with the above constructed GT (K)-action on K(K) is explicitly given below.
Proposition 2.17. For each prime l, there is a natural group homomorphism
(2.13) FracK̂ → FracK(Ql).
The ĜT -action on FracK̂ constructed in [F6] is compatible with the above GT (Ql)-
action on K(Ql) under the maps (1.6) and (2.13).
Proof. The map (2.13) is naturally induced by the map in [F6] Proposition 2.30.
It follows from our construction that the map is compatible with two actions. 
2.2. The GRT -action. In this subsection, we establish an ‘infinitesimal’ counter-
part of the GT (K)-action on proalgebraic tangles given in the previous subsection.
Infinitesimal tangles (and knots) are introduced in Definition 2.19 as an infinitesimal
counterpart of proalgebraic tangles (and knots). (It will be shown in next subsec-
tion that this notion coincides with the notion of chord diagrams.) A consistent
GRT (K)-action there is established in Proposition 2.23.
Definition 2.18. (1) A fundamental infinitesimal tangle means a vector belonging
to one of the following K-linear spaces (let us again call them ABC-spaces): Aǫk,l,
ÎBǫτ and C
ǫ
k,l for some k, l, ǫ, τ :
Aǫk,l := K · aǫk,l, with ǫ = (ǫi)k+l+1i=1 ∈ {↑, ↓}k × {y,x} × {↑, ↓}l (k, l = 0, 1, 2, . . . ),
ÎBǫτ := Ûpn · τ with ǫ = (ǫi)ni=1 ∈ {↑, ↓}n and τ ∈ Sn (n = 1, 2, 3, 4, . . . ),
Cǫk,l := K · cǫk,l, with ǫ = (ǫi)k+l+1i=1 ∈ {↑, ↓}k × { x, y} × {↑, ↓}l (k, l = 0, 1, 2, . . . ).
Here Ûpn · τ stands for the coset of Ûbn
/
Ûpn corresponding to τ ∈ Sn = Bn/Pn.
To stress that an element b belongs to ÎBǫτ , we occasionally denote b
ǫ or (b, ǫ).
For each above space V , its source s(V ) and target t(V ), are defined in a com-
pletely same way to Definition 2.5.
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(2) An infinitesimal pre-tangle D of type (ǫ, ǫ′) is defined in a same way to
Definition 2.5. Namely it is D = dn · · · d2 · d1 where each di is an infinitesimal
fundamental tangle, a vector belonging to Vi, one of the above ABC-spaces, such
that s(Vi+1) = t(Vi) for all i = 1, 2, . . . , n − 1 and s(V1) = ǫ and t(Vn) = ǫ′.
We also define s(D) := s(V1) and t(D) := t(Vn). An infinitesimal pre-link D is
an infinitesimal pre-tangle with s(D) = t(D) = ∅. Two infinitesimal pre-tangles
D = dn · · · d2 · d1 and D′ = d′m · · · d′2 · d′1 are called composable when s(D) = t(D′)
and their composition D ·D′ is defined by dn · · · d2 · d1 · d′m · · · d′2 · d′1.
For an infinitesimal pre-tangle D its skeleton S(D) and its connected components
can be defined in the same way to Definition 2.5. An infinitesimal pre-knot is an
infinitesimal pre-link with a single connected component. An infinitesimal pre-
string link of type ǫ = (ǫi)
n
i=1 is an infinitesimal pre-tangle of type (ǫ, ǫ) consisting
of n connected components whose each i-th component connect i-th point on the
bottom to the one on the top.
(3) Two infinitesimal pre-tangles are called isotopic when they are related by a
finite number of the 6 moves (IT1)-(IT6). Here (IT1)-(IT5) are the moves replacing
profinite tangles and profinite braids group B̂n by infinitesimal pre-tangles and
infinitesimal braid algebras Ûbn in (T1)-(T5) in [F6] and (IT6) is an ‘infinitesimal’
variant of (T6), which is stated below.
(IT6): For α ∈ K, cǫk,l ∈ Cǫk,l and tk+1,k+2 ·τ ∈ ÎBǫ′τ with τ = τk+1,k+2 ∈ Sk+l+2
(the switch of k + 1 and k + 2) and t(Cǫk,l) = ǫ
′
exp{α tk+1,k+2} · τk+1,k+2 · cǫk,l = cǫ¯k,l
where ǫ¯ is the sequence obtained by revering the (k + 1)-st and (k + 2)-nd arrows.
And for α ∈ K, aǫk,l ∈ Aǫk,l and τ · tk+1,k+2 ∈ ÎBǫ′τ with τ = τk+1,k+2 ∈ Sk+l+2 and
s(Aǫk,l) = τ(ǫ
′)
aǫk,l · τk+1,k+2 · exp{α tk+1,k+2} = aǫ¯k,l.
where ǫ¯ is the sequence obtained by revering the (k + 1)-st and (k + 2)-nd arrows.
Figure 2.5 depicts the moves. (N.B. We note that exp{α tk+1,k+2} for α ∈ K makes
sense in Ûpk+l+2.)
k
exp{α }
l
=
k l , k
exp{α }
l
=
k l
Figure 2.5. (IT6)
(4) We denote K[IT preǫ,ǫ′ ] to be the K-linear space which is the quotient of the K-
span of infinitesimal pre-tangles with type (ǫ, ǫ′) divided by the equivalence linearly
generated by the above isotopy. Note that there is a natural composition map
(2.14) · : K[IT preǫ1,ǫ2 ]×K[IT preǫ2,ǫ3 ]→ K[IT preǫ1,ǫ3 ]
for any ǫ1, ǫ2 and ǫ3. The subspaceK[ISLpreǫ ] of K[IT preǫ,ǫ ] consisting of infinitesimal
pre-string links forms a non-commutative K-algebras by the composition (2.14).
GALOIS ACTION ON KNOTS II 21
The symbol K[IKpre] stands for the subspace of K[IT pre∅,∅ ] generated by infini-
tesimal pre-knots. As in Definition 2.5, it inherits a structure of a commutative
K-algebra by the connected sum (which can be defined in the same way to [F6])
(2.15) ♯ : K[IKpre]×K[IKpre]→ K[IKpre].
Again we note that ♯ is different from the above composition (2.14).
(5) For a K-linear space V with V = Aǫk,l or C
ǫ
k,l we give its descending filtration
of K-linear subspaces by IT 0(V ) = V and IT N (V ) := {0} for N > 0, and when
V = ÎBǫτ , we give its descending filtration {IT N (V )}∞N=0 such that IT N (V ) is the
K-linear subspace topologically generated by elements whose degrees are greater
than or equal to N .
By the method indicated in Definition 2.5, for any sequences ǫ and ǫ′, K[IT preǫ,ǫ′]
is inherited a filtration of its K-submodules which we denote by {IT preN }N>0. They
are compatible with the composition map (2.14). The filtration onK[IKpre] induced
by the filtration of K[IT pre∅,∅ ] is denoted by {IKpreN }N>0. The filtration is compatible
with its algebra structure given by (2.15).
Definition 2.19. (1) An infinitesimal tangle with type (ǫ, ǫ′) is an element of
̂K[IT ǫ,ǫ′] := lim←−
n
K[IT preǫ,ǫ′ ]/IT pren .
(2) An infinitesimal string link with type ǫ is an element of
̂K[ISLǫ] := lim←−
n
K[ISLpreǫ ]/IT pren .
(3) An infinitesimal knot is an element of the following completed K-algebra
K̂[IK] := lim←−
n
K[IKpre]/IKpren .
We note that ̂K[IT ǫ,ǫ′ ] for ǫ, ǫ′ is inherited a composition product · by (2.14)
and the set ̂K[ISLǫ] generally forms a non-commutative K-algebra. The set K̂[IK]
is inherited a connected ♯ by (2.15) and forms a commutative K-algebra.
Remark 2.20. By [Ba1] §4.2, we have a natural inclusion Ûpn →֒ ̂K[ISL↑n ].
Similarly for each ǫ = (ǫi)
n
i=1 with ǫ =↑, ↓, there is an inclusion Ûpn →֒ ̂K[ISLǫ].
We denote the image of each element h ∈ Ûpn by hǫ.
As an analogue of Lemma 2.4, we have
Lemma 2.21. Let ǫ =↑ or ↓. There is an identification of two algebras
cl : ( ̂K[ISLǫ], ·) ≃ (K̂[IK], ♯)
which is compatible with their filtrations.
Based on the identification, the action of the graded Grothendieck-Teichmu¨ller
group GRT (K) on infinitesimal tangles is constructed as follows:
Definition 2.22. Let D¯ ∈ ̂K[IT ǫ,ǫ′]/IT N with any sequences ǫ, ǫ′ and N > 0.
Let D be its representative in K[IT preǫ,ǫ′] with a presentation D = dm · · · d2 · d1 (dj :
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fundamental infinitesimal tangle). For σ = (c, g) ∈ GRT (K), hence c ∈ K× and
g ∈ exp f2, we define
(2.16) σ(D¯) := σ(dm) · · ·σ(d2) · σ(d1) ∈ ̂K[IT ǫ,ǫ′]/IT N .
with σ(dj) given below.
(1) when dj ∈ Aǫk,l, we define
σ(dj) := dj · (νg)s(dj)k+2 · gs(dj)1···k,k+1,k+2.
Here the middle term stands for the infinitesimal tangle whose source is s(dj) which
is obtained by putting the trivial infinitesimal braid with k + 1-strands on the left
of νg (see below) and the trivial infinitesimal braid with l-strands on its right.
(2) when dj = (bn, ǫ) ∈ ÎBǫτ with bn ∈ Ûpn · τ ⊂ Ûbn, we define
σ(dj) := (ρn(σ)(bn), ǫ).
Here ρn(σ)(bn) is the image of bn by the action σ ∈ GRT (K) on Ûbn explained in
§1.2.
(3) when dj ∈ Cǫk,l, we define
σ(dj) := g
−1,t(dj)
1···k,k+1,k+2 · dj .
The symbol νǫg (ǫ =↑, ↓) means the infinitesimal tangle in ̂K[IT ǫ,ǫ] with a single
connected component such that s(µǫg) = t(µ
ǫ
g) = ǫ and which is given by the inverse
of Λǫg with respect to the composition:
νǫg := {Λǫg}−1.
Here Λ↓g in ̂K[IT ǫ,ǫ] represents the infinitesimal string link with a single strands
given by
Λ↓g := a
↓y
1,0 · g↓↑↓ · c
x↓
0,1 .
(which can be depicted as the picture in Figure 2.4 replacing f by g) and Λ↑g is the
same one obtained by reversing its all arrows.
We note that the existence of the inverse of Λǫg in
̂K[IT ǫ,ǫ] is immediate because
Λǫg is congruent to the unit in
̂K[IT ǫ,ǫ] modulo T1 and ̂K[IT ǫ,ǫ] is completed by
the filtration {Tn}∞n=0.
Proposition 2.23. (1). The equation (2.16) yields a well-defined GRT (K)-action
on ̂K[IT ǫ,ǫ′ ]/IT N for any ǫ, ǫ′ and any N > 0, and induces a well-defined GRT (K)-
action on ̂K[IT ǫ,ǫ′ ] such that the equality
σ(D ·D′) = σ(D) · σ(D′)
holds in ̂K[IT ǫ1,ǫ3] for two infinitesimal tangles D ∈ ̂K[IT ǫ1,ǫ2 ] and D′ ∈ ̂K[IT ǫ2,ǫ3 ]
for any ǫ1, ǫ2 and ǫ3.
(2) For each ǫ, the subspace ̂K[ISLǫ] of infinitesimal string links with type ǫ is
stable under the above GRT (K)-action. The action is compatible with its algebra
structure whose product is given by the composition.
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(3) The subspace K̂[IK] of infinitesimal knots is stable under the above GRT (K)-
action. The action there is not compatible with the connected sum ♯ however the
equality
(2.17) σ(D1♯D2)♯σ( ) = σ(D1)♯σ(D2)
holds for any σ ∈ GRT (K) and any D1, D2 ∈ K̂[IK].
Proof. Proof can be done in a completely same way to the proof of Proposition 2.11
and 2.13. 
We denote the above induced actions respectively by
ρǫ,ǫ′ : GRT (K)→ Aut ̂K[IT ǫ,ǫ′ ],(2.18)
ρǫ : GRT (K)→ Aut ̂K[ISLǫ],(2.19)
ρ0 : GRT (K)→ Aut K̂[IK].(2.20)
We may say that the map (2.18) is a generalization of the map (1.13) into the
infinitesimal tangle case. We will see that the action (2.19) restricted into GRT1(K)
is given by inner conjugation in Theorem 3.10 and that the action (2.20) is given
by Gm-action in Proposition 3.19.
2.3. Associators. In this subsection we reformulate the isomorphism given in [KT]
Theorem 2.4 (also shown in [Ba2, C, KT, LM1, P]) in our terminologies of proal-
gebraic and infinitesimal tangles. It is shown that each associator gives an isomor-
phism between the system of proalgebraic tangles and the system of infinitesimal
tangles in Proposition 2.25. Proposition 2.28 shows an equivalence of the notion of
infinitesimal tangles and the notion of chord diagrams.
Similarly to our previous subsections, such an isomorphism is constructed piece-
wise.
Definition 2.24. Let Γ¯ ∈ K̂[Tǫ,ǫ′]/TN with any sequences ǫ, ǫ′ and N > 0. Let Γ be
its representative in K[T preǫ,ǫ′ ] with a presentation Γ = γm · · · γ2 ·γ1 (γj : fundamental
proalgebraic tangle). For p = (µ, ϕ) ∈ M(K), hence µ ∈ K× and ϕ ∈ exp f2, we
define
(2.21) p(Γ¯) := p(γm) · · · p(γ2) · p(γ1) ∈ ̂K[IT ǫ,ǫ′ ]/IT N .
with p(γj) given below.
(1) when γj ∈ Aǫk,l, we define
p(γj) := γj · (νϕ)s(γj)k+2 · ϕs(γj)1···k,k+1,k+2.
Here νϕ is the infinitesimal string link defined in Definition 2.22.
(2) when γj = (bn, ǫ) ∈ B̂ǫτ with bn ∈ K̂[Pn] · τ ⊂ K̂[Bn], we define
p(γj) := (ρn(p)(bn), ǫ).
Here ρn(p)(bn) ∈ Ûbn is the image of bn by the map given in Proposition 1.19.
(3) when γj ∈ Cǫk,l, we define
p(γj) := ϕ
−1,t(γj)
1···k,k+1,k+2 · γj .
As an analogue of Proposition 2.11 and 2.23 in this subsection, we have the
following:
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Proposition 2.25. (1) For each p = (µ, ϕ) ∈ M(K), the equation (2.21) yields a
well-defined isomorphism of K-linear spaces
ρNǫ,ǫ′(p) : K̂[Tǫ,ǫ′ ]/TN ≃ ̂K[IT ǫ,ǫ′ ]/IT N
for any ǫ and ǫ′ and N > 0.
(2) This induces an isomorphism of K-linear spaces
(2.22) ρǫ,ǫ′(p) : K̂[Tǫ,ǫ′] ≃ ̂K[IT ǫ,ǫ′ ]
such that the equality
ρǫ1,ǫ3(p)(Γ · Γ′) = ρǫ1,ǫ2(p)(Γ) · ρǫ2,ǫ3(p)(Γ′)
holds in ̂K[IT ǫ1,ǫ3] for two proalgebraic tangles Γ ∈ K̂[Tǫ1,ǫ2 ] and Γ′ ∈ K̂[Tǫ2,ǫ3 ] for
any ǫ1, ǫ2 and ǫ3.
(3) Restriction of the map (2.22) into proalgebraic string links of type ǫ yields
an isomorphism
(2.23) ρǫ(p) : K̂[SLǫ] ≃ ̂K[ISLǫ].
It is compatible with non-commutative product structures of both algebra given by
the compositions.
(4) Restriction of the map (2.22) into proalgebraic knots yields an isomorphism
(2.24) ρ0(p) : K̂[K] ≃ K̂[IK].
It is not compatible with the commutative product structure given by the connected
sum ♯ however the equality
(2.25) ρ0(p)(K1♯K2) ♯ ρ0(p)( ) = ρ0(p)(K1) ♯ ρ0(p)(K2)
holds in K̂[IK] for any K1,K2 ∈ K̂[K].
Proof. (1) Firstly we have to show that Definition 2.24 makes sense, that is, the map
ρNǫ,ǫ′(p) is well-defined. It is enough to prove the equality ρ
N
ǫ,ǫ′(p)(Γ¯1) = ρ
N
ǫ,ǫ′(p)(Γ¯2)
for Γ1 and Γ2 ∈ K̂[Tǫ,ǫ′] when Γ1 is obtained from Γ2 by a single operation of one
of the moves (T1)-(T6). This can be proved in a completely same way to the proof
of [F6] Theorem 2.38.(1).
Secondly we prove that the map ρNǫ,ǫ′(p) is isomorphic. This is achieved by
considering the K-linear map
Sa : IT a
/ IT a+1 → Ta / IT a+1
for a = 0, 1, 2, . . . , N − 1. It is a map sending each Γ = γm · · · γ1 with each
γi belonging to one Vi of the ABC-spaces to Sa(Γ) := Sa(γm) · · ·Sa(γ1) with
Sa(γi) = γi when Vi = A
ǫ
k,l or C
ǫ
k,l for some k, l, ǫ, and Sa(γi) = ρn(p)
−1(γi)
when Vi = ÎBτǫ for some τ ∈ Sn (some n > 1) and ǫ. Here ρn(p) : K̂[Bn] → Ûbn
is the isomorphism given by (1.16). The well-definedness of Sa can be checked di-
rectly. To see the compatibility for the move (IT6), we need to use the congruence
ρn(p)
−1(tk+1,k+2) ≡ σk+1−σ−1k+1 (mod I1). By the construction, Sa is isomorphic.
By checking that Sa gives an right inverse of
ρa+1ǫ,ǫ′ (p)
∣∣
Ta : Ta
/ IT a+1 → IT a / IT a+1,
inductively we get that ρa+1ǫ,ǫ′ (p) is isomorphic.
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(2) Since both filtration {Tn}∞n=0 and {IT n}∞n=0 are compatible with the iso-
morphism ρNǫ,ǫ′(p), the isomorphism (2.22) is obtained. Checking the equality of
the composition is immediate to see.
(3) It can be proved by the same arguments of the proof of Proposition 2.12.
(4) The statements follow from the same arguments given in the proof of Propo-
sition 2.13. 
The above isomorphism (2.22) is compatible with both GT (K)-action on K̂[Tǫ,ǫ′]
and GRT (K)-action on ̂K[IT ǫ,ǫ′].
Proposition 2.26. The induced maps
ρǫ,ǫ′ :M(K)→ Isom
(
K̂[Tǫ,ǫ′], ̂K[IT ǫ,ǫ′ ]
)
,(2.26)
ρǫ :M(K)→ Isom
(
K̂[SLǫ], ̂K[ISLǫ]
)
,(2.27)
ρ0 :M(K)→ Isom
(
K̂[K], K̂[IK]
)
(2.28)
are all morphisms of bitorsors.
Proof. It is derived from Proposition 1.19. 
We may say that the map (2.26) is a generalization of the map (1.19) into
proalgebraic tangles.
Next we will discuss a relation of infinitesimal tangles with chord diagrams.
Notation 2.27 ([KT, KRT] etc). Let Γ be a tangle in Tǫ,ǫ′ . A chord diagram on
a curve Γ is a finite (possibly empty) set of unordered pair of points on Γ \ ∂Γ.
A homeomorphism of chord diagrams means a homeomorphism of the underlying
curves preserving their orientations and fixing their endpoints such that it preserves
the distinguished pairs of points. In our picture, we draw a dashed line , called a
chord, between the two points of a distinguished pair.
We denote CDmǫ,ǫ′ to be the K-linear space generated by all homeomorphism
classes of chord diagrams with m chords (m > 0) on tangles of type (ǫ, ǫ′), subject
to the 4T-relation and the FI-relation. Here the 4T-relation stands for the 4 terms
relation defined by D1−D2+D3−D4 = 0 where Dj are chord diagrams with four
chords identical outside a ball in which they differ as illustrated in Figure 2.6 and
D1 D2 D3 D4
Figure 2.6. 4T-relation
the FI-relation stands for the frame independent relation where we put D = 0 for
any chord diagrams D with an isolated chord, a chord that does not intersect on
any other one in their diagrams. We put ĈDǫ,ǫ′ := ⊕̂∞m=0CDmǫ,ǫ′ .
It is known that it is well-behaved under the composition
(2.29) · : ĈDǫ3,ǫ2 × ĈDǫ2,ǫ1 → ĈDǫ3,ǫ1 .
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We denote the subspace of ĈDǫ,ǫ′ consisting of chord diagrams whose underlying
spaces are string links with type ǫ by ĈD(ǫ). It forms a non-commutative K-algebra
by the composition map (2.29).
The subspace ĈD( ) (⊂ ĈD∅,∅) of chord diagrams whose underlying spaces are
homeomorphic to the oriented circles forms a commutative algebra by the connected
sum
(2.30) ♯ : ĈD( )× ĈD( )→ ĈD( ).
We remind that the unit is given by the chordless chord diagram on the oriented
circle .
Proposition 2.28. (1) For each ǫ, ǫ′, there is a natural identifications
̂K[IT ǫ,ǫ′] ≃ ĈDǫ,ǫ′
which is compatible with the composition maps.
(2) For each ǫ, there is a natural identification of non-commutative graded K-
algebras:
̂K[ISLǫ] ≃ ĈD(ǫ).
(3) There is a natural identification of commutative graded K-algebras:
K̂[IK] ≃ ĈD( ).
Proof. (1) By replacing each  ✒❅❅■ -part on the associated picture of each infinitesimal
tangle D by  ✒■ (actually we may replace it by ❅■✒ because both are equivalent
modulo homeomorphisms of underlying tangles) and multiplying (−1)D↓ to each D
(which is necessary to keep 4T-relation), we obtain a well-defined K-linear map
(2.31) ̂K[IT ǫ,ǫ′ ]→ ĈDǫ,ǫ′.
Here D↓ is the the set of ends of chord on D which hit downward lines. Its compo-
sition with the map ρǫ,ǫ′(p) in (2.22) is the isomorphism
K̂[Tǫ,ǫ′]→ ĈDǫ,ǫ′ .
given as the non-framed version of [KT] Theorem 2.4. Since ρǫ,ǫ′(p) is isomorphic,
the morphism in our claim should be isomorphic. Checking the compatibility with
the composition map is immediate.
(2) It immediately follows from (1).
(3) It is obtained by a restriction of the above claim into the case (ǫ, ǫ′) = (∅, ∅).
It can be checked directly that the map is compatible with the connected sum. 
Hereafter we identify ̂K[IT ǫ,ǫ′ ] with ĈDǫ,ǫ′ , ̂K[ISLǫ] with ĈD(ǫ), and K̂[IK]
with ĈD( ) by the map (2.31). Thus the identification given in Lemma 2.21 is
reformulated as the identification below
(2.32) (ĈD(ǫ), ·) ≃ (ĈD( ), ♯)
for ǫ =↑ or ↓.
Remark 2.29. Kontsevich’s isomorphism ([K])
(2.33) I : Ĉ[K] ≃ ĈD( )
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is given by specifying p of ρ0(p) of (2.24) to pKZ = (1, ϕKZ) ∈ M(C) with ϕKZ =
ΦKZ
(
1
2π
√−1A,
1
2π
√−1B
)
. We note that it is independent of the choice of ϕ (cf.
[LM1]). For each oriented knotK, the image I(K) is called the Kontsevich invariant
of K.
Remark 2.30. By the same arguments to Remark 1.23, the proalgebraic tangles
Q̂[Tǫ,ǫ′], the proalgebraic string links Q̂[SLǫ] and the proalgebraic knots K̂[K] are
regarded as Betti realizations of mixed Tate (pro-)motives over Spec Z. And their
corresponding de Rham realizations are given by the spaces ĈDǫ,ǫ′ , ĈD(ǫ) and
ĈD( ) of chord diagrams located there respectively. In Remark 3.28, we will see
that the proalgebraic knots K̂[K] carries a structure of Tate (pro-)motives.
3. Main results
We discuss and derive distinguished properties of the action of the Grothendieck-
Teichmu¨ller groups on proalgebraic tangles (constructed in §2.1) which can not be
observed in the action on proalgebraic braids (discussed in §1.1). By exploiting
the properties, we explicitly determine the proalgebraic knot whose Kontsevich
invariant is the unit, the trivial chord diagram (Theorem 3.22).
3.1. Proalgebraic string links. We restrict the previously constructed action of
the Grothendieck-Teichmu¨ller group GT (K) on proalgebraic tangles into the action
of its unipotent part GT1(K) on proalgebraic string links and show that it is simply
described by an inner conjugation (Proposition 3.10 and Theorem 3.14). The proofs
are based on Twistor Lemmas (Lemma 3.2 and 3.12).
Notation 3.1. (1) For n > 1, ǫi : ̂K[ISL↑n ] → ̂K[ISL↑n−1 ] (i = 1, 2 . . . n) means
the map sending an infinitesimal string link D to 0 if at least one chord of D has
an endpoint on the i-th strand; otherwise ǫi(D) is obtained by removing the i-th
strand.
(2) For D ∈ ̂K[ISL↑n ], we denote D1,...,n (resp. D2,...,n+1) to be the element
in ̂K[ISL↑n+1] obtained by putting a chordless straight line on the right (resp.
the left) of D and D1,...,i−1,i i+1,i+2,...,n+1 (i = 1, 2, . . . , n) to be also the element
in ̂K[ISL↑n+1 ] obtained by doubling the i-th strand and taking the sum over all
possible lifts of the chord endpoints of D from the i-th strand to one of the new
two strands.
(3) For D ∈ ̂K[ISL↑n ] and τ ∈ Sn, Dτ(1),...,τ(n) denote the element in τ−1 ·
D · τ where the product is taken as a product of infinitesimal tangles (recall the
identification given in Proposition 2.28).
Hereafter we regard exp f2 and Up5 to be the subspaces of ̂K[ISL↑↑↑] and
̂K[ISL↑↑↑↑] respectively. The following lemma which is shown for GRT (K) might
be called as a reformulation of [LM1] Theorem 8 which is shown for a ‘chord dia-
grammatic’ analogue of M1(K).
Lemma 3.2 (Twistor Lemma). Let σ = (c, g) ∈ GRT (K), thus c ∈ K× and
g ∈ exp f2 ⊂ ̂K[ISL↑↑↑]. Then g is gauge equivalent to 1, namely, there exists
∆(σ) ∈ ̂K[ISL↑↑]
×
satisfying
(3.1) ǫ1(∆(σ)) = ǫ2(∆(σ)) =↑
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and the symmetric condition
(3.2) ∆(σ) = ∆(σ)2,1
such that
(3.3) g = ∆(σ)2,3 ·∆(σ)1,23 ·∆(σ)−112,3 ·∆(σ)−11,2
holds in ̂K[ISL↑↑↑]
×
.
Proof. The proof can be done recursively in the same way to the proof of [LM1]
Theorem 8, or rather, we may say that actually it is easier: Because we have (1, g)
and (1, 1) ∈ GRT1(K), both g and 1 satisfy the same relations (1.8)–(1.10). Our
proof is obtained just by replacing Φ by g and Φ′ by 1 in their proof. 
Remark 3.3. Other variants of twistor lemma can be found in several literatures
such as [LS] Theorem 2.1 with twistors in AutF̂2 for ĜT 1, [AT2] Theorem 7.5 with
twistors in TAutf2 for KRV
0
3 , and [AET] Theorem 2 with twistors in TAutf2 for
M1(K). Actually all of them are attributed to [Dr] Theorem A′.
The above ∆(σ) may not be uniquely chosen but it can be chosen independently
from c by the construction. When we make such a choice, we occasionally denote
∆(g) instead of ∆(σ) by abuse of notations. We note that the first two terms on
the right hand side of (3.3) commute each other, so do the last two terms.
Definition 3.4. We call such ∆(σ) in ̂K[ISL↑↑]
×
a twistor 5 of σ = (c, g) ∈
GRT (K). For a twisor ∆(σ), we put ∆(σ, ↑) :=↑∈ ̂K[ISL↑]
×
and
(3.4) ∆(σ, ↑n) := ∆(σ)12···n−1,n · · ·∆(σ)12,3 ·∆(σ)1,2 ∈ ̂K[ISL↑n ]
×
for n > 2. Here ∆(σ)1···k,k+1 means the element in ̂K[ISL↑n ] obtained multi-
doubling of the first strand of ∆(σ) ∈ ̂K[ISL↑↑] by k strands, summing up all
possible lifts of chords and putting n − k − 1 chordless line ↑n−k−1 on its right.
For any sequence ǫ = (ǫi)
n
i=1, we determine the element ∆(σ, ǫ) in
̂K[ISLǫ] by
reversing corresponding all arrows of ∆(σ, ↑n). We note that ∆(σ, ↑↑) = ∆(σ) and
g = ∆(σ, ↑↑↑)3,2,1 ·∆(σ, ↑↑↑)−1 by (3.2).
An automorphism θ
∆(σ)
ǫ,ǫ′ of
̂K[IT ǫ,ǫ′ ] associated to a twistor ∆(σ) can be con-
structed piecewise as follows.
(1) when D ∈ Aǫk,l, we define
θ
∆(σ)
ǫ,ǫ′ (D) := D · (∆(σ)−1k+1,k+2)s(D) · (νg)s(D)k+2 · gs(D)1···k,k+1,k+2.
Here the term (∆(σ)−1k+1,k+2)
s(D) means the element in ̂K[ISLs(D)] obtained by
putting the trivial chordless diagram with k-strands on the left of ∆(σ)−1 and and
the trivial chordless diagram with l-strands on its right.
(2) when D = (bn, ǫ) ∈ ÎBǫτ , we define
θ
∆(σ)
ǫ,ǫ′ (D) := (ρn(σ)(bn), ǫ).
(3) when D ∈ Cǫk,l, we define
θ
∆(σ)
ǫ,ǫ′ (D) := g
−1,t(D)
1···k,k+1,k+2 · (∆(σ)k+1,k+2)s(D) ·D.
5 We call this element twistor because it is related to Drinfeld’s notion of twisting in [Dr].
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Here µǫg is the one defined in Definition 2.22.
Lemma 3.5. For any sequences ǫ, ǫ′, any σ ∈ GRT (K) and any twistor ∆(σ),
the above construction determines a well-defined automorphism θ
∆(σ)
ǫ,ǫ′ of
̂K[IT ǫ,ǫ′]
which is compatible with the composition map (2.29).
Proof. This can be verified by an almost same way to the proof of Proposition 2.23
except for compatibilities of (IT5) and (IT6).
• To check the compatibility of the first equality of (IT5), it is enough to show
the equality illustrated in Figure 3.1. By the identification of ̂K[ISL↑] with
K̂[IK] given in Lemma 2.21 (cf.(2.32)), showing the validity is deduced to
showing the equality illustrated in Figure 3.2. It is immediate to see because
we have (IT6) and ∆(σ)2,1 = ∆(σ) by (3.2).
∆(σ)
∆(σ)−1
=
Figure 3.1
∆(σ)
∆(σ)−1
=
Figure 3.2
The compatibility of the second equality of (IT5) can be done in the
same way.
• To check the compatibility of the first equality of (IT6), it is enough to
show the equality illustrated in Figure 3.3. Actually it is a consequence of
(IT3), (IT5) and (IT6). The compatibility of the second equality of (IT6)
can be done in the same way.
∆(σ)
exp{cα }
= ∆(σ)
Figure 3.3

It is easily shown that the restriction of θ
∆(σ)
ǫ,ǫ into the algebra ̂K[ISLǫ] of in-
finitesimal string links induces its automorphism, denoted by θ
∆(σ)
ǫ . The following
explains its relationship with our previous automorphism ρǫ(σ) in (2.18).
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Proposition 3.6. For any σ ∈ GRT (K) and any sequence ǫ,
(3.5) ρǫ(σ)(D) = θ
∆(σ)
ǫ (D)
holds for all D ∈ ̂K[ISLǫ].
Proof. Differences between two actions θ
∆(σ)
ǫ and ρǫ(σ) are observed only on the
action on Aǫk,l and C
ǫ
k,l. It is enough to show that equality of Figure 3.1, which
were proved in the above lemma. 
When we restrict σ into the unipotent part GRT1(K), we obtain a relationship
of θ
∆(σ)
ǫ,ǫ′ with the identity map of
̂K[IT ǫ,ǫ′ ] as follows.
Proposition 3.7. For any σ = (1, g) ∈ GRT1(K) and any sequences ǫ and ǫ′,
(3.6) θ
∆(σ)
ǫ,ǫ′ (D) = ∆(σ, ǫ) ·D ·∆(σ, ǫ′)−1.
holds for any D ∈ ̂K[IT ǫ,ǫ′ ].
Proof. The equation can be checked piecewise.
• When D ∈ Aǫk,l, we may assume that D = aǫk,l with s(D) = ǫ1 and t(D) =
ǫ2. Then
θ∆(σ)ǫ2,ǫ1 (a
ǫ
k,l) =a
ǫ
k,l ·∆(σ)−1k+1,k+2 · (µg)k+2 · g1···k,k+1,k+2
=aǫk,l ·∆(σ)−1k+1,k+2 · (µg)k+2
·∆(σ)k+1,k+2 ·∆(σ)1···k,k+1 k+2 ·∆(σ)−11···k+1,k+2 ·∆(σ)−11···k,k+1
=aǫk,l · (µg)k+2 ·∆(σ)−11···k+1,k+2 ·∆(σ)−11···k,k+1.
By Lemma 3.8,
=aǫk,l ·∆(σ)−11···k+1,k+2 ·∆(σ)−11···k,k+1
=∆(σ)1,2 · · ·∆(σ)1···k+l−1,k+l · aǫk,l ·∆(σ)−11···k+l+1,k+l+2 · · ·∆(σ)−11,2
=∆(σ, ǫ2) · aǫk,l ·∆(σ, ǫ1)−1.
• When D ∈ ÎB, it is enough to to show the case when D = τi,i+1 or
ti,i+1 ∈ Ubn (1 6 i 6 n− 1). If D = τi,i+1 with s(D) = ǫ1 and t(D) = ǫ2,
by Proposition 1.12,
θ∆(σ)ǫ2,ǫ1 (τi,i+1) =g
−1
1···i−1,i,i+1 · τi,i+1 · g1···i−1,i,i+1
=∆(σ)1···i−1,i ·∆(σ)1···i,i+1 ·∆(σ)−11···i−1,i i+1 ·∆(σ)−1i,i+1
· τi,i+1 ·∆(σ)i,i+1 ·∆(σ)1···i−1,i i+1 ·∆(σ)−11···i,i+1 ·∆(σ)−11···i−1,i.
By (3.2),
=∆(σ)1···i−1,i ·∆(σ)1···i,i+1 · τi,i+1 ·∆(σ)−11···i,i+1 ·∆(σ)−11···i−1,i
=∆(σ)1,2 · · ·∆(σ)1···n−1,n · τi,i+1 ·∆(σ)−11···n−1,n · · ·∆(σ)−11,2
=∆(σ, ǫ2) · τi,i+1 ·∆(σ, ǫ1)−1.
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If D = ti,i+1 with s(D) = ǫ1 and t(D) = ǫ2, again by Proposition 1.12,
θ∆(σ)ǫ2,ǫ1 (ti,i+1) =g
−1
1···i−1,i,i+1 · ti,i+1 · g1···i−1,i,i+1
=∆(σ)1···i−1,i ·∆(σ)1···i,i+1 ·∆(σ)−11···i−1,i i+1 ·∆(σ)−1i,i+1
· ti,i+1 ·∆(σ)i,i+1 ·∆(σ)1···i−1,i i+1 ·∆(σ)−11···i,i+1 ·∆(σ)−11···i−1,i
By Lemma 3.9,
=∆(σ)1···i−1,i ·∆(σ)1···i,i+1 · ti,i+1 ·∆(σ)−11···i,i+1 ·∆(σ)−11···i−1,i
=∆(σ)1,2 · · ·∆(σ)1···n−1,n · ti,i+1 ·∆(σ)−11···n−1,n · · ·∆(σ)−11,2
=∆(σ, ǫ2) · ti,i+1 ·∆(σ, ǫ1)−1.
We note that we use c = 1 for the second equality.
• When D ∈ Cǫk,l, we may assume that D = cǫk,l with s(D) = ǫ1 and t(D) =
ǫ2. Then
θ∆(σ)ǫ2,ǫ1 (c
ǫ
k,l) =g
−1
1···k,k+1,k+2 ·∆(σ)k+1,k+2 · cǫk,l
=∆(σ)1···k,k+1 ·∆(σ)1···k+1,k+2 ·∆(σ)−11···k,k+1 k+2 ·∆(σ)−1k+1,k+2
·∆(σ)k+1,k+2 · cǫk,l
=∆(σ)1···k,k+1 ·∆(σ)1···k+1,k+2 · cǫk,l
=∆(σ)1,2 · · ·∆(σ)1···k+l+1,k+l+2 · cǫk,l ·∆(σ)−11···k+l,k+l · · ·∆(σ)−11,2
=∆(σ, ǫ2) · cǫk,l ·∆(σ, ǫ1)−1.
Hence we get the equality (3.6) for any D ∈ ̂K[IT ǫ,ǫ′ ] 
The followings are required to prove the previous proposition.
Lemma 3.8. For σ = (c, g) ∈ GRT (K), the infinitesimal long knot µg ∈ ̂K[ISL↑]
is actually equal to the trivial chordless chord diagram on ↑.
Proof. It is enough to show that Λg is the trivial diagram ↓. Since g = ∆(σ)2,3 ·
∆(σ)1,23 · ∆(σ)−112,3 · ∆(σ)−11,2, it is enough to show the equality depicted in Figure
3.4. It can be proved in a same way to Figure 3.2. 
∆(σ)−1
∆(σ)
=
Figure 3.4. Proof of Lemma 3.8
The following is proved in a topological way.
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Lemma 3.9. The element t12 lies in the center of ̂K[ISL↑↑]. Namely
(3.7) t12 ·D = D · t12
holds for any D ∈ ̂K[ISL↑↑].
Proof. First, for a discrete case, we have T ·(σ1,2)2α = (σ1,2)2α·T for any T ∈ SL(↑↑)
and α ∈ Z. Whence we will have the same equality T · (σ1,2)2α = (σ1,2)2α · T
for any T ∈ K̂[SL↑↑] and α ∈ K. Then by the isomorphism (2.23), we have
D · exp{αt1,2} = exp{αt1,2} ·D for any D ∈ ̂K[ISL↑↑] and α ∈ K. Since the space
̂K[ISL↑↑] is completed, we have the equality (3.7). 
The proposition below states that our GRT1(K)-action on ̂K[ISLǫ] is described
by an inner conjugation action of twistor.
Proposition 3.10. Let ǫ be any sequence. The action ρǫ of (2.19) restricted into
the unipotent part GRT1(K) on the algebra ̂K[ISLǫ] of infinitesimal string links is
given by the inner conjugation of the twistor ∆(σ, ǫ), i.e.
(3.8) ρǫ(σ)(D) = ∆(σ, ǫ) ·D ·∆(σ, ǫ)−1
holds for σ = (1, g) ∈ GRT1(K) and D ∈ ̂K[ISLǫ].
Proof. The formula is obtained by combining (3.6) and (3.7). 
Next we discuss GT1(K)-action on the algebra K̂[SLǫ] of proalgebraic string
links.
Notation 3.11. (1) For n > 1, ǫi : ̂K[SL↑n ] → ̂K[SL↑n−1 ] (i = 1, 2 . . . n) means
the map removing the i-th strand on each proalgebraic string links.
(2) For each Γ ∈ ̂K[SL↑n ], we denote Γ1,...,n (resp. Γ2,...,n+1) to be the element
in ̂K[SL↑n+1 ] obtained by putting a straight line on the right (resp. the left) of Γ
and Γ1,...,i−1,i i+1,i+2,...,n+1 (i = 1, 2, . . . , n) to be also the element in ̂K[SL↑n+1]
obtained by doubling the i-th strand.
(3) Particularly for Γ ∈ K̂[SL↑↑], the symbol Γ2,1 denotes the element σ−11,2 ·Γ·σ1,2
in Γ ∈ K̂[SL↑↑].
Hereafter we regard F2(K) and P5(K) to be the subspaces of ̂K[SL↑↑↑] and
̂K[SL↑↑↑↑] respectively. The following lemma is a GT (K)-analogue of Twistor
Lemma 3.2.
Lemma 3.12 (Twistor Lemma). Let σ = (λ, f) ∈ GT (K), thus λ ∈ K× and
f ∈ F2(K) ⊂ ̂K[SL↑↑↑]. Then f is gauge equivalent to 1, namely, there exists
̟(σ) ∈ K̂[SL↑↑]
×
satisfying
(3.9) ǫ1(̟(σ)) = ǫ2(̟(σ)) =↑
and the symmetric condition
(3.10) ̟(σ) = ̟(σ)2,1
such that
(3.11) f = ̟(σ)2,3 ·̟(σ)1,23 ·̟(σ)−112,3 ·̟(σ)−11,2
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holds in ̂K[SL↑↑↑]
×
.
Proof. Fix an element p = (1, ϕ) ∈ M1(K). Then by Proposition 1.18 it yields an
isomorphism
rp : GT1(K) ≃ GRT1(K).
By Proposition 2.25.(3), we have an isomorphism
ρ↑↑↑(p) : ̂K[SL↑↑↑] ≃ ̂K[ISL↑↑↑].
Put ̟(σ) := ρ↑↑↑(p)−1 (∆ (rp(σ))). Then using Proposition 2.26 and Twistor
Lemma 3.2, we can check the validities of (3.9)–(3.11) for ̟(σ) by direct cal-
culations. 
The above ̟(σ) may not be uniquely chosen and may depend on λ ∈ K× unlike
the case for GRT (K). Here we note again that the first two terms on the right
hand side of (3.3) commute each other, so do the last two terms.
Definition 3.13. We call such ̟(σ) in K̂[SL↑↑]
×
a twistor of σ = (λ, f) ∈ GT (K).
For a twisor ̟(σ), we put ̟(σ, ↑) :=↑∈ K̂[SL↑]
×
and
(3.12) ̟(σ, ↑n) := ̟(σ)12···n−1,n · · ·̟(σ)12,3 ·̟(σ)1,2 ∈ K̂[SL↑n ]
×
for n > 2. Here ̟(σ)1···k,k+1 means the element in ̂K[SL↑n ] obtained multi-
doubling of the first strand of ̟(σ) ∈ K̂[SL↑↑] by k strands, and putting n− k− 1
straight lines ↑n−k−1 on its right. For any sequence ǫ = (ǫi)ni=1, we determine the
element ̟(σ, ǫ) in K̂[SLǫ]
×
by reversing all corresponding arrows of ̟(σ, ↑n). We
note that ̟(σ, ↑↑) = ̟(σ) and f = ̟(σ, ↑↑↑)3,2,1 ·̟(σ, ↑↑↑)−1 by (3.10).
Our theorem in this subsection is to state that our GT1(K)-action on K̂[SLǫ] is
described by the inner conjugation action by the twistor.
Theorem 3.14. Let ǫ be any sequence. The action
ρǫ : GT1(K)→ Aut K̂[SLǫ]
induced by (2.10), of the unipotent part GT1(K) on the algebra K̂[SLǫ] of proal-
gebraic string links is simply given by an inner conjugation of twistor ̟(σ, ǫ) ∈
K̂[SLǫ]
×
. That is,
(3.13) ρǫ(σ)(Γ) = ̟(σ, ǫ) · Γ ·̟(σ, ǫ)−1
holds for σ = (1, f) ∈ GT1(K) and Γ ∈ K̂[SLǫ].
Proof. Let p = (1, ϕ) ∈M1(K) be an element taken in the proof of Twistor Lemma
3.12. By Proposition 1.18 it yields an isomorphism rp : GT1(K) ≃ GRT1(K). By
Proposition 2.25.(3), we have an isomorphism
ρǫ(p) : ̂K[SL↑n ] ≃ ̂K[ISL↑n ].
Our claim follows from Proposition 2.26 and 3.10. We may take ̟(σ, ǫ) in the
above (3.13). by ρǫ(p)
−1 (∆(rp(σ), ǫ)). 
Here is a corollary of Theorem 3.14.
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Corollary 3.15. The restricted action of (1.5) into the unipotent part GT1(K) on
proalgebraic pure braids, denoted by
ρn : GT1(K)→ Aut K̂[Pn],
is simply given by an inner conjugation by the element ̟(σ, ↑n) ∈ ̂K[SL↑n ]. That
is,
(3.14) ρn(σ)(xij ) = ̟(σ, ↑n) · xij ·̟(σ, ↑n)−1
holds for 1 6 i, j 6 n and σ ∈ GT1(K).
We note that though ̟(σ, ↑n) belongs to ̂K[SL↑n ] the right hand side of (3.14)
belongs to its subspace K̂[Pn].
Remark 3.16. (1) Since the GT (K)-action on K̂[Pn] is faithful for n > 3, the
action ρǫ : GT1(K) → Aut K̂[SLǫ] is faithful for n > 3, where n is the number of
strings, i.e. the cardinality of ǫ, by Remark 2.8.
(2) When n = 1, the action is far from faithful. Actually the kernel of the action
ρǫ : GT1(K) → Aut K̂[SLǫ] (with ǫ =↑ or ↓) on proalgebraic long knots is the
unipotent part GT1(K) because ̟(σ, ǫ) in Theorem 3.14 is trivial.
The rest case n = 2 looks unclear.
Problem 3.17. Is the action
ρǫ : GT (K)→ Aut K̂[SLǫ]
(with ǫ = (ǫ1, ǫ2) ∈ {↑, ↓}2) on proalgebraic 2-string links faithful?
3.2. Proalgebraic knots. We discuss a non-trivial grading on proalgebraic knots
induced by GT (K)-action. In [BLT] the image of the trivial knot, the unknot, under
the Kontsevich isomorphism (2.33) is explicitly determined. In this subsection, we
work in an opposite direction. That is, we explicitly calculate the inverse image γ0 of
the unit, the trivial (chordless) chord diagram, under the Kontsevich isomorphism.
It is explicitly described as combinations of two-bridge knots (Theorem 3.22). We
also show that the invariant space of proalgebraic knots under the GT (K)-action is
one-dimensional generated by the element γ0 (Theorem 3.27).
The following lemma is a knot analogue of Proposition 3.6.
Lemma 3.18. For any σ ∈ GRT (K)
(3.15) ρ0(σ)(D) = θ
∆(σ)
0 (D)
holds for all D ∈ K̂[IK].
Proof. It can be proven in a completely same way to the proof of Proposition
3.6. 
We may say that the following is an analogue of Theorem 3.10 and 3.14 for
proalgebraic knots.
Proposition 3.19. (1) The GRT (K)-action ρ0 constructed in (2.20) on the al-
gebra K̂[IK] of infinitesimal knots actually factors through Gm(K)(= K×)-action.
Namely the kernel of the action is its unipotent part GRT1(K).
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(2) The GT (K)-action ρ0 constructed in (2.12) on the algebra K̂[K] of proalge-
braic knots actually factors through Gm(K)(= K×)-action. Namely the kernel of
the action is its unipotent part GT1(K).
Proof. (1) It is obtained from a combination of (3.15) and (3.6) because we have
s( ) = t( ) = ∅.
(2) The proof is almost same to the proof of Theorem 3.14. It can be derived
from the above claim in this proposition and Proposition 2.26. 
As a corollary of the above proposition, we obtain a non-trivial decomposition
of knots below.
Corollary 3.20. Each oriented knot K admits a canonical decomposition
(3.16) K = K0 +K1 +K2 + · · ·
in K̂[K] such that
σ(Km) = λ
m ·Km
holds for σ = (λ, f) ∈ GT (K) and m > 0.
Proof. It is a direct corollary of Proposition 3.19.(2). By the representation the-
ory of Gm, the completed vector space K̂[K] is decomposed into the product of
eigenspaces Va (a ∈ Z) where Gm acts as a multiplication of a-th power:
(3.17) K̂[K] =
∏
i>0
Vi.
By our construction, the decomposition is compatible its filtration {K}∞N=0 , i.e.∏
i>N Vi = KN . We also have dimVa < ∞ for all a ∈ Z and actually dim Va = 0
for a < 0. Thus we get the claim. 
Another Proof. Again by the representation theory of Gm, Proposition 3.19.(1)
implies that the completed vector space K̂[IK], hence ĈD( ), is decomposed into
the product of eigenspaces Wa (a ∈ Z) where Gm acts as a multiplication of a-th
power:
(3.18) ĈD( ) =
∏
i>0
Wi.
Since the Gm-action is compatible with the grading ĈD( ) = ⊕̂∞m=0CDm( ) where
CDm( ) is the K-linear space spanned by the chord diagrams with m-chords, we
have
(3.19) W−m = CDm( )
for m > 0. Thus dimWa <∞ for all a ∈ Z and actually dimWa = 0 for a > 0. Let
p = (1, ϕ) ∈M1(K). Then we have an isomorphism
rp : GT (K) ≃ GRT (K)
by Proposition 1.18 and an isomorphism
ρ0(p) : K̂[K] ≃ ĈD( )
by Proposition 2.25.(4). By using Proposition 2.26, we can show that
(3.20) Va := ρ0(p)
−1(W−a)
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is the eigenspace where Gm acts as a multiplication of a-th power and actually the
space is invariant under any choice of p = (1, ϕ) ∈M1(K). 
We note that in the decomposition (3.17), we have dimVm = dim CDm( ). for
all m > 0.
Remark 3.21. Let ι0 = (−1, 1) ∈ GT (K). Since it is an involution, the space K̂[K]
is divided into two eigenspaces V+ and V− where the action of ι0 is given by the
multiplication by 1 and −1 respectively. So an each oriented knot K is decomposed
as
K = K+ +K− ∈ K̂[K] with K± ∈ V±.
Since ι0(K) is nothing but the mirror image K¯ of K, we have K+ =
1
2 (K + K¯)
and K− = 12 (K − K¯). We note that in terms of the decomposition (3.16) they are
expressed as
K+ =
∑
i>0
K2i and K− =
∑
i>0
K2i+1.
Our first theorem in this subsection is an explicit presentation of the proalgebraic
knot whose Kontsevich invariant is trivial. That is, we explicitly calculate the in-
verse image of the unit, the trivial (chordless) chord diagram, under the Kontsevich
isomorphism I : Ĉ[K] ≃ ĈD( ) given in (2.33).
Theorem 3.22. The inverse image I−1(e) of the unit e ∈ ĈD( ) (≃ K̂[IK]), under
Kontsevich’s isomorphism I is explicitly given by
(3.21) γ0 := − c0 + c0♯c0 − c0♯c0♯c0 + c0♯c0♯c0♯c0 − · · · ∈ Ĉ[K]
where ♯ is the connected sum and c0 ∈ Ĉ[K] is given below (see also Figure 3.5):
c0 :=
∑
m,k1,...,km∈N
km>1
(−1)m ζ
inv(k1, . . . , km)
(2π
√−1)k1+···+km ·
{
ax0,0 · a↓↑x2,0 · (log σ22)km−1 · (log σ23)·
(3.22)
(log σ22)
km−1−1 · (log σ23) · · · · · · (log σ22)k1−1 · (log σ23) · c↓
y↑
1,1 · c
x
0,0
}
.
Here we define
(3.23) log σ2i = −
∞∑
k=1
1
k
{1− σ2i }k ∈ Ĉ[P4]
for i = 2, 3. And we define the inversed MZV ζ inv(k1, . . . , km) to be the coef-
ficient of Akm−1B · · ·Ak1−1B multiplied by (−1)m in the inversed KZ-associator
ΦinvKZ(A,B) ∈ R〈〈A,B〉〉, which is the inverse of the KZ-associator ΦKZ(A,B) in
(1.15) with respect to the multiplication (1.11). Namely
ΦinvKZ(A,B) =: 1 +
∑
m,k1,...,km∈N
km>1
(−1)mζ inv(k1, · · · , km)Akm−1B · · ·Ak1−1B(3.24)
+ (other terms)
where ΦinvKZ(A,B) is the series uniquely defined by
(3.25) ΦinvKZ
(
ΦKZ(A,B) ·A · ΦKZ(A,B)−1, B
)
= ΦKZ(A,B)
−1.
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c0 =
∑
m,k1,...,km∈N
km>1
(−1)mζ inv(k1,...,km)
(2pi
√−1)k1+···+km ·
log σ23
log σ22
log σ22
k1 − 1
log σ23
log σ23
log σ22
log σ22
km−1 − 1
log σ23
log σ22
log σ22
km − 1
Figure 3.5. c0
The inversed MZV’s with small depth are calculated in Example 3.24 and the
first two terms of γ0 is calculated in Example 3.25.
Proof. By our construction, the degree 0-part of the image I( ) of the trivial knot
(unknot) under the Kontsevich isomorphism I given in (2.33) is the trivial (chord-
less) chord diagram e. Therefore on the decomposition K = K0+K1+ · · · in (3.16)
for K = , we have
(3.26) K0 = I
−1(e)
by (3.20). To calculateK0, we takeK to be the polynomial algebra C[T
±] generated
by T and T−1 and take p ∈ M1(C) to be a specific element pKZ = (1, ϕKZ) ∈
M(C) with ϕKZ = ΦKZ
(
1
2π
√−1A,
1
2π
√−1B
)
. We have (T−1, 1) ∈ GRT (K). By
Proposition 1.18, we obtain a unique element (T, fT ) ∈ GT (K(T )) satisfying
(T−1, 1) ◦ (1, ϕKZ) = (1, ϕKZ) ◦ (T, fT ).
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It can be read as
ϕKZ(TA, TB) = fT (ϕKZ · eA · ϕ−1KZ, eB) · ϕKZ.
We get that fT belongs to F2(C[T ]). So
fT
(
exp{ϕKZ · A · ϕ−1KZ}, exp{B}
) ≡ ϕ−1KZ (mod T ).
By replacing A and B by 2π
√−1A and 2π√−1B respectively, we obtain
fT (e
2π
√−1A, e2π
√−1B) ≡ ΦinvKZ (mod T ).
It says that
fT (σ
2
1 , σ
2
2) ≡ ΦinvKZ
(
log σ21
2π
√−1 ,
log σ22
2π
√−1
)
(mod T ),
where precisely it means that
red
(
fT (σ
2
1 , σ
2
2)
)
= red
(
ΦinvKZ
(
log σ21
2π
√−1 ,
log σ22
2π
√−1
))
with the reduction map red : F2(C[T ])→ F2(C) caused by putting T = 0. Therefore
by Definition 2.9
Λ↑fT =a
↑x
1,0 · fT (σ21 , σ22) · c
y↑
0,1
≡a↑x1,0 · ΦinvKZ
(
log σ21
2π
√−1 ,
log σ22
2π
√−1
)
· c
y↑
0,1 (mod T )
=a↑x1,0 · c
y↑
0,1 +
∑
m,k1,...,km∈N
km>1
(−1)m ζ
inv(k1, . . . , km)
(2π
√−1)k1+···+km ·
{
a↑x1,0 · (log σ21)km−1 · (log σ22)
· (log σ21)km−1−1 · (log σ22) · · · · · · (log σ21)k1−1 · (log σ22) · c
y↑
0,1
}
.
The third equality follows from (3.24). Here we note that the non-admissible terms,
the ‘other terms’ in (3.24), all vanish by (T6). By the isomorphism (2.5), we have
cl(Λ↑fT ) = a
x
0,0 · (↓ ⊗Λ↑fT ) · c
x
0,0 ≡ + c0 (mod T )
(for c0, see Figure 3.5). Whence, by taking inverse of both, we have
(3.27) cl(ν↑fT ) ≡ γ0 (mod T )
(for γ0, see (0.1)). We note that the infinite summation on the right hand side of
(3.21) converges because c♯n0 ∈ Kn for n > 1. By Corollary 3.20, K0 is obtained by
evaluating (T, fT )( ) at T = 0, i.e.
(3.28) (T, fT )( ) ≡ K0 (mod T ).
Since = ax0,0 · c
x
0,0, the action on is calculated to be
(3.29) (T, fT )( ) = a
x
0,0 · (↓ ⊗ν↑fT ) · c
x
0,0 = cl(ν
↑
fT
).
By (3.27)–(3.29), we have
(3.30) γ0 = K0
because both γ0 and K0 are independent of T . Finally we obtain
γ0 = I
−1(e)
by (3.26). 
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It might be worthy to mention that our c0 is given by a linear combination of
two bridge knots and our γ0 is given by a linear combination of connected sums of
two bridge knots.
Remark 3.23. We remind that the image I( ) of the unit , the trivial knot,
under the Kontsevich isomorphism I was calculated in [BLT], which may be be
regarded as a calculation in an opposite direction to our theorem.
By the definition of inversed MZV’s, (3.24) and (3.25), they are given by poly-
nomial combinations of MZV’s.
Example 3.24. (1) For n > 1,
ζ inv(n) = −ζ(n).
(2) For a > 0 and b > 1,
ζ inv(a, b) =ζ(a)ζ(b) − ζ(a, b) +
a−2∑
i=0
(−1)i
(
i+ b− 1
i
)
ζ(b+ i)ζ(a− i)
+ (−1)a
b−2∑
j=0
(
j + a− 1
j
)
ζ(b − j)ζ(a+ j).
Here is a brief computation of our γ0.
Example 3.25.
γ0 ≡ − 1
24
{ − 3l1} (mod K4).
Here 3l1 stands for the left trefoil knot.
Proposition 3.26. γ0 ∈ Q̂[K].
Proof. In the proof of above theorem, there is no specific reason to choose (1, ϕKZ) ∈
M1(C). Take (µ, ϕ) ∈M(K) to be any associator with an expansion
ϕ(A,B) = 1 +
∑
m,k1,...,km∈N
km>1
(−1)mc(k1, · · · , km)Akm−1B · · ·Ak1−1B + (regularized terms).
Then (1, ϕ(A/µ,B/µ)) ∈ M1(K). By using (1, ϕ(A/µ,B/µ)) ∈ M1(K) instead of
(1, ϕKZ) ∈M1(C) in the proof of Theorem 3.22, we obtain an explicit formula of c0,
which is nothing but the replacement of 2π
√−1 by µ ∈ K× and ζ(k1, . . . , km) by
c(k1, . . . , km) in (3.22). Thus our claim is obtained by particularly taking a rational
associator, an element of M(Q), whose existence is guaranteed in [Dr]. 
Our second theorem in this subsection is on the invariant subspace of K̂[K] under
our GT (K)-action (cf. (2.12)).
Theorem 3.27. (1) The invariant subspace V0 of K̂[K] under our GT (K)-action
is 1-dimensional and actually generated by γ0.
(2) On the decomposition K = K0 +K1 + · · · given in (3.16),
K0 = γ0
holds for any oriented knot K.
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Proof. (1) Since CD0( ) is 1-dimensional generated by the trivial (chordless) chord
diagram e, the K-linear space V0 in (3.17) is 1-dimensional by (3.19) and (3.20).
Thus it is enough to show that ρ0(p)
−1(e) = γ0 for a particular choice of p =
(1, ϕ) ∈ M1(K). It is obtained by Theorem 3.22 because ρ0(p) = I for p = pKZ
(actually it holds for any p ∈M1(K)).
(2) By our construction, the degree 0-part of the image I(K) is always equal to
e ∈ CD0( ). So I(K0) = e, by (3.20). Then by the arguments given above, we get
K0 = γ0. 
Though our knot γ0 is not equal to the trivial knot, the unknot , we may say
that it is the ‘trivial’ knot in a particular sense.
Remark 3.28. We saw in Remark 2.30 particularly that the space K̂[K] of proal-
gebraic knots carries a structure of a mixed Tate (pro-)motive over Spec Z. But
Proposition 3.19 tells that it falls to infinite direct sum of Tate motives Q(n) for
n > 0. Our γ0 is the generator of the degree 0-part V0. Finding a basis of the degree
n-part Vn for another n, such as the basis which is dual to the Vassiliev invariants
listed in [CDM] Table 3.2, is worthy to calculate.
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