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a b s t r a c t
Wepresent a semi-supervised time series classificationmethod based on co-trainingwhich
uses the hidden Markov model (HMM) and one nearest neighbor (1-NN) as two learners.
For modeling time series effectively, the symbolization of time series is required and a
new granulation-based symbolic representation method is proposed in this paper. First,
a granule for each segment of time series is constructed, and then the segments are
clustered by spectral clustering applied to the formed similarity matrix. Using four time
series datasets from UCR Time Series Data Mining Archive, the experimental results show
that proposed symbolic representation works successfully for HMM. Compared with the
supervised method, the semi-supervised method can construct accurate classifiers with
very little labeled data available.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Time series data are prevalent and ubiquitous in various areas of real life including scientific calculation, speech
recognition, medical examination, business transaction, financial management, signal processing, etc. Time series
classification has attracted the interest of a wide range of researchers for decades and the most commonly used time series
classification methods mainly consist of two aspects: the first is model-based methods, the hidden Markov Model (HMM)
[1–3] is an effective framework for modeling and analyzing the time series; the other one is similarity-based methods, one
nearest neighbor (1-NN) with Euclidean distance [4] works very well in addressing the issue of time series classification and
it is difficult to beat.
However, all these methods require large amounts of labeled data. The acquisition of labeled data is difficult and
expensive, whereas the unlabeled data can be obtained easily. Therefore, the method using unlabeled data to improve the
classification performance that is known as semi-supervised learning has attracted extensive attention. Although many
semi-supervised classification methods have been proposed, few of them can be applied to time series straightforwardly
because of their particular inherent characteristics. The Self-Training algorithm [5,6] is an iterative learning process which
only uses a single classifier. In each iteration of the loop, themost confident data from the unlabeled dataset will be selected
to augment the labeled dataset. The Co-Training algorithm [7] is another effective semi-supervised classification method,
it requires two independent views which are sufficient for learning and classification and two classifiers are built on the
two views separately, each classifier uses the other classifier’s labeling result to enlarge its own labeled set. Many studies
try to exploit the multi-views of the data for improving classification performance [8,9]. Unfortunately, the multi-views
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requirement of data is too strong and difficult to meet in real domains. Zhou and Goldman proposed another co-training
method [10]which uses two different supervised learning algorithms instead of the two views of the data and achieves good
classification performance by the diversity of the learners.
In this paper, we present a new semi-supervised time series classification method which uses the model-based and
similarity-based approach as two learners. HMM as a typical model-based time series classification approach, has shown its
superiority on discrete time series data. But the majority of time series are continuous real-valued, so the symbolization of
time series is required. Symbolic Aggregate Approximation (SAX) [11] as a symbolic representation method of time series,
achieves a good dimensionality reduction. However, SAX is mainly based on Piecewise Aggregate Approximation (PAA)
which simply uses themean value of each equal-length segment to represent the information of thewhole segment and that
will lead to the missing of some important information. Extended SAX (ESAX) [12] adds themaximum andminimum points
in each segment for the symbolization of financial time series. Although ESAX retains more information than SAX, ESAX
increases the dimensionality of symbolic representation three times of SAX. So a symbolic method which can represent the
time series more effectively and doesn’t increase the dimensionality is needed. We propose a new symbolic representation
method based on granulation in this paper. By using the information granulation method for time series given by
Pedrycz [13,14], we firstly segment all time series and construct a fuzzy set for each segment instead of using the mean
value which is the basic idea of PAA. Based on the fuzzy granulation, the similarities between all segments are calculated
and the similarities between the segments from a small part of time series are selected to form a similar matrix. Spectral
clustering [15] is applied to the formed similar matrix and a cluster label is assigned to each segment based on the nearest
neighbor rule according to the clustering result. Finally each cluster label is mapped to a unique symbol. The experimental
results show that time series classification based on HMM acquires a good averaged accuracy with the proposed symbolic
method.Moreover, with very little labeled data available, the trainedHMMwill be generally unreliable. The semi-supervised
time series classificationmethod presented in this papermainly uses the co-training learning process to augment the labeled
time series set for HMM. Firstly, the initial labeled data are used to train the HMM with the granulation based symbolic
representation and a nearest neighbor classifier as two learners. Then the most confident unlabeled data determined by
each learner will be selected to teach the other learner and added into the labeled dataset. This process will iterate until a
stopping point is reached or no unlabeled data remains. The experimental results on some time series datasets show the
effectiveness of the proposed method.
The paper is roughly organized as follows. Section 2 briefly describes the time series granulation method and the
fundamental of HMM. Section 3 gives details of the proposed granulation based symbolic representation and semi-
supervised time series classificationmethod based on co-training. Section 4 presents and analyzes the experimental results.
Section 5 concludes with some discussions and our future works.
2. Related work
In this section, the information granulation method for time series proposed by Witold Pedrycz [13,14] and the
fundamental of the hidden Markov model are reviewed.
2.1. Information granulation for time series
The information granulationmethod is aimed at transforming segments of time series into the corresponding information
granules. The no-overlapped segmentation of time series is performed at the beginning of the granulation [13].
Definition 2.1. No-overlapped segmentation: given a time series S = {s1, s2, . . . , si, . . . , sn}, divide it into k segments with
equalW -length that represented as S ′ = {s′1, s′2, . . . , s′i, . . . , s′k}, where s′i is the i-th segment, s′i and s′j have no overlap.
Definition 2.2. Granulation: after the no-overlapped segmentation is implemented, build an information granule Ai based
on fuzzy set. The granule Ai is designed with two conflicting requirements that Ai should contain enough experimental data
and maintain as specific as possible.
The triangular fuzzy number or trapezoidal fuzzy number is taken to be the model of the constructed granule. So the
granule Ai can be represented by a vector with three parameters as Ai = (a,m, b) in the case of the odd number of elements
in the corresponding segment, that is, the length of segment W is odd, where m is the core of information granule Ai, a
and b are the left and right bound of the support of information granule Ai respectively. Similarly, a four parameters vector
Ai = (a,m1,m2, b) is used in the case of thatW is even, wherem1 andm2 form the core of Ai. For simplicity, we only discuss
the case of odd number of elements in segment in the following and the other case can be analogized.
The construction of information granule Ai involves two requirements. First, Ai should be to embrace as many
experimental data as possible so that the sum of membership values
∑W
j=1 Ai(sj) should be maximized. Second, Ai should be
made as specific as possible and it can be achieved by the minimization of the support of Ai (supp(Ai) = b− a).
In light of these two requirements, Ai can be optimized with the maximization of the following performance index Q :
Q =
W−
j=1
Ai(sj)/(b− a). (1)
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(a) Original time series. (b) Segmentation. (c) Information granules.
Fig. 1. Main phases of information granulation.
To construct the optimized granule, the process with two phases that concern the determination of the parameters of Ai
will be carried out. Firstly, choosing the middle pointm to be the modal value of Ai that gives a rough approximation of the
corresponding segment. Then according to the chosen modal value, the maximization of the index Q can be split into two
independent tasks as follows:
Maximize Q (a) =
W−
j=1,sj<m
Ai(sj)/(m− a) (2)
Maximize Q (b) =
W−
j=1,sj>m
Ai(sj)/(b−m). (3)
By the above two equations, the parameters a and b can be determined.
For the time series S, the corresponding granular time series G = {A1, A2, . . . , Ai, . . . , Ak} can be acquired after
granulation.
The main processes of information granulation are segmentation and granulation which are shown in Fig. 1.
The time series to be compared should be of the same scale and baseline, otherwise the compared results aremeaningless
and inappropriate. So the normalization is required before the granulation [16].
Definition 2.3. Normalization: for the given time series S, its normalized time series can be calculated by the following
formula:
S ′(i) = (si −min(S))/(max(S)−min(S)), i = 1, 2, . . . , n. (4)
For simplicity, the parameter vectors of granules Ai and Aj are denoted by (gi1, gi2, gi3) and (gj1, gj2, gj3) respectively, the
granular time series G can be represented by a granule matrix (gip)k×3. The degree of similarity between two granules Ai and
Aj is defined as [16]:
DS(Ai, Aj) =
3−
p=1
min(gip, gjp)
 3−
p=1
max(gip, gjp). (5)
The degree of similarity based on granulation between two granular time series G and T is defined as [16]:
DS(G, T ) =
k−
i=1
3−
p=1
min(gip, tip)
 k−
i=1
3−
p=1
max(gip, tip) (6)
where (gip)k×3 and (tip)k×3 are two granule matrices corresponding to G and T respectively.
2.2. Hidden Markov model
HMM is widely used in the speech recognition area. It consists of two stochastic processes: one is the hidden Markov
chain with finite state that describes the unobservable state transition process, and the other describes the distributing
probability corresponding to the relationship between the state and observed values. By the values of observation are
discrete or continuous, HMM can be divided into Discrete HMM (DHMM) and Continuous HMM (CHMM). In this paper,
we focus on DHMM and simply denote it as HMM in the following.
A standard HMM has the following basic elements:
(1) The set of hidden states S = {s1, s2, . . . , sN}, where N is the number of states.
(2) The set of observable values V = {v1, v2, . . . , vM}, whereM is the number of observable values.
(3) The probability distribution of state transition A = {aij} represents the probability of the transition between arbitrary
two states, where
aij = P(qt+1 = sj | qt = si),
N−
i=1
aij = 1 (7)
qt denotes the hidden state at time t .
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(4) The probability distribution for the observable values B = {bj(k)} represents the probability that the output value vk is
observed in the state sj at an arbitrary time, where
bj(k) = P(ot = vk | qt = sj),
M−
k=1
bj(k) = 1 (8)
ot denotes the observation value at time t .
(5) The initial state probability distribution π = {π1, π2, . . . , πN}, where
πi = P(q1 = si),
N−
i=1
πi = 1. (9)
Thus, HMM can be defined as a 5 parameters vector λ = (S, V , A, B, π).
There are three primary problems that need to be addressed when using HMM. The first is the evaluation or classification
problem, for the given model parameter λ, calculating the probability of generating the observed sequence O denoted by
P(O | λ). The second is the training problem, for the given sequence of observations O, adjusting the model parameter λ to
maximize P(O | λ). The third is the decoding problem, for the given model parameter λ and observed sequence O, finding
the most likely sequence of hidden states. The solutions of these three problems are forward–backward, Baum–Welch and
Viterbi algorithms [1] respectively. The time series classification based on HMM is implemented by using the solutions of
the first two problems.
The aim of time series classification is to classify each unlabeled data to one of predefined categories. It mainly consists of
two phases: training and classification. In the training phase, the labeled data are used to train HMMwith the Baum–Welch
algorithm for each category. In the classificationphase, eachunlabeleddata is classified according to its generatedprobability
by the obtained HMM.
3. New symbolic representation method and semi-supervised learning based on co-training
Supervised time series classificationwithHMMuses labeled data to train the parameters of aHMMcorresponding to each
category. Then for test data or other unlabeled data, determining its category which only needs to calculate its generated
probability by obtained HMM. This HMM-based method is unlike the supervised nearest neighbor classification method
which must calculate the similarities between the unlabeled data and each labeled data to determine its category in the
classification phase. So the HMM-based classification time is shorter and this method is very suitable for real-time or online
classification.
This paper focuses on the effective symbolic representation for time series and improving the performance of HMM-
based classification. Accuracy is the correct classification percentage of the data and it is taken as the index of evaluating
the classification performance.
The proposed method can be divided into two phases which focus on addressing different problems. Firstly, in order
to model the time series effectively and reflect their main information via HMM, a new symbolic representation based on
granulation is proposed for the symbolization of time series. The second is to achieve good classification accuracy when
very little data is labeled. We present a semi-supervised learning method based on co-training which uses HMM and 1-NN
classifier to utilize large amounts of unlabeled data to improve the classification accuracy. The granulation-based symbolic
representation and semi-supervised method are described in detail in the following.
3.1. Symbolic representation of time series based on granulation
We propose a new symbolic method for time series and the main procedure can be described as follows:
Step 1: Normalize time series and segment the time series into no-overlapped segments by using an information window
with appropriate sizeW .
Step 2: Construct a granule based on fuzzy set for each segment and calculate the similarities between the segments. Let Sij
be the similarity between the segment Ai and Aj, then the distance between the two segments is defined as:
dij = (1− Sij)/2. (10)
In order to reduce the computation cost of the spectral clustering that is carried out at the next step, we select the
distances between segments from a part of time series to form a similar matrix R.
Step 3: Do spectral clustering on the similar matrix R. In spectral clustering, each selected segment Ai is taken as vertex vi
of an undirected graph G = (V , E) and the weight of edge can be defined by the similarity between the segments
Ai and Aj. The affinity matrix A is formed by the weights of edges. Data clustering problem is converted into graph
partitioning problem in spectral clustering. According to the normalized cuts (Ncut) formulation [15], V is divided
into two parts (A and B) by optimizing the following formula.
Ncut(A, B) = cut(A, B)/assoc(V , A)+ cut(A, B)/assoc(V , B) (11)
where cut(A, B) =∑s∈A,t∈Bwst , assoc(V , A) =∑s∈V ,t∈Awst , wst denotes the weight between the vertex s and t .
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(a) A time series of Synthetic Control. (b) Granules A(a,m, b) (W = 9).
Fig. 2. An illustrative example of information granulation for time series.
In this paper, the multi-way partition is achieved via the recursive call of the 2-way partition. At the beginning of
the spectral clustering, according to the similar matrix R, the affinity matrix A is formed with the element aii = 0
and aij(i ≠ j) defined by
aij = exp(−d2ij/2σ 2) (12)
where dij is the corresponding element in matrix R. Then compute the diagonal degree matrix and normalized
Laplacian matrix LM. According to the second eigenvector v of LM, divide the segments of selected time series into
two different clusters. The above process is recursively invoked until the objective function value of Ncut satisfies
the pre-setting threshold. So we can get a different number of clusters by setting different size of the threshold.
Step 4: Assign the cluster label to each segment based on the nearest neighbor rule. After the spectral clustering, the similar
granules or segments will get the same cluster label. Let L be the set of the segments that obtain label via the
clustering and let U be the set of segments of the time series which are not selected for clustering. For each segment
in U , assign the same cluster label as its nearest neighbor which gives the highest similarity in L. After that, each
segment is labeled and every time series can be represented as a vector of cluster label.
Step 5: Replace each cluster label with a unique symbol to get the symbol representations of all time series.
A simple illustrative example is presented to show the main process of the symbolic representation method. Fig. 2(a)
shows a time series of Synthetic Control [17] after normalization and Fig. 2(b) shows its information granules representation
of which the length of granulation window is set to 9.
After information granulation, the affinitymatrix A is calculated based on the similarity between granules. For this simple
example, we assume that the first 4 granules of the time series are selected for spectral clustering and the number of clusters
is 2. The nearest neighbor rule is adopted to assign cluster labels to other granules. Then the time series is represented
by a sequence of cluster labels S = {1, 1, 2, 1, 2, 1, 1}. After replacing the cluster label with the symbol, the symbolic
representation is obtained {a, a, b, a, b, a, a}.
Since our semi-supervised classificationmethod uses the HMMwhichworks verywell on discrete data tomodel the time
series, the proposed symbolic representation method will be performed first of all. As soon as the symbolic representation
is applied, every segment of the time series is abstracted into a single symbol, so it achieves the same good dimensionality
reduction as SAX. Moreover, it retains more information in a segment than SAX which just uses the mean value.
3.2. Semi-supervised learning base on co-training
Due to the scarcity of labeled time series data, the obtained HMM after training will be generally not reliable and the
classification performancewill be poor by using the trainedHMM. Therefore, we present a co-training style semi-supervised
learning method to enlarge labeled data and the enlarged labeled data are used to train HMM to get better classification
performance than only utilizing initial labeled data for training.
The semi-supervised learning method mainly uses 1-NN based on distance or similarity and HMM as two learners in
the co-training learning process and enlarges the number of labeled data via the co-training process to make the trained
HMMmore reliable and robust. It includes two steps: firstly, HMM are initialized with the little labeled data after symbolic
representation and 1-NN uses the original real-valued data directly. Euclidean distance is chosen for the metric of 1-NN.
The second is the iterative learning process. For each iteration t , the currently obtained HMM is applied to the unlabeled
dataset to determine K most confident data which gives K largest probability and simultaneously 1-NN selects K data from
an unlabeled dataset that is the nearest to the labeled data. The 2K data will be labeled and added into the labeled dataset
to acquire an enlarged label data that is used to re-train HMM and 1-NN. The iteration will be repeated until the unlabeled
dataset is empty or a pre-setting termination condition (e.g. the maximum number of iterations) is reached.
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In each iteration of the co-training process, HMM and 1-NN independently make prediction for unlabeled data to choose
their most confident K data respectively. When confronted with the case that the two classifiers don’t give the same
prediction for an unlabeled data, the classification power of the current classifiers in this iteration is considered not enough
to classify the unlabeled data. There is no good way to determine the category of these unlabeled data and the mislabeling
will seriously affect the classification performance, so in this paper these unlabeled data are simply left to later iteration for
labeling.
The algorithm of the semi-supervised learning method is presented as follows, where ED(xi, xj) is Euclidean distance
between the data xi and xj, the function Learn(SL) is the training classifier by the dataset SL.
Algorithm 3.1. Semi-supervised learning based on co-training
Input:
Labeled dataset L = {s1, s2, . . . , sl}with labels {y1, y2, . . . , yl};
Unlabeled dataset U = {sl+1, sl+2, . . . , sl+u};
Number of categories P , number of selected data in each iteration K .
Output:
The parameters of the HMM for each category {λ1, λ2, . . . , λP} and labels of U .
Step 1: Symbolization and initialization
(1) L is converted into a symbolic labeled dataset SL = {s∗1, s∗2, . . . , s∗l },U is converted into a symbolic unlabeled
dataset SU = {s∗l+1, s∗l+2, . . . , s∗l+u};
(2) HMM = Learn(SL), 1− NN = Learn(L);
Step 2: Repeat until U is NULL or pre-setting termination condition is reached.
(1) TL = NULL, T1 = NULL, T2 = NULL;
(2) Loop for each sl+i in U:
TLabel1(sl+i) = NULL, TLabel2(sl+i) = NULL;
End Loop;
(3) Loop for each s∗l+i in SU:
If TLabel1(sl+i) == NULL,
Then set Prob(s∗l+i) = max{log P(s∗l+i | λ1), . . . , log P(s∗l+i | λi), . . . , log P(s∗l+i | λP)};
End Loop;
(4) Loop for each sl+i in U:
If TLabel2(sl+i) == NULL,
Then set Dist(sl+i) = min{ED(sl+i, s1), . . . , ED(sl+i, sj), . . . , ED(sl+i, s|L|)};
End Loop;
(5) Loop while | T1 |< K :
(i) Set t = argmaxt Prob(s∗t ), s∗t ∈ SU && st ∉ T1
j = argmaxj log P(s∗t | λj), 1 ≤ j ≤ P;
(ii) Set TLabel1(st)= the category that λj corresponds to,
T1 = T1 ∪ {st};
End Loop;
(6) Loop while | T2 |< K :
(i) Set t = argmint Dist(st), st ∈ U && st ∉ T2
j = argminj ED(st , sj), 1 ≤ j ≤| L |;
(ii) Set TLabel2(st)=the category that sj belongs to,
T2 = T2 ∪ {st};
End Loop;
(7) Set TL = T1 ∪ T2;
(8) Loop for each ti in TL:
If TLabel1(ti) ≠ TLabel2(ti), Then delete ti from TL;
End Loop;
(9) If TL == NULL, Then TL= the data in T1 with largest Prob;
(10) SU = SU − TL,U = U − TL, SL = SL ∪ TL, L = L ∪ TL;
(11) HMM = Learn(SL), 1− NN = Learn(L).
4. Experimental evaluation
4.1. Datasets
The experiment is carried out to measure the effectiveness of the proposed granulation based symbolic representation
(GBSR) for time series and the semi-supervised classification method. We consider four time series datasets with different
properties from the UCR Time Series Data Mining Archive [17]. The main characteristics of the used datasets are described
in Table 1.
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Table 1
Descriptions of experimented time series datasets.
Dataset Classes Size of training Size of testing Length
Synthetic Control 6 300 300 60
Trace 4 100 100 275
Coffee 2 28 28 286
CBF 3 30 900 128
(a) Synthetic Control (W = 9). (b) Trace (W = 31).
(c) Coffee (W = 33). (d) CBF (W = 15).
Fig. 3. Classification accuracy on four datasets.
4.2. Evaluation of symbolic representation
The performance of our symbolic method GBSR applied as the first step in time series classification based on HMM is
evaluated. The clustering is performed on the segments of a part of time series which selected randomly from the training
set and the other time series from the training set or testing set are symbolized according to the clustering result. The time
series in the training set are used to train HMM. We focus on the accuracy of the classification on time series in the testing
set by using the trained HMM. To observe the effect of different number of time series for clustering, we compare the GBSR
with three different percent of the training set selected: GBSR with 25% selected (GBSR-25%-HMM), GBSR with 30% selected
(GBSR-30%-HMM), GBSR with 35% selected (GBSR-35%-HMM). Moreover, SAX is provided to discretize the time series for
HMM-based classification (SAX-HMM) for a comparison.
In order to choose the appropriate number of symbols, it is required to evaluate the classification performance when
the number of symbols varies. We take the average accuracy by running GBSR–HMM 20 times. Experimental results are
illustrated in Fig. 1(a)–(d). In this experiment, the state number of HMM is set to 2 and the segmentation of time series is
achieved via the information window with the lengthW .
As shown in Fig. 3, it seems that GBSR–HMM outperforms the SAX-HMM in time series classification. The better result
can be interpreted such that GBSR represents every segment of the time series to be a granule that uses more information
than SAX.
Moreover, Fig. 3 shows that the different number of time series whose segments selected for clustering and different
number of symbols which can be seen as two important parameters in GBSR affect the performance of classification.
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Table 2
The worst/best accuracy (%) of GBSR-25%-HMM on the datasets.
Number of symbols Synthetic Control Trace Coffee CBF
5 61.33/87 75/99 53.57/85.71 48.44/62.77
6 67/86.67 74/100 53.57/85.71 46.78/64
7 68/86.67 93/100 53.57/85.71 55.22/64.22
8 70.67/87 93/100 67.86/85.71 56.44/64.67
9 66.33/87 93/100 60.71/85.71 55.89/63.78
10 68.33/87.67 93/100 64.29/89.29 54.33/63.89
11 76/90 95/100 64.29/89.29 54.89/65.33
12 70.33/90.33 95/100 64.29/89.29 55.78/64.44
Table 3
The worst/best accuracy (%) of GBSR-30%-HMM on the datasets.
Number of symbols Synthetic Control Trace Coffee CBF
5 69.33/87.67 71/100 53.57/89.29 54.67/63.11
6 74.67/89.33 92/100 53.57/89.29 57.56/64.44
7 71.67/88 92/100 46.43/89.29 56.44/64.22
8 73.33/88 98/100 64.29/89.29 58.33/64.22
9 73/89 97/100 64.29/92.86 58.78/64.78
10 72/88.67 98/100 64.29/92.86 56.00/65.56
11 77.33/89.67 97/100 60.71/89.29 55.89/65
12 79/89.33 96/100 64.29/89.29 54/65.33
Table 4
The worst/best accuracy (%) of GBSR-35%-HMM on the datasets.
Number of symbols Synthetic Control Trace Coffee CBF
5 68.67/87 79/99 53.57/92.86 48.11/64.22
6 82.67/87.33 99/100 57.14/92.86 50/63.44
7 75/87.67 99/100 75/92.86 56.78/65.56
8 74.33/89 99/100 67.86/92.86 56.67/66
9 74.33/89.67 99/100 71.43/89.29 59.44/64.67
10 73.33/89.33 98/100 71.43/92.86 58.33/65.11
11 74.67/90.67 98/100 71.43/89.29 57.89/64.11
12 76.67/90.33 98/100 67.86/89.29 58.33/63.44
Generally the more data selected for clustering, the better the averaged accuracy that can be achieved. In order to use GBSR
effectively in the semi-supervised classificationmethod, theworst classification accuracy and the best classification accuracy
in the 20 runs of GBSR with different parameters are summarized in Tables 2–4.
From Tables 2–4, we know that the best accuracy is much greater than the worst accuracy, so the selection of time
series whose segments for clustering is also very important. Besides, the best accuracy with a low percentage of selection
achieves almost the same amount, or more, as the high percentage of selection. For the semi-supervised classification
method evaluated in the next step, we concentrate on the case of the best accuracy and we choose GBSR with 25% selected
in the following experiments under the consideration of classification performance and time consumption in the clustering.
As the number selected for clustering is determined, it can be seen that the number of symbols used for Synthetic Control,
Trace, Coffee and CBF are 12, 6, 10 and 11 respectively from Table 2.
4.3. Evaluation of the semi-supervised classification method
Experiments are conducted to test the proposed semi-supervised learning method. We assume that only a small part of
the training set is labeled, the other data in the training set are regarded as unlabeled. The semi-supervised learningmethod
is conducted on the training set and the co-training process stops until all the data in the training set are labeled. Then the
obtained HMM are used to classify the data of testing set.
To evaluate its effectiveness, we test the supervised HMM based method which just uses the initial labeled data
(Supervised-HMM), the HMM based method with a self-training learning process to enlarge labeled dataset (Self-HMM-
EN), the 1-NN based method with self-training process to enlarge labeled dataset (Self-1NN-EN), the proposed co-training
learning which uses HMM and Euclidean distance based 1-NN to enlarge labeled dataset (Co-1NN-HMM). The enlarged
labeled data are used to train HMM and the accuracy of testing set are measured to evaluate the classification performance
of the obtained HMM. Considering the effect of the amount of labeled data, we vary the number of labeled data for each
category. In each experiment the initial labeled data is randomly selected in the training set and the results averaged 50
runs are illustrated in Fig. 4(a)–(d).
It is obvious that the proposed Co-1NN-HMM outperforms Supervised-HMM. For example, in Synthetic Control, when
only 3 labeled data for each category available, the averaged accuracy of Supervised-HMM is 53.07%, however Co-1NN-HMM
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Fig. 4. Average accuracy comparison for different methods.
achieves 83.09%, a clear improvement. Considering the results of Supervised-HMM, it can be seen that little available labeled
data leads to the poor estimated parameters of the HMM initially, but Co-1NN-HMM effectively uses the unlabeled data to
improve the classification accuracy. Self-HMM-EN and Self-1NN-EN are another two methods to enlarge the labeled data
which are used to train HMM in the classification phase. It is observed that the classification result of Self-HMM-EN is
almost the same as Supervised-HMM in Fig. 4, even somewhat worse. That is because Self-HMM-EN only uses HMM as a
classifier and in each iteration the most confident unlabeled data determined by HMM is selected to add into the labeled
dataset, but certainlymuchmislabeling exists in the selected data due to the poor initial parameters of HMMand the existed
mislabeling in each iterationwill degrade the classification performance. Self-1NN-ENachieves better classification accuracy
than Self-HMM-EN and this shows that less mislabeling is generated by the self-training process based on 1-NN. With
taking advantage of the classification method based on model and similarity, Co-1NN-HMM uses HMM and 1-NN as two
learners in the co-training process and one learner teaches the other to avoid each learner being biased to its self-generated
mislabeling, thus they work very well for time series classification under the condition of little labeled data. The goal of the
semi-supervised learning method is to enlarge the number of labeled data for training HMM and it does not change the
interpretability of HMM-based time series classification.
The learning curve of a single run of co-training on Synthetic Control and Trace is presented in Fig. 5 to show the progress
in classification performance from one iteration to another. Before the co-training is started, the number of labeled data for
each category in the twodatasets is 2.When each iteration of the co-training process in Co-1NN-HMM is finished, the current
enlarged labeled data are used to train HMM and the obtained HMM are used to classify the data of the testing set. At the
same time, the classification accuracy of the testing set is measured.
From Fig. 5, it is clear that the classification accuracy improves when the number of iterations increases. By the iterative
process of the co-training, the labeled data are enlarged gradually and HMM after training become more accurate and
reliable.
5. Conclusion
In this paper, we propose a new symbolic representation for time series based on granulation that represents the
time series effectively and has a good dimensionality reduction. Applying spectral clustering to the matrix formed by the
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Fig. 5. Learning curve of a single run of co-training.
granulation-based similarities between segments from the selected time series, the symbolization is implemented by using
the information provided by the clustering. Moreover, a semi-supervised time series classification method that uses HMM
and 1-NN as two learners in the co-training process is also presented and the symbolic representation is applied for HMM
to model time series. Experiments on four time series datasets show the presented semi-supervised method is capable of
using the unlabeled data to improve the performance of classification.
The segments of time series are selected randomly for the clustering in this paper and different selections result in
different performances, so the selection method for better classification will be a future work. Besides, the mislabeling still
exists in the iteration of co-training process and the effective removal of this mislabeling will be done in the future.
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