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Abstract
For a given permutation pin in Sn, a random permutation graph is formed by in-
cluding an edge between two vertices i and j if and only if (i− j)(pin(i)− pin(j)) < 0.
In this paper, we study various statistics of random permutation graphs. In particular,
we prove central limit theorems for the number m-cliques and cycles of size at least m.
Other problems of interest are on the number of isolated vertices, the distribution of a
given node (the mid-node as a special case) and extremal degree statistics. Besides, we
introduce a directed version of random permutation graphs, and provide two distinct
paths that provide variations/generalizations of the model discussed in this paper.
Keywords: Permutation graphs, inversions, graph statistics, cycles, cliques, degree
distribution, isolated vertices, U -statistics, asymptotic distribution.
AMS Classification: 05C80, 60C05
1 Introduction
Let Sn be the set of all permutations on [n] := {1, 2, . . . , n}. For a given permutation pin in
Sn, we may form a corresponding graph by including an edge between the given two vertices
i and j if and only if (i − j)(pin(i) − pin(j)) < 0. In other words, there turns out to be an
edge between two vertices if and only if the corresponding values in the permutation form
an inversion. The graph resulting from this process is known to be a permutation graph. If
we consider the uniform distribution over Sn, then the resulting model is known to be the
random permutation graph model. The following figure shows a sample from this model when
n = 5.
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Figure 1: The permutation graph corresponding to the permutation
(
1 2 3 4 5
5 2 3 1 4
)
.
Permutation graphs were first introduced by [15] and [28]. These two works provide
a characterization for being a permutation graph in terms of transitive orientability. In
particular, it is shown that a graph is a permutation graph if and only if both the graph
and its complement are transitively orientable, which means that whenever the edges are
assigned directions the presence of the edges (x, y) and (y, z) implies the existence of the
edge (x, z). In the cited works, they also provided a polynomial time algorithm to find a
transitive orientation when it exists. It is also known that testing whether a graph is a
permutation graph can be done in linear time.
One particular interest in permutation graphs stems from the fact that they are perfect
graphs. This enhances their applications in several fields such as channel routing, scheduling,
memory allocation, genomics and bioinformatics because various optimization problems be-
come polynomial. See [6] as an exemplary work. In contrast to computational advantages in
certain cases - and simplicity of sampling such permutations, developing the theory for cer-
tain parts of permutation graphs turn out to be quite challenging. One special topic we will
emphasize below in terms of toughness is the connectivity related problems. See [2] for some
recent results in this direction for permutation graphs with a given number of edges. Also,
note that a more recent work [1] discusses the random trees obtained from permutations
graphs.
In [1], they emphasize that various features of random permutation graphs can be un-
derstood by turning the problem into a random permutation problem. That will be the path
we follow below. For example, we will be interested in the number of inversions, the level,
the cycle structure, number of increasing sequences of (random) permutations among several
others. Most of the statistics we will work on will be related to the descent structure of the
underlying permutation - for a certain reason related to independence. We refer to [9] as
a general reference of combinatorics on permutations. [7], [12] and [27] are some important
works on statistics of random permutations, but the field is so huge that it is hard to include
enough references here.
We will now briefly sketch what we discuss below. First, let us note that from here on
we will be using one line notation for permutations; for example,
(
1 2 3 4
3 1 2 4
)
= (3, 1, 2, 4). Let
Gn be a random permutation graph with n vertices. Our first focus will be on the number of
m-cliques Km, m ∈ N fixed, and we will prove that the following central limit theorem holds
by making use of the U -statistics theory:
Km − E[Km]√
V ar(Km)
−→d Z, as n→∞,
2
with certain expressions for E[Km] and V ar(Lm), where Z is a standard normal random
variable. Later, we also see that the same central limit theorem also holds for the number
of cycles in Gn of length at least m. Both the number of cliques and the number of cycles
arguments will be related to the number of increasing subsequences in random permutations
of a given length. Exploiting this relation a little bit more, we also determine the limiting
distribution of the largest cycle in Gn as the Tracy-Widom distribution. We do not go into
computations related to the exact distribution of the number of cycles here which require a
good understanding of partitions and a lot more pages. But we hope to return back to such
problems in an upcoming work.
Afterwards, we focus on the asymptotic distribution of the degree of a given node. In
particular, we provide a very simple proof for a central limit theorem for the mid-node which
was previously proven in [8] by using different techniques. We do not restrict ourselves here
just to the mid-node, but we also prove a central limit theorem for any given fixed node k as
the number of nodes n grows - actually k is allowed to grow as well, see below for the exact
statement.
Another interest for us will be on the number of isolated vertices, and also the number of
vertices with a given degree d. The latter problem turns out to be challenging as we will see
below, and its details will be given in a separate work. Another tough issue we briefly discuss
is the connectivity. Recently, in [2] when we choose a random permutation graph on n vertices
with m edges, it was shown that the resulting graph is connected with high probability when
we have a certain restriction on the growth rate of the number of edges. However, the general
problem with no constraints or related problems such as the distribution of the number of
connected components for a given n turn out to be quite tough. We hope that we will be
able to demonstrate this in the relevant section with the combinatorics which we use in a
much simpler problem.
The last statistics of interest for us will be the extremal statistics where we will focus
on the nodes with the fewest and largest degrees. Here, for symmetry reasons studying the
minima and the maxima turn out to be equivalent. In this part, we will sketch a central limit
theorem for the maximal degree using a probabilistic argument - or equivalently, as we shall
see, for the minimal degree. Such a central limit theorem was previously proven in [8] via
more analytic techniques.
The paper also discusses two variations of random permutation graphs. The first one will
be on introducing directed random permutation graphs. For this case, it will turn out that
analyzing the extremal statistics become trivial due to the existing literature on random
permutations. In particular, the maximal degree in a random permutation coincides in dis-
tribution with the level of a uniformly random permutation. Secondly, we will introduce two
generalizations/variations of standard random permutation graphs, which preserve the role
of independence that is crucial in many of our arguments. These two generalizations will be
built on biased riffle shuffles and generalized unfair permutations.
We fix some notation now. First, =d, →d and →P are used for equality in distribution,
convergence in distribution and convergence in probability, respectively. Z denotes a standard
normal random variable, and C is used for constants (which may differ in each line) that
do not depend on any of the parameters. The notations dK , dW and dTV are reserved for
the Kolmogorov, Wasserstein and total variation distances between probability measures,
respectively. Finally, for two sequences an and bn, we write an ∼ bn if limn→∞ an/bn = 1.
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2 Number of m-cliques
Let Km be the number of m-cliques, m ∈ N, in a random permutation graph Gn with n
vertices. Let pin be the corresponding permutation representation in Sn. Clearly, K1 = n
and K2 is the number of edges in Gn which of course is just the number of inversions in pin,
denoted by Inv(pin). The permutation statistic Inv(pin) is well-studied in the literature, and
there are various different proofs that it satisfies a central limit theorem when pin is uniformly
random. Let us just refer to [16] where not only
Inv(pin)−
(
n
2
)√
n(n−1)(2n+5)
72
→d Z
as n → ∞ is proven, but it is also shown that a convergence rate of order 1√n can be
obtained with respect to dK . In this section, we focus on Km for a given m ≥ 2 and show
that it satisfies a central limit theorem. Our main tools will be the random permutation
interpretation and the theory of U -statistics.
Theorem 2.1 Let Gn be a random permutation graph and Km be the number of m-cliques
in Gn. We then have
Km − E[Km]√
V ar(Km)
−→d Z, as n→∞,
where
E[Km] =
(
n
m
)
1
m!
,
and where V ar(Km) = E[K2m]− (E[Km])2, with
E[K2m] =
∑
t+s≤m
[(2m−t)!]−14m−t
(
n
2m− t
)(
m− t− s− 1/2
m− t− s
)(
s+ (t+ 1)/2− 1
s
)(
2m− t
2m− 2t− 2s
)
.
(1)
Remark 2.1 (i) It is further shown in [24] that
V ar(Km) ∼n→∞ 1
2((2m− 1)!)2
((
4m− 2
2m− 1
)
− 2
(
2m− 1
m
)2)
n2m−1,
therefore an application of Slutsky’ theorem yields a slightly more compact form
Km −
(
n
m
)
1
m!
1
2((2m−1)!)2
((
4m−2
2m−1
)− 2(2m−1
m
)2)
n2m−1
→d Z, n→∞.
(ii) The theory of U−statistics is well developed, and indeed we may also obtain a con-
vergence rate of order 1/
√
n with respect to the Kolmogorov metric. See, for example, [10]
for the necessary background on U-statistics. But the constant term, which will depend on
m, will probably be far from the optimal one even after cumbersome computations. So we do
not go into details obtaining converging rates here and in the rest of this paper.
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Proof: Let pin be the corresponding random permutation to Gn. We first start by observing
that a subset S = {i1, i2, . . . , im}, i1 < i2 < · · · < im forms an m-clique in Gn if and only if
pii1 > pii2 > · · · > piim .
Using this, we then write
Km =
∑
1≤i1<i2<···<im≤n
1(pii1 > pii2 > · · · > piim).
In other words, Km is merely the number of decreasing subsequences of length m in pin.
Noting that this equals in distribution to the number of increasing subsequences of length
m in pin, and denoting the latter by In,m, [24] shows that E[In,m] =
(
n
m
)
1
m!
and V ar(In,m) =
E[I2n,m] − (E[In,m])2 where E[I2n,m] is as given in (1). From these observations, the moments
given in the statement of Theorem 2.1 are clear.
Now we move on to proving the central limit theorem. Although a brief sketch for the
number of increasing subsequences of a given length in a random permutation was given in
[24], we include all the details here for the sake of completeness1. First, the proof is based
on U -statistics, and a general reference for such statistics is [25]. Now, remember that
Km =
∑
1≤i1<i2<···<im≤n
1(pii1 > pii2 > · · · > piim) =d
∑
1≤i1<i2<···<im≤n
1(pii1 < pii2 < · · · < piim).
Letting then X1, . . . , Xn be i.i.d. random variables from some continuous distribution, a
result often attributed to Re´nyi tells us that∑
1≤i1<i2<···<im≤n
1(pii1 < pii2 < · · · < piim) =d
∑
1≤i1<i2<···<im≤n
1(Xi1 < Xi2 < · · · < Xim).
Let now Y1, . . . , Yn be another i.i.d. sequence of random variables from some continuous
distribution. Assume further that the families {X1, . . . , Xn} and {Y1, . . . , Yn} are independent
as well. Define the (random) permutation γ ∈ Sn with the property
Yγ(1) < Yγ(2) < · · · < Yγ(n).
Clearly, the i.i.d. assumption yields (X1, . . . , Xn) =d (Xγ(1), . . . , Xγ(n)). But then, letting
R = {(i1, . . . , im) : each ij ∈ [n], ij’s are distinct from each other}
Km =d
∑
1≤i1<i2<···<im≤n
1(Xi1 < Xi2 < · · · < Xim)
=d
∑
1≤i1<i2<···<im≤n
1(Xγ(i1) < Xγ(i2) < · · · < Xγ(im))
=
∑
R
1(Xγ(i1) < Xγ(i2) < · · · < Xγ(im), i1 < i2 < · · · < im)
=
∑
R
1(Xγ(i1) < Xγ(i2) < · · · < Xγ(im), Yγ(i1) < Yγ(i2) < · · · < Yγ(im))
=d
∑
R
1(Xi1 < Xi2 < · · · < Xim , Yi1 < Yi2 < · · · < Yim).
1The reason why it was only a sketch in [24] is that a similar argument on random words was detailed
there.
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Here, in the last step we used the fact that γ is a bijection, being a member of the symmetric
group.
Now we define the function
h((xi1 , yi1), . . . , (xim , yim)) =
∑
f((xj1 , yj1), . . . , (xjm , yjm)),
where the summation is over all permutations of i1, . . . , im and where
f((xi1 , yi1), . . . , (xim , yim)) =
1(
n
m
)1(xi1 < xi2 < · · · < xim , yi1 < yi2 < · · · < yim).
Note that h is clearly symmetric. Therefore, we are able to express
Km =d
1(
n
m
) ∑
1≤i1<i2<···<im≤n
h((Xi1 , Yi1), . . . , (Xim , Yim))
But then Km is a U-statistic because
i. h is symmetric;
ii. h ∈ L2 for each n, since it is just a finite sum of indicators;
iii. h is a function of independent random variables (or, vectors, to be more precise).
Result follows. 
3 Asypmtotic distribution of the mid-node
The purpose of this section is to prove that the mid-node2 n/2 satisfies a central limit
theorem. The result we prove was Theorem 3.4 in a recent work proven in [8]. But we believe
that our treatment is much elementary and has a little bit more probabilistic flavour. One
other advantage is that it extends to other nodes as we shall see in next section
Theorem 3.1 Let Gn be a random permutation graph on n vertices. Then the degree d(n/2)
of the mid-vertex satisfies
d(n/2)− n/2
2
√
n
→d N (0, U, (1− U)),
where U is a uniform random variable over (0, 1) independent of Gn and N (U, (1− U)) is a
normal random variable with random parameters U and 1− U .3
Proof: First note that expectation and variance will be special cases of results from next
section, and so we skip these computations here. Let now X1, X2, . . . be an i.i.d. sequence of
uniform random variables over (0, 1). Let X∗1 , X
∗
2 , . . . be i.i.d. copies of X1, X2, . . . and assume
that the sequences are independent within themselves. Let α ∈ R. Expressing d(n/2) in terms
2We will write n/2 instead of bn/2c as our results are mostly asymptotic. In non-asymptotic cases, let us
assume that we are taking n even, and that otherwise we would have the floor function somewhere around.
3The expression d(n/2)−n/2
2
√
n
in [8] is d(n/2)−n
2
√
n
, we believe that there is a typo there.
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of the underlying random permutation pin, expressing the order relations via i.i.d. random
variables, and integrating over Xn/2, we then have
P
(
d(n/2)− n
2
√
n
≤ α
)
= P
(∑n/2−1
j=1 1(Xj > Xn/2) +
∑n
j=n/2+1 1(Xn/2 > Xj)− n2
2
√
n
≤ α
)
=
∫ 1
0
P
(∑n/2−1
j=1 1(Xj > u) +
∑n
j=n/2+1 1(u > Xj)− n2
2
√
n
≤ α
)
du
=
∫ 1
0
P
(∑n/2−1
j=1 1(Xj > u) +
∑n
j=n/2+1(1− 1(u < Xj))− n2
2
√
n
≤ α
)
du
=
∫ 1
0
P
(∑n/2−1
j=1 1(Xj > u)−
∑n
j=n/2+1 1(u < Xj)
2
√
n
≤ α
)
du
=
∫ 1
0
P
(∑n/2−1
j=1 1(Xj > u)−
∑n/2
j=1 1(u < X
∗
j )
2
√
n
≤ α
)
du
=
∫ 1
0
P

(∑n/2−1
j=1 (1(Xj > u)− 1(X∗j > u))
)
− 1(X∗n/2 > u)
2
√
n
≤ α
 du
Now the probability in the integrand for given u converges to
∫ α
−∞
1√
2pi
√
u(1−u)e
− x2
2
√
u(1−u)dx
by using the standard central limit theorem for i.i.d. random variables. Integration over u
from 0 to 1, and an application of dominated convergence theorem then yields
P
(
d(n/2)− n
2
√
n
≤ α
)
→
∫ 1
0
∫ α
−∞
1√
2pi
√
u(1− u)e
− x2
2
√
u(1−u)dxdu.
But the last expression equals P(N(0, U(1−U)) ≤ α) where U is uniform over (0, 1) indepen-
dent of the random graph - we have the product measure. Therefore, we have convergence
in Kolmogorov metric which in particular implies convergence in distribution. 
4 Degrees of other nodes
In the previous section, we focused on the mid-node, and proved a central limit theorem
for it. Can we say anything about the other nodes? Firstly, since the variance of d(n/2) is
Θ(n), d(m) will still satisfy a CLT whenever m = n/2 + o(n). Let us next look at one other
particular case where m is ”small” compared n. We begin by finding the first two moments
of d(k) where k is some positive integer at most n.
Theorem 4.1 Let Gn be a random permutation graph on n vertices, and let d(k) be the
degree of node k. Then we have
i. E[d(k)] = n−1
2
;
ii. V ar(d(k)) = n−1+(n−2k+1)
2
6
.
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Proof: Recall that d(k) =d
∑k−1
j=1 1(Xj > Xk) +
∑n
j=k+1 1(Xj < Xk), where Xi’s are i.i.d.
uniform random variables over (0, 1).
(i) We have E[d(k)] =
∑k−1
j=1 P(Xj > Xk) +
∑n
j=k+1 P(Xj < Xk) =
n−1
2
, since Xi’s are
continuous random variables.
(ii) For the variance recall the law of total variance which in our case reads as
V ar(d(k)) = E[V ar(d(k) | Xk)] + V ar(E[d(k) | Xk]). (2)
Beginning with the first term on the right-hand side of (2), observing
V ar(d(k) | Xk) =
k−1∑
j=1
(1−Xk)Xk +
n∑
j=k+1
Xk(1−Xk),
we have
E[V ar(d(k) | Xk)] = E
[
k−1∑
j=1
(1−Xk)Xk +
n∑
j=k+1
Xk(1−Xk)
]
=
n− 1
6
,
where we used E[Xk] = 1/2 and E[X2k ] = 1/3.
For the second term on right-hand side of (2), we first note that
E[d(k) | Xk] =
k−1∑
j=1
(1−Xk) +
n∑
j=k+1
Xk = k − 1 + (n− 2k + 1)Xk.
Therefore,
V ar(E[d(k) | Xk]) = V ar(k − 1 + (n− 2k + 1)Xk) = (n− 2k + 1)2 1
6
.
Using (2), (ii) now follows. 
Remark 4.1 (i) E[d(k)] is constant independent of n due to symmetry reasons.
(ii) Variance of d(k) is minimized at k = n/2, and is maximized at k = 1 and k = n.
When we use k = n/2 in Theorem 4.1, we obtain E[d(n/2)] = n−1
2
and V ar(d(n/2)) = n
6
.
Given these, we may prove an alternative central limit theorem for the mid-node with a
deterministic limit. The proof technique is very similar to the one in the previous section, so
we just state it skipping the proof.
Theorem 4.2 Let Gn be a random permutation graph on n vertices. Then
d(n)− n/2√
n/6
→d Z, as n→∞.
How about other k’s? Let us this time consider the case k = h(n) where h(n) = o(n) as
n→∞.
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Theorem 4.3 Let Gn be a random permutation graph on n vertices and h(n) = o(n) be an
integer valued function. Then,
d(h(n))− n/2√
V ar(d(h(n)))
→d Z, as n→∞,
where V ar(h(n)) = n
2−n(1+4h(n))+4h(n)(h(n)+1)
6
∼ n2
6
.
Proof: As always Xi’s are i.i.d. uniform random variables over (0, 1). Let us use the conven-
tion h = h(n). Write
d(h(n)) =
h(n)−1∑
j=1
1(Xj > Xh) +
n∑
j=h(n)+1
1(Xj < Xh)
=
h(n)−1∑
j=1
1(Xj > Xh) +
n∑
j=h(n)+1
(1− 1(Xj > Xh))
= n+ h+
h(n)−1∑
j=1
1(Xj > Xh)−
n∑
j=h(n)+1
1(Xj > Xh)
= n−
n−h(n)∑
j=h(n)
1(Xj > Xh) + h+
h(n)−1∑
j=1
1(Xj > Xh)−
n∑
j=n−h(n)+1
1(Xj > Xh).(3)
Now, recalling
√
V ar(h(n)) ∼ n/√6 = Θ(n) and since h(n) = o(n), we have h/n→ 0. It is
also easy to see that the right-most two terms in (3)∑h(n)−1
j=1 1(Xj > Xh)−
∑n
j=n−h(n) 1(Xj > Xh)
n
→ 0,
with probability one as n → ∞. This, in particular, implies the distributional convergence
of
∑h(n)−1
j=1 1(Xj>Xh)−
∑n
j=n−h(n) 1(Xj>Xh)
n
to zero.
Also, using symmetry techniques similar to ones in the previous section, the standard
central limit theorem and the use of Slutsky’s theorem imply that
n
2
−∑n−h(n)−1j=h(n)+1 1(Xj > Xk)
n
√
6
=d
∑n−h(n)−1
j=h(n)+1 1(Xj > Xk)− n2
n/
√
6
→d Z
as n→∞. With our observations, we conclude that
d(h(n))− n
2
n/
√
6
=
n−∑n−h(n)j=h(n) 1(Xj > Xh) + h+∑h(n)−1j=1 1(Xj > Xh)−∑nj=n−h(n) 1(Xj > Xh)− n2
n/
√
6
−→d Z
as claimed. 
This completes the picture as we have shown that the CLT holds in both cases when k
is close to n/2 and is far from n. The following corollary is now immediate.
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Corollary 4.1 Let Gn be a random permutation graph on n vertices and k ∈ N be fixed.
Then,
d(k)− n/2√
n2−4nk+2n+4k2−2
12
→d Z, as n→∞.
5 Number of isolated vertices
Let In be the number of isolated vertices in a random permutation graph Gn with n vertices.
Let pin be the corresponding random permutation representation of Gn. Using the random
permutations point of view, it is not hard to see that
In =
n∑
k=1
1(pin(k) = max{pin(1), . . . , pin(k − 1)}, pin(k) = min{pin(k + 1), . . . , pin(n)}).
Let us compute E[In]. First, note that the simultaneous occurrence of the events pin(k) =
max{pin(1), . . . , pin(k − 1)} and pin(k) = min{pin(k + 1), . . . , pin(n)} necessarily implies that
there is fixed point at k, i.e. pin(k) = k. Further, for this event to occur pin(1), . . . , pin(k − 1)
should all be in {1, . . . , k − 1} with any ordering, and pin(k + 1), . . . , pin(n) should all be
in {k + 1, . . . , n}. Using these observations, we then obtain the probability of node k being
isolated to be
pk := P(node k is isolated) =
1
n
(k − 1)!(n− k)! 1
n!
which after some manipulation gives
pk =
1
kn
(
n
k
) .
Now we may compute E[In]:
E[In] =
n∑
k=1
P(node k is isolated) =
1
n
n∑
k=1
1
k n(n−1)!
k(k−1)!(n−k)!
=
1
n2
n∑
k=1
1(
n−1
k−1
)
=
1
n2
n−1∑
k=0
1(
n−1
k
) .
In order to understand this last expression, we need a computational proposition.
Proposition 5.1 Let n ∈ N. Then
2 ≤
n∑
k=0
1(
n
k
) ≤ 2 + 2
n
+
2(n− 3)
n(n− 1) ≤ 2 +
4
n
.
In particular,
lim
n→∞
n∑
k=0
1(
n
k
) = 2.
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Proof: Note that when 2 ≤ k ≤ n− 2, we have 1
(nk)
≤ 1
(n2)
= 2
n(n−1) . But then
1 +
1
n
+
1
n
+ 1 ≤
n∑
k=0
1(
n
k
) ≤ 1 + 1
n
+
1
n
+ 1 +
n−2∑
k=2
2
n(n− 1) .
So
2 +
2
n
≤
n∑
k=0
1(
n
k
) ≤ 2 + 2
n
+
2(n− 3)
n(n− 1) ≤ 2 +
4
n
.
The limit result now follows from sandwich principle. 
Now we are ready to give the expected number of isolated vertices in Gn.
Theorem 5.1 Let In be the number of isolated vertices in a random permutation graph Gn.
Then we have
2n+ 2
n3
≤ E[In] ≤ 2n+ 4
n3
.
In particular,
n2E[In]
2
→ 1, as n→∞.
Remark 5.1 If G ′n is an Erds-Re´nyi graph with parameters n and p ∈ (0, 1), and if I ′n is
the number of isolated vertices in G ′n, then E[I ′n] = n(1− p)n−1. An elementary computation
shows that G ′n will behave like a random permutation graph in terms of the expected number
of isolated vertices exactly when p ∼ 1− exp(2n−4) as n→∞.
Finding the exact distribution of the number of isolated nodes in Gn turns out to be a
nice problem, but we will not go into it here as it is much involved than one may think at first
instance. Instead, letting i ∈ {1, 2, . . . , n − k + 1}, let us have a look at the easier problem
where we are interested in the probability that i, i+1, i+2, . . . , i+k are all isolated points. In
this case all of i, i+1, . . . , i+k are necessarily fixed points. Besides, for each j < i, we should
have pin(j) < pin(i) = i, and for each j > i + k, we should have pin(j) > pin(i + k) = i + k.
Similar arguments to our previous result then yield:
Proposition 5.2 Consider a random permutation graph Gn. The probability that the nodes
i, i+ 1, . . . , i+ k will all be isolated at the same time is given by
p =
1
n(n− 1) · · · (n− k + 1)(i− 1)!(n− k)!
1
n!
=
(
(n− k)!
n!
)2
(i− 1)!.
6 Connectivity issues
As it is discovered easily, connectivity issues in random permutation graphs turn out to be
very challenging. The literature here is rather scarce, see [1], [2] for related work. When
dealing with Erds-Re´nyi graphs, say with parameters n and p = p(n) ∈ (0, 1), the standard
way to observe that the random graph is with high probability connected in certain regions
where p(n) is ”large” is based on establishing
P(connected) = P(no isolated vertices) + o(1),
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[22]. Such an approach in our case turns out to be hard as it can be felt from the study on
the isolated vertices, where one will realize that an inclusion-exclusion formula with tough
combinatorial computations will be necessary in evaluating certain probabilities. We hope
to dive into this sort of a general result in a future work, but let us leave some relevant
questions here:
Question: (Q1) Under what conditions (such as the ones in [2]) is the random permu-
tation graph model connected with high probability?
(Q2) Can you find the exact distribution of the number of connected components in
random permutation graph with a given number of vertices?
(Q3) Can you find the exact distribution of the number of isolated vertices in a random
permutation graph?
Here, we focus on a simpler question, just to give a feeling why these problems tend to
be challenging. We already know that two given nodes i and j are adjacent with probability
1/2. How about the following question? What is the probability that i and j, say i < j, will
be in the same component and that there is some other node k connecting these two vertices
to each other? Even this question turns out to involve various computations as we shall see
below. In order to answer this question we will focus on the complementary event. Let us
start by defining the following event which is equivalent to the complementary event we are
trying to understand
E = {There is no k ∈ [n]− {i, j} so that i↔ k and j ↔ k}.
Now we write E in the form
E =
⋂
k/∈{i,j}
Ak,
where
Ak = {kth node is not connected both i < j}.
Assume that the graph is generated via the permutation pin, and the corresponding i.i.d.
sequence uniform over (0, 1) is given by X1, X2, . . . , Xn. Observe that given Xi and Xj, Ak’s
are independent. We then have
P(E) = P
 ⋂
k/∈{i,j}
Ak

= 2
∫ 1
0
∫ xi
0
Pxi,xj
 ⋂
k/∈{i,j}
Ak
 dxjdxi,
where here we use the notation Pxi,xj in order to emphasize that we are conditioning on
Xj = xj and Xi = xi. The 2 term in front of the integrals comes from an obvious symmetry.
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Using conditional independence,
P(E) = 2
∫ 1
0
∫ xi
0
i−1∏
k=1
Pxi,xj(Xk < xj)
j−1∏
k=i+1
Pxi,xj(Xk < xj or Xk > xi)
n∏
k=j+1
Pxi,xj(Xk > xj)dxjdxi
= 2
∫ 1
0
∫ xi
0
(
xi−1i (1− xi + xj)j−i−1(1− xj)n−j
)
dxjdxi
= 2
∫ 1
0
xi−1i
∫ xi
0
(
(1− xi + xj)j−i−1(1− xj)n−j
)
dxjdxi.
Now doing the substitution 1− xj = u, the right-most term equals
2
∫ 1
0
xi−1i
(∫ 1−xi
0
(2− xi + u)j−i−1un−jdu
)
dxi.
Binomial expansion then gives
P(E) = 2
∫ 1
0
xi−1i
(∫ 1−xi
0
n∑
`=0
(
n
`
)
u(j−i−1)(n−`)un−jdu
)
dxi
= 2
n∑
`=0
∫ 1
0
xi−1i (2− xi)`
(
n
`
)(∫ 1−xi
0
u(j−i−1)(n−`)+(n−j)du
)
dxi
= 2
n∑
`=0
∫ 1
0
xi−1i (2− xi)`
(
n
`
)
(1− xi)(j−i−1)(n−`)+(n−j)+1
(j − i− 1)(n− `) + (n− j) + 1dxi
= 2
n∑
`=0
(
n
`
)
(j − i− 1)(n− `) + (n− j) + 1
∫ 1
0
xi−1i (2− xi)`(1− xi)(j−i−1)(n−`)+(n−j)+1dxi.
Writing 2− xi = 1 + 1− xi, another binomial expansion gives
P(E) = 2
n∑
`=0
(
n
`
)
(j − i− 1)(n− `) + (n− j) + 1
∫ 1
0
xi−1i (2− xi)`(1− xi)(j−i−1)(n−`)+(n−j)+1dxi
= 2
n∑
`=0
(
n
`
)
(j − i− 1)(n− `) + (n− j) + 1
∫ 1
0
xi−1i
∑`
r=0
(
`
r
)
(1− xi)(j−i−1)(n−`)+(n−j)+1+`−rdxi
= 2
n∑
`=0
∑`
r=0
(
n
`
)(
`
r
)
(j − i− 1)(n− `) + (n− j) + 1
∫ 1
0
xi−1i (1− xi)(j−i−1)(n−`)+(n−j)+1+`−rdxi
=
n∑
`=0
∑`
r=0
(
n
`
)(
`
r
)
B(i, (j − i− 1)(n− `) + (n− j) + 2 + `− r)
((j − i− 1)(n− `) + (n− j) + 1) ,
where B(·, ·) is the standard beta function. What we proved is summarized in the following
proposition.
Proposition 6.1 Given two nodes 1 ≤ i < j ≤ n in a random permutation graph with n
vertices, a distinct node k /∈ {i, j} will be connected to both of them with probability
1−
n∑
`=0
∑`
r=0
(
n
`
)(
`
r
)
B(i, (j − i− 1)(n− `) + (n− j) + 2 + `− r)
((j − i− 1)(n− `) + (n− j) + 1) .
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It seems that generating functions will help in such computations, and we plan to approach
harder problems by trying so.
7 Extremal degrees
For a given random permutation graph Gn, we write δ(Gn) and ∆(Gn) for the minimal and
maximal degrees in Gn. We begin by quoting a result from [8] related to δ(Gn).
Theorem 7.1 [8] For a sequence of random permutation graphs Gn, we have
δ(Gn)√
n
→d Γ,
as n→∞, where Γ has a Rayleigh distribution with parameter 1/√2, i.e. P(Γ > γ) = e−γ2
for all γ > 0.
How about ∆(Gn)? The following symmetry result relating ∆(Gn) to δ(Gn) will answer
this question.
Proposition 7.1 For a random permutation graph Gn, we have
δ(Gn) =d n− 1−∆(Gn).
Proof: Let X1, X2, . . . be a sequence of i.i.d. random variables uniformly distributed over
(0, 1). We have
∆(Gn) =d max
k∈[n]
(
k−1∑
j=1
1(Xj > Xk) +
n∑
j=k+1
1(Xj < Xk)
)
= max
k∈[n]
(
k−1∑
j=1
(1− 1(Xj < Xk)) +
n∑
j=k+1
(1− 1(Xj > Xk))
)
= max
k∈[n]
(
n− 1−
k−1∑
j=1
1(Xj < Xk)−
n∑
j=k+1
1(Xj > Xk)
)
=d n− 1− min
k∈[n]
(
k−1∑
j=1
1(Xj > Xk) +
n∑
j=k+1
1(Xj < Xk)
)
= n− 1− δ(Gn),
as claimed. 
Corollary 7.1 For a sequence of random permutation graphs Gn, we have
n− 1−∆(Gn)√
n
→d Γ,
as n→∞, where Γ has a Rayleigh distribution with parameter 1/√2.
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Focusing on the maximal, or equivalently on the minimal as shown above, degree we
now give a sketch of an alternative proof for the distributional convergence to the Rayleigh
distribution. The flavour of the below sketch is much more probabilistic than the analytic
proof given in [8] in our perspective, though we do not attempt any rigor here .
Let Gn be a random permutation graph with the corresponding uniform permutation pin.
Let X1, X2, . . . be a sequence of i.i.d. random variables each of which is uniformly distributed
over (0, 1). Then, a little bit of thought gives that
∆(Gn) =d max
k∈[n]
(
k−1∑
j=1
1(Xj > Xk) +
n∑
j=k+1
1(Xj < Xk)
)
=d max
k∈[n]
∑
j 6=k
1(Xj > Xk).
But then
∆(Gn)− n√
n
=d max
k∈[n]
∑
j 6=k 1(Xj > Xk)− n2√
n
−
√
n
2
.
When we look at each of
∑
j 6=k 1(Xj>Xk)−n2√
n
, it can be easily verified that∑
j 6=k 1(Xj > Xk)− n2√
n
→d Z
as n → ∞, and it is easy intuitively clear that the dependence among these is very weak.
Therefore, for large n,
max
k∈[n]
∑
j 6=k 1(Xj > Xk)− n2√
n
can be ”considered” as the maximum of ”independent” standard Gaussian random variables
which can be computed via standard methods, and a translate of it will eventually will give
the Rayleigh distribution with parameter 1/
√
2. This of course is not a proof, but gives a
probabilistic flavour of what is going on underneath.
8 Discussion of a directed version
The purpose of this section is to give a directed model for random permutation graphs, and
to discuss the advantage of having directions for the edges.
Directed Model. For a given permutation pin in Sn, form a corresponding graph by includ-
ing an outward edge from vertex i to vertex j if and only if i < j and (i− j)(pin(i)−pin(j)) <
0 (or, equivalently, include an inward edge between i and j if and only if i > j and
(i− j)(pin(i)− pin(j)) < 0.
Example 8.1 An example with 5 vertices:
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Figure 2: The directed permutation graph corresponding to the permutation
(
1 2 3 4 5
5 2 3 1 4
)
.
For this particular example, vertex 1 has in degree 4. Vertex 4 has in degree 1 and out degree
2.
Focusing on this directed model, it is easy for us to understand the extremal statistics
thanks to the work of [30] on random permutations. Now let us recall a definition from the
permutations literature.
Definition 8.1 The level of a permutation pin ∈ Sn is defined to be
max
1≤k≤n
{ ∑
1≤j≤k
1(pin(j) > pin(k))
}
.
We denote it by L(pin).
Example 8.2 Let pi5 = (3, 4, 1, 5, 2). Then it can be easily checked that L(pi5) = 3.
Now, in our case it can be easily seen that the maximal outer (or, inner) degree of a
random permutation graph generated has the same distribution as the level of a permutation
chosen uniformly at random. Therefore we may interpret the results of [30] to obtain various
properties of the extremal statistics in the directed case.
Theorem 8.1 [30] Let Gdn be a directed random permutation graph, and let ∆n be the max-
imal out degree in Gdn. Then, we have
a. E[∆n] = n− 1−
∑n−1
`=1
`!`n−1
n!
b. V ar(∆n) = n(n− 1)− 2
∑n−1
`=1
`!`n−`+1
n!
−
(
n− 1−∑n−1`=1 ( `!`n−1n! ))2.
c P(|Ln − E[Ln]| ≥ t) ≤ 2 exp
(
− t2
4 logn
)
, t > 0.
Moreover, the following asymptotic relations hold:
Theorem 8.2 [30] Let Gdn be a directed random permutation graph, and let ∆n be the max-
imal out degree in Gdn. Then we have
a. E[∆n] ∼ n−
√
pin
2
as n→∞.
b. V ar(∆n) ∼
(
2− pi
2
)
n as n→∞.
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c ∆n
n
→P 1 as n→∞.
d. ∆n−n√
n
→d −R, where R is the Rayleigh distribution whose density function is given by
f(x) = xe−x
2/2, x > 0.
Since all these follow from the corresponding results of [30], so we do not go into any
more details here.
Remark 8.1 (i) As before, we may provide a symmetry argument here, and we can give
similar results for the minimal degree, say δn, in Gdn.
(ii) It would be interesting to use the advantage of directed versions to understand stan-
dard random permutation graphs, again by using certain symmetries. We have not worked
on this yet.
(iii) The Mallows distribution µ on Sn is parametrized by a parameter β, and is defined
by
µ(pin) =
βInv(pin)
Z
,
where Inv(pin) is as before the number of inversions in pin, and Z is a normalizing constant
depending on β and n. This distribution specializes to the uniform distribution when we
take β = 1. The level in Mallows permutations was studied in [30] along with uniform
permutations. This allows one to, for example, understand the extremal degree statistics in
random permutation graphs formed with Mallows permutations via the discussions above. [8]
also has degree related results in random permutation graphs with the Mallows distribution.
It would be interesting to see the intersection of these, and we will do it later on.
9 Number of m-cycles
Let Cm be the number cycles of size at least m in a random permutation graph corresponding
to the random permutation pin. Three observations:
1. Cm is equal in distribution to the number of decreasing subsequences in a random
permutation of length at least m.
2. The distribution of the number of decreasing subsequences in pin is the same as the
distribution of the number of increasing subsequences in pin;
3. Letting X1, X2, . . . be i.i.d. random variables uniform over the interval (0, 1)
Cm =d
∑
1≤i1<i2≤···<im≤n
1(Xi1 < Xi2 < · · · < Xim).
But we are already familiar with the the last statistic on the right-hand side from our
discussion on m-cliques, and the exact arguments there show that
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Theorem 9.1 For a sequence of random permutation graphs Gn, the number of cycles of
length at least m satisfies the central limit theorem:
Cm −
(
n
m
)
1
m!
1
2((2m−1)!)2
((
4m−2
2m−1
)− 2(2m−1
m
)2)
n2m−1
→d Z, n→∞.
Since #(of cycles exactly of length m) = Cm−Cm+1, it also possible to infer information
about cycles of a given exact length. We do not go into this here.
Let us note that the literature on the number of increasing subsequences of a random
permutation is vast. The central limit just given was proven for random permutations as
well as random words was proven in [24]. We will mention a few more pointers here for an
analysis of the number of cycles of a random permutation graph. As a first result, if we are
not only interested in cycles of given sizes, but in all cycles of a random permutation graph,
then the results of Lifschitz and Pittel [26] are really useful. Letting C0 = 1 by definition,
denoting the number of all cycles in Gn by C∗n, and interpreting results of Lifschitz and Pittel
in our setting, we obtain
E[C∗n] =
n∑
m=0
1
m!
(
n
m
)
and
E[(C∗n)2] =
∑
m+`≤n
4`((m+ `)!)−1
(
n
m+ `
)(
(m+ 1)/2 + `− 1
`
)
.
Moreover, in the same paper, they prove certain asymptotic relations which in our case read
as
E[C∗n] ∼ (2
√
pie)−1n−1/4 exp(2n1/2),
and
E[(C∗n)2] ∼ cn−1/4 exp
(
2
√
2 +
√
5n1/2
)
as n → ∞, where c ≈ 0.0106. It is not hard to see that with these moment asymptotics, a
classical central limit theorem does not hold for C∗n which is slightly disappointing, but of
course maybe there is some other distributional convergence we do not know yet.
Another question that could be understood here is the length of the longest cycle in a
given random permutation graph Gn. Let us denote this statistic by Ln = Ln(Gn) By our
discussions above, if we let X1, X2, . . . , be an i.i.d. sequence of uniform random variables
over (0, 1), it should be clear that Ln has the same distribution as the largest k so that there
exists some 1 ≤ i1 < i2 ≤ · · · < ik ≤ n that satisfies Xi1 < Xi2 < · · · < Xik . But then
our problem just reduces to the standard longest increasing subsequence problem which was
finally completely solved by Baik, Deift and Johansson [7]. Their results imply that
Theorem 9.2 Let Gn be a sequence of random permutation graphs. Then the length of the
longest cycle Ln of Gn satisfies
Ln − 2
√
n
n1/6
−→d TW as n→∞,
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where TW is the Tracy-Widom distribution whose cumulative distribution function is given
by
F (t) = exp
(
−
∫ ∞
t
(x− t)u2(x)dx
)
where u(x) is the solution of the Painleve´ II equation
uxx = 2u
3 + xu with u(x) ∼ −Ai(x) as x→∞,
and Ai(x) is the Airy’s function.
One can go further from here, obtain concentration inequalities for Cm, prove Poisson
approximations for the number of large cycles among various possible other results. We
leave the cycle related statistics for now, and leave the harder combinatorial problems such
as obtaining exact distributions related to cycles to some other future work.
10 Extensions/Variations?
There are two directions that can generalize the proof techniques above, the underlying idea
being preserving the independence. After discussing these two, we will conclude the paper
with a question which we find important as the answer may extend the results of this paper
to much larger graph families.
10.1 Unfair permutations
Consider n players where player i picks i independent random numbers {X(i)j }ij=1 each of
which is uniform over (0, 1). Set Zi = max{X(i)j : j = 1, . . . , i}, 4 and R1, . . . , Rn be the ranks
of Z1, . . . , Zn, respectively. As an example, let us consider the samples, {X(1)j }1j=1 = {0.75}
{X(2)j }2j=1 = {0.15, 0.95}, {X(3)j }3j=1 = {0.12, 0.31, 0.72} and {X(4)j }4j=1 = {0.03, 0.27, 0.34, 0.52}.
Then the corresponding rank sequence is R1 = 3, R2 = 4, R3 = 2, and R4 = 1,
Define now a random permutation ρn by setting ρn = (R1, R2, . . . , Rn), and call it an
unfair permutation. Here, ρn is unfair in the sense that when i is large, ρn(i) favors having
larger values, and vice versa. The motivation of [29] for introducing unfair permutations is
related to the theory of partitions, see the cited work for a relevant discussion. If we continue
our example in the previous paragraph, then the resulting unfair permutations corresponding
to the given samples turn out to be ρ4 = (3, 4, 2, 1).
Moving on to why unfair permutations could be useful for a permutation graph model, let
us begin with an elementary observation. This will give the reader a feeling how the results
in previous sections can be extended to the case of unfair permutations. First, letting ρn be
an unfair permutation in Sn, what is the probability that ρn(i) < ρn(j) for some given i 6= j
? Clearly, this probability would be merely 1/2 if ρn were a uniformly random permutation.
4From here on, we use the notation Zi for the maximum of i i.i.d. random numbers without further
mention whenever it is clear from the context.
19
In our case, letting X1, . . . , Xi, Y1, . . . , Yj be i.i.d. uniform random variables over (0, 1),
P(ρn(i) < ρn(j)) = P(max{X1. . . . , Xi} < max{Y1, . . . , Yj})
= P
(
j⋃
`=1
{max{X1, . . . , Xi, Y1, . . . , Yj} = Y`}
)
=
j∑
`=1
P (max{X1, . . . , Xi, Y1, . . . , Yj} = Y`) =
j∑
`=1
1
i+ j
=
j
i+ j
.
Here, P (max{X1, . . . , Xi, Y1, . . . , Yj} = Y`) = 1/(i + j) since X1, . . . , Xi, Y1, . . . , Yj are i.i.d.
random variables. So due to the underlying independence, we are able to understand the
distributions of descents and descent related statistics such as the number of inversions, the
number of local extrema, the number of increasing sequences, etc. in such permutations.
More importantly, unfair permutations admit a very natural generalization. In the original
setting ith player chooses i i.i.d. uniform numbers over (0, 1) instead of just one and picks
the maximum. What if the ith player chooses φi random numbers for some function φ? When
φ is identically equal to 1 and φ is the identity function, we recover the standard uniformly
random and the unfair permutation cases, respectively. However, there are several other
interesting regimes some of which are φ(x) could be logarithmic, exponential, polynomial, and
so on. Note still that whatever the φ function is, the independence arguments we discussed
previously, will remain true. Therefore, this naturally defined random φ-permutations graph
model provides a rich family of random graphs, and depending on the φ sequence, one
may obtain various extremal graphs worth studying. Also see the relevant question in next
subsection.
10.2 Riffle shuffles
A second variation of random permutation graphs can be given by replacing the underlying
uniform distribution on Sn with (biased) riffle shuffles. Riffle shuffles is the method most
often used to shuffle a deck of cards: first, cut the deck into two piles, and then riffle the
piles together, that is, drop the cards from the bottom of each pile to form a new pile. The
first mathematical models for riffle shuffles were introduced in [18] and [31], and they were
later further investigated in [3, 17]. The mathematics behind riffle shuffles was popularized
by Persi Diaconis. See [11] for a survey with relations to various other fields. Now, following
[17], we give two equivalent rigorous descriptions of biased riffle shuffles.
Description 1: Cut the n card deck into a piles by picking pile sizes according to the
mult(a; p) distribution, where p = (p1, . . . , pa). That is, choose b1, . . . , ba with probability(
n
b1, . . . , ba
) a∏
i=1
pbii .
Then choose uniformly one of the
(
n
b1,...,ba
)
ways of interleaving the packets, leaving the cards
in each pile in their original order.
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Definition 10.1 The probability distribution on Sn resulting from Description 1 will be
called the riffle shuffle distribution and will be denoted by Pn,a,p. When p = (1/a, 1/a, . . . , 1/a),
the shuffle is said to be unbiased and the resulting probability measure is denoted by Pn,a.
Otherwise, the shuffle is said to be biased.
Note that the usual way of shuffling n cards with two hands corresponds to Pn,2,p. Before
moving on to Description 2, let us give an example via unbiased 2-shuffles. The permutation
ρn,2 =
(
1 2 3 4 5 6 7
1 2 5 3 6 7 4
)
is a possible outcome of the Pn,2 distribution. Here, the first four cards form the first pile,
the last three form the second one and these two piles are riffled together. The following
alternative description will be important in the sequel because it introduces the necessary
independence required for our arguments.
Description 2: (Inverse a-shuffles) The inverse of a biased a-shuffle has the following de-
scription. Assign independent random digits from {1, . . . , a} to each card with distribution
p = (p1, . . . , pa). Then sort according to the digits, preserving relative order for cards with
the same digit.
In other words, if σ is generated according to Description 2, then σ−1 ∼ Pn,a,p. A proof of
the equivalence of these two descriptions for unbiased shuffles can be found in [3]. Extension
to the biased case is then a standard work. Here is an example of these two shuffles when
n = 7, a = 2, and when the shuffle is uniform - so, we consider P7,2. We will to shuffle the
deck using inverse shuffles. Let X = (X1, . . . , Xn) = (1, 1, 2, 1, 2, 2, 1) be a sample from the
uniform distribution over {1, 2}7. Then, sorting according to digits preserving relative order
for cards with the same digit gives the shuffled arrangement of cards as (1, 2, 4, 7, 3, 5, 6).
The resulting permutation after the inverse shuffle is then
σ =
(
1 2 3 4 5 6 7
1 2 4 7 3 5 6
)
,
and the resulting sample from P7,2 turns out to be
ρ7,2 := σ
−1 =
(
1 2 3 4 5 6 7
1 2 5 3 6 7 4
)
.
Letting ρn,a,p be a random permutation with distribution Pn,a,p that is generated using
inverse shuffles with the random word X = (X1, . . . , Xn), observe that
ρn,a,p(i) = #{j : Xj < Xi}+ #{j ≤ i : Xj = Xi}. (4)
The proofs of the following proposition and its corollary whose straightforward proofs
based on the observation in (4) can be found in [23]. These two show why the riffle shuffles
can be useful in providing variations of random permutation graphs.
Lemma 10.1 Let X = (X1, . . . , Xn) where Xi’s are independent with distribution p =
(p1, . . . , pa). Also let ρn,a,p be the corresponding random permutation having distribution
Pn,a,p. Then for i < k, ρn,a,p(i) > ρn,a,p(k) if and only if Xi > Xk.
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Corollary 10.1 Consider the setting in Lemma 10.1 and let S ⊂ {(i, j) ∈ [n]× [n] : i < j}.
Then ∑
(i,j)∈S
1(ρn,a,p(i) > ρn,a,p(j)) =
∑
(i,j)∈S
1(Xi > Xj). (5)
Therefore, again permutation statistics that are related to descents can be understood
via independent random variables, though with random words this time. This observation
was previously used in [4] and was further developed in [21]. Also, see [20]. However, at
this point an extension of random permutation graphs with generalized unfair permutation
seems more plausible for two reasons: (1) Unfair permutations strictly generalize uniform
permutations, whereas in riffle shuffles the generalization only occurs when the size of the
alphabet size tends to infinity, i.e. a→∞, (2) Working with continuous random variables is
easier when dealing with descent related statistics as in this case no repetitions are present
with probability one.
In whichever setting one would like to move on with, one fundamental question for us is
the following
Question: Can we prove that either the distributions arising from generalized unfair
permutations or biased riffle shuffles dense in the space of all distributions on random per-
mutations. If so, with respect to which metric/distance? If a positive result in this direction
can be given, then via limiting processes, we hope to be able to understand random per-
mutation graphs with any arbitrary distribution on the permutations (via certain limiting
procedures).
Our next step will be on investigating this question [19], and focusing on various difficult
combinatorial problems mentioned throughout the paper.
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