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Abstract
The uncapacitated facility location problem is considered in case when the transportation matrix
has a totally balanced characteristic matrix. Since this problem is equivalent to the minimization
problem of a polynomial in Boolean variables, an ecient algorithm is developed in terms of
the latter. The idea of the algorithm is based on the fact that the minimization problem of a
totally balanced polynomial can be reduced to the minimization problem of a similar polynomial
having one fewer variables. ? 2001 Published by Elsevier Science B.V.
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1. Introduction
The uncapacitated facility location problem (UFL) is often stated as the following
mixed integer programming problem; e.g. see [4,5,8].
Minimize ∑
i∈I
fizi +
∑
i∈I
∑
j∈J
cijxij
subject to ∑
i∈I
xij = 1 j ∈ J;
zi¿xij i ∈ I; j ∈ J;
zi ∈ {0; 1} i ∈ I;
xij¿0 i ∈ I; j ∈ J:
Here I={1; : : : ; m} is the set of possible locations of the facility, J={1; : : : ; n} is the set
of customers, fi is the cost of location of facility i, and cij is the cost of transportation
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from the facility i to the customer j. Note that fi and cij can be considered as elements
of the vector-column F=(fi); i ∈ I , and the matrix C=(cij); i ∈ I; j ∈ J , respectively.
Other equivalent formulations of the UFL are also possible. The set-covering prob-
lem and the minimization problem of a polynomial in Boolean variables should be
mentioned Hrst of all. These formulations require certain transformation of the UFL
input data.
For each j ∈ J consider the permutation (ij1; : : : ; ijm) of I such that
cij1j6ci
j
2j
6 · · ·6cijmj
and consider the coecients lj, l= 0; 1; : : : ; m− 1, deHned as follows:
0j = cij1j;
lj = cijl+1j
− cijl j l= 1; : : : ; m− 1:
An arbitrary set I ′⊂ I of cardinality l; 16l6m − 1, is called a characteristic set of
the jth column of the matrix C if I ′={ij1; : : : ; ijl} and lj ¿ 0. Note that the number of
characteristic sets of a column is equal to m′ − 1, where m′ is the number of diIerent
elements in the column.
Let I1; : : : ; IK be all subsets of the set I such that each of them is a characteristic set
for at least one column of C. We say that the matrix H = (hik) (i ∈ I ; k = 1; : : : ; K)
with elements
hik =
{
1 if i ∈ Ik ;
0 otherwise;
the characteristic matrix for C.
Let the subset Ik , 16k6K , of cardinality l, 16l6m− 1, be the characteristic set
of the columns of the matrix C with numbers from Jk ⊂ J ; then, we put
ck =
∑
j∈Jk
lj:
The coecients ck , k = 1; : : : ; K , are the characteristic coe4cients of C.
Using this notation let us state the following set-covering problem, to which the
UFL is reduced [1].
Minimize ∑
i∈I
fizi +
K∑
k=1
ckwk
subject to ∑
i∈I
hikzi + wk¿1 k = 1; : : : ; K;
zi; wk ∈ {0; 1} i ∈ I; k = 1; : : : ; K:
If the constraints matrix H = (hik), where i ∈ I ; k = 1; : : : ; K , is totally balanced, then
this problem can be solved by an ecient algorithm introduced in [7] and called a
greedy algorithm. Recall that a (0; 1) matrix is said to be totally balanced if it has no
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cyclic submatrix. A square matrix is said to be cyclic if it contains exactly two 1’s in
each row and each column and has no identical rows or identical columns.
This greedy algorithm computes, one by one, the variables of the dual linear pro-
gramming relaxation for the set-covering problem. We use the so-called g-property of
the totally balanced matrix to prove the optimality of the solution obtained and, as a
consequence, of constructed on its basis the integer solution of linear programming re-
laxation for the set-covering problem. This property has several equivalent deHnitions.
In [7] the g-property means the possibility to transform a (0; 1)-matrix into the so-called
SG-matrix. By deHnition, an SG-matrix does not contain the submatrix
(
1 1
1 0
)
.
Note that although [7] presents the most important and well-known results concerning
totally balanced matrices, the greedy algorithm for the set-covering problem was earlier
described in [9]. The notion of total balancing does not appear in [9], and the deHnition
of g-property is diIerent from that used in [7].
The algorithm presented in this paper for solution of the UFL with the totally bal-
anced characteristic matrix can also be called the greedy algorithm. The algorithm,
unlike the one mentioned above, actually solves the minimization problem of a poly-
nomial in Boolean variables [2–3], that is also equivalent to the UFL.
This algorithm was Hrst presented in [3] and was used there to minimize polynomials
with the so-called quasi-concavity property. It is based on the following idea from
pseudo-Boolean programming [6]: a polynomial on one fewer variables is constructed
and the initial minimization problem is reduced to minimization of this constructed
polynomial. The main advantage of our algorithm is that it constructs a polynomial
with fewer variables eciently.
In [1] it is shown that the algorithm can be used in a more general situation than
in [3], namely, whenever the polynomial is generated by a tree growing from the root.
As observed in [5] the area of application can be further extended, and the algorithm
can be used for minimization of totally balanced polynomials. This application of the
algorithm is proved to be correct below. It is also shown that a modiHcation of this al-
gorithm can minimize more general polynomials. The coecients at nonlinear terms
in these polynomials can have any sign, whereas the coecients in the polynomials
generated by the UFL are all nonnegative.
2. The minimization problem of the polynomial in Boolean variables
Since each function f(y1; : : : ; ym) of (0,1) variables can be presented as a polyno-
mial, such functions are called in [2,3] polynomials in Boolean variables. Suppose
f(y1; : : : ; ym) = a0 −
m∑
i=1
aiyi +
K∑
k=1
bk
∏
i|hik=1
yi;
where a0, ai¿0 whenever i=1; : : : ; m. A (0,1)-matrix H=(hik), where i=1; : : : ; m; k=
1; : : : ; K is said to be the characteristic matrix of the polynomial f(y1; : : : ; ym). If
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bk¿0 for each k = 1; : : : ; K , then f(y1; : : : ; ym) is said to be a polynomial with non-
negative coe4cients.
The following theorem establishes a relationship between the UFL and the problem
of minimization of polynomials in Boolean variables [2–3].
Theorem 1. The UFL can be reduced to the minimization problem for the polynomial
f(y1; : : : ; ym) =−
∑
i∈I
fiyi +
K∑
k=1
ck
∏
i|hik=1
yi;
where H = (hik) for i ∈ I; k = 1; : : : ; K is the characteristic matrix of C and ck ; k =
1; : : : ; K; are characteristic coe4cients of C.
Note that the above polynomial has nonnegative coecients and its characteristic
matrix is the characteristic matrix of C.
3. An ecient algorithm for the minimization problem of a totally balanced
polynomial with nonnegative coecients
We say that a polynomial in Boolean variables is totally balanced if its characteristic
matrix is totally balanced. An algorithm is based on the following proposition.
Theorem 2. The minimization problem for a totally balanced polynomial with non-
negative coe4cients can be reduced to the minimization problem for a similar poly-
nomial with one fewer variables.
Proof. If the characteristic matrix H of the initial polynomial f(y1; : : : ; ym) is an
SG-matrix, then all columns of this matrix having 1’s in the Hrst row are comparable by
inclusion. Therefore, we can permute the rows of H so that the number of 1’s in rows of
the mentioned columns will decrease. This results in a permutation (i1; i2; : : : ; im); i1=1.
Now, we can rewrite f(y1; : : : ; ym) as follows:
f(y1; : : : ; ym) = y1
(
−f1 +
m∑
l=1
alyi2 ; : : : ; yil
)
+ r(y2; : : : ; ym);
where each coecient al, 16l6m, is equal either to 0 or to the corresponding coe-
cient ck , 16k6K , and r(y2; : : : ; ym) includes all terms of f(y1; : : : ; ym) not containing
y1.
According to the basic idea of the method of pseudo-Boolean programming [6], let
us construct the function y1(y2; : : : ; ym) of Boolean variables y2; : : : ; ym such that
y1(y2; : : : ; ym) =


0 if − f1 +
m∑
l=1
alyi2 ; : : : ; yil ¿ 0;
1 if − f1 +
m∑
l=1
alyi2 ; : : : ; yil ¡ 0:
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To this end consider the function (l) = −f1 +
∑l
i=1 ai; 16l6m and determine the
minimal number l1; 16l16m, such that (l1)¿ 0. If (m)60, then we assume that
l1 = m+ 1.
We put
y1(y2; : : : ; ym) =
{
1− yi2 ; : : : ; yil1 if 16l16m;
1 if l1 = m+ 1
and show that this function possesses the required property.
Consider Boolean vector (y2; : : : ; ym) not equal to (1; : : : ; 1) and denote by q; 26
q6m, the minimal number such that yiq = 0. Since
−f1 +
m∑
l=1
alyi2 · · · · · yil =−f1 +
q−1∑
l=1
al = (q− 1);
we should pay attention to the sign of (q− 1) and its inMuence on y1(y2; : : : ; ym).
If (q− 1)¿ 0 then l16q− 1, so that y1(y2; : : : ; ym) = 1− yi2 · · · · · yil1 = 0. But if
(q− 1)¡ 0 then l1¿q, and we have y1(y2; : : : ; ym) = 0.
The same is true if (y2; : : : ; ym)= (1; : : : ; 1). In this case, we should pay attention to
the sign of (m).
If (m)¿ 0 then l16m, and hence y1(y2; : : : ; ym)=0. But if (m)¡ 0 then l1=m+1,
and we have y1(y2; : : : ; ym) = 1.
Thus, we arrive at the polynomial
f′(y2; : : : ; ym) = y1(y2; : : : ; ym)
(
−f1 +
m∑
l=2
alyi2 · · · · · yil
)
+ r(y2; : : : ; ym);
clearly having the following property. If (y∗2 ; : : : ; y
∗
m) is an optimal solution of the
minimization problem for this polynomial, then the Boolean vector (y1(y∗2 ; : : : ; y
∗
m);
y∗2 ; : : : ; y
∗
m) is an optimal solution of the minimization problem of initial polynomial
f(y1; : : : ; ym).
Let us show that f′(y2; : : : ; ym) is a totally balanced polynomial with nonnegative
coecients. To this end, consider the polynomial
y1(y2; : : : ; ym)
(
−f1 +
m∑
l=1
alyi2 · · · · · yil
)
:
It is clear that if y1(y2; : : : ; ym) = 1− yi1 · · · · · yil1 , then we can write
(1− yi1 · · · · · yil1 )
(
−f1 +
m∑
l=1
alyi2 · · · · · yil
)
=− f1+
m∑
l=1
alyi2 · · · · · yil+
(
f1−
l1∑
l=1
al
)
yi2 · · · · · yil−
m∑
l=l1+1
alyi2 · · · · · yil
=− f1 +
l1−1∑
l=1
alyi2 · · · · · yil +
(
f1 −
l1−1∑
l=1
al
)
yi2 · · · · · yil1 :
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This means that the characteristic matrix H ′ of the polynomial f′(y2; : : : ; ym)
is obtained from H by deleting of the Hrst row and some columns having 1’s in the
Hrst row. Thus, H ′ is a submatrix of H and, therefore, is totally balanced.
Moreover (l1)60 implies that the coecients of f′(y2; : : : ; ym) are non-
negative. The same holds when y1(y2; : : : ; ym) = 1. This completes the proof of
Theorem 2.
As follows from this proof, the algorithm consists of two stages. At the Hrst stage,
the number k(l) is consecutively computed for each variable yl, l = 1; : : : ; m. This
number speciHes the formula for calculation of the optimal solution of this variable
from the optimal values of variables with greater numbers. At the second stage, the
optimal values y∗l of variables yl, l = m;m − 1; : : : ; 1 are consecutively restored from
already obtained values k(l), l= 1; : : : ; m.
Let us look at the algorithm in more detail. We assume that the characteristic matrix
H =(hik), i ∈ I ; k=1; : : : ; K , is already transformed into the SG-matrix. Deleting rows
of H with numbers 1; 2; : : : ; i− 1, 16i6m, we obtain the i-truncated submatrix. The
columns of the i-truncated submatrix with 1’s in ith row are comparable and ordered
by inclusion.
The Hrst stage consists of m steps. At the Hrst step, we consider the initial coecients
ck ; k = 1; : : : ; K and Hrst look for the minimal number k(1); 16k(1)6K , such that
−f1 +
∑k(1)
k=1 h1kck ¿ 0. If there is no such a number, then we assume k(1) = K + 1.
If k(1) = K +1, then the coecients ck , 16k6K , are recalculated as follows: ck(1) =
f1 −
∑k(1)−1
k=1 ck ; ck =0 if k ¿k(1) and h1k =1. Next for each pair of numbers k and
k ′, k ¡k ′ such that h2k = h2k′ = 1 and
∑m
i=2 hik =
∑m
i=2 hik′ , we set ck′ = ck′ + ck and
ck = 0. After that the second step begins.
At the mth step, the coecients ck ; k=1; : : : ; K , calculated on the previous steps are
considered. If −fm+
∑K
k=1 ckhmk ¿ 0, then we put k(m)=K , otherwise k(m)=K +1.
After that the second stage begins.
The second stage also consists of m steps. At the Hrst step, the optimal value y∗m of
the variable ym is deHned as follows: y∗m=1 if k(m)=K +1 and y
∗
m=0 if k(m)=K .
After that the second step begins.
At the (m−l+1)th step, 1¡l6m, the optimal values y∗l+1; : : : ; y∗m of corresponding
variables are available, as they were calculated on previous steps, and the optimal value
y∗l of variable yl is obtained. We put y
∗
l = 1 if k(l) = K + 1 and
y∗l = 1−
∏
i¿l;hik(l)=1
y∗i
otherwise. After that, if l¡m, the next step begins, and if l=m, the algorithm termi-
nates.
The Hrst stage of the algorithm requires O(mK) elementary calculations, the second
stage requires O(m2) calculations. Therefore, its complexity is O(m(K + m)).
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4. An ecient algorithm for the minimization problem of the totally balanced
polynomial with arbitrary coecients
Theorem 2 which was proved in the previous section remains also valid if the totally
balanced polynomial possibly has coecients of both diIerent signs.
Theorem 3. The minimization problem of a totally balanced polynomial can be re-
duced to the minimization problem of a similar polynomial with the number of vari-
ables less by one.
Proof. The proof diIers from that of Theorem 2 only by the more complicated type
of the function y1(y2; : : : ; ym). To construct it we consider, as before, an auxiliary
function (l)=−f1+
∑l
i=1 ai, 16l6m. Unlike the similar function above, this function
is no longer nondecreasing and can change the sign. We denote by l1; l2; : : : ; lT (0 =
l0¡l1¡ · · ·¡lT ¡lT+1=m+1; T¿0) the points at which the function (l) changes
sign; i.e., points such that for each t = 1; : : : ; T one of the following holds:
(l)60 if lt−1¡l¡lt (lt)¿ 0; (l)¿0 if lt ¡ l¡lt+1;
(l)¿0 if lt−1¡l¡lt; (lt)¡ 0; (l)60 if lt ¡ l¡lt+1:
If T = 0, i.e., when the function (l) takes values of the same sign, we assume that
(l1)¿ 0 if (l)60, l= 1; : : : ; m, and (l1)¡ 0 if (l)¿0, l= 1; : : : ; m.
We put
y1(y2; : : : ; ym) =


1 +
T∑
t=1
(−1)tyi2 · · · · · yilt if (l1)¿ 0
T∑
t=1
(−1)t+1yi2 · · · · · yilt if (l1)¡ 0
and show that this function has the required properties.
Consider Boolean vector (y2; : : : ; ym) not equal to (1; : : : ; 1) and suppose q; 26q6m
is the minimal number such that yiq = 0. Let also t0; 16t06T + 1, be the number
such that lt0−1¡q6lt0 . Since this vector (y2; : : : ; ym) satisHes
−f1 +
m∑
l=1
alyi2 · · · · · yil = (q− 1);
we look how the sign of (q− 1) aIects the value of y1(y2; : : : ; ym).
If (q−1)¿ 0 then (lt0 )¡ 0. Let us consider two cases: (l1)¿ 0 and (l1)¡ 0.
In the Hrst case, t0 is even and, hence, y1(y2; : : : ; ym) = 1 +
∑t0−1
t=1 (−1)t = 0. In the
second case, t0 is odd and y1(y2; : : : ; ym) =
∑t0−1
t=1 (−1)t+1 = 0. Thus, if (q− 1)¿ 0,
then y1(y2; : : : ; ym) = 0.
Suppose (q − 1)¡ 0. Then since (lt0 )¿ 0 it follows that t0 is odd if (l1)¿ 0
and t0 is even if (l1)¡ 0. In either case we obtain y1(y2; : : : ; ym) = 1.
The same is true if (y2; : : : ; ym)= (1; : : : ; 1). Here we should compare (m) with the
value of y2(y1; : : : ; ym).
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If (m)¿ 0 then (lT )¿ 0. Further, if (l1)¿ 0, then T is odd, so that y1(y2; : : : ;
ym) = 1 +
∑T
t=1 (−1)t = 0. But if (l1)¡ 0, then T is even and y1(y2; : : : ; ym) =∑T
t=1 (−1)t+1 = 0. If (m)¡ 0, then we obtain y1(y2; : : : ; ym) = 1 for any sign of
(l1).
Now, let us show that for the function y1(y2; : : : ; ym), the polynomial f′(y2; : : : ; ym)
is totally balanced. It suces to show that the polynomial
y1(y2; : : : ; ym)
(
−f1 +
m∑
l=1
alyi2 · · · · · yil
)
is suitable for any of the two possible expressions of the function y1(y2; : : : ; ym).
If y1(y2; : : : ; ym) = 1 +
∑T
t=1 yi2 · · · · · yilt , then(
1 +
T∑
t=1
(−1)tyi2 · · · · · yilt
)(
−f1 +
m∑
l=1
alyi2 · · · · · yil
)
=−f1+
m∑
l=1
alyi2 · · · · · yil +
T∑
t=1
(−1)tyi2 · · · · · yilt
(
−f1+
m∑
l=1
alyi2 · · · · · yil
)
=− f1 +
m∑
l=1
alyi2 · · · · · yil +
T∑
t=1
(−1)t
[(
−f1 +
lt∑
l=1
al
)
yi2 · · · · · yilt +
m∑
l=lt+1
alyi2 · · · · · yil
]
=− f1 +
m∑
l=1
alyi2 · · · · · yil +
T∑
t=1
{[
alt
t−1∑
#=1
(−1)# + (−1)t
(
−f1 +
lt∑
l=1
al
)]
×yi2 · · · · · yilt +
lt+1−1∑
l=lt+1
al
t∑
#=1
(−1)#yi2 · · · · · yil
}
:
It is clear that this polynomial can be transformed into the polynomial
∑m
l=2 a
′
lyi2 · · · · ·
yil whose coecients are expressed through the coecients of the initial polynomial
f(y1; : : : ; ym) as follows:
a′l =


−f1 +
lt∑
l=1
al if l= lt and t is even;
f1 −
lt−1∑
l=1
al if l= lt and t is odd;
al if lt ¡ l¡lt+1 and t is even;
0 if lt ¡ l¡lt+1 and t is odd;
where l= 2; : : : ; m.
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The case y1(y2; : : : ; ym)=
∑T
t=1 (−1)t+1yi2 ·· · ··yilt leads to the polynomial
∑m
l=2 a
′
lyi2 ·
· · · · yil with the following coecients:
a′l =


f1 −
lt−1∑
l=1
al if l= lt and t is even;
−f1 +
lt∑
l=1
al if l= lt and t is odd;
0 if lt ¡ l¡lt+1 and t is even;
al if lt ¡ l¡lt+1 and t is odd;
where l= 2; : : : ; m.
Thus, the characteristic matrix H ′ of the polynomial f′(y2; : : : ; ym), as well as that of
the polynomial with nonnegative coecients, is obtained from the initial characteristic
matrix H by deleting the Hrst row and some columns with 1’s in the Hrst row. This
completes the proof of Theorem 3.
It follows from this proof that a minor modiHcation of the algorithm can be applied
to totally balanced polynomials with coecients of any sign.
The modiHed algorithm works at the Hrst and second stages as follows. At the lth
step of the Hrst stage, where 16l6m, it calculates the numbers k1(l); : : : ; kT (l)(l),
where T (l)¿0, specifying the points for the function l(p) = −fl +
∑p
k=1 hlkck to
change sign. Here, k0(l) = 1 if l(k1(l))¿ 0, and k0(l) = −1 if l(k1(l))¡ 0. Then
the coecients ck , where k = 1; : : : ; K are recalculated by the corresponding formulas.
At the (m − l + 1)th step of the second stage, 16l6m, using values y∗l+1; : : : ; y∗m
and k0(l); k1(l); : : : ; kT (l)(l), the optimal value of variable yl is calculated as follows:
y∗l =


1 +
T (l)∑
t=1
(−1)t
∏
i¿l;hik(l)=1
y∗i if k0(l) = 1;
T (l)∑
t=1
(−1)t+1
∏
i¿l;hik(l)=1
y∗i if k0(l) =−1:
These modiHcations do not increase the running time of the algorithm. Thus, the run-
ning time of the algorithm of minimization of the totally balanced polynomial remains
O(m(K + m)).
Note added in proof. It has come to my attention that the formulation of the uncapac-
itated facility location problem as a pseudo-Boolean function appears already in P.L.
Hammer: “Plant Location – A Pseudo-Boolean Approach”. Israel Journal of Technol-
ogy 6, No. 5, 1968, 330–332, and that the graph theoretic aspects of the same model
are studied in P. Dearing, P.L. Hammer and B. Simeone: “Boolean and Graph Theo-
retic Formulations of the Simple Plant Location Problem”. Transportation Science 26,
No. 2, 1992, 138–148.
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