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T.B. Smith
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Abstract
Theories of Torres-Vega and Fredrick [5], Harriman [6], and of Ban [11], in
which phase space points (p,q) are used as configurational variables to formulate
quantum mechanics are considered from the standpoint of a class of quantiza-
tion schemes associating phase space functions with operators. The connection
between these schemes and the theories given in [5] to [11] is made by means of
augmented wave functions ψ(λ)σ (p, q; t), where λ = 0 corresponds to the ordering
of Wigner and Weyl. For that case we use these functions to define a family of
positive operator-valued measures for the phase angle of an harmonic oscillator.
PACS: 03.65.Ca; 03.65.Ta
1 Introduction
The usual formulation of quantum mechanics in phase space is that of Weyl’s associ-
ation [1, 2] of operators Aˆ with functions A(p, q) and Wigner’s equivalent association
[3] of the density matrix ρˆ with his function W (p, q, t). As discussed by Cohen [4],
the Wigner-Weyl association is but one of an infinite number of possibilities.
It is natural to wonder whether one can also find associations between wave func-
tions |ψ〉 and phase space functions. To try to achieve this Go. Torres-Vega and
co-workers [5] and, independently, Harriman [6] have hypothesized a phase space rep-
resentation which they write as |Γ〉 = |p, q〉 corresponding to ‘eigenstates’ of some
(unspecified) operator Γˆ so that,
Γˆ|Γ′〉 = Γ′|Γ′〉 and 〈Γ′|Γ′′〉 = δ(Γ′ − Γ′′) . (1)
In this formalism, it is suggested that any state |ψ〉 in Hilbert space, can be represented
by ψ(Γ) = 〈Γ|ψ〉 and that closure obtains, so that∫
|Γ〉dΓ 〈Γ| = 1 , (2)
although the details of this measure are not defined. In this theory the actions of the
usual position and momentum operators on 〈Γ| to take the general forms
〈Γ|qˆ|ψ〉 =
(
αq + ih¯β
∂
∂p
)
ψ(Γ) (3)
1
and
〈Γ|pˆ|ψ〉 =
(
γp+ ih¯δ
∂
∂q
)
ψ(Γ) , (4)
where (to preserve canonicality between pˆ and qˆ) the real dimensionless parameters
α, β, γ and δ must obey the relation
βγ − αδ = 1 . (5)
The actions of pˆ and qˆ are well known of course [7]. For example, the product of 〈Γ|
with ‘eigenstates’ of the position operator follows from (3) and (4), which give
〈Γ|q′〉 q′ =
(
αq + ih¯β
∂
∂p
)
〈Γ|q′〉 and ih¯ ∂
∂q′
〈Γ|q′〉 =
(
γp+ ih¯δ
∂
∂q
)
〈Γ|q′〉 .
These have the solution [11]
〈Γ|q′〉 = G(q′ + q
δ
) e−i
p
h¯β
(q′−αq)
, (6)
where G is an arbitrary function.
The formalism in equations (1) to (4) was suggested ([5], [8]) by the properties of
coherent states. In their generalized form these are [9]
|p, q;σ〉 ≡ Dˆ[p, q] |σ〉 , (7)
where |σ〉 is any ‘fiducial state’, and
Dˆ[p, q] = e
i
h¯
(p qˆ−q pˆ) . (8)
By using the relations
exp [i(ξqˆ + ηpˆ)] = exp
(
i
h¯
2
ξη
)
exp(iξqˆ) exp(iηpˆ) = exp
(
−i h¯
2
ξη
)
exp(iηpˆ) exp(iξqˆ)
(9)
and differentiating with respect to parameters it is easy to show that
〈p, q;σ|qˆ =
(
q
2
+ ih¯
∂
∂p
)
〈p, q;σ| and 〈p, q;σ|pˆ =
(
p
2
− ih¯ ∂
∂q
)
〈p, q;σ| ,
corresponding to the choices α = γ = 1/2 and β = 1 = −δ in equations (3) and (4).
The generalized coherent states are over-complete [9] so they satisfy equation (2) with
dΓ = dpdq/h, ∫ ∞
−∞
dpdq
h
|p, q;σ〉〈p, q;σ| = 1 , (10)
but they do not obey an orthogonality relation like that in equation (1). Indeed, using
relations (9) gives the result
〈p′, q′;σ|p, q;σ〉 = e i2h¯ (pq′−p′q)〈σ|p− p′, q − q′;σ〉 ,
which is quite smooth in its p and q dependence. Difficulties along this line have been
indicated by Li et al [10].
It appears that working with ordinary coherent states in Hilbert space cannot
satisfy both requirements (1) and (2). But the fact that the pair (p, q) lies in R⊗R,
2
suggests working in a larger Hilbert space. For example, Ban [11] has developed his
‘relative-state’ formalism in an extended Hilbert space H˜ = H⊗Hr, where H and Hr
are ‘relevant’ and ‘reference’ Hilbert spaces. Using his notation, and with his choice
of h¯ = 1, a complete (but not over-complete) orthonormal set of state vectors in the
augmented space H˜ are {|ω(r, k; s)〉〉; r, k ²R} where s is a real parameter, and
|ω(r, k; s)〉〉 = 1√
2pi
e−
i
2
(1+s)kr
∫ ∞
−∞
dx |x〉 ⊗ |x− r〉r eikx. (11)
Here |x+ r〉 and |x〉r are position ‘eigenstates’ for H and Hr, s is a real parameter, r
and k are position and momentum variables, and a ‘phase space’ completeness relation
like equation (1) is satisfied:
〈〈ω(r′k′; s)|ω(r, k; s)〉〉 = δ(r − r′)δ(k − k′) .
In this formalism one ultimately seeks the behavior of states in the relevant system
by choosing some state φ(x) in the reference system and projecting |ω(r, k; s)〉〉 onto
it, so obtaining a state in H, namely
|ω(r, k; s)〉 = 1√
2pi
e−
i
2
(1+s)kr
∫ ∞
−∞
dx |x〉φ∗(x− r) eikx, (12)
which are over-complete in H, so that∫ ∞
−∞
drdk |ω(r, k; s)〉〈ω(r, k; s)| = 1 . (13)
For a given s the representation of an arbitrary state |ψ〉 in H is then the phase space
function
ψs(r, k) ≡ 〈ω(r, k; s)|ψ〉 , (14)
which is normalized: ∫ ∞
−∞
drdk |ψs(r, k)|2 = 1 . (15)
Among many other properties, Ban shows, where qˆ and pˆ are the usual position and
momentum operators in H, that
〈ω(r, k; s)|qˆ|ψ〉 =
[
1
2
(1 + s) r + i
∂
∂k
]
ψs(r, k) , (16)
and
〈ω(r, k; s)|pˆ|ψ〉 =
[
1
2
(1− s) k − i ∂
∂r
]
ψs(r, k) . (17)
This scheme is consistent with equations (3) and (4) by, for example, making the
associations h¯k = 2p, r = 2q, β = 1/2, (s+ 1) = α = γ, and δ = 1/2.
Equations (13), (16) and (17) suggest a formulation of quantum mechanics in
phase space with points (r, k). For instance, with a Hamiltonian
Hˆ =
pˆ2
2m
+ V (qˆ) (18)
one can write the usual Schro¨dinger equation,
ih¯
∂
∂t
|ψ, t〉 = Hˆ|ψ, t〉 (19)
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in Ban’s notation, as
i
∂
∂t
ψs(r, k; t) = H
(
(1 + s)
2
r + i
∂
∂k
,
(1− s)
2
k − i ∂
∂r
)
ψs(r, k; t) (20)
and calculating expectations of operators A(pˆ, qˆ), when there is no ambiguity con-
cerning order, as
〈ψ, t|A(qˆ, pˆ)|ψ, t〉 =
∫ ∞
−∞
drdk ψ∗s(r, k; t)A
(
(1 + s)
2
r + i
∂
∂k
,
(1− s)
2
k − i ∂
∂r
)
ψs(r, k; t) .
(21)
Very recently de Gosson [12] has discussed some mathematical aspects of the case
α = 1 = β, γ = 0, δ = −1 (in equations (3) and (4)) from the standpoint of the
Weyl calculus. The approach I shall follow here is also to start with the Wigner-Weyl
picture and then consider alternatives.
Section 2 formally describes the phase space picture of Wigner and Weyl, uses it to
define the phase space wave function ψσ(p, q; t), and discusses its time propagation for
a Hamiltonian H(p, q) = p2/2m+V (q). The system configuration is labelled by phase
space points (p, q), so there are two independent canonical operator pairs, (pˆ1, qˆ1)
and (pˆ2, qˆ2). A parallel is drawn between this theory and that of Ban [11]. The
formulation of Section 2 is completely consistent with the prescription of equations (1)
to (4). Section 3 considers matrix elements with respect to augmented wave functions,
and in particular the phase angle (roughly speaking, arctan(p/q)), which gives rise
to a family of positive operator-valued measures which are consistent with the notion
that the distribution of phase angle for an harmonic oscillator in a pure number
state ought to be random. Section 4 looks at the formalism from the standpoint of
orderings [4] different from that of Wigner and Weyl. These orderings lead to a family
of momentum and position operators satisfying (3) and (4). Section 5 is a discussion.
2 Wigner-Weyl picture
The commonest phase space description of quantum mechanics is given by the Weyl
transform [13]. Here I shall adopt a formal but efficient notation [14]. The Weyl
correspondence of an operator Aˆ with a function A(p, q) is given by
A(p, q) = Tr(Aˆ ∆ˆ(p, q)) (22)
and
Aˆ =
∫ ∞
−∞
dpdq
h
A(p, q)∆ˆ(p, q) , (23)
where
∆ˆ(p, q) =
∫ ∞
−∞
dp′ dq′
h
exp
[
− i
h¯
(p′q − q′p)
]
Dˆ[p′, q′]
=
∫ ∞
−∞
dx exp
(
i
h¯
p x
)
|q + x
2
〉〈q − x
2
| . (24)
Formally 4ˆ has the the properties that its trace is unity, that∫ ∞
−∞
dpdq
h
∆ˆ(p, q) = 1 , (25)
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and that
Tr
(
∆ˆ(p, q)∆ˆ(p′, q′)
)
= hδ(p− p′)δ(q − q′) . (26)
From these properties one can show that, for two operators Aˆ and Bˆ,
Tr(AˆBˆ) =
∫ ∞
−∞
dp dq
h
A(p, q)B(p, q) , (27)
and that the Weyl transform of the product is
(AˆBˆ)(p, q) = A(p, q) exp
[
ih¯
2
(
∂∗
∂q
∂
∂p
− ∂
∗
∂p
∂
∂q
)]
B(p, q) , (28)
where the starred operators act to the left on A(p, q). The Wigner function for a
quantum system is defined as the the Weyl transform of the density matrix divided
by h.
Henceforth I shall restrict the discussion to Hamiltonians of the form (18), which,
by equation (28) has the Weyl transform
H(p, q) =
p2
2m
+ V (q) . (29)
The evolution from an initial state |ψ〉 is given by
|ψ; t〉 = Uˆt|ψ〉 where Uˆt = exp
(
− i
h¯
Hˆt
)
. (30)
Taking the matrix element of ∆ˆ between any state |ψ〉 and some chosen background
or ‘drone’ state, |σ〉 gives, by (22), the phase space wave function
ψσ(p, q) ≡ 〈σ|∆ˆ(p, q)|ψ〉 =
(
|ψ〉〈σ|
)
(p, q)
=
∫ ∞
−∞
dpdq
h
exp
[
− i
h¯
(p′q − q′p)
]
〈p′, q′;σ|ψ〉 . (31)
Generally, if |ψ〉 and |µ〉 are any two states, then, by (31) and (27)∫ ∞
−∞
dp dq
h
ψ∗σ(p, q)µσ(p, q) = 〈ψ|µ〉 , (32)
independent of |σ〉. In particular ψσ is normalized with respect to the phase space
integral.
ψσ(p, q) is the Weyl symbol of |ψ〉〈σ|. It can be closely related to Ban’s formalism,
equations (11), (12) and (14). To see this use equations (24) and (31) to get
ψσ(p, q) =
∫ ∞
−∞
dx exp
(
−2i
h¯
px
)
σ∗(q +
x
2
)ψ(q − x
2
)
= 2 exp
(
2i
h¯
pq
)∫ ∞
−∞
dx exp
(
−2i
h¯
px
)
ψ(x)σ∗(2q − x) , (33)
corresponding, for instance, to the choices σ∗(−x) = φ(x), k = 2p/h¯, r = 2q and
s = 0 in equation (12). So these ψσ are essentially equivalent to a special case of
Ban’s states ψs(r, k), equation (14). And, by analogy with |ω(r, k; s)〉〉, equation
(11), we can write
ψσ(p, q) = 〈(p, q)|ψ〉σ , (34)
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where the new notation indicates that 〈(p, q)| is not a product 〈p|〈q|, although (p, q) ∈
R⊗R.
Formally, From (31) with (30), (22) and (27), the time evolution of ψσ (with |σ〉
fixed) is
ψσ(p, q; t) = Tr
(
∆ˆ(p, q) Uˆ(t) |ψ〉〈σ|
)
=
∫ ∞
−∞
dp′dq′
h
(
∆ˆ(p, q)Uˆ(t)
)
(p′, q′)
(
|ψ〉〈σ|
)
(p′, q′)
=
∫ ∞
−∞
dp′ dq′R(p, q, t|p′, q′, 0)ψσ(p′, q′; 0) , (35)
where
R(p, q, t|p′, q′, t′) = 1
h
Tr
(
∆ˆ(p, q)Uˆ(t− t′)∆ˆ(p′, q′)
)
. (36)
Equation (26) shows that, as t − t′ → 0, R(p, q, t|p′, q′, t′) → δ(p − p′)δ(q − q′), and
equations (22) to (36) can be used to show that it is a propagator, obeying the equation∫ ∞
−∞
dp′dq′R(p, q, t|p′, q′, t′)R(p′, q′, t′|p0, q0, t0) = R(p, q, t|p0, q0, t0) . (37)
Another property of R(p, q, t|p′, q′, t′) is that its integral over p and q (or p′ and q′)
generates the Weyl transform of Uˆt−t′ . For instance, by (25)∫ ∞
−∞
dp′dq′R(p, q, t|p′, q′, t′) = Tr
(
∆ˆ(p, q)Uˆ(t− t′)
)
= U(p, q, t− t′) . (38)
The equation of motion obeyed by R is easy to find when it’s driven by the Hamilto-
nian (18): Use
ih¯
∂
∂t
(
Uˆt∆ˆ(p′, q′)
)
= HˆUˆt∆ˆ(p′, q′) ,
and apply (28). Collecting terms gives
ih¯
∂
∂t
R(p, q, t|p′, q′, 0) = hˆ1R(p, q, t|p′, q′, 0) , (39)
where
hˆ1 =
1
2m
pˆ21 + V (qˆ1) (40)
is a Hamiltonian acting in the configuration (phase) space with operators
pˆ1 = p+
h¯
2i
∂
∂q
and qˆ1 = q − h¯2i
∂
∂p
. (41)
Note that pˆ1 and qˆ1 are conjugate to each other when acting on functions in phase
space, so that [pˆ1, qˆ1] = −ih¯ . The ‘doubled up’ space with configurational states
|(p, q)〉 has two degrees of freedom, so we can define two independent operators, pˆ2
and qˆ2 which commute with the pair (pˆ1, qˆ1) and are themselves canonical. They are
pˆ2 = −p+ h¯2i
∂
∂q
and qˆ2 = q +
h¯
2i
∂
∂p
. (42)
In view of the form of equations (39) and (40) we can write
R(p, q, t|p′, q′, 0) = 〈(p, q)|Uˆ1(t)|(p′, q′)〉 , (43)
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where
Uˆ1(t) = exp
(
− i
h¯
hˆ1 t
)
. (44)
The |(p, q)〉 cannot, of course, be mutual ‘eigenstates’ of any canonical position and
momentum. On the other hand we can represent them, for instance, by means of
mutual ‘eigenstates’ of the commuting pair (pˆ1, qˆ2). If (p′1, q′2) are their corresponding
‘eigenvalues’, then their mutual ”eigenstates” are |p′1, q′2〉 = |p′1〉|q′2〉, and solving the
equations
〈(p, q) |pˆ1|p′1, q′2〉 =
(
p+
h¯
2i
∂
∂q
)
〈(p, q) |p′1, q′2〉 = p′1 〈(p, q)|p′1, q′2〉
and
〈(p, q) |qˆ2|p′1, q′2〉 =
(
q +
h¯
2i
∂
∂p
)
〈(p, q) |p′1, q′2〉 = q′2 〈(p, q)|p′1, q′2〉
gives
〈(p, q) |p′1, q′2〉 =
2
h
exp
(
−2 i
h¯
pq
)
exp
(
2 i
h¯
(q′2p+ p
′
1q)
)
exp
(
− i
h¯
p′1q
′
2
)
. (45)
Similarly
〈(p, q) |q′1, p′2〉 =
2
h
exp
(
2 i
h¯
pq
)
exp
(
2 i
h¯
(−q′1p+ p′2q)
)
exp
(
− i
h¯
p′2q
′
1
)
. (46)
Note that states |p′1, q′2〉, |q′1, p′2〉 and |(p, q)〉 lie in a product space of two dimensions
in a way analogous to Ban’s states ||ω(r, k; s)〉 (equation (11)).
The final phase factors in these two expressions have been chosen so that the
actions of (qˆ1, pˆ2) on |p′1, q′2〉 = |p′1〉|q′2〉 and of (pˆ1, qˆ2) on |q′1, p′2〉 = |q′1〉|p′2〉 are
correct. For instance we require that
〈(p, q)|qˆ1|p′1, q′2〉 =
h¯
i
∂
∂p′1
〈(p, q)|p′1, q′2〉 =
(
q − h¯
2i
∂
∂p
)
〈(p, q)|p′1, q′2〉 .
With (45) and (46) it is easy to show that∫ ∞
−∞
dp′1 dq
′
2 〈(p, q) |p′1, q′2〉〈p′1, q′2 |(p′, q′)〉 = δ(p− p′)δ(q − q′) , (47)∫ ∞
−∞
dpdq 〈p′1, q′2 |(p, q)〉〈(p, q) |p1, q2〉 = δ(p′1 − p1)δ(q′2 − q2) , (48)
and
〈q′1, p′2|p′1, q′2〉 =
∫ ∞
−∞
dp dq 〈q′1, p′2 |(p, q)〉〈(p, q) |p′1, q′2〉
=
1
h
exp
(
i
h¯
q′1p
′
1
)
exp
(
− i
h¯
q′2p
′
2
)
. (49)
Note that in this doubled up space any operator of the form
Γˆ =
∫ ∞
−∞
dpdq Γ(p, q) |(p, q)〉〈(p, q)| (50)
is diagonal in the manner of equation (1). Equations (40), (41), (47), (48) and (50)
provide an expression of the full proposal of Torres-Vega et al [5] for the cases α =
1 = γ, β = 1/2 = −δ and α = 1 = γ, β = −1/2 = δ.
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The operators pˆ2 and qˆ2 do not figure in the motion of R(p, q, t|p′, q′, t′), but it is
possible to construct another propagator for which they do. It is
Q(p, q, t|p′, q′, t′) = 1
h
Tr
(
∆ˆ(p, q)Uˆ(
t− t′
2
)∆ˆ(p′, q′)Uˆ(
t− t′
2
)
)
. (51)
Using the content of equations (22) to (27), Q(p, q, t|p′, q′, t′) is seen to approach
δ(p−p′)δ(q− q′) as t− t′ → 0 and to propagate in the manner of equation (37). Also,
just as for (38), one sees that∫ ∞
−∞
dp′dq′Q(p, q, t|p′, q′, t′) = U(p, q, t− t′) , (52)
and similarly for the integral of Q(p, q, t|p′, q′, t′) over dpdq.
Propagator Q was defined, and discussed in [15] in the semi-classical limit.
Q(p, q, t|p′, q′, 0) is the Weyl transform of (1/h) times Uˆt/2∆ˆ(p′, q′)Uˆt/2, which obeys
the equation of motion
ih¯
d
dt
(Uˆt/2∆ˆ(p
′, q′)Uˆt/2) =
1
2
{
Hˆ, Uˆt/2∆ˆ(p
′, q′)Uˆt/2
}
, (53)
where the curly brackets indicate an anti-commutator. Then, using equation (28),
and its complex conjugate, and collecting terms, gives
ih¯
∂
∂t
Q(p, q, t|p′, q′, 0) = 1
2
(hˆ1 + hˆ2)Q(p, q, t|p′, q′, 0) , (54)
where hˆ1 is given by (40) and
hˆ2 =
1
2m
pˆ22 + V (qˆ2) . (55)
Hamiltonians hˆ1 and hˆ2 commute. In the manner of (43) we can write Q, for example,
as
Q(p, q, t|p0, q0, 0) = 〈(p, q)| exp
(
− i
h¯
(hˆ1 + hˆ2)
t
2
)
|(p0, q0)〉 (56)
=
∫ ∞
−∞
dp′dq′ 〈(p, q)|Uˆ1(t/2)|(p′, q′)〉〈(p′, q′)|Uˆ2(t/2)|(p0, q0)〉 ,
where
Uˆ2(t/2) = exp
(
− i
h¯
hˆ2
t
2
)
,
and similarly for Uˆ1 (t/2). The first propagator in the second line of equation (56) is
just R(p, q, t/2 |p′, q′, 0), equation (43), while the second is R(−p′, q′, t/2 | − p0, q0, 0).
Apart from the fact that it can be used to generate U(p, q, t), from the derivation
of its equation of motion, equation (53) it can be seen that Q intrinsically generates
the motion under the action of the anti-commutator with the Hamiltonian. On the
other hand, the Wigner propagator, P (p, q, t|p′, q′, t′) follows propagation by the com-
mutator with Hˆ. It propagates the Weyl transform of the density matrix (the Wigner
function times h), and is given [14] by
P (p, q, t|p′, q′, t′) = 1
h
Tr
(
Uˆ †(t− t′)∆ˆ(p, q)Uˆ(t− t′)∆ˆ(p′, q′)
)
. (57)
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Both Q and P are propagators. It is easy to show that they can be combined to
construct the generally non-propagating two-time function
C(p, q, t|p′, q′, t′) = 1
h
Tr
(
∆ˆ(p, q)Uˆ(t)∆ˆ(p′, q′)Uˆ †(t′)
)
=
∫ ∞
−∞
dp′′dq′′Q(p, q, t|p′′, q′′, t′)P (p′′, q′′, 1
2
(t+ t′)|p′, q′, 0) .
3 Matrix elements: the phase angle
The pairs (pˆ1, qˆ1) and (pˆ2, qˆ2) commute and are independent, and this is reflected by
their matrix elements with respect to the phase space wave functions. For instance,
using definitions (24), (31) and (41), with some algebra, shows that
σ〈ψ| pˆm1 qˆn1 |µ〉σ =
∫ ∞
−∞
dpdq
h
ψ∗σ(p, q)
(
p+
h¯
2i
∂
∂q
)m (
q − h¯
2i
∂
∂p
)n
µσ(p, q)
= 〈ψ| pˆmqˆ n|µ〉 , (58)
but that
σ〈ψ| pˆm2 qˆn2 |µ〉σ = 〈σ| qˆ n(−pˆ)m|σ〉〈ψ|µ〉 . (59)
So operator functions only of pˆ1 and qˆ1 are treated in the usual way, independent of
the drone states, but pˆ2 and qˆ2 act only with respect to drone states in a ‘twisted’
manner.
If, however, one asks for matrix elements of phase space functions with respect to
the wave functions ψσ(p, q) then states |ψ〉 and |σ〉 both contribute. For instance, one
can show that∫ ∞
−∞
dpdq
h
ψ∗σ(p, q)p
mqnµσ(p, q) = 〈ψ, σ|
(
qˆ1 + qˆ2
2
)n ( pˆ1 + pˆ2
2
)m
|µ, σ〉 , (60)
where the state |ψ, σ〉 = |ψ〉|σ〉 is the Cartesian product, and (pˆ1, qˆ1) and (pˆ2, qˆ2) are
the usual momentum and position operators, the former pair acting on |ψ〉 and |µ〉,
but the latter on |σ〉.
A more interesting example of this mutual contribution is the phase angle of an
harmonic oscillator, which relates to the modes of a quantized electromagnetic field
[13]. TheWeyl transform of the creation operator, aˆ† = 1√
2
(
αqˆ − i pˆαh¯
)
, is easily shown
from equations (22) and (24) to be a∗(p, q) = 1√
2
(
αq − i pαh¯
)
. It is most efficient to
define dimensionless variables (x, y) = ( ph¯α , αq), so that the Weyl transform of aˆ
† is
−i√
2
R eiφ where R2 = x2+ y2 and φ = arctan(y/x). For an harmonic oscillator of mass
m, α2 = mω/h¯ and the Hamiltonian, Hˆ = pˆ
2
2m +
mω2
2 qˆ
2, has a Weyl transform given
by H(p, q) = p
2
2m +
mω2
2 q
2 = h¯ω2 R
2. In order that the phase angle φ be unique we need
to choose a cut in the x-y plane to complete its definition. If we agree to choose the
negative x-axis for this, then φ is limited to the range (−pi, pi]. With these variables,
dpdq/h =R dR dφ/2pi, and in the Wigner-Weyl picture, φ and its corresponding
operator, φˆ, are related [16] by
φ = Tr(φˆ ∆ˆ(R,φ)) and φˆ =
∫ ∞
0
dRR
∫ pi
−pi
dφ
2pi
φ ∆ˆ(R,φ) , (61)
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where we now consider ∆ˆ as a function of plane polar coordinates R and φ.
This angle operator, φˆ, is the quantization of the phase angle in the Weyl picture.
Many of its properties have been studied rigorously [13, 17]. In particular, it is
bounded and self-adjoint, and it has the particularly attractive property that the
Weyl transform of its commutator with Hˆ is identical to the classical commutator of
φ with H(p, q). For our choice of cut in the phase plane, the matrix elements of φˆ
with respect to the energy eigenstates |hn〉, (n ≥ 0) of the harmonic oscillator, with
energies (n+ 1/2)h¯ω, are given by
〈hm|φˆ|hn〉 =
∫ ∞
0
dRR
∫ pi
−pi
dφ
2pi
φ 〈hm| ∆ˆ(R,φ) |hn〉 , (62)
where
〈hm| ∆ˆ(R,φ) |hn〉 = 2(−1)n i|m−n| 2
|m−n|
2
√
n`!
ng!
ei(n−m)φR|m−n| e−R
2
L|m−n|n` (2R
2)
(63)
n` (ng) is the lessor (greater) of the pair (m,n), and Lba is the Laguerre polynomial
[18]. When (63) is used in (62) one finds after some manipulation [13, 17] that
〈hm| φˆ|hn〉 = (1− δm,n) i
n−m+1
m− n gm,n , (64)
where gm,n is the symmetric matrix
gm,n = 2−
|m−n|
2
Γ
(n`
2 + s`
)
Γ
(ng
2 + s`
)√ng!
n`!
, (65)
with
s` =
{
1/2 n` even
1 n` odd .
(66)
Operator φˆ is an observable in the usual interpretation of quantum mechanics.
There are other candidates for this roˆle too [13, 19]. All of them must bow to the fact
that no phase operator can be canonical with the number operator nˆ = aˆ†aˆ. This
‘no-go’ theorem was pointed out by Louisell [20] and follows directly by contradiction:
If it were true that [φˆ, nˆ] = i, then taking diagonal matrix elements of this equation
with respect to the ground state |h0〉 would imply that 0 = i.
The no-go theorem notwithstanding, the attraction of some sort of complemen-
tarity between φˆ and nˆ is compelling. For instance there is the ‘acid test’ [19], which
would require that the standard deviation of a phase-angle with respect to the number
states {|hn〉; n ≥ 0} should be characteristic of a random distribution over its range
of values (here (−pi, pi]). The acid test is not satisfied by any well-defined candidate
phase operator on Hilbert space known to the author, but it is satisfied by the pre-
scription of Pegg and Barnett [21], based on a limiting technique and shown [22, 23]
to be equivalent, for phase angle calculations, to a positive operator-valued measure
(POM).
We can consider the present formalism from this viewpoint by examining matrix
elements with respect to the augmented wave functions ψσ(p, q). Suppose we have
any function of φ only, say f(φ). Then, defining
Mσ(f ;ψ, µ) ≡
∫ ∞
0
dRR
∫ pi
−pi
dφ
2pi
ψ∗σ(R,φ) f(φ)µσ(R,φ) , (67)
10
we can choose oscillator energy eigenstates to get
Mhσ(f ;hm, hn) =
∫ ∞
0
dRR
∫ pi
−pi
dφ
2pi
f(φ) 〈hm|∆ˆ(R,φ)|hσ〉〈hσ|∆ˆ(R,φ)|hn〉 . (68)
The diagonal elements are given by choosing n = m. Using equation (63) then gives
Mhσ(f ;hm, hm) =
∫ pi
−pi
dφ
2pi
f(φ)
{
n`!
ng!
∫ ∞
0
4RdR (2R2)|m−σ| e−2R
2
(
L|m−σ|n` (2R
2)
)2}
.
The integral over R is standard [18], and the quantity in curly brackets is unity, so
we are left with
Mhσ(f ;hm, hm) =
∫ pi
−pi
dφ
2pi
f(φ) . (69)
This is characteristic of a uniform angle distribution over the range (−pi, pi], so that
the choice of any drone state from the set of oscillator eigenstates meets the ‘acid
test’. In particular, Mhσ(φ;hm, hm) = 0 and Mhσ(φ
2;hm, hm) = pi2/3.
Mσ(f ;ψ, µ) defines a POM. For example, with respect to the phase angle φ, equa-
tion (68) can be written
Mhσ(f ;hm, hm) =
∫ pi
−pi
f(φ)Tr
(
|hm〉〈hm| dΠˆhσ(φ)
)
,
where
dΠˆhσ(φ) =
dφ
2pi
∫ ∞
0
dRR ∆ˆ(R,φ) |hσ〉〈hσ| ∆ˆ(R,φ)
obeys the usual requirements [24] to be a POM on the interval (−pi, pi]. As a non-
projective POM, M shares with the formalism of Barnett and Pegg [21] the property
that it defines no single operator for phase; the expectation of the operator corre-
sponding to functions of φ is not the same function of the operator corresponding to
φ itself. For example,
Mσ(φ2;hm, hm) 6=
∑
n≥0
Mσ(φ;hm, hn)Mσ(φ;hn, hm) .
For an isolated oscillator mode, the natural choice for the drone state is the vac-
uum, |h0〉. In that case, referring to definition (68) and utilizing equation (63), one
finds
Mh0(f ;hm, hn) = i
m−n
∫ pi
−pi
dφ
2pi
f(φ)ei(n−m)φ
2
m+n+4
2√
n!m!
∫ ∞
0
dRRm+n+1e−2R
2
= im−n
Γ
(
m+n
2 + 1
)
√
m!n!
∫ pi
−pi
dφ
2pi
f(φ) ei(n−m)φ , (70)
which reduces to equation (69) when n = m.
Another interesting case, still with a vacuum drone state, is that of a coherent
state, namely
|ψs〉 = e− 12 |s|2
∑
m≥0
sm√
m!
|m〉 , (71)
where s is complex. Then a little juggling with (63) and (71) gives
ψh0(R,φ; s) = 〈h0|∆ˆ(R,φ)|ψs〉 = 2 e−
1
2
|s|2e−i
√
2 sRe−iφe−R
2
.
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It is convenient to let s = ρ ei(
pi
2
−θ) and r =
√
2R, to get
Mh0(f ;hn, hn) =
∫ pi
−pi
dφ
pi
f(φ)
∫ ∞
0
dr r e−[r
2+ρ2−2rρ cos(φ−θ)]
=
∫ pi
−pi
dφ
2pi
f(φ)P (φ; ρ, θ) , (72)
where the angle distribution in this case is P (φ; ρ, θ)/2pi, where
P (φ; ρ, θ) = e−ρ
2
+ ρ cos(φ− θ)√pie−ρ2 sin2(φ−θ) [1 + Erf(ρ cos(φ− θ))] , (73)
and where Erf(z) = 2pi
∫ z
0 dt exp(−t2) is the Error Function [18].
When |s| = ρ approaches zero, so |ψs〉 approaches the vacuum state, and P ap-
proaches unity. In that limit we have a random distribution of angle, but in the other
extreme (ρ large) P approaches a delta function centered at φ = θ. If the angle θ is
not too close to the cut at φ = −pi then we can (by setting f(φ) equal to φ and φ2)
ask for the mean and standard deviation squared of phase angle as a function of ρ.
The former is θ and the latter is a smooth monotonically decreasing function of ρ,
starting at a value pi2/3 at ρ = 0 and dropping to zero as (2ρ2)−1 for large ρ. For
the coherent state, equation (71), the expectation of the number operator nˆ = aˆ†aˆ is
n = ρ2, so the large n-dependence of the standard deviation squared is (2n)−1.
4 Other orderings
The Wigner-Weyl correspondence treats momentum and position even handedly. For
instance, as follows from (22) and (24),(
ei(ξqˆ+ηpˆ)
)
(p, q) = ei(ξq+ηp) , (74)
where ξ and η are real parameters. With this rule, functions of pˆ only transform to
the same functions of p, and similarly for q, but, for example, (pˆqˆ+ qˆpˆ)/2 transforms
to pq, whereas the transform of pˆqˆ is pq − ih¯/2 and that of qˆpˆ is pq + ih¯/2.
As discussed by Cohen [4] there are an infinite number of other possible corre-
spondences between operators and functions on phase space. We shall write Cohen’s
scheme as [25](
ei(ξqˆ+ηpˆ)
)f
(p, q) =
1
f(ξ, η)
ei(ξq+ηp) = f−1(−i∂q,−i∂p) ei(ξq+ηp) , (75)
where by f−1 we mean 1/f , and f = 1 gives the Wigner-Weyl case. If one requires
that functions of p only transform to the same functions of pˆ only, and similarly for
q, then we must require that
f(0, η) = 1 = f(ξ, 0) . (76)
For an ordering characterized by f , then, equation (75) would generalize to
Af (p, q) = f−1(−i∂q,−i∂p)A(p, q) , (77)
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where A(p, q) is the Wigner-Weyl transform of some operator Aˆ. It is possible to
preserve much of the latter formalism. For instance the generalization of equation
(22) is
Af (p, q) = Tr
(
Aˆ ∆ˆf (p, q)
)
, (78)
where we define the operator
∆ˆf (p, q) = f−1(−i∂q,−i∂p) ∆ˆ(p, q) . (79)
We can invert (78) to get Aˆ provided we can find something similar to equation (26).
This follows by multiplying equation (79) by ∆ˆ(p′, q′) and taking the trace:
Tr
(
∆ˆf (p, q)∆ˆ(p′, q′)
)
= hf−1(−i∂q,−i∂p) δ(p− p′)δ(q − q′)
= hf−1(i∂q′ , i∂p′) δ(p− p′)δ(q − q′) .
Then defining
∆ˆf (p, q) = f(i∂q, i∂p) ∆ˆ(p, q) (80)
shows that
Tr
(
∆ˆf (p, q)∆ˆf (p′, q′)
)
= Tr
(
∆ˆf (p, q)∆ˆf (p′, q′)
)
= hδ(p− p′)δ(q − q′) . (81)
From this, generalizing equation (23),
Aˆ =
∫ ∞
−∞
dpdq
h
Af (p, q)∆ˆf (p, q) =
∫ ∞
−∞
dpdq
h
Af (p, q)∆ˆf (p, q) . (82)
By the same token the generalization of equation (27) is
Tr(Aˆ Bˆ) =
∫ ∞
−∞
dpdq
h
Af (p, q)Bf (p, q) =
∫ ∞
−∞
dpdq
h
Af (p, q)Bf (p, q) , (83)
where, for example,
Bf (p, q) = Tr
(
Bˆ∆ˆf (p, q)
)
.
Let us now specialize to the class of orderings characterized by
f(ξ, η;λ) = ei
h¯
2
λξη , (84)
where λ is a real parameter [26]. To see what orderings this choice implies, hark back
to equation (75), which can be written in this case as(
ei(ξqˆ+ηpˆ)
)(λ)
(p, q) = e−i
h¯
2
λξη ei(ξq+ηp) .
Referring to equation (9), evidently the choice λ = −1 corresponds to the ordering(
eiξqˆ eiηpˆ
)(−1)
(p, q) = ei(ξq+ηp) ,
called ‘standard’ or ‘p’ ordering, and the case λ = 1 corresponds to the ‘anti-standard’
scheme (
eiηpˆ eiξqˆ
)(1)
(p, q) = ei(ξq+ηp) .
Choosing λ = 0, gives the Wigner-Weyl ordering.
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The family given by (84) obeys the requirements of equation (76), so that equations
(77) to (83) hold good, but it has the further property—not obeyed by all orderings
satisfying (76)—that, when ξη is real,
f∗(ξ, η;λ) = f−1(ξ, η;λ) . (85)
This property permits the generalization of equations (31) and (32), for, by (84) and
(79), we can define
ψ(λ)σ (p, q) = 〈σ| ∆ˆ(λ)(p, q)|ψ〉 = ei
h¯
2
λ∂p∂q ψσ(p, q) , (86)
so that (integrating by parts)∫ ∞
−∞
dpdq
h
(ψ(λ)σ (p, q))
∗µ(λ)σ (p, q) =
∫ ∞
−∞
dpdq
h
ψ∗σ(p, q)µσ(p, q) = 〈ψ|µ〉 ,
and the same applies to
ψσ,(λ)(p, q) = 〈σ| ∆ˆ(λ)(p, q)|ψ〉 = e−i
h¯
2
λ∂p∂q ψσ(p, q) . (87)
The propagation of ψ(λ)σ (p, q) in time is given by
ψ(λ)σ (p, q; t) = f
−1(−i∂q,−i∂p;λ)ψσ(p, q; t) = ei h¯2λ∂p∂q ψσ(p, q; t)
= Tr
(
∆ˆ(λ)(p, q)Uˆ(t) |ψ〉〈σ|
)
=
∫ dp′dq′
h
(
∆ˆ(λ)(p, q)Uˆ(t)
)
(λ)
(p′, q′)
(
|ψ〉〈σ|
)(λ)
(p′, q′)
=
∫ dp′dq′
h
R[λ](p, q, t|p′, q′, 0)ψ(λ)σ (p′, q′; 0) , (88)
where the propagator is
R[λ](p, q, t|p′, q′, t′) = 1
h
Tr
(
∆ˆ(λ)(p, q)Uˆ(t− t′)∆ˆ(λ)(p′, q′)
)
= ei
h¯
2
λ∂p∂q e−i
h¯
2
λ∂p′∂q′R(p, q, t|p′, q′, t′) (89)
with R(p, q, t|p′, q′, t′) given by equation (36).
Similarly
ψσ;(λ)(p, q; t) =
∫ dp′dq′
h
R[λ](p, q, t|p′, q′, 0)ψσ;(λ)(p′, q′; 0) , (90)
where
R[λ](p, q, t|p′, q′, t′) = e−i
h¯
2
λ∂p∂q ei
h¯
2
λ∂p′∂q′R(p, q, t|p′, q′, t′)
= R[−λ](p, q, t|p′, q′, t′) . (91)
R[λ] and R[λ] both propagate in the manner of equation (37), and corresponding to
(38) we have ∫ ∞
−∞
dp′dq′R[λ](p, q, t|p′, q′, t′) = U (λ)(p, q, t− t′) , (92)
and similarly for R[λ].
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The equation of motion, say for R[λ], follows by using equation (89) to convert
equation (39), to get
ih¯
∂
∂t
R[λ](p, q, t|p′, q′, 0) = hˆ1,λR[λ](p, q, t|p′, q′, 0) . (93)
Here
hˆ1,λ =
1
2m
(pˆ1,λ)2 + V (qˆ1,λ) , (94)
with the canonical pair
pˆ1,λ = p+
h¯
2i
(1− λ) ∂
∂q
and qˆ1,λ = q − h¯2i(1 + λ)
∂
∂p
. (95)
From these results we can write (cf equation(43))
R[λ](p, q, t|p′, q′, 0) = 〈(p, q)|Uˆ1,λ(t)|(p′, q′)〉 , (96)
where
Uˆ1,λ(t) = exp
(
− i
h¯
hˆ1,λ t
)
. (97)
Also, from equation (91), R[λ] is given by the substitution λ→ −λ .
The propagator Q of the Wigner-Weyl picture, equation (56), generalizes to Q[λ]
and Q[λ], where, for instance,
Q[λ](p, q, t|p′, q′, t′) = 1
h
Tr
(
∆ˆ(λ)(p, q) Uˆ(
t− t′
2
) ∆ˆ(λ)(p
′, q′) Uˆ(
t− t′
2
)
)
(98)
∫ ∞
−∞
dp′dq′Q[λ](p, q, t|p′, q′, t′) = U (λ)(p, q, t− t′) . (99)
The equation of motion for Q[λ] follows from (54) and definition (98): it is
ih¯
∂
∂t
Q[λ](p, q, t|p′, q′, 0) = 1
2
(hˆ1,λ + hˆ2,λ)Q[λ](p, q, t|p′, q′, 0) , (100)
where
hˆ2,λ =
1
2m
(pˆ2,λ)2 + V (qˆ2,λ) , (101)
and pˆ2,λ and qˆ2,λ are the second, independent, canonical pair
pˆ2,λ = −p+ h¯2i(1 + λ)
∂
∂q
and qˆ2,λ = q +
h¯
2i
(1− λ) ∂
∂p
. (102)
It is also possible to evaluate matrix elements for the quantization schemes charac-
terized by the choice (84). For instance, noting that
ei
h¯
2
λ∂p∂q (pˆ1, qˆ1, pˆ2, qˆ2) e−i
h¯
2
λ∂p∂q = (pˆ1,λ, qˆ1,λ, pˆ2,λ, qˆ2,λ)
we can see, for example, that∫ ∞
−∞
dpdq
h
(
ψ(λ)σ (p, q)
)∗
(pˆ1,λ)
m (qˆ1,λ)
n µσ(p, q) = 〈ψ| pˆmqˆ n|µ〉 , (103)
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just as for equation (58), so that if all quantities are transformed then the matrix
elements are unchanged. On the other hand after some algebra one finds (compare
equation (60))∫ ∞
−∞
dpdq
h
(
ψ(λ)σ (p, q)
)∗
pmqnµ(λ)σ (p, q) =
=
∫ ∞
−∞
dpdq
h
ψ∗σ(p, q)
(
p+ λ
h¯
2i
∂q
)m (
p+ λ
h¯
2i
∂p
)n
µσ(p, q)
= 〈ψ, σ|
(
1 + λ
2
qˆ1 +
1− λ
2
qˆ2
)n (1− λ
2
pˆ1 +
1 + λ
2
pˆ2
)m
|µ, σ〉 . (104)
5 Discussion
A main goal for this paper was to show that the quantum structure envisioned by
Torres-Vega and co-workers [5] and by Harriman [6], equations (1) to (4), can be
realized by ‘lifting’ the usual formalism with coherent states up a dimension. Then
over-completeness (equation (10)) becomes simple completeness in the augmented
space (equations (47) and (48)). The formal construction of Ban [11] also achieves
this (equation (13)), and we have shown that there is a close resemblance between
his theory and that of this paper (equations (12) and (33)). Our theory is based
directly on the standard calculus of the Weyl transform, focussing especially on the
Weyl symbol, ψσ(p, q), of the generally off-diagonal operator |ψ〉〈σ|, where σ is any
fixed state. Were σ not fixed, but equal to ψ then the corresponding Weyl symbol
would be h times the Wigner function for the pure state |ψ〉〈ψ|. In our case |σ〉 is
fixed and ψσ(p, q) develops in time through the propagator R(p, q, t|p′, q′, t′), equation
(43). In the augmented space any operator of the form (50) satisfies condition (1) of
diagonality with respect to both p and q.
As we have seen (equations (41) and (42)) this analysis is a special case of the
prescription of equations (1) to (4) with α = 1 = γ, β = 1/2 = −δ and α = 1 =
γ, β = −1/2 = δ. As an illustration, we gave in Section 3 several examples of
matrix elements with respect to the augmented wave functions, dwelling especially
on functions of the phase angle φ = arctan(p/mωq) leading to a family of positive
operator-valued measures on the interval (−pi, pi], any one of which implies randomness
in angle distribution for an oscillator in any pure number state.
Between them, equations (16) and (17) of Ban, and the action of our operators
pˆ1,λ and qˆ1,λ of equation (95), include a wide range of the relations hypothesized in
equations (3) and (4). Further, making the identifications λ = −s, q = (1 − λ)r/2,
and p = (1 + λ)k/2 in (95) rescales pˆ1,λ and qˆ1,λ to two new canonical operators
Pˆ1,s =
(
1− s
2
)
k − ih¯ ∂
∂r
and Qˆ1,s =
(
1 + s
2
)
r + ih¯
∂
∂k
,
whose actions match (16) and (17).
Note that if one makes the formal identification of |ψ〉 in equation (33) with the
position “eigenstate” |q′〉, one finds
ψq′(p, q) = 2 e
2i
h¯
p(q−q′) σ∗(2q − q′) ,
which is a special case of (6).
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We chose to develop the theory in a consistent way around the Weyl symbol
ψσ(p, q) = 〈σ|∆ˆ(p, q)|ψ〉. However, from equation (24), one can write
Dˆ[p, q] =
∫ ∞
−∞
dq′exp
(
i
h¯
pq′
)
|q′ + q
2
〉〈q′ − q
2
| ,
and, by taking matrix elements of this with respect, say, to position ‘eigenstates’ |x〉
and |y〉 it is easy to derive the known result that ∆ˆ(p, q) = 2Dˆ(2p, 2q)Πˆ, where Πˆ is
the parity operator, so that a formulation in terms of Dˆ would also be possible.
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