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An efficient method for computing self-consistent 
energy bands within the framework of the LCAO method is 
applied to Lithium Fluoride. Efficiency of the method is 
a result of (1) characteristically small LCAO secular 
determinants, (2 ) the ease with which energy bands may be 
computed at general points in the Brillouin zone, and 
(3) a formalism which expresses iterated Hamiltonian 
matrix elements in terms of LCAO integrals computed in 
the first step only. A study of the LCAO method and of 
the self-consistent procedure is presented, including 
investigation of convergence and accuracy. On the basis 
of this study it is concluded that self-consistent cal­
culations using small Brillouin zone samplings of symmetry 
points to compute charge densities contain errors as 
large as one electron-volt. Accurate self-consistent 
energy bands are computed for Lithium Fluoride in the 
Hartree-Fock-Slater approximation and compared with 
previous calculations and experimental data. While an 
initial linear combination of ionic potentials with an 
adjustable exchange potential yields reasonable agreement 
with optical data, only a self-consistent potential pro­
duces agreement with both optical and photoemission data. 
It is suggested that to obtain reliable spectra, even 
when using an adjusted exchange potential, it is necessary
viii
to compute optical properties with self-consistent energy 
bands and wave functions.
Chapter I. INTRODUCTION
The description and prediction of the behavior of 
solids is of crucial importance to a basic understanding 
of the physical laws of nature. The success of quantum 
mechanics in the treatment of atomic particles has led to 
the development of theories which attempt to account for 
properties of solids, theories which are based on the 
quantum mechanical description of atomic particles. The 
mathematical complexity of treating large numbers of 
interacting atomic particles quantum mechanically necessi­
tates approximations which hopefully yield qualitative 
and quantitative conclusions that compare favorably with 
experimental results. An approximate method which has 
met with considerable success is the method of energy band 
theory, which involves the calculation of electronic 
energy levels in solids. From these electronic energy 
bands much information pertinent to the description of 
solid properties can be obtained.
The calculation of one-electron energy states within 
the framework of energy band theory involves several basic 
assumptions as to the nature of the solid: first, the
solid is an infinite, periodic array of atoms or ions; 
second, the motions of the nuclei do not affect the motion 
of the electron; and third, the single electron moves in 
a periodic potential due to the nuclei and to the other
1
2
electrons, which are assumed to be a collection of non- 
interacting particles.
In many quantum mechanical problems one is interested 
in solving the Schrddinger equation, and specifically, in 
energy band theory, the one-electron Schrodinger equation,
= E .* t >
in which H is the Hamiltonian operator and the are
the wave functions representing the various states of the 
electron. The are assumed to satisfy the Bloch con­
dition,
where Rt is a direct lattice translation vector and k 
is a general vector in the reciprocal lattice.*- There are 
a number of techniques for obtaining the energy states 
of the one-electron Schrddinger equation. We are concerned 
here with the Linear Combination of Atomic Orbitals (LCAO) 
method, in which the wave functions are expressed as
linear combinations of self-consistent atomic wave func­
tions .
Intuitively one would expect that the solid state 
electronic wave functions as well as the solid state 
potential to differ from the atomic wave functions and
3
superposition of atomic or ionic potentials respectively.
Similarly a shift in charge distribution is likely to
occur in a solid. It is desirable then to calculate
energy bands self-consistently. Fry and Callaway recently
2proposed a method for computing energy bands self-con- 
sistently within the framework of the LCAO method. This 
SCLCAO method will be discussed in detail in Chapter 2.
The material chosen for testing the SCLCAO method was 
the compound Lithium Fluoride (LiF), a simple but inter­
esting alkali-halide. It is simple primarily because of 
the small number of electrons on each element; thus the 
size of the Hamiltonian matrix is reduced.
LiF is interesting both theoretically and experi­
mentally. From a theoretical standpoint, there have been 
several previous sketchy calculations by a variety of
3methods: a cellular calculation by Ewing and Seitz; a
tight-binding calculation on the cohesive energy, lattice
4constant, and compressibility by Yamashita; an augmented
5plane wave calculation by Page and Hygh; and a mixed
g
basis calculation by Kunz, Miyakawa, and Oyama. These 
calculations leave some doubt as to whether LiF has ionic 
or covalent bonding, and none of them were carried out 
self-consistently. Agreement with both optical and photo­
emission data was not obtained.
LiF has a long history of experimental measurements. 
Impure LiF is found in abundance in nature as flourite,
4
thus its attractive optical properties have been known 
for a number of years. With a useful transmission limit 
near 12eV., farther into the ultraviolet region than any 
other known material, LiF is therefore useful as a sub­
strate for absorption studies on thin films of other
7-9materials and has long been used as such. The absorp­
tion spectrum of LiF was first considered by Schneider^®
and by Powell,^ using natural flourite, then by 
12Schneider using laboratory-grown crystals of LiF.
Schneider's work investigated the low energy side of the
absorption edge, measuring transmission up to about lleV.
More recent measurements have attempted to establish the
13-15absorption features by both transmission and re-
16—19 20flection techniques well into the ultraviolet and
13extreme ultraviolet. Photoemission data is also
14available to 120 eV. Published data continues to show
considerable variation in absolute magnitudes of measured
18 2 0  2 1quantities. There are also discrepancies ' ' in the
reports of the dielectric response function, ,
which is of basic interest in band structure calculations.
In light of the experimental and theoretical work, 
it is clear that a self-consistent energy band calculation 
on LiF is necessary. First, a self-consistent charge 
density can shed light on the distribution of electronic 
charge in the crystal; second, self-consistent crystal 
wave functions are necessary for an accurate calculation
5
of the dielectric function ; and third, only a self-
consistent first principles calculation can produce 
agreement with both optical and photoemission data. 
Chapter 4 of this paper presents results indicating the 
usefulness of the SCLCAO method as applied to LiF.
Chapter II. THEORY 
A. The Linear Combination of Atomic Orbitals Method
Although the LCAO method of energy,, band theory is the 
oldest method of band calculation,^ inability to handle 
mathematical complexities led to inappropriate approxi­
mations yielding poor results. Recently developed mathe-
22matical techniques along with modern high speed computers
have led to a reexamination of the LCAO method, both in
22 23 24first principles ' and pseudopotential, or inter-
25polation applications. While other methods of band cal­
culation exist which yield accurate band energies at 
symmetry points in the Brillouin zone for certain poten­
tials, the LCAO method places fewer restrictions on the 
type of crystalline potential, and it can easily produce 
band energies at arbitrary points in the zone.
One drawback to the LCAO method involves the expansion 
of the electronic wave functions in terms of bound atomic 
states. Such an expansion does not lead to an exact solu­
tion of the one-electron SchrOdinger equation, since bound 
atomic states do not form a complete set of functions. 
However, the inclusion of all bound states and excited 
states can be expected to yield a good approximation to 
the actual wave function.
Consider the following function,
7
based on the free atom wave function lL(y~ R*») centered 
at lattice site R» . These functions ^  have the 
periodicity required by the Bloch condition for a state 
of wave vector k • This is shown as follows:




? k* R̂ . v  z/c-RZ l K*>V __e u(r- R̂)Mf 'JTF y
= e H i m
which is the Bloch condition. In the limit of very large 
atomic separation, the would be exact one-electron
wave functions. Then in the case of finite but large 
atomic separations, these functions are good approximations, 
The Bloch functions are used as a basis to form
the secular equation
| H,j(k) - E uOijCk)| = 0 f2-1'
which must be solved to obtain the energy bands. Hjj and
Ojj are the matrix elements of the Hamiltonian and of
unity respectively. 0 *j is non-diagonal due to the
non-orthogonality of atomic states on different atoms.
8
The i and j refer to the symmetry properties Is, 2s,
2px, 2py , etc. of the atomic functions. H  is the one- 
electron Hamiltonian, written in atomic units,
(-) = _  v 1  + W )  <2-2)
where m-'/il, ^  =■ CL t and the energy is in
Rydbergs, 1 Rydberg=13.6049eV. The potential will
be discussed in detail later in this chapter.
The matrix elements of the Hamiltonian are as follows:
Hjj(k) Cr) H
= ^ 4-e m  (r-R-„) H^z^e Ujfr-R*)* r 
= \ir  I  e  \ ar cr-Sl H u f-m ’r \
We can simplify this expression with a few changes of 
variable. Letting f'ar-R, we have,
Clearly, one of the sums, say y' , over the entire lat­
tice is redundant and may be summed to produce N identical 
sums over V  , thus,
•* r
Hij(6 ) = Z e k' ^ u f c f ) \ \ u f - ^ ) c l sr s (2-3)
where suitable changes of variable have been made. We 
may now write
where
Tij(k)= Z  (2-4)
the kinetic energy matrix elements, and
Uj(k) = Z  ̂Ujif) Virt UjCr- (?„•) dfr. <2-5>
The matrix elements of unity or the overlap matrix elements
are given by
0?j (M) ~ ^ ̂  • (f) if) r
Z i k - f c  - ,3
&  jUi(r-f?J)Uj(r-l?u/)d.r (2.6)
10
The integrals involved in both the kinetic energy 
matrix elements and in the overlap matrix elements are 
two-center integrals. Techniques for performing two- 
center integrals have been developed and are in use. 
These methods will be reviewed in Chapter 3.
Because the potential is represented as a sum of 
atomic potentials on lattice sites, (k> contains
three-center integrals. Until recently, three-center
integrals were handled by approximate methods. Lin and 
22Lafon devised a scheme for computing three-center 
integrals based on the technique of Gaussian transforma­
tion. To begin with, the potential must be expanded in 
terms of a Fourier series sum. V (r )  has the full 
periodicity of the lattice, hence the Fourier expansion 
contains only reciprocal lattice vectors. Choosing the 
origin on a lattice site of the crystal gives inversion 
symmetry, therefore simplifying our Fourier series so 
that it contains only cosine terms,
potential, the summation is over all reciprocal lattice
(2.7)
where V  (K^ are the Fourier coefficients of the
vectors, and ^  is the radius vector measured from any 
given lattice site of the crystal.
11
The integrals of Vii can now be written
(2.8)
At this point we must depart from the general theory 
of the LCAO method to consider explicitly the atomic
The calculation began by using linear combinations of 
Slater type orbitals (STO), but these were abandoned for 
linear combinations of Gaussian type orbitals (GTO) for 
reasons which will be clarified in Chapter 3. The theory 
in both cases will now be developed considering first 
STO's.
functions which were used in this calculation.
STO's are exponential functions of the form T  Q  
They appear in the expansion for linamCr) as follows,
,n-l -<*r
The basis functions in the expansion are given by
where are spherical harmonics and the
radial function is
The subscripts are the n, 1, and m quantum numbers, 
i is the sum over the total number of basis functions,
> JU- 1  , depending on the symmetry of the STO 
in the expansion, and C/7'nA , cX-il are constants 
(depending on the quantum numbers 1 (s, p, d,...) and n) 
chosen by the Roothaan-Hartree-Fock technique.
Since potential energy matrix elements of higher 
symmetries may be obtained from ls-ls type matrix elements 
by a simple differentiation technique, it is sufficient 
here to consider only the following potential integral:
< U ls(f=) |V C i|') |u ls( r - R ^  5 Z V * ( il) ( ] s ( i ; ) |C o s i? / i | |f e C r 6)) . <2- 9)
The Is wave functions consist of linear combinations of
~cLLrn 31




and similarly G  If I is the number of terms
in the expansion for , then we will have t
integrals of the type os 'Rril\er8> . For
simplicity, we write,
/ C -*« -Q^rg I -7
\ls(fa) |Cosl?/rfc|lsCQ^ ^  ^  CL r.
Substituting the Laplace transforms into the above 
integral,
is»(.rfl') | Cos Wp* | “
4 tr X\ e  \  6  Cos K/ ̂  d r  a s ^ s*.
O o
The integral over all space contains a product of two 
Gaussians centered on sites A and B. This product can 
be written in terms >of a third Gaussian centered at a 
point D along the line AB,
-Ar\
0  - - ' (2 .1 1 )
where I r̂ B] is the distance between the two centers and 
("d is the radius vector originating from D. The 
coordinates of D in terms of the coordinates of A and B 
are
By writing F^— r̂ +*(co and using the Cos (A+B) formula,
C o *  = C o s  kp‘ C o s 1̂ p*T^d — Civile* r0 C<3o. Wp ‘fJDj
the integral over all space in equation (2 .1 0 ) can be
14
evaluated.
(Sjfft +^>afa _ 13
e  L o s K p T e d r  =
6
H m  1 J Co. R-5.\
- ( % + S j r r 1r. jp ( ^ +̂ )rp p , .-j -- 13
-  S m K / ^ 0 \ 6  S i n l v r D d r
Clearly, the integrand in the last integral of equation 
(2 .1 2 ) is an odd function in all space, causing the last 
term to vanish. We then have
- ( S , < ? + S J ? ) r  -
e L^osfv^dr
-A
- J S S J S f t L  -*  f 
-  e S|,Si CosR.-(Jo\e, Ca*Z-rD&




- ( v ^ X *  .
rD (3 uin ̂ rD drD
(2.13)






where we have carried out the integrations, first over <%>,
then over Q  , then over . Substituting into equation
(2.10) ,










- S 1 + -  s a i
= U O - ^ ^ e .
. -2- / i /= Ky +  Ota./1- a  +* OLi/UL,
and noting that the Jacobian of this transformation is 
given by
we
d s * d s ,
d ( s „ s j  = A z
i s , d-Sa1d / a a z
d  ls ( r„ )  | C os R - q  | i s ( f ^
2.
—  \[uO-u)] L os»E*Go u.li\ 2  6  clH-•S- 
= <2r r c (
® i ° /a.
y  ^  ]Cos(^V*l?D d t
&. (2.15)
'ix.
where the integral over cL^ has been performed in the 
last step. We now have an expression for a ls-ls type 
integral. Description of a technique for obtaining 
integrals involving higher symmetries appears in Appendix
A.
The three-center integral over all space has now been 
reduced to a one-dimensional integral over the interval 
from zero to one. The integral can be evaluated numeri­
cally. The numerical integration is quite time-consuming 
due to the fact that a new integral must be calculated 
for each term in the Fourier series, that is for each 
reciprocal lattice vector, until convergence is achieved. 
In this sense, GTO's are better, since analytic ex­
pressions may be derived for all integrals.
We can now consider the case for GTO's which are of
fl_/ -oir̂the form r  <® , where 1 is the symmetry type
(s, p, d, ...). The radial function written in terms of
GTO's is
R; 4(r1 =
^ 3s, eh ft . -
C a i - Q U
£-1 ' ° ^ r  r  e
a.
The constants, 0 ( 7 4 and Cjnfl. (page 1 1 ) , are chosen 
by techniques similar to those used for choosing the 
constants for STO's.’̂ ’"^
As in the case for STO's, higher symmetry matrix 
elements may be obtained from ls-ls type matrix elements
by a simple differentiation technique described in 
Appendix A. We again consider only an integral from 
ls-ls type matrix elements, writing
e ”CosR,-te iBd5r
-Knq+ola*£)/] »-• _  J3e cL r.
Using the technique of Gaussian transformation from equa­
tion (2 .1 1 ), we have
r 4 |
' X Cos {?,/£ i  r ̂
where and are defined as in equation (2 .1 1 ).
Writing * *«» , we perform the integration as in
equation (2 .1 2 ), getting
^  Coshi'rio. (2*16)
At this point it is clear that integrals involving 
GTO's lend themselves more readily to calculation due to 
the analytic expressions which are easily obtained. The 
band calcualtion for LiF was carried out using first STO's 
and then GTO's. Both calculations are discussed in detail 
in Chapter 3.
B. The Potential
It is pertinent in a discussion of the starting 
potential to consider the structure of the LiF crystal.
LiF has a sodium chloride-type lattice, face-centered 
cubic with a basis of two atoms per unit cell. The primi­
tive cell of the direct lattice is defined by the primitive 
translation vectors & j = - + J) » O-a.̂  + ) '
and Q-3= ;jHk + '0 , where 2 , J , and V. are the unit 
vectors along the x, y, and z axes respectively, and 
& = 4 . 0 1 7 3 A ,  the lattice constant. For calculational 
purposes, the two basis atoms were oriented with Li at 
the origin and F at Rs= ‘̂'(pL,+-5.a+rL3) in the unit cell. 
Reciprocal lattice vectors are given by 
= + , and l/3~ 4 r( 1 -j
The potential consisted of a superposition of ionic 
potentials plus the exchange potential,
V(r) = 2L (f-RJ) +  2 . V  +* V *  (r)
( 2 . 1 7 )
where is an ionic potential centered on a
Lithium site at and VF(r-R>*) is an ionic poten­
tial centered on the Fluorine ion at site (f)
is the exchange potential.
We are interested now in the Fourier series expansion 
of V(r) , given by
V(H = 21 V
Kh
where the sum is over reciprocal lattice vectors. The 
Fourier coefficients are given by
K -  I f  - ^ V r  ,3
v  o t )  =  m : \ y i n  e  cL r
“A/ft0) Z \V ,(f-6 )6 cPr +ZW(r-R»te ir*f Wa(r)e iV  i (2*18)
where il0 is the volume of the unit cell, N is the 
number of unit cells, and the Fourier coefficients 
have been separated into a sum of the Coulomb Fourier 
coefficients and the exchange Fourier coefficients. We 
first direct our attention to \4 Ĉ p) . Letting 
r =■ r + in the first integral and r- = r + In?,/
in the second integral,
^  -ziV&'f -zK^*r 3 |
4-2, e  y F(r)e d r | .
(2.19)
Because of the periodicity of the lattice and the relative 
positions of Li and F in the unit cell,
Then,
Vc (K̂) = n3 . 6 ) V^r) e ol r
- ^ ( R r R X  -iIV? ,3 ,
+■2.* e )VF(f)e d r
! _  -iifc&rr -?iv? & • & {  -zP^r3 /
A/ii„zle \\4;(r)e -re  W (f)e drf.
Now, since is the reciprocal lattice vector which 
be written in general as
Kr  = n j t j  -f n * L  + n 3 b3
it follows that, first,
K^'^S = 1T («,+ n i + yi3) ,
and second,
H e  =  My
We can now write (2.20) as




Each of the ionic potentials contains a nuclear term 
and an electronic term,
where Z  is the atomic number and is a charge distri-
obution. The factor of 2 is e , yielding energy in Ryd- 
bergs. The charge distribution is given within the frame­
work of the Hartree-Fock-Slater approximation by a sum of 
the absolute squares of the occupied states,
The Q.i are the occupation numbers; the .Z refer to the 
state, Is, 2s, 2p, .... Explicitly, the Fourier coeffi­
cients of Lithium (Z=3) are
\ £ W -
22
Now,
rA V  . 7s
- £_____  J3 - 3 % ., p  ' (2.25)
whence equation (2.24) can be simplified,
=  3 § f  ^  ? L^  e
Integrating over the angles,
W  = ^  + \  ^ S i n  i n
The charge density is spherically averaged; that is
f « ) =  I I l ‘£<i<| R . / =  w Z ^ I f y *
where Rj is the radial part of the wave function for 
the state of i symmetry. For the Li atom,




\ £ ( & ) -  SETR* ( 2 ' 26>
where
-fr (r^) =■ c2| Pls| + )£J .
Similarly for F r
where
(2.27)
' ^'(ni = 2 | P W | +  2 -1 & . 1  +' 5 ~IR>pI.
It is not clear that equations (2.26) and (2.27) are 
valid for K=0, hence expressions for VuLd) and
must be obtained by a limiting process. Expanding the 
sine O^r;) in a Taylor series expansion about 0,
Oiny
S i n t k ^ n )  - " — § / " "  +
and substituting into (2.26),
Vu Lo) = iim \IL. ( £ p
CO
, f  , ?1T f n . f .
”  +  SZTfS ) h  W  L ty -II
r
( & g )'
— Ilwx ‘}<£r* 0
CD
_a*\ir % 1f { n a i 
3 2 ^ 3 ?  + s u ? \ y t , . ( . r ; ) r ; d . r ;
r M  i
where
CO
Pl i ( n ' ) ' 7 a ^ r ; =  = 3 -
Here the cancellation of the singularities has been shown 
for V ^ O )  , assuming that represents an atom.
For the case of representing an ion, both
and v; (o) can be considered together in the limiting 
process, in which case cancellation occurs for the sum. 
Deleting higher order terms and taking the limit
a>




V > )  = <2-29>
O
Having obtained Fourier coefficients of the Coulomb
part of the potential, we can now consider \4 *(r) , the
exchange potential. The Hartree-Fock-Slater approxima- 
36tion proposes that the exchange potential in an electron 
system with charge density (equation 2.23) should
be the same as in a free electron gas of the same density,
that is,
(2.30)
With the adjustable parameter l) , the approxi­
mation is called the AoC. approximation.
As for %t?) , we are interested in the Fourier
coefficients of Vex Cr) , that is, the last integral in
equation (2.18). Treating the exchange Fourier coeffi-
In the spherical approximation the charge density was 
found at selected points within spheres centered about the 
Li ion and about the F ion, the radius, Co , of each 
sphere being half the nearest neighbor distance. The 
points were chosen so that a 96-point Gaussian formula 
for integration could be employed in calculating the 
Fourier coefficients. The cube root of the total charge 
density was computed along three independent axes and the 
results were averaged. The Fourier coefficients were 
then calculated by numerical integration.
cients in a similar fashion to , we have
w*,pN -as\n°L-<2<|TTo<! rir. (2.31)
C. Self-Consistency
Though self-consistent energy band theory has not
progressed as far as self-consistent atomic field theory,
a few efforts have been directed toward obtaining energy
bands self-consistently. The major efforts have involved
37 38the orthogonalized plane wave (OPW) method, ' the local
39orbital method, and the augmented plane wave (APW) 
method. 4 0
The muffin-tin potential employed in APW calculations 
necessitates two methods of treating the charge in the two 
regions. Since the charge density moves around during 
iterative cycles of the self-consistent procedure, it is 
difficult to arrive at a stable result; this result would 
be self-consistent only within the muffin-tin potential 
constraint.
In the case of self-consistent OPW calculations, a
division is made between core and valence states,
necessitating separate iterative procedures.
The method developed in detail here was proposed by 
2Callaway and Fry for the purpose of computing self- 
consistent energy bands within the framework of the LCAO 
method. Essentially it is a method for achieving self- 
consistency without computing LCAO integrals at each 
iteration.
A self-consistent calculation seeks to produce a 
new potential and new wave functions which better re­
present the state of the solid than the potential and wave 
functions which were used in the original band calculation.
A self-consistent calculation, then, begins with a 
set of energy bands, , and Bloch functions, * ^ l(k>r?) t
which have been obtained by solving the secular deter­
minant (equation 2 .1 ) resulting from some assumed potential 
and set of wave functions. The Bloch functions are
^  (k,f) = Lani , <2-32)
where the (equation 2 .0 ) are linear combinations
of atomic orbitals and the O^ni are coefficients deter­
mined by the diagonalization process. From the new Bloch 
functions ^Ck.r) , a new charge density can
obtained. Since our potential is in terms of a Fourier 
series expansion we need only calculate the new Fourier 
coefficients to have a new potential. For the
Fourier coefficients of the Coulomb potential are related
41to the Fourier coefficients of the total charge density,
r-
The Fourier coefficients of the electronic charge 




where the sum is over the occupied k states. Substituting 
2.0, 2.32, and 2.34 into 2.33 and converting the sum over 
k to an integral,
=  s i r ?  £  A .  ( 2 - 35)




Brillouin zone in which band n is occupied. S>7j
S^(.k,P^')=2 1 e  yjLiCr)e u^lf-fo^dr. <2-36>
The integrals appearing here are those which are required 
in the computation of the matrix elements Vj of the 
potential. From equations (2.5) and (2.7)
V / i j (X) - 2d. e  ~^U*Lf)e ^ u ^ r -R ^ t f r  ( 2 _ 3 ? )  
rtf,-
If a fixed set of basis functions is used, the matrix
celements need be computed only once.
The Fourier coefficient of the potential for R=0 
must be determined by a limiting process,
^ ~ <8 T( Lim ~j
m
a
The Li ŷIq may be brought into the expression for ̂  ' w .
resulting in
i l^*r
I' &Livn  j j2
which is easily evaluated by L'Hospital's rule, yielding
C  (a)
v%) = ^ L \ a «  (m) <2-38>
where
Sij\k) = £  r 1 u.j(f-£)d?r. (2-39)
Equipped with an easy method of iterating the Coulomb 
potential, we now find it necessary to examine the ex­
change potential.
In the Slater " X.oC " approximation the exchange 
potential is proportional to [^Cr)]^ . Assuming that
the changes in Fourier coefficients are small from one
iteration to the next, we let 3 be the cube root
of the charge density for the (Z + l) ^  iteration and
be the same quantity at the i ̂  iteration,
and write
r -î r V/s[ ( ^ ]  = + Atrt
is expanded in a Fourier series
A -s V 1 K *i Km-’ rA(fO - 21A OV) e ,
hi* ’
from which we obtain the Fourier transform of the change 
in charge density, A  , by expansion:
Z 218A  -- \ ( W  - f .W
^  j  ^(2 .40)
-  4
where only second order terms have been retained. H e  is 
the number of electrons per unit cell. may be
obtained by observing that for normalized Bloch functions
r t
for each iteration, consequently,
(2
The details of applying the method outlined above 
are discussed in Chapter 3.
.41)
Chapter III. DETAILS OF THE CALCULATION
The calculation of self-consistent LiF energy bands, 
from the choice of a basis set to the final bands, divide 
naturally into three parts: first, attainment and failure
of first iteration bands from STO's; second, the change 
to GTO's; and third, the self-consistent calculation. The 
following discussion reflects this division and will follow 
the order in which the three parts of the calculation 
occurred.
A. Energy Bands from a Slater Type Orbital Basis
As indicated in Chapter 2, STO's were chosen as a 
basis set for the atomic wave functions l^(f) from the
Bloch sum (equation 2.0). Atomic wave functions for the
Is and 2s states for Li and the Is, 2s, and 2p states for
F as well as the excited 2p states of Li were included in
the calculation. Expansion coefficients C-jna and
exponential factors 0 ^  for the linear combination of
42STO's were taken from Clementi. The same constants for
the 2p excited states of Li were calculated using a pro-
43gram developed by Clementi, et al. These constants 
appear in Table I.
Equipped with wave functions we were able to consider 
the Hamiltonian and overlap matrix elements. Is, 2s, 2px, 
2py, and 2pz Bloch functions for both Li and F formed a
32
10 x 10 Hamiltonian matrix as well as a 10 x 10 overlap 
matrix. The Hamiltonian matrix was labeled as follows:
Li F  Lt F
H ss H sp
H p H />r
The matrix was Hermitian and imaginary, but a unitary 
transformation leaves the eigenvalues unaltered allowing 
the matrix to be written as a real symmetrix matrix,
ss
that is, only the upper triangle of the matrix need be 
calculated.
Before the integrals involved in Hjj could be 
evaluated it was necessary to calculate the Fourier 
coefficients of the potential. The technique for cal­
culating the coefficients was described in
Chapter 2. When STO's are used, analytic expressions
exist for the integrals in equations 2.26, 2.27, 2.28, 
and 2.29. From these analytic expressions \Ja 
and \/F were calculated and summed according to
equation 2.21. Fourier coefficients v£k (i? ^  and 
V e U & )  along with were calculated for over
50,000 stars of K|* . As a test of our Fourier co­
efficients, \̂ (r) and Vex( 0  were calculated both 
directly and by summing the Fourier series expansion for 
each. The expansion for \4tr> showed very slow
convergence properties.
Preceding a discussion of the actual calculation of 
the integrals involved in hijj and O 7J , it is worth­
while to consider the different types of convergence 
sought in the first iteration band calculation. Two types 
of convergence observed directly in the integral calcu­
lations involved convergence of the sum in the reciprocal 
lattice (Fourier series) and convergence of the direct 
lattice sum, that is, the Bloch sum of equation 2.0. As 
noted earlier, convergence of the Fourier series expansion 
for the potential was not rapid; however, convergence was 
accelerated by the inclusion of the potential in the 
integral expressions, that is, convergence of the potential 
integrals (equation 2.8). For STO's this accelerated 
convergence was still not adequate, as will be apparent 
in a later discussion. Convergence in the direct lattice 
was never a problem and was obtained with far fewer terms
than for the reciprocal lattice.
It was necessary to calculate integrals for 55 matrix 
elements for both M 7’j and O-jj , 45 off-diagonal
elements and 10 diagonal elements. Ten computer pro­
grams calculated the 55 different types of integrals, 
for example a Li-Li, S-S program calculated Coulomb 
potential, exchange potential, kinetic energy, and overlap 
integrals for the three type of matrix elements
H1s-2s' H2s-2s and similarly for Oij • Kinetic energy 
and overlap integrals (equations 2.4 and 2.6) were calcu­
lated according to an algorithm developed by Klimenko 
44and Dyatkina. Subroutines from these algorithms are
45due to Roney, et al.
The three-center potential (Coulomb and exchange) 
integrals required more careful consideration. Calcula­
tions were done with Li on site A (the origin) and F on 
site B defined by (Page 18). Since the crystal poten­
tial was constructed from a superposition of ionic 
potentials, the site at which it was centered was 
arbitrary, provided it had the same symmetry as the origin, 
a Lithium site. Then site C, the lattice site of the 
potential, was taken to be the origin. For calculational 
purposes, it was sometimes convenient to place F at the 
origin. This was accomplished by translating by 
After extensive testing of integration grids (20 points 
to 1 0 ,0 0 0 ) points, the integrals were done by evaluating
orbital integrals (equation 2.15) using a 96-point 
Gaussian integration formula. This was done for each 
term in the Fourier series sum. The total number of 
terms in the sum was reduced considerably by the following 
technique. The angular dependence of the Fourier series 
sum is in the factor C o s  . Holding the magnitudes
where the sum is over all positive and negative values of 
the components of Kja. • The factor of 8 becomes 4, 2,
Our Fourier series need only contain those reciprocal 
lattice vectors which have all components positive. For 
integrals containing only s type symmetries, there was no 
angular dependence; hence the number of sums from each 
star was reduced to 1 .
Integral values were obtained for each direct lattice 
vector with the sum over the reciprocal lattice already 
carried out. Convergence in the direct lattice was con­
sidered adequate when the largest integral was smaller 
than . 0 0 1  Rydberg.
With good convergence in the direct lattice, but 
poor convergence in the reciprocal lattice, the first
ry^ , and ry* fixed, we find that for a 
K/u. vector
Z  Cos (njjiy £x+ ^ * 0  “ 2C o s C o s - k ^ Cj>s kfck.
or 1 for containing 1, 2, or 3 zeroes respectively.
energy bands were attempted. The secular equation was 
solved using standard matrix diagonalization techniques. 
Since LCAO matrices are small, it was not necessary to 
block diagonalize the matrix at symmetry points.
For the first efforts at calculating energy bands, 
reciprocal lattice sums for the Coulomb and exchange 
integrals were stopped at 28 unique stars in the recipro­
cal lattice. These first bands are shown in Figure 1, the 
dashed curves. Attempts to improve these bands by adding 
more terms to the reciprocal lattice stun were somewhat 
encouraging. The point began to move down and the
Q  point began to move up. The oscillations along 
the A  axis showed signs of smoothing out. The bands 
appeared to be most sensitive to SP-type integrals. Bands 
shown by the solid curves were obtained from integrals 
summed to 800 stars in the reciprocal lattice. Clearly 
the bands were not converged with regard to the reciprocal 
lattice sum.
It was at this point that the use of STO's was 
abandoned due to the large amount of computer time 
necessary to compute STO-type integrals.
B. Energy Bands From a GTO Basis
The Bloch sum was formed with GTO's obtained from
33Huzinaga and Sakai. The coefficients and exponent 
factors appear in Table II. Analytic expressions were 
obtained not only for the potential integrals (equation 
2.16) involved in H-jj but also for the kinetic energy 
and overlap integrals (See Appendix A) . The speed of 
calculation of all types of integrals was increased, but 
most dramatically for the potential integrals.
Convergence in the direct lattice was not affected 
by the change of basis. The same criterion was chosen 
for GTO's as for STO's. Table III shows the number of 
terms included in the Bloch sum for each of the 10 basic 
types of integrals. The reciprocal lattice convergence 
was worse, but several orders of magnitude more terms 
could be included in the sum in less time than for inte­
grals involving STO's. Reciprocal lattice sums were 
carried out for each basis type of integral until changes 
of less than .001 Rydberg were occurring with the addition 
of at least 500 terms in the sum. Further convergence 
for isolated cases was carried out as necessary for 
convergence of the bands. Table IV exhibits reciprocal 
lattice convergence properties for various integrals, 
showing also the extent to which some of the integrals 
were summed. Table V compares the unconverged STO
integrals with the converged GTO integrals. The large 
discrepancies between some integrals are probably due 
to the change in wave functions as well as to the improved 
convergence. Final integral values are shown for a 
variety of symmetry types in Table VI, tabulated for 
different lattice vectors, showing convergence properties 
in the direct lattice.
Figure 2 shows the energy bands resulting from the 
converged GTO integrals. Three sets of bands are shown 
corresponding to three different values of the " X 0*- " 
exchange parameter: cL- 1 , c L-”/3 , and oL-3Af . These 
three are the Slater approximation, the Kohn-Sham-Gaspar 
approximation, and a fit to the experimental band gap, 
respectively. The highest valence band, mainly F-2p, and 
the lowest conduction band, Li-2s/2p, are shown. The 
minimum gap appears at P  , where the lowest conduction 
band is s-like. At X and L, this band is p-like.
C. The Self-Consistent Calculation
Once the first iteration bands were determined, work 
on achieving self-consistency began. Subsequent itera­
tions involved band calculations with corrected Hamiltonian 
matrix elements. The corrections were based on new 
potential coefficients from the previous iteration. The 
corrections were simply added in the following fashion:
summed to great distances in the reciprocal lattice for
where the implies the change in the Fourier coeffi
cients. is the starting Hamiltonian,
For the purposes of subsequent iterations, Tj and
Vi were stored when the initial bands were calcu­
lated. Each was a 10 x 10 matrix for 89 K points in 
1/48t h  of the Brillouin zone. V U £> contained integrals
 _________    / L/'l____  _ 1 ______   JS _ i _____...4 1.V
The integrals involved in
analytic form, evaluated, and stored along with T5j f 
V-? j , and Oil in a 10 x 10 x 89 array. The quantity
< d it n   ̂ 0
°  ij requires more careful consideration.
The basis integrals appearing in S-jj I k ;
(equation 2.36) were calculated and stored for 100 stars 
of K/ul , although as pointed out earlier, they were 
stored in an order favoring, first, a sum over the 
reciprocal lattice, and last, a sum over the direct 
lattice. For computing a direct lattice sum
was called for, as was subsequent storage o f a l O x l O x  
89 x 100 array for the purposes of computing the new 
\  (AV') for the first 1 0 0  stars of It was
necessary to rearrange the storage of the basis integrals, 
which was no easy task considering the size of the array. 
Once the basis integrals were stored p r o p e r l y ,  Ckj 
was calculated by performing the prescribed sum over the 
direct lattice. was stored in a 10 x 10 x 89
x 100 array, for 89 points in 1/48 of the Brillouin zone 
and for 100 reciprocal lattice stars. It is only necessary 
to consider for points in 1/48 of the zone for the
purposes of integration in equation (2.35). This is true 
only if the sum over i and J is performed along with
* " ^  ^  \the integration over the Brillouin zone, since
does not transofrm like .
The utility of equation (2.35) relies on the 
assumption that most changes in the potential occur in
the first few Fourier coefficients. In addition, equation 
(2.40) is useful only if the changes are small enough so 
that higher terms in the series are negligible. Both of 
these conditions will be satisfied if the starting 
potential is well chosen. This was true for LiF as is 
clarified by Tables VII, and VIII which show the correc­
tions to the Fourier coefficients as self-consistency 
proceeded. For large T V  , nuclear contributions 
(which remain fixed during all iterations) dominated the 
potential. Changes in the electronic Coulomb potential 
were caused primarily by the rearrangement of valence 
charges, so that important changes in the Fourier coeffi­
cients occurred only for the first few stars of K ja. .
In fact, it was only necessary to retain 25 stars of Kjjl 
in the array, as changes in Fourier coefficients involving 
stars 26 to 1 0 0  were negligible.
could be computed. Evaluation of a volume integral in 
1/48 of the zone was necessary (equation 2.35). Normally, 
this integration is replaced by a weighted sum over a few
general points in the zone, the validity of representing 
the volume by a few symmetry points was checked by
point integration schemes. The results indicated that six 
symmetry points do not adequately represent volume
With
symmetry points, Due to the ease of calculating
calculating using 6 -point, 2 0 -point, and 89-
integrals in the zone. More details are presented in 
Chapter 4.
With iterated Fourier coefficients calculated, sub­
sequent iterations could be performed. The speed with 
which self-consistency could be obtained was accelerated 
by taking an average of the recomputed Fourier coeffi­
cients for the and ^  iterations as follows:
\̂+J (R̂) = % V-i +■ V OU
The convergence factor could be adjusted from 0 to 1 as 
was necessary. It was found for calculations involving 
a small number of points in the zone that x=.25 gave 
faster self-consistent results. Convergence of iterations 
was faster for an 89-point calculation if x=.75. An 
example of using an inadequate x value is shown in Table 
VIII. Here x=.25 was used for an 89-point calculation, 
showing adequate convergence after 7 iterations. Similar 
accuracy was achieved in 3 steps using x=.75.
Table VIII shows convergence properties of Coulomb 
potential coefficients, the Fluorine 2p valence band 
maximum, [~if , and the fundamental energy gap for a 
typical calculation. Corrections to the atomic super­
position potential are shown for reciprocal lattice stars 
numbered 2, 3, and 25. Clearly the last has no contri­
bution, indicating the validity of our assumption that
only the first terms in the Fourier series change with 
self-consistency.
Chapter IV. RESULTS
Even before carefully evaluating the energy band 
structure obtained in this calculation, we can make 
certain observations about the nature of a LiF crystal. 
Table III indicates how far the Bloch sums had to be 
carried to achieve convergence. Certain integrals indi­
cate that interactions with particles as far away as 75 
like neighbors contributed to the band-like behavior of 
the electron. Then, in order for at least one electron to 
see all of the properties of a crystal, there must be at 
least 4600 atoms. As more atoms are added to the crystal, 
more electrons see a periodic potential and exhibit 
band-like behavior. In order for the collection of atoms 
to behave like a perfect crystal, the number of band-like 
electrons must greatly outnumber the surface electrons.
If A N  is the number of atoms within 75 nearest like 
neighbors of the surface, and N is the number of atoms in 
the crystal, then for A/^/ «  1 perfect crystal-like
behavior would result. A N / W  =  » 1 represents a thin
ofilm of approximately 900 A thickness. Experimental 
work investigating the crystalline properties of a solid 
material is often carried out using thin films with much 
smaller dimensions.
The first self-consistent bands were calculated for 
six points in the irreducible portion of the zone, the
45
points being P  , A  , X  t 2L » W  # and L , where A  and 
21 were at the midpoints of the A  and SI axes 
respectively. The computation was then repeated for 89 
uniformly spaced points in the zone in order to obtain a 
more complete band structure. The results obtained were 
startling in that the 6 -point grid and 89-point grid 
prpduced bands which disagreed sharply. Figure 3 compares 
the two self-consistent bands with the first iteration 
bands (atomic superposition). The 6 -point valence band 
was raised by half a Rydberg, reducing the fundamental 
energy gap from 1.42 to .928. On the other hand, the 89- 
point bands produced smaller changes, raising the bands 
slightly, but increasing the energy gap to 1.50. In 
order to make a further check, self-consistent bands were 
calculated using a 20-point grid. The bands agreed to 
within .01 Rydberg with the 89-point results. These bands 
were too close to the 89-point bands to display clearly 
on Figure 3, so they are not shown. We must then conclude 
that the 6 -point grid is not adequate for evaluating the 
volume integral from equation (2.35). That is, the 6 - 
point grid produces a poor approximation to the crystal 
charge density. Furthermore, the 20- and 89-point grids 
indicate that a superposition of ionic potentials is a 
fairly good approximation to the self-consistent potential, 
at least for LiF. Table VII compares the different Fourier 
coefficients of the Coulomb potential. The first and
second rows show the nuclear and electronic contributions 
respectively, calculated from the starting potential. 
Self-consistent corrections for the 6 , 20, and 89-point 
grids are shown in the last four rows of the table. The 
6 -point corrections appear spurious, disagreeing both in 
sign and magnitude with the 20- and 89-point corrections. 
The A V g  , computed at the first iteration and the last
iteration, are rather close for the 89-point grid.
38Since previous reports have claimed accuracy with 
calculations using a 6 -point grid, further tests of the 
integration grid were made. For the calculations discussed 
thus far, the integration weight factors associated with 
each grid point were computed assuming that each point of 
the uniform grid occupied the same volume of k-space, the 
weights differing from point to point only because parts 
of the volume for some points fell outside of the irredu­
cible portion of the zone. These weights are referred to 
as the "equal volume" set of weights.
For a small, non-uniform grid, it is perhaps more 
reasonable to assign weights on the basis of the "nearest 
volume" assignment, in which the weight assigned to a 
point is proportional to the volume of the zone which is 
closer to it than any other grid point in the zone.
From weights given in Ref. 38, self-consistent 
energy bands were calculated using both 4- and 6 -point 
grids. Figure 4 shows the resulting energy bands compared
with the bands from the 89-point grid. Rows three and 
four of Table VII show self-consistent corrections to 
the potential (unprimed grid numbers). A comparison of 
energy gaps obtained from the different Calculations at 
each stage of self-consistency is shown in Table IX.
Although the energy bands for the 4- and 6 -point 
nearest volume grids differ in absolute energy, the funda­
mental gap obtained by each method differs by only a few 
millirydbergs, within the accuracy claimed in Ref. 38. 
However, the 4- and 6 -point nearest volume grid results 
are accurate to only a tenth of Rydberg when compared with 
the 89-point grid.
It is not surprising that the 4- and 6 -point grids 
are in such good agreement. First, they differ by only 
two points, and the two points added to obtain the 6 -point 
grid lie in the same plane as three of the points in the 
4-point grid. Thus both grids replace a volume integral 
by a sampling of points in one plane and one point above; 
furthermore, all six points are symmetry points.
The conclusion must be that previous self-consistent 
energy band calculations based on small samplings of the 
Brillouin zone have errors on the order of electron volts.
Before an analysis of the self-consistent energy 
band structure is made, it is interesting to consider the 
changes in the charge density which occurred with each 
iteration. Figure V shows the change in the charge
density which occurs when self-consistency has been 
achieved. The units of the vertical axis are such that, 
if the values shown are divided by (X , where CL is 
the lattice constant in atomic units, the negative of the 
change in electronic density is obtained. In other words, 
negative values indicate electron movement to that region; 
for instance thsre has been a net movement of electronic 
charge into the vicinity of the Li ions. The positive 
peaks near the F~ ions indicate a net motion of electronic 
charge away from that region. The major rearrangement 
occurs in the region of the f” ions; however, net change 
in charge is small. A volume integral over the region 
from 0 . 0  to the point at which the first zero occurs in 
the change in charge density (near .la) has been performed 
The net change was found to be .006e. Different results 
for charge transfer can be obtained depending on the
definition of the ionic radius. It is safe to conclude
— + that maximum charge transfer from the F ion to the Li
ion is less that .Ole. That is, according to this self-
consistent calculation, LiF can be described as ionic.
SCLCAO energy bands obtained using an "X©1- " exchange 
potential depend upon the choice of cL . A value of 
OC =3/4 gave agreement with the experimental band gap for 
the first iteration band calculation. The self-consistent 
procedure changed the energy gap, so it was necessary to 
choose an appropriate in advance in order for the self
consistent results to match the experimental gap. By 
the use of an accurate integration grid, the energy gap 
increases with self-consistency, as is shown in Figure
6 . Consequently there is no value of o(_ , in the accepted 
range, a/3 < cX ±  1 , which yields a gap of 1.0 Rydbergs.
Polarization corrections to the band energy levels
49of alkali-halides have been computed by Fowler, using.
50a static Mott-Littleton type approach. In this approxi­
mation valence bands are raised and conduction bands are 
lowered by constant amounts. For LiF, the constants 
computed by Fowler are 1.81 and 2.92 electron volts 
respectively. Adding 1.81 eV. to the valence bands and 
subtracting 2.92 eV. from the conduction bands is equiva­
lent to subtracting 4.73 eV. from the computed gap. When 
this was done and adjusted to obtain a fit to the experi­
mental gap, an (X =.87 was found to be suitable.
Figure 7 shows the complete band structure of LiF 
calculated self-consistently for 89 points in the zone and 
<X=.87. Eigenvalues for 6 symmetry points of the 89 
points are shown in Table X. Table XI lists the changes 
in the electronic and exchange Fourier coefficients during 
the last iteration for the first 25 vectors in the 
reciprocal lattice. Also listed are the starting ionic, 
electronic, and exchange Fourier coefficients.
Of the four previous investigations of the band 
structure of LiF, only the most recent calculation by
5Page and Hygh is comparable to the one presented here.
3 4The first two calculations ' gave incomplete band
structures. Kunz et al.^ with their MB method do not
evaluate three-center integrals, and they calculate
matrix elements in the first neighbor approximation. The
bands thus computed show a minimum gap, which is direct,
at the L point in the zone.
Since energy bands obtained by the SCLCAO method
agree well with the work of Page and Hygh, numerical
comparisons are considered here. Table XII compares
SCLCAO results with the APW work of Page and Hygh, as
14 51—53well as with various experimental data. ' Since
no d orbitals were included in the SCLCAO calculation, 
transitions to levels which allow d-mixing may not be 
accurate. No attempt was made to analyze the optical 
data, thus the assignments of experimental transitions 
are due to Page and Hygh. Self-consistent results in 
the table are headed S. C., while N. S. C. denotes the 
non-self-consistent results. S. C. P. indicates the self- 
consistent results with polarization corrections.
Considering the differences in the techniques and 
the potentials used, there is quite good agreement between 
the LCAO and APW results. For o<w=.75, the non-self- 
donsistent LCAO transitions agree closely with those of 
the APW method and with the experimental results.
SCLCAO energy bands with oC = .87 and polarization 
corrections added again show good agreement with the 
APW as well as with the experimental values.
Thus far, one might conclude that the non-self-
consistent LCAO method can produce the same results as a
SCLCAO calculation. Consideration of the photoemission
edge of LiF will show that such a conclusion would be
incorrect. The photoemission edge determines the top of
the valence band relative to the vacuum level. Experi-
53mental results of Duckett and Metzger indicate a value 
of 10-12 electron volts. The S. C. P. prediction of 
10.3 eV. is the only one which falls within the range.
Comparison with experimental data indicates that 
the SCLCAO method as applied to LiF obtains very good 
agreement with certain observed results. The LiF energy 
bands which were obtained are the first to match both the 
fundamental gap and photoemission data.
Since the SCLCAO method is an efficient, fast means 
of obtaining self-consistent bands at general points in 
the zone, it is clear that calculations on other materials 
would repay consideration.
As for LiF, an extension of this calculation to 
include d-bands would be useful, as would a consideration 
of optical properties of LiF based on the self-consistent 
wave functions bbtained here.
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s Cis C 2 s P
8.9165 47.65098 -10.76134 2.0519 3
14.7007 4.06615 - 0.90860 3.9288 1 0
3.2762 0.08928 14.11959 1.4496 0
8.0477 18.21120 -20.58307 0.9763 0




















































s Cls C2 s P C 2 p
37736.000 0 . 0 0 0 2 2 -.00005 102.40 0.00429
5867.0791 .00163 -.00038 23.794387 .03081
1332.4679 .00868 -.00204 7.4954590 .11892
369.85866 .03643 -.00850 2.7638713 .26964
117.12969 .12288 -.03075 1.0990575 .36225
40.302862 .30944 -.08318 .45135409 .33000







Integral Direct Lattice Neighbors
L(S)L(S) 75
L (P) L (P) 75
L (S) L (P) 75
F (S) F (S) 3
F(P)F(P) 10
F (S) F (P) 5
L (S) F (S) 30
L (P) F (P) 50











L (2s) F(2x) F (2s) L (2s) F (2s)
F(2z) F(2y) F(2x) L(2x) L(2z)
-1.460778 .011771 -.017384 -.222361 -.034388
-1.480798 .011768 -.017433 -.222439 -.034405
-1.489131
-1.498195

































[ntegral Vector Potential Exchange Kinetic
Energy
Overlap
0 0 0 1.143 .2742 -1.395 . 0 0 0 0
Li-Li 1 1 0 - .1712 - .0953 . 0 0 0 2 .0641
ls-2 s 0 0 2 - .0554 - .0312 - .0025 .0214
330 - .0004 - . 0 0 0 2 - . 0 0 0 1 . 0 0 0 2
0 0 0 - .7532 - .6764 .4177 1 . 0 0 0
Li—Li 1 1 0 - .2831 - .3325 - .0390 .5317
2 s-2 s 0 0 2 - .1784 - .1974 .0067 .3021
330 - .0070 - .0074 - .0016 . 0 1 1 1
0 0 0 - .6323 - .6695 .2819 1 . 0 0 0
Li-Li 1 1 0 - .1445 - .1480 - .0087 .2076
2 x-2 x 0 0 2 - .1849 - .1956 .0258 .2954
330 .0244 .0256 - . 0 0 0 2 - .0381
Li-Li 1 1 0 . 2 0 1 2 .2099 - .0814 - .3036
2 x-2 y 0 0 2 - .1849 - .1956 .0258 .2954
330 .0244 .0256 - . 0 0 0 2 - .0381
Li-Li 1 1 0 - .2113 - .2475 .0613 .3995
2 s-2 x 0 0 2 0 . 0 0 . 0 0 . 0 0 . 0
330 - .0170 - .0180 - . 0 0 2 0 .0269
0 0 0 -8.284 -2.585 8.195 1 . 0 0 0
F-F 1 1 0 - .0019 - .0026 - .0058 .0031
2 s-2 s 0 0 2 - . 0 0 0 1 - . 0 0 0 1 - . 0 0 0 2 . 0 0 0 1
330 — — — -
0 0 0 -5.621 -2.356 6.680 1 . 0 0 0F-F 1 1 0 .0079 .0091 .0019 - .0119
2 x-2 x 0 0 2 - . 0 0 0 1 - . 0 0 0 1 - .0003 . 0 0 0 2330 - — - -
F-F 1 1 0 .0118 .0134 .0046 - .0168
2 x-2 y 0 0 2 0 . 0 0 . 0 0 . 0 0 . 0330 — - - -
F-F 1 1 0 - .0076 - .0093 - .0078 .0091
2 s-2 x 0 0 2 0 . 0 0 . 0 0 . 0 0 . 0330 — — —
TABLE VI (Con't)
Integral Vector Potential Exchange Kinetic Overlap
Energy
Li-F 0 0 1 .9665 - .1213 .0029 .0218
2 s-ls 1 1 1 - .2614 - .0334 - .0005 .0059
331 * .0006 - . 0 0 0 1 - . 0 0 0 1 . 0 0 0 0
Li-F 0 0 1 — .2707 - .3110 .0367 .2160
2 s-2 s 1 1 1 mm .0785 - .0907 - .0038 .0673
331 — . 0 0 0 2 - . 0 0 0 2 - . 0 0 0 1 . 0 0 0 2
Li-F 0 0 1 .0957 - .1032 .0371 .1230
2 x-2 x 1 1 1 . 0 0 1 2 .0013 - .0049 - .0016



















K y: (0,0,0) (1,1,1) (2,0,0) (7,3,1]
V (Nuclear) - .67086 -1.00628 .03411
VjA.S.) -.67539 .08965 - .27142 .00037
AVe (4,S.C.) -.1837 .00367 - .00202 .00006
AVe (6,S.C.) .10195 .00346 - .00165 .00002
AVe (6;S.C.) .164 -.0298 .02344 .00002
AVe (20;S.C.) .2158 .00787 .00446 .00000
AVe (89;S.C.) .1909 .009 - .005 .00000
AVe (89;lst) .19937 .00532 - .00314 .00006
TABLE VIII
Iterations ri5 AV(1,1,1) AV(2,0,0) AV(7,3,1)
0 -1.2657 1.4224 .00266 -.00157 . 0 0 0 0 0
1 -1.0924 1.4504 .00450 -.00264 . 0 0 0 0 1
2 -1.1123 1.4689 .00577 -.00339 . 0 0 0 0 1
3 -1.1252 1.4812 .00667 -.00390 . 0 0 0 0 1
4 -1.1336 1.4895 .00730 -.00427 . 0 0 0 0 1
5 -1.1392 1.4952 .00775 -.00453 . 0 0 0 0 1
6 -1.1429 1.4990 .00807 -.00471 . 0 0 0 0 1











Eg(4) Eg(6 ) Eg(6 ') E g (20')
1.42240 1.42240 1.42240 1.42240
1.42673 1.42400 .84030 1.48884
1.43284 1.43003 .96828 1.49023
1.43398 1.43094 .90966 1.49207
1.43423 1.43114 .90503 1.49231



























































15 15 15 L1 1
■0.898 -0.898 -0.898 -2.314 -3.624 -49.292
A5 a5 Ax A1 Ax Ax
■0.912 -0.912 -0.934 -2.306 -3.623 -49.294
X5 X5 X4 “1 “1 “1 
■0.926 -0.926 -0.980 -2.290 -3.620 -49.292
4 3 *1 1 *1 1




















KU V.ion Vex Ve
000 o«o -0.67539 -0.64499
111 0.67086 0.08965 -0.54547
200 -1.00628 -0.27142 0.63788
220 -0.50314 -0.08263 0.23861
311 0.18296 -0.00124 -0.07182
222 -0.33543 -0.00985« 0.12834
400 -0.25157 0.00648 0.08142
331 0.10592 -0.01067 -0.02903
420 -0.20126 0.00014 0.05695
422 -0.16771 -0.01127 0.04251
511 0.07454 -0.00336 -0.01712
333 0.07454 -0.00336 -0.01712
440 -0.12579 -0.02336 0.02694
531 0.05750 0.00184 -0.01213
TABLE XI
AVei AVei+i AVexi AVexi+i
0.19840 0.19813 -0.00567 -0.00564
0.01363 0.01361 0.00479 0.00478
-0.00894 -0.00892 -0.00419 -0.00418
-0.00130 -0.00130 -0.00122 -0.00122
0.00039 0.00039 0.00050 0.00050
-0.00017 -0.00017 -0.00025 -0.00025
0.00025 0.00025 0.00046 0.00046
0.00005 0.00005 0.00010 0.00010
0.00023 0.00023 0.00054 0.00054
0.00020 0.00020 0.00056 0.00056
-0.00002 -0.00002 -0.00042 -0.00047
-0.00001 -0.00001 -0.00002 -0.00002
0.00014 0.00014 0.00053 0.00053
-0.00002 -0.00002 -0.00008 -0.00008
TABLE XI (Con't)
K y V.ion Vex Ve
600 -0.11181 -0.02206 0.02242
442 -0.11181 -0.02206 0.02242
620 -0.10063 -0.01753 0.01906
533 0.04680 0.00279 -0.00948
622 -0.09148 -0.01151 0.01648
444 -0.08386 -0.00547 0.01446
711 0.03946 0.00163 -0.00782
551 0.03946 0.00163 -0.00782
640 -0.07741 -0.00043 0.01283
642 -0.07188 0.00306 0.01150




0 . 0 0 0 1 1 0 . 0 0 0 1 1 0.00057 0.00058
0 . 0 0 0 1 1 0 . 0 0 0 1 1 0.00047 0.00047
0.00009 0.00009 0.00042 0.00042
-0 . 0 0 0 0 1 -0 . 0 0 0 0 1 -0.00003 -0.00003
0.00007 0.00007 0.00036 0.00036
0.00005 0.00005 0.00030 0.00030
0 . 0 0 0 0 0 0 . 0 0 0 0 0 -0 . 0 0 0 0 2 -0 . 0 0 0 0 2
0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 0 0 0 2 0 . 0 0 0 0 2
0.00004 0.00004 0.00025 0.00025
0.00003 0.00003 0 . 0 0 0 2 0 0 . 0 0 0 2 0
0 . 0 0 0 0 1 0 . 0 0 0 0 1 0.00008 0.00008
<
TABLE XII
N.S.C. S.C. S.C.P. N.S.C. Experimental
a = .  75 a-.'87 COi APW A 14 B 5 1 c5 2
13.7 18.4 13.7 13.6 <14 13.6 13.5
L r L 2 16.6 21.5 16.8 16.4 15.6 14.3 16.0
xr x4 18.7 2 2 . 8 18.1 18.5 17.8 17.4 18.0
L3+Ll 20.7 25.0 20.3 2 0 . 2 2 0 . 8 21.7 21.5
X5+Xl 25.9 28.1 23.4 22.9 23.9 23.0 -

















LiF BANDS FROM ATOMIC SUPERPOSITION
Eg = 1.08 Eg = .8 8



































SELF CONSISTENT LIF BANDS FOR a « l1.0
89 pt. ( Eq.Vol,
6pt.(N.Vol.)
— <»
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Integrals involving symmetries higher than Is can be 
obtained from the integral involving only Is type 
symmetries by a simple differentiation technique.
For STO's if 6  is some operator for which
( I s o y l d l l s C f a ) }  =  ^  e ' * ’ ’ "  0  £  d 3r
then,
C  - O i r t  A 1 3= Oe  dr.
Similarly,
<a.p*(r#)| 61 isC?V)> -
r /v -ôis= ̂ 6  O e  <d r.
Detailed discussions of this technique for STO's, along
with complete integral formulas through d symmetry, have
54been given by Norwood.
In the case of GTO's, we are considering
(isC r^ lol ls(ra)) = 0 e ^ 1"0 iV.
Then, for instance,
<, 2 ft CrO I 61 u (fBV) = 55, ̂ „ <( L«. (fi\! 6 \ Uio)
Similarly,
<ap,Crn)|6î (f̂ >- lsCî >
Detailed discussions of this technique for GTO's, along
with complete integral formulas through d symmetry, have










C PROGRAM FOR CALCULATING SELF-CONS I STENT ENERGY BANDS
C
C THIS PROGRAM SUMS SIJ OVER THE RECIPROCAL LATTICE
C AND COMPUTES EIGENVALUES AND EIGENVECTORS FOR A
C FACE-CENTERED CUBIC CRYSTAL.
C
C
REAL*8 H .0 V. XL* XI *T
DIMENSION SIJ< 25«55)•VK( 25),RK( 25) ,EK(89 .55>. 
10VRI89.55),T<55) .CON<620) .H(10 .10) .XL(10),X1( 10 . IQ ) . 
2VK0(620) .VXOC620),DK(25) ,NK(6) ,RSQ(89,55)
DIMENSION OV< 10 .10) • XR< 25).EVAL(10,10)
COMMON V M ( 20 0 )•VMO(800)•V*(200).I MAX•KKMAX 
COMMON IX(620)* IY(620) •IZ <620 )
C
C VK0= ZEROTH ITERATION COULOMB FOURIER COEFFICIENTS
C VX0= ZEROTH ITERATION EXCHANGE FOURIER COEFFICIENTS
C VK=CHANGE IN COULOMB FOURIER COEFFICIENTS FR3M
C ZEROTH TO I-TH ITERATION
C
C NITER = NUMBER OF ITERATIONS TO BE DONE
C IT s l TO PRINT ALL 89 POINTS IN THE ZONE. IF IT IS
C ANY OTHER NUMBER. ONLY THOSE POINTS WHICH ARE
C SPECIFIED BY THE NK{I) ARE PRINTED.
C IOU MAY BE ANY NUMBER




C FACT IS CONVERGENCE FACTOR. 0 IS LESS THAN OR EQUAL
C TO FACT WHICH IS LESS THAN OR EQUAL TO 1
C
FACT=•75 
NK ( 1 )=1 
NK<2)=5 
NK< 3)=9 
N K (4)=31 
N K (5)=35 
N K {6)=89 
I T ER — 1
KNMAX IS MAXIMUM NUMBER OF RECIPROCAL LATTICE VECTOR 




IM AX = 193
ACONST IS THE LATTICE CONSTANT IN ATOMIC UNITS
ACONST= 7.591743249
cC RtiAD VIJ AND VEXIJ
C
DO 370X 8Z = 1 i 89
RF AD(1*9) (EKUBZ.Il) ,11 = 1 ,55)
370 READ(1,9) (QVR(IBZ,I1) ,11=1,55)
C
C READ EKIJ (KINETIC ENERGY)
C
DO 375 IBZ=1.89 
DO 375 11=1,55
375 E K (IBZ,I 1 )=EK(IBZ.I 1)+Q*OVR<IBZ.I1 )
9 FORMAT!A A)
DO 376 IBZ=1* 89
READ(2.9) <OVR<IBZ,I 1) .11 = 1,55)
C
C READ OIJ AND RSQIJ (OVERLAP AND S2IJ)
C
DO 476 11=1,55 
476 EK(IBZ,I 1 )=EK(IBZ,I 1) + 0VR(IBZ,I1)




IY ( 1 ) = 0  
IZ(1)=0 
CO N( 1 ) = 1,
DO 380 IRLV=1.KNMAX 
R K (IRLV)=0•
VK ( I RL V ) =0*
XR(IRLV)=0*
C
C READ FOURIER COEFFICIENTS FROM LAST ITERATION
C DK IS CHANGE IN VKO FROM LAST ITERATION








C READ FOURIER COEFFICIENTS OF COULOMB AND EXCHANGE
C B. C. AND D ARE THE X. Y, AND Z COMPONENTS 0* THE
C RECIPROCAL LATTICE VECTORS*
C IOU=TOTAL NUMBER OF RECIPROCAL LATTICE VECTORS

























ASQ IS THE RECIPROCAL LATTICE VECTOR SQUARED IN A*U. 
4*PI**2=39*478418
ASQ=39. 4 7841 B*<B*B+C*C+D*D)/ACONST**2 
SUBTRACT OUT NUCLEAR TERMS
8*PI=25*132741
3 = CHARGE ON LITHIUM NUCLEUS, 9 = CHARGE ON 
FLOURINE NUCLEUS
IF(J *EQ. 1 )GQ TO 3712
VKOC J >=VKO( J)+25. 132741 *< 3. «-(-l* > **K*9. )/ASQ*4./ 
1ACONST**3







VM 0( 11 1 = VKO(J)
























THE FOLLOWING SET OF DO LOOPS ASSUMES THE 
COORDINATES OF X TO BE 2*PI/(ICOR*A) * (ICOR.O.P). 
ICOR MUST BE EVEN
THE FOLLOWING SET OF DO-LOOPS COVERS 89 POINTS IN 





















C REMOVE C FROM NEXT CARD WHEN USING LESS THAN 89
C POINTS IN THE BRILLOUIN ZONE
C NL =NK(NM)
C NKCNM) MUST THEN BE PROVIDED
C
C READ SIJ MATRIX
C
DO 300 IRLV=1•KNMAX
IF(NM #LT• 41 )READ(4 #9)(SIJ(IRLV*I1) ,11 = 1 ,55)
IF(NM.GE#41)READ(9*91(SIJ<IRLV.I 1) *11 = 1.55)
300 CONTINUE
DO 733 IR=1*10 




CALL WE IG{K X •K Y •KZ•ICOR * W T)




IF<NM#EQ#1#OR#NM# EQ#5# OR# NM.EQ#9# OR# NM# EQ.31#OR #NM# 
1EQ.35.0R.NM.EQ.B9#0R#IT#EQ#1>WRITE<6•222>XK.YK.ZK, 
2NM.WT




ZK =ZK* 3#14159265*2#/ICOR 
DO 327 I=i#10 
DO 327 J=l«10 
327 H(I•J)=0#
DO 390 KN=1•KNMAX 
DO 390 1=1.10 
DO 390 J = I .10 
IJ=I♦ <J*J-Jl/2










IF<NM«NE• 1 >G0 TO 121 
WRITE(6 * 221)
WRITE(6* 281)
281 FORMAT!45X,• ENERGY MATRIX*>
DO 466 L = 1 * J 




291 FORMAT!45X,• OVERLAP MATRIX*)
WRITE( 6 » 221)
DO456 L=1,J 





DO 7052 1=1,M 




C DMFSD AND DMTDS AND DIGEN ARE IBM SCIENTIFIC
C SUBROUTINE PROCEDURES
C
CALL DMF SD(T , M.A.IER)
IF(IER*NE*0) GO TO 7200 
CALL DMTDS(H* M, M,T,-i,IER>
IF(IER«NE*0) GO TO 7201 
CALL DMTDS(H, M, M,T,2,IER)
IF( IER*NE»0) GO TO 7202 
GO TO 7053 






7301 FORMAT!1X,* IER NE 0 IN MFSD* I
7302 FORMATC1X,* IER NE 0 IN MTDS. 1 ST RUN')
7303 FORMAT!IX,* IER NE 0 IN MTDS, 2 ST RUN*)







DO 7150 J = l.I
u = i * < i - n / 2-f j
715C T( IJ)=H(J.I )
CALL DIGEN(T •XI»M *0)
DO 7151 1=1.M 
IJ = I*(I-l)/2+I 
7151 XL ( I ) =T (.1 J )
DO 500 IR=1.M 
DO 500 JR=IR.M 
IJ =IR + (JR*JR-JR)/2 
OV <IR•JR)=OVR< NL »IJ)
500 OV<JR.IR)=OV(IR.JR)
DO 502 L = l,M 
QN =0*
DO 501 IR = 1 * M 
DO 501 JR=1.M 
50 1 QN =QN+X1(IR.L)*OV<IR.JR)*X1(JR.L)
DO 502 IR=1•M 
IF(ITER.GT.IO)GO TO 502 
IF(NM.NE*1)G0 TO 502 
EVAL(ITER.IR)=XLCIR)
502 XI<IR.L>=X1(IR.L>/SQRT(QN)
IF (NM.EQ. 1.OR.NM.EQ. 5* OR. NM. E Q. 9. OR. NM* F. Q. 3 1* OR# NM. 
1EQ.35.0R.NM.EQ.89.OR#IT.EQ*1)GO TO 123 
GO TO 122 
123 WRITE(6.221)
WRITE(6.371)









471 FORMAT C 4 5X.• EIGENVECTORS 1-10«)
WRITE(6.221)
DO 147 I=1.M 
147 WRITE(6.235)(XI(I•J ).J=1.MM)




CALL PINT!XI.SIJ.RSQ.DK.KNMAX.M.H,MN.WT•N L )
120 CONTINUE








II = 1 X(KN )**2+IY(KN)**2-MZ(KN) **2«-l 
DK(KN)=FACT*DK(KN)+(1*-FACT)*VM< I I )
378 CONTINUE
XINT COMPUTES VEX(KN) TO FIRST ORDER IN RHO(KN)
CALL XINTCDK,XR•VKO.CON.KNMAX.ACONST>
AT 0=VKO !1 I 
AT 1 = VK(1 )
CONVERT FROM RHO(K) TO V(K)
DK ( I )=-32*/3* *CON( 1 ) /ACONST**3*DK( 1 )/3UMW*3« 1 41 59 265 










IF(KN*EQ*1 )G0 TO 379




379 WRITE!6*100)IX!KN)#IY(KN) ,IZ!KN).ATQ.VXO!K N ),ATO.ATI 
1 »DK(KN)»RK< K N )•XR!K N )
100 FORMAT!IX 3I5.4X 7F10»5)
WRITE!6•223)
ITER = ITER+1 
REWIND 4 
REWIND 9




ITER = I TER— 1
DO 9998 1=1.ITER
WRITE16.235)IEVALCI,J ) .J=1»M)
9998 XL!I )=EVAL!I .4)—EVAL(1.5)
WRITE(6.221)
DO 9997 1=1.ITER 
9997 WRITE!6.235)XL!I)
DO 9996 IRLV=1.KNMAX 









REAL*8 H.X1DIMENSION XI (MM »MM)« SIJ< KNMAX.MN) ,RHO(KNMAX>,
1H< MM.MM) .RSQ(89.MN)
00 122 IRLV«1.KNMAX 
ERO=0.
DO 223 1=1,MM 




123 H(J.I )=H(I ,J)
C
C SUM OVER OCCUPIED EIGENSTATES WHICH ARE THE 5TH
C THROUGH 10TH FOR LIF
C
DO 122 IN=5.10 
DO 122 11=1.10 
DO 122 12=1.10 
122 ER0=ER0+X1<I 1.IN)*H(11.121*X1(12.IN)




IF ( L *GE* M ) GO TO 401 
KK =L 
L = M 
M = KK
401 IF (K *GE• M ) GO TO 402
KK=K 
K = L 
L=M 
M = KK
4C2 IF(K*GE*L)GO TO 403 
KK =K 
K = L 
L = KK 
40 3 RETURN 
END
SUBROUTINE WEIG(K A •KB•KC•KM.W)
COMPUTES LATTICE WEIGHTS
KN = 3*KM/2 
IF (KA) 1.1.2
1 W = *020833333 
GO TO 50
2 W = 1*
IF (KA-KM) 6.3.3
3 W = W**5 
KD = KA+KB+KC 
IF (KD-KN) 9.4,4








6 KO = KA+KB+KCIF (KD-KN) 9*7*7
7 W = W**5
9 IF (KC) 10*10*14
10 W a W**5
IF (KB) 11*11*12
11 W = W**25 
GO TO 50
12 IF (KA-KB) 13.13*50
13 W =W*.5 
GO TO 50
14 IF (KB-KC) 15*15*17
15 W=W*.5
IF (KA-KBI 16*16*50
16 W = W*.33333333 
GO TO 50
17 IF (KA-KB) 18.18.50




SUBROUTINE XINT(VK*R K •VKO.CON•KNMAX•ACONST) 
DIMENSION VK(1)*RK(1)*VK0(1)*CON(1)
COMMON VM(200).VMO(800)•VW(200)«I MAX.KKMAX 
COMMON I X (620)*IY(620) *IZ(620)
V0L=AC0NST**3/4*




DO 1 KN=2.KNMAX 











RHO=— 2* 9542354RH0 
1 R K (K N )=RHO
RK(1 )s -2*/9**C**1*6666666+DH*(-2*954235)
r e t u r n
END
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