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Abstract. In this paper we present a simulated annealing heuristic optimized by
a genetic algorithm for the numerical problem of finding roots of a real function.
In the simulated annealing method there is a function whose parameters can be
optimized. The use of good parameters in this method results in reduced execu-
tion time, improved performance and quality of results. A genetic algorithm was
used to find these optimal parameters for the simulated annealing heuristic.
Resumo. Neste artigo e´ apresentado um me´todo heurı´stico de arrefecimento
simulado (AS) otimizado por um algoritmo gene´tico (AG) para o problema
nume´rico de encontrar zeros de func¸o˜es reais. No me´todo de arrefecimento si-
mulado ha´ uma func¸a˜o cujos paraˆmetros podem ser otimizados. O uso de bons
paraˆmetros nesse me´todo resulta na reduc¸a˜o do tempo de execuc¸a˜o, melhora do
desempenho e da qualidade dos resultados. Para encontrar esses paraˆmetros
o´timos para o arrefecimento simulado utilizou-se um algoritmo gene´tico.
1. Introduc¸a˜o
Muitos problemas reais podem ser modelados matematicamente como um sistema de
equac¸o˜es na˜o lineares:
fi(x) = 0, i = 1, . . . n, x ∈ Rn.
Neste artigo, a dimensa˜o do problema citado anteriormente sera´ restringida a n =
1, ou seja,
f(x) = 0, x ∈ R, (1)
deste modo, a soluc¸a˜o sera´ x∗ tal que f(x∗).
Na literatura [Nocedal and Wright 2006, Franco 2006, Burden and Faires 2011,
Ruggiero and da Rocha Lopes 1996, Alfio Quarteroni and Saleri 2000], existem va´rios
me´todos determinı´sticos para solucionar o problema (1), mas a maioria desses me´todos
apresentam um bom desempenho sob algumas hipo´teses, como por exemplo, deve satis-
fazer ser contı´nua e suave. Apresentamos, neste artigo, um me´todo um me´todo heurı´stico,
que solucione o problema 1, independentemente de que f seja contı´nua ou suave. Este
me´todo e´ o arrefecimento simulado, ou simulated annealing em ingleˆs, uma te´cnica pro-
babilı´stica robusta. Para se obter um bom resultado na utilizac¸a˜o do arrefecimento simu-
lado deve-se escolher bons paraˆmetros de entrada, para isso utilizou-se de um algoritmo
gene´tico.
Este artigo esta´ organizado da seguinte forma: na Sec¸a˜o 2, e´ apresentado o me´todo
de arrefecimento simulado; na Sec¸a˜o 3, explicamos como foi desenvolvido o me´todo de
arrefecimento simulado via algoritmo gene´tico; na Sec¸a˜o 4, e´ dada uma breve explicac¸a˜o
de como os me´todos foram implementados; na Sec¸a˜o 5, sa˜o apresentados os resultados
obtidos.
2. Me´todo de Arrefecimento simulado
Nascido de noc¸o˜es termodinaˆmicas do comportamento de sistemas fı´sicos, o arrefeci-
mento simulado tomou como base a observac¸a˜o de que para se obter um sistema em seu
menor estado de entalpia deve-se primeiramente aumentar a energia do sistema, assim
garantindo que todas as mole´culas possam ultrapassar a barreira energe´tica das transic¸o˜es
de estado [Kirkpatrick et al. 1983]. Podemos pensar no arrefecimento simulado como
uma subida de encosta (hill-climbing) que tem possibilidade de seguir um caminho desfa-
vora´vel, sendo que a probabilidade de seguir tal caminho diminui exponencialmente com
o fim da quantidade de iterac¸o˜es (3), ou seja, a cada iterac¸a˜o do me´todo pega-se um vizi-
nho do ponto analisado e utiliza-se a func¸a˜o de probabilidade (2) para saber se tal ponto
deve ser aceito como ponto atual. A func¸a˜o probabilidade que utilizamos neste traba-
lho, assemelha-se a` distribuic¸a˜o de Gibbs, tambe´m conhecida como distribuic¸a˜o canoˆnica
[Sen and Stoffa 2013] e e´ definida como:
P (x) = e
xi−xi−1
T (2)
onde xi e´ a soluc¸a˜o da iterac¸a˜o corrente, xi−1 e´ a soluc¸a˜o da iterac¸a˜o anterior e T e´ a
temperatura.
A temperatura e´ definida como:
T = αT, α ∈ (0, 1). (3)
Na figura (1), podemos observar que quando a temperatura T diminui, a probabi-
lidade (P ) de aceitar uma soluc¸a˜o na˜o ta˜o boa tambe´m diminui. Como nosso problema e´
encontrar zeros de func¸o˜es reais, uma soluc¸a˜o na˜o boa x¯, e´ uma soluc¸a˜o onde f(x¯) 0.
O algoritmo completo do arrefecimento simulado pode ser visto a seguir:
function Arrefecimento Simulado(funcao,erro,resfriamento,Ti,maxit)
iteracoes← 0
atual← inicio
fa ← funcao(a)
while |fa| > erro and i do
1← 2
3. Escolha de paraˆmetros via algoritmo gene´tico
Para um bom funcionamento do me´todo de arrefecimento simulado e´ necessa´rio ajustar
seus paraˆmetros de forma que se tenha o comportamento desejado. Para isso, utilizamos
um algoritmo gene´tico que consiste em testar valores aleato´rios para a func¸a˜o (4):
fitness =
|r − rc| ∗∆x
it
, (4)
Figura 1. Func¸a˜o Probabilidade considerando T = 100 e T = 1.
onde rc e´ a raiz calculada, r e´ a raiz exata mais pro´xima de rc, ∆x e´ a variac¸a˜o entre os
extremos vistos pelo me´todo e it e´ o nu´mero de iterac¸o˜es.
A func¸a˜o fitness (4), tambe´m chamada de func¸a˜o de vitalidade, testa a eficieˆncia
dos indivı´duos (paraˆmetros). A heurı´stica de cruzamento desenvolvida neste trabalho
consiste em ordenar os indivı´duos em relac¸a˜o ao valor do fitness. O algoritmo gene´tico
implementado necessita das seguintes func¸o˜es:
• gera individuo: func¸a˜o que gera os indivı´duos de uma populac¸a˜o;
• cruzamento: seleciona os 10% dos indivı´duos melhores e piores para que haja
uma variac¸a˜o da populac¸a˜o.
A func¸a˜o de cruzamento normalmente e´ feita transformando os dados relevantes ao in-
divı´duo em uma cadeia de bits, e tais bits sa˜o tratados como cromossomos em um pro-
cesso ana´logo a` gametogeˆnese [Goldberg 1989], pore´m neste trabalho utilizou-se uma
implementac¸a˜o diferente. Os melhores indivı´duos tem chance de modificar os indivı´duos
de fitness me´dio, fazendo uma me´dia ponderada entre os valores dos indivı´duo, a variac¸a˜o
aleato´ria esta´ na probabilidade do cruzamento ocorrer e nos fatores que ponderam a me´dia
entre os indivı´duos. Os indivı´duos que possuem pior fitness sa˜o descartados, tendo seus
valores gerados novamente pela func¸a˜o de gerar indivı´duos.
A rotina com a implementac¸a˜o do algoritmo gene´tico e as func¸o˜es gera individuo
e cruzamento podem ser vistas logo a seguir:
function gera individuo(individuo&)
individuo.itmax ← random[0, 50000)
individuo.resfriamento← random[0, 1)
individuo.Ti ← random[0, 50000)
individuo.x0 ← random[0, 50)
function cruzamento(populacao, individuos[])
j ← 0,
limite = populacao size ∗ 0.3
for i← limite; i < populacao− limite; i← i+ 1 do
if random[0, 1) > 0.6 then
rnd← random[0, 1)
individuos[i]← individuos[i] ∗ rnd+ individuos[j] ∗ (1− rnd)
j ← j + 1
if j > limite then
j ← 0
for i← populacao− limit; i < limit; i← i+ 1 do
gera individuo(individuos[i])
function algoritmo genetico(populacao, geracoes)
individuo = individuos[populacao]
for i← 0; i < populacao; i← i+ 1 do
gera individuo(individuos[i])
gen n← 0
while gen n < geracoes do
for i← 0; i < populacao; i← i+ 1 do
set fitness(individuos[i])
Sort(individuos)
cruzamento(individuos, populacao)
4. Implementac¸a˜o do me´todo
O me´todo foi implementado em C++ devido a existeˆncia de bons geradores de nu´meros
aleato´rios na biblioteca padra˜o. Para utilizar o me´todo o usua´rio deve criar uma func¸a˜o
do tipo y = f(x), com entrada e saı´da double:
function fun(x)
return pow(x,−3) ∗ log(x)
e passar o enderec¸o dessa func¸a˜o para a chamada da func¸a˜o de arrefecimento simulado.
A func¸a˜o Arrefecimento Simulado retorna um ponteiro para estrutura do tipo f out,
que conte´m os valores: x, y, max x, min x, doubles que, respectivamente, representam o
melhor valor encontrado pelo anelamento, o valor de tal ponto na func¸a˜o, o maior valor
de x avaliado pelo me´todo, e o menor valor de x avaliado pelo me´todo. O paraˆmetro f out
tambe´m possui um inteiro it, que conte´m o nu´mero de iterac¸o˜es feitas pelo me´todo, e,
caso a flag string out esteja como verdadeira, s contera´ todos os pontos avaliados pelo
me´todo, na forma f(x), x; \n
5. Resultados Computacionais
O me´todo arrefecimento simulado foi aplicado nas seguintes func¸o˜es reais:
• f(x) = ln(x)
• f(x) = sen2(x) + cos(x)
• e
tan(x)
1 + x2
sen
(√
1− ln2(x)
)
Implementamos duas verso˜es do me´todo arrefecimento simulado, uma sem oti-
mizar os paraˆmetros e a outra otimizada por algoritmo gene´tico. As func¸o˜es reais uti-
lizadas nos testes foram aplicada nos me´todos determinı´sticos: Newton-Raphson e se-
cante para efeito comparativo. O me´todo de Newton-Raphson, para ter uma convergeˆncia
quadra´tica [Alfio Quarteroni and Saleri 2000] precisa de um ponto inicial para iniciar o
me´todo pro´ximo da raiz da func¸a˜o. O me´todo da secante tem uma convergeˆncia super-
linear [Ruggiero and da Rocha Lopes 1996] e precisamos de dois pontos iniciais. Am-
bos os me´todos tem a garantia de convergeˆncia para func¸o˜es contı´nuas e diferencia´veis
[Burden and Faires 2011].
Os gra´ficos foram gerados utilizando cada ponto escolhido pelo algoritmo, sendo
plotados em gra´ficos x× f(x) e x× nu´mero de iterac¸o˜es, para que possamos observar as
escolhas do algoritmo a cada iterac¸a˜o.
Na figura a seguir, temos o funcionamento do me´todo na func¸a˜o f(x) = ln(x).
Podemos observar que a versa˜o do algoritmo apo´s a escolha dos paraˆmetros pelo algo-
ritmo gene´tico foi bem mais eficiente.
Antes do GA Depois do GA
Figura 2. Comportamento do SA para a func¸a˜o f(x) = ln(x).
Tabela 1. Soluc¸a˜o final para a func¸a˜o f(x) = ln(x).
x y iterac¸o˜es
Antes do AG 0.999903 −9.70308e− 05 1843
Po´s do AG 1.00017 0.000166289 64
Para a func¸a˜o f(x) = ln(x), o me´todo convergiu com seis iterac¸o˜es para o me´todo
Newton-Raphson e na˜o houve convergeˆncia utilizando o me´todo da secante.
Os resultados a seguir, referem-se a func¸a˜o contı´nua f(x) = sen2(x) + cos(x),
com infinitas raı´zes. Para essa func¸a˜o, os me´todos determinı´sticos convergiram: o me´todo
de Newton-Raphson convergiu para a raiz x = −14, 80 com oito iterac¸o˜es e a secante
convergiu para x = 2, 23 com 5 iterac¸o˜es.
Antes do GA Depois do GA
Figura 3. Comportamento do SA para a func¸a˜o f(x) = sen2(x) + cos(x).
Tabela 2. Soluc¸a˜o final para a func¸a˜o f(x) = sen2(x) + cos(x).
x y iterac¸o˜es
Antes do AG 8.51982 0.000702022 1604
Apo´s o AG 4.0467 0.000969026 74
Os resultados a seguir referem-se a` func¸a˜o descontı´nua
etan(x)
1 + x2
sen
(√
1− ln2(x)
)
. Para essa func¸a˜o, os me´todos Newton-Raphson e da
secante na˜o convergiram.
Antes do GA Depois do GA
Figura 4. Comportamento do SA para a func¸a˜o
etan(x)
1 + x2
sen
(√
1− ln2(x)
)
.
Tabela 3. Soluc¸a˜o final para a func¸a˜o
etan(x)
1 + x2
sen
(√
1− ln2(x)
)
.
x y iterac¸o˜es
Antes do AG 1.57204 0 1604
Apo´s o AG 1.74458 0.000756225 26
6. Conclusa˜o
O me´todo de arrefecimento simulado e´ um bom me´todo explorato´rio, apesar do compor-
tamento mais aleato´rio no comec¸o, o mesmo convergiu para o melhor valor encontrado
ao final de seu funcionamento ate´ para os casos de func¸o˜es na˜o contı´nuas e na˜o suaves.
Podemos observar atrave´s dos resultados que ao otimizarmos os paraˆmetros do me´todo
de arrefecimento simulado por algoritmo gene´tico, houve uma reduc¸a˜o me´dia de apro-
ximadamente 96,77% do nu´mero de iterac¸o˜es. A vantagem do me´todo de arrefecimento
simulado e´ que ale´m de retornar resultados satisfato´rios, na˜o precisas de pontos inicias e
hipo´tese sobre a func¸a˜o que interviram na convergeˆncia.
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