E¢ cient growth often requires the integration of individuals from lower-performing groups, …rms, or societies into higher-performing ones. Such integration may be di¢ -cult without facilitating interventions or restrictions. We explore, using a laboratory experiment, the e¤ectiveness of two regularly-employed entry restrictions: entry quotas and entry exams. We use a coordination game with Pareto-ranked equilibria, in which we allow an e¢ ciently-coordinated group and an ine¢ ciently-coordinated one to arise endogenously. We then allow individuals to move from the low-performing group to the better one. We vary whether such movement is unrestricted, is limited to one entrant per period, or is subject to passing an entry exam. We …nd both kinds of restrictions improve the e¢ cient integration of entrants, but that there is no additional bene…t obtained by their combination. The restrictions lead both to improved behavior among entrants and to the maintenance of good behavior among incumbents in the high-performing group. JEL Codes: C72, C92, M12
Introduction
An important issue in the pursuit of large e¢ ciently-performing groups is how to incorporate new entrants. For example, a growing economy might need to rely on immigration to provide a suitable labor supply. Similarly, pro…table …rms often expand by integrating individuals through external hiring.
In most cases, the growing group is one that has previously performed well on some important dimension, such as productivity or pro…tability, leading to a desire to maintain such high performance while undergoing growth. Incumbents in the growing entity have a history of working well together, expecting high performance from one another, and
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z Deparment of Social & Decision Sciences, Carnegie Mellon University, Pittsburgh PA 15213, robertoweber@cmu.edu. obtaining e¢ cient coordination of their actions. Conversely, entrants are often from lowerperforming entities, such as poorer nations or less pro…table …rms, where expectations of others' behavior are lower and where the resulting behavior is either coordinated on less e¢ cient equilibria, or perhaps not coordinated at all. This creates an important concern: when incorporating entrants from low-peforming groups, how can growing entities maintain the high performance that has made them successful? This is particularly important in contexts with a high degree of action interdependence, where small numbers of deviations from the high behavioral standards previously obtained by the growing entity can lead to low performance. In order to grow successfully while incorporating new entrants, it must be that both new entrants adapt their behavior to the higher standards of the better-performing group and also that incumbents in the high-performing group maintain the good behavior that has previously led to success.
In this paper, we explore two common policies for facilitating the successful entry of individuals from lower-performing groups into ones that have historically performed more e¢ ciently. The …rst policy we examine is an entry quota, whereby the number of entrants in a given time period is regulated. For example, a country may limit the number of immigrants that are allowed entry in a given year, as the United States did with the 1924 Immigration Act. Similarly, a club may limit the number of new members it accepts. Or a …rm may explicitly target a slow-growth strategy as a way to maintain e¢ cient practices. The second policy is an entry exam, whereby individuals are required to demonstrate knowledge or skills prior to being granted entry. For example, countries set thresholds for granting entry to immigrants, such as su¢ ciently high professional or educational standing, or may implement naturalization exams as a requirement for citizenship. A club may require entrants to know about the club's history prior to entry. Finally, many …rms use pre-employment testing as a way of screening potential job applicants for desirable qualities.
We focus on a production context in which there is high action interdependence -using a "minimum-e¤ort"or "weak-link"coordination game, in which e¢ ciency (output) is determined by the lowest input by any group member. Thus, in order to perform well, a group needs all players to make high input choices, making it particularly di¢ cult to incorporate new entrants since e¢ ciency can be harmed if either any entrant or any incumbent selects lower input. Moreover, growth in such environments may be particularly di¢ cult because larger group sizes have a harder time obtaining e¢ cient coordination (see Van Huyck et al., 1990; Weber 2006) .
In a standard game of this sort there is some number N of players who each select from an ordered set of strategies x i 2 (1; : : : ; K) and produce some collective output that is an increasing function of the minimum choice among all the players. Players bene…t from higher output levels, but selecting higher strategies is costly -players only want to select a higher strategy if all other players do so as well. The set of pure-strategy Nash equilibria for the game consists of all outcomes in which players select the same strategy. The incentives are such that equilibria corresponding to higher e¤ort choices are more e¢ cient than those in which players make lower choices and the e¢ cient equilibrium corresponds to all players selecting strategy K. Our version of the game is augmented by including an element which leads to the group output being an increasing, concave function of the number of players in the group. Thus, holding the minimum choice in the group constant, output is greater when the group is larger. This creates a ceteris paribus e¢ ciency gain from having larger groups. It is still the case, though, that growth in the size of the group decreases earnings if it leads to coordination on a lower-output equilibrium.
In our experiment, we divide each group into two endogenously-determined subgroups -one "high-performing" small subgroup and one "low -performing" large subgroup. Our procedure reliably creates small, e¢ ciently-coordinated subgroups and large subgroups coordinated on ine¢ cient levels of output. Earnings in the small groups are higher.
We then allow participants from the Low subgroup to voluntarily move to the High subgroup. Given our payo¤ structure, such movement can lead to a Pareto improvement whereby both incumbents in the High subgroup and entrants from the Low subgroup can earn higher payo¤s. But this improvement is only realized if entry does not lead to lower output levels.
We consider four treatments, corresponding to varying degrees of entry regulation. In a Baseline treatment, we impose no restrictions, allowing anyone who wants to move to do so. In a Quota treatment, only one participant is allowed to move per period, with multiple requests accepted or declined by a random lottery. In a Quiz treatment, there is no limit on the number of entrants, but all entrants must successfully complete a short quiz demonstrating both the ability to calculate game payo¤s and knowledge of historical outcomes in the High subgroup. Finally, in a Combined treatment, both restrictions are simultaneously in place.
Our goal is to explore the extent to which the above two restrictions are e¤ective at obtaining successful entry by individuals from a low-performing group into a higher-performing one. We include the combined treatment to determine the extent to which there are bene…ts from employing multiple policies simultaneously.
Previous research in economics, organizations, and sociology explores the determinants of successful assimilation of new entrants into entities such as countries, …rms, or work teams (Borjas, 1995; Cable and Judge, 1996; Card, 2005; Chatman and Flynn, 2001; Friedberg, 2001; Ortega, 2005; Rumbaut, 1997) . Some of this work explicitly addresses the need for and e¤ectiveness of di¤erent policies to regulate entry. For example, Warne (1921) argued for the importance of government policies to regulate and ensure the assimilation of immigrants into U.S. society, noting that, "If the volume of total immigration is likely at any time to become so large as to make ine¤ective our forces of assimilation, then this volume should be decreased by restrictive measures; if the elements comprising any particular group or race, no matter how few in number relatively, are unassimilable into our American life then these too should be restricted" (p. 185). More recently, Borjas (1994) discussed how changes to a points-based scoring system used to evaluate immigrants to Canada signi…cantly a¤ected the educational attainment of admitted immigrants. In an organizational context, Ryan and Sackett (1987) demonstrated that pre-employment screening can be useful for discriminating between honest and dishonest employees. O' Reilly III, Chatman, and Caldwell (1991) demonstrated that greater correspondence between an individual's characteristics and the organization's culture yields more successful outcomes in hiring, such as longer employee retention. Our work adds to this literature, by employing a laboratory experiment to explore di¤erent policies for regulating entry. While the laboratory necessarily sacri…ces some degree of generalizability to these real-world contexts, it also allows us to avoid concerns that are present in the …eld. For example, in evaluating the e¤ectiveness of di¤erent policies for regulating entry in real-world groups, the endogenous selection of policies makes inference about whether outcomes are truly the result of a particular policy di¢ cult. In the laboratory, however, we can avoid this concern by randomly-assigning groups to di¤erent policies.
Our work is more closely related to a small number of experimental studies that explore alternate methods for determining group composition, and their e¤ect on e¢ ciency in production games. For example, Weber (2006) shows how groups that start of small and grow can maintain e¢ cient coordination, but only when entrants are exposed to a group's prior history. However, entry in Weber's experiment drew from participants with no prior history of playing the game. In our case, entry involves incorporating participants with a history of low-e¢ ciency outcomes. This di¤erence in the prior experience of entrants is important since in many real contexts growth involves incorporating entrants from lower-performing groups. The past poor performance of these entrants'groups may make their e¢ cient assimilation more di¢ cult than when they have no history. In a public goods framework, Salmon (2008, 2009 ) explore how endogenous group selection in ‡uences contributions, with players having the opportunity to enter and exit groups. Their experiments vary the degree to which both entry and exit from groups are restricted, …nding that both restricted entry and exit signi…cantly in ‡uence contributions.
Experimental Design
In our experiment subjects played a version of a weak-link coordination game over a total of 25 periods. Earnings from the game were denominated in Experimental Currency Units (ECU), which were converted to money at a rate of 60 ECUs=$1.
The Game
In each period subjects had 7 tokens that they could either keep or contribute to a group account. We will let x i denote the amount contributed. For every token retained the subject received 3 ECUs. The total return on the tokens contributed to the group account depended on the number of players in the group, N; and the minimum of the tokens contributed among the group (N ). Let x i represent the vector of contributions of all of the other members of i's group. Then the total return on the group contribution was 6 N :25 min(x i ; x i ): We will refer to 6 N :25 as the group account multiplier since it tells us the per token return for the minimum number of tokens contributed to the group account. Finally, contributing to the group account cost an individual x 1:5 i : The entire payo¤ function is contained in equation 1
The properties of this game are standard for weak-link games as described above. For any group size N 2; any level of contribution is a Nash equilibrium if all players are contributing the same amount. All players contributing 7, or the maximum number of tokens, is the Pareto dominant or e¢ cient equilibrium. To make certain that subjects would be able to understand the incentives generated by this payo¤ function we provided them with multiple payo¤ tables corresponding to di¤ering values of N and we provided the ability in the software to calculate prospective earnings by entering a hypothetical minimum for others as well as an own contribution to see the resulting payo¤ for as many combinations as they liked prior to making a decision in a period.
Stages
Each session involved 20 subjects who were split into 2 separate 10-person groups. These groups were …xed for the duration of the session and there was never any interaction across those groups. The experiment proceeded in three stages.
In Stage 1 which consisted of periods 1-3, all members of a 10-person group played the weak-link game together. In the instructions for this stage, subjects were given a payo¤ table corresponding to N = 10 to which they could refer in making their choices. At the end of every period in Stage 1, subjects saw their own contribution, the minimum contribution in the group, the group account multiplier for the group, and their own earnings for the period.
Stage 2 took place over periods 4-10. At the beginning of period 4, each 10-person group was split into two sub-groups which we called the "High"and "Low"sub-groups. The High sub-group consisted of the two members from the 10-person group who had contributed the most in Stage 1. The Low sub-group consisted of the other 8 who were obviously the lowest 8 contributors during Stage 1. Subjects were not told prior to this event that they would be divided in this way so their Stage 1 contributions could not have been made strategically to try to get into the High (or Low) sub-group. Subjects received additional verbal and written instructions about the new subgroups, including additional payo¤ tables corresponding to values of N = 2 and N = 8. 1 The experiment software told subjects to which group they were assigned and gave them a complete contribution history of their fellow group members. The instructions used the labels "High" and "Low" to refer to the sub-groups, and were also explicit about how the subgroups were determined. Subjects then began Stage 2 of the experiment, playing the weak-link game with only those in their 2 or 8-person subgroup. After every period in Stage 2 subjects saw the same information as before about their own subgroup but they were also given information about what was happening in the other subgroup including the number of group members, the group account multiplier and minimum group contribution.
Our expectation was that the High sub-groups would be able to coordinate on a high level of contributions by the end of Stage 2, while the Low sub-groups would fail to achieve high coordination and would instead play several periods with low minimum group contributions. This was necessary in order to set up Stage 3 of the experiment in which we allowed subjects in the Low sub-group the opportunity to move to the High sub-group. Stage 3 lasted from period 11 through the …nal period, 25. Prior to each period, subjects still in the Low subgroup were asked if they wished to move to the High sub-group. Moves into the High subgroup were irreversible and subjects who began in the High sub-group were never allowed the option of moving into the Low sub-group. We chose this limited ‡exibility to allow us to precisely address our main research question of whether successful groups could maintain their level of e¢ cient coordination during an in ‡ux from the lower performing group. Other than the ability to transition groups, this stage proceeded the same as in Stage 2 in terms of the information provided to the subjects at the end of a period.
Treatments
The mechanism underlying the group transitions varied according to our four treatments. Complete verbal and written instructions were provided to members of both sub-groups about the group transition mechanism that would be used. This is important, as it meant that members of the High sub-group knew what restrictions governed entry into their subgroup. Also, at the beginning of each period, following any movement from the Low subgroup to the High subgroup, all subjects saw the number of people in each of the two subgroups and had the opportunity to explore payo¤s for their current (and possibly new) group size.
In the …rst, Baseline, treatment any subject indicating a desire to move from the Low sub-group into the High one was allowed to do so. At the beginning of a period, Low subgroup subjects wishing to move indicating this choice on the computer and were then moved into the High subgroup. Thus, there were no restrictions on movement from the Low to High sub-group. The other three treatments involved some degree of restrictions.
In our second, Quota, treatment only one subject was allowed to move from the Low to High sub-group per period. This was implemented by the software randomly selecting one subject from among all those expressing a desire to change sub-groups to actually do so, while the remaining subjects wishing to move were forced to remain in the Low subgroup. As in the Baseline, at the beginning of a period subjects in the Low subgroup again indicated whether they wished to move to the other subgroup. On the next screen, they found out whether they had been able to do so.
In the third, Quiz, treatment subjects had to correctly answer a two question quiz in order to move between sub-groups. Any subjects expressing an interest in moving and successfully answering the quiz questions were allowed to move to the High subgroup. One question asked the subject something about the history of the High group from the prior period (such as the size of the group or the minimum contribution level). The other question gave them a sample set of contributions and asked them to calculate the payo¤ for one of the players. We gave them extensive instructions on how to do this calculation and the software pre-calculated for them the group account multiplier, 6 N :25 ; as well as the cost of contributing, x 1:5 i , which made the calculation quite straightforward. We also provided subjects with access to the standard Windows calculator.
The last treatment is the Combined mechanism, as it imposes both a quiz and a quota restriction. In this treatment all subjects wishing to transition answered the same two kinds of questions as in the Quiz treatment. But among all those getting both answers correct, only one was allowed to move.
We conducted 9 sessions of this experiment for a total of 18 groups and 180 subjects. Eight of the sessions were conducted at the xs/fs lab at Florida State University with 2 sessions of each treatment or 4 independent 10-person groups per treatment. We also have one additional session of the Combined treatment which was conducted at the Pittsburgh Experimental Economics Laboratory (PEEL) at the University of Pittsburgh. Average total earnings were $22.03 (including a $10 participation fee) for an experiment lasting 1 to 1.5 hours. The software used for this experiment was programmed in Z-Tree, Fischbacher (2007 
Results
Recall that in our experiment, each 10-person group remained …xed for the entire experiment. However, in Stages 2 and 3, the 10-person group consisted of a High and a Low subgroup of potentially varying size. For simplicity, in the rest of the paper we refer to these subgroups using the term "group," and when we use the terms "group minimum" or "group size" we are referring to the subgroups. We explicitly note any instances in which we are referring to the entire 10-person group.
Summary Statistics
We begin by …rst presenting a series of summary statistics and graphical depictions of the data, before presenting the formal results through a series of regressions. Table 1 presents a …rst look at the data, summarizing two individual-level variables (average overall contributions and average overall pro…ts) and two group-level variables (average group size and average group minimum) for each treatment. The results, are presented separately for Stage 2 (periods 4-10) and for the last 10 periods from Stage 3 (16-25). The reason to present the summary statistics from those ranges is that the Stage 2 numbers demonstrate how well the two kinds of groups perform prior to the experimental treatment, and thus whether our Stage 2 manipulation did indeed produce di¤erentially-e¢ cient "low" and "high" groups, while the last 10 periods of Stage 3 demonstrate the overall e¤ect of the treatment.
There are a number of features that are readily apparent in the summarized data. First, we see that indeed the Low groups fail to coordinate on a good equilibrium in Stage 2 (the average contribution level is generally around 1) while the High groups are able to coordinate on more e¢ cient equilibria (the average contribution levels are between 4 and 5). Thus, our Stage 2 group assignment worked as we expected. Second, in Stage 3, most of the Low group subjects choose to move into the High group, though in every treatment there are some occasions in which subjects chose to stay in the Low group.
Next, if we look at average contributions and minima in Stage 3 for the High groups we see that in the Baseline contributions collapse to near 0 on average while in the three treatments with entry restrictions the High groups are generally able to maintain coordination on more e¢ cient (higher) equilibria, though with perhaps some backsliding relative to their average contributions in Stage 2. The Low group contributions are not our main focus, but we interestingly …nd that in some of the Low groups the few remaining subjects by periods 16-25 are sometimes able to improve the e¢ ciency of coordination (re ‡ected both in higher average contributions and group minima, relative to Stage 2). Since our primary interest is in what happens in the High groups, and particularly in how entry into the High groups responds to our treatments, we largely ignore contributions and minima in the Low groups in the remainder of our analysis. Finally we see that subjects'pro…ts generally follow the pattern indicated by the contributions and minima. That is, pro…ts are better for High than Low group subjects (except in the Baseline) and pro…ts for High group subjects are higher in the three treatment conditions than in the Baseline.
Interestingly, we …nd little di¤erence between the High groups in the three treatments for periods 16-25 in contributions, minima or earnings. This suggests that the Quota and Quiz mechanisms generally work equally well, and that there is no substantive gain from having both mechanisms in place. We explore these di¤erences more precisely in the next section.
Figures 1 and 2 examine the time paths of these results, showing the averages of each of the summary statistics for each period in the High groups and by treatment. 2 The trends displayed in the …gures display the same characteristics indicated by the summary statistics. In the three treatments with restrictions on entry average contributions and minima drop modestly from Stage 2 to Stage 3, while in the Baseline they start at about the same level but then collapses to almost zero. The earnings graph in Figure 2 similarly shows the earnings per period in the three treatments to be well above the earnings per period in the Baseline Looking at entry into the High group ("Group Size" in Figure 2 ), we see a picture of the time pattern of how group size evolves. While the Baseline and Quiz result in nearly identical total group movement in the …rst …ve periods of Stage 3, the Baseline had a larger growth spurt in the …rst period or two with the growth in the Quiz treatment catching up soon after. The Quota and Combined treatments not surprisingly lead to slightly slower growth but we observe convergence to similarly large group sizes in later periods across all treatments. Figure 3 shows more detail on group movement. The graph presents the average number of attempted and successful movements between groups, by treatment, for periods in which at least one move was attempted. This …gure shows that, in Period 11, there are approximately the same number of attempted moves in all three treatments as in the Baseline. In the three treatments with restrictions, many of those initial attempts fail in Period 11 leading there to be substantially fewer successful moves in those treatments than in the Baseline. After Period 11, while there are more attempted moves in the three treatments than in the Baseline, there are approximately the same number of successful moves in all treatments. Therefore, while the treatments limiting movement produce a large di¤erence in the number of successful moves in the …rst period in which movement is allowed, their e¤ect on total movement in subsequent rounds is not substantial.
There is, however, a potentially important di¤erence in movement between the Quiz treatment and the Quota and Combined treatments. In the latter two, the average number of successful moves per period is 1 but that is also the maximum and minimum number of moves as well due to the enforced quota mechanism. 3 In the Quiz treatment, however, we see that the average number of successful moves per group is around 2 for periods 11-13 and since there was no explicit limit on the number of moves allowed in a period there is also variation in this number, with some groups experiencing perhaps 3-4 successful moves and other experiencing only 1. This heterogeneity in successful moves could well lead to di¤erential behavioral consequences in the Quiz treatment, relative to the Quota and Combined treatments, as the High groups in the Quiz treatment potentially have to incorporate a steady in ‡ux of newcomers at a higher rate in those early periods than High groups in either the Quota or Combined treatment. But as Figures 1 and 2 reveal, the di¤erential e¤ects on outcomes of such faster entry are minimal. For our …rst set of basic statistical results we provide a set of non-parametric Wilcoxon rank-sum tests on whether group-level averages di¤er between the treatments and the Baseline in each phase. The p values resulting from these pairwise tests are in Table 2 . For each test, an observation consists of the average contribution (or average group minimum) over a stage for each group meaning we have four total observations for the Baseline, Quiz and Quota treatments and six observations for the Combined treatment. Given that we are aggregating across all periods in a stage for each group, this test represents a very conservative test of whether or not there were di¤erences across treatments. Examining the results of the tests in 
Regression Analysis
For a more detailed regression analysis of treatment e¤ects, we employ an estimation strategy that allows us to examine the treatment e¤ects in Stage 3 conditional on behavior in Stage 2. We employ a standard di¤erences-in-di¤erences structure for panel data, in which we specify binary variables for the di¤erent treatment e¤ects activated throughout the sessions, Quota; Quiz and Combin, a binary variable corresponding to Stage 3, S3, and then interactions of those treatment e¤ects with the Stage 3 dummy. These interaction terms measure any di¤erence between behavior after the introduction of the group transition mechanism treatment has occurred (in Stage 3) but conditioned on the behavior in that population prior to the treatment being implemented. For the full speci…cation see equation 2. In order to accommodate any subject-or group-level heterogeneity we use a random e¤ects panel structure with the random e¤ect, c i ; on the individual or group level depending on the regression. The regressions at the individual level include robust standard errors clustered at the subject level but due to the low number of clusters for the group level regression we will only use robust standard errors. Since our regressions will be conducted separately for those in High groups and Low groups we want to begin this analysis after those group identities have been established. Consequently these regressions do not include data prior to period 4.
Our …rst regressions look at individual contributions and earnings using data from each individual per period as the unit of observation. To allow us to cleanly separate the behavioral treatment e¤ects among those subjects who were initially in the High group from those who were initially in the Low group we run separate regressions for both types of subjects. For the subjects initially in the Low groups they have two sets of Stage 3 treatment variables. One set measures the e¤ect of being in a particular treatment on behavior while still in the Low group and the other set measures the behavior while in the High group (if a move has occurred). Since those initially in the High group are restricted to be only in that group, they have only one set of Stage 3 interactions. These regressions can be found in the …rst four columns of Table 3 .
The key variables for this study are the Stage 3 treatment variables for subjects in the High groups, 3 ; 4 and 5 . The fundamental question motivating this study is the degree to which any of the treatment mechanisms facilitates e¢ cient coordination (higher contributions) in the High group once entry from the Low group is allowed in Stage 3. Thus, we are interested in how the treatment mechanisms in ‡uence both whether subjects originally in the Low group make higher contributions once in the High group in Stage 3 and whether subjects originally in the High group make high contributions in Stage 3. The regressions show results consistent with the summary statistics from the prior section. By examining the regressions on individual contributions we see that, for those initially in the Low group who move to the High group in Stage 3, conditional on being in one of the three treatments their contributions are on average 3.6 units higher than for subjects who move in the Baseline condition as indicated by the values of 3 ; 4 and 5 . in the …rst column. For those initially in the High group, contributions drop by about 1.6 in the Baseline treatment in Stage 3, 0 in the second column, while contributions in the other three treatments are about 2 units above that, 3 ; 4 and 5 . The overall e¤ect of the treatments on contributions in Stage 3 for those initially in the High group can be calculated by taking a linear combination of the Phase 3 binary variable (which measures the omitted treatment, Baseline) with the relevant interaction, 0 + 3;4; or 5 . These come out to be 0.267, 0.566 and 0.338 for the Quota, Quiz and Combined treatments respectively with none of those total e¤ects being signi…cantly di¤erent from 0. Thus, on net, subjects who begin in the High groups do not drop their contributions once entry takes place in Stage 3, while they do drop their contributions in the Baseline condition.
The regressions in the third and fourth columns of Table 3 show similar results for subjects'earnings. By examining the same coe¢ cients again we see that earnings for those that began in the Low Group increase substantially when they move to the High group in the three treatments but not in the Baseline, where they actually decline. For those that begin in the High groups, their earnings fall substantially in the Baseline treatment during Stage 3 but again by testing linear combinations of the Baseline e¤ect with the interactions we see that earnings do not fall during Stage 3 in the three treatments.
Further evidence regarding the e¤ectiveness of the treatments can be found in the last column of Table 3 , which presents a similar regression using the minimum contribution in a group in a period as the unit of observation. We only conduct this regression for the High groups, since this is our focus. We see that the group minimum drops signi…cantly during Stage 3 in the Baseline condition; 0 in the last column, while minima in the three treatments are signi…cantly above the Baseline, 3;4 and 5 . Tests on the linear combinations to identify the total e¤ect on the group minima for the treatments again show that there is no statistically signi…cant di¤erence between Stage 2 and Stage 3 for the three treatments.
Another observation from Table 4 : Summary statistics of contributions before and after group transitions.
the three treatment mechanisms. While we will not present all of the relevant test statistics, in every regression, the coe¢ cients for the High group / Stage 3 interactions with the three treatments are statistically indistinguishable across treatments. That is, the bene…cial e¤ects of the three mechanisms are identical for contributions, earnings and minima. This indicates that either a quiz or quota restriction works equally well, and that combining the two kinds of entry restrictions yields no discernible additional bene…ts. Another way of understanding the behavioral e¤ects of the group transition mechanisms can be found in Tables 4 and 5. Table 4 shows some summary statistics for average contributions for one and three periods before and after transitioning groups for subjects originally in Low groups and average contributions in the one and three periods before and after group transitions are allowed for those originally in High groups. These statistics provide a …ner grained measure regarding how the subjects respond to group transitions. For those originally in the Low groups, the average contribution prior to move is approximately 1 in all treatments but after group transition it is above 4 in the three treatments with entry restrictions but only 2-3 in the Baseline. So there is a larger increase after moving groups in the three treatments than in the Baseline. For those originally in the High groups we measure behavior before and after group transitions are allowed which means we are looking at the last one or three periods of stage 2 versus the …rst one or three periods of Stage 3. The table shows that for the three treatments there is a small increase or negligible drop in the periods right after group transitions are allowed but there is a larger initial drop in the Baseline condition and this drop worsens over the …rst 3 periods while that worsening does not occur in the three treatments. So it appears that those initially in the High Group drop their contributions rapidly as soon as group transitions are allowed while in the other three treatments contributions are stable.
Of course there are other elements in the experiments that could be responsible for some of these contribution di¤erences. For example, contributions are likely a¤ected by subjects' individual characteristics as well as by the prior round group minimum in the High group into which an entrant moving. regressions use as the dependent variable the average of the contributions a subject made for the one or three periods after a group transition (Low subjects) or after group transitions are allowed (High subjects). The independent variables are the subject's own contributions in the previous one or three periods, the minimum in the High Group from the prior period, as well as the treatment binary variables. For those moving from Low groups into High groups (…rst two regressions), we see that the immediate response is the same across all treatments but then diverges quickly. When looking only a single period on either side of a move to a High Group, on average all movers increase their contributions as a function of the minimum from the target group in the prior period as well as an additional increase of around 0.8. There are no di¤erences across treatments. By looking three periods on either side though we see substantial di¤erences between treatments. In the Baseline condition, movers still base their contributions on the group minimum from the target group in round prior to their move but the constant is insigni…cant indicating that there is no increase beyond that. Now the three dummy variables for the treatments all become signi…cant and relatively large indicating that in those treatments subjects increase contributions over and above what their counterparts do in the Baseline. This means that the increase in contributions in the Baseline condition shown in table 4 is explained by subjects from the Low groups making some attempt to match the minimum contribution in the group they are moving into but perhaps imperfectly. The three treatment variables also have positive and statistically signi…cant coe¢ cients, indicating that contributions by entrants in these treatments increase following entry beyond any increase in the Baseline, and that this e¤ect is not simply the result of entrants simply matching the higher previous High group minimums in those treatments. Those subjects originally in the High groups (second group of regressions) in the three treatment conditions evidence an increase their contributions once Stage 3 begins relative to the response by their counterparts in the Baseline condition. Again the response one round in is only moderately di¤erent between the treatments and the Baseline but becomes more substantial after only a few more periods.
Conclusion
This study explores the e¤ectiveness of di¤erent mechanisms for allowing small, e¢ cientlycoordinated groups to grow successfully by incorporating new group members from lowerperforming groups. We investigated three di¤erent mechanisms similar to ones commonly used outside of the laboratory to restrict entry. One was a simple Quota mechanism limiting the number of entrants in a period. The second was a Quiz through which entrants had to demonstrate a minimum level of knowledge of the growing group's history and of the incentive structure in our "production" environment. Finally, the third was a combination of the Quota and Quiz mechanisms. The results of the experiment show that any of the three mechanisms work equally as well in allowing successful growth without a substantial breakdown in e¢ cient coordination, while our baseline treatment with no such restrictions on group entry generated almost complete breakdown in e¢ ciency.
One way of interpreting these results is based on the fact that they show quite strong consistency with the …ndings in Weber (2006) , which shows that well coordinated groups are able to sustain e¢ cient high coordination when they grow in a controlled manner. But the current results substantially extend the prior ones. First, these results demonstrate that, not only can the small group grow successfully, but that the exact mechanism used to limit the in ‡ux of new members may be less important than the presence of some mechanism. This is a surprising and important …nding as our results indicate that the success of the High groups was not based solely on limiting the speed of growth by limiting the number of new entrants. While the High Groups in the Quiz treatment lagged the High Groups in the Baseline by a period or so, their growth rates were otherwise quite similar. Yet the High groups in the Quiz treatment substantially outperformed those in the Baseline. There was, however, a negligible di¤erence between the success of the High groups in the Quiz and the other two restricted treatments even though the High groups in those other two treatments grew at slower rates. Moreover, in Weber (2006) entry involved incorporating entrants with no history of playing the game, while here we show that successful growth can be achieved even when entrants come from groups that have previously faced a total collapse in coordination.
One might well imagine other reasons that the Quiz mechanism should have performed better than the Quota mechanism, as anyone who passed the quiz was guaranteed to have a good understanding of how payo¤s are generated and to also know the history of successful coordination in the High group that they were about to join. Not only might this knowledge make entrants more likely to understand the need to maintain e¢ cient coordination, but it might also have convinced incumbents in the well-coordinated High group that newcomers would not degrade their high contributions. Such screening was found to be quite important in a public goods setting in Salmon (2008, 2009) , in which high contributing groups were able to maintain their high degree of cooperation only when existing group members were given the ability to approve or reject incoming members. In our Quota treatment there was no ability to screen, only a limitation on the numbers allowed to enter, and yet this mechanism worked equally as well as the Quiz in this coordination game environment.
We …nd the above results surprising, and indicative of a substitutability between limited entry without information and information without limited entry. When only one person enters the e¢ cient group at a time, everyone is su¢ ciently secure that the e¢ cient coordination will not be harmed even if the incumbents do not know much about that person. Similarly, when multiple people enter but those people have demonstrated relevant knowledge, everyone is similarly su¢ ciently con…dent that growth will not harm the e¢ cient coordination. But the combination of the two mechanisms yields no discernible additional bene…t. This suggests that as long as there is some mechanism to ensure that everyone is su¢ ciently con…dent that entry will not overwhelm e¢ ciency, growth will be successful. Given that the only di¤erence in growth rates occurred in the …rst round in which moves were allowed, this suggests that fear of what will happen with entry in that …rst round is critical -once groups have learned that they can grow successfully, they subsequently do so.
Given the pure coordination aspect of this game, such a story about beliefs regarding the choices of others being a¤ected primarily by the number of incoming group members may well explain why each of these mechanisms performed equivalently. Given the di¤erence in strategic incentives between a coordination game such as the one we study here and a public goods game, this leads to an obvious and interesting next question of whether or not this property holds in that environment as well. Given that the public goods paradigm is the main other framework one might use to explain the dynamics of group production, this is certainly an interesting and important avenue for further study.
