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Abstract
A new method for solving optimal tracking control of linear quadratic time-varying systems with
multiple time delays in state and input variables and with combined constraints is presented in this
paper. By using the relations of Chebyshev wavelets, we simulate the optimal tracking problem to a
static optimization one. This alternative method is applied on different optimal tracking systems and
simulation results demonstrate the effectiveness of the proposed method.
Keywords: linear tracking delay system; optimal tracking control; optimal combined state-input
constraint tracker; time delays; Chebyshev wavelets method
1 Introduction
As we all know, a time-delay is a common phenomenon in engineering problems, and it is usually the
main source of performance degradation in various control systems. The mathematical simulation of a
time-delay system leads to a system of differential equations of delayed (retarded) type [1]. One class
of these equations, the integro-differential equations, was first studied by Volterra who developed his
theories for them and investigated time delay phenomena in various systems [2]. The optimal control
of linear quadratic time-varying systems with delays has been considered in many research works, see
[2], [3] and the references therein. In optimal control problems, when we try to keep the output or state
near a desired output or state, we are dealing with tracking problems. We find that in both state and
output time-delay or regulator systems, the desired (reference) state and input is zero and in time-delay
or regulator tracking system the error is to be made zero [4]. Optimal time-delay tracking control as a
combination of time-delay optimal control and tracking control, aims at finding the optimal control law
to minimize the given performance index function to make the system output track the reference signal
in an optimal way and it has been a goal pursued in many areas. The tracking system is widely used
in aerospace and mechanical systems, robot control, flight and spacecraft systems, etc. For example,
consider an antenna control system to track an aircraft.
Most previous studies which have been done to solve the optimal time-delay tracking control
problem, used discrete-time strategies. Ref. [14] presented an iterative method by using discretization
to find the suboptimal control of a linear quadratic time-varying system with multiple delays. [15]
presented a discretization approach by using the Newton center interpolation formula and the linear
interpolation techniques for systems with multiple discrete and distributed time delays. In [16] an
optimal tracking controller for discrete time-delay systems based on a sensitivity approximation
approach is designed in which the problem is transformed into a series of difference equations without
time-advance on delayed terms. [17] proposed a suboptimal tracking method which obtained by finite
iterations of a solution of N two-point boundary value problems (TPBVPs); for continuous-time
control systems it provides good methodology but obtaining the solutions of these TPBVPs is difficult.
In [19] by applying an approximation approach of differential equations, TPBVP derived from the
optimal tracking control problem is transformed into a sequence of linear TPBVPs without delays.
Ref. [20] used a discrete-time strategy to design an optimal controller for multiple-input and
multiple-output (MIMO) continuous time systems with multiple delays in states, inputs and outputs
which the Chebyshev quadrature formula together with a linear interpolation method was employed
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to get an extended discrete-time model from the continuous-time multiple time-delays system. [22]
converted a continuous-time input-state delayed system into an equivalent discrete-time input-state
delayed model and its extended discrete-time delay-free model. A discrete-time methodology has
notable disadvantages. For example, the discretized system is described by using the extended
high-order state-space equation. The dimensions of the state-space description become significantly
large when the sample period is extremely small compared to the time-delay. Computational
difficulties with the discrete-time strategy occur in the algorithm, and the case we have to impose some
constraints to the system.
In this paper we introduce an alternative numerical method to solve constrained linear quadratic
time-delay tracking optimal control systems. By choosing a parameterization method we convert the
original problem to a static optimization one. This state and control parameterization method is based
on Chebyshev wavelets which consist of Chebyshev polynomials of the first kind [5, 6]. The main
motivations and contributions of the present research are summarized as
A continuous-time accurate model of the optimal tracking control of linear quadratic time-varying
systems with multiple delays is obtained. A major advantage of continuous-time models is that
they avoid dependence on a particular timescale. Moreover, many standard numerical procedures
are available to solve the simulated model.
In the optimal tracking control, we would like on one hand, to keep the error small, but on the
other hand, we must not pay higher cost to large inputs; hence, we have to try various values of the
weighting matrices. From this fact, we conclude that we need a method provides good tracking in
which with no concern about the algorithm of the solution we can change these matrices.
Physical considerations imply that some constraints should be imposed on the optimal tracking
control systems and unconstrained systems are less involved. An efficient method for solving a
time-delay optimal tracking control problem should easily be able to resolve the problem in the
cases we have to impose constraints to the system.
The proposed method should have a good future and a high degree of flexibility. For example, it
is possible that in the state equation, there is an inverse time term like x(tf − t) and the method is
capable of executing in this case.
A method is presented that guarantees intersample constraint satisfaction and can be easily used
to solve the optimal tracking problem in situations where there are multiple delays or no delays
(LQT systems), the plant matrices are time-varying and/or constants.
To handle final conditions and intersample constraints, the method can incorporate them directly
into the model of the problem and unlike the other method we need no separate operations of
applying these constraints to the obtained solutions.
An optimal tracker is presented which can be applied to a time-delay system regardless of the
system stability, minimum phase properties, the dimension of the system, equal number of input
and output and the types of desired states and initial functions.
The rest of the paper is organized as follows. In Section 2, we describe the basic formulation of
the Chebyshev wavelets required for converting the problem. Section 3 is devoted to the application
of state-control parameterization via wavelets on the linear tracking delay system. Several numerical
examples are simulated in section 4.
Some remarks on notation
The transpose of a matrix O is written O>.
0 and I denote the zero and identity matrices, respectively.
The operator blkdiag denotes block diagonal concatenation of matrices.
⊗ denotes Kronecker product. Kronecker product of a matrix O and the identity matrix Iq is denoted
by Oˆ, Kronecker product of O and Ir is denoted by Oˇ, that is, Oˆ = O⊗ Iq, Oˇ = O⊗ Ir .
∗ indicates optimal condition.
C[0, tf ] denotes real-valued continuous functions on the closed interval [0, tf ].
2
2 Preliminaries
2.1 Chebyshev wavelets
Chebyshev polynomials of the first kind of order m, Tm(x) are solution of the differential equation
(1− x2)T ′′m − xT ′m +m2Tm = 0
and form an orthogonal set on the interval [−1,1] with respect to the weight function w(x) = (1− x2)−1/2.
The two useful relations for these polynomials are
Tm(x) = cos(marccosx),Tm(x)Tm′ (x) =
1
2 {Tm+m′ (x) + Tm−m′ (x)} . (1)
Chebyshev wavelets of the first kind are defined on [0, 1] as
ψnm(t) =

√
2k
pi ℘mTm(2
kt − 2n+ 1), t ∈
[
n−1
2k−1 ,
n
2k−1
]
0, t <
[
n−1
2k−1 ,
n
2k−1
]
,
(2)
where
℘m =
{
1, m = 0√
2, m = 1,2,3, . . . ,M − 1 , n = 1,2, . . . ,2
k−1 (3)
and form an orthogonal basis with respect to the weight function wn(t), where wn(t) = w(2kt − 2n+ 1).
We can expand a function f (t) in a series of Chebyshev wavelets by
f (t) =
∞∑
n=1
∞∑
m=0
fnmψnm(t) 
2k−1∑
n=1
M−1∑
m=0
fnmψnm(t) = fΨ(t), (4)
where f andΨ(t) are 1× 2k−1M and 2k−1M × 1 matrices and
f = [f10, . . . , f1M−1, f20, . . . , f2M−1, . . . , f2k−10, . . . , f2k−1M−1], (5)
Ψ(t) = [ψ10(t), . . . ,ψ1M−1(t),ψ20(t), . . . ,ψ2M−1(t), . . . ,ψ2k−10(t), . . . ,ψ2k−1M−1(t)]> . (6)
The coefficients of Chebyshev scaling functions can be approximated as follows [9]
fnm =
℘m√
2kpi
∫ pi
0
f (
cosθ + 2n− 1
2k
) cosmθdθ. (7)
Theorem 1. (Convergence of Chebyshev wavelets expansion) A twice differentiable function f (t), defined
on [0,1], with bounded second derivatives, say |f ′′(t)| ≤ ρ, can be expanded as an infinite sum of Chebyshev
wavelets, and this series converges uniformly to f (t).
Proof. For m ≥ 2 according to eq.(7) we get
fnm =
1√
25k+1pim
∫ pi
0
f ′′
(cosθ + 2n− 1
2k
)(sin(m− 1)θ
m− 1 −
sin(m+ 1)θ
m+ 1
)
sinθ dθ,
where integration by parts was used twice in this evaluation. Therefore for some ε ∈ [0, 1] we find
|fnm| = 1√25k+1pim
∣∣∣∣∫ pi0 f ′′ ( cosθ+2n−12k )( sin(m−1)θm−1 − sin(m+1)θm+1 )sinθ dθ∣∣∣∣
≤ 1√
25k+1pim
|f ′′(ε)|
(
1
m−1 +
1
m+1
)
pi
≤
√
pi
25k−1
(
ρ
m2−1
)
.
For m = 1, from (7) by employing integration by parts we simply have
fn1 =
1√
23k−1pi
∫ pi
0
f ′( cosθ + 2n− 1
2k
) sin2θdθ.
3
So that
|fn1| = 1√
23k−1pi
∣∣∣∣∣∫ pi
0
f ′( cosθ + 2n− 1
2k
) sin2θdθ
∣∣∣∣∣ .
Then by choosing t0 ∈ [0,1] we can write f ′(t) = f ′(t0) +
∫ t
t0
f ′′(x)dx, |t − t0| ≤ 1; thus for all t ∈ [0,1]
|f ′(t)| ≤ |f ′(t0)|+
∣∣∣∣∫ tt0 f ′′(x)dx∣∣∣∣≤ |f ′(t0)|+ ρ|t − t0|
≤ |f ′(t0)|+ ρ.
Assuming |f ′(t)| ≤ ρ1 yields immediately
|fn1| ≤
√
pi
23k−1 ρ1.
For m = 0 by the similar procedure as explained above, it is easy to verify that f (t) is bounded; let us
assume here that |f (t)| ≤ ρ0. Hence by (7) we find |fn0| ≤
√
pi
2k
ρ0.
It is readily seen that
∣∣∣ψn0(t)∣∣∣ = √2k/ √pi and ∣∣∣ψn1(t)∣∣∣ , ∣∣∣ψnm(t)∣∣∣ ≤ √2k+1/ √pi; we can then write
|fn0|
∣∣∣ψn0(t)∣∣∣ ≤ ρ0, |fn1| ∣∣∣ψn1(t)∣∣∣ ≤ ρ12k−1 and |fnm| ∣∣∣ψnm(t)∣∣∣ ≤ ρ22k−1 (m2 − 1) ,m ≥ 2.
Now from (2) we deduce f (t) is in the form of a piecewise-defined function which we have f (t) = fn(t)
on each subinterval
[
n−1
2k−1 ,
n
2k−1
]
, where fn(t) =
∑∞
m=0 fnmψnm(t), t ∈
[
n−1
2k−1 ,
n
2k−1
]
. Consequently
|fn(t)| =
∣∣∣fn0ψn0(t) + fn1ψn1(t) +∑∞m=2 fnmψnm(t)∣∣∣
≤ ρ0 + ρ12k−1 +
ρ
22k−1
∑∞
m=2
1
m2−1 = ρ0 +
ρ1
2k−1 +
3
4
ρ
22k−1 .
Thus,
∑∞
m=0 fnmψnm(t) is absolutely convergent on all subintervals; it means that
∑∞
n=1
∑∞
m=0 fnmψnm(t)
converges to f (t) uniformly and this completes the proof. Furthermore since k ≥ 2, we conclude that
|fn0| ≤
√
piρ0
2 , |fn1| ≤
√
2piρ1
8 and |fnm| ≤
√
2piρ
96 ,m ≥ 2.

2.2 The operational matrix of integration for Chebyshev wavelets
The integration of the Chebyshev wavelet vector defined in eq. (6) on [0, t] can be obtained as∫ t
0
Ψ()d  PΨ(t). (8)
The matrix P is called 2k−1M × 2k−1M Chebyshev wavelets operational matrix of integration. It follows
from (6) that
∫ t
0Ψ()d =
∫ t
n−1
2k−1
[ψnm()]>d. We conclude from (2) that when t < n/2k−1, the integral
is a function of the time in which the integrand defined, so it should be expanded by the wavelets of
the current subinterval; when t = n/2k−1, this definite integral should be expanded on all subsequent
subintervals. Hence by setting tn = 2kt − 2n+ 1, we can write
ifm = 0,

∫ t
n−1
2k−1
ψn0()d =
√
2k
pi
(
1
2k
T0 +
1
2k
T1(tn)
)
= 1
2k
[1, 1√
2
,0,0, . . . ,0︸    ︷︷    ︸
M−2
]ϕ>n (t), t < n2k−1
∫ t
n−1
2k−1
ψn0()d =
√
2k
pi
2
2k
√
pi
2k
∑2k−1
η=n+1ψη0(t) =
1
2k
∑2k−1
η=n+1[2,
M−1︷    ︸︸    ︷
0,0, . . . ,0]ϕ>η (t), t = n2k−1 ,
ifm = 1,

∫ t
n−1
2k−1
ψn1()d =
√
2k+1
pi
1
2k
1
4 (T2(tn)− 1) = 12k [−
√
2
4 ,0,
1
4 ,0,0, . . . ,0︸    ︷︷    ︸
M−3
]ϕ>n (t), t < n2k−1
∫ t
n−1
2k−1
ψn1()d = 0 =
1
2k
∑2k−1
η=n+1[0,
M−1︷    ︸︸    ︷
0,0, . . . ,0]ϕ>η (t), t = n2k−1 ,
4
ifm ≥ 2,

∫ t
n−1
2k−1
ψnm()d =
√
2k+1
pi
1
2k
1
2
(
1
m+1Tm+1(tn)− 1m−1Tm−1(tn)− (−1)
m+1
m+1 +
(−1)m−1
m−1
)
= 1
2k
[ (−1)
m−1 √2
m2−1 , . . . ,− 12(m−1) ,0, 12(m+1) , . . . ,0︸                                         ︷︷                                         ︸
M
]ϕ>n (t), t < n2k−1
∫ t
n−1
2k−1
ψnm()d =
√
2k+1
pi
1
2k
(
−1+(−1)m
m2−1
) √
pi
2k
∑2k−1
η=n+1ψη0(t)
= 1
2k
∑2k−1
η=n+1[− (1+(−1)
m)
√
2
m2−1 ,
M−1︷    ︸︸    ︷
0,0, . . . ,0]ϕ>η (t), t = n2k−1 ,
where ϕκ(t) = [ψκ0(t),ψκ1(t), . . . ,ψκM−1(t)] for κ = n,n+ 1,n+ 2, . . . ,2k−1. As a result
P =
1
2k

p1
p2
...
p2k−1
 , pn =
[ (n−1) times︷           ︸︸           ︷
0 0 · · · 0 L
(2k−1−n) times︷           ︸︸           ︷
E E · · · E
]
, (9)
where L and E are M ×M matrices and are in the forms (m ≥ 2)
L =

1 1√
2
0 0 0 ··· 0 0 0
−
√
2
4 0
1
4 0 0 ··· 0 0 0
−
√
2
3 −
1
2 0
1
6 0 ··· 0 0 0√
2
8 0 −
1
4 0
1
8 ··· 0 0 0
...
...
...
...
...
. . .
...
...
...
(−1)M−1 √2
(M−2)2−1 0 0 0 0 ··· −
1
2(M−3) 0
1
2(M−1)
(−1)M √2
(M−1)2−1 0 0 0 0 ··· 0 −
1
2(M−2) 0

,E =

2 0 0 ··· 0
0 0 0 ··· 0
−2
√
2
3 0 0 ··· 0
0 0 0 ··· 0
...
...
...
. . .
...
− (1+(−1)
m)
√
2
m2−1 0 0 ··· 0
...
...
...
. . .
...
− (1+(−1)
M−1)
√
2
(M−1)2−1 0 0 ··· 0

. (10)
2.3 The integration matrix of the product of Chebyshev wavelets on [0,1]
To transform the performance index into a quadratic form, we have to find an integration matrix of the
product of two Chebyshev scaling function vectors on [0, 1], so we introduce
C =
∫ 1
0
Ψ(t)Ψ>(t)dt. (11)
C is obtained by integrating the elements of Ψ(t)Ψ>(t) from 0 to 1 and by using the compact support
property of the wavelets: ∀n , n′ ,ψnm(t)ψn′m′ (t) = 0, where m′ = 0,1,2, . . . ,M − 1, n′ = 1,2,3, . . . ,2k−1. We
see immediately that
C =
∫ 1
0
[ψ10(t), . . . ,ψ1M−1(t), . . . ,ψ2k−1M−1(t)]>[ψ10(t), . . . ,ψ1M−1(t), . . . ,ψ2k−1M−1(t)]dt
=

C1 0M×M ··· 0M×M
0M×M C2 ··· 0M×M
...
...
. . .
...
0M×M 0M×M ··· C2k−1
 ,
where ∀m,m′ ≥ 2
Cn =
∫ n
2k−1
n−1
2k−1

ψn0(t)ψn0(t) ψn0(t)ψn1(t) ... ψn0(t)ψnm′ (t) ... ψn0(t)ψnM−1(t)
ψn1(t)ψn0(t) ψn1(t)ψn1(t) ... ψn1(t)ψnm′ (t) ··· ψn1(t)ψnM−1(t)
...
...
. . .
...
. . .
...
ψnm(t)ψn0(t) ψnm(t)ψn1(t) ··· ψnm(t)ψnm′ (t) ··· ψnm(t)ψnM−1(t)
...
...
. . .
...
. . .
...
ψnM−1(t)ψn0(t) ψnM−1(t)ψn1(t) ··· ψnM−1(t)ψnm′ (t) ··· ψnM−1(t)ψnM−1(t)

dt.
5
Since n−1
2k−1 ≤ t ≤ n2k−1 , it follows that −1 ≤ 2kt − 2n + 1 ≤ 1. So we substitute cosθ = 2kt − 2n + 1. From
definition of these wavelets we can identify C1 = C2 = · · · = C2k−1 , hence C is symmetric. In general, we
find
∫ n
2k−1
n−1
2k−1
ψnm(t)ψnm′ (t)dt =

2k
pi
∫ n
2k−1
n−1
2k−1
dt, m =m′ = 0
2k+1
pi
∫ n
2k−1
n−1
2k−1
Tm(2kt − 2n+ 1)Tm′ (2kt − 2n+ 1)dt,m,m′ , 0
√
22k
pi
∫ n
2k−1
n−1
2k−1
Tm′ (2kt − 2n+ 1)dt, m = 0
=

2
pi , m =m
′ = 0
2
pi
∫ pi
0 cosmθ cosm
′θ sinθdθ, m,m′ , 0
0, m+m′ is odd
−2√2
pi(m′2−1) , m = 0.
When m+m′ is even, we get∫ pi
0
cosmθ cosm′θ sinθdθ = 12
(
1
m+m′+1 − 1m+m′−1 + 1m−m′+1 − 1m−m′−1
)
.
Finally, the matrix C is
C = 2pi .blkdiag(C1,C2, · · · ,C2k−1 ) , (12)
where for Cn = [cij ], i, j = 1,2, . . . ,M we have
cij =
 lij (1−(i−1)
2−(j−1)2)
((i+j−2)2−1)((i−j)2−1) , i + j = 2,4,6, · · · ,2M
0, i + j = 3,5,7, · · · ,2M − 1 and lij =

1, i = j = 1√
2, i = 1 or j = 1
2, i, j , 1.
2.4 The product operational matrix of Chebyshev wavelets
The useful property of the product of two Chebyshev wavelets vectors is
fΨ(t)Ψ>(t) Ψ>(t)f˜, (13)
where f˜ is called the 2k−1M × 2k−1M product operational matrix. As we see in the previous section, for
n , n′ we have ψnm(t)ψn′m′ (t) = 0, thus
fΨ(t)Ψ>(t) = f[ψ10(t), . . . , ψnm(t), . . . , ψ2k−1M−1(t)]>[ψ10(t), . . . , ψn′m′ (t), . . . , ψ2k−1M−1(t)]
= [f10, . . . , fnm, . . . , f2k−1M−1]

Ω1 0M×M · · · 0M×M
0M×M Ω2 · · · 0M×M
...
...
. . .
...
0M×M 0M×M · · · Ω2k−1
 .
If m ,m′ and m,m′ , 0, by (1) we see that
ψnm(t)ψnm′ (t) =
2k+1
pi Tm(2
kt − 2n+ 1)Tm′ (2kt − 2n+ 1)
= 2
k/2√
pi
( 2
k/2√
pi
Tm−m′ (2kt − 2n+ 1) + 2k/2√pi Tm+m′ (2kt − 2n+ 1))
=
√
2k
pi (
1√
2
ψnm−m′ (t) + 1√2ψnm+m′ (t)) , m+m
′ ≤M − 1
and when m+m′ ≥M then ψnm+m′ (t) is not defind and hence
ψnm(t)ψnm′ (t) ≈
√
2k
pi
1√
2
ψnm−m′ (t) , m+m′ ≥M.
If m =m′ we obtain
ψnm(t)ψnm′ (t) =

√
2k
pi (ψn0(t) +
1√
2
ψnm+m′ (t)), m+m′ ≤M − 1√
2k
pi ψn0(t), m+m
′ ≥M.
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Finally, if m orm′ = 0
ψn0(t)ψnm′ (t) =
√
2k
pi ψnm′ (t), or ψnm(t)ψn0(t) =
√
2k
pi ψnm(t).
By applying these relations to the productΨ(t)Ψ>(t), also assuming that 2 < ς <M − 2,ς ∈N, we get
Ωn =
√
2k
pi

ψn0(t) ψn1(t) ... ψnς(t) ψnς+1(t) ... ψnM−1(t)
ψn1(t) ψn0(t)+
1√
2
ψn2(t) ...
1√
2
(ψnς−1(t)+ψnς+1(t)) 1√2 (ψnς(t)+ψnς+2(t)) ···
1√
2
ψnM−2(t)
...
...
. . .
...
...
. . .
...
ψnς(t)
1√
2
(ψnς−1(t)+ψnς+1(t)) ··· ψn0(t)+ 1√2ψn2ς(t)
1√
2
(ψn1(t)+ψn2ς+1(t)) ··· 1√2ψnM−ς−1(t)
ψnς+1(t)
1√
2
(ψnς(t)+ψnς+2(t)) ··· 1√2 (ψn1(t)+ψn2ς+1(t)) ψn0(t) ···
1√
2
ψnM−ς−2(t)
...
...
. . .
...
...
. . .
...
ψnM−1(t) 1√2ψnM−2(t) ···
1√
2
ψnM−ς−1(t) 1√2ψnM−ς−2(t) ··· ψn0(t)

.
WhenM is even,M−1 is odd and we have 2ς =M−2. So ς = (M−2)/2,M−ς−1 =M/2 and 2ς+1 =M−1.
When M is odd, we have 2ς = M − 1. Thus ς = (M − 1)/2,M − ς − 1 = (M − 1)/2 . Since 2ς + 1 = M, then
necessarily ψn2ς+1 = 0. If we take f˜ = [f˜ab], where a,b = 1,2, . . . ,2k−1M, then by using the elements of the
matricesΩn and equating coefficients of same Chebyshev wavelets, the matrix f˜ takes the form
f˜ =
√
2k
pi .blkdiag
(
f˜1, f˜2, · · · , f˜2k−1
)
, (14)
where by setting
ζ =M − ς − 1
and
ξ = 2ς+ 1
we have
f˜n =

fn0 fn1 fn2 ··· fnς fnς+1 ··· fnM−3 fnM−2 fnM−1
fn1 fn0+
1√
2
fn2
1√
2
(fn1+fn3) ··· 1√2 (fnς−1+fnς+1)
1√
2
(fnς+fnς+2) ··· 1√2 (fnM−4+fnM−2)
1√
2
(fnM−3+fnM−1) 1√2 fnM−2
fn2
1√
2
(fn1+fn3) fn0+
1√
2
fn4 ··· 1√2 (fnς−2+fς+2)
1√
2
(fnς−1+fς+3) ··· 1√2 (fnM−5+fnM−1)
1√
2
fnM−4 1√2 fnM−3
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
. .
.
. ..
.
.
.
.
.
.
.
fnς
1√
2
(fnς−1+fnς+1) 1√2 (fnς−2+fς+2) ··· fn0+
1√
2
fn2ς
1√
2
(fn1+fnξ ) ··· 1√2 fnζ−2
1√
2
fnζ−1 1√2 fnζ
fnς+1
1√
2
(fnς+fnς+2)
1√
2
(fnς−1+fnς+3) ··· 1√2 (fn1+fnξ ) fn0 ···
1√
2
fnζ−3 1√2 fnζ−2
1√
2
fnζ−1
fnς+2
1√
2
(fnς+1+fnς+3)
1√
2
(fnς+fnς+4) ··· 1√2 fn2
1√
2
fn1 ··· 1√2 fnζ−4
1√
2
fnζ−3 1√2 fnζ−2
.
.
.
.
.
.
.
.
. .
.
. ..
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
fnM−2 1√2 (fnM−3+fnM−1)
1√
2
fnM−4 ··· 1√2 fnζ−1
1√
2
fnζ−2 ··· 1√2 fn1 fn0
1√
2
fn1
fnM−1 1√2 fnM−2
1√
2
fnM−3 ··· 1√2 fnζ
1√
2
fnζ−1 ··· 1√2 fn2
1√
2
fn1 fn0

,
and for different values of M, we take
ς =
{
(M − 2)/2, M = 4,6,8, . . .
(M − 1)/2, M = 3,5,7, . . . , ζ =
{
M/2, M = 4,6,8, . . .
(M − 1)/2, M = 3,5,7, . . . and fnξ =
{
fnM−1, M = 4,6,8, . . .
0, M = 3,5,7, . . . .
We use some approximations in above lines; it is clear that a necessary condition for the error of these
approximations to become very small is that we use large M. Also when f (t) is a polynomial function
of degree n, we must take M ≥ n + 2; when we have other types such that an exponential function, a
trigonometric function, ... we have to use large M.
2.5 The delay operational matrix of Chebyshev wavelets
The delay Chebyshev scaling functionΨ(t − hv) is the shifted function ofΨ(t) and it is given by
Ψ(t − hv) =
{
0, 0 ≤ t < hv
DvΨ(t), hv ≤ t ≤ 1. (15)
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It follows from the discussion in [9] that by assuming nv = 2k−1hv , where nv ∈N, we can write{
ϕ>n (t − hv) = IMϕ>n+nv (t), n ≤ 2k−1 −nv
ϕ>n (t − hv) = 0, n > 2k−1 −nv .
Thus we conclude that the 2k−1M × 2k−1M delay matrix Dv is
Dv =
[
02k−1M×nvM
I(2k−1−nv )M
0ndM×(2k−1−nv )M
]
. (16)
3 Simulation of the optimal tracking problem
Consider a linear time-varying system with multiple time delays described by
x˙(t) = A(t)x(t) +
V∑
µ=1
Aµ(t)x(t − hµ) +B(t)u(t) +
W∑
ν=1
Bν(t)u(t − hν) , 0 ≤ t ≤ tf (17)
{
x(t) = f(t), −hx ≤ t ≤ 0
u(t) = g(t), −hu ≤ t ≤ 0, (18)
x(0) = x0 (19)
and a quadratic performance index as
J = 12 [x(tf )− r(tf )]>T[x(tf )− r(tf )] + 12
∫ tf
0
{
[x(t)− r(t)]>Q[x(t)− r(t)] +u>(t)Ru(t)
}
dt, (20)
where x(t) and u(t) are q- and r-dimensional state and control vectors, respectively, A(t), Aµ(t),
µ = 1,2, . . . ,V , B(t) and Bν(t), ν = 1,2, . . . ,W are piecewise-continuous matrices of compatible
dimensions, hµ and hν denote time delays, hx and hu are the supremes of hµ and hν , respectively, f(t) is
a q-dimensional initial state vector function, g(t) is an r-dimensional initial control vector function, x0
is an initial condition vector, Q is a positive semi-definite matrix, R is a positive definite matrix and r(t)
is a q-dimensional desired or reference state vector. The main purpose of the matrix T is to ensure that
the error at the terminal time is as small as possible. So, this matrix should be positive semi-definite.
Our objective is to control this system in such a way that the state x(t) tracks the desired state r(t) as
close as possible during the time interval [0, tf ]. The optimal tracking problem is to find u∗(t), x∗(t) and
J∗ for the time-delay system (17)–(19) such that the performance index in (20) is minimized.
First we must change the range of the independent variable t such that 0 ≤ t ≤ 1; assume τ = t/tf .
This implies that for the new independent variable τ ∈ [0,1] the state equation given by eq. (17) has to
be changed by an additional factor tf that arises from the chain rule as for t = τ.tf , the terminal time tf
represents the deriviative of the interior, that is,
x˙(τ) = tf
(
A(τ)x(τ) +
V∑
µ=1
Aµ(τ)x(τ − τµ) +B(τ)u(τ) +
W∑
ν=1
Bν(τ)u(τ − τν)
)
, 0 ≤ τ ≤ 1. (21)
Also we take τµ = hµ/tf , τν = hν /tf , nµ = 2k−1τµ and nν = 2k−1τν . Let us define a new state vector as
x¯(τ) = x(τ)− r(τ). (22)
We parameterize this new state and the control vectors as follows
x¯(τ)  Ψˆ>(τ)X¯, u(τ)  Ψˇ>(τ)U, (23)
where X¯ and U are 2k−1qM × 1 and 2k−1rM × 1 column vectors of unknown parameters and
X¯ =
[
X¯110, . . . , X¯
q
10, . . . , X¯
1
1M−1, . . . , X¯
q
1M−1, . . . , X¯
1
2k−1M−1, . . . , X¯
q
2k−1M−1
]>
, (24)
U =
[
U110, . . . , U
r
10, . . . , U
1
1M−1, . . . , U
r
1M−1, . . . , U
1
2k−1M−1, . . . , U
r
2k−1M−1
]>
. (25)
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We expand the initial and desired state by using (4) as
x0 = Ψˆ
>(τ)X0, (26)
r(τ) = Ψˆ>(τ)Γ, (27)
where X0 and Γ are known 2k−1qM × 1 column vectors given by
X0 =
√
pi
2k
[
X010,X
0
20, . . . ,X
0
2k−10
]>
,X0n0 = [x
>
0 ,
q(M−1)︷    ︸︸    ︷
0,0, . . . ,0], (28)
Γ =
[
Γ 110, . . . , Γ
q
10, . . . , Γ
1
1M−1, . . . , Γ
q
1M−1, . . . , Γ
1
2k−1M−1, . . . , Γ
q
2k−1M−1
]>
, (29)
in which Γ αnm, α = 1,2, . . . , q can be obtained by eq.(7). Using (15), we can write
r(τ − τµ) = Ψˆ>(τ)Dˆ>µ Γ. (30)
If
{
0 ≤ τ ≤ τµ
0 ≤ τ ≤ τν then
{ −τµ ≤ τ − τµ ≤ 0
−τν ≤ τ − τν ≤ 0 , so according to (18) we have
{
x(τ − τµ) = f(τ − τµ)
u(τ − τν) = g(τ − τν) ; by (4),
we can write
f(τ − τµ) = Ψˆ>(τ)Fµ, g(τ − τν) = Ψˇ>(τ)Gν , (31)
where Fµ and Gν are, respectively, 2k−1qM × 1 and 2k−1rM × 1 column vectors of constants defined by
Fµ =
[
F
1µ
10 , . . . ,F
qµ
10 , . . . ,F
1µ
1M−1, . . . ,F
qµ
1M−1, . . . ,F
1µ
nµM−1, . . . ,F
qµ
nµM−1,
(2k−1−nµ)qM︷       ︸︸       ︷
0,0,0, . . . ,0
]>
, (32)
Gν =
[
G1ν10 , . . . ,G
rν
10, . . . ,G
1ν
1M−1, . . . ,G
rν
1M−1, . . . ,G
1ν
nνM−1 , . . . ,G
rν
nνM−1,
(2k−1−nν )rM︷       ︸︸       ︷
0,0,0, . . . ,0
]>
. (33)
F
αµ
nm and for β = 1,2, . . . , r, G
βν
nm can be calculated using formula (7). Thus from (15), we find
x(τ − τµ) =
{
f(τ − τµ), 0 ≤ τ ≤ τµ
Ψˆ>(τ)Dˆ>µ X¯+ r(τ − τµ), τµ ≤ τ ≤ 1
= Ψˆ>(τ)Fµ + Ψˆ>(τ)Dˆ>µ X¯+ Ψˆ>(τ)Dˆ>µ Γ, (34)
u(τ − τν) =
{
g(τ − τν), 0 ≤ τ ≤ τν
Ψˇ>(τ)Dˇ>νU, τν ≤ τ ≤ 1
= Ψˇ>(τ)Gν + Ψˇ>(τ)Dˇ>νU. (35)
Now we express the time-varying matrices in (21) in terms of Chebyshev scaling function. So
A(τ) = [A10, . . . ,A1M−1,A20, . . . ,A2M−1, . . . ,A2k−1 0, . . . ,A2k−1M−1]Ψˆ(τ)
= AΨˆ(τ) (36)
and
B(τ) = [B10, . . . ,B1M−1,B20, . . . ,B2M−1, . . . ,B2k−1 0, . . . ,B2k−1M−1]Ψˇ(τ)
= BΨˇ(τ). (37)
For µ = 1,2, . . . ,V we have
Aµ(τ) = [Aµ10, . . . ,Aµ1M−1,Aµ20, . . . ,Aµ2M−1, . . . ,Aµ2k−1 0, . . . ,Aµ2k−1M−1]Ψˆ(τ)
= AµΨˆ(τ); (38)
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and for ν = 1,2, . . . ,W
Bν(τ) = [Bν10, . . . ,Bν1M−1,Bν20, . . . ,Bν2M−1, . . . ,Bν2k−1 0, . . . ,Bν2k−1M−1]Ψˇ(τ)
= BνΨˇ(τ). (39)
Then, as was mentioned in citeiman, we integrate equation (21) from 0 to τ , substitute these definitions
and use (13) and(8), finding
Ψˆ>(τ)X¯− Ψˆ>(τ)X0 + Ψˆ>(τ)Γ = tf
{
Ψˆ>(τ)Pˆ>A˜X¯+ Ψˆ>(τ)Pˆ>A˜Γ+ Ψˆ>(τ)
∑V
µ=1
(
Pˆ>A˜µFµ+
Pˆ>A˜µDˆ>µ X¯+ Pˆ>A˜µDˆ>µ Γ
)
+ Ψˆ>(τ)Pˆ>B˜U+ Ψˆ>(τ)
∑W
ν=1
(
Pˆ>B˜νGν + Pˆ>B˜νDˇ>νU
)}
.
(40)
Thus [
tf
(
Pˆ>A˜+
∑V
µ=1 Pˆ
>A˜µDˆ>µ
)
− Iqs
]
X¯+ tf
[
Pˆ>B˜+
∑W
ν=1 Pˆ
>B˜νDˇ>ν
]
U = Γ−X0−
tf
{
Pˆ>A˜Γ+
∑V
µ=1
(
Pˆ>A˜µDˆ>µ Γ+ Pˆ>A˜µFµ
)
+
∑W
ν=1 Pˆ
>B˜νGν
}
.
(41)
where we let s = 2k−1M.
From the definition of this wavelet, we see the fact that the time interval [0,1] is divided into 2k−1
subintervals. In order to ensure continuity in the obtained states across these subintervals, the following
compatibility constraint is added at the interface points (τι) of each subinterval:
for
τι =
ι
2k−1
, ι = 1, 2, ..., 2k−1 − 1
we must have
x(τ−ι ) = x(τ+ι ).
We assume that r(t) is in C[0, tf ], so for all α, it is necessary that
x¯α(τ
−
ι ) = x¯α(τ
+
ι )
and therefore,[
ψι0 ψι1(τι) · · · ψιM−1(τι)
] [
X¯αι0 X¯
α
ι1 · · · X¯αιM−1
]>−[
ψι+10 ψι+11(τι) · · · ψι+1M−1(τι)
] [
X¯αι+10 X¯
α
ι+11 · · · X¯αι+1M−1
]>
= 0.
Hence the compatibility constraint for the defined state is expressed as
ΨˆcX¯ = 0(2k−1−1)q×1, (42)
where
Ψc =

ϕ1(τ1) −ϕ2(τ1) 01×M 01×M · · · 01×M 01×M
01×M ϕ2(τ2) −ϕ3(τ2) 01×M · · · 01×M 01×M
01×M 01×M ϕ3(τ3) −ϕ3(τ3) · · · 01×M 01×M
...
...
...
...
. . .
...
...
01×M 01×M 01×M 01×M · · · ϕ2k−1(τ2k−1−1) −ϕ2k−1(τ2k−1−1)

. (43)
Setting (22) in the performance index (20), we find
J = 12 X¯
>Ψˆ(1)TΨˆ>(1)X¯+ 12 tf
∫ 1
0 [X¯
>Ψˆ(τ)QΨˆ>(τ)X¯+U>Ψˇ(τ)RΨˇ>(τ)Udτ]
= 12 {X¯>(Ψ(1)Ψ>(1)⊗T)X¯+ tf
∫ 1
0 [X¯
>(Ψ(τ)Ψ>(τ)⊗Q)X¯+U>(Ψ(τ)Ψ>(τ)⊗R)Udτ]}
= 12 {X¯>(Ψ(1)Ψ>(1)⊗T+ tf C⊗Q)X¯+U>(tf C⊗R)U}.
(44)
As a result
J = 12 [ X¯ U ]
[
tf C⊗Q+ (Ψ(1)Ψ>(1)⊗T) 0
0 tf C⊗R
]
[ X¯ U ]>. (45)
Taking (45), (42) and (41) together, the optimal tracking control problem is transformed into a quadratic
programming (QP) problem:
min
χ
1
2χ
>ℵχ
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subject to Λχ = b,
where we set
χ> = [ X¯ U ], (46)
ℵ =
[
tf C⊗Q+ (Ψ(1)Ψ>(1)⊗T) 0qs×rs
0rs×qs tf C⊗R
]
, (47)
Λ =
[
tf (Pˆ>A˜+
∑V
µ=1 Pˆ
>A˜µDˆ>µ )− Iqs tf (Pˆ>B˜+
∑W
ν=1 Pˆ
>B˜νDˇ>ν )
Ψˆc 0(2k−1−1)q×rs
]
, (48)
b =
 Γ−X0 − tf {Pˆ>A˜Γ+∑Vµ=1 (Pˆ>A˜µDˆ>µ Γ+ Pˆ>A˜µFµ)+∑Wν=1 Pˆ>B˜νGν}0(2k−1−1)q×1
 . (49)
Our goal is to find χ from solving the latter optimization problem which is static in nature. Standard
numerical methods are available to solve this QP problem. Hence we do not need a special program. We
can use the quadprog function provided by the optimization toolbox in MATLAB. This toolbox presents
widely used algorithms to solve constrained and unconstrained optimization problems. We need to
set what MATLAB solver to use with the algorithm field in the optimization options. In this work we
use the interior-point-convex algorithm of the quadprog function in MATLAB R2012b; the proposed
algorithm provides an accurate solution, and is fast and stable. For more detailed information about
handling various cases of plant matrices, constraints and ..., see [9].
4 Numerical examples
4.1 Example 1
We are interested in finding the optimal state and control which cause the time-delay system
x˙(t) = t2x(t)− 3tx(t − 12 ) + 2u(t) +u(t − 12 ) , 0 ≤ t ≤ 1 (50)
x(t) = t2 + 1 , −12 ≤ t ≤ 0 (51)
u(t) = t + 1 , −12 ≤ t ≤ 0 (52)
to follow the desired state
r(t) =
{
9t2 − 6t + 1, 0 ≤ t < 0.5
0.25, 0.5 ≤ t < 1, (53)
while minimize the performance index
J = 14 [x(1)− r(1)]2 +
∫ 1
0
{
[x(t)− r(t)]2 +Rdu2(t)
}
dt, (54)
where
a. Rd = 0.005, b. Rd =
0.005
5t + 1
.
In case a, we have R = 0.01. We first set k = 2 andM = 5; next, let us identify the required matrices in
the present tracking system. Obviously T = 12 ,Q = 2,B = 2,B1 = 1. From the findings given in sections 2
and 3 we have
P = 14
[
L E
0 L
]
,C = 2pi .blkdiag(C1,C2), where
L =

1 1√
2
0 0 0
−
√
2
4 0
1
4 0 0
−
√
2
3 − 12 0 16 0√
2
8 0 − 14 0 18
−
√
2
15 0 0 − 16 0

,E =

2 0 0 0 0
0 0 0 0 0
− 2
√
2
3 0 0 0 0
0 0 0 0 0
− 2
√
2
15 0 0 0 0
,C1 = C2 =

1 0 −
√
2
3 0
−√2
15
0 23 0
−2
5 0
−√2
3 0
14
15 0
−38
105
0 −25 0 3435 0
−√2
15 0
−38
105 0
62
63
 ,
X0 =
√
pi
2 [1,0,0,0,0,1,0,0,0,0]
> , Γ =
[
11
√
pi
64 ,−3
√
2pi
32 ,
9
√
2pi
128 ,0,0,
√
pi
8 ,0,0,0,0
]>
,
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µ = ν = 1, f (t − 12 ) = t2 − t + 54 , g(t − 12 ) = t + 12 , nµ = nν = 1 and tι = 12 , thus
F1 =
[
35
√
pi
64 ,−
√
2pi
32 ,
√
2pi
128 ,0,0,0,0,0,0,0
]>
,G1 =
[
3
√
pi
8 ,
√
2pi
16 ,0,0,0,0,0,0,0,0
]>
,
D1 =
[
010×5 I505×5
]
,Ψc =
[
2√
pi
, 2
√
2√
pi
, 2
√
2√
pi
, 2
√
2√
pi
, 2
√
2√
pi
, −2√
pi
, 2
√
2√
pi
, −2
√
2√
pi
, 2
√
2√
pi
, −2
√
2√
pi
]
,
Ψ(1)Ψ>(1) =
[
05×5 05×5
05×5 Y
]
; A(t) = t2 and A1(t) = −3t, so A˜ = 2√pi .blkdiag(A˜1,A˜2),A˜1 = 2√pi .blkdiag(A˜11 ,A˜12 ),
where
Y =

4
pi
4
√
2
pi
4
√
2
pi
4
√
2
pi
4
√
2
pi
4
√
2
pi
8
pi
8
pi
8
pi
8
pi
4
√
2
pi
8
pi
8
pi
8
pi
8
pi
4
√
2
pi
8
pi
8
pi
8
pi
8
pi
4
√
2
pi
8
pi
8
pi
8
pi
8
pi

,A˜n =

An0 An1 An2 An3 An4
An1 An0+
An2√
2
An1+An3√
2
An2+An4√
2
An3√
2
An2
An1+An3√
2
An0+
An4√
2
An1√
2
An2√
2
An3
An2+An4√
2
An1√
2
An0
An1√
2
An4
An3√
2
An2√
2
An1√
2
An0

,
A10 =
3
√
pi
64 ,A11 =
√
2pi
32 ,A12 =
√
2pi
128 ,A13 = A14 = 0,A20 =
19
√
pi
64 ,A21 =
3
√
2pi
32 ,A22 =
√
2pi
128 ,A23 = A24 = 0,
A110 =
−3√pi
8 ,A111 =
−3√2pi
16 ,A112 = A113 = A114 = 0,A120 =
−9√pi
8 ,A121 =
−3√2pi
16 ,A122 = A123 = A124 = 0.
Substituting the above-mentioned results into (47)–(49) and calling the quadprog algorithm in MATLAB
yields J∗ = 0.008801, and
x∗(t) =
{ −6.73743t4 + 7.14247t3 + 6.23845t2 − 5.53175t + 0.99999, t ∈ [0,0.5]
7.18440t4 − 22.77482t3 + 26.94463t2 − 14.05418t + 2.95420, t ∈ [0.5,1],
u∗(t) =
{ −4.66593t4 − 8.72582t3 + 8.58942t2 + 7.62985t − 3.01649, t ∈ [0,0.5]
−5.49792t4 + 50.80960t3 − 89.94716t2 + 51.69140t − 7.44087, t ∈ [0.5,1].
In case b, we have R(t) = 0.015t+1 . At first glance solving this problem by the method may not look easy,
but it is; in order to do this, by letting R(t) = R′Ψ(t), then using (13) and (11), finding a approximation
of ℵ is not difficult. Thus, taking k = 2 and M = 8 gives us J∗ = 0.004968. The optimal state and control,
and the reference state are shown in Fig.1. If we look at the obtained curves, it is obvious that we get a
better tracking of the desired state with lower cost in case b.
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Figure 1: Reference state, optimal state and control for Example 1.
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4.2 Example 2
Consider the system with small delay terms contained in the state and control vectors [14]. The problem
involves the minimization of
J =
∫ 15
0
{
[x1(t)− 0.2t]2 + 0.025u2(t)
}
dt (55)
subjected to the system of delayed differential equations and initial conditions such as
x˙1(t) = 0.05x1(t − 1) + x2(t) + 0.01u(t − 0.5), (56)
x˙2(t) = 2x1(t) + 0.01x2(t − 1)− x2(t) +u(t)− 0.05u(t − 0.5), (57)
x1(t) = −4, −1 ≤ t ≤ 0
x2(t) = 0, −1 ≤ t ≤ 0
u(t) = 0, −0.5 ≤ t ≤ 0.
 (58)
for the case which x(tf = 15) is free and admissible optimal control and states are unbounded.
The performance index indicates that the state x1(t) is to be kept close to the reference state r1(t) =
0.2t and since there is no condition on the state x2(t), we let r2(t) = 0. After rescaling the time interval
by setting τ = t/15, we set x¯1(τ) = x1(τ)− 3τ . Thus
r(τ) =
[
3τ
0
]
and x¯1(τ − 115 ) =
{ −4, 0 ≤ τ ≤ 115
0, 115 ≤ τ ≤ 1.
By choosing k = 6 and M = 8, formulas (29) and (32) give
Γ = 3
[ √
pi
512 ,0,
√
2pi
1024 ,0,
12︷ ︸︸ ︷
0, . . . ,0, 3
√
pi
512 ,0,
√
2pi
1024 ,0,
12︷ ︸︸ ︷
0, . . . ,0, . . . , 63
√
pi
512 ,0,
√
2pi
1024 ,0,
12︷ ︸︸ ︷
0, . . . ,0
]>
,
F1 =
[−√pi
2 ,0,
14︷ ︸︸ ︷
0, . . . ,0, −
√
pi
2 ,0,
14︷ ︸︸ ︷
0, . . . ,0,
480︷ ︸︸ ︷
0, . . . ,0
]>
.
Also we have
A =
[
0 1
2 −1
]
,A1 =
[
0.05 0
0 0.01
]
,B =
[
0
1
]
,B1 =
[
0.01
−0.05
]
,T = 02×2,Q =
[
2 0
0 0
]
andR = 0.05.
Now we can solve the problem. The simulation curves are presented in Fig.2(a) and Fig.2(b).
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Figure 2: Optimal states and control for Example 2.
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The optimal value of the cost functional (55) is found to be J∗ = 16.636902 and a comparison of J∗
is given in Table 1. It is clear that the obtained result is in good agreement. For performing a better
tracking by the system we have to increase the value of weighting matrix Q such that:
Qnew = 10Q =
[
20 0
0 0
]
.
x∗(t) and u∗(t) for this weighting matrix are plotted in Figs.3(a)–3(b); also we get J∗ = 60.853249. These
results mean that when we increase the values of the weighting matrix Q, the state of the new system is
able to track the reference state better with lower error, but we have to pay higher cost for larger control
effort. Suppose, to achieve a better tracking, that instead of increasing the value of the error weighted
matrix Q, we decrease the value of the control weighted matrix R, such as:
Rnew = 0.1R = 0.005.
This gives J∗ = 6.0853249, so we get a lower cost while the graphs of x∗(t) and u∗(t) are exactly the same
as those obtained with new Q (Fig.3). We want on one hand, to keep the new state small and on the
other hand, we must not pay higher cost to large controls; this leads us immediately to the conclusion
that we have to try various values of the weighting matrix R.
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Figure 3: Optimal states and control for Example 2 with new Q.
Table 1: Comparison of J∗ for Example 2
Source optimal performance criteria (J∗)
C.T. Leondes, E. Shieh [14] 17.2993
this research 16.636902
4.3 Example 3
This example studied in [21]. Consider the following optimal tracking problem for a time-delay system:
x˙(t) =
[
0 1
−1 1
]
x(t) +
[−1 0
0.6 −1.5
]
x(t − hx) +
[
0
2
]
u(t), (59)
x(t) =
[
3 0
]>
, −hx ≤ t ≤ 0 (60)
y(t) =
[
2 0
]
x(t), y¯(t) =
[
1 0
]
z(t), (61)
z˙(t) =
[
0 0.1
−0.2 −0.3
]
z(t),z(0) =
[
0.3 0
]>
. (62)
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The problem is to find the optimal states and control for the given time-delay system, which minimizes
the quadratic performance index
J = 12
∫ tf
0
{
Q[y¯(t)− y(t)]2 +Ru2(t)
}
dt, (63)
where y(t) ∈ R is the output of system, y¯(t) ∈ R is the reference input in which tracked by y(t) and is
given by (61), Q = 2 and R = 1. The time-delay and terminal time take different values for the following
cases:
Case 1. hx = 1,3,5, tf = 20,
Case 2. hx = 3,5,9,15,30, tf = 60.
If we set τ = t/tf , then the problem is converted to minimizing
J = 12 tf
∫ 1
0
{
[x(τ)− r(τ)]>
[
8 0
0 0
]
[x(τ)− r(τ)] +u2(τ)
}
dτ
subject to the rescaled equations of (59)–(60), where r(τ) =
[
0.3e−0.1tf τ − 0.15e−0.2tf τ 0
]>
. Using the
proposed method, we solve the problem and obtain the results presented in Table 2. The simulation
curves of the obtained optimal states and control, the system output, the reference input, and the
output error E(t), where E(t) = y¯(t)− y(t), in the case hx = 1, tf = 20 are presented in Figs.5(a) and 5(b),
respectively. Moreover, the graphs in Fig.6 and Fig.7 show x∗(t) and u∗(t) for hx = 5, tf = 20 and hx = 5,
tf = 60, respectively. Table 2 illustrates the fact that the optimal performance index J∗ increases when
the delay has increased and also value of the terminal time affects the value of the optimal index.
For hx = 5, and tf = 20 we get
u∗(t) =

−1.599503365t7 + 6.939514532t6 − 11.60025575t5 + 4.164045166t4+
18.68190416t3 − 33.54410922t2 + 18.08744678t − 1.573550114, 0 ≤ t < 1.25
−1.579836463t7 + 20.63373286t6 − 114.3377350t5 + 348.5948834t4−
632.7083298t3 + 687.1038586t2 − 418.0542793t + 110.1474518, 1.25 ≤ t < 2.5
−1.584990728t7 + 34.60298102t6 − 322.7748087t5 + 1667.517134t4−
5152.724483t3 + 9523.371342t2 − 9747.654972t + 4260.201064, 2.5 ≤ t < 3.75
−1.580527130t7 + 48.32648723t6 − 632.1998092t5 + 4587.257276t4−
19940.35153t3 + 51928.97846t2 − 75018.47153t + 46375.23574, 3.75 ≤ t < 5
−1.535049521t7 + 59.84697089t6 − 998.0386619t5 + 9228.228715t4−
51093.93715t3 + 169398.1459t2 − 311413.6496t + 244898.9146, 5 ≤ t < 6.25
−1.611490389t7 + 77.63429549t6 − 1602.064754t5 + 18357.38172t4−
126143.9807t3 + 519806.1911t2 − 1189327.564t + 1165540.148, 6.25 ≤ t < 7.5
−1.597515699t7 + 90.80070095t6 − 2210.793157t5 + 29889.94394t4−
242350.0352t3 + 1178423.616t2 − 3181822.612t + 3680123.555, 7.5 ≤ t < 8.75
−1.617103941t7 + 106.1787842t6 − 2986.937676t5 + 46666.73726t4−
437325.8510t3 + 2458209.746t2 − 7674048.193t + 10264009.91, 8.75 ≤ t < 10
−1.642777755t7 + 122.6187074t6 − 3921.410142t5 + 69653.27007t4−
742130.0185t3 + 4743069.046t2 − 16836729.18t + 25607790.77, 10 ≤ t < 11.25
−1.586669620t7 + 131.7788079t6 − 4689.513324t5 + 92690.80862t4−
1098994.082t3 + 7816336.188t2 − 30877068.27t + 52262383.11, 11.25 ≤ t < 12.5
−1.600070099t7 + 146.9909776t6 − 5786.158598t5 + 126515.1074t4−
1659475.150t3 + 13057967.99t2 − 57073349.02t + 106890704.7, 12.5 ≤ t < 13.75
−1.570346408t7 + 157.8118056t6 − 6795.858796t5 + 162560.2060t4−
2332774.967t3 + 20082606.41t2 − 96035563.42t + 196790673.1, 13.75 ≤ t < 15
−1.593060270t7 + 174.7227767t6 − 8211.764765t5 + 214386.4141t4−
3357804.386t3 + 31550825.23t2 − 164679416.4t + 368329684.0, 15 ≤ t < 16.25
−1.597408464t7 + 188.6101815t6 − 9543.136587t5 + 268224.4423t4−
4522833.504t3 + 45753885.01t2 − 257114647.9t + 619160087.7, 16.25 ≤ t < 17.5
−1.596265471t7 + 202.4942374t6 − 11007.87894t5 + 332416.2990t4−
6022438.89t3 + 65459683.76t2 − 395241956.0t + 1022669998.0, 17.5 ≤ t < 18.75
−1.618309199t7 + 219.4848422t6 − 12756.63312t5 + 411870.1854t4−
7978130.478t3 + 92716789.1t2 − 598560876.0t + 1655947901.0, 18.75 ≤ t ≤ 20.
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Figure 4: Optimal states and control for Example 3; hx = 1, and tf = 20.
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Figure 5: Output, reference and output error for Example 3; hx = 1, and tf = 20.
Table 2: optimal performance index for Example 3
tf = 20 tf = 60
hx 1 3 5 3 5 15 30 50
J∗ 12.5079 21.5463 30.2279 24.4495 33.1185 76.8341 145.2474 161.9482
Comparing the obtained curves of the output error and control with those were obtained in [21], we
can see that the convergence rate of the presented method is higher than the convergence rate of the
method in [21]; however like the mentioned method, the proposed approach for systems with different
delays and long time-delay is effective. The implementation of the method is very easy and convenient.
The new optimal tracker can be successfully applied to the tracking systems regardless of the number
of delays, and the number and the types of reference inputs and initial functions.
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Figure 6: Optimal states and control for Example 3; hx = 5, and tf = 20.
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Figure 7: Optimal states and control for Example 3; hx = 5, and tf = 60.
4.4 Example 4
Consider a non-square multi-input multi-output controllable and observable system (see [22])
x˙(t) =

0.809 −2.060 0.325 0.465 0.895
6.667 0.200 1.333 0 0.667
−1.291 0.458 −1.072 −2.326 −0.199
−0.324 0.824 1.670 −1.186 −0.358
−3.509 −4.316 −0.702 0 −8.351
x(t)
+

0 0 0 0 0
−0.164 0 0 0 0
0.729 0 0 0.533 −0.045
0 0 0 −0.266 0.167
1.407 0 0 0 −1.120
x(t − hx) +

0.955 −0.379
−1.667 −1.667
−0.212 1.195
0.618 0.052
0.877 1.403
u(t − hu) (64)
with the performance index
J =
∫ tf
0
{
[y(t)− r(t)]>Q[y(t)− r(t)] +u>(t)I2u(t)
}
dt, (65)
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where
y(t) =
[
2 0 1 0 0
0 1.5 0 1.2 1
]
x(t), r(t) =
[
sin(t) cos(t)
]>
, x(0) =
[
0.05 0.05 0.05 0.05 0.05
]>
.
x(t) ∈ R5 is the state vector, y(t) ∈ R2 is the output vector, and u(t) ∈ R2 is the control vector. The
problem is to find the optimal states and controls for the time-delay system (64), which minimizes (65).
We define x6(t) = 2x1(t) + x3(t) and x7(t) = 1.5x2(t) + 1.2x4(t) + x5(t). Also we set: Q = 103I2 and
(a). hx = 0.15, hu = 0.05, and tf = 6, (b). hx = 0.375, hu = 0.125, and tf = 8.
Using these assumption, we get the optimal curves. The obtained results are shown in Figs.8–10.
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Figure 8: Optimal trajectories for Example 4(a).
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Figure 9: u∗(t), y(t) and r(t) for Example 4(a).
4.5 Example 5
This example is adopted from [23]. Consider a MIMO system
x˙(t) =

−9.0 4.0 4.5 −2.0
−3.0 0.4 0.7 −6.0
5.0 0.3 5.0 3.0
4.0 −2.5 2.0 3.0
x(t) +

1.0 1.5 0.0
0.3 2.0 0.4
0.3 −0.3 0.0
−0.3 −1.0 0.5
u(t), (66)
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Figure 10: Optimal states and controls for Example 4(b).
y(t) =
[
1 0 2 1
−1 1 0 −1
]
x(t) +
[
0 0 0
0 −1 0
]
u(t) (67)
with the performance index
J = 12
∫ 3
0
{
[y(t)− r(t)]>Q[y(t)− r(t)] +u>(t)Ru(t)
}
dt, (68)
where x(t) ∈R4, y(t) ∈R2, and u(t) ∈R3 are the state, output, and control vector, respectively. The initial
conditions is x(0) =
[
−0.25 −0.5 0.25 −0.3
]>
. The desired input r(t) =
[
r1(t) r2(t)
]>
is given by
r1(t) =

cos(2pit), 0 ≤ t < 1
0.5t2(1− t), 1 ≤ t < 2
0.5 cos(4pit) + 1 2 ≤ t ≤ 3
and r2(t) =

1.2t2(1− t), 0 ≤ t < 1
cos(2pit), 1 ≤ t < 2
0.2 sin(4pit)− 0.5, 2 ≤ t ≤ 3.
(69)
The problem is to find x∗(t) and u∗(t) which minimizes (68) subject to the system (66) and (67) with the
initial conditions and the reference input (69). We choose Q = 104I2 and R = I3.
We can use the proposed algorithm in this problem with two following assumptions:
1. We define x5(t) = x1(t) + 2x3(t) + x4(t) and x6(t) = −x1(t) + x2(t) − x4(t) − u2(t), so the problem is
reformulated to x˙(t) = A′x(t) +B′u(t) +Buu˙(t),
2. First we set 2x3(t) → x3(t) then x2(t) − u2(t) → x2(t), therefore the problem is reformulated to
x˙(t) = A′′x(t) + (B′′ +A′′Au)u(t)−Auu˙(t).
These two assumptions are equivalent, just we have to add (I2k−1M ⊗BuIr ) or (−I2k−1M ⊗AuIr ) to Λ12 and
solve the problem. Using the first assumptions we can write
A′ =
 A 04×2A1 01×2A2 01×2
 ,B′ =
 BB1B2
 ,Q =
[
04×4 04×2
02×4 104I2
]
and Bu =
[
05×3
B3
]
,
where A and B are defined in (66) and
A1 =
[
5.0 2.1 16.5 7.0
]
,A2 =
[
2.0 −1.1 −5.8 −7.0
]
,
B1 =
[
1.3 −0.1 0.5
]
, B2 =
[
−0.4 1.5 −0.1
]
, and B3 =
[
0 −1 0
]
.
Finally by selecting k = 7 and M = 8 we solve the transformed problem. The graphs of the optimal
states and controls are given in Figs.11(a)–11(d). Also Figs.12(a)–12(b) show the outputs of system and
the reference inputs. Since the desired input functions defined in (69) are not continuous, we cannot
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Figure 11: Optimal states and controls for Example 5.
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Figure 12: System output and reference input for Example 5.
use the compatibility constraint; also for this reason we observe two jumps in the optimal trajectories.
Our algorithm implemented in MATLAB solves the problem within 6.436 seconds § and gives 4608
computed parameters with J∗ = 330.4858.
§HP ENVY 15-j013cl Notebook PC
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4.6 Example 6
Consider a linear time-varying time-delay system described by
x˙(t) =
 0 1 00 0 1
cos t 0 0
x(t) +
 0 −1 0−0.1t2 0 0.5
e−t 0 t
x(t − hx) +
 00
2 + sin t
u(t) , 0 ≤ t ≤ tf (70)
x(t) =
[
1 0 sin t
]>
, −hx ≤ t ≤ 0. (71)
This system is to be controlled to minimize the performance index
J = [x1(tf )− r(tf )]2 + 12
∫ tf
0
{
100[x1(t)− r(t)]2 +u2(t)
}
dt (72)
in order that the state x1(t) tracks the desired trajectory r(t), where r(t) ∈R is
r(t) = cos t.
The terminal time is tf = 4. In the following, we consider this optimal control problem with different
time delays as case 1 and also with different constraints as case 2; we take:
Case 1:

a. hx = 0.5.
b. hx = 1.0.
c. hx = 2.0.
Case 2:

a. hx = 0.5;x2(hx) = −0.5 and x3(hx) = −1.5.
b. hx = 1.0;x2(hx) = −1,x3(hx) = −1 and x3(tf ) = r(tf ).
c. hx = 2.0;
{
x3(t) ≤ r(t) when t ∈ [0 hx]
x2(t) ≤ r(t) when t ∈ [hx tf ] and x3(tf ) = 0.
d.hx = 2.0;

0.0625t2x2(t) + (−0.05t + 1)x3(t)−u(t) ≤ 0.8 when t ∈ [0 hx]
x2(t) ≤ r(t) when t ∈ [hx tf ]
u(t) ≤ 0.5 when t ∈ [0 tf ].
By choosing k = 5 and M = 8, we give the simulation curves of cases 1(c) and 2 in Figs.13 and 16. In
all four cases (Case 2), the given constraints are satisfied and this shows the efficiency and applicability
of the proposed method. The comparison which made with the performance indices in each case above
are reported in Table 3. As we see in Fig.16(b), imposing the given constraints can affect on the system
error e(t), e(t) = x∗1(t)− r(t). Setting g(t) = 0.0625t2x∗2(t) + (−0.05t + 1)x∗3(t)− u∗(t), then Table 4 explains
how much the obtained results satisfy the first inequality constraint in case 2(d).
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Figure 13: Optimal states and control for Example 6, case 1(c).
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Figure 14: Optimal states for Example 6, case 2(a) and 2(b).
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Figure 15: Optimal states for Example 6, case 2(c) and 2(d).
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Figure 16: Optimal controls and errors for Example 6, case 2.
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Table 3: J∗ for Example 6
Case J∗
1(a) 1.804925
1(b) 0.887031
1(c) 0.592368
2(a) 1.909284
2(b) 1.235810
2(c) 3.548268
2(d) 3.101320
Table 4: Numerical results for Example 6; case 2(d)
t x∗2(t) x∗3(t) u∗(t) g(t)
0 0.00000 0.00000 -0.80000 0.80000
0.25 -0.11277 0.02668 -0.77409 0.80000
0.5 -0.25283 -0.17273 -0.97235 0.79999
0.75 -0.49264 -0.71443 -0.55319 -0.15177
1 -0.77177 -0.41751 0.50000 -0.94487
1.25 -0.96555 -0.12408 0.50000 -0.71062
1.5 -1.08493 0.13014 0.50000 -0.53219
1.75 -1.13075 0.40720 0.50000 -0.34486
2 -1.08918 0.77424 0.50000 -0.07547
2.25 -0.96136 1.00549 -0.35067 0.93886
5 Conclusion
An alternative method is introduced to find the optimal control, state and performance index of linear
time-varying tracking systems with multiple state and input delays. In the proposed procedure, we
can easily change the weighting matrices and impose the combined constraints. When we increase the
value of the error weighted matrix, then the output is able to track the reference input better with lower
output error, but we have to pay higher cost for larger control effort of the designed system. As can
be seen, to better tracking we must try various values of the control weighted matrix. The significant
disadvantage of this approach lies in the concept of Chebyshev wavelet, since its definition is slightly
less sensitive to changes in time-delays. It should be noted that the method has the ability to implement
by Legendre wavelets. The new optimal tracker presented by this paper can be successfully applied to
the tracking system regardless of the system stability, minimum phase properties, the dimension of the
system, equal number of input and output, the number of delays, and the types of desired states and
initial functions.
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