Abstract: The input-output decoupling problem for discrete-time nonlinear systems by static output feedback is studied in this paper. The discrete-time nonlinear system is described either by state equations or by high order input-output di erence equations (NARMA model). In both cases the necessary and su cient conditions are given for the solution of the problem.
INTRODUCTION
The input-output decoupling problem of discretetime nonlinear system by state feedback has been studied extensively, see for instance (Nijmeijer and van der Schaft, 1990 ) and the references given there. When state is not available for measurement, tw o approac hes are possible: the reconstruction of the state by means of an observer or the use of output feedback. The rst solution su ers from the fact that the w ell-known separation theorem for the combination of a static state feedback with an observer in the linear case is no longer valid in the nonlinear domain. In this contribution w e investigate the second solution, i. e. output feedback. We limit ourselves to the case of the static output feedback. The case of the dynamic output feedback is left for the future studies. The results for nonlinear system described by state equations extend the known results in the continuous-time case (P othin and Moog, 1998) whereas the results for systems described by 1 Supported by Estonian Science F oundation Grant Nr 3738 NARMA model have no continuous-time analogues. The paper is organized as follows. In the second section we g i v e a precise problem formulation for input-output decoupling problem if the system is described by state equations as well the necessary and su cient solv abilit yconditions. In the third section w epresent the analogous results for the system described by NARMA model. Futhermore, w ewill giv e the procedures to obtain the static output feedback if the necessary and su cient solv abilit yconditions are satis ed. These procedures are giv en in the su ciency parts of the proofs and are constructive up to nding the integrating factors and integration of the oneforms. Finally, this contribution ends with some conclusions. To our best knowledge there exists only a few papers that tackle nonlinear synthesis problems via (static or dynamic) output feedback for discretetime nonlinear systems (P othin et al., 2000 P othin and Moog, 2001 ). In the rst the i/o linearization problem and in the second disturbance decoupling for the single-input single-output sys-tem is studied both via static and dynamic feedback.
SYSTEMS DESCRIBED BY STATE EQUATIONS

De nitions and Problem Statement
Consider a square invertible discrete-time nonlinear system x(t + 1 ) = f(x(t) u (t)) t = 0 1 : : : (5) where X = span K fdx(t)g. The space i is instrumental for solving the input-output decoupling problem. The spaces i may be computed as the limit of the following algorithm:
Lemma 2. The subspaces i , i = 1 : : : m , are invariant with respect to (i) the state transformation (state space di eo- 
where ! i (t) 2 span K fdy j (t) du(t) (for j = 1 : : : m j 6 = i)g is such t h a t d y i (t + r i ) ; ! i (t) 2 i .
Remark. Conditions (i) and (ii) are known to be necessary and su cient for the solvability o f the i/o decoupling problem via the regular static state feedback (Nijmeijer and van der Schaft, 1990 ).
Proof. Necessity. I t i s e n o u g h t o s h o w the necessity of (iii) and (iv). Assume the regular static output feedback (2) decouples system (1). From (2) one obtains v = ;1 (y(t) u (t)):
For the closed-loop system, (4) is ful lled and one has dy i t + r i ] 2 i span K fdv i (t)g (8) where i is de ned for the closed loop system similarly to (5). By (7) dv i (t) 2 span K fdy(t) du(t)g (9) or equivalently, dv i (t) 2 span K fdy i (t)g span K fdy j (t) du(t) (for j = 1 : : : m j 6 = i)g:
From (8) and (9), dy i t + r i ] 2 i span K fdy j (t) du(t) (for j = 1 : : : m j 6 = i)g:
which yields (iii), dy i (t + r i ) 2 i span K fdy j (t) du(t) (for j = 1 : : : m j 6 = i)g:
To s h o w necessity of (iv), note that from (7), ! i (t)
is uniquely de ned by
in which 2 K .
Su ciency. When the condition (iii) is ful lled, one has:
where ! 0 (t) 2 i ! i (t) 2 span K fdy j (t) du(t) (for j = 1 : : : m j 6 = i)g:
From (14) and dv i (t) 2 span K fdy(t) du(t)g, one deduces:
dy i (t + r i ) 2 i + span K fdv i (t)g: (16) The condition (iv) implies that there exists 2 K and 2 K such t h a t (! i (t) + dy i (t)) is exact.
Let, dv i (t) = (! i (t) + dy i (t)) 2 span K fdy(t)
so we get v i (t) = i (dy(t) du(t)) by integrating the one-form (! i (t) + dy i (t)). By (ii), = ( 1 : : : m ) is an invertible function. Thus, u(t) = ;1 (y(t) v (t)) = (y(t) v (t)).
Example 4. Consider the system x 1 (t + 1 ) = x 2 2 (t) + u 1 (t)x 1 (t)x 3 (t)
x 2 (t + 1 ) = ;x 2 (t) x 3 (t + 1 ) = x 4 (t) + x 3 (t)u 2 (t) x 4 (t + 1 ) = x 3 (t)x 4 (t) y 1 (t) = x 1 (t) y 2 (t) = x 3 (t)
Compute 1 = sp K fdx 1 (t) dx 2 (t)g 2 = sp K fdx 2 (t) dx 3 (t) dx 4 (t)g and dy 1 (t + 1 ) = 2x 2 (t)dx 2 (t) + u 1 (t)x 1 (t)dy 2 (t) + u 1 (t)x 3 (t)dx 1 (t) + x 1 (t)x 3 (t)du 1 (t) dy 2 (t + 1 ) = dx 4 (t) + u 2 (t)dx 3 (t) + x 3 (t)du 2 (t):
Then from (iii) ! 1 (t) = u 1 (t)x 3 (t)dy 2 (t) + x 1 (t)x 3 (t)du 1 (t) ! 2 (t) = x 3 (t)du 2 (t)
One can easily check that (iv) is satis ed and nd 1 = u 1 (t)y 2 (t), 1 = 1, 2 = u 2 (t), 2 = 1 so that for i = 1 2 i (! i (t) + i dy i (t)) = dv i (t) is exact. Integrating dv i (t), i = 1 2, one obtains v 1 (t) = u 1 (t)y 1 (t)y 2 (t) v 2 (t) = y 2 (t)u 2 (t) which yields the static output decoupling feedback u 1 (t) = v 1 (t) y 1 (t)y 2 (t) u 2 (t) = v 2 (t) y 2 (t)
SYSTEMS DESCRIBED BY NARMA MODELS
De nitions and Problem Statement
Consider a discrete-time nonlinear system with the same number of inputs and outputs, described by the set of input-output equations y i (t + n i ) = f i (y j (t) : : : y j (t + n ij ; 1) u k (t) : : : u k (t + s ik ) j k = 1 : : : m ) (19) i = 1 : : : m , where the maps f i , i = 1 : : : m are supposed to be analytic functions of their arguments. We assume that the system is strictly proper i. e. that s ik < n i , for i k = 1 : : : m .
Moreover, we a s s u m e system (19) to be i n c anonical form, which means that and n ij < min(n i n j ) and n 1 + : : : + n m := n is the order of the system.
The latter implies that whenever (19) admits a Kalmanian realization, the indices n i , associated to each output y i , i = 1 : : : m , are the observability indices of any observable state-space realization of order n. Moreover, being in canonical form also means that system (19) generically satis es the condition @ f i ( ) @(y(t) u (t)) 6 0:
The form (19) is an extension of the echelon canonical matrix fraction description introduced in (Popov, 1969) 
. . . z i ni;1 (t + 1 ) = z i ni (t) z i ni (t + 1 ) = f i (z(t)) i = 1 : : : m z m+j 1 (t + 1 ) = z m+j 2 (t)
. . . z m+j s (t + 1 ) = z m+j s+1 (t) z m+j s+1 (t + 1 ) = w j (t) j = 1 : : : m :
The disadvantage of the extended state-space realization is that it is nonminimal, and therefore either non-controllable or non-observable or both. In (Kotta, 1998 ) the necessary and su cient c o nditions were given when the input-output equations of the form (19), or equivalently (21), can be transformed into the observable and controllable state-space form. Since every NARMA model cannot be described in the minimal state space form, it is worth to study the input-output decoupling problem for the system described by the inputoutput model(19).
Let K e denote the eld of meromorphic functions in a nite number of variables fz(t) w (t + k) k 0g. The forward-shift operator e : K e ! K e is de ned by e (z(t) w (t) : : : w (t + N)) = (f e (z(t) w (t)) w (t+ 1 ) : : : w (t+N +1)), where f e denotes the state transition map of the extended system (21). Denote by E e the K e -vector space spanned by fd j 2 K e g. 
