We derive a family of eighth-order multipoint methods for the solution of nonlinear equations. In terms of computational cost, the family requires evaluations of only three functions and one first derivative per iteration. This implies that the efficiency index of the present methods is 1.682. Kung and Traub 1974 conjectured that multipoint iteration methods without memory based on n evaluations have optimal order 2 n−1 . Thus, the family agrees with Kung-Traub conjecture for the case n 4. Computational results demonstrate that the developed methods are efficient and robust as compared with many well-known methods.
Introduction
Solving nonlinear equations is one of the most important problems in science and engineering 1, 2 . The boundary value problems arising in kinetic theory of gases, vibration analysis, design of electric circuits, and many applied fields are reduced to solving such equations. In the present era of advance computers, this problem has gained much importance than ever before.
In this paper, we consider iterative methods to find a simple root r of the nonlinear equation f x 0, where f : R → R be the continuously differentiable real function. Newton's method 1 is probably the most widely used algorithm for solving such equations, which starts with an initial approximation x 0 closer to the root r and generates a sequence of successive iterates {x i } ∞ 0 converging quadratically to the root. It is given by the following: 
Basic Definitions
Definition 2.1. Let f x be a real function with a simple root r and let {x i } i∈N be a sequence of real numbers that converges towards r. Then, we say that the order of convergence of the sequence is p, if there exits a number p ∈ R such that lim i → ∞ 
Definition 2.3.
Let n be the number of new pieces of information required by a method. A "piece of information" typically is any evaluation of a function or one of its derivatives. The efficiency of the method is measured by the concept of efficiency index 27 and is defined by the following:
where p is the order of the method.
Definition 2.4.
Suppose that x i 1 , x i and x i−1 are three successive iterations closer to the root r. Then, the computational order of convergence ρ see 24, 25, 28 is approximated by using 2.2 as follows: 
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Thus, using the Taylor expansion, we get
where 
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This means that convergence order of the family 3.10 is seventh-order with W 0 1 and the error equation is
O e 
Some Particular Forms
Here, we consider some forms of the functions ω t and W t satisfying the conditions of the Theorem 4.1. Based on these forms some methods of the family 3.10 are also presented.
Forms of ω t
Form 1. For the function ω given by the following:
where α ∈ R is a constant, it is clear that the conditions of Theorem 4.1 are satisfied.
Form 2.
For the function ω defined by the following:
where α ∈ R, it can be easily seen that this function satisfies the conditions of Theorem 4.1.
Form 3.
where α ∈ R −{0}, it can be seen that this function also satisfies the conditions of Theorem 4.1.
Forms of W t
Form 1. For the function W given by the following:
where γ ∈ R, it can be seen the function W 1 t satisfies the conditions of Theorem 4.1.
Form 2.
For the function W defined by the following:
where γ ∈ R, it is simple to see that W 2 t satisfies the conditions of Theorem 4.1 total number of function evaluations TFE for each method. The TFE is counted as sum of the number of evaluations of the function itself plus the number of evaluations of the derivatives. In the calculations, 12 TFE are used by each method. That means 6 iterations are used for NM and 3 iterations for the remaining methods. The absolute values of the function |f x i | and the computational order of convergence ρ are also displayed in Table 2 . It can be observed that the computed results, displayed in Table 2 , overwhelmingly support the theory of convergence and efficiency analyses discussed in the previous sections. From the results, it can be concluded that the proposed methods are competitive with existing methods and possess quick convergence for good initial approximations. Among the eighth-order methods, we are not able to select one as the best. For some initial guess one is better while for other initial guess the another one would be appropriate. Thus the present methods can be of practical interest.
Conclusions
In this work, we have obtained a new simple and elegant family of eighth-order multipoint methods for solving nonlinear equations. Thus, one requires three evaluations of the function f and one of its first-derivative f per full step and therefore, the efficiency index of the present methods is 1.682 which is better than the efficiency index of Newton method, fourthorder methods, sixth-order methods, and seventh-order methods. Many numerical applications use higher precision in their computations. In these types of applications, numerical methods of higher-order are important. The numerical results show that the methods associated with a multiprecision arithmetic floating point are very useful, because these methods yield a clear reduction in number of iterations. Finally, we conclude that the methods presented in this paper are preferable to other recognized efficient methods, namely, Newton's method, King's methods, sixth-order methods 10-12 , seventhorder methods 15, 18 , etc. 
