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Abstract
We partially solve a well-known conjecture about the nonexistence of positive entire solutions to elliptic
systems of Lane–Emden type when the pair of exponents lies below the critical Sobolev hyperbola. Up to
now, the conjecture had been proved for radial solutions, or in n 3 space dimensions, or in certain subre-
gions below the critical hyperbola for n 4. We here establish the conjecture in four space dimensions and
we obtain a new region of nonexistence for n 5. Our proof is based on a delicate combination involving
Rellich–Pohozaev type identities, a comparison property between components via the maximum principle,
Sobolev and interpolation inequalities on Sn−1, and feedback and measure arguments. Such Liouville-type
nonexistence results have many applications in the study of nonvariational elliptic systems.
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1. Introduction and main results
The celebrated Lane–Emden equation
−u = up (1.1)
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ut − u = up
have played a central role in the development of methods of nonlinear analysis in the last four
decades. A fundamental result on Eq. (1.1) is the Liouville-type theorem of Gidas and Spruck:
Theorem A. Assume
0 < p < pS :=
{∞, if n 2,
(n + 2)/(n − 2), if n 3.
Then the equation
−u = up, x ∈Rn, (1.2)
has no positive classical solution.
Moreover the Sobolev exponent pS here plays a critical role: if n 3 and p  pS, then (1.2)
does admit (radial, bounded) positive classical solutions. Theorem A has many applications both
for elliptic and parabolic equations (see e.g. the recent monograph [19] for a detailed account and
numerous references). In particular, combined with the rescaling or blow-up method of Gidas
and Spruck [12], it allows to establish a priori estimates and existence of positive solutions for
nonvariational Dirichlet problems of the form
{−u = f (x,u,∇u), x ∈ Ω ,
u = 0, x ∈ ∂Ω ,
where Ω is a smoothly bounded domain, p > 1 and f ∼ up for large u in a suitable sense.
The natural counterpart of Eq. (1.2) for elliptic systems is the Lane–Emden system
{−u = vp, x ∈Rn,
−v = uq, x ∈Rn, (1.3)
with p,q > 0, which has also received considerable attention, but is far less understood than the
corresponding scalar problem. Concerning the question of existence and nonexistence of entire
solutions, it is expected that the role of the Sobolev exponent pS should be played by the so-called
Sobolev hyperbola (cf. Mitidieri [14,15]):
1
p + 1 +
1
q + 1 = 1 −
2
n
.
Namely, the following Liouville-type property has been explicitly or implicitly mentioned as a
conjecture in the work of several authors in the past fifteen years [3,4,6–8,14–16,20,22,23], and
it is an important open question in the study of superlinear elliptic systems:
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1
p + 1 +
1
q + 1 > 1 −
2
n
, (1.4)
then system (1.3) has no positive classical solutions.
Partial results are known. For radial solutions, the conjecture was proved by Mitidieri [15] (see
also [21]). Moreover condition (1.4) is optimal for nonexistence: when (p, q) is critical or super-
critical, system (1.3) does admit (bounded) positive radial classical solutions (see Mitidieri [15]
and Serrin and Zou [23]). On the other hand, denoting by
α = 2(p + 1)
pq − 1 , β =
2(q + 1)
pq − 1 (if pq > 1)
the scaling exponents of system (1.3), it is known (see Souto [25], Mitidieri [15] and Serrin and
Zou [22]) that (1.3) has no positive classical supersolutions (i.e. with equality signs replaced by
) whenever
pq  1, or pq > 1 and max(α,β) n − 2. (1.5)
Moreover, it is easy to see that this condition is optimal for supersolutions (see Remark 2.1(b)).
This in particular implies the conjecture in dimensions n = 1 and 2. Furthermore we can always
assume that pq > 1. Note that for n 3, (1.5) is stronger than (1.4), which is equivalent (when
pq > 1) to
α + β > n − 2. (1.6)
The full conjecture (for nonradial solutions) seems difficult. Indeed the methods used in the scalar
case do not carry over easily and progress has been relatively slow. The full conjecture is known
to be true when n = 3. This was first established by Serrin and Zou [22] in 1996 in the case of
polynomially bounded solutions, and this assumption was recently removed by Polácˇik, Quittner
and Souplet [16]. In higher dimensions, apart from (1.5), the conjecture is only known to be true
in some subregions of the subcritical range: for
min(α,β) (n − 2)/2, with (α,β) = ((n − 2)/2, (n − 2)/2), (1.7)
cf. Busca and Manásevich [4], and for the biharmonic case
q = 1, p < (n + 4)/(n − 4)+, (1.8)
cf. Lin [13]. Note that (1.7) in particular contains the case where both exponents are subcritical,
namely max(p, q) pS, with (p, q) = (pS,pS), which was treated earlier by de Figueiredo and
Felmer [8] (see also Reichel and Zou [20]).
The main goal of the present paper is to prove the full conjecture for n = 4.
Theorem 1. Let n = 3 or 4, and p,q > 0. If (p, q) satisfies (1.4), then system (1.3) has no
positive classical solutions.
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Theorem 2. Let n 5, and p,q > 0 with pq > 1. If (p, q) satisfies (1.4), along with
max(α,β) > n − 3, (1.9)
then system (1.3) has no positive classical solutions.
Note that no growth restrictions at infinity are imposed on the solutions. Although Theorem 1
was already known for n = 3, our proof of Theorems 1 and 2 covers all dimensions n  3 in
a unified way. We observe that for n  5, the region α + β > n − 2, max(α,β) > n − 3 is not
contained in (nor contains) the region (1.7). On the other hand, it contains (1.8) for n 6. The
proofs in [4,13], based on moving planes, are completely different from ours.
Remarks 1.1. (a) It was proved by Polácˇik, Quittner and Souplet [16, Theorem 4.3] that, for
given n and p,q > 0 with pq > 1, the existence of a positive classical solution to (1.3) implies
the existence of a positive bounded classical solution. (In fact it was assumed that p,q > 1
but it is straightforward to verify that the same proof applies for any p,q > 0 with pq > 1.)
Consequently, taking also the nonexistence for pq  1 into account (cf. (1.5)), it is sufficient to
establish Theorems 1 and 2 in the case of bounded solutions.
(b) Even in the scalar case, the proof in the present paper (which can be rewritten in a much
simpler way in the case of a single equation) gives a new, completely different, proof of the
celebrated Liouville theorem of Gidas and Spruck [11] for dimensions n 4. Unfortunately this
approach does not reach the optimal exponent pS when n  5, where the stronger limitation
p < (n− 1)/(n− 3) appears. Recall that the original proof of the Gidas–Spruck result was based
on the Bochner–Weitzenböck formula and very delicate choices of test-functions (cf. [11] and
Bidaut-Véron and Véron [1]; see also Quittner and Souplet [19, Chapter 8]). An alternative proof
based on Kelvin transform and moving-planes was later found by Chen and Li [5].
(c) Like in the case of scalar equations, it is known that Liouville-type theorems for sys-
tem (1.3) in Rn have various important applications and consequences: a priori estimates of
positive solutions of the Dirichlet problem in bounded domains (see e.g. [7–10,19,26]), singular-
ity estimates of local solutions and decay estimates of solutions in exterior domains (see [16]),
Liouville-type theorems in half-spaces (see Birindelli and Mitidieri [3] and [16]; the latter are
also useful for the derivation of a priori estimates). In particular, from Theorems 1 and 2, one can
deduce new results on a priori estimates by direct application of [19, Theorem 31.13] (see also
[7]), and on singularity and decay estimates by direct application of [16, Theorems 4.3 and 7.3].
The proof of Theorems 1 and 2 is rather long and involved. Whereas the proofs of de
Figueiredo and Felmer [8] and of Busca and Manásevich [4] were based on moving plane tech-
niques, our proof relies on integral estimates. Our basic strategy is similar to that of Serrin and
Zou [22]. However, several new ideas are required and, due to the failure of the Sobolev imbed-
ding W 2,1+ε ⊂ L∞ on Sn−1 for dimensions n 4, the proof becomes significantly more delicate.
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type identity, and with the help of a comparison property between components via the maximum
principle, inspired in Bidaut-Véron and Yarur [2], the volume integral
F(R) :=
∫
|x|<R
uq+1
can be estimated in terms of surface integrals of uq+1 and |Du||Dv| for |x| = R. One then ap-
plies a sort of feedback argument. Namely, by a careful analysis using a suitable combination
of Sobolev imbeddings and interpolation inequalities on Sn−1 (after switching to spherical co-
ordinates), along with basic integral a priori estimates of solutions and a measure argument, the
above surface terms can be estimated by CR−aF b(R), along a sequence R = Ri → ∞, for some
a > 0 and b < 1. This leads to u ≡ 0 upon letting i → ∞.
Let us point out that this method may have further applications for more general systems.
Remarks 1.2. (a) Let us note that the feedback and interpolation arguments are new as compared
with the proof in [22], as well as the use of the comparison between components. There, for
n = 3, the authors directly applied the available imbedding W 2,1+ε ⊂ L∞ on S2, and used only
the possibility b = 0 in the previous paragraph.
(b) Observe that condition (1.9) is the same as (1.5) but in n − 1 dimensions. It is known
(cf. Quittner and Souplet [18] and see also Souplet [24, Remarks 3.1(b) and 3.2]) that condition
(1.5) corresponds to a critical regularity exponent, related to the possibility of reaching L∞ from
an L1 a priori estimate on the right-hand side of (1.3). It is also known that the basic L1 a priori
estimate of the right-hand side, given by Lemma 2.4 below, is not sufficient alone to prove a
Liouville theorem up to the Sobolev hyperbola. Heuristically, although this estimate is also used
here, the further efficiency of the method comes from the fact that one dimension is “gained,” via
the Pohozaev type identity, by using functional analytic arguments on the (n − 1)-dimensional
unit sphere, instead of directly on BR , hence the weaker condition (1.9).
2. Preliminaries
Denote
BR =
{
x ∈Rn; |x| < R}, R > 0,
and
Sn−1 = {x ∈Rn; |x| = 1}.
We shall use the spherical coordinates (r, θ) with r = |x|, θ = x/|x| ∈ Sn−1 (for x = 0). For a
given function w of x ∈Rn, we write
w(x) = w(r, θ)
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notation for volume and surface integrals
∫
BR
w =
∫
BR
w(x)dx,
∫
Sn−1
w(R) =
∫
Sn−1
w(R, θ) dθ.
2.1. Some functional inequalities
The following Sobolev inequalities on Sn−1 will be used repeatedly in the proof of Theorems 1
and 2.
Lemma 2.1 (Sobolev inequalities on Sn−1). Let n  2, j  1 is integer and 1 < k < λ ∞,
k = (n − 1)/j . For w = w(θ) ∈ Wj,k(Sn−1), we have
‖w‖λ  C
(∥∥Djθw∥∥k + ‖w‖1),
where {
1
k
− 1
λ
= j
n−1 , if k < (n − 1)/j ,
λ = ∞, if k > (n − 1)/j ,
and C = C(j, k,n) > 0.
See e.g. [22]. The next two lemmas follow from the standard estimates for R = 1 and an
obvious dilation argument.
Lemma 2.2 (Elliptic Lp-estimates on BR). Let 1 < k < ∞ and R > 0. For z = z(x) ∈
W 2,k(B2R), we have ∫
BR
∣∣D2xz∣∣k  C
( ∫
B2R
|z|k + R−2k
∫
B2R
|z|k
)
,
with C = C(k,n) > 0.
Lemma 2.3 (An interpolation inequality on BR). For R > 0 and z = z(x) ∈ W 2,1(B2R), we have∫
BR
|Dxz| CR
∫
B2R
|z| + CR−1
∫
B2R
|z|,
with C = C(n) > 0.
2.2. Basic estimates, identities and comparison properties for solutions of (1.3)
We first recall some basic integral a priori estimates for positive solutions of (1.3).
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BR
uq  CRn−qα and
∫
BR
vp  CRn−pβ, R > 0,
and ∫
BR
u CRn−α and
∫
BR
v  CRn−β, R > 0.
See [22, Corollary 2.1 and Proposition 2.1] for the general case. For a simpler proof in the
case p,q  1, see [15] or [19].
Lemma 2.5. Let p,q > 0 with pq > 1. For any positive solution (u, v) of (1.3), there hold∫
BR
|Dxu| CRn−1−α and
∫
BR
|Dxv| CRn−1−β, R > 0.
This is a direct consequence of Lemmas 2.4 and 2.3. The following Rellich–Pohozaev type
identity plays a key role in the proof of Theorems 1 and 2.
Lemma 2.6 (Rellich–Pohozaev identity). Let p,q > 0 and a1, a2 ∈ R satisfy a1 + a2 = n − 2.
For any positive solution (u, v) of (1.3) and any R > 0, there holds
(
n
p + 1 − a1
)∫
BR
vp+1 +
(
n
q + 1 − a2
)∫
BR
uq+1
= Rn
∫
Sn−1
[
vp+1(R)
p + 1 +
uq+1(R)
q + 1
]
+ Rn
∫
Sn−1
[
u′v′ − R−2∇θu · ∇θ v
]
(R)
+ Rn−1
∫
Sn−1
[a1u′v + a2uv′](R),
where ′ = ∂/∂r .
See [14,17,22]. We end this section with a useful comparison property between components
of solutions. In the case of solutions of the Dirichlet problem in a bounded domain, this was
observed in [2].
Lemma 2.7. Let p  q > 0 with pq > 1. Let (u, v) be a positive solution of (1.3) and assume
that either v is bounded or p  2. Then there holds
vp+1  p + 1
q + 1u
q+1, x ∈Rn.
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have
w = v − σ (uσ−1u + (σ − 1)uσ−2|∇u|2)
−uq + σuσ−1vp = uσ−1((v/)p − uσp).
It follows that
w  0 in the set {w  0}.
Consequently, for any R > 0, we have
∫
BR
|∇w+|2 = −
∫
BR
w+w + Rn−1
∫
Sn−1
w+(R)wr(R)
Rn−1
2
f ′(R), (2.1)
where f (R) := ∫
Sn−1(w+)
2(R). Let g(R) := ∫
Sn−1 v
p(R). We note that f  Cg2/p if p  2, or
f  Cg if p < 2 and v is bounded.
On the other hand, Lemma 2.4 guarantees that
∫ R
0 g(r)r
n−1 dr  CRn−pβ . Therefore
g(Ri) → 0 for some sequence Ri → ∞. Consequently, f (Ri) → 0 and there exists a sequence
R˜i → ∞ such that f ′(R˜i)  0. Letting i → ∞ in (2.1) with R = R˜i , we conclude that w+ is
constant in Rn. But w+ ≡ C > 0 would imply w ≡ C by continuity, hence v  C > 0 in Rn,
contradicting Lemma 2.4. Thus w+ ≡ 0 and the conclusion follows. 
Remark 2.1. (a) As a by-product of Lemma 2.7, it follows that if p = q > 1 and (u, v) is a
solution of (1.3) such that either (u, v) is bounded or p  2, then u ≡ v.
(b) As mentioned in the introduction, the nonexistence condition (1.5) is optimal for posi-
tive classical supersolutions of (1.3). Indeed, if pq > 1 and max(α,β) < n − 2 then a simple
calculation shows that a supersolution (u, v) is given by u(x) = a(1 + |x|2)−α/2 and v(x) =
b(1 + |x|2)−β/2 for suitable a, b > 0.
3. Proof of Theorems 1 and 2
It consists of six steps.
Step 1. Preparations.
In view of Remark 1.1(a), it is enough to prove the nonexistence of bounded positive solutions.
Also, thanks to the result mentioned in the second paragraph of the introduction, we may assume
that
p  q, pq > 1, α = max(α,β) < n − 2, n 3,
hence in particular
p > n/(n − 2). (3.1)
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denote generic positive constants which may possibly depend on the solution (u, v) (but will be
independent of R). Define
F(R) :=
∫
BR
uq+1, R > 0.
Due to (1.4) we may find a1 < n/(p + 1) and a2 < n/(q + 1) such that a1 + a2 = n − 2. For
R > 0, it follows from Lemmas 2.7 and 2.6 that
F(R) CG1(R) + CG2(R), (3.2)
where
G1(R) = Rn
∫
Sn−1
uq+1(R)
and
G2(R) = Rn
∫
Sn−1
(∣∣Dxu(R)∣∣+ R−1u(R))(∣∣Dxv(R)∣∣+ R−1v(R)).
In view of showing that F ≡ 0, our goal is to prove the feedback estimate
G1(R),G2(R) CR−aF b(R),
for some a > 0 and b < 1 and along a sequence R = Ri → ∞.
In what follows, for given function w = w(r, θ), 1 k ∞ and R > 0, we denote
‖w‖k =
∥∥w(R, ·)∥∥
Lk(Sn−1)
for brevity, when no risk of confusion arises.
Step 2. Estimation of G1(R) in terms of suitable norms of D2xu(R).
Let
λ = n − 1
n − 3 (:= ∞ if n = 3), k =
p + 1
p
and ε > 0.
(The number ε will be ultimately chosen small; in what follows, the constants C may also depend
on ε.) By Lemma 2.1, we have
‖u‖λ  C
(∥∥D2u∥∥ + ‖u‖1) C(R2∥∥D2xu∥∥ + ‖u‖1).θ 1+ε 1+ε
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1
μ
= p
p + 1 −
2
n − 1 .
Note that (3.1) and n 4 imply k < 2(n− 1)/n (n− 1)/2, hence k < μ < ∞. By Lemma 2.1,
if n 4, we have
‖u‖μ  C
(∥∥D2θ u∥∥k + ‖u‖1) C(R2∥∥D2xu∥∥k + ‖u‖1).
Now (1.4) implies that
1
p + 1 +
1
q + 1 > 1 −
2
n − 1 (3.3)
hence q + 1 < μ.
If n 4 and q > 2/(n− 3), we have λ < q + 1, hence ν := ( 1
q+1 − 1μ)( 1λ − 1μ)−1 ∈ [0,1], and
Hölder’s inequality then implies
‖u‖q+1  ‖u‖νλ‖u‖1−νμ  C
(
R2
∥∥D2xu∥∥1+ε + ‖u‖1)ν(R2∥∥D2xu∥∥k + ‖u‖1)1−ν,
hence
(
R−nG1(R)
)1/(q+1)  CR2(∥∥D2xu∥∥1+ε + R−2‖u‖1)ν(∥∥D2xu∥∥k + R−2‖u‖1)1−ν . (3.4)
If n = 3 or if n  4 and q  2/(n − 3), then (3.4) is still valid with ν = 1 (and the factor
involving k in the right-hand side is absent). In both cases, we see that ν is given by
ν = 1 − (p + 1)A, with A =
(
n − 3
n − 1 −
1
q + 1
)
+
. (3.5)
Step 3. Estimation of G2(R) in terms of suitable norms of D2xu(R),D2xv(R).
Let
m = q + 1
q
, ρ = n − 1
n − 2 .
By Lemma 2.1, we have
‖Dxu‖ρ  C
(‖DθDxu‖1+ε + ‖Dxu‖1) C(R∥∥D2xu∥∥1+ε + ‖Dxu‖1). (3.6)
We then consider separately the following two cases.
Case 1. q > 1/(n − 2). In this case, we let γ1, γ2 be defined by
1 = p − 1 , 1 = q − 1 .
γ1 p + 1 n − 1 γ2 q + 1 n − 1
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Moreover, we assume that we can find z ∈ (1,∞) such that ρ  z  γ1 and ρ  z′ =
z/(z − 1) γ2, i.e.:
p
p + 1 −
1
n − 1 
1
z
 1 − 1
n − 1 (3.7)
and
q
q + 1 −
1
n − 1  1 −
1
z
 1 − 1
n − 1 (3.8)
(this will be checked in Step 6, along with other conditions).
By Lemma 2.1, we have
‖Dxu‖γ1  C
(‖DθDxu‖k + ‖Dxu‖1) C(R∥∥D2xu∥∥k + ‖Dxu‖1).
Then Hölder’s inequality implies
‖Dxu‖z  ‖Dxu‖τ1ρ ‖Dxu‖1−τ1γ1
 C
(
R
∥∥D2xu∥∥1+ε + ‖Dxu‖1)τ1(R∥∥D2xu∥∥k + ‖Dxu‖1)1−τ1
 CR
(∥∥D2xu∥∥1+ε + R−1‖Dxu‖1)τ1(∥∥D2xu∥∥k + R−1‖Dxu‖1)1−τ1, (3.9)
where τ1 ∈ [0,1] is given by
τ1 =
(
1
z
− 1
γ1
)(
1
ρ
− 1
γ1
)−1
= 1 − (p + 1)A1, with A1 = n − 2
n − 1 −
1
z
 0. (3.10)
Likewise we have
‖Dxv‖z′  ‖Dxv‖τ2ρ ‖Dxv‖1−τ2γ2
 C
(
R
∥∥D2xv∥∥1+ε + ‖Dxv‖1)τ2(R∥∥D2xv∥∥m + ‖Dxv‖1)1−τ2
 CR
(∥∥D2xv∥∥1+ε + R−1‖Dxv‖1)τ2(∥∥D2xv∥∥m + R−1‖Dxv‖1)1−τ2 , (3.11)
where τ2 ∈ [0,1] is given by
τ2 =
(
1
z′
− 1
γ2
)(
1
ρ
− 1
γ2
)−1
= 1 − (q + 1)A2,
with A2 = n − 2
n − 1 −
1
z′
= 1
z
− 1
n − 1  0. (3.12)
On the other hand, by Lemma 2.1 we have
R−1‖u‖z  CR−1
(‖Dθu‖z + ‖u‖1) C(‖Dxu‖z + R−1‖u‖1) (3.13)
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G2(R)Rn
∥∥|Dxu| + R−1u∥∥z∥∥|Dxv| + R−1v∥∥z′
Rn
(‖Dxu‖z + R−1‖u‖1)(‖Dxv‖z′ + R−1‖v‖1). (3.14)
Combining this with (3.9) and (3.11), we obtain
G2(R) CRn+2
(∥∥D2xu∥∥1+ε + R−1‖Dxu‖1 + R−2‖u‖1)τ1
× (∥∥D2xu∥∥k + R−1‖Dxu‖1 + R−2‖u‖1)1−τ1
× (∥∥D2xv∥∥1+ε + R−1‖Dxv‖1 + R−2‖v‖1)τ2
× (∥∥D2xv∥∥m + R−1‖Dxv‖1 + R−2‖v‖1)1−τ2 . (3.15)
Case 2. q  1/(n − 2). Then
‖Dxv‖γ  C
(‖DθDxv‖m + ‖Dxv‖1) C(R∥∥D2xv∥∥m + ‖Dxv‖1)
for any 1 γ < ∞. Taking γ = n − 1 = ρ/(ρ − 1), using (3.6) and arguing as in (3.13), (3.14)
with z = ρ, it follows that (3.15) remains true with τ1 = 1, τ2 = 0.
Step 4. Control of averages of the norms in (3.4) and (3.15) in terms of R and F(2R). We claim
that
R∫
0
∥∥u(r)∥∥1rn−1 dr  CRn−α,
R∫
0
∥∥v(r)∥∥1rn−1 dr  CRn−β, R > 0, (3.16)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
R∫
0
∥∥Dxu(r)∥∥1rn−1 dr  CRn−1−α, R > 0,
R∫
0
∥∥Dxv(r)∥∥1rn−1 dr  CRn−1−β, R > 0,
(3.17)
R∫
0
∥∥D2xu(r)∥∥kkrn−1 dr  CF(2R), R  1, (3.18)
R∫ ∥∥D2xv(r)∥∥mmrn−1 dr  CF(2R), R  1, (3.19)0
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⎪⎪⎪⎪⎪⎪⎪⎩
R∫
0
∥∥D2xu(r)∥∥1+ε1+εrn−1 dr  CRn−pβ, R  1,
R∫
0
∥∥D2xv(r)∥∥1+ε1+εrn−1 dr  CRn−qα, R  1.
(3.20)
Estimates (3.16) and (3.17) follow immediately from Lemmas 2.4 and 2.5. Next, by (1.3)1
and Lemma 2.7, we have
R∫
0
∥∥D2xu(r)∥∥kkrn−1 dr =
∫
BR
∣∣D2xu∣∣(p+1)/p
 C
( ∫
B2R
|u|(p+1)/p + R−2k
∫
B2R
u(p+1)/p
)
= C
( ∫
B2R
vp+1 + R−2k
∫
B2R
u(p+1)/p
)
 C
(
F(2R) + R−2k
∫
B2R
u(p+1)/p
)
.
Also, by Hölder’s inequality, for R  1, we have
R−2k
∫
B2R
u(p+1)/p  CR−2k|B2R|(pq−1)/p(q+1)
( ∫
B2R
uq+1
)(p+1)/p(q+1)
 CR−η1/pF (2R),
with η1 = 2(p + 1) − n(pq − 1)/(q + 1), where we used (p + 1)/p(q + 1) < 1, along with
F(R) F(1) > 0, R  1. (3.21)
Since η1 > 0 due to (1.4), we deduce (3.18).
By (1.3)2, we have
R∫
0
∥∥D2xv(r)∥∥mmrn−1 dr =
∫
BR
∣∣D2xv∣∣(q+1)/q
 C
( ∫
|v|(q+1)/q + R−2m
∫
v(q+1)/q
)B2R B2R
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( ∫
B2R
uq+1 + R−2m
∫
B2R
v(q+1)/q
)
 C
(
F(2R) + R−2m
∫
B2R
v(q+1)/q
)
.
Also, by Lemma 2.7 and Hölder’s inequality, for R  1, we have
R−2m
∫
B2R
v(q+1)/q R−2m
∫
B2R
u(q+1)2/q(p+1)
 CR−2m|B2R|(pq−1)/q(p+1)
( ∫
B2R
uq+1
)(q+1)/q(p+1)
 CR−η2/qF (2R),
with η2 = 2(q + 1) − n(pq − 1)/(p + 1), where we used (q + 1)/q(p + 1) < 1, along with
(3.21). Since η2 > 0 due to (1.4), we deduce (3.19).
On the other hand, using (1.3)1, the boundedness of u,v, and Lemmas 2.2 and 2.4, we obtain,
for R  1,
R∫
0
∥∥D2xu(r)∥∥1+ε1+εrn−1 dr =
∫
BR
∣∣D2xu∣∣1+ε  C
( ∫
B2R
|u|1+ε + R−2(1+ε)
∫
B2R
u1+ε
)
= C
( ∫
B2R
vp(1+ε) + R−2(1+ε)
∫
B2R
u1+ε
)
 C
( ∫
B2R
vp + R−2
∫
B2R
u
)
 C
(
Rn−pβ + Rn−2−α).
Since pβ = 2 + α and qα = 2 + β , this and a similar calculation for v yield (3.20).
Step 5. Measure and feedback argument.
For a given constant K > 0, let us define the sets
Γ1(R) :=
{
r ∈ (R,2R); ∥∥D2xu(r)∥∥kk > KR−nF (4R)},
Γ2(R) :=
{
r ∈ (R,2R); ∥∥D2xv(r)∥∥mm > KR−nF (4R)},
Γ3(R) :=
{
r ∈ (R,2R); ∥∥D2xu(r)∥∥1+ε1+ε > KR−pβ},
Γ4(R) :=
{
r ∈ (R,2R); ∥∥D2xv(r)∥∥1+ε > KR−qα},1+ε
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{
r ∈ (R,2R); ∥∥u(r)∥∥1 > KR−α},
Γ6(R) :=
{
r ∈ (R,2R); ∥∥v(r)∥∥1 > KR−β},
Γ7(R) :=
{
r ∈ (R,2R); ∥∥Dxu(r)∥∥1 > KR−α−1},
Γ8(R) :=
{
r ∈ (R,2R); ∥∥Dxv(r)∥∥1 > KR−β−1}.
By estimates (3.18) and (3.16), for R  1, we have
CF(4R)
2R∫
0
∥∥D2xu(r)∥∥kkrn−1 dr  ∣∣Γ1(R)∣∣Rn−1KR−nF (4R) = ∣∣Γ1(R)∣∣KR−1F(4R)
and
C Rα−n
2R∫
0
∥∥u(r)∥∥1rn−1 dr Rα−n∣∣Γ5(R)∣∣Rn−1KR−α = ∣∣Γ5(R)∣∣KR−1.
Consequently, |Γ1(R)|  R/10 and |Γ5(R)|  R/10 for K  10C. In a similar way, it follows
from estimates (3.16)–(3.20) in Step 4 that |Γi(R)|R/10, i = 1, . . . ,8, for K > 0 large enough
(independent of R  1). Therefore, for each R  1, we can find
R˜ ∈ (R,2R) \
8⋃
i=1
Γi(R) = ∅. (3.22)
Using α + 2 = pβ , (3.21) and α + 2 > n/k (due to (1.4)), we first deduce from (3.4) (with R
replaced by R˜) and (3.22) that, for R  1,
(
R−nG1(R˜)
)1/(q+1)  CR2(R−pβ/(1+ε) + R−α−2)ν((R−nF (4R))1/k + R−α−2)1−ν
 CR2−(pβν/(1+ε))−n(1−ν)/kF (1−ν)/k(4R),
hence
G1(R˜) CR−aF b(4R), R  1, (3.23)
with
a = aε := (q + 1)
[
pβν
1 + ε +
n(1 − ν)
k
− 2 − n
q + 1
]
and
b = (1 − ν)p(q + 1)
p + 1 = p(q + 1)A (3.24)
(cf. (3.5)). Next, using α + 2 = pβ , β + 2 = qα, (3.21), α + 2 > n/k and β + 2 > n/m (due to
(1.4)), we deduce from (3.15) (with R replaced by R˜) and (3.22) that, for R  1,
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(
R−pβ/(1+ε) + R−α−2)τ1(R−qα/(1+ε) + R−β−2)τ2
× ((R−nF (4R))1/k + R−α−2)1−τ1((R−nF (4R))1/m + R−β−2)1−τ2
 CRn+2R−pβτ1/(1+ε)R−qατ2/(1+ε)
(
R−nF (4R)
)(1−τ1)/k(R−nF (4R))(1−τ2)/m,
hence
G2(R˜) CR−a˜F b˜(4R), R  1, (3.25)
where
a˜ = a˜ε := −n − 2 + pβτ1 + qατ21 + ε +
n(1 − τ1)
k
+ n(1 − τ2)
m
,
b˜ = 1 − τ1
k
+ 1 − τ2
m
. (3.26)
Let aˆ = min(a, a˜) and bˆ = max(b, b˜). Combining (3.2), (3.23) and (3.25), we obtain
F(R) F(R˜) CR−aF b(4R) + CR−a˜F b˜(4R), R  1,
which implies, via (3.21),
F(R) CR−aˆF bˆ(4R), R  1. (3.27)
We claim that there exist a constant M > 0 and a sequence Ri → ∞ such that
F(4Ri)MF(Ri). (3.28)
Assume that the claim is false. Then, for any M > 0, there exists R0 > 0 such that for all R R0,
F(4R) MF(R). But, since u is bounded, we have F(R)  CRn, R > 0. Thus MiF(R0) 
F(4iR0) C(4iR0)n = CRn0 (4n)i for all integer i  0. But this is a contradiction for i large if
we choose M > 4n.
Now assume we have proved that
b < 1, (3.29)
a = aε > 0 for ε > 0 small enough, (3.30)
b˜ < 1 (3.31)
and
a˜ = a˜ε > 0 for ε > 0 small enough. (3.32)
Then (3.27) and (3.28) imply that F(4Ri) CR−aˆF bˆ(4Ri), hence
F(4Ri) CR−aˆ/(1−bˆ)i .
Upon letting i → ∞, we deduce that ∫ n uq+1 = 0, hence u ≡ 0: a contradiction.R
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Step 6. Fulfillment of conditions (3.29)–(3.32).
To check (3.29), recalling that b is defined by (3.5) and (3.24), we first note that b = 0 if
q  2/(n − 3). Next, if q > 2/(n − 3), we obtain
1 − b = 1 − p(q + 1)A = 1 − p
(
(q + 1)n − 3
n − 1 − 1
)
= (n − 1)(p + 1) − p(q + 1)(n − 3)
n − 1
= 2(p + 1) − (n − 3)(pq − 1)
n − 1 =
pq − 1
n − 1 (α + 3 − n).
Consequently, (3.29) is equivalent to
α > n − 3. (3.33)
But the latter inequality is just assumption (1.9) of Theorem 2 if n 5 and, if n = 3 or 4, it is a
consequence of the subcriticality condition (1.6), in view of α  (α +β)/2 > (n− 2)/2 n− 3.
Next let
B := 2(p + 1)(q + 1)
pq − 1 − n > 0, (3.34)
in view of (1.4). We claim that in fact
a0 = (1 − b)B > 0, (3.35)
which readily implies (3.30). To check (3.35), from (3.24) and (3.5) we compute
a0 = p(q + 1)
[
2(q + 1)
pq − 1
(
1 − (p + 1)A)− n( 1
p(q + 1) − A
)
− 2
p
]
= p(q + 1)
[
B
(
1
p + 1 − A
)
+ n
(
1
p + 1 −
1
p(q + 1)
)
− 2
p
]
= (q + 1)
[
pB
(
1
p + 1 − A
)
+ n pq − 1
(p + 1)(q + 1) − 2
]
= (q + 1)B
[
p
(
1
p + 1 − A
)
+ 1 − pq
(p + 1)(q + 1)
]
= (q + 1)B
[
p
(
1
p + 1 − A
)
+ 1
p + 1 +
1
q + 1 − 1
]
= B(1 − p(q + 1)A)= B(1 − b),
and (3.35) then follows from (3.29) and (3.34).
Finally to check (3.31) and (3.32), we consider two cases separately (cf. Step 3).
Case 1. q > 1/(n − 2). Here we must ensure the existence of z ∈ (1,∞) satisfying (3.7), (3.8),
that is:
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(
p
p + 1 −
1
n − 1 ,
1
n − 1
)
 1
z
min
(
1 − 1
n − 1 ,
1
q + 1 +
1
n − 1
)
. (3.36)
Moreover, in view of (3.26), (3.10) and (3.12), condition (3.31) is equivalent to
b˜ = pA1 + qA2 = p
(
n − 2
n − 1 −
1
z
)
+ q
(
1
z
− 1
n − 1
)
< 1
i.e.,
p(n − 2) − q
n − 1 − 1 <
p − q
z
. (3.37)
Since n 3 (note that z = 2 is the only possible choice for n = 3), conditions (3.36) and (3.37)
can be solved in z ∈ (1,∞) provided
p
p + 1 −
1
n − 1 
1
q + 1 +
1
n − 1 , (3.38)
p(n − 2) − q
n − 1 − 1 <
(n − 2)(p − q)
n − 1 (3.39)
and
p(n − 2) − q
n − 1 − 1 < (p − q)
(
1
q + 1 +
1
n − 1
)
. (3.40)
Inequality (3.38) amounts to (3.3), which is true by (1.4). Inequality (3.39) is equivalent to q <
(n − 1)/(n − 3), which is true due to q  p(q + 1)/(p + 1) = 1 + (2/α) < (n − 1)/(n − 3). As
for (3.40), it is equivalent to p(n − 3)/(n − 1) < (p + 1)/(q + 1) that is, (3.33), which is also
true (cf. the first paragraph of Step 6).
To verify (3.32), from (3.26), (3.10) and (3.12) we compute, using pβ = 2+α and qα = 2+β ,
a˜0 = −n − 2 + pβ
(
1 − (p + 1)A1
)+ qα(1 − (q + 1)A2)+ npA1 + nqA2
= 2 − n + α + β +
(
n − 2(p + 1)(q + 1)
pq − 1
)
(pA1 + qA2),
hence
a˜0 = (2 − n + α + β)
(
1 − (pA1 + qA2)
)= (2 − n + α + β)(1 − b˜) > 0
by (1.6) and (3.31).
Case 2. q  1/(n − 2). In this case we just notice that, since τ1 = 1, τ2 = 0 (cf. the end of
Step 3), we have
a˜0 = −n − 2 + pβ + n
m
= (q + 1)−1[−n + (pβ − 2)(q + 1)]= B/(q + 1) > 0,
by (3.34), and b˜ = 1/m < 1. 
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