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CASTELNUOVO-MUMFORD REGULARITY UP TO SYMMETRY
DINH VAN LE, UWE NAGEL, HOP D. NGUYEN, AND TIM RO¨MER
ABSTRACT. We study the asymptotic behavior of the Castelnuovo-Mumford regularity
of chains of graded ideals in increasingly larger polynomial rings that are invariant under
the action of symmetric groups. A linear upper bound for the regularity of such ideals is
established. We conjecture that their regularity grows eventually precisely linearly. We
establish this conjecture in several cases, most notably when the ideals are Artinian.
1. INTRODUCTION
Chains of ideals in increasingly larger polynomial rings possessing certain symmetries
arise naturally in various areas of mathematics, including algebraic chemistry [1, 9], al-
gebraic statistics and toric algebra [2, 10, 11, 12, 19, 22, 27], and group theory [5].
A newly established technique to deal with such a chain is to pass to a non-Noetherian
limit of the chain. Typically, this leads to the study of ideals in a polynomial ring K[X ] =
K[xk, j | 1≤ k≤ c, j ≥ 1] (c ∈ N) over a field K that are invariant under the action of some
large monoid, such as Sym(∞) =
⋃
n≥1Sym(n), where Sym(n) is the symmetric group on
{1, . . . ,n}. The action is induced by σ · xk, j = xk,σ( j) for σ ∈ Sym(∞). With this action
any Sym(∞)-invariant ideal I can also be described by a Sym(∞)-invariant chain of ideals
I1 ⊆ I2 ⊆ ·· · ⊆ In ⊆ ·· · ,
in which each truncation In = I∩K[Xn] is an ideal in the Noetherian polynomial ring
K[Xn] = K[xk, j | 1≤ k ≤ c,1≤ j ≤ n]
that satisfies Sym(n)(Im) ⊆ In for all m ≤ n. Recently, significant advances have been
made in this new research direction. For instance, Hillar and Sullivant [20] (see also
Aschenbrenner and Hillar [1]) proved that K[X ] is Sym(∞)-Noetherian, i.e., any Sym(∞)-
invariant ideal is generated by finitely many Sym(∞)-orbits. This result provides a frame-
work as well as a motivation for further studies of properties of Sym(∞)-invariant ideals
in K[X ]. In [24], the second and fourth author defined Hilbert series for such ideals and
showed the rationality of these series. They obtained in fact a rather explicit formula for
the Hilbert series, which enabled them to estimate the asymptotic behavior of dimensions
and degrees of ideals in Sym(∞)-invariant chains. Their subsequent work [25] extends
the aforementioned result of Hillar and Sullivant to the setting of FI-modules (see [4] for
more details on FI-modules), yielding the stabilization of syzygies in any fixed homolog-
ical degree of FI-modules. In particular, this applies to any Sym(∞)-invariant chain of
ideals as discussed above. For related results the reader may also consult [26, 28].
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In this paper, we study the asymptotic behavior of the Castelnuovo-Mumford regularity
of ideals in Sym(∞)-invariant chains. Recall that the Castelnuovo-Mumford regularity (or
regularity for short) of a finitely generated graded module M over the standard graded
polynomial ring S= K[y1, . . . ,ym] is defined to be
reg(M) =max{ j− i | TorSi (K,M) j 6= 0}.
See, e.g., [13, 14] for detailed discussions on this important invariant and the role that it
plays in algebraic geometry and commutative algebra.
Our first main result (see Theorem 3.1) implies that for any Sym(∞)-invariant chain
(In)n≥1, reg(In) is eventually bounded above by a linear function, that is, there are numbers
C and D such that
reg(In)≤Cn+D for all n≫ 0.
In fact, using [21] it is not too difficult to show that there is an upper linear bound (see Re-
mark 3.2). However, we establish a much better and rather sharp bound for reg(in≤(In)),
where ≤ is a suitable monomial order on K[X ]. The chain (in≤(In))n≥1 is not Sym(∞)-
invariant in general, but it is invariant under the action of the monoid Inc(N)i of increasing
functions on N for any integer i ≥ 0 (see Section 2 for the precise definition). We will
therefore work in a more general setting of Inc(N)i-invariant chains.
When the ring K[X ] has only one row of variables (that is, c= 1), we are led to several
interesting consequences. For instance, if I is an Inc(N)-invariant monomial ideal in K[X ]
which contains at least one squarefree monomial, e.g., a squarefree monomial ideal, then
reg(In) is eventually constant, where In = I∩K[Xn] for all n≥ 1 (see Proposition 3.9).
The mentioned results suggest the following expectation:
Conjecture 1.1. Let i≥ 0 be an integer and (In)n≥1 an Inc(N)
i-invariant chain of graded
ideals. Then reg(In) is eventually a linear function, that is,
reg(In) =Cn+D for some integer constants C, D whenever n≫ 0.
This conjecture is reminiscent of the well-known asymptotic behavior of the regularity
of powers of a graded ideal in a Noetherian polynomial ring [7, 23]. Note, however, that
the methods used in [7, 23], which are based on the Noetherianity of the Rees algebra, do
not apply to our situation. The second main result of this paper establishes Conjecture 1.1
for families of chains which are extremal in a certain sense (see Theorem 6.2). As an
application, we show that this conjecture is true in the case where the ideals In of a chain
are eventually Artinian (see Corollary 6.5).
It is worth mentioning that our study of the regularity of Inc(N)i-invariant chains in
K[X ] has an immediate, yet rather surprising implication for the existence of generic initial
chains of such chains. Generic initial chains of Inc(N)i-invariant chains, if existed, would
be a very useful tool for studying equivariant Hilbert series and other invariants of interest.
However, as we will show, they do not exist in general (see Proposition 7.1).
The paper is organized as follows. In the next section we set up notation and review
some basic facts concerning Inc(N)i-invariant chains. Section 3 contains an upper linear
bound for the regularity of ideals in such chains and its consequences, while technical
proofs are postponed until Sections 4 and 5. In Section 6 we verify Conjecture 1.1 for
extremal chains, and particularly, for chains whose ideals are eventually Artinian. Finally,
the existence of generic initial chains of Inc(N)i-invariant chains is discussed in Section 7.
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2. INVARIANT CHAINS OF IDEALS
In this section we recall relevant notions and basic facts concerning invariant chains of
ideals. We also introduce some weight functions that are necessary for the statements of
our results in the next section.
Let N denote the set of positive integers. For any n ∈ N, set [n] = {1, . . . ,n}. In the
sequel we fix a field K and a positive integer c ∈ N. Consider the following sets of
indeterminates
Xn = {xk, j | k ∈ [c], j ∈ [n]} for n≥ 1,
X =
⋃
n≥1
Xn = {xk, j | k ∈ [c], j ∈ N}.
Denote by Rn = K[Xn] and R = K[X ] the polynomial rings over the field K with indeter-
minates Xn and X , respectively. Thus, we have a chain
R1 ⊆ R2 ⊆ ·· · ⊆ Rn ⊆ ·· ·
of Noetherian subrings of the non-Noetherian ring R.
For n≥ 1, let Sym(n) be the symmetric group on [n]. Then Sym(n) can be regarded as
the subgroup of Sym(n+1) that fixes n+1. Let Sym(∞) =
⋃
n≥1Sym(n) be the group of
all finite permutations of N, i.e., permutations that fix all but finitely many elements of N.
Recall that Sym(∞) acts on R by permuting the second index of the variables
σ · xk, j = xk,σ( j) for σ ∈ Sym(∞), 1≤ k ≤ c, j ≥ 1.
This action induces an action of Sym(n) on Rn for every n≥ 1.
An ideal I ⊆ R is said to be Sym(∞)-invariant if σ( f )∈ I for all f ∈ I and σ ∈ Sym(∞).
Any Sym(∞)-invariant ideal gives rise to a Sym(∞)-invariant chain, and vice versa. By a
Sym(∞)-invariant chain we mean a sequence (In)n≥1 of ideals In ⊆ Rn satisfying
Sym(n)(Im) = {σ( f ) | f ∈ Im, σ ∈ Sym(n)} ⊆ In whenever m≤ n.
It is clear that for any Sym(∞)-invariant chain (In)n≥1, the union I =
⋃
n≥1 In is a Sym(∞)-
invariant ideal in R. Conversely, if I is a Sym(∞)-invariant ideal, then the sequence of its
truncations In = I ∩Rn forms a Sym(∞)-invariant chain, called the saturated chain of I.
Note that an arbitrary Sym(∞)-invariant chain (In)n≥1 is a subchain of the saturated chain
of I =
⋃
n≥1 In. In other words, the saturated chain is the largest chain among all Sym(∞)-
invariant chains that give rise to the same Sym(∞)-invariant ideal. The reader may consult
[25] for an alternative point of view of Sym(∞)-invariant chains/ideals in the context of
FI-modules.
A difficulty when working with Sym(∞)-invariant ideals is that Sym(∞) does not re-
spect monomial orders on R: for any monomial order ≤ and any monomials u,v of R
with u< v, there always exists σ ∈ Sym(∞) such that σ(u)> σ(v) (see [2, Remark 2.1]).
Therefore, the initial ideal of a Sym(∞)-invariant ideal is not a Sym(∞)-invariant ideal in
general. To overcome this difficulty, one introduces the following monoid of increasing
functions on N:
Inc(N) = {pi : N→N | pi( j)< pi( j+1) for all j ≥ 1}.
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In this paper, submonoids of Inc(N) that fix initial segments of N also play an important
role. Setting
Inc(N)i = {pi ∈ Inc(N) | pi( j) = j for all j ≤ i}
for any integer i≥ 0, we obtain a descending chain of monoids
Inc(N) = Inc(N)0 ⊃ Inc(N)1 ⊃ Inc(N)2 ⊃ ·· · .
As for Sym(∞), one defines analogously the action of Inc(N)i on R as well as Inc(N)i-
invariant chains/ideals. A chain (In)n≥1 with In an ideal in Rn is called Inc(N)
i-invariant
if
Inc(N)im,n(Im)⊆ In whenever m≤ n,
where
Inc(N)im,n = {pi ∈ Inc(N)
i | pi(m)≤ n}.
Although Inc(N)i is not a submonoid of Sym(∞), it is easily seen that for any f ∈ Rm and
any pi ∈ Inc(N)im,n with m≤ n, there exists σ ∈ Sym(n) such that pi f = σ f (see, e.g., [24,
Lemma 7.6]). Hence, Inc(N)im,n · f ⊆ Sym(n) · f . It follows that every Sym(∞)-invariant
chain/ideal in R is also Inc(N)i-invariant.
Hillar and Sullivant [20, Theorem 3.1] showed that the ring R is Inc(N)-Noetherian,
i.e., for any Inc(N)-invariant ideal I ⊆ R, there are finitely many elements f1, . . . , fk ∈ I
such that I is generated by the orbits Inc(N) · f1, . . . , Inc(N) · fk. Thus, in particular, R is
Sym(∞)-Noetherian. Extending Hillar and Sullivant’s result, it is shown in [24, Corollary
3.6] that R is Inc(N)i-Noetherian for every i ≥ 0. From this result it follows that each
Inc(N)i-invariant chain I = (In)n≥1 stabilizes, meaning that there is an integer r ≥ 1
such that for all n≥ m≥ r,
In = 〈Inc(N)
i
m,n(Im)〉Rn
as ideals in Rn (see [24, Lemma 5.2, Corollary 5.4]). The least integer r with this property
is called the i-stability index of I , denoted by indi(I ).
An Inc(N)i-invariant chain I = (In)n≥1 with ind
i(I ) = r is called i-completely stable
if
In = 〈Im〉Rn for all n≥ m≥ r.
This means that the minimal generators of Ir are invariant under the action of Inc(N)
i,
which is the case, for instance, when r ≤ i.
A key advantage of the monoids Inc(N)i over the group Sym(∞), especially when
working with invariant chains/ideals, is that the monoids Inc(N)i behave well with certain
monomial orders on R. We say that a monomial order ≤ respects Inc(N)i if pi(u)≤ pi(v)
whenever pi ∈ Inc(N)i and u,v are monomials of R with u≤ v. This condition implies that
in≤(pi( f )) = pi(in≤( f )) for all f ∈ R and pi ∈ Inc(N)
i.
An example of a monomial order respecting Inc(N)i is the lexicographic order ≤ on R
induced by the following ordering of the variables:
xk, j ≤ xk′, j′ if either k < k
′ or k = k′ and j < j′.
In this paper, whenever ≤ is a monomial order on R, we will use the same notation to
denote its restriction to a subring Rn.
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Lemma 2.1 ([24, Lemma 7.1]). Let I = (In)n≥1 be an Inc(N)
i-invariant chain of ideals.
Then for any monomial order ≤ respecting Inc(N)i the chain in≤(I ) = (in≤(In))n≥1 is
also Inc(N)i-invariant and
indi(I )≤ indi(in≤(I )).
This simple lemma allows us to reduce the problem of bounding the Castelnuovo-
Mumford regularity of ideals in an invariant chain to the case of monomial ideals. For the
statement of our result in this case we need some further notation.
For any monomial 1 6= u∈ Rn =K[Xn], we denote by min(u) (respectively, max(u)) the
smallest (respectively, largest) index j such that xk, j divides u for some k ∈ [c]. Moreover,
for a fixed integer i≥ 0, let wi(u) be the largest integer e such that x
e
k, j divides u for some
j> i and k∈ [c]. If max(u)≤ i, we set wi(u)= 0. Let J be a nonzero and proper monomial
ideal in Rn with minimal set of monomial generators G(J). Set
G+i (J) = {u ∈ G(J) |min(u)> i},
Gi(J) = {u ∈ G(J) |min(u)≤ i<max(u)},
G−i (J) = {u ∈ G(J) |max(u)≤ i}.
Definition 2.2. Using the above notation, we define the following i-weight functions:
Wi(J) =max{wi(u) | u ∈ G(J)},
wi(J) =
{
max{wi(u) | u ∈ G(J)} if G
+
i (J) = /0,
min{wi(u) | u ∈ G
+
i (J)} otherwise,
w˜i(J) =
{
min{wi(u) | u ∈ G
+
i (J)∪Gi(J)} if G
+
i (J)∪Gi(J) 6= /0,
0 otherwise.
A monomial u ∈ G(J) is said to be i-critical if wi(u) = w˜i(J) and degu ≤ degu
′ for
every u′ ∈ G(J) with wi(u
′) = w˜i(J). We adopt the convention that Wi(Rn) = wi(Rn) =
w˜i(Rn) = 0.
Example 2.3. Assume c≥ 3. Consider the ideal
J = 〈x42,1, x
3
1,1x
2
2,3x1,4, x3,2x
2
1,3x2,4, x
3
2,3x
2
3,4, x
2
2,4x
4
3,5〉 ⊂ R6.
Then G−2 (J) = {x
4
2,1}, G2(J) = {x
3
1,1x
2
2,3x1,4, x3,2x
2
1,3x2,4}, G
+
2 (J) = {x
3
2,3x
2
3,4, x
2
2,4x
4
3,5}.
We have
w2(x
4
2,1) = 0, w2(x
3
1,1x
2
2,3x1,4) = w2(x3,2x
2
1,3x2,4) = 2, w2(x
3
2,3x
2
3,4) = 3, w2(x
2
2,4x
4
3,5) = 4.
Hence,W2(J) = 4, w2(J) = 3, w˜2(J) = 2, and x3,2x
2
1,3x2,4 is the only 2-critical monomial
of J.
3. UPPER BOUNDS FOR CASTELNUOVO-MUMFORD REGULARITY
We continue to use the notation introduced in the previous section. In particular, we fix
a positive integer c and consider the polynomial ring R = K[xk, j | k ∈ [c], j ∈ N] and its
subrings Rn = K[xk, j | k ∈ [c], j ∈ [n]] for n ≥ 1. Fix some non-negative integer i. Using
the notation of Definition 2.2, the main result of this section is:
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Theorem 3.1. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of monomial ideals
and r ≥ indi(I ) an integer. Set Ci,r(I ) =max{0,(c−1)Wi(Ir)+wi(Ir)−1}. Then
reg(In)≤Ci,r(I )n+D(I ) for all n≫ 0,
where D(I ) is a suitable constant.
Remark 3.2. Using [21, Theorem 1.2(i)] one can show that
reg(In)≤ δ (Ir)cn for n≫ 0,
where δ (Ir) denotes the maximal degree of a minimal generator of Ir. Since clearly
δ (Ir) ≥Wi(Ir) ≥ wi(Ir) (and usually δ (Ir) >Wi(Ir)), the bound obtained in Theorem 3.1
is considerably stronger than the previous one. In fact, the bound in Theorem 3.1 is rather
sharp, at least in the case c= 1 (see the discussions below).
We will postpone the proof of Theorem 3.1 until Sections 4 and 5. For now, let us
derive from it some important consequences. At first, employing Lemma 2.1 one can
extend Theorem 3.1 to any Inc(N)i-invariant chain of graded ideals.
Corollary 3.3. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of graded ideals.
Let ≤ be a monomial order on R respecting Inc(N)i. Fix an integer r ≥ indi(in≤(I )).
Then there exists a constant D(I ) such that
reg(In)≤Ci,r(in≤(I ))n+D(I ) for all n≫ 0.
Proof. It is well-known (see, e.g., [18, Theorem 3.3.4]) that reg(In)≤ reg(in≤(In)) for all
n≥ 1. Hence the result follows from Lemma 2.1 and Theorem 3.1. 
Recall that any Sym(∞)-invariant chain is also Inc(N)i-invariant. Therefore, as a direct
consequence of Corollary 3.3 we get:
Corollary 3.4. Let I = (In)n≥1 be a Sym(∞)-invariant chain of graded ideals. Then
there exists integers C and D such that
reg(In)≤Cn+D for all n≫ 0.
Next, we discuss some interesting corollaries of Theorem 3.1 in the case c= 1, that is,
when R has only one row of variables. In this case, we will write Rn = K[x1, . . . ,xn] and
R= K[x j | j ∈ N]. The next result is an immediate consequence of Theorem 3.1.
Corollary 3.5. Suppose c= 1. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of
monomial ideals and r ≥ indi(I ) an integer. Then there is a constant D(I ) such that
reg(In)≤max{0,wi(Ir)−1}n+D(I ) for n≫ 0.
From the definition of wi(Ir) it follows that wi(Ir) = 0 if and only if
(a) G(Ir) = G
−
i (Ir) or Ir = Rr (which means that I is i-completely stable; see
Lemma 5.1(iii) and Lemma 5.2(i) below).
Moreover, wi(Ir) = 1 if and only if one of the following conditions is satisfied:
(b) G+i (Ir) contains at least one squarefree monomial,
(c) G+i (Ir) = /0, Gi(Ir) 6= /0 and the elements of Gi(Ir) are squarefree in the variables
xk, j for all k ∈ [c] and j > i.
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Note also that G+i (Ir) = G(Ir) when i= 0. So from Corollary 3.5 we obtain:
Corollary 3.6. Suppose c= 1. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of
monomial ideals and r ≥ indi(I ) an integer. Assume that Ir satisfies one of Conditions
(a)-(c) above. Then the sequence (reg(In))n≥1 is bounded.
In particular, the sequence (reg(In))n≥1 is bounded if I = (In)n≥1 is a nonzero Inc(N)-
invariant chain with ind0(I )≤ r and Ir has at least one squarefree minimal generator.
Corollary 3.7. Suppose c= 1. Let I = (In)n≥1 be a nonzero Sym(∞)-invariant chain of
graded ideals. Assume that Ir has a minimal generator whose terms are squarefree for
some r ≥ 1. Then the sequence (reg(In))n≥1 is bounded.
Proof. Let ≤ be a monomial order on R respecting Inc(N). Since I is Sym(∞)-invariant,
it is Inc(N)-invariant as well. So by Lemma 2.1, the chain (in≤(In))n≥1 is also Inc(N)-
invariant. The assumption implies that in≤(Ir) has a squarefree minimal generator. Hence
in≤(In) has a squarefree minimal generator for all n ≥ r. The result now follows from
Corollary 3.6. 
Experiments with Macaulay2 [15] suggest that the bound in Corollary 3.5 is tight when
G+i (Ir) 6= /0. In this case, the number wi(Ir) is independent of r (see Lemma 5.2(iii)), and
Conjecture 1.1 has the following more precise form:
Conjecture 3.8. Suppose c= 1. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of
proper monomial ideals and r ≥ indi(I ) an integer. Assume that G+i (Ir) 6= /0. Then there
is a constant D(I ) such that
reg(In) = (wi(Ir)−1)n+D(I ) for n≫ 0.
In particular, if I = (In)n≥1 is a nonzero Inc(N)-invariant chain with ind
0(I )≤ r, then
there is a constant D(I ) such that
reg(In) = (w0(Ir)−1)n+D(I ) for n≫ 0.
We will verify this conjecture for two special classes of saturated chains. Recall that an
Inc(N)i-invariant chain I = (In)n≥1 is saturated if there is an Inc(N)
i-invariant ideal I in
R such that In = I∩Rn for n≥ 1. When this is the case, Conjecture 3.8 is true if I either
contains a squarefree monomial or is generated by one monomial orbit.
Proposition 3.9. Suppose c= 1. Let I = (In)n≥1 be a saturated Inc(N)
i-invariant chain
of monomial ideals and r ≥ indi(I ) an integer. If wi(Ir) ≤ 1 (i.e., one of Conditions
(a)-(c) above is satisfied), then the sequence (reg(In))n≥1 is eventually constant.
Proof. It suffices to consider proper ideals. Since I is saturated, it is easy to see that
〈In+1,xn+1〉= 〈In,xn+1〉 for n≥ r.
Hence, Lemma 4.1 below gives
reg(In+1)≥ reg(〈In+1,xn+1〉) = reg(〈In,xn+1〉) = reg(In),
where the last equality holds since Rn+1/〈In,xn+1〉 ∼= Rn/In. The desired conclusion now
follows from Corollary 3.6. 
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Remark 3.10. Let c = 1. Proposition 3.9 implies that reg(In) is eventually constant if
I = (In)n≥1 is a saturated Inc(N)
i-invariant chain of squarefree monomial ideals. Conca
and Varbaro [6, Corollary 2.7] have shown that for a graded ideal J in a Noetherian poly-
nomial ring S and a monomial order ≤ on S, one has reg(J) = reg(in≤(J)) if in≤(J) is
a squarefree monomial ideal. So if I = (In)n≥1 is an Inc(N)
i-invariant chain of graded
ideals such that (in≤(In))n≥1 is saturated and consists of squarefree monomial ideals for
a suitable monomial order ≤ on R, then reg(In) is eventually constant. This proves Con-
jecture 1.1 in this case. More evidence for this conjecture will be provided in Section 6.
Equivariant Hilbert series of ideals generated by one monomial orbit have been studied
in [17]. The next result employs the induction method used in that paper.
Proposition 3.11. Let I = 〈Inc(N) · xa1µ1x
a2
µ2 · · ·x
ad
µd〉R be an Inc(N)-invariant ideal in R
generated by the orbit of a monomial, where µ1 < · · · < µd and a1, . . . ,ad ∈ N. Set In =
I∩Rn and w=max{a1, . . . ,ad}. Then for every n≥ µd we have
reg(In) = (w−1)(n−µd)+a1+ · · ·+ad .
Proof. We use induction on d ≥ 1. If d = 1, then In = 〈x
a1
µ1, . . . ,x
a1
n 〉 for n≥ µ1. It follows
reg(In) = (a1−1)(n−µ1)+a1 for n≥ µ1,
as claimed. Let d ≥ 2. Consider the ideals
J = 〈Inc(N) · xa1µ1x
a2
µ2 · · ·x
ad−1
µd−1〉 ⊂ R and Jn = J∩Rn.
Then for n≥ µd we have the following short exact sequence
0→ (Rn/〈Jn−νd〉Rn)(−ad)→ Rn/In→ Rn/〈In−1,x
ad
n 〉Rn → 0,
where νd = µd−µd−1, and moreover, all the nonzero modules in this sequence are Cohen-
Macaulay of dimension µd−1; see the proof of [17, Corollary 2.2]. It follows that
(1) reg(In) =max{reg(In−1)+ad−1, reg(Jn−νd)+ad}.
If n= µd , then In = 〈x
a1
µ1 · · ·x
ad
µd 〉, and so reg(In) = a1+ · · ·+ad , as claimed.
Now assume n> µd . Set w
′ =max{a1, . . . ,ad−1}. Then w=max{ad,w
′}. Notice that
n−νd ≥ µd−1 is equivalent to n≥ µd . Thus, the induction hypothesis gives
reg(Jn−νd) = (w
′−1)(n−νd−µd−1)+a1+ · · ·+ad−1
= (w′−1)(n−µd)+a1+ · · ·+ad−1
for n≥ µd . Hence, Equation (1) and an induction on n≥ µd yield
reg(In) =max{(w−1)(n−µd−1)+a1+ · · ·+ad+ad−1,
(w′−1)(n−µd)+a1+ · · ·+ad−1+ad}
=max{(w−1)(n−µd)−w+ad , (w
′−1)(n−µd)}+a1+ · · ·+ad .
If w= ad , then the first term gives the maximum. If w> ad , then w= w
′, and the second
term determines the maximum. This concludes the proof. 
Note that Proposition 3.11 can be extended to the case c > 1, i.e., when I is generated
by one monomial orbit in a ring R with more than one row of variables. We leave the
details to the interested reader.
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4. BOUNDING COEFFICIENTS
This section and the next one are devoted to the proof of Theorem 3.1. In this section
we prove a slightly more general result, showing that Theorem 3.1 holds for any bound
which satisfies certain conditions. The fact that those conditions are fulfilled by the bound
given in Theorem 3.1 will be shown in the next section.
Let us begin with some preparations. The following recursive formula for the regularity
of a monomial ideal, which extends [8, Lemma 2.10], was proved in [3, Theorem 4.7].
Lemma 4.1. If S is a Noetherian polynomial ring over K, x any variable of S, and J ⊂ S
any monomial ideal, then one has
max{reg(J : x), reg(J,x)} ≤ reg(J) ∈ {reg(J : x)+1, reg(J,x)}.
Repeatedly applying this result, we obtain:
Corollary 4.2. Let S be a Noetherian polynomial ring over K, x a variable of S, and J ⊂ S
a monomial ideal. Let d ≥ 0 be an integer such that J : xd = J : xd+1. Then one has
max{reg(J : xk,x) | 0≤ k ≤ d} ≤ reg(J) ∈ {reg(J : xk,x)+ k | 0≤ k ≤ d}.
Proof. Using Lemma 4.1 we get
max{reg(J : xk+1), reg(J : xk,x)} ≤ reg(J : xk) ∈ {reg(J : xk+1)+1, reg(J : xk,x)}
for every integer k ≥ 0. By assumption, x is a nonzero divisor on S/(J : xd). This implies
reg(J : xd) = reg(J : xd ,x).
Combining this with the first estimate for k = 0, . . . ,d−1, the result follows. 
In the next lemma we apply the previous result to Inc(N)i-invariant chains of monomial
ideals. For a graded ideal J in Rn we write δ (J) for the maximal degree of a minimal
generator of J and set
q(J) =
δ (J)
∑
j=0
dimK(Rn/J) j.
Moreover, let σi ∈ Inc(N)
i denote the i-shift defined as follows:
σi( j) =
{
j if 1≤ j ≤ i,
j+1 if j ≥ i+1.
Lemma 4.3. Let I = (In)n≥1 be an Inc(N)i-invariant chain of monomial ideals with
indi(I )≥ i+1. Fix an integer r ≥ indi(I ). Set
d =max{e≥ 0 | xek,i+1 divides a minimal generator of Ir for some k ∈ [c]},
E = {e= (e1, . . . ,ec) ∈ Z
c | 0≤ e1, . . . ,ec ≤ d}.
For each e ∈ Zc≥0, consider a chain of monomial ideals Ie = (Ie,n)n≥1 given by
Ie,n = 〈In : x
e1
1,i+1 · · ·x
ec
c,i+1,x1,i+1, . . . ,xc,i+1〉
for all n≥ 1.
Then the following statements hold:
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(i) Ie is an Inc(N)i+1-invariant chain with ind
i+1(Ie)≤ r+1.
(ii) We have
max{reg(Ie,n) | e ∈ E} ≤ reg(In) ∈ {reg(Ie,n)+ |e| | e ∈ E}
for all n≥ r, where |e|= e1+ · · ·+ ec.
(iii) We have
q(Ie,r+1)≤ q(Ir) for all e ∈ Z
c
≥0,
and if the equality holds, then
Ie,n+1 = 〈σi(In),x1,i+1, . . . ,xc,i+1〉 and reg(Ie,n+1) = reg(In) for all n≥ r.
Proof. (i) follows from [24, Lemma 6.10]. Moreover, from the proof of [24, Lemma 6.10]
we know that
〈In : x
e1
1,i+1 · · ·x
ek−1
k−1,i+1,x1,i+1, . . . ,xk−1,i+1〉 : x
d
k,i+1
= 〈In : x
e1
1,i+1 · · ·x
ek−1
k−1,i+1,x1,i+1, . . . ,xk−1,i+1〉 : x
d+1
k,i+1
for all n ≥ r, 1 ≤ k ≤ c and 0 ≤ e1, . . . ,ek−1 ≤ d. Now using Corollary 4.2, claim (ii) is
proven by induction.
The estimate q(Ie,r+1) ≤ q(Ir) is shown in the proof of [24, Theorem 6.2] (page 227).
To finish the proof of (iii) one employs the following implications:
q(Ie,r+1) = q(Ir)⇒ Ie,r+1 = 〈σi(Ir),x1,i+1, . . . ,xc,i+1〉
⇒ Ie,n+1 = 〈σi(In),x1,i+1, . . . ,xc,i+1〉 for all n≥ r
⇒ Rn+1/Ie,n+1 ∼= Rn/In as graded K-algebras for all n≥ r
⇒ reg(Ie,n+1) = reg(In) for all n≥ r.
The first implication is shown in the proof of [24, Theorem 6.2], the second and third ones
in the proof of [24, Lemma 6.11], while the last implication is obvious. 
Next we prove a version of Theorem 3.1, stating that this result holds for more general
bounds. Let us first make precise what is meant by “more general bounds”. Recall that if
an Inc(N)i-invariant chain I = (In)n≥1 is not i-completely stable, then ind
i(I )≥ i+1.
Definition 4.4. Let F be the family of all triples (i,r,I ), where i,r ≥ 0 are integers
and I = (In)n≥1 is an Inc(N)i-invariant chain of monomial ideals with ind
i(I ) ≤ r.
Associate to each (i,r,I ) ∈ F a real number Ci,r(I ) ≥ 0. Moreover, in case I is
not i-completely stable, define the set E and the chain Ie = (Ie,n)n≥1 as in Lemma 4.3.
Then the family {Ci,r(I )} is said to be a family of bounding coefficients if the following
conditions are satisfied whenever I is not i-completely stable and e ∈ E:
(BC1) if q(Ie,r+1)< q(Ir), thenCi+1,r+1(Ie)≤Ci,r(I ),
(BC2) if q(Ie,r+1) = q(Ir), then |e| ≤Ci,r(I ).
Note that the previous definition makes sense by virtue of Lemma 4.3(i): one has
(i+ 1,r+ 1,Ie) ∈ F if (i,r,I ) ∈ F with ind
i(I ) ≥ i+ 1. Note also that the family
{Ci,r(I )} given in Theorem 3.1 is a family of bounding coefficients, as we will show in
the next section (see Proposition 5.4).
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Theorem 4.5. Let I = (In)n≥1 be an Inc(N)
i-invariant chain of monomial ideals with
indi(I )≤ r. Then for any family of bounding coefficients {Ci,r(I )}, there is a constant
D(I ) such that
reg(In)≤Ci,r(I )n+D(I ) for n≫ 0.
Proof. Let us fix a family of bounding coefficients {Ci,r(I )}. Following the idea of the
proof of [24, Theorem 6.2], we argue by a double induction. In the first induction on
p ≥ 0, we show that for any (i,r,I ) ∈F with r− i ≤ p, there is a constant D(I ) such
that
reg(In)≤Ci,r(I )n+D(I ) for n≫ 0.
If p= 0, then indi(I ) ≤ r ≤ i and I is i-completely stable. Thus, In = 〈Ir〉Rn , which
implies
reg(In) = reg(Ir) for n≥ r.
We are done by choosing D(I ) = reg(Ir). This argument in fact applies whenever I is
i-completely stable. So we may suppose that I is not i-completely stable from now on.
Let p ≥ 1. We use a second induction on q ≥ 0 to show that: if (i,r,I ) ∈F satisfies
r− i≤ p and
q(Ir) =
δ (Ir)
∑
j=0
dimK(Rr/Ir) j ≤ q,
then there exists a constant D(I ) such that reg(In)≤Ci,r(I )n+D(I ) for n≫ 0.
By the first induction, we may assume that r− i= p. For the second induction, consider
the starting case q = 0. Then Ir = Rr, and so In = Rn for every n ≥ r. It follows that
reg(In) = 0 for n≥ r, and we are done by choosing D(I ) = 0.
Now let q≥ 1, and assume q(Ir) = q. As in Lemma 4.3 we consider, for each e ∈ Z
c
≥0,
the chain Ie = (Ie,n)n≥1 defined by
Ie,n = 〈In : x
e1
1,i+1 · · ·x
ec
c,i+1,x1,i+1, . . . ,xc,i+1〉 for all n≥ 1.
Also, set
d =max{e≥ 0 | xek,i+1 divides a minimal generator of Ir for some k ∈ [c]},
E = {e= (e1, . . . ,ec) ∈ Z
c | 0≤ e1, . . . ,ec ≤ d}.
According to Lemma 4.3, Ie is Inc(N)
i+1-invariant with indi+1(Ie)≤ r+1 and
q(Ie,r+1)≤ q(Ir) = q.
Note that |e|= e1+ · · ·+ ec ≤ cd for all e ∈ E. We write E = E1∪E2 with
E1 = {e ∈ E | q(Ie,r+1)< q} and E2 = {e ∈ E | q(Ie,r+1) = q}.
If e ∈ E1, then by the induction hypothesis on q applied to (i+1,r+1,Ie) ∈F , there
exist numbers D(Ie) and N(Ie) such that
reg(Ie,n)≤Ci+1,r+1(Ie)n+D(Ie) for all n≥ N(Ie).
SinceCi+1,r+1(Ie)≤Ci,r(I ) by Condition (BC1), we get
reg(Ie,n)≤Ci,r(I )n+D1 for all e ∈ E1 and n≥ N1,
where D1 =max{D(Ie) | e ∈ E1} and N1 =max{N(Ie) | e ∈ E1}.
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On the other hand, if e ∈ E2, then Lemma 4.3(iii) gives
reg(Ie,n) = reg(In−1) for all n≥ r+1.
Moreover, one has |e| ≤Ci,r(I ) for all e ∈ E2 by Condition (BC2).
Now for n> N =max{N1,r+1}, it follows from Lemma 4.3(ii) that
reg(In)≤max{reg(Ie,n)+ |e| | e ∈ E}
=max
{
max{reg(Ie,n)+ |e| | e ∈ E1}, max{reg(Ie,n)+ |e| | e ∈ E2}
}
≤max{Ci,r(I )n+D1+ cd, reg(In−1)+Ci,r(I )}
≤Ci,r(I )n+D(I ),
where D(I ) =max{D1+ cd, reg(IN)−Ci,r(I )N}. This concludes the proof. 
5. PROOF OF THEOREM 3.1
Here we complete the proof of Theorem 3.1 by showing that the family {Ci,r(I )}
given there is a family of bounding coefficients in the sense of Definition 4.4. Let us
begin with some basic properties of the weight functions introduced in Definition 2.2.
Lemma 5.1. Let u be a monomial and 0 6= J ⊆ Rn a monomial ideal with minimal set of
monomial generators G(J). Then for any integer i≥ 0, the following statements hold:
(i) wi+1(u)≤ wi(u) = wi(pi(u)) for every pi ∈ Inc(N)
i.
(ii) w˜i(J)≤ wi(J)≤Wi(J).
(iii) One has
w˜i(J) = 0⇔ wi(J) = 0⇔Wi(J) = 0⇔ G(J) = G
−
i (J).
(iv) If G+i (J) = /0, then wi(J) =Wi(J).
Proof. For any pi ∈ Inc(N)i, pi fixes j for j ≤ i and pi( j) ≥ j for j > i. Therefore, xek, j
divides u for some j > i if and only if xe
k, j′ divides pi(u) for some j
′ ≥ j > i. This yields
wi(u) = wi(pi(u)). The other statements of the lemma are immediate from Definition 2.2.

Lemma 5.2. Let I = (In)n≥1 be a nonzero Inc(N)
i-invariant chain of proper monomial
ideals and r ≥ indi(I ) an integer. Then the following statements hold:
(i) I is i-completely stable if and only if w˜i(Ir) = 0.
(ii) Every i-critical monomial of Ir is a minimal generator of In for all n≥ r.
(iii) If G+i (Ir) 6= /0, then G
+
i (In) 6= /0 and wi(In) = wi(Ir) for all n≥ r.
Proof. (i) If I is i-completely stable, then In = 〈Ir〉Rn for all n ≥ r. This means that
G(Ir) is invariant under the action of Inc(N)
i, or in other words, G(Ir) = G
−
i (Ir). Thus,
w˜i(Ir) = 0. Conversely, if w˜i(Ir) = 0, then G(Ir) = G
−
i (Ir). Let s = ind
i(I ). Then s ≤ r,
and from Ir = 〈Inc(N)
i
s,r(Is)〉Rs we get G(Is) = G
−
i (Is). Hence
In = 〈Inc(N)
i
s,n(Is)〉Rn = 〈Is〉Rn for all n≥ s,
and I is i-completely stable.
(ii) Let u be an i-critical monomial of Ir. If u /∈ G(In), then u is divisible by some
monomial pi(u′) with pi ∈ Inc(N)ir,n, u
′ ∈ G(Ir) and degu
′ < degu. In this case, we must
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have wi(u
′) 6= 0, since otherwise u′ ∈ G−i (Ir) and u
′ = pi(u′) divides u. This contradicts
the fact that u ∈ G(Ir). Thus, u
′ ∈ G+i (Ir)∪Gi(Ir). Now Lemma 5.1(i) gives
wi(u
′) = wi(pi(u
′))≤ wi(u) = w˜i(Ir).
By definition of w˜i(Ir), this implies wi(u
′) = w˜i(Ir). So degu
′ < degu is a contradiction
to the choice of u as an i-critical monomial of Ir.
(iii) Since G+i (Ir) 6= /0, wi(Ir) = min{wi(u) | u ∈ G
+
i (Ir)}. Let u ∈ G
+
i (Ir) be such that
wi(u) = wi(Ir). Since Ir ⊆ In, u is divisible by some v ∈ G(In). Note that v 6= 1. So
min(v)≥min(u)> i. This implies v ∈ G+i (In), and hence, G
+
i (In) 6= /0. Clearly,
wi(Ir) = wi(u)≥ wi(v)≥ wi(In).
For the reverse inequality, take any v ∈ G+i (In) such that wi(v) = wi(In). As n≥ r, v is
divisible by pi(u) for some u ∈ G(Ir) and pi ∈ Inc(N)
i
r,n. Since min(v) > i and pi fixes all
j ≤ i, we get min(u)> i. Thus, u ∈ G+i (Ir), which yields
wi(In) = wi(v)≥ wi(pi(u)) = wi(u)≥ wi(Ir).
This concludes the proof. 
The proof of the main result of this section is essentially based on the following facts.
Lemma 5.3. Let I = (In)n≥1 be an Inc(N)
i-invariant chain of monomial ideals with
indi(I )≥ i+1. Let r≥ indi(I ) be an integer . For each e= (e1, . . . ,ec)∈Z
c
≥0, consider
the chain Ie = (Ie,n)n≥1 as in Lemma 4.3. Then the following statements hold:
(i) We have
Wi+1(Ie,r+1)≤Wi(Ir) and wi+1(Ie,r+1)≤ wi(Ir)
for every e ∈ Zc≥0.
(ii) If w˜i(Ir) 6= 0 and ek ≥ w˜i(Ir) for all k ∈ [c], then q(Ie,r+1)< q(Ir).
Proof. We may assume Ie,r+1 6= Rr+1.
(i) For the first estimateWi+1(Ie,r+1) ≤Wi(Ir), it is enough to show that for each u ∈
G(Ie,r+1) there exists u
′ ∈ G(Ir) such that wi+1(u) ≤ wi(u
′). Evidently, if u ∈ G(Ie,r+1),
then either u= xk,i+1 for some k ∈ [c], or x
e′1
1,i+1 · · ·x
e′c
c,i+1u ∈G(Ir+1) for some 0≤ e
′
k ≤ ek.
The former case is trivial since wi+1(xk,i+1) = 0. In the latter case, there exist u
′ ∈ G(Ir)
and pi ∈ Inc(N)ir,r+1 such that x
e′1
1,i+1 · · ·x
e′c
c,i+1u= pi(u
′). So by Lemma 5.1(i),
wi+1(u) = wi+1(x
e′1
1,i+1 · · ·x
e′c
c,i+1u) = wi+1(pi(u
′))≤ wi(pi(u
′)) = wi(u
′).
To prove the second estimate wi+1(Ie,r+1)≤ wi(Ir) we distinguish two cases:
Case 1: G+i (Ir) 6= /0. Choose u ∈ G
+
i (Ir) such that wi(u) = wi(Ir). Let σi be the i-
shift introduced prior to Lemma 4.3. As σi(u) ∈ Ir+1 ⊆ Ie,r+1, it is divisible by some
u′ ∈ G(Ie,r+1). Since u
′ 6= 1, one has
min(u′)≥min(σi(u)) =min(u)+1> i+1.
So u′ ∈ G+i+1(Ie,r+1), which yields
wi(Ir) = wi(u) = wi+1(σi(u))≥ wi+1(u
′)≥ wi+1(Ie,r+1).
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Case 2: G+i (Ir) = /0. We show that G
+
i+1(Ie,r+1) = /0. Indeed, suppose there exists some
monomial u ∈ G+i+1(Ie,r+1). Then
x
e′1
1,i+1 · · ·x
e′c
c,i+1u ∈ G(Ir+1) for some 0≤ e
′
k ≤ ek.
So there are u′ ∈ G(Ir) and pi ∈ Inc(N)
i
r,r+1 such that x
e′1
1,i+1 · · ·x
e′c
c,i+1u= pi(u
′). Note that
min(u′) ≤ i because G+i (Ir) = /0. As pi fixes all j ≤ i, this implies min(pi(u
′)) ≤ i, and so
min(u) ≤ i. This contradiction forces G+i+1(Ie,r+1) = /0. Now using Lemma 5.1(iv) and
the first estimate that was proved above, one gets
wi+1(Ie,r+1) =Wi+1(Ie,r+1)≤Wi(Ir) = wi(Ir).
(ii) By Lemma 4.3(iii), it suffices to show that if ek ≥ w˜i(Ir)> 0 for all k ∈ [c], then
〈σi(Ir),x1,i+1, . . . ,xc,i+1〉( Ie,r+1.
Recall that, as w˜i(Ir) > 0, each i-critical monomial of Ir is divisible by x
w˜i(Ir)
k, j for some
j > i and k ∈ [c]. Let ji(Ir) be the minimal index j with j > i such that x
w˜i(Ir)
k, j divides
an i-critical monomial of Ir for some k ∈ [c]. An i-critical monomial of Ir is called i-
distinguished if it is divisible by x
w˜i(Ir)
k, ji(J)
for some k ∈ [c]. We consider two cases:
Case 1: Ir has an i-distinguished monomial u that is divisible by xk,i+1 for some k ∈ [c].
Write u= x
e′1
1,i+1 · · ·x
e′c
c,i+1u
′ with u′= 1 or min(u′)≥ i+2. Then e′1, . . . ,e
′
c≤wi(u)= w˜i(Ir)
and e′k ≥ 1. So from e1, . . . ,ec ≥ w˜i(Ir) it follows that
u′ = u/x
e′1
1,i+1 · · ·x
e′c
c,i+1 ∈ Ir+1 : x
e1
1,i+1 · · ·x
ec
c,i+1.
Note that u′ /∈ Ir+1 by Lemma 5.2(ii). Thus u
′ /∈ σi(Ir), and therefore,
〈σi(Ir),x1,i+1, . . . ,xc,i+1〉( Ie,r+1.
Case 2: xk,i+1 does not divide any i-distinguished monomial of Ir for all k ∈ [c]. Then
ji(Ir) > i+1. Let u ∈ Ir be any i-distinguished monomial. If u ∈ σi(Ir), then u = σi(u
′)
for some u′ ∈ Ir. Note that wi(u
′) = wi(σi(u
′)) = wi(u) and degu
′ = degu, so u′ is an
i-critical monomial of Ir. Since u is divisible by x
w˜i(Ir)
k, ji(Ir)
for some k ∈ [c], u′ is divisible by
x
w˜i(Ir)
k, ji(Ir)−1
. This contradicts the definition of ji(Ir). Hence
u ∈ Ie,r+1 \ 〈σi(Ir),x1,i+1, . . . ,xc,i+1〉,
which yields the desired claim. 
The main result of this section is the following:
Proposition 5.4. Let F be the family of all triples (i,r,I ) as in Definition 4.4. For
each (i,r,I ) ∈F , set Ci,r(I ) = max{0,(c−1)Wi(Ir)+wi(Ir)−1}. Then {Ci,r(I )} is
a family of bounding coefficients.
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Proof. We show that the family {Ci,r(I )} satisfies both Conditions (BC1) and (BC2) in
Definition 4.4. Let (i,r,I ) ∈F with I = (In)n≥1 not i-completely stable. Define the set
E and the chain Ie = (Ie,n)n≥1 as in Lemma 4.3. So
E = {e= (e1, . . . ,ec) ∈ Z
c | 0≤ e1, . . . ,ec ≤ d},
where
d =max{e≥ 0 | xek,i+1 divides a minimal generator of Ir for some k ∈ [c]}.
From Lemma 5.3(i) it follows that
Ci+1,r+1(Ie)≤Ci,r(I ) for all e ∈ Z
c
≥0.
In particular, this implies that Condition (BC1) is satisfied.
Now assume e ∈ E and q(Ie,r+1) = q(Ir). Notice that w˜i(Ir) 6= 0 by Lemma 5.2(i). So
by Lemma 5.3(ii), ek < w˜i(Ir)≤ wi(Ir) for some k ∈ [c]. Since it is clear that d ≤Wi(Ir),
we get
|e|= e1+ · · ·+ ec ≤ (c−1)d+wi(Ir)−1≤ (c−1)Wi(Ir)+wi(Ir)−1=Ci,r(I )
for all e ∈ E. Thus, Condition (BC2) is also satisfied. This concludes the proof. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. The result follows directly from Theorem 4.5 and Proposition 5.4.

6. EXTREMAL CHAINS
In this section we propose a method to attack Conjecture 1.1, and we establish it for
chains of ideals that are extremal in a certain sense. As an application, we show that the
conjecture is true for chains whose ideals are eventually Artinian.
Basically, our method relies on a careful analysis of the proofs of Lemma 4.3(ii) and
Theorem 4.5. Let I = (In)n≥1 be an Inc(N)
i-invariant chain of monomial ideals with
indi(I )≥ i+1 and let r be an integer with r≥ indi(I ). Using the notation of Lemma 4.3,
it follows from the second statement of this lemma that
reg(In)≤max{reg(Ie,n)+ |e| | e ∈ E} for all n≥ r.
We are interested in chains for which the above inequality eventually becomes an equality
for some subset E of Zc≥0.
Definition 6.1. Let F be the family of all triples (i,r,I ) as in Definition 4.4. We say
that a subfamily E ⊆ F is extremal if for every (i,r,I ) ∈ E with I = (In)n≥1 not i-
completely stable, there exists a subset E(I ) ⊂ Zc≥0 such that the following conditions
are satisfied:
(X1) (i+1,r+1,Ie) ∈ E for all e ∈ E(I ),
(X2) reg(In) =max{reg(Ie,n)+ |e| | e ∈ E(I )} for all n≫ 0,
where the chain Ie = (Ie,n)n≥1 is defined as in Lemma 4.3.
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A chain I is called extremal if the triple (i,r,I ) belongs to an extremal family for
some non-negative integers i and r. As shown below, chains whose ideals are eventually
Artinian are extremal. We do not know whether this is true for all chains of monomial
ideals. The main result of this section is the following:
Theorem 6.2. Let E be an extremal subfamily of F . Then for every (i,r,I ) ∈ E with
I = (In)n≥1, there exist integer constants C(I ), D(I ) such that
reg(In) =C(I )n+D(I ) whenever n≫ 0.
Proof. Following the strategy of the proof of Theorem 4.5, we show that for every triple
(i,r,I ) ∈ E there is an integerC(I ) such that
reg(In+1) = reg(In)+C(I ) whenever n≫ 0
by a double induction on p≥ r− i and on q≥ q(Ir).
Repeating the first part of the proof of Theorem 4.5, we may assume that r− i= p≥ 1,
q(Ir) = q ≥ 1, and I is not i-completely stable. Define the chain Ie as in Lemma 4.3.
Since the family E is extremal, there exists E(I ) ⊂ Zc≥0 such that (i+1,r+1,Ie) ∈ E
for all e ∈ E(I ). Lemma 4.3(iii) allows us to write E(I ) = E1∪E2, where
E1 = {e ∈ E(I ) | q(Ie,r+1)< q} and E2 = {e ∈ E(I ) | q(Ie,r+1) = q}.
If e ∈ E2, then Lemma 4.3(iii) implies
reg(Ie,n) = reg(In−1) for all n≥ r+1.
Hence, by Condition (X2) in Definition 6.1, there is a number N1 ≥ r+1 such that for all
n≥ N1 one has
reg(In) =max
{
max{reg(Ie,n)+ |e| | e ∈ E1}, max{reg(Ie,n)+ |e| | e ∈ E2}
}
=max
{
max{reg(Ie,n)+ |e| | e ∈ E1}, reg(In−1)+max{|e| | e ∈ E2}
}
.(2)
For e ∈ E1, the induction hypothesis on q applied to (i+ 1,r+ 1,Ie) ∈ E yields the
existence of integersC(Ie) and N(Ie) such that
(3) reg(Ie,n+1) = reg(Ie,n)+C(Ie) whenever n≥ N(Ie).
Set
N =max{N1, max{N(Ie) | e ∈ E1}}
and
C(I ) =max{max{C(Ie) | e ∈ E1}, max{|e| | e ∈ E2}}.
We will show that
(4) reg(In+1) = reg(In)+C(I ) whenever n≥ N.
Indeed, if n≥ N and e ∈ E1, then
reg(Ie,n+1)+ |e|= reg(Ie,n)+C(Ie)+ |e|
≤ reg(In)+C(Ie) by Equation (2)
≤ reg(In)+C(I ) by definition ofC(I ).
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Combined with Equation (2), this implies
reg(In+1)≤ reg(In)+C(I ) if n≥ N.(5)
Moreover, Equation (2) gives
reg(In+1)≥ reg(In)+max{|e| | e ∈ E2} if n≥ N.
This together with Inequality (5) yields Equation (4) ifC(I ) =max{|e| | e ∈ E2}.
Thus, it remains to consider the caseC(I )>max{|e| | e ∈ E2}. Suppose Equation (4)
is not true. Taking into account Inequality (5), this means that, for any n0 ≥ N, there is
some n> n0 with
reg(In+1)< reg(In)+C(I ).
We use this to define an increasing sequence (n j) j∈N of integers: set n0 = N and, for
j ≥ 1, let n j be the least integer n > n j−1 with reg(In+1) < reg(In)+C(I ). Thus, we
obtain for every j ≥ 1,
(6) reg(In j+1)≤ reg(IN)+(n j+1−N)C(I )− j.
Our assumption that C(I ) > max{|e| | e ∈ E2} allows us to fix some element e0 ∈ E1
with C(I ) = C(Ie0). Consider some integer j with j > reg(IN)− reg(Ie0,N)− |e0|, or
equivalently,
reg(IN)+(n j+1−N)C(I )− j < reg(Ie0,N)+(n j+1−N)C(I )+ |e0|.
Combined with Inequality (6), this gives
reg(In j+1)< reg(Ie0,N)+(n j+1−N)C(I )+ |e0|
= reg(Ie0,N)+(n j+1−N)C(Ie0)+ |e0|
= reg(Ie0,n j+1)+ |e0| by Equation (3).
However, this contradicts Equation (2). Thus, the argument is complete. 
Based on the previous result we will verify Conjecture 1.1 for chains whose ideals are
eventually Artinian. By abuse of notation, we call an ideal J of a Noetherian polynomial
ring SArtinian if S/J is an Artinian ring. We need a more precise version of Corollary 4.2.
Lemma 6.3. Let x be a variable of a Noetherian polynomial ring S over K. If J ( S is an
Artinian monomial ideal and d ≥ 0 is the smallest integer such that J : xd = J : xd+1, then
reg(J) =max{reg(J : xk,x)+ k | 0≤ k ≤ d}.
Proof. If d = 0, then x is a nonzero divisor on S/J. So reg(J) = reg(J,x), and we are
done. Consider the case d > 0. Note that for any graded Artinian ideal I ( S one has
reg(I) = 1+ reg(S/I) = 1+max{ j ∈ Z | [S/I] j 6= 0}.
Hence, if x /∈ I, then the exact sequence
0→ (S/(I : x))(−1)→ S/I→ S/(I,x)→ 0
implies
reg(I) =max{1+ reg(I : x), reg(I,x)}.
Obviously, this formula also holds when x ∈ I. Now applying the formula repeatedly as
in the proof of Corollary 4.2, the claim follows. 
18 DINH VAN LE, UWE NAGEL, HOP D. NGUYEN, AND TIM RO¨MER
In order to apply this result to chains of Artinian ideals, we have to refine the number
d and the set E introduced in Lemma 4.3. Let I = (In)n≥1 be an Inc(N)
i-invariant chain
of monomial ideals and let r be an integer with r ≥ indi(I ). For each n ≥ r, let d1(n)
be the largest non-negative integer such that x
d1(n)
1,i+1 divides a minimal generator of In.
Equivalently, d1(n)≥ 0 is the smallest integer such that
In : x
d1(n)
1,i+1 = In : x
d1(n)+1
1,i+1 .
Since G(In+1) ⊆ Inc(N)
i
n,n+1(G(In)), we see that d1(n) ≥ d1(n+ 1). Thus, there exists
n1 ≥ r such that d1(n) = d1(n1) for all n≥ n1. Set d1 = d1(n1).
For each 0≤ e1 ≤ d1 and n≥ n1, let d2(n;e1)≥ 0 be the smallest integer such that
〈In : x
e1
1,i+1,x1,i+1〉 : x
d2(n;e1)
2,i+1 = 〈In : x
e1
1,i+1,x1,i+1〉 : x
d2(n;e1)+1
2,i+1 .
Again, we have d2(n;e1) ≥ d2(n+ 1;e1), since G(In+1) ⊆ Inc(N)
i
n,n+1(G(In)). So there
exist n2 ≥ n1 and d2(e1)≥ 0 such that d2(n;e1) = d2(e1) for all n≥ n2.
More generally, for each k-tuple (e1, . . . ,ek) with 1≤ k < c, 0≤ e1 ≤ d1, . . . , 0≤ ek ≤
dk(e1, . . . ,ek−1), and each n≥ nk (as above, nk is some number such that
dk(n;e1, . . . ,ek−1) = dk(e1, . . . ,ek−1)
for all n≥ nk), let dk+1(n;e1, . . . ,ek)≥ 0 be the smallest integer such that
〈In : x
e1
1,i+1 · · ·x
ek
k,i+1,x1,i+1, . . . ,xk,i+1〉 : x
dk+1(n;e1,...,ek)
k+1,i+1
= 〈In : x
e1
1,i+1 · · ·x
ek
k,i+1,x1,i+1, . . . ,xk,i+1〉 : x
dk+1(n;e1,...,ek)+1
k+1,i+1 .
As before, dk+1(n;e1, . . . ,ek) is independent of n when n≫ 0, and for such n we set
dk+1(e1, . . . ,ek) = dk+1(n;e1, . . . ,ek).
Now define
E(I ) = {e= (e1, . . . ,ec) ∈ Z
c | 0≤ ek ≤ dk(e1, . . . ,ek−1) for all k ∈ [c]},
where d1( /0) = d1. Evidently, dk(e1, . . . ,ek−1)≤ d for all k ∈ [c]. Thus, E(I )⊆ E.
We have the following version of Lemma 4.3(ii) for chains of Artinian ideals:
Corollary 6.4. Let I = (In)n≥1 be an Inc(N)i-invariant chain of monomial ideals with
indi(I ) ≥ i+ 1. Assume Ir ( Rr is an Artinian ideal for some r ≥ ind
i(I ). Define the
chainIe = (Ie,n)n≥1 as in Lemma 4.3. Then with the set E(I ) introduced above, we have
reg(In) =max{reg(Ie,n)+ |e| | e ∈ E(I )} for n≫ 0.
Proof. Since Ir is an Artinian ideal in Rr, the ideal In is Artinian in Rn for every n ≥ r.
By the above construction, for each e = (e1, . . . ,ec) ∈ E(I ), each k ∈ [c] and all n≫ 0,
dk(e1, . . . ,ek−1) is the smallest non-negative integer such that
〈In : x
e1
1,i+1 · · ·x
ek
k−1,i+1,x1,i+1, . . . ,xk−1,i+1〉 : x
dk(e1,...,ek−1)
k,i+1
= 〈In : x
e1
1,i+1 · · ·x
ek
k−1,i+1,x1,i+1, . . . ,xk−1,i+1〉 : x
dk(e1,...,ek−1)+1
k,i+1 .
Using this equation together with Lemma 6.3, the claim follows by induction on c. 
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Now we are ready to prove Conjecture 1.1 for chains of graded ideals which are even-
tually Artinian. Note that we do not require such ideals to be monomial ideals.
Corollary 6.5. Let I = (In)n≥1 be an Inc(N)
i-invariant chain of proper graded ideals.
Suppose Ir is an Artinian ideal in Rr for some r ≥ ind
i(I ). Then reg(In) is eventually a
linear function in n, that is, there are integer constants C, D such that
reg(In) =Cn+D whenever n≫ 0.
Proof. By assumption, In is an Artinian ideal in Rn for every n≥ r. Let ≤ be a monomial
order on R respecting Inc(N)i. It is well-known that the K-algebras Rn/In and Rn/ in≤(In)
have the same Hilbert function. Since the regularity of an Artinian algebra is determined
by its Hilbert function, we conclude that
reg(In) = reg(in≤(In)) whenever n≥ r.
So invoking Lemma 2.1, we may assume that I is a chain of monomial ideals.
With the family F as in Definition 4.4, let E be the subfamily of F consisting of all
triples (i′,r′,I ′) such that the ideals I′n in the chain I
′ are eventually Artinian. For each
such chain I ′ and each e ∈ Zc≥0, define the chain I
′
e = (I
′
e,n)n≥1 as in Lemma 4.3. Then
I′e,n is eventually Artinian, since I
′
n ⊆ I
′
e,n. It follows that (i
′+1,r′+1,I ′e) ∈ E . Together
with Corollary 6.4 this implies that E is an extremal family. We now conclude the proof
by Theorem 6.2. 
The constantC in Corollary 6.5 is certainly not always zero.
Example 6.6. Let I = 〈Inc(N) · {xa11,1, . . . ,x
ac
c,1}〉R be an Inc(N)-invariant ideal in R, where
a1, . . . ,ac ∈ N. Set In = I∩Rn and |a|= a1+ · · ·+ac. Then for every n≥ 1 we have
reg(In) = (|a|− c)n+1.
7. EXISTENCE OF GENERIC INITIAL CHAINS
The existence of generic initial ideals in a Noetherian polynomial ring reduces the study
of Hilbert series and many other interesting invariants of an arbitrary graded ideal to the
case of a Borel-fixed ideal (or a strongly stable ideal if the base field has characteristic
0). This technique is very powerful and has many interesting applications; see, e.g., [16].
Given the theory of equivariant Hilbert series of Inc(N)i-invariant chains developed in
[24], it is natural to ask whether there is a good notion of generic initial chains in this
context.
Let I = (In)n≥1 be an Inc(N)
i-invariant chain of graded ideals. Then a generic initial
chain J of I should have the following properties:
(i) J = (Jn)n≥1 is an Inc(N)
i-invariant chain of monomial ideals,
(ii) I and J have the same equivariant Hilbert series, i.e., In and Jn have the same
Hilbert series as ideals in Rn for every n≥ 1,
(iii) Jn is a Borel-fixed ideal in Rn for every n≥ 1.
Given a monomial order ≤ on R, the most natural and reasonable candidate for such a
generic initial chain would be the chain (gin≤(In))n≥1, where gin≤(In) denotes the generic
initial ideal of In with respect to ≤ in Rn. This chain clearly satisfies Conditions (ii) and
(iii) above. Unfortunately, as the next result shows, it does not satisfy (i) in general.
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Proposition 7.1. Assume the base field K has characteristic 0. Let I = (In)n≥1 be an
Inc(N)i-invariant chain of graded ideals. If the chain (gin≤(In))n≥1 is Inc(N)
i-invariant,
then the sequence (reg(In))n≥1 is bounded.
Proof. It is well-known that reg(In) is bounded by the maximal degree dn of a minimal
generator of gin≤(In); see, e.g., [16, Corollary 2.12]. If (gin≤(In))n≥1 is an Inc(N)
i-
invariant chain, then the sequence (dn)n≥1 is eventually constant, which yields the desired
statement. 
In view of Proposition 3.11, Theorem 6.2, and Example 6.6, the previous proposition
suggests that there might not be a satisfactory notion of generic initial chains (of Inc(N)i-
invariant chains) in general. Nevertheless, one can still expect the existence of generic
initial chains of special chains, such as those ones defined by squarefree monomials. We
conclude the paper with the following conjecture, which might be of interest from the
combinatorial point of view.
Conjecture 7.2. Assume c= 1. Let I = (In)n≥1 be an Inc(N)
i-invariant chain of square-
free monomial ideals. Then the chain (ginrev(In))n≥1 is also Inc(N)
i-invariant, where rev
denotes the reverse lexicographic order on R.
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