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GREGERS KRABBE can be solved by calculations which duplicate the ones that would arise if the Laplace transformation could be applied to such problems.
The differential equation (1) 3fi
is solved in 6.7 in order to illustrate our operational calculus the right-hand side of this equation represents a series of unit impulses starting at t = -oo. The differential equation (1) cannot be solved by the distributional Fourier transformation nor by the distributional two-sided Laplace transformation. When -co=a<t<b=cπ the equation y(t) = c 0 cos t + c ί sin t + (1 + -h sin £ defines the general solution of the equation (1) .
The paper is subdivided as follows. § 1: the space of generalized functions, § 2: two-sided operational calculus, § 3: translation properties, § 4 : the topological space J^ς, § 5 : derivative of an operator, § 6 : four problems. The concepts introduced in § 5 (initial value, derivative, antiderivative of an operator) are more general and more appropriate than the corresponding ones in my textbook [5] . 0. Preliminaries. Henceforth, ω is an open sub-interval (ω_, ω + ) of the real line R we suppose that ω_ < 0 < ω + . If h( ) is a function on ω, we denote by h + ( ) the function defined by / ..x ί° for ί < 0 (0. 1) h+(t) = \h(t) for t ^ 0 we set (0.2) h n () = h() -h + ( ) . As usual, the support of a function /( ) (denoted Supp /) is the complement of the largest open subset of R on which /( ) vanishes. Let e t ( ) be the function defined by fl for 0 < u < t (0.3) e t (u) = J ( -1 for t < u < 0 ,
and by e t (u) = 0 for all other values of u. It will be convenient to denote by e t the support of the function e t ( ) thus, e t is the interval with end-points 0 and t: AN ALGEBRA OF GENERALIZED FUNCTIONS 383 [0, ί) for t ^ 0 (0.4) * = ( * , _ _ ( α o ) forί<0>
Unless otherwise specified, suppose that /( ) and g( ) belong to L loc (ω) (this is the space of all the complex-valued functions which are Lebesgue integrable on each interval (α, b) with ω_<a<0<b< ω + ). We denote by / A Q( ) the function defined by (0.5) / A g{t) = [f(t -u) 
g{u)du (all t in ω)
Jo that is, (0.6) / A g(t) = \ f(t-u)e t (u)g(u) du .
REMARK 0.7. Suppose that ω_ ^ a <: 0 ^ b < ω^:
(0.8) if a < t < b and uee t then (t -u) e e t c (α, 6) .
This is easily verified.
REMARKS 0.9. The following properties are direct consequences of (0.1M0.8): 
Proof. If t e (a, b) it follows from (0.8) that
n e e t implies (t -u) e e t a (α, b) therefore, (t -u) e (α, 6), whence our hypothesis (/( ) = 0 almosteverywhere on (α, b)) gives fit -u) = 0 for u almost-everywhere on the interval e t : the conclusion/A g{t) = 0 now follows directly from (0.6).
LEMMA 0.14. Suppose that a < 0 < b. If f( ) -0 on the interval (α>_, 6), then
(ω) and if h{ ) = 0 on the interval (a, ω + ), then
. Jt-a Proof. First, the case b < t < ω + . From (0.5) we have
Next, the case ω_ < t < a. From (0.5) we have
From (0.8) we again see that u G (ί, 0) implies (t -u) e e t a ω ,
consequently, our hypothesis (h( ) = 0 on (α, ω + )) gives h(t -u) = 0 whenever u < t -a: Conclusion (0.16) is now immediate from (2) . (ω) , and
Note that both h b ( ) and h a ( ) belong to L 1^) . Set
The four functions on the right-hand side of (3) are all integrable on R consequently, both f a * g a ( ) and f b * g b ( ) are integrable on R from (3) it now follows that F( ) is integrable on R. In consequence, if we can prove that
is at hand moreover, Conclusion (0.20) comes from (4)-(3) and the property F^F 2 ( ) = F 2 *F 1 { ) (see [1] , p. 635). Accordingly, the proof will be accomplished by proving (4).
The proof of (4) is divided into two cases. First case: a < t < 0. Since Supp/ 6 and Supp g b are subsets of the interval [0, ©o), we see from (0.18) that
Ja (for a < £ < 0) the second equation comes from (2) and the fact that g a (u) = 0 when u < a and when u > 0. From (5) it follows that
but 0 > r > £ implies t < t -r < 0 in consequence, since a < t, we
In view of (0,6), this concludes the proof of (4) in case a < t < 0. Second case. 0 < t < b. As in the first case, we observe that fa * ffa(t) = 0 it is a question of proving that F(t) = f b * 0 6 (£): the reasoning is entirely analogous to the one used in the first case. 
Proof. From (0.6) it follows that 
where x u is the appropriate interval. Let us prove that
JO }u
In case α; > 0 the double integral is taken over the interior of the triangle {(u, t): 0 < t < x and 0 < u < t) consequently, the range of t (in the integral (2)) is the interval x u = [u, x] : this establishes (3). In case x < 0 the double integral is taken over the triangle {{u, t):x < t < 0 and t < u < 0} 1 The principle of this proof is due to R. B. Darst. AN ALGEBRA OF GENERALIZED FUNCTIONS 387 consequently, the range of t (in the integral (2)) is the interval x u = [x, u] 
which again establishes the equation (3). The change of variable r = t -u brings (3) into the form 
From (5) 1* The space J^ of generalized functions* As before, (0 is an arbitrary sub-interval of R = (-oo ? oo) such that ω 9 0. If /( ) and g( ) are functions, the equation /( ) -g( ) will mean that the functions are equal almost-e very where on the interval ω. NOTATION 1.0. Let &Ό(ω) be the space of all the functions which are continuous on ω and which vanish at the origin. NOTATION 1.1. We denote by 1( ) the constant function defined by l(ί) = 1 for all t in R.
Proof. From (0.5) we see that
Jo Jo
On the other hand, g( )eL\a, b) whenever (a, b) is a compact subinterval of the open set ω: the conclusion is now at hand.
Proof. The equations [4, p. 143] , and (1.3). If t < 0, the same reasoning yields
. Suppose that v( ) e ^0(ω). If v'{ ) has only countably many discontinuities and is integrable in each compact sub-interval of the open interval ω, then v{ ) = 1 A ^'( )•

Proof. Take t m ω. If t > 0 the equations
so that 0.12 implies
19 it follows that (|G'| Λ l/l)( )eL»; we can therefore conclude from 1.2 that the function |1| A (|G'| A l/l)( ) is continuous on ω, whence the equation Proof. Since g'( ) e ^(ω), we can set G = q in 1.6 to obtain (1.11) and the equations Setting G = q' in 1.6, we see from (5) that Ψ( ) e <ίTΌ(ω) the equations therefore follow from 1.4 and (5). Conclusion (1.12) is immediate from (6)- (7). (ω) and w( ) e W ω , then wA/()e W ω1 and
Proof. If the equation
holds for A: = n, then it holds for k -n + 1: this is easily seen by observing that the equations (8) and (1.12). Since (8) holds for k = 0, it holds for any integer fc ^ 0. From (8) and (1.11) (with q = w Uί) ) it follows that
T^ω Conclusion (1.14) comes from (1.12) and (0.20). DEFINITIONS 1.15. An operator is a linear mapping of W ω into W ω . If A is an operator and w( ) e W ω , we denote by .Aw( ) the function that the operator A assigns to w( ).
As usual, the product A,A 2 of two operators is defined by (1.16) .
1ΛΊ. The space of generalized functions* Let JK be the set of all the operators A such that the equation (1.18) .
A(w t A wύ( ) = ( A.v>d A w 2
holds whenever w ± ( ) and w 2 ( ) belong to W ω . .
Let / be the identity-operator:
If/( ) e L » , we denote by {/(ί)} the operator defined by
the operator {/(£)} will be called the operator of the function /( Proof. Set fe( ) = f( ) -/ 2 ( ). By hypothesis, the relation (1) .
{h(t)}w(t) = 0 (for a < t < b)
holds for every w( ) in W ω : it will suffice to show that h( ) = 0 almost-everywhere on (α, 6). Take any integer n ^ 1, and let g w ( ) be the function that was defined in 0.23 since q n ( ) e TΓ ω (see 1.9), it follows from 1.13 (with / = 1) that q n A 1( ) e W ω in view of (0.20) we may therefore set w( ) = 1 A <7»( ) ί n (1) to obtain
The equations
are from (1.28) and 1.4. Combining (2) and (3), we see that h A q n (t) = 0 for a < t < b and for every integer π ^ 1 the conclusion h( ) = 0 (almost-everywhere on (α, 6)) now comes from 0.24. Conversely, suppose that f x { ) =/ 2 ( ) almost-everywhere; this means that h( ) = 0 almost-everywhere on (α, 6) we may therefore apply 0.13 to conclude that A Λ W( ) = 0 for a < t < δ and every w( ) in W ω consequently, (1.28) gives .{h(t)}w(t) = 0, so that
Λfi(t)}w(t) = .{A(t)}w{t)
for α < ί < δ and w( ) e W ω :
this proves that {/χ(ί)} agrees with {/ 2 (ί)} on (α, 6).
Proof. Set α = ω_ and δ = ω + in 1.32: by definition, two operators are equal if they agree on (α, δ) moreover, we agree that the equation / x ( ) = / 2 ( ) means that these functions are equal almosteverywhere on (α, δ). The conclusion is now immediate from 1.32.
Proof. 
are obtained by using (1.35) (with / = f ι A jQ* by using (1.22) , and by utilizing the commutativity and the associativity of the multiplication in ,s$f ω . Conclusion (7) comes directly from (8) and two more applications of 1.35.
2 Two-sided operational calculus* If c is a scalar (that is, a complex number), the equation {cl(t)} = cl comes from 1.29 and the linearity of the transformation /( ) ι --> {f{t)} consequently, cl e *S*f ω (recall that I is the identity: (1.27)). Since the correspondence c\-*cl is an algebraic isomorphism of the field of scalars into the algebra jy ω , there is no reason to distinguish between the scalar c and the operator cl:
Since ct n l(t) = ct n for all t in R, it is natural to write {ct n } instead of {ct n l(t)} in particular, We can also combine the linearity property with (2.1) to obtain
f 2 (t) + c,} = dίΛίί)} + c 2 {f 2 (t)} + c z
of course, we suppose throughout that c k (k = 1, 2, 3) are scalars, and
THEOREM 2.4. Suppose that f( ) is a function which is continuous on the interval ω. If /'( ) has at most countably-many discontinuities and is integrable in each compact sub-interval of o), then
Proof. If v( )=/()-/(0)l, then v'( )=/'() and we may apply 1.5: (1) and (2.3) it follows that (2) {/(ί)}-ΛO) = {1 Λ/'(*)}• Multiplying by D both sides of (2), we obtain
D{f(t)} -f(0)D = D{1 A/'(ί)} = {/'(ί)}:
the last equation is from (2.2). is an easy consequence of (2.7) and (2.5). (1) y
"{t) + y{t) =f(t) (-a<t<a);
for example, we could have f(t) = sec (πt/2a). To solve (1), set ω = ( -a,a),c Q = 7/(0), Cx = 2/'(0), and inject both sides of (1) into this gives D 2 y + y = c^ + c 0 Z) 2 + / solving for y :
we can now use (2.11), (2.10), and (2.16) to write
3* Translation properties* In this section we shall describe some two-sided analogues of the translation properties described in [5] .
If b ^ 0 we define the function T 6 ( ) by . x \) (for any x in R).
Until further notice, let g( ) be a function in L loc (ω) , and let #-,. ( ) be the function defined by
Proof. Observe that g b { ) = 0 = Ί b ( ) on the interval (ω_, 6) from 0.13 it therefore follows that (1) ^Λ l(ί) -0 -T, A 9(t) (for t e (ω_, b) ).
Next, suppose that t > b and tea): the equation
Jo comes from (0.5) and (3.3) in view of (3.0), we see that
Jδ Jo the second equation is obtained by the change of variable τ = u -b the last equation comes from (0.15) by setting / = T 6 in 0.14. The conclusion is immediate from (l)- (2) THEOREM 3.5. If xeR then 1 A 9χ( ) = T * A 9( ) and
Proof. In view of 3.4, it only remains to consider the case x = a < 0. Observe that # α ( ) = 0 = T α ( ) on the interval (α, ω + ) from 0.13 it therefore follows that (3 ) g a A l(ί) = 0 -T α A flr(ί) (for t e (α, α> + )).
Next, suppose that t < a and teω: as in the proof of 3.4, we see that
the second equation is obtained by the change of variable r = u -a. Note that τ α ( ) = 0 on the interval (α, ω + ): we can therefore set h = T α in 0.14 and use (0.16) to obtain
From (4)- (5) it results that 1 A 9a(t) = T α A fl^(ί) for ω__ < ί < α the conclusion 1 A 9a( ) = τ α A 9( ) i s n o w immediate from (3). The equations
are from (2.17), from our conclusion (1 A g*{ ) -τ * A g)j and from (2.17) : this proves (3.6).
3.7. Particular cases. In view of (3.3), we can write (3.6) in the form (3.8)
{T m (t)g(t -x)} = Ί m g (for xeR and g( )eL loc (ω) ).
This equation is a useful substitute for the Laplace-transform identity &[T x (t)g(t -x)] = e-2[g(t)] .
Let U( ) be the function 1( ) -l + ( ) that is, Let {Bssf) denote the set {BA: Ae j$?) it is easily seen that (UJ^) and (T o jy) are ideals in the algebra JK> and Jzf ω is the direct sum of these ideals:
Note that sgn £ = -U(ί) + T 0 (ί), so that sgn = -U, + T o . It is easily verified that {[£[} = D~ι sgn, and (3.14)
{e i"} =
J>2 + α
If α > 0 we set A problem which is not Laplace-transformable is discussed in 6.7. Take any ί in ω: there exists an integer m > 0 such that \t\ < via. Clearly,
g(T a )(t) = Σ,c k g ka (t)+ ΣiCtfUt)-
Since ί e (-mα, mα) c (-\i\a, \i\a) and since g ia ( ) = 0 on the interval (-\ί\a,\i\a) (by (3.2) and (3.3)), we have g ia {t) =0: consequently, the series (1) converges, and (3.3) gives (3)
9(Ta)(t)= Σ cj ka (t)g(t-ka).
are from (2.17) and (1) .
Ί x w(t) = τ*(t)w(t -x) {for teω).
Proof. The equations Proof. Setting g -.Rw in (3.9.1), we obtain
the last equation is from 1.39. Since B n = l\B (by definition), Equa- 
Proof.
Recall that (α>_, 0) = ω f] (-oo, 0). Let w() be any element of W ω the equations
are from (3.23), our hypothesis A n = J5 U , and (3.23). Since h\χ(t) -h(t) for t < 0 (see (0.1)-(0.2)), Equation (3) implies (4) .Aw(t) = .Bw(t) (for ω_ < t < 0).
From (4) 
A,w(t)
(for ί e ω and w{ ) e ω ω ).
It is immediately clear that Stf ω is a locally convex Hausdorff vector space: in fact, H. Shultz has proved that it is sequentially complete and that the multiplication of the algebra ,S^ω is sequentially continuous.
We denote by lim^ the mapping that assigns to each w( ) in W ω the function .Bw( ) defined by (1):
is a mapping into .j>/ ω , we set Proof. Take any w( ) in W ω9 take any ί Φ X in α> from (4.3) we see that ( 2) . ( If tea) there exists an integer m^l such that te (-ma, ma) : from (4), (2) , and (1) we see that
On the other hand, (6) Λ = { Σ T ta F*(ί)} = Σ T te F 4 ; the second equation is from (3,8) and (1) . In view of (5)- (6), the proof of (4.8) will be accomplished by showing that (7) lim/.=/>.
n->oo
To that effect, take any w( ) in W ω , and any t in the interval ω we must prove that
f n w(t) = .f~w(t) . n-*oa
Observe that there exists an integer m ^ 1 such that | ί | < ma suppose that n ^ m from (4) and 1.32 it follows that the operators f n and /«, agree on (-na, na): therefore, 1.31 gives (9) .f n w(t) = ./coW(ί) (for all n ^ m) this is because w( ) e W ω and -wα < t < mα. Conclusion (8) is immediate from (9). The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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