Abstract. In this paper, we define the transition semi-wave solution (c.f. Definition 1.1) of the following reaction diffusion equation with free boundaries
Introduction
Since the pioneer works of Fisher [21] and Kolmogorov, Petrovsky, Piskunov [27] in 1937, there have been many studies on the spreading phenomena, especially the traveling wave of reaction diffusion equations. In the last decades, spreading phenomena in heterogeneous media got more attention from mathematicians. For the equations in spatially periodic media, [38] and [42] gave the definition of the spatially periodic traveling waves independently, and then [26] proved the existence of the spatially periodic traveling waves of Fisher-KPP equations in the distributional sense. From then on, there were many works about traveling waves in spatially periodic media appear, see e.g. [1] [2] [3] 12, 20, 30, 41] . Matano [32] defined the traveling wave in spatially recurrent diffusive media and also discussed its existence, uniqueness and stability in the bistable case. Applying the same idea as in [32] , Shen defined the traveling waves in time almost periodic media and studied the existence, uniqueness and stability of the traveling waves in bistable case in [34, 35] . It is known that traveling wave solutions are special examples of the entire solutions that Date: 5th Sep., 2018 . are defined in the whole space and for all time t ∈ R. There were many works about the entire solutions, see [10, 11, 22, 23, 39, 40] and references therein.
In [5, 6] , Berestycki and Hamel introduced a generalized concept of the traveling wave, named the transition wave, which is still a special kind of the entire solutions and describes a general class of wave-like solutions for reaction diffusion equations in general heterogeneous media. Then there were many further works on transition waves for random dispersal, see [4, 7, 8, 13, 24, 25, 33, 36, 44] and references therein. Existence of transition waves of the heterogeneous Fisher-KPP equations with nonlocal dispersal under some assumptions can be found in [31] and [37] . In [9] , transition waves of the discrete Fisher-KPP equation in time heterogeneous media were studied.
After the work of Du and Lin [17] , spreading phenomena of the following reaction diffusion equation with free boundaries were studied:
(2)      u t = u xx + f (t, x, u), t ∈ R, x < h(t), u(t, h(t)) = 0, t ∈ R, h (t) = −µu x (t, h(t)), t ∈ R, where x = h(t) is the moving boundary, and µ ∈ (0, +∞) is a constant. The so-called semi-wave, which corresponds to the traveling wave of the Cauchy problem, is used to describe the spreading phenomena. In the case where f (t, x, u) = u(a 1 (t) − b 1 (t)u) for some positive L-periodic functions a 1 (t) and b 1 (t), the existence and uniqueness of a positive time periodic semi-wave were proved in [15] . In the case where f (t, x, u) = u(a 2 (x)−b 2 (x)u) for some positive L-periodic functions a 2 (x) and b 2 (x), the existence and uniqueness of the positive spatial periodic semi-wave were proved in [16] . Moreover, [43] proved the existence of a positive spatial periodic semi-wave by a different method. Besides above works, [18] gave a complete classification of the spatial-temporal dynamics of the solutions in the case where f (t, x, u) ≡ f (u) is monostable, bistable or combustion.
Recently, the existence and uniqueness of the time almost periodic semi-wave (c.f. Definition 2.3) of (2) with the time almost periodic KPP-Fisher type nonlinearity f has been established in [28] . More precisely, they studied the following problem: (3)      u t = u xx + u(c(t) − u), t ∈ R, x < h(t), u(t, h(t)) = 0, t ∈ R, h (t) = −µu x (t, h(t)), t ∈ R, where c(t) is an almost periodic function in t ∈ R with lim t→+∞ 1 t t 0 c(s)ds > 0. [29] showed the existence and uniqueness of the space almost periodic semi-wave (c.f. Definition 2.4) of (2) with the space almost periodic KPP-Fisher type nonlinearity f . More precisely, [29] studied (4)      u t = u xx + u(a(x) − u), t ∈ R, x < h(t), u(t, h(t)) = 0, t ∈ R, h (t) = −µu x (t, h(t)), t ∈ R, where a(x) is a positive almost periodic function in x ∈ R.
Until now, there is no work considering transition wave solutions of (2) .
In the present paper, we consider the transition semi-waves for problem (2) . For any continuous function h on R, we denote Ω h = {(t, x) : t ∈ R, x < h(t)}. From now on, we will say that an entire solution (u(t, x), h(t)) of (2) is positive or bounded provided u is positive or bounded in Ω h . Definition 1.1. Let p = p(t, x), (t, x) ∈ R 2 , be a positive entire solution of u t = u xx + f (t, x, u) and (u, h) = (u(t, x), h(t)) be a positive entire solution of (2) . (u, h) is said to be a transition semi-wave solution (shortly, transition semi-wave) connecting p and 0 provided (5) lim
The main result of this paper is as follows.
Main result
The bounded transition semi-wave (u(t, x), h(t)) connecting p and 0 is exactly a semiwave up to a translation in the following three cases:
p(t, x) ≡ 1 and (2) possesses a semi-wave connecting 1 and 0; specially, in this case the semi-wave connecting 1 and 0 is unique; (2) f (t, x, u) = u(c(t)−u), where c(t) is an almost periodic function with lim 
, where a(x) is an almost periodic positive function, and p(t, x) = v a (x) is the unique almost periodic solution solution of u xx +u(a(x)−u) = 0. This result means that the free boundary problem may have simpler spatial-temporal dynamics than the respective Cauchy problem.
The paper is organized as follows. In Section 2, we introduce the definitions and state the main results of this paper. in Section 3, we show some properties of transition semiwave. In Section 4, we prove the main result in Case 1. In Section 5, we prove the main result in Cases 2 and 3. Finally, in Section 6, we construct an example of the heterogeneous equation to show the existence of the transition semi-wave without any global mean speeds.
Preliminary: Definitions, notations and results
In this paper, we always assume that f :
is continuous, of class C α/2,α (R 2 ) in (t, x) locally uniformly for u ∈ R, with α ∈ (0, 1), i.e., sup
∂ u f (t, x, u) < +∞ for any M > 0, and that f (t, x, 0) ≡ 0 for any (t, x) ∈ R 2 .
An important notion which is attached to a transition semi-wave is its global mean speed of propagation. Definition 2.1. We say that the transition semi-wave (u, h) of (2) has a global mean speed c if |h(t) − h(s)| |t − s| → c as |t − s| → +∞.
We will prove in Theorem 3.1 that the global mean speed is unique among a certain class of transition semi-waves, and any such waves can be compared up to shift. However, the global mean speed does not always exist in general. In the last section of this paper, we will construct transition semi-waves, which do not have global mean speeds (c.f. Example 6.1). Now let us consider transition semi-waves for different kinds of reaction terms. First, we will consider the homogeneous case, i.e., f (t, x, u) = f (u). Assume that f satisfies
It is easy to see that f satisfies (6) when f ∈ C 1 ([0, 1]) is one of the following three types mentioned in [18] :
, and f is increasing in (θ, θ + δ 0 ) for some δ 0 > 0 small.
Definition 2.2.
A positive entire solution (u(t, x), h(t)) of (2) with f = f (u) satisfying (6) is called a semi-wave connecting 1 and 0 if (1) u(t, x) can be written as
It is easy to find that q satisfies:
where c is a constant equal to h (t). On the other hand, a solution of (7) gives a semi-wave (q(ct − x), ct) of (2) with f = f (u). Note that the equation (7) may have no solution in general. Our first result of this paper is as following:
Theorem 2.1. Assume that f (t, x, u) = f (u) satisfies (6) and that (c * , q c * ) is a solution of (7) . Let (u(t, x), h(t)) be a bounded transition semi-wave of (2) which connects 1 and 0. Then u(t, x) = q c * (h(t) − x) and h(t) = c * t + h(0).
Second, we will consider problems (3) and (4). For time periodic case, it is known that
has a unique positive almost periodic solution u c (t) (e.g. see [28] ).
Then we can give the definition of time almost periodic semi-waves of (3). (3) is called an almost periodic semi-wave connecting u c (t) and 0 if (1) u(t, x) can be written as u(t, x) = q(t, x − h(t)), where q(τ, ξ) ∈ C 2 (R × (−∞, 0])) is almost periodic in τ uniformly with respect to ξ ≤ 0, (2) h (t) is an almost periodic function, (3) lim
It is easy to see that an almost periodic semi-wave solution of (3) induces a positive almost periodic entire solution of (9), and vice versa. Let X = {u is continuous : inf x≥ε u(x) > 0 for any ε > 0, u (0) < 0}. Then for any w 1 , w 2 ∈ X with w 1 (·) ≤ w 2 (·), we can define a part metric ρ(w 1 , w 2 ) between w 1 and w 2 as follows:
With the help of the part metric, [28] proved the following theorem: In this paper, we will prove the following result for (3):
Theorem 2.3. Assume that c(t) is an almost periodic function in t ∈ R with lim
, h(t)) be a bounded transition semi-wave of (3) which connects u c (t) and 0. Then u(t, x) is a time almost periodic semi-wave.
For the space almost periodic case, we have the similar conclusion. First, u t = u xx + u(a(x) − u) has a unique positive almost periodic solution v a (e.g. see [29] ). Then we also can give the definition of space almost periodic semi-waves of (4). Definition 2.4. A positive entire solution (u(t, x), h(t)) of (4) is called an almost periodic semi-wave connecting v a (x) and 0 if
(1) u(t, x) can be written as u(t, x) = q(h(t), x − h(t)), where q(τ, ξ) ∈ C 2 (R × (−∞, 0])) is almost periodic in τ uniformly with respect to ξ ≤ 0, (2) h(±∞) = ±∞ and g(τ ) := h (h −1 (τ )) is an almost periodic function, i.e., h (t) is an almost periodic function of h(t).
This definition is equivalent to that given in [29 Then there is a space almost periodic positive semi-wave solution (φ(t, x), ζ(t)) of (4) connecting v a and 0. Moreover, the time almost periodic positive semi-wave solution connecting u c and 0 is unique up to the space translation.
Our result for (4) is Theorem 2.5. Assume that a(x) is a positive almost periodic function. Let (u(t, x), h(t)) be a bounded transition semi-wave of (4) which connects v a (x) and 0. Then u(t, x) is a spatial almost periodic semi-wave.
In fact, one can prove the Theorem 2.3 (resp. 2.5) holds for more general KPP-Fisher type reaction terms, which are independent of x (resp. t).
3. Properties of transition semi-wave 3.1. Some useful known results. In this subsection, we present some useful known results which we will need later.
) be a solution of
is called an upper solution of (10) (resp. (11)). We can define a lower solution through replacing the signs ≥ by signs ≤ . Moreover, the corresponding comparison results still hold for lower solutions.
Remark 3.2.
A simple corollary of Lemma 3.3 is that the solution u(t, x) of (11) is decreasing in x if u 0 is decreasing in x.
3.2.
Properties of transition semi-wave. In this subsection, we will always regard p as a positive entire solution of u t = u xx + f (t, x, u) and will also prove some basic properties of the transition semi-wave under some suitable assumptions.
Proposition 3.1. Assume that (u(t, x), h(t)) is a positive, bounded entire solution of (2) . Then
where w(t, x) = u(t, x + h(t)) and C is a positive constant depending on f, u ∞ , and L.
In addition, suppose inf
) is a transition semi-wave which connects p and 0, then inf
where C 1 is a positive constant depending on f and u ∞ but not depending on k.
, the parabolic Schauder estimates yield that
Next we will show that inf
) is a transition semi-wave which connects p and 0 with inf
where f n (t, x, s) = f (t + t n , x + h(t n ), s). By the priori estimates, we can find some subsequence of
with h ∞ (0) = 0 and (u ∞ ) x (0, 0) = 0. On the other hand, by the definition of transition semi-waves, we can find B > 0 larger enough such that u(t, h(t)−B) >
Then the strong maximum principle yields that u ∞ (t, x) > 0 for t ∈ R, x < h ∞ (t). Therefore, (u ∞ ) x (0, 0) < 0 because of the Hopf's Lemma, which deduces a contradiction. Proposition 3.2. Suppose p is bounded. Let (u(t, x), h(t)) be a bounded transition semi-wave of (2) which connects p and 0. Assume that inf (t,x)∈Ω h p(t, x) > 0, and that
Proof. The strategy of the proof is similar to that of [6, Lemma 4.3] . Note that m := inf
} is well defined since u is bounded and inf
Claim: {x n − h(t n )} n∈N is bounded. Proof of Claim: If not, then we must have
which contradicts (13) . Hence {x n − h(t n )} n∈N is bounded. Noting that u(t, h(t)) = 0, we can find κ > 0 such that
It is clear that {x n −h(t n −1)} n is also bounded since h is bounded. Now take ρ ∈ (0,
for any |s − t| ≤ ρ and K ∈ N such that (15) Kρ ≥ max{1, sup
For each n and i = 0, 1, · · · , K, set
Therefore,
x−h(t) < 0} with lim n→∞ w(t n , x n ) = 0. Then the linear parabolic estimates imply that lim
, x n,1 ) = 0. This and (14) yield that
. Hence E n,1 ⊂ Ω h . Repeat the arguments above, and finally, by induction, we have
∈ Ω h , then the strong parabolic maximum principle implies that p(t, x) ≡ u(t, x) in Ω h , which contradicts (14) . Proposition 3.3. Suppose that p is bounded. Let (u(t, x), h(t)) be a bounded transition semi-wave of (2) which connects p and 0. Assume that inf
we always have inf
Then the definition of the transition wave yields that lim
As before, we have either
Suppose that p is bounded. Let (u(t, x), h(t)) be a bounded transition semi-wave of (2) which connects p and 0 with inf
If p(t, x) and f (t, x, u) are decreasing in x, then u(t, x) is decreasing in x. Specially, if p(t, x) and f (t, x, u) are independent of x, then u(t, x) is decreasing in x.
Proof. We prove this proposition in two steps. Denote u ξ (t, x) = u(t, x − ξ).
Step 1: Show that there exists some constant B > 0 such that for any ξ ≥ B,
Since (u(t, x), h(t)) is a transition semi-wave of (2) which connects p and 0, we can find
is well defined. In particular,
It is sufficient to show that ε * = 0. Suppose that ε * > 0. Then there exist sequences {ε n } n∈N increasing to ε * and {(t n , x n )} n∈N with x n − h(t n ) < 0 such that (18) u ξ (t n , x n ) + ε n < u(t n , x n ).
Since 0 < sup t∈R h (t) < +∞ and u x (t, x) is uniformly continuous in Ω h , we can find some constant κ > 0 such that
We may assume that ε n > 1 2 ε * . It follows from (18) and (19) that x n − h(t n ) ≤ −κ. Claim: {x n − h(t n )} n∈N is bounded. Proof of Claim: If not, then we must have x n k − h(t n k ) → −∞ for some subsequence {(t n k , x n k )} n∈N of {(t n , x n )} n∈N . Therefore, it follows from (18) 
which is a contradiction. Hence {x n − h(t n )} n∈N is bounded. Now take the same notations ρ, K ∈ N, x n,i , and E n,i as defined in the proof of Proposition 3.2.
The monotonicity of f implies that
The same arguments as used in the proof of Proposition 3.2 imply that
which contradicts x n,K = h(t n − 1). Hence ε * = 0. That is, for any ξ ≥ B,
Now let us define
Step 2: Show that ξ * = 0. If ξ * > 0, then by Proposition 3.3 we have inf
Furthermore, there exists κ > 0 such that
Proof of Claim: If not, then there exists {(t n , x n )} n∈N with
Then the monotonicity of f yields
Moreover,w(t, x) ≥ 0 in Ω h , andw(t n , x n ) → 0 as n → ∞. We can obtain a contradiction by using a proof similar to the one in the proof of Proposition 3.2. The proof of claim is complete. By the claim in this step, we can find a constant ξ 0 > 0 such that
we can still prove thatε * = 0 as we did in Step 1. This and (21) imply that u ξ * −ξ (t, x) ≥ u(t, x) in Ω h for any ξ ∈ [0, ξ 0 ], which contradicts the definition of ξ * . Hence ξ * = 0, i.e., for any ξ ≥ 0,
Hence u(t, x) is decreasing in x.
Proposition 3.5. Suppose that p is bounded. Let (u(t, x), h(t)) be a bounded transition semi-wave of (2) which connects p and 0 with inf
If p(t, x) and f (t, x, u) are increasing in t, then u(t, x) is increasing in t. Specially, if p(t, x) and f (t, x, u) are independent of t, then u(t, x) is increasing in t.
Proof. The proof is similar to that of Proposition 3.4. So we only provide the outline of the proof. Denote u τ (t, x) = u(t + τ, x). In the first step, we show that there is T > 0 such that for any τ ≥ T,
Then we define
and show that τ * = 0 in the second step.
Remark 3.3. In Proposition 3.2, we do not need the requirement that p is bounded if we assume that sup
Step 1 of Proposition 3.4, but we need it in the first step of Proposition 3.5. We need the boundedness of u x in the Step 2 of Proposition 3.4, while in the second step of Proposition 3.5 we need the boundedness of u t .
Next, we will prove the uniqueness of the global mean speed among a certain class of transition semi-waves: Theorem 3.1. Suppose that p is bounded. Let (u, h) and (ũ,h) be two bounded transition semi-waves of (2). Both of them connect p and 0. Suppose that p and f are independent of t and inf x∈R p(x) > 0. We further assume that there is θ > 0 such that u → f (x, u) is decreasing in [p(x) − θ, +∞) for all x ∈ R, and that both u andũ have global mean speeds c andc, respectively, with the stronger properties that
Then c =c and there is (the smallest) s * ∈ R such that u(t + s * , x) ≥ u(t, x) for any x ≤ h(t).
Furthermore, there exists a sequence {t n , x n } n∈N with x n − h(t n ) bounded such that
Lastly, eitherũ(t + s * , x) > u(t, x) for any x ≤ h(t) <h(t + s * ) orũ(t + s * , x) = u(t, x) and h(t) =h(t + s * ).
Proof. We will follow the convention that u(t, x) = 0 for x > h(t) andũ(t, x) = 0 for x >h(t). First, notice thatc and c are strictly positive since inf t∈R h (t) > 0 and inf
We want to show thatc ≥ c. We prove it in four steps. Suppose thatc < c.
Step 
Hence (v, g), as well as all its time-shifts, is a upper-solution of (11) . Moreover, it is easy to find that lim x→−∞ |v(t, x + g(t)) − p(t, x + g(t))| = 0 uniformly in t ∈ R, and sup
Step 2: Show that there exists s * > −∞ such that v s * (t, x) ≥ u(t, x). Moreover, v s * (t, x) > u(t, x) for x < h(t).
Note that |g(t)−g(s)−(h(t)−h(s))| ≤ |g(t)−g(s)−c(t−s)|+|h(t)−h(s)−c(t−s)| < +∞.
Then |g(t) − h(t)| is bounded. We can find B > 0 such that u(t, x) > p(x) − θ 2 for any x − h(t) < −B and v(t, x) > p(x) − θ 2 for any x − g(t) < −B. Taking s 0 > 0 large, say
, we have g
for any x < h(t). Using an argument similar to the one in the proof of Step 1 in Proposition 3.4, we have v s 0 (t, x) ≥ u(t, x). Set s * = inf{s ∈ R : v τ (t, x) ≥ u(t, x) for x ≤ h(t), τ ≥ s}. Then s * > −∞. In fact, if there exits a sequence {s n } n∈N with s n → −∞ such that v s (t, x) > u(t, x) for x ≤ h(t), then v(s n , x 0 ) > u(0, x 0 ) > 0 for any x 0 < h(0). But this contradicts v(s n , x 0 ) = 0 for n large since lim n→∞ h(s n ) = −∞. Hence v s * (t, x) ≥ u(t, x), and g s * (t) ≥ h(t). If v s * (s, y) = u(s, y) for some y < h(s), then by strong maximum principle we have v s * (t, x) ≡ u(t, x). Therefore, c c v
and
imply that (1 −c c )u t (t, x) = 0. Hence u t (t, x) ≡ 0, i.e., u is independent of t. That is impossible.
Step 3: Show that inf t∈R {g s * (t) − h(t)} > 0.
Suppose that inf t∈R {g s * (t) − h(t)} = 0. Then there are two cases we need to consider:
On the other hand, by
Step 2 and Hopf's Lemma, we have ( 
This is the same situation as Case 1, which can not occur either. Hence inf t∈R {g s * (t)−h(t)} > 0.
Step 4: End the proof by obtaining a contradiction. Claim: We have inf
Proof of Claim: If not, then there exists a sequence {(t n , x n )} n∈N with −B ≤ x n −h(t n ) ≤ 0 such that v s * (t n , x n ) − u(t n , x n ) → 0 as n → ∞. Note that inf 
w(t, x) ≥ 0 for x − h(t) ≤ 0, and w(t n , x n ) → 0 as n → ∞. Now take the same notations ρ, K ∈ N, x n,i , and E n,i as the proof of Proposition 3.2. By the same arguments, we have a contradiction as before. Hence inf
Now by the claim above, there exists s 0 > 0 small such that
for any x − h(t) ≤ −B. Then for s 0 sufficiently small,
x is uniformly bounded. Now setting
we have ε * = 0 by the same arguments as used in the proof of Proposition 3.4. Then
Hence together with (26), we have v s * −s (t, x) ≥ u(t, x) for any s ∈ [0, s 0 ], x − h(t) ≤ 0, which contradicts the definition of s * . Therefore,c ≥ c.
The other inequalityc ≤ c follows by reversing the roles of u andũ. Thusc = c. Moreover, the above arguments also imply other conclusions of the theorem.
Under some assumptions on f and p, the free boundary somehow reflects the location of level set of u. Namely, we have Theorem 3.2. Let (u, h) be an entire solution of (2) . Assume that f (t, x, p) ≡ 0 for some positive constant p and that {u(t, x) : t ∈ R, x < h(t)} = (0, p). Then (u, h) is a transition semi-wave of (2) which connects p and 0 if and only if the following hold:
Proof. Suppose that (u, h) is a transition semi-wave of (2) connecting p and 0. Then 1) follows from (5) immediately. If 2) fails, then there exists a sequence {(t n , x n )} n∈N with −C ≤ x n − h(t n ) < 0 such that u(t n , x n ) → p as n → ∞. Consider w = p − u. Using an argument similar to the one used in the proof of Proposition 3.2, we can obtain a contradiction.
Conversely, suppose that 1) and 2) hold. Denote
Then 0 ≤ p ≤ p ≤ p. Suppose that p < p. Then we can always find {(t n , x n )} n∈N with x n − h(t n ) → −∞ such that u(t n , x n ) = (p + p)/2, which contradicts 1). Hence p = p and lim x→−∞ |u(t, x + h(t)) − p| = 0 uniformly w.r.t. t ∈ R. It remains to prove that p = p. Suppose that p < p. Then there exist ε, C > 0 such that u(t, x) ≤ p − ε for x − h(t) ≤ −C. Combining this with 2), we have sup x≤h(t) {u(t, x)} < p, which contradicts {u(t, x) : t ∈ R, x < h(t)} = (0, p). Theorem 4.1. Assume that (6) holds, and that (c * , q c * ) is a solution of (7). Then q c * (x) > 0 for x ≥ 0. Moreover, (c * , q c * ) is unique.
Proof. First we must have c * > 0 from (7) . Note that (7) can be written in the equivalent form (27) q = p,
Then the solution q c * corresponds to a trajectory (q c * (x), p c * (x)) of (27) in pq-plane with c = c * , which starts from the point (0, c * µ
) and ends at the point (1, 0) as x → +∞. Then the trajectory has slope c * − c * 2 − 4f (1) /2 < 0. Suppose that there exists x 0 > 0 such that p c * (x) > 0 for x ∈ [0, x 0 ) and p c * (x 0 ) = 0. Then p c * (x 0 ) ≤ 0. Suppose that p c * (x 0 ) = 0, i.e., q c * (x 0 ) = 0. This and the first equation of (7) yield that f (q c * (x 0 )) = 0. Hence q ≡ q c * (x 0 ) is also a solution of q − c * q + f (q) = 0, which contradicts the uniqueness of trajectory of (27) . Therefore, p c * (x 0 ) < 0, which yields f (q c * (x 0 )) > 0. Then the trajectory (q c * (x), p c * (x)) has slope −∞ at (q c * (x 0 ), p c * (x 0 )), and it is easy to see that the trajectory is contained in {(q, p) :
Now we will show that (c * , q c * ) is unique. The trajectory (q c * (x), p c * (x)) can be expressed as a function p = P c * (q), q ∈ [0, 1], which satisfies
Suppose that (c, q c ) is another solution of (7). We may, without loss of generality, assume that c < c * . Then there exists a trajectory (q c (x), p c (x)) of (27) in pq-plane, which starts from the point (0, c µ ) and ends at the point (1, 0) as x → +∞. Moreover, the trajectory with slope c − c − 4f (1) /2 < 0 at (1, 0) can be expressed as a function p = P c (q), q ∈ [0, 1], which satisfies
. Then there exists q 0 ∈ (0, 1) such that P c * (q 0 ) = P c (q 0 ) and (28) dP c * dq q=q 0 ≤ dP c dq q=q 0 .
On the other hand,
, which contradicts (28) . Hence the solution of (7) is unique.
The existence and uniqueness of the solution of (7) were proved in Proposition 1.9 and Theorem 6.2 in [18] when f is of (f M ), (f B ), or (f C ) type.
Lemma 4.1. Assume that (6) holds, that (c * , q c * ) is the solution of (7), and that (v(t, x), g(t)) is a solution of (11) with T = +∞. If the initial value v(0,
Proof. The proof is divided into two steps.
Step 1: Let P c * be as in the previous subsection. Consider
Since c < c * , we easily see that the unique solution P c (q) of this problem stays below P c * (q) as q increases from 0. Therefore there exists some Q c ∈ (0, 1] such that P c (q) > 0 in [0, Q c ) and P c (Q c ) = 0. We must have Q c < 1. If not, then P c (q) corresponds to a trajectory (q c (x), p c (x)) of (27) in pq-plane, which starts from the point (0, 
.
Note also that dP c * dq
. Then there exists q 0 ∈ (0, 1) such that P c * (q 0 ) = P c (q 0 ) and
, which contradicts (33) . Hence Q c < 1. It is also easily seen that, as c increases to c * , Q c increases to 1 and
Step 2: Fixĉ ∈ (c, c * ). Let (u, g − , g + ) be a solution of (10) with initial value ±g ± (0) = kĉ(0) and u(0, x) = wĉ(0, x). One can easily check that (wĉ(t, x), −kĉ(t), kĉ(t)) is a lower solution of (10) for t ≥ 0. Hence by Lemma 3.1 for lower solution version, we have (34) g − (t) ≤ −kĉ(t), kĉ(t) ≤ g + (t) for t ∈ (0, +∞),
then for t ≥ 0, we have
by using Lemma 3.2 with u(t, x) = v(t, x), g − (t) = g − (t), g + (t) = g(t). It follows from (34) and (36) that −kĉ(t) < −ĉ(t) < −ct, ct <ĉ(t) < kĉ(t) ≤ g(t) for t ∈ (0, +∞),
. Hence (29) holds. Now by the almost same arguments as used in the proof of [18, Lemma 6.5], we can obtain (30) .
If (35) fails, then we can consider (ṽ(t, x),g(t)) = (v(t, x− G), g(t)+ G) for some G > 0. Hence, for G large enough, (35) holds for (ṽ,g) since lim inf x→−∞ v 0 (x) ≥ 1. Thus (29) and (30) hold for (ṽ,g), thereby hold for (v, g) since c is arbitrary.
The proof of (31) is essentially the same as the proof of (iii) of [18, Lemma 6.5] .
Remark 4.1. Assume that f is of type (f M ), and that (v(t, x), g(t)) is a solution of (11) In fact, taking a solution (u, g − , g + ) of (10) with g 0 ≥ π/ 2 f (0) and sup ), and that (u(t, x), h(t)) is a bounded transition semi-wave of (2) which connects 1 and 0. Then u(t, x) ∈ [0, 1] for t ∈ R, x ≤ h(t). Moreover, for any c ∈ (0, c * ), there exist δ ∈ (0, −f (1)), T * > 0 and M > 0 such that for t ≥ T * ,
Proof. First we show that u(t, x) ∈ [0, 1]. It suffices to show that u(t, x) ≤ 1 for t ∈ R, x ≤ h(t). If not, then there exists (ξ, τ ) with ξ < h(τ ) such that u(ξ, τ ) > 1. Now for any t 0 ∈ R, let (ũ(t, x),h(t)) = u(t+t 0 , x+h(t 0 )), h(t+t 0 )−h(t 0 ) . Then (ũ(t, x),h(t)) is still a bounded transition semi-wave of (2) connecting 1 and 0 and the assumptions in Lemma 4.1 hold for (ũ(t, x),h(t)). From (31), we haveũ(t, x) ≤ 1 + M e −δt for t ≥ T * , x ≤h(t). Moreover, the T * here does not depend on t 0 since inf t∈R h (t) > 0 and lim x→−∞ |u(t, x + h(t)) − 1| = 0 uniformly in t ∈ R. By enlarging T * we may assume that M e −δt < u(τ, ξ) − 1 for t ≥ T * . Letting t 0 = τ − T * , we have
which is a contradiction. Hence u(t, x) ≤ 1 for t ∈ R, x ≤ h(t).
Next we show that (37) holds. Choose η > 0 so small that f (u) < 0 for u
) is a transition semi-wave of (2) with f (t, x, u) replaced byf (u). Hence Proposition 3.4 implies (37) because of (30) . Proof. For any t 0 ∈ R, let (ũ(t, x),h(t)) be as in the proof of Lemma 4.2. Note that δ ∈ (0, −f (1)). Then there exists η > 0 such that
By enlarging T * we may assume that M e −δt < η 2 for t ≥ T * . We take M > M such that M e −δT * < η. We can also find X 0 > 0 such that
Computing as Lemmas 3.2 and 3.3 in [19] , we can show that, for σ large enough and t ≥ T * , (u(t, x), h(t)) and (u(t, x), h(t)) are upper and lower solutions of (ũ(t, x),h(t)), respectively. We mention here that we need Lemma 4.2 to show that (u(t, x), h(t)) is a lower solution. Hence by Lemma 3.3, we have h(t) ≤h(t) ≤ h(t) for any t ≥ T * , which yields that for any t ≥ T * ,
Note that t 0 is arbitrary. Then the last inequality becomes
for any τ ∈ R, t ≥ τ + T * , where
Lemma 4.4. Let the assumptions of Lemma 4.1 hold. Then |g(t) − c * t| is bounded for t ≥ 0. Moreover, if f is of type f M , then the condition 1 ≤ lim inf
Proof. We only need to prove that the conclusion holds if v 0 (x) is decreasing since we can find two decreasing smooth functions v 0 and v 0 such that v 0 ≤ v 0 ≤ v 0 . Then we complete the proof by using Lemma 3.3.
Since v 0 is decreasing, we obtain that v(t, x) is decreasing in x for any fixed t by Remark 3.2. Therefore, for any c ∈ (0, c * ), there exist δ ∈ (0, −f (1)), T * > 0 and M > 0 such that v(t, x) ≥ 1 − M e −δt for x ≤ ct and t ≥ T * . Then an argument similar to the proof of Lemma 4.3 gives us the conclusion. Then by the same argument as used in the proof of Proposition 3.4, we have ε * = 0, i.e., v τ,ξ (t, x) ≥ v(t, x) for x ≤ b(t). Now, for any fixed τ ∈ R, let us define ξ * = inf{ξ > 0 : v τ,ξ (t, x) ≥ v(t, x) ∀t ∈ R, x ≤ b(t), ξ ≥ ξ}.
Then ξ * ∈ [0, B+2A], v τ,ξ * (t, x) ≥ v(t, x) for any t ∈ R, x ≤ b(t), and b(t+τ )+ξ * −b(t) ≥ 0. Moreover, v τ,ξ * (t, b(t + τ ) + ξ * ) = v(t + τ, b(t + τ )) = 0. We want to show that ξ * = 0.
Step 2: Show that inf t∈R {b(t + τ ) + ξ * − b(t)} > 0.
Suppose that inf t∈R {b(t + τ ) + ξ * − b(t)} = 0. Then there are two cases we need to consider:
any ξ ∈ [0, ξ 0 ], x − b(t) ≤ 0, which contradicts the definition of ξ * . Therefore, ξ * = 0.
Step 4: Up to now, we have proved that v τ,0 (t, x) ≥ v(t, x), i.e., v(t + τ, x) ≥ v(t, x) for (t, τ ) ∈ R 2 and x ≤ b(t). Then v is independent of t. Taking the derivative of the second equation of (39) with respect to t, we have v x (t, b(t))b (t) = 0.
Then b (t) = 0 since v x (t, b(t)) < 0. Therefore, b(t) ≡ constant. By Theorem 4.1, v = q c * up to a translation.
Proof of Theorems 2.3 and 2.5
This section is devoted to proving Theorems 2.3 and 2.5.
Proof of Theorem 2.5. This conclusion follows (iii) of [29, Theorem 1.1] directly.
In fact, if (u(t, x), h(t)) is a transition semi-wave of (4) which connects v a (x) and 0, then lim x→−∞ |u(t, x + h(t)) − v a (x + h(t))| = 0 uniformly in t ∈ R. Hence for ε 0 = 1 2 inf x∈R v a (x) > 0, there exists δ > 0 such that u(t, x + h(t)) ≥ v a (x + h(t)) − ε 0 ≥ ε 0 for any t ∈ R, x ≤ δ, i.e., u(t, x) ≥ ε 0 for any t ∈ R, x ∈ (−∞, h(t) − δ]. Note that u is bounded. Using [29, Proposition 1.1], we can easily show that u(t, x) ≤ v a (x). Then it follows from (iii) of [29, Theorem 1.1] that (u(t, x), h(t)) is the almost periodic semi-wave solution of (4).
A transition semi-wave without any global mean speeds
In this section, we prove the existence of transition semi-waves, which do not have global mean speeds, for some special heterogeneous equations. First, we prove a theorem we will need later. Proof. The strategy of proof is almost the same as that used in subsections 3.2 and 3.3 in [19] . We only point out the outline of the proof. Settingṽ(t, x) = v(t, x + c * t), F (s) = we can prove as subsection 3.2 in [19] to obtain that for any sequence {t n } n∈N with t n → +∞, there exists a subsequence {t n } n∈N ⊂ {t n } n∈N such that lim n→∞ g(t n +·)−c * (t n +·) =Ĝ in C 1 loc (R) for some constantĜ ∈ R. Moreover, lim n→∞ sup x≤Ĝ |ṽ(t n , x) − q c * (Ĝ − x)| = 0. Here we have followed the convention that q c * (x) = 0 for x ≤ 0 andṽ(t, x) = 0 for x ≥ g(t)−c * t. Now using the upper and lower solutions constructed in subsection 3.3 in [19] , we obtain the conclusions we need.
Let us turn our attention to constructing a transition semi-wave for some special f . More precisely, assume that f satisfies:
(1)f (t, x, 0) = f (t, x, 1) = 0 for (t, x) ∈ R 2 , (2)∃t 1 < t 2 ∈ R, ∃f 1 , f 2 satisfying (6) 
