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Abstract. Vector addition systems are an important model in theoret-
ical computer science and have been used in a variety of areas. In this
paper, we consider vector addition systems with states over a parame-
terized initial configuration. For these systems, we are interested in the
standard notion of computational complexity, i.e., we want to under-
stand the length of the longest trace for a fixed vector addition system
with states depending on the size of the initial configuration. We show
that the asymptotic complexity of a given vector addition system with
states is either Θ(Nk) for some computable integer k, where N is the
size of the initial configuration, or at least exponential. We further show
that k can be computed in polynomial time in the size of the considered
vector addition system. Finally, we show that 1 ≤ k ≤ 2n, where n is the
dimension of the considered vector addition system.
1 Introduction
Vector addition systems (VASs) [13], which are equivalent to petri nets, are a
popular model for the analysis of parallel processes [7]. Vector addition systems
with states (VASSs) [10] are an extension of VASs with a finite control and
are a popular model for the analysis of concurrent systems, because the finite
control can for example be used to model a shared global memory [12]. In this
paper, we consider VASSs over a parameterized initial configuration. For these
systems, we are interested in the standard notion of computational complexity,
i.e., we want to understand the length of the longest execution for a fixed VASS
depending on the size of the initial configuration. VASSs over a parameterized
initial configuration naturally arise in two areas: 1) For concurrent systems the
number of system processes is often not known in advance, and thus the system
is designed such that a template process can be instantiated an arbitrary number
of times. The parameterized verification problem, i.e., the problem of analyzing
the concurrent system for all possible system sizes, is a common theme in the
literature [9,8,1,11,4,2,3]. 2) VASSs have been used as backend for the computa-
tional complexity analysis of programs [18,19,20]. Here, suitable abstractions are
applied to a program under analysis in order to derive a VASS. The soundness of
the abstraction guarantees that the complexity of the VASS is an upper bound
on the complexity of the program under analysis. The VASS needs to be consid-
ered over a parameterized initial configuration in order to model the dependence
of the computational complexity on the input parameters of the program.
Two recent papers have considered the computational complexity of VASSs
over a parameterized initial configuration. [15] presents a PTIME procedure
for deciding whether a VASS is polynomial or at least exponential, but does
not give a precise analysis in case of polynomial complexity. [5] establishes the
precise asymptotic computational complexity for the special case of VASSs whose
configurations are linearly bounded in the size of the initial configuration. In this
paper, we generalize both results and fully characterize the asymptotic behaviour
of VASSs with polynomial complexity: We show that the asymptotic complexity
of a given VASS is either Θ(Nk) for some computable integer k, where N is the
size of the initial configuration, or at least exponential. We further show that
k can be computed in PTIME in the size of the considered VASS. Finally, we
show that 1 ≤ k ≤ 2n, where n is the dimension of the considered VASS.
1.1 Overview and Illustration of Results
We discuss our approach on the VASS Vrun , stated in Figure 1, which will serve
as running example. The VASS has dimension 3 (i.e., the vectors annotating
the transitions have dimension 3) and the four states s1, s2, s3, s4. In this paper
we will always represent vectors using a set of variables Var , whose cardinality
|Var | equals the dimension of the VASS. For Vrun we choose Var = {x, y, z} and
use x, y, z as indices for the first, second and third component of 3-dimensional
vectors. The configurations of a VASS are pairs of states and valuations of the
variables to non-negative integers. A step of a VASS moves along a transition
from the current state to a successor state, and adds the vector labelling the tran-
sition to the current valuation; a step can only be taken if the resulting valuation
is non-negative. In this paper, we will only consider connected VASSs because
non-connected VASSs can be decomposed into strongly-connected components,
which can then be analyzed in isolation. For the computational complexity anal-
ysis of VASSs, we consider traces (sequences of steps) whose initial configurations
consist of a valuation whose maximal value is bounded by N (the parameter used
for bounding the size of the initial configuration) and an arbitrary initial state
(because of connectivity a fixed initial state would result in the same computa-
tional complexity up to a constant). The computational complexity is then the
length of the longest trace whose initial configuration is bounded by N .
In order to analyze the computational complexity of a considered VASS, our
approach computes variable bounds and transition bounds. A variable bound is
the maximal value of a variable reachable by any trace whose initial configuration
is bounded byN . A transition bound is the maximal number of times a transition
appears in any trace whose initial configuration is bounded by N . For Vrun ,
our approach establishes the linear variable bound Θ(N) for x and y, and the
quadratic bound Θ(N2) for z. We note that because the variable bound of z is
quadratic and not linear, Vrun cannot be analyzed by the procedure of [5]. Our
approach establishes the bound Θ(N) for the transitions s1 → s3 and s4 → s2,
the bound Θ(N2) for transitions s1 → s2, s2 → s1, s3 → s4, s4 → s3, and
the bound Θ(N3) for all self-loops. The computational complexity of Vrun is
then the maximum of all transition bounds, i.e., Θ(N3). In general, our main
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algorithm (Algorithm 1 presented in Section 4) either establishes that the VASS
under analysis has at least exponential complexity or computes asymptotically
precise variable and transition bounds Θ(Nk), with k computable in PTIME and
1 ≤ k ≤ 2n, where n is the dimension of the considered VASS. We note that our
upper bound 2n also improves the analysis of [15], which reports an exponential
dependence on the number of transitions (and not only on the dimension).
We further state a family Vn of VASSs, which illustrate that k can indeed be
exponential in the dimension. Vn uses variables xi,j and consists of states si,j ,
for 1 ≤ i ≤ n and j = 1, 2. We note that Vn has dimension 2n. Vn has transitions
– si,1
d
−→ si,2, for 1 ≤ i ≤ n, with d(xi,1) = −1 and d(x) = 0 for all x 6= xi,1,
– si,2
d
−→ si,1, for 1 ≤ i ≤ n, with d(x) = 0 for all x,
– si,1
d
−→ si,1, for 1 ≤ i ≤ n, with d(xi,1) = −1, d(xi,2) = 1, d(xi+1,1) =
d(xi+1,2) = 1 in case i < n, and d(x) = 0 for all other x,
– si,2
d
−→ si,2, for 1 ≤ i ≤ n, with d(xi,1) = 1, d(xi,2) = −1, and d(x) = 0 for
all other x,
– si,1
d
−→ si+1,1, for 1 ≤ i < n, with d(xi,1) = −1 and d(x) = 0 for all x 6= xi,1,
– si+1,2
d
−→ si,2, for 1 ≤ i < n, with d(x) = 0 for all x.
Vexp in Figure 1 depicts Vn for n = 3, where the vectors components are stated
in the order x1,1, x1,2, x2,1, x2,2, x3,1, x3,2. It is not hard to verify for all 1 ≤ i ≤ n
that Θ(N2
i−1
) is the precise asymptotic variable bound for xi,1 and xi,2 and that
Θ(N2
i−1
) is the precise asymptotic transition bound for si,1 → si,2, si,2 → si,1,
si,1 → si,1, si,2 → si,2 as well as si,1 → si+1,1, si+1,2 → si,2 in case i < n
(Algorithm 1 can be used to find these bounds).
1.2 Related Work
A celebrated result on VASs is the EXPSPACE-completeness [16,17] of the
boundedness problem. Deciding termination for a VAS with a fixed initial con-
figuration can be reduced to the boundedness problem, and is therefore also
EXPSPACE-complete; this also applies to VASSs whose termination problem
can be reduced to the VAS termination problem. In contrast, deciding the ter-
mination of VASSs for all initial configurations is in PTIME. It is not hard to
see that termination over all initial configurations is equivalent to the existence
of non-negative cycles (e.g., using Dickson’s Lemma [6]). Kosaraju and Sullivan
have given a PTIME procedure for the detection of zero-cycles [14], which can
be easily be adapted to non-negative cycles. The existence of zero-cycles is de-
cided by the repeated use of a constraint system in order to remove transitions
that can definitely not be part of a zero-cycle. The algorithm of Kosaraju and
Sullivan forms the basis for both cited papers [15,5], as well as the present paper.
A line of work [18,19,20] has used VASSs (and their generalizations) as back-
ends for the automated complexity analysis of C programs and given sound al-
gorithms for obtaining safe estimations of variable and transition bounds. These
algorithms have been designed for practical applicability, but are not complete
and no theoretical analysis of their precision has been given. We point out, how-
ever, that these papers have inspired the Bound Proof Principle in Section 5.
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Fig. 1. VASS Vrun (left) and VASS Vexp (right)
2 Preliminaries
Basic Notation. For a set X we denote by |X | the number of elements of X .
Let S be either N or Z. We write SI for the set of vectors over S indexed by
some set I. We write SI×J for the set of matrices over S indexed by I and J .
We write 1 for the vector which has entry 1 in every component. Given a ∈ SI ,
we write a(i) ∈ S for the entry at line i ∈ I of a, and ‖a‖ = maxi∈I |a(i)| for the
maximum absolute value of a. Given a ∈ SI and J ⊆ I, we denote by a|J ∈ S
J
the restriction of a to J , i.e., we set a|J(i) = a(i) for all i ∈ J . Given A ∈ SI×J ,
we write A(j) for the vector in column j ∈ J of A and A(i, j) ∈ S for the entry
in column i ∈ I and row j ∈ J of A. Given A ∈ SI×J and K ⊆ J , we denote
by A|K ∈ SI×K the restriction of A to K, i.e., we set A|K(i, j) = A(i, j) for all
(i, j) ∈ I × K. We write Id for the square matrix which has entries 1 on the
diagonal and 0 otherwise. Given a, b ∈ SI we write a+b ∈ SI for component-wise
addition, c · a ∈ SI for multiplying every component of a by some c ∈ S and
a ≥ b for component-wise comparison. Given A ∈ SI×J , B ∈ SJ×K and x ∈ SJ ,
we write AB ∈ SI×K for the standard matrix multiplication, Ax ∈ SI for the
standard matrix-vector multiplication, AT ∈ SJ×I for the transposed matrix of
A and xT ∈ S1×J for the transposed vector of x.
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Vector Addition System with States (VASS). Let Var be a finite set of variables.
A vector addition with states (VASS) V = (St(V),Trns(V)) consists of a finite
set of states St(V) and a finite set of transitions Trns(V), where Trns(V) ⊆
St(V)× ZVar × St(V); we call n = |Var | the dimension of V . We write s1
d
−→ s2
to denote a transition (s1, d, s2) ∈ Trns(V); we call the vector d the update
of transition s1
d
−→ s2. A path pi of V is a finite sequence s0
d1−→ s1
d2−→ · · · sk
with si
di+1
−−−→ si+1 ∈ Trns(V) for all 0 ≤ i < k. We define the length of pi by
length(pi) = k and the value of pi by val(pi) =
∑
i∈[1,k] di. Let instance(pi, t) be
the number of times pi contains the transition t, i.e., the number of indices i such
that t = si
di−→ si+1. We remark that length(pi) =
∑
t∈Trns(V) instance(pi, t) for
every path pi of V . Given a finite path pi1 and a path pi2 such that the last state
of pi1 equals the first state of pi2, we write pi = pi1pi2 for the path obtained by
joining the last state of pi1 with the first state of pi2; we call pi the concatenation
of pi1 and pi2, and pi1pi2 a decomposition of pi. We say pi
′ is a sub-path of pi, if
there is a decomposition pi = pi1pi
′pi2 for some pi1, pi2. A cycle is a path that has
the same start- and end-state. A multi-cycle is a finite set of cycles. The value
val(M) of a multi-cycle M is the sum of the values of its cycles. V is connected,
if for every pair of states s, s′ ∈ St(V) there is a path from s to s′. VASS V ′ is a
sub-VASS of V , if St(V ′) ⊆ St(V) and Trns(V ′) ⊆ Trns(V). Sub-VASSs V1 and
V2 are disjoint, if St(V1)∩St(V2) = ∅. A strongly-connected component (SCC) of
a VASS V is a maximal non-empty sub-VASS S of V such that S is connected.
Let V be a VASS. The set of valuations Val(V) = NVar consists of Var-
vectors over the natural numbers (we assume N includes 0). The set of config-
urations Cfg(V) = St(V) × Val(V) consists of pairs of states and valuations.
A step is a triple ((s1, ν1), d, (s2, ν2)) ∈ Cfg(V) × Zdim(V) × Cfg(V) such that
ν2 = ν1 + d and s1
d
−→ s2 ∈ Trns(V). We write (s1, ν1)
d
−→ (s2, ν2) to denote a
step ((s1, ν1), d, (s2, ν2)) of V . A trace of V is a finite sequence ζ = (s0, ν0)
d1−→
(s1, ν1)
d2−→ · · · (sk, νk) of steps. We lift the notions of length and instances from
paths to traces in the obvious way: we set length(ζ) = length(pi) = k and
instance(ζ, t) = instance(pi, t), for t ∈ Trns(V), where pi = s0
d1−→ s1
d2−→
· · · sk is the path that consists of the transitions used by ζ. We denote by
init(ζ) = ‖ν0‖ the maximum absolute value of the starting valuation ν0 of
the ζ. We say that ζ reaches a valuation ν, if ν = νk. The complexity of V
is the function compV(N) = suptrace ζ of V,init(ζ)≤N length(ζ), which returns for
every N ≥ 0 the supremum over the lengths of the traces ζ with init(ζ) ≤
N . The variable bound of a variable x ∈ Var is the function vboundx(N) =
suptrace ζ of V,init(ζ)≤N,ζ reaches valuation ν ν(x), which returns for every N ≥ 0
the supremum over the the values of x reachable by traces ζ with init(ζ) ≤ N .
The transition bound of a transition t ∈ Trns(V) is the function tboundt(N) =
suptrace ζ of V,init(ζ)≤N instance(ζ, t), which returns for every N ≥ 0 the supre-
mum over the number of instances of t in traces ζ with init(ζ) ≤ N .
Rooted Tree. A rooted tree is a connected undirected acyclic graph in which one
node has been designated as the root. We will usually denote the root by ι. We
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note that for every node η in a rooted tree there is a unique path of η to the
root. The parent of a node η 6= ι is the node connected to η on the path to the
root. Node η is a child of a node η′, if η′ is the parent of η. η′ is a descendent of
η, if η lies on the path from η′ to the root; η′ is a strict descendent, if η 6= η′. η
is an ancestor of η′, if η′ a descendent of η; η is a strict ancestor, if η 6= η′. The
distance of a node η to the root, is the number of nodes 6= η on the path from η
to the root. We denote by layer(l) the set of all nodes with the same distance
l to the root; we note that layer(0) is a singleton set that only contains ι.
All proofs are stated in the appendix.
3 A Duality Result
We will make use of the following matrices associated to a VASS throughout
the paper: Let V be a VASS. We define the update matrix D ∈ ZVar×Trns(V)
by setting D(t) = d for all transitions t = (s, d, s′) ∈ St(V). We define the flow
matrix F ∈ ZSt(V)×Trns(V) by setting F (s, t) = −1, F (s′, t) = 1 for transitions
t = (s, d, s′) with s′ 6= s, and F (s, t) = F (s′, t) = 0 for transitions t = (s, d, s′)
with s′ = s; in both cases we further set F (s′′, t) = 0 for all states s′′ with s′′ 6= s
and s′′ 6= s′. We note that every column t of F either contains exactly one −1
and 1 entry (in case the source and target of transition t are different) or only 0
entries (in case the source and target of transition t are the same).
Example 1. We state the update and flow matrix for Vrun from Section 1:
D =

−1 1 −1 1 0 0 0 0 −1 01 −1 1 −1 0 0 0 0 0 0
−1 1 1 −1 −1 −1 −1 −1 0 0

, F =


0 0 0 0 1 −1 0 0 −1 0
0 0 0 0 −1 1 0 0 0 1
0 0 0 0 0 0 1 −1 1 0
0 0 0 0 0 0 −1 1 0 −1

,
with column order s1 → s1, s2 → s2, s3 → s3, s4 → s4, s2 → s1, s1 → s2,
s4 → s3, s3 → s4, s1 → s3, s4 → s2 (from left to right) and row order x, y, z for
D resp. s1, s2, s3, s4 for F (from top to bottom)
We now consider the constraint systems (I ) and (Q), stated below, which
have maximization objectives. The constraint systems will be used, slightly
adapted, by our main algorithm in Section 4. We observe that both constraint
systems are always satisfiable (setting all coefficients to zero gives a trivial solu-
tion). We further observe that the solutions of both constraint systems are closed
under addition. Hence, both constraint systems have a unique optimal solution
in terms of the number of inequalities for which the maximization objective is
satisfied. The maximization objectives can be implemented by suitable linear
objective functions. Hence, both constraint systems can be solved in PTIME
over the integers, because we can first obtain rational solutions using linear pro-
gramming and then scale these solutions to the integers by multiplying with the
least common multiple of the denominators.
6
constraint system (P ):
there exists µ ∈ ZTrns(V) with
Dµ ≥ 0
µ ≥ 0
Fµ = 0
Maximization Objective:
Maximize the number of inequalities
with (Dµ)(x) > 0 and µ(t) > 0
constraint system (Q):
there exist r ∈ ZVar , z ∈ ZSt(V) with
r ≥ 0
z ≥ 0
DT r + FT z ≤ 0
Maximization Objective:
Maximize the number of inequalities
with r(x) > 0 and (DT r + FT z)(t) < 0
The solutions of (P ) and (Q) are characterized by the following two lemmata:
Lemma 1 (Cited from [14]). µ ∈ ZTrns(V) is a solution to constraint sys-
tem (P ) iff there exists a multi-cycle M with val (M) ≥ 0 and µ(t) instances of
transition t for every t ∈ Trns(V).
Lemma 2 (Cited from [5]). Let r, z be a solution to constraint system (Q).
Let rank(r, z) : Cfg(V)→ N be the function rank(r, z)(s, ν) = rT ν + z(s). Then,
– for all (s, ν) ∈ Cfg(V) we have r(s, ν) ≥ 0;
– for all transitions t = s1
d
−→ s2 ∈ Trns(V) and valuations ν1, ν2 ∈ Val(V)
with ν2 = ν1 + d we have r(s1, ν1) ≥ r(s2, ν2); moreover, the inequality is
strict for every t with (DT r + FT z)(t) < 0.
We now state a duality between optimal solutions to constraint systems (P )
and (Q), which will be obtained by an application of Farkas’ Lemma. This du-
ality is the main reason why we will be able to compute the precise asymptotic
complexity of VASSs with polynomial bounds.
Lemma 3. Let r and z be an optimal solution to constraint system (P ) and let µ
be an optimal solution to constraint system (Q). Then, for all variables x ∈ Var
we either have r(x) > 0 or (Dµ)(x) ≥ 1, and for all transitions t ∈ Trns(V) we
either have (DT r + FT z)(t) < 0 or µ(t) ≥ 1.
4 Main Algorithm
Our main algorithm – Algorithm 1 – computes complexity and variable bounds
for a given input VASS V . The algorithm will either detect that V has at least
exponential complexity or will compute the precise asymptotic bounds for the
transition and variables of V (up to a constant factor): Algorithm 1 will compute
values vExp(x) ∈ N such that vboundN (x) ∈ Θ(N vExp(x)) for every x ∈ Var and
values tExp(t) ∈ N such that tboundN (t) ∈ Θ(N tExp(t)) for every t ∈ Trns(V).
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Initialization. We assumeD to be the update matrix and F to be the flow matrix
associated to V as discussed in Section 3. The algorithm maintains a rooted tree
T . At initialization, T consists only of the root node ι. Every node η of T will
always be labelled by a sub-VASS VASS(η) of V . The nodes in the same layer of
T will always be labelled by disjoint sub-VASS of V . We initialize VASS(ι) = V ,
i.e., the root is labelled by the input V . The main loop of Algorithm 1 will
extend T by one layer per loop iteration. The variable l always contains the
next layer that is going to be added to T . We initialize l = 1 as Algorithm 1 is
going to add layer 1 to T in the first loop iteration. For computing variable and
transition bounds, Algorithm 1 maintains the functions vExp : Var → N ∪ {∞}
and tExp : Trns(V) → N ∪ {∞}. We initialize vExp(x) = ∞ for all variables
x ∈ Var and tExp(t) =∞ for all transitions t ∈ Trns(V).
The constraint systems solved during each loop iteration. In loop iteration l,
Algorithm 1 will set tExp(t) := l for some transitions t and vExp(x) := l for
some variables x. In order to determine those transitions and variables, Algo-
rithm 1 instantiates constraint systems (P ) and (Q) from Section 3 over the set
of transitions U =
⋃
η∈layer(l−1) Trns(VASS(η)), which contains all transitions
associated to nodes in layer l− 1 of T . However, instead of a direct instantiation
using D|U and F |U (i.e., the restriction of D and F to the transitions U), we
need to work with an extended set of variables and an extended update matrix.
We set Varext := {(x, η) | η ∈ layer(l− vExp(x))}, where we set n−∞ = 0 for
all n ∈ N. This means that we use a different copy of variable x for every node
η in layer l− vExp(x). We note that for a variable x with vExp(x) =∞ there is
only a single copy of x in Varext because ι ∈ layer(0) is the only node in layer
0. We define the extended update matrix Dext ∈ ZVar ext×U by setting
Dext((x, η), t) :=
{
D(x, t), if t ∈ Trns(VASS(η)),
0, otherwise.
Constraint systems (I ) and (II ) stated in Figure 2 can be recognized as in-
stantiation of constraint systems (P ) and (Q) with matrices Dext and F |U and
variables Varext , and hence the duality stated in Lemma 3 holds. We explain
key properties of constraint system (II ) and discuss the choice of Varext in Sec-
tion 5, when we outline the proof of the upper bound. We explain key properties
of constraint system (I ) in Section 6, when we outline the proof of the lower
bound.
We note that Algorithm 1 does not use the optimal solution µ to constraint
system (I ) for the computation of the vExp(x) and tExp(t), and hence the com-
putation of the optimal solution µ could be removed from the algorithm. The
solution µ is however needed for the extraction of lower bounds in Sections 6
and 8, and this is the reason why it is stated here. The extraction of lower bounds
is not explicitly added to the algorithm in order to not clutter the presentation.
Discovering transition bounds. After an optimal solution r, z to constraint sys-
tem (II ) has been found, Algorithm 1 collects all transitions t with (DTextr +
F |TUz)(t) < 0 in the set R (note that the optimization criterion in constraint
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system (II ) tries to find as many such t as possible). Algorithm 1 then sets
tExp(t) := l for all t ∈ R. The transitions in R will not be part of layer l of T .
Construction of the next layer in T . For each node η in layer l− 1, Algorithm 1
will create children by removing the transitions in R. This is done as follows:
Given a node η in layer l − 1, Algorithm 1 considers the VASS V ′ = VASS(η)
associated to η. Then, (St(V ′),Trns(V ′)\R) is decomposed into its SCCs. Finally,
for each SCC S of (St(V ′),Trns(V ′)\R) a child η′ of η is created with VASS(η′) =
S. Clearly, the new nodes in layer l are labelled by disjoint sub-VASS of V .
The transitions of the next layer. We claim that the new layer l of T con-
tains all transitions of layer l − 1 except for the transitions R, i.e., U \ R =⋃
η∈layer(l) Trns(VASS(η)). By Lemma 1 there is a multi-cycle M with µ(t) in-
stances of every transition t ∈ U . By Lemma 3 we have U \ R = {t ∈ U |
µ(t) ≥ 1}. Hence, U \ R =
⋃
η∈layer(l) Trns(VASS(η)) is the set of transitions
that appear in the multi-cycle M . Because the VASS(η) of the nodes η in layer
l−1 are disjoint, we have that the transitions of every cycle of M belong to only
a single set Trns(VASS(η)) for some η ∈ layer(l − 1). Now we consider some
node η ∈ layer(l − 1). Let V ′ = VASS(η) be the VASS associated to η. Clearly,
every cycle of M whose transitions belong to Trns(V ′) must be part of an SCC
of (St(V ′),Trns(V ′) \ R) (recall the SCCs are the maximal strongly connected
sub-VASSs). Now the claim follows, because for every S of (St(V ′),Trns(V ′)\R)
there is a node η ∈ layer(l) with S = VASS(η′) .
Discovering variable bounds. For each x ∈ Var with vExp(x) =∞ Algorithm 1
checks whether r(x, ι) > 0 (we point out that the optimization criterion in
constraint systems (II ) tries to find as many x with r(x, ι) > 0 as possible).
Algorithm 1 then sets vExp(x) := l for all those variables.
The check for exponential complexity. In each loop iteration, Algorithm 1 checks
whether there are x ∈ Var , t ∈ Trns(V) with l < vExp(x) + tExp(t) < ∞. If
this is not the case, then we can conclude that V is at least exponential (see
Theorem 1 below). If the check fails, Algorithm 1 increments l and continues
with the construction of the next layer in the next loop iteration.
Termination criterion. The algorithm proceeds until either exponential complex-
ity has been detected or until vExp(x) 6=∞ and tExp(t) 6=∞ for all x ∈ Var and
t ∈ Trns(V) (i.e., bounds have been computed for all variables and transitions).
Invariants. We now state some simple invariants maintained by Algorithm 1,
which are easy to verify:
– For every node η that is a descendent of some node η′ we have that VASS(η)
is a sub-VASS of VASS(η′).
– The value of vExp and tExp is changed at most once for each input; when
the value is changed, it is changed from ∞ to some value 6=∞.
– For every transition t ∈ Trns(V) and layer l of T , we have that either
tExp(t) ≤ l or there is a node η ∈ layer(l) such that t ∈ Trns(VASS(η)).
– We have tExp(t) = l for t ∈ Trns(V) if and only if there is a η ∈ layer(l−1)
with t ∈ Trns(VASS(η)) and there is no η ∈ layer(l) with t ∈ Trns(VASS(η)).
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Input: a connected VASS V with update matrix D and flow matrix F
T := single root node ι with VASS(ι) = V;
l := 1;
vExp(x) :=∞ for all variables x ∈ Var ;
tExp(t) :=∞ for all transitions t ∈ Trns(V);
repeat
let U :=
⋃
η∈layer(l−1) Trns(VASS(η));
let Var ext := {(x, η) | η ∈ layer(l − vExp(x))}, where n−∞ = 0 for n ∈ N;
let Dext ∈ Z
Varext×U be the matrix defined by
Dext ((x, η), t) =
{
D(x, t), if t ∈ Trns(VASS(η))
0, otherwise
;
find optimal solutions µ and r, z to constraint systems (I ) and (II );
let R := {t ∈ U | (DTextr + F |
T
Uz)(t) < 0};
set tExp(t) := l for all t ∈ R;
foreach η ∈ layer(l − 1) do
let V ′ := VASS(η) be the VASS associated to η;
decompose (St(V ′),Trns(V ′) \R) into SCCs;
foreach SCC S of (St(V ′),Trns(V ′) \ R) do
create a child η′ of η with VASS(η′) = S;
foreach x ∈ Var with vExp(x) =∞ do
if r(x, ι) > 0 then set vExp(x) := l ;
if there are no x ∈ Var, t ∈ Trns(V) with l < vExp(x) + tExp(t) <∞ then
return “V has at least exponential complexity”
l := l + 1;
until vExp(x) 6=∞ and tExp(t) 6=∞ for all x ∈ Var and t ∈ Trns(V);
Algorithm 1: Computes transition and variable bounds for a VASS V
constraint system (I ):
there exists µ ∈ ZU with
Dextµ ≥ 0
µ ≥ 0
F |Uµ = 0
Maximization Objective:
Maximize the number of inequalities
with (Dextµ)(x) > 0 and µ(t) > 0
constraint system (II ):
there exist r ∈ ZVarext , z ∈ ZSt(V) with
r ≥ 0
z ≥ 0
D
T
extr + F |
T
Uz ≤ 0
Maximization Objective:
Maximize the number of inequalities with
r(x, η) > 0 and (DTextr + F |
T
Uz)(t) < 0
Fig. 2. Constraint Systems (I ) and (II ) used by Algorithm 1
Example 2. We sketch the execution of Algorithm 1 on the running example
Vrun from Section 1. In iteration l = 1, we have Varext = {(x, ι), (y, ι), (z, ι)}
and hence Dext is identical to the matrix D, which we stated in Example 1.
Algorithm 1 obtains µ = (1551111100)T and r = (220)T , z = (0011)T as optimal
solutions to constraint systems (I ) and (II ). Algorithm 1 then sets tExp(s1 →
s3) = 1 and tExp(s4 → s2) = 1, creates two children ηA and ηB of ι labeled by
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Dext =


−1 1 0 0 0 0 0 0
1 −1 0 0 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 1 −1 0 0 0 0
−1 1 1 −1 −1 −1 −1 −1


with column order s1 → s1, s2 → s2,
s3 → s3, s4 → s4, s2 → s1, s1 → s2,
s4 → s3, s3 → s4 (from left to right)
and row order (x, ηA), (y, ηA), (x, ηB),
(y, ηB), (z, ι) (from top to bottom)
Dext =


−1 0 0 0
1 0 0 0
0 1 0 0
0 −1 0 0
0 0 −1 0
0 0 1 0
0 0 0 1
0 0 0 −1
−1 1 0 0
0 0 1 −1


with column order
s1 → s1, s2 → s2,
s3 → s3, s4 → s4,
(from left to right)
and row order
(x, η1), (y, η1), (x, η2),
(y, η2), (x, η3), (y, η3),
(x, η4), (y, η4), (z, ηA),
(z, ηB) (from top to
bottom)
Fig. 3. The extended update matrices during iteration l = 2 (left) and l = 3 (right) of
Algorithm 1 on the running example Vrun
VA = ({s1, s2}, {s1 → s1, s1 → s2, s2 → s2, s2 → s1}) and VB = ({s3, s4}, {s3 →
s3, s3 → s4, s4 → s4, s4 → s3}), and sets tExp(x) = 1 and tExp(y) = 1. In
iteration l = 2, we have Varext = {(x, ηA), (y, ηA), (x, ηB), (y, ηB), (z, ι)} and
the matrix Dext stated in Figure 3. Algorithm 1 obtains µ = (11110000)
T and
r = (12211)T , z = (0000)T as optimal solutions to (I ) and (II ). Algorithm 1 then
sets tExp(s1 → s2) = tExp(s2 → s1) = tExp(s3 → s4) = tExp(s4 → s3) = 2,
creates the two children η1, η2 resp. η3, η4 of ηA resp. ηB with ηi labelled by
Vi = ({si}, {si → si}), and sets tExp(z) = 2. In iteration l = 3, we have Varext =
{(x, η1), (y, η1), (x, η2), (y, η2), (x, η3), (y, η3), (x, η4), (y, η4), (z, ηA), (z, ηB)} and
the matrix Dext stated in Figure 3. Algorithm 1 obtains µ = (0000)
T and r =
(1113311111)T and z = (0000)T as optimal solutions to (I ) and (II ). Algorithm 1
then sets tExp(si → si) = 3, for all i. As bounds have been found for all
transitions and variables, Algorithm 1 terminates.
We now state the main properties of Algorithm 1:
Lemma 4. Algorithm 1 always terminates.
Theorem 1. If Algorithm 1 returns “V has at least exponential complexity”,
then compV(N) ∈ 2
Ω(N), and we have tboundt(N) ∈ 2Ω(N) for all t ∈ Trns(V)
with tExp(t) =∞ and vboundt(N) ∈ 2Ω(N) for all x ∈ Var with vExp(x) =∞.
The proof of Theorem 1 is stated in Section 8. We now assume that Algorithm 1
does not return “V has at least exponential complexity”. Then, Algorithm 1
must terminate with tExp(t) 6= ∞ and vExp(x) 6= ∞ for all t ∈ Trns(V) and
x ∈ Var . The following result states that tExp and vExp contain the precise
exponents of the asymptotic transition and variable bounds of V :
Theorem 2. vboundN (x) ∈ Θ(N vExp(x)) for all x ∈ Var and tboundN (t) ∈
Θ(N tExp(t)) for all t ∈ Trns(V).
The upper bounds of Theorem 2 will be proved in Section 5 (Theorem 5)
and the lower bounds in Section 6 (Corollary 2).
We will prove in Section 7 that the exponents of the variable and transition
bounds are bounded exponentially in the dimension of V :
11
Theorem 3. We have vExp(x) ≤ 2|Var| for all x ∈ Var and tExp(t) ≤ 2|Var |
for all t ∈ Trns(V).
Finally, we obtain the following result on the complexity of VASSs:
Corollary 1. Let V be a connected VASS. Then, either compV(N) ∈ 2
Ω(N) or
compV(N) ∈ Θ(N
i) for some computable 1 ≤ i ≤ 2|Var |.
4.1 Complexity of Algorithm 1
Let V be a VASS, let m = |Trns(V)| be the number of transitions of V and let
n = |Var | be the dimension of V . We note that |layer(l)| ≤ m for every layer l,
because the VASSs of the nodes in the same layer are disjoint.
We first argue that each iteration of the main loop requires only poly-
nomial time: Clearly, removing the decreasing transitions and computing the
strongly connected components requires only linear time. It remains to argue
about constraint systems (I ) and (II ). We observe that |Varext | = |{(x, η) | η ∈
layer(l − vExp(x))}| ≤ m · n because of |layer(l)| ≤ m and |U | ≤ m. Hence
the size of constraint systems (I ) and (II ) is polynomial in the size of V . As
noted in Section 3 the constraint systems can always be solved in PTIME over
the rational numbers because solutions can always be scaled to the integers.
We do a-priori not have a bound on the number of iterations of the main loop
of Algorithm 1. (We note that Theorem 3 implies that the number of iterations
is at most exponential; however, this result is not needed here). We now state a
simple improvement of Algorithm 1 that ensures that only polynomially many
iterations are needed. The underlying insight is that many layers of the main
loop are not relevant because they require solving the same constraint systems
(I ) and (II ) as in previous loop iterations. Instead, one can directly skip to the
next relevant value for l. We remark that the rationale for the non-optimized
version of Algorithm 1 is the simplification of the correctness proofs in the later
sections: the proofs are easier if all layers are present in the tree T .
We now present the optimization that achieves polynomially many loop itera-
tions. We replace the line l := l+1 by the two lines RelevantLayers := {tExp(t)+
vExp(x) | x ∈ Var , t ∈ Trns(V)} and l := min{l′ | l′ > l, l′ ∈ RelevantLayers}.
Lemma 5, stated below, justifies this optimization: it states that the layers be-
tween the old and new value of l can be safely skipped, because no transition is
removed and no new variable bound is found in these intermediate layers. We
now analyze the number of iterations of the optimized algorithm. We see that we
always have |RelevantLayers | ≤ m ·n and hence there are at mostm ·n iterations
of the main loop. Overall, we get the following result:
Theorem 4. Algorithm 1 can be implemented in polynomial time.
Lemma 5. Let l ≥ 1 be a layer, let RelevantLayers = {tExp(t) + vExp(x) |
x ∈ Var , t ∈ Trns(V)} and let l′ = min{l′ | l′ > l, l′ ∈ RelevantLayers}. Then,
vExp(x) 6= i and tExp(t) 6= i for all l < i < l′, x ∈ Var and t ∈ Trns(V).
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5 Proof of the Upper Bound Theorem
In the following we state a proof principle which we will apply to establish the
upper bounds of Theorem 5 (stated at the end of this section):
Proposition 1 (Bound Proof Principle). Let V be a VASS. Let U ⊆ Trns(V)
be a subset of the transitions of V. Let w : Cfg(V) → N and inct : N → N for
t ∈ Trns(V)\U be functions such that for every trace ζ = (s0, ν0)
d1−→ (s1, ν1)
d2−→
· · · of V with init(ζ) ≤ N and every i ≥ 0 we have that
1) si
di−→ si+1 ∈ U implies w(si, νi) ≥ w(si+1, νi+1), and
2) si
di−→ si+1 ∈ Trns(V) \ U implies w(si, νi) + inct(N) ≥ w(si+1, νi+1).
We call such a function w a complexity witness and the associated inct functions
the increase certificates.
Let t ∈ U be a transition on which w decreases, i.e., w(s1, ν1) ≥ w(s2, ν2)−1
for every step (s1, ν1)
d
−→ (s2, ν2) of V with t = s1
d
−→ s2. Then, we have
tboundt(N) ≤ max
(s,ν)∈Cfg(V),‖ν‖≤N
w(s, ν) +
∑
t∈Trns(V)\U
tboundt(N) · inct(N).
Further, let x ∈ Var be a variable such that ν(x) ≤ w(s, ν) for all (s, ν) ∈
Cfg(V). Then, we have
vboundx(N) ≤ max
(s,ν)∈Cfg(V),‖ν‖≤N
w(s, ν) +
∑
t∈Trns(V)\U
tboundt(N) · inct(N).
Proof Outline of the Upper Bound Theorem. Let V be a VASS for which Al-
gorithm 1 has successfully computed transition and variable bounds. For every
iteration l of Algorithm 1, we will extract a witness function w from an optimal
solution r, z to constraint system (II ), and then apply the Bound Proof Princi-
ple with this w in order to prove vboundN (x) ∈ O(N l) for every x ∈ Var with
vExp(x) = l and tboundN (t) ∈ O(N l) for every t ∈ Trns(V) with tExp(t) = l.
We first need to lift valuations over Var to valuations over Varext . For s ∈
St(V), ν ∈ Val(V), we define the extended valuation exts(ν) : Varext → N by
exts(ν)(x, η) =
{
ν(x), if s ∈ St(VASS(η)),
0, otherwise.
We now consider an optimal solution r, z to constraint system (II ) during it-
eration l of Algorithm 1. It is easy to verify that the extended valuations and
the extended update matrix Dext are related by the following property: For all
t = s1
d
−→ s2 ∈ U =
⋃
η∈layer(l−1) Trns(VASS(η)) and ν1, ν2 ∈ Val(V) we have
ν2 = ν1 + d if and only if exts2(ν2) = exts1(ν1) +Dext(t)(∗).
We now define the witness function w by setting w(s, ν) = rT exts(ν) + z(s).
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From the first item of Lemma 2 we have w(s, ν) ≥ 0 for all (s, ν) ∈ Cfg(V).
From (*) and the second item of Lemma 2 we get that w(s2, ν2) ≥ w(s1, ν1) for
all transitions t = s1
d
−→ s2 ∈ U and valuations ν1, ν2 ∈ Val(V) with ν2 = ν1 + d;
moreover, the inequality is strict for transitions t with (DTextr+F |
T
Uz)(t) < 0, i.e.,
the witness function decreases for transitions t with tExp(t) = l. In order to apply
the Bound Proof Principle it remains to establish condition 2) for transitions t ∈
Trns(V)\U . We note that tExp(t) < l for all t ∈ Trns(V)\U (and hence, the in-
duction assumption can be applied for such t). Crucially, we can find an increase
certificate inct(N) for every t ∈ Trns(V)\U with inct(N) ∈ O(N l−tExp(t)). With∑
t∈Trns(V)\U tboundt(N)·inct(N) =
∑
t∈Trns(V)\U O(N
tExp(t))·O(N l−tExp(t)) =
O(N l), we can then obtain the desired result from the Bound Proof Principle:
Theorem 5. vboundN (x) ∈ O(N vExp(x)) for all x ∈ Var and tboundN (t) ∈
O(N tExp(t)) for all t ∈ Trns(V).
We note that the existence of increase certificates with inct(N) ∈ O(N l−tExp(t))
is ensured by our choice of Varext = {(x, η) | η ∈ layer(l − vExp(x))}. In
fact, having different copies of every variable x for every η ∈ layer(i) with
i < l − vExp(x) also results in safe (but possibly not optimal) estimations of
variables and transition bounds, while i > l− vExp(x) can result in unsafe esti-
mations. We remark that i = layer(l− vExp(x)) is optimal, because this choice
allows us to prove corresponding lower bounds.
6 Proof of the Lower Bound Theorem
The following lemma will allow us to consider traces ζN with init(ζN ) ∈ O(N)
instead of ζN with init(ζN ) ≤ N for proving asymptotic lower bounds.
Lemma 6. Let V be a VASS, let t ∈ Trns(V) be a transition and let x ∈ Var be
a variable. If there are traces ζN with init(ζN ) ∈ O(N) and instance(ζN , t) ≥
N i, then tboundN (t) ∈ Ω(N i). If there are traces ζN with init(ζN ) ∈ O(N)
that reach a final valuation ν with ν(x) ≥ N i, then vboundN (x) ∈ Ω(N i).
The lower bounds proof will make use of the notion of a pre-path, which is a
relaxation of the notion of a path: A pre-path σ = t1 · · · tk is a finite sequence of
transitions ti = si
di−→ s′i. Note that we do not require for subsequent transitions
that the end state of one transition is the start state of the next transition, i.e.,
we do not require s′i = si+1. We generalize notions from paths to pre-paths in
the obvious way, e.g., we set val(σ) =
∑
i∈[1,k] di and denote by instance(σ, t),
for t ∈ Trns(V), the number of times σ contains the transition t. We say σ can
be executed from valuation ν, if there are valuations νi ≥ 0 with νi+1 = νi+di+1
for all 0 ≤ i < k and ν = ν0; if this is the case, we further say that pi reaches
valuation ν′, if ν′ = νk. We note that every path pi is a pre-path, and a path pi
can be executed from valuation ν, if and only if there is a trace along σ with
initial valuation ν. A merging of pre-paths σ = t1 · · · tk and σ′ = t′1 · · · t
′
l is any
interleaving of the transitions of σ and σ′ that respects the order of σ and σ′;
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formally, a pre-path σ′′ = t′′1 · · · t
′′
k+l can be obtained by merging σ and σ
′, if there
are injective monotone functions f : [1, k] → [1, k + l] and g : [1, l] → [1, k + l]
with f([1, k]) ∩ g([1, l]) = ∅ such that t′′f(i) = ti for all i ∈ [1, k] and t
′′
g(i) = t
′
i for
all i ∈ [1, l]. Let σ be a pre-path and d ≥ 1 be a natural number. The pre-path
σd = σσ · · ·σ︸ ︷︷ ︸
d
consists of d subsequent copies of σ.
For the remainder of this section, we fix a VASS V for which Algorithm 1
has successfully computed variable and transition bounds. We also fix the tree
T and the bounds vExp, tExp computed by Algorithm 1. For the proof we will
make use of additional information computed during the run of Algorithm 1:
For every layer l ≥ 1 and node η ∈ layer(l), we fix a cycle C(η) that contains
µ(t) instances of every t ∈ Trns(VASS(η)), where µ is an optimal solution to
constraint system (I ) during loop iteration l of Algorithm 1. The existence of
such cycles is stated in Lemma 7 below. We remark that this definition ensures
val(C(η)) =
∑
t∈Trns(VASS(η))D(t) · µ(t). For the root node ι, we fix an arbitrary
cycle C(ι) that uses all transitions of V at least once.
Lemma 7. Let µ be an optimal solution to constraint system (I ) during loop
iteration l of Algorithm 1. Then there is a cycle C(η) for every η ∈ layer(l)
that contains µ(t) instances of every transition t ∈ Trns(VASS(η)).
Proof Outline of the Lower Bound Theorem.
Step I) For every l ≥ 0, we define a pre-path σl with the following properties:
1) For every node η ∈ layer(l) and every transition t ∈ Trns(VASS(η)), we
have instance(σl, t) ≥ N l+1.
2) For every layer l ≥ 0, we have val (τl) = N l+1
∑
η∈layer(l) val(C(η)), i.e., the
sum of the updates along τl equals N
l+1 times the sum of the updates of the
cycles C(η) of the nodes η in layer l.
3) Every pre-path τl with l ≥ 1 is executable from some valuation ν with
a) ν(x) ∈ O(N vExp(x)), for x ∈ Var with vExp(x) ≤ l, and
b) ν(x) ∈ O(N l), for x ∈ Var with vExp(x) ≥ l + 1.
The difficulty lies in establishing Property 3) for which we will need to proceed
along the structure of the tree T using that the cycles C(η) have been obtained
according to solutions of constraint system (I ).
Step II) We will show that there is a k > 0 such that for every l ≥ 0 the
pre-path ρl = τ
k
0 τ
k
1 · · · τ
k
l (the concatenation of k copies of the pre-paths τi for
all 0 ≤ i ≤ l) can be executed from a valuation ν and reaches a valuation ν′ with
1) ‖ν‖ ∈ O(N),
2) ν′(x) ≥ kN vExp(x) for all x ∈ Var with vExp(x) ≤ l, and
3) ν′(x) ≥ kN l+1 for all x ∈ Var with vExp(x) ≥ l + 1.
The above stated properties for the pre-path ρl, where l is chosen as the maximal
layer of T , concludes the lower bound proof except that we will need to extend
the proof from pre-paths to proper paths.
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Step III) In order to extend the proof from pre-paths to paths we make use
of the concept of merging. For all l ≥ 0, we will define paths γl, which can be
obtained by merging the pre-paths ρ0, ρ1, . . . , ρl. The path γl, where l is chosen
as the maximal layer of T , has then the desired properties and allows to conclude
the lower bound proof with the following result:
Theorem 6. There are traces ζN with init(ζN ) ∈ O(N) such that ζN ends in
configuration (sN , νN) with νN (x) ≥ N vExp(x) for all variables x ∈ Var and we
have instance(ζN , t) ≥ N
tExp(t) for all transitions t ∈ Trns(V).
With Lemma 6 we get the desired lower bounds:
Corollary 2. vboundN (x) ∈ Ω(N vExp(x)) for all x ∈ Var and tboundN (t) ∈
Ω(N tExp(t)) for all t ∈ Trns(V).
7 The Size of the Exponents
For the remainder of this section, we fix a VASS V for which Algorithm 1 has
successfully computed variable and transition bounds. We also fix the tree T
and the bounds vExp, tExp computed by Algorithm 1. Additionally, we fix a
vector zl ∈ Z
St(V) for every layer l of T and a vector rη ∈ Z
Var for every node
η ∈ layer(l) as follows: We consider the solution r, z to the constraint system
(II ) in iteration l of Algorithm 1. We set zl−1 = z. For every η ∈ layer(l−1) we
define rη by setting rη(x) = r(x, η
′), where η′ ∈ layer(l−vExp(x)) is the unique
ancestor of η in layer l − vExp(x). The following properties are immediate:
Proposition 2. For every layer l of T and node η ∈ layer(l) we have:
1) zl ≥ 0 and rη ≥ 0.
2) rTη d + zl(s2) − zl(s1) ≤ 0 for every transition s1
d
−→ s2 ∈ Trns(VASS(η));
moreover, the inequality is strict for all transitions t with tExp(t) = l + 1.
3) Let η′ ∈ layer(i) be a strict ancestor of η. Then, rTη′d+ zi(s2)− zi(s1) = 0
for every transition s1
d
−→ s2 ∈ Trns(VASS(η)).
4) For every x ∈ Var with vExp(x) = l+1 we have rη(x) > 0 and rη(x) = rη′(x)
for all η′ ∈ layer(l).
5) For every x ∈ Var with vExp(x) > l + 1 we have rη(x) = 0.
6) For every x ∈ Var with vExp(x) ≤ l there is an ancestor η′ ∈ layer(i) of η
such that rη′(x) > 0 and rη′ (x
′) = 0 for all x′ with vExp(x′) > vExp(x).
For a vector r ∈ ZVar we define its potential by setting pot(r) = max{vExp(x) |
x ∈ Var , r(x) 6= 0}, where we set max ∅ = 0. The motivation for this definition is
that we have rT ν ∈ O(N pot(r)) for every valuation ν reachable by a trace ζ with
init(ζ) ≤ N . We will now define the potential of a set of vectors Z ⊆ ZVar . Let
M be a matrix whose columns are the vectors of Z and whose rows are ordered
according to the variable bounds, i.e., if row x′ is above than row x, then we have
vExp(x′) ≥ vExp(x). Let L be some lower triangular matrix obtained from M
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by elementary column operations. We now set pot(Z) =
∑
column r of L pot(r),
where we set
∑
∅ = 0 (i.e., pot(ι) = 0). We note that pot(Z) is well-defined,
because the value pot(Z) does not depend on the choice of M and L.
We next state an upper bound on potentials. We denote by varsum(l) =∑
{vExp(x) | x ∈ Var , vExp(x) < l} the sum of the variable bounds below l,
where we set
∑
∅ = 1 (this choice is needed for the base case of Lemma 9).
Proposition 3. Let Z ⊆ ZVar be a set of vectors such that r(x) = 0 for all
r ∈ Z and x ∈ Var with vExp(x) ≥ l. Then, we have pot(Z) ≤ varsum(l).
We define pot(η) = pot({rη′ | η
′ is a strict ancestor of η}) as the potential
of a node η. We note that pot(η) ≤ varsum(l + 1) for every node η ∈ layer(l)
by Proposition 3. Now, we are able to state the main results of this section:
Lemma 8. Let η be a node in T . Then, every trace ζ with init(ζ) ≤ N enters
VASS(η) at most O(N pot(η)) times, i.e., ζ contains at most O(N pot(η)) transitions
s
d
−→ s′ with s 6∈ St(VASS(η)) and s′ ∈ St(VASS(η)).
Lemma 9. For every layer l, we have that vExp(x) ≤ l resp. tExp(t) ≤ l implies
vExp(x) ≤ varsum(l) resp. tExp(t) ≤ varsum(l).
The next result follows from Lemma 10 by straightforward arithmetic ma-
nipulations and induction on l:
Lemma 10. Let l be some layer. Let k be the number of variables x ∈ Var with
vExp(x) ≤ l. Then,
∑
x∈Var ,vExp(x)≤l vExp(x) ≤ 2
k.
Finally, we obtain Theorem 3 as a corollary from Lemma 9 and Lemma 10.
8 Exponential Witness
The following lemma from [15] states a condition that is sufficient for a VASS
to have exponential complexity1 . We will use this lemma to prove Theorem 1:
Lemma 11 (Cited from [15]). Let V be a connected VASS, let U,W be a
partitioning of Var and let C1, . . . , Cm be cycles such that a) val (Ci)(x) ≥ 0 for
all x ∈ U and 1 ≤ i ≤ m, and b)
∑
i val(Ci)(x) ≥ 1 for all x ∈ W . Then, there
is a c > 1 and paths piN such that 1) piN can be executed from initial valuation
N · 1, 2) piN reaches a valuation ν with ν(x) ≥ cN for all x ∈W and 3) (Ci)c
N
is a sub-path of piN for each 1 ≤ i ≤ m.
We now outline how Theorem 1 can be derived from Lemma 11: We assume
that Algorithm 1 returned “V has at least exponential complexity” in loop itera-
tion l. As stated in Lemma 7 we can fix a cycle C(η) for every node η ∈ layer(l)
that contains µ(t) instances of every transition t ∈ Trns(VASS(η)). One can
then show that the cycles C(η) and the sets U = {x ∈ Var | vExp(x) ≤ l},
V = {x ∈ Var | vExp(x) > l} satisfy the requirements of Lemma 11.
1 Our formulation is slightly different, but it is easy to check that conditions a) and
b) are equivalent to conditions for the cycles in the ‘iteration schemes’ of [15].
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A Proof of Lemma 3
The proof of Lemma 3 will be obtained by two applications of Farkas’ Lemma.
We will employ the following version of Farkas’ Lemma, which states that for
matrices A,C and vectors b,d, exactly one of the following statements is true:
there exists x with
Ax ≥ b
Cx = d
there exist y, z with
y ≥ 0
AT y + CT z = 0
bTy + dT z > 0
We now consider the constraint systems (At) and (Bt) stated below. Both
constraint systems are parameterized by a transition t ∈ Trns(V).
constraint system (At):
there exists µ ∈ ZTrns(V) with
Dµ ≥ 0
µ ≥ 0
Fµ = 0
µ(t) ≥ 1 (1)
constraint system (Bt):
there exist
r ∈ ZVar , z ∈ ZSt(V) with
r ≥ 0
z ≥ 0
DT r + FT z ≤ 0 with < 0 in line t (2)
We recognize constraint system (At) as the dual of constraint system (Bt) in
the following Lemma:
Lemma 12. Exactly one of the constraint systems (At) and (Bt) has a solution.
Proof. We fix some transition t. We denote by chart ∈ ZSt(V) the vector with
chart(t
′) = 1, if t′ = t, and chart(t
′) = 0, otherwise. Using this notation we
rewrite (At) to the equivalent constraint system (A
′
t):
constraint system (A′t):
(
D
Id
)
µ ≥
(
0
chart
)
Fµ = 0
Using Farkas’ Lemma, we see that either (A′t) is satisfiable or the following
constraint system (B′t) is satisfiable:
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constraint system (B′t):(
r
y
)
≥ 0
(
D
Id
)T (
r
y
)
+ FT z = 0
(
0
chart
)T (
r
y
)
+ 0T z > 0
constraint system (B′t) simplified:
r ≥ 0
y ≥ 0
DT r + y + FT z = 0
y(t) > 0
We observe that solutions of constraint system (B′t) are invariant under shifts
of z, i.e, if r, y, z is a solution, then r, y, z + c · 1 is also a solution for all c ∈ Z
(because every row of FT either contains exactly one −1 and 1 entry or only 0
entries). Hence, we can force z to be non-negative. We recognize that constraint
systems (B′t) and (Bt) are equivalent. ⊓⊔
We now consider the constraint systems (CVar ) and (DVar ) stated below.
Both constraint systems are parameterized by a variable x ∈ Var (we note that
only Equations (3) and (4) are parameterized by Var).
constraint system (Cx):
there exists µ ∈ ZTrns(V) with
Dµ ≥ 0 with ≥ 1 in line x (3)
µ ≥ 0
Fµ = 0
constraint system (Dx):
there exist r ∈ ZVar , z ∈ ZSt(V) with
r ≥ 0
z ≥ 0
DT r + FT z ≤ 0
r(x) > 0 (4)
We recognize constraint system (Cx) as the dual of constraint system (Dx)
in the following Lemma:
Lemma 13. Exactly one of the constraint systems (Cx) and (Dx) has a solu-
tion.
Proof. We fix some variable x ∈ Var . We denote by charx ∈ ZVar the vector
with charx(x
′) = 1, if x′ = x, and charx(x
′) = 0, otherwise. Using this notation
we rewrite (Ax) to the equivalent constraint system (A
′
x):
constraint system (C′x):
(
D
Id
)
µ ≥
(
charx
0
)
Fµ = 0
Using Farkas’ Lemma, we see that either (C′x) is satisfiable or the following
constraint system (D′x) is satisfiable:
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constraint system (D′x):(
r
y
)
≥ 0
(
D
Id
)T (
r
y
)
+ FT z = 0
(
charx
0
)T (
r
y
)
+ 0T z > 0
constraint system (B′t) simplified:
r ≥ 0
y ≥ 0
DT r + y + FT z = 0
r(x) > 0
We observe that solutions of constraint system (D′x) are invariant under shifts
of z, i.e, if r, y, z is a solution, then r, y, z + c · 1 is also a solution for all c ∈ Z
(because every row of FT either contains exactly one −1 and 1 entry or only 0
entries). Hence, we can force z to be non-negative. We recognize that constraint
systems (D′x) and (Dx) are equivalent. ⊓⊔
We are now ready to state the proof of Lemma 3:
Proof. We consider optimal solutions µ and r,z to constraint systems (P ) and (Q).
The claim then directly follows from Lemma 12 and Lemma 13. ⊓⊔
B Proof of Lemma 4
Proof. We note that l is incremented in every iteration of Algorithm 1. Hence,
if the values of vExp and tExp are not changed, then the condition ‘there are
no t ∈ Trns(V), x ∈ Var with l < tExp(t) + vExp(x) < ∞’ will eventually
become true. Hence, Algorithm 1 either terminates after finitely many iterations
or there is a change in the values of vExp and tExp. Now we recall that the
value of vExp(x) and tExp(t) is changed at most once for every t ∈ Trns(V) and
x ∈ Var . Hence, Algorithm 1 must terminate after finitely many iterations. ⊓⊔
C Proof of Corollary 1
Proof. We consider the run of Algorithm 1 for V . In case Algorithm 1 returns
“V has at least exponential complexity”, then compV(N) ∈ 2
Ω(N) by Theo-
rem 1. Otherwise, we have tExp(t) 6= ∞ and vExp(x) 6= ∞ for all t ∈ Trns(V)
and x ∈ Var . Let i = maxt∈Trns(V) tExp(t). By Theorem 3 we have i ≤ 2
|Var |.
Because of length(ζ) =
∑
t∈Trns(V) instance(ζ, t) ∈ O(N
i) for every trace ζ
of V with init(ζ) ≤ N we get compV(N) ∈ O(N
i). Further, there is a tran-
sitions t ∈ Trns(V) and there are traces ζN of V with init(ζN ) ≤ N and
instance(ζN , t) ∈ Ω(N i). Because of instance(ζN , t) ≤ length(ζN ) for all
N ≥ 0, we get compV(N) ∈ Ω(N
i). ⊓⊔
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D Proof of Lemma 3
Proof. We consider iteration l of Algorithm 1. Let U =
⋃
η∈layer(l−1) Trns(VASS(η))
and let µ and r, z be optimal solutions to constraint systems (I ) and (II ) in
iteration l.
Let U◦ =
⋃
η∈layer(l) Trns(VASS(η)) ⊆ U be the transitions that are not
removed during iteration l of Algorithm 1. By Lemma 3 we have that (DTextr +
F |TUz)(t) < 0 or µ(t) ≥ 1 for all t ∈
⋃
η∈layer(l−1) Trns(VASS(η)). Hence, we have
U◦ = {t | µ(t) ≥ 1} (*).
Further, because µ is an optimal solution to constraint system (I ), we have
that (Dextµ)(x) ≥ 1 for all variables x with vExp(x) > l (#).
We define µ◦ and D◦ as the restriction of µ and Dext to U◦, i.e., we set
µ◦ = µ|U◦ and D◦ = Dext |U◦ .
Because µ ∈ ZU is a solution to constraint system (I ) we have that µ◦ satisfies
D◦µ◦ ≥ 0, µ◦ ≥ 1, F |U◦µ◦ = 0. Because of (#) we further have (D◦µ◦)(x) ≥ 1
for all variables x with vExp(x) > l.
We now consider a variable x ∈ Var and a node η ∈ layer(l − vExp(x)).
We claim that for every l ≤ i < l′ there is a node η′ ∈ layer(i − vExp(x))
with VASS(η) = VASS(η′) (+). The claim proceeds by induction on i. For l = i
the claim clearly holds. We consider some l ≤ i < l′ − 1 and prove the claim
for i + 1. By induction assumption there is a node η′ ∈ layer(i − vExp(x))
with VASS(η) = VASS(η′). We now claim that there is a sole child η′′ of η′ with
VASS(η′′) = VASS(η′). Assume otherwise. Then there is a t ∈ Trns(VASS(η′)) with
tExp(t) = i+1. Hence, l ≤ i < tExp(t)+vExp(x) < l′ = min{tExp(t)+vExp(x) |
tExp(t) + vExp(x) > l, x ∈ Var , t ∈ Trns(V)}. Contradiction.
For all l ≤ i < l′ we now define the sets Var i = {(x, η) | η ∈ layer(i −
vExp(x))} and the matrices Di ∈ ZVar i×U◦ by setting
Di((x, η), t) =
{
D(x, t), if t ∈ Trns(VASS(η)),
0, otherwise.
With (+) we see that Diµ◦ = D◦µ◦ for all l ≤ i < l′. Using (*), we can now
show by induction that U◦ =
⋃
η∈layer(i) Trns(VASS(η)) for all l < i ≤ l
′ and that
µ◦ is an optimal solution to constraint system (I ) during iteration l < i < l
′ of
Algorithm 1. Hence, tExp(t) 6= i for all l < i < l′ and t ∈ Trns(V). Further,
because of (Diµ◦)(x) = (D◦µ◦)(x) ≥ 1 for all l < i < l′ and variables x ∈ Var
with vExp(x) > l, we get vExp(x) 6= i for all l < i < l′ and x ∈ Var . ⊓⊔
E Proof of Theorem 5
Proof. We prove the claim by induction on iteration l of Algorithm 1. We con-
sider some l ≥ 1 and set U =
⋃
η∈layer(l−1) Trns(VASS(η)) to the transitions asso-
ciated to the nodes in layer l−1 of the tree. For every transition t ∈ Trns(V)\U ,
we can apply the induction assumption and assume tboundN (t) ∈ O(N tExp(t)).
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Further, we can apply the induction assumption for variables x ∈ Var with
vExp(x) < l and assume vboundN (x) ∈ O(N vExp(x)).
We now define the witness function w as explained in Section 5 from the solu-
tion r, z to constraint system (II ) in iteration l of Algorithm 1. We have already
argued in Section 5 that w(s, ν) ≥ 0 for all (s, ν) ∈ Cfg(V), that condition 1) of
the Bound Proof Principle is satisfied and that the witness function decreases
for transitions t with tExp(t) = l (*). It remains to argue about condition 2).
Let t ∈ Trns(V) \ U be some transition and let (s1, ν1)
d
−→ (s2, ν2) be some
step with s1
d
−→ s2 = t in a trace ζ of V with init(ζ) ≤ N . We note that
ν2 = ν1 + d.
Let x be a variable with vExp(x) > l− tExp(t). Then, there is a unique node
η ∈ layer(l − vExp(x)) such that t ∈ Trns(VASS(η)) (because of tExp(t) > l −
vExp(x)). In particular, we have s1, s2 ∈ St(VASS(η)). Hence, exts2(ν2)(x, η) =
ν2(x) = ν1(x) + d(x) = exts1(ν1)(x, η) + d(x). Further, exts2(ν2)(x, η
′) =
exts1(ν1)(x, η
′) = 0 for all η′ ∈ layer(l − vExp(x)) with η′ 6= η because each
VASS(η′) is disjoint from VASS(η).
Let x be a variable with vExp(x) ≤ l−tExp(t). We consider the extended valu-
ations extsi(νi)(x, η) for i = 1, 2. In case si 6∈ St(VASS(η) we have extsi(νi)(x, η) =
0. In case si ∈ St(VASS(η) we have extsi(νi)(x, η) = νi(x) ∈ O(N
vExp(x)) because
of vExp(x) ≤ l−tExp(t) < l, using the induction assumption for x. In both cases
we get extsi(νi)(x, η) ∈ O(N
vExp(x)) for i = 1, 2.
Using the above stated facts, we obtain
w(s2, ν2)− w(s1, ν1) = r
T exts2(ν2) + z(s2)− r
T exts1(ν1) + z(s2)
=
∑
(x,η)∈Varext ,vExp(x)≤l−tExp(t)
r(x, η) · (exts2(ν2)(x, η) − exts1(ν1)(x, η))
+
∑
(x,η)∈Varext ,vExp(x)>l−tExp(t)
r(x, η) · (exts2(ν2)(x, η)− exts1(ν1)(x, η)) + z(s2)− z(s1)
=
∑
(x,η)∈Varext ,vExp(x)≤l−tExp(t)
O(N vExp(x))
+
∑
(x,η)∈Varext ,vExp(x)>l−tExp(t)
O(1) + z(s2)− z(s1)
= O(N l−tExp(t)) +O(1) = O(N l−tExp(t)).
Thus, there is an increase certificate inct with inct(N) ∈ O(N l−tExp(t)).
We are now in the position to apply the Bound Proof Principle from Propo-
sition 1. We have
max
(s,ν)∈Cfg(V),‖ν‖≤N
w(s, ν) ∈ O(N)
because w(s, ν) is a linear expression for all s ∈ St(V) and we only consider
valuations ν with ‖ν‖ ≤ N . Further, by the above, we have∑
t∈Trns(V)\U
tboundt(N)·inct(N) =
∑
t∈Trns(V)\U
O(N tExp(t))·O(N l−tExp(t)) = O(N l),
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where we have used the induction assumption for t ∈ Trns(V) \ U . With (*)
we get tboundN (t) ∈ O(N l) for all transitions t with tExp(t) = l. Further,
for each variable x with vExp(x) = l we have r(x, ι) > 0. Hence, w(s, ν) =
rT exts(ν) + z(s) ≥ r(x, ι) · ν(x) ≥ ν(x) for all (s, ν) ∈ Cfg(V). Thus, we get
vboundN (x) ∈ O(N l) for all variables x with vExp(x) = l. ⊓⊔
F Proof of Lemma 6
Proof. Assume that there is a c > 0 and there are traces ζN with init(ζN ) ≤ cN
and instance(piN , t) ≥ N
i. We set N ′ = cN . We get that there are traces ζN ′
with init(ζN ′) ≤ N ′ and instance(ζN ′ , t) ≥ (
1
c
)iN ′i. Hence, tboundN (t) ∈
Ω(N i). The second claim can be shown analogously. ⊓⊔
G Proof of Lemma 7
Proof. As argued in Section 4, we have
⋃
η∈layer(l) Trns(VASS(η)) = {t | µ(t) ≥
1} and there is a multi-cycle M with µ(t) instances of every transition t ∈ U .
Because the VASS(η) of the nodes η in layer l are disjoint, we have that the
transitions of every cycle of M belong to only a single set Trns(VASS(η)) for
some η ∈ layer(l). We can now merge all cycles that use transitions from the
same VASS(η) into a single cycle. We obtain a single cycle for each η ∈ layer(l)
that uses exactly µ(t) instances of every transition t ∈ Trns(VASS(η)). ⊓⊔
H Proof of Theorem 6
We will need the following two properties about pre-paths:
Proposition 4. Let σ be a pre-path that can be obtained by merging the two pre-
paths σa and σb. If σa resp. σb are executable from some valuation νa resp. νb,
then pi is executable from valuation νa + νb; moreover, if σa reaches a valuation
ν′a from νa and σb reaches a valuation ν
′
b from νb then pi reaches valuation ν
′
a+ν
′
b
from νa + νb.
Proof. Let σa = t1 · · · tk resp. σb = t′1 · · · t
′
l be the sequences of transitions ti =
si
di−→ si+1 resp. t′i = s
′
i
d′i−→ s′i+1. By assumption there are injective monotone
functions f : [1, k]→ [1, k+ l] and g : [1, l]→ [1, k+ l] with f([1, k])∩g([1, l]) = ∅
that define σ = t′′1 · · · t
′′
k+l, i.e., we have t
′′
f(i) = ti for all i ∈ [1, k] and t
′′
g(i) =
t′i for all i ∈ [1, l]. We define functions u(i) = max{h ∈ [1, k] | f(h) ≤ i}
and v(i) = max{h ∈ [1, l] | g(h) ≤ i} for all 0 ≤ i ≤ l + k, where we set
max ∅ = 0. Because σa resp. σb are executable from some valuation νa resp.
νb, there are valuations νi ≥ 0 and ν′i ≥ 0 such that νa = ν0 and νi+1 =
νi + di+1 for all 0 ≤ i < k as well as νb = ν′0 and ν
′
i+1 = ν
′
i + d
′
i+1 ≥ 0 for
all 0 ≤ i < l. We now set ν′′i = νu(i) + ν
′
v(i) for all 0 ≤ i ≤ k + l. We observe
ν′′0 = νu(0) + ν
′
v(0) = νa + νb and ν
′′
k+l = νu(k+l) + ν
′
v(k+l) = ν
′
a + ν
′
b. Clearly,
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ν′′i ≥ 0 for all 1 ≤ i ≤ k + l. We now observe that either u(i) = u(i + 1) and
v(i) 6= v(i + 1) or u(i) 6= u(i + 1) and v(i) = v(i + 1) for all 0 ≤ i < k + l. In
particular, ν′′i+1 = νu(i+1) + ν
′
v(i+1) = νu(i) + du(i+1) + ν
′
v(i) = ν
′′
i + du(i+1) or
ν′′i+1 = νu(i+1)+ν
′
v(i+1) = νu(i)+ν
′
v(i)+d
′
v(i+1) = ν
′′
i +du(i+1) for all 0 ≤ i < k+l.
Hence, the claim holds. ⊓⊔
Proposition 5. Let U,W be a partitioning of Var. Let d ≥ 1 be a natural
number and let σ be a pre-path such that val (σ)(x) ≥ 0 for all x ∈ U . If σ can
be executed from some valuation ν, then σd can be executed from valuation νd
with νd(x) = ν(x) for x ∈ U , and νd(x) = dν(x), for x ∈W .
Proof. Let ν be a valuation from which σ can be executed and let ν′ be the
valuation reached by σ from ν. Because of ν + val (σ) = ν′ ≥ 0, we get that
val(σ) ≥ −ν (*).
We now prove the claim by induction on d ≥ 1. Clearly the claim holds
for d = 1. We consider some d > 1. Because of νd ≥ ν we have that σ can be
executed from valuation νd. Let ν
′
d be the valuation reached from νd by executing
σ. By (*) we have ν′d(x) ≥ νd(x) − ν(x) = νd−1(x) for all x ∈ W . Because of
val(σ)(x) ≥ 0 for all x ∈ U we have ν′d(x) ≥ νd(x) = ν(x) = νd−1(x) for all
x ∈ U . Hence, the claim follows from the induction assumption. ⊓⊔
H.1 Step I
The properties stated in the two lemmata below are needed for the construction
of the pre-paths τl along the tree T . These properties are direct consequences of
constraint system (I ), and are the key ingredient for the lower bound proof.
Lemma 14. Let 0 ≤ i < l be some layers. For every η ∈ layer(i) and variable
x ∈ Var with vExp(x) ≤ l − i we have
∑
η′∈layer(l),η′ is descendent of η
val (C(η′))(x) ≥ 0.
Proof. Let x ∈ Var be a variable with vExp(x) ≤ l. Let µ be the optimal solution
to constraint system (I ) during loop iteration l of Algorithm 1. We consider some
node η◦ ∈ layer(l − vExp(x)) in layer l − vExp(x) of T . Because µ is a solution
to (I ) we have that
∑
t∈Trns(VASS(η◦)) and t∈Trns(VASS(η)) for some η∈layer(l)
D(x, t) · µ(t) ≥ 0 (∗).
We recall that we have val (C(η)) =
∑
t∈Trns(VASS(η))D(t) · µ(t) for all η ∈
layer(l) by the definition of the cycles C(η). With (*) we get
∑
η∈layer(l),η is descendent of η◦
val(C(η))(x) ≥ 0 (#).
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We now consider some node η ∈ layer(i) and some variable x ∈ Var with
vExp(x) ≤ l − i. We have
∑
η′∈layer(l),η′ is descendent of η
val(C(η′))(x) =
∑
η◦∈layer(l−vExp(x)),η◦ is descendent of η

 ∑
η′∈layer(l),η′ is descendent of η◦
val(C(η′))(x)


≥ 0,
where we have the last inequality from (#). ⊓⊔
Lemma 15. Let 0 < l be a layer. Then we have
∑
η∈layer(l)
val(C(η))(x) ≥ 0
for variables x ∈ Var with vExp(x) ≤ l and
∑
η∈layer(l)
val(C(η))(x) ≥ 1
for variables x ∈ Var with vExp(x) > l.
Proof. The first half of claim follows from Lemma 14 by considering the root
node ι ∈ layer(0) and observing that every node η ∈ layer(l) is a descendent
of ι. For the second half of the claim, we consider a variable x ∈ Var with
vExp(x) > l. Let µ and r, z be the optimal solutions to constraint systems (I )
and (II ) during loop iteration l of Algorithm 1. Because µ is a solution to (I )
we have that ∑
t∈Trns(VASS(η)) for some η∈layer(l)
D(x, t) · µ(t) ≥ 0.(∗)
Because of vExp(x) > l we must have vExp(x) = ∞ during iteration l of Al-
gorithm 1. We now observe that we must have r(x, ι) = 0 (otherwise Algo-
rithm 1 would set vExp(x) := l during loop iteration l, contradicting the as-
sumption vExp(x) > l). From the duality stated in Lemma 3 we then get that
the inequality (*) must be strict. Now the claim follows because of val (C(η)) =∑
t∈Trns(VASS(η))D(t) · µ(t) by definition of the cycles C(η). ⊓⊔
For the construction of the pre-paths τl, we need the following convention:
For every layer l and every node η ∈ layer(l), we consider the cyclic path C(η),
and fix once and for all a decomposition C(η) = pi0pi1pi2 · · ·pid and an ordering
of the children η1, . . . , ηd of η such that each pij has the same start state as
C(ηj) (we can always order the children η1, . . . , ηd of η according to the first
appearance of the start state of the path C(ηj) in C(η)).
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We will now define the pre-paths τl along the structure of the tree T . We
will proceed in stages, defining pre-paths σl(η) for all layers l ≥ 0 and nodes
η ∈ layer(i) with 0 ≤ i ≤ l. We define the pre-paths σl(η) inductively, start-
ing from i = l downto i = 0. For η ∈ layer(l) we set σl(η) = C(η)N . We
now consider some η ∈ layer(i) with 0 ≤ i < l. Let C(η) = pi0pi1pi2 · · ·pid
be the fixed decomposition and η1, . . . , ηd the corresponding ordering of the
children of η such that each pij has the same start state as C(ηj). We set
σl(η) = (σl(η1)σl(η2) · · ·σl(ηd))N . We finally set τl = σl(ι).
We show the following properties of the pre-paths σl(η) and τl = σl(ι):
Lemma 16. For all l ≥ 0 and nodes η ∈ layer(i) with 0 ≤ i ≤ l we have:
1) For every η′ ∈ layer(l) that is a descendant of η and every transition t ∈
Trns(VASS(η′)) we have instance(σl(η), t) ≥ N
l−i+1 .
2) val (σl(η)) = N
l−i+1
∑
η′∈layer(l),η′ is descendent of η val (C(η
′)) .
3) The pre-path σl(η) for η 6= ι is executable from some valuation ν with
a) ν(x) ∈ O(N vExp(x)) for x ∈ Var with vExp(x) ≤ l − i, and
b) ν(x) ∈ O(N l−i+1) for x ∈ Var with vExp(x) ≥ l − i+ 1,
and the pre-path σl(ι) for l ≥ 1 is executable from some valuation ν with
a) ν(x) ∈ O(N vExp(x)) for x ∈ Var with vExp(x) ≤ l, and
b) ν(x) ∈ O(N l) for x ∈ Var with vExp(x) ≥ l+ 1.
Proof. We prove the properties for nodes η ∈ layer(i) by induction, starting
from i = l downto i = 0.
Assume i = l: We fix some η ∈ layer(l). The cycle C(η) contains every
transition t ∈ Trns(VASS(η)) at least once. Then, σl(η) = C(η)
N contains at
leastN instances of each transition t ∈ Trns(VASS(η)). Hence, Property 1) holds.
We have val(σl(η)) = Nval(C(η)) because of σl(η) = C(η)
N . Hence, Property 2)
holds. In case of l = 0, Property 3 holds trivially. We assume l ≥ 1. Because of
η ∈ layer(l) we have η 6= ι. Because of vExp(x) ≥ l − i + 1 = 1 for all variables
x ∈ Var , we have to establish 3b). We observe that there is a c > 0 such that
σl(η) = C(η)
N can be executed from valuation cN ·1. Hence, Property 3) holds.
Assume i < l: We fix some η ∈ layer(i). Let C(η) = pi0pi1pi2 · · ·pid be the
fixed decomposition and η1, . . . , ηd the corresponding ordering of the children of
η such that each pij has the same start state as C(ηj).
We show Property 1): By induction assumption we have for every 1 ≤ j ≤ d
and every node η′ ∈ layer(l) that is a descendant of ηj that σl(ηj) contains at
least N l−i instances of every t ∈ Trns(VASS(η′)). The claim then follows because
σl(η) contains N copies of each σl(ηj).
We show Property 2): From the induction assumption we get val(σl(ηj)) =
N l−i
∑
η′∈layer(l),η′ is descendent of ηj
C(η′) for all 1 ≤ j ≤ d. Hence, we have
val(σl(η)) = N
∑
1≤j≤d val(σl(ηj)) =
N
∑
1≤j≤dN
l−i
∑
η′∈layer(l),η′ is descendent of ηj
val(C(η′)) =
N l−i+1
∑
1≤j≤d
∑
η′∈layer(l),η′ is descendent of ηj
val (C(η′)) =
N l−i+1
∑
η′∈layer(l),η′ is descendent of η val (C(η
′)), where the last equality holds
because every η′ that is a descendent of η is also a descendent of some ηj .
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We show Property 3): By induction assumption we have that each σl(ηj)
can be executed from some valuation νj with νj(x) ∈ O(N vExp(x)), for x ∈ Var
with vExp(x) < l − i, and νj(x) ∈ O(N
l−i), otherwise. This implies that σl(ηj)
can be executed from valuation νj with νj(x) ∈ O(N vExp(x)), for x ∈ Var with
vExp(x) ≤ l − i, and νj(x) ∈ O(N l−i), otherwise. From Proposition 4 we get
that σl(η1)σl(η2) · · ·σl(ηd) can be executed from some valuation ν with ν(x) ∈
O(N vExp(x)) for x ∈ Var with vExp(x) ≤ l − i and ν(x) ∈ O(N l−i), otherwise.
From Property 2) we get val (σl(η1)σl(η2) · · ·σl(ηd)) =
N l−i
∑
1≤j≤d
∑
η′∈layer(l),η′ is descendent of ηj
val (C(η′)) =
N l−i
∑
η′∈layer(l),η′ is descendent of η val (C(η
′)) (*).
We now proceed by a case distinction on η = ι.
We assume η 6= ι. By Lemma 14,
∑
η′∈layer(l),η′ is descendent of η C(η
′)(x) ≥ 0
for all variables x with vExp(x) ≤ l− i. With Proposition 5 and (*) we get that
σl(η) = (σl(η1)σl(η2) · · ·σl(ηd))N can be executed from some valuation ν with
ν(x) ∈ O(N vExp(x)), for x ∈ Var with vExp(x) ≤ l− i, and G) ν(x) ∈ O(N l−i+1),
otherwise.
We now assume η = ι. We note that this implies i = 0. By Lemma 15, we
have that
∑
η′∈layer(l) C(η
′)(x) ≥ 0 for all variables x ∈ Var . With Proposition 5,
(*) and the fact that every node is a descendent of the root node ι we get that
σl(η) = (σl(η1)σl(η2) · · ·σl(ηd))N can be executed from some valuation ν with
ν(x) ∈ O(N vExp(x)), for x ∈ Var with vExp(x) ≤ l, and ν(x) ∈ O(N l), otherwise.
Hence, Property 3) holds. ⊓⊔
H.2 Step II
By Property 3) of Lemma 16 there is a constant k > 0 such that all pre-paths
τl, for l ≥ 1, are executable from valuation νl with
a) νl(x) = kN
vExp(x) for x ∈ Var with vExp(x) ≤ l, and
b) νl(x) = kN
l for x ∈ Var with vExp(x) ≥ l + 1.
For every l ≥ 0, we now define the pre-path ρl = τk0 τ
k
1 τ
k
2 · · · τ
k
l (i.e., ρl consists
of the concatenation of k copies of τi for all 0 ≤ i ≤ l).
The following lemma shows that the paths ρl are sufficient to establish lower
bounds (expect that they do not fulfill the requirement of being a path).
Lemma 17. For every l ≥ 0, the pre-path ρl can be executed from a valuation
ν and reaches a valuation ν′ with
1) ‖ν‖ ∈ O(N),
2) ν′(x) ≥ kN vExp(x) for all x ∈ Var with vExp(x) ≤ l, and
3) ν′(x) ≥ kN l+1 for all x ∈ Var with vExp(x) ≥ l + 1.
Proof. The proof proceeds by induction on l. We consider l = 0. We have ρ0 =
τk0 = C(ι)
kN . Clearly, there is a c > 0 such that C(ι)kN can be executed from
valuation cN · 1 such that cN · 1+ kN · val (C(ι)) ≥ kN · 1. This establishes the
base case.
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We consider some l ≥ 1 and assume the induction assumption for ρl−1.
We observe that ρl = ρl−1τ
k
l . By Property 2) of Lemma 16 we have val (τl) =
N l+1
∑
η∈layer(l) val (C(η)) (because every node η ∈ layer(l) is a descendent of
the root node ι). By Property 3) of Lemma 16 we have that τl can be executed
from valuation ν(x) = kN vExp(x), for x ∈ Var with vExp(x) ≤ l, and ν(x) = kN l,
for x ∈ Var with vExp(x) ≥ l+ 1. By Lemma 15 we have
∑
η∈layer(l) C(η)(x) ≥
0, for variables x ∈ Var with vExp(x) ≤ l, and
∑
η∈layer(l) C(η)(x) ≥ 1, for
variables x ∈ Var with vExp(x) > l. Hence, τkl can also be executed from
valuation ν(x) = kN vExp(x), for x ∈ Var with vExp(x) ≤ l, and ν(x) = kN l,
for x ∈ Var with vExp(x) ≥ l + 1. Moreover, we have val (τkl )(x) ≥ 0, for
variables x ∈ Var with vExp(x) ≤ l, and val (τkl )(x) ≥ kN
l+1, for x ∈ Var
with vExp(x) ≥ l + 1. Because of ρl = ρl−1τ
k
l , the claim now follows from the
induction assumption. ⊓⊔
H.3 Step III
We now show how to obtain paths from the pre-paths ρl. For all l ≥ 0, we will
define a path γl that can be obtained by merging ρ0, ρ1, . . . , ρl.
We will first define paths βl along the structure of T , similarly to the defini-
tion of the pre-paths τl. We will then set γl = β
k
0β
k
1 · · ·β
k
l , for all l ≥ 0, where k
is the constant from Step II.
We will define the paths βl in stages similarly to the definition of the pre-paths
τl. For every layer l ≥ 0 and every node η ∈ layer(i) with 0 ≤ i ≤ l we will define
a path αl(η). We define these paths inductively, starting from i = l downto i = 0.
For η ∈ layer(l) we set αl(η) = C(η)N . We consider some η ∈ layer(i) with
0 ≤ i < l. Let C(η) = pi0pi1pi2 · · ·pid be the fixed decomposition and η1, . . . , ηd
the corresponding ordering of the children of η such that each pij has the same
start state as C(ηj). We set αl(η) = (pi0αl(η1)pi1αl(η2) · · ·pidαl(ηd))N . We finally
set βl = αl(ι).
Lemma 18. The pre-path σl(η) can be merged with the path αl−1(η) to obtain
the path αl(η) for every η ∈ layer(i) with 0 ≤ i < l (in particular τl = σl(ι) can
be merged with βl−1 = αl−1(ι) to obtain βl = αl(ι)).
Proof. We consider some η ∈ layer(i) with i < l. Let C(η) = pi0pi1pi2 · · ·pid
be the fixed decomposition and η1, . . . , ηd the corresponding ordering of the
children of η such that each pij has the same start state as C(ηj). We proceed
by induction, starting from i = l − 1 downto i = 0.
Assume i = l−1: By definition, we have σl(η) = (C(η1)
NC(η2)
N · · ·C(ηd)
N )N ,
αl−1(η) = C(η)
N and αl(η) = (pi0C(η1)
Npi1C(η2)
N · · ·C(ηd)N )N . Clearly, we
can merge C(η1)
NC(η2)
N · · ·C(ηd)N with C(η) = pi0pi1pi2 · · ·pid and obtain
pi0C(η1)
Npi1C(η2)
N · · ·pidC(ηd)N . But then we can also merge N copies of each
of these (pre-)paths, i.e., we can merge σl(η) = (C(η1)
NC(η2)
N · · ·C(ηd)N )N
with αl−1(η) = C(η)
N and obtain αl(η) = (pi0C(η1)
Npi1C(η2)
N · · ·C(ηd)N )N .
Hence, the claim holds.
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Assume i < l − 1: By definition, we have σl(η) = (σl(η1)σl(η2) · · ·σl(ηd))N ,
αl−1(η) = (pi0αl−1(η1)pi1αl−1(η2) · · ·pidαl−1(ηd))N and αl(η) =
(pi0αl(η1)pi1αl(η2) · · ·pidαl(ηd))
N . By induction assumption, we have that each
σl(ηj) can be merged with αl−1(ηj) to obtain αl(ηj). Now we observe that the
(pre-)paths σl(ηj), αl−1(ηj) and αl(ηj) appear in the same order in σ
′
l(η) =
pi0αl(η1)pi1αl(η2) · · ·pidαl(ηd), α′l−1(η) = pi0αl−1(η1)pi1αl−1(η2) · · ·pidαl−1(ηd) and
α′l(η) = pi0αl(η1)pi1αl(η2) · · ·pidαl(ηd). Hence, σ
′
l(η) can be merged with α
′
l−1(η)
to obtain α′l(η). But then we can also mergeN copies of each of these (pre-)paths,
i.e., we can merge σl(η) = σ
′
l(η)
N with αl−1(η) = α
′
l−1(η)
N and obtain αl(η) =
α′l(η)
N . Hence, the claim holds. ⊓⊔
We now set γl = β
k
0β
k
1 · · ·β
k
l for all l ≥ 0, where k is the constant from Step
II. The main property of the paths γl is stated in the next lemma:
Lemma 19. For every l ≥ 0, γl can be obtained by merging the pre-paths
ρ0, ρ1, . . . , ρl.
Proof. The proof is by induction on l ≥ 0. We first consider l = 0. Then, we
have ρ0 = γ0 = C(η)
kN and the claim holds.
We assume l ≥ 1. By induction assumption we can obtain γl−1 by merg-
ing ρ0, ρ1, . . . , ρl−1. We will now argue that we can obtain γl = β
k
0β
k
1 · · ·β
k
l by
merging ρl with γl−1 = β
k
0β
k
1 · · ·β
k
l−1 By definition we have ρl = τ
k
0 τ
k
1 · · · τ
k
l . By
Lemma 18, τi can be merged with βi−1 to obtain βi for every 0 < i ≤ l. But then
we can also merge τki with β
k
i−1 to obtain β
k
i for every 0 < i ≤ l. Because τ
k
i and
βki−1 appear in the same order in τ
k
1 τ
k
2 · · · τ
k
l and β
k
0β
k
1 · · ·β
k
l−1, we can merge
these two (pre-)paths and obtain βk1 · · ·β
k
l . The claim then follows because of
β0 = τ0 = C(η)
N . ⊓⊔
We finally state the proof of Theorem 6:
Proof. Let l be the maximal layer of T . We will now argue that the path γl gives
rise to traces with the desired properties.
By Lemma 17, each pre-path ρi, for 0 ≤ i ≤ l, can be executed from a
valuation ν with ‖ν‖ ∈ O(N), and ρl reaches a valuation ν′ with ν′(x) ≥ N vExp(x)
for all x ∈ Var . From Proposition 4 we get that the path γl, which can be
obtained from merging ρ0, ρ1, . . . , ρl, can be executed from a valuation ν with
‖ν‖ ∈ O(N) and reaches a valuation ν′ with ν′(x) ≥ N vExp(x) for all x ∈ Var .
We consider a transition t with tExp(t) = i for some 1 ≤ i ≤ l. There is a node
η ∈ layer(i − 1) such that t ∈ Trns(VASS(η)). By Property 1) of Lemma 16 we
have that τi−1 contains at least N
i instances of t. Hence, ρi−1 = τ
k
0 τ
k
1 τ
k
2 · · · τ
k
i−1
also contains at least N i instances of t. Thus, γl, which can be obtained from
merging ρ0, ρ1, . . . , ρl, also contains at least N
i instances of t. ⊓⊔
I Proof of Proposition 3
Proof. Let L be a lower triangular matrix with pot(Z) =
∑
column r of L pot(r).
Because L is a lower triangular matrix, we have that for every variable x ∈ Var
30
there is at most one column vector r such that r(x) 6= 0 and r(x′) = 0 for all
variables x′ such that row x′ is higher than row x. Now the claim follows because
we have pot(r) = vExp(x) for every vector r and variable x such that r(x) 6= 0
and r(x′) = 0 for all variables x′ such that row x′ is higher than row x. ⊓⊔
J Proof of Lemma 8
Proof. The proof proceeds by induction on the layer l of η ∈ layer(l). Clearly,
the claim holds for the root ι ∈ layer(0).
We now assume that the claim holds for l ≥ 0 and prove the claim for
l + 1. We fix some node η ∈ layer(l + 1). Let ηp ∈ layer(l) be the parent of
η. By Property 1) of Proposition 2 we have rTηpd + zl(s2) − zl(s1) ≤ 0 for all
s1
d
−→ s2 ∈ Trns(VASS(ηp)) (*). Further, by Property 2) of Proposition 2 we have
for every strict ancestor η′ ∈ layer(i) of ηp that r
T
η′d + zi(s2) − zi(s1) = 0 for
all s1
d
−→ s2 ∈ Trns(VASS(ηp)) (#). Now we can choose coefficients λη′ ∈ Z,
for every strict ancestor η′ of ηp, and a coefficient ληp ∈ Z with ληp > 0 such
that the vector r◦ = ληprηp +
∑
strict ancestor η′ of ηp
λη′rη′ satisfies the equation
pot(r◦)+pot(ηp) = pot(η) (the coefficients λη′ and ληp can be chosen according
to the elementary column operations in the definition of pot(η)). Because of
Property 6 of Proposition 2 we can in fact choose the coefficients λη′ such that
r◦ = ληprηp +
∑
strict ancestor η′ of ηp
λη′rη′ ≥ 0. We now consider the vector
z◦ = ληpzηp+
∑
0≤i<l λη′zi. By (*) and (#) we get that r
◦Td+z◦(s2)−z◦(s1) ≤ 0
for all s1
d
−→ s2 ∈ Trns(VASS(ηp)) (+); we note that this inequality is strict for
all transitions t for which inequality (*) is strict, i.e., for all t ∈ Trns(VASS(ηp))
with tExp(t) = l + 1. Further, the inequality (+) remains valid, if we add the
vector c · 1 to z◦ for any c ∈ Z; hence, we can assume z◦ ≥ 0.
We now define a witness function w : Cfg(V) → N by setting w(s, ν) =
r◦T ν + z◦(s), for s ∈ St(VASS(η)), and w(s, ν) = 0, otherwise. We note that
w(s, ν) ≥ 0 for all (s, ν) ∈ Cfg(V) because of r◦ ≥ 0 and z◦ ≥ 0. We are now
ready to apply the Bound Proof Principle from Proposition 1. With (+) we have
already established condition 1).
We observe that only transitions that enter VASS(ηp) can increase the value of
w. Let t be such a transition and let (s1, ν1)
d
−→ (s2, ν2) be some step with s1
d
−→
s2 = t in a trace ζ of V with init(ζ) ≤ N . Then, p(s2, ν2)−p(s1, ν1) = p(s2, ν2) =
r◦T ν2+z
◦(s) ∈ O(N r
◦
). By induction assumption we have that ζ enters VASS(ηp)
at most O(N pot(ηp)) times. Hence, we have tboundt(N) ·inct(N) = O(N pot(ηp)) ·
O(N r
◦
) = O(N pot(ηp)+r
◦
) = O(N pot(η)).
Further, we have max(s,ν)∈Cfg(V),‖ν‖≤N w(s, ν) ∈ O(N) because w(s, ν) is a
linear expression for all s ∈ St(V) and we only consider valuations ν with ‖ν‖ ≤
N . From the Bound Proof Principle we now get that tboundt(N) ∈ O(N pot(η))
for all transitions t ∈ Trns(VASS(ηp)) with tExp(t) = l + 1. Finally, we observe
that every transition t that enters VASS(η) either also enters VASS(ηp) or belongs
to VASS(ηp) and we have tExp(t) = l + 1. This concludes the proof. ⊓⊔
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K Proof of Lemma 9
Proof. We observe that vExp(x) = 1 resp. tExp(t) = 1 for the bounds discovered
in the first iteration of the algorithm and vExp(x) > 1 resp. tExp(t) > 1 for
variables bounds discovered in later iterations of Algorithm 1. We prove the
claim by induction on l. The claim holds for l = 1 because we have varsum(1) =∑
{vExp(x) | x ∈ Var , vExp(x) < 1} =
∑
∅ = 1 by definition.
We consider some l ≥ 1 and prove the claim for l+1. We define a vector q ∈
ZVar by setting q(x) = 0 for variables x with vExp(x) 6= l+ 1, and q(x) = rη(x)
for variables x with vExp(x) = l + 1, where η ∈ layer(l) is arbitrarily chosen.
We now argue that for every η ∈ layer(l) there are r◦η ∈ Z
Var , z◦η ∈ Z
St(V) and
a coefficient λη > 0 such that pot(r
◦
η) + pot(η) ≤ varsum(l+1), r
◦
η ≥ 0, z
◦
η ≥ 0,
and (r◦η+ληq)
Td+z◦η(s2)−z
◦
η(s1) ≤ 0 for all s1
d
−→ s2 ∈ Trns(VASS(η)) (+). This
is done as follows: We fix some η ∈ layer(l). By Property 1) of Proposition 2 we
have rTη d+ zl(s2)− zl(s1) ≤ 0 for all s1
d
−→ s2 ∈ Trns(VASS(η)) (*). Further, by
Property 2) of Proposition 2 we have for every strict ancestor η′ ∈ layer(i) of ηp
that rTη′d+ zi(s2)− zi(s1) = 0 for all s1
d
−→ s2 ∈ Trns(VASS(η)) (#). Now we can
choose coefficients λη′ ∈ Z, for every strict ancestor η′ of ηp, and a coefficient λη ∈
Z with λη > 0 such that the vector r
◦
η = λη(rη−q)+
∑
strict ancestor η′ of ηp
λη′rη′
satisfies the equation pot(r◦)+pot(η) = pot({rη′ | η′ is a strict ancestor of η}∪
{rη−q}). By Property 4 of Proposition 2 we have that the vector rη−q has non-
zero coefficients only for variables x with vExp(x) ≤ l. Thus, we obtain pot(r◦)+
pot(η) = pot({rη′ | η′ is a strict ancestor of η}∪{rη−q}) ≤ varsum(l+1) from
Proposition 3. Because of Property 6 of Proposition 2 we can in fact choose the
coefficients λη′ such that r
◦
η = λη(rη − q) +
∑
strict ancestor η′ of ηp
λη′rη′ ≥ 0. We
now consider the vector z◦η = ληzη +
∑
0≤i<l λη′zi. By (*) and (#) we get that
(r◦η+ληq)
T d+z◦η(s2)−z
◦
η(s1) ≤ 0 for all s1
d
−→ s2 ∈ Trns(VASS(η)); we note that
this inequality is strict for all transitions t for which inequality (*) is strict, i.e.,
for all t ∈ Trns(VASS(η)) with tExp(t) = l + 1. Further, the inequality remains
valid, if we add the vector c ·1 to z◦η for any c ∈ Z; hence, we can assume z
◦
η ≥ 0.
Let λ > 0 be the least common multiple of the coefficients λη for η ∈ layer(l).
We define a witness function w : Cfg(V) → N by setting w(s, ν) = ( λ
λη
r◦η +
λq)T ν + λ
λη
z◦η(s), if there is a node η ∈ layer(l) with s ∈ St(VASS(η)), and
w(s, ν) = λqT ν, otherwise. We note that w(s, ν) ≥ 0 for all (s, ν) ∈ Cfg(V)
because of λ > 0, q ≥ 0 and because of r◦η ≥ 0, z
◦
η ≥ 0 for all η ∈ layer(l).
We are now ready to apply the Bound Proof Principle from Proposition 1. Let
U =
⋃
η∈layer(l) Trns(VASS(η)) be the transitions associated to the nodes in
layer l of the tree. With (+) we have already established condition 1) for all
transitions t ∈ U . We now argue that for every t ∈ Trns(V) \ U we can define
increase certificates inct(N) such that tboundt(N) · inct(N) ≤ O(N varsum(l+1)).
Let t ∈ Trns(V) \U be a transition and let (s1, ν1)
d
−→ (s2, ν2) be a step with
s1
d
−→ s2 = t in a trace ζ of V with init(ζ) ≤ N . We note that ν2 = ν1 + d. We
proceed by a case distinction on whether t enters some VASS(η) for η ∈ layer(l).
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In case t does not enter VASS(η) for any η ∈ layer(l), we have that w(s2, ν2)−
w(s1, ν1) = λq
T ν2−λqT ν1 = λqT d ∈ O(1) and we can set inct(N) to a constant
function. Because of t ∈ Trns(VASS(η)) \ U , we have tExp(t) ≤ l. By induction
assumption we have tExp(t) ≤ varsum(l). With varsum(l) ≤ varsum(l + 1) we
get tExp(t) ≤ varsum(l + 1). With tboundt(N) ∈ O(N tExp(t)) (by Theorem 5)
we now get tboundt(N) · inct(N) ≤ O(N tExp(t)) ·O(1) = O(N varsum(l+1)).
In case t does enter some VASS(η) with η ∈ layer(l), we have w(s2, ν2) −
w(s1, ν1) = (
λ
λη
r◦η +λq)
T ν2+
λ
λη
z◦η(s2)−λq
T ν1 =
λ
λη
r◦η
T ν2+λq
T d+ λ
λη
z◦η(s2) ∈
O(N pot(r
◦
η)). With tboundt(N) ≤ O(N pot(η)) (by Lemma 8) we get tboundt(N) ·
inct(N) ≤ O(N pot(η)) · O(N
pot(r◦η)) = O(N pot(η)+pot(r
◦
η)) ≤ O(N varsum(l+1)).
Further, we have max(s,ν)∈Cfg(V),‖ν‖≤N w(s, ν) ∈ O(N) because w(s, ν) is
a linear expression for all s ∈ St(V) and we only consider valuations ν with
‖ν‖ ≤ N . From the Bound Proof Principle we now get that tboundt(N) ∈
O(N varsum(l+1)) for all transitions t ∈ Trns(VASS(η)) with tExp(t) = l + 1. Fur-
ther, we consider a variable x ∈ Var with vExp(x) = l. We have w(s, ν) ≥
qT ν ≥ q(x) · ν(x) ≥ ν(x) for all (s, ν) ∈ Cfg(V). Hence, we get from the Bound
Proof Principle that vboundN (x) ∈ O(N varsum(l+1)) for all variables x with
vExp(x) = l+1. From vboundN (x) ∈ Ω(N vExp(x)) and tboundN (t) ∈ Ω(N tExp(t))
(Corollary 2) we finally get vExp(x) ≤ varsum(l+1) and tExp(t) ≤ varsum(l+1)
for all variables x with vExp(x) = l+1 and all transitions t with tExp(t) = l+1.
⊓⊔
L Proof of Lemma 10
Proof. For l = 0, the claim trivially holds (there are no variables x ∈ Var with
vExp(x) ≤ 0). Assume l > 0. Letm be the number of variables x ∈ Var such that
vExp(x) < l. By induction assumption we have
∑
x∈Var ,vExp(x)<l vExp(x) ≤ 2
m.
We now consider a variable x with vExp(x) = l. From Lemma 9 we have
vExp(x) ≤ varsum(l) =
∑
{vExp(x′) | x′ ∈ Var , vExp(x′) < l}. Hence, we get
vExp(x) ≤ 2m.
There are (k −m) variables x such that vExp(x) = l. Hence, we have∑
x∈Var ,vExp(x)≤l vExp(x) =∑
x∈Var ,vExp(x)<l vExp(x) +
∑
x∈Var ,vExp(x)=l vExp(x) =∑
x∈Var ,vExp(x)<l vExp(x)+(k−m)vExp(x) ≤ 2
m+(k−m)2m = (k−m+1)2m ≤
2k−m2m = 2k. ⊓⊔
M Proof of Theorem 11
Proof. By assumption there are no t ∈ Trns(V), x ∈ Var with l < tExp(t) +
vExp(x) <∞ (*).
We now will argue that the cycles C(η) and sets U = {x ∈ Var | vExp(x) ≤ l}
and V = {x ∈ Var | vExp(x) > l} satisfy the requirements of Lemma 11. This
will be sufficient to prove the claim.
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By Lemma 15 we have
∑
η∈layer(l) val (C(η))(x) ≥ 1 for variables x ∈ Var
with vExp(x) > l.
It remains to show val(C(η))(x) ≥ 0 for variables x ∈ Var with vExp(x) ≤ l
and nodes η ∈ layer(l).
Let η ∈ layer(l) be a node in layer l. Let x ∈ Var be a variable with
vExp(x) ≤ l. Let η′ ∈ layer(l − vExp(x)) be the unique node such that η is a
descendant of η′. We show that VASS(η) = VASS(η′). Assume otherwise. Then
there is a transition t ∈ Trns(VASS(η′)) \ Trns(VASS(η)) with l − vExp(x) <
tExp(t) ≤ l. However, then we have l < vExp(x) + tExp(t) ≤ l, where we
have the last inequality from the assumption (*). Contradiction. Because of
VASS(η) = VASS(η′) we have that η is the sole descendant of η′ in layer l. We
can then apply Lemma 14 and deduce val(C(η))(x) ≥ 0. ⊓⊔
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