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TRIANGULAR DECOMPOSITION OF CHARACTER VARIETIES
JULIEN KORINMAN
Abstract. We introduce an original definition of character varieties associated to a punctured com-
pact oriented surface with at least one puncture per boundary component, and one of the Lie groups
(C∗)N ,GLN (C), SLN (C), SpN (C),ON (C) or SO2N+1(C). These character varieties are affine Poisson vari-
eties which coincide with the Culler-Shalen character varieties when the surface is closed but are different
when the surface is open. The main motivation for this generalization is the fact that these character varieties
have a nice behaviour for the operation of gluing two boundary arcs of a punctured surface. Our character
varieties admit triangular decompositions, similar to the decomposition of Leˆ’s stated skein algebras. We
identify the Zarisky tangent spaces of these varieties with some twisted groupoid cohomological groups and
provide a generalization of Goldman’s formula for the Poisson bracket of curve functions.
1. Introduction
Character varieties
Given a topological space X with finitely presented fundamental group and a reducible complex Lie group
G, the character variety XG(X) is an affine variety first introduced by Culler and Shalen in [CS83]. This
variety is closely related to the moduli space of flat connexions on a trivial G bundle over X and thus to
Chern-Simons topological quantum field theory, gauge theory and low-dimensional topology. We refer to
[Lab14, Mar09, Mar16] for surveys. When Σ is a closed oriented surface, the smooth part X 0G(Σ) of its char-
acter variety carries a symplectic structure first defined in [AB83] in the context of gauge theory. The Poisson
bracket of the algebra C∞(X 0G(Σ)) of smooth functions was explicitly described by Goldman in [Gol86]. It re-
sults from the explicit formulas for the Poisson bracket of trace functions in [Gol86] that, whenever the algebra
of regular functions C[XG(Σ)] is generated by trace functions (e.g. whenG = (C∗)N , SLN (C), SpN(C),ON (C)
or SO2N+1(C), see [Sik13] and the discussion in Appendix A), then the character variety is a Poisson variety.
A similar Poisson structure for character varieties of punctured closed surfaces was introduced by Fock-Rosly
in [FR99] (see also [AKSM02] for an alternative construction) in the differential geometric context.
When G = SL2(C) and Σ is an unpunctured surface, the Poisson algebra of regular functions C[XSL2(Σ)]
is isomorphic the Kauffman-bracket skein algebra with deformation parameter A = −1. It was proved by
Bullock in [Bul97] up to nilpotent elements and the proof was completed in [PS00] by showing that the skein
algebra at A = −1 is reduced (see also [CM09] for an alternative proof). Moreover, Turaev showed in [Tur91]
that for the parameter A = − exp (~/2) ∈ C[[~]], the skein algebra induces a deformation quantization of the
algebra of regular functions C[XSL2(Σ)] equipped with its Goldman Poisson bracket.
More recently, based on previous work of Bonahon and Wong, Leˆ defined in [Le18] a generalisation of
the Kauffman-bracket skein algebras for open punctured surfaces with at least one puncture per boundary
component, named stated skein algebra. The main motivation for this generalization is that these skein
algebras admit triangular decompositions. More precisely, given a topological triangulation of a punctured
surfaceΣ, and denoting by T the disc with three punctures in its boundary (a triangle), there is an embedding
SSL2ω (Σ) →֒ ⊗TSSL2ω (T) of the skein algebra of the surface to the tensor product over the faces of the
triangulation of the skein algebras of the triangles.
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Since the Kauffman-bracket skein algebras of closed surfaces are quantization deformations of SL2(C)-
character varieties, it is natural to expect that the stated skein algebras are deformations of some gener-
alization of character varieties which admit a similar triangular decomposition. The purpose of this paper
is to provide such a generalization. In the join paper [KQ19a, Theorem 1.3], made in collaboration with
A.Quesney, we prove that the stated skein algebra S+1(Σ), with deformation parameter +1, is isomorphic
to the Poisson algebra of regular functions of the SL2(C)-character variety defined in this paper. This was
the original motivation for the author for this study.
Main results of the paper
A punctured surface is a pair Σ = (Σ,P), where Σ is a compact oriented surface and P is a finite subset of
Σ which intersects non-trivially each boundary component. If Σ is closed, P might be empty. In this paper,
we will assume that no connected component of Σ is a disc with exactly one puncture on its boundary. We
denote by ΣP := Σ \ P the oriented surface obtained by removing the punctures. The set ∂Σ \ P consists of
a disjoint union of open arcs which we call boundary arcs. Given a and b two boundary arcs, we denote by
Σ|a#b the punctured surface obtained by gluing a and b. Given a punctured surface Σ and a Lie group G
of the form (C∗)N ,GLN (C), SLN (C), SpN (C),ON (C) or SO2N+1(C), we will define an affine Poisson variety
XG(Σ) whose main properties are summarized in the following:
Theorem 1.1. (1) The character variety XG(Σ) is an affine Poisson variety. The Poisson structure
depends on the choice of a Killing form and on a choice of orientations of the boundary arcs of Σ.
When G is abelian, the Poisson structure does not depend on the orientation.
(2) When Σ is closed and connected, our character variety is canonically isomorphic to the traditional
(Culler-Shalen) one, that is to the GIT quotient XG(Σ) = Hom (π1(ΣP , b), G) // G equipped with
Goldman’s Poisson bracket. When Σ is open, they are different.
(3) When Σ is connected and ∂Σ 6= ∅, the character variety XG(Σ) is isomorphic to Gd where d :=
dim (H1(ΣP , ∂ΣP ;C)).
(4) If a is a boundary arc of Σ, the algebra of regular functions of the character variety has both a
left and right co-module structure on C[G], denoted ∆La : C[XG(Σ)] → C[G] ⊗ C[XG(Σ)] and ∆Ra :
C[XG(Σ)] → C[XG(Σ)] ⊗ C[G]. If a and b are two boundary arcs with the same orientation, there
exists a Poisson embedding i|a#b lying in the following exact sequence:
0→ C[XG(Σ|a#b)]
i|a#b−−−→ C[XG(Σ)] ∆
L
a−σ◦∆
R
b−−−−−−−→ C[G]⊗ C[XG(Σ)],
where σ(x ⊗ y) = y ⊗ x. In other words, one has C[XG(Σ|a#b)] = coHH0 (C[G], aC[XG(Σ)]b) (see
Subsection 2.5 for this notation). Moreover the gluing operation is co-associative in the sense that if
a, b, c, d are four boundary arcs, one has i|a#b ◦ i|c#d = i|c#d ◦ i|a#b.
Given a topological triangulation ∆ of Σ = (Σ,P) whose set of vertices is P (see Definition 2.18), the
punctured surface is obtained from the disjoint union
⊔
T∈F (∆) T of triangles (T is a disc with three punctures
on its boundary) by gluing the triangles along the boundary arcs corresponding to the inner edges of the
triangulation. Applying the last item of Theorem 1.1, we obtain the following:
Corollary 1.2. Let Σ be a punctured surface and ∆ a topological triangulation. One has an exact sequence
0→ C[XG(Σ)] i
∆
−→ ⊗T∈F (∆)C[XG(T)] ∆
L−σ◦∆R−−−−−−−→
(
⊗e∈E˚(∆)C[G]
)
⊗ (⊗T∈F (∆)C[XG(T)]) ,
where the embedding i∆ is a Poisson morphism.
The triangular decomposition of Corollary 1.2 permits to reduce the study of some properties of the
character varieties of a punctured surface, to the particular case when the surface is the triangle. Corollary
1.2 is the main motivation for our generalization of character varieties.
For connected closed surfaces, the (Culler-Shalen) character variety is defined as the GIT quotient
XG(Σ) = Hom (π1(ΣP , b), G) // G . A similar definition for the (contractible) triangle would lead to a
trivial object, namely a point. The main idea of our construction is to replace the fundamental group
2
π1(ΣP , b) by the fundamental groupoid Π1(ΣP ) whose objects are the points of ΣP and whose morphisms
α : v1 → v2 are homotopy classes of paths joining the two points. We denote by Π1(ΣP ) its set of morphisms
and define the source and target maps s, t : Π1(ΣP)→ ΣP sending a path α : v1 → v2 to the points s(α) = v1
and t(α) = v2 respectively. A path α ∈ Π1(ΣP) will be called trivial if it is the homotopy class of a path
which is either constant or contained in a boundary arc. We also denote by G the groupoid having a single
object whose endomorphisms are the elements of G.
We define the representation space RG(Σ) has the set of functors ρ : Π1(ΣP )→ G sending trivial paths
to the neutral element of G. We further define the gauge group G as the group of maps g : ΣP → G whose
restriction to the boundary ∂ΣP is the constant map with value the neutral element of G. The gauge group
acts on the representation space by the formula:
g · ρ(α) := g(s(α))ρ(α)g(t(α))−1 , for any ρ ∈ RG(Σ), g ∈ G, α ∈ Π1(ΣP).
We will eventually define the character variety as an algebraic quotient of the representation space by
the gauge group. Given an immersed oriented curve C ⊂ ΣP , whose eventual boundary lies in ∂ΣP , and
a regular function f ∈ C[G], which is further assumed to be invariant by conjugacy if C is closed, we will
define a curve function fC ∈ C[XG(Σ)] and prove that these curve functions generate the algebra C[XG(Σ)].
An important property of the character variety for closed surfaces is the fact that given a representation
ρ : π1(Σ, b)→ G, the Zarisky tangent space of the character variety at the point [ρ] ∈ XG(Σ) is canonically
isomorphic to the first twisted cohomological group H1(Σ;Adρ) (see e.g. [Sik12, Lab14]). Our character
variety has a similar property while replacing twisted group cohomology by twisted groupoid cohomology.
More precisely, given a functor ρ ∈ RG(Σ), we will define a chain complex (C•(ΣP , ∂ΣP ; ρ), ∂•) and a
co-chain complex (C•(ΣP , ∂ΣP ; ρ), d
•), satisfying the following.
Theorem 1.3. Given ρ ∈ RG(Σ) with class [ρ] ∈ XG(Σ), there exists canonical isomorphisms Λ :
T[ρ]XG(Σ)
∼=−→ H1(ΣP , ∂ΣP ; ρ) between the Zarisky tangent space and the first twisted cohomological group,
and Λ∗ : Ω1[ρ]XG(Σ)
∼=−→ H1(ΣP , ∂ΣP ; ρ) between the cotangent space and the first twisted homological group
respectively.
This cohomological description of the tangent space will play an important role in the definition of the
Poisson structure of character varieties. The Poisson bracket is characterized the following formula.
Theorem 1.4. Given two curve functions fC1 , hC2 ∈ C[XG(Σ)] and ρ ∈ RG(Σ), the Poisson bracket is
characterized by the following formula:
{fC1, hC2}o([ρ]) =
∑
a
∑
(v1,v2)∈S(a)
ε(v1, v2)
(
Xf,C1(v1)⊗Xh,C2(v2), ro(v1,v2)
)
+2
∑
v∈c1∩c2
ε(v) (Xf,C1(v), Xh,C2(v))
In the above formula, c1 and c2 are two geometric representatives of C1 and C2 in transverse position, the
first summation is over the boundary arcs a, the second summation is over the pairs (v1, v2) with vi ∈ a∩ ci,
the elements ε(v), ε(v1, v2), o(v1, v2) ∈ {−1,+1} are signs and r± are some classical r matrices. We refer
to Subsection 3.4 for definitions. When Σ is closed, the right-hand-side of above formula coincides with
Goldman formula in [Gol86].
Organisation of the paper
In the second section, we introduce the general definition of character varieties. We will define an algebra
C[RG(Σ)] whose maximal spectrum is the representation space RG(Σ). We then define an algebraic action
of the gauge group on this algebra and define the character variety as the maximal spectrum of the algebra
C[XG(Σ)] := C[RG(Σ)]G of invariant functions under the action of the gauge group. The algebra C[RG(Σ)]
is not finitely generated, hence the representation space is not an affine variety. Thus it will not be obvious at
this stage that the character variety is an affine variety. We then introduce a discrete model for the character
variety. The idea is that, to define an equivalence class of representation [ρ] in the character variety, we do
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not need to specify the value of ρ on every paths of the fundamental groupoid, but only on a finite number
of paths. We introduce the notion of finite presentation of the fundamental groupoid which consists of the
data of a finite number of paths and a finite number of relations which are sufficient to characterise a class
in the character variety. Given such a presentation P, we then define a discrete character variety XG(Σ,P)
as a GIT quotient of an affine variety by a reducible group (a discrete gauge group). We then construct a
canonical isomorphism between the discrete character variety and the canonical one.
In the third section, we define the chain and co-chain complexes defining the twisted groupoid (co)-
homological groups and define a natural non-degenerate pairing between them. We then prove Theorem
1.3 and deduce the dimension of the character variety. Eventually we define a skew-symmetric form, the
intersection form: ⋂
o : H1(ΣP , ∂ΣP ; ρ)
⊗2 → C
which will characterize the Poisson structure. We then show that this form has a nice behaviour for the
gluing operation.
In the fourth section, we define the Poisson structures on the algebras of regular functions of character
varieties. We first define the Poisson structure on the character variety of the triangle and use triangular
decomposition to extend it to general surfaces. The construction of the Poisson bracket makes use of some
classical r-matrices and looks similar to the Fock-Rosly construction in [FR99]. We then prove the generalised
Goldman formula of Theorem 1.4 which will imply, on the one hand, that for closed surfaces our Poisson
structure coincide with Goldman’s one and, on the other hand, that it does not depend on the choice of a
triangulation but only on the orientation of the boundary arcs.
In the last section, we consider the case where G = C∗. We prove that the character variety XC∗(Σ)
is canonically isomorphic to the relative singular cohomology group H1(ΣP , ∂ΣP ;C
∗) and provide a simple
description of its Poisson structure. The motivation to study this particular case lies in the connection, estab-
lished in [KQ19b] in collaboration with A.Quesney, between this affine variety and the quantum Teichmu¨ller
space.
In the appendix, we prove that the algebra of regular functions of the character variety is generated by
the curve functions. This is the only place of the paper where we need more hypothesis on G than the fact
that G is a complex affine reducible Lie group.
Acknowledgements: The author is thankful to F.Bonahon, F.Costantino, L.Funar, A.Quesney,
F.Ruffino and J.Toulisse for useful discussions and to the University of South California and the Federal
University of Sa˜o Carlos for their kind hospitality during the beginning of this work. He acknowledges sup-
port from the grant ANR ModGroup, the GDR Tresses, the GDR Platon, CAPES and the GEAR Network
(DMS 1107452, 1107263, 1107367).
2. Character varieties for open punctured surfaces
2.1. Definition of character varieties. We first fix some notations. Given S a set and A a commutative
algebra, we denote by ⊗∨SA the sub-algebra of ⊗SA generated by elements ⊗Sas such that as = 1 for all
but finitely many elements s ∈ S. If x ∈ A and α ∈ S, we denote by xα ∈ ⊗∨SA the element ⊗Sas with
as = 1 if s 6= α and aα = x. The elements xα obviously generate the algebra ⊗∨SA. Note that by definition,
xs1 ·ys2 = xs1 ⊗ ys2 if s1 6= s2 and xs ·ys = (xy)s. If moreover (A,∆, ǫ, S) is a Hopf algebra, then the algebra
⊗∨SA as a natural structure of Hopf algebra defined by ∆(as) = ∆(a)s, S(as) = S(a)s and ǫ(as) = ǫ(a)s. If
A is finitely generated by a set of generators G = {g1, . . . , gn} and relations R = {R1, . . . , Rm}, the algebra
⊗∨SA can be alternatively defined as the quotient of the polynomial algebra C[Xs,gi , s ∈ S, i = 1, . . . , n] by
the ideal generated by the elements Rj(Xs,g1 , . . . , Xs,gn) with s ∈ S and j = 1, . . . ,m.
Let G be a reducible complex Lie group of the form (C∗)N ,GLN (C), SLN (C), SpN (C),ON (C) or
SO2N+1(C), with Hopf algebra of regular functions (C[G],∆, ǫ, S) and Σ = (Σ,P) a punctured surface. De-
fine the ideal I∆ ⊂ ⊗∨Π1(ΣP)C[G] generated by the elements xαβ−
∑
x
(1)
α ·x(2)β for x ∈ C[G] and α, β ∈ Π1(ΣP )
two paths such that t(α) = s(β). Here and henceforth, we use the Sweedler’s notation ∆(x) =
∑
x(1)⊗x(2).
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Define the ideal Iǫ ⊂ ⊗∨Π1(ΣP )C[G] generated by the elements xαt − ǫ(x) for x ∈ C[G] and αt ∈ Π1(ΣP ) a
trivial path.
Definition 2.1. The algebra C[RG(Σ)] is the quotient of the algebra ⊗∨Π1(ΣP )C[G] by the ideal I∆ + Iǫ.
Lemma 2.2. The maximal spectrum of C[RG(Σ)] is in canonical bijection with the representation space
RG(Σ).
Proof. Recall that the representation space is the set of functors ρ : Π1(ΣP)→ G sending trivial paths to the
neutral element. Let χ : C[RG(Σ)] → C be a character. Consider a lift χ˜ : ⊗∨Π1(ΣP )C[G] → C sending the
ideal I∆+Iǫ to 0. Given a path α ∈ Π1(ΣP), the restriction of χ˜ to the sub-algebra C[G]α ⊂ ⊗∨α∈Π1(ΣP)C[G]α
induces a point ρ(α). The assignment ρ : α→ ρ(α) is functorial since χ˜(I∆) = 0. For every trivial path αt,
the equality χ˜(Iǫ) = 0 implies that ρ(αt) = e, hence ρ is an element of the representation space.
Conversely, given a functor ρ ∈ RG(Σ) and a path α, the element ρ(α) ∈ G corresponds to a character
χα : C[G]→ C. The character χ˜ := ⊗α∈Π1(ΣP )χα on the algebra ⊗∨Π1(ΣP )C[G] has trivial restriction on the
ideal I∆ + Iǫ by functoriality and the defining property of ρ, hence is a character on C[RG(Σ)]. These two
assignments ρ→ χ and χ→ ρ are inverse to each other, thus define the desired bijection. 
Remark 1. Here is an alternative definition of C[RG(Σ)] which might help the reader to get some intuition.
Suppose that G = SLN (C) for N ≥ 2. The algebra C[SLN (C)] is the quotient of the polynomial algebra
C[xi,j , 1 ≤ i, j ≤ N ] by the ideal generated by the polynomial det−1. Consider the polynomial algebra
A := C[Xαi,j , α ∈ Π1(ΣP ), 1 ≤ i, j ≤ N ]. Given a path α, we define the N ×N matrix Mα =
(
Xαi,j
)
1≤i,j≤N
with coefficients in A. Then C[RSLN (Σ)] is isomorphic to the quotient of A by the ideal generated by the
relations det(Mα) − 1 where α ∈ Π1(ΣP), the N × N relations MαMβ = Mαβ where t(α) = s(β) and the
N ×N relations of the equality Mαt = 1N where αt is a trivial path. We summarise the discussion by the
following alternative definition:
C[RSLN (Σ)] ∼= C
[
Xαi,j ,
α ∈ Π1(ΣP ),
1 ≤ i, j ≤ N
]/(
det(Mα) = 1,MαMβ =Mαβ ,
Mαt = 1N
)
.
Define the Hopf algebra C[G] := ⊗∨
v∈Σ˚P
C[G] whose maximal spectrum is in natural bijection with the
gauge group G of maps g : ΣP → G with finite support and trivial restriction on the boundary. Here Σ˚P
represents the interior of ΣP . The algebraic group G acts algebraically on the algebra C[RG(ΣP )] as follows.
We define a left Hopf co-action ∆˜G :
(
⊗∨Π1(ΣP)C[G]
)
→ C[G]⊗
(
⊗∨Π1(ΣP)C[G]
)
by the formula:
∆˜G(xα) =

∑
(x′s(α) · S(x′′′)t(α))⊗ x′′α , if s(α), t(α) ∈ Σ˚P ;∑
x′s(α) ⊗ x′′α , if s(α) ∈ Σ˚P , t(α) ∈ ∂ΣP ;∑
S(x′′)t(α) ⊗ x′α , if s(α) ∈ ∂ΣP , t(α) ∈ Σ˚P ;
1⊗ xα , if s(α), t(α) ∈ ∂ΣP .
The co-module ∆˜G sends the ideal I∆ + Iǫ to 0, hence induces a co-action ∆G : C[RG(Σ)] → C[G] ⊗
C[RG(Σ)] and, alternatively, an algebraic action of G on C[RG(Σ)]. This co-action is dual to the group
action G ×RG(Σ)→RG(Σ) of the introduction, defined by
g · ρ(α) := g(s(α))ρ(α)g(t(α))−1 , for any ρ ∈ RG(Σ), g ∈ G, α ∈ Π1(ΣP).
Definition 2.3. Consider the sub-algebra C[XG(Σ)] := C[RG(Σ)]G ⊂ C[RG(Σ)] of G-invariant functions.
The character variety XG(Σ) is defined as the maximal spectrum of the algebra C[XG(Σ)].
We will prove that C[XG(Σ)] is finitely generated and reduced, hence that the character variety is an
affine variety.
2.2. Curve functions. We now define a set of regular functions on the character varieties which will be
proved to generate the algebra of regular functions. A curve C in Σ is a homotopy class of continuous map
c : [0, 1] → ΣP such that either c(0) = c(1) (closed curve) or c(0), c(1) ∈ ∂ΣP (open curve). For open
curves, we allow the homotopy to move the endpoints c(0) and c(1) inside their boundary arcs. The map c
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is called a geometric representative of C. The path αc : c(0)→ c(1) in Π1(ΣP ) defined by c is called a path
representative of C.
Let C be a curve and f ∈ C[G] a regular function which is further assumed to be invariant by conjugacy
if C is closed. Let αC a path representative of C.
Definition 2.4. We define the curve function fC ∈ C[XG(Σ)] to be the class in C[RG(Σ)] of the element
fαC ∈ ⊗∨Π1(ΣP)C[G].
This class does not depend on the choice of the path representative and is invariant under the gauge group
action, hence the function fC is well defined.
Proposition 2.5. The algebra C[XG(Σ)] is generated by the curve functions.
The proof of Proposition 2.5 is postponed to Appendix A.
2.3. Discrete models. We now define the notion of finite presentation of the fundamental groupoid. Let
Σ = (Σ,P) be a punctured surface.
Definition 2.6. A finite generating set for the fundamental groupoid Π1(ΣP) is a pair (V,G), where V is
a finite subset of ΣP and G is a finite subset of Π1(ΣP ) such that:
(1) The set V is the set of endpoints of the elements of G, i.e. V = {s(β), t(β)|β ∈ G}.
(2) Any pair of generators β1, β2 ∈ G admits some geometric representative whose interior are disjoint.
(3) If β ∈ G then β−1 ∈ G, where β−1 is the path with opposite orientation of β.
(4) Every curve C admits a path representative αC such that αC = β1 . . . βn with βi ∈ G.
(5) If v1, v2 ∈ V belong to the same boundary arc, there exists a trivial path αt such that s(αt) =
v1, t(α
t) = v2 which decomposes as α
t = β1 . . . βn with βi ∈ G.
A finite generating set (V,G) can be characterized by an unoriented embedded graph Γ ⊂ ΣP whose
vertices are the elements of V and whose edges are some geometric representatives of the elements of G
whose interior are pairwise disjoint. More precisely, we represent any pair β, β−1 of generators in G by a
single edge in Γ. Such a graph will be called a presenting graph of the generating set. We also denote by
Π1(G) the sub-category of Π1(ΣP ) whose objects are the elements of V and morphisms are composition of
elements of G. Note that V contains at least one element in each boundary arc and that each curve admits
a path representative in Π1(G).
Let F(G) denotes the free semi-group generated by the elements of G and let RelG denote the sub-set of
F(G) of elements of the form R = β1 ⋆ . . . ⋆ βn such that t(βi) = s(βi+1) and such that the path β1 . . . βn is
trivial. We write R−1 := β−1n ⋆ . . . ⋆ β
−1
1 .
Definition 2.7. A finite subset RL of RelG is called a finite set of relations if:
(1) Every world R ∈ RelG can be decomposed as R = β ⋆Rε11 ⋆. . .⋆Rεmm ⋆β−1, where Ri ∈ RL, εi ∈ {±1}
and β = β1 ⋆ . . . ⋆ βn ∈ F(G) is such that t(βi) = s(βi+1).
(2) If β ∈ G, the relation β ⋆ β−1 belongs to RL. We call such a relation a trivial relation of RL.
A finite presentation of Π1(ΣP ) is a triple P = (V,G,RL) where (V,G) is a finite generating set and RL
a finite set of relations.
Given such a finite presentation with G = {β1, . . . , βn} and RL = {R1, . . . Rm}, we define the map
R : GG → GRL by the formula
R(g1, . . . , gn) = (R1(g1, . . . , gn), . . . , Rm(g1, . . . , gm)) , for any (g1, . . . , gn) ∈ GG.
Definition 2.8. The discrete representation variety is the subset RG(Σ,P) := R−1(e, . . . , e) ⊂ GG.
Since G is affine, GG is an affine variety and since the subset RG(Σ) is defined by polynomial equations,
the discrete representation variety is an affine variety.
Decompose the set of vertices as V = V˚∪V∂ where V˚ = V∩Σ˚P and V∂ = V∩∂ΣP . We define the discrete
gauge group to be the algebraic reducible group GP := GV˚. The discrete gauge group acts algebraically on GG
6
as follows. Let g = (gv˚1 , . . . , gv˚s) ∈ GP and ρ = (ρ(β1), . . . , ρ(βn)) ∈ GG. Define g ·ρ = (g ·ρ(β1), . . . , g ·ρ(βn))
by the formula:
g · ρ(βi) =

g(s(βi))ρ(βi)g(t(βi))
−1 , if s(βi), t(βi) ∈ V˚;
g(s(βi))ρ(βi) , if s(βi) ∈ V˚, t(βi) ∈ V∂ ;
ρ(βi)g(t(βi))
−1 , if s(βi) ∈ V∂ , t(βi) ∈ V˚;
ρ(βi) , if s(βi), t(βi) ∈ V∂ .
The action of GP preserves the sub-variety RG(Σ,P) ⊂ GG, hence induces an algebraic action of the
discrete gauge group on the representation variety.
Definition 2.9. We define the discrete character variety as the GIT quotient:
XG(Σ,P) := RG(Σ,P) // GP.
In other words, C[XG(Σ,P)] = C[RG(Σ,P)]GP is the sub-algebra of functions invariants under the action
of the gauge group. Since the discrete gauge group is reducible and the representations variety is an affine
variety, the discrete character variety is an affine variety.
The idea of defining a gauge equivalence class of connexions by their holonomies over a finite set of paths
is called lattice gauge field theory in the physics literature. It has been used by several mathematicians
including the authors of [BR95, FR99, AKSM02, AGS95, AGS96]. We now list some finite presentations
that will be used in the paper.
Example 1. (1) Let Σ be a punctured surface such that Σ is closed and connected. Fix b ∈ ΣP a based
point and consider a finite presentation P = 〈G,R〉 of the fundamental group π1(ΣP , b). We associate
to this finite presentation a finite presentation P of the fundamental groupo¨ıd where V = {b}, the set
of generators G is the set of elements of G together with their inverse and the set of relations RL is
the set R to which we add the eventual missing trivial relations γ ⋆ γ−1. The discrete representation
space associated to this presentation is the set of group morphisms ρ : π1(ΣP , b) → G and the
discrete gauge GP = G acts by conjugacy. Hence the discrete character variety associated to such a
presentation is the traditional (Culler-Shalen) one, that is XG(Σ,P) = Hom (π1(ΣP , b), G) // G.
(2) Suppose that Σ is closed and that the set of punctures P is empty. A CW-complex decomposition
of Σ induces a finite presentation of the fundamental groupo¨ıd where V is the set of 0-cells, G is the
set of 1-cells and the non-trivial relations of RL correspond to the 2-cells.
(3) Suppose that Σ is closed and that set of punctures is not empty. Consider an embedded graph
Γ ⊂ ΣP such that the surface ΣP retracts on Γ. The homeomorphism class of ΣP is completely
determined by the combinatorial data of Γ together with the cyclic ordering of the half-edges adjacent
to its vertices induced by the orientation of ΣP . The data of the graph Γ and the cyclic ordering
is called a fat-graph or ribbon-graph in literature. The graph Γ is the presenting graph of a finite
presentation of the fundamental groupoid with no non-trivial relations, and the associated discrete
character variety was used by Fock and Rosly in [FR99] in order to define a Poisson structure.
(4) The bigon B is a disc with two punctures on its boundary. The bigon has two boundary arcs. We
define the canonical presentation PB = (V,G,RL) of its fundamental groupoid, where V has two
points v1, v2, one in each boundary arc, the set G has two elements α : v1 → v2 and α−1 : v2 →
v1, illustrated in Figure 1, and RL has only trivial relations. By definition, we have RG(B,P) =
XG(B,P) ∼= G. However the isomorphism from the character variety to G is not canonical since we
might choose to send a representation ρ either to ρ(α) or to ρ(α−1).
(5) The triangle T is a disc with three punctures on its boundary. We define the canonical presentation
PT of the fundamental groupoid of the triangle as follows. The set V = {v1, v2, v3} has one element
in each boundary arc. The generating set G = {α±1, β±1, γ±1} is defined by paths α : v1 → v2, γ :
v2 → v3 and β : v3 → v1 illustrated in Figure 1 and RL has the only non trivial relation R = γ ⋆β ⋆α.
The representation variety is (non-canonically) isomorphic to G3 through the isomorphism sending
a representation ρ to (ρ(α), ρ(β), ρ(γ)) and the character variety is (non-canonically) isomorphic to
G2.
(6) Let Σ be a punctured surface equipped with a topological triangulation ∆ (see Definition 2.18
bellow). We define a finite presentation P∆ where V has one point ve in each edge e ∈ E(∆) of the
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triangulation, G has 6 generators α±1
T
, β±1
T
, γ±1
T
in each face T ∈ F (∆), defined as in the case of the
triangle, and RL has one non-trivial relation RT = γT ⋆ βT ⋆ αT for each face T ∈ F (∆). Figure 1
illustrates the example of a one punctured torus.
Figure 1. On the left, the bigone with its canonical presentation. On the middle, the
triangle with its canonical presentation. On the right, a triangulated once-punctured torus
with the finite presentation associated to a triangulation.
Remark 2. The disc D with exactly one puncture on its boundary has a trivial character variety (a point),
hence all along the paper we will assume that no connected component of our punctured surfaces is D. Any
other connected puncture surface is either a bigon, a closed surface with eventual punctures, or admits a
topological triangulation (see Definition 2.18), therefore by Example 1 its character variety always admits a
discrete model.
Let (Σ,P) be a punctured surface with a finite presentation and consider a curve C together with a regular
function f ∈ C[G] which is further assumed to be invariant by conjugacy if C is closed. Consider a path
representative of C together with a decomposition αC = βi1 . . . βik where the βi ∈ G are in the generating
set.
Definition 2.10. The curve function fC ∈ C[XG(Σ,P)] is defined by the formula fC(ρ) = f(ρ(βi1) . . . ρ(βik)).
It results from the definition of being a finite set of relations that fC does not depend on the path
representative αC nor on its decomposition in G. Moreover fC is invariant under the action of the discrete
gauge group, hence it is a regular function fC ∈ C[XG(Σ,P)] of the character variety.
We now define a canonical isomorphism ΨP : XG(Σ)
∼=−→ XG(Σ,P) between the character variety defined
in the first sub-section and the discrete model we introduced in this sub-section. Recall that we defined a
morphism R : GG → GRL such that RG(Σ,P) = R−1(e, . . . , e). Denote by R∗ : C[G]⊗RL → C[G]⊗G the
morphism of algebras associated to R. We have the following exact sequence
C[G]⊗RL
R∗−η⊗G◦ǫ⊗RL−−−−−−−−−→ C[G]⊗G → C[RG(Σ,P)]→ 0.
On the other hand, the representation space RG(Σ) is defined by the following exact sequence
I∆ + Iǫ ι−→ ⊗∨Π1(ΣP )C[G]→ C[RG(Σ)]→ 0,
where ι represents the inclusion map. Consider the natural injective morphism φ˜P : C[G]⊗G →֒ ⊗∨Π1(ΣP )C[G]
induced by the inclusion G ⊂ Π1(ΣP). Denote by IP ⊂ ⊗∨Π1(ΣP )C[G] the ideal generated by the algebra
φ˜P ◦ (R∗ − η⊗G ◦ ǫ⊗RL) (C[G]⊗RL).
If R := β1 ⋆ . . . ⋆ βn ∈ RelG is a relation and x ∈ C[G], define the element xR :=
∑
(x(1))β1 . . . (x
(n))βn and
denote by IR ⊂ ⊗∨Π1(ΣP)C[G] the ideal generated by the elements xR − ǫ(x) with x ∈ C[G]. By definition,
the ideal IP is the sum of the ideals IR with R ∈ RL. We have the equalities:
xR − ǫ(x) =
∑
(x(1))βi1 . . . (x
(k))βik − ǫ(x)
=
(∑
(x(1))βi1 . . . (x
(k))βik − (x)βi1 ...βik
)
+
(
(x)βi1 ...βik − ǫ(x)
)
∈ I∆ + Iǫ
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This proves the inclusion IP ⊂ I∆ + Iǫ, hence the morphism φ˜P : C[G]⊗G →֒ ⊗∨Π1(ΣP )C[G] induces a
morphism φP : C[RG(Σ,P)] →֒ C[RG(Σ)]. Consider the injective algebra morphism C[GP] = C[G]⊗V˚ →֒
⊗∨
Σ˚P
C[G] = C[G] induced by the inclusion V˚ ⊂ Σ˚P . This inclusion induces a surjective morphism of
algebraic groups ιG : G → GP. The injective morphism φP : C[RG(Σ,P)] →֒ C[RG(Σ)] is ιG-equivariant by
definition, hence it induces an injective algebra morphism φP : C[XG(Σ,P)] →֒ C[XG(Σ)]. We denote by
ΨP : XG(Σ)→ XG(Σ,P) the surjective regular map induced by φP.
Proposition 2.11. The regular morphism ΨP : XG(Σ) → XG(Σ,P) is an isomorphism. Therefore, the
character variety XG(Σ) is an affine variety.
The surjectivity of φP will follow from Proposition 2.5. To prove the injectivity, we first state two technical
lemmas.
Lemma 2.12. Let ψ1, ψ2 : C[G] → C[G]⊗2 be the two morphisms defined by ψ1 := ∆ − η⊗2 ◦ ǫ and
ψ2 := id⊗ ǫ− ǫ⊗S. Denote by I1, I2 ⊂ C[G]⊗2 the ideals generated by the images of ψ1 and ψ2 respectively.
Then one has the inclusion I2 ⊂ I1.
Note that Lemma 2.12 implies that in both C[RG(Σ)] and C[RG(Σ,P)], we have the equality [x]β =
[S(x)]β−1 . The inclusion I1 ⊂ I2 obviously holds for any Hopf algebra. Moreover, the fact that for any
g1, g2 ∈ G we have g1g2 = e if and only if g1 = g−12 implies, by the Nullstellensatz, that the radicals
√I1
and
√I2 are equal. However it is not obvious, a priori, that I1 is radical.
Proof. We first suppose that G = GLN (C) and write C[GLN ] :=
C[det−1, xi,j , 1 ≤ i, j ≤ N ]
/
(det · det−1−1). A straightforward computation shows the equality
xi,j ⊗ 1− 1⊗ S(xi,j) =
∑
k
(∆(xi,k)− ǫ(xi,k)) (1⊗ S(xk,j)) ⊂ I1.
This proves the inclusion I2 ⊂ I1 when G = GLN (C). Now for a general affine Lie group G, consider a
closed embedding G →֒ GLN (C) defined by a surjective Hopf morphism p : C[GLN ]→ C[G]. The morphism
p sends the ideals I1 and I2 associated to GLN (C) to the corresponding ideals associated to G. Hence the
result holds for any G. 
Lemma 2.13. Let R1, R2 and R = β1 . . . βn be some relations in RelG and β ∈ Π1(ΣP ) a path such that
t(β) = s(β1). Then the followings statements hold:
(1) One has the inclusion IR1⋆R2 ⊂ IR1 + IR2 .
(2) One has the inclusion Iβ⋆R⋆β−1 ⊂ IR + Iβ⋆β−1 .
(3) One has the inclusion IR−1 ⊂ IR +
∑
i Iβi⋆β−1i .
(4) If α = α1 . . . αn is a path in G such that each αi is in G, then for any x ∈ C[G] one has
xα −
∑
(x(1))α1 . . . (x
(n))αn ∈ IP.
In particular, for any relation R ∈ RelG, one has IR ⊂ IP.
Proof. Fix x ∈ C[G] and compute:
xR1⋆R2 − ǫ(x) =
∑
(x(1))R1(x
(2))R2 − ǫ(x)
=
∑(
(x(1))R1 − ǫ(x(1))
)(
(x(2))R2 − ǫ(x(2))
)
+(xR1 − ǫ(x)) + (xR2 − ǫ(x)) ∈ IR1 + IR2
This proves the first assertion. For the second, we compute:
xβ⋆R⋆β−1 − ǫ(x) =
∑
(x(1))β(x
(2))R(x
(3))β−1 − ǫ(x)
=
∑
(x(1))β(x
(2))R
(
x
(3)
β−1
− S(x(3))β
)
+
∑
(x(1))β
(
(x(2))R − ǫ(x(2))
)
S(x(3))β ∈ IR + Iβ⋆β−1
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Here we used Lemma 2.12 for the last inclusion. To prove the third assertion, we first introduce some
notations. Let ε = (ε1, . . . , εn) ∈ {−,+}n and denote by |ε| the number of indices i such that εi = −. Using
Sweedler’s notation ∆(n−1)(x) =
∑
x(1) ⊗ . . . ⊗ x(n), write bε :=
∑
a
(1)
ε1 . . . a
(n)
εn , where a
(i)
+ := S(x
(i))βn−i
and a
(i)
− := S(x
(i))βn−i − (x(i))β−1n−i . One has the equality
xR−1 − ǫ(x) =
∑
ε∈{−,+}n
(−1)|ε|bε − ǫ(x).
If there exists an index i such that εi = −, then bε ∈ Iβi⋆β−1i , by Lemma 2.12. If εi = + for every index i,
then b(+,...,+) − ǫ(x) = S(x)R − ǫ(x) ∈ IR. This proves the third assertion. By definition of being a set of
relations, the three first assertions imply the inclusion IR ⊂ IP for any R ∈ RelG. To prove the last assertion,
consider the relation R′ := (α1 . . . αn) ⋆ α
−1
n ⋆ . . . ⋆ α
−1
1 . One has the following congruences
xα1...αn −
∑
(x(1))α1 . . . (x
(n))αn ≡
∑
(x(1))α1...αnS(x
(n))αn . . . S(x
(1))α1 − ǫ(x) (mod IP)
≡
∑
(x(1))α1...αn(x
(n))α−1n . . . (x
(1))β−11
− ǫ(x) (mod IP)
≡ xR′ − ǫ(x) ≡ 0 (mod IP)
This proves the last assertion and completes the proof.

Proof of Proposition 2.11. Since the algebra C[XG(Σ)] is generated by its curve functions by Proposition
2.5 and since the morphism φP sends curve functions to curve functions, the morphism φP is surjective by
the definition of being a generating set. To prove the injectivity, we need to show the inclusion (I∆ + Iǫ) ∩
φ˜P
(
C[G]⊗G
) ⊂ IP. The algebra Iǫ∩ φ˜P (C[G]⊗G) is generated by elements of the form xR−ǫ(x) for R ∈ RelG
and x ∈ C[G], hence it is included in IP by Lemma 2.13. The algebra I∆ ∩ φ˜P
(
C[G]⊗G
)
is generated by
elements of the form xα1...αn −
∑
(x(1))α1 . . . (x
(n))αn where α = α1 . . . αn and the paths αi belong to G and
x ∈ C[G]. By the last assertion of Lemma 2.13, this algebra is included in IP. This proves the injectivity of
φP and concludes the proof.

2.4. The gluing formula. Two punctured surfaces Σ1,Σ2 are said isomorphic if there exists a preserving-
orientation homeomorphism φ : Σ1 → Σ2 such that φ(P1) = P2 and such that if ∂ ∈ π0(∂Σ1) is a boundary
component, then φ(P1∩∂) = P2∩φ(∂). The character variety only depends, up to canonical isomorphism, on
the isomorphism classes of the punctured surface. LetΣ be a punctured surface and a, b be two boundary arcs
whose orientation is induced by the orientation of the surface. Choose an arbitrary preserving-orientation
homeomorphism ϕ : a
∼=−→ b of the closures in Σ of the boundary arcs such that ϕ induces by restriction a
homeomorphism between a and b. The punctured surface Σ|a#b has, by definition, the underlying surface
Σ|a#b = Σa∪ϕb obtained by gluing a with b along ϕ. The set Pa#b is the image of P by the projection
induced by the gluing. The isomorphism class of Σa#b does not depend on ϕ and Σa#b ∼= Σb#a, hence the
gluing operation is a symmetric operation on the set of isomorphism classes of punctured surfaces. We will
often commit the abuse of language by referring to Σa#b as ”the” punctured surface obtained by gluing Σ
along a and b.
Let Σ be a punctured surface and a a boundary arc.
Definition 2.14. We define a left Hopf co-module ∆˜La : ⊗∨Π1(ΣP)C[G]→ C[G]⊗
(
⊗∨Π1(ΣP)C[G]
)
and a right
Hopf co-module ∆˜Ra : ⊗∨Π1(ΣP)C[G]→
(
⊗∨Π1(ΣP )C[G]
)
⊗ C[G] by the formulas:
∆˜La (xα) :=

∑
x′S(x′′′)⊗ x′′α , if s(α), t(α) ∈ a;∑
x′ ⊗ x′′α , if s(α) ∈ a, t(α) /∈ a;∑
S(x′′)⊗ x′α , if s(α) /∈ a, t(α) ∈ a;
1⊗ xα , if s(α), t(α) /∈ a.
∆˜Ra := σ ◦ (S ⊗ id) ◦ ∆˜La .
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It follows from the axioms of co-commutativity and compatibility of the co-product with the co-unit in
the Hopf algebra C[G], that the Hopf co-modules ∆˜La and ∆˜
R
a vanish on the ideal I∆+Iǫ, hence induce some
Hopf co-modules ∆La : C[RG(Σ)] → C[G] ⊗ C[RG(Σ)] and ∆Ra : C[RG(Σ)] → C[RG(Σ)]⊗ C[G] by passing
to the quotient. The Hopf co-modules ∆La ,∆
R
a are equivariant for the gauge group action, hence induce,
by restriction, Hopf co-modules (still denoted by the same letter) ∆La : C[XG(Σ)] → C[G] ⊗ C[XG(Σ)] and
∆Ra : C[XG(Σ)]→ C[XG(Σ)]⊗ C[G] .
Now consider two (distinct) boundary arcs a, b of Σ and Σa#b a gluing punctured surface. Denote
by π : ΣP → Σ|a#bPa#b the natural projection and by c the image of a and b by π. Define an algebra
morphism ia#b : C[RG(Σ|a#b)]→ C[RG(Σ)] as follows. Let α ∈ Π1((Σa#b)P|a#b) be a path and cα : [0, 1]→
(Σa#b)P|a#b be a geometric representative of α transversed to c. Choose a sequence 0 = t0 < t1 < . . . < tn = 1
such that cα((ti, ti+1)) does not intersect c. Each geometric arc cα[ti,ti+1] induces a path αi ∈ Π1(ΣP).
Definition 2.15. Define the morphism ia#b : C[RG(Σ|a#b)]→ C[RG(Σ)] by the formula:
ia#b([xα]) :=
∑
[(x(1))α1 . . . (x
(n))αn ] ∈ C[RG(Σ)],
where x ∈ C[G] and α a path transversed to c.
If follows from the definition of I∆ and Iǫ that the element ia#b([xα]) does not depend on the choice of a
geometric representative of α nor on its decomposition and that the map ia#b : C[RG(Σ|a#b)]→ C[RG(Σ)] is
an algebra morphism. The restriction π˜ : Σ˚P → Σ˚|a#bP\c of the projection π is a homeomorphism. We define
a Hopf algebra morphism φGa#b : C[GΣa#b ] → C[GΣ] by sending a generator xv ∈ C[GΣa#b ] to the generator
xπ˜−1(v) ∈ C[GΣ] if v /∈ c and to the element ǫ(x) if v ∈ c. The morphism ia#b : C[RG(Σ|a#b)] → C[RG(Σ)]
is φGa#b-equivariant, hence induces by restriction a morphism (still denoted by the same symbol):
ia#b : C[XG(Σ|a#b)]→ C[XG(Σ)].
As explained in the introduction, the main motivation to introduce our generalization of character varieties
lies in the following gluing formula.
Proposition 2.16. The following sequence is exact
0→ C[XG(Σ|a#b)] ia#b−−−→ C[XG(Σ)] ∆
L
a−σ◦∆
R
b−−−−−−−→ C[G]⊗ C[XG(Σ)],
where σ(x⊗y) = y⊗x. Moreover, if a, b, c, d are four distinct boundary arcs, one has i|a#b◦i|c#d = i|c#d◦i|a#b.
We first state a technical lemma.
Lemma 2.17. Let H be a Hopf algebra and ∆L : H⊗2 → H⊗3 be the morphism defined by ∆L(x⊗ y⊗ z) :=∑
x′ ⊗ S(x′′)y′ ⊗ y′′. Denote by Ψ1,Ψ2 : H⊗2 → H⊗3 the morphisms defined by Ψ1 := id⊗∆−∆⊗ id and
Ψ2 := ∆L − id⊗ η ⊗ id respectively. One has: ker(Ψ1) = ker(Ψ2) = Im(∆).
Proof. Consider the automorphism ϕ : H⊗3 → H⊗3 defined by ϕ(x ⊗ y ⊗ z) = −∑x′ ⊗ S(x′′)y ⊗ z. A
straightforward computation shows that ϕ has the inverse defined by ϕ−1(x⊗ y⊗ z) = −∑x′⊗x′′y⊗ z and
that ϕ ◦ Ψ1 = Ψ2. Hence we have the equality ker(Ψ1) = ker(Ψ2). The inclusion ker(∆) ⊂ ker(Ψ1) follows
from the co-associativity of the co-product. It remains to show the inclusion ker(Ψ2) ⊂ Im(∆) to conclude.
Let X =
∑
xi ⊗ yi ∈ ker(Ψ2) and define Y :=
∑
η ◦ ǫ(xi)yi ∈ H. One has
Ψ2(X) = 0 ⇐⇒
∑
x′i ⊗ S(x′′i )y′i ⊗ y′′i =
∑
xi ⊗ 1⊗ yi
=⇒
∑
η ◦ ǫ(xi)y′i ⊗ y′′i =
∑
xi ⊗ yi ⇐⇒ ∆(Y ) = X
where we passed from the first line to the second by composing the equalities with µ ⊗ id. We thus have
proved that ker(Ψ1) = ker(Ψ2) = Im(∆). This concludes the proof. 
Consider a punctured surface Σ with two boundary arcs a and b and a finite presentation P of the funda-
mental groupoid Π1(ΣP) such that V ∩ a and V ∩ b have the same cardinal. Denote by π : ΣP → Σ|a#bPa#b
the projection map. Define the presentation Pa#b of Π1
(
Σ|a#bP|a#b
)
by setting Va#b = π(V), Ga#b = π∗(G)
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and Ra#b = π∗(R). Denote by ∆
L
a : C[XG(Σ,P)] → C[G] ⊗ C[XG(Σ,P)] and ∆Rb : C[XG(Σ,P)] →
C[XG(Σ,P)] ⊗ C[G] the Hopf co-module maps induced by the isomorphism φP : C[XG(Σ,P)] ∼= C[XG(Σ)].
Also denote by ia#b : C[XG(Σ|a#b,Pa#b)] → C[XG(Σ,P)] and φGPa#b : C[GPa#b ] → C[GP] the morphisms
induced by φP, φPa#b and the inclusion V˚ →֒ V˚a#b.
By Proposition 2.11, to prove Proposition 2.16 it is sufficient to find a finite presentation P such that the
following sequence is exact
0→ C[XG(Σ|a#b,Pa#b)]
ia#b−−−→ C[XG(Σ,P)] ∆
L
a−σ◦∆
R
b−−−−−−−→ C[G]⊗ C[XG(Σ,P)].
Proof of Proposition 2.16. Fix a finite presentation P of Π1(ΣP) such that:
(1) Both V ∩ a = {va} and V ∩ b = {vb} are singletons.
(2) There exists some path βa : va → v˚ and βb : v˚′ → vb in G such that v˚, v˚′ ∈ V˚.
(3) If α ∈ B \ {β±1a , β±1b }, then {va, vb} ∩ {s(α), t(α)} = ∅. Moreover RL does not contain non trivial
relations involving the paths β±1a , β
±1
b .
Fix also a gluing map ϕ : a ∼= b sending va to vb and denote by π : ΣP → Σ|a#bPa#b the projection map,
by c the image of a and b by π and by vc the image of va and vb. For clarity, using the projection π, we will
identify the sets G = Ga#b, the sets R = Ra#b and write V˚a#b = V˚ ∪ {vc}. Under these identifications, we
have the equalities RG(Σ|a#b,Pa#b) = RG(Σ,P) and GPa#b = GP ×Gvc .
Under the identification C[GPa#b ] = C[GP] ⊗ C[G]vc the comodule map ∆LGPa#b : C[RG(Σ,P)] →
(C[GP]⊗ C[G]vc) ⊗ C[RG(Σ,P)] decomposes as ∆LGPa#b (f) = (∆
L
GP
(f))13 · (∆Lvc(f))23, where ∆Lvc :
C[XG(Σ,P)] → C[G]vc ⊗ C[XG(Σ,P)] is the Hopf co-action induced at the point vc. Hence one has the
equality ker
(
∆LGPa#b
− η ⊗ η ⊗ id
)
= ker (∆GP − η ⊗ id) ∩ ker
(
∆Lvc − η ⊗ id
)
, and one has the following
exact sequence
0→ C[XG(Σ|a#b,Pa#b)]
i|a#b−−−→ C[XG(Σ,P)]
∆Lvc−η⊗id−−−−−−−→ C[G]vc ⊗ C[XG(Σ,P)].
We need to show the equality ker
(
∆Lvc − η ⊗ id
)
= ker
(
∆La − σ ◦∆Rb
)
to conclude the proof. Recall that
the algebra of regular functions of the representation variety is defined as the co-image:
C[G]⊗RL
R∗−ǫ⊗RL−−−−−−→ C[G]⊗G → C[RG(Σ,P)]→ 0
Since RL does not contain any non trivial relations involving β±1a , β
±1
b , we have the tensor decomposition
C[RG(Σ,P)] = C[G]βa⊗C[G]βb⊗A, where C[G]βa is the image in the quotient of the factor C[G]βa⊗C[G]β−1a ,
C[G]βb is the image of the factor C[G]βb ⊗ C[G]β−1
b
and A is the image of the factor ⊗α∈G\{β±1a ,β±1b }C[G]α.
Denote by Ψ1,Ψ2 : C[G]βa ⊗C[G]βb → C[G]βa ⊗C[G]vc ⊗C[G]βb defined, as in Lemma 2.17, by the formulas
Ψ1 := id⊗∆ −∆⊗ id and Ψ2 := ∆L − id⊗ η ⊗ id respectively. Also define the permutation isomorphism
P : C[G]vc ⊗ C[G]βa ⊗ C[G]βb ∼= C[G]βa ⊗ C[G]vc ⊗ C[G]βb defined by P (x⊗ y ⊗ z) := y ⊗ x⊗ z.
By definition of the comodule maps ∆La and ∆
R
b , the following diagram commutes:
C[G]βa ⊗ C[G]βb ⊗A C[G]vc ⊗ (C[G]βa ⊗ C[G]βb ⊗A)
C[G]βa ⊗ C[G]vc ⊗ C[G]βb ⊗A
∆La−σ◦∆
R
b
Ψ1⊗idA
P⊗idA∼=
Moreover, by definition of the gauge group action, the following diagram commutes:
C[G]βa ⊗ C[G]βb ⊗A C[G]vc ⊗ (C[G]βa ⊗ C[G]βb ⊗A)
C[G]βa ⊗ C[G]vc ⊗ C[G]βb ⊗A
∆Lvc−η⊗id
Ψ2⊗idA
P⊗idA∼=
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Hence, by Lemma 2.17, we have the equalities:
C[XG(Σ|a#b,Pa#b)] = C[XG(Σ,P)] ∩ ker
(
∆Lvc − η ⊗ id
)
= C[XG(Σ,P)] ∩ ker (Ψ1 ⊗ idA)
= C[XG(Σ,P)] ∩ ker (Ψ2 ⊗ idA)
= C[XG(Σ,P)] ∩ ker
(
∆La − σ ◦∆Rb
)
We thus have proved that following sequence is exact
0→ C[XG(Σ|a#b,Pa#b)] ia#b−−−→ C[XG(Σ,P)] ∆
L
a−σ◦∆
R
b−−−−−−−→ C[G]⊗ C[XG(Σ,P)].
We conclude using Proposition 2.11.

2.5. Triangular decomposition and modular operads.
Definition 2.18. (1) A small punctured surface is one of the following four connected punctured sur-
faces: the sphere with one or two punctures; the disc with one or two punctures on its boundary.
(2) A punctured surface is said to admit a triangulation if each of its connected components has at least
one puncture and is not small.
(3) Suppose Σ = (Σ,P) admits a triangulation. A topological triangulation ∆ of Σ is a collection E(∆)
of arcs in Σ (named edges) which satisfies the following conditions: the endpoints of the edges belong
to P ; the interior of the edges are pairwise disjoint; the edges are not contractible and are pairwise
non isotopic relatively to their endpoints; the boundary arcs of Σ belong to E(∆). Moreover, the
collection E(∆) is required to be maximal for these properties. A pair (Σ,∆) is called a triangulated
punctured surface.
Given a topological triangulation ∆, the punctured surface is obtained from the disjoint union Σ∆ :=⊔
T∈F (∆) T of triangles by gluing the triangles along the boundary arcs corresponding to the inner edges of
the triangulation. Each inner edge e ∈ E(∆) lifts to two boundary arcs e′ and e′′ of Σ∆. By composing the
morphisms i|e′#e′′ , one obtains an injective morphism i
∆ : C[XG(Σ) →֒ ⊗T∈F (∆)C[XG(T)]. The co-module
maps ∆Le′ and ∆
R
e′′ induce comodule maps ∆
L and ∆R such that we have the following exact sequence
0→ C[XG(Σ)] i
∆
−→ ⊗T∈F (∆)C[XG(T)] ∆
L−σ◦∆R−−−−−−−→
(
⊗e∈E˚(∆)C[G]
)
⊗ (⊗T∈F (∆)C[XG(T)]) .
The short exact sequence of Proposition 2.16 can be reformulated as follows. If A is an al-
gebra and M a A-bimodule, the 0-th Hochschild homology group is defined by HH0(A,M) :=
M
/
(a ·m−m · a, a ∈ A,m ∈M) . Denoting by ∇L : A⊗M →M and ∇R :M ⊗A→M the left and right
module maps, the algebra HH0(A,M) is thus defined by the co-image in the following exact sequence
A⊗M ∇
L−σ◦∇R−−−−−−−→M → HH0(A,M)→ 0.
Now consider a co-algebraC with a bi-comoduleM defined by the co-modules maps ∆L :M → C⊗M and
∆R :M →M ⊗ C. By dualizing the preceding exact sequence, it is natural to define the 0-th coHochschild
cohomology group coHH0(C,M) as the kernel in the following exact sequence
0→ coHH0(C,M)→M ∆
L−σ◦∆R−−−−−−−→ C ⊗M.
Denote by aC[XG(Σ)]b the C[G] bi-comodule defined by ∆La and ∆Rb . Proposition 2.16 can be re-written
more elegantly by the formula
C[XG(Σ|a#b)] = coHH0(C[G], aC[XG(Σ)]b).
It is useful to introduce, at this stage, an operadic formalism. We will use a slight modification of the
definitions in [GK96, Vor97]. A modular operad O is a collection of sets O(n) for n ≥ 0, with an action of
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the symmetric group Sn on O(n), together with two kind of compositions:
⊗n,m :O(n)×O(m)→ O(n+m);
oij :O(n)→ O(n− 2) , 1 ≤ i < j ≤ n.
The compositions must satisfy the following properties:
(1) Equivariance: The maps ⊗n,m and oij are equivariant for the actions of the symmetric groups. Here
the equivariance of ⊗n,m is defined by the natural group morphism Sn × Sm → Sn+m sending a
couple (σ1, σ2) of permutations of {1, . . . , n} and {1, . . . ,m} to the permutation σ of {1, . . . , n+m}
defined by σ(x) = σ1(x), if x ≤ n and σ(x) = n + σ2(x − n), if x > n. The equivariance of the
map oij is defined by the group morphism Sn−2 → Sn sending a permutation σ of {1, . . . , n − 2}
to a permutation σ′ of {1, . . . , n} such that σ′(i) = i, σ′(j) = j, σ(x) = x if x < i, σ(x) = x + 1 if
i < x < j and σ(x) = x+ 2 if j < x.
(2) Symmetry: The two maps ⊗m,n and ⊗n,m have the same image and the induced bijection O(m) ×
O(n) ∼= O(n)×O(m) is equivariant. Here the equivariance is defined by sending a couple (σ1, σ2) ∈
Sn × Sm to the couple (σ2, σ1) ∈ Sm × Sn.
(3) Associativity: If 1 ≤ i, j, k, l ≤ n are pairwise distinct, with i < j and k < l, then the following
diagram commutes:
O(n) O(n− 2)
O(n− 2) O(n− 4)
oij
okl okl
oij
(4) Compatibility of the relations: For 1 ≤ i < j ≤ n two integers, the following diagram commutes:
O(n)×O(m) O(n− 2)×O(m)
O(n+m) O(n+m− 2)
oij×id
⊗n,m ⊗n−2,m
oij
Similarly, for 1 ≤ i < j ≤ m, the following diagram commutes:
O(n)×O(m) O(n)×O(m − 2)
O(n+m) O(n+m− 2)
id×oij
⊗n,m ⊗n,m−2
oi+n,j+n
A morphism of modular operads is a set of maps fn : O1(n)→ O2(n) which commute with the compositions.
We consider two examples of modular operads. The punctured surfaces modular operad is defined by setting
Surf(n) to be the set of isomorphism classes of punctured surfaces with n boundary arcs equipped with a
labelling a1, . . . , an of their boundary arcs. The symmetric group acts by permutation on the labellings.
The compositions oij correspond to the gluing operations |ai#aj and ⊗ is the disjoint union
⊔
. Given H a
Hopf-algebra, we define the H-comodules operad where the sets H−coMod(n) are the isomorphism classes of
left H⊗n comodulesM . We denote by ∆Li : M → H⊗M the corresponding comodule maps. The symmetric
group acts by permuting the factors in H⊗n or, equivalently, acts by permutation on the indexes 1 ≤ i ≤ n
of the ∆Li . The compositions oij sends the class of a comodule M to the class of coHH
0(H, iMj), where the
bi-comodule iMj is defined by the maps ∆
L
i and ∆
R
i := σ ◦ (S ⊗ id) ◦∆Li . The composition ⊗ is simply the
tensor product over C.
We can eventually reformulate Proposition 2.16 by saying that the assignation Σ → C[XG(Σ)] is a
morphism C[XG(•)] : Surf → C[G]− coMod of modular operads.
3. Twisted groupoid (co)homologies and the tangent spaces
Notations 1. Denote by g the Lie algebra of the complex affine reducible Lie group G. We fix once and for
all a non-degenerate symmetric G-invariant pairing (·, ·) : g⊗2 → C. If g ∈ G, denote by Lg : G → G and
Rg : G → G the regular maps defined by Lg(h) = gh and Rg(h) = hg. For a tangent vector X ∈ ThG and
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a group element g, we will use the notations gX := DhLg(X) ∈ TghG and Xg := DhRg(X) ∈ ThgG. If
g ∈ G, we define the symmetric non-degenerate pairing (·, ·)g : TgG ⊗ TgG → C by the formula (X,Y )g :=
(g−1X, g−1Y ).
3.1. Twisted groupoid (co)homologies. Let Σ be a punctured surface and ρ ∈ RG(Σ) a representation.
Denote by P (n) the set of n+1-tuples (αn, . . . , α0) of elements of Π1(ΣP ) such that t(αi) = s(αi−1). Define
the vector space Cn(ΣP ; ρ) as the quotient
Cn(ΣP ; ρ) :=
(⊕(αn,...,α0)∈P (n)Tρ(αn...α0)G) /∼ ,
where the equivalence relation ∼ is defined for any (αn, . . . , α0, β) ∈ P (n+1) and X ∈ Tρ(αn...α0)G by the
formula X ∼ Xρ(β), where Xρ(β) ∈ Tρ(αn...α0β)G. Given (αn, . . . , α0) ∈ P (n) and X ∈ Tρ(αn...α0)G,
we denote by 〈(αn, . . . , α0), X〉 ∈ Cn(ΣP ; ρ) the class of the corresponding element. Define a map ∂n :
Cn(ΣP ; ρ)→ Cn−1(ΣP ; ρ) by the formula
∂n (〈(αn, . . . , α0), X〉) :=
〈
(αn−1, . . . , α0), ρ(αn)
−1X
〉
+
n∑
k=1
(−1)k+n+1 〈(αn, . . . , αkαk−1, . . . , α0), X〉 .
A straightforward computation shows that ∂n ◦ ∂n−1 = 0, hence we have defined a chain complex
(C•(ΣP ; ρ), ∂•). Define the sub-complex C•(∂ΣP ; ρ) ⊂ C•(ΣP ; ρ) as the sub-space spanned by elements
〈(αn, . . . , α0), X〉 where the αi are trivial paths.
Definition 3.1. We define the chain complex (C•(ΣP , ∂ΣP ; ρ), ∂•) by the formula Cn(ΣP , ∂ΣP ; ρ) :=
Cn(ΣP ; ρ)
/
Cn(∂ΣP ; ρ) and by passing the boundary map to the quotient. We will denote by
Hn(ΣP , ∂ΣP ; ρ) its homology groups.
Denote by Cn(ΣP ; ρ) the vector space of maps σ
n : P (n) → ⊕(αn,...,α0)∈P (n)Tρ(αn...α0)G such that
σn(αn, . . . , α0) ∈ Tρ(αn,...,α0)G and such that σn(αn, . . . , α0β) = σn(αn, . . . , α0)ρ(β) for all (αn, . . . , α0, β) ∈
P (n+1). Define a map dn : Cn(ΣP ; ρ)→ Cn+1(ΣP ; ρ) by the formula
dncn(αn+1, . . . , α0) := ρ(αn+1)c(αi, . . . , α0) +
n∑
k=1
(−1)k+nc(αn+1, . . . , αkαk−1, . . . , α0).
A straightforward computation shows that dn ◦ dn+1 = 0, hence (C•(ΣP ; ρ), d•) is a co-chain complex.
Definition 3.2. The complex (C•(ΣP , ∂ΣP ; ρ), d
•) is defined as the sub-complex whose graded part
Cn(ΣP , ∂ΣP ; ρ) ⊂ Cn(ΣP ; ρ) consists in the maps σn sending each element (αn, . . . , α0), such that each
path αi is trivial, to zero. We denote by H
n(ΣP , ∂ΣP ; ρ) its cohomology groups.
Definition 3.3. We define a 0-graded pairing 〈·, ·〉 : C•(ΣP , ∂ΣP ; ρ)⊗ C•(ΣP , ∂ΣP ; ρ)→ C by the formula
〈< (αn, . . . , α0), X >, cn〉 := (X, cn(αn, . . . , α0))ρ(αn...α0) .
Since the pairings (·, ·)g : TgG⊗2 → C are non-degenerate, the pairing 〈·, ·〉 is also non-degenerate. If
follows from the definitions that, for all σn+1 ∈ Cn+1(ΣP , ∂ΣP ; ρ) and for all cn ∈ Cn(ΣP , ∂ΣP ; ρ), one
has the equality 〈∂n+1σn+1, cn〉 = 〈σn+1, dncn〉. Hence the pairing 〈·, ·〉 induces a 0-graded non-degenerate
pairing in homology (still denoted by the same letter):
〈·, ·〉 : H•(ΣP , ∂ΣP ; ρ)⊗H•(ΣP , ∂ΣP ; ρ)→ C.
Notations 2. If α ∈ Π1(ΣP) and X ∈ Tρ(α)G, we will denote by [α,X ] ∈ H1(ΣP , ∂ΣP ; ρ) the class of the
element
〈
(α, 1t(α)), X
〉
, where 1t(α) represents the constant path based at t(α).
3.2. Relation with the (co)tangent spaces of the character varieties. We first recall some basic facts
about tangent spaces (see [Har77] for more details). Let X be a complex affine variety and x ∈ X be a
point represented by a character χx : C[X ]→ C. We endow the space C with a structure of C[X ]-bimodule,
denoted Cχx , defined for any f ∈ C[X ] and z ∈ C by the formula f · z = z · f := χx(f)z. The Zarisky
tangent space TxX is defined as the set Der(C[X ],Cχx) of derivations, that is of linear maps ϕ : C[X ]→ C
satisfying ϕ(fh) = χx(f)ϕ(h) + ϕ(f)χx(h). If f : X → Y is a regular map defined by an algebra morphism
f∗ : C[Y ]→ C[X ], define Dxf : TxX → TyY as the map sending a derivation ϕ to ϕ ◦ f∗.
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Let ρ ∈ RG(Σ) be a functor represented by a character χρ : ⊗∨Π1(ΣP)C[G] → C which vanishes on the
ideal Iǫ + I∆ as in Lemma 2.2. Define an isomorphism Λ′ : Der
(
⊗∨Π1(ΣP)C[G],Cχρ
)
∼=−→ C1(ΣP ; ρ) as
follows. A morphism ϕ ∈ Der
(
⊗∨Π1(ΣP)C[G],Cχρ
)
induces on each factor C[G]α ⊂ ⊗∨β∈Π1(ΣP)C[G]β an
element Xα ∈ Der(C[G],Cχρ(α) ) = Tρ(α)G. We define Λ′(ϕ) as the map sending (α1, α0) to Xα1ρ(α0)−1.
Conversely, if c1 ∈ C1(ΣP ; ρ) and α ∈ Π1(ΣP), consider the derivation Xα := c1(α, 1t(α)) ∈ Tρ(α)G. Define
Λ′−1(c1) ∈ Der
(
⊗∨Π1(ΣP)C[G],Cχρ
)
by the formula Λ′−1(c1)(xα) := Xα(x). The maps Λ
′ and Λ′−1 are
inverse each other, hence are isomorphisms.
It follows from the definitions that the isomorphism Λ′ sends the subspace Der
(
⊗∨Π1(ΣP)C[G], Iǫ,Cχρ
)
of
morphisms ϕ ∈ Der
(
⊗∨Π1(ΣP )C[G],Cχρ
)
which vanishes on Iǫ, to the subspace C1(ΣP , ∂ΣP ; ρ). Hence
Λ′ induces an isomorphism Λ′′ : Der
(
⊗∨Π1(ΣP )C[G], Iǫ,Cχρ
)
∼=−→ C1(ΣP , ∂ΣP ; ρ). Identify the space
Der
(
C[RG(Σ)],Cχρ
)
with the subspace of morphisms ϕ ∈ Der
(
⊗∨Π1(ΣP )C[G], Iǫ,Cχρ
)
which vanishes on
I∆.
Lemma 3.4. The isomorphism Λ′′ sends the subspace Der
(
C[RG(Σ)],Cχρ
)
to the subspace Z1(ΣP , ∂ΣP ; ρ).
Proof. Let ϕ be a morphism in Der
(
⊗∨Π1(ΣP )C[G], Iǫ,Cχρ
)
. Denote by Xα ∈ Tρ(α)G the derivations induced
by the restrictions of ϕ to the factors C[G]α ⊂ ⊗∨β∈Π1(ΣP)C[G]β as before and define c1 := Λ′′(ϕ). One has
the following equivalences:
ϕ(I∆) = 0 ⇐⇒ ϕ(xαβ) =
∑
ϕ(x′α)ϕ(x
′′
β), for all (α, β) ∈ P (1), x ∈ C[G]
⇐⇒ ϕ(xαβ) =
∑
ϕ(x′α)χρ(x
′′
β) + χρ(x
′
α)ϕ(x
′′
β), for all (α, β) ∈ P (1), x ∈ C[G]
⇐⇒ Xαβ = Xαρ(β) + ρ(α)Xβ , for all (α, β) ∈ P (1)
⇐⇒ c1(αβ, 1t(β)) = c1(α, 1t(α))ρ(β) + ρ(α)c1(β, 1t(β)), for all (α, β) ∈ P (1)
⇐⇒ d1c1(α, β, 1t(β)) = 0, for all (α, β) ∈ P (1) ⇐⇒ d1c1 = 0
This concludes the proof.

Denote by Λ′′′ : Der
(
C[RG(Σ)],Cχρ
) ∼=−→ Z1(ΣP , ∂ΣP ; ρ) the isomorphism induced by Λ′′. Recall that
we defined the gauge group as C[G] = ⊗∨
Σ˚P
C[G]. Its neutral element is represented by the character χ0 :
C[G] → C defined by χ0(xv) = ǫ(x). Define an isomorphism Λ0 : Der (C[G],Cχ0)
∼=−→ C0 (ΣP , ∂ΣP ; ρ)
as follows. A derivation ϕ0 ∈ Der (C[G],Cχ0) induces on each factor C[G]v ⊂ ⊗v′∈Σ˚PC[G]v′ a derivation
Xv ∈ Der(C[G]v,Cǫ) = g. Define Λ0(ϕ0) = c0 by the formula c0(α) := Xs(α)ρ(α)−1. The inverse map
of Λ0 sends a map c0 ∈ C0 (ΣP , ∂ΣP ; ρ) for which Xv := c0(1v) ∈ g, to the derivation ϕ0 defined by
ϕ0(xv) := Xv(x).
Consider the map cρ : G → RG(Σ) defined via the gauge group action cρ(g) := g · ρ. This map is better
described as the algebra morphism c∗ρ : C[RG(Σ)]→ C[XG(Σ)] defined as the composition
c∗ρ : C[RG(Σ)]
∆LG−−→ C[G]⊗ C[RG(Σ)] id⊗χρ−−−−→ C[G].
Define the morphismDecρ : Der (C[G],Cχ0 )→ Der
(
C[RG(Σ)],Cχρ
)
as the map sending a derivation ϕ0 to
the derivation ϕ0◦c∗ρ. Denote by ι : C[XG(Σ)] →֒ C[RG(Σ)] the inclusion map. Denote by χ[ρ] : C[XG(Σ)]→
C the character defined as the composition χ[ρ] := χρ ◦ ι. Eventually denote by p : Der
(
C[RG(Σ)],Cχρ
)→
Der
(
C[XG(Σ)],Cχ[ρ]
)
the surjective morphism sending a derivation ϕ to ϕ ◦ ι.
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Lemma 3.5. The following diagram is commutative:
Der (C[G],Cχ0 ) Der (C[RG(Σ)],Cχ) Der
(
C[XG(Σ)],C[χ]
)
0
C0 (ΣP , ∂ΣP ; ρ) Z
1 (ΣP , ∂ΣP ; ρ) H
1 (ΣP , ∂ΣP ; ρ) 0
Decρ
∼= Λ0
p
∼= Λ′′′
−d0
Moreover both lines in the above diagram are exact.
Proof. The second line in the diagram is exact because d0 and −d0 have the same image. To prove that the
first line is also exact, recall that the character variety is defined by the following exact sequence
0→ C[XG(Σ)] ι−→ C[RG(Σ)]
∆LG−η⊗id−−−−−−→ C[G]⊗ C[RG(Σ)].
We thus have the following exact sequence
Der (C[G]⊗ C[RG(Σ)], χ0 ⊗ χρ) θ−→ Der (C[RG(Σ)], χρ) p−→ Der
(
C[XG(Σ)], χ[ρ]
)→ 0,
where θ sends a derivation ϕ to ϕ ◦ (∆LG − η ⊗ id). Consider the isomorphism
κ : Der (C[G], χ0)⊕Der (C[RG(Σ)], χρ)
∼=−→ Der (C[G]⊗ C[RG(Σ)], χ0 ⊗ χρ)
sending ϕ0 ⊕ ϕ1 to ϕ0 ⊗ χρ + χ0 ⊗ ϕ1. A straightforward computation shows that the composition θ ◦ κ
sends ϕ0 ⊕ ϕ1 to Decρ(ϕ0)− χρ. Therefore, denoting by δ : Der (C[G],Cχ0)→ Der (C[RG(Σ)],Cχ) the map
sending ϕ0 to Decρ(ϕ0)− χρ, one has the following exact sequence
Der (C[G],Cχ0) δ−→ Der (C[RG(Σ)],Cχ) p−→ Der
(
C[XG(Σ)], χ[ρ]
)→ 0.
The exactness of the first line of the diagram of Lemma 3.5 follows from the observation that the maps Decρ
and δ have the same image.
It remains to show that Λ′′ ◦Decρ = −d0 ◦ Λ0 to conclude the proof. Let ϕ0 ∈ Der (C[G],Cχ0). For each
v ∈ Σ˚P denote by Xv ∈ g the vector induced by ϕ0 and set c0 := Λ0(ϕ0) the map defined by c0(1v) = Xv. For
each α ∈ Π1(ΣP) denote by Xα ∈ Tρ(α)G the derivation induced by Decρ(ϕ0) and set c1 := Λ′′′ ◦Decρ(ϕ0)
the map defined by c1(α, 1t(α)) = Xα. Choose a path α ∈ Π1(ΣP) such that s(α), t(α) ∈ Σ˚P and an element
x ∈ C[G]. One has:
Xα(x) = Decρ(ϕ0)(xα) = ϕ0 ◦ (id⊗ χρ) ◦ (∆LG )(xα)
= ϕ0 ◦ (id⊗ χρ)
(∑
x′s(α)S(x
′′′)t(α) ⊗ x′′α
)
=
∑
ϕ0
(
x′s(α)S(x
′′′)t(α)
)
χρ(x
′′
α)
=
∑
ǫ(x′)ϕ0(S(x
′′′)t(α))χρ(x
′′
α) +
∑
ǫ ◦ S(x′′′)ϕ0(x′s(α))χρ(x′′α)
= (ρ(α)Xt(α) −Xs(α)ρ(α))(x)
The above equalities imply that c1(α, 1t(α)) = −d0c0(α, 1t(α)). The cases where (s(α), t(α)) ∩ ∂ΣP 6= ∅ are
proved similarly. Hence we have the equality c1 = −d0(c0) which proves that Λ′′ ◦ Decρ = −d0 ◦ Λ0 and
concludes the proof.

Definition 3.6. Lemma 3.5 implies that Λ′′′ induces an isomorphism Λ : T[ρ]XG(Σ)
∼=−→ H1 (ΣP , ∂ΣP ; ρ).
The non-degenerate pairing 〈·, ·〉 : H1(ΣP , ∂ΣP ; ρ) ⊗ H1(ΣP , ∂ΣP ; ρ) → C induces an isomorphism between
the space H1(ΣP , ∂ΣP ; ρ) and the dual of H
1(ΣP , ∂ΣP ; ρ). Identifying the cotangent space Ω
1
[ρ]XG(Σ)
with the dual of the Zarisky tangent space T[ρ]XG(Σ), the isomorphism Λ induces an isomorphism Λ∗ :
Ω1[ρ]XG(Σ)
∼=−→ H1(ΣP , ∂ΣP ; ρ).
Note that we have proved Theorem 1.3.
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Notations 3. Let fC be a curve function and α a path representative of C. Define the vector Xf,α ∈ Tρ(α)G
as the vector such that for all Y ∈ Tρ(α)G one has Dρ(α)f(Y ) = (Xf,α, Y )ρ(α). Recall that we denoted by
[α,X ] ∈ H1(ΣP , ∂ΣP ; ρ) the class of the element
〈
(α, 1t(α)), X
〉
. Both the vector Xf,α and the class [α,Xf,α]
are independent of the choice of the path representative α. We will denote them by Xf,C and [C, Xf,C]
respectively.
Lemma 3.7. The isomorphism Λ∗ : Ω1[ρ]XG(Σ)
∼=−→ H1(ΣP , ∂ΣP ; ρ) sends the derivative D[ρ]fC to the class
[C, Xf,C].
Proof. Let ϕ ∈ Der (C[RG(Σ)], χρ) and define c1 := Λ′′′(ϕ) and [ϕ] := ϕ ◦ ι ∈ T[ρ]XG(Σ) such that Λ([ϕ]) =
[c1]. We must show that D[ρ]fC · [ϕ] =
〈
[C, Xf,C], [c1]
〉
to conclude. Unravelling the definitions, one has the
following identities 〈
[C, Xf,C,], [c1]
〉
=
(
Xα,f , c
1(α, 1t(α))
)
= Dρ(α)f · c1(α, 1t(α))
= Dρfα · ϕ = D[ρ]fC · [ϕ]
This concludes the proof.

Let a and b be two boundary arcs of Σ and consider the injective morphism ia#b : C[XG(Σ|a#b)] →֒
C[XG(Σ)] of Proposition 2.16, corresponding to a surjective regular map Ψa#b : XG(Σ)→ XG(Σ|a#b). Write
ρ|a#b = Ψa#b(ρ). The derivative D[ρ]Ψa#b : T[ρ]XG(Σ)→ T[ρa#b]XG(Σ|a#b), together with the isomorphism
Λ, induce a surjective linear map ηa#b : H
1 (ΣP , ∂ΣP ; ρ)→ H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρ|a#b
)
. By duality,
one obtains also an injective map ja#b : H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρ
)
→ H1 (ΣP , ∂ΣP ; ρ) described as
follows.
Note that it follows from Proposition 2.5 and Lemma 3.7 that the space H1 (ΣP , ∂ΣP ; ρ) is spanned by
the classes of the form [C, X ]. Denote by π : ΣP → Σ|a#bPa#b the natural projection and by c the image of
a and b by π. Let C be a curve in Σ|a#b. Let αC be a path representative of C and choose a decomposition
αC = β1 . . . βn such that each path βi admits a geometric representative whose interior does not intersect c.
Lifting each geometric representative through π, we obtain a collection α1, . . . , αn of paths in Π1(ΣP ) such
that the path α1 . . . αn is sent to αC through π.
Lemma 3.8. The linear map ja#b : H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρ
)
→ H1 (ΣP , ∂ΣP ; ρ) is characterized by
the formula
ja#b ([C, X ]) =
∑
i
[αi, ρ (α1 . . . αi−1)
−1
Xρ (αi+1 . . . αn)
−1
].
Proof. The proof is a straightforward consequence of the definition and of the following equality in homology
[β1 . . . βn, X ] =
∑
i
[βi, ρ (β1 . . . βi−1)
−1
Xρ (βi+1 . . . βn)
−1
].

3.3. Discrete versions of twisted cohomology. Let Σ be a punctured surface, P a finite presentation
of Π1(ΣP) and ρ ∈ RG(Σ,P). Recall that we defined a regular map R : GG → GRL such that RG(Σ,P) :=
R−1(e, . . . , e) and that we defined the discrete gauge group as GP := GV˚. Define a regular map cρ : GV˚ → GG
by the gauge group action cρ(g) = g · ρ.
Definition 3.9. The cochain complex (C•(Σ,P; ρ), d•) is defined as follows. The graded space C•(Σ,P; ρ)
has only non trivial graded parts in degree 0, 1 and 2 which are defined by:
C0(Σ,P; ρ) := T(e,...,e)G
V˚ ∼= g⊕V˚ C1(Σ,P; ρ) := TρGG ∼= ⊕β∈GTρ(β)G C2(Σ,P; ρ) := T(e,...,e)GRL ∼= g⊕RL
The co-boundary maps d0 : C0(Σ,P; ρ) → C1(Σ,P; ρ) and d1 : C1(Σ,P; ρ) → C2(Σ,P; ρ) are defined as
the derivatives d0 := D(e,...,e)cρ and d
1 := DρR.
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Since the composition R ◦ cρ = 0 is a constant map, the chain-rule implies the equality d1 ◦ d0 = 0 .
The inclusion RG(Σ,P) ⊂ GG induces an injective morphism i : TρRG(Σ,P) →֒ C1(Σ,P; ρ). Moreover the
inclusion C[XG(Σ,P)] ⊂ C[RG(Σ,P)] induces a surjective morphism p : TρRG(Σ,P)→ T[ρ]XG(Σ,P).
Lemma 3.10. (1) The image of the morphism i is the space Z1(Σ,P; ρ) of cocycles. Hence i induces
an isomorphism j : TρRG(Σ,P)
∼=−→ Z1(Σ,P; ρ).
(2) The following diagram commutes:
T(e,...,e)G
G TρRG(Σ,P) T[ρ]XG(Σ,P) 0
C0 (Σ,P; ρ) Z1 (Σ,P; ρ) H1 (Σ,P; ρ) 0
Decρ
=
p
∼= j
d0
Moreover both lines in the above diagram are exact.
Proof. Denote by R∗ : C[G]⊗G → C[G]⊗RL the morphism defining the regular map R. The representation
variety is defined as the co-image
C[G]⊗RL
R∗−η⊗G◦ǫ⊗RL−−−−−−−−−→ C[G]⊗G → C[RG(Σ,P)]→ 0.
Denote by κ : TρG
⊗G → TeGRL the map sending a derivation ϕ to DρR(ϕ) − η⊗RL. The above exact
sequence induces the following one
TρRG(Σ,P) i−→ TρGG κ−→ TeGRL → 0.
Since the maps κ and DeR = d1 have the same kernel, this proves the first assertion. The proof that the
first line, in the diagram of the second assertion, is exact is a straightforward adaptation of the argument
in the proof of Lemma 3.5. The commutativity of the diagram follows from the definition d0 := Decρ. This
concludes the proof.

Lemma 3.10 implies that the morphism j induces an isomorphism ΛP : T[ρ]XG(Σ,P)
∼=−→ H1 (Σ,P; ρ). The
isomorphism ΨP : XG(Σ)
∼=−→ XG(Σ,P) of Proposition 2.11 induces an isomorphism T[ρ]ΨP : T[ρ]XG(Σ)
∼=−→
T[ρP]XG(Σ,P). Define the isomorphism θP : H1 (ΣP , ∂ΣP ; ρ)
∼=−→ H1(Σ,P; ρP) as the composition
θP : H1 (ΣP , ∂ΣP ; ρ)
Λ−1−−−→ T[ρ]XG(Σ)
T[ρ]Ψ
P
−−−−→ T[ρP]XG(Σ,P) Λ
P
−→ H1 (Σ,P; ρP) .
Unfolding the definitions, the isomorphism θP sends a class [c1] to a class [c1
P
] where c1
P
= ⊕β∈Gc1(β, 1t(β)).
Proposition 3.11. Let Σ be a connected punctured surface. The followings assertions hold:
(1) If ∂Σ 6= ∅ and P is an arbitrary presentation, then H0 (Σ,P; ρ) = 0.
(2) If ∆ is a topological triangulation of Σ and P∆ is the associated presentation defined in Example 1,
then H2
(
Σ,P∆; ρ
)
= 0.
(3) If ∂Σ 6= ∅ and P∆ is the presentation associated to a topological triangulation, then the character
variety XG(Σ,P∆) is a smooth variety of dimension dim (H1(ΣP , ∂ΣP ;C)) · dim(g).
Proof. We first suppose that ∂Σ 6= ∅ and fix a finite presentation P. Let X := ⊕v∈V˚Xv ∈ C0(Σ,P; ρ) be
such that d0(X) = 0. Fix v ∈ V˚ and let us prove that Xv = 0. This will imply that X = 0 and will prove
the first statement of the proposition. Write d0 = (d0β1 , . . . , d
0
βn
) where the elements βi are the generators
of P. Consider a path α = α1 . . . αn such that each αi is a generator, s(α) ∈ ∂ΣP , t(α) = v and each
vertex vi := t(αi) lies in V˚. Then d
0
α1
(X) = 0 implies Xv1 = 0 and for 2 ≤ i ≤ n, the relation d0αi(X) = 0
implies Xvi−1ρ(αi) = ρ(αi)Xvi . By induction, one obtains that Xv = 0. This concludes the proof of the first
assertion.
Now consider a presentation P∆ = (V,G,RL) associated to a topological triangulation of an arbitrary
punctured surface Σ. Let us prove that the co-boundary map d1 is surjective. Write d1 = (d1R1 , . . . , d
1
Rm
).
The set RL contains trivial relations of the form RδT = δ
T ⋆ (δT)−1, where δ = α, β, γ and T ∈ F (∆), and the
non-trivial relations RT = γ
T ⋆ βT ⋆ αT associated to the faces T ∈ F (∆). By definition, if X = ⊕η∈GXη ∈
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C1(Σ,P∆; ρ), then d1R
δT
(X) = XδTρ(δ
T)−1 + ρ(δT)XδT−1 and d
1
RT
(X) = XγTρ(γ
T)−1 + ρ(γT)XβTρ(α
T) +
ρ(αT)−1XαT . It follows from these expressions that the maps d
1
R
δT
and d1RT are surjective, hence d
1 is also
surjective and the second assertion of the proposition is proved.
Eventually, suppose that ∂Σ 6= ∅ and fix ∆ a topological triangulation of Σ. By Lemma 3.10, the
dimension of the Zarisky tangent space T[ρ]XG(Σ,P∆) is equal to the dimension of the first cohomology group
H1(Σ,P∆; ρ). By the preceding discussion, the dimension of the first cohomology group is the opposite of the
Euler characteristic of the complex
(
C•(Σ,P∆; ρ), d•
)
. Denoting by E˚(∆) the set of edges of the triangulation
which are not boundary arcs. The Euler characteristic is equal to:
χ =
(
|E˚(∆)| − 2|F (∆)|
)
dim(g) = − dim (H1(ΣP , ∂ΣP ;C)) · dim(g).
Therefore, the dimension −χ of the Zarisky tangent space is independent of the point [ρ]. This concludes
the proof. 
Proposition 3.12. Let Σ be a connected punctured surface such that ∂Σ 6= ∅. The character variety XG(Σ)
is isomorphic to Gd, where d := dim (H1(ΣP , ∂ΣP ;C)) .
Proof. When Σ = B is the bigon, the Proposition is immediate. Else, consider a topological triangulation
∆ and its presentation P∆ as defined in Example 1. Consider a finite presentation P′ obtained from P∆
by removing an arbitrary generator, say αT, in each triangle T. Then P
′ is a finite presentation without
non-trivial relation, hence the character variety XG(Σ,P′) is isomorphic to the character variety XG(Γ) of
its generating graph (see Definition A.3). Since Σ is not closed, the graph Γ satisfies V ∂(Γ) 6= ∅. By
Proposition A.4, there exists d ≥ 1 such that XG(Γ) ∼= Gd. The value of d is given by the dimension
computed in Proposition 3.11. 
3.4. The intersection form. We first recall from ([Dri83], [CP95, Section 2.1]) the definition of a classical
r-matrix. Let τ ∈ g⊗2 be the invariant bi-vector dual to the non-degenerate pairing (·, ·). A classical r-matrix
is an element r ∈ g⊗2 such that:
(1) The symmetric part r+σ(r)2 of r is the invariant bi-vector τ .
(2) The bi-vector r satisfies the following classical Yang-Baxter equation:
0 = [r12, r13] + [r12, r23] + [r13, r23] ∈ g⊗3
If g is a simple Lie algebra and g = n−⊕h⊕n+ a Cartan decomposition, the invariant bi-vector decomposes
as τ = τ0 + τ−+ + τ+− where τ0 ∈ h⊗2, τ−+ ∈ n− ⊗ n+ and τ+− = σ(τ−+) ∈ n+ ⊗ n−.
Definition 3.13. We define the classical r-matrices r± by the formulas r+ := τ0+2r+− and r− := τ0+2r−+.
For instance, suppose that g = sl2 is identified with the space of traceless 2 × 2 matrices and set H :=(
1 0
0 −1
)
, E :=
(
0 1
0 0
)
and F :=
(
0 0
1 0
)
. Choosing the Killing form with invariant bi-vector τ =
1
2H ⊗H + E ⊗ F + F ⊗ E, we find r+ = 12H ⊗H + 2E ⊗ F and r− = 12H ⊗H + 2F ⊗ E.
If g is abelian, we define r+ = r− = τ . If G is a complex reducible affine Lie group, its Lie algebra
decomposes as a direct sum g = ⊕igi where each summand gi is either simple or abelian. In that case we
define the classical r-matrices r± := ⊕ir±i .
The goal of this subsection is to define a skew-symmetric pairing
⋂
o : H1(ΣP , ∂ΣP ; ρ)
⊗2 → C depending
on a choice o of orientation of each boundary arc of Σ.
Notations 4. Given such an orientation o and a a boundary arc, we will write o(a) = + if the o-orientation
of a agrees with the orientation induced by the orientation of Σ on its boundary, and write o(a) = − if it is
the opposite orientation.
Fix a representation ρ ∈ RG(Σ). Let C1, C2 be two curves of Σ. Two geometric representatives c1 and c2
of C1 and C2 are said in transverse position if the images of c1 and c2 intersect transversally in the interior
of ΣP along simple crossings. We denote by α1 and α2 the path representatives associated to c1 and c2. For
i = 1, 2, fix a vector Xi ∈ Tρ(αi)G with the additional assumption that Xi is G-invariant if Ci is closed. If
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v is a point of the image of ci, it induces a decomposition ci = c
−
i · c+i of the geometric representative and
hence a decomposition αi = α
−
i α
+
i of the path such that t(α
−
i ) = s(α
+
i ) = v. We denote by Xi(v) ∈ g the
vector Xi(v) := ρ(α
−
i )
−1Xiρ(α
+
i )
−1.
Let v ∈ c1 ∩ c2 ⊂ Σ˚P be an intersection point and denote by e1, e2 ∈ TvΣP the tangent vectors of c1 and
c2 respectively at the point v. We define the sign intersection ε(v) = +1 if (e1, e2) is an oriented basis of TvΣ
and ε(v) = −1 else. Let a be a boundary arc and denote by S(a) the set of couples (v1, v2) of points such
that vi ∈ ci ∩ a. Note that c1 and c2 do not have intersection point in a by definition. Given (v1, v2) ∈ S(a),
we define a sign ε(v1, v2) ∈ {±1} as follows. Isotope c1 around a to bring v1 in the same position than v2
and denote by c′1 the new geometric curve. The isotopy should preserve the transversality condition and
should not make appear any new inner intersection point. Define e1, e2 ∈ Tv2ΣP the tangent vectors at v2
of c′1 and c2 respectively. Define ε(v1, v2) = +1 if (e1, e2) is an oriented basis and ε(v1, v2) = −1 else.
Note that the orientation o induces a total order <o on the set of elements of a. For (v1, v2) ∈ S(a) we
will write o(v1, v2) = +1 if v1 <o v2 and o(v1, v2) = −1 if v2 <o v1.
Definition 3.14. Define a complex number (c1, X1)
⋂
o(c2, X2) ∈ C by the formula
(c1, X1)
⋂
o(c2, X2) :=
∑
a
∑
(v1,v2)∈S(a)
ε(v1, v2)
(
X1(v1)⊗X2(v2), ro(v1,v2)
)
+ 2
∑
v∈c1∩c2
ε(v) (X1(v), X2(v)) .
In this formula, we have use the pairing (·, ·) : g⊗2 ⊗ g⊗2 → C defined by (x1 ⊗ y1, x2 ⊗ y2) =
(x1, x2)(y1, y2).
Lemma 3.15. (1) The number (c1, X1)
⋂
o(c2, X2) is independent on the choice of the geometric rep-
resentative c1, c2 of C1, C2. Hence it induces a skew-symmetric pairing
⋂
o : Z1 (ΣP , ∂ΣP ; ρ)
⊗2 → C.
(2) The pairing
⋂
o vanishes on the sub-space (B1 (ΣP , ∂ΣP ; ρ)⊗ Z1 (ΣP , ∂ΣP ; ρ))⊕ (Z1 (ΣP , ∂ΣP ; ρ)⊗
B1 (ΣP , ∂ΣP ; ρ)). Therefore, it induces a skew-symmetric pairing⋂
o : H1(ΣP , ∂ΣP ; ρ)
⊗2 → C.
Proof. First remark that if we denote by c−11 the geometric curve defined by c
−1
1 (t) = c1(1− t), then one has
the equality
(c1, X1)
⋂
o(c2, X2) = (c
−1
1 ,−ρ(α1)−1X1ρ(α1)−1)
⋂
o(c2, X2)
Suppose that (c1, c2) and (c
′
1, c
′
2) are two pairs of geometric representatives of C1, C2. One can pass from
the pair (c1, c2) to the pair (c
′
1, c
′
2) by a sequence of elementary moves which consist in the two moves drawn
in Figure 2 together with the elementary moves obtained from these two moves by changing the orientation
of c1 or c2 or both. By the above formula, to prove the first point of the lemma, it is sufficient to show the
invariance of (c1, X1)
⋂
o(c2, X2) by the two elementary moves of Figure 2.
Figure 2. Two elementary moves for pairs of geometric representatives of a pair of curves.
Suppose that (c1, c2) and (c
′
1, c
′
2) are two pairs which differ from the elementary move drawn in the left part
of Figure 2. Denote by v1 and v2 the two additional points induced by the move and, for i = 1, 2, decompose
the paths αi = α
−
i α
0
iα
+
i where t(α
−
i ) = s(α
0
i ) = v1 and t(α
0
i ) = s(α
+
i ) = v2. Note that α
0
1 = α
0
2 =: α0. We
compute:
(c′1, X1)
⋂
o(c′2, X2)− (c1, X1)
⋂
o(c2, X2) = 2ε(v1)(X1(v1), X2(v1)) + 2ε(v2)(X1(v2), X2(v2))
= (+2)
(
ρ(α−1 )
−1X1ρ(α
+
1 )
−1ρ(α0)−1, ρ(α−2 )
−1X2ρ(α
+
2 )
−1ρ(α0)−1
)
+ (−2) (ρ(α0)−1ρ(α−1 )−1X1ρ(α+1 )−1, ρ(α0)−1ρ(α−2 )−1X2ρ(α+2 )−1) = 0
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In the last line, we used the G-invariance of the pairing (·, ·). Next suppose that (c1, c2) and (c′1, c′2)
are two pairs which differ from the elementary move drawn in the right part of Figure 2. Denote by a the
boundary arc and v˚, v1, v2, v
′
1, v
′
2 the points defined in Figure 2. For i = 1, 2, decompose the paths α
′
i = α
−
i α
0
i
such that t(α−i ) = s(α
0
i ) = v˚ and t(α
0
i ) = v
′
i. Note that α
0
1 = α
0
2 =: α
0. We compute:
(c′1, X1)
⋂
o(c′2, X2)− (c1, X1)
⋂
o(c2, X2)
= 2ε(˚v) (X1 (˚v), X2(˚v)) + ε(v
′
1, v
′
2)
(
X1(v
′
1)⊗X2(v′2), ro(v
′
1,v
′
2)
)
− ε(v1, v2)
(
X1(v1)⊗X2(v2), ro(v1,v2)
)
= 2
(
ρ(α−1 )
−1X1ρ(α
0)−1, ρ(α−1 )
−1X2ρ(α
0)−1
)− (ρ(α1)−1X1 ⊗ ρ(α2)−1X2, r−o(a))
−
(
ρ(α1)
−1X1 ⊗ ρ(α2)−1X2, ro(a)
)
=
(
ρ(α1)
−1X1 ⊗ ρ(α2)−1X2, 2τ − r−o(a) − ro(a)
)
= 0
In the above equalities we used both the G invariance of the pairing (·, ·) and the fact that τ is the symmetric
part of the r-matrix ro(a).
To prove the second part of the lemma first note that B1 (ΣP , ∂ΣP ; ρ) is spanned by co-boundary elements
of the form ∂2
〈
(α2, α1, 1t(α1)), X
〉
such that the paths α2, α1 and α2α1 admit geometric representatives c1, c2
and c12 respectively. Since
∂2 〈(α2, α1, 1), X〉 =
〈
(α1, 1), ρ(α2)
−1X
〉
+
〈
(α2, 1), Xρ(α1)
−1
〉− 〈(α2α1, 1), X〉
we need to prove that for any geometric path c′ transverse to c1, c2 and c12, one has the equality
(c12, X)
⋂
o(c′, Y ) = (c1, ρ(α2)
−1X)
⋂
o(c′, Y ) + (c2, Xρ(α1)
−1)
⋂
o(c′, Y ).
This equality follows from a straightforward computation.

Definition 3.16. We call intersection form the skew-symmetric pairing:⋂
o : H1(ΣP , ∂ΣP ; ρ)
⊗2 → C.
We now show that the intersection form behaves well for the gluing operation. Let a and b be two boundary
arcs of Σ. Recall that we defined a map ja#b : H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρa#b
)
→ H1 (ΣP , ∂ΣP ; ρ)
characterized by Lemma 3.8. We choose an orientation o of the boundary arcs of Σ such that the gluing
map ϕ preserves the orientation of a and b. This is equivalent to the equality of the signs o(a) = −o(b). Still
denote by o the induced orientation of the boundary arcs of Σ|a#b.
Lemma 3.17. The following diagram commutes:
H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρa#b
)⊗2
C
H1 (ΣP , ∂ΣP ; ρ)
⊗2
⋂
o
(ja#b)
⊗2 ⋂ o
Proof. Denote by c the image in Σ|a#b of the boundary arcs a and b and denote by π the projection map.
Consider [C1, X1], [C2, X2] ∈ H1
(
Σ|a#bP|a#b
, ∂Σ|a#bP|a#b
; ρa#b
)
two generators and choose some geomet-
ric representatives c1 and c2 in transverse position such that c1 ∩ c2 ∩ c = ∅. Denote by α and β the
paths in Π1(ΣP ) representing the classes of c1 and c2 respectively. For i = 1, 2 choose a decomposition
ci = c
1
i . . . c
ni
i such that the interior of each sub-arc c
j
i does not intersect c. The arcs c
j
i lift through
the projection π to arcs in ΣP whose classes in Π1(ΣP) will be denoted α
j
i . Denote by Xi,j the vector
Xi,j := ρ(α
1
i . . . α
j−1
i )
−1Xρ(αj+1i . . . α
ni
i )
−1 ∈ T
ρ(αji )
G.
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By Lemma 3.8, one has the equality for i = 1, 2
ja#b([Ci, Xi]) =
∑
j
[αji , Xi,j ].
Hence, one has
(1) ja#b([C1, X1])
⋂
oja#b([C2, X2]) =
∑
i,j
[αi1, X
i
1]
⋂
o[αj2, X
j
2 ].
The projection map π induces a bijection between the set of intersection points in c1 ∩ c2 and the disjoint
union of intersection points in
⊔
i,j c
i
1 ∩ cj2. Moreover the contribution of the points of c1 ∩ c2 in the formula
defining [C1, X1]
⋂
o[C2, X2] is equal to the contribution of the points of
⊔
i,j c
i
1 ∩ cj2 in the right-hand-side of
Equation (1). If d represents a boundary arc of Σ distinct from a and b, the projection π induces a bijection
between the set of pairs (v1, v2) ∈ d∩c1×d∩c2 and the disjoint union over the indexes i and j of set of pairs
(v1, v2) ∈ π(d) ∩ ci1 × π(d) ∩ cj2. Moreover the contribution of the pairs of points in d in the formula defining
[C1, X1]
⋂
o[C2, X2] is equal to the contribution of the points in π(d) in the right-hand-side of Equation (1).
Denote by S(c) the set of pairs (v1, v2) ∈ c1 ∩ c× c2 ∩ c. Also define S(a) the set of pairs (v1, v2) such that
there exists some indexes i and j such that v1 ∈ ci1 ∩ a and v2 ∈ cj2 ∩ a. Define S(b) in the same manner.
Each pair (v1, v2) ∈ S(c) induces exactly two pairs (va1 , va2 ) ∈ S(a) and (vb1, vb2) ∈ S(b) corresponding to the
lifts by the projection π of the points v1 and v2. Hence the sets S(c), S(a) and S(b) are in natural bijection.
By the preceding discussion, one has:
ja#b([C1, X1])
⋂
oja#b([C2, X2])− [C1, X1]
⋂
o[C2, X2] =
∑
(v1,v2)∈S(a)∪S(b)
ε(v1, v2)
(
X1(v1)⊗X2(v2), ro(v1,v2)
)
=
∑
(v1,v2)∈S(c)
ε(va1 , v
a
2 )
(
X1(v
a
1 )⊗X2(va2 ), ro(v
a
1 ,v
a
2 )
)
+ ε(vb1, v
b
2)
(
X1(v
b
1)⊗X2(vb2), ro(v
b
1,v
b
2)
)
Remark that for each pair (v1, v2) ∈ S(c), one has the equalities o(va1 , va2 ) = o(vb1, vb2), Xi(vai ) = Xi(vbi )
and ε(va1 , v
a
2 ) = −ε(vb1, vb2). Therefore, the above sum vanishes and we have proved the lemma.

4. Poisson structure
4.1. Definition of the Poisson bracket. Given M a smooth manifold, a Poisson structure on M is
a bi-vector field w ∈ Λ2TM such that the Schouten bracket [w,w]S vanishes. Such a bi-vector endows
the algebra C∞(M) of smooth functions with a Poisson bracket {·, ·} defined by the formula {f, h}(x) :=
〈Dxf ⊗Dxh,wx〉 (see e.g. [CP95, LGPV13] for details). In this section, given an orientation o of the
boundary arcs of a punctured surface Σ and a finite presentation P of the fundamental groupoid, we want to
define a Poisson bracket {·, ·}o on the algebra C[XG(Σ,P)]. Since the tangent space at a point [ρ] ∈ XG(Σ,P)
identifies with the twisted groupoid homology, the naive idea is to define an element woρ ∈ Λ2H1(Σ,P; ρ)
and then define a Poisson bracket using the formula {f, h}o ([ρ]) = 〈(ΛP)⊗2(D[ρ]f ⊗D[ρ]h), woρ〉. However,
since we deal with an affine variety rather than a smooth manifold and we care about the algebra of regular
functions rather than the algebra of smooth functions, we need to formulate the construction in the algebraic
setting.
We first recall some basic algebraic facts from [LGPV13]. Let A be a commutative algebra and M a
bimodule. Denote by Xn(A,M) the A-module of n skew symmetric forms P ∈ HomA (ΛnA,M) such that P
is a derivation in each of its variables. The graded algebra X•(A,M) := ⊕n≥0Xn(A,M) has a structure of
Gerstenhaber algebra (X•,∧, [·, ·]S) where ∧ represents the wedge product and [·, ·]S is the Schouten bracket.
If χ :M1 →M2 is a morphism of A-bimodules, there is a well defined morphism χ∗ : X•(A,M1)→ X•(A,M2)
sending P to χ ◦ P . If M = A, we simply denote by X•(A) the algebra X•(A,A). If X is an affine variety,
the algebra X•(C[X ]) plays the same role than the Gerstenhaber algebra Λ•TM in differential geometry. It
follows from the definition of the Schouten bracket that a bi-derivation P ∈ X2(C[X ]) is a Poisson bracket if
and only if the Schouten bracket [P, P ]S vanishes. If x ∈ X is represented by a character χx : C[X ]→ C and
Cχx represents the corresponding C[X ] bimodule structure on C, we will denote by Px ∈ Xn(C[X ],Cχx) the
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derivation associated to an element P ∈ Xn(C[X ]) by the formula Px := χx ◦ P . Note that X1(C[X ],Cχx)
is, by definition, the Zarisky tangent space TxX .
4.1.1. The case of the bigon. We first consider the case where Σ = B. Recall from Example 1 that the
bigone is endowed with a canonical presentation PB with only generators α±, where α is a path such that
s(α) lies in some boundary arc a and t(α) lies in the other boundary arc b. The morphism XG(B) → G
sending a class [ρ] to ρ(α) is an isomorphism by Proposition 2.11. Let o be an orientation of the boundary
arcs, writing ε1 := o(a) and ε2 := o(b), we want to define a Poisson bracket {·, ·}ε1,ε2 on the algebra
C[G] ∼= C[XG(B)]. The Lie group G has a Poisson bi-vector field wε1,ε2 ∈ Λ2TG defined at g ∈ G by the
formula wε1,ε2g := r
ε1(g ⊗ g) + (g ⊗ g)rε2 . Here we denoted by r± the skew-symmetric part of r±. It is a
classical fact ([CP95, Proposition 2.2.2]) that the classical Yang-Baxter equation implies that the Schouten
bracket [wε1,ε2 , wε1,ε2 ] vanishes, hence the algebra C∞(G) has a Poisson bracket defined by
{f, h}ε1,ε2 (g) = 〈Dgf ⊗Dgh, rε1(g ⊗ g) + (g ⊗ g)rε2〉 .
Remark that only the brackets {·, ·}−,+ and {·, ·}+,− endow G with a Poisson Lie structure, i.e. are such
that the product in G is a Poisson morphism. We now translate the preceding discussion in algebraic terms.
Denote by Cǫ the C[G] bimodule associated to the neutral element e ∈ G, that is such that f · z = z · f =
ǫ(f)z. Let r ∈ g⊗2 be a classical r-matrix and r its skew-symmetric part. Fix (Xi)i a basis of the Lie
algebra g = X1(C[G],Cǫ) and decompose r as r =
∑
i,j r
ijXi ∧ Xj . The left-translation map Lg : G → G
defined by Lg(h) = gh is a regular map with associated algebra morphism L
∗
g : C[G] → C[G] defined by
L∗g = (χg ⊗ id) ◦∆. Define a bi-derivation PL,r ∈ X2(C[G]) by the formula
PL,r :=
∑
i,j
rijµ ◦ [((id⊗Xi) ◦∆)⊗ ((id⊗Xj) ◦∆)− ((id⊗Xj) ◦∆)⊗ ((id⊗Xi) ◦∆)] .
For g ∈ G represented by a character χg, denote by PL,rg ∈ X2(C[G],Cχg ) the bi-derivation PL,r :=
χg ◦ PL,r. One has the equalities
PL,rg =
∑
i,j
rijµ ◦ [((χg ⊗Xi) ◦∆)⊗ ((χg ⊗Xj) ◦∆)− ((χg ⊗Xj) ◦∆)⊗ ((χg ⊗Xi) ◦∆)]
=
∑
i,j
rij
[
(Xi ∧Xj) ◦ (L∗g)⊗2
]
= (DeLg)
⊗2(r) = (g ⊗ g)r
Similarly, define the bi-derivation PR,r ∈ X2(C[G]) by the formula
PR,r :=
∑
i,j
rijµ ◦ [((Xi ⊗ id) ◦∆)⊗ ((Xj ⊗ id) ◦∆)− ((Xj ⊗ id) ◦∆)⊗ ((Xi ⊗ id) ◦∆)] .
A similar computation shows that PR,rg = r(g ⊗ g).
Definition 4.1. Define the Poisson bracket {·, ·}ε1,ε2 ∈ X2(C[G]) by the formula {·, ·}ε1,ε2 := PR,rε1+PL,rε2 .
This is an algebraic analog of the differential Poisson structure defined previously and the vanishing of
the Schouten bracket [{·, ·}ε1,ε2 , {·, ·}ε1,ε2 ]S follows from the classical Yang-Baxter equation by a similar
argument than in the differential geometric setting. We denote by C[G]ε1,ε2 the algebra C[G] equipped with
the Poisson bracket {·, ·, }ε1,ε2 .
Lemma 4.2. For ε1, ε2, ε ∈ {±}, the following assertions hold:
(1) The co-product ∆ : C[G]ε1,ε2 → C[G]ε1,ε ⊗ C[G]−ε,ε2 is a Poisson morphism.
(2) The antipode S : C[G]ε1,ε2 → C[G]−ε1,−ε2 is Poisson morphism.
Proof. The proof is a straightforward computation. 
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4.1.2. The case of the triangle. We next consider the triangle T. Fix an orientation o of its three boundary
arcs. Recall from Example 1 that the fundamental groupoid of the triangle has a canonical presentation PT
with six generators G = {α±1, β±1, γ±1} and an unique non-trivial relation R = γ ⋆ β ⋆ α. If v ∈ V belongs
to a boundary arc a, we write rv := r
o(a).
We first define a Poisson structure on the affine variety GG as follows. If A and B are two commutative
algebras, there is a morphism X1(A) ⊗ X1(B) → X1(A ⊗ B) sending v1 ⊕ v2 to the derivation v defined
by v(a ⊗ b) := v1(a) ⊗ b + a ⊗ v2(b). Hence we have a natural morphism ⊕β∈GX1(C[G]) → X1(C[G]⊗G)
(corresponding to the morphism ⊕β∈GTG → TGG in differential geometry). For each generator δ ∈ G
denote by iδ : X
1(C[G]) → X1(C[G]⊗G) the corresponding embedding. If X ∈ g and δ ∈ G, denote by
Xδ ∈ X1(C[G]⊗G) the sum Xδ := iδ ((id⊗X) ◦∆) + iδ−1 ((X ⊗ id) ◦∆). Given r =
∑
i,j r
ijXi ∧ Xj
a classical r-matrix and δ1, δ2 ∈ G two generators, define the bi-derivation P δ1,δ2r ∈ X2(C[G]⊗G) by the
formula
P δ1,δ2r =
∑
i,j
rijXδ1i ∧Xδ2j .
Definition 4.3. We eventually define a Poisson bracket P T ∈ X2(C[G]⊗G) by the formula
P T :=
1
2
(∑
δ∈G
P δ,δ
s(δ)
)
+
(
P β
−1,α
rv1
+ Pα
−1,γ
v2
+ P γ
−1,β
rv3
)
.
Note that if ρ = (ρ(δ))δ∈G ∈ RG(T,PT) ⊂ GG, then Xαρ = (ρ(α)X)⊕ (−Xρ(α)−1) ∈ Tρ(α)G⊕Tρ(α−1)G ⊂
TρG
G and the above formula defining P T is similar to the formula used by Fock and Rosly in [FR99] to
define a Poisson structure in the geometric differential context. Remark that if (δ1, δ2) and (δ
′
1, δ
′
2) are two
distinct pairs of generators in G, then the Schouten bracket [P δ1,δ2v , P
δ′1,δ
′
2
v′ ]S vanishes for any v, v
′. Moreover,
it follows from the fact that r is a classical r-matrix that the Schouten bracket [P δ1,δ2v , P
δ1,δ2
v ]S also vanishes.
Hence we have [P T, P T]S = 0 and P
T is a Poisson bracket on the algebra C[G]⊗G.
Let Y be an affine Poisson variety and X ⊂ Y be a sub-variety whose closed embedding is defined by a
surjective morphism p : C[Y ]→ C[X ]. The Poisson structure P of Y induces a Poisson structure on X if and
only if the ideal I = ker(p) is Poisson ideal, i.e. if P (I ⊗ C[Y ]) ⊂ I. This condition is equivalent to the fact
that for any x ∈ X one has Px (I ⊗ C[Y ]) = 0 or equivalently to the fact that for any x ∈ X one has Px ∈
Λ2TxX ⊂ Λ2TxY . Specialising the preceding discussion to the embedding XG(T,PT) = RG(T,PT) ⊂ GG, to
prove that the Poisson bracket P T induces a Poisson bracket on C[XG(T,PT)], we need to show that for any
ρ ∈ XG(T,PT), the bi-vector (P T)ρ ∈ Λ2TρGG = Λ2C1(T,PT; ρ) lies in Λ2Z1(T,PT; ρ) = Λ2TρRG(T,PT) by
Lemma 3.10.
Let us state a more explicit description of (P T)ρ. Consider the embedding Λ
2C1(T,PT; ρ) ⊂
C1(T,PT; ρ)⊗2 = ⊕δ1,δ2∈GTρ(δ1)G ⊗ Tρ(δ2)G and denote by w(δ1, δ2) ⊂ Tρ(δ1)G ⊗ Tρ(δ2)G the projection of
(P T)ρ in the corresponding summand, such that (P
T)ρ = ⊕(δ1,δ2)∈G2w(δ1, δ2). Then (P T)ρ is characterized
by the following equalities, where we denote by r the skew-symmetric part of r:
w(δ1, δ2) = −σ(w(δ2, δ1)) , for all δ1, δ2 ∈ G;
w(δ−11 , δ2) = −(ρ(δ1)−1 ⊗ 1)w(δ1, δ2)(ρ(δ1)−1 ⊗ 1) , for all δ1, δ2 ∈ G;
w(δ, δ) = rs(δ)(ρ(δ)⊗ ρ(δ)) + (ρ(δ)⊗ ρ(δ))rt(δ) , for all δ ∈ G;
w(β, α−1) = (ρ(β) ⊗ ρ(α)−1)rv1 ;
w(α, γ−1) = (ρ(α) ⊗ ρ(γ)−1)rv2 ;
w(γ, β−1) = (ρ(γ)⊗ ρ(β)−1)rv3 .
Lemma 4.4. For any ρ ∈ RG(T,PT), one has (P T)ρ ∈ Λ2Z1(T,PT; ρ).
Proof. Since (P T)ρ is skew-symmetric, it is sufficient to prove that (d
1 ⊗ id)(P T)ρ = 0. Decompose d1 =
DρR : ⊕δ∈GTρ(δ)G → g⊕RL as d1 = (d1R1 , . . . , d1Rm) where Ri ∈ RL. For δ ∈ G, we first consider the trivial
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relation Rδ := δ ⋆ δ
−1 for which d1Rδ (⊕η∈GXη) = Xδρ(δ−1) + ρ(δ)Xδ−1 . One has
(d1Rδ ⊗ id)
(
P T
)
ρ
= ⊕η∈G
(
w(δ, η)(ρ(δ−1)⊗ 1) + (ρ(δ)⊗ 1)w(δ−1, η)) = 0.
Next consider the only non-trivial relation R = γ ⋆ β ⋆ α ∈ RL. By definition, one has
d1R (⊕δ∈GXδ) = Xγρ(βα) + ρ(γ)Xβρ(α) + ρ(γβ)Xα.
Given η ∈ G, denote by πη : ⊕δ∈GTρ(δ)G → Tρ(η)G the associated projection. To prove that (d1R ⊗
id)
(
P T
)
ρ
∈ ⊕δ∈Gg⊗Tρ(δ)G vanishes, we need to show that for each generator η ∈ G, one has (id⊗πη)(d1R⊗
id)
(
P T
)
ρ
= 0. For the generator α, we have the following equalities:
(id⊗ πα)(d1R ⊗ id)
(
P T
)
ρ
= w(γ, α)(ρ(γ)−1 ⊗ 1) + (ρ(γ)⊗ 1)w(β, α)(ρ(α) ⊗ 1) + (ρ(α)−1 ⊗ 1)w(α, α)
= −(1⊗ ρ(α))σ(rv2 )− (ρ(α)−1 ⊗ 1)rv1(ρ(α) ⊗ ρ(α)) + (ρ(α)−1 ⊗ 1)rv1(ρ(α)⊗ ρ(α)) + (1⊗ ρ(α))rv2 = 0
In the last equality, we used the fact the symmetric part of rv1 is G-invariant. The proof that the
projections (id⊗πη)(d1R⊗ id)
(
P T
)
ρ
vanish for the others generators η ∈ G is made by similar computations.
This concludes the proof. 
Definition 4.5. We denote by {·, ·}o the Poisson bracket on C[XG(T,PT)] induced by P T.
4.1.3. The general case. Consider a punctured surface Σ equipped with topological triangulation ∆ and an
orientation o∆ of the edges of ∆. In Example 1 we defined a finite presentation P
∆ of the fundamental
groupoid of ΣP made by gluing the canonical presentation of the triangle in each face of the triangulation.
In particular the presentation has exactly one puncture ve in each edge e ∈ E(∆) of the triangulation.
Consider the punctured surface Σ∆ =
⊔
T∈F (∆) T which is the disjoint union of the triangles of the faces of
the triangulation. Then Σ is obtained from Σ∆ by gluing the pair of faces corresponding to the edges of
the triangulation. Note that the choice of an orientation o∆ of each edge of the triangulation induces an
orientation of the boundary arcs of Σ∆. Hence the algebra C[XG(Σ∆)] = ⊗T∈F (∆)C[XG(T,PT)] inherits a
Poisson bracket from this choice of orientation.
By Proposition 2.16, one has the exact sequence:
(2) 0 → C[XG(Σ,P∆)] i
∆
−→ ⊗T∈F (∆)C[XG(T,PT)] ∆
L−σ◦∆R−−−−−−−→
(
⊗e∈E˚(∆)C[G]
)
⊗ (⊗T∈F (∆)C[XG(T,PT)]) .
Each inner edge e ∈ E˚(∆) corresponds to two edges in the disjoint union ⊔
T∈F (∆)T, that is to two
boundary arcs e′, e′′ of Σ∆. The co-modules maps ∆L and ∆R depend on the choice of which of these two
boundary arcs we consider as being on the left or on the right, that is weather we consider the gluing Σ∆|e′#e′′
or Σ∆|e′′#e′ . Note also that the two signs o∆(e
′) and o∆(e
′′) are distinct. We will follow the convention
that we choose the gluing Σ∆|e′#e′′ for which o∆(e
′) = + and o∆(e
′′) = −. Moreover, we equip the algebra(
⊗e∈E˚(∆)C[G]
)
with the Poisson structure obtained by choosing the bracket {·, ·}−,+ in each factor.
Lemma 4.6. The comodules maps ∆L and ∆R in the exact sequence (2) are Poisson morphisms.
Proof. The proof is a straightforward consequence of Lemma 4.2 and of the signs convention. 
It follows from Lemma 4.6 and the exact sequence (2), that the algebra C[XG(Σ,P∆)] is a Poisson sub-
algebra of ⊗T∈F (∆)C[XG(T,PT)], hence inherits a Poisson bracket.
Definition 4.7. We denote by {·, ·}∆,o∆ the Poisson bracket on C[XG(Σ)] induced by the isomorphism
C[XG(Σ)] ∼= C[XG(Σ,P∆)] of Proposition 2.11.
Note that at this stage, the Poisson structure seams to depend on both the choice of a triangulation and
on the choice of an orientation of the edges.
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4.2. The generalized Goldman formula. We first re-write Theorem 1.4 in a concise form. Suppose that
Σ is either the bigon B equipped with an orientation o of its boundary edges, or that Σ is equipped with
a topological triangulation ∆ and an orientation o∆ of the edges of ∆. Note that in the latter case, the
orientation of the edges induces an orientation o of the boundary arcs of Σ. Let fC1 and hC2 be two curve
functions and c1, c2 be two geometric representatives of C1 and C2 respectively, in transverse position. Fix
ρ ∈ RG(Σ).
Proposition 4.8. The following equality holds
{fC1 , hC2}([ρ]) = [C1, Xf,C1 ]
⋂
o[C2, Xh,C2 ].
Note that Proposition 4.8 is equivalent to Theorem 1.4. Since the intersection form only depends on
the choice of orientation of the boundary arcs and the holonomy functions generate the algebra of regular
functions, Proposition 4.8 implies that the Poisson structure is independent of the triangulation and of the
orientation of its inner edges.
Proof. We first consider the case where Σ is the bigon B and C1 = C2 =: C is the curve represented by the
path α. Consider two geometric representative c1 and c2 which do not intersect and such that c1 lies on the
top of c2. Write S(a) = (v1, v2) and S(b) = (v
′
1, v
′
2) where vi = ci ∩ a and v′i = ci ∩ b. One has
{fC , hC}ε1,ε2 ([ρ]) =
〈
Dρ(α)f ⊗Dρ(α)g, rε1(ρ(α) ⊗ ρ(α)) + (ρ(α) ⊗ ρ(α))rε2
〉
=
〈
Dρ(α)f ⊗Dρ(α)g, ro(v1,v2)(ρ(α) ⊗ ρ(α)) − (ρ(α)⊗ ρ(α))ro(v
′
1 ,v
′
2)
〉
=
(
(XC,f ⊗XC,h)(ρ(α)−1 ⊗ ρ(α)−1), ro(v1,v2)
)
−
(
(ρ(α)−1 ⊗ ρ(α)−1)(XC,f ⊗XC,h), ro(v′1,v′2)
)
= ε(v1, v2)
(
XC,f (v1)⊗XC,h(v2), ro(v1,v2)
)
+ ε(v′1, v
′
2)
(
XC,f (v
′
1)⊗XC,h(v′2), ro(v
′
1,v
′
2)
)
= [C, XC,f ]
⋂
o[C, XC,h]
To pass from the first to the second line, we used the facts that the symmetric parts of r± are equal to
the G-invariant bi-vector τ , and that rǫ = −r−ǫ. If C−1 is the curve represented by the path α−1, we have
fC = S(f)C−1 hence we obtain similar equalities for pairs of curves (C1, C2) = (C±1 , C±2 ) and the proof for the
bigon is completed.
Next consider the case where Σ is the triangle T. For δ ∈ {α±1, β±1, γ±1}, denote by Cδ the associated
curve. The equality {fCδ , hCδ}([ρ]) = [Cδ, XCδ,f ]
⋂
o[Cδ, XCδ,h] is proved by the same computation than in the
case of the bigon. Next consider the case where (C1, C2) = (Cα, Cγ−1). Choose some geometric representatives
c1 and c2 of Cα and Cγ−1 respectively which do not intersect and denote by (v1, v2) the intersection points
vi = ci ∩ b. We compute:{
fCα , hCγ−1
}
([ρ]) =
〈
DρfCα ⊗DρhCγ−1 , w(α, γ−1)
〉
=
〈
Dρ(α)f ⊗Dρ(γ)−1h, (ρ(α) ⊗ ρ(γ)−1)ro(v1,v2)
〉
= ε(v1, v2)
(
XCα,f (v1)⊗XCγ−1 ,h(v2), ro(v1,v2)
)
= [Cα, XCα,f ]
⋂
o[Cγ−1, XCγ−1 ,h]
The other cases are obtained from the above computation by permuting the indexes γ, β, α cyclically or
by changing the orientations using fC = S(f)C−1 . Hence the proof in the case of the triangle is completed.
Eventually suppose that Σ is a punctured surface with topological triangulation ∆, fix ρ ∈ RG(Σ) and
consider the Poisson embedding i∆ : C[XG(Σ)] →֒ ⊗T∈F (∆)C[XG(T,PT)]. The Poisson bracket {·, ·}∆,o∆ is,
by definition, the restriction of a Poisson bracket Pˆ = ⊗TP T on⊗T∈F (∆)C[XG(T,PT)], hence the bi-derivation
χρ◦{·, ·}∆,o∆ is the restriction of Pˆρ. The skew-symmetric bilinear form Θ on C[XG(Σ)] defined by Θ(f⊗h) =
Λ∗(D[ρ]f)
⋂
oΛ∗(D[ρ]h) is, by Lemma 3.17, the restriction of a bilinear form Θˆ on ⊗T∈F (∆)C[XG(T,PT)]. By
the above proof for the triangle, the two forms Θˆ and Pˆρ are equal, hence their restrictions to C[XG(Σ)]
agree. This concludes the proof. 
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5. The case G = C∗
When G = C∗, the character varieties have a simple description and are closely related to the quantum
Teichmu¨ller spaces (see [KQ19b]). Let c1, c2 be two geometric curves in ΣP in transverse position and denote
by σ1, σ2 the cycles in Z1(ΣC , ∂ΣC ;Z) represented by c1 and c2.
Definition 5.1. We define the skew-symmetric pairing (·, ·) : H1 (ΣP , ∂ΣP ;Z)⊗2 → 12Z by the formula
([σ1], [σ2]) :=
∑
a
∑
(v1,v2)∈S(a)
1
2
ε(v1, v2) +
∑
v∈c1∩c2
ε(v).
The classes [σi] associated to such cycles σi span the module Z1(ΣC , ∂ΣC ;Z) and an argument similar to
the proof of Lemma 3.15 shows that the pairing ([σ1], [σ2]) only depends on the homology classes [σi], hence
the pairing is well-defined in homology. Note that when ∂Σ = ∅, this pairing is the classical intersection
pairing. Define the Poisson bracket {·, ·} on the group algebra C[H1 (ΣP , ∂ΣP ;Z)] by the formula
{[σ1], [σ2]} := ([σ1], [σ2])[σ1 + σ2].
Equip the Lie algebra C of C∗ with the invariant bi-vector and the r-matrices τ = r+ = r− = 121⊗1 ∈ C⊗2.
The algebra of regular functions C[C∗] = C[X±1] is generated by the elements X and X−1. Let C be a curve
in ΣP , c a geometric representative of C and σc ∈ Z1(ΣP , ∂ΣP ;Z) the induced cycle. The homology class
[σc] ∈ H1(ΣP , ∂ΣP ;Z) does not depend on the choice of the geometric representative c and will be denoted
by [C].
Proposition 5.2. There exists a Poisson isomorphism of algebra Ψ : C[XC∗(Σ)]
∼=−→ C[H1(ΣP , ∂ΣP ;Z)]
characterized by the formula Ψ(XC) = [C].
Proof. If σ ∈ C1(ΣP ;Z) is a singular 1-chain, denote by ασ ∈ Π1(ΣP ) its homotopy class. Define a morphism
φ1 : C[C1(ΣP ;Z)] → ⊗∨Π1(ΣP)C[X±1] by the formula φ1(σ) := Xασ . By definition of the boundary arcs,
we have the inclusion φ1 (C1(∂ΣP ;Z)) ⊂ Iǫ, hence φ1 induces a morphism φ2 : C[C1(ΣP , ∂ΣP ;Z)] →
C[RC∗(Σ)]. Since C∗ is abelian, the action of C∗ on itself by conjugacy is trivial, and we have the inclusion
φ2 (Z1(ΣP , ∂ΣP ;Z)) ⊂ C[XC∗(Σ)]. Denote by φ3 : C[Z1(ΣP , ∂ΣP ;Z)] → C[XC∗(Σ)] the induced morphism.
Since we work in dimension 2, the space B1(ΣP , ∂ΣP ;Z) is spanned by elements of the form ∂S where
S ⊂ ΣP is an embedded surface. Given such a surface S, decompose ∂S = c1 . . . cn into geometric arcs. Since
α := αc1 . . . αcn is a trivial path, then [Xα] = 0 ∈ C[XC∗(Σ)]. Moreover since ∆(n−1)(X) = X⊗n, one has the
equalities φ3(∂S) =
∑
iXαci = Xα = 0. Thus φ3 induces a morphism φ : C[H1(ΣP , ∂ΣP ;Z)] → C[XC∗(Σ)].
Note that φ([C]) = XC .
Next define a morphism ψ1 : ⊗∨Π1(ΣP )C[X±1] → C[H1(ΣP , ∂ΣP ;Z)] by the formula ψ1(X±1α ) := ±[σα],
where [σα] is the homology class of the singular 1-chain associated to an arbitrary geometric representative
of α. It follows from the definitions that we have ψ1 (Iε + I∆) = 0, hence ψ1 induces a morphism Ψ :
C[XC∗(Σ)] → C[H1(ΣP , ∂ΣP ;Z)]. Since Ψ(XC) = [C], the morphisms Ψ and φ are inverse to each other,
thus are isomorphisms. The fact that Ψ preserves the Poisson brackets results from Proposition 4.8.

Appendix A. Character varieties of graphs and proof of Proposition 2.5
In order to prove Proposition 2.5, we introduce the notion of character varieties associated to a graph.
Definition A.1. A graph Γ is a 4-tuple (V (Γ), E(Γ), t, σ), where V (Γ) (the vertices) and E(Γ) (the oriented
edges) are finite sets, t : E(Γ)→ V (Γ) is a surjective map and σ : E(Γ)→ E(Γ) is a free involution.
We define the map s := t ◦ σ and write α−1 the element σ(α). The geometric realization of Γ is the
CW-complex with set of 0-cells V (Γ) obtained by attaching of copy Iα of [0, 1] by gluing {1} to t(α) and by
identifying Iα with Iα−1 by the map sending t to 1 − t. A graph is connected if its geometric realization is
connected. The groupoid Π1(Γ) is the sub-category of the fundamental groupoid of the geometric realization
of Γ whose objects are the elements of V (Γ) and morphisms are paths α which decompose as α = α1 . . . αn
where αi ∈ E(Γ). The set E(Γ) is naturally identified with a subset of the set Π1(Γ) of morphisms of Π1(Γ).
We denote by V ∂(Γ) ⊂ V (γ) the sub-set of vertices with valence one and denote by V˚ (Γ) its complementary.
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An orientation of the edges of Γ is a sub-set Eo(Γ) ⊂ E(Γ) such that for each edge e ∈ E(Γ) the intersection
Eo(Γ) ∩ {e, e−1} contains exactly one element.
Definition A.2. The algebra C[RG(Γ)] is the quotient of the algebra C[G]⊗E by the ideal generated by
elements xe − S(x)e−1 for x ∈ C[G] and e ∈ E(Γ).
Remark that if Eo is an orientation of Γ, there is a canonical isomorphism C[RG(Γ)] ∼= C[G]⊗Eo . Define
the Hopf algebra C[GΓ] := C[G]⊗V˚ and the co-module map ∆Γ : C[RG(Γ)] → C[GΓ] ⊗ C[RG(Γ)] by the
formulas
∆Γ(xα) :=

∑
x
(1)
s(α) · S(x(3))t(α) ⊗ x(2)α , if s(α), t(α) ∈ V˚ ;∑
x
(1)
s(α) ⊗ x
(2)
α , if s(α) ∈ V˚ , t(α) ∈ V ∂ ;∑
S(x(2))t(α) ⊗ x(1)α , if s(α) ∈ V ∂ , t(α) ∈ V˚ ;
1⊗ xα , if s(α), t(α) ∈ V ∂ .
Definition A.3. The algebra C[XG(Γ)] is the sub-algebra of co-invariant vectors of C[RG(Γ)], that is as
the kernel of ∆Γ − η ⊗ id. The character variety XG(Γ) is the maximal spectrum of C[XG(Γ)].
Remark that if Σ is a punctured surface with a finite presentation P without non-trivial relations, the
character variety XG(Σ,P) is canonically isomorphic to the character variety of its associated presenting
graph.
A curve is an element C of Π1(Γ) such that either s(C) = t(C) or s(C), t(C) ∈ V ∂ . Given a curve C which
decomposes as C = α1 . . . αn with αi ∈ E(Γ) and a regular function f ∈ C[G], which is further assumed
to be G invariant if s(C) 6= t(C), we define the curve function fC ∈ C[XG(Γ)] as the class of the element∑
(f (1))α1 . . . (f
(n))αn . Proposition 2.5 will be deduced from the following:
Proposition A.4. Let Γ be a connected graph. The following assertions hold:
(1) The algebra C[XG(Γ)] is generated by its curve functions.
(2) If V ∂(Γ) 6= ∅, there exists an integer d ≥ 1 such that C[XG(Γ)] ∼= C[G]⊗d.
(3) If V ∂(Γ) is empty, the character variety XG(Γ) is isomorphic to the (Culler-Shalen) character variety
of a free group Fm for some m ≥ 1.
When the set V˚ is empty, the above proposition is trivial. We first consider the case where V˚
has a single element. Denote by Γ(n,m) the graph defined by V˚ = {v}, V ∂ = {v1, . . . , vn}, E =
{β±11 , . . . , β±1n , γ±11 , . . . , γ±1m }, σ(βi) = β−1i , σ(γi) = γ−1i and t(βi) = vi, s(βi) = s(γj) = t(γj) = v.
Let Fm represents the free group generated by elements γ1, . . . , γm. By definition, the variety XG(Γ(0,m))
is canonically isomorphic to the character variety XG(Fm) := Hom(Fm, G) // G.
Lemma A.5 ([BH95, Pro87, FL09, Sik13]). When G = (C∗)N , GLN (C), SLN (C), SpN (C), ON (C) or
SO2N+1(C), the algebra of regular functions of the character variety XG(Fm) is generated by its curve func-
tions.
We emphasise that Lemma A.5 is the only place of the paper where we need more restriction on G than
the fact that it is an affine reducible complex Lie group. All constructions and theorems of this paper apply
for any reducible affine Lie group that would satisfy the conclusion of the above lemma.
More precisely, when G is abelian the above lemma is trivial. When G = SL2(C), the fact that XG(Fm)
is generated by curve functions τγ , where τ is the trace function, was proved by Brumfield and Hilden in
[BH95] using Procesi’s theorem in [Pro87]. Theorem 3 in [Sik13] implies that, for G = SLN (C), a generating
set is provided by elements τγ . Remark 4 in [Sik13] implies that when G = GLN (C), a generating set is given
by curve functions of the form τγ and det
−1
γ . When G is orthogonal, symplectic or odd special orthogonal,
one has an embedding i : G →֒ GLN (C) defining a G-invariant function f := τ ◦ i. The fact that XG(Fm)
is generated by curve functions fγ was proved by Florentino and Lawton in Theorem A.1 of the three first
arXiv versions of [FL09] and appears in [Sik13, Theorem 5].
Given m ≥ 0 and n ≥ 1, consider the sub-set D = {α2, . . . , αn, θ1, . . . , θm} ⊂ Π1(Γ(n,m)) of curves
defined by αi := β
−1
1 βi and θj := β
−1
1 γjβ1. Define a morphism φ : C[G]
⊗D → C[XG(Γ(n,m))] by the
formulas φ(xαi ) :=
∑
(S(x(1)))β1x
(2)
βi
and φ(xθj ) :=
∑
(S(x(1))x(3))β1x
(2)
γj .
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Lemma A.6. The morphism φ : C[G]⊗D → C[XG(Γ(n,m))] is an isomorphism. In particular the graph
Γ(n,m) satisfies the conclusion of Proposition A.4.
Proof. Define a morphism ψ : C[RG(Γ(n,m))]→ C[G]⊗D by the formulas ψ(xβ1) := η ◦ ǫ(x), ψ(xβi) := xαi
for 2 ≤ i ≤ n and ψ(xγj ) := xθj for 1 ≤ j ≤ m. Define a map f : C[G]⊗C[RG(Γ(n,m))]→ C[RG(Γ(n,m))]
by the formula
f ((x0)v ⊗ (x1)β1 . . . (xn)βn(y1)γ1 . . . (ym)γm) := (S(x0)x1)β1 (x2)β2 . . . (xn)βn(y1)γ1 . . . (ym)γm .
Straightforward computations show that ψ ◦ φ = id, hence φ is injective, and that φ ◦ ψ = f ◦∆Γ(n,m).
If X ∈ C[XG(Γ(n,m))], we have ∆Γ(n,m)(X) = 1 ⊗ X by definition. We deduce from the equality f ◦
∆Γ(n,m)(X) = f(1 ⊗ X) = X that φ(ψ(X)) = X , hence X belongs to the image of φ. This proves the
surjectivity of φ and concludes the proof. 
The strategy to prove Proposition A.4 is to show that the character variety of any connected graph is
isomorphic to the character variety of a graph Γ(n,m), through an isomorphism that preserves the set of
curve functions and the cardinal of V ∂ . Let Γ = (V (Γ), E(Γ), t, σ) be a connected graph such that V˚ (Γ) has
at least cardinal two, and fix v ∈ V˚ (Γ). Fix an edge β1 such that s(β1) = v and t(β1) ∈ V˚ (Γ) \ {v}. We
define a graph Γ(v), obtained from Γ by contracting the edge β1, as follows. Partition the set of edges of
Γ as E(Γ) = E ′⊔ E ′′ where E ′ is the set of edges e such that v ∈ {s(e), t(e)}. Denote by {β1, . . . , βn} the
set of elements of E ′ such that s(βi) = v and t(βi) 6= v. Since Γ is connected and V˚ (Γ) has cardinal at
least two, we can suppose that t(β1) ∈ V˚ (Γ). Denote by {γ±11 , . . . , γ±1m } the set of elements of E ′ such that
v = s(γ±1j ) = t(γ
±1
j ).
Definition A.7. The graph Γ(v) is defined by the combinatorial data (V (Γ(v)), E(Γ(v)), t˜, σ˜) where
V (Γ(v)) := V (Γ) \ {v}, E(Γ(v)) := E ′′⊔{α±12 , . . . , α±1n , θ±11 , . . . , θ±1m }. The restrictions of t and t˜ to E ′′
coincide and we set t˜(αi) := t(βi) and t˜(α
−1
i ) = t˜(θj) = t˜(θ
−1
j ) := t(β1). The free involution σ˜ coincides with
σ on E ′′ and satisfies σ˜(αi) := α−1i and σ˜(θj) := θ−1j .
In short, the contracting operation sending Γ to Γ(v) consists in removing the sub-graph of Γ adjacent to
v, seen as an embedding of Γ(n,m), and replacing it by a graph whose edges are the paths α±1i and γ
±1
j of
Lemma A.6. Figure 3 illustrates this operation.
Figure 3. On the left, the graph Γ(4, 1). On the right, a graph Γ and a contracted graph Γ(v).
Define a morphism Φ : C[RG(Γ(v))] → C[RG(Γ)] by the formulas Φ(xe) = xe for e ∈ E ′′, Φ(xαi ) :=∑
(S(x(1)))β1x
(2)
βi
and Φ(xθj ) :=
∑
(S(x(1)x(3)))β1x
(2)
γj .
Lemma A.8. The morphism Φ induces an isomorphism C[XG(Γ(v))]
∼=−→ C[XG(Γ)] which preserves the sets
of curve functions.
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We first introduce a notation. For w ∈ V˚ (Γ), define a Hopf co-module map ∆Γw : C[RG(Γ)] → C[G] ⊗
C[RG(Γ)] by the formulas
∆Γw(xα) :=

∑
x
(1)
s(α) · S(x(3))t(α) ⊗ x(2)α , if s(α) = t(α) = w;∑
x
(1)
s(α) ⊗ x
(2)
α , if s(α) = w, t(α) 6= w;∑
S(x(2))t(α) ⊗ x(1)α , if s(α) 6= w, t(α) = w;
1⊗ xα , if s(α), t(α) 6= w.
By definition, the space of co-invariant vectors for ∆Γ is the intersection over w ∈ V˚ of the spaces of
co-invariant vectors for ∆Γw.
Proof. By Lemma A.6, the following sequence is exact
0→ C[G]⊗D φ−→ C[RG(Γ(n,m))]
∆Γ(n,m)−η⊗id−−−−−−−−−→ C[G]⊗ C[RG(Γ(n,m))].
Fix a subset E ′o ⊂ E ′ which intersects once each set {e, e−1} for any e ∈ E ′. We have natural isomorphisms
ϕ1 : C[RG(Γ)] ∼= C[RG(Γ(n,m))]⊗C[G]⊗E′o and ϕ2 : C[RG(Γ(v))] ∼= C[G]⊗D⊗C[G]⊗E′o making the following
diagram commuting:
0 C[RG(Γ(v))] C[RG(Γ)] C[G]⊗ C[RG(Γ)]
0 C[G]⊗D ⊗ C[G]⊗E′o C[RG(Γ(n,m))]⊗ C[G]⊗E′o C[G]⊗ C[RG(Γ(n,m))]⊗ C[G]⊗E′o
Φ
∼=ϕ2
∆Γv−η⊗id
∼=ϕ1 ∼=id⊗ϕ1
φ⊗id (∆Γ(n,m)−η⊗id)⊗id
The exactness of the second line implies the exactness of the first line, hence Φ sends injectively C[RG(Γ(v))]
to the sub-algebra of co-invariant vectors of C[RG(Γ)] for the co-action ∆Γv . Moreover for any w ∈ V˚ (Γ)\{v},
the morphism φ intertwines the Hopf co-actions of ∆
Γ(v)
w and ∆Γw, hence induces an isomorphism between
the character varieties. The fact that φ sends curve functions to curve functions follows from the definitions.

Proof of Proposition A.4. Let Γ be a connected graph and write V˚ (Γ) = {v1, . . . , vk}. If k = 0 the proposi-
tion is trivial. If k = 1, it follows from Lemmas A.5 and A.6. Suppose k ≥ 2 and let Γ′ := Γ(v2)(v3) . . . (vk)
be the graph obtained from Γ by performing the contracting operation repeatedly on the vertices v2, . . . , vk.
By definition, V˚ (Γ′) has one element, hence Γ′ is isomorphic to a graph Γ(n,m), and V ∂(Γ) has the same
cardinal than V ∂(Γ′). By Lemma A.8, there exists an isomorphism C[XG(Γ)] ∼= C[XG(Γ′)] preserving the
set of curve functions. We conclude using Lemmas A.5 and A.6. 
Proof of Proposition 2.5. Let x =
∑
i(xi1 )αi1 . . . (xiki )αiki
∈ ⊗∨Π1(ΣP )C[G] be an element such that its class
[x] belongs to C[XG(Σ)]. Let E be the set of paths α±1ij appearing in the expression of x, together with their
inverse. Let V := {s(α), t(α), α ∈ E} be the set of endpoints and define V ∂ := V ∩ ∂ΣP and V˚ := V ∩ V˚ .
Define the graph Γ = (V, E , t|E , σ) where σ(αij ) := α−1ij . If necessary, we modify the polynomial expression of
x without changing the class [x], such that the elements of V ∂ have valency one and such that the elements
of V˚ have valency bigger than one. There is a well defined morphism C[RG(Γ)] → C[RG(Σ)], sending a
generator xα to the generator denoted by the same symbol, which induces a morphism φ : C[XG(Γ)] →
C[XG(Σ)]. By definition, the morphism φ sends curve functions to curve functions and [x] belongs to its
image. Hence, by Proposition A.4, the element [x] belongs to the algebra generated by the curve functions.
This concludes the proof.

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