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Este trabalho apresenta um estudo da implementação de operadores ma-
triciais para solução numérica de sistemas lineares em FPGAs (Field Pro-
grammable Gate Arrays). As arquiteturas foram baseadas nos métodos
diretos QR, de Schur, assim como na Eliminação Gaussiana. Os méto-
dos foram desenvolvidos usando topologias orientadas a controle e ﬂuxo
de dados com representação aritmética de ponto ﬂutuante, permitindo
explorar o paralelismo intrínseco dos diferentes algoritmos para solução
de sistemas lineares. Desta forma, mantendo o controle da propagação
do erro e ganhos de desempenho em termos do tempo de execução, vi-
sando a sua aplicabilidade em problemas inversos. As arquiteturas foram
desenvolvidas para obter a inversa de uma matriz assim como a solução
de um sistema de equações lineares, baseados no método de eliminação
Gaussiana (ou sua variante Gauss-Jordan). Além disso, neste trabalho
foi proposta e implementada uma nova arquitetura baseada no método
de Schur formada pelos seguintes circuitos: QRD-MGS (QR Decomposi-
tion via Modiﬁed Gram-Schmidt), MMM (Multiplicação Matriz-Matriz) e
MDTM (Multiplicação-Diagonal-Transposta-Matriz). Adicionalmente, es-
tudos de consumo de recursos para diferentes tamanhos de matrizes assim
como uma análise da propagação do erro foram realizados no intuito de
veriﬁcar a aplicabilidade dos algoritmos em arquiteturas reconﬁguráveis.
Neste trabalho, o modulo de Eliminação Gaussiana desenvolvido foi usado
para apoiar os cálculos de uma rede neuronal do tipo GMDH na predi-
ção da estrutura 3D de uma proteína. Finalmente, foram implementadas
duas metodologias, Fusão de Datapath para manter o controle da propa-
gação de erro usando apenas uma representação com precisão simples e a
Veriﬁcação/Validação para realizar uma padronização na validação dessas
implementações.
Palavras-chave: FPGAs, Decomposição QR, Método de Schur, Eli-
minação Gaussiana, Sistema Linear.
vi
ABSTRACT
This work presents a study on the implementation of matrix operators for
the numerical solution of linear systems on FPGAs (Field Programmable
Gate Arrays). The architectures were based on direct methods such as QR,
Schur as well as the Gaussian elimination. The methods were developed
using topologies oriented to both control and to data-ﬂow with a ﬂoating
point arithmetic representation, exploring the intrinsic parallelism of diﬀe-
rent algorithms for solving linear systems. Thus, the developed architectu-
res have been achieved maintaining both the control of the error propaga-
tion and performance gains in terms of runtime, seeking their applicability
in inverse problems. The architectures have been developed to deal with
the inverse of a matrix as well as for solving a system of linear equations
based on the Gaussian elimination method (or its Gauss-Jordan variant).
Additionally, this work has proposed and implemented a novel architecture
based on the Schur method composed of the following circuits: QRD-MGS
(QR Decomposition via Modiﬁed Gram-Schmidt), MMM (Matrix-Matrix
Multiplication) and MDTM (Matrix-Diagonal-Transpose-Multiplication).
Furthermore, this work presents studies of the resource use for diﬀerent
sizes of matrices as well as the error propagation analysis in order to verify
the applicability of the algorithms on reconﬁgurable hardware. Additio-
nally, the Gaussian elimination module developed in this work was used
to support the calculations of a GMDH neural network on an application
to predict the 3D structure of a protein. Finally, two methodologies were
implemented, the Datapath Fusion to maintain the control of the error
propagation using only one representation with single precision and the
Veriﬁcation/Validation to create a benchmark to validate the results of
the hardware implementations.
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As matrizes saíram da sombra dos determinantes apenas há um pouco
mais de 150 anos para ser parte importante de muitas demonstrações e
modelos matemáticos, que atualmente se encontram nas diferentes áreas
da ciência. Cauchy, segundo a história foi o primeiro a lhes dar um nome
table por volta de 1826 [1]. Já o nome de matriz veio só com o James
Joseph Sylvester em 1850, mas foi o Cayley, quem em 1858 divulgou esse
nome e veio a demonstrar sua utilidade na sua obra Memoir on the Theory
of Matrices [2].
A história das matrizes remonta-se aos tempos 200 AC e 300 BC, onde os
chineses já mostravam na sua literatura estudos de sistemas com equações
lineares simultâneas. O primeiro exemplo do uso das matrizes para resolver
equações simultâneas encontra-se na obra Nove capítulos sobre o arte
matemática [3]. Nesse livro são apresentados 246 problemas baseados em
uma reunião de textos matemáticos sobre impostos, cálculos, engenharia,
soluções de equações, agricultura e propriedades dos triângulos retângulos,
entre outros. Esse livro mostra também o conceito do determinante pela
primeira vez, 2000 anos antes da sua publicação pelo matemático japonês
Seki Kowa em 1683 ou pelo matemático alemão Gottfried Leibniz em 1693.
Depois do desenvolvimento da teoria dos determinantes por Seki Kowa e
Leibniz, o matemático Gabriel Cramer apresentou em 1750 o que agora
é denominado regra de Cramer na sua obra Introduction à l'analyse des
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lignes courbes algébriques, facilitando a solução das equações lineares [4].
Contudo, foi o Cayley quem introduziu a notação de matrizes, como forma
abreviada de escrever um sistema de m equações lineares com n incógnitas
[2]. A partir desse momento os trabalhos sobre matrizes aumentaram
consideravelmente.
Assim, ao longo dos anos vem sendo necessário representar, manipular e
calcular a solução numérica de sistemas matriciais em uma grande varie-
dade de aplicações tais como o projeto de sistemas de controle, no estudo
sobre mecânica de ﬂuidos, processamento de sinais, simulações de ciên-
cia dos materiais, entre outras. Algumas dessas aplicações precisam um
elevado tempo de processamento dos cálculos, devido ao envolvimento de
matrizes de grande porte, cujo tamanho pode ir à ordem de centenas e
mesmo milhares de linhas e colunas [5]. Fato que acontece em problemas
que envolvem o estudo de campos elétricos, magnéticos, de tensões elás-
ticas, térmicos ou ainda em problemas associados às redes estaduais de
distribuição de energia elétrica, grandes redes de comunicação, etc. Em
outras aplicações são necessários muitos cálculos por unidade de tempo
(especialmente multiplicações matriciais), como no caso da geração dos
movimentos e deformações, os quais podem ser observados nos efeitos es-
peciais do cinema, da TV e dos jogos de computadores.
Mediante um processo de discretização esses problemas físicos são reduzi-
dos a sistemas matriciais como por exemplo sistemas de equações lineares,
cujas matrizes podem ter dimensões grandes [6, 7]. Desta maneira, pode-
se obter uma sequência de passos que permite resolver numericamente um
problema físico, tomando o seu modelo matemático deﬁnido através de
equações diferenciais parciais (ver ﬁgura 1.1).
Historicamente, a necessidade de acelerar a solução numérica de sistemas












Figura 1.1. Sequência de passos para encontrar a solução numérica
de um problema físico.
cientíﬁcas da física, como o caso da previsão numérica de tempo. Na
década dos 50, a primeira previsão numérica de tempo bem sucedida foi
no primeiro computador digital eletrônico de grande escala, o ENIAC [8].
Já que 30 anos antes, a primeira previsão de tempo de seis horas levou seis
semanas para ser terminada por Lewis Fry Richardson quem fez todos os
cálculos sem ajuda computacional.
É tão alto o grau de complexidade computacional nos algoritmos para
encontrar a solução numérica de sistemas lineares que foram propostos e
deﬁnidos benchmarks para avaliar o desempenho de supercomputadores,
tal como o LINPACK benchmarks. O LINPACK é um software com uma
biblioteca para desenvolver operações numéricas da álgebra linear sobre
computadores digitais. Desenvolvido em Fortran por Jack Dongarra, Jim
Bunch, Cleve Moler, e Gilbert Stewart, foi concebido para utilização nos
modernos supercomputadores vectoriais de memória compartilhada entre
1970 e começo dos anos 80. Atualmente, mudou seu nome para LAPACK
sendo sua versão atual mais eﬁciente para as arquiteturas atuais, devido a
que o mesmo foi projetado para explorar eﬁcazmente os modernos sistemas
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de memória cache. Assim, o LAPACK, alcança índices de desempenho de
algumas ordens de magnitudes maiores com respeito a seu antecessor, o
LINPACK [9].
Na atualidade, as simulações computacionais fazem uso de diferentes bi-
bliotecas para calcular e obter uma solução numérica de problemas envol-
vendo sistemas matriciais. Assim, faz-se necessário o desenvolvimento de
hardwares eﬁcientes que permitam acelerar cada vez mais o desempenho
em meios onde clusters de computadores (ou supercomputadores) não são
uma opção, devido aos altos custos operacionais envolvidos.
1.2 O Papel da Álgebra Linear Numérica
Ao contrário dos métodos analíticos que conduzem a soluções exatas para
os problemas, um método numérico produz, em geral, apenas soluções
aproximadas. Devido ao fato de os computadores não terem uma memória
inﬁnita, as representações numéricas devem estar limitadas a um número
de dígitos ﬁnitos, onde esse número de dígitos é chamado de precisão na
representação numérica. Por isso, antes da utilização de qualquer mé-
todo numérico é necessário decidir qual a precisão dos cálculos com que
se pretende obter a solução numérica desejada. A precisão dos cálculos
numéricos é um importante critério para a seleção de um algoritmo parti-
cular na resolução de um dado problema, sendo que a mesma ﬁca atrelada
à precisão numérica, assim como a outros fatores bem estudados no cálculo
numérico[10].
Métodos algébricos para encontrar uma solução numérica a problemas da
engenharia, onde há uma necessidade de modelar matematicamente me-
diante o uso de sistemas matriciais, vêm ganhando resultados no aspecto
teórico, embora a sua implementação em hardware e sua posterior apli-
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cação encontra-se limitada pelos avanços tecnológicos atuais, dada a sua
complexidade computacional cúbica (O(n3)) [11]. Devido às limitações
tecnológicas geralmente presentes em sistemas embarcados, se obter um
balanço entre os principais parâmetros (tais como desempenho, precisão,
memória, consumo de potência e consumo de recursos lógicos) se faz neces-
sário, chegando a ser um fator chave a ﬁm de se obter a solução numérica
adequada.
Na Álgebra Linear Numérica, área que trata os métodos e algoritmos nu-
méricos computacionais onde existem cálculos matriciais, estudam-se e
desenvolvem-se modelos que visam minimizar os passos necessários para
resolver um problema da álgebra linear, assim como procurar os algorit-
mos com melhor precisão, cumprindo assim com o objetivo de se man-
ter o balanço entre os parâmetros anteriormente mencionados. No en-
tanto, encontrar esse balanço não é uma tarefa fácil, embora esteja sendo
realizada por vários grupos de pesquisadores ao longo dos últimos anos
[12, 13, 14, 15, 16].
Entre os objetivos da álgebra linear numérica estão a solução de sistemas
lineares, resolver problemas com autovalores, encontrar a solução numérica
de funções matriciais, entre outros. Neste contexto, têm-se métodos classi-
ﬁcados de: (a) diretos e (b) iterativos, assim como técnicas desenvolvidas
para lidar com matrizes tipo esparsas e/ou densas (ver ﬁgura 1.2). Cada
um destes métodos pode apresentar vantagens e desvantagens dependendo
do tipo de comparação a ser feita, mas nunca será uma solução geral para
qualquer tipo de problema existente.
Uma matriz esparsa (ou dita esparsa) é uma matriz que possui uma grande
quantidade de elementos zero ou sem valor/necessidade para o sistema.
Essas matrizes estão em vários contextos físicos, por exemplo: (1) enge-
nharia estrutural, (2) simulação de reservatórios, (3) redes elétricas e (4)
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Figura 1.2. Classiﬁcação dos diferentes métodos para encontrar uma
solução numérica em sistemas lineares e/ou funções matriciais. Esta
classiﬁcação não é absoluta e apenas considera, no caso de métodos
iterativos esparsos, os de projeção
problemas de optimização. O objetivo principal das técnicas com matri-
zes esparsas é desenvolver cálculos matriciais econômicos; por exemplo,
sem envolver o armazenamento das entradas nulas. Já uma matriz dita
densa tem todos os seus elementos diferentes de zero, matrizes normal-
mente achadas em sistemas físicos fortemente ligados.
Existem vários métodos diretos que podemos encontrar na literatura para
resolver sistemas lineares com matrizes esparsas, sendo os principais a fa-
toração de Cholesky, LU, e QR [17]. Entre os citados um dos mais impor-
tantes é a fatoração QR, devido à permissibilidade que oferece o mesmo
em relação ao tipo de matriz (deﬁnida positiva, singularidade, etc.). O
processo de fatoração é simples teoricamente, basta transformar a matriz
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A dada em duas matrizes: Q ortogonal e R triangular superior, tal que
A = QR.
O método encontra-se como parte de outras técnicas para resolver sis-
temas lineares, como o SVD (Singular Value Decomposition), o método
de Schur ou métodos iterativos como o BiCGSTAB (Biconjugate gradient
stabilized method), ver ﬁgura 1.2, em diferentes aplicações cientiﬁcas tais
como problemas inversos. Esses problemas inversos são uns dos problemas
matemáticos mais importantes e bem estudados. Os problemas inversos
surgem em diferentes ramos da ciência e da matemática, incluindo visão
computacional [18], estatística [19], geofísica [20], física [21] e muitas outras
áreas.
A popularidade da teoria das matrizes está continuamente crescendo gra-
ças a sua grande aplicabilidade na modelagem e soluções de sistemas e
problemas na engenharia. Operações matriciais tais como raiz quadrada,
inversão entre outras, vêm ganhando uma especial atenção nos últimos
anos devido aos avanços computacionais tecnológicos e à possibilidade de
se desenvolverem algoritmos mais rápidos e estáveis sobre as plataformas
computacionais modernas [22]. O interesse está focado nas vantagens da
teoria, levando em conta que tais algoritmos prestam atenção a várias pro-
priedades das matrizes e suas operações, gerando ganhos pela exploração
de suas potenciais características e seus benefícios. Assim, algoritmos com-
putacionalmente mais eﬁcientes são alguns dos resultados obtidos, uma vez
que os mesmos obtêm vantagens quando executados em sistemas compu-
tacionais de grande porte [5].
A função raiz quadrada de uma matriz é uma operação computacional-
mente custosa e complexa, a qual requer o uso de processadores de alto
desempenho para tratar com a decomposição e transformações de matri-
zes junto com operações em ponto ﬂutuante. Neste sentido, o teorema de
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fatoração de Schur é uma das técnicas matemáticas que podem ser usadas
para resolver uma parte da raiz quadrada de uma matriz [23], devido a
sua alta eﬁciência provida pela exploração de certos tipos de caracterís-
ticas matriciais, para as quais vários métodos numéricos conhecidos são
aplicados (a grande maioria em software). Ainda sabendo que a teoria da
raiz quadrada de matrizes é complexa, algumas simpliﬁcações podem ser
feitas para certos tipos de matrizes. Por exemplo, quando uma matriz é
simétrica semi-deﬁnida positiva (ver deﬁnições no apêndice B), tal matriz
tem uma única raiz quadrada simétrica semi-deﬁnida positiva [24].
Cabe mencionar que os algoritmos QR e o Método de Schur possuem uma
capacidade de paralelização inerente que pode ser utilizada em implemen-
tações hardware, incrementando assim o seu desempenho. Uma revisão
bibliográﬁca do estado da arte mostra que são poucos os estudos que têm
sido realizados visando paralelizar estas técnicas em conjunto (especial-
mente o método de Schur em uma única arquitetura), principalmente,
quando aplicadas ao projeto de soluções embarcadas envolvendo sistemas
matriciais. Fato devido à complexidade algorítmica, assim como a limi-
tações tecnológicas impossibilitando implementações eﬁcientes através de
modelos computacionais tradicionais.
1.3 A Propagação do Erro nos Cálculos Numéricos
No trabalho com matrizes deve-se considerar que as mesmas são objetos
matematicamente mal condicionados, particularidade que as torna muito
susceptíveis a pequenas variações nos elementos de entrada da matriz, po-
dendo modiﬁcar por completo os resultados ﬁnais [25]. Como no exemplo
1.1, onde uma variação na centésima casa em apenas um dos elementos
da matriz, transforma completamente os valores obtidos dos autovalores
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com autovalores {0.2073, 2.3008, 3.5019} .
Assim, a manipulação correta dos dados é fundamental no trabalho com
matrizes, uma vez que a escolha certa da representação dos dados, bem
como o comprimento da palavra, pode ajudar a reduzir a diferença entre
o valor obtido (aproximado) e o valor exato durante o cálculo que envolve
o uso de matrizes. Essa diferença é chamada de erro.
Essa manipulação dos dados deve começar desde as mínimas unidades arit-
méticas que formam as operações matriciais, como no caso da fatoração
QR, onde a mesma pode ser dividida em várias operações aritméticas fun-
damentais tais como: soma, multiplicação, raiz quadrada, e uma quinta
operação chamada de soma-acumulador, segundo a referência [26]. Essa
operação de soma-acumulador é importante nas operações de redução ve-
torial, como o módulo e/ou norma vetorial, onde de forma consecutiva uma






Em áreas da computação cientiﬁca tais como física, química e biologia,
entre outros, a representação numérica de dados é um aspecto importante e
um problema bem conhecido e nada fácil de ser tratado. O maior problema
está em derivar o balanço entre a precisão, desempenho, custo em área
lógica, latência e consumo de potência [28], especialmente quando usados
diferentes formatos de representação numérica.
Duas representações podem ser utilizadas para efetuar as operações ma-
triciais: (a) representação em ponto ﬁxo ou (b) representação em ponto
ﬂutuante. A representação em ponto ﬁxo não é a escolha mais adequada,
pois os valores (faixa de valores) são desconhecidos na maioria das aplica-
ções cientíﬁcas e práticas, e não há forma de se dar um valor ﬁxo para uma
representação geral dos mesmos. Neste caso, a representação em ponto ﬂu-
tuante pode ser a escolha certa, pois apresenta uma ampla faixa dinâmica
para representar qualquer valor real restrito apenas à precisão escolhida
[29, 30]. Desta maneira, uma representação em ponto ﬂutuante se apre-
senta mais apropriada para o tratamento e controle de possíveis erros de
propagação associados aos cálculos matriciais; permitindo assim obter re-
sultados com melhores precisões sem afetar a estabilidade das matrizes,
parâmetro importante dada a condição de um sistemamal condicionado.
Assim, usando um formato de alta precisão (por exemplo, em ponto ﬂu-
tuante) geram-se menores erros de quantização na implementação ﬁnal,
enquanto que um formato com baixa precisão pode gerar implementações
de com melhor desempenho e com reduções em área e consumo de potên-
cia [31]. No ﬁnal, um balanço entre área, desempenho e, em especial, com
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respeito à propagação do erro associado aos cálculos matriciais deve ser
realizado para decidir a melhor precisão a ser usada.
Em computação cientiﬁca, várias aplicações usam os formatos padrões para
representação numérica IEEE Std. 754−1985 ou 754−2008 (IEEE Stan-
dard for Binary Floating-Point Arithmetic), com precisão simples, dupla
ou customizada [32]. Mas quando muitos formatos são suportados no
mesmo ambiente computacional, se torna difícil saber em qual formato
algumas operações serão desenvolvidas [33]. No entanto, alguns usuários
devem enfrentar esse problema, onde em alguns casos uma representação
com menor precisão pode ser suﬁciente e, ocasionalmente, uma represen-
tação com maior precisão seria necessária.
Desde o começo do uso dos computadores os problemas de precisão têm
existido na representação computacional, uma vez que não todo número
pode ser representado em um formato com representação ﬁxa (ou capaci-
dade de representação ﬁnita). Quando isto acontece, o uso de uma técnica
de arredondamento adequada pode ser introduzida para representar os nú-
meros de uma melhor forma, à custa de uma perda de precisão [34]. Esse
tipo de perda é comumente chamado de erro de arredondamento, ver ﬁgura
1.3. O erro de arredondamento assim como os de truncamento e ineren-
tes ao modelo são introduzidos quando um problema físico é modelado
matemáticamente, seguido de uma modelagem numérica para ﬁnalmente,
realizar cálculos e obter a solução (ver ﬁgura 1.3).
Um desses erros é o duplo arredondamento. Acontece quando o resultado
de uma operação, primeiramente arredondado para caber em algum destino
intermediário q e depois enviado de volta para o seu destino ﬁnal p, não
tem o mesmo resultado ao realizar o arredondamento diretamente para a
posição p, tal como mostrado no exemplo 1.2. Em computação, o resultado


















Figura 1.3. Erros nos Cálculos Numéricos.
qual pode ser de precisão dupla ou maior, antes de ser armazenado em
algum lugar da memória em um formato menor do que o tamanho dos
registradores [35, 36].
No exemplo 1.2 o número foi primeiro arredondado para o mais proximo
(RN) 16 dígitos e depois para 9 dígitos, assim o número resultante não
igual ao número arredondado diretamente para 9 dígitos.
Exemplo 1.2
xreal = 7.61940238499999960000× 10−180,
xerrado = RN9 (RN16 (xreal)) 6= RN9 (xreal) = xcorreto
7.61940239× 10−180︸ ︷︷ ︸
xerrado
6= 7.61940238× 10−180︸ ︷︷ ︸
xcorreto
Se bem o IEEE-754 é o formato comum para o desenvolvimento de siste-
mas computacionais, temos de enfrentar o erro de duplo arredondamento,
quando o mesmo for usado. Isto é um problema sério devido ao fato de as
matrizes serem elementos matemáticos mal condicionados, sendo que o
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uso tradicional (na prática) está restrito a sistemas onde erros relaciona-
dos ao duplo arredondamento não afetam muito a qualidade dos resultados;
um problema inerente às operações matriciais de grande porte. Por este
motivo, se faz necessário propor diferentes arquiteturas que consigam lidar
com estes erros, mantendo baixos os parâmetros de propagação de erro,
obtendo assim uma melhor precisão nos resultados.
1.4 Motivação do Trabalho
Atualmente, a maioria das soluções propostas para lidar com a comple-
xidade computacional para se obter a solução numérica de sistemas ma-
triciais encontra-se apenas em implementações em software, no entanto,
há uma carência de processadores com hardwares dedicados capazes de
aproveitarem eﬁcientemente o paralelismo intrínseco das soluções algorít-
micas, e assim acabam executando-se em processadores de propósito geral
(GPPs). Uma alternativa adotada na implementação em sistemas embar-
cados é o uso cada vez mais frequente de soluções em hardware reconﬁ-
gurável. Essa busca pelo hardware reconﬁgurável (como aquele suportado
pelas FPGAs) é preferida nos casos em que a quantidade de usuários não
justiﬁca uma produção em larga escala devido aos custos de desenvolvi-
mento, especiﬁcados por NREs (Non-Recurring Engineering) altos, como
no caso dos ASICs (Application-Speciﬁc Integrated Circuit).
Por um lado, uma revisão bibliográﬁca mostra que são poucos os trabalhos
desenvolvidos utilizando os métodos diretos onde são abordadas arquitetu-
ras paralelas usando hardware reconﬁgurável. Se bem, o desenvolvimento
de arquiteturas paralelas aproveitando técnicas de acessos a memória, pi-
peline e arranjos sistólicos, representam um desaﬁo na implementação em
hardware, as mesmas podem vir a permitir obter o balanço entre os princi-
pais parâmetros de desenho, citados anteriormente: precisão, desempenho,
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consumo de recursos lógicos e potência.
Por outro lado, existe a possibilidade tecnológica atual de se propor arqui-
teturas baseados em ﬂuxo de dados, onde pode ser explorado o paralelismo
intrínseco das técnicas de soluções numéricas de sistemas lineares, podendo
ser implementadas diretamente em hardware reconﬁgurável, e direcionadas
ao projeto de soluções embarcadas.
O alto grau de paralelismo que permitem os FPGAs é uma caraterística
que torna interessante o seu uso em diferentes campos, onde há uma neces-
sidade pela computação de alto desempenho. Esse paralelismo intrínseco
das FPGAs vem ganhando interesse na comunidade de computação para-
lela, a qual trata de sistemas com alta demanda de tarefas computacionais,
como por exemplo a de obter a solução numérica de sistemas matriciais.
Assim, os métodos numéricos (ver ﬁgura 1.2) vêm sendo atraentes na solu-
ção de problemas envolvendo sistemas matriciais de grande porte, e apare-
cem como candidatos ideais para se desenvolverem arquiteturas paralelas;
como por exemplo aquelas baseados em ﬂuxo de dados [37, 38].
Essa falta de ferramentas computacionais de baixo custo, alto desempenho
e precisão, que permitam lidar e, sobretudo, acelerar a solução numérica
de sistemas matriciais baseados na paralelização dos algoritmos, são os
fatores que motivam a realização do presente trabalho. Neste trabalho
foram estudados os algoritmos QR e Método de Schur para adaptá-los e
implementá-los em um hardware dedicado, a ﬁm de enfrentar essa com-
plexidade computacional. Neste caso, três parâmetros de design serão
considerados:
1. Propagação do erro: fatores que incrementem a acurácia dos resulta-
dos,
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2. Limitações em hardware: quantidade de recursos lógicos necessários
para implementar a solução de sistemas lineares, considerando que,
grande porte em hardware (cujo tamanho pode ir à ordem de centenas
e mesmo milhares de linhas e colunas) é diferente em termos de grande
porte em software (cujo tamanho pode ir à ordem de milhões de linhas
e colunas).
3. Desempenho: medido em termos de latência, frequência assim como
a taxa de transferência entre os diferentes blocos do sistema imple-
mentado em hardware.
Finalmente, este trabalho pode resumir a sua hipótese fundamental na
viabilidade de se propor soluções em hardware eﬁcientes para acelerar o
desempenho e, por sua vez, obter a solução numérica de sistemas lineares
baseados nos métodos de eliminação Gaussiana, decomposição QR e de
Schur. Para este ﬁm, foram propostas arquiteturas baseadas em ﬂuxo de
dados, no formato de arranjos sistólicos [37, 38, 39, 40].
1.5 Objetivos
1.5.1 Objetivo Geral
Este trabalho propõe desenvolver arquiteturas paralelas em hardware re-
conﬁgurável para se obter e acelerar a solução numérica em problemas que
envolvem sistemas matriciais. As arquiteturas foram baseadas no método
direto QR e no Método de Schur, utilizando topologias baseadas em ﬂuxo
de dados e arranjos sistólicos. Também, foram utilizadas arquiteturas ba-
seadas no algoritmo de Eliminação Gaussiana para encontrar a solução
numérica de sistemas lineares. Para representar numericamente os dados,
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foi usada uma representação em ponto ﬂutuante. As implementações fo-
ram em arquiteturas reconﬁguráveis baseadas em FPGAs, visando a sua
aplicabilidade em problemas inversos de pequeno ou grande porte.
1.5.2 Objetivos Especíﬁcos
1. Projetar arquiteturas paralelas em hardware reconﬁgurável que per-
mitam acelerar a solução numérica implementado os métodos QR,
Método de Schur e Eliminação Gaussiana, visando o mínimo con-
sumo de recursos lógicos, maximizando as características de acurácia.
2. Implementar uma veriﬁcação do bloco de solução de sistemas de equa-
ções lineares em FPGA mediante o uso do hardware in the loop.
3. Avaliar in situ a arquitetura projetada para solução de sistemas de
equações lineares em uma FPGA.
4. Implementar uma metodologia de fusão de datapath que permita a
redução da propagação do erro de duplo arredondamento.
5. Deﬁnir uma metodologia que permita a veriﬁcação tanto funcional
(via simulação) quanto em hardware (na FPGA) dos resultados obti-
dos.
6. Desenvolver uma ferramenta de geração automática de código VHDL
em MatLab como apoio à metodologia de veriﬁcação/validação.
1.6 Metodologia do Trabalho
No desenvolvimento do presente trabalho foi seguida uma metodologia
descrita à continuação:
16
• Revisão Bibliográﬁca: Foi realizada uma revisão bibliográﬁca do es-
tado da arte dos métodos de solução numérica de sistemas matriciais,
considerando as implicações da sua implementação em hardware.
• Análise da Propagação do Erro: Usando MatLab como estimador
estatístico foi feita uma implementação em software dos métodos para
encontrar uma solução numérica de sistemas matriciais passando por
uma análise da propagação do erro. Cada um dos métodos foi avaliado
utilizando valores aleatórios como entradas.
• Implementações em Hardware : Implementação das arquiteturas para
solução numérica de sistemas matriciais usando os métodos estudados
para criar as diferentes bibliotecas para tal ﬁm, todas usando uma
representação em ponto ﬂutuante.
• Veriﬁcação Comportamental e Veriﬁcação em Hardware as Arquite-
turas : Para cada uma das arquiteturas foi feita uma veriﬁcação com-
portamental assim como uma veriﬁcação em hardware. Para tal ﬁm
foram utilizados o ModelSim e o SystemGenerator executando uma
série de valores aleatórios como entrada do bloco solução numérica de
sistemas matriciais.
Adicionalmente, neste trabalho deﬁniu-se como pequeno porte sistemas
lineares a partir de 4× 4 até 25× 25, como médio porte sistemas lineares
a partir de 26 × 26 até 75 × 75 e como grande porte sistemas lineares
a partir de 76 × 76. Embora estas deﬁnições possam ser arbitrárias, as
mesmas foram dadas tendo em conta tamanhos de FPGAs disponíveis
no mercado, assim como dimensões de matrizes reportadas na literatura
referente à implementação em hardware de soluções de sistemas lineares.
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1.7 Resultados Alcançados
Durante o desenvolvimento deste trabalho vem se gerando um conjunto
de publicações listadas no Apêndice A, as quais são descritas neste do-
cumento, além de alguns resultados por serem publicados. A seguir, são
descritos os principais resultados alcançados:
1. Implementação em hardware da arquitetura para solução da função
inversão de matriz : Neste documento são apresentados os resultados
obtidos na implementação em hardware reconﬁgurável FPGA da ar-
quitetura para calcular a inversa de uma matriz usando representação
em ponto ﬂutuante com três diferentes precisões: 32, 64 e 40 bits. A
descrição em hardware da arquitetura é baseada no algoritmo de Eli-
minação Gaussiana (e sua variação Gauss-Jordan), criando como sua
principal unidade o circuito Gauss-Jordan elimination. Esse compo-
nente contem outros processadores especializados para lidar com as
diferentes tarefas ou partes do algoritmo, sendo estes cinco, quatro
módulos e uma unidade: Change Row Module, Pivo Module, Ma-
trix Elimination Module, Normalization Module e por ﬁm the Gauss-
Jordan Control-Circuit Unit. Essa divisão permitiu trabalhar com
outras pequenas unidades aritméticas, organizadas para manter a pre-
cisão dos resultados sem a necessidade de internamente normalizar
ou desnormalizar os dados em ponto ﬂutuante. A implementação de
toda a arquitetura toma vantagem dos recursos hardware disponí-
veis na FPGA Virtex-5. Os resultados de desempenho e consumo de
recursos da implementação são melhorados quando comparados com
outras arquiteturas onde a sua implementação torna-se mais complexa
especialmente para implementação de baixo custo. Alguns pontos de
referência foram feitos com as soluções implementadas previamente
no FPGA e no software, tais como MatLab. A propagação do erro
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assim como o consumo de recursos na implementação, especialmente
os blocos de memórias RAM internas que são usados, constituem me-
lhoras quando comparadas com trabalhos prévios.
2. Implementação em hardware de uma arquitetura para encontrar a
solução numérica de um sistema de equações lineares : Também, é
mostrado o resultado da implementação de uma arquitetura de baixo
custo para resolver sistemas lineares de equações baseado no método
de eliminação Gaussiana usando um sistema reconﬁgurável baseado
em FPGA. A arquitetura pode lidar com uma precisão simples usando
o padrão em ponto ﬂutuante IEEE 754. A implementação toma van-
tagem das memórias internas assim como dos DSPs disponíveis na
Virtex−5. A arquitetura proposta é composta de quatro módulos e
uma unidade : Change Row Module, Pivo Module, Matrix Elimina-
tion Module, Normalization Module e por ﬁm the Gaussian-Control-
Circuit Unit. Igualmente, uma unidade especial de acesso a memó-
ria foi desenvolvida para lidar como as operações de escrita/leitura
desde/para a memória interna RAM.
3. Implementação de uma veriﬁcação do bloco de solução de sistemas
de equações lineares em FPGA chamada de HIL (hardware in the
loop): Este trabalho introduz o ﬂuxo de simulação baseado no uso da
ferramenta XSG (Xilinx System Generator), de uma arquitetura para
resolver sistemas lineares com matrizes densas presentes em sistemas
fortemente ligados. Um processo de veriﬁcação funcional foi alcançado
tomando vantagem do XSG, permitindo ambas as simulações software
e hardware in the loop (HIL) usando os resultados respectivos do
modelo de referencia em MatLab. O bloco SSL no XSG pode lidar
com precisões simples, duplas e customizadas seguindo o padrão em
ponto ﬂutuante IEEE 754.
4. Aplicação da arquitetura solução de sistemas de equações lineares : Os
19
resultados obtidos de uma aplicação do bloco de solução de sistema
de equações lineares (SSL) apoiando os cálculos de uma rede neural
tipo GMDH e seu uso para predizer de forma aproximada a estrutura
tridimensional das proteínas são apresentados neste documento. O
bloco SSL foi usado especiﬁcamente para acelerar o método dos míni-
mos quadrados. Ambos o hardware GMDH e o hardware SSL foram
escritos em VHDL e provados no dispositivo FPGA.
5. Implementação de operadores aritméticos em hardware: entre outros
resultados encontra-se o desenvolvimento de arquiteturas de hardware
parametrizáveis para as operadores de soma/subtração e multiplica-
ção usando uma representação aritmética de ponto ﬂutuante com 32
e 64 bits de precisão. Estas arquiteturas foram criadas como arquite-
turas de ﬂuxo de dados. Além disso, foi desenvolvida uma arquitetura
capaz de realizar em um único bloco a operação conjunta de multi-
plicação soma acumulação em ponto ﬂutuante.
Todas as arquiteturas aritméticas foram simuladas, implementadas e
validadas usando o MatLab como estimador, seguindo uma metodolo-
gia de veriﬁcação funcional, de veriﬁcação em hardware e de validação
da arquitetura. Uma metodologia de fusão de datapath foi seguida e
explorada para desenvolver e implementar a arquitetura de fusão de
multiplicação soma acumulação. Os resultados mostraram reduções
em uso de recursos DSPs e do erro associado aos cálculos.
6. Implementação em hardware reconﬁgurável FPGA da função raiz
quadrada de uma matriz : Como um dos resultados principais deste
trabalho se encontra uma nova implementação em hardware reconﬁ-
gurável FPGA do método de Schur para calcular a função raiz qua-
drada de uma matriz simétrica e deﬁnida positiva. Esta arquitetura
usa uma representação em ponto ﬂutuante de 32 bits de precisão
baseada no padrão IEEE-754. Para lidar com todos os processos
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de cálculo internos foram usadas estruturas em forma de arranjos
sistólicos baseadas em três blocos matriciais principais: QRD-MGS,
MMM e MDTM. A implementação desta arquitetura alcançou resul-
tados de desempenho de 10.41 GFLOPs e de propagação do erro de
23.0494/7.5706 para cada caso numérico de estudo, quando embar-
cada na plataforma Kintex7-XC7K325T, utilizando paralelização e
pipeline das tarefas.
Adicionalmente, cabe salientar três aspectos metodológicos usados no de-
senvolvimento deste trabalho:
1. O primeiro foi a implementação da metodologia de fusão de data-
path para conseguir descrever uma operação de multiplicação soma e
acumulação em um único bloco hardware , evitando erros de duplo ar-
redondamento. Esta metodologia pode ser usada no desenvolvimento
de processos com grandes cadeias aninhadas de operações aritméti-
cas em ponto ﬂutuante, o que signiﬁca uma redução signiﬁcativa não
apenas do erro associado nos cálculos mas também, uma redução dos
recursos lógicos utilizados uma vez que são em menor número as eta-
pas de denormalização/normalização de dados realizada.
2. No segundo foi implementada uma metodologia de veriﬁcação vali-
dação de arquiteturas. Esta metodologia ajudou no processo de ve-
riﬁcação padronizando cada um dos experimentos e permitindo uma
comparação dos resultados de forma normalizada. A metodologia
permitiu realizar uma veriﬁcação funcional e veriﬁcação em hardware
assim como também realizar a validação das arquiteturas referentes
a parâmetros de desenho previamente estabelecidos.
3. Por ﬁm, pode-se citar o seguinte resultado paralelo ao desenvolvi-
mento das arquiteturas. Onde, como parte e apoio à metodologia de
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veriﬁcação validação foi desenvolvida uma ferramenta de geração au-
tomática de código VHDL no Matlab, facilitando a implementação em
hardware das diferentes arquiteturas propostas para operações matri-
ciais assim como para a geração das operações aritméticas. Alguns
parâmetros de desenho podem ser conﬁgurados usando este gerador
de código, tais como o tamanho do sistema (ou da matriz) e a precisão
numérica do formato em ponto ﬂutuante utilizado. Isto facilita a sua
implementação em FPGAs e acelera o tempo de desenvolvimento em
hardware.
1.8 Organização do Trabalho
O presente trabalho está organizado da seguinte forma:
No capítulo 2 é feita uma breve introdução ao hardware reconﬁgurável, ex-
plicando a arquitetura von Neumann, os FPGAs e alguns aspectos relevan-
tes da tecnologia usada. Também é apresentada a representação numérica
utilizada neste trabalho assim como uma seção é usada para descrever al-
guns métodos para solução numérica de sistemas matriciais. Onde alguns
fundamentos e conceitos básicos da álgebra linear, deﬁnindo os conceitos
de métodos de decomposição e/ou fatoração e de eliminação assim como
a função raiz quadrada de uma matriz.
O capítulo 3 descreve as implementações realizadas para calcular a solução
de um sistema de equações lineares assim como para calcular a inversa de
uma matriz. São apresentados neste capítulo, os resultados obtidos assim
como sua análise. O capítulo 4 apresenta os resultados obtidos da im-
plementação das arquiteturas em ﬂuxo de dados, mostrando as estruturas
propostas, as metodologias implementadas assim com os diferentes circui-
tos desenvolvidos para, no ﬁm, obter uma arquitetura capaz de encontrar
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a solução numérica da função raiz quadrada de uma matriz. O caítulo 5
apresenta a discussão dos resultados e as contribuições deste trabalho. Fi-
nalmente, o capítulo 6 apresenta as conclusões e perspectivas de trabalhos
futuros na área de desenvolvimento deste trabalho.
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Capítulo 2 ASPECTOS TEÓRICOS
Neste capítulo serão descritos alguns temas vinculados ao tema de hard-
ware reconﬁgurável, o qual foi utilizado como plataforma de desenvolvi-
mento e prototipação das arquiteturas propostas, assim como alguns tópi-
cos sobre a representação e/ou formato numérico utilizado. A seguir, uma
seção é dedicada aos métodos utilizados para obter soluções numéricas de
alguns sistemas tomados como estudo de caso, envolvendo métodos matri-
ciais, tais como decomposições e processos de eliminação. Nesta direção é
mostrado o uso da decomposição visando a obtenção da raiz quadrada de
uma matriz simétrica (um dos temas a serem abordados neste trabalho).
Adicionalmente, alguns conceitos e deﬁnições básicas da álgebra linear se-
rão citados, a ﬁm de fornecer os principais fundamentos necessários para a
compreensão das propostas deste trabalho. No apêndice B são fornecidos
maiores detalhes relacionados com técnicas e conceitos de álgebra linear,
importantes para a compreensão dos algoritmos alvo deste trabalho.
2.1 Hardware Reconﬁgurável
2.1.1 Arquitetura von Neumann
John von Neumann foi um matemático húngaro naturalizado estaduni-
dense quem formalizou uma arquitetura para cálculo computacional de
propósito geral junto com o Arthur Walter Burks e o Herman Heine Golds-
tine, ambos também matemáticos. Os mesmos deﬁniram que a máquina
devia conter certos dispositivos principais, tais como: (a) ULA (Unidade
24
Lógica e Aritmética), (b) memória de armazenamento, (c) unidade de con-
trole e (d) conexões com o exterior (sistemas de entrada/saída) assim como
também a forma de como os programas e dados compartilhariam o espaço
da memória de armazenamento. Com isso, von Neumann sedimentou os
conceitos de um modelo computacional [41, 42].
Esta arquitetura, conhecida atualmente como Modelo de von Neumann,
representa um paradigma de computação, baseado no princípio de "pro-
grama armazenado em memória", o qual permite armazenar no mesmo
espaço de memória tanto as instruções quanto dados. As instruções são
numericamente codiﬁcadas de tal forma que a máquina pode distinguir
entre os dados e as instruções. O modelo de von Neumann propõe um
circuito capaz de executar as instruções armazenadas na memória, deno-
minado unidade de controle. Desta maneira, o modelo de von Neumann é
orientado à execução de instruções (ﬂuxo de instruções), contendo para isto
um registro especíﬁco objetivando o armazenamento da próxima instrução
a ser executada (o contador de programa - PC).
Adicionalmente, o modelo deﬁne um dispositivo capaz de realizar opera-
ções aritméticas, tais como: soma, subtração, multiplicação e divisão, o
qual pode ser estendido para operações mais complexas (ver ﬁgura 2.1), a
ULA (Unidade Lógica-Aritmética). De maneira geral, o modelo apresenta
uma via de dados (data-path) e uma via de controle, especiﬁcadas na ﬁgura
(2.1), conectadas através de barramentos de comunicação. O mesmo sis-
tema de comunicação baseado em barramentos é usado para interconectar
toda a CPU e a memória do sistema [41]. Desta forma, o barramento de
dados se comporta como um canal de comunicação com vazão de dados
(througput) limitada pelas próprias características físicas do canal.
Na maioria dos computadores modernos as CPUs conseguem atingir tem-



















Figura 2.1. Arquitetura von Neumann
desde/para a memória RAM, obrigando ao mesmo fazer paradas para tare-
fas de sincronização de transferência de dados. Esta diferença em desempe-
nho entre os processadores e as memórias, conhecida como memory wall 
[43], é um dos maiores problemas na computação de alto desempenho.
As limitações supracitadas referentes às limitações físicas da comunicação
entre memória/processador e memory wall  sumarizam o denominado
gargalo de von Neumann, sendo este um dos maiores inconvenientes das
arquiteturas convencionais [44].
Neste contexto, a indústria de processadores, vem sendo sustentada du-
rante muitos anos pelas previsões feitas pela lei de Moore. No trans-
curso dos anos a lei de Moore permitiu melhorar o desempenho das ar-
quiteturas von Neumann, pelo incremento da frequência do clock do
sistema, a cada certo período de tempo, gerando como efeito colateral
um aumento no consumo de potência do chip (o qual é proporcional à
cargacapacitiva × V oltagem2 × freqclock, ver [42]), o qual chegou a ser no
começo do milênio um problema crítico no projeto de processadores (the
power wall, vide capítulo 1 de [42]). Desta forma, ao em vez de se con-
tinuar aumentando o desempenho do software executado em um único
processador pelo incremento da frequência do relógio, a solução adotada
26
pela indústria tem sido a implementação de plataformas multinúcleo, como
o Intel Xeon 4 cores ou o Intel Core i7 4 cores.
2.1.2 Field Programmable Gate Arrays
Os FPGAs foram desenvolvidas pela Xilinx em 1984 representando estru-
turas regulares em formas de arranjos de portas/memórias (ou elementos
lógicos). Uma arquitetura de um FPGA consiste em um conjunto de ar-
ranjos de CLBs( blocos lógicos conﬁguráveis), blocos I/O conﬁguráveis,
assim como interconexões programáveis. Entre os recursos lógicos podem
incluir ULAs, elementos/blocos de memória e decodiﬁcadores, dispositi-
vos de processamento digital DSP, entre outros. Existem três diferentes
tipos de elementos de programação para uma FPGA: a RAM estática, o
anti-fusível, e a ﬂash EPROM, onde podem ser interconectados de forma
arbitrária por chaves programáveis para formar as redes de conexões entre
as células.
Uma arquitetura genérica FPGA é mostrada na ﬁgura 2.2, onde, pode-se
observar como é constituída internamente. Na ﬁgura 2.2 são mostrados os
slices junto com a matriz de chaveamento, ambas sendo parte das colunas
internas de recursos digitais disponíveis no FPGA.
FPGAs permitem implementar, em princípio, qualquer tipo de circuito di-
gital, o qual permite que empresas especializadas no projeto de circuitos
integrados utilizem FPGAs no seu ﬂuxo de desenvolvimento, incluindo a
prototipação e veriﬁcação [46]. Embora estes dispositivos apresentam uma
versatilidade, os mesmos apresentam desvantagens em termos de desem-
penho, área, consumo de potência e tempo de conﬁguração [47]. FPGAs
podem ser usados em qualquer ﬂuxo de projeto digital, proporcionando be-










Figura 2.2. Arquitetura do FPGA (modiﬁcado de [45]).
baixos de projeto NRE (Non-recurring engineering), sem os altos custos do
desenvolvimento personalizado dos ASICs (Application Speciﬁc Integrated
Circuit). No caso dos FPGAs, muitos dos recursos são usados para tarefas
de conﬁguração, fazendo os mesmos deﬁcientes em termos de velocidade e
consumo de potência, se comparados com ASICs (ver Tabela 2.1).
Com a redução continua das características em tamanho dos processos de
tecnologia em semicondutores, o custo de um conjunto completo de más-
caras de litograﬁa passou de mais de US1, 5 milhões (para tecnologia de
90nm) para US2 milhões (para tecnologia de 65nm) [48]. Essa complexi-
dade (em termos de número de transistores por chip) dos grandes projetos
também aumenta o número re-spins necessários antes da produção, de-
vido aos erros produzidos em etapas de projeto, por exemplo, problemas
na veriﬁcação. Esses quesitos elevam consideravelmente os custos de NRE
nos projetos baseados em ASICs, para aplicações com baixos (ou médios)
volumes de produção [48]. Como alternativa FPGAs podem ser utilizados,
mas os mesmos consumem mais potência e apresentam menor desempenho
do que os ASICs (ver Tabela 2.1).
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Neste sentido, em um ponto intermediário entre os FPGAs e os ASICs
situam-se os chamados Structured ASIC. Esses dispositivos são geralmente
usados para volumes de aplicações médias e apresentam uma combinação
do melhor das duas tecnologias. Um Structured ASIC consiste de um
padrão regular e repetitivo de estruturas combinacionais e sequenciais, com
uma variedade de elementos bem estruturados e otimizados através do chip
inteiro. Desta forma, com algumas alterações em umas poucas máscaras, é
possível modiﬁcar as conexões entre os elementos estruturados, projetando
assim as funções desejadas para gerar o circuito. Adicionalmente, um
projeto prototipado em um FPGA pode ser facilmente direcionado para
structure-ASICs, tendo ganhos automáticos em desempenho. Esta é uma
vantagem devido a que permite que vários projetos compartilhem a maioria
das máscaras, reduzindo assim os custos de NRE e time-to-market [49].
Contudo, os FPGAs continuam sendo a tecnologia usada para aplicações
com baixa demanda devido a sua reusabilidade e ﬂexibilidade sem gerar
grandes custos de NRE, permitindo um rápido time-to-market. A Tabela
2.1 apresenta a comparação entre FPGAs, ASICs e os Structured ASIC.
Tabela 2.1. Comparação entre as tecnologias: FPGA vs Structured
ASIC vs ASIC
FPGA Structured ASIC ASIC
Processo de desenho Simples Simples Longo e complexo
NRE (Non-recurring engineering) Não apresenta Baixos custos Altos custos
time-to-market Rápido Curto Longo
Reusável e ﬂexível Sim Não Não
Desperdício de hardware Sim Não Não
Ideal para aplicações com demanda Pouca Média Alta
Tamanho Grande Pequeno Pequeno
Consumo de Potência Alto Baixo Baixo
Desempenho MHz Entre MHz e GHz GHz
A arquitetura do FPGA é organizada por CLBs, os quais possuem uma
estrutura especiﬁca dada por cada fabricante e para cada família de dispo-
sitivos. Neste caso a família 7 da Xilinx apresenta uma arquitetura típica
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tal como mostrado na ﬁgura 2.3. Cada CLB contem dois slices e sua matriz
de chaveamento o que permite, mediante interconexões, construir arranjos


















Figura 2.3. Arquitetura do CLB e seus recursos: slices, matriz de
chaveamento e interconexões (modiﬁcado de [45]).
Os slices são elementos presentes no CLB, contendo dentro da sua arqui-
tetura LUTs (Look up Table). Estas LUTs permitem implementar funções
Booleanas, dependendo do número de entradas necessárias onde, a imple-
mentação é feita mediante o uso de multiplexadores e ﬂip-ﬂops presentes
na própria arquitetura (ver ﬁgura 2.4). Quando o número de entradas
disponíveis da LUT é menor do que o número necessário, uniões de LUT
são feitas incrementando assim a complexidade do arranjo tal como mos-
trado na ﬁgura 2.5. Adicionalmente, algumas LUT podem ser conﬁguradas
também como registradores de deslocamento (SRL).
A metodologia de projeto para implementar uma arquitetura em um FPGA
é mostrada na ﬁgura 2.6. A mesma ﬁgura inclui as etapas necessárias para
esta tarefa: (a) especiﬁcações do desenho, (b) a síntese do desenho/projeto,
(c) implementação e (d) programação do dispositivo.
O processo de síntese do projeto veriﬁca o código e analisa a hierarquia do
circuito na etapa inicial, fornecendo o esquemático RTL (do inglês Register
Transfer Level) e o mapeamento tecnológico. Esta etapa garante que o pro-







Figura 2.4. Arquitetura do slice e seus recursos: LUT/RAM/SRL,
multiplexadores, Flip-Flops e interconexões (modiﬁcado de [45])
criadas como uma netlist, sendo armazenadas como um arquivo NGC (no
caso da Xilinx Synthesis Technology (XST)) ou como um arquivo EDIF (no
caso de LeonardoSpectrum, Precision, ou Symplify/Symplify Pro).
O ﬂuxo do projeto em FPGA segue os seguintes passos após a síntese ló-
gica: (a) mapeamento tecnológico, (b) posicionamento e roteamento e (c)
geração do arquivo de programação. A fase de mapeamento tecnológico as-
socia elementos do netlist aos recursos disponíveis no dispositivo deﬁnido
pelo usuário. A fase posicionamento e roteamento consiste na deﬁnição da
localização física dos blocos lógicos no FPGA e na realização das interco-
nexões entre eles e a geração do arquivo de programação bitstream para
conﬁguração do FPGA.
Como parte importante e relevante no desenvolvimento do projeto, este
deve passar por várias etapas de veriﬁcação. A veriﬁcação começa com

























Figura 2.5. Arquitetura de uma LUT de 6 entradas formada apartir
de duas LUT de 5 entradas (modiﬁcado de [45])
mesmo baseado na proposta inicial do projetista. Já a veriﬁcação funcio-
nal certiﬁca a funcionalidade do projeto em diferentes pontos no ﬂuxo do
desenho com simulações comportamentais (antes da síntese), simulações
funcionais (depois da síntese) e/ou veriﬁcações no circuito (depois da pro-
gramação do dispositivo). Essas veriﬁcações no circuito, no momento da
implementação, também contemplam a análise temporal estática do cir-
cuito, assim como as simulações temporais onde são inseridos os valores
ou bibliotecas com as informações dos atrasos dos circuitos projetados.
A veriﬁcação no circuito faz uma análise da sincronização do projeto em
diferentes pontos no ﬂuxo do mesmo com sincronização estática (depois
das etapas de posicionamento e roteamento) e simulação de sincronização
(depois das etapas de posicionamento e roteamento). Essa veriﬁcação per-
mite encontrar erros não contemplados durante o projeto, tais como os
gerados pelo próprio ambiente de projeto.
No contexto do projeto de sistemas digitais, FPGAs permitem implemen-
tar soluções baseadas em ﬂuxo de dados, desenvolvendo hardware especí-





















Figura 2.6. Etapas de um projeto com FPGAs da Xilinx
algoritmo. Neste caso, o ﬂuxo de instruções típico do modelo de von Neu-
mann pode vir a se converter em ﬂuxo de dados, evitando o uso de etapas
de leitura/escrita de dados desde/para a memória. Desta maneira, pro-
postas de arquiteturas baseadas em ﬂuxo de dados podem ser facilmente
prototipadas neste tipo de dispositivo ﬂoware e conﬁgware, tal como pro-
postas em [50]. FPGAs de granularidade ﬁna fornecem uma grade de grão
ﬁno de unidades funcionais de bit-wise, que podem ser compostas para
criar qualquer circuito desejado ou mesmo um processador. A maioria da
área nas FPGAs é realmente dedicada à infra-estrutura de roteamento o
qual permite que as unidades funcionais sejam interligadas em tempo de
conﬁguração.
FPGAs de granularidade grossa fornecem um número de unidades funcio-
nais dedicadas, como blocos de DSP contendo multiplicadores, e blocos de
RAM, diminuindo a conﬁguração na memória e os tempos de conﬁguração
assim como a complexidade no problema de posicionamento e roteamento
[51]. Atualmente, as FPGAs contêm centenas de DSPs e blocos RAM
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compartilhando a infra-estrutura de roteamento permitindo aumentar a
complexidade dos projetos.
O mercado dos DSP inclui aplicações que abrangem um amplo espectro
de desempenho e de requisitos de custos, tais como: 3G, voz sobre proto-
colo de internet (VoIP), sistemas multimídia, radar e sistemas satelitais,
sistemas médicos, aplicações em processamento de imagens e eletrônica de
consumo.
Processadores especializados do tipo DSP podem implementar muitas des-
sas aplicações. Embora, esses processadores sejam programáveis mediante
software, a sua arquitetura em hardware não é ﬂexível. Neste sentido, os
DSPs são arquiteturas de von Neumann com via de dados (datapaths)
soﬁsticados, envolvendo conjunto de ULAs, acumuladores, etc,. Portanto,
uma arquitetura de hardware ﬁxo, tal como um DSP, apresenta gargalos
relacionados ao número de blocos multiplicadores-acumuladores (MAC),
ao tipo e tamanho de memória ﬁxa e ao tamanho da largura de dados, a
qual limita o desempenho deste tipo de arquiteturas. Desta maneira, os
processadores do tipo DSP não são adequados para algumas implemen-
tações que requerem implementações de funções DSP customizadas (ver
Tabela 2.2)[52].
Por outro lado, os FPGAs fornecem soluções para implementar aplicações
para processamento digital de sinais, devido à possibilidade de mapear
diretamente as equações dos ﬁltros em estruturas customizadas de hard-
ware. Neste contexto, os fabricantes fornecem ferramentas de projeto a
ﬁm de acelerar o projeto do tipo DSPs em FPGAs por exemplo: System
Generator da Xilinx o qual usa MatLab SimuLink como interface. A cada
nova geração tecnológica os FPGAs proporcionam mais recursos lógicos e
de memória, sendo este aumento da capacidade o quem vem permitindo,
recentemente, o mapeamento de aplicações HPC (high-performance com-
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puting) para FPGAs.
No contexto de possibilidades de acelerar o desempenho de aplicações
HPC, os GPUs (Graphics Processing Unit) têm crescido consideravelmente
em programação, assim como em desempenho (de operações em ponto ﬂu-
tuante) e vem sendo usados na aceleração de software. As GPUs oferecem
um grande poder de processamento baseados em milhares de núcleos para
processar cargas de trabalho paralelas de forma eﬁciente, acelerando as-
sim as aplicações de HPC enquanto são utilizadas junto com uma CPU.
Isto é feito mediante a transferência de partes do processamento intensivo
dos aplicativos executados na CPU para a GPU, a ﬁm de acelerar cálcu-
los computacionais intensivos, enquanto o resto do código continua sendo
executado pela CPU [53]. Além disso, as GPUs permitem um desenvolvi-
mento de processo simples devido a seu hardware de proposito geral e de
fácil programação quando comparado ao dos FPGAs 2.2.
Embora, as GPUs modernas oferecem picos muito altos de desempenho
em ponto ﬂutuante, a verdadeira força dos FPGAs está no mapeamento
em hardware de algoritmos especíﬁcos onde podem ser extraídos picos de
desempenho altos (ver Tabela 2.2).
Tabela 2.2. Comparação entre as tecnologias: FPGA vs GPU vs DSP
FPGA GPU DSP
Processo de desenho Simples Simples Simples
NRE (Non-recurring engineering) Não apresenta Não apresenta Não apresenta
time-to-market O maior entre os três Rápido Rápido
Reusável Sim Sim Sim
Hardware ﬂexível Sim Não Não
Desperdício de hardware Sim Sim Sim
Consumo de potência Médio Alto Baixo
Desempenho MHz GHz MHz
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2.1.3 Arquiteturas Baseadas em Fluxo de Dados Inspiradas em Arranjos
Sistólicos
O termo, arranjo sistólico, designa uma classe especial de arquiteturas
computacionais paralelas, capazes de usar um número muito grande de
processadores (de forma simultânea) para cálculos em aplicações como
computação cientíﬁca e processamento de sinais. Este termo foi introdu-
zido em 1978 pelo Kung e Leirserson, formalizando o conhecimento em
torno dessa classe de computadores onde algumas técnicas de arquiteturas
sistólicas já eram usadas pelos projetistas de arquiteturas [54].
Um sistema sistólico é uma rede de processadores que ritmicamente cal-
culam e passam dados através do sistema. Desta forma, como analogia
com o sistema vascular humano, em um sistema computacional sistólico a
função do processador é análoga à do coração, bombeando regularmente
dados enquanto desenvolve pequenos cálculos computacionais. Assim, um
ﬂuxo de dados é mantido constante dentro do sistema onde todos os PE
(elemento de processamento) têm uma tarefa especiﬁca, recebendo e en-
tregando dados de forma síncrona (ver ﬁgura 2.7) [55].
PE PE PE PE PE PE PE
Figura 2.7. Arquitetura de ﬂuxo (arranjos sistólicos)
Muitos cálculos matriciais básicos podem ser acelerados em um pipeline,
de forma eﬁciente e elegante, utilizando redes com estruturas de arranjos
sistólicos [56, 57, 58, 59]. O poder por trás dos arranjos sistólicos vem do
modo como os dados ﬂuem entre os elementos de processamento e, dado
o aumento recente da capacidade dos FPGAs, é possível o mapeamento
de aplicações HPC mediante o uso desta classe de arquiteturas, capazes
de realizar operações matriciais tais como multiplicação de matrizes ou
inversão. Desta maneira, são desenvolvidos circuitos para uso principal-
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mente em máquinas com ﬁnalidade dedicada e não em computadores do
tipo GPP (ver ﬁgura 2.8).
Desta forma, a ﬁgura 2.8 mostra como os elementos de duas matrizes
atravessam os PE, de forma ordenada e síncrona, obtendo como resultado
ﬁnal a matriz C produto da multiplicação de duas matrizes A e B tal como
descrito pela equação 2.1.
C44 = A44 ×B44 (2.1)




























Figura 2.8. Exemplo de uma arquitetura de ﬂuxo (arranjos sistólicos)
para processar uma multiplicação matricial
Em 1995, Rainer Kress generalizou o modelo de arranjos sistólicos, per-
mitindo o desenvolvimento de uma metodologia que suporta toda classe
de esquemas irregulares destes modelos [60]. Desta forma, um grande nú-
mero de modelos de arranjos sistólicos foram desenvolvidos e vem sendo
utilizados para executar cálculos em diferentes aplicações. Entre essas
aplicações podem se citar algumas em processamento de sinais e imagens
como: ﬁltros digitais, convolução e correlação, transformadas discretas de
Fourier ou transformada rápida de Fourier (FFT), decodiﬁcação ou codi-
ﬁcação para compressão, etc, [61, 62, 63, 64]. Também, algumas aplica-
ções não numéricas como pattern matching [65] ou reconhecimento regular
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de linguagem [66], etc. Isto demostra a disseminação destes modelos de
computação (especialmente em hardware reconﬁgurável) como soluções a
problemas computacionalmente exigentes.
Por um lado, o maior problema relacionado ao desenvolvimento de cálculos
matriciais em sistemas computacionais, além do erro associado ao método
numérico, está na natureza da tarefa computacional ser classiﬁcada de
compute-bound (ou simplesmente CPU bound). As operações matriciais,
em sua maioria, exigem um processamento maior do processador do que o
processamento do número de entradas e saídas, fazendo assim com que o
tempo total de processamento seja muito maior [67, 68].
Por outro lado, a HPC é conhecida como a área de computação onde o
desempenho da máquina nunca é suﬁciente. Devido a isto, com o uso deste
hardware reconﬁgurável e o crescente interesse pelo mapeamento da com-
putação de alto desempenho em essa tecnologia, foi acunhado outro novo
termo HPRC (High Performance Reconﬁgurable Computing), sendo esta
uma área relativamente nova. Mas, um problema ainda a ser resolvido aqui
é a produtividade desses programadores e o desaﬁo tecnológico assim como
educacional que envolve o seu uso em HPC [69]. Contudo, faz-se necessário
uma revolução no pensamento e na educação para obter estas ferramentas
assim como programadores qualiﬁcados que desenvolvam eﬁcazmente as
arquiteturas propostas pelos algoritmos [60].
Neste sentido, as arquiteturas em arranjos sistólicos visam solucionar pro-
blemas computacionais tipo CPU bound, visto que os dados são aprovei-
tados ao máximo pelo arranjo sistólico antes de voltar para a memória
principal do sistema. Assim, utilizando hardware reconﬁgurável para im-
plementar arquiteturas baseados em modelos em arranjos sistólicos pode se
reduzir o consumo de energia elétrica e acelerar o processamento em várias
ordens de grandeza ( quando comparado com o modelo de von Neumann)
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[69]. Adicionalmente, com o avanço das ferramentas computacionais (soft-
ware e hardware), projetos ou programas com arranjos sistólicos eﬁcientes
podem ser automaticamente gerados, permitindo implementações de gran-
des sistemas usando estas arquiteturas de forma barata, e disseminando
estes modelos em hardware reconﬁgurável como soluções a problemas com-
putacionalmente exigentes, como no caso de HPC.
2.2 Representação Numérica em Ponto Flutuante
Nesta representação, o ponto decimal é posicionado dinamicamente até ser
colocado em uma posição desejada, sendo usado para tal ﬁm o expoente o
qual indica a posição original do ponto decimal. Como exemplo, tem-se o
número 893.000.000.000.000.000 o qual pode ser transformado usando a
notação cientiﬁca em 8, 93×1017. Essa notação permite abranger um inter-
valo ou conjunto maior de valores usando poucos dígitos para representar
diferentes ordens de grandeza/magnitude, chamado comumente de faixa
dinâmica. A notação faz uso da representação representada pela equação
2.2
N = M ×BE, (2.2)
onde M representa a mantissa, B a base e E o expoente.
Essa notação é também estendida aos números binários, sendo conhecida
como representação binária em ponto ﬂutuante.
No intuito de padronizar a representação numérica em ponto ﬂutuante, a
IEEE propôs o padrão IEEE-754 em 1958, estabelecendo a representação
39
e a forma de operação dos números baseados nessa representação. Desta
forma, acabando com as incompatibilidades entre sistemas, causadas pelos
diferentes formatos utilizados por cada fabricante. Este fato normalmente
gerava resultados diferentes quando os mesmos algoritmos eram executados
em máquinas diferentes [32].
O padrão supracitado permite a portabilidade de aplicações dos programas
existentes para os novos computadores que adotá-lo. Este padrão permite
assim desenvolver programas numéricos soﬁsticados sem necessidade de se
ter experiência em métodos numéricos, sendo mais eﬁcientes, robustos e
portáveis. Desta maneira, o mesmo padrão permite realizar a análise e
diagnóstico de anomalias, facilitando assim a manipulação das exceções de
forma apropriada a ﬁm de desenvolver funções elementares tais como expo-
entes, cossenos e aritmética de alta precisão. Por ﬁm, pode-se dizer que o
padrão é de certa forma ﬂexível (desde que sejam respeitadas as restrições
impostas), permitindo realizar diferentes aperfeiçoamentos e ampliações
na sua própria proposta dependendo dos requerimentos da aplicação.
Esse padrão especiﬁca os formatos básicos e estendidos para números em
ponto ﬂutuante, as operações de soma, subtração, multiplicação, divisão,
raiz quadrada, resto, assim como funções de comparação. O mesmo padrão
especiﬁca as conversões entre inteiros e formatos em ponto ﬂutuante, assim
como as conversões entre diferentes formatos em ponto ﬂutuantes, ou entre
os formatos básicos de números em ponto ﬂutuante e cadeias de caracteres
decimais (strings). Adicionalmente, o mesmo especiﬁca as exceções e sua
manipulação, incluindo NaN (Not a Number), os formatos de cadeias de
bits decimais e inteiros, a interpretação do sinal e campo de bit implícito
da representação de NaN e, por ﬁm, a conversões de binário para decimal
e vice-versa.
Desta maneira, o formato IEEE Std. 754 é uma representação em ponto
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ﬂutuante de um número em formato binário [32], sendo este representado
por uma cadeia de bits caracterizado por três componentes principais: um
bit de sinal S, um exponente E com Ew bits e uma mantissa M com Mw
bits, como mostrado na ﬁgura 2.9 A mantissa representa a magnitude do
número e uma constante bias é adicionada ao exponente no intuito de




Figura 2.9. O padrão IEEE-754
O sinal S pode ter então dois valores, sendo um 0 usado para representar
um número positivo e um 1 para representar um número negativo. O
expoente E tem seu próprio sinal e seu valor é armazenado em excesso,
seguindo a seguinte expressão matemática
2q−1 − 1,
onde q é o número de bits. Por exemplo, tendo um expoente com 8 bits,
onde a representação em excesso seria 127 e o valor armazenado subtraindo
o excesso será o verdadeiro representado no expoente. Assim, no caso de
um excesso de 127 e expoente com valor igual a 9, o valor verdadeiro
representado seria então dado pelo valor: −118 = (9− 127).
Por ﬁm, a mantissa M representa um número fracionário normalizado,
assim o bit mais a esquerda da mantissa é sempre 1. Devido a que o valor
do bit nunca varia o seu armazenamento em memória não é requerido;
embora, implicitamente este sempre faz parte da representação (sendo o
bit implícito). Neste caso, a mantissa M se calcula segundo a equação 2.3
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M = m22 × 2−1 +m21 × 2−2 + . . .+m1 × 2−22 +m0 × 2−23, (2.3)
e seu número real representado pela cadeia binária é obtido a partir da
equação 2.4
N = (−1)s × (1 +M)× 2E−Bias. (2.4)
Este padrão permite ao projetista trabalhar tanto com precisão simples
(32 bits) e duplo (64 bits), sendo que para precisão dupla (o diferentes de
simples) os valores de mantissa, exponente e bias devem ser modiﬁcados.
Por outro lado o mesmo padrão pode ser adaptado à medida dos requisitos
de precisão de uma aplicação especíﬁca. Um formato de alta precisão indica
assim pouco erros de quantização na implementação ﬁnal, enquanto que
um formato com precisão baixa indica implementações de alta velocidade
e reduções em área e consumo de potência [31].
2.3 Solução Numérica de Sistemas Matriciais
2.3.1 A Decomposição
Nesta seção serão comentados três métodos de fatoração (também deno-
minados de decomposição ou eliminação): (a) Eliminação Gauss-Jordan,
(b) Método de Decomposição QR e (c) Método de Decomposição de Schur.
Observa-se que a eliminação de Gauss-Jordan é geralmente usada com ma-
trizes quadradas não singulares (ver deﬁnições no apêndice B). Por outro
lado, a decomposição QR é mais geral, podendo ser aplicado para qual-
quer matriz quadrada ou retagular onde m ≥ n, sendo m as linhas e n as
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colunas. Para matrizes quadradas n denota o tamanho da matriz assim
como n = 4 denota uma matriz de 4× 4.
A Eliminação de Gauss-Jordan
A eliminação de Gauss-Jordan é uma versão da eliminação de Gauss que
zera os elementos por cima e por baixo do elemento pivô, conforme ele
percorre a matriz [70, 71]. Este método (chamado assim devido a Carl
Friedrich Gauss e Wilhelm Jordan) é um algoritmo da álgebra linear para
determinar as soluções de um sistema de equações lineares, assim como
para obter matrizes inversas. Um sistema de equações se resolve pelo
método de Gauss quando se obtêm suas soluções mediante a redução do
sistema, transformando-o em outro equivalente, em que cada equação tem
uma incógnita a menos do que a anterior. Quando se aplica este processo, a
matriz resultante se conhece como forma escalonada da matriz. Em outras
palavras, a eliminação de Gauss-Jordan transforma a matriz em uma forma
escalonada reduzida, enquanto a eliminação de Gauss transforma na forma
escalonada.
O procedimento de eliminação de Gauss-Jordan para resolução do sistema
linear Ax = b é descrito a seguir:
1. Formar a matriz aumentada [A|B].
2. Obter a forma escalonada reduzida por linhas [C|D] da matriz aumen-
tada [A|B] utilizando as operações elementares nas linhas (apêndice
B).
3. Para calcular cada linha não-nula da matriz [C|D] resolver a equação
correspondente para a incógnita associada ao primeiro elemento não-
nulo naquela linha. As linhas com todos os elementos iguais a zero
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podem ser ignoradas, pois a equação correspondente será satisfeita
por quaisquer valores das incógnitas.
A Decomposição QR
A decomposição QR é uma operação elementar que decompõe uma matriz
A no produto de uma matriz ortogonal por uma matriz triangular superior.
A decomposição QR da matriz A é assim deﬁnida como A = Q × R, em
que Q é uma matriz ortogonal, ou seja, QT ×Q = Q×QT = I, Q−1 = QT




Q11 Q12 Q13 Q14
Q21 Q22 Q23 Q24
Q31 Q32 Q33 Q34
Q41 Q42 Q43 Q44
 ;R =

R11 R12 R13 R14
0 R22 R23 R24
0 0 R33 R34
0 0 0 R44
 . (2.5)
Os algoritmos mais comuns para tratar a decomposição QR são: (1) Gi-
vens rotation, (2) MGS orthogonalization e (3) Householder transforma-
tion. Neste trabalho foi considerado para implementação em hardware,
o algoritmo MGS orthogonalization, devido a complexidade computacio-
nal da implementação em hardware do Householder transformation assim
como a precisão do Givens rotation [24].
O Gram-Schmidt Modiﬁcado:
A decomposição QR para quaisquer matriz pode ser realizada mediante o
algoritmo de ortogonalização de Gram-Schmidt modiﬁcado. Este procedi-
mento tem uma grande vantagem com relação ao algoritmo de rotações de
Given, devido a que reduz o consumo de recursos de memória [24].
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Neste algoritmo o termo aij denota a linha i e a coluna j da matriz A e
ai denota a coluna vetor da matriz A. A decomposição QR da matriz A,
A = QR, pode ser obtida da forma apresentada no exemplo a seguir. Para
simpliﬁcar, a matriz utilizada tem tamanho 3 × 3. Primeiro, a primeira
coluna vetor ai é normalizada para obter
r11 = ‖a1‖2 =
√
(a11)2 + (a21)2 + (a31)2,
a qual representa os elementos na linha 1 e coluna 1 de R. Os valores de











Segundo, os valores de r12 e r13 podem ser calculados usando o coluna
vetor 1 da matriz Q e a segunda e terceira coluna vetor da matriz A
r12 = q
T
1 a2 = q11a12 + q21a22 + q31a32
r13 = q
T
1 a3 = q11a13 + q21a23 + q31a33. (2.7)
Depois de obter os valores de q1, r12 e r13 das equações 2.6 e 2.7, a matriz
A pode ser transformada na matriz Ap1
ap111 = 0, a
p1
11 = a12 − r12q11, ap113 = a13 − r13q11
ap121 = 0, a
p1
22 = a22 − r12q21, ap123 = a23 − r13q21
ap131 = 0, a
p1
32 = a32 − r12q31, ap133 = a33 − r13q31. (2.8)
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Assim, os valores de q1, r11, r12 e r13 e a matriz Ap1 (ver equação 2.8) são
derivados dos passos anteriores. Para obter os valores restantes os passos
anteriores são repetidos com Ap1 para calcular q2, r22, r23 e a matriz Ap2.


































A matriz Ap2 é obtida da seguinte equação 2.11.
ap211 = 0, a
p2





ap221 = 0, a
p2





ap231 = 0, a
p2




33 − r23q32 (2.11)
Similarmente, repetindo os passos na matriz Ap2, r33 pode ser calculado
normalizando a terceira coluna vetor da matriz Ap2 e obter os valores de














Resumindo, os principais métodos de decomposição e de eliminação são o
QR e a eliminação Gaussiana para se obter soluções de sistemas lineares.
A Tabela 2.3 mostra algumas das vantagens e desvantagens do método QR
para tratar matrizes não quadradas, assim como não singulares para obter
a decomposição. Entre outras vantagens do método QR pode se citar o
fato de permitir tratar de sistemas esparsos e, adicionalmente, seu número
de FLOPs é menor que o da eliminação Gaussiana.
Tabela 2.3. Comparação entre os diferentes métodos de decomposição
e/ou eliminação de matrizes








Não Sim Não Singular
Decomposição QR 2mn2 Sim Naõ necessário m ≥ n
2.3.2 O Cálculo da Raiz Quadrada de uma Matriz
A Decomposição de Schur
Se existe uma matriz unitária U ∈ Cm×m tal que B = UHAU , então B
é equivalente unitariamente a A ∈ Cm×m. Caso U seja real, então B
goza da propriedade de equivalência ortogonal real em relação a A.
Teorema 2.1 (Teorema de Schur). Seja A ∈ Cm×m com m autovalores
λ1, λ2, ..., λm, distintos ou não, e em qualquer ordem dada, então existe
uma matriz unitária U ∈ Cm×m como apresentado na equação 2.13, sendo





= λi, i = 1 : m. Ou seja, toda matriz quadrada é equivalente
unitariamente a uma matriz triangular superior (ou triangular inferior).
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UHAU = T (2.13)
A Demonstração do Teorema de Schur pode ser observada no apêndice B.
A Raiz Quadrada de uma Matriz
A raiz quadrada de uma matriz A de n× n é uma matriz X de forma tal
que satisfaz a seguinte equação (2.14).
X2 = A, (2.14)
Tal matriz X é chamada de raiz quadrada de A, sendo que a mesma
equação pode ser escrita como X = A1/2. Diferente da raiz quadrada
de um escalar, a raiz quadrada de uma matriz pode não existir ou ser
única. Se A tem ao menos n − 1 autovalores não zero, então A tem uma
raiz quadrada. Já que o número de possíveis raízes quadradas de uma
matriz dada A varia dependendo da singularidade da matriz de dois até
inﬁnito (considerando a matriz identidade), uma matriz A real tem uma
raiz quadrada real se a matriz dada A não tem autovalores reais negativos.
No caso de matrizes reais simétricas de n × n, onde zTAz ≥ 0 é positivo
para qualquer vetor coluna não zero z de n números reais (isso é uma
matriz semi-deﬁnida positiva), existirá uma única raiz quadrada simétrica
semi-deﬁnida positiva. Isto signiﬁca que para se obter uma única raiz
quadrada A1/2, para a qual cada autovalor tem uma parte real positiva, a
matriz dada A não deve ter autovalores reais negativos [72] [73].
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A maioria de propostas numéricas para calcular a raiz quadrada de uma
matriz são baseadas no método de Newton, sendo que vários métodos
computacionais são baseados na igualdade f(XAX−1) = Xf(A)X−1. Se
X pode ser encontrada de tal forma que B = XAX−1 tem a propriedade
que f(B) é facilmente avaliada, então um método obvio resulta. Quando
A é diagonizável, B pode ser tomada como diagonal e a avaliação de f(B)
é trivial. Para uma matriz A geral, se X é restringida para ser unitária
entãoA pode ser reduzida a uma fatoração de Schur da formaA = QTQ−1,
onde Q é unitária e T é triangular superior. Dado que Q é unitária, Q−1 é
igual à transposta conjugada de Q. Esta decomposição é computada pelo
algoritmo de decomposição QR [74][75] apresentado em 2.3.1.
Uma forma recursiva baseada no teorema de fatoração de Schur foi pro-
posta por Björck e Hammarling em [23], conhecida como método de Schur,
que presenta uma alta estabilidade e precisão. O método de Schur vem da
decomposição de Schur (ver 2.3.2) a qual transforma a matriz dada A de
n× n em A = QTQ−1. Desta maneira, o problema é reduzido ao cálculo
da raiz quadrada da matriz triangular superior T .
Embora essa forma recursiva permite manter uma estabilidade e precisão
altas, a sua implementação em hardware foi por muito tempo desconsi-
derada devido a sua complexidade e inviabilidade da sua implementação,
deixando apenas as aplicações do algoritmo para implementações em soft-
ware. Com o avanço na complexidade das novas tecnologias, especialmente
os FPGAs, algoritmos para processamento de sinais digitais vem ganhando
uma grande força na sua implementação em hardware dedicado para ace-
lerar os diferentes meios onde são requeridos.
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2.4 Considerações Finais do Capítulo
Neste capítulo foi introduzida a tecnologia de hardware reconﬁgurável, es-
pecialmente os FPGAs. Os dispositivos FPGAs permitem um alto grau de
paralelismo tornando-os bons candidatos para aplicações embarcadas onde
soluções baseadas em software não alcançam os requisitos estabelecidos.
A grande maioria destas implementações são voltadas para soluções onde
há uma demanda pela computação de alto desempenho e baixo consumo
de potência, como no caso onde existem operações matriciais.
Com essa versatilidade do hardware reconﬁgurável e o alto grau de para-
lelismo espera-se que as implementações em FPGAs permitam ganhos em
desempenho, custo e precisão, logrando estimular o uso desta tecnologia
em diferentes ambientes de pesquisa. Adicionalmente, arquiteturas basea-
das em arranjos sistólicos são candidatas interessantes quando necessário
grande poder de processamento em paralelo, como no caso de sistemas
matriciais, o que torna as FPGAs plataformas ideais de desenvolvimento.
Esses arranjos sistólicos tem como vantagem seu simples e regular desenho
que pode acelerar o ﬂuxo computacional dos algoritmos implementados.
A representação numérica utilizada no desenvolvimento deste trabalho
também faz parte importante, pois aportam parâmetros como precisão
além de outros fatores que afetam diretamente a implementação em hard-
ware como o consumo de recursos associado ao comprimento da palavra,
etc. Este capítulo fez uma descrição do formato IEEE−754 para repre-
sentação em ponto ﬂutuante e mostrou como é usado para representar
a notação cientiﬁca e poder aproveitar uma representação numérica com
intervalos maiores e de forma dinâmica. Nos capítulos seguintes será mos-
trado como alguns erros associados aos cálculos afetam esta representação
e consequentemente a acurácia dos resultados obtidos.
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Também, foram descritas as diferentes decomposições matriciais usadas
tanto para resolver sistemas lineares quanto para encontrar a solução de
funções matriciais como no caso da raiz quadrada da matriz. O estudo
mostrou que cada método tem suas vantagens e desvantagens, em que,
parâmetros tais como a acurácia do método, a complexidade das operações
matriciais, o número de operações diferentes a implementar (e.g., soma,
divisão, multiplicação, raiz quadrada), assim como a quantidade de acessos
à memória, entre outras, permitem escolher o tipo de método a ser usado.
Conjuntos de equações lineares da forma Ax = b ou o cálculo da raiz
quadrada de uma matriz X = A1/2 aparecem em muitas aplicações, onde,
independente da aplicação, seja envolvendo problemas de predição com
o ﬁltro de Kalman ou estimação dos canais de comunicação MIMO, o
problema é sempre encontrar a solução numérica do sistema matricial.
A eliminação de Gaussiana, fazendo uso de algumas restrições, permite
tratar sistemas matriciais onde a sua matriz de entrada deve ser simétrica
e não singular, além de deﬁnida positiva, como os casos das matrizes de
covariância. Este também é um critério para realizar uma implementação
mediante a decomposição de Cholesky que apresenta maior desempenho
computacional.
A decomposição QR, diferente dos outro métodos mostrados permite tratar
sistemas matriciais quadrados n× n ou retangulares m× n sendo m > n,
com m igual as linhas e n as colunas. Decomposições como QR, Cholesky
apresentam grande aplicabilidade no desenvolvimento de sistemas para
processamento de sinais digitais embora também apresentem um alto grau
de complexidade, vem ganhando grande interesse na comunidade devido
aos avanços tecnológicos que permitem implementações mais complexas.
As implementações em arquiteturas reconﬁguráveis dos algoritmos estuda-
dos permitiram ganhar em desempenho assim como na acurácia deixando
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um suporte para que futuras propostas possam usá-las como base no desen-
volvimento de sistemas embarcados. Finalmente, os conceitos apresentados
neste capítulo são importantes para o entendimento das implementações
de hardware realizadas no contexto deste trabalho. Estas implementações
são descritas nos capítulos seguintes.
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Capítulo 3 IMPLEMENTAÇÃO DAS ARQUITETURAS
PARA SOLUÇÃO DE SISTEMAS DE EQUAÇÕES
LINEARES E INVERSÃO DE MATRIZES
Este capítulo apresenta as implementações realizadas envolvendo a solu-
ção de sistemas lineares incluindo os resultados de síntese, desempenho e
propagação do erro. O capítulo está organizado da seguinte forma: (1)
comentários prévios relacionados à importância das operações matriciais
são expostos nesta primeira seção, (2) seguindo, uma seção será utilizada
para descrever o algoritmo de eliminação Gaussiana usado nas implemen-
tações propostas neste trabalho, (3) uma seção é dedicada para a revisão
bibliográﬁca sobre o estado da arte das implementações em hardware do
algoritmo e por ﬁm, (4) em uma última seção, é realizada uma descrição
das implementações para inversão de matrizes, assim como para a solu-
ção de sistemas lineares, realizando uma discussão sobre os pontos mais
relevantes associados aos resultados obtidos.
3.1 Comentários iniciais
Frequentemente, a maioria dessas aplicações em ciência e engenharia en-
volve algoritmos que devem lidar com estruturas de dados matriciais e suas
respectivas operações. Uma das operações mais importantes e computaci-
onalmente custosas é a inversão de matrizes para a qual muitas abordagens
numéricas bem conhecidas são aplicadas, principalmente em plataformas
de software. Todavia, a complexidade computacional da inversão de ma-
trizes é uma pergunta aberta, soluções em software sub-cúbicas tais como
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O(n2.807) Strassen e O(n2.376) Coppersmith-Winograd aplicadas para in-
verter matrizes n× n são de grande interesse teórico mas não são usadas
na prática devido a que sua aceleração é apenas visível para matrizes de
grande porte em software, o que torna inadequado para implementações
em hardware (e.g. Capítulo 12 de [11]).
Algoritmicamente, métodos simples tal como a Eliminação de GJ Gauss-
Jordan, são importantes para o desenvolvimento de implementações com
arquiteturas, embora conhecida sua alta complexidade computacional (O(n3)).
A implementação em hardware destes algoritmos é interessante, em ter-
mos de se poderem evitar os problemas relacionados ao gargalo de von
Neumann, principalmente os relacionados com ler instruções desde a me-
mória RAM. No caso de operações matriciais, que são implementadas em
hardware, apenas operações de escrever/ler dados devem ser executadas,
sem a complexidade dos passos de decodiﬁção/execução relacionadas às
instruções de execução, as quais estão fortemente ligadas ao modelo de
von Neumann. Neste caso, deve-se prover um escalonamento adequado
dos dados, mediante contadores, sincronizados adequadamente, como pro-
posto em [44].
Muitos algoritmos de inversão de matrizes têm uma complexidade cúbica
mas apresentam uma simplicidade algorítmica onde um hardware reconﬁ-
gurável especíﬁco pode prover uma solução muito atraente [76, 77]. O uso
de métodos de decomposição e eliminação devém ser introduzidos para a
inversão de matrizes de grande porte, uma vez que as abordagens analí-
ticas resultam em arquiteturas não escaláveis pelo uso de determinantes.
Alguns métodos de decomposição/eliminação tais como Eliminação GJ e
decomposição QR (QRD) são tradicionalmente usados por causa da sua
simplicidade ou estabilidade (ou precisão do algoritmo), além das decom-
posições LU e Cholesky. A eliminação GJ apresenta uma maior simplici-
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dade dada as operações básicas necessárias para sua implementação. Por
outro lado, o método de Cholesky está limitado para matrizes positivas e
não singulares, enquanto que o QRD pode ser usado em quase qualquer
classe de matrizes [78].
Devido a que em algumas representações matemáticas existem modelos
envolvendo a solução de sistemas de equações lineares (modelos matrici-
ais), há uma diﬁculdade relacionada a qual seria o algoritmo mais ade-
quado para operar com esse tipo de representações, sem demandar alto
custo computacional, e mantendo precisão nas soluções. Por causa disso,
o maior desaﬁo em análise numérica está relacionado ao desenvolvimento
de algoritmos eﬁcientes para a realização de cálculos matriciais.
A eliminação Gaussiana é uma das mais antigas técnicas propostas na
álgebra linear, e ainda hoje é um dos métodos numéricos mais populares
para a solução de sistemas de equações lineares. A eliminação Gaussiana
é também uma técnica usada para calcular a inversa da matriz quando a
matriz, dada A, é densa e linearmente independente.
3.2 Algoritmo de Eliminação GJ
O algoritmo de eliminação GJ é um método baseado na Eliminação Gaus-
siana que coloca zeros acima e abaixo de cada pivô dando deste modo a
matriz inversa. Seja A uma matriz n × n, I a matriz identidade n × n e
X a matriz de incógnitas n × n. A solução do sistema linear A ×X = I
será o resultado X = A−1. Este método, chamado assim devido a Carl
Friedrich Gauss e Wilhelm Jordan, é um algoritmo da álgebra linear para
determinar as soluções de um sistema de equações lineares, assim como
para obter matrizes inversas.
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O método aplica primeiramente a eliminação Gaussiana na matriz aumen-
tada n × 2n, A˜ = [A I], dando como resultado uma matriz da forma
[U H] na qual U é triangular superior. Segundo, [U H] é transformado
por meio de operações elementares de linhas em uma matriz aumentada
da forma [I K]. Por ﬁm, extraindo o componente direito da matriz au-
mentada obtém-se K que é a matriz inversa: A×K = I [70, 71]. A seguir
são descritos os quatro principais passos do algoritmo 1 de Gauss-Jordan
com pivô parcial que começam na linha i = 1 e com a matriz aumentada
[A I]:
1. Pivô Parcial: localizar o pivô, que é o maior elemento na coluna i.
Considere os elementos em linhas i até n, então é trocada a linha i
com a linha que contem o pivô.
2. Triangularização do sistema: Eliminar todos os elementos abaixo da
diagonal na coluna i, subtraindo cada linha abaixo da linha pivô pelo
múltiplo da linha pivô. Então, incrementa-se i e repete-se o passo
1 (se i < n), até se obter na matriz esquerda uma forma triangular
superior.
3. Diagonalização: Eliminar todos os elementos acima da diagonal na
coluna i, subtraindo cada linha acima da linha pivô por um múltiplo
da linha pivô. Então, diminuir i e repetir o passo até que todos os
elementos acima da diagonal sejam zero e o componente esquerdo da
matriz aumentada se torne uma matriz diagonal.
4. Normalização: Dividir cada linha i pelo recíproco do pivô assim os ele-
mentos da diagonal tomam valor de 1. Então o componente esquerdo
da matriz aumentada será a matriz identidade e a parte direita será
a inversa da matriz.
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Algoritmo 1: Pseudocódigo para a eliminação de Gauss-Jordan com pivô parcial
Input: A
1 Saidas A−1;
2 [n] = size(A) ;
3 I = identity(n) ;
4 Colocar a matriz na forma de matriz aumentada B = [AI];
5 Pivô parcial: for j = 1...n do
6 for i = 2...n do
7 Se B(j, j) < B(i, j) trocar as linhas B(j)↔ B(i) ;
8 end
9 end
10 Triangularização do sistema: for j = 1...n do
11 for i = 2...n− 1 do
12 Encontro o elemento pivô =⇒ 1/B(j, j);
13 Multiplico o elemento pivô com a linha 1/B(j, j) ∗B(i);
14 Soma de linas B(j) +B(i) e o resultado é =⇒ B(i)
15 end
16 end
17 Normalização: for i = 1...n do
18 Multiplico toda a linha 1/B(i, i) ∗B(i);
19 end
20 Diagonalização: for j = n...1 do
21 for i = n− 1...2 do
22 Encontro o elemento pivô =⇒ 1/B(j, j);
23 Multiplico o elemento pivô com a linha 1/B(j, j) ∗B(i);




3.3 O estado da arte: Implementações em hardware reconﬁgurável do al-
goritmo de eliminação Gaussiana
Vários trabalhos reportam implementações de inversões de matrizes usando
métodos diferentes tais como Cholesky [79], LU [80] e Gauss-Jordan [81,
82]. Existem também algumas arquiteturas VLSI para inversões de matri-
zes usando o método de fatoração QR que não é especialmente desenhado
para FPGAs. Em [83] é apresentado um algoritmo para realizar uma inver-
são de matrizes usando o método de QRD-GR com uma arquitetura VLSI
em arranjo sistólico. Adicionalmente, em [84] é apresentado um algoritmo
usando QRD-MGS.
Trabalhos mais recentes para matrizes de pequeno porte, usando FPGAs,
não são facilmente estendidos a matrizes de grande porte como apresentado
em [85], onde é discutida uma solução prática para matrizes maiores do
que 4×4. Em [86], o trabalho foi feito para matrizes de 16×16 junto com
a sua respectiva análise, porém, a implementação em FPGA é mostrada
apenas para matrizes de 4 × 4. Em [87] é apresentada uma arquitetura
para inverter matrizes usando a fatoração QR baseada no algoritmo (RLS).
Essa proposta usa o algoritmo Square Givens Rotations e seu desenho
em arranjo sistólico foi implementado com uma representação em ponto
ﬂutuante de 20 bits de comprimento.
Contudo, a maioria de trabalhos reportam apenas representações em ponto
ﬁxo e arquiteturas que não podem ser estendidas a matrizes de grande
porte. Uma exceção é a proposta apresentada em [82] na qual uma arqui-
tetura é proposta usando uma representação em ponto ﬂutuante com dupla
precisão e usando memórias externas para alcançar os requisitos propostos.
Entretanto, nesse trabalho não foi apresentado um estudo em termos da
precisão tendo em conta o aumento nas dimensões da matriz, ocultando
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a importância de levar em consideração a propagação do erro quando se
trabalha com matrizes.
No contexto dos sistemas lineares, existem poucos trabalhos que podem
resolver sistemas de equações lineares, e ainda menos propostas capazes
de lidar com sistemas de grande porte. Em [88] e [89], os autores apre-
sentam uma proposta para resolver um sistema linear de equações sem
o uso da operação de divisão, chamada de division-free parallel architec-
ture (DFPA), a qual é capaz de lidar com sistemas grandes (cerca de 96
equações). Entretanto, os resultados sobre análises da propagação do erro,
tendo em conta a variação na dimensionalidade dos sistemas envolvidos,
não foram apresentados.
Resumindo, pode-se ver na tabela 3.1 as diferentes implementações feitas
em FPGAs com diferentes métodos propostos na literatura para resol-
ver sistemas de equações lineares. Isto mostra uma carência de hardware































































































































































































































































































































































3.4 Arquiteturas propostas para inversão de matrizes
3.4.1 Uma adequada implementação em FPGA de uma inversão de matri-
zes em ponto ﬂutuante baseada na Eliminação de GJ
A arquitetura apresentada nesta subseção tem como referência o trabalho
[99], onde os elementos da matriz foram representados usando o sistema
padrão de ponto ﬂutuante IEEE−754, com uma conﬁguração para preci-
são simples. Para realizar os cálculos foram usadas as bibliotecas de ponto
ﬂutuante desenvolvidas no laboratório LEIA da UnB [100]. Os blocos
disponíveis de memória RAM interna, no dispositivo utilizado (Virtex-5),
foram usados para armazenar os valores dos componentes da matriz na
forma de vetores, os quais são acessados em uma ordem especíﬁca.
Na ﬁgura 3.1 é apresentada a estrutura geral da arquitetura proposta para
resolver inversões de matrizes, a qual representa uma proposta que usa
adequadamente as capacidades da FPGA, seguindo o algoritmo descrito
na seção 1. A arquitetura geral é descrita em (3.2a), a qual é composta
de um circuito chamando de circuito de controle, uma unidade de me-
mória RAM e três unidades aritméticas de ponto ﬂutuante chamadas de
Mult, Add/Sub e Div incluidas na unidade geral de eliminação de matri-
zes. As unidades de Mult e Add/Sub são compostas de 10 multiplicadores
e 10 somadores, respectivamente, usando os circuitos de ponto ﬂutuante
de [100], sendo o número de multiplicadores e somadores limitado apenas
pelos recursos hardware disponíveis no FPGA selecionado. O circuito de
controle geral é mostrado na ﬁgura (3.2b), onde pode ser observada a sua
estrutura composta de um conjunto de FSMs (máquinas de estados ﬁnitos)
chamadas de módulos: encontrar pivô, troca de linhas e uma unidade cha-





















Figura 3.1. Gráﬁco sequencial da arquitetura proposta
O circuito de controle tem a tarefa de controlar os acessos às memórias
RAM internas, assim como controlar os acessos aos dados das diferentes
unidades aritméticas, tais como (Div, Mult e Add/Sub). Adicionalmente,
o mesmo sistema de controle visa distribuir esses dados segundo sejam
requisitados por cada unidade. O algoritmo mapeado nesta arquitetura
começa por um processo de inicialização (ver ﬁgura. 3.1) onde os parâme-
tros básicos são atribuídos a cada unidade.
Os módulos encontrar pivô e troca de linhas (ver ﬁgura. 3.2b), trocam as
linhas respectivas sempre deixando o pivô na linha i e coluna j, sendo en-
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Figura 3.2. Estrutura geral do sistema: a). O sistema GJ total b). A





onde A(p, p) é o elemento pivô e A(i, p) são todos os elementos abaixo do
pivô.
Depois do processo inicial, o sistema passa para o seguinte passo, envol-
vendo o módulo de eliminação de matriz e o incrementar pivô (vide ﬁgura.
3.1). Neste caso, o módulo eliminação de matriz é responsável por rea-
lizar os cálculos seguindo a equação 3.2.
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A(i, j) = A(i, j)− A(p, j) ∗X, (3.2)
onde o novo valor de A(i, j) corresponde à subtração do elemento em-
baixo do pivô com o elemento pivô multiplicado pelo líder encontrado,
alcançando desta forma um pivô parcial. É importante observar que os
cálculos realizados são feitos em toda a matriz aumentada (ver a descrição
do algoritmo na seção 3.2).
O processo descrito anteriormente encontra-se em um laço de repetição
(vide ﬁgura. 3.1) o qual envolve ambas as partes do algoritmo: trian-
gularização, normalização e diagonalização. Para se conseguir isto são
usadas as diferentes unidades aritméticas de ponto ﬂutuante: div, mult e
add/sub (ver ﬁgura. 3.2a). Assim pode ser observado que o número de
multiplicações necessárias utilizadas no módulo de eliminação de matriz
se incrementa com o tamanho da matriz, o que está relacionando com sua










onde n representa o tamanho do matriz.
O processo de normalização é executado no intuito de transformar a matriz
diagonal atual em uma matriz identidade. Este procedimento garante que
no lado direito da matriz aumentada estará a matriz inversa. A tarefa de
normalização é desenvolvida pelo módulo normalização, o qual se encontra
dentro da eliminação de matriz (ver ﬁgura. 3.2b). Neste caso, a equação
3.4 é executada para calcular o reciproco de cada elemento da diagonal,
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sendo que a equação 3.5 é aplicada para obter uma matriz identidade, na





A(p, j) = A(p, j)×R (3.5)
3.4.1.1 Características importantes da arquitetura
Vários aspectos de optimização foram introduzidos nesta proposta tendo
em conta: (a) os acessos à memória RAM, (b) a operação de troca de linha
e (c) o paralelismo das operações aritméticas de ponto ﬂutuante. Neste
caso, os principais aspectos de optimização são os seguintes:
• O acesso a memória RAM : As memórias internas do FPGA sele-
cionado permitem ao sistema alcançar operações de escrita/leitura
sobre palavras de 1152 bits de comprimento. A implementação em
hardware proposta toma vantagem da capacidade de paralelismo do
FPGA. A ﬁgura. (3.2a) apresenta os barramento de dados Data_out
e Data_in com este comprimento para operações de escrita/leitura
desde/para as memórias RAM.
• A operação de troca de linha: A operação de intercâmbio de linhas
foi otimizada evitando as operações de escrita física, que são com-
putacionalmente custosas. Neste caso, um registrador chamado de
pos_memória foi usado (vide ﬁgura. 3.3, representando uma conﬁ-
guração usando como exemplo uma matriz de 4 × 4). Assim, cada
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conjunto de 6 bits representa e armazena a posição real dos primeiros
elementos da linha da matriz na memória, uma vez que 36 posições
representam o número de linhas da maior matriz invertida, sendo que
para trocar duas linhas da matriz é somente necessário a troca dos
valores dos registradores.
Por exemplo, se o número atribuído na posição 1 corresponde ao valor
de zero, indicado pelos 6 bits, signiﬁca que o valor da primeira linha
da matriz está armazenado na posição zero da memória RAM (como
apresentado na ﬁgura 3.3). Fato este que atribui os valores de cada
posição das linhas da matriz no registro pos_memoria, sem ter que
passar por um armazenamento físico, ou ordenamento na memória






Figura 3.3. Registrador pos_memória
• O paralelismo das operações aritméticas de ponto ﬂutuante: Dez mul-
tiplicadores e dez somadores em ponto ﬂutuante foram usados, desen-
volvendo as operações requeridas no módulo de eliminação de matriz,
sendo o número de multiplicadores e somadores limitado apenas pelos
recursos hardware disponíveis no FPGA selecionado. Isto representa
o nível de paralelismo, permitindo desenvolver operações sobre dados
de memória de 1152 bits (que representam até 36 dados em ponto ﬂu-
tuante de precisão simples). No caso de ter 36 números (por exemplo,
uma matriz de 36× 36 elementos) sete processos em paralelo devem
ser realizados, e na última operação apenas é necessário utilizar 2 dos
10 multiplicadores e somadores disponíveis (ver ﬁgura. 3.4). De fato,
existem dois conjuntos de cinco multiplicadores e somadores, um para









































Figura 3.4. Estrutura paralela para ti ciclos usando um conjunto de
cinco multiplicadores e cinco somadores
3.4.1.2 Resultados da implementação
O software de descrição de hardware usado neste projeto foi o Xilinx In-
tegrated Software Environment (ISE) 10.1. O FPGA usado foi a Virtex-5
XC5VLX110T. A escolha do dispositivo neste caso, o Virtex-5, foi devido
à disponibilidade do kit no nosso grupo de pesquisa.
A ﬁgura. 3.5 descreve o comportamento do erro médio (ME) para dife-
rentes tamanhos de matrizes quadradas na faixa de n = 4 até n = 36
usando 100 amostras para cada tamanho n, usando MatLab como base
para a estimação estatística do erro, tendo em conta os resultados obtidos.
Os dados para cada tamanho de matriz foram gerados usando o comando
A = double(rand(x, x)); que deﬁne a matriz com números reais em preci-
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são dupla no intervalo de [0, 1], tal como proposto em [82].
As variações do erro podem ser explicadas pelo erro de truncamento do
multiplicador. Por exemplo, em [100] o erro do multiplicador para uma
precisão simples é de 10−7. Assim, quando são representados números
com uma precisão ﬁnita, não todo número no intervalo disponível pode
ser representado exatamente. Se um número não pode ser representado
exatamente pelo tipo especíﬁco de dado e escala, um método de arredon-
damento é usado para normalizar o número em questão, em uma forma
representável. Embora, a precisão diminuía sempre em uma operação de
arredondamento, o custo da operação e a quantidade de bias que é intro-
duzido depende do método de arredondamento em si.
A ﬁgura. 3.5 também mostra um método de regressão polinomial de ordem
cinco aplicado aos resultados de erro, ilustrando a tendência do erro para
aumentar enquanto o tamanho da matriz cresce. As oscilações do erro
sobre a curva podem ser devidas ao número de multiplicações necessárias
para a inversão da matriz e, por sua vez, como uma forte responsável pela
tendência do erro para aumentar, enquanto o tamanho da matriz aumenta.
Contudo, é importante ver que para matrizes de 20 × 20 (ou menores) a
precisão é menor que 10−4.
A ﬁgura. 3.6 mostra o tempo usado pela FPGA para calcular a inversa
da matriz usando um clock de 50MHz, comparado contra o código em C
usando o Eclipse CDT em um PC com processador AMD Turion-X2 Dual
Core Mobile RM−72 2.10 GHz, 4GB de memória RAM e um sistema
operativo de 32 bits (Vista). Embora os dispositivos FPGAs suportem
altas frequências (ver tabela 3.2 ), o clock de 50MHz foi escolhido por ser
o clock disponível na placa de desenvolvimento. Neste caso, apenas uma
aplicação foi executada durante cada prova a ﬁm de evitar uma sobrecarga
da CPU. Na ﬁgura 3.6 pode ser observado que o desempenho é muito
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Figura 3.5. Curva para o Erro médio
melhor para matrizes maiores que 20× 20 quando comparado com o PC,
embora o FPGA esteja usando um clock de 50Mhz. Isto mostra claramente
o efeito positivo de se mapear este tipo de algoritmos em arquiteturas de
hardware apropriadas, as quais não têm as restrições do modelo de von
Neumann
A tabela 3.2 resume os recursos ocupados pelas principais unidades proje-
tadas na implementação, após o roteamento e posicionamento, para ma-
trizes de 4×4 e 36×36. A frequência máxima que a arquitetura proposta
suporta para uma matriz de 4 × 4 é de 301.416MHz e para uma matriz
de 36 × 36 é de 166.984MHz. A mesma tabela também mostra que este
dispositivo pode suportar matrizes com tamanhos maiores devido ao baixo
consumo de recursos LUTs de aproximandamente 16.96% quando conﬁgu-
rado para tratar sistemas de 36× 36.
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Figura 3.6. Tempo consumido pela implementação em software vs
arquitetura proposta
Tabela 3.2. Resultados de síntese para as principais unidades com
matrizes de n=4 e n=36
Unidade LUTs (n=4/n=36) DSP48(E) Freq. [MHz](n=4/n=36)
Somador 845 (1.22%) 504.286
Multiplicador 146(0.21%) 16(25%) 616.797
Divisor 426(0.61%) 6(9.375%) 598.223
GJ 7131(10.31%)/10306(14.91%) 301.416/166.984
Total 8549(12.36%)/11723(16.96%) 22(34.375%) 301.416/166.984
3.4.2 Implementação em FPGA de inversão de matrizes usando uma re-
presentação em ponto ﬂutuante com precisão simples, dupla e cus-
tomizada
Neste trabalho, a arquitetura proposta e apresentanda na subseção 3.4.1
foi melhorada em vários aspectos, dando origem a uma nova arquitetura
apresentada em [101]. As bibliotecas de ponto ﬂutuante usadas são as dis-
poníveis pela Xilinx as quais foram conﬁguradas para diferentes precisões:
simples, dupla e 40-bits. Uma consideração importante a salientar é que
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todas as matrizes usadas nos experimentos são inversíveis.
Para propósitos gerais, esta arquitetura é completamente escalável devido
a que tanto o tamanho quanto a precisão podem ser modiﬁcados mudando
apenas alguns parâmetros de conﬁguração, permitindo a inversão de matri-
zes de diferentes tamanhos, e alcançando a precisão desejada pelo usuário.
Devido à falta de desenvolvimento de uma interface para enviar/receber os
dados da matriz, os mesmos são armazenados nas memórias RAM internas
do FPGA permitindo o início do processo de inversão.
A estrutura geral da arquitetura proposta é descrita na ﬁgura 3.2. A
implementação em hardware foi dividida em três módulos e uma unidade:
módulo encontrar pivô, módulo troca de linhas, módulo de eliminação de
matriz e a unidade circuito de controle Gauss-Jordan. O ﬂuxograma do
módulo de eliminação de matriz é mostrado na ﬁgura. 3.7 onde pode
ser observado que tanto para o processo triangularização como para o
processo diagonalização o ﬂuxograma é igual, com apenas uma diferença
relacionada aos contadores, os quais controlam o caminho dos dados para
os diferentes componentes matriciais. Nesta implementação, o processo
de triangularização começa na primeira posição e termina na posição n−
1. Por outro lado, o processo diagonalização começa logo na segunda
posição e termina na posição n. Esses dois processos são desenvolvidos
separadamente e de forma sequencial (um começa após o outro terminar).
Os blocos de multiplicação e soma (vide ﬁgura. 3.7) são representados
pela unidade de multiplicação e pela unidade de soma/subtração, respec-
tivamente. Essas duas unidades contêm dez operadores de multiplicação
em ponto ﬂutuante e dez operadores de soma em ponto ﬂutuante, como
apresentado na ﬁgura.3.9.
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Figura 3.7. Fluxograma do Módulo de Eliminação de Matriz
servada a presença da matriz armazenada na memória interna RAM, do
dispositivo FPGA selecionado (Virtex-5 ). Em [99], a arquitetura usa duas
matrizes de n×n, armazenadas na memória interna RAM, correspondente
à matriz aumentada [AI] do algoritmo de GJ. Assim, uma redução de n2
elementos de memória foi alcançada com esta conﬁguração.
Adicionalmente foram realizadas mudanças nas unidades de multiplicação
e de soma/subtração em relação ao (descrito na referência [99]), como pode
ser observado na ﬁgura.3.9. O paralelismo intrínseco dos FPGAs é nova-
mente explorado pelas duas unidades devido ao incremento do número
de operadores aritméticos disponíveis para executar o algoritmo GJ (pas-
sando de cinco multiplicadores em ponto ﬂutuante e cinco somadores em
ponto ﬂutuante para dez por cada). O desempenho e área foram importan-
tes otimizações obtidas para esta nova arquitetura, no intuito de alcançar
implementações de inversões de matrizes grandes, apenas limitadas pelos














































Figura 3.8. Estrutura da unidade circuito de controle
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Seletor de Sinal e Bus de Transferência
Unidade de Multiplicação
A : Informação selecionada comum 
: Operador de Multiplicação em Ponto Flutuante +
Divisor do Sinal





















Seletor de Sinal e Bus de Transferência
Unidade de Soma
B : Informação da saída da unidade de multiplicação  
: Operador de Soma em Ponto Flutuante
Figura 3.9. Organização estrutural das unidades de multiplicação e
de soma/subtração
A abordagem atual usa a proposta apresentada em [77] que reduz pela
metade os recursos de memória usados em trabalhos anteriores e também
reduz o número de unidades de ponto ﬂutuante necessárias. Para conseguir
isto, a matriz identidade usada na parte direita da matriz aumentada não
é armazenada na memória pela razão de que a informação necessária está
contida na parte esquerda da matriz aumentada. O comportamento da
informação (ﬂuxo de dados) nos processos Forward Elimination e Back
Substitution são bem conhecidos assim como os seus respectivos valores
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relacionados com a matriz identidade (o lado direito da matriz aumentada).
Devido ao fato de que estes processos levam a matrizes triangulares, todos
os valores de zero, do lado esquerdo da matriz aumentada, são substituídos
pelos valores que seriam armazenados na parte direita. Para realizar todo
o processo de inversão, o processo de normalização foi executado junto
com Forward Elimination, apenas no ﬁnal de cada laço. Por exemplo, a
ﬁgura 3.10 apresenta o processo Forward Elimination e a organização da























































































































Figura 3.10. Processo de triangularização e organização da memória
RAM para uma coluna da matriz
3.4.2.1 Resultados da implementação
A ferramenta de síntese usada foi o Xilinx Integrated Software Environment
(ISE) 10.1 e o dispositivo FPGA usado foi Virtex−5 XC5V LX330T . Na
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ﬁgura 3.11 é mostrado o erro médio para cada umas das precisões usadas:
simples, dupla e 40-bits(neste caso, 9-bits para o expoente e 30-bits para
a mantissa), com matrizes quadradas de tamanhos n = 5 até n = 120
usando 1000 amostras para cada n e os resultados foram comparados es-
tatisticamente contra o MatLab. Os dados para cada tamanho de matriz
foram gerados usando o comando de MatLab A = double(rand(x, x)); que
deﬁne a matriz com números reais, em dupla precisão com valores entre
[0,1].
Pode-se ver a importância de se ter em conta a precisão necessária a ser
atingida pela arquitetura segundo os parâmetros da especiﬁcação. Assim,
a ﬁgura.3.11 permite ver a precisão necessária para poder alcançar os requi-
sitos ou restrições dados pelas especiﬁcações e também conseguir realizar
a inversão da matriz com tamanhos desde 5 até 120. Esses resultados mos-
tram a necessidade de se escolher a precisão conforme o tamanho da matriz
a ser invertida, o que pode ser selecionado nesta arquitetura. A seleção
da precisão é feita pelo tamanho da palavra e, neste caso, é analisada sua
inﬂuencia mediante as tabelas de erro associado apresentadas (ver 3.11).
Neste contexto, é importante mostrar que a escolha de um FPGA adequado
para uma aplicação deve depender de uma análise em termos dos recursos
internos RAM, assim como em termos do número de DSP disponíveis,
como consequência da ﬂexibilidade dada ao usuário de mudar a precisão
segundo o tamanho da matriz.
As tabelas 3.3, 3.4 e 3.5 resumem os recursos ocupados na implementação
por cada módulo e unidade projetada, depois das etapas de posicionamento
e roteamento.
Dado que este dispositivo FPGA tem 192 DSP48E e 324 blocos distri-
buídos de memória RAM de 36Kb e tendo em conta os recursos ocupados
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(a) Precisão simples
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0
0 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8
0 . 1 0







M a t r i x  R a n g e
(b) 40-bits de precisão
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(c) Precisão dupla
Figura 3.11. Erro médio da operação de inversão de matriz com
diferentes precisões e com diferentes tamanhos de matrizes.
Tabela 3.3. Resultados de síntese para os módulos principais
Unidade LUTs Freq. [MHz]
Troca de Linhas 687(0.32%) 302.414
Encontrar Pivô 893(0.43%) 323.625
Normalização 1042(0.5%) 315.856
Eliminação de Matriz 1233(0.59%) 304.257
da arquitetura, segundo as tabelas 3.3, 3.4 e 3.5), o FPGA usado pode
suportar arquiteturas para calcular inversas de matrizes com dimensões
maiores.
O número total de memória RAM usado pela implementação em hardware
da arquitetura depende da precisão. Desta maneira, para uma precisão
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Tabela 3.4. Resultados de síntese para a unidade de multiplicação
relacionados às diferentes precisões
Precisão LUTs Freq. [MHz] DSP48E
Simples 656(0.31%) 260.484 30(15.62%)
Dupla 1178(0.56%) 211.433 130(67.7%)
40-bits 823(0.39%) 227.894 50(26.04%)
Tabela 3.5. Resultados de síntese para a unidade de soma/subtração
relacionados às diferentes precisões
Precisão LUTs Freq. [MHz] DSP48E
Simples 2379(1.14%) 254.647 20(10.41%)
Dupla 4752(2.29%) 200.4 30(15.62%)
40-bits 3058(1.47%) 210.765 20(10.41%)
simples, dupla e 40-bits, os respectivos valores dos blocos de memória
RAM usados para armazenar uma matriz de 120× 120 são: 60, 120 e 120,
respectivamente.
3.5 Arquitetura proposta para solução de sistemas lineares: Uma arqui-
tetura rápida e de baixo custo desenvolvida em FPGAs para resolver
sistemas de equações lineares
Nesta seção será descrita a implementação de uma arquitetura para solu-
ção de sistemas lineares baseada nos trabalhos [99, 101] dando origem ao
trabalho apresentado em [90].
Um sistema linear de equações representado em uma forma matricial pode
ser escrito como Ax = b. Onde os coeﬁcientes da matriz A assim como
o vetor b são conhecidos e os componentes do vetor x são as incógnitas.
O método de eliminação de Gaussiana pode ser aplicado apenas quando
os componentes da matriz ai,i, i = 1, 2, ..., n (usados como divisores) são
diferentes de zero. Assim, como requisito da aplicabilidade do método, o
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sistema de equações lineares deve ser linearmente independente.
Em muitas aplicações típicas a condição dada em que todos os elementos
da matriz ai,i, i = 1, 2, ..., n devem ser diferentes de zero é satisfeita pela
própria estrutura dos coeﬁcientes da matriz envolvida. Particularmente,
esta condição é satisfeita quando a matriz A é simétrica e deﬁnida positiva.
Ainda se as condições não são satisfeitas o sistema Ax = b pode sempre
ser transformado em um sistema equivalente Bx = g com uma matriz
simétrica e deﬁnida positiva B [102]. Isto pode ser feito por uma simples
transformação onde ambos os lados do sistema Ax = b são multiplicados
pela transposta da matriz AT (vide equação 3.6).
ATAx = AT b (3.6)
Assim, um sistema Bx = g é obtido onde B = ATA e g = AT b. Esse
novo sistema é equivalente ao original Ax = b, o que signiﬁca que ambos
têm as mesmas soluções. Pode ser facilmente demostrado que a matriz
B = ATA do novo sistema é sempre simétrica e deﬁnida positiva, e assim
o método de eliminação pode ser aplicado sem problemas [102]. Por ﬁm,
o processo de forward elimination e back substitution são respectivamente
executados.
3.5.1 Arquitetura de solução de sistemas lineares
A estrutura completa da arquitetura é apresentada na ﬁgura. 3.12 onde
pode ser observada uma única diferença, em relação à estrutura mostrada
na ﬁgura.3.2, chamada de MAU (unidade de acesso à memória) sendo
esta apenas uma unidade de acesso à memória. Os módulos restantes
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Figura 3.12. Estrutura geral da arquitetura proposta
Para implementar esta arquitetura (delineando o problema de acesso a
memória, passos de leitura/escrita desde/para a memória RAM), uma
unidade de acesso a memória especíﬁca foi desenvolvida (MAU) (vide
ﬁgura.3.13). Esta MAU inclui três módulos: (1) divisor de sinal, (2) se-
letor de sinal e (3) ordenar os endereços. Estes módulos servem também
como um wrapper dos blocos de memória internos e incluem n memórias
que representam o número total de colunas da matriz B. O módulo divisor
do sinal e o módulo seletor de sinal têm como tarefa receber/enviar os da-
dos desde/para os blocos de memória internos em uma ordem especiﬁca e,




















































Figura 3.13. A MAU (unidade de acesso à memória) para solução de
sistemas lineares
3.5.2 Resultados da implementação
Neste caso, o dispositivo FPGA usado é a Virtex−5 XC5V LX330T junto
com o seu Xilinx Integrated Software Environment (ISE) versão 10.1. A
escolha do dispositivo neste caso, o Virtex5, foi devido à disponibilidade
do kit no nosso grupo. Os dados foram gerados da mesma forma como
explicados na seção 3.4.1.2. A ﬁgura. 3.14 apresenta o tempo em micro
segundos (us) usado pela FPGA para obter as soluções do sistema linear
de equações (e a inversa da matriz) usando um clock de 100Mhz.
Os recursos totais usados pela arquitetura, conﬁgurada para um sistema
de 10 equações, são apresentados na tabela. 3.6.
Tabela 3.6. Resultados de síntese para a arquitetura solução de sis-
temas lineares conﬁgurado para n = 10
Unidade LUTs DSP48Es Freq. [MHz]
Solução de Sistemas Lineares 9441(4.55%) 40(20.83%) 200
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Figura 3.14. Tempo execução da arquitetura solução de sistemas
lineares em (µs) para diferentes números de equações
3.6 Simulação baseada em um laço em hardware (Hardware in the loop
- HIL) de um módulo em FPGA para Solução de Sistemas Lineares
utilizado em aplicações com sistemas fortemente ligados
As simulações e resultados aqui apresentados foram tomados do trabalho
[103]. Atualmente os fornecedores de CPUs estão fazendo um grande es-
forço para integrar múltiplos processadores em um único chip para lidar
com as diﬁculdades dadas pela lei de Moore, sem a indevida dissipação
de energia. Neste contexto, esses processadores são conhecidos como MP-
SoCs (multiprocessor system-on-chip). Alguns desses múltiplos processa-
dores envolvem unidades de processamento gráﬁco (GPUs) e/ou FPGAs,
trabalhando em um processador de proposito geral (GPP). Portanto, um
enfoque de co-design em software/hardware baseado em FPGA é um meio
cada vez mais popular para ajudar o desempenho dos processadores de
proposito geral (GPPs), executando tarefas intensas e complexas, traba-
lhando como um acelerador de hardware anexado. As FPGAs junto com
outros aceleradores (por exemplo, DSP - processadores digitais de sinais)
podem processar tarefas dadas pelos GPPs, enviando os resultados de volta
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quando a tarefa seja completada [104].
Por um lado, a programação das FPGAs usando uma linguagem de des-
crição de hardware (HDL) é muito demorada e necessita pelo menos um
conhecimento em design de circuitos, o que torna a aplicação desta tec-
nologia difícil. Ao longo da última década, os pesquisadores vem fazendo
grandes esforços para gerar uma nova classe de ferramentas (Programas de
alto nível) e linguagens para o design de FPGAs que permitam ao usuário
ﬁnal trabalhar sem lidar com a complexidade dos HDLs. Uma dessas fer-
ramentas é o Xilinx System Generator Tool (XSG), o qual é um software
de alto nível que permite o uso do ambiente MatLab/Simulink para criar
e veriﬁcar os designs de hardware para as FPGAs da Xilinx [105].
3.6.1 Processo de Veriﬁcação funcional e HIL com XSG
No intuito de desenvolver uma metodologia de veriﬁcação funcional, foram
obtidos os resultados da solução de um sistema linear de 6 equações. Nesta
prova, o modelo de referência foi o conjunto dos resultados obtidos no
MatLab. Para alcançar ambos os resultados de simulação assim como
os resultados de hardware (executando na placa com dispositivo FPGA
Virtex−5 XC5V LX110T ) uma arquitetura desenvolvida em VHDL (em
ISE 13.3 da Xilinx) foi provada. Para realizar isto foi desenvolvido um
bloco de hardware co-simulação usando Simulink e XSG.
Hardware co-simulation (é o nome usado pela Xilinx para se referir a simu-
lação HIL) é uma placa de desenvolvimento de ﬁação virtual executando
em um PC, permitindo ao usuário colocar a sua arquitetura na ferramenta
para realizar as simulações. Depois de terminar as conﬁgurações e lograr
a interface JTAG, o modelo gera uns arquivos especíﬁcos do tipo HDL e
netlists.
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A ﬁgura. 3.15 apresenta a arquitetura do bloco solução de sistemas lineares
em XSG junto com os seus blocos FIFO de compartilhamento, permitindo
assim a interface com o MatLab usando código M. Neste lugar, o MatLab
endereça as informações correspondentes às linhas da matriz. Por exemplo,
a primeira operação de escrita corresponde a escrever ai,1 (para i = 1 até
6) dados, seis operações de escrita são executadas para toda a operação de
escrita da matriz (vide ﬁgura 3.15). Adicionalmente, pode ser observado
que seis linhas de controle foram introduzidas pela ferramenta XSG (ver
as linhas de retroalimentação com os blocos assert, as quais registram a
informação tais como a taxa de amostragem).
Read/Write shared 
FIFOs
Output  shared FIFOs
GEM_Architecture
Figura 3.15. Simulação em software do bloco SSL com MATLAB
usando XSG
O sinal In representa o sinal resete do SSL (bloco solução de sistemas
lineares) (vide ﬁgura 3.17), enquanto que o sinal out representa o sinal
ready de toda a arquitetura (ver ﬁgura 3.17). O FIFO compartilhado de
saída é usado pelo bloco SSL para as operações de escrita dos resultados
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além de permitir a Matlab ler os resultados. Pode ser observado que o
bloco SSL controla a saída do FIFO compartilhado, usando uma linha
enable para a operação de escrita (usando também um bloco assert).
A ﬁgura 3.16 descreve toda a arquitetura com a interface para o Simulink,
na qual seis FIFOs de compartilhamento foram introduzidos permitindo ao
Simulink as operações de escrita para todo o bloco SSL. Adicionalmente,
um FIFO de compartilhamento é usado para executar as operações de
leitura dos resultados dados pelo bloco SSL. A arquitetura toda assim
como o ﬂuxo de design permite avaliar o sistema em tempo real.
Shared FIFOs for write-interface
 (for  Simulink)
Shared FIFOs for read-interface
 (for  Simulink)
Figura 3.16. Simulação em Software do bloco SSL com Simulink
usando XSG
O XSG permite também baixar o bitstream e a comunicação com o design
executando por meio de um conjunto de funções que podem ser diretamente
chamadas desde o código M em Matlab. Por ﬁm, uma nova biblioteca foi
criada e um bloco hardware co-simulação foi adicionado, ver ﬁgura. 3.17.
Quando um bloco hardware co-simulação é adicionado o chip de conﬁ-
guração e a transmissão de dados é completada. No nosso processo de
co-simulação as entradas (que são representadas como matrizes) são gera-
das desde o espaço de trabalho do Matlab. A inversa da matriz assim como
84
Figura 3.17. Hardware co-simulation do bloco SSL com MA-
TLAB/Simulink usando XSG
a solução do sistema linear denso são enviadas de volta e apresentadas no
mesmo espaço de trabalho. Esses dados da matriz são transmitidos para
o FPGA (desde o espaço de trabalho de MATLAB) através da conexão
JTAG, e os resultados são alimentados de volta para o espaço de trabalho
de MATLAB usando a mesma interface.
O bloco SSL foi veriﬁcado comparando seus resultados para uma precisão
simples em ponto ﬂutuante do sistema de 6 equações lineares, ver [103], e
o total de recursos usados pela arquitetura toda para esse sistema linear
é apresentado na ﬁgura.3.18. O bloco Resources Estimator do XSG foi
usado para ler os valores dos recursos reportados pelo xﬂow no Xilinx ISE
13.3.
Figura 3.18. Resultados de síntese para a arquitetura SSL com n = 6
Os blocos RAM ocupados pela implementação de toda a arquitetura de-
pendem da precisão e o número de equações. Assim, para uma precisão
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simples os blocos RAM usados foram treze (esse dispositivo especiﬁco tem
148 blocos RAM organizados como blocos de 36kb).
3.7 Aplicações do bloco SSL
Em colaboração com uma equipe do laboratório de eletrônica do GRACO
na UnB, foi elaborado em conjunto um trabalho para acelerar as predições
da estrutura tridimensional das proteínas, dando como resultado o traba-
lho [106]. Neste trabalho foi proposta uma implementação em hardware
de uma rede neural tipo GMDH e seu uso para predizer de forma apro-
ximada a estrutura tridimensional das proteínas. O bloco SSL foi usado
especiﬁcamente para acelerar o método dos mínimos quadrados. Ambos, o
hardware GMDH e o hardware SSL, foram escritos em VHDL e provados
no dispositivo FPGA. Nesta seção é descrita a parte relacionada com o
bloco SSL deixando ao leitor uma revisão da implementação do GMDH na
referencia [106].
3.7.1 Co-veriﬁcation software-hardware
Os projetos desenvolvidos neste trabalho foram testados usando o ﬂuxo
de projeto empregando o socket de comunicação TCP/IP entre o PC e o
FPGA onde o GMDH e o SSL foram programados. Enquanto o neurônio
GMDH foi realmente programando no FPGA, o SSL executa na ferramenta
de simulação ModelSim na qual a comunicação foi captada através de um
modelo de nível de transação. Esta captação foi alcançada usando uma
biblioteca de código M que lida com os detalhes da comunicação do desenho
assim, isolando o treinamento do GMDH e os algoritmos de execução da
complexidade envolvida nessas operações [107].
86
Para desenvolver essa comunicação TCP/IP foi usado um soft-processor, o
MicroBlaze. O neurônio GMDH e o SSL foram usados como periféricos do
processador, ligados ao barramento PLB, como descrito na ﬁgura 3.19. Isto
foi possível devido ao uso de wrappers em VHDL que encapsulam a lógica
do usuário como um periférico no MicroBlaze. O processo de criar tais































































Figura 3.19. Design do neurônio GMDH e do bloco SSL como peri-
féricos do MicroBlaze soft-processor anexo ao barramento PLB. [106]
Quando o método de treinamento precisa dos cálculos dos pesos dos neurô-
nios, a biblioteca de código M chama de maneira transparente o processo de
mínimos quadrados desenvolvido pelo bloco SSL simulado na ferramenta
ModelSim [107].
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3.7.2 O bloco de solução de sistemas lineares (SSL)
Para se ajustar aos requerimentos deste projeto, o bloco SSL foi adaptado
para calcular os coeﬁcientes de neurônio GMDH, resolvendo um sistema de
6 equações e 6 incógnitas. A ﬁgura 3.20 apresenta o bloco SSL contendo:
(a) o bloco RAM onde os elementos da matriz são armazenados; (b) a
unidade de eliminação Gaussiana (GEU) que iterativamente escreve e lê
desde/para o bloco RAM até que todas as incógnitas são encontradas; (c)
o conjunto de controladores FIFO, responsáveis pelas conexões com os 6
FIFOs linha e com o FIFO de saída e; (d) uma máquina de estados ﬁnita
(FSM) responsável pela coordenação da transferência de dados entre os
blocos [107].
Os coeﬁcientes do neurônio são calculados usando a equação 3.7. O SSL
desenvolve esse cálculo tomando como entradas a matriz formada pela
equação 3.8. [M, p] sendo uma matriz 6× 7 enviada ao bloco [107].






3.8 Considerações Finais do Capítulo
Neste capítulo foram apresentadas as implementações em hardware recon-
ﬁgurável baseadas no algoritmo de Eliminação de Gaussiana. As arquite-




































Figura 3.20. Bloco SSL- usado para acelerar o método dos mínimos
quadrados. [106]
também a solução de um sistema linear de equações, permitindo a para-
metrização do sistema com relação ao tamanho da matriz e/ou sistema
linear de equações.
Na implementação da arquitetura para inversão de matrizes foram utiliza-
das representações em ponto ﬂutuante de precisão simples, dupla e custo-
mizada de 40-bits. Ao passo que para implementar a solução de um sistema
linear de equações foi usada apenas uma representação em ponto ﬂutuante
com precisão simples. O sistema pode tratar sistemas lineares como ma-
trizes densas, relacionadas a sistemas fortemente acoplados. A arquitetura
foi divida em três fases principais de acordo com o método de eliminação
Gauss-Jordan: (a) Eliminação Gaussiana (pivô parcial e forward elimina-
tion), (b) diagonalização (back substitution) e (c) normalização. As três
fases são executadas por quatro circuitos internos: (1) Troca de linhas, (2)
Encontrar o Pivô, (3) Eliminação da Matriz e (4) Circuito de Controle de
Eliminação Gaussiana.
As comparações do desempenho hardware/software foram realizadas con-
siderando tanto a arquitetura desenvolvida quanto a execução em software
do algoritmo de eliminação Gauss-Jordan enquanto o tamanho do sistema
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matricial aumentava. A veriﬁcação da arquitetura para solução de um
sistema linear de equações foi realizada implementando uma arquitetura
que suporta um sistema linear de equações de 6× 6. Adicionalmente, um
analise experimental do erro foi desenvolvido usando como comparador
estatístico com precisão dobrada o MatLab.
Os resultados mostram uma tendência do erro a crescer enquanto o tama-
nho do sistema matricial tratado aumenta em sua dimensionalidade, o que
é explicado pelo número de multiplicações necessárias para realizar o pro-
cesso de inversão e/ou encontrar a solução do sistema linear de matrizes.
Implementações do processo de normalização no ﬁnal assim como no meio
dos processos de eliminação de matriz demostraram variações da propa-
gação do erro assim como um aumento na quantidade de multiplicações
necessárias na implementação.
Os recursos utilizados (sejam LUT, DSP e RAM), mostram que o disposi-
tivo sobre o qual foi realizada a implementação, neste caso Virtex5, pode
suportar matrizes com tamanhos maiores devido ao mínimo consumo de
recursos usados pela arquitetura. Esse aumento do tamanho do sistema
está condicionado ao número de blocos DSP assim como ao número de
blocos de memória interna disponíveis no dispositivo FPGA selecionado.
Para acelerar a veriﬁcação funcional e por sua vez, evitar esforços de conﬁ-
guração de interfaces, etc., desenvolvendo uma simulação HIL (Hardware-
in-the-loop), foi utilizado também o Xilinx System Generator anexo ao
Matlab/Simulink. A arquitetura foi transformada em um bloco o que
permitiu ser usada como qualquer bloco em Matlab/Simulink com a fer-
ramenta XSG em duas formas: como simulação em software ou como
simulação HIL. Também foi demostrada a aplicação da arquitetura apoi-
ando o co-processamento e a aceleração em hardware da implementação
de uma rede neuronal tipo GMDH.
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Capítulo 4 IMPLEMENTAÇÕES EM HARDWARE DAS
ARQUITETURAS BASEADAS EM FLUXO DE DADOS
Neste capítulo são apresentadas as principais arquiteturas ou blocos ope-
racionais construídos para lidar com a solução da função raiz quadrada
de uma matriz simétrica. Três principais blocos operacionais são des-
critos: (a)arquitetura de decomposição QR baseada no método de orto-
normalização modiﬁcado de Gram-Schmidt, (b) arquitetura de multiplica-
ção matriz-matriz e (c)arquitetura multiplicação diagonal transposta ma-
triz. Adicionalmente, para lidar com processos de redução, uma arquitetura
de união multiplicação-soma-acumulação em ponto ﬂutuante foi desenvol-
vida (e apresentada também neste capítulo) junto com as arquiteturas
soma/subtração e multiplicação em ponto ﬂutuante. No intuito de facili-
tar a explicação das diferentes arquiteturas matriciais propostas, as ﬁguras
respectivas foram desenhadas implementando apenas matrizes de 4× 4.
O capítulo começa com uma descrição da metodologia de veriﬁcação vali-
dação abordada no desenvolvimento desta arquitetura, seguido da apresen-
tação do ﬂuxo dos dados em ponto ﬂutuante, mostrando os problemas de
denormalização/normalização dos dados. São apresentadas também as di-
ferentes arquiteturas de ponto ﬂutuante projetadas (soma, multiplicação),
tomando como base a proposta apresentada em [108]. Adicionalmente,
uma seção é dedicada à arquitetura FP-FMAC (união multiplicação soma
acumulação em ponto ﬂutuante). Por ﬁm, são descritos os principais cir-
cuitos desenvolvidos para realizar as operações internas da arquitetura para
a raiz quadrada.
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4.1 Metodologia usada para Veriﬁcação e Validação
O projeto de sistemas embarcados geralmente começa com um conjunto
de requisitos aos quais o projeto deve atender, terminando com o produto
ﬁnal, uma vez alcançados todos esses requisitos de funcionamento. A ﬁgura
4.1 descreve os passos necessários de veriﬁcação no processo de projeto em
FPGAs. É importante salientar como a veriﬁcação é aplicada em cada















Figura 4.1. Fluxo de projeto e veriﬁcação no processo de desenho em
FPGAs
A veriﬁcação em sistemas embarcados faz referência a ferramentas e técni-
cas usadas para se certiﬁcar de que um sistema não contem problemas de
hardware ou de software. A veriﬁcação do software destina-se a executar
o software e observar o seu comportamento; enquanto que a veriﬁcação de
hardware envolve, certiﬁcando-se, que o hardware se desempenha correta-
mente, na presença dos estímulos externos ou do software sendo executado.
A forma mais antiga de veriﬁcação de sistemas embarcados consiste em
projetar/implementar o sistema, executando o software e torcer pelo me-
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lhor resultado. Se por acaso não funcionava, a ideia era tentar modiﬁcar o
possível tanto em software quanto em hardware para se ter o sistema funci-
onando. Desafortunadamente, descobrir o que não está correto, enquanto
o sistema está em execução, nem sempre é uma tarefa fácil. Controlar e
observar o sistema enquanto ele está sendo executado não pode mesmo
ser possível. Ao longo dos anos o ﬂuxo de projeto de sistemas embarcados
vem sendo modiﬁcado, devido ao incremento na complexidade dos mesmos
(ver ﬁgura 4.2), isto no intuito de reduzir o gap entre os engenheiros de



































Figura 4.2. Evolução no ﬂuxo de projeto em sistemas embarcados
durante os últimos 50 anos. Tomado de [109].
Para lidar com as diﬁculdades de depuração de um sistema embarcado mui-
tas ferramentas e técnicas foram introduzidas para ajudar os engenheiros a
obter sistemas integrados de trabalho mais cedo e de forma mais sistemá-
tica. O ideal é que toda essa veriﬁcação seja feita antes que o hardware seja
construído. Quanto mais cedo os problemas de processo são descobertos
mais fáceis e mais barato será corrigi-los. Neste caso a veriﬁcação responde
à pergunta: "Será que o dispositivo que nós construímos vai funcionar"?
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Enquanto a veriﬁcação em sistemas embarcados objetiva detectar os bugs
de hardware ou de software a validação em sistemas embarcados faz uma
análise de se o sistema atende ou excede os requisitos. Isto é feito medi-
ante diferentes ferramentas e técnicas, conﬁrmando parâmetros tais como
funcionalidade, desempenho, potência. Assim, a validação conﬁrma se (a)
a arquitetura proposta é correta e (b) o sistema embarcado apresenta o
desempenho ideal.
Algumas projetos se beneﬁciam da implementação de estruturas de hard-
ware complexas com várias características, tais como topologias paralelas
ou de pipeline. Isto faz difícil uma veriﬁcação e, consequentemente, uma va-
lidação real dos circuitos. É bem conhecido que uma veriﬁcação exaustiva
do correto funcionamento da implementação, especialmente de operado-
res matemáticos, analisando todas as combinações possíveis que permitam
avaliar por completo o comportamento do circuito ante quaisquer tipos de
entradas, não é aceitável devido ao alto custo computacional que afeta o
chamado time to market. Por esse motivo, uma veriﬁcação funcional dos
circuitos é uma parte importante no desenvolvimento do hardware, e deve
ser realizada de forma consciente e questionando o que deve ser veriﬁcado.
No desenvolvimento deste trabalho e, em especial, neste capítulo é mos-
trada a metodologia usada para veriﬁcar funcionalmente (ou veriﬁcação do
projeto no nível RTL) os circuitos implementados, assim como também é
abordada uma veriﬁcação ou avaliação no dispositivo mediante ajuda da




A veriﬁcação funcional tenta identiﬁcar todas as funcionalidades do sistema
descrito em HDL (Linguagem de Descrição de Hardware), tal como deﬁ-
nidas nos requisitos. Esta forma de avaliação é um exemplo do chamado
black-box testing, no qual são abstraídos os detalhes da implementação do
sistema/módulo implementado [110] (ver ﬁgura 4.3).
process(clk)
begin 
if rising_edge(clk) then 
pr_state <= INICIA;
else pr_state <= nx_state;






















Figura 4.3. Esquema de veriﬁcação funcional ou black-box testing
Desta forma, é criado um testbench analisando o comportamento dos cir-
cuitos para diferentes cenários de valores ou intervalos de operação. Estes
valores, estarão delimitados pelo conjunto de dados entre (0, 1), onde ape-
nas serão tomados os valores sem uma representação ﬁnita, obtendo infor-
mação do pior cenário possível para avaliar as arquiteturas, em termos da
precisão.
No ambiente de simulação construído no Matlab foi possível gerar os veto-
res de teste aleatórios e decodiﬁcar os resultados. Desta forma, o vetor de
dados do testbench é gerado com ajuda do MatLab assim como o resultado
também será entregue ao MatLab. Isto é feito, com a ideia de realizar uma
comparação estatística do resultado obtido pela implementação do circuito
com o script realizado em MatLab. Assim, a metodologia de veriﬁcação
funcional abordada no desenvolvimento das arquiteturas de ﬂuxo é como
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Figura 4.4. Metodologia de veriﬁcação funcional abordada no desen-
volvimento das arquiteturas de ﬂuxo de dados
A ﬁgura 4.4 mostra como é utilizado o testbench para capturar os valo-
res, tanto do resultado das operações matemáticas como dos valores de
controle internos do circuito. Por outro lado, é realizada uma veriﬁcação
do seu funcionamento, usando para este ﬁm simulações com a ferramenta
para trabalhar no nível RTL Questa Advanced Simulator 10, 2 da Men-
tor Graphics. As análises de síntese, desempenho e resultados de precisão
foram registrados para cada caso.
Em termos da precisão das arquiteturas, foram divididas em dois cenários,
ambos utilizando apenas uma precisão de 32 bits :
• O primeiro cenário é utilizado para operações aritméticas, sejam estas:
soma/subtração, multiplicação, etc. Neste cenário são introduzidos
valores aleatórios delimitados pelo conjunto de valores entre (0, 1),
com a condição que apenas são introduzidos números irracionais tal
como comentado anteriormente. Com isto, uma análise quantitativa
do erro associado foi realizada a partir das medidas do MSE (erro
quadrático médio) e do MAE (erro absoluto médio), usando 1000
amostras para cada tamanho de palavra, sempre utilizando o MatLab
como estimador estatístico conﬁgurado em 64 bits.
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• O segundo cenário é utilizado para avaliar a precisão nas arquiteturas
de operações matriciais, onde os dados de cada matriz (para várias
dimensões partindo de 4 × 4 até 100 × 100) foram gerados usando
o comando Matlab A = double (hilb (n)), que deﬁne as matrizes
de Hilbert com números reais (em precisão dupla, ou seja, aij =
1/(i+ j− 1)) e direcionados para as arquiteturas a ﬁm de avaliar sua
precisão, no pior caso. Desta maneira, uma análise quantitativa destas
arquiteturas também é realizada utilizando, neste caso, a norma de







onde E representa o erro normalizado dado pela equação de Frobenius,m e
n são as dimensões da matriz dada dem×n, e e representa o erro associado
ao resultado do resíduo entre os valores calculados pela arquitetura e os
valores dados pelo MatLab.
4.1.2 Veriﬁcação em Hardware com Xilinx System Generator
O Xilinx System Generator é uma ferramenta de alto nível, que está asso-
ciada ao Simulink do MatLab permitindo criar um ambiente de simulação
multi-domínio e um projeto, baseado em modelos, o qual é direcionado
para sistemas dinâmicos e embarcados de processamento digital de sinais
de alto desempenho em FPGAs. A ideia é facilitar o uso de FPGAs evi-
tando assim a descrição de circuitos, mediante o uso de HDLs, colocando
blocos com simulink. A ferramenta XSG contém vários blocos com funções
predeﬁnidas e também possibilita o uso de funções próprias como caixas
97
pretas. O mesmo é simples de usar e permite a simulação e o uso de test-
benches, assim como pode gerar o bitstream, a descrição em HDL e um
hardware co-simulation.
Esta ferramenta é muito apropriada quando é desejado realizar rápidas
veriﬁcações em hardware, evitando assim lidar com o problema das inter-
faces de comunicação, pois evita essas conﬁgurações pela implementação de
uma comunicação JTAG associada com cada placa padrão fornecida pela
Xilinx. A ﬁgura 4.5 apresenta como são realizadas as simulações usando
esta ferramenta. Ambas as simulações são possíveis, tanto a simulação
funcional quanto o hardware co-simulation.





















Figura 4.5. Metodologia de veriﬁcação em Hardware com XSG abor-
dada no desenvolvimento das arquiteturas de ﬂuxo de dados
Mediante o uso desta simulação, pode-se observar o real funcionamento
das arquiteturas executado no FPGA e explorar as possibilidades de com-
paração que há com a ferramenta.
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4.1.3 Validação das Arquiteturas
Em todos os casos de validação das arquiteturas aritméticas é analisado o
impacto do formato utilizado pelo padrão IEEE-754 (tamanho de palavra)
no erro associado, assim como a inﬂuência no consumo de recursos lógicos
e os diferentes parâmetros de desenho, tais como consumo de LUT, Flip-
Flops, DSP, Frequência, etc. No caso das arquiteturas matriciais, apenas
foram consideradas arquiteturas com uma representação em ponto ﬂutu-
ante de 32 bits, sendo que o principal fator em análise é sua propagação de
erro durante a execução dos cálculos. Adicionalmente, são apresentados
valores quantitativos de consumo de recursos lógicos assim como valores
alcançados dos parâmetros de projeto associados.
4.2 Fluxo dos Dados em Ponto Flutuante
Obter a solução de sistemas lineares (ou de funções matriciais) envolve
não apenas inversões de matrizes, mas também algumas classes de decom-
posições. Adicional ao alto custo computacional requerido, essas técnicas
podem apresentar problemas de estabilidade numérica, se não for usado
um intervalo dinâmico de operação adequado. Por tanto, uma implemen-
tação eﬁciente (e com precisão de tais algoritmos) é apenas válida usando
dispositivos com representação em ponto ﬂutuante, permitindo assim obter
os resultados com a precisão necessária.
Algumas operações sobre matrizes, como o caso das decomposições de ma-
trizes supracitadas, são usadas em diferentes aplicações de radares milita-
res avançados tal como o STAP (Space-Time Adaptive Processing) e em
vários problemas de estimação em comunicações digitais, etc. A decompo-
sição QR é comumente usada em casos de matrizes A de tamanho m× n,
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onde essa decomposição usa algoritmos computacionais custosos, os quais
requerem uma alta precisão, fazendo da matemática de ponto ﬂutuante
uma necessidade real.
Tradicionalmente, os FPGAs não têm sido as plataformas escolhidas para
tratar aplicações que demandam operações em ponto ﬂutuante [111]. Em-
bora, os fornecedores de FPGAs oferecem bibliotecas de operações em
ponto ﬂutuante, as mesmas apresentam um desempenho bem limitado
quando utilizadas. A ineﬁciência dos projetos tradicionais em ponto ﬂu-
tuante no FPGA é parcialmente devida à profunda natureza do pipeline
e às amplas estruturas aritméticas dos operadores em ponto ﬂutuante, os
quais criam datapaths com longas latências e congestionamento de rotea-
mento. Para estes casos, o resultado ﬁnal são projetos com uma frequência
de operação baixa.
O ﬂuxo de dados típico das operações em ponto ﬂutuante é mostrado na
ﬁgura 4.6, onde se tem que os dados passam por um processo de denor-
malização, antes mesmo de ser realizada a operação em questão. Após
a operação ser feita, os dados são novamente normalizados. Observe que
em uma operação normal o dado é antes arredondado e post-normalizado
para, ﬁnalmente, ser enviado como resultado ﬁnal. No intuito de atacar
esse problema, a operação de redução foi tratada utilizando uniões entre
as operações de multiplicação, soma e acumulação, em vez de realizar o
processo por separado, reduzindo assim o caminho e a profundidade dos
pipelines.
Isto é feito mediante uma análise do incremento em bits dos dados no da-
tapath, escolhendo a melhor forma de normalização a ﬁm de se introduzir
uma precisão suﬁciente, eliminando ao máximo os passos de normaliza-
ção e denormalização, tal como mostrado na ﬁgura 4.7. O formato IEEE










Figura 4.6. Fluxo de dados típico das operações em ponto ﬂutuante
diferente são usadas para incrementar o intervalo dinâmico, e reduzir as-
sim a necessidade dos passos de denormalização e normalização entre as
operações sucessivas.
As funções de normalização e de denormalização usam deslocadores de bits
(barrel shifters) de até 48 bits de comprimento para números em ponto ﬂu-
tuante de precisão simples. Quando o número em ponto ﬂutuante tem o
bit mais signiﬁcativo da mantissa diferente de zero a representação é dita
normalizada. Para evitar múltiplas representações para o mesmo valor,
o número deverá ser denormalizado/normalizado mediante deslocações da
mantissa. É comum, neste caso, analisar o consumo de multiplicadores,
os quais estão disponíveis na FPGA, como neste caso. Por exemplo, em
dispositivos Xilinx da família 7 têm-se multiplicadores de 25 × 18. Isto
consome uma quantidade signiﬁcativa de recursos lógicos e de roteamento,
sendo a principal causa da ineﬁciência das implementações em ponto ﬂu-

















Figura 4.7. União de duas operações em ponto ﬂutuante (neste caso
a multiplicação e a soma); lado esquerdo: datapath típico, lado di-
reito: datapath modiﬁcado evitando múltiplos processos de denormali-
zações/normalizações
pode-se eliminar de forma signiﬁcativa a quantidade de barrel shifters e,
assim, evitar o consumo de recursos lógicos e de roteamento utilizados na
implementação dessas operações.
No lado direito da ﬁgura 4.7 pode ser observada a união do datapath para a
operação conjunta de multiplicação soma acumulação, em um único bloco
comparada com uma metodologia tradicional mostrada no lado esquerdo.
A união do datapath do lado direito da ﬁgura 4.7 elimina a redundância
do processo intermediario, removendo a normalização na saída do multi-
plicador e a denormalização na entrada do somador. Da mesma maneira, a
estratégia elimina a necessidade de normalizar/denormalizar para realizar
a acumulação. A eliminação de lógica e do roteamento extra, assim como
do uso de multiplicadores em silício, faz que o tempo e a latência entre os
datapath seja previsível.
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Essa união do datapath é realizado modiﬁcando internamente o formato
utilizado, seja baseado em uma nova representação ou, como no caso aqui
utilizado, aumentando o tamanho da representação da mantissa para obter
maior precisão.
4.3 Arquiteturas de Soma/Subtração e Multiplicação em Ponto Flutuante
Atualmente, ferramentas de desenvolvimento tais como Xilinx Vivado (ou
ISE), Altera Quartus, Synopsys Synplify, etc., disponibilizam uma grande
biblioteca de blocos de propriedade intelectual (ou IPcores), encontrando-
se tanto unidades de cálculo matricial quanto unidades de cálculo aritmé-
tico em ponto ﬂutuante. As ferramentas permitem uma grande ﬂexibi-
lidade enquanto à forma de uso desses IPcores, possibilitando alterações
em precisão, consumo de DSP ou até latência, entre outras característi-
cas. Porém, as librarias são geralmente fechadas sem permitir o acesso à
descrição de hardware, o que torna impossível efetuar modiﬁcações na sua
lógica para adequá-las nas especiﬁcações impostas.
Dada a necessidade pelo controle interno das diferentes etapas ou fases
dentro das operações aritméticas e no intuito de melhorar a propagação
do erro, assim como a latência dessas operações, foram propostas diferen-
tes modiﬁcações nas bibliotecas desenvolvidas em [108, 112]. Neste caso,
as bibliotecas foram modiﬁcadas para lidar com ﬂuxos de dados em vez de
tratar com um ﬂuxo controlado por FSM. Várias especiﬁcações foram man-
tidas constantes em relação às bibliotecas propostas (ver [108, 112]), tais
como (a) descrição de hardware genérica que possibilite a portabilidade de
plataformas; e (b) arquiteturas parametrizáveis que permitam a mudança
no tamanho de palavra viabilizando uma análise de erro associado.
Assim, baseado nas bibliotecas de ponto ﬂutuante apresentadas em [108,
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112], as estruturas principais foram projetadas e conﬁguradas como arqui-
teturas de ﬂuxo de dados, aceitando e operando dados em pipeline. Cada
arquitetura foi estudada para permitir o seu posterior uso e fusão como um
único bloco operacional em ponto ﬂutuante. Assim, duas ou três operações
em ponto ﬂutuante sequenciais podem ser fusionadas em um único bloco,
evitando assim normalizações/denormalizações extras e, intrinsecamente,
a propagação do erro por duplo arredondamento.
Os resultados apresentados das arquiteturas desenvolvidas foram valida-
dos apenas para dois diferentes tamanhos de palavra 32 e 64 bits, obtendo
dados de consumo de recursos, desempenho, frequência de operação e, erro
associado. Sendo este último o parâmetro mais relevante no desenvolvi-
mento deste trabalho, por causa da condição atribuída para as matrizes;
de serem sistemas mal condicionados.
4.3.1 Arquitetura de Soma/Subtração
Entre os principais circuitos de operações em ponto ﬂutuante se encontra
a soma/subtração, sendo este muito difícil de implementar de forma ótima
devido à sua complexidade arquitetural [113]. As etapas intrínsecas que
envolvem o processo de soma em ponto ﬂutuante apresentam uma grande
complexidade onde nem sempre quebrar os passos em processos menores é
simples, e por sua vez obter uma arquitetura baseada em ﬂuxo de dados.
As etapas do processo de soma começam com a separação dos operandos
de entrada em seus diferentes partes, (a) o sinal, (b) o expoente e (c) a
mantissa. Seguido, são conferidas se as entradas dos valores são zero, inﬁ-
nito ou algum número com representação diferente e não válida do padrão
IEEE−754. Caso os valores sejam válidos, um bit implícito `1' é inserido
às mantissas. Desta forma, são comparados os dois operandos e deslocado
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à direita o menor dos números. Seguidamente, é subtraído o número de
bits deslocado do exponente, gerando um resultado preliminar do mesmo.
Adicionalmente, as mantissas são somadas ou subtraídas dependendo da
operação desejada [112].
Por ﬁm, a normalização é feita caso seja necessário, analisando se o bit mais
signiﬁcativo do resultado da mantissa for `1'; caso contrário, o resultado
da mantissa é deslocada à esquerda até encontrar o valor de `1' no bit
mais signiﬁcativo. Além disso, para cada bit deslocado é subtraído `1' do
valor do expoente, e ﬁnalmente, são concatenados os resultados do sinal,
expoente e mantissa, obtendo assim o valor desejado [112].
Na ﬁgura 4.8 é apresentado o diagrama de blocos da arquitetura do FP-
Add. Duas partes compõem a arquitetura: (a) o bloco comparar e alinhar
a mantissa (CAM) e (b) o bloco de normalização da mantissa (NM). Esses
dois blocos estão projetados para trabalhar como uma arquitetura de ﬂuxo
de dados, permitindo a saída de um novo resultado a cada ciclo de clock











Arquitetura de Soma/Subtração 
em Ponto Flutuante
Figura 4.8. Diagrama de blocos da arquitetura FP-Add
O bloco CAM, permite comparar vários aspectos na entrada dos dados,
tais como o dado com maior valor, maior expoente, o sinal dos dados e
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a operação a ser realizada pela arquitetura (soma ou subtração). Além
disso, este bloco realiza um alinhamento das mantissas, indispensável para
realizar a operação. Na ﬁgura 4.9 pode ser observada uma descrição da
arquitetura proposta para o bloco CAM envolvendo várias LUTs, a ﬁm
de evitar cálculos básicos de comparação e consumo de recursos lógicos
importantes. Também são mostrados dois multiplexadores, os quais têm
circuitos com lógicas especiﬁcas para lidar com somas binárias, desloca-
mentos binários para a direita ou esquerda e de concatenação (sempre que
a lógica de seleção ou de controle precise). Neste caso, as saídas deste



















































































Logica do ciruito 
MUX Alin Mant
Ʃ






































Figura 4.9. Arquitetura proposta para o bloco comparar e alinhar
mantissa (CAM)
O bloco NM tem como tarefa devolver ao formato o valor da soma efetu-
ada no bloco CAM, o que é chamado de normalização. Para fazer isso, um
processo mostrado na ﬁgura 4.10 usa um multiplexador e um registrador.
Neste processo são introduzidos vários sinais usados como condições para
executar alguma operação, que no caso são deslocamentos binários e algu-
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mas concatenações. No ﬁnal, a saída é registrada e assim o valor obtido
junto com a sua normalização é mantido em até pelo menos um ciclo de
clock, ou até o sinal do reset ser ativado, apagando os valores acumulados
assim como o valor ﬁnal da saída.
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Figura 4.10. Arquitetura proposta para o bloco normalizar mantissa
(NM)
4.3.2 Arquitetura de Multiplicação
As operações de multiplicação, assim com a de soma, fazem parte dos
processos de redução envolvidos nas operações matriciais, sendo muito
utilizadas e colocadas juntas, a ﬁm de se obterem novas arquiteturas com-
partilhando suas características. Para realizar uma multiplicação em ponto
ﬂutuante uma sequência de passos deve ser seguida, a qual inicia com eta-
pas de separação das diferentes partes do valor inserido, seguindo o formato
IEEE−754.
Nessas separações são conferidas se as entradas dos valores são zero, inﬁ-
nito ou algum número com representação diferente e não válida do padrão
IEEE−754. Caso os valores sejam válidos, um bit implícito `1' é inserido
às mantissas. Seguidamente, as mantissas são multiplicadas, os expoentes
são somados e é subtraído o valor de bias ao resultado, (EA +EB − bias).
Adicionalmente, o sinal é determinado na multiplicação (SAxorSB) [112].
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Por ﬁm, uma normalização é feita caso seja necessário. Isto é feito se o
bit mais signiﬁcativo do resultado da mantissa for `1'; caso contrário, o
resultado da mantissa é deslocada à esquerda até encontrar o valor de `1'
no bit mais signiﬁcativo. Além disso, para cada bit deslocado é subtraído
`1' do valor do expoente, e ﬁnalmente, são concatenados os resultados do
sinal, expoente e mantissa, obtendo assim o valor desejado [112].
A arquitetura do circuito de multiplicação (FP-Mul) é descrita na ﬁgura
4.11. Esta arquitetura está divida em duas etapas, sendo necessário um
ciclo de clock para cada uma. A primeira etapa realiza todas as compa-
rações (valor zero, inﬁnito, etc), assim como calcula o valor do sinal do
resultado, o resultado preliminar do expoente e a multiplicação das man-
tissas. Mediante uma operação lógica xor os sinais dos valores de entrada
são comparados e o sinal do produto é determinando. Um bit extra é adi-
cionado aos expoentes indicando overﬂow, o que leva necessariamente à
subtração do resultado da soma dos expoentes com o bias devido ao duplo
valor de bias obtido. Por outro lado, as mantissas de Mw bits junto com o
bit implícito são multiplicadas resultando em uma palavra de 2(Mw + 1)
bits que é truncada nos primeiros Mw + 2 bits [112].
Na etapa seguinte, é avaliado se no resultado da multiplicação das man-
tissas o bit MSB é `1'. Este bit permite controlar os Mw bits mais signi-
ﬁcativos do valor atual da mantissa, ou o valor da mantissa deslocado à
esquerda em uma posição mediante um multiplexador. Caso o MSB do
resultado da multiplicação das mantissas seja igual a `1', o resultado pre-
liminar do expoente deve ser incrementado em `1'. Por ﬁm, a existência
de um overﬂow é avaliada no resultado do expoente, assim como é avali-
ado se os operandos de entrada são inﬁnitos na representação IEEE−754.
Caso aﬁrmativo, o resultado ﬁnal do produto é inﬁnito, caso contrário














































Figura 4.11. Arquitetura do Multiplicador em Ponto Flutuante (mo-
diﬁcado de [112])
4.3.3 Resultados de Síntese e Análise da Precisão
Focando no desempenho dos operadores aritméticos e na redução do erro
associado nas operações, os circuitos para soma/subtração e multiplicação
em ponto ﬂutuante foram desenvolvidos. Esses operadores foram conﬁ-
gurados para lidar com palavras de 32 e 64 bits, baseados no formato
IEEE−754, permitindo assim veriﬁcar a relação entre parâmetros de pro-
jeto tais como: custo em área lógica, tempo de execução e propagação
do erro. Sendo este último parâmetro (a propagação do erro) um dos re-
quisitos importantes no desenho de arquiteturas complexas, tal como as
utilizadas no cálculo de operações matriciais.
Neste projeto foi usado como linguagem de descrição de hardware o VHDL
mediante o uso da ferramenta desenvolvimento Vivado 2012.4 da Xilinx e
conﬁgurado, para usar como dispositivo FPGA a família Kintex7. Assim,
neste capítulo, são apresentados os resultados de síntese obtidos na imple-
mentação desses circuitos aritméticos na plataforma de desenvolvimento
KC705, contendo um FPGA tipo XC7K325T − 2FFG900.
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A Tabela 4.1 apresenta os valores do custo em área lógica relacionados às
arquiteturas despois da síntese em termos ﬂip-ﬂops (FF), LookUp Tables
(LUTs) e blocos dedicados de processamento digital (DSP48Es). O va-
lor da frequência de operação do circuito também é incluída nesta tabela,
expressada em Mega-Hertz (MHz). É possível observar, nesta tabela 4.1,
como os operadores aritméticos quando conﬁgurados com uma representa-
ção de 64 bits consomem uma área lógica maior e, porém, um desempenho
menor quando comparados com uma conﬁguração com representação de
32 bits.
Tabela 4.1. Resultados de síntese para as arquiteturas FP-Add e
FP-Mul em ponto ﬂutuante
Modulo Precisão (bits) LUTs DSP48(E) Freq. [MHz]
FP-Add
32 559(0.27%) 0 364.904
64 1310(0.64%) 0 338.415
FP-Mul
32 75(0.03%) 2(0.23%) 267.423
64 459(0.22%) 9(1.07%) 233.875
Pode-se concluir que o circuito FP-Add possui um consumo alto de lógica
combinacional se comparado com o consumo do circuito FP-Mul, onde este
último requer menos recursos, porém faz uso de blocos DSPs embarcados.
Embora, o circuito FP-Add não utiliza multiplicadores (recursos DSPs), o
mesmo apresenta uma frequência de operação maior quando conﬁgurado
tanto para uma representação de 32 bits quanto para uma representação
de 64 bits .
Pode ser observado que os resultados de síntese destes operadores aritmé-
ticos mostram um consumo de recursos de 1% de LUTs e de menos do
que 1% de DSPs disponíveis no dispositivo selecionado. Adicionalmente
é importante ressaltar que o dispositivo FPGA utilizado (XC7K325T −
2FFG900) é de capacidade media se comparado com os dispositivos de
maior capacidade da família Kintex7.
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Na tabela 4.2 são apresentados os resultados obtidos pela análise quantita-
tiva da precisão das arquiteturas descritas da soma/subtração e multiplica-
ção. É importante salientar que estas arquiteturas diferem das arquiteturas
apresentadas [108, 112], no sentido de que a descrição hardware dos cir-
cuitos foi aprimorada visando uma economia de recursos, especiﬁcamente
de blocos DSPs. As modiﬁcações citadas trouxeram, como efeito colateral,
um aumento da frequência de operação. Finalmente, as arquiteturas des-
critas também foram modiﬁcadas para tratar dados em forma sequencial
(na forma de um pipeline).
Tabela 4.2. Resultados da análise de precisão das arquiteturas FP-








Como foi descrito na metodologia de veriﬁcação, os valores de avaliação
introduzidos permitem obter os resultados do pior cenário de operação do
circuito e, como esperado, o melhor comportamento é encontrado para um
formato de 64 bits. O circuito FPmul apresenta o maior valor de MSE
comparado à FP-Add. Isto é devido a erros incorporados no processo de
truncamento, que facilmente podem ser resolvidos acrescentando etapas
extras de arredondamento.
4.4 Arquitetura de FP-FMAC (união multiplicação soma acumulação em
ponto ﬂutuante)
Em 1990, a primeira instrução unida de FMA (multiplicação soma) foi
proposta em [114], começando uma série de trabalhos visando melhorar
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a primeira arquitetura FMA, a qual foi inicialmente implementada em
ASICs, e em unidades integradas em pipelines de CPUs. Operações arit-
méticas em cadeias são comuns em diferentes operações matriciais, como
as encontradas nas operações (ou circuitos) de redução, representando uma
boa porcentagem do total dos desaﬁos a resolver quando implementadas em
hardware. Para desenvolver a arquitetura proposta, de instrução unida de
multiplicação soma acumulação em ponto ﬂutuante, foram analisadas al-
gumas propostas interessantes implementadas em hardware , entre as quais
podem-se citar : [115, 116, 117, 118, 119, 27], sendo assim, a principal pro-
posta tomada do trabalho de bibliotecas de ponto ﬂutuante apresentado
em [108] e a implementação em FPGA da FMA apresentada em [120] para
uma representação de 64 bits e do [113]. O uso das bibliotecas em ponto
ﬂutuante (ver [108, 112]) está justiﬁcado pela necessidade de se ter um
controle sobre técnicas de arredondamento, assim como o controle total
das diferentes etapas na cadeia de operações aritméticas. Essas técnicas
serão aplicadas aos valores ﬁnais obtidos, reduzindo assim a propagação
do erro associado em cada operação conjunta de multiplicação, soma e
acumulação.
A ﬁm de reduzir a propagação do erro de duplo arredondamento uma me-
todologia de fusão de datapath foi utilizada, tal como comentado em 4.2.
Com esta metodologia foi possível melhorar tanto o desempenho, como
reduzir a propagação do erro associado no processo de multiplicação, soma
e acumulação. A ﬁgura 4.12, descreve o datapath da nova arquitetura de-
senvolvida, chamada de FP-FMAC (união multiplicação soma acumulação
em ponto ﬂutuante).
Os circuitos chamados de circuitos de redução são muito difíceis de im-
plementar devido à alta complexidade das arquiteturas dos somadores em










Figura 4.12. Datapath da arquitetura de FP-FMAC
processo de soma em ponto ﬂutuante, sendo difícil realizar uma quebra
que permita conseguir uma arquitetura em ﬂuxo de dados. A FP-FMAC
(união multiplicação soma acumulação em ponto ﬂutuante) é uma arquite-
tura capaz de realizar a multiplicação em ponto ﬂutuante (a× b), seguida
da soma em ponto ﬂutuante (que é (a× b)resultado + cacumulação) em um
único bloco de hardware, realizando apenas uma operação de arredonda-
mento depois de ambas as operações (multiplicação e soma) desenvolvidas
[121, 32], tal como mostrado na ﬁgura 4.12.
A seguir são descritas as etapas da arquitetura FP-FMAC desenvolvidas
neste trabalho:
1. Comparar e separar o sinal, expoente e mantissa dos operandos de
entrada. Conferir se as entradas são zero, inﬁnito ou uma represen-
tação inválida. Se o operando é válido adicionar o bit implícito `1' da
mantissa.
2. Alinhar valores e multiplicar as mantissas, somar os exponentes e
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determinar o sinal.
3. Separar o sinal, expoente e mantissa dos operandos de entrada. Con-
ferir se as entradas são zero, inﬁnito ou uma representação inválida.
4. Comparar os dois operandos. Deslocar à direita o menor dos números.
O número de bits a deslocar correspondente ao resultado da subtração
dos exponentes, sendo dita diferencia o resultado preliminar do expo-
nente. Somar ou subtrair as mantissas segundo a operação desejada.
5. Deslocar à esquerda o resultado atual da mantissa até encontrar o
valor de `1' no bit mais signiﬁcativo (MSB). Para cada bit deslocado,
subtrair `1' no valor atual do exponente. Finalmente, concatenar os
resultados do sinal, exponente e mantissa.
Os passos 1 a 2 são executados em um único ciclo de clock assim como os
passos 3 a 4. Por ﬁm, o passo 5, de normalização, é desenvolvido tomando
também um único ciclo de clock. Assim, depois de uma latência três ciclos
de clock a arquitetura FP-FMAC gera um dado a cada ciclo de clock.
Na ﬁgura 4.13 é apresentado o diagrama de blocos da arquitetura do FP-
FMAC. Três partes compõem a arquitetura: (a) um primeiro bloco que
compara e alinha a mantissa para realizar a multiplicação, (b) um segundo
bloco compara e alinha a mantissa para realizar a soma onde por sua
vez é realizada a acumulação, e, por ﬁm, (c) o bloco de normalização da
mantissa (NM). Esses três blocos estão projetados para trabalhar como
uma arquitetura baseada em ﬂuxo de dados, permitindo assim a saída de
um novo resultado a cada ciclo de clock, após uma latência de três ciclos
necessários a ﬁm de preencher os diferentes processos da arquitetura.
É importante ver que na saída do segundo bloco tem-se uma retroalimen-
tação para a entrada desse bloco. Essa saída permite realizar a acumulação
114
dos dados introduzidos, empregando um sinal com um comprimento de pa-
lavra maior, chamado de HRCS (high radix carry-save). O valor somado
é enviado de volta para o bloco sem passar por uma normalização, o que
permite a realização desta operação em um único ciclo de clock. Apenas
no ﬁnal da operação, quando os valores totais introduzidos na operação
são somados e acumulados, é quando realmente o valor ﬁnal deve ser nor-








































Figura 4.13. Diagrama de blocos da arquitetura FP-FMAC
O segundo bloco, permite comparar vários aspectos na entrada dos dados
tais como o dado com maior valor, maior expoente, o sinal dos dados e a
operação a ser realizada pela arquitetura (soma ou subtração). Além disso,
este bloco realiza um alinhamento das mantissas, tarefa indispensável para
realizar a operação. O bloco de normalização tem como tarefa devolver ao
formato o valor da operação efetuada.
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4.4.1 Resultados da implementação
A linguagem de descrição hardware usada foi o VHDL assistido por o Xilinx
Vivado 2012.4, sendo que as arquiteturas foram implementadas na plata-
forma de desenvolvimentoKC705, contendo um FPGA tipoXC7K325T−
2FFG900. Como se pode observar os resultados da síntese do FP-FMAC,
apresentados na tabela 4.3, mostram uma frequência acima de 100MHz.
Este resultado obtido mostra, de forma clara, o ganho em desempenho
alcançado quando a solução é implementada em uma arquitetura em ﬂuxo
de dados. Os valores de LUTs são considerados aceitáveis, dado que este
FPGA tem recursos suﬁcientes (203800 LUTS disponíveis).
Tabela 4.3. Resultados de síntese para a arquitetura de FP-FMAC
Precisão (bits) LUTs DSP48(E) Freq. [MHz]
FP-FMAC
32 305(0.14%) 2(0.23%) 204.145
64 806(0.39%) 9(1.07%) 178.13
Os resultados do erro, sendo o parâmetro mais importante no desenvol-
vimento deste trabalho, pode ser analisado mediante a tabela 4.4. Estes
resultados mostram como a propagação do erro aumenta enquanto o nú-
mero de valores inseridos aumenta. Isto faz com que um bom controle da
propagação do erro nas operações seja relevante, a ﬁm de resolver sistemas
que envolvem matrizes de grande porte (lembrar o fato de que as matrizes
são considerados sistemas mal condicionados).






É importante ressaltar que o erro associado da arquitetura FP-FMAC,
mostrado na tabela 4.4 é menor do que a soma do erro apresentado pelas
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arquiteturas FP-Add e FP-Mul mostrado na tabela 4.2.
4.5 Arquitetura de decomposição QR baseada no método de ortonormali-
zação modiﬁcado de Gram-Schmidt
Com o intuito de implementar arquiteturas para solução de sistemas matri-
ciais, foram desenvolvidas diferentes arquiteturas para atingir o objetivo.
Uma dessas arquiteturas é a decomposição e/ou fatoração QR, apresentada
no capítulo 2.
Este método decompõe a matriz dada A em uma matriz ortogonal Q e uma
matriz triangular superior R [122]. O algoritmo para a realização de tal
decomposição é apresentado no algoritmo (2). Nesta parte do algoritmo é
possível obter uma solução paralela devido às independências das opera-
ções. A solução aqui desenvolvida para a arquitetura QRDA (utilizando
arranjos sistólicos completamente paralelizáveis e em pipeline) é baseada
na proposta desenvolvida em [123] e modiﬁcada para tratar sistemas maio-
res que 4×4 assim como para usar uma representação em ponto ﬂutuante.
O algoritmo QR apresentado aqui está baseado no método Gram-Schmidt.
O objetivo básico do método é produzir uma base orto-normal para um
determinado espaço dado Rn (vide [124]).
Uma arquitetura dedicada a providenciar estes cálculos reduziria signiﬁca-
tivamente a latência do circuito, prestando atenção especial ao consumo de
recursos, os quais seriam fortemente dimensionados em termos de multipli-
cadores e somadores. Para realizar essa arquitetura, os passos mostrados
no algoritmo (2) foram seguidos, dividindo estes em dois processos princi-
pais. O primeiro, composto por duas unidades, chamadas de processo de
normalização (NP) e o processo de ortogonalização (OP). O segundo, é a
unidade de controle QR como mostrada na ﬁgura 4.14. Este controlador
117
permite o ﬂuxo dos dados através dos processos NP e OP, ativando os dife-
rentes multiplexadores associados a cada processo. A unidade QR é outra
modiﬁcação apresentada neste trabalho referente a proposta desenvolvida
em [123].
Algoritmo 2: Pseudo-código para a decomposição QR usando Gram-Schmidt
Modiﬁcado
Input: A
1 Saídas Q, R;
2 [m,n] = size(A) ;
3 Q = A;
4 R = zeros(n) ;
5 for j = 1...n do
6 for i = 1...j − 1 do
7 atribuir a R(i, j) o valor de Q(:, i)T ∗Q(:, j) ;
8 atribuir a Q(:, j) o valor de Q(:, j)−Q(:, i) ∗R(i, j) ;
9 end
10 atribuir a R(j, j) o valor da norma de (Q(:, j)) ;
11 atribuir a Q(:, j) o valor da ortogonalização Q(:, j)/R(j, j) ;
12 end
A unidade NP foi desenvolvida implementando os passos 11 e 12 do algo-
ritmo (2), e a unidade OP por sua vez, foi desenvolvida implementando os
passos 8 e 9. Pode-se observar que ambas as unidades NP e OP desenvol-
vem operações internas de redução matricial, o que leva necessariamente
ao uso do bloco FP-FMAC previamente desenvolvido.
A tarefa de produzir o vetor de valores da matriz ortogonal Q, assim como
os valores diagonais da matriz triangular R, está a cargo da unidade NP.





















To NP To OP1 To OP2
From OP1 From OP2 From OP3
A(1) A(2) A(3) A(4)
QR Architecture
qj rii rij rij+1 rij+2
Figura 4.14. Estrutura em arranjos sistólicos da arquitetura de de-
composição QR usando ortonormalização modiﬁcada de Gram-Schmidt
4.5.1 Estado da arte: Implementações em hardware reconﬁgurável do al-
goritmo de decomposição QR
Este trabalho apresenta uma comparação das diferentes implementações
em hardware da decomposição QR (ver tabela 4.5).
Algumas propostas diferentes da decomposição QR podem ser encontradas
tais como em [123], [125], [126], [127], [128], [129] e [130], mas devido a
que são propostas e implementadas para lidar com uma representação em
ponto ﬁxo uma comparação entre elas foi evitada.
Observa-se que algumas implementações podem processar grandes tama-
nhos de matrizes, embora, isso dependa do dispositivo usado e se é ou não
utilizada memória RAM externa. Também, solução de matrizes esparsas,
as quais são capazes de tratar com matrizes de grandes tamanhos, não são
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Tabela 4.5. Comparação das implementações da Decomposição QR
em ponto ﬂutuante
Referência Ano Tamanho da Matriz Esparsa Dispositivo Requisitos da Matriz
[131] 2007 1280 × 640 Densa Virtex II linhas ≥ Colunas
[132] 2008 12 × 12 Densa Virtex 5 Não-Singular
[133] 2009 4k × 4k Densa Stratix II Não-Singular
[111] 2012 400 × 400 Dense Stratix V linhas ≥ Colunas
EstaArquitetura 2014 100 × 100 Densa Kintex 7 linhas ≥ Colunas
consideradas neste trabalho já que por deﬁnição carecem de generalidade.
Além disso, a referência [111] mostra que eles podem processar sistemas
lineares com matrizes de tamanho 400 × 400 onde internamente lidam
com o processo de decomposição QR alcançando um desempenho de até
162 GFLOPS. Mas as mesmas não apresentam informações referentes ao
desempenho da arquitetura de decomposição QR assim como também não
é apresentada informação referente ao desenho. Adicionalmente, neste
trabalho, o dispositivo usado Kintex7 implementa multiplicadores DSP de
25 × 18 em vez dos multiplicadores DSP de 27 × 27 da Stratrix V usada
em [111].
Também, é importante salientar que a proposta aqui desenvolvida, au-
menta o seu desempenho enquanto o sistema incrementa seu tamanho,
sendo limitado apenas pelo dispositivo hardware utilizado. Por último, o
uso de multiplicadores DSP de tamanhos superiores aos usados pela kin-
tex (25 × 18), permitiria reduzir as latências geradas pelas operações de
multiplicação dentro da arquitetura.
4.5.2 Resultados da Implementação
A linguagem de descrição hardware usada foi o VHDL assistido por o Xilinx
Vivado 2012.4 e as arquiteturas foram implementadas em uma plataforma
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de desenvolvimento KC705, contendo um FPGA tipo XC7K325T −
2FFG900. Os resultados da síntese dos diferentes módulos: NP e OP,
assim como os resultados do módulo de normalização vetorial (VN) são
apresentados nas tabelas 4.6, 4.7 e 4.8, respectivamente.
Tabela 4.6. Resultados de síntese para o modulo NP
Modulo LUTs DSP48(E) Freq. [MHz]
NP 1535(0.75%) 2(0.23%) 193.45
As implementações realizadas usam, além das arquiteturas aritméticas pró-
prias previamente descritas, as bibliotecas de ponto ﬂutuante disponíveis
na Xilinx de divisão e raiz quadrada, as quais podem ser conﬁguradas para
trabalhar com diferentes tamanhos de palavra, tendo a precisão deﬁnida
pelo usuário mediante o gerador de código fornecido pela Xilinx. Neste
caso, as bibliotecas foram conﬁguradas para manter uma precisão simples:
32 bits.
Devido ao fato de ser uma implementação usando uma arquitetura de ﬂuxo
(pipeline), as bibliotecas da Xilinx assim como todo o desenvolvimento dos
diferentes módulos foram pensados para manter o ﬂuxo dos dados enquanto
novos valores são inseridos constantemente, produzindo ao ﬁnal um valor
a cada ciclo de clock logo após do tempo de latência ser alcançado.
Tabela 4.7. Resultados de síntese para o modulo OP
LUTs DSP48(E) Freq. [MHz]
Modulo OP 1052(0.51%) 2(0.23%) 201.6
Com essa exigência, as bibliotecas de ponto ﬂutuante foram conﬁguradas
permitindo projetar os diferentes módulos: NP, OP, VN. Porém, nesta
proposta nem todas as operações têm um bom desempenho. Uma dessas
arquiteturas é o acumulador somador multiplicador em ponto ﬂutuante,
razão pela qual foi necessária sua construção, permitindo assim alcançar
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resultados satisfatórios de desempenho, tal como mostrado na tabela 4.8
(referente à implementação da norma vetorial).
Tabela 4.8. Resultados de síntese para o módulo norma vetorial (VN)
LUTs DSP48(E) Freq. [MHz]
Modulo VN 694(0.34%) 2(0.23%) 198.7
A tabela 4.6 mostra uma frequência de operação no módulo NP de apro-
ximandamente 193MHz, o NP contem o modulo VN que tem a tarefa de
realizar a norma vetorial. Esse processo é computacionalmente custoso e
implica o uso da unidade de FP-FMAC. A arquitetura QRD-MGS pode
operar aproximadamente a uma frequência de 170MHz com um desempe-
nho continuo de 64.6 GFLOPS. Os resultados ﬁnais de toda a arquitetura,
conﬁgurada para diferentes tamanhos de matrizes, são apresentados na
tabela 4.9. Note-se que o consumo de recursos utilizado pela arquitetura
indica que o dispositivo pode suportar tamanhos de matrizes maiores.
Tabela 4.9. Consumo de recursos hardware depois da síntese da ar-
quitetura QRD-MGS para diferentes tamanhos de matrizes
Tamanho da Matriz 4 10 30 50 70 100
Modulo
QRD-MGS
LUTs 1659(0.81%) 7237(3.55%) 26261(12.88%) 35241(17.29%) 53179(26.09%) 87852(43.10%)
DSP 8(0.95%) 20(2.38%) 60(7.14%) 100(11.90%) 140(16.66%) 200(23.8%)
Como parte da validação da arquitetura QRD-MGS uma análise de pro-
pagação do erro é apresentada na tabela 4.10. Nessa tabela pode ser
observado os valores obtidos a aplicar a norma de Frobenius aos resulta-
dos produzidos na comparação entre os valores entregues pela arquitetura
e os valores entregues pelo MatLab. Vale a pena salientar que ainda os
valores apresentados de erro, no caso de um sistema de 100×100, sejam de
14.28 e 4.53 para as matrizes Q e R, respectivamente, pode-se aﬁrmar que
o erro alcançado pela arquitetura é satisfatório devido a que os cálculos
são baseados nas amostras com matrizes de Hilbert. Isto demostra que a
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arquitetura desenvolvida pode tratar sistemas com valores aleatórios man-
tendo os valores de propagação do erro associados aos cálculos toleráveis,
sem precisar usar uma precisão maior.
Esta análise também mostra como é difícil de controlar a propagação do
erro enquanto o tamanho do sistema matricial aumenta. Um aumento no
tamanho da palavra poderia ajudar signiﬁcativamente a reduzir este erro
associado, mas isto leva a latências maiores (devido a número de DSPs
aninhados), assim como a um aumento considerável dos recursos lógicos
necessários para implementar a arquitetura.
Tabela 4.10. Propagação do erro do circuito RTL sintetizado compa-
rado com a referência em MatLab em representação em ponto ﬂutuante
dupla













4.6 Arquitetura de Multiplicação Matriz Matriz e Arquitetura Multipli-
cação Diagonal Transposta Matriz
Como mostrado na ﬁgura 4.15, a arquitetura MMM (multiplicação matriz
matriz ) usa o circuito/arquitetura de redução desenvolvida, e comentada
acima, chamada de FP-FMAC, como principal bloco dentro de sua arqui-
tetura. A MMM é uma arquitetura totalmente pipeline e para sincronizar
os dados são usados vários multiplexadores e uma série de buﬀers.


























Figura 4.15. Estrutura de arranjo sistólico da arquitetura MMM
forma de Schur e encontra o resultado dado pela equação 4.2. Como des-
crito na ﬁgura (4.16), os valores dos elementos da matriz U e sua transposta
UT combinados com os valores diagonais da matriz S, são computados para
obter o resultado desejado. Pode-se observar que novamente é utilizada a
arquitetura FP-FMAC presente na arquitetura MMM para ajudar com os
processos de redução.
Msqr = U × S × UT (4.2)
O principal gargalo da arquitetura MDTM é o cálculo da matriz trans-
posta, causando um pipeline hazard. A transposta da matriz é uma arqui-
tetura que recebe a matriz U e armazena os dados da mesma forma que os
recebe sem utilizar mais recursos de memória (i.e., realizando a transposta
da matriz no lugar). Assim, o circuito leva os valores correspondentes da
transposta da matriz para a saída, decompondo assim as posições absolu-
tas da transposta de uma matriz n× n em um registro predeﬁnido, que é












Figura 4.16. Desenho da estrutura da arquitetura MDTM
Uma memória interna para armazenar os valores da matriz U é utilizada na
arquitetura MDTM devido à necessidade de se ter a transposta da matriz
fora de estruturas for loop. O uso desta memória não interfere no ﬂuxo de
dados dentro da arquitetura.
4.6.1 Resultados da Implementação
O consumo de recursos da arquitetura MDTM é mostrado na Tabela 4.11,
onde o número de DSPs utilizados na implementação da arquitetura está
a apenas dois DSPs por cima do consumo de DSPs tanto do QRD-MGS
quanto da arquitetura MMM. Este fato é devido à utilização do operador
multiplicação de ponto ﬂutuante, de modo a obter o resultado de U × S.
É importanta salientar que BRAMs são apenas utilizados na arquitetura
MDTM, a qual foi conﬁgurada para receber os dados em cada ciclo de
clock, para armazenar e realizar a transposta da matriz dada.
Tabela 4.11. Consumo de recursos hardware depois da síntese das
arquiteturas MMM e MDTM para diferentes tamanhos de matrizes
Tamanho da Matriz 4 10 30 50 70 100
Modulos
MMM
LUTs 1439 (0.7%) 3289(1.61%) 9352(4.58%) 15476(7.59%) 22039(10.81%) 31953(15.67%)
DSP 8 20 60 100 140 200
MDTM
LUTs 1829 (0.89%) 3574(1.75%) 9685(4.75%) 15947(7.82%) 22562(11.07%) 32821(16.1%)
DSP 10 22 62 102 142 202
Vale a pena observar que o consumo de recursos da arquitetura MMM (ver
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tabelas 4.11 e 4.9) é igual à apresentada pela arquitetura QRD-MGS em
termos de DSPs, para as matrizes do mesmo tamanho.
Na tabela 4.12 são apresentados os resultados da validação da precisão
mostrada pelas duas arquiteturas: (1) MMM e (2) MDTM. Nesta tabela
pode-se observar como o aumento do sistema envolve um maior número
de propagação do erro tal como mostrado pela norma de Frobenius. Os
resultados apresentados na tabela 4.12 mostram como o sistema lida com
dados difíceis de se representar em máquina, tal como os utilizados na
matriz de Hilbert, comprovando que o erro alcançado pela arquitetura é
satisfatório.
Tabela 4.12. Propagação do erro dos circuitos RTL sintetizados com-
parado com a referência em MatLab, em representação em ponto ﬂu-
tuante dupla




















4.7 Arquitetura da Raiz Quadrada de Uma Matriz
O algoritmo (3) mostra o método de Schur para obter uma solução numé-
rica da função da raiz quadrada de uma matriz onde por transformações
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de similaridade uma redução sistemática de matrizes em formas simples é
alcançada (ver o a seção 2.3.2). Observe que o algoritmo usa a decomposi-
ção QR assim como algumas operações matriciais tais como multiplicação
matriz-matriz e a transposta da matriz (usualmente denotada pelo sobres-
crito T ).
Algoritmo 3: Pseudo-código da raiz quadrada de uma matrix
Input: A
1 chamada da decomposição QR para decompor A e assinar o
resultado a [Q,R];
2 U = Q;
3 B = R ∗Q;
4 for i = 1...Max_iter do
5 chamada da decomposição QR para decompor B e assinar o
resultado a [Q,R];
6 B = R ∗Q;
7 U = U ∗Q;
8 end
9 S = sqrt(R);
10 Msqrt = U ∗ S ∗ UT ;
Para se obter uma simplicidade e eﬁciência maior na implementação, par-
tes do algoritmo foram mapeadas em diferentes circuitos especializados
para lidar com cada operação matricial particular (como comentado pre-
viamente). Adicionalmente as estratégias adotadas aqui permitem a reuti-
lização do projeto; minimizando assim a ﬁação e o uso de multiplexadores
entre os componentes de ponto ﬂutuante.
A ﬁgura (4.17) mostra o ﬂuxo de dados de toda a arquitetura, onde os
principais componentes em ponto ﬂutuante são apresentados. No ﬂuxo de
dados, o bloco com a letra maiúscula I corresponde a uma matriz identi-
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dade, e os elementos diagonais da matriz R passam através de uma opera-
ção aritmética em ponto ﬂutuante do tipo raiz quadrada. Esta arquitetura
foi tomada das bibliotecas fornecidas pela Xilinx IPCores, e conﬁgurada













Figura 4.17. Fluxo dos dados na arquitetura.
4.7.1 Resultados da Implementação
A arquitetura da função de raiz quadrada de uma matriz proposta pode ser
implementada para lidar com matrizes de tamanho até 100×100. Isto, de-
vido à quantidade de recursos hardware , especialmente DSPs, disponíveis
no dispositivo FPGA selecionado. A utilização de recursos do FPGA do
projeto sob avaliação é coerente com as expectativas e é mostrado na tabela
4.13. Nessa tabela pode ser observado que para uma matriz de tamanho
100× 100 o consumo de recursos de hardware LUTs é de 198794, corres-
pondendo a aproximadamente o 97.54% do total de recursos disponíveis
na FPGA selecionada. Adicionalmente, o número de DSPs consumidos é
de aproximadamente 71.66% do total disponível.
Para comparar a precisão da arquitetura MatrixSqRt foram analisados
quantitativamente dois exemplos numéricos: (1) A − SS e (2) A1/2 − S.
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Tabela 4.13. Consumo de recursos hardware depois da síntese da
arquitetura MatrixSqRt para diferentes tamanhos de matrizes








LUTs 6827 17956 55163 84023 121603 198794
DSP 26 62 182 302 422 602
Freq (MHz) 120
O desempenho desta análise para a arquitetura implementada executando
sobre a plataforma de desenvolvimento selecionada usando uma represen-
tação em ponto ﬂutuante de precisão simples é mostrada na Tabela 4.14.
O erro é calculado comparando a saída da arquitetura MatrixSqRt simu-
lada contra a referência previamente estabelecida em MatLab da matriz
de Hilbert com representação em ponto ﬂutuante de precisão dupla. As
matrizes de Hilbert, onde as suas entradas são especiﬁcados como números
de precisão de máquina, são difíceis de inverter usando técnicas numéri-
cas e por causa disso são excelentes para avaliar a precisão da arquitetura
implementada em hardware [134]. Para apresentar os dados em forma
normalizada, a norma de Frobenius (como dado pela equação 4.1) é usada
para obter uma medida da magnitude de erro geral na matriz resultante.
Os valores gerados pela implementação de hardware chamada matriz S,
são levados para o MatLab para calcular os dois exemplos numéricos.
É importante salientar que embora os valores apresentados de erro sejam
de até 23 e 7 (ver tabela 4.14), para os diferentes casos numéricos sobre
análise, é valido aﬁrmar que o erro alcançado pela arquitetura é satisfató-
rio devido a que os cálculos são baseados nas amostras com matrizes de
Hilbert. Portanto, é mostrado que a arquitetura desenvolvida pode ser
utilizada com uma precisão simples, a ﬁm de tratar sistemas com valores
aleatórios devido a que mantem os valores de propagação do erro associa-
dos toleráveis durante os cálculos.
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Tabela 4.14. Propagação do erro dos circuitos RTL sintetizados com-
parado com a referência em MatLab em representação em ponto ﬂutu-
ante dupla













4.7.2 Algumas Considerações Adicionais da Arquitetura
Conforme apresentado na secção 4.5, de modo a maximizar a eﬁciência da
arquitetura, os componentes de pipeline devem permanecer completamente
preenchidos quanto possível. Isto é conseguido nesta abordagem mediante
multiplexação dos valores relacionados aos diferentes blocos do sistema.
Usando a arquitetura FP-FMAC descrita na seção 4.4, a profundidade do
pipeline é dada pelo número de ciclos mostrado na ﬁgura 4.13 com uma
latência de três. Adicionalmente, o circuito de MDTM é a parte crítica do
projeto total, dado que internamente ele precisa realizar a transposta de
uma matriz. Isto reduz o desempenho da arquitetura uma vez que o nú-
mero de FLOPS diminui devido à latência no processo de armazenamento,
de todos os elementos da matriz de dados. A arquitetura de função raiz
quadrada da matriz é controlada por uma FSM (Finite State Machine),
que tem a tarefa de endereçar (em uma ordem estrita), o ﬂuxo de dados
para os diferentes componentes de ponto ﬂutuante.
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4.8 Considerações Finais do Capítulo
As vantagens dos algoritmos propostos na álgebra linear numérica tendem
a se limitar devido a problemas na propagação do erro induzidos pelas
operações e não pelo método em se. Esses erros, conhecidos como erros
de truncamento e em especial o erro de arredondamento duplo, devem
ser tratados de tal forma que permitam resultados ótimos e com maior
precisão.
Este trabalho demonstrou como o Método de Schur para lidar com a raiz
quadrada de uma matriz, pode ser adequadamente implementado em hard-
ware reconﬁgurável. A descrição detalhada dos circuitos desenhados foi
apresentada mostrando as estruturas em arranjos sistólicos paralelos e de
pipeline de cada um dos componentes em ponto ﬂutuante. Os circuitos
principais: QRD-MGS, MMM e MDTM, foram descritos, lidando eﬁci-
entemente com a divisão interna dos processos da arquitetura proposta
MatrixSqRt.
O circuito QRD-MGS pode processar até 64.6 GPFLOPs assim como pode
ser conﬁgurado para lidar com diferentes tamanhos de matrizes, usando
também, o FPGA da família Kintex7 deste projeto executado a 170MHz.
Usando como base o conhecimento adquirido no desenvolvimento das ar-
quiteturas baseadas no método de Gauss-Jordan, foram estabelecidos parâ-
metros de precisão como requisitos do sistema. Contudo, uma metodologia
de fusão de datapath das diferentes operações aritméticas foi implemen-
tada, permitindo reduzir a propagação do erro associado nos processos
com multipla demanda de cadeias de operações em ponto ﬂutuante. Desta
metodologia surgiu a arquitetura FP-MAC. Uma arquitetura especial em
ponto ﬂutuante de multiplicação, soma e acumulação em um único bloco,
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chamada de FP-FMAC, a qual foi descrita e lida com todos os processos de
redução dentro dos circuitos principais. A arquitetura pode ser executada
com um clock aproximado de 200 MHz.
Os resultados de precisão da arquitetura MatrixSqRt mostram que, ainda
operando com matrizes de Hilbert, o sistema alcança erros não maiores
que 23.0494 e 7.5706 para os diferentes casos numéricos de estudo quando
implementado um sistema de 100× 100 com representação em ponto ﬂu-
tuante de precisão simples. Finalmente, o circuito implementado exibe
um desempenho de 10.41 GFLOPs e é capaz de computar soluções nu-
méricas para a raiz quadrada de matrizes positivas deﬁnidas simétricas de
diferentes tamanhos até 100× 100 elementos no Kintex-7 FPGA KC 705 .
Para lidar com o processo de veriﬁcação e validação das arquiteturas pro-
postas foi estabelecida uma metodologia de veriﬁcação funcional e de hard-
ware que permitiu realizar diferentes análises. Entre os quais estão às
análises quantitativas do erro associado das diferentes operações em ponto
ﬂutuante utilizadas e desenhadas neste trabalho. Esta metodologia facili-
tou padronizar o projeto de sistemas embarcados.
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Capítulo 5 DISCUSSÃO DE RESULTADOS
Neste capítulo são discutidos os resultados das diferentes arquiteturas pro-
postas para serem implementadas em hardware reconﬁgurável FPGA, ba-
seadas no algoritmo de Eliminação de Gaussiana (e na variante do mesmo,
a Eliminação Gauss-Jordan), tratando com a função de inversão de matriz
assim como também a solução de um sistema linear de equações. Adici-
onalmente, são discutidos os resultados das arquiteturas realizadas para
lidar com a raiz quadrada de uma matriz baseada no método de Schur.
5.1 Implementação das Arquiteturas para Solução de Sistemas de Equa-
ções Lineares e Inversão de Matrizes
Baseado no algoritmo de Eliminação Gaussiana, ou a sua variação Gauss-
Jordan, foram introduzidas e apresentadas no capítulo 3 diferentes pro-
postas em hardware reconﬁgurável FPGA para lidar com as soluções de
sistemas de equações lineares e com a solução da inversão de matrizes. A
arquitetura proposta permite a parametrização do sistema com relação ao
tamanho da matriz e/ou sistema linear de equações.
Representações em ponto ﬂutuante de 32, 40 e 64 bits foram utilizadas para
implementar a arquitetura de inversão de matrizes. Por outro lado, para
implementar a solução do sistema de equações lineares apenas foi feita uma
implementação com representação em ponto ﬂutuante de precisão simples
(32 bits). O sistema descrito e implementado serve para tratar sistemas
lineares com matrizes densas, as quais estão relacionadas a sistemas forte-
mente acoplados. Tanto a arquitetura de inversão quanto a arquitetura de
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solução de sistema de equações lineares podem ser conﬁguradas para lidar
com sistemas com tamanhos a partir de 4 × 4 até 120 × 120. O circuito
desenvolvido serve para entregar ambos os resultados simultaneamente (in-
versão e a solução de um sistema linear de equações) e a conﬁguração é
feita mediante um gerador de código VHDL desenvolvido em MatLab.
Um conjunto de circuitos com tarefas especíﬁcas, baseados em arquitetu-
ras de controle, foram desenvolvidos para dividir a complexidade da imple-
mentação e permitir a execução do método de eliminação Gauss-Jordan.
A complexidade para resolver o problema foi dividida em três fases prin-
cipais: (a) Eliminação Gaussiana (pivô parcial e forward elimination), (b)
diagonalização (back substitution) e (c) normalização, onde são executadas
pelos quatro processadores internos: (1) Troca de linhas, (2) Encontrar o
Pivô, (3) Eliminação da Matriz e (4) Circuito de Controle de Eliminação
Gaussiana.
As comparações do desempenho hardware/software foram realizadas con-
siderando tanto a arquitetura desenvolvida quanto a execução em software
do algoritmo de eliminação Gauss-Jordan tendo em conta o aumento da
dimensionalidade da matriz. A veriﬁcação da arquitetura para solução de
sistemas de equações lineares foi realizada implementando uma arquite-
tura que suporta um sistema linear de equações de 6× 6. Adicionalmente,
um análise experimental do erro foi desenvolvido usando o MatLab como
comparador estatístico com precisão dupla.
Os resultados de síntese mostrados nas diferentes tabelas descrevem uma
tendência do crescimento dos recursos hardware enquanto o sistema au-
menta de tamanho. A frequência máxima que a arquitetura proposta su-
porta depende do tamanho do sistema conﬁgurado, para um sistema de
matricial de 4×4 é de 301.416MHz e para um de 36×36 é de 166.984MHz,
executado em uma plataforma com um FPGA Virtex-5XC5V LX110T .
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Os recursos utilizados (sejam LUT, DSP e RAM), mostram que o disposi-
tivo sobre o qual foi realizada a implementação (neste caso Virtex5) pode
suportar matrizes com tamanhos maiores, devido ao mínimo consumo de
recursos usados pela arquitetura. Esse aumento do tamanho do sistema
está condicionado ao número de blocos DSP, assim como ao número de blo-
cos de memória interna disponíveis no dispositivo FPGA selecionado. O
número total de memória RAM usado pela implementação em hardware da
arquitetura depende da precisão. Assim para uma precisão simples, dupla
e 40-bits, os respectivos valores dos blocos de memória RAM usados para
armazenar uma matriz de 120× 120 são: 60, 120 e 120, respectivamente.
A análise de validação do erro na arquitetura mostrou como este cresce
enquanto o valor do sistema matricial tratado aumenta e assim, o controle
da precisão é afetado. São poucos os trabalhos na literatura que mostra-
ram preocupação com a propagação do erro, sendo este uma parâmetro
de projeto crítico atribuído à condição das matrizes de elementos mate-
máticos mal condicionados. Valores do erro associado para sistemas de
tamanhos 120×120 estão por volta de 1E−3 quando utilizada uma preci-
são dupla, sendo este o melhor dos resultados. Uma validação do tempo de
execução da arquitetura foi feita, apresentando o tempo usado pela FPGA
(em micro segundos (us)) para se obterem as soluções do sistema linear de
equações (e a inversa da matriz), usando um relógio de 100Mhz. Pode-se
observar que para um sistema de equações lineares de 90 × 90 a arquite-
tura apresentou um tempo de execução de aproximadamente 1.4ms, muito
superior aos apresentados na literatura (ver [99, 101, 90])
Para acelerar a veriﬁcação funcional e por sua vez, evitar esforços de conﬁ-
guração de interfaces, etc., desenvolvendo uma simulação HIL (Hardware-
in-the-loop), foi utilizado também o Xilinx System Generator anexo ao
Matlab/Simulink. A arquitetura foi transformada em um bloco o que
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permitiu ser usada como qualquer bloco em Matlab/Simulink com a fer-
ramenta XSG em duas formas: como simulação em software ou como
simulação HIL. Também foi demostrada a aplicação da arquitetura apoi-
ando o co-processamento e a aceleração em hardware da implementação
de uma rede neuronal tipo GMDH.
5.2 Implementações em Hardware das Arquiteturas Baseadas em Fluxo
de Dados
No capítulo 4 foram apresentadas as arquiteturas em ﬂuxo de dados em
ponto ﬂutuante propostas para lidar com a solução numérica em hardware
reconﬁgurável da função raiz quadrada de uma matriz simétrica deﬁnida
positiva. A descrição detalhada dos circuitos projetados foi apresentada
mostrando as estruturas em arranjos sistólicos paralelos e de pipeline de
cada um dos componentes em ponto ﬂutuante.
Unidades aritméticas de soma/subtração, multiplicação foram implemen-
tadas na FPGA selecionada. As implementações foram realizadas para
diferentes tamanhos de palavra, incluindo a representação de precisão sim-
ples (32 bits) e precisão dupla (64 bits). Uma metodologia de fusão de
datapath das diferentes operações aritméticas foi implementada, permi-
tindo reduzir a propagação do erro associado nos processos com múltipla
demanda de cadeias de operações em ponto ﬂutuante e assim construir
a arquitetura FP-MAC. Uma arquitetura especial em ponto ﬂutuante de
multiplicação, soma e acumulação em um único bloco, chamada de FP-
FMAC, a qual foi descrita e lida com todos os processos de redução dentro
dos circuitos principais.
Também, no capítulo 4 foram implementadas em hardware o conjunto de
circuitos que conformam a arquitetura principal MatrixSqRt de cálculo
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da raiz quadrada de uma matriz, sendo estas QRD-MGS, MMM, MDTM.
Adicionalmente, foram realizadas implementações com matrizes de diferen-
tes tamanhos partindo de 4× 4 até 100× 100 e usando uma representação
em ponto ﬂutuante de precisão simples. Neste sentido, observa-se que al-
gumas implementações, referentes a decomposição QR, podem processar
grandes tamanhos de matrizes, embora, isso depende do dispositivo usado
e se é ou não utilizada memória RAM externa (ver [131, 132, 133, 111]).
O circuito QRD-MGS aumenta o seu desempenho enquanto o sistema in-
crementa seu tamanho, sendo limitado apenas pelo dispositivo hardware
utilizado.
Uma metodologia de veriﬁcação/validação das arquiteturas propostas foi
seguida facilitando a padronização dos mecanismos teste assim como agili-
zar esta etapa no processo de desenho de sistemas embarcados. Esta meto-
dologia foi dividida segundo o seu foco de análise em veriﬁcação funcional,
veriﬁcação em hardware ou teste no dispositivo e validação das arquitetu-
ras, permitindo uma veriﬁcação funcional junto com uma simulação HIL
sendo uma novidade na veriﬁcação de sistemas matriciais.
Os resultados de síntese lógica mostraram que os operadores aritméticos
permitem uma implementação em hardware especiﬁcamente no disposi-
tivo FPGA selecionado devido a que o seu consumo de recursos é baixo
comparado com o hardware disponível no dispositivo. Estes resultados
também mostraram que a unidade de multiplicação, FP-Mul, faz uso de
blocos DSPs embarcados e requer menos recursos quando comparada com
a unidade de soma/subtração, FP-Add. Embora, a unidade FP-Add uti-
liza mais recursos combinacionais é bom ressaltar que não faz uso de DSPs
embarcados. Estes resultados demostraram uma redução signiﬁcativa dos
recursos hardware comparada com suas versões antecessoras apresentadas
em [108, 112]
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Referente aos resultados de síntese, do conjunto de circuitos principais que
subdividem as tarefas no processo de cálculo da raiz quadrada da ma-
triz, pode-se observar que o circuito QRD-MGS pode processar até 64.6
GPFLOPs. Adicionalmente, o mesmo podee ser conﬁgurardo para lidar
com diferentes tamanhos de matrizes, usando também, o FPGA da família
Kintex7 deste projeto execuntado a 170MHz. Os resultados, ainda, mos-
traram que os recursos disponíveis no FPGA são suﬁcientes para realizar
implementações da arquitetura com sistemas matriciais de maior tamanho.
Finalmente, o circuito implementado exibe um desempenho de 10.41 GFLOPs,
sendo capaz de computar soluções numéricas para a raiz quadrada de ma-
trizes positivas deﬁnidas simétricas de diferentes tamanhos até 100× 100
elementos no Kintex-7 FPGA KC 705, limitados apenas pelos recursos
hardware do dispositivo.
Os resultados de validação por sua vez mostraram que os operadores arit-
méticos de FP-Add e FP-Mul possuem um erro quadrático médio (MSE)
de 7.63E− 5 e de 2.12E− 5, respectivamente, para uma representação de
32 bits. Enquanto que a arquitetura FP-FMAC implementando as ope-
rações aritméticas em um único bloco apresentou um erro associado de
5.68E − 6 para a mesma precisão. Contudo, no marco das aplicações em
sistemas embarcados, representações com precisões menores são apreciadas
pelo baixo consumo de recursos hardware . Assim, implementações com
palavras de 64 bits (embora, apresentam uma maior precisão) são evitadas
e substituídas por representações menores, desde que sejam atingidos os
requerimentos de precisão desejados.
Os resultados de precisão da arquitetura MatrixSqRt mostram que, ainda
operando com matrizes de Hilbert, o sistema atinge erros inferiores que
23.0494 e 7.5706 para os diferentes casos numéricos de estudo quando im-
plementado um sistema de 100×100 com representação em ponto ﬂutuante
138
de precisão simples e avaliado segundo a norma de Frobenius. Isto mostra
que se faz necessário realizar adequações nas estruturas internas das opera-
ções que envolvem cálculos com representações em ponto ﬂutuante e assim
se manter baixos os erros associados nas diferentes aplicações. Nenhum
outro trabalho na literatura disponível reporta este tipo de análise estatís-
tico e ainda menos para uma arquitetura de solução da raiz quadrada de
uma matriz simétrica.
Os resultados também mostram que é possível reduzir a propagação do erro
associado nas operações matriciais sem aumentar internamente a precisão
usada nas operações em ponto ﬂutuante. Embora, quando maior seja
o sistema o erro de propagação aumenta, o que torna difícil seu controle
apenas com representações simples devido às propagações do erro de duplo
arredondamento.
5.3 Contribuições Gerais do Trabalho
A maioria das soluções propostas, lidando com a complexidade computa-
cional da solução numérica de sistemas matriciais na área da álgebra linear
numérica, encontram-se apenas em software. Assim, há uma carência de
processadores com hardware dedicado capaz de aproveitar eﬁcientemente
o software, e as mesmas acabem rodando em processadores de propósito
geral (GPPs). Se bem, o desenvolvimento de processadores especializados
com arquiteturas paralelas aproveitando técnicas de acessos a memória,
pipeline e arranjos sistólicos, representam um desaﬁo na implementação
em hardware, as mesmas técnicas implementadas em circuitos dedicados
podem permitir encontrar o balanço entre os principais parâmetros de de-
senho: precisão, desempenho, consumo de recursos lógicos e potência.
Essa busca pelos processadores especializados implementados em hardware
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reconﬁgurável, como aquele suportado pelas FPGAs, permitiu fornecer, de
forma inédita, uma série de contribuições ao estado da arte na área de so-
luções em hardware para problemas de álgebra linear numérica para siste-
mas embarcados e computação de alto desempenho. Entre as contribuições
deste trabalho podem-se citar as seguintes:
• O desenvolvimento em hardware reconﬁgurável de uma arquitetura
que permite obter a solução numérica tanto da função de inversão
de matrizes (densas neste caso), quanto à solução de um sistema de
equações lineares. Essas arquiteturas foram baseadas no método de
eliminação Gaussiana ou Gauss-Jordan, dependendo do caso, sendo
que as mesmas permitem modos de conﬁgurações (descrição de código
parametrizável), para tratar sistemas de diferentes tamanhos assim
como com diferentes precisões baseados em uma representação em
ponto ﬂutuante padrão IEEE−754.
A portabilidade de estas arquiteturas está, principalmente, condicio-
nada ao número de recursos DSPs e de memória interna RAM dispo-
níveis no dispositivo selecionado, sem desconsiderar outros aspectos
referentes aos recursos lógicos. Adicionalmente, foram estudadas e
propostas modiﬁcações em hardware referentes às posições dos passos
internos do algoritmo visando diminuir o erro associado para peque-
nos argumentos de entrada.
• A aplicação do bloco de solução de sistema de equações lineares apoi-
ando os cálculos de uma rede neural tipo GMDH e seu uso para pre-
dizer de forma aproximada a estrutura tridimensional das proteínas.
O bloco SSL foi usado especiﬁcamente para acelerar o método dos
mínimos quadrados.
• Uma simulação da arquitetura de solução de sistemas de equações li-
neares baseado no uso da ferramenta XSG (Xilinx System Generator).
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Um processo de veriﬁcação funcional foi desenvolvido tomando van-
tagem do XSG, permitindo ambas as simulações software e hardware-
in-the-loop (HIL) usando os resultados respectivos do modelo de re-
ferencia em MatLab.
• O projeto de hardware parametrizáveis para os operadores de soma
subtração e multiplicação usando uma representação aritmética de
ponto ﬂutuante com 32 e 64 bits de precisão. Estas arquiteturas fo-
ram desenvolvidas como arquiteturas de ﬂuxo de dados. Além disso,
foi desenvolvida uma arquitetura capaz de realizar em um único bloco
a operação conjunta de multiplicação soma acumulação em ponto ﬂu-
tuante. Os resultados mostraram reduções em uso de recursos DSPs
e do erro associado aos cálculos.
• A proposta de uma metodologia de fusão de datapath para conse-
guir descrever uma operação de multiplicação soma e acumulação em
um único bloco hardware , evitando erros de duplo arredondamento
e reduzindo sobre custos de roteamentos e shift register, dadas pelas
etapas de denormalização/normalização. Esta metodologia pode ser
usada no desenvolvimento de processos com grandes cadeias aninha-
das de operações aritméticas em ponto ﬂutuante, o que signiﬁca uma
redução signiﬁcativa não do erro associado nos cálculos.
• A veriﬁcação/validação das arquiteturas de solução de sistemas matri-
ciais, sendo que esta tarefa foi desenvolvida mediante a implementação
de uma metodologia de veriﬁcação/validação que permitiu padronizar
cada um dos experimentos e realizar uma comparação dos resultados
de forma normalizada. Foram planteadas dois diferentes caminhos
de veriﬁcação: (1) veriﬁcação funcional e (2) veriﬁcação em hardware
, assim como também foi estabelecida a validação das arquiteturas
referentes a parâmetros de desenho previamente estabelecidos. A me-
todologia tratou a precisão como principal parâmetro de desenho de
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projeto e foi possível realizar uma análise do erro associado, o custo
em área lógica, frequência de operação e tempo de execução.
• Como um dos resultados principais deste trabalho, a nova (segundo
o conhecimento, e única) implementação em hardware reconﬁgurá-
vel FPGA do método de Schur para calcular a função raiz quadrada
de uma matriz simétrica e deﬁnida positiva. Para lidar com todos
os processos de cálculo internos foram usadas estruturas em forma
de arranjos sistólicos baseadas em três blocos matriciais principais:
QRD-MGS, MMM e MDTM. Esta arquitetura usa uma representação
em ponto ﬂutuante de 32 bits de precisão baseada no padrão IEEE-
754. Devido à paralelização e pipeline das tarefas, esta arquitetura
alcanço resultados de desempenho e propagação do erro satisfatórios
no dispositivo embarcado.
• Como resultado ao desenvolvimento das arquiteturas foi desenvolvida
uma ferramenta de geração automática de código VHDL no Matlab,
como parte e apoio à metodologia de veriﬁcação/validação, facilitando
desta forma a implementação em FPGAs das diferentes arquiteturas
propostas e aceleração do tempo de desenvolvimento em hardware
das operações matriciais assim como das operações aritméticas. O
gerador de código VHDL permite algumas parametrizações, tais como
o tamanho do sistema (ou da matriz) e a precisão numérica do formato
em ponto ﬂutuante utilizado.
• Finalmente, neste trabalho foi provada a viabilidade do uso de ar-
quiteturas baseadas em ﬂuxo de dados, com topologias em formato
de arranjos sistólicos e pipelines, para acelerar o desempenho e, por
sua vez, obter a solução numérica de sistemas lineares baseados nos
métodos de eliminação Gaussiana, decomposição QR e de Schur.
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Capítulo 6 CONCLUSÕES E PERSPECTIVAS DE
TRABALHOS FUTUROS
Neste trabalho foi apresentado um estudo da implementação em hardware
reconﬁgurável de operadores matriciais para solução numérica de sistemas
lineares e/ou funções matriciais em aplicações de pequeno e grande porte.
Durante o trabalho foram abordadas técnicas baseadas na álgebra linear
numérica, a ﬁm de obter a solução numérica de sistemas lineares de equa-
ções e calcular duas funções matriciais: (1) Inversão e (2) Raiz Quadrada.
As conclusões deste trabalho estão divididas por seções referentes a cada
capítulo tratando as implementações em hardware reconﬁgurável realiza-
das. Por ﬁm, são apresentadas as perspectivas de trabalhos futuros.
6.1 Conclusões
• Foram implementadas em FPGA soluções de sistemas de equações
lineares, assim como a solução da inversão de matrizes, onde as arqui-
teturas propostas permitem a parametrização do sistema com relação
ao tamanho da matriz e/ou sistema lineares de equações.
• Foram projetadas e implementadas diferentes arquiteturas em ﬂuxo
de dados (QRD-MGS, MMM, MDTM) que permitiram lidar com a
solução numérica em hardware (MatrixSqRt) da função raiz quadrada
de uma matriz simétrica e deﬁnida positiva.
• Mediante o uso da metodologia de fusão de datapath foi possível re-
duzir a propagação do erro associado aos cálculos, sem a necessidade
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de aumentar internamente a precisão usada nas operações em ponto
ﬂutuante dentro das arquiteturas propostas.
• Uma metodologia de veriﬁcação/validação das arquiteturas desenvol-
vidas foi proposta, visando facilitar a padronização dos mecanismos
de teste assim como agilizar esta etapa no processo de desenho de
sistemas embarcados.
• Foi desenvolvida uma ferramenta automatizada de geração de có-
digo VHDL parametrizável para apoiar nos processos de veriﬁca-
ção/validação, permitindo variações de parâmetros de escalabilidade,
tal como o tamanho do sistema linear.
• O desenvolvimento e implementação da arquitetura MatrixSqRt mos-
trou a viabilidade de implementar em hardware reconﬁgurável FPGA
o método de Schur, para lidar com a raiz quadrada de uma matriz
simétrica e deﬁnida positiva.
6.2 Trabalhos Futuros
O paralelismo intrínseco que permitem os FPGAs é uma caraterística que
torna especiais o uso em diferentes campos onde há uma necessidade pela
computação de alto desempenho. Essa característica é muito atraente na
computação paralela onde são abordados sistemas com alta demanda de
tarefas computacionais, como encontrar a solução numérica de sistemas
matriciais. Embora, o desenvolvimento desde trabalho permitiu introdu-
zir novas soluções numéricas de sistemas matriciais embarcadas, existe
uma grande lacuna por ferramentas computacionais de baixo custo, alto
desempenho e precisão, que permitam lidar e sobre tudo acelerar a solução
numérica de sistemas matriciais baseados na paralelização dos algoritmos.
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Assim, as perspectivas sobre os diversos estudos e implementações possí-
veis, que podem ser realizados visando complementar e melhorar os resul-
tados ( apresentados neste trabalho) são listados a continuação:
1. Neste trabalho foram usadas tanto arquiteturas próprias assim como
algumas de propriedade da Xilinx. O projeto e desenvolvimento de
todas as demais arquiteturas próprias faltantes (tais como divisão e
raiz quadrada) permitirá a completa portabilidade das arquiteturas às
diferentes plataformas de desenvolvimento, sejam elas da Altera, Mi-
crosemi, etc., assim como, será possível a modiﬁcação e manipulação
interna da sua estrutura.
2. Para reduzir os custos dos processos de denormalização/normalização
e os problemas associados a estas etapas nas operações aritméticas,
sejam em precisão assim como em área, é necessário uma implemen-
tação da metodologia de fusão de datapath das grandes cadeias ani-
nhadas de operações aritméticas em ponto ﬂutuante dentro da ar-
quitetura. Contudo, uma análise, em profundidade, das diferentes
cadeias de operações aritméticas em ponto ﬂutuante presentes dentro
dos circuitos, permitiria um grande avanço na redução dos problemas
associados aos erros de duplo arredondamento.
Uma análise completa das cadeias aninhadas de operações em ponto
ﬂutuante, das diferentes arquiteturas para obter a solução numérica
de sistemas matriciais, será de caráter inedito porque não há trabalhos
reportados na literatura.
3. Durante qualquer tipo de cálculo utilizado em computação é sempre
necessário fazer alguns processos de arredondamento intermediarios
antes de se poderem utilizar os resultados nos processos subsequen-
tes. A maioria destes cálculos apresenta um problema bem conhecido,
denominado de duplo arredondamento. Quando muitos formatos em
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ponto ﬂutuante são suportados em um processo, torna-se difícil re-
conhecer o formato no qual as operações serão feitas. Isto faz que o
resultado de uma sequência de operações aritméticas seja um proce-
dimento difícil de predizer.
Uma classe de representação de números chamada de codiﬁcação `RN
(Round to Nearest) foi introduzida em [135], permitindo que o arre-
dondamento seja feito pelo simples truncamento, com uma propri-
edade adicional, que permite que os problemas de duplo arredonda-
mento sejam evitados. Em cálculos matriciais, este tipo de erro (o du-
plo arredondamento) gera instabilidade nos resultados ﬁnais, tornado
o sistema computacional mais lento onde são executados métodos com
critérios de parada baseados no erro.
Neste contexto, uma implementação de novas bibliotecas aritméticas,
baseadas na representação RN, seria um passo chave no projeto em
hardware de novas arquiteturas para solução numérica de sistemas
matriciais. Visando uma redução na propagação do erro associado
ao duplo arredondamento assim como, melhorar o desempenho dos
algoritmos onde será usada esta representação numérica.
Por ﬁm, pode-se ressaltar que a propagação do erro tem um papel na
limitação do tamanho do sistema com matrizes uma vez que o mesmo
cresce enquanto o sistema aumenta de tamanho. Na revisão bibliográ-
ﬁca não foi encontrado nenhum resultado considerando a propagação
do erro; isso devido à generalização e diﬁculdade de usar um formato
de representação numérico diferente do IEEE Std. 754, impedindo
assim uma comparação com outra representação numérica.
4. O circuito de MDTM é a parte crítica do projeto total, dado que
internamente ele precisa realizar a transposta de uma matriz. Isto re-
duz o desempenho da arquitetura uma vez que o número de FLOPS
decresse devido à latência no processo de armazenamento, de todos os
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elementos da matriz de dados. Uma melhoria imediata do desempe-
nho do circuito estaria baseada na implementação de uma arquitetura
MDTM capaz de lidar de forma ótima ou de uma melhor forma com
a operação da transposta da matriz.
5. Com o incremento das características tecnológicas das FPGAs, é fá-
cil encontrar várias vantagens arquitetônicas dentro de cada empresa
fornecedora de hardware . Entre essas vantagens podem-se citar os
multiplicadores DSP internos assim como o tamanho máximo de pala-
vra que pode chegar a operar na arquitetura, como no caso da Xilinx
que usa multiplicadores de 25 × 18 vs. Altera (algumas famílias)
27 × 27. Essas vantagens podem representar grande diferença em
desempenho e uma comparação das arquiteturas aqui implementadas
com a Xilinx vs Altera poderia demonstrá-lo.
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Apêndice A PUBLICAÇÔES REALIZADAS
A.1 TRABALHOS PUBLICADOS
A.1.1 Arquiteturas para inversão de matrizes
• Arias-Garcia, J. and Jacobi, R.P. and Llanos, C.H. and Ayala-Rincon,
M., A suitable FPGA implementation of ﬂoating-point matrix inver-
sion based on Gauss-Jordan elimination. In: Proc. International
Southern Conference on Programmable Logic (SPL), Córdoba, Ar-
gentina, 2011, pp.263-268.
Abstract:This work presents an architecture to compute matrix in-
versions in a hardware reconﬁgurable FPGA with single-precision
ﬂoating-point representation, whose main unit is the processing com-
ponent for Gauss-Jordan elimination. This component consists of
other smaller arithmetic units, organized to maintain the accuracy of
the results without the need to internally normalize and de-normalize
the ﬂoating-point data. The implementation of the operations and the
whole unit take advantage of the resources available in the Virtex-5
FPGA. The performance and resource consumption of the implemen-
tation are improvements in comparison with diﬀerent more elaborated
architectures whose implementations are more complex for low cost
applications. Benchmarks are done with solutions implemented pre-
viously in FPGA and software, such as Matlab
• Arias-Garcia, J.; Llanos, C.H.; Ayala-Rincon, M.; Jacobi, R.P., FPGA
implementation of large-scale matrix inversion using single, double
and custom ﬂoating-point precision. In: Proc. International Southern
Conference on Programmable Logic (SPL), Bento Gonçalves, Brazil,
2012, pp.1,6.
Abstract: This work presents an architecture to compute matrix in-
versions in a hardware reconﬁgurable FPGA using diﬀerent ﬂoating-
point representation precision: single, double and 40-bits. The archi-
tectural approach is divided into ﬁve principal parts, four modules
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and one unit, namely Change Row Module, Pivo Module, Matrix
Elimination Module, Normalization Module and ﬁnally the Gauss-
Jordan Control-Circuit Unit. This division allows the work with other
smaller arithmetic units that are organized in order to maintain the
accuracy of the results without the need to internally normalize and
de-normalize the ﬂoatingpoint data. The implementation of the ope-
rations and the whole units take advantage of the resources availa-
ble in the Virtex-5 FPGA. The error propagation and resource con-
sumption of the implementation, specially the internal RAM memory
blocks that are used, constitute improvements when compared with
previous work of the authors and other more elaborated architectu-
res whose implementations are signiﬁcantly more complex than the
current one and thus unsuitable for its application. The approach is
validated by implementing benchmarks based on solutions in FPGA
and software (e.g. Matlab) implemented previously.
A.1.2 Arquiteturas para solução de sistemas de equações lineares
• Arias-Garcia, J.; Llanos, C.H.; Ayala-Rincon, M.; Jacobi, R.P., A fast
and low cost architecture developed in FPGAs for solving systems of
linear equations. In: Proc. International IEEE Third Latin American
Symposium on Circuits and Systems (LASCAS), Playa del Carmen,
Mexico, 2012, pp.1,4.
Abstract: This paper presents a low cost architecture for the solu-
tion of linear equations based on the Gaussian Elimination Method
using a reconﬁgurable system based on FPGA. This architecture can
handle single data precision that follows the IEEE 754 ﬂoating point
standard. The implementation takes advantage of both the internal
memory and the DSP blocks (available in the Virtex-5 FPGA). The
architectural approach is composed of four modules and one speciﬁc
unit (namely, Change Row Module, Pivo Module, FB Module, Nor-
malization Module and ﬁnally the Gaussian Elimination Controller
Unit). This structure can be combined with other smaller arithmetic
units in order to maintain the accuracy of the results without the
need to internally normalize and de-normalize the ﬂoatingpoint data.
Also, a special Memory Access Unit was implemented in order to deal
with the writing/reading operations to/from the internal RAM. The
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resource consumption of the implementation (specially the internal
RAM memory blocks that are used) points out several improvements
when compared to previous work of the authors and other more ela-
borated architectures whose implementations are signiﬁcantly more
complex and, thus, unsuitable for low cost applications.
A.1.3 Simulação baseda em Hardware in the loop
• Arias-Garcia, J.; Braga, A; Llanos, C.H.; Ayala-Rincon, M.; Pezzuol
Jacobi, R.; Foltran, A, FPGA HIL simulation of a linear system block
for strongly coupled system application. In: Proc. IEEE Internatio-
nal Conference on Industrial Technology (ICIT), Cape Town, South
Africa, 2013, pp.1017,1022.
Abstract: This paper introduces a hardware simulation ﬂow that is
based on the Xilinx System Generator Tool (XSG), of an architecture
for solving dense linear systems, presented as a strongly coupled sys-
tem, which is in turn based on Gaussian Elimination using an FPGA.
A functional veriﬁcation process is achieved by taking advantage of
the XSG, allowing both software and hardware-in-the-loop (HIL) si-
mulations and using the respective results achieved in Matlab as a
reference model. The linear system block embedded in the XSG can
handle single, double and custom data precision, following the IEEE
754 ﬂoating point standard. The current architecture improves the
use of internal RAM of the selected FPGA device (Virtex-5) through
a special Memory Access Unit, reducing the data access among this
RAM and the diﬀerent modules in the architecture. Examples of
systems of six equations, which are suitable for some robotics appli-
cations, have been used for comparing the performance of the Linear
System block and Matlab, the latter used as a statistical estimator,
in order to validate the data results.
A.1.4 Aplicações da arquitetura de solução de um sistema de equações
lineares
• Braga, AL.S.; Arias-Garcia, J.; Llanos, C.; Dorn, M.; Foltran, A; Co-
elho, L.S., Hardware implementation of GMDH-type artiﬁcial neu-
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ral networks and its use to predict approximate three-dimensional
structures of proteins. In: Proc International Workshop on Recon-
ﬁgurable Communication-centric Systems-on-Chip (ReCoSoC),York,
United Kingdom, 2012, pp.1,8.
Abstract: Implementation of artiﬁcial neural networks in software
on general purpose computer platforms are brought to an advanced
level both in terms of performance and accuracy. Nonetheless, neural
networks are not so easily applied in embedded systems, specially
when the fully retraining of the network is required. This paper shows
the results of the implementation of artiﬁcial neural networks based
on the Group Method of Data Handling (GMDH) in reconﬁgurable
hardware, both in the steps of training and running. A hardware
architecture has been developed to be applied as a co-processing unit
and an example application has been used to test its functionality.
The application has been developed for the prediction of approximate
3-D structures of proteins. A set of experiments have been performed
on a PC using the FPGA as a co-processor accessed through sockets
over the TCP/IP protocol. The design ﬂow employed demonstrated
that it is possible to implement the network in hardware to be easily
applied as an accelerator in embedded systems. The experiments
show that the proposed implementation is eﬀective in ﬁnding good
quality solutions for the example problem. This work represents the
early results of the novel technique of applying the GMDH algorithms
in hardware for solving the problem of protein structures prediction.
A.2 PUBLICAÇÕES RELACIONADAS
• Yudi, J.; Arias-Garcia, J.; Sánchez-Ferreira, C.; Muñoz, D.M.; Llanos,
C.; Motta J.M.S.T. An FPGA-based omnidirectional vision sensor for
motion detection on mobile robots. In: Proc. International Journal
of Reconﬁgurable Computing. Hindawi, v. 2012, 2012.
• Yudi, J.; Muñoz, D.M.; Arias-Garcia, J.; Llanos, C.; Motta J.M.S.T.
FPGA based image processing for omnidirecctional vision on mobile
robots. In: Proc. International Symposium on Integrated Circuits
and System Design. João Pessoa, Brazil: ACM, 2011, p.113-118.
• Alves-Almeida, Ariane.; Arias-Garcia, Janier.; Llanos, C.; Ayala-
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Rincon, M. Veriﬁcation of Hardware Implementations through Cor-
rectness of their Recursive Deﬁnitions in PVS. In: Proc. International
Symposium on Integrated Circuits and System Design, Aracaju, Bra-
zil, 2014.
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Apêndice B FUNDAMENTOS DE ÁLGEBRA LINEAR
Neste apêndice são introduzidos os conceitos, deﬁnições e alguns teore-
mas gerais considerados relevantes para uma boa compreensão do traba-
lho desenvolvido. Os conceitos e deﬁnições apresentadas nesta seção foram
tomadas das seguintes referencias bibliográﬁcas [70, 71].
B.1 Matrizes e Vetores
Neste trabalho serão adotadas convenções para manter uma organização
simples e clara das deﬁnições discutidas nesta seção. Serão usadas letras
maiúsculas em itálico para matrizes, A, letras maiúsculas cursivas em ne-
grito para espaços vetoriais, V, e letras minúsculas em itálico para vetores,
x. Algumas deﬁnições importantes serão apresentadas a seguir,
Deﬁnição B.1 Uma matriz Am×n é um arranjo retangular de m × n
números reais (ou complexos) distribuídos em m linhas horizontais e n
colunas verticais (ver equação B.1),
Aij =

a11 a12 · · · · · · a1j · · · a1n
a21 a22 · · · · · · a2j · · · a2n
... ... · · · · · · ... · · · ...
ai1 ai2 · · · · · · aij · · · ain
... ... ... ...
am1 am2 · · · · · · amj · · · amn

(B.1)
em que a i-ésima linha de A e a j-ésima coluna de A são representadas
segundo as expressões B.2 e B.3 respectivamente.
(
ai1 ai2 · · · ain
)







 (1 ≤ j ≤ n) (B.3)
Assim, A é dita uma matriz m por n (representado por m× n). No caso
de m = n, A é denominada de matriz quadrada de ordem n, onde os nú-
meros a11, a22, ..., ann formam a diagonal principal de A. Adicionalmente,
o número aij, que está na i -ésima linha e na j -ésima coluna de A, é de-
nominado de i,j -ésimo de A ou o elemento (i,j ) de A. Frequentemente a









em que todo elemento
fora da diagonal principal é zero, isto é, aij = 0 para i 6= j, é denominada
de matriz diagonal.




em que todos os termos
da diagonal principal são iguais, aij = c para i ≡ j e aij = 0 para i 6= j,
é denominada de matriz escalar.








são matrizes m × n, a soma




, m × n, deﬁnida pela equação B.4,
em que (1 ≤ i ≤ m, 1 ≤ j ≤ n). Portanto, C é obtida pela adição dos
elementos correspondentes de A e B.
cij = aij + bij (B.4)




é uma matriz m×n e r é um número real,





m×n, em que bij = raij para (1 ≤ i ≤ m, 1 ≤ j ≤ n). Assim, B é obtida
pela multiplicação de cada elemento de A por r.
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, em que aTij = aji para (1 ≤ i ≤ n, 1 ≤ j ≤ m) é chamada
transposta de A. Dessa maneira, os elementos em cada linha de AT são
os elementos na coluna correspondente de A.
Deﬁnição B.7 O produto escalar ou produto interno dos vetores de di-
mensão n a e b é a soma dos produtos dos elementos correspondentes.












 então o produto escalar a×b
está deﬁnido segundo a equação B.5.













matriz p × n, o produto de A e B representado por AB, é a matriz C =(
cij
)
, m× n, deﬁnida pela equação B.6.
Cij = ai1b1j + ai2b2j + · · ·+ aipbpj =
p∑
k=1
aikbkj (1 ≤ i ≤ m, 1 ≤ j ≤ n)
(B.6)
Deﬁnição B.9 A matriz escalar n×n, cujos elementos da diagonal prin-
cipal são todos iguais a 1 (ver expressão B.7), é denominada de matriz
identidade de ordem n.
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
1 0 · · · 0
0 1 · · · 0
... ... ...
0 0 · · · 1
 (B.7)
Deﬁnição B.10 Uma matriz A m×n está na forma escalonada reduzida
por linhas se a mesma satisfaz as seguintes propriedades:
1. Todas as linhas nulas, se existirem, ocorrem abaixo de todas as linhas
não-nulas.
2. O primeiro elemento diferente de zero a partir da esquerda de uma
linha não nula é um 1. Este elemento é chamado de um inicial desta
linha.
3. Para cada linha diferente de zero, o um inicial aparece à direita e
abaixo dos uns iniciais das linhas precedentes.
4. Se uma coluna contém o um inicial, então todos os outros elementos
naquela coluna são iguais a zero.
Em uma matriz na forma escalonada reduzida por linhas, os primeiros
coeﬁcientes das linhas não nulas formam uma escada. Uma matriz m× n
que satisfaz as propriedades (1), (2) e (3) está na forma escalonada por
linhas.
Deﬁnição B.11 Uma operação elementar nas linhas de uma matriz A =(
aij
)
m× n é uma das seguintes operações
1. Permuta das linhas r e s de A. Ou seja, substituir ar1, ar2, . . . , arn
por
as1, as2, . . . , asn e as1, as2, . . . , asn por ar1, ar2, . . . , arn.
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2. Multiplicação da r-ésima linha de A por c 6= 0. Ou seja, ar1, ar2, . . . arn
por car1, car2, . . . , carn
3. Adição de d vezes a r-ésima linha de A à s de A,r 6= s. Ou seja,
substituir as1, as2, . . . , asn por as1 + dar1, as2 + dar2, . . . , asn + darn
Deﬁnição B.12 Uma matriz An × n é chamada triangular superior se
todos os elementos por baixo da diagonal principal são zero. Assim, a





Deﬁnição B.13 Uma matriz A é estritamente triangular superior se




= 0, ou seja, a matriz é necessariamente nula abaixo da
primeira sobrediagonal.
Deﬁnição B.14 Uma matriz An × n é chamada triangular inferior se
todos os elementos acima da diagonal principal são zero. Assim, a matriz






Deﬁnição B.15 Uma matriz A é estritamente triangular inferior se




= 0, ou seja, a matriz é necessariamente nula acima da
primeira subdiagonal.
Deﬁnição B.16 Uma matriz An×n é chamada invertível (ou não-singular
ou regular) se existir uma matriz Bn× n tal que AB = BA = In. A ma-
triz B é chamada inversa de A. Se essa matriz B não existe, então A é
chamada de singular (ou não-invertível).
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uma matriz n× n. Deﬁnimos o deter-
minante de A (escreve-se det(A) ou |A|) pela expressão B.10,
det(A) = |A| =
n∑
1
(±)a1,j1a1,j2 · · · an,jn (B.10)
onde o somatório varia por todas as permutações j1, j2, · · · jn do conjunto
S = {1, 2, · · · , n}. O sinal é positivo (+) ou negativo (−) conforme a
permutação j1, j2, · · · jn seja par ou ímpar.




uma matriz n×n. SejaMij a submatriz
(n−1)×(n−1) de A obtida pela eliminação da i-ésima linha e da j-ésima
coluna de A. O determinante det(Mij) é chamado determinante menor de
aij. O co-fator Aij de aij é deﬁnido tal como mostrado na equação B.11.
Aij = (−1)i+jdet(Mij) (B.11)




uma matriz n × n. A matriz adjunta
de An× n, representada por adj A, é a matriz cujo i,j-ésimo elemento é
o co-fator de Aij de aij. Assim, a matriz ilustrada na equação B.12, é a
matriz adjunta de A.
adj A =

A11 A12 · · · An1
A21 A22 · · · An2
... ... ...
A1n A2n · · · Ann
 (B.12)
Deﬁnição B.20 Seja A ∈ Cm×p, a transposta de A denotada por AT tal








para 1 ≤ i ≤ p e 1 ≤ j ≤ m, ou
seja, trocamos as linhas pelas colunas de A.
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Deﬁnição B.21 Seja A ∈ Cm×p, a Hermitiana de A denotada por AH










para 1 ≤ i ≤ p e 1 ≤ j ≤ m,
ou seja, trocamos as linhas pelas colunas de A e substituímos cada entrada
complexa de A pelo seu conjugado. Usa-se também a notação A∗. Se A é
real então AT = AH (ver equação B.13).
A =

3 2 + i −i
2− i 5 5− i
i 5 + i −1
 (B.13)
Deﬁnição B.22 Se AH = A, então A é Hermitiana.
Deﬁnição B.23 Se AT = A, então A é simétrica.
Deﬁnição B.24 Se x 6= 0⇒ xHAx > 0, então A é positiva e deﬁnida.
Deﬁnição B.25 Se xHAx ≥ 0 para todo x ∈ Cm, então A é positiva e
semideﬁnida.
Deﬁnição B.26 Se AHA = AAH = I onde I é a matriz identidade de
ordem m, então A é unitária.
Deﬁnição B.27 Se ATA = AAT = I, então A é ortogonal.
Deﬁnição B.28 Se AHA = AAH , então A é normal.





= 0, ou seja, todas as entradas abaixo da primeira subdiagonal
são nulas (ver equação B.14).

A(1, 1) A(1, 2) · · · · · · · · · A(1,m)
A(2, 1) A(2, 2) · · · · · · · · · A(2,m)
0 A(3, 2) . . . ... ... ...
0 0 . . . . . . ... ...
... ... . . . . . . . . . ...









= 0, ou seja, todas as entradas acima da primeira sobrediago-
nal são nulas (ver equação B.15).

A(1, 1) A(1, 2) 0 · · · · · · 0
A(2, 1) A(2, 2) A(2, 3) 0 · · · 0
... ... . . . . . . . . . ...
... ... ... . . . . . . 0
... ... ... ... . . . A(m− 1,m)
A(m, 1) A(m, 2) · · · · · · · · · A(m,m)

(B.15)
Deﬁnição B.31 A matriz A é tridiagonal se A é Hessenberg superior e
A é Hessenberg inferior, concomitantemente (ver equação B.16).

A(1, 1) A(1, 2) 0 · · · · · · 0
A(2, 1) A(2, 2) A(2, 3) 0 · · · 0
0 A(3, 2) . . . . . . . . . ...
... 0 . . . . . . . . . 0
... ... . . . . . . . . . A(m− 1,m)
0 0 · · · 0 A(m,m− 1) A(m,m)

(B.16)
Deﬁnição B.32 Um escalar λ é autovalor de um operador linear A :
V =⇒ V se existir um vector x diferente de zero tal que Ax = λx. O
vector x é chamado autovetor.
B.2 Deﬁnições de Espaços Relevantes
Seja A ∈ Cn×p, então:
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para todo {x ∈ Cp;Ax = 0}.





{y ∈ Cn; existe x ∈ Cp;Ax = y}. Ou seja, é o espaço que contém todos
os vetores gerados pela aplicação de A nos vetores do domínio. Como esse
espaço é formado por combinações lineares de colunas de A, utilizaremos,
também, o nome espaço coluna.
Deﬁnição B.35 A imagem de AT será denominada espaço linha de A,
pois é formada por combinações lineares das linhas de A. A imagem de
AH será denominada espaço conjugado linha de A, pois é formada por
combinações lineares dos conjugados das linhas de A.
Deﬁnição B.36 O posto coluna é a dimensão do espaço coluna.
Deﬁnição B.37 O posto linha é a dimensão do espaço linha ou do es-
paço conjugado linha.
Deﬁnição B.38 O complemento ortogonal deW, subespaço de Cn, é
formado por todos os vetores ortogonais a W, e é denotado por W⊥.
B.3 O conceito de Base
Uma base, de um espaço vetorial Cn, é um conjunto linearmente inde-
pendente de n vetores {v1, v2, ..., vn} que geram esse espaço Cn. Seja
V ∈ Cn×n uma matriz cujas colunas são os vetores vi, i = 1 : n, então
essa base será ortonormal se e somente se V HV = In. A representação de






Caso o conjunto {v1, v2, ..., vn} seja uma base para Cn, mas não seja um
conjunto de vetores ortonormais, então um vetor qualquer v ∈ Cn pode







Hui, i = 1 : n, (B.19)
Assim, {u1, u2, ..., un} é uma outra base para Cn tal que UHV = In, cujas
colunas de U são os vetores ui, i = 1 : n. A base {u1, u2, ..., un}, deﬁnida
acima, é denominada de base adjunta de {v1, v2, ..., vn}. Os 2n vetores
ui e vi, i = 1 : n, formam uma coleção biortogonal de elementos de Cn.
B.4 Demostração do Teorema de Schur
Demostração B.1 (Teorema de Schur). Por indução assuma-se que o
resultado é verdadeiro para matrizes de ordem n− 1 sendo A de ordem n.
Seja v um autovetor com valores λ. Normalizar v, ou seja, substituir v por
v/ ‖v‖ se necessario. Estender v em uma base ortonormal v, w1, ..., wn−1
usando Gram-Schmidt. Seja Q a matriz de transição dessa base. Assim
Q é unitaria e Q−1AQ é da forma














































a qual é triangular superior.
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