The purpose of this paper is to show how the introduction of new primitive constraints (e.g. among, di n, cycle) over nite domains in the constraint logic programming system CHIP result in nding very rapidly good solutions for a large class of di cult sequencing, scheduling, geometrical placement and vehicle routing problems. The among constraint allows to specify sequencing constraints in a very concise way. For the rst time, the di n constraint allows to express and to solve directly multidimensional placement problems where one has to consider non overlapping constraints between n-dimensional objects (e.g. rectangles, parallelepipeds). The cycle constraint makes possible to specify a wide range of graph partitioning problems that could not yet be expressed by using current constraint logic programming languages. One of the main advantage of all these new primitives is to take into account more globally a set of elementary constraints. Finally, we point out that all the previous primitive constraints enhance the power of the CHIP system signi cantly, allowing to solve real life problems that were not within reach of constraint technology before.
Introduction
CHIP (Constraint Handling in Prolog) 9, 1] is a constraint logic programming language designed to tackle real world \constrained search" problems with a short development time and a good e ciency. Constraint logic programming 16, 17] combines logic, used to specify a set of possibilities explored using a very simple built-in search method, with constraints, used to minimise the size of the search by eliminating impossible alternatives in advance. Unlike conventional programming languages where one uses speci c algorithms and data structures adapted to the problem, all the current constraint logic programming languages o er a very restricted set of basic primitive constraints and control structures for expressing new constraints. However, our practical experience has shown that this can sometimes lead to ine ciencies because:
very often there is a large gap between the constraints of the original problem and the constraints available in the language, in many problems most of the constraints are conditional. This means that they can not be stated initially, but they depend of some previous choices that occur during the enumeration procedure, some constraints of the application express a kind of global conditions which can hardly be expressed with elementary constraints or control structures of the language, This work is supported by the French Minist ere de la Recherche et de l'Espace (projet COLINE d ecision d'aide n o 92 S 0600), the Esprit CCL WG, and ANVAR.
sometimes, basic constraint propagation schemes like arc or path consistency 6] are not powerful enough to take into consideration the interaction between elementary constraints. This means that, in terms of deduction and execution time, general propagation techniques can be very ine cient when compared to speci c algorithms that use appropriate data structures. In order to partially overcome the previous lack of expression and deductive power of conventional constraint logic programming languages, we use the following processes. Our purpose is to identify suitable abstractions that enable, at the same time, a declarative statement of the problem and an operational behaviour matching the best available pruning techniques. This paper describes these new abstractions: the among, di n and cycle global constraints. It points out that these global constraints are major abstraction common to a large class of sequencing, scheduling 3], geometrical placement 12, 11] and vehicle routing problems 7] .
The paper is structured as follows: in section 2 we give a brief overview of the CHIP system. In section 3 we present the among constraint and its declarative semantics. In section 4 we show how to use the among constraint in order to solve the car sequencing problem 10]. In section 5 we present the di n constraint, its declarative semantics and its extensions. In section 6 we describe a di cult three-dimensional packing problem given in 5] page 50, where one has to pack 17 parallelepipeds in a cube in such a way that no hole occurs and that none of them overlaps each other. In section 7 we describe how to use the di n constraint to solve an assignment and scheduling problem where a speci c constraint related to a pipelining process occurs (see 18] , page 260). In section 8 we present the cycle constraint and its extensions. Finally, in the last section, we describe a vehicle routing problem for which we use the cumulative 2] and cycle constraints together.
Brief overview of CHIP
CHIP is a constraint logic programminglanguage combining the declarative aspect of Prolog with the e ciency of constraint solving techniques. It extends conventional Prolog-like logic languages by introducing three new computation domains: nite domains, booleans and rationals. For each of them CHIP uses specialised constraint solving techniques: consistency checking techniques for nite domains, equation solving in Boolean algebra for booleans and a symbolic simplex-like algorithm for rationals. CHIP has been successfully applied to a large number of industrial problems especially in the area of planning, manufacturing, logistics, circuit design and nancial planning 8] . Originally designed at ECRC, CHIP is further developed and marketed by COSYTEC.
Constraint logic programming is based on a combination of Arti cial Intelligence, Operations Research and Mathematical methods. One of the basic extensions of CHIP is the introduction of nite domains. A constraint in nite domains is a relation between a set of domain variables. A domain variable is a variable that ranges over a nite set of natural numbers. Among constraints over nite domains, one can nd usual arithmetic constraints, symbolic constraints and higherorder optimisation predicate that implements a kind of branch and bound search.
In order to tackle more e ciently scheduling and placement problems, a new symbolic constraint was recently introduced in CHIP: the cumulative constraint 2]. Because this constraint will be used in the rest of this paper in conjunction with the di n and cycle constraint, let us recall shortly its de nition From an interpretation point of view the cumulative constraint matches directly the single resource scheduling problem, where O 1 ; : : :; O m correspond to the start of the tasks, D 1 ; : : :; D m to the duration of the tasks, and R 1 ; : : :; R m to the amount of resource used by each task. The natural number L is the total amount of available resource that must be shared at any instant by the di erent tasks. The cumulative constraint states that, at any instant i of the schedule, the summation of the amount of resource of the tasks that overlap i, does not exceed the upper limit L.
As an introductory example to the CHIP language, we present how a very small scheduling problem can be expressed in CHIP. We consider seven tasks where each task is characterised by a duration and an amount of used resource (see Table 1 ). The aim is to nd a schedule that minimises the general end while not exceeding the capacity 13 of the resource. task t1 t2 t3 t4 t5 t6 t7 duration 16 6 13 7 5 18 4 resource 2 9 3 7 10 1 11 The predicate top/2 (see line 1) corresponds to the main predicate to compute the schedule. The arguments of top/2 are a list of variables that represents the starting date of each task and a domain variable that corresponds to the end of the schedule. Lines 2 to 5 make explicit the origin, duration, amount of resource and end of the di erent tasks of the problem. As described by the domain declarations (see lines [6] [7] [8] , the domain of the general end ranges from 1 to 30 and the domain of the origin and end of the tasks ranges from 1 to 30. The link between the origin and the end of a task i (see lines 9-15) is expressed as O i + D i #= E i ; where #= is the equality constraint symbol over nite domain, where O i ; D i and E i are respectively the origin, the duration and the end of task i. The maximum constraint (see line 16) expresses the fact that the end of the schedule corresponds to the end of the latest nishing task. The capacity constraint (see line 17) is expressed with a cumulative constraint. Its arguments correspond respectively to the origin, the duration, the amount of used resource of the di erent tasks and to the total capacity of the resource. Finally, the built-in optimisation predicate min_max/2 (see line 18) minimises the end of the schedule. min_max/2 is a higher-order predicate that implements a branch and bound search exploiting the non-determinism mechanisms of CHIP. Its rst argument is a non-deterministic goal over which the search space is de ned, and its second argument is a cost function. In this example, the goal is the predicate label/1, while the cost function is the domain variable End. The predicate label/1 (see lines [19] [20] try to x all the origins of the tasks using the built-in non-deterministic predicate indomain/1 (see line 21), which is a generator of values for domain variables. The query top(L,E) prints out the result displayed on the Figure 1 .
THE SOLUTION IS label( [1, 1, 7, 7, 19, 1, 24] )  ITS COST IS 28  ------------------------------------THE SOLUTION IS  label([1, 17, 6, 6, 1, 1, 23])  ITS COST IS 27  ------------------------------------THE SOLUTION IS  label([1, We can see all the intermediate results of respective cost 28, 27 and the optimal solution 1,17,10,10,5,5,1] of cost 23 (see Figure 1 ). After this short introduction of the CHIP language, we will now present in the next sections the among, di n and cycle constraints.
Among constraint
The among constraint was introduced in CHIP in order to specify the way values can be assigned to variables. The among constraint can be seen as an extension of the atleast and atmost constraints (at least, at most N variables take value V ). One of the most interesting feature of the among constraint is that it allows to express directly a set of \overlapping" atleast, atmost constraints. This constraint occurs in many time table problems where one atleast, atmost constraint has to be veri ed for each period of n consecutive time units. There exists ve di erent variants of the among constraint. We now give the declarative semantics of the rst variant One of the main advantages of the rst variant of the among constraint is the fact that the rst parameter is a domain variable. It can be used when it is required to know the exact number of times that a set of values is taken by a set of variables or when this parameter has to be used in some other constraints. The second variant of the among constraint is used when it is required to specify a lower and upper bound for the number of times that a set of values is taken by a set of variables. 4 The car sequencing problem revisited
Problem Purpose
The purpose of this example is to show how to use the among constraint in order to model, in a very e cient way in terms of the number of variables and constraints, the car sequencing problem presented in 10].
Problem Statement
The car sequencing problem occurs in assembly line scheduling within car manufacturing. The problem consists of sequencing a set of cars that require a set of options on an assembly line. For each possible option, the line has a capacity constraint which dictates how frequently it can occur on the line. We will consider the example given in 10] with 10 cars and 5 options. Table  2 gives, for each option the capacity of the assembly line, and the fact that a given car uses the option or not. The capacity of an option corresponds to an integer ratio n=m which tells that at most n cars among m consecutive cars on the assembly line could take this option. We describe how to express the basic constraints of the problem, and how to improve the behaviour of the program by adding redundant constraints which allow to detect inconsistency earlier.
Problem Representation
The cars are clustered in 6 classes f1g; f2g; f3; 4g; f5; 6g; f7; 8g; f9; 10g; each class containing all the cars requiring the same set of options. For each position of the assembly line we create a domain variable that corresponds to the class of cars handled at this position. All the previous variables are grouped in the list of variables LV.
Constraint Statement
We express the fact that for each class we have to produce a xed number of cars by giving for each value (i.e. class) the number of times it should occur in the variables (i.e. slot of the assembly line). This is directly expressed as one among constraint for each class. For example the constraint among(2,LV,L0, 6]) states that the value 6 (i.e. car of class 6) should occur exactly 2 times in the list of variables LV. LO corresponds to a list of 0's of same length as list LV. We look now how to express the capacity constraints associated to each option. We nd out for each option which classes e ectively use this option and how many cars require this option. For example the rst option is required by 5 cars of class 1, 5 and 6. The capacity constraint \1 car out of 2" is directly expressed by among( 0,1,2,5,5],LV,L0, 1,5,6]) which enforce the following conditions: at least 0 and at most 1 out of 2 consecutive variables of the list of variables LV take their value in the set f1; 5; 6g, at least 5 and at most 5 of the list of variables LV take their value in the set f1; 5; 6g.
Finally, it is possible to increase the performance of the program by adding redundant constraints derived from the total number of cars that use a given option and from the capacity constraint associated with this option. More precisely, if we have to sequence N cars, M of them requiring a given option O for which we have the capacity constraint A=B, then we know that the slots from 1 to C must contain at least M ? A:((N ? C)divB) ? ((N ? C)modB) cars having option O. This redundant constraint is expressed by one among constraint for each class. We now give the corresponding CHIP program that states all the previous among constraints associated to the problem. ( 4, 7] , S1,..,S7 ], 0,0,0,0,0,0,0], 3,4,6]) among ( 6, 10] , S1,..,S10], 0,0,0,0,0,0,0,0,0,0], 3,4,6]) S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 
Computation results
In order to test the e ciency of this approach we have performed the following experiment. As in the original paper 10], we assume that the assembly line supports ve di erent options with capacity constraints 1 out of 2, 2 out of 3, 1 out of 3, 2 out of 5 and 1 out of 5. We ask for an overall percentage of utilisation of the resource of 90% and test for di erent number of cars. The Table 3 gives the time needed for nding a rst solution on a SUN/SPARC station IPC (24MB).
Number of cars 100 200 CPU-Time in milli-seconds 590 1100 The di n constraint was introduced in CHIP in order to handle multidimensional placement problems 12] that occur in scheduling, cutting or geometrical placement problems. The intuitive idea is to extend the alldi erent constraint which works on a set of domain variables to a non overlapping constraint between a set of objects de ned in an n-dimensional space. The basic di n constraint takes as arguments a list of n-dimensional rectangles that are de ned in the following way. We call an n-dimensional rectangle a tuple of domain variables (O 1 ; : : :; O n ; L 1 ; : : :; L n ); O i and L i are respectively called the origin and the length of the previous n-dimensional rectangle in i th dimension. Other parameters of the di n constraint will be introduced later. We now give the declarative semantics of the basic di n/1 constraint di n( O From an interpretation point of view, the last condition corresponds to the fact that for each pair i; j(i 6 = j) of n-dimensional rectangles, there exists at least one dimension k where i is after j or j is after i. In Figure 3 , we sketch ve di erent cases of the di n constraint. The rst case (A) corresponds to a non overlapping constraint among three segments. The second and third cases (B, C) correspond to a non overlapping constraint between rectangles 21] where (B) is a special case where the lengths of all the rectangles in the second dimension are equal to 1; it can be interpreted as a machine assignment problem where each rectangle corresponds to a task that has to be placed in time and assigned to a speci c machine 4]. The forth case (D) corresponds to a non overlapping constraint between parallelepipeds 19]. The fth case can be interpreted as a non overlapping constraint between parallelepipeds that are assigned to the same box 14]; the rst dimension corresponds to the number of the box, while the three next dimensions give the position of a parallelepiped inside the box.
Other constraints occurring in geometrical placement problems concern the \volume" of the objects that are involved in a di n constraint. In this paragraph we extend the previous di n/1 in order to deal with such kinds of constraint. These parameters can also be used in conjunction with the among/4 constraint in order to specify that we have an object for which the orientation is not yet xed. For example, if we have to place two parallelepipeds of respective size (5, 6, 17) and (7, 7, 10) in such a way that they do not overlap, we would use the following CHIP program. The lines 1 to 4 declare the origin and the length of each parallelepiped. The lines 5 to 7 and 8 to 9 specify the length of the parallelepipeds; for example lines 8 and 9 specify that values 7 and 10 are respectively taken exactly 2 and 1 times by the length variables Lx2,Ly2,Lz2] associated to the second parallelepiped. Finally, line 10 states the non overlapping constraint and gives the volume of each parallelepiped.
The In Figure 4 , we give an example of utilisation of this parameter where the limits in the rst and second dimension are respectively 9 and 5. The end parameter can be used for placement problems in order to give explicitly the limits of the placement space. This is especially useful when the lengths of the objects are not initially xed: in this case, considering only the origin and length of an object, would give an over estimation of these limits. The end parameter can also be used in scheduling problems where it is required to assign tasks in time and on machines, while minimising the general end of the schedule or the number of machines used.
The next parameter of the di n constraint is used in order to state distance constraints between two given objects di n( O Each region i is described by it origins R i1 ; : : :; R in and it sizes S i1 ; : : :; S in in each dimension. The parameter T i gives the dimension in which we want to get the utilisation U i of the region i. U i corresponds to the di erence between the last and the rst use of the region in a given dimension. The Figure 6 gives an example of utilisation of region constraints.
In the next two sections we will show how to use the di n constraint in order to solve a three-dimensional packing problem and an assignment scheduling problem.
6 Solving a three-dimensional packing problem
Problem Purpose
The purpose of this example is to show how to use the di n constraint in order to solve a threedimensional packing problem. This problem also illustrates how the cumulative constraint can be used to express redundant constraints and how to build a constructive placement enumeration procedure that takes into account the fact that all placement space has to be completely lled. cube, in such a way that none of them overlaps each other. The fact that the summation of the volumes of the di erent parallelepipeds is equal to the volume of the cube makes the problem quite hard. Table 4 gives the size of the di erent parallelepipeds of the problem. P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 4 4 4 4 4 4 
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We now give the corresponding CHIP program. It creates the origin, duration and complementary surface variables associated to the parallelepipeds in the di erent dimensions and sets up one cumulative constraint for each dimension and one di n constraint. 
Enumeration procedure
Because all the placement space has to be occupied, the idea of the enumeration procedure is to try to ll systematically the space. Thus, the enumeration procedure is based on the following idea; at each choice, we compute the deepest valley and select a parallelepiped for which we x its x-origin at the bottom of the deepest valley and we x its x-size. When the level of the deepest valley increase, we place the parallelepipeds already xed at the bottom of the previous deepest valley: this corresponds to a rectangle placement problem (i.e. we have to x the y and z coordinates of the parallelepipeds). The enumeration procedure is as follows: The predicate find_deepest_valley computes the level of the deepest valley in the rst dimension; it corresponds to the earliest start in the rst dimension of the not yet xed parallelepipeds. The predicate check_if_deepest_valley_change checks if the earliest start in the rst dimension changed: if so, it rst calls the predicate place_rectangles which xes all the parallelepipeds that where xed at the bottom of the previous valley, and nally calls the predicate remove_previous_valley that lters out all the parallelepipeds that are above the current earliest start in the rst dimension. The predicate fix_to_bottom_of_deepest_valley selects a parallelepiped and xes its origin and size in the rst dimension; the origin is xed at the earliest start in the rst dimension.
Computation result
The program develops 830 nodes in order to nd a rst solution after 17 seconds on a SUN/SPARC station IPC (24MB). Figure 7 gives an example of a placement obtained by the previous CHIP program. 7 Solving an assignment and scheduling problem Problem Purpose
The purpose of this example is to show how to use the di n constraint to solve an assignment and scheduling problem that is situated in the context of a silicon compiler. The compiler takes a mathematical formula as entry and produces the corresponding integrated circuit in the three following steps; it rst generates an operation graph, then assigns a set of components to the previous operations, and nally generates a sequencer that controls the circuit. We will focus on the main part of the compiler which corresponds to a non standard assignment and scheduling problem where it is required to take into account very speci c constraints coming from the electronic part. The input of our problem is a directed acyclic graph of elementary operations. Each vertex of the graph corresponds to an operation, while each edge represents a precedence constraint between two given operations. Each operation of the graph has to be assigned to a component. Each component is characterised by its surface, the list of operations it can implement and their corresponding duration. Assignment constraints correspond to the fact that an operation can only be associated to a component which can handle this kind of operation. Scheduling constraints correspond to the fact that two operations that are assigned to the same component can not overlap in time. Electronic functioning constraints deal with the pipelining of the circuit and the use of synchronisation points. Because of the introduction of the pipelining 20], each component can not be used more than the associated latency time of the pipeline. The latency of a pipeline is a measure of how long it takes a single data to pass through the pipeline. The latency constraint corresponds to the fact that the di erence between the last and the rst use of each component should not exceed the latency time of the circuit. To make the design of the sequencer of the circuit easier, synchronisation points are set at regular periods. The corresponding constraint states that operations should not intersect synchronisation points. Finally, the optimisation criterion is a linear term a L + b S where variables L and S correspond respectively to the latency time of the circuit and to the summation of the surface of the components e ectively used for implementing the circuit; a and b are non negative integers that one can choose in order to favour the speed or the surface of the circuit: using more components would decrease the latency time but increase the surface of the circuit.
Constraint Statement
In this paragraph, we explain how all the constraints of the problem can be stated in a straightforward way. Let n be the number of operations to schedule, let m be the number of available components for implementing the circuit. To each operation i (i = 1; : : :; n) we associate three domain variables corresponding respectively to the start of the operation O i , to the duration of the operation D i and to the component assigned to the operation C i .
In order to state the link between the component C i e ectively assigned to an operation i and the duration D i of that operation we use the following element constraint 
Computation result
We test the previous approach on a well-known benchmark of circuit synthesis: the elliptic lter 18] of order ve (see Figure 9) . Part (A) gives the graph of operations, where the available components are adders and multipliers that have a respective execution time of 50 and 70 ns. With a cycle of 100 and a maximumlatency time of 750 we nd an optimalsolution that minimises the number of used components. This solution uses only three adders and one multiplier. Each component is represented by a line where we put all the operations handled by the component (B).
Cycle constraint
The cycle constraint was introduced in CHIP to tackle complex vehicle routing problems 7] that could not yet be expressed with current constraint logic programming systems. Also, experiments in solving complex decision making problems have shown the possibility to use together the cycle and the cumulative constraint in order to solve scheduling problems. The cycle constraint has a set of parameters. For clarity, we start describing the basic cycle/2 constraint. The other parameters will be introduced later in the next paragraphs. We now give the declarative semantics and the interpretation of the basic cycle/2 constraint cycle(N; +   T1   T2   T3   T4   T5   T6  T7   T8  T9   T10  T11  T12   T13  T14  T15   T16  T17   T18  T19  T20  T21   T26   T27 T28  T29   T30   T31  T32   T33  T34   T22   T23  T24  T25 (A) (B) Figure 9 : Graph of operations associated to the elliptic lter of order 5 and corresponding optimal assignment
From an interpretation point of view the cycle/2 constraint can be seen as the problem of nding N distinct circuits in a directed graph in such a way that each node is visited exactly once. Initially each domain variable S i corresponds to the possible successors of the i th node of the graph. Finally when a solution is found, each domain variable S i is xed to a value j that gives the chosen link. The set C i de ned in the third condition corresponds to all the nodes that belong to the same circuit as node i. In Figure 10 , we give an example of a directed graph and two possible coverings of the graph. The rst part (A) represents the description of the initial graph, where for each node i, we associate a domain variable S i . Possible values of S i correspond to the successors of node i. For example, possible successors of node 1 are nodes 1, 3 and 4. The rst covering (B) gives an example of solution where we have one circuit that goes exactly once through all di erent nodes. The second covering (C) shows a solution where we have three distinct circuits. From an interpretation point of view one can partition the nodes into two distinct sets:
nodes that occur in the list D 1 ; : : :; D p ]; according to the original problem, these nodes can be seen as a pool of resources, i.e. peoples, vehicles, or machines. nodes that do not occur in the list D 1 ; : : :; D p ]; these nodes can be seen as tasks that have to be performed by one of the previous resources. In Figure 12 , we give an example where nodes 1 and 2 are incompatible nodes; each node occurs in one distinct cycle of weight 4.
The previous interpretation is extremely useful in many practical applications. As we will see later in the next paragraphs, incompatible nodes are the key point for further extensions that make it possible to express constraints on speci c cycles. This speci city allows to handle problems where the resources have di erent characteristics (skills, capacities) that have to be considered while building each cycle. Following this idea, the next section will introduce the notion of weight associated to the cycle of an incompatible node.
Weight of a speci c cycle
In this paragraph we extend the previous cycle/6 constraint in order to express constraints about the weight of the cycle associated to a given incompatible node. For this purpose we introduce one additional parameter cycle (N This parameter is useful in many practical applications: according to the type of resources that we are dealing with, it can be used to specify constraints on the minimum and maximum amount of work of a speci c machine, capacity of a speci c lorry or number of towns that should be visited. Let us take a simple example where we wish to generate three cycles that hold respectively 3, 4 and 2 nodes. Here is a simple CHIP program that produces such kind of con guration. The query cycles(L) returns 4,6,9,5,1,7,8,2,3] as a rst answer. In the next paragraph we introduce a new parameter which allows to name speci c cycles.
Name associated to a given node
In this paragraph we extend the previous cycle/7 constraint in order to be able to name the cycle which is associated to a given node. For this purpose we introduce one additional parameter Let us call M i , the name of node i. The rst condition states that the names of the nodes of a given cycle that contains an incompatible node are bound to this incompatible node. The second condition states that the name of the nodes of a cycle that do not contain an incompatible node are bound to zero. Figure 13 shows an example of use of the name parameter. compatibility constraint between tasks and resource nodes: initially when the cycle constraint is set, the domain value of the name variable M i associated to a given task node i is set to the resources that can e ectively handle this task. enforce two tasks nodes to be done by the same resource: this is simply done by unifying the two names variables associated to the two tasks. conditional incompatibility among resources: if a given task is to be performed by a given resource then other tasks should not be performed by other given resources. minimum \skill" of the resources associated to a given set of tasks: let us consider a set of 3 elementary tasks that have to be done by 3 distinct resources. Suppose each resource has a known level, namely 1 or 2. We can use the name variables to express the fact that we want at least 2 resources of level 2 for handling the 3 given tasks. In the next paragraph we will present the last extension which consists of associating an origin variable to the task nodes in order to express the fact that they should be done within a given period.
Time window
In this paragraph we extend the previous cycle/8 constraint by introducing the notion of time. This parameter can be interpreted as the origin in time of a task node. Moreover in this case the weights W 1 ; : : :; W m are considered as the durations of the tasks. The related constraint states that two consecutive nodes of a given cycle are linked by a precedence constraint. Note that from the previous de nition it is not possible that all the nodes of a given cycle have a non dummy origin variable (origin 6 = unused) and a non zero weight. These associated precedence constraints would build a loop which would cause the constraint propagation to fail. Figure 14 shows an example of the use of the origin parameter. In the next paragraph we show an example of use of the cycle constraint for solving a vehicle tour planning problem.
Solving a vehicle tour planning problem Problem Purpose
The purpose of this example is to show how to use the cycle constraint in order to solve a vehicle tour planning problem. We also show how to use the cumulative constraint as a redundant constraint to enhance the propagation.
Problem Statement
The problem is to plan the tours of a eet of vehicles in order to deliver speci c quantity of goods to a set of locations. Each vehicle has a maximum capacity and can only go to speci c locations. The goal is to balance all the locations for the di erent vehicles, while minimising the total travelling cost associated to the eet of vehicles. We de ne the cost of a vehicle to be the sum of the travel costs between all the locations successively visited by this vehicle. We will consider an example where we have 20 locations to supply with 3 vehicles of respective capacity 10, 20 and 20; each vehicle should visit between 6 and 7 locations. The tables 5 and 6 give the travel cost matrix between the di erent locations and the locations that can not be visited by speci c vehicle. 
Problem Solution
The problem is modelled in terms of a graph covering problem. The directed graph is de ned in the following way: for each location and for each vehicle we create a node; for each pair of nodes (except when both nodes correspond to a vehicle), we create a link. We label the location nodes from 1 to 20 and the vehicle nodes from 21 to 23. The basic problem is now to nd three distinct circuits in such a way that each node of the graph is visited exactly once. For each node i of the graph, we create three domain variables S i , C i , and A i that correspond respectively to the successor of node i, to the travel cost between node i and node S i and to the vehicle which visits node i. We express the fact that we want to have three circuits that go through six or seven locations by using the following cycle constraint ]) The third argument of the previous cycle constraint corresponds to the weight of the nodes. Because we want to constrain the number of location nodes in a given circuit to be between six and seven, we associate a weight of one to each location node and a weight of zero to each vehicle node. The sixth argument of the cycle constraint indicates the set of vehicle nodes and speci es that they should not belong to the same circuit. Finally we use also the name variables A 1 ; : : :; A 23 to specify the compatibility constraint between vehicles and locations. For doing this we just have to remove from the name variables the values that are forbidden using the following inequality constraints A 01 #\= ]) The third argument of the previous cycle constraint corresponds to the quantity to bring to each location, while the seventh argument is a list of domain variables which correspond to the total quantity conveyed by each vehicle. In order to express that the maximum capacities of the vehicles are respectively 10, 20 and 20, we declare the domain of the variables K 1 , K 2 Table 5 ). The meaning of this constraint is that the S th i element of the list Line i j0; 0; 0] is C i . The fact that the last three values of the second argument are equal to zero means that there is no cost between location and vehicle nodes. Using the following linear equality constraint, we link the cost variables C i to the total travelling cost C associated to the eet of vehicles C#= C 1 + C 2 + + C 20 We now state two cumulative constraints that correspond respectively to the maximum number of location that can be visited by a vehicle and to the maximum capacity of each vehicle. These conditions were already expressed by the two previous cycle constraints. However, these conditions correspond to bin-packing problems and one can use the cumulative constraint to improve the propagation. in the second cumulative constraint we introduced a xed task of origin, duration and high 21, 1 and 10. This is done in order to express that the maximum capacity of the rst vehicle is equal to the limit of the cumulative constraint 20 minus the high 10 of the dummy task we introduced.
Computation result
The program nds a rst solution of cost 349 and a solution of cost 237 where the rst, second and third vehicle visits respectively 7, 7 and 6 locations with a load of 9, 20 and 16.
Conclusion
In this paper, we have introduced the among, di n and cycle constraints which have been implemented in CHIP in order to improve the e ciency of constraint logic programming languages for solving di cult sequencing, scheduling, placement and vehicles routing problems. We have provided a set of parameters that allow to express directly a wide range of constraints. The main originality of the among constraint is to allow to express directly a set of \overlapping" constraints on sequence of domain variables in a very concise way. The originality of the di n constraint is to extend the disequality constraint between domain variables to a disequality constraint between rectangles or parallelepipeds without introducing any new type of variables as in 11]. This is specially important when it is required to combine the di n constraint with the other constraints of CHIP. Finally the cycle constraint allows to express directly graph covering constraints that could not easily be expressed with current constraint logic programming languages. One of the main advantages of these new constraints is to take into account more globally a set of elementary constraints. This makes it possible to reduce the e ciency gap between highly specialised algorithms, tailored just for one problem, and constraint logic programming, while preserving the declarative aspect of constraint logic programming. Another main advantage is the fact that all these new constraints can be combined to solve complex problems where placement, scheduling and routing constraints occurs simultaneously.
