ABSTRACT This study assessed the predictive ability of genomic best linear unbiased prediction (GBLUP) and Bayesian regularization for feed-forward neural networks (BRNN-s1-s3-neuron) with one to three neurons using genomic relationship based on single nucleotide polymorphisms markers. Simulated and actual datasets were used to compare models and choose the better fit model. A five-generation simulated dataset consisted of 3,226 individuals with 10,031 single nucleotide polymorphism (SNP) were taken from the 14th QTL-MAS workshop. Actual mice dataset included body weights (BW) at the age of 6 weeks (g) obtained from 1904 animals genotyped at 10345 SNP loci (aa, Aa, and AA, genotypes were coded as 0, 1 and 2, respectively) and variables of gender of animal, month of birth, year of birth, coat color, cage density, litter. Predictive performance of GBLUP and BRNN-s1-s3-neuron models was investigated by examining the correlations from the cross-validation datasets. In the 14th QTL-MAS validation dataset, the correlations between the simulated true genetic and predicted phenotypic values were 0.607 for GBLUP model and 0.559, 0.353, and 0.288 for BRNN-s1-s3-neuron models. In the 10-fold cross-validation mice datasets, the overall predictive ability of models was low and average of the correlations were 0.419 for GBLUP, 0.336 for BRNN-s1, 0.256 for BRNN-s2, and 0.250 for BRNN-s3-neuron models. In this study, correlation results from the BRNN-s2 and BRNN-s3-neuron models indicated overfitting problem in training datasets as the number of neurons and parameters rises and this led to worse predictions in the validation datasets. The correlations from the GBLUP and BRNN-s1-s3-neuron models for the simulated and actual mice datasets indicated that there was no superiority of the BRNN-s1-s3-neuron models over the GBLUP model for predictive performance. The BRNN model with one neuron had less parameters and resulted in predictive performance similar with those from the GBLUP model.
I. INTRODUCTION
Large amounts of genetic gain in many plant and animal breeding programs were achieved by using pedigree-based best linear unbiased prediction (PBLUP) method. PBLUP methodology relies on expected similarity based on pedigree information to define the covariance between known relatives. However, the availability of dense DNA marker information has enabled the large-scale genotyping of individuals for prediction of genetic merits. The most common markers used for the prediction of genetic merit are called single nucleotide polymorphisms (SNPs) and are abundant on the genome [1] .
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Several statistical and computational methods have been devised to predict the genetic value of individuals from the analysis of SNPs datasets [2] . There is an important statistical problem to use SNPs marker for estimating the genetic merits because the number of SNP effects is usually much larger than the number of observed phenotypes. However, genomic best linear unbiased prediction (GBLUP) method was developed by replacing pedigree-based relationship with genomic relationships (observed similarity at the genomic level) estimated from SNPs marker information. So, the dimensions of the genetic effects in the model is reduced the number of individuals in the population, which is computationally more efficient and the accuracy of an individual's genomic estimated breeding value (GEBV) can be calculated in the same way as in PBLUP [3] .
The concept of artificial neural network (NN) for statistical analysis was initiated as early as 1911. Most significant developments of application have occurred in the past 50 years [4] - [5] . A review of current literature indicates NNs have been used successfully in pattern recognition, classification, aspects of prediction and forecasting, modeling problems in medicine, engineering and agricultural applications [6] - [10] . However, the application of NNs on the prediction of complex phenotypes using genomic (SNPs) information is new.
The concept of NN for statistical analysis was inspired by the potential to mimic organization and communication pathways found in the nervous systems of organisms. The most common methodology for utilization of NN is to divide the dataset into training (learning) and test (validation) datasets. The training dataset is used to train the network and to determine the best NN architecture by choosing the number of neurons in the hidden layer based on a learning algorithm such as Bayesian Regularization Feed-Forward. The test dataset is used to test performance of network and to validate the model based on new and unseen datasets [9] - [11] .
NNs can produce overfitting (especially with highly dimensional data, such as SNPs) and predictions can be outside the range of the training data [12] - [14] . Regularization (shrinkage) is a procedure that allows bias of parameter estimates towards what are considered to be plausible values, while reducing their variance; thus, there is a bias-variance trade-off. Bayesian regularization (BR) is popular technique for generalizing or predicting in NN models [15] . BR gauges an objective function consisting of a residual sum of squares plus the sum of squared weights; the function is minimized with respect to the weights, and the aim is to produce a network that generalizes well [16] - [19] .
Therefore, the objectives of this paper were: (1) to predict genetic merits for complex trait in the simulated and actual mice datasets applying GBLUP and Bayesian regularization neural network (BRNN) varying number of neurons in the hidden layer using SNPs as input variables and quantitative trait in simulated dataset and body weights (BW) in mice dataset as an output variable, and (2) to compare the predictive ability of GBLUP and BRNN models in simulated and actual mice datasets.
II. MATERIALS
The theory and methods for GBLUP and BRNN that are applicable to both the simulation and the analysis of field data on BW from mice using a model that accommodates genomic information are presented.
A. SIMULATED DATASET FROM THE 14TH QTL-MAS WORKSHOP
A simulation study was carried out to compare GBLUP and BRNN models and to choose the better fit model by using Pearson's correlation. For this purpose, the simulation study was undertaken using five-generation simulated dataset from the 14th QTL-MAS workshop. The dataset consisted of 3,226 individuals, descended from 20 founders, each mating resulted in 30 offspring. All generations were genotyped and phenotyped for a quantitative trait [20] .
All 3,226 individuals had 100 Mb long genomes consisting of 5 chromosomes. The genome was genotyped for 10,031 SNPs. In total, 37 out of 10031 single nucleotide polymorphism (SNP) markers were assumed to be QTL of which two had major effects. More detailed description of simulation, and the simulated genomic and phenotypic datasets for the 14th QTL-MAS workshop is available at http:// jay.up.poznan.pl/qtlmas2010/dataset.html.
B. MICE POPULATION
Solberg et al., [21] explained that original Northport genetically heterogeneous stock (HS) mice were obtained from Dr. Robert Hitzemann at the Oregon Health Sciences Unit (Portland, OR). A breeding colony was established at Oxford University to generate animals for phenotyping. Six male and six female mice of eight inbred strains (A/J, AKR/J, BALB/cJ, C3H/HeJ, C57BL/6J, CBA/J, DBA/2J, and LP/J) were obtained from Harlan (United Kingdom) or the Jackson Laboratory (Bar Harbor, ME) at five weeks of age. Animals were housed at a maximum of six mice per cage (average of 4) and placed on a 12:12 light:dark cycle with food and water available ad libitum. At the time data collected from animals, mice had passed 50 generations of pseudorandom mating.
C. MICE DATASETS
Mouse dataset includes animals labeled with a unique ID, and the variables of gender of animal, month of birth, year of birth, coat color, cage density, litter and the body weight (BW) at age of 6 weeks (g) obtained from 1904 animals genotyped at 10345 SNP loci (aa, Aa and AA, genotypes were coded as 0, 1 and 2, respectively). Mice with both phenotypic and genotypic data were retained for analysis. Because the proportion of missing genotypes was low, missing genotypes were imputed at random based on their allelic frequencies to simplify the analysis. The datasets are freely available at (http://gscan.well.ox.ac.uk).
Gender of animal, month of birth, year of birth, coat color, cage density and litter were considered as potential factors affecting BW. The linear model in equation 1 was fitted (1) where Y ijk is the BW of animal at age of 6 weeks; µ is the overall mean for BW; α i is the i th gender effect (i = male, female); τ j is the j th month of birth effect (j = 1, .., 12); γ k is the k th year of birth effect (k = 2002, 2003, 2004 ); δ l is the l th coat color effect (l = albino, black, chocolate, dark brown, grey, lead, light brown, sand, silverado); β 1 and β 2 are the regression coefficients of cage density (x 1 ) and litter (x 2 ) of mice; x 1 and x 2 are the averages of cage density (x 1 ) and litter (x 2 ) and e ijklm is the normally distributed error term with mean zero and variance σ 2 .
The statistical analysis of BW based on equation 1 was carried out using the R-package Fitting Linear Models lm() (https://stat.ethz.ch/R-manual/R-devel/library/stats/ html/lm.html) and all factors in the model were found to be statistically significant (p < 0.01). Therefore, the BW values of animals at age of 6 weeks were corrected to eliminate nuisance effects as
where the Y c were the corrected BW values used as in the GBLUP and BRNN analyses,α i ,τ j ,γ k ,δ l ,β 1 andβ 2 were the least square estimates of gender of animal, month of birth, year of birth, coat color, cage density and litter effects andα c , τ c ,γ c ,δ c , x 1c and x 2c were the fixed least square estimates of effects used for correction.
III. STATISTICAL ANALYSIS A. GENOMIC BEST LINEAR UNBIASED PREDICTION
Genomic best linear unbiased prediction (GBLUP) is the method combining genomic information into the method of best linear unbiased prediction by using genomic relationship matrix (G) as substitute for the numerator relationship matrix (A) [1] . GBLUP was introduced by Habier et al. [22] and VanRaden [23] .
The underlying statistical model is
where y is a vector of phenotypes of animals, x = (1, . . . , 1)
T is a vector of 1, µ is the overall mean, Z is a design matrix allocating phenotypes to genetic values of animals, g is a vector of additive genetic effects for animals and g ∼ N (0,σ 2 g G) is assumed to be multivariate normal, with G the genomic relationship matrix indicating the realized relatedness among animals [22] , [23] and σ 2 g the additive genetic variance among animals. e ∼ N (0,σ 2 e I) is the normally distributed residual term, where σ 2 e is the residual variance. Following the approach of Habier et al. [22] and vanRaden [23] , G was defined as
where M = W − P, W is the (n × s) matrix of SNP genotype vectors for the n animals with the s SNPs code as 0, 1, 2 and P contains the allele frequencies multiplied by 2, p i is the allele frequency of SNP marker i, and the sum is over all loci. The BLUP approach to predict the additive genetic effects of animals is equivalent to solving the so-called Mixed Model Equations:
where σ 2 g and σ 2 e are the additive genetic and residual variances. Therefore, the heritability is defined as h 2 = σ 2 g / (σ 2 g + σ 2 e ). The R-package Synbreed (http://synbreed.r-forge. r-project.org/) [24] was used to fit the model shown in equation 3 and to solve mixed model equations shown in equation 5 for µ and g by estimating the additive genetic and residual variances (σ 2 g andσ 2 e ) where the inverse (G −1 ) of the genomic relationship matrix G was used to fit the covariance structure among animal additive genetic effects. Then, the estimate of heritability was obtained asĥ 2 = σ 2 g /(σ 2 g +σ 2 e ).
B. BAYESIAN REGULARIZATION ARTIFICIAL NEURAL NETWORKS
The standard assumption made in linear methods, that is, fitting additive effects of markers only, prevents from capturing complex interactions that may exist, leading to incorrectly specified models. The use of non-linear models (such as neural network) may deliver a higher predictive accuracy [25] . In a single-hidden layer feed-forward neural network (SLNN), the non-linear activation functions in the hidden layer enable a NN to have universal approximation ability, giving it great potential and flexibility in terms of capturing complex patterns. Figure 1 shows the structure of the SLNN. This NN can be thought of as a two-step regression [26] . Tusell et al. [25] and Perez-Rodríguez et al. [27] indicated that in the first step, after combining the information from the inputs (x ij ) with a vector of connection strengths β
at each of s hidden neurons (t = 1, 2, . . . , s), a bias or an intercept (b t ) is added to develop the following linear score at neuron t:
Then, each of the neuron scores is transformed non-linearly using an activation function g t (.) :
Finally, in the output layer, phenotypes are regressed on the data-derived features z
, according to (8) where w t is the regression of the phenotype on the transformed score z [t] i and e i is the model residual. Although NN methods have a high ability of reproducing complex patterns when learning from data, they are prone to over fitting the training dataset, impeding good predictions once new data is presented to the network. This can be avoided, in part, by using regularized NN methods in which a VOLUME 7, 2019 FIGURE 1. Graphical representation of the neural network for the inputs of genomic relationship matrix where the x ij (i = 1, . . ., n; j = 1, . . ., n) are the additive genomic relationships between animals. Further, s is the number of neurons in the hidden layer, and y i is the predicted value of phenotype (y i ) by the network.
compromise between model goodness of fit and complexity of the network is achieved [9] , [15] .
A framework for obtaining estimates of all the parameters in equation 8 using an empirical Bayes approach was developed by MacKay [28] , [29] and was adapted by Gianola et al. [9] to the prediction of complex phenotypes through the use of genomic data. Let g = (β [1] ,
., b s ) be the vector containing all the weights from input to hidden layer (connection strengths), weights from hidden to output layer and biases for additive genomic effects. Estimates of parameters are obtained in two steps followed by iteration. In the first step, the conditional posterior modes of the parameters in g are obtained by assuming the prior distribution for the all the elements in g is defined as p g | σ 2 g = MN (0,σ 2 g I) and the variance components σ 2 g and σ 2 e are known. The density of the conditional posterior distribution of the parameters of g, according to Bayes' theorem, is given by
Although the conditional posterior modes of parameters can be obtained by maximizing equation (9), as Gianola et al. [9] explained, they can obtained by minimizing the following penalized sum of squares [9] ,
,e i = y i −ŷ i is the difference between observed and predicted phenotypes for the fitted model. In the second step, estimation of the variance components is via maximization of an approximation to the marginal likelihood of the data, p(y|σ 2 e , σ 2 g ), a procedure known as empirical Bayes. Steps one and two are iterated until convergence [25] . As Gianola et al. [9] explained, the heritability can be obtained as:
The network architecture used in the BRNN-s1-s3-neuron models was a single hidden layer with one to three neurons, with the activation functions being hyperbolic-tangent.
BRNN-s1-s3 models were run using an R-packagebrnn [24] is also available [27] (https://cran.r-project.org/web/ packages/brnn/index.html).
C. CROSS-VALIDATION
The accuracy of genetic values is key to the successful application of genomic selection in animal breeding but cannot be assessed in the training dataset. In practice, cross-validation can be performed in a sample of individuals that are related to those in the training dataset but that were not themselves included in training.
Predictive ability of GBLUP and BRNN for genetic values in the simulated and actual mice datasets was evaluated via Pearson's correlation (r). r is a measure of the strength and direction of a linear relationship between two variables. A correlation coefficient of 1 indicates a perfect one-to-one positive linear relationship and -1 indicates a perfect one-toone negative linear relationship.
In the five-generation simulated dataset, phenotypes and genotypes from 2,326 individuals in the first 4 generations were used as a training dataset. Phenotypes and genotypes from 900 animals in the last generation were used as a test (validation) dataset. The accuracy of genetic values of animals in the simulated dataset was quantified in training and test (validation) datasets using the correlation r(g,ŷ) between the simulated true genetic (g) and predicted phenotypic (ŷ) values. In addition, the correlation r(y,ŷ) between the simulated phenotypic (y) and predicted phenotypic (ŷ) values was calculated in the training dataset to measure the extent covariates were predicting residual effects rather than genetic merit.
In the mice dataset, the accuracy of genetic values of animals was evaluated by pooling estimates using a 10-fold cross-validation strategy. Genotyped animals were first divided into ten mutually exclusive groups. In each training analysis, the data excluded one group to train on the remaining nine groups to estimate genetic effects, which were then used to predict genetic value of animals from the omitted group (test or validation dataset). 10-fold crossvalidation strategy was performed by dividing the dataset randomly 10 non-overlapping sub-datasets. The accuracy of genetic values of animals in the mice dataset was quantified in training and test (validation) datasets using the correlation r(y, y) between the observed (y) and predicted phenotypic ( y ) values.
IV. RESULTS AND DISCUSSION
Several statistical models based on genome-wide SNP markers were used for genomic predictions. Genomic relationships can better estimate the proportion of chromosomes segments shared by individuals because high-density genotyping identifies genes identical in state that may be shared through common ancestors not recorded in the pedigree [30] . It has the advantage of being able to capture linkage disequilibrium (LD) between markers and causal genes, Mendelian segregation, and genetic links through unknown common ancestors that are not available in the known pedigree. The statistical models incorporating a marker-based genomic relationship matrix (G) are the most popular ones in the genomewide SNP analyses [31] .
One linear genome-enabled prediction (GBLUP) model and neural network (BRNN) models with one to three neurons based on genomic relationship were used to analyze simulated phenotypes in the dataset from the 14 th QTL-MAS workshop and actual BW phenotypes in mice dataset.
A. SIMULATED DATASET FROM THE 14 TH QTL-MAS WORKSHOP
The simulated dataset from the 14 th QTL-MAS workshop was analyzed using GBLUP and BRNN-s1-s3-neuron models. [32] , those (56.6, 47,7 and 0.54) from Zhang et al. [33] using P-BLUP, 0.46 for heritability estimate from Calus et al using GBLUP model in ASREML [34] and 0.53 for heritability estimate from Coster and Calus [35] using partial least square regression. As seen in Figure 2 , the estimates of genetic and residuals variances and heritabilities from BRNN-s1-s3-neuron models were lower than those from GBLUP model. The increase in the number of neurons in BRNN-s1-s3-neuron models resulted in gradually decreasing in the estimates of genetic and residuals variances; however, BRNN-s1-s3-neuron models brought about the similar estimates (0.170, 0.150 and 0.185) of heritability. Figure 3 shows the correlations r(g, y) between the simulated true genetic (g) and predicted phenotypic ( y) values (Figure 3a ) and the correlations r(y, y) between the simulated phenotypic (y) and predicted phenotypic ( y) values (Figure 3b ) related to the performance of genomic predictions from GBLUP and BRNN-s1-s3-neuron models when applied in the same population used for training. The correlations r(g, y) between the simulated true genetic (g) and predicted phenotypic ( y) values were 0.703 for GBLUP model and 0.657, 0.589 and 0.561 for BRNN-s1-s3-neuron models, respectively. The correlations r(y, y) between the simulated phenotypic (y) and predicted phenotypic ( y) values were 0.737 for GBLUP and 0.841, 0.943 and 0.982 for BRNN-s1-s3-neuron models in training datasets.
In real life, we will not know in advance true genetic values of animals. The correlations between estimated and true genetic merit are the critical parameters from the viewpoint of genomic selection. In addition, the correlation between predicted additive genetic merit and simulated phenotype was calculated in the training data to measure the extent covariates were predicting residual effects rather than additive genetic merit [36] . The correlations r(g, y) and r(y, y) showed that there were a decreasing trend for r(g, y) correlation and an increasing trend for the correlations r(y, y) from BRNNs1-s3-neuron models, and indicated that residuals effects (g, y) and (b) r (y , y) for the simulated true genetic (g), the simulated phenotypic (y ) and predicted phenotypic ( y) values related to the performance of genomic predictions from GBLUP and BRNN-s1-s3-neuron models based on the 14 th QTL-MAS training dataset.
could be predicted BRNN-s1-s3-neuron models. However, GBLUP model produced similar predictive performance when true additive genetic and phenotypic values were used. Ogutu et al. [37] Predictive performance of models was investigated by examining the correlations from individuals constituting the fifth generation of the simulated dataset from the 14 th QTL-MAS workshop. Figure 4 shows that the correlations r(g, y) between the simulated true genetic (g) and predicted phenotypic ( y) values were 0.607 for GBLUP model and 0.559, 0.353 and 0.288 for BRNN-s1-s3-neuron The trends observed in Figure 3a are typically retained in Figure 4a . That is, GBLUP model resulted in higher correlation r(g, y) than BRNN-s1-s3-neuron models having a decreasing trend from BRNN-s1-neuron to BRNNs3-neuron. However, the correlations r(y, y) between the simulated phenotypic (y) and predicted phenotypic ( y) values in validation dataset in Figure 4b indicated that BRNNs2-neuron and BRNN-s3-neuron models produced lower correlations than BRNN-s1-neuron and GBLUP models and a greater erosion of predictive performance was characterized in cross-validation than in training. This erosion was more severe in the predictive performances of BRNN-s2-neuron and BRNN-s3-neuron models than those of BRNN-s1-neuron and GBLUP models.
The predictive performances of BRNN-s1-neuron and GBLUP models agreed with those (0.483, 0.547, 0.497 and 0.607) from Ogutu et al. [37] using applied random forests, boosting, support vector machines and ridge regression BLUP models, those (0.610, 0.632, 0.640, 0.646, 0.650 and 0.679) from Sun et al. [32] using GBLUP, BayesBπ = 0.75, 0.95, 0.99 and BayesCπ models, those (0.608-0.678) from Zhang et al. [33] using trait-specific relationship matrix, those (0.61-0.66) from Calus et al. [34] using GBLUP, BayesA and BayesC models and those (0.52-0.56) from Coster and Calus [35] using partial least square regression.
B. MICE DATASETS
For mice dataset, the estimates of genetic and residuals variances and heritabilities from GBLUP and BRNN-s1-s3-neuron models were given in Figure 5 , 6 and 7. Estimates of genetic (σ 2 g ) and residual (σ 2 e ) variances in Figure 5 and 6 ranged from 1.609 to 1.829 and from 3.430 to 3.581 for GBLUP, from 1.499 to 1.550 and from 2.576 to 2.828 for BRNN-s1-neuron, from 0.810 to 0.930 and from 0.515 to 1.122 for BRNN-s2-neuron and from 0.566 to 0.594 and from 0.055 to 0.552 for BRNN-s3-neuron models, respectively. In addition, estimates of heritability (h 2 ) in Figure 7 ranged from 0.312 to 0.344 for GBLUP, from 0.346 to 0.373 for BRNN-s1-neuron, from 0.419 to 0.643 for BRNN-s2-neuron and from 0.507 to 0.916 for BRNN-s3-neuron models, respectively.
The trends observed for genetic and residual variance in the simulated dataset from the 14 th QTL-MAS workshop (Figure 2 ) are typically retained in Figure 5 and 6. GBLUP model resulted in higher genetic and residual variances than BRNN-s1-s3-neuron models. There were decreasing trends in estimates of genetic and residual variances when the number of neurons increased in the BRNN-s1-s3-neuron models and estimates of variances from BRNN-s1-neuron model were found more similar with those from GBLUP model to compare to those from BRNN-s2-s3-neuron models. However, estimates of heritability were higher in BRNN-s1-s3-neuron models than in GBLUP model and BRNN-s1-neuron and GBLUP model resulted in similar heritability estimates for mice training datasets. Figure 8 and 9 show the distributions and averages of correlations between observed and predicted BW phenotypes in the 10-fold training and 10-fold cross-validation mice datasets for GBLUP and BRNN-s1-s3-neuron models, respectively. As seen in Figure 8, the correlations, r(y, y) , between the observed (y) and predicted phenotypic ( y) values from training datasets ranged from 0.673 to 0.695 for GBLUP, from 0.855 to 0.879 for BRNN-s1-neuron, from VOLUME 7, 2019 FIGURE 5. Estimates of genetic (σ 2 g ) variance of BW phenotypes from GBLUP and BRNN-s1-s3-neuron models obtained from a 10-fold training data sets.
0.975 to 0.994 for BRNN-s2-neuron and from 0.994 to 0.999 for BRNN-s3-neuron models. GBLUP model resulted in lower correlations (on average, 0.683) than BRNN-s1-s3-neuron models for the 10-fold training datasets. BRNNs1-neuron model produced lower correlations (0.868) than BRNN-s2-neuron (0.987) and BRNN-s3-neuron (0.996) models and BRNN-s2-s3-neuron models leads to more similar and very high correlations which indicate almost perfect one-to-one linear relationship between the observed (y) and predicted phenotypic ( y) values for training datasets. Correlations from 10-fold training datasets were similar within GBLUP and BRNN-s1-s3-neuron models. Also, the number of neurons in BRNN-s1-s3-neuron models resulted in the increasing and similar correlations among 10-fold training datasets. Paired-sample t-test showed that the correlations from BRNN-s1-s3-neuron models were statistically higher than those from GBLUP model (p-value < 0.01). Predictive performance of GBLUP and BRNN-s1-s3-neuron models was investigated by examining the correlations from 10-fold cross-validation datasets. As seen in Figure 9 , the correlations were much lower in the 10-fold cross-validation than in the 10-fold training datasets, as expected. The correlations ranged from 0.314 to 0.512 for GBLUP, from 0.227 to 0.449 for BRNN-s1-neuron, from 0.154 to 0.366 for BRNN-s2-neuron and from 0.183 to 0.345 for BRNN-s3-neuron models.
On average, they were 0.419 for GBLUP, 0.336 for BRNN-s1-neuron, 0.256 for BRNN-s2-neuron and 0.250 for BRNN-s3-neuron models.
In 10-fold cross-validation data sets, the overall predictive ability of models was low. BRNN-s1-s3-neuron models resulted in lower correlations (on average, 0.683) than GBLUP model for the 10-fold cross-validation datasets. BRNN-s1-neuron model produced higher correlations (0.336) than BRNN-s2-neuron (0.256) and BRNNs3-neuron (0.250) models and BRNN-s2-s3 neuron models leads to lowest correlations between the observed (y) and predicted phenotypic ( y) values from 10-fold cross-validation datasets. Correlations from 10-fold cross-validation datasets varied more within GBLUP and BRNN-s1-s3-neuron models. Also, the number of neurons in BRNN-s1-s3-neuron models resulted in the decreasing and varied correlations among 10-fold cross-validation datasets. The pair-sampled t-test indicated that there were statistically significant differences between predictive ability of BRNN-s1-s3 and GBLUP models (p-value < 0.01).
Okut et al. [15] applied BRNN models to analyze body mass index in mice by using SNP markers. They found 79206 VOLUME 7, 2019 FIGURE 6. Estimates of residual (σ 2 e ) variance of BW phenotypes from GBLUP and BRNN-s1-s3-neuron models obtained from a 10-fold training data sets.
that when the number of neurons in the hidden layer was increased, the number of effective parameters increased and in terms of predictive ability, a network with five neurons in the hidden layer attained the highest correlation in the test data although differences among networks were negligible. Perez-Rodriguez et al. [38] indicated that algorithms implementing BRNN are complex, because it is necessary to perform time consuming matrix operations. This is a serious issue when the number of unknown parameters is very large. Also, the estimated effective number of parameters can provide some insight about the number of neurons to be used in BRNN. For example, if a model if fitted with 2 and 3 neurons and remains the estimated effective number of parameters about the same in both cases the model with fewer neurons is preferred because the model has fewer parameters. In this study, when the number of neurons in the hidden layer was increased for BRNN model from one to three, the estimated effective number of parameters increased gradually from 259.9, 296.4 to 341.0, but without clear differences between correlations (p-value > 0.05).
A detailed discussion about the use of this parameter can be found in Foresee and Hagan [39] , Gianola et al. [9] and Okut et al. [15] .
Using different network architectures, Gianola et al. [9] found that BRNN outperformed a linear model when predicting yield traits in dairy cows. By reducing the number of markers from all the SNPs available, Okut et al. [15] , also found that BRNN could produce a predictive performance similar to linear regression models using mouse data. Perez-Rodriguez et al. [38] , evaluating a wheat population also found that the predictive ability of BRNN was similar to that of the Bayesian Lasso and other linear models.
Our results indicated that linear genome-enabled prediction (GBLUP) model and neural network (BRNN) models with one to three neurons based on genomic relationship showed small differences in predicting future BW phenotypes in validation data sets.
Genomic relationship matrix was constructed under the assumption that all SNPs had the same contribution toward explaining the degree of relatedness among individuals. This could create a possible 'dilution effect' of those that truly contribute to signal. For instance, alleles with a low allelic frequency that are present in a pair of individuals may be more informative of kinship than if the two individuals share common alleles.
Predictive ability of models should be better if individuals in training and validation data sets have more molecular similarity or genetic relatedness [40] . However, if genomic similarity among individuals is high in a population, this reduces effective population size, accordingly [41] . This VOLUME 7, 2019 FIGURE 7. Estimates of heritability (h 2 ) of BW phenotypes from GBLUP and BRNN-s1-s3-neuron models obtained from a 10-fold training data sets. also suggests that a cross-validation distribution from random partitions into training and validation datasets may be misleading, as one would expect that predictive ability is larger within than between clusters [42] . Random partitioning assumes that individuals are homogeneous with respect to genetic relationships (a measure of genetic/genomic relatedness or similarity among individuals), family structure (full-sibs, half-sibs sets), and linkage disequilibrium (a nonrandom association between alleles at different loci) relationships [43] . In our study, the same 10-fold CV was used for assessing performance of all models, so hidden structure is not expected to influence the comparison among models.
V. CONCLUSION
In last decade, several statistical approaches have been developed for predicting genetic values for complex traits using information on dense molecular markers (SNP). The Bayesian regularized neural networks (BRNN) among statistical approaches have been widely used in prediction problems in other fields of application and, more recently, for genome-enabled prediction. The correlations from GBLUP and BRNN-s1-s3-neuron models for the simulated and actual mice datasets indicated that there was no superiority of BRNN-s1-s3-neuron models over GBLUP model for predictive performance. In BRNN models, as the number of neurons increases, the number of parameters to be estimated also increases; and as the number of parameters rises, the risk of over-fitting also increases. In this study, Correlation results from BRNN-s2 and BRNN-s3-neuron models indicated overfitting problem in training datasets as the number of neurons and parameters rises and this led to worse predictions in the validation datasets. BRNN model with one neuron had less parameters and resulted in predictive performance similar with those from GBLUP model. BRNN models have the potential ability to capture non-linear relationships in datasets; however, the simulated and actual mice datasets did not allow us to corroborate this possibility.
