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POINT PROCESSES AND THE
INFINITE SYMMETRIC GROUP
PART II: HIGHER CORRELATION FUNCTIONS
Alexei Borodin
Abstract. We continue the study of the correlation functions for the point stochas-
tic processes introduced in Part I (G. Olshanski). We find an integral representation
of all the correlation functions and their explicit expression in terms of multivariate
hypergeometric functions. Then we define a modification (“lifting”) of the processes
which results in a substantial simplification of the structure of the correlation func-
tions. It turns out that the “lifted” correlation functions are given by a determinantal
formula involving a kernel. The latter has the form (A(x)B(y)−B(x)A(y))/(x− y),
where A and B are certain Whittaker functions. Such a form for correlation functions
is well known in the random matrix theory and mathematical physics. Finally, we
get some asymptotic formulas for the correlation functions which are employed in
Part III (A. Borodin and G. Olshanski).
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Introduction
In this paper we compute the higher correlation functions of a remarkable family
of stochastic point processes introduced by G.I Olshanski in [O]. The main result is
an explicit integral representation for the correlation functions. We also introduce a
modification of the processes that provides a connection with certain class of known
processes. The present paper is the continuation of [O]. In the next paper [BO] we
give some applications of our results.
In general, our point processes have a representation-theoretic origin, see [KOV],
[O]. Here, to be concrete, we give a shorter definition of the processes via finite-point
approximations, see [O].
Let us consider the Thoma simplex Ω (see [O])
Ω =
{
α1 ≥ α2 ≥ . . . ≥ 0, β1 ≥ β2 ≥ . . . ≥ 0;
∑
(αi + βi) ≤ 1
}
and its face
Ω0 =
{
α1 ≥ α2 ≥ . . . ≥ 0, β1 ≥ β2 ≥ . . . ≥ 0;
∑
(αi + βi) = 1
}
.
We define a sequence P
(n)
zz′ ; n = 1, 2, . . . , of discrete probability measures on Ω0
depending on two complex parameters z, z′ as follows. The support of the nth
measure consists of all points of the form(
p1 + 1/2
n
> . . . >
pd + 1/2
n
,
q1 + 1/2
n
> . . . >
qd + 1/2
n
)
∈ Ω0,
p1, q1, . . . pd, qd ∈ {0, 1, 2, . . .}; d = 1, 2, . . . ;
d∑
i=1
(pi + qi + 1) = n.
Here all αi, βi for i > d are zeros.
The measure of such a point equals
P
(n)
zz′ (p|q) =
n!td
(t)n
d∏
i=1
(z + 1)pi(z
′ + 1)pi(−z + 1)qi(−z′ + 1)qi
(pi!)2(qi!)2
· det2
(
1
pi + qj + 1
)
where t = zz′ and (a)k = Γ(a + k)/Γ(a) stands for the Pohgammer symbol. For
the parameters z and z′ there are two possibilities, if we assume that the measure
of a point described above is always strictly positive,
(1) z′ = z¯ and z /∈ Z
(2) z and z′ are real and m < z, z′ < m+ 1 for some m ∈ Z.
One can prove that we really obtain a sequence of probability measures that
weakly converges as n→∞ to some probability measure Pzz′ on Ω.
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The measure P
(n)
zz′ can be regarded as a probability distribution on the set of
all Young diagrams of order n, if we consider the numbers (p1, . . . , pd; q1, . . . , qd)
as the Frobenius coordinates of a Young diagram, see [M, §I.1] for the Frobenius
notation. Furthermore, the values P
(n)
zz′ (p|q) can be regarded as ‘moments’ of the
limit measure Pzz′ . Namely,
P
(n)
zz′ (p|q) = dimλ
∫
Ω
s˜λ(ω)Pzz′(dω)
where (p|q) is considered as the Frobenius notation for a Young diagram λ; dimλ
is the dimension of the complex irreducible representation of the symmetric group
Sn corresponding to λ (see [M], [JK]); and s˜λ stands for the so-called extended
Schur function, see [O], [KOO] for details. These moments lie in the base of all our
computations.
Now we shall introduce the point process, see [DVJ] for general information
about point processes. Let us denote by I the punctured interval [0, 1] \ {0}. We
shall call a set that does not intersect a sufficiently small interval (−ε, ε) a test
set. A configuration is, by definition, a finite or countable system of points in I
such that its intersection with any test set is finite. For any point of Ω we define
the corresponding configuration (α1, α2, . . . ,−β1,−β2, . . . ), where we suppose that
αi and βi are nonzero. Then the probability measure Pzz′ on Ω provides us a
probability measure on the configurations, i.e. a point process. We compute the
correlation functions of these processes.
In what follows we use the notion of the correlation measure as well as that of
the correlation function. The latter is defined as the density of the former with
respect to the Lebesgue measure. As a distribution it always exists. Note that in
[DVJ] the correlation measure is referred to as ‘factorial moment measure’.
We shall work with distributions all over this paper. Everywhere below the word
‘distribution’ is understood as a synonym of ‘generalized function’, and our notation
for the distributions coincides with the usual one for generalized functions.
The paper is organized as follows.
Chapter 1 contains the computation of the correlation functions. In [O] the com-
putation was reduced to a rather complicated multidimensional moment problem,
which we formulate in Section 1.1. This moment problem contains the values of
irreducible characters of finite symmetric groups. In Section 1.2 we give a refor-
mulation of the well-known Murnaghan-Nakayama rule for computing these values.
The results of Section 1.2 allow to reduce the moment problem to a finite num-
ber of simpler moment problems; this reduction is carried out in Section 1.3. In
Section 1.4 we introduce three simple operations on compactly supported distri-
butions, these operations correspond to some natural operations on the moments
of distributions. Using these operations, in Section 1.5 we construct the solutions
of simplified moment problems stated in 1.3. In this construction we use certain
distributions Id, d = 0, 1, 2, . . . with given moments. To clarify the idea of construc-
tion in 1.5, we postpone the explicit computation of Id’s to Section 1.6. After this
computation we already have an expression of the correlation functions in the form
of a finite sum of some known distributions. However, the summation is taken over
a complicated combinatorial set; and we substantially simplify the description of
this set in Section 1.7.
It turns out to be much easier to describe the correlation functions (and the
whole process), if we restrict ourselves to the behaviour of αi’s (or βi’s) only, see
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the definition of the point processes above. We do this in Chapter 2. Section 2.1
explains that in this case only one summand of the complicated finite sum from
Chapter 1 is relevant. In Section 2.2 we produce a simple integral representation
of this summand; and it awfully resembles that of multivariate hypergeometric
functions. In Section 2.3 we introduce Lauricella hypergeometric functions of type
B and in the next section we express the correlation functions via these Lauricella
functions explicitly. These two sections are considered to be optional. They contain
rather hard technical work, and results obtained there will be used in also optional
Sections 4.2 and 4.3. In Section 2.5 we prove that our point processes are simple,
i.e., that there are no repetitions of αi’s or βi’s with probability 1.
Chapter 3 is devoted to a modification of our processes, which we call lifted pro-
cesses. The idea is that a simple lifting of measures Pzz′ from Ω0 to the bigger
space of pairs of convergent series with positive terms substantially simplifies the
correlation functions. In Section 3.1 we introduce a general formalism of the lift-
ing and show that its application to well-known Poisson-Dirichlet processes gives
just a Poisson process. In Section 3.2 we demonstrate that the lifting reduces mul-
tidimensional integral representations of correlation functions obtained before to
determinants built from a function in 2 variables with a given integral represen-
tation. In the context of Chapter 2 the situation is even more simpler: the lifted
correlation functions are given by determinantal formulas with a kernel expressed
via Whittaker functions, we prove this in Section 3.3. We call the kernel the Whit-
taker kernel, the explicit formula for it is one of our main results. Determinantal
formulas for correlation functions provides a connection of our processes with those
arising in random matrices and with certain models of mathematical physics. We
hope to clarify this connection in subsequent papers.
In Chapter 4 we compute the asymptotics of both lifted and non-lifted correla-
tion function at the origin, which happens to be the same. This computation can be
considered as an application of our integral representations. But its main destina-
tion is to provide a base for considering so-called tail processes, which describe the
behaviour of particles ‘infinitely close to zero’, see [BO] for further explanations. It
turns out to be much easier to compute the asymptotics in the lifted case: it suffices
to work only with the Whittaker kernel. This is done in Section 4.1. Section 4.2
and 4.3 are optional: they, again, contain many technicalities which do not produce
surprising results. However, without them this work would be incomplete. In Sec-
tion 4.2 we construct asymptotic formulas for Lauricella hypergeometric functions,
and in Section 4.3 we use them to compute the asymptotics in the non-lifted case.
The computation substantially exploits formulas from Section 2.4.
This work was totally inspired by G. I. Olshanski. Besides that he set up the
problem, numerous stimulating discussions with him played the crucial role for the
whole work. I am happy to express him my deep gratitude.
1. General Structure of The Correlation Functions
1.1. The moment problem. As was shown in [O], the calculation of the cor-
relation functions of our processes can be reduced to the calculation of the fam-
ily of probability measures on cubes [−1, 1]n, n = 1, 2, . . . , with their moments
known. These measures will be referred to as controlling measures and denoted by
σ
(zz′)
n (dx1, . . . , dxn); we shall denote their densities with respect to the Lebesgue
measure by σ
(zz′)
n (x1, . . . , xn). The densities are considered as distributions (with
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compact supports). Here z and z′ are parameters of the process, see Introduc-
tion. The moments of the controlling measures are given by the following explicit
formulas, see [O, Proposition 3.3],∫
[−1,1]n
xl11 · · ·xlnn σ(zz
′)
n (dx1, . . . , dxn) =
n∑
d=1
∑
p1>...>pd≥0
q1>...>qd≥0
|p|+|q|+d=|l|+n
χ
(p1,... ,pd|q1,... ,qd)
(l1+1,... ,ln+1)
× t
d
(t)|p|+|q|+d
d∏
i=1
(z + 1)pi(−z + 1)pi(z′ + 1)qi(−z′ + 1)qi
pi!qi!
· det
(
1
pi + qj + 1
)(1.1)
where l1, . . . , ln = 0, 1, 2, . . . ;
|p| = p1 + . . .+ pd, |q| = q1 + . . .+ qd, |l| = l1 + . . .+ ln + n;
(p1, . . . , pd|q1, . . . , qd) is the Frobenius notation for a Young diagram, see [M, §I.1];
and χλm1,... ,mk (λ is an arbitrary Young diagram, m1, . . . , mk are positive integers)
stands for the value of the irreducible character χλ of the symmetric group S|λ| at
any permutation with k cycles of length m1, . . . , mk, see [JK], [M].
The connection between the correlation and controlling measures is provided by
the following statement proved in [O, Proposition 4.3].
Theorem 1.1.1. On the set {(x1, . . . , xn) ∈ In| xi 6= xj for i 6= j}
ρ(zz
′)
n (x1, . . . , xn) =
1
|x1 · · ·xn|σ
(zz′)
n (x1, . . . , xn).
Moreover, using [O, Proposition 4.2] we shall demonstrate (see Section 2.5) that
the set
{(x1, . . . , xn) ∈ In| xi = xj for some i 6= j}
is a null set with respect to the nth correlation measure.
Thus, our problem is completely reduced to the calculation of the controlling
measures.
1.2. Combinatorics of the Murnaghan-Nakayama rule. In the following
we shall need a reformulation of the well-known Murnaghan-Nakayama rule for
computing the values of irreducible characters of finite symmetric groups.
Theorem 1.2.1 (Murnaghan-Nakayama rule, see [M, §I.7, Ex.5]). Let λ be
a Young diagram, |λ| = n; ρ = (ρ1, . . . , ρk), all ρi are positive integers, ρ1+. . . ρk =
n. Then
χλρ =
∑
S
(−1)ht(S)
where the sum is taken over all sequences of Young diagrams S = (λ(0) ⊂ λ(1) ⊂
. . . ⊂ λ(k) = λ) such that λ(i) − λ(i−1) is a skew ρi-hook; ht(S) is the height of S,
ht(S) =
∑
i
ht(λ(i) − λ(i−1)).
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(The height of a skew hook is one less than the number of rows it occupies.)
Let us introduce some notation.
We shall consider certain positive integral-valued variables which will be called
linear horizontal and linear vertical blocks.
We also use variables whose possible values are pairs (p, q) ∈ {0, 1, . . .}2, and we
call these variables hook blocks.
The filling number of a linear block is its value. For a hook block we shall call p
the filling p-number and q the filling q-number of this block.
The value of a linear block will be also called the cardinality of the block. For a
hook block we define its cardinality as the sum of its two filling numbers plus one.
A fragment is, by definition, a partially ordered finite set of blocks subject to the
conditions
(1) there is exactly one hook block that precedes all the others;
(2) all linear horizontal blocks are linearly ordered;
(3) all linear vertical blocks are linearly ordered;
(4) there are no other order relations.
Finally, we shall call a finite set of fragments with linear ordering of all their
blocks (the ordering is compatible with the partial orderings inside the fragments)
a structure.
A structure is called filled if all filling numbers of its blocks are known.
The ordered set of cardinalities of all blocks of a filled structure is called the
cardinality of the filled structure (the order of blocks’ cardinalities is the same as
the order of blocks in the structure) .
We shall denote by υ(T ) the number of linear vertical blocks in T .
Let us define the filling p-number (q-number) of a fragment as the sum of the
p-number of its hook block and the filling numbers of its linear horizontal blocks
(the sum of the q-number of the hook block and the filling numbers of its linear
vertical blocks, respectively).
Thus, any filled structure T with d fragments produces a set of pairs
{(P1, Q1), . . . , (Pd, Qd)}
which consists of the filling p- and q-numbers of the fragments.
Let us define the sign of T as follows
sgnT = sgn
(∏
i<j
(Pi − Pj)(Qi −Qj)
)
(−1)
∑
Qj+υ(T ).
Our main statement in this section is the following
Theorem 1.2.1’. Under the conditions of Theorem 1.2.1
(1.2) χλρ =
∑
T
sgnT,
where the sum is taken over all filled structures with the cardinality ρ = (ρ1, . . . , ρk)
such that the sets {P1, . . . , Pd} and {Q1, . . . , Qd} of the filling p- and q-numbers of
the fragments coincide, up to a permutation, with the Frobenius coordinates of the
Young diagram λ.
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Remark 1.2.2. For the calculation of the nth correlation function we shall consider
the structures with n blocks. For n = 1 there is only one such structure; it has one
hook block. For n = 2 we have already 3 such structures: the structure with two
fragments, each of them consists of one (hook) block; the structure with one hook
and one vertical block; and the structure with one hook and one horizontal block.
Proof of Theorem 1.2.1’. We shall call the structures, which can be obtained from
a given one by throwing out several last (in the sense of the ordering inside the
structure) blocks, the substructures of the given structure. A filling of the initial
structure induces the fillings of all its substructures. We shall call a filled structure
proper if for all its substructures (including itself) the following assertion holds: all
filling p-numbers (as well as q-numbers) of the fragments are mutually distinct.
The statement of Theorem 1.2.1’ immediately follows from the following lemmas.
Lemma 1.2.3. All proper filled structures T which participate in the sum (1.2) are
in one-to-one correspondence with the sequences S from Theorem 1.2.1. Moreover,
(1.3) sgnT = (−1)ht(S)
for corresponding T and S.
Lemma 1.2.4. The part of the sum (1.2) corresponding to all improper filled struc-
tures T vanishes.
Clearly, these lemmas and Theorem 1.2.1 imply Theorem 1.2.1’.
Proof of Lemma 1.2.3. Any removal of a skew θ-hook from a Young diagram is
equivalent either to a removal of two Frobenius coordinates of the diagram with
their sum equal to θ−1, or to a reduction of a Frobenius p-coordinate or q-coordinate
by θ.
More precisely, if we remove a θ-hook s that does not intersect the diagonal and
lies to the right of it occupying the rows from ith to jth, i < j, then it is equivalent
to the following changes in the sequence of Frobenius p-coordinates (p1 > . . . > pd)
of our diagram
(p1 > . . . > pd)→ (p1 > . . . > pi−1 > pi+1 > . . . > pj > pi − θ > pj+1 > . . . > pd).
By definition,
(−1)ht(s) = (−1)j−i.
If we remove a θ-hook s that lies completely to the left of the diagonal occupying
the columns from i′th to j′th, then, by analogy, it is equivalent to the following
changes in the sequence of Frobenius q-coordinates of the diagram
(q1 > . . . > qd)→ (q1 > . . . > qi′−1 > qi′+1 > . . . > qj′ > qi′−θ > qj′+1 > . . . > qd)
The cardinality θ of s is the sum of the number of columns occupied by s plus the
number of rows occupied by s minus one. Therefore,
(−1)ht(s) = (−1)θ+j′−i′+1.
Finally, if we remove a θ-hook that intersects the diagonal of the diagram, oc-
cupies rows starting from the ith one, and columns starting from the i′th one; it
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is equivalent to removing the ith Frobenius p-coordinate and the i′th Frobenius
q-coordinate, and
pi + qi′ = θ − 1.
This θ-hook can be divided into three parts: pi-hook lying to the right of the
diagonal, qi′ -hook lying to the left of the diagonal, and a box lying on the diagonal.
Using this and previous considerations, one can easily compute that
(−1)ht(s) = (−1)i′−i+qi′ .
We define the correspondence from the hypothesis of Lemma 1.2.3 in such way
that three operations described above correspond to deleting a linear horizontal, a
linear vertical, or a hook block of a structure respectively.
Formally it can be made by induction on k (the number of blocks in T or the
length of ρ). Namely, for k = 1 the sequence ∅ = λ(0) ⊂ λ(1) = λ, λ = (p|q),
corresponds to the structure T with one hook block, and its p- and q-filling numbers
are exactly p and q. Furthermore, if a sequence S′ with k = m is obtained from
some sequence S with k = m+1 by throwing out the last skew hook λ(m+1)−λ(m),
then the corresponding to S′ structure T ′ is obtained from corresponding to S
structure T by throwing out the (m+1)th block. If the hook thrown out lies to the
right of the diagonal, to the left of the diagonal, or intersects the diagonal, then the
corresponding block is linear horizontal, linear vertical, or hook respectively. The
Frobenius p- and q-coordinates of λ = λ(m+1) coincide (up to permutations) with
p- and q-filling numbers of fragments of T .
Let us check the coincidence of signs (1.3). We shall do this by induction on the
number of blocks. If our structure has only one (hook) block with p and q as its
filling numbers then the corresponding diagram λ = (p|q) is a skew hook itself, and
the corresponding sequence S is ∅ = λ(0) ⊂ λ(1) = λ. In this case
sgnT = (−1)ht(S) = (−1)q.
Let us consider a structure T with m + 1 blocks such that the (m + 1)th block of
T is linear horizontal and its filling number is θ. Let us denote by T ′ the structure
obtained by removing the (m+ 1)th block from T (as above). At the beginning of
the proof we considered the corresponding removal of a skew θ-hook s. The p-filling
numbers (P1, . . . , Pd) of fragments of T are permuted numbers (p1 > . . . > pd). It
is easy to see, that if we reduce one of P ’s corresponding to pi by θ, then the sign
of
∏
i<j(Pi − Pj) and sgnT will be multiplied by (−1)i−j , that coincides with the
sign (−1)ht(s). So we have reduced the coincidence of signs for T and corresponding
sequence S to that for T ′ and corresponding sequence S′, and the number of blocks
in T ′ is less then that in T . One can easily check that the same reduction works for
the last block of T being linear vertical or hook as well. Modulo this check, (1.3)
is proved by induction.
The condition that all structures must be proper is necessary because the Frobe-
nius p- or q-coordinates of any Young diagram are pairwise distinct. 
Proof of Lemma 1.2.4. Let us exclude from our consideration improper filled struc-
tures with equal p- or q-numbers of fragments; their signs are zeros. All the other
improper structures will be divided into pairs with opposite signs.
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Let us fix one such structure. Let us choose from its substructures the biggest
with equal p- or q-numbers. To be concrete, let there be two equal filling p-numbers
of some two fragments. Let us exchange in this fragments all linear horizontal
blocks which distinguish the initial structure and the substructure. The set of such
blocks is not empty, because the initial structure has different p-numbers. Thus we
obtained a new filled structure which will be the pair for the initial one. Obviously,
the procedure described above is involute, and the structures in one pair have
opposite signs (the Vandermonde determinant
∏
i<j
(Pi−Pj) (or
∏
i<j
(Qi−Qj) in case
of q-numbers) changes its sign). 
Remark 1.2.5. The coincidence of signs (1.3) for a structure without linear blocks
was communicated to me by G. I. Olshanski.
1.3. A simplification of the moment problem. Our goal in this section is
to represent the nth correlation measure as a sum of distributions with compact
supports; the summands will be naturally parametrized by (not filled) structures
with n blocks. The distributions will be defined as the solutions of moment problems
which are much simpler than the initial one, see 1.1.
Proposition 1.3.1. The moments of the nth controlling measure have the form
〈σ(zz′)n (x1, . . . , xn), xl11 · · ·xlnn 〉 =
∑
T
td(−1)
∑
Qi+υ(T )
×
∏
i
(z + 1)Pi(z
′ + 1)Pi(−z + 1)Qi(−z′ + 1)Qi
(t)∑ (Pi+Qi+1)∏
i
Pi!Qi!
det
(
1
Pi +Qj + 1
)
where the summation is taken over all filled structures T of the cardinality (l1 +
1, . . . , ln + 1); (P1, . . . , Pd;Q1, . . . , Qd) are the filling numbers of the fragments of
T , d is the number of the fragments.
Proof. This statement is an immediate corollary of the formula (1.1) and Theorem
1.2.1’. The only thing to mention here is that due to the well known formula for
the Cauchy determinant (see [W])
det
(
1
Pi +Qj + 1
)
=
∏
i<j
(
(Pi − Pj)(Qi −Qj)
)
∏
i,j
(Pi +Qj + 1)
we may use the equality
sgn det
(
1
Pi +Qj + 1
)
= sgn
∏
i<j
(
(Pi − Pj)(Qi −Qj)
)
. 
Let us represent the sum from Proposition 1.3.1 as the double sum: the outer
summation will be taken over all structures with n blocks, and the inner summation
will be taken over all possible fillings of the structure given by the outer sum. Thus
we obtain partitions of all the moments into summands parametrized by the unfilled
structures with n blocks. In Section 1.5 we shall construct the distribution with
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a compact support with its moments equal to the summands corresponding to a
fixed structure T ; this distribution will be denoted by σ
(zz′)
n (T ). Now we are going
to reformulate the moment problem for σ
(zz′)
n (T ).
Let us fix a structure T with n blocks and d fragments. Let us enumerate the
fragments arbitrarily by the numbers from 1 to d. We denote the number of linear
horizontal blocks in the ith fragment by µi and the number of linear vertical blocks
– by νi. Thus
d∑
i=1
(µi + νi + 1) = n
(in each fragment there is exactly one hook block).
In this notation υ(T ) =
∑d
i=1 νi.
We say that the variable xj corresponds to a block if the block has the number
j in the total blocks’ ordering of T . Let us rename the variables x1, . . . , xn by the
letters
ai, {bji}µij=1, {cji}νij=1; i = 1, . . . , d;
so that the variable ai corresponds to the hook block of the ith fragment; {bji}µij=1
correspond to the horizontal blocks of the ith fragment; and {cji}νij=1 correspond to
the vertical blocks of the ith fragment.
By analogy with this, let us rename the numbers (l1, . . . , ln) by the letters
({Ai}, {Bji }, {Cji }).
Proposition 1.3.2. With the preceding notation
σ(zz
′)
n =
∑
T
σ(zz
′)
n (T ),
the sum is taken over all structures T with n blocks and
(1.4)
〈σ(zz′)n (T ),
d∏
i=1
(
aAii (b
1
i )
B1i · · · (bµii )B
µi
i (c1i )
C1i · · · (cνii )C
νi
i
)
〉
= td
∑
A′i+A
′′
i =Ai
i=1,... ,d
(−1)
∑
Qi+υ(T ) ·
∏
i
(z + 1)Pi(z
′ + 1)Pi(−z + 1)Qi(−z′ + 1)Qi
(t)∑ (Pi+Qi+1)∏
i
Pi!Qi!
× det
(
1
Pi +Qj + 1
)
where
(1.5)

Pi = A
′
i +
µi∑
j=1
(Bji + 1)
Qi = A
′′
i +
νi∑
j=1
(Cji + 1).
Proof. The only freedom in filling a structure T with a fixed cardinality is that we
can vary filling p- and q-numbers of every hook block with their sum fixed. If we
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denote the p-number of the hook block in the ith fragment of T by A′i and the
q-number of the same block by A′′i , then we observe that the cardinality of the
block in question equals Ai + 1 = A
′
i + A
′′
i + 1. Computing the filling numbers of
the fragments (denoted by Pi and Qi) together with the definition of σ
(zz′)
n (T ) and
Proposition 1.3.1 complete the proof. 
1.4. Contraction, pseudoconvolution, and diagonalization. In this section
we shall introduce three operations on distributions which will be used further for
the construction of solutions of our moment problems (see previous section for the
setting of the problems).
Proposition 1.4.1 (‘Contraction’). Let f(ξ1, ξ2, η1, . . . , ηk), k ≥ 0, be a distri-
bution with compact support and the moments
〈f, ξ1α1ξ2α2η1β1 . . . ηkβk〉 = mα1α2β1...βk .
Then there exists a distribution g(ξ, η1, . . . , ηk) with a compact support and the
moments
〈g, ξαη1β1 . . . ηkβk〉 =
∑
α1+α2=α
(−1)α2mα1α2β1...βk .
If, moreover, supp ⊂ {ξ1 ≥ 0, ξ2 ≥ 0}, then in the domain {ξ 6= 0} the following
equality holds
g(ξ, η1, . . . , ηk) =
∫
y≥0
|ξ|
|ξ|+ y (f(ξ, y, η1, . . . , ηk) + f(y,−ξ, η1, . . . , ηk))dy.
We shall use the notation
g(ξ, η1, . . . , ηk) = Cξξ1ξ2 [(f(ξ1, ξ2, η1, . . . , ηk)] .
Proof. The value of the distribution g on any test function ψ(ξ, η1, . . . , ηk) is given
by the formula
〈g, ψ〉 = 〈f, ξ1ψ(ξ1, η1, . . . , ηk) + ξ2ψ(−ξ2, η1, . . . , ηk)
ξ1 + ξ2
〉.
Proposition 1.4.2 (‘Pseudoconvolution’), see [O].
Let f(ξ1, . . . , ξm) and g(η1, . . . , ηm) be distributions with compact supports and
the moments
〈f, ξ1α1 · · · , ξmαm〉 = mα1...αm , 〈g, η1β1 · · · , ηmβm〉 = nβ1...βm .
Then there exists a distribution h(ζ1, . . . , ζm) with compact support and the mo-
ments
〈h, ζ1γ1 · · · , ζmγm〉 = mγ1...γmnγ1...γm .
Moreover,
supp h ⊂ supp f · supp g.
We shall use the notation
h = f ⊙ g.
Proof. The value of the distribution h on a test function ψ is given by the formula
〈h, ψ〉 =
∫
f(ξ1, . . . , ξm)g(η1, . . . , ηm)ψ(ξ1η1, . . . , ξmηm)
m∏
i=1
dξidηi.
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Proposition 1.4.3 (‘Diagonalization’). Let f(ξ, η1, . . . , ηk), k ≥ 0, be a distri-
bution with the moments
〈f, ξαη1β1 · · · ηkβk〉 = mαβ1...βk .
Then the moments of the distribution
g(ξ1, ξ2, η1, . . . , ηk) = f(ξ1, η1, . . . , ηk)δ(ξ2 − ξ1)
equal
〈g, ξ1α1ξ2α2η1β1 · · ·ηkβk〉 = mα1+α2β1...βk .
We shall use the notation
g(ξ1, ξ2, η1, . . . , ηk) = Dξ1ξ2ξ [f(ξ, η1, . . . , ηk)] .
Proof. Obvious.
1.5. The distributions σ
(zz′)
n (T ). In the present section we shall construct the
solutions of the moment problems (1.4) for all T starting from a certain family
of distributions. We shall also establish that only few of these solutions really
contribute to the correlation functions.
The crucial role in the whole construction is played by the family of distributions
called Id(a
′
1, a
′′
1 ; . . . ; ad, a
′′
d), d = 1, 2, . . . , whose moments, by definition, are equal
to
〈Id(a′1, a′′1 ; . . . ; a′d, a′′d), (a′1)A
′
1(a′′1)
A′′1 · · · (a′d)A
′
d(a′′d)
A′′d 〉
=
∏
i
(z + 1)A′
i
(z′ + 1)A′
i
(−z + 1)A′
i
(−z′ + 1)A′′
i∏
i
A′i!A
′′
i !(t)
∑
(A′
i
+A′′
i
+1)
· det
(
1
A′i + A
′′
j + 1
)
.(1.6)
The following statement will be proved in the next section, and now, in order to
clarify the construction, we shall assume that it is true.
Proposition 1.5.1. There exist distributions Id(a
′
1, a
′′
1 ; . . . ; ad, a
′′
d), d = 1, 2, . . . ,
such that their moments are given by (1.6). Moreover,
(1.7) supp Id ⊂ {(a′1, a′′1 ; . . . ; a′d; a′′d) ∈ R2d+ |
d∑
i=1
(a′i + a
′′
i ) ≤ 1}.
We use the notation introduced in 1.3. Let us denote (for all i = 1, . . . , d)
(1.8)
Ci = Caia′ia′′i ,
D′i =
µi∏
j=1
Da
′
ib
j
i
a′i
, D′′i =
νi∏
j=1
Da
′′
i ,−c
j
i
a′′i
,
Di = D′iD′′i .
Moreover, let us denote byMi (for all i = 1, . . . , d) the operation of multiplication
of a distribution by (a′i)
µi(a′′i )
νi .
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Proposition 1.5.2. For any fixed structure T the compactly supported distribution
σ
(zz′)
n (T ) in variables
ai, {bji}µij=1, {cji}νij=1; i = 1, . . . , d;
defined by
σ(zz
′)
n (T ) = t
d
(
d∏
i=1
Ci
)(
d∏
i=1
Di
)(
d∏
i=1
Mi
)
· Id(a′1, a′′1 ; . . . ; a′d, a′′d)
gives a solution of the ‘simplified moment problem’ (1.4).
Proof. The following proof is nothing but sequential applications of statements from
the previous section. Let us introduce the distributions
X =
(
d∏
i=1
Mi
)
· Id(a′1, a′′1 ; . . . ; a′d, a′′d)
in variables a′i, a
′′
i , i = 1, . . . , d;
Y =
(
d∏
i=1
Di
)
·X
in variables a′i, a
′′
i , {bji}µij=1, {cji}νij=1, i = 1, . . . , d; and
Z =
(
d∏
i=1
Ci
)
· Y
in variables ai, {bji}µij=1, {cji}νij=1, i = 1, . . . , d. Let us introduce the following nota-
tion. For a distribution f(ξ1, . . . , ξk) we shall denote by ml1,... ,lk(f) its (l1, . . . , lk)-
moment. That is,
ml1,... ,lk(f) = 〈f, ξl11 · · · ξlkk 〉.
Denote
A′ = {A′i}di=1, A′′ = {A′′i }di=1, A = {Ai}di=1;
B = {Bji }d,µii=1,j=1, C = {Cji }d,νii=1,j=1;
µ = {µi}di=1, ν = {νi}di=1;
cf. 1.3. Then, by Proposition 1.4.1,
(1.9) mA,B,C(Z) =
∑
A′+A′′=A
A′i,A
′′
i ≥0
(−1)|A′′|mA′,A′′,B,C(Y )
where the absolute value sign for a vector stands for the sum of its coordinates.
Furthermore, by Proposition 4.3 we get
(1.10) mA′,A′′,B,C(Y ) = (−1)|C|mA′+B,A′′+C(X)
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where
B = {Bi}di=1, Bi =
µi∑
j=1
Bji ;
C = {Ci}di=1, Ci =
νi∑
j=1
Cji , |C| =
∑
i,j
Cji .
Note that the sign (−1)|C| appears by the following fact: for a one dimensional
distribution g(η)
〈g(η), ηl〉 = (−1)l〈g(−η), ηl〉.
In our case we apply this fact to all variables {cji}, see the minus sign before cji in
(1.8).
Finally,
(1.11) mA′+B,A′′+C(X) = mA′+B+µ,A′′+C+ν(Id).
Recall the notation (1.5). It can be reformulated as
P = A′ +B + µ,
Q = A′′ + C + ν.
In particular, (−1)|A′′|+|C| = (−1)|Q|+|ν| = (−1)|Q|+υ(T ). Combining (1.9), (1.10),
(1.11) together we obtain (using (1.6))
mA,B,C(Z) =
∑
A′+A′′=A
A′i,A
′′
i ≥0
(−1)|Q|+υ(T )mP,Q(Id) =
∑
A′+A′′=A
A′i,A
′′
i ≥0
(−1)|Q|
(t)|P |+|Q|+d
×
d∏
i=1
(z + 1)Pi(z
′ + 1)Pi(−z + 1)Qi(−z′ + 1)Qi
Pi!Qi!
· det
(
1
Pi +Qj + 1
)
.
Hence, the moments of tdZ coincide with those from (1.4), as was to be proved. 
Let us call a structure substantial if there is at most one linear block in each
its fragment. In the preceding notation it means that µi + νi ≤ 1 for all i. The
next statement shows (see also Theorem 1.1.1 and a few words after it) that only
substantial structures are relevant.
Proposition 1.5.3. If a structure T is not substantial then
supp σ(zz
′)
n (T ) ⊂ {(x1, . . . , xn)|
∏
i
xi ·
∏
i<j
(xi − xj) = 0}.
Lemma 1.5.4. Let the (α1, . . . , αk)-moment of a distribution f(ξ1, . . . , ξk) with
compact support depend on α1, α2 only via their sum. Then
supp f ⊂ {(ξ1, . . . , ξn)| ξ1 = ξ2}.
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Proof of Lemma 1.5.4. (ξ1 − ξ2)f(ξ1, . . . , ξk) = 0.
Proof of Proposition 1.5.3. Let us use the preceding notation. If a structure T is
not substantial then there are three possible cases: µi ≥ 2 for some i, νi ≥ 2 for
some i, or there exists such i that µi = νi = 1.
Let us first assume that d = 1, i.e, our structure consists of only one fragment.
We shall omit the subscript i of all variables and operations introduced above,
because in this case i is identically equal to one.
Suppose µ ≥ 2. Then the moments of σ(zz′)n (T ), see (1.4), depend on B1 and B2
only via their sum (because they depend on P = B1 + B2 + . . . ). Thus, Lemma
1.5.4 implies the assertion of the theorem.
Suppose ν ≥ 2. Then, again, the moments of σ(zz′)n (T ), see (1.4), depend on C1
and C2 only via their sum (because they depend on Q = C1 + C2 + . . . ). Again
Lemma 1.5.4 completes the proof.
Finally, suppose µ = ν = 1. By Proposition 1.5.2 we know that
MI1(a′, a′′) = X, DX = D′D′′X = Y, CY = Z,
σ(zz
′)
n (T ) = tZ.
We have
X =MI1(a′, a′′) = a′a′′I1(a′, a′′), D′′X = a′a′′I1(a′, a′′)δ(c+ a′′),
Y = D′D′′X = a′a′′I1(a′, a′′)δ(c+ a′′)δ(b− a′).
Furthermore, applying Proposition 1.4.1 (we can use the explicit formula for the
contraction because the support of I1(a
′, a′′) lies in the domain a′, a′′ ≥ 0, see
Proposition 1.5.1), for a 6= 0 we obtain
Z(a, b, c) = C · Y (a′, a′′, b, c) =
∫
y≥0
|a|
|a|+ y (Y (a, y, b, c) + Y (y,−a, b, c))dy
=
∫
y≥0
|a|
|a|+ y
(
ayI1(a, y)δ(c+ y)δ(b− a)− ayI1(y,−a)δ(c− a)δ(b− y)
)
dy
= − a
2c
a− cI1(a,−c)δ(b− a) +
a2b
b− aI1(b,−a)δ(c− a).
Obviously, the support of the last expression lies in the domain
{(a, b, c)| (b− a)(c− a) = 0},
as was to be proved.
In case of arbitrary d we use the fact that the operations Ci,Di,Mi with different
subscripts act on different sets of variables. That is why the same considerations as
above applied to a fragment with linear vertical and linear horizontal blocks prove
the assertion. 
Now let us fix a numeration of the fragments of a substantial structure T (this
numeration was arbitrary up to this moment) in such a way that
µi = 1, νi = 0; i = 1, . . . , m1,
µi = 0, νi = 1; i = m1 + 1, . . . , m1 +m2,
µi = 0, νi = 0; i = m1 +m2 + 1, . . . , m1 +m2 +m3 = d.
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In other words, we denoted the number of the fragments with horizontal blocks by
m1 and put them first, then we put m2 fragments with vertical blocks, and, finally,
we have m3 fragments without linear blocks at all.
According to Theorem 1.1.1 we also set
(1.12) ρ(zz
′)
n (T ) =
1
|x1 · · ·xn|σ
(zz′)
n (T ).
It turns out that the case m3 = 0 is much simpler than the general situation.
Namely, in this case the formulas for σ
(zz′)
n (T ) and for ρ
(zz′)
n (T ) are rather simple.
Theorem 1.5.5. Let m3 = 0. Then in the domain where all the variables are
nonzero and pairwise distinct
(1.13) ρ
(zz′)
2d (T ) = t
d
n∏
i=1
1
ri + |si|Id(r1,−s1; . . . , rd,−sd)
where
(r1, . . . , rd) = (b1, . . . , bm1 , am1+1, . . . , ad);
(s1, . . . , sd) = (a1, . . . , am1 , cm1+1, . . . , cd).
Remark 1.5.6. Theorem 1.5.5 and Proposition 1.5.1 imply that for m3 = 0
ρ
(zz′)
n (T ) is a distribution defined in the domain where the sums of the absolute
values of variables corresponding to the two blocks of each fragment are nonzero
(each fragment contains exactly two blocks). Moreover, Theorem 1.5.5 implies that
the support of ρ
(zz′)
n (T ) lies (note that we have thrown out the set
∏
i<j(xi−xj) = 0)
in the set where all variables corresponding to linear horizontal blocks (i.e. {bi})
are nonnegative, all variables corresponding to linear vertical blocks (i.e. {ci}) are
nonpositive, and every two variables corresponding to the two blocks of the same
fragment (i.e. ai and bi for i ≤ m1, or ai and ci for m1 < i ≤ m1 + m2) have
different signs.
Proof of Theorem 1.5.5. We shall work out a detailed proof in two cases: (m1 =
1, m2 = 0), and (m1 = 0, m2 = 1), and then give an explanation how to get the
proof in the general case.
Suppose m1 = 1 and m2 = 0. We shall follow all the steps demonstrated in the
proof of Proposition 1.5.2. By this proof we know that (cf. the proof of Proposition
1.5.3)
MI1(a′, a′′) = X, DX = D′X = Y, CY = Z,
σ
(zz′)
2 (T ) = tZ.
We have
X =MI1(a′, a′′) = a′I1(a′, a′′), Y = D′X = a′I1(a′, a′′)δ(b− a′).
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Using Proposition 1.4.1, namely, the explicit formula for the contraction, for a 6= 0
we get
Z(a, b) = Caa′a′′ · Y (a′, a′′, b) =
∫
y≥0
|a|
|a|+ y (Y (a, y, b) + Y (y,−a, b))dy
=
∫
y≥0
|a|
|a|+ y
(
aI1(a, y)δ(b− a) + yI1(y,−a)δ(b− y)
)
dy
=
∫
y≥0
a2
a+ y
I1(a, y)dy · δ(b− a)− ab
b− aI1(b,−a).
Note that the support of the first summand lies in the set where a = b. Thus, we
have showed that in the domain where a 6= 0 and a 6= b
ρ
(zz′)
2 (T ) = tZ(a, b) = t
|a|b
b+ |a|I1(b,−a),
as was to be proved (in this case r1 = b and s1 = a).
Suppose m1 = 0 and m2 = 1. Then
MI1(a′, a′′) = X, DX = D′′X = Y, CY = Z, σ(zz
′)
2 (T ) = tZ;
and
X =MI1(a′, a′′) = a′′I1(a′, a′′), Y = D′′X = a′′I1(a′, a′′)δ(c+ a′′).
Again, by Proposition 1.4.1, when a 6= 0 we get
Z(a, c) = Caa′a′′ · Y (a′, a′′, c) =
∫
y≥0
|a|
|a|+ y (Y (a, y, c) + Y (y,−a, c))dy
=
∫
y≥0
|a|
|a|+ y
(
yI1(a, y)δ(c+ y)− aI1(y,−a)δ(c− a)
)
dy
= − ac
a − cI1(a,−c) +
∫
y≥0
a2
y − aI1(y,−a)dy · δ(c− a).
Now the support of the second summand lies in the set where c = a, and hence in
the domain where a 6= 0 and a 6= c we have
ρ
(zz′)
2 (T ) = tZ(a, c) = t
a|c|
a+ |c|I1(a,−c).
In this case r1 = a and s1 = c.
In the general case for arbitrary number of fragments d we can apply the con-
siderations demonstrated above to each of the fragments. Indeed, the operators
Ci, Di, Mi act on different variables if they have different subscripts. Moreover,
each of the fragments is of one of the types considered above: it either contains a
linear horizontal block (like in the case m1 = 1, m2 = 0) or a linear vertical block
(like in the case m1 = 0, m2 = 1). Thus, in general case the proof is obtained by
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word for word applications of one of our two previous considerations to the appro-
priate fragments: the first part applies to the first m1 fragments, and the second
one – to the last m2 fragments. 
The case m3 > 0 is a bit more complicated. As we have seen in the proofs
of Proposition 1.5.3 and Theorem 1.5.5, the considerations for different fragments
are independent. That is why, in order to understand the general situation, let us
consider the unique structure that consists of only one (hook) block. That is, in
our notation, m1 = m2 = 0, m3 = 1. Then
MI1(a′, a′′) = I(a′, a′′) = X, DX = X = I1(a′, a′′) = Y,
CY = Z, σ(zz′)1 (T ) = tZ.
By Proposition 1.4.1, for a 6= 0
Z(a) = Caa′a′′ · Y (a′, a′′) =
∫
y≥0
|a|
|a|+ y (Y (a, y) + Y (y,−a))dy
=
∫
y≥0
|a|
|a|+ y
(
I1(a, y) + I1(y,−a)
)
dy,
and in the same domain
(1.14) ρ
(zz′)
1 (a) = t
∫
y≥0
I1(a, y)
a+ y
dy + t
∫
y≥0
I1(y,−a)
|a|+ y dy.
(Note that we have completely calculated the first correlation function, because
there exists only one structure with one block.) Proposition 1.5.1 implies that the
supports of the two summands do not overlap: in the first summand a > 0, while
in the second a < 0.
The answer (1.14) can be reformulated in the following way. Consider all sub-
stantial structures with 1 fragment, which contain the initial structure as a sub-
structure, and such that for them m3 = 0, i.e., they have a linear (vertical or
horizontal) block. In our case there are exactly two such structures – those that
were considered in the proof of Theorem 1.5.5. Let us fix one of these two structures
and denote it by T̂ . Then it contains one extra block with respect to the initial
structure T . We take the distribution ρ
(zz′)
2 (T̂ ) described by Theorem 1.5.5 and
integrate it over the variable corresponding to the extra linear block. Let us denote
the answer by ρ
(zz′)
1 (T, T̂ ). Then we have proved (formula (1.14)) that
(1.15) ρ
(zz′)
1 (T ) =
∑
T̂
ρ
(zz′)
1 (T, T̂ )
where the sum is taken over all ‘enveloping’ structure described above (i.e., the
sum contains two summands). As was mentioned before, the supports of the two
summands do not overlap.
This complicated explanation of (1.14) has only one advantage: an analog of
formula (1.15) holds in general case.
Let T be an arbitrary substantial structure. We fix the numeration of its frag-
ments as described before Theorem 1.5.5.
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We shall call T̂ an enveloping structure of T if T̂ is substantial; T is a substructure
of T̂ ; T and T̂ have the same number of fragments; the numeration of the extra
blocks in T̂ (with respect to T ) is compatible with the numeration of fragments of
T ; in each fragment of T̂ there is exactly one linear block.
In other words, in order to obtain an enveloping structure of T we have to add
in each fragment of T with only one (hook) block a linear (horizontal or vertical)
block, observing the ordering of fragments. The number of enveloping structures
equals, obviously, 2m3 where, as before, m3 is the number of fragments of T without
linear blocks.
For T̂ being an enveloping structure of T we define
(1.16) ρ(zz
′)
n (T, T̂ ) =
∫
xn+1,... ,xn+m3
ρ
(zz′)
n+m3
(T̂ )dxn+1 · · ·dxn+m3 .
I.e., ρ
(zz′)
n (T, T̂ ) is obtained from ρ
(zz′)
n+m3(T̂ ) by integrating the latter over all
variables which correspond to the extram3 linear blocks added to T for obtaining T̂ ,
and ρ
(zz′)
n+m3
(T̂ ) is given by the general formula (1.13) (by definition, any enveloping
structure has no fragments with only one block).
Remark 1.5.7. The distribution ρ
(zz′)
n (T, T̂ ) does not depend on the numeration
of fragments in T fixed before. A change of this numeration is equivalent to a
change of the numeration of extra m3 variables (xn+1, . . . , xn+m3) that does not
affect the result of the integration in (1.16).
Theorem 1.5.8. In the domain where all variables are nonzero and pairwise dis-
tinct
(1.17) ρ(zz
′)
n (T ) =
∑
T̂
ρ(zz
′)
n (T, T̂ )
where the sum is taken over all enveloping structures T̂ of T .
Remark 1.5.9. Using Remark 1.5.6 and (1.16) it is easy to see that the supports
of different summands of (1.17) do not overlap (in the domain where all variables
are nonzero and mutually distinct), the support of each summand lies in one of
the hyperoctants {xi > or < 0, i = 1, . . . , n}, and the hyperoctants are different
for different summands. Thus, the support of ρ
(zz′)
n (T ) lies in the union of 2m3
hyperoctants which are described by the following conditions (cf. Remark 1.5.6):
all variables corresponding to linear horizontal blocks are positive, all variables
corresponding to linear vertical blocks are negative, and every two variables corre-
sponding to two blocks of the same fragment have different signs.
Proof of Theorem 1.5.8. We have already done all the work. One have to apply the
considerations, which led to the formulas (1.14) and (1.15), to each of m3 fragments
without linear blocks. The other m1 +m2 fragments are considered as in Theorem
1.5.5. As we know, different fragments are treated independently, and the result of
all these applications will be exactly the formula (1.17). 
In Theorems 1.5.8 and 1.5.5 we have completely determined (modulo the con-
struction of Id, see next section) the correlation functions in the domain where all
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variables are nonzero and mutually distinct, using the notion of structures. But the
combinatorics of substantial structures and their enveloping structures seems rather
complicated. In Section 1.7 we shall interpret the pairs (T, T̂ ) as the elements of a
simpler combinatorial object.
1.6. Construction of Id. The goal of the present section is to prove Proposition
1.5.1 and to provide explicit formulas for the distributions Id, d = 1, 2, . . . . We
shall start using this formulas in Chapter 2.
Let us introduce the distributions
φa(u) =
ua+
Γ(a+ 1)
, u ∈ R, a ∈ C.
For ℜa > −1, φa, by definition, equals ua/Γ(a + 1) for u > 0 and vanishes for
u < 0, so it is a locally integrable function. For ℜa ≤ −1, φa is defined via analytic
continuation. For example, φ−1(u) = δ(u).
We shall also deal with products of the type
φab = φa(u)φb(1− u), a, b ∈ C,
which are well defined for the reason that possible singularities of the factors do
not overlap.
Let us also remind that in Proposition 1.4.2 we have defined an operation ⊙
on compactly supported distributions in the same number of variables and called
it pseudoconvolution. The characteristic property of the pseudoconvolution of two
distributions is that its moments equal the products of moments of initial distribu-
tions.
Proposition 1.6.1. For every d = 1, 2, . . . there exists a compactly supported
distribution Jd(a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) with moments
〈Jd(a′1, a′′1 ; . . . ; a′d, a′′d), (a′1)A
′
1(a′′1)
A′′1 · · · (a′d)A
′
d(a′′d)
A′′d 〉
=
∏
i
(z + 1)A′
i
(z′ + 1)A′
i
(−z + 1)A′
i
(−z′ + 1)A′′
i∏
i
A′i!A
′′
i !(t)
∑
(A′i+A
′′
i +1)
d∏
i=1
1
A′i +A
′′
j + 1
.(1.18)
Moreover,
(1.19) supp Jd ⊂ {(a′1, a′′1 ; . . . ; a′d; a′′d) ∈ R2d+ |
d∑
i=1
(a′i + a
′′
i ) ≤ 1}.
Proof. Using pseudoconvolution, let us define the distributions Jd as follows
(1.20) Jd = F1 ⊙ F2 ⊙ F3,
where
F1(a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) = Γ(t)
d∏
i=1
φz′(a
′
i)φ−z′(a
′′
i ) · φt−d−1
(
1−
d∑
i=1
(a′i + a
′′
i )
)
;
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F2(a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) =
d∏
i=1
φz,−z−1(a
′
i)φ−z,z−1(a
′′
i );
F3(a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) = δ(a
′
1 − a′′1 , . . . , a′d − a′′d)
d∏
i=1
χ[0,1](a
′
i)
Here
χ[0,1](u) =
{
1, u ∈ [0, 1]
0, u /∈ [0, 1]
is the characteristic function of the segment [0,1]. By the fact that the support
of pseudoconvolution is a subset of the pointwise product of the supports of the
factors, the inclusion (1.19) follows from the following obvious relations
suppF1 ⊂ {(a′1, a′′1 ; . . . ; a′d; a′′d) ∈ R2d+ |
d∑
i=1
(a′i + a
′′
i ) ≤ 1}.
suppF2, suppF3 ⊂ {(a′1, a′′1 ; . . . ; a′d; a′′d)| 0 ≤ a′i, a′′i ≤ 1, i = 1, . . . , d}.
Let us compute the moments of Jd and compare them with (1.18). We shall
use the following lemma which is a well-known generalization of the Euler’s beta-
integral (the integral below is also called Dirichlet integral).
Lemma 1.6.2. For any αo, α1, . . . , αm ∈ C∫
u1,... ,un
u0=1−u1−...−um
φα0(u0) · · ·φαm(um)du1 · · ·dum =
1
Γ(α0 + . . .+ αm +m)
.
Proof of Lemma 1.6.2. Induction on m.
Note that by this statement we can immediately compute the moments of F1,
F2, and F3. Indeed, the moments of F1 is 2d–dimensional Dirichlet integral. We
get
〈F1,
d∏
i=1
(
(a′i)
A′i(a′′i )
A′′i
)〉 =
d∏
i=1
(z′ + 1)A′
i
(−z′ + 1)A′′
i
(t)∑ (A′
i
+A′′
i
+1)
.
The moments of F2 are products of 2d Euler beta-integrals,
〈F2,
d∏
i=1
(
(a′i)
A′i(a′′i )
A′′i
)〉 = d∏
i=1
(z + 1)A′i(−z + 1)A′′i
A′i!A
′′
i !
.
Finally, the moments of F3 are the products of d integrals of monomials (a
′
i)
A′i+A
′′
i
over [0, 1]. Thus
〈F3,
d∏
i=1
(
(a′i)
A′i(a′′i )
A′′i
)〉 = d∏
i=1
1
A′i + A
′′
i + 1
.
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The moments of pseudoconvolution are products of moments of factors, see Propo-
sition 1.4.2. Thus, we obtain (1.18). 
Proof of Proposition 1.5.1. We set
(1.21) Id(a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) =
∑
σ∈Sd
sgnσ · Jd(a′1, a′′σ(1); . . . ; a′d, a′′σ(d)).
Then (1.18) implies (1.6), and (1.19) implies (1.7). 
By the fact that F1 and F2 are invariant under the permutations of {a′′i }, we can
write down the following formula for Id, which easily follows from (1.20), (1.21).
Corollary 1.6.3. For every d = 1, 2, . . .
(1.22) Id =
∑
σ∈Sd
sgnσ · F1 ⊙ F2 ⊙ F σ3 ,
where F1, F2 are as above, and
F σ3 (a
′
1, a
′′
1 ; . . . ; a
′
d, a
′′
d) =δ(a
′
1 − a′′σ(1), . . . , a′d − a′′σ(d))
d∏
i=1
χ[0,1](a
′
i)
=F3(a
′
1, a
′′
σ−1(1); . . . ; a
′
d, a
′′
σ−1(d)).
Here
χ[0,1](u) =
{
1, u ∈ [0, 1]
0, u /∈ [0, 1]
is the characteristic function of the segment [0,1].
Example 1.6.4. By the formulas above,
I1(a
′, a′′) = J1(a
′, a′′) = f1 ⊙ f2 ⊙ f3,
where
f1(a
′, a′′) = Γ(t)φz′(a
′)φ−z′(a
′′) · φt−2
(
1− (a′ + a′′));
f2(a
′, a′′) = φz,−z−1(a
′)φ−z,z−1(a
′′);
f3(a
′, a′′) = δ(a′ − a′′)χ[0,1](a′).
This statement can be rewritten in the following form.
I1(a
′, a′′) = Γ(t)
∫
u,v
φz′(u)φ−z′(v) · φt−2(1− u− v)
×
∫
w∈[0,1]
φz,−z−1
(
a′
uw
)
φ−z,z−1
(
a′′
vw
)
dudvdw
uvw2
.(1.23)
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Indeed, the value of such distribution on a test function ψ(a′, a′′) equals, by defini-
tion,
Γ(t)
∫
u,v
φz′(u)φ−z′(v) · φt−2(1− u− v)
×
∫
w∈[0,1]
 ∫
a′,a′′
φz,−z−1(a
′)φ−z,z−1(a
′′)ψ(a′uw, a′′vw)da′da′′
dudvdw
= 〈f1 ⊙ f2 ⊙ f3, ψ〉,(1.24)
see 1.4.2.
If we want to interpret the integrals in (1.23) over u, v, w as the usual ones and
not as a formal sign of pairing, we need to impose some conditions; in particular,
the set {(u, v, w)| uvw = 0} has to be negligible. From (1.24) we see that if f1 is an
integrable function, then everything works (the expression in brackets is a smooth
function in u, v, w). Thus, in order to understand the integration in (1.23) as the
usual one, we may require, for example, −1 < ℜz′ < 1, t > 2. We shall discuss
these problems in more details at the beginning of Chapter 2, where we shall use
the multidimensional analog of (1.23).
1.7. Combinatorics of the substantial structures. In this section we give a
nice combinatorial reformulation of Theorem 1.5.8.
Let us denote by Φn,d the set of mappings
ϕ : {1, . . . , n} → {1, 1′; . . . ; d, d′}
subject to the two conditions
1) ϕ is injective, i.e. ϕ(i) 6= ϕ(j) if i 6= j;
2) Imϕ ∩ {m,m′} 6= ∅ for all m = 1, . . . , d.
It is clear that Φn,d 6= ∅ if and only if n/2 ≤ d ≤ n. On the set {1, 1′; . . . ; d, d′}
we have a natural action of the symmetric group Sd: this group permutes the pairs
(i, i′). The action induces an action of Sd on Φn,d, and the condition 2) implies
that every orbit of this action consists of exactly |Sd| = d! points.
Proposition 1.7.1. There exists a map γn,d of the set Φn,d onto the set of all pairs
(T, T̂ ) where T is a substantial structure with n blocks and d fragments, and T̂ is
an enveloping structure of T . The inverse image of any pair (T, T̂ ) with respect to
this map consists of exactly one orbit of Sd in Φn,d.
Proof. Let us construct γn, d. We fix ϕ ∈ Φn,d and produce the pair (T, T̂ ) =
γn,d(ϕ) as follows. Let us describe the ith fragment of T and T̂ .
(1) If ϕ−1(i) = ∅ then the ith fragment of T has only one (necessarily hook)
block, and the number of its block equals ϕ−1(i′). The enveloping structure T̂ has
in this fragment one extra linear horizontal block.
(2) If ϕ−1(i′) = ∅ then the ith fragment of T also has only one (necessarily hook)
block, and the number of its block equals ϕ−1(i). The enveloping structure T̂ has
in this fragment one extra linear vertical block.
(3) If ϕ−1(i) > ϕ−1(i′) then the ith fragment of T has one hook block number
ϕ−1(i′) and one linear horizontal block number ϕ−1(i). The ith fragment of T̂
coincides with that of T .
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(4) If ϕ−1(i′) > ϕ−1(i) then the ith fragment of T has one hook block num-
ber ϕ−1(i) and one linear vertical block number ϕ−1(i′). The ith fragment of T̂
coincides with that of T .
Clearly, γn,d is a surjection. Moreover, given a substantial structure T (with
n blocks and d fragments) together with a numeration of its fragments and its
enveloping structure T̂ , we can restore ϕ using the conditions 1)-4) uniquely. A
change of the numeration of d fragments of T exactly corresponds to the action of
Sd on Φn,d described above. This numeration is not determined by T or T̂ , thus,
the inverse image of any pair (T, T̂ ) is exactly one orbit of Sd. 
Let us introduce some notation. Starting from a function (or a distribution)
F (r1, s1; . . . ; rd, sd) in 2d variables and a map ϕ ∈ Φn,d we define the function
(ϕF )(x1, . . . , xn) in n variables, ϕ ∈ Φn,d, as follows. Let us rename the variable
ri by xk if ϕ(k) = i, sj by xk if ϕ(k) = j
′, and let us do this for all ri, sj such that
i, j′ ∈ Imϕ. Then let us integrate F over all rl, sm such that l /∈ Imϕ, m′ /∈ Imϕ.
The result is denoted by (ϕF )(x1, . . . , xn).
For the sake of convenience we also introduce distributions (d = 1, 2, . . . )
(1.25) Hd(r1, s1; . . . ; rd, sd) =
td
d!
d∏
i=1
(ri + |si|)
Id(r1,−s1; . . . ; rd,−sd)
where Id is defined by (1.22), cf (1.13). These distributions are defined in the
domain where
d∏
i=1
(ri + |si|) 6= 0. Proposition 1.5.1 implies that
(1.26) suppHd ⊂ {(r1, s1; . . . ; rd; sd) ∈ R2d|ri ≥ 0, si ≤ 0,
d∑
i=1
(ri + |si|) ≤ 1}.
The distributions Id(r1, s1; . . . ; rd, sd) are symmetric under the permutations of
pairs (ri, si) (because their moments (1.6) are symmetric). Therefore, by (1.25),
Hd(r1, s1; . . . ; rd, sd) are also symmetric under these permutations.
Proposition 1.7.2. For any ϕ ∈ Φn,d
(ϕHd)(x1, . . . , xn) =
1
d!
ρ(zz
′)
n (T, T̂ )
where
(T, T̂ ) = γn,d(ϕ).
Proof. Follows from the definitions and the fact that Hd(r1, s1; . . . ; rd, sd) is sym-
metric under the permutations of pairs (ri, si).
Finally, combining Theorem 1.5.8 and Propositions 1.7.1, 1.7.2, we obtain the
main statement of the first chapter.
Theorem 1.7.3. The correlation functions ρ
(zz′)
n (x1, . . . , xn) in the domain where
all variables are nonzero and pairwise distinct have the form
ρ(zz
′)
n (x1 . . . , xn) =
n∑
d≥n/2
∑
ϕ∈Φn,d
(ϕHd)(x1, . . . , xn).
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2. The Correlation Functions in Positive (Negative) Hyperoctants
By the words ’positive (negative) hyperoctant’ we mean the domain where all
variables are positive (negative). We have the fundamental relation (see [O, Propo-
sition 4.6])
(2.0) ρ(zz
′)
n (x1, . . . , xn) = ρ
(−z,−z′)
n (−x1, . . . ,−xn)
which implies that we may consider only positive hyperoctants.
2.1. Why positive hyperoctants are simpler. Remark 1.5.9 shows that the
support of ρ
(zz′)
n (T ) has common points with the positive hyperoctant only if all n
blocks of the substantial structure T are hook blocks. For each n such structure T is
unique. Moreover, the only summand of (1.17) which gives a nonzero contribution
in the positive hyperoctant is such that the enveloping structure T̂ has only extra
(with respect to T ) linear vertical blocks (thus, no extra horizontal blocks). There
is exactly one such enveloping structure. Therefore, using (1.13), (1.16), and the
definition of Hd (1.25) we obtain
Proposition 2.1.1. For x1, . . . , xn > 0 in the domain where all variables are
pairwise distinct
ρ(zz
′)
n (x1, . . . , xn) = n!
∫
s1,... ,sn
Hn(x1, s1; . . . ; xn, sn)ds1 · · ·dsn
= tn
∫
s1,... ,sn
1∏n
i=1(xi + si)
In(x1, s1; . . . ; xn, sn)ds1 · · ·dsn(2.1)
where the distributions In were defined in Proposition 1.5.1.
Thus, we reduced the complicated combinatorial expression for the correlation
functions obtained before (Theorem 1.7.3) to the integral (2.1), provided that all
our variables are positive.
2.2 An integral representation. In this section we shall derive from Proposition
2.1.1 the following formula.
Theorem 2.2.1. Let x1, . . . , xn > 0 and
∑n
i=1 xi < 1. Then in the domain where∏
i<j(xi − xj) 6= 0,
ρ(zz
′)
n (x1, . . . , xn) = t
nΓ(t)
∫
ai,bi
i=1,... ,n
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
× det
(
1
ai + bj + 1
)
φt−n−1
(
1−
n∑
i=1
xi(ai + bi + 1)
) n∏
i=1
daidbi.(2.2)
Remark 2.2.2. In Section 2.5 we shall prove that the set where
∏
i<j(xi−xj) = 0
is a null set for the correlation functions and that the restriction
∏
i<j(xi−xj) 6= 0
on the domain in Theorem 2.2.1 is irrelevant.
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Proof. Note, first of all, that the right-hand side of (2.2) is a well-defined generalized
function in our domain. Indeed, the product
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1) · φt−n−1
(
1−
n∑
i=1
xi(ai + bi + 1)
)
is a well-defined distribution in ai’s and bi’s, because any point (a, b) belongs to
at most 2n singular hyperplanes corresponding to the singularities of factors. The
integral in (2.2) is the value of this distribution on the test function
det
(
1
ai + bj + 1
)
.
Secondly, the right-hand side of (2.2) depends on z and z′ analytically, and so
does the left-hand side (the correlation function). That is why in this proof we may
restrict ourselves to the domain where −1 < ℜz,ℜz′ < 0 and t = zz′ > n+1. Then
all integrals appearing in this section can be considered as the usual ones, and not
as formal signs of pairing (cf. the end of 1.6). Moreover, all distributions φa in
this proof become just usual integrable functions, and we shall operate with them
accordingly to this.
By the explicit formulas (1.20), (1.21) for Id and the definition of the pseudo-
convolution (section 1.4), we obtain (cf. Example 1.6.4)
In(r1, s1; . . . ; rn, sn) = Γ(t)
∫
ui,vi
i=1,... ,n
n∏
i=1
φz′(ui)φ−z′(vi) · φt−n−1
(
1−
n∑
i=1
(ui + vi)
)
×
∑
σ∈Sn
sgn(σ)
∫
wi∈[0,1]
i=1,... ,n
n∏
i=1
φz,−z−1
(
ri
uiwi
)
φ−z,z−1
(
si
viwσ(i)
)
duidvi
uiviw2i
.(2.3)
Let f be a distribution with compact support, and supp f ⊂ R+. A function Sf
of one positive variable is called the Stieltjes transform of f (cf. [W]), if
Sf(y) =
∫
x
f(x)
x+ y
dx.
Clearly,
(Sf)(αy) = S(f(αy)), α > 0.
Substituting (2.3) into (2.1) and using this observation, we obtain
ρ(zz
′)
n (x1, . . . , xn) = t
nΓ(t)
∫
ui,vi
i=1,... ,n
n∏
i=1
φz′(ui)φ−z′(vi) · φt−n−1
(
1−
n∑
i=1
(ui + vi)
)
×
∑
σ∈Sn
sgn(σ)
∫
wi∈[0,1]
i=1,... ,n
n∏
i=1
φz,−z−1
(
xi
uiwi
)
(Sφ−z,z−1)
(
xi
viwσ(i)
)
duidvidwi
uiviw
2
i
.
(2.4)
We shall need the following
26
Lemma 2.2.3.
Sφ−z,z−1(y) = y
−z(1 + y)z−1.
Proof of Lemma 2.2.3. We shall denote by F (a, b; c; x) the standard Gauss hyper-
geometric function,
F (a, b; c; x) = Γ(c)
∫
τ
φb−1(t)φc−b−1(1− τ)
(1− xτ)a dτ,
see [E]. We have∫
x
1
x+ y
φ−z(x)φz−1(1− x)dx = 1
y
∫
x
φ−z(x)φz−1(1− x)
1 + x/y
dx
=
1
y
F (−z + 1, 1; 1;−1/y) = 1
y
(1 + 1/y)−z−1 = y−z(1 + y)z−1
where we used well-known following identities
(2.5) F (a, b; c; x) = F (b, a; c; x); F (a, b, b; x) = (1− x)−a. 
By applying the lemma to (2.4) we get
ρ(zz
′)
n (x1, . . . , xn) = t
nΓ(t)
∫
ui,vi
i=1,... ,n
n∏
i=1
φz′(ui)φ−z′(vi) · φt−n−1
(
1−
n∑
i=1
(ui + vi)
)
×
∑
σ∈Sn
sgn(σ)
∫
0≤wi≤1
i=1,... ,n
n∏
i=1
φz,−z−1
(
xi
uiwi
)(
xi
viwσ(i)
)−z(
1 +
xi
viwσ(i)
)z−1(2.6)
× duidvidwi
uiviw2i
.
We proceed by the following
Lemma 2.2.4.
1∫
0
φz,−z−1
( r1
uw
)( r2
vw
)−z (
1 +
r2
vw
)z−1 dw
uvw2
=
φ−z(u− r1)φz(r2 + v)
r1v + r2u
.
Proof of Lemma 2.2.4. First, let us simplify the expression
φz,−z−1
( r1
uw
)( r2
vw
)−z (
1 +
r2
vw
)z−1 1
uvw2
=
1
Γ(z + 1)
( r1
uw
)z
+
1
Γ(−z)
(
1− r1
uw
)−z−1
+
( r2
vw
)−z (
1 +
r2
vw
)z−1 1
uvw2
=
(uw − r1)−z−1+
Γ(−z)
(vw + r2)
z−1
Γ(z + 1)
.
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Let us make the change of variables w → y
y =
uw − r1
u− r1 ; w =
(u− r1)y + r1
u
; dw =
u− r1
u
dy.
Then we obtain
1∫
0
(uw − r1)−z−1+
Γ(−z)
(vw + r2)
z−1
Γ(z + 1)
dw
=
1∫
0
(y(u− r1))−z−1+
Γ(−z)
((y(u− r1) + r1)v/u+ r2)z−1
Γ(z + 1)
u− r1
u
dy
= u−z(u− r1)−z+
(vr1 + ur2)
z−1
Γ(z + 1)
1∫
0
y−z−1
Γ(−z)
(
1 +
v(u− r1)
vr1 + ur2
y
)z−1
dy
= u−z(u− r1)−z+
(vr1 + ur2)
z−1
Γ(z + 1)
1
Γ(−z + 1)F
(
1− z,−z; 1− z;− v(u− r1)
vr1 + ur2
)
by the definition of the hypergeometric function, see above. Using the identities
(2.5) we finally get, that our initial integral equals
u−z
(u− r1)−z+
Γ(−z + 1)
(vr1 + ur2)
z−1
Γ(z + 1)
(
1 +
v(u− r1)
vr1 + ur2
)z
=
(u− r1)−z+
Γ(−z + 1)
(v + r2)
z
Γ(z + 1)
1
vr1 + ur2
The proof of Lemma 2.2.4 is complete.
To complete the proof of Theorem 2.2.1 it only remains to use the result of the
previous lemma in (2.6) n times taking
r1 = xi, r2 = xσ−1(i), u = ui, v = vσ−1(i), w = wi; i = 1, . . . , n.
Then we have
ρ(zz
′)
n (x1, . . . , xn) = t
nΓ(t)
∫
ui,vi
i=1,... ,n
n∏
i=1
φz′(ui)φ−z′(vi) · φt−n−1
(
1−
n∑
i=1
(ui + vi)
)
×
∑
σ∈Sn
sgn(σ)
n∏
i=1
φ−z(ui − xi)φz(vi + xi) 1
xσ(i)vi + xiuσ(i)
duidvi
We arrive at the formula (2.2) via the change of variables{
ai = ui/xi − 1
bi = vi/xi
. 
We conclude this section by the following statement which will be used later.
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Proposition 2.2.5. The right-hand side of the formula (2.2) is an analytic func-
tion of x1, . . . , xn in the domain
{x1, . . . , xn > 0;
n∑
i=1
xi < 1}.
Proof. Set
|x| = x1 + . . .+ xn.
By the change of variables {
Ai =
xi
1−|x|ai
Bi =
xi
1−|x|bi
we obtain the following formula for the right-hand side of (2.2)
tnΓ(t)
(1− |x|)t+n−1∏n
i=1 x
2
i
∫
Ai,Bi
i=1,... ,n
n∏
i=1
φ−z(Ai)φ−z′(Bi)φt−n−1
(
1−
n∑
i=1
(Ai +Bi)
)
× φz′
(
Ai +
xi
1− |x|
)
φz
(
Bi +
xi
1− |x|
)
× det
 1
1−|x|
xi
Ai +
1−|x|
xj
Bj + 1
 n∏
i=1
dAidBi.
This formula can be interpreted as the value of the distribution
φ−z(Ai)φ−z′(Bi)φt−n−1
(
1−
n∑
i=1
(Ai +Bi)
)
on the test function
tnΓ(t)
(1− |x|)t+n−1∏n
i=1 x
2
i
φz′
(
Ai +
xi
1− |x|
)
φz
(
Bi +
xi
1− |x|
)
× det
 1
1−|x|
xi
Ai +
1−|x|
xj
Bj + 1
 .
The test function is an analytic function of the variables Ai, Bi and of the pa-
rameters x1, . . . , xn. Clearly, it implies that the value of a distribution that does
not depend on the parameters on such test function is also an analytic function in
x1, . . . , xn. 
Remark 2.2.6. Another proof of Proposition 2.2.5 can be obtained from Theorem
2.4.1.
Proposition 2.2.5 and Theorem 2.2.1 immediately imply
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Corollary 2.2.7. The correlation functions ρ
(zz′)
n (x1, . . . , xn) are analytic in the
domain where all variables are of the same sign, pairwise distinct, and the sum of
their absolute values is less then one.
In 2.5 we shall see that the restriction
∏
i<j(xi − xj) 6= 0 can be removed (cf.
Remark 2.2.2).
2.3*. Lauricella hypergeometric functions of type B. Let us recall that
sections marked by * are considered to be optional, see Introduction for details.
One can notice that the integral representation (2.2) of the correlation functions
looks like those of multivariate hypergeometric functions. Essentially, the only
thing that distinguishes the integral (2.2) from a hypergeometric integral (2.8) is
the determinant
det
(
1
ai + bj + 1
)
.
Our goal in Sections 2.3 and 2.4 is to get rid of this determinant and to give an ex-
plicit expression of the correlation functions via so-called Lauricella hypergeometric
functions of type B. Our reference for multivariate hypergeometric functions is the
book [AK].
Let
a = (a1, . . . , am) ∈ Cm,
b = (b1, . . . , bm) ∈ Cm,
c ∈ C \ {0,−1, . . .},
y = (y1, . . . , ym).
Then the m-dimensional Lauricella hypergeometric function of type B is defined by
the series
(2.7) F
[m]
B (a, b; c|y) =
∑
k1,... ,km≥0
(a1)k1(b1)k1 · · · (am)km(bm)km
(c)k1+...+kmk1! · · ·km!
yk11 · · · ykmm
that is absolutely convergent for |y1| < 1, . . . , |ym| < 1, see [AK].
This function can be analytically continued into the domain ℜy1 < 0, . . . ,ℜyn <
0 by the Euler-Laplace type integral
(2.8) F
[m]
B (a, b; c|y) = Γ(c)
∫
u1,... ,um
∏
i
φbi−1(ui)
(1− uiyi)ai φc−
∑
i
bi−1
(
1−
∑
i
ui
)∏
i
dui.
In the next chapter we shall use another type of integral representations for these
functions, namely, Mellin-Barnes type integrals.
Remark 2.3.1. The function F
[m]
B for m = 1 coincides with the Gauss hypergeo-
metric function (cf. [E]), and form = 2 it coincides with the Appell hypergeometric
function F3, see [AK], [E].
Proposition 2.3.2. The function F
[m]
B (a, b; c|y) is invariant under the permuta-
tions of triples (ai, bi, yi) and under the transpositions ai ↔ bi for all i = 1, . . . , n.
Proof. In the domain |y1| < 1, . . . , |ym| < 1 the claim is obvious from the series
(2.7), and the invariance survives after the analytic continuation. 
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Proposition 2.3.3. For all k = 1, . . . , m
∂
∂yk
F
[m]
B (a, b; c|y) =
akbk
c
F
[m]
B (aˆ, bˆ; c+ 1|y)
where
aˆ = (a1, . . . , ak−1, ak + 1, ak+1, . . . , am);
bˆ = (b1, . . . , bk−1, bk + 1, bk+1, . . . , bm).
Proof. As in the previous proposition, the statement is obvious in the domain where
the series (2.7) converges; and the property in question is stable under the analytic
continuation. 
The integral representation (2.2) of the nth correlation function is given by a 2n-
dimensional integral. Hence, it is natural to express ρ
(zz′)
n via the 2n-dimensional
Lauricella function F
[2n]
B . It turns out to be convenient to introduce certain function
in 2n variables such that ρ
(zz′)
n will is its restriction to a n-dimensional plane, and
to express this new function in terms of F
[2n]
B . We shall do this in 2.4, and now we
introduce another function in 2n variables, which will be extensively used in the
next section.
Consider the function f
(zz′)
n (y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n) in 2n variables defined by the
following formula
f (zz
′)
n (y
′
1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n)
=
1∏
i
(y′i − y′′i )
∑
ǫi=0,1
i=1,... ,n
(−1)
∑
ǫi
∏
(y′i)
1−ǫi(y′′i )
ǫiF
[2n]
B (a
ǫ, bǫ; c|y)(2.9)
where y′i 6= y′′i for all i = 1, . . . , n; and
(2.9’)
y = (y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n)
aǫ = (1− ǫ1 − z′, . . . , 1− ǫn − z′; ǫ1 − z, . . . , ǫn − z) ∈ C2n,
bǫ = (1− ǫ1 − z, . . . , 1− ǫn − z; ǫ1 − z′, . . . , ǫn − z′) ∈ C2n,
c = t− n(z + z′ − 1).
Proposition 2.3.4. The function f
(zz′)
n (y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n) can be uniquely
continued to the points where y′i = y
′′
i for some i = 1, . . . , n, so that the result
will be an analytic function in y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n.
The extended function will be also denoted by f
(zz′)
n .
Proof. It suffices to prove that the sum over all ǫi in the right-hand side of (2.9) is
skew-symmetric with respect to the transpositions y′i ↔ y′′i for all i = 1, . . . , n. For
the function F
[2n]
B (a
ǫ, bǫ; c|y), as follows from Proposition 2.3.2, the transposition
y′i ↔ y′′i is equivalent to the transposition of the pairs
(aǫi , b
ǫ
i) = (1− ǫi − z′, 1− ǫi − z)←→ (ǫi − z, ǫi − z′) = (aǫn+i, bǫn+i)
that is equivalent to two transpositions aǫi ↔ bǫi ; aǫn+i ↔ bǫn+i (which do not
change anything, see Proposition 2.3.2) and the change ǫi → 1− ǫi. For the factor
(y′i)
1−ǫi(y′′i )
ǫi the transposition y′i ↔ y′′i is also equivalent to the change ǫi → 1−ǫi.
But under this change the factor (−1)
∑
ǫi changes its sign. 
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Example 2.3.5. Let us consider the case n = 1. Then by applying the L’Hoˆpital
rule to the definition of f
(zz′)
n and using Proposition 2.3.3 we obtain
f
(zz′)
1 (y
′, y′) = F
[2]
B (a, b; c|y)
+ y′
(
F
[2]
B (a
′, b′; c+ 1|y)− zz
′
(1− z)(1− z′)F
[2]
B (a
′′, b′′; c+ 1|y)
)
where y = (y′, y′), c = (1− z)(1− z′), and
(2.10)
a = (1− z′,−z), b = (1− z,−z′);
a′ = (2− z′,−z), b′ = (2− z,−z′);
a′′ = (1− z′, 1− z), b′′ = (1− z, 1− z′).
2.4*. Expression of the correlation functions via F
[m]
B (a, b; c|y). The main
formulas of this section will play a crucial role in Chapter 4.
Now we are introducing the function in 2n variables such that the nth corre-
lation function is its restriction to a n-dimensional plane, see the discussion after
Proposition 2.3.3.
Let us define the function R
(zz′)
n (y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n) in 2n positive variables
by the formula
R(zz
′)
n (x
′
1,x
′′
1 ; . . . ; x
′
n, x
′′
n) = t
nΓ(t)
∫
ai,bi
i=1,... ,n
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
× det
(
1
ai + bj + 1
)
φt−n−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
)) n∏
i=1
daidbi.
(2.11)
Comparing (2.11) and (2.2) we see that if
∏
i<j(xi − xj) 6= 0 then
(2.12) R(zz
′)
n (x1, . . . , xn; x1, . . . , xn) = ρ
(zz′)
n (x1, . . . , xn).
Set c = t− n(z + z′ − 1).
Theorem 2.4.1. For x1, . . . , xn > 0 such that
∑n
i=1 xi < 1 and
∏
i<j(xi−xj) 6= 0
ρ(zz
′)
n (x1, . . . , xn) = Γ(t)
n∏
i=1
φz−1(xi)φz′−1(xi) · φc−1(1− |x|)
×
∑
σ∈Sn
sgnσ · f (zz′)n (y1, . . . , yn; yσ(1), . . . , yσ(n)).(2.13)
where |x| =∑ni=1 xi and for all i = 1, . . . , n
(2.13’) yi = −1− |x|
xi
.
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The function f
(zz′)
n is explicitly expressed via Lauricella hypergeometric functions
in (2.9), (2.9’).
About the restriction
∏
i<j(xi − xj) 6= 0 see Remark 2.2.2.
Proof. In fact, we shall prove a more general fact. Namely, if
∑n
i=1(x
′
i + x
′′
i ) < 2
then
R(zz
′)
n (x
′
1, . . . , x
′
n; x
′′
1 , . . . , x
′′
n) = Γ(t)
n∏
i=1
φz−1(x
′
i)φz′−1(x
′′
i ) · φc−1
(
1− |x
′|+ |x′′|
2
)
×
∑
σ∈Sn
sgnσ · f (zz′)n (y′1, . . . , y′n; y′′σ(1), . . . , y′′σ(n))(2.14)
where |x′| =∑ni=1 x′i, |x′′| =∑ni=1 x′′i , and for all i = 1, . . . , n
(2.14’) y′i = −
1− |x′|+|x′′|2
x′i
, y′′i = −
1− |x′|+|x′′|2
x′′i
.
By (2.12), (2.13) is an obvious corollary of (2.14).
Observe that (2.11) implies
R(zz
′)
n (x
′
1, . . . , x
′
n; x
′′
1 , . . . , x
′′
n)
=
∑
σ∈Sn
sgnσ·R˜(zz′)n (x′1, . . . , x′n; x′′σ(1), . . . , x′′σ(n)).(2.15)
where
(2.16)
R˜(zz
′)
n (x
′
1, . . . , x
′
n; x
′′
1 , . . . , x
′′
n)
= tnΓ(t)
∫
ai,bi
i=1,... ,n
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
×φt−n−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
)) n∏
i=1
daidbi
ai + bi + 1
.
(To obtain this it suffices to develop the determinant in (2.11) and renumber the
integration variables {bi}.)
Next we shall get rid of the unpleasant factor
∏
i(ai+bi+1)
−1 (cf. the beginning
of 2.3).
Note that (we use the obvious formula φ′c = φc−1)
φt−n−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
))
=
n∏
i=1
1
x′i − x′′i
×
n∏
i=1
(
∂
∂bi
− ∂
∂ai
)
φt−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
))
.(2.17)
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Substituting (2.17) into (2.16) and integrating by parts we obtain
R˜(zz
′)
n (x
′
1, . . . , x
′
n; x
′′
1 , . . . , x
′′
n) = t
nΓ(t)
n∏
i=1
1
x′i − x′′i
×
∫
ai,bi
i=1,... ,n
n∏
i=1
(
∂
∂ai
− ∂
∂bi
)
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
ai + bi + 1
× φt−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
)) n∏
i=1
daidbi.
Simple calculations show that(
∂
∂ai
− ∂
∂bi
)
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
ai + bi + 1
= φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
(
z′
(ai + 1)bi
− z
ai(bi + 1)
)
,
and we arrive at the formula
R˜(zz
′)
n (x
′
1, . . . , x
′
n; x
′′
1 , . . . ,x
′′
n) = t
nΓ(t)
n∏
i=1
1
x′i − x′′i
×
∫
ai,bi
i=1,... ,n
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
(
z′
(ai + 1)bi
− z
ai(bi + 1)
)
×φt−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
)) n∏
i=1
daidbi.(2.18)
Now we have to remove all the parentheses
(2.19)
(
z′
(ai + 1)bi
− z
ai(bi + 1)
)
in (2.18). We claim that the summand obtained by taking one of two terms in these
parentheses for all i = 1, . . . , n coincides, up to the factor
Γ(t)
n∏
i=1
φz−1(x
′
i)φz′−1(x
′′
i ) · φc−1
(
1− |x
′|+ |x′′|
2
)
,
with the summand of (2.9) where we put ǫi = 0 if we take the first term in (2.19),
and ǫi = 1 if we take the second term in (2.19).
From this fact and (2.15) we immediately obtain the main statement (2.14) and,
consequently, (2.13).
We shall check our claim only in the case when all ǫi = 1, i.e., we take only second
summands in all the parentheses (2.19). For other values of {ǫi} the considerations
are quite similar.
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Thus, we have to deal with the following expression
tnΓ(t)
n∏
i=1
1
x′i − x′′i
∫
ai,bi
i=1,... ,n
n∏
i=1
φ−z(ai)φz′(ai + 1)φ−z′(bi)φz(bi + 1)
(−z)
ai(bi + 1)
× φt−1
(
1−
n∑
i=1
(
x′i(ai + 1/2) + x
′′
i (bi + 1/2)
)) n∏
i=1
daidbi.
The change of variables  ui =
(
1− |x′|+|x′′|
2
)
ai
x′i
vi =
(
1− |x′|+|x′′|2
)
bi
x′′
i
leads (after some simplifications) to the following expression
Γ(t)
(Γ(z)Γ(z′))n
n∏
i=1
(x′i)
z′(x′′i )
z−1
x′i − x′′i
· φc−1
(
1− |x
′|+ |x′′|
2
)
× Γ(c)
∫
ui,vi
i=1,... ,n
n∏
i=1
φ−z−1(ui)φ−z′(vi)(1− uiy′i)z
′
(1− viy′′i )z−1
× φt−1
(
1−
n∑
i=1
(ui + vi)
) n∏
i=1
duidvi
where c = t− n(z + z′ − 1), and y′i, y′′i are given by (2.14’).
The last integral is the Euler-Laplace type integral representation (2.8) for
F
[2n]
B (a
ǫ, bǫ; c|y) where
y = (y′1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n)
aǫ = (−z′, . . . ,−z′; 1− z, . . . , 1− z) ∈ C2n,
bǫ = (−z, . . . ,−z; 1− z′, . . . , 1− z′) ∈ C2n,
and the sets of parameters coincide with (2.9’) for ǫ1 = . . . = ǫn = 1.
There is only one thing left — to check the following equality
1
(Γ(z)Γ(z′))n
n∏
i=1
(x′i)
z′(x′′i )
z−1
x′i − x′′i
= (−1)n
n∏
i=1
y′′i
y′i − y′′i
n∏
i=1
φz−1(x
′
i)φz′−1(x
′′
i ).
This can be easily done using (2.14’). 
As an application of all this heavy techniques let us consider the case n = 1.
Then Theorem 2.4.1 and Example 2.3.5 (together with (2.0)) give us the following
statement.
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Corollary 2.4.2. Let
a = (1− z′,−z), b = (1− z,−z′);
a′ = (2− z′,−z), b′ = (2− z,−z′);
a′′ = (1− z′, 1− z), b′′ = (1− z, 1− z′);
c = −t− z − z′ + 1 = (1− z)(1− z′);
y = (1− 1/x, 1− 1/x).
For x > 0 we have
ρ
(zz′)
1 (x) =
Γ(t)
Γ(z)Γ(z′)
xz+z
′−2φc−1(1− x)
(
F
[2]
B (a, b; c|y)
+ y′
(
F
[2]
B (a
′, b′; c+ 1|y)− zz
′
(1− z)(1− z′)F
[2]
B (a
′′, b′′; c+ 1|y)
))
The same formula holds for x < 0 if we replace x by |x| and (z, z′) by (−z,−z′).
Comparing this result with Theorem 5.12 from [O] we see that our techniques
allowed to reduce the order of the multivariate hypergeometric functions involved in
the expressions for the first correlation function from 3 to 2. Moreover, our formula
allows to compute the asymptotics of the first correlation function at the origin.
The result looks as follows.
Corollary 2.4.3. For x > 0
ρ
(zz′)
1 (x) =
Azz′(x)
x
+ xz−z
′
Bzz′(x) + x
z′−zCzz′(x),
where Azz′(x), Bzz′(x), Czz′(x) are some functions analytic in a neighbourhood of
the origin,
(2.20) Azz′(0) =
(z − z′) sinπz · sinπz′
π sinπ(z − z′) > 0.
The same formula holds for x < 0 if we replace x by |x| and (z, z′) by (−z,−z′).
Note that the constant Azz′(0) is invariant with respect to the change of (z, z
′)
by (−z,−z′). That means, that the density of the first controlling measure
σ
(zz′)
1 (x) = |x|ρ(zz
′)
1 (x)
is continuous at the origin.
Sketch of the proof. If x is a small positive number, then y in Corollary 2.4.2 is
large negative. There is a formula for the analytic continuation of F
[2]
B = F3 to
the domain of large negative values of variables which represents this function as
a finite sum of expressions of the form ’minus variable raised to some (complex)
power times a function analytic at the infinity’, see [E, 5.11(10)]. Using this formula
for all three summands in the formula of Corollary 2.4.2, we get the result. 
In Chapter 4 we shall consider much more general situation (asymptotics of the
nth correlation function), and the n-dimensional variant of the proof above will be
carried out in all details.
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2.5. Simplicity of the processes. In this section we shall prove the following
statement (cf. [O, Proposition 4.2]).
Theorem 2.5.1. All processes Pzz′ are simple. Equivalently, for any n ≥ 2 the
set
{(x1, . . . , xn) ∈ In|
∏
i<j
(xi − xj) = 0}
is a null set with respect to ρ
(zz′)
n .
Remark 2.5.2. Here is one more reformulation of the theorem (see [O, Proposition
3.5]). For almost all, with respect to Pzz′ , points (α|β) ∈ Ω there are no repetitions
of the type αi = αi+1 6= 0 or βi = βi+1 6= 0.
Remark 2.5.3. Theorem 2.5.1 and Proposition 2.2.5 imply that the restriction∏
i<j(xi− xj) 6= 0 in Theorems 2.2.1 and 2.4.1 can be removed (cf. Remark 2.2.2).
Proof of Theorem 2.5.1. We shall use Proposition 3.5 from [O]. Namely, we shall
prove that on the diagonal ∆ = {(x1, x2) ∈ I2| x1 = x2} we have
(2.22) σ
(zz′)
2 |∆ = |x1|σ(zz
′)
1 (dx1)δ(x2 − x1).
Proposition 3.5 and Proposition 4.2 of [O] state that this condition is equivalent to
the statement of the theorem.
The fundamental relation (2.0) shows that it is sufficient to check (2.21) only on
∆+ = {(x1, x2) ∈ I2| x1 = x2 > 0}.
As was mentioned in Remark 1.2.2 there are three structures with two blocks.
Namely, we shall denote by T1 the structure with two hook blocks, by T2 — the
structure with one hook and one linear horizontal blocks, and by T3 — the structure
with one hook and one linear vertical blocks. Then, see Proposition 1.3.2,
(2.21) σ
(zz′)
2 = σ
(zz′)
2 (T1) + σ
(zz′)
2 (T2) + σ
(zz′)
2 (T3).
We start with T2. Let us compute σ
(zz′)
2 (T2) using Proposition 1.5.2. We shall omit
the subscript i because our structure contains only one fragment, and i ≡ 1. We
get
σ
(zz′)
2 (T2) = tCaa′a′′Da
′b
a′ [a
′I1(a
′, a′′)]
where
x1 = a, x2 = b.
Applying Propositions 1.4.1 and 1.4.3 we obtain
σ
(zz′)
2 (T2) = tCaa′a′′ [a′I1(a′, a′′) · δ(b− a′)]
= ta2
∫
y
I1(a, y)
dy
a+ y
· δ(b− a) + t|a|b|a|+ bI1(b,−a).
The relation (1.7) implies that the second summand does not contribute to the
positive quadrant. Moreover, in the first summand we recognize the first controlling
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measure multiplied by a · δ(b − a) = x1δ(x2 − x1), cf. (2.1). Comparing this to
(2.21) we see, that we have to prove that ∆+ ia a null set for σ
(zz′)
2 (T1)+σ
(zz′)
2 (T3).
Arguing as above, using Proposition 1.5.2, one can show that σ
(zz′)
2 (T3) gives
no contribution to the positive quadrant. Furthermore, from Proposition 1.5.2 it
is easy to derive that the contribution of σ
(zz′)
2 (T1) to the positive quadrant equals
(cf. (2.1))
t2x1x2
∫
s1,s2
I2(x1, s1; x2, s2)
(x1 + s1)(x2 + s2)
ds1ds2.
In 2.2 (Theorem 2.2.1) we proved that this is the same as the right-hand side of
(2.2) taken for n = 2, multiplied by x1x2. Then, by Proposition 2.2.5, it is an
analytic function in the domain
{(x1, x2) ∈ I2| x1, x2 > 0, x1 + x2 6= 1}.
(Easy to see from (2.1), it is identically zero if x1 + x2 > 1.) That is why the only
possibility for σ
(zz′)
2 (T1) to have ∆+ as a non-null set is to have an atom at the
point
(x1, x2) = (1/2, 1/2).
If it were the case, then σ
(zz′)
2 would have an atom at the same point, and
σ
(zz′)
1 (dx1) =
∫
x2
σ
(zz′)
2 (dx1, dx2)
would have an atom at the point x1 = 1/2. This conclusion contradicts with
Corollary 2.2.7. 
From Theorems 2.2.1, 2.5.1, and Corollary 2.2.5 we immediately obtain (cf.
Corollary 2.2.7)
Corollary 2.5.4. For any n = 1, 2, . . . the correlation functions ρ
(zz′)
n are analytic
in the domain
{(x1, . . . , xn)| x1, . . . , xn > 0,
n∑
i=1
xi < 1}.
Note that all the correlation functions are identically zero as soon as
∑ |xi| > 1.
Remark 2.5.5. We suppose that by explicit formulas of Chapter 1 a more general
statement can be proved. Namely, that for all n = 1, 2, . . . the nth correlation
function is analytic in the domain
{(x1, . . . , xn) ∈ In|
n∑
i=1
|xi| < 1}.
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3. Lifted Processes
3.1. Lifting. Lifted correlation functions. Two previous chapters were de-
voted to the point processes originated from the measures Pzz′ on the Thoma
simplex Ω as was explained in Introduction (see also [O]). In fact, G. I. Olshanski
proved, see [O, Theorem 6.1], that all these measures are concentrated on the face
Ω0 of Ω. Let us define a covering Ω˜0 of Ω0 as follows
Ω˜0 = Ω0 × R+
(we understand this product as the product of Borel spaces).
There is a natural one-to-one correspondence between Ω˜0 and the set
Ω˜′0 = {α˜1 ≥ α˜2 ≥ 0, β˜1 ≥ β˜2 ≥ 0;
∑
i
(α˜i + β˜i) = s ∈ R+}.
Namely, the map
f : Ω˜0 → Ω˜′0; f : ((α|β), s) 7→ (sα|sβ)
is bijective. In the following we identify Ω˜0 and Ω˜′0.
Starting from any probability measure µ on Ω0 let us introduce the probability
measure µ˜ on Ω˜0 as follows
µ˜ = µ⊗ s
t−1
Γ(t)
e−sds.
After a while we shall set µ = Pzz′ , but the general construction is of certain
independent interest (see, for example, Proposition 3.1.2).
Following the general scheme described in [O, §4], we associate with µ a stochastic
point process Pµ on I = [−1, 1] \ {0}. Let us denote its correlation functions by
ρn(x1, . . . , xn).
Now we shall construct a new stochastic point process. Consider the set I˜ =
R \ {0} as the phase space; sets that do not intersect a sufficiently small interval
(−ε, ε) as the test sets; finite and countable systems of points in I˜, such that their
intersection with any test set is finite, as the configurations.
To any point (α˜|β˜) ∈ Ω˜′0 = Ω˜0 we attach the configuration
(α˜1, α˜2, . . . ,−β˜1,−β˜2, . . . ).
Then our measure µ˜ makes this configuration random. We are interested in the
correlation functions of the point process P˜µ thus obtained. We shall call P˜µ the
lifting of the initial process Pµ.
Proposition 3.1.1. All correlation measures ρ˜n of P˜µ take finite values on test
sets. Furthermore,
(3.1) ρ˜n(x1, . . . , xn) =
+∞∫
0
st−1
Γ(t)
e−sρn(x1s
−1, . . . , xns
−1)
ds
sn
.
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Under appropriate assumptions about ρn, this integral transform can be inverted.
Proof (due to G. I. Olshanski). Take a test set A of Pµ and consider a random
variable NA on Ω0 defined as follows. The value of NA on (α|β) ∈ Ω0 is the number
of αi’s and −βi’s which belong to A. By [O, Proposition 4.1] NA is everywhere
finite, and for
A = A(ε) = [−1,−ε) ∪ (ǫ, 1]
we have
NA(ε) ≤ 1
ε
.
For a test A˜ of P˜µ we define the random variable N˜A˜ in the same way: it counts
the number of α˜i’s and −β˜i’s in A˜.
By definition of correlation measures, the value of the nth correlation measure
ρ˜n on the test set A˜
n is the factorial moment of N˜A˜:
ρ˜n(A˜
n) = E(N˜A˜(N˜A˜ − 1) · · · (N˜A˜ − n+ 1)).
Thus, it suffices to prove, that the usual moments of N˜A˜ are finite. We may consider
only test sets of the form
A˜ = A˜(ε) = (−∞,−ε) ∪ (ǫ,+∞).
For any (α|β) ∈ Ω0 and s > 0 we have
N˜A˜(ε)(sα|sβ) = NA(εs−1)(α|β) ≤
s
ε
.
Hence,
E(N˜k
A˜(ε)
) =
∫
Ω˜0
N˜k
A˜(ε)
µ˜(dω˜) =
∞∫
0
∫
Ω0
NkA(εs−1)µ(dω)
st−1
Γ(t)
e−sds
≤ 1
εk
∞∫
0
sk+t−1
Γ(t)
e−sds =
(t)k
εk
<∞.
The formula (3.1) is obvious from the definition of the correlation functions. 
In the following sections we shall see that the lifting substantially simplifies the
formulas for the correlation functions of our processes Pzz′ . Moreover, it also works
for the Poisson-Dirichlet processes, see [Ki] for definitions.
The following claim also follows from section 9.4 in [Ki].
Proposition 3.1.2. The lifting of the Poisson-Dirichlet process PD(t) is the Pois-
son process on (0,+∞) with density te−x/x.
Proof. Simple calculation. The correlation functions PD(t) have the form, see [O,
Corollary 7.4],
ρn(x1, . . . , xn) =
tn(1− x1 − . . .− xn)t−1+
x1 · · ·xn .
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Then by (3.1) the lifted correlation functions are
ρ˜n(x1, . . . , xn) =
+∞∫
0
st−1
Γ(t)
e−s
tn(1− x1s−1 − . . .− xns−1)t−1+
x1 · · ·xn ds
=
tne−x1−...−xn
x1 · · ·xn . 
3.2. General structure of ρ˜
(zz′)
n . From now on we apply the lifting to µ = Pzz′ .
Our main goal in this section is to reformulate Theorem 1.7.3 in terms of lifted
correlation functions. To do this we need to extend the notion of lifting to the
distributions with compact supports. In what follows τ > 0 is a positive number.
Proposition 3.2.1. Let f(ξ1, . . . , ξk) be a distribution in k variables with compact
support. Then there exists a distribution
(3.2) (Lτf)(ξ1, . . . , ξk) =
∞∫
0
f
(
ξ1
s
, . . . ,
ξk
s
)
sτ−k−1
Γ(τ)
e−sds
not necessarily with a compact support, such that its values on a compactly supported
test function ψ(ξ1, . . . , ξk) is given by the formula
(3.3) 〈f˜ , ψ〉 =
∞∫
0
sτ−1
Γ(τ)
e−s
 ∫
ξ1,... ,ξk
f(ξ1, . . . , ξk)ψ(sξ1, . . . , sξk)dξ1, · · · , dξk
 ds.
Remark 3.2.2. Formulas (3.1) and (3.2) represent the same operation if τ = t.
Proof of Proposition 3.2.1. The only thing we need to check is the convergence
of the integral over s in (3.3). But this becomes obvious if we remember that
any distribution with compact support is the result of applying some differential
operator ∂m1ξ1 · · ·∂mkξk to a continuous function with compact support. 
Note that (3.3) is correctly defined if ψ is any bounded test function (not neces-
sarily with compact support).
Now we want to extend the notion of pseudoconvolution, see 1.4, to distributions
which do not necessarily have compact supports. Namely, we shall say that a
distribution h(ξ1, . . . , ξk) is the pseudoconvolution of distributions f(ξ1, . . . , ξk)
and g(ξ1, . . . , ξk) (and write h = f⊙g) if for any compactly supported test function
ψ(ξ1, . . . , ξk) the following relation holds
〈h, ψ〉 =
∫
f(ξ1, . . . , ξm)g(η1, . . . , ηm)ψ(ξ1η1, . . . , ξmηm)
∏
i
dξidηi
Proposition 3.2.3. For any distributions f(ξ1, . . . , ξk) and g(ξ1, . . . , ξk) with
compact supports
(3.4) Lτ (f ⊙ g) = (Lτf)⊙ g.
Proof. Obvious.
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Proposition 3.2.4. The lifted correlation function have the form
ρ˜(zz
′)
n (x1 . . . , xn) =
n∑
d≥n/2
∑
ϕ∈Φn,d
(ϕH˜d)(x1, . . . , xn)
where
H˜d(r1, s1; . . . ; rd, sd) =
td(t)d
d!
d∏
i=1
(ri + |si|)
(Lt+dId)(r1,−s1; . . . ; rd,−sd).
Proof. Combining (3.1) and Theorem 1.7.3 we see that it is sufficient to prove the
following relation
(3.5) Lt(ϕHd) = Γ(t+ d)
Γ(t)
ϕH˜d
for all ϕ ∈ Φn,d. Let us check this for one particular ϕ, for all others the proof is
quite similar. Let us take
ϕ : {1, . . . , n} → {1, 1′; . . . ; d, d′}
such that
ϕ(i) = i′, i ≤ d
ϕ(i) = i− d, i > d.
Then, see 1.7,
(ϕHd)(x1, . . . , xn) =
td∏n−d
i=1 (xi+d + |xi|)
∫
rn−d+1,... ,rd
1∏d
i=n−d+1(ri + |xi|)
× Id(xd+1,−x1; . . . ; xn,−xn−d; rn−d+1,−xn−d+1; . . . ; rd,−xd)
d∏
i=n−d+1
dri.
Hence,
Lt(ϕHd)(x1, . . . , xn) =
∞∫
0
st−n−1
Γ(t)
e−s
× t
d∏n−d
i=1 (xi+d/s+ |xi/s|)
∫
rn−d+1,... ,rd
1∏d
i=n−d+1(ri + |xi/s|)
× Id
(
xd+1
s
,
−x1
s
; . . . ;
xn
s
,
−xn−d
s
; rn−d+1,
−xn−d+1
s
; . . . ; rd,
−xd
s
)∏
i
dri · ds.
By changing the variables
ui = sri, i = n− d+ 1, . . . , d,
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we arrive at the formula
(−1)dtd∏n−d
i=1 (xi+d + |xi|)
∫
un−d+1,... ,ud
1∏d
i=n−d+1(ui + |xi|)
∞∫
0
st−d−1
Γ(t)
e−s
× Id
(
xd+1
s
,
−x1
s
; . . . ;
xn
s
,
−xn−d
s
;
un−d+1
s
,
−xn−d+1
s
; . . . ;
ud
s
,
−xd
s
)
ds ·
∏
i
dui
that coincides with the right-hand side of (3.5). 
It remains to compute (Lt+dId).
Lemma 3.2.5. Let α1 + . . .+ αm = 0. Then
Lα0+m+1
(
φα1(u1) · · ·φαm(um)φα0
(
1−
m∑
i=1
ui
))
=
φα1(u1) · · ·φαm(um)e−
∑m
i=1 ui
Γ(α0 +m+ 1)
.
Proof. Direct computation.
∞∫
0
sα0
Γ(α0 +m+ 1)
e−sφα1(u1/s) · · ·φαm(um/s)φα0
(
1−
m∑
i=1
ui/s
)
ds
=
∞∫
0
s−
∑m
i=1 αi
Γ(α0 +m+ 1)
e−sφα0
(
s−
m∑
i=1
ui
)
ds · φα1(u1) · · ·φαm(um)
=
1
Γ(α0 +m+ 1)
∞∫
0
φα0
(
s)es−
∑m
i=1 uids · φα1(u1) · · ·φαm(um)
=
φα1(u1) · · ·φαm(um)e−
∑
m
i=1 ui
Γ(α0 +m+ 1)
. 
Let us use the explicit formula (1.22) for Id. The previous lemma shows that
Lt+dF1(a′1, a′′1 ; . . . ; a′d, a′′d) =
Γ(t)
Γ(t+ d)
d∏
i=1
φz′(a
′
i)φ−z′(a
′′
i )e
−a′i−a
′′
i .
Thus, using (3.4), we obtain
(Lt+dId)(a′1, a′′1 ; . . . ; a′d, a′′d) =
Γ(t)
Γ(t+ d)
detN(a′i, a
′′
i )
where
(3.6)
N(a, b) =
(
φz′(a)φ−z′(b)e
−a−b
)⊙ (φz,−z−1(a)φ−z,z−1(b))⊙ (δ(a− b)χ[0,1](a)) .
This gives us, together with Proposition 3.2.4, the main statement of this section.
43
Theorem 3.2.6.
ρ˜(zz
′)
n (x1, . . . , xn) =
n∑
d≥n/2
∑
ϕ∈Φn,d
(ϕH˜d)(x1, . . . , xn)
where
H˜d(r1, s1; . . . ; rd, sd) =
td
d!
∏
i
(ri + |si|) detN(ri,−sj);
and N(a, b) is given by (3.6).
Remark 3.2.7. Clearly,
suppHd ⊂ {(r1, s1; . . . ; rd, sd)| ri ≥ 0, si ≤ 0, i = 1, . . . , d}.
Remark 3.2.8. Our main achievement is that the distributions Id which are rather
complicated functions in 2d variables, were ‘reduced’ to one function N in two
variables.
3.3. Lifted correlation functions in positive (negative) hyperoctants. As
was mentioned before (the beginning of Chapter 2) we may consider only posi-
tive hyperoctants. By analogy with Proposition 2.1.1 we immediately see, using
Theorem 3.2.6, that in the positive hyperoctant
ρ˜(zz
′)
n (x1, . . . , xn) = detM(xi, xj)
where
M(x, y) =
∫
s
tN(x, s)
s+ y
ds
is the Stieltjes transform of the kernel tN(r, s) with respect to the second argument.
In fact, we have already computed the kernel M . Namely, we shall derive from
Theorem 2.2.1 the following statement.
Theorem 3.3.1. Let x1, . . . , xn > 0. Then
(3.7) ρ˜(zz
′)
n (x1, . . . , xn) = detM(xi, xj)
where
M(x, y) = t
∫∫
t1,t2
φ−z(t1)φ−z′(t2)φz′(t1 + 1)φz(t2 + 1)
e−x(t1+1/2)−y(t2+1/2)
t1 + t2 + 1
dt1dt2.
Proof. We shall use the fact, see [KOV], that the set
{(x1, . . . , xn) ∈ In|
n∑
i=1
|xi| = 1}
is a null set for the nth correlation function ρ
(zz′)
n . That is why we shall neglect
this set while making the lifting (3.1).
Let us apply Lt to both sides of (2.2). Using the relation
Lt
[
φt−n−1
(
1−
n∑
i=1
xi(ai + bi + 1)
)]
=
1
Γ(t)
e−
∑n
i=1
xi(ai+bi+1)
we arrive at our assertion. 
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Remark 3.3.2. An immediate corollary of the last theorem is that the lifted cor-
relation functions are analytic in the positive hyperoctants. We suppose that using
Theorem 3.2.6 one can prove that lifted correlation functions are analytic when-
ever all variables are nonzero (cf Remark 2.5.5). Note that the initial correlation
functions were not even continuous for some values of z and z′ on the borders∑n
i=1 |xi| = 1 of their supports. (For the first correlation function it can be seen
from the explicit formula in Corollary 2.4.2).
Remark 3.3.3. Theorem 3.3.1 means that if we restrict ourselves to the behaviour
of {α˜i} only (i.e. we consider the point process in the restricted phase space R+ ⊂ I˜)
then all correlation functions are given by the determinants of the type (3.7). Such
processes were considered by several authors, see [Me], [DVJ]. Furthermore, deter-
minantal formulas for correlation functions appear in some models of mathematical
physics, see [KBI]. For a more detailed discussion of these processes see [BO].
It turns out that the main result of Section 2.4 (Theorem 2.4.1) also has a nice
reformulation in terms of the lifted processes. It expresses the kernel M(x, y) via
the Whittaker function Wκ,µ(x), see [E, chapter 6] for the definition.
Theorem 3.3.4. Let x1, . . . , xn > 0. Then
ρ˜(zz
′)
n (x1, . . . , xn) = detK(xi, xj)
where
(3.8) K(x, y) =
1
Γ(z)Γ(z′)
ϕ1(x)ϕ2(y)− ϕ1(y)ϕ2(x)
x− y ;
ϕ1(x) = x
− 1
2W z+z′+1
2
, z−z
′
2
(x), ϕ2(x) = x
− 1
2W z+z′−1
2
, z−z
′
2
(x),
and Wκ,µ(x) = Wκ,−µ(x) is the Whittaker function.
Clearly, the kernel K(x, y) is real symmetric:
K(x, y) = K(y, x).
We call K(x, y) the Whittaker kernel.
Proof. We shall prove the formula
(3.9) M(x, y) = (x/y)
z−z′
2 K(x, y),
which by Theorem 3.3.1 proves the assertion.
The simplest way to prove (3.9) is to apply Lt+n to both sides of (2.18). However,
we prefer to give an independent proof here.
We start from the integral representation of M(x, y) in Theorem 3.3.1. Note
that
(x− y)e−x(t1+1/2)−y(t2+1/2) =
(
∂
∂t2
− ∂
∂t1
)
e−x(t1+1/2)−y(t2+1/2).
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Integration by parts gives
(x− y)M(x, y) = t
∫∫
t1,t2
e−x(t1+1/2)−y(t2+1/2)
×
(
∂
∂t1
− ∂
∂t2
)[
φ−z(t1)φ−z′(t2)φz′(t1 + 1)φz(t2 + 1)
t1 + t2 + 1
]
dt1dt2.
Simple calculation shows that(
∂
∂t1
− ∂
∂t2
)
φ−z(t1)φ−z′(t2)φz′(t1 + 1)φz(t2 + 1)
t1 + t2 + 1
= φ−z(t1)φ−z′(t2)φz′(t1 + 1)φz(t2 + 1)
(
z′
(t1 + 1)t2
− z
t1(t2 + 1)
)
.
Then we get
(x− y)M(x, y)
=
e
−x−y
2
Γ(z)Γ(z′)
(∫
t1
φ−z−1(t1)(t1 + 1)
z′e−xt1dt1
∫
t2
φ−z′(t2)(t2 + 1)
z−1e−yt2dt2
−
∫
t1
φ−z(t1)(t1 + 1)
z′−1e−xt1dt1
∫
t2
φ−z′−1(t2)(t2 + 1)
ze−yt2dt2
)
.
Using the standard integral representation of the Whittaker function (or that of
the confluent hypergeometric function Ψ(a, c; x), see [E, 6.9.4 and 6.5.2])
Wκ,µ(x) = e
−x/2xµ+1/2
∫
τ
φµ−κ−1/2(τ)(1 + τ)
µ+κ−1/2e−τxdτ
we arrive at (3.9). 
4. Asymptotics at the Origin
In this chapter we compute the asymptotics of both lifted and non-lifted corre-
lation functions when all variables are of the same sign and infinitely small. The
results can be considered as applications of the explicit formulas obtained in the
previous chapters. The asymptotics is also of certain independent interest; it gives
a possibility to consider new (stationary) stochastic processes obtained from the
points which are ‘infinitely close to zero’, see [BO] for details. In other words, these
new processes encode the information about the behaviour of αk, βk as k →∞.
The idea of considering the asymptotics of the correlation functions is due to
G. I. Olshanski. He also computed the asymptotics in the lifted case (Section 4.1),
and this served as a prompt for our further results in this chapter.
4.1. Lifted processes. In this section we shall prove the following statement.
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Theorem 4.1.1. Let x1, . . . , xn > 0. Then
(4.1) ρ˜(zz
′)
n (x1, . . . , xn) =
det k(xi/xj) + r(x1, . . . , xn)
x1 · · ·xn
where
(4.2) k(x) =
sinπz · sinπz′
π sinπ(z − z′) ·
x
z−z′
2 − x z
′
−z
2
x
1
2 − x− 12 ;
r(x1, . . . , xn) =

O (max{xi}) , if z′ = z¯ 6= z
O
(
max{xi ln2 xi}
)
, if z′ = z ∈ R \ Z
O
(
(max{xi})1−|z−z
′|
)
, if m < z, z′ < m+ 1, m ∈ Z
as x1, . . . , xn → 0.
Remark 4.1.2. The main term of the asymptotics depends only on the ratios
of the variables. When z′ = z, the function k(x) is defined as the limit of the
expression (4.2) as z′ − z → 0.
Proof. By the determinantal formula for lifted correlation functions proved in The-
orem 3.3.4, it suffices to compute the asymptotics of the Whittaker kernel K(x, y).
It turns out that the cases z 6= z′ and z = z′ require different treating. The latter
is the limit case of the former, and the asymptotics for z = z′ (Proposition 4.1.4)
can be formally obtained from that for z 6= z′ (Proposition 4.1.3).
The claim of our theorem immediately follows from two following statements.
Proposition 4.1.3. Let x, y > 0 and z 6= z′. Then
K(x, y) =
sinπz · sinπz′
π sinπ(z − z′) ·
(x/y)
z−z′
2 − (x/y) z
′
−z
2
x− y +
r′(x, y)√
xy
=
1√
xy
{
sinπz · sinπz′
π sinπ(z − z′) ·
(x/y)
z−z′
2 − (x/y) z
′
−z
2
(x/y)
1
2 − (x/y)− 12 + r
′(x, y)
}
where
r′(x, y) =
{
O (max{x, y}) , if z′ = z¯ 6= z
O
(
(max{x, y})1−|z−z′|
)
, if m < z, z′ < m+ 1, m ∈ Z
as x, y → 0
Proposition 4.1.4. Let x, y > 0 and z = z′. Then
K(x, y) =
sin2 πz
π2
· lnx− ln y
x− y +
r′′(x, y)√
xy
=
1√
xy
{
sin2 πz
π2
· lnx− ln y
(x/y)
1
2 − (x/y)−12 + r
′′(x, y)
}
where
r′′(x, y) = O
(
max{x ln2 x, y ln2 y})
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as x, y → 0
In what follows we shall use the symbol ≈ to relate expressions the difference of
which has the same order as r′(x, y) or r′′(x, y) (depending on the case we consider).
Proof of Proposition 4.1.3. We start with the following formula that follows from
the definition of the Whittaker function and basic properties of confluent hyperge-
ometric functions, see [E], 6.5(6) and 6.9(2). For µ /∈ 12Z
x−1/2Wκ,µ(x) = e
−x/2
( Γ(−2µ)xµ
Γ(1/2− κ− µ)Φ(1/2− κ+ µ, 2µ+ 1; x)
+
Γ(2µ)x−µ
Γ(1/2− κ+ µ)Φ(1/2− κ− µ,−2µ+ 1; x)
)
where
Φ(a, c; x) =
∞∑
k=0
(a)k
(c)k
xk
k!
is the confluent hypergeometric function. We need only the first terms of each
summand of the expression above. We get
ϕ1(x) = x
z−z′
2 A1(x) + x
z′−z
2 B1(x)
ϕ2(x) = x
z−z′
2 A2(x) + x
z′−z
2 B2(x)
where the functions Ai(x), Bi(x), i = 1, 2, are analytic in a neighbourhood of zero
and
A1(0) =
Γ(z′ − z)
Γ(−z) , B1(0) =
Γ(z − z′)
Γ(−z′) ;
A2(0) =
Γ(z′ − z)
Γ(1− z) , B2(0) =
Γ(z − z′)
Γ(1− z′) .
Then
K(x, y) =
1
Γ(z)Γ(z′)
(
(xy)
z−z′
2
A1(x)A2(y)−A1(y)A2(x)
x− y
+(xy)
z′−z
2
B1(x)B2(y)−B1(y)B2(x)
x− y
+
(x/y)
z−z′
2 A1(x)B2(y)− (x/y) z
′
−z
2 A1(y)B2(x)
x− y
+
(x/y)
z′−z
2 B1(x)A2(y)− (x/y) z−z
′
2 B1(y)A2(x)
x− y
)
This formula consists of four summands, let us denote them by S1, S2, S3, S4 re-
spectively.
Note that
(xy)
1
2 x±
z−z′
2 y∓
z−z′
2 = x
1
2
± z−z
′
2 y
1
2
∓ z−z
′
2 ≈ 0.
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Indeed, if z′ = z¯ then∣∣∣x 12± z−z′2 y 12∓ z−z′2 ∣∣∣ = x 12 y 12 ≤ max{x, y} ≈ 0,
and if m < z, z′ < m+ 1 for a certain m ∈ Z then | z−z′2 | < 12 and
0 < x
1
2
± z−z
′
2 y
1
2
∓ z−z
′
2 ≤ x 12−| z−z
′
2
|y
1
2
−| z−z
′
2
| ≤ (max{x, y})1−|z−z′| ≈ 0.
Further, the functions
A1(x)A2(y)−A1(y)A2(x)
x− y ,
B1(x)B2(y)−B1(y)B2(x)
x− y
are analytic and consequently bounded in a neighbourhood of the origin. Hence,
(xy)
1
2S1 ≈ 0 and (xy) 12S2 ≈ 0.
The expression S3 + S4 can be split into two parts: the first one is obtained by
replacing in S3 + S4 the functions Ai(·) and Bi(·) by their constant terms Ai(0)
and Bi(0), respectively, and the second part is a rest term.
An easy check shows that the first part is equals to
1
Γ(z)Γ(z′)
(
(x/y)
z−z′
2 A1(0)B2(0)− (x/y) z
′
−z
2 A1(0)B2(0)
x− y
+
(x/y)
z′−z
2 B1(0)A2(0)− (x/y) z−z
′
2 B1(0)A2(0)
x− y
)
=
sinπz · sinπz′
π sinπ(z − z′) ·
(x/y)
z−z′
2 − (x/y) z
′
−z
2
x− y ,
where we have used the formula
Γ(z)Γ(1− z) = π
sinπz
.
As for the rest term, it can be written in the form
R(x, y) =
xµy−µa(x, y)− x−µyµa(y, x)
x− y ,
where µ = z−z
′
2
and a(x, y) is an analytic function near (0, 0) such that a(0, 0) = 0;
its exact form is unessential. We shall prove that (xy)
1
2R(x, y) ≈ 0.
Since a(x, y) vanishes at (0, 0) we can write it in the form
a(x, y) = xa1(x, y) + ya2(x, y)
with certain analytic functions a1(x, y) and a2(x, y). With this notation, we have
(xy)
1
2R(x, y) =
S(x, y)
x− y ,
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where
S(x, y) = x
3
2
+µy
1
2
−µa1(x, y) + x
1
2
+µy
3
2
−µa2(x, y)
−x 12−µy 32−µa1(y, x)− x 32−µy 12+µa2(y, x).
By symmetry, we may assume x ≥ y. Since the function x 7→ S(x, y) vanishes
at x = y, there exists a point ξ ∈ [y, x] such that
S(x, y)
x− y =
S(x, y)− S(y, y)
x− y =
∂S(x, y)
∂x
∣∣∣∣
x=ξ
.
The same argument as above shows that
x
1
2
±µy
1
2
∓µ
∣∣
x=ξ
= ξ
1
2
±µy
1
2
∓µ ≈ 0.
Note also that
y
x
∣∣∣∣
x=ξ
=
y
ξ
≤ 1.
Looking at S(x, y) we see that ∂S(x, y)/∂x is the sum of terms each of which is
equal to x
1
2
±µy
1
2
∓µ multiplied by an analytic function near (0, 0) and possibly also
multiplied by y/x. Hence, after substitution x = ξ, each term is ≈ 0. 
Proof of Proposition 4.1.4. We shall use the following formula from [E], 6.8(13):
x−1/2Wκ,0 =
−e−x/2
Γ(1/2− κ)
(
Φ(1/2− κ, 1; x) lnx
+
∞∑
r=0
(1/2− κ)r
r!
[ψ(1/2− κ+ r)− 2ψ(1 + r)]x
r
r!
)
where ψ(x) = Γ′(x)/Γ(x). As in the previous proof, we need only the first terms of
the summands. We have
ϕ1(x) = C1(x) lnx+D1(x)
ϕ2(x) = C2(x) lnx+D2(x)
where the functions Ci(x), Di(x), i = 1, 2, are analytic in a neighbourhood of zero
and
C1(0) = − 1
Γ(−z) , D1(0) = −
−ψ(−z) + 2ψ(1)
Γ(−z) ;
C2(0) = − −1
Γ(1− z) , D2(0) = −
−ψ(1− z) + 2ψ(1)
Γ(1− z) .
Then by definition of the Whittaker kernel
K(x, y) =
1
Γ2(z)
(
lnx ln y
C1(x)C2(y)− C1(y)C2(x)
x− y
+
D1(x)D2(y)−D1(y)D2(x)
x− y
+
lnxC1(x)D2(y)− ln yC1(y)D2(x)
x− y
+
ln yD1(x)C2(y)− lnxD1(y)C2(x)
x− y
)
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Let us denote these four summands by S˜1, S˜2, S˜3, S˜4, and use the same notation as
in the proof of Proposition 4.1.3. Clearly,
(xy)1/2| lnx ln y| ≤ max{x ln2 x, y ln2 y} ≈ 0.
The functions
C1(x)C2(y)− C1(y)C2(x)
x− y ,
D1(x)D2(y)−D1(y)D2(x)
x− y
are analytic and, thus, bounded near the origin. Hence,
(xy)
1
2 S˜1 ≈ (xy) 12 S˜2 ≈ 0.
As in the proof of Proposition 4.1.3, let us split S˜3 + S˜4 into two parts. In the first
one we substitute the functions C(·) and D(·) by their constant terms C(0) and
D(0), and the second part is the rest. Using the well-known identity
ψ(w) = ψ(1 + w)− 1
w
one easily checks that
1
Γ2(z)
(
lnxC1(0)D2(0)− ln yC1(0)D2(0)
x− y +
ln yD1(0)C2(0)− lnxD1(0)C2(0)
x− y
)
=
sin2 πz
π2
· lnx− ln y
x− y .
Let us denote the rest term by R˜(x, y). We have to show that
(xy)
1
2 R˜(x, y) ≈ 0.
We can the rest term in the form
R˜(x, y) =
lnx · b(x, y)− ln y · b(y, x)
x− y ,
where the function b(x, y) is analytic in a neighbourhood of the origin and b(0, 0) =
0. Then we can represent b(x, y) in the form
b(x, y) = xb1(x, y) + yb2(x, y)
where b1(x, y) and b2(x, y) are also analytic near the origin. If we introduce the
function
S˜(x, y) = x
3
2 y
1
2 lnxb1(x, y)+x
1
2 y
3
2 lnxb2(x, y)−x 32 y 12 ln yb2(y, x)−x 12 y 32 ln yb1(y, x)
then we get
(xy)
1
2 R˜(x, y) =
S˜(x, y)
x− y .
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Again, as in the proof of Proposition 4.1.3, we may assume, by symmetry, that
x ≥ y and apply the mean value theorem. Thus, for some point ξ ∈ [y, x]
(xy)
1
2 R˜(x, y) =
S˜(x, y)
x− y =
∂S˜(x, y)
∂x
∣∣∣∣
x=ξ
.
Note that y/ξ ≤ 1 and√
ξy ≈ 0,
√
ξy ln ξ ≈ 0, y
ξ
√
ξy ln ξ ≈ 0,
√
ξy ln y ≈ 0, y
ξ
√
ξy ln y ≈ 0.
If we explicitly compute the derivative ∂S˜(x, y)/∂x at x = ξ, then we get a sum
of expressions estimated above multiplied by analytic in a neighbourhood of the
origin functions. Clearly, this sum ≈ 0. 
4.2*. Analytic continuation of F
[m]
B (a, b; c|y). It turns out that to compute the
asymptotics of correlation functions in the non-lifted case is much more difficult
than to do that for the lifted processes. The reason is simple. In the lifted case
we can use well-known asymptotic formulas for Whittaker functions, while for the
original processes we have to deal with asymptotics of multidimensional integrals
– integral representation of Lauricella functions. The asymptotics in both lifted
and non-lifted cases happens to be the same. One of possible explanations is that
the asymptotic behaviour really depends only on the ratios of the variables (Re-
mark 4.1.2), and lifting does not change them. However, the direct proof of this
coincidence is unknown.
In this section we present the Mellin-Barnes type integral representation of Lau-
ricella function of type B and derive certain formulas for analytic continuation of
F
[m]
B (a, b; c|y). These expansions will be used for computing the asymptotics.
The results of this section represent a generalization of the well known formulas
for the analytic continuation of the Gauss hypergeometric function and Appell
hypergeometric function F3, see [E], [Mar], [Ex1], [Ex2].
We start with Mellin-Barnes type integrals.
Proposition 4.2.1. If ai, bi 6= 0,−1,−2, . . . for all i = 1, . . . , m then
F
[m]
B (a, b; c|y) =
Γ(c)
m∏
i=1
Γ(ai)Γ(bi)
× 1
(2πi)
m
+i∞∫
−i∞
· · ·
+i∞∫
−i∞
m∏
i=1
Γ(ai + si)Γ(bi + si)Γ(−si)(−yi)sidsi
Γ
(
c+
m∑
i=1
si
)
where arg (−yi) < π and the ith path of integration separates the points si =
0, 1, 2, . . . from the points si = −ai − n, si = −bi − n (n = 0, 1, . . . ).
Sketch of the proof. This formula can be found in [Ex1, (2.5.6)] and [Ex2, (5.2.3.7)].
One can obtain the proof by computing the residues of the integrand at the points
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si = 0, 1, 2, . . . for all i = 1, . . . , m. Then one gets exactly the series (2.7). The
correctness of this operation can be checked by the general techniques described in
[Mar]. 
Note that if we want to analyze the behaviour of ρ
(zz′)
n at the origin, then, see
Theorem 2.4.1 and (2.9), we need to know the behaviour of F
[m]
B (a, b; c|y) for large
negative values of variables. The Mellin-Barnes integral representation allows us to
continue the Lauricella function to this domain.
Proposition 4.2.2. Let ℜy1, . . . ,ℜym be negative and sufficiently large; and ai−
bi /∈ Z for all i = 1, . . . , m. Then
F
[m]
B (a, b; c|y) =
Γ(c)
m∏
i=1
Γ(ai)Γ(bi)
∑
I={i1<...<ip}⊂{1,... ,m}
I={j1<...<jm−p}
p∏
k=1
(−yik)−aik
m−p∏
l=1
(−yjl)−bjl
×
∑
α1,... ,αp≥0
β1,... ,βm−p≥0
p∏
k=1
Γ(bik − aik − αk)Γ(aik + αk)
αk!(yik)
αk
m−p∏
l=1
Γ(ajl − bjl − βl)Γ(bjl + βl)
βl!(yjl)
βl
× 1
Γ
(
c−
p∑
k=1
(aik + αk)−
m−p∑
l=1
(bjl + βl)
) .(4.1)
Remark 4.2.3. This formula represents F
[m]
B (a, b; c|y) as a finite sum of expres-
sions of the form ‘product of minus variables in some (complex) powers times a
function analytic at the infinity’. For m = 1 this is the well-known formula for
analytic continuation of the Gauss hypergeometric function, see [E], 2.1.4(17):
F (a, b; c;w)
Γ(c)
=
Γ(b− a)
Γ(b)Γ(c− a)
1
(−w)aF (a, 1− c+ a; 1− b+ a, w
−1)
+
Γ(a− b)
Γ(a)Γ(c− b)
1
(−w)bF (b, 1− c+ b; 1− a+ b, w
−1).
For m = 2 the formula consists of four summands and is a known example when
one hypergeometric series (F3 in this case) is continued by another (it will be F2
here), see [E], 5.11(10).
Sketch of the proof. The formula can be easily obtained by calculating the residues
of the integrand from the Mellin-Barnes type integral in Proposition 4.2.1 at the
points si = −ai − k, si = −bi − k (k = 0, 1, . . . ). The correctness of this operation,
as in Proposition 4.2.1, is checked by the machinery developed in [Mar]. The set
I ⊂ {1, . . . , m} reflects the fact that for every i ∈ {1, . . . , m} we have two sequences
of poles, if we use the first sequence (i.e., si = −ai − k for some k = 0, 1, . . . ) then
we put i in I; if we use the second sequence (i.e., si = −bi−k for some k = 0, 1, . . . )
then i ∈ I = {1, . . . , m} \ I. 
We shall apply the last proposition to the hypergeometric functions used in
Chapter 2. The restriction ai − bi /∈ Z implies for us that z − z′ /∈ Z (see (2.9’))
which is equivalent to z 6= z′. In case z = z′ we have ai = bi for all i = 1, . . . , m,
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and all the poles si = −ai − n, (n = 0, 1, . . . ) of the integrand in Proposition 4.2.1
are of the second order. This ‘logarithmic’ case can be worked out by the same
techniques as the ordinary one (i.e., z 6= z′). Below we present the ‘logarithmic’
version of Proposition 4.2.2. Its special case for m = 1 is the known formula [E],
2.1.4(18).
Proposition 4.2.4.
F
[m]
B (a, a; c|y) =
Γ(c)
m∏
i=1
Γ2(ai)
∑
k1,... ,km
m∏
i=1
(−yi)−ai Γ(ai + k)
(k!)2
(ln(−yi) + hki(a))
(−yi)ki
× 1
Γ
(
c−
m∑
i=1
(ai + ki)
)
where
hki(a) = 2ψ(ki + 1)− ψ(ai + ki)− ψ
(
c−
m∑
i=1
(ai + ki)
)
, ψ(x) =
Γ′(x)
Γ(x)
.
4.3*. Asymptotics of the non-lifted correlation functions. In this section
we shall prove the following result, cf. Theorem 4.1.1.
Theorem 4.3.1. Let x1, . . . , xn > 0. Then
ρ(zz
′)
n (x1, . . . , xn) =
det k(xi/xj) + r˜(x1, . . . , xn)
x1 · · ·xn
where k(x) is defined in Theorem 4.1.1 and
r˜(x1, . . . , xn) =

O (max{xi}) , if z′ = z¯ 6= z
O
(
max{xi ln2 xi}
)
, if z′ = z ∈ C \ Z
O
(
(max{xi})1−|z−z
′|
)
, if m < z, z′ < m+ 1, m ∈ Z
as x1, . . . , xn → 0.
Remark 4.3.2. The asymptotics coincides with that in the lifted case.
Proof of Theorem 4.3.1. We shall use the notation from Section 2.4. As we have
seen (Theorem 2.4.1),
ρ(zz
′)
n (x1, . . . , xn) = Γ(t)
n∏
i=1
φz−1(xi)φz′−1(xi) · φc−1(1− |x|)
×
∑
σ∈Sn
sgnσ · f (zz′)n (y1, . . . , yn; yσ(1), . . . , yσ(n)).
where c = t− n(z + z′ − 1) and for all i = 1, . . . , n
yi = −1− |x|
xi
, |x| = x1 + . . .+ xn,
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the function f is defined in (2.9).
Thus, it suffices to show that
Γ(t)
n∏
i=1
φz−1(x
′
i)φz′−1(x
′′
i ) · φc−1
(
1− |x
′|+ |x′′|
2
)
f (zz
′)
n (y
′
1, . . . , y
′
n; y
′′
1 , . . . , y
′′
n)
=
n∏
i=1
k(x′i/x
′′
i ) + rˆ(x
′
1, . . . , x
′
n; x
′′
1 , . . . , x
′′
n)
(x′1 · · ·x′n)
1
2
+ z
′
−z
2 (x′′1 · · ·x′′n)
1
2
+ z−z
′
2
where
y′i = −
1− |x′|+|x′′|2
x′i
, y′′i = −
1− |x′|+|x′′|2
x′′i
and
rˆ(x′, x′′) =

O (max{x′i, x′′i }) , if z′ = z¯ 6= z
O
(
max{x′i ln2 x′i, x′′i ln2 x′′i }
)
, if z′ = z ∈ C \ Z
O
(
(max{x′i, x′′i })1−|z−z
′|
)
, if m < z, z′ < m+ 1, m ∈ Z
as all x′i, x
′′
i tend to zero.
We shall give the proof for n = 1, for n > 1 the proof is obtained by applying
the same arguments coordinate-wise.
As for the lifted processes, the cases z 6= z′ and z = z′ are different. First, let
z 6= z′. Then by (2.9)
(4.2) f(y′, y′′) =
1
y′ − y′′
(
y′F
[2]
B (a
0, b0; c|y)− y′′F [2]B (a1, b1; c|y)
)
where c = (1− z)(1− z′);
a0 = (1− z′;−z), a1 = (−z′; 1− z);
b0 = (1− z;−z′), b1 = (−z; 1− z′);
y = (y′; y′′).
Now we apply Proposition 4.2.2 (or [E], 5.11(10)) to two hypergeometric functions
in (4.2). We get
F
[2]
B (a
0, b0; c|y) = Γ(c)
Γ(t)
(
(−y′)z′−1(−y′′)z Γ(z
′ − z)Γ(z − z′)
Γ(1− z)Γ(−z′) G1(1/y
′, 1/y′′)
+(−y′)z′−1(−y′′)z′ Γ(z
′ − z)Γ(z′ − z)
Γ(−z)Γ(1− z) G2(1/y
′, 1/y′′)
+(−y′)z−1(−y′′)z Γ(z − z
′)Γ(z − z′)
Γ(−z′)Γ(1− z′) G3(1/y
′, 1/y′′)
+(−y′)z−1(−y′′)z′ Γ(z
′ − z)Γ(z − z′)
Γ(1− z′)Γ(−z) G4(1/y
′, 1/y′′)
)
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where Gi’s are analytic at the origin and Gi(0, 0) = 1 for all i = 1, 2, 3, 4. Similarly,
F
[2]
B (a
0, b0; c|y) = Γ(c)
Γ(t)
(
(−y′)z′(−y′′)z−1Γ(z
′ − z)Γ(z − z′)
Γ(1− z′)Γ(−z) Gˆ1(1/y
′, 1/y′′)
+(−y′)z′(−y′′)z′−1Γ(z − z
′)Γ(z − z′)
Γ(−z)Γ(1− z) Gˆ2(1/y
′, 1/y′′)
+(−y′)z(−y′′)z−1Γ(z − z
′)Γ(z − z′)
Γ(−z′)Γ(1− z′) Gˆ3(1/y
′, 1/y′′)
+(−y′)z(−y′′)z′−1Γ(z
′ − z)Γ(z − z′)
Γ(1− z)Γ(−z′) Gˆ4(1/y
′, 1/y′′)
)
where, again, Gˆi’s are analytic at the origin and Gˆi(0, 0) = 1 for all i = 1, 2, 3, 4.
After we plug these expressions into (4.2) and rewrite the result in terms of solely
x′i’s and x
′′
i ’s, we shall get the expression of the same form (modulo multiplication
by (x/y)(z−z
′)/2), as we had for K(x, y) in the proof of Proposition 4.1.3. Then we
word for word follow this proof, and, thus, prove the assertion for z 6= z′.
If z = z′ then (4.2) still holds, but we need to use different expressions for the
hypergeometric function, namely, we use Proposition 4.2.4. We get
F
[2]
B (a
0, b0; c|y) = Γ(c)(−y
′)z−1(−y′′)z
Γ(t)Γ(1− z)Γ(−z)
(
ln(−y′) ln(−y′′)L1(1/y′, 1/y′′)
+ln(−y′)(2ψ(1)− ψ(−z) − ψ(t))L2(1/y′, 1/y′′)
+ ln(−y′′)(2ψ(1)− ψ(1− z)− ψ(t))L3(1/y′, 1/y′′)
+(2ψ(1)− ψ(−z)− ψ(t))(2ψ(1)− ψ(1− z) − ψ(t))L4(1/y′, 1/y′′)
)
where Li’s are analytic at the origin, Li(0, 0) = 1 for all i; and
F
[2]
B (a
1, b1; c|y) = Γ(c)(−y
′)z(−y′′)z−1
Γ(t)Γ(1− z)Γ(−z)
(
ln(−y′) ln(−y′′)Lˆ1(1/y′, 1/y′′)
+ln(−y′)(2ψ(1)− ψ(1− z) − ψ(t))Lˆ2(1/y′, 1/y′′)
+ ln(−y′′)(2ψ(1)− ψ(−z)− ψ(t))Lˆ3(1/y′, 1/y′′)
+(2ψ(1)− ψ(−z)− ψ(t))(2ψ(1)− ψ(1− z) − ψ(t))Lˆ4(1/y′, 1/y′′)
)
where, as usual Lˆi’s are analytic at the origin and their constant terms are equal
to one.
Again, after we plug this expressions in (4.2) we shall get an expression which will
coincide with the expression for K(x, y) obtained in the proof of Proposition 4.1.4.
We deal with it exactly as we did in that proof, and, finally, prove the theorem. 
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