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Foreword	  
 
This report presents two articles of professor Sergey A. Kitaigorodskii on wind-generated 
waves, preceded by an Introduction to the papers. 
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Paper #1 Notes to the general similarity theory for wind generated nonlinear surface 
gravity waves 
Paper #2 Notes on the fundamentals of the modern methods in wind wave forecasting 
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of Helsinki. He has also acted as the supervisor for several PhD students in meteorology and 
geophysics in the University of Helsinki. 
These papers have been presented in the seminar series in the Finnish Meteorological 
Institute. We thank Ms. Tarja Savunen and Ms. Anni Jokiniemi for typing the lecture notes 
for publishing in this report. 
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Introduction to the two papers 
by Sergey A. Kitaigorodskii 
In the beginning it seems to me it is useful for readers to explain why as cover page has been 
chosen Fig. 5 from Kitaigorodskii (1961). From my first note it follows that cutoff wave 
number kg for weakly nonlinear waves in inertial subrange in the Kitaigarodskii (1961) 
scenario of wave growth can be defined as 
 !! ≈ !Ɛ!!/!     (1) 
where ε0 is an energy transfer rate/energy flux through the spectrum and g is acceleration due 
to gravity. Numerical coefficient in (1) is omitted. The wave number kg must be compared 
with the typical wave number for energy input from wind kw scale for wind 
 !! ≈ !!!!     (2) 
where !! is wind speed. The easiest way to identify the meaning of (2) is to equalize ωa = 
k!! frequencies of frozen atmospheric turbulence in the surface layer to the frequency of 
surface gravity waves ω = (gk)1/2, which lead to (2) and  
 !! =    !!!     (3) 
Now the estimate of Ɛ0 in (1) can be done as in Kitagorodskii (1983) 
 !! = !!!!     (4) 
where ɣτa is momentum flux to waves. So ɣ is a fraction of total stress going into growing 
waves. ! – average value of phase speed of waves. Then the expression for ε0 (4) becomes 
 !! =   !  !!    !!!   !!! !!!!    (5) 
where !! =   !∗!!!!  is drag coefficient for sea surface in presence of wind waves with the typical 
values (1.0–1.3)·10–3, the ratio !!! in (5) is so-called wave age, and !!!! = 1.2·10–3 is the ratio of 
air and water densities. 
The recent calculations energy input from wind to waves (Gagnaire-Renou et al., 2011) 
show that ɣ can vary with wave age, but never exceed the value or order 10–2. So for estimate 
of ε0 (5) we will use here 
ɣ ≈ 10–2     (6) 
formula (6) gives 
 !!   ≈   !! !!!!     (7) 
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where the nondimensional coefficient αg is equal 
 !! = !  !!   !!! !!/! !!!! !!/!   (8) 
with ɣ = 10–2, Cf = (1.0–1.3)·10–3 and for rather mature waves (
!!!   ≈ 0.7− 0.9) we’ll get 
αg ≈ 2·105     (9) 
or 
kg ≈ 2·105 kw     (10) 
 
This gives as an examples the following numbers for !! =15 m s–1, kw = 0.04 m–1 and ʎw = 
150 m, then kg = 8·103 m–1, ʎg = 0.08 cm (!), and for !! = 7 m s–1, kw = 2 m–1 and ʎw = 3m, 
then kg = 4·103 m–1 (4) and ʎg = 1.5·10–3 m (0.2 mm!). So it is clear that for weak winds the 
transition to the Phillips subrange (dissipation subrange in our terminology) can occur only at 
very small scales (if occur at all). But the fundamental importance of the above results (1–10) 
is their indication of the existence the enough wide range of scales where 
kg >> k >> kw; ωg >> ω>> ωw   (11) 
and nonlinear interactions between spectral wave components can give rise to transfer of 
energy from large to small scales, which later on receive the name of direct cascade. 
On the cover page (Fig. 5 from Kitaigorodskii, 1962), the above situation (scenario) was 
indicated by arrows, and the energy flux through nonlinear interactions on the rear face of the 
spectrum, denoted as Ɛmax, was equalized to wave dissipation due to breaking. In 1961 Klaus 
Hasselmann also realised that nonlinear interactions can define the structure of wind wave 
spectra and derived Hasselmann equation (Hasselmann, 1962) for spectral wave action. 
However, the first constructive results of the analogy of direct cascade in wind waves with 
Kolmogorov turbulence scenarios has been received in my 1961 paper. There it was shown 
that the frequency spectrum S(ω) can be described by simple formulae 
S(ω) ≈ Ɛmax ω–4 = αs  !∗!  g ω–4   (12) 
where in difference with Phillips law (1958) the form of proposed spectra was wind 
dependent (!∗!– friction velocity). Later on (Kitaigorodskii, 1983) the form for wave number 
spectrum Fk (averaged in all directions of wave propagation) was also prescribed for range of 
scales (11)  
Fk ≈ ½ αs !∗!  g–1/2  k-7/2    (13) 
and cutoff wave number for this form of wind wave spectra (13) has been determined in the 
available empirical data (Kitaigorodskii, 1983; Kitaigorodskii, 1998). I am repeating in this 
introduction these well-known results partially because in the literature on wind waves 
formulae (12) usually are called Toba spectrum or Kolmogorov-Zakharov spectra without 
even mentioning that they were first proposed and published in 1961 (Kitaigorodskii, 1961), 
sometime before Zakharov and Filonenko (1966) well cited work on analytical analysis of 
Hasselmann equation (and derivation of ω–4 form for spectra), and long time before the 
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publication by Toba (1974) about duality of waves and turbulence. Only in recent paper by 
Gagnaire-Renou et al. (2011) there was the first weak attempt to emphasize that priority in 
formulation asymptotic laws and corresponding scaling for wind waves (they use word 
traditional for this scaling) belong to Kitaigorodskii (1961) paper, whose English translation 
became available in 1962. It is worthwhile to mention here that Fig. 1 in my first note 
convincingly demonstrates that downshift effect and its existence was discovered first in my 
1961 paper, long time before the valuable JONSWAP experiment (Hasselmann et al., 1981) 
demonstrate it also. In connection with this I want to underline the following of no small 
importance comment. The data which I have used in 1961 don’t permit to see so-called 
peakedness in S(ω) attributed to nonlinear interactions for two reasons: First, Burling (1959) 
data have values of ωg very close to ωp-peak frequency, and, second, the variation of low 
frequency lobs of the spectra with fetch were possible to explain in the framework of Phillips-
Miles theory of wind wave generation. These two features of available empirical data don’t 
permit me to introduce as practical wind wave forecasting tool the concept of fully developed 
waves (I had practically independent of fetch normalized wind wave energy, but well 
pronounced downshift of peak frequency). Only in 1964 this concept was successfully used 
by Pierson and Moskowitz (1964) in their famous description of the spectra of wind generated 
waves (see at length note 2). 
My second note here is almost completely devoted to the answer on the question how 
we define wind speed as one of the governing parameters for scaling of wind generated 
waves. In literature this answer was long time associated with the so-called Charnock 
formulae for sea surface roughness. The aim of the second note was to give a more thorough 
discussion of the problem of aerodynamic roughness of the sea surface. The reason why this 
seemingly insignificant aspect of wind wave physics was discussed here in full is due to its 
importance for calculations of fluxes of momentum, energy, heat and gases across air-sea 
interface (Kitaigorodskii, 2011). 
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Notes to the general similarity theory for wind generated 
nonlinear surface gravity waves 
S.A. Kitaigorodskii 
 
We can consider to be existing now only 
That has empirical generalization. 
-Nils Bohr, Danish physicist, 
Nobel Prize Winner 
 
ABSTRACT 
The several conclusions of similarity theory for wind driven waves are discussed together 
with experimental data being revisited by the author (Kitaigorodskii, 1983, 1998). First of 
them is so-called wind speed scaling, often being used in literature on wind waves as 
Kitaigorodskii scaling. It is stressed that existing data cannot be served for rejection of 
concept of fully developed (mature) wind waves. Second of them is the derivation of so-called 
law ω–4 (Kitaigorodskii, 1962, 1983) for replacement of Phillips law (Phillips, 1958). The 
main question related to this problem is about existence of the transition from direct cascade 
regime to wind wave breaking dissipation scales. It is established ”a bridge” between 
description of wave spectra used in Kitaigorodskii (1962) and weakly nonlinear theory of 
waves. This was the third question discussed here. 
 
Following my paper 1961 (Kitaigorodskii, 1962) I want in this note to underline the results of 
it, which were not well understood by many people who used its English edition. This was 
possibly due to some definition, which I have used in my paper without necessary 
explanations. Here I am trying not only to present such explanations, but also to describe the 
latest developments in the physical theory of wind waves in the ocean. 
 
1. Wind speed scaling 
Let us start with so-called wind speed scaling often being called Kitaigorodskii scaling. 
According to general hypothesis used for wind waves as random process their frequency 
spectrum S(ω) can be described as function of the following arguments 
 ! ! =     !(!! ,!,!, !)    (1) 
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where Ua – wind speed, g – acceleration due to gravity, X – fetch, t – duration of the wave 
growth during wind action. To choose wind speed instead of friction velocity !∗! in marine 
atmospheric boundary layer (as in Kitaigorodskii, 1962) is natural because the typical 
frequency waves !∗ 
 !∗ = !∗   !,!! =    !!!   ≈ 1   (2) 
is more suitable than 
 !∗! =   !∗! !,!∗! =    !!∗!   ≈ 30   !!!   (3) 
However as long as we consider that the aerodynamic roughness of the sea surface can be 
described in framework of hydrodynamic classification for solid surfaces (Kitaigorodskii, 
1973) then for aerodynamically rough regime we will have 
 !!!! = !"#$% =   !!    (4) 
where hs is the height of the roughness elements on the sea surface, As is constant, which is 
dependent on different geometric characteristics of the roughness elements (distance between 
them for example). According to Charnock’s (1959) idea we can use the following simple 
expression for hs  
 ℎ! = ℎ! !∗! ,!   ≈   !∗!!!     (5) 
and thus the formula 
 !! = !   !∗!!!      (6) 
where m in (6) is usually called Charnock constant. It is important that for sand type 
roughness elements As = 0.03, which is very close to the typical observed values Z0 for the sea 
surface in presence of wind waves (Kitaigorodskii, 2003). The difference in our derivation of 
(6) and the initial Charnock’s (1959) idea is that not Z0 but hs can be considered function of 
U*a and gravity g. This permits us to eliminate the basic deficiency of choosing wind speed Ua 
without indicating the height of its measurement as governing parameter for wind field as 
well as using Ua to characterize the wind input to the waves growth. 
From (1) we can have  
 ! ! !!!!! = !   !!!! , !"!!!    , !"!!     (7) 
In both theory and data analyst it is useful to distinguish between duration and fetch limited 
cases. 
 ! ! !!!!! =   !!  (!  !!! , !  !!!! )    (8) 
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 ! ! !!!!! =   !!  (!  !!! ,!  !!! )    (9) 
Therefore in (8, 9) we are essentially looking for two parametric families of solutions for Fx, 
Ft associated with wind speed scaling (Kitaigorodskii scaling). However, there are some 
constructive and important results, which follow from this scaling – one of them a prediction 
of the possibility to have fully developed (matured) wind wave fields, which first was pointed 
out by Kitaigorodskii (Kitaigorodskii, 1962). They can be written as asymptotic regime 
 ! =    !  !!!   →   ∞:  ! =    !  !!!!   →   ∞          !! =   !! =   !!  (!  !!! ) (10) 
It follows from (10) that for this regime 
 !!  !!!! = !"#$%;           !!  !!! = !"#$%   (11) 
where ωp peak frequency of the spectrum S(ω), ᵹ (x, t) surface displacement, and E = ᵹ!, ! . 
Remember 
 ! ! !"!! =   ᵹ!(!, !)    (12) 
Because of high powers in wind velocity in (11) the difference in relationships U* (Ua) can be 
significant for wave forecasting. In the beginning of the 60’s (last century) the hypothetical 
character of the existence of such wind waves field was not questioned, partially because of 
their practical importance for wind wave forecasting, and (10) was efficiently used by W. 
Pierson and L. Moskowitz in deriving their famous spectra for fully developed waves (Pierson 
and Moskowitz, 1964). This spectra we denote here as FPM. Also these authors have found 
empirically the values of nondimensional wave energy ! =    !!  !!!!  and peak frequency which 
follows from their approximation. 
 !!    !!  !! =   !!"    !  !!! =   !  (!  !!! )!!  exp  {−!(!  !!! )!} (13) 
where 
 β ≈ 8.10 · 10-2;  α ≈ 0.74    (14a) 
Here Ua is the wind speed reported by the weather ships. Actually as the main empirical 
finding for their spectra Pierson and Moskowitz (1964) considered the following result 
 !!!!! = 0.140   ∙ 2! (14b) 
which they have used to derive “corrected” values of wind speed Ua as governing parameter 
for all their spectra. With these “corrected” values of wind speed their spectra described the 
enhancement of wave energy with wind speed pretty accurately and thus confirm the 
constructive character of the assumption of the applicability of the fully developed (matured) 
waves with wind speed. 
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2. The derivation of wind dependent spectra for wind waves 
Beside the wind scaling in my paper (Kitaigorodskii, 1962) there was a much more important 
and fundamental result of the theory of wind waves – recognition of the important role of 
nonlinear interactions wave components in formation of equilibrium form of energy 
containing part of wind wave spectra. Of course looking on the measured wave spectra by 
Burling (1959), which initially has been presented by Phillips in his seminal work (Phillips, 
1958), I put my attention to the movement of nondimensional peak frequency towards lower 
frequency with increase in fetch (Fig. 4. in Kitaigorodskii, 1962). It was a clear indication that 
waves are still growing. Using our today knowledge we can say that waves are not yet fully 
developed (confirmation of this I have found in the movement of forward faces of Burling 
spectra with nondimensional fetch). Later on this effect has been found also in JONSWAP 
experiment (Hasselmann et al., 1973) and since then was called downshift effect (Fig. 1).  
 
Fig. 1. The dimensionless frequency u*a ωp/g, where ωp is the frequency at the maximum of 
S(ω), as a function of the dimensionless fetch X = gX/ua2. 
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However, in spite of general growth of waves the high frequency tail of Burling spectra has 
rather similar form and was pretty well described by Phillips law 
 S(ω) = β g2 ω–5     ω > ωp    (15) 
β = 6.5 · 10–3, indicating that this range of scales (frequencies) are independent of fetch and 
therefore, as I concluded in 1961, are in equilibrium with local wind conditions. Phillips 
(1958) explains this phenomenon as a consequence of generation of sharp crests and patches 
of foaming accompanied by process of surface wave breaking. An increase of energy input in 
this range of scales according to Phillips (1958) would have an effect of increasing the rate at 
which the wave crests are passing through the transient limiting configuration, but should not 
influence the geometry of sharp crests itself. The wave breaking Phillips considered as a 
barrier, which wave components cannot overcome (or overshoot) due to the limits of their 
growth imposed by wave breaking process. That is why he initially refers to (15) as a 
saturation range of scales in wind wave spectra (in Russian literature to underline the blocking 
effect of wave breaking for waves growth the corresponding interval scales was called 
blocking (Zaslavskii, 1999)). We will conserve for such interval the name equilibrium, which 
is more common in western literature for wind waves (Kitaigoroskii, 1983). The important 
role of nonlinear interactions between wave components, which they can play in the 
formation of such equilibrium range of scales, was shown on Fig. 5 in Kitaigorodskii (1962). 
The existence of energy flux from the region close to the peak of the spectrum to the higher 
frequencies was shown on this figure by arrows, and the quantity to be used for characterizing 
the amount of energy being transferred from larger scales to smaller scales by analogy with 
terminology of Kolmogorov’s locally isotropic turbulence denoted as εmax – wave energy 
dissipated per unit mass. So the overall balance of wave energy, which I have in mind, was 
simply 
 !!"    !!½ =    !!"#    (16a) 
Actually the process of wave breaking leads to transformation of wave energy first into the 
energy of shear-free three-dimensional turbulence (Kitaigorodskii, 2011a, b). This turbulence 
being characterized by constant (with depth) eddy viscosity then together with shear-produced 
turbulence is dissipated below the instantaneous sea surface by molecular viscosity. But this 
process is outside of wind waves spectral balance. For the latter I assume that there exists a 
direct cascade of energy not significantly influenced by wind wave interactions, which goes to 
the scales of wave breaking dissipation. Thus my suggestion was to consider that the energy 
transfer through nonlinear interactions on the rear faces of the spectrum of wind waves plays 
primary role in formation of equilibrium high-frequency tail of wind wave spectrum. 
Therefore this part of wind wave spectra S(ω) is 
 S(ω) = f(εmax, ω) = εmax ω–4               (16b) 
Formula (16b) was derived as formula (30) in my paper (Kitaigorodskii, 1962). It was also 
noticed that rate of wave energy dissipation through the breaking can depend only on the 
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friction velocity (or wind speed) and gravity, being the parameters, which define the amount 
of energy transferred from wind to nonlinear surface gravity waves. Because of this 
 εmax = εmax (U*a, g) = αs U*a g   (17) 
where αs is a dimensionless constant, which general case can depend on X or t. Formula (17) 
can also be found in Kitaigorodskii (1962) and together with (16b) lead to 
 S(ω) = αsU*a gω–4    (18) 
The expression (18) was very different from Phillips spectra (15). First of all this new 
“barrier” for wave growth became wind dependent (in difference with (15)), and secondly the 
power –4 indicates not so strong decrease of spectral density with frequency as (15). 
The experimental data found in 1958 by Owen Phillips (Burling, 1959) seems to 
confirm his law (15) with very good precision and this fact of course influenced many further 
works and developments in wind waves field, in particular my work in early 1960s.This time 
there was no experimental evidence to prefer –4 over –5. However, even at that stage I 
realized, that before reaching the Phillips’ strongly nonlinear breaking barrier (15), wave 
component can grow through nonlinear interactions still remaining not steep enough to 
account for appearance of sharp crest consequent wave breaking, which must not yet 
influence their energy balance. That is why I haven’t included g among the governing 
parameters in (16b). What can remain important for this non-breaking components was 
evident – two processes – energy input from wind to waves and nonlinear “cascade” of 
energy which later received the name direct (to distinguish it from inverse energy cascade 
from small scale waves to larger components of wave spectrum). I feel that it is probably 
useful to explain here, why in 1960–1962 (Kitaigorodskii, 1962) I preferred the latter to direct 
wind wave interaction. In my analysis of Burling data (Kitaigorodskii, 1962) I came to 
conclusion that quasi-linear wind wave generation theory (usually called Phillips-Miles 
theory) can be used for explanation of the movement of only forward faces of normalized 
spectra with nondimensional fetch (Fig. 3 in Kitaigorodskii, 1962). The intermediate region 
between Phillips saturation range (15) and forward faces of spectra I consider being free of 
direct wind influence (the reason was I didn’t find any order in the variation S(ω) with fetch 
in this region). Therefore I decided that wave components can move to their Phillips barrier 
(15) values by extracting energy from larger waves in the receiving it from the wind. That is 
how my –4 law (16, 18) was derived in 1961 (Kitaigorodskii, 1962). 
It must be mentioned here that the importance of nonlinear interactions in the spectral 
balance of wind waves was probably realized by physicists much earlier. Klaus Hasselmann 
(Hasselmann, 1962, 1963) derived 1962 the conservative kinetic equation describing the 
balance of waves in terms of spectral density of wave action N(k) 
 !"(!)!" +   ∇!! ! ∇!! ! = !!" !(!) +   !!" +   !!"##  (19) 
which is called Hasselmann equation. Wave input wind forcing Sin and dissipation were 
incorporated into to the Hasselmann equation phenomenologically, and nonlinear term on the 
right hand side of (19) is the so-called collision integral that describes the effect of four wave 
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– resonant interactions (Phillips, 1960). In (19), N(k) is the two–dimensional wave action 
spectral density, defined as 
 ! ! =    !(!)!(!)     (20) 
where F(k) is the two-dimensional variance spectral density 
 ! ! !" =   ᵹ!(!, !)    (21) 
In (19-20) k is the wave number vector related to the intrinsic frequency ω through the linear 
dispersion relation 
 !! ! = ! !   tanh  ( !   !),     d being water depth  (22) 
The “full” kinetic equation (19) became the source for appearance of wind wave models of 
different “generations”, and it is still unclear which of them are closest to reality. The 
uncertainty in non-conservative terms gives free hands to wave modellers to tune the 
magnitude of these terms in wave-forecasting model. That this is why it is useful not to forget 
Niels Bohr’s words in the epigraph to these notes, as well as “simple” asymptotic laws of the 
physical theory of wind wave growth. It is also very useful to understand that in order to 
receive information about wave number spectrum F(k) based on the frequency spectra (or vice 
versa), we can use dispersion relationship (22) (Kitaigorodskii et al., 1975). The equivalence 
of the “linear” and “weakly nonlinear” function can be accepted as an approximation valid 
only for deep-water waves when 
 ω2(k) = g k     (23) 
Thus using linear dispersion relationship (23) we still consider the waves being weakly 
nonlinear. For example if we define average over all directions of wave components 
propagations wave number spectrum F(k) 
 ! ! =    ! !   !"!!! =    ! !,!   !"!!!   (24) 
Then for F(k) we can use the following formulae (Kitaigorodskii et al., 1975) 
 ! ! =    !(!)!"!"! ;     ! = (!")½   (25) 
which by using (17) to the following wave number spectrum F(k) leads 
 ! ! =    !!   !!  !!½  !∗!  !!! !   (26) 
The spectrum (26) is different from then Phillips spectrum 
 F(k) = B k–4     (27) 
where nondimensional constant B according to (15, 25) is equal to 
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 ! =    !!!     (28) 
The spectrum (26) is not anymore the spectrum of sharp crest waves (27), but gives to sea 
surface a fractal character (Glasman, 1988) indicating that cascade character of energy 
transfer does not produce a regular surface (rather a surface with discontinuous m.s slope). 
The regular surface is typical for Phillips spectra (27) for sharp crested waves, what can help 
to explain, why Phillips spectra (15) are well reproduced in numerical experiments. 
 
3. Transition to dissipation subrange 
First of all let us establish the relationships between wave energy dissipation and the 
commonly used parameters of spectral balance of surface nonlinear gravity waves. Following 
Kitaigorodskii (1983), we write the expression of energy flux through the spectrum as 
 ! ! = !" ! !!!!!!    (29) 
τk in (29) is a characteristic time of the nonlinear interactions in narrow interval of wave 
numbers around IkI = k. Also remember the fact that in Phillips range of scales, where spectra 
have the forms (15, 27, 28) this time is not finite, as it is for Kitaigorodskii spectra (17, 18, 
26). This probably means that Phillips tail can develop more quickly than inertial subrange 
(26). That can produce a movement of Phillips tail (15) toward larger scales as waves grow, 
the effect discovered and detailed by the author (Kitaigorodskii, 1998, 2004). If we use (29) 
for ε(k) and accept that neither direct energy input from wind, nor breaking influence the 
energy transfer rates in (29) then 
 ε(k) = const = ε0    (30) 
where ε0 can be an arbitrary function of time or fetch. We can argue now (Kitaigorodskii, 
1983) that the typical accelerations of the motions of water particles in their orbits associated 
with energy transfer rate in given range of ∆k = k can be considered to be equal 
 gk = gk(ε0, k) ≈ ε02/3 k    (31) 
Then the condition of “breaking” can be written as 
 !!! ≈    !!! !  !! = !"#$%   ≥ 1    (32) 
It follows from (32) that cut-off wave number for weakly nonlinear waves in “inertial” 
subrange (16, 18, 26) in the Kitaigorodskii (1962) scenario will be 
 !! =    !!!! !     (33) 
Thus the analogy of Kolmogorov internal scale in 3-D isotropic turbulence for weakly 
nonlinear surface gravity waves will be 
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 !! =    !!  !!! !!      (34) 
The corresponding cut off frequency for deep-water gravity waves will be 
 !! = (!  !!)½ =    !!!! !    (35) 
The subrange of scales responsible for wave breaking we call dissipation subrange 
(Kitaigorodskii, 1983). The width of dissipation subrange in the above described picture will 
be kg–1. Maximum energy dissipation p.u. mass produced by flux ε0 will be 
 !!"# =    !!(!!)!! = !!!! !    (36) 
Thus we establish the necessary relationship between (Kitaigorodskii, 1962) and energy flux 
through the spectra. Therefore the general expression for frequency spectra for weakly 
nonlinear breaking waves can be written now as 
 ! ! = 2!!  !  !!! !  !!!  !!  ( !!!)   (37) 
and for F(k) 
 ! ! = 2!!  !! !  !!! !  !!! !  !!  ( !!!)   (38) 
The asymptotic regime k/kg →∞, ω/ωg →∞ will now correspond to Phillips spectra (15, 27) 
and that was very help full for me to look for transition to dissipation subrange in 
experimental data. In this search for transition I was often forced to revisit the authors of 
original experimental data (Kitaigorodskii, 1998). Recently Phillips (Phillips et al., 2001) 
presented the first direct measurement of spectral balance of wave energy dissipation. His 
data seems to agree with picture, which I have found before (Kitaigorodskii, 2004). 
 
4. Discussions 
At all events, it seems plausible that the growth rates for well-developed waves (large values 
of ! and !) are strongly reduced and most present wave models take the Pierson-Moskowitz 
spectrum (or its variations) as the stationary limiting spectrum, which must satisfy 
Kitaigorodskii (1962) form (8, 9, 10). Komen et al. (1984) were the first to test whether the 
PM spectra (13) is consistent with a stationary solution of the general energy transfer equation 
and approximations of the source terms in the equation (19) on the basis of our present 
knowledge. The results of this testing was one of the biggest achievements of present wave 
forecasting methods. 
Being not united in acceptance the universal Kitaigorodskii law (10) for mature fully 
developed waves, most of the wave researchers use the traditional power law in their 
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presentation of the results of measurement of wave growth. For example for wave energy and 
spectral peak frequency they use the following formulae 
 ! ! =   !!  !!!;           !! ! =   !!!  !!!!   (39) 
 ! ! =   !!  !!!;           !! ! =   !!!  !!!!  (40) 
where Ẽ0 and !!! are corresponding scales of energy and frequency (11). These particular 
self-similar solutions (in duration and fetch limited cases) represent as (8, 9) two-parametric 
families of solutions. One for wave energy describes the effects of enhancement during wave 
growth, the other – effects of frequency downshift. As the result from (8, 9) (39, 40) follows, 
that there are links between exponents and pre-exponents of energy growth and frequency 
downshift. In Badulin et al. (2007) it was noticed that exponents in (39, 40) must be related to 
each other by linear dependence – steeper energy growth gives faster downshift (characteristic 
frequency !!-relaxation). Interrelation of pre-exponents has more complicated form, because 
it must reflect the basic feature of the conservative kinetic equation (19) with unknown 
contributions from wind-wave interactions and wave breaking. Most easily this interrelation 
can be found first from the asymptotic regime of absence of sources and sinks of energy in so- 
called Kolmogorov’s type of cascade regimes (Kitaigorodskii, 1983). Pre-exponents and 
exponents vary broadly in different experiments. According to Badulin et al. (2007) 
 0.7 <   !! < 1.1;           0.23 <   !! < 0.33   (41) 
 0.68 · 10!! <   !! < 18.9 ∙ 10!!; 0.4 < !!! < 2.27   (42) 
The different authors interpret such scatter in fitting parameters, differently. Badulin et al. 
(2007) consider it as great (e.g. more than order of magnitude for total energy). Kitaigorodskii 
(1998, 2004) consider that data analysis of asymptotic regimes in wind-waves growth, in 
particular on existence of the transition to dissipation subrange, shows some deficiencies of 
power law approximations (39, 40) and so called weakly turbulent laws of wind wave growth 
(Badulin et al., 2007). He also stressed (Kitaigorodskii, 1998) that the data analysis by the 
authors of original measurements are often being bias. 
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Notes on the fundamentals of the modern methods in wind wave 
forecasting 
S.A. Kitaigorodskii 
 
 
Abstract 
In recent years for wind wave forecasting often begin to be used the so-called interactive 
models, where attempts have been made to take into account the feedback mechanisms of 
interaction between atmospheric boundary layer and wind waves. In such models, usually as 
the first step, atmospheric part of the models were formulated by using the assumption that 
the fluxes of momentum and energy from wind to waves doesn’t significantly influence the 
structure of turbulent boundary layer above waves. However, with wind waves growing, it is 
suggested that there must be an adjustment of wind to new wind waves state called two-way 
coupling. The most popular and actually the necessary method in description of such two-way 
coupling is the emphasis of the variability of the sea surface roughness (Kitaigorodskii, 2003, 
2004). Here we discuss the concept of aerodynamic roughness of the sea surface and 
generalization of empirical data on its variability in connection with so-called wind speed 
scaling in Kitaigorodskii similarity theory (Kitaigorodskii, 1962, 2013). It is shown that our 
present knowledge of this aspect of wind waves theory permits not only to use wind speed in 
atmospheric boundary layer at a given height as a governing parameter in wind wave 
forecasting, but use also a geostrophic wind in predictions of strong storms. 
 
As a conclusion to this paper, author considers also the question of applicability of the 
hypothesis about the existence of fully developed wind waves as an asymptotic regime for 
indefinitely large values of fetch and duration of the wind. 
 
 
1. Introduction 
Following my 1961paper (Kitaigorodskii, 1962) I want in these notes to discuss those aspects 
of the modern wind wave theory, which are of primary importance for numerical wave 
modeling and wind wave forecasts. From my point of view there are now two of them that 
deserve more detailed description and explanation. 
The first one is about aerodynamic roughness of the sea surface and its variability 
during wind wave growth. The second is about the hypothesis of the existence of the 
asymptotic regime for fully developed (mature) wind waves. I am here trying not only to 
discuss these questions, but also present the latest experimental data and the arguments for 
their importance in wind wave forecasting. 
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2. The aerodynamic roughness of the sea surface 
Let us start with the so-called wind speed scaling as a main instrument for practical wind 
wave forecasts. Its origin can be dated to the times when the operation Overlord, the invasion 
of the Allied forces into Normandy, began during the World War II (Kitaigorodskii, 2007). 
The scientific problem that arose in this time in the British Admiralty wave forecasting 
section included forecasting of the heights and periods of ocean swell arriving from the 
Atlantic.  
The ultimate goal was of course to forecast the height of the surf over specific 
coastlines. The Sverdrup and Munk diagrams and corresponding formulae were for so-called 
significant wave height, subsequently introduced by Sverdrup and Munk as an average height 
of the highest 1/3 of the waves. But only after considering wind waves as a realization of 
random processes, the general idea of wind wave forecasts – prediction of statistical 
characteristics of wind wave fields under their growth in different external meteorological 
conditions – was formulated (Kitaigorodskii, 1962). Among them of course on the first place 
has been considered wind speed. The basic deficiency of choosing wind speed as one of the 
governing parameters in the variability of wind generated waves was the need of additional 
indication of the height of its measurement. To eliminate this difficulty it was usually 
considered, that the atmospheric turbulent boundary layer above the sea surface can be 
modelled as a stationary logarithmic boundary layer occupying the half space z > 0. 
In such atmospheric model not yet disturbed by surface wind waves, friction velocity !∗! is not the only velocity scale for turbulence of dynamic origin, but also can serve as a 
velocity scale for wind speed on the upper boundary of turbulent layer – so-called free stream 
velocity (in the real geophysical situation the latter scale simply became the velocity of 
geostrophic wind). The additional knowledge of the so-called roughness parameter of the sea 
surface !! together with !∗! permits in such model to calculate the wind speed on any given 
height and vice versa. It is necessary to stress here that at those times the only constructive 
suggestion in the description of the sea surface roughness Z0 was made by Charnock (1959), 
who assumed that 
 !! =   !!   !∗! ,! = !   !∗!!!    (1) 
where the nondimensional coefficient m later on was called Charnock constant. It follows 
from (1), that knowledge of m permits to find the needed relationships between the friction 
velocity !∗! and the wind speed Ua(Z). That is the main reason why until now the description 
of the variability of Z0 in framework of Charnock constant attracted so much attention. The 
Charnock formulation was initially considered as one related to Phillips’ (1958) famous 
spectra of sharp crested waves. At least it was very tempting to do so and seemed to be logical 
at first sight. However, the simple and natural question, how you can receive a strongly wind 
dependent wave height (1) from a wind independent form of Phillips spectra, was never posed 
by modellers. The author was the first one to try to find another foundation for the 
determination of sea surface roughness Z0 instead of the very attractive Charnock idea (1959). 
He suggested (Kitaigorodskii et al., 1965; Kitaigorodskii, 1970) to describe Z0 for the sea 
surface by two vertical length scales – the thickness of viscous sublayer !! =    !!∗! (ν - air 
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viscosity) and the height of the roughness elements hs. The latter was identified as the height 
of roughness elements responsible for the so-called flow separation. The treatment of the 
roughness of the sea surface by analogy with roughness of solid surfaces considered to be 
solidly based on small ratio of densities of air and water (!!!!   ~  10!!). Then for 
aerodynamically rough regime (hs >>  δν) we get 
 !! =   !!  ℎ!     (2) 
where As is a nondimensional coefficient, which can depend on different characteristics of 
roughness elements (the distance between them, for example). To close the problem we must 
make some assumptions about  ℎ! for the sea surface. One of those can be based on Charnock 
idea and formulated as 
 ℎ! =   ℎ!   !∗! ,! ≈   !!∗!!     (3) 
where the coefficient of proportionality, not shown in (3), must be of order 1. Now (2) 
together with (3) will lead to Charnock formulae (1). The difference between our derivation 
of (1) and the initial Charnock idea was that not !!  but hs must be considered as a function of 
only U*a and g. This seemingly small detalization permits to connect Z0 for the sea surface 
with the characteristics of the spectrum of wind-generated waves (Kitaigorodskii, 1973; 
Kitaigorodskii et al., 1995; Hansen and Larsen, 1997). 
The typical observed values of Z0 for the sea surface in presence of wind waves were 
close to the sand type roughness elements in (2), when !! = !30, but not to the wavy solid 
surface like a washboard. This gives additional indication that the turbulent boundary layer 
structure above wind generated waves is not very different from classical turbulent shear flow 
above solid surfaces with rather regular roughness elements, when the largest vertical 
gradients of wind velocity are lying close to the underlying surface. However, it must not be 
forgotten that the analogy of air–sea interface with solid surfaces is not general dynamically 
satisfactory, because of the existence of energy flux through the moving liquid interface ζ(x,t), 
which is manifested as wind energy input to surface gravity waves. The latter is not limited to 
the air flow separation but includes a linear critical layer Miles mechanism. Only when the 
positions of critical layers are close to the surface, then on distances less or order hs the 
analogy of the sea surface with moving roughness elements (Kitaigorodskii, 1968; Hansen 
and Larsen, 1997) can be considered dynamically justified. Nevertheless, one of the most 
important features of our empirical knowledge about Z0 of the sea surface is that the 
proportionality coefficient in (1) – Charnock constant – is varied by more than a decade in 
different wind wave conditions, which is not possible to explain in the framework of 
assumptions (2, 3). This range of variation of m is worthwhile to explain using classification 
for solid surfaces. The first attempt to explain the deviations of sea surface roughness from 
the sand type roughness elements was done in 1965 by the author (Kitaigorodskii and Volkov, 
1965; Kitaigorodskii, 1968), who suggested to take into account that all roughness generating 
wavelets travel along the wind direction with their associated phase speed C and only those 
whose speed are larger than !∗!can contribute significantly to effective height of roughness 
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elements. This leads to the appearance of the so-called Kitaigorodskii filter exp −æ   !(!)!∗!  in 
the expression for hs: 
 ℎ! = {2   ! ! exp −2  æ   !(!)!∗! !!!! }  ½  (4) 
where Ψ(k) is the wave number spectrum (averaged over all directions of wave propagation). 
Here all wavelets were considered as moving roughness elements. The expression (4) 
indicates one very important fact – during wave growth and the shift of wave spectral peak to 
lower wavenumbers (frequencies), the contribution to the overall roughness length is 
transferred to high wavenumbers on spectral tail. For example for Phillips tail 
 ! ! = !!!!    (5) 
where B is Phillips constant, this leads to result 
 !  ~  !½     (6) 
which was initially mistakenly considered as in indication of variation of Charnock constant 
due to variation of Phillips constant. However, as was correctly noticed by Hansen and Larsen 
(1997) B varies by about a factor 2 in the range 0.005 to 0.01, while m is found to vary more 
than decade for the same data set. So the Kitaigorodskii roughness length model 
(Kitaigorodskii, 1968, 1973) was not able to reproduce the large observed variation of 
roughness parameter of the sea surface. To explain this, Hansen and Larsen (1997) suggested 
first to consider random wavelets with different steepnesses ak, but assumed that flow 
separation occurs at a ratio of wave height to wave length !!   ≥ 0.08  with corresponding 
threshold steepness !!! = 0.25, and secondly to use a more detailed expression for As (Lettau, 
1969) 
 !! =   !! !!     (7) 
where αL is now coefficient of order one and X/A is ratio of the areas occupied by roughness 
elements wide and far mean wind direction. Formula (7) does not change the foundation of 
aerodynamic classification (2) based on the classical Reynolds roughness number Res = hs/δv 
= hsu*a /ν. The attempt to specify the value of hs for the sea surface has been also made by 
Toba and Koga (1986). They suggested that hs = u*aT, where T is the time interval required for 
air particle with speed u*a to cover the distance from bottom of the trough to the crest. Taking 
T = 2πωp–1 they recommend to use what they call breaking wave parameter Rb = hs/δv = 
u*a2ωp/ν. Their suggestion is just one of the detalizations of expression for hs for a rough sea 
surface. They found that in some cases it can serve as a useful tool to describe the variability 
of air–sea interactions and drag coefficient and white cap coverage in particular (Zhao and 
Toba, 2001). For rather isolated roughness elements this ratio can vary as X/A = 0.1–0.04. It is 
not coincidental that the range of observed variation of Charnock constant m in (1) is exactly 
the same (see Fig. 1a, 1b). 
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Fig. 1a. Nondimensional sea surface roughness gz0/u*2a vs. wave age Cp/u*a. Comparison with 
observations on Fig. 1b. 
 
Fig. 1b. Nondimensional roughness parameter of the sea surface gz0/u*2a vs. inverse wave age 
(from Donelan et al., 1993). 
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In case of wind waves roughness elements distribution in space depends on angular waves 
distribution. In isotropic waves X/A ~ 1, but for narrow angular distribution of waves X/A << 
1 and varies by an order of magnitude. Formula (5) together with modified Kitaigorodskii 
roughness length model (Hansen and Larsen, 1997) permits these authors to find variation of 
Charnock constant with wave age cp/u*a rather close to the observations summarized by 
Donelan et al. (1993) (Fig. 1b). In their interesting calculations, Hansen and Larsen used the 
model of equilibrium wind wave spectra with transition from inertial wind dependent ω–4 
range of scales (Kitaigorodskii, 2004, 2013) to the so-called dissipation subrange as suggested 
in Kitaigorodskii (1983). The transitional frequency ωg was derived by matching two regimes 
(Kitaigorodskii, 1983) as 
 
!!!∗!! =    !!!!     (8) 
where αs and B are nondimensional coefficients correspondingly in Kitaigorodskii ω–4 and 
Phillips ω–4 forms of the wind wave spectra. For waves they estimate X/A in (5) as the ratio of 
roughness wavelet height h to the wavelength λ times the fraction of wavelets where flow 
separation occurs. However, these important improvements to Kitaigorodskii roughness 
length model (Hansen and Larsen, 1997). where wavelets were considered as moving 
roughness elements whose steepness must not be less than some threshold value ! !! = 0.25, 
don’t yet answer to two important questions. One is, why the Charnock constant has a 
maximum value at some intermediate values of wind wave age, i.e. why sea surface 
roughness is increasing during first stages of wind waves growth, and decreasing at the latest 
stages. And the second, but probably the main one, is how we can use (or incorporate) the 
concept of aerodynamic roughness of the sea surface in the general similarity theory for 
nonlinear surface wind waves, in particular can we replace Charnock initial idea of localized 
roughness depending only on wind speed (or friction velocity) with something different. 
 
 
3. Roughness parameter of the sea surface as a part of the similarity theory 
for nonlinear wind waves 
It is an interesting conclusion of Kitaigorodskii’s derivation (3), that the proportionality 
constant between effective height of roughness elements for the sea surface hs and the length 
scale based on u*a and g must be of order one, opposite to the value of Charnock constant m. It 
shows that only those parts of wave spectra which contribute significantly for the overall 
height of roughness elements responsible for flow separation behind them can be important in 
determination of hs for the sea surface (Hansen and Larsen, 1997). We can imagine that under 
certain conditions of strong steady wind the wave field may be brought to a very high energy 
level (!!, !  ) with incipient breaking of almost all wave crests and the probability that each 
wave crest is a roughness element is close to unity. In such circumstances the waves phase 
speed is much smaller than the wind speed and the effect of moving roughness elements in the 
Kitaigorodskii roughness length model can be ignored (Hansen and Larsen, 1997). This leads 
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us to two important conclusions – first is that Phillips (1958) subrange of wind spectra, so- 
called dissipation subrange, can be a main contributor to hs for the sea surface since it has the 
smallest value of phase velocities in the wave spectrum (slow moving wavelets), and second – 
that the value of hs can be derived by the integral 
 ℎ! = [2   ! ! !"!!! ]½    (9) 
where ωg is a low frequency boundary of Phillips subrange (Kitaigorodskii, 1998, 2013) since 
the role of Kitaigorodskii filter in (4) can be neglected. To illustrate this we can refer to 
following results. For Burling spectra (Kitaigorodskii, 1962) the range of variations of 
ωgU*a/g was (0.25–0.18) with average value 0.22. This leads to cg ≤ 4.5U*a which indicates 
that wavelets from dissipation subrange c < cg can behave as non-moving roughness elements 
with overall height (9). From the data analysis of Kitaigorodskii (1983) the range of variations 
of 
!!  !∗!!  has been found as 
 
!!  !∗!!  = 3.3 – 1.5    (10) 
To compare it with Burling (1959) results we for simplicity assume as before Ua ≈ 28 u*a, 
where Ua at 10 m height, what will lead to 
!!  !∗!! = 0.11− 0.05 with average value !!  !∗!! ≈ 0.08. This leads to cg > 12 u*a, which again indicates that it is the range of scales, 
where wavelets from Phillips dissipation subrange can play a role of slowly moving 
roughness elements, behind which the separation of mean air flow can occur. All the above 
shows that for determination of hs values in (9) we can use the Phillips form of wave spectra 
 ! ! =   !  !!  !!!;           !   ≥   !!   (11) 
where β is a Phillips constant. An intriguing question arises – how from a wind independent 
form of wave spectra (11) we can receive the scale of wave heights (as heights of roughness 
elements) described by Charnock formula (3), which makes this scale strongly wind-
dependent. To avoid the answer to this question, most wave modellers made a wrong choice – 
they were using the variable Phillips constants (β, B) instead of accepting Kitaigorodskii 
theory (Kitaigorodskii, 1998, 2013) of variable ωg. To demonstrate this we can use the 
following example from Kitaigorodskii (2003). If as before for simplicity we assume the 
relationship 
 !∗! ≈    !!"   !!     (12) 
where Ua is a wind speed at approximately 10 m level, then for Burling data (Kitaigorodskii, 
1962) we will have (
!!  !∗!! = 0.22) in terms of wind speed scaling 
 !! =   !!  !!! = 6.15    (13) 
Substituting (11) we can receive the following formulae 
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 ℎ! =   !½   !!!!   !!!!    (14) 
It is interesting that in Fig. 2, which we present here, the best fit for measured hs from the 
spectra (11) was correspondent also to !! = 6, which is probably the good value for not too 
large fetches and winds of weak or moderate strength like in JONSWAP (1973), Birling 
(1959) and Kitaigorodskii (1962). It follows from (14) and (2,7) that 
 !! =   !! !!   !½   !!!!   !!!!    (15) 
 
Fig. 2. The effective height of the roughness elements hs of the sea surface for different wind 
speeds (from Kitaigorodskii et al., 1995). The curves correspond to the formulae (14) for 
ωgUa/g = 4.6. 
From Fig. 2 and formulae (15) we found Z0 increasing with decrease of !!as peak frequency 
during wind wave growth (Kitaigorodskii, 1998, 2004). Again to demonstrate that the latter 
fact is real reason for the variability of the sea surface roughness, it is very important to stress 
here the remarkable difference of the properties of dissipation Phillips subrange (5, 11) and 
the Kolmogorov’s type of viscous subrange in the theory of locally isotropic three 
dimensional turbulence with internal scale !! = (!!!!)! ! where εν is a viscous dissipation of 
kinetic energy of turbulence. Its relevance to dissipation of wind wave energy see 
Kitaigorodskii (2013). Increase of energy supply to turbulence will lead to increase of values 
of εν and decrease of the value of lν cut off length for so called inertial subrange, thus 
enlarging the region where direct effect of molecular viscosity can be ignored. 
In difference with this property of Kolmogorov’s turbulence the “cut-off” scale of the 
dissipation subrange (5, 11) in wind waves moves to larger scales with increase of energy 
supply, thus producing the tendency for more longer (larger) waves to develop sharp crests 
and break, which ultimately will lead to increase of wind wave energy dissipation. This effect 
was discovered and detailed by the author in Kitaigorodskii (1983, 1998). It is also very 
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important to notice that this movement of dissipation subrange in wind wave fields to larger 
scales are independent of where the region of energy supply is – is it in the same region as 
wave dissipation scales, or exists at larger peak waves producing so called direct energy 
cascade, or in case of so-called inverse energy cascade among wind wave components are 
located at ω = ∞, i.e. at scales less than dissipation scales during wind wave growth. (In the 
latter case all growth of waves components with ω < ωg attributed only to wind forcing, which 
is possible, but remains to be proved). Now the tendency of growing Z0 (or Charnock 
constant) with wind wave growth according to (15) is probably a correct explanation of the 
first half of the Fig. 1, when during wave growth dissipation subrange enlarges to its 
maximum values, and when X/A ≈ 1, and for relatively young waves assumption of isotropic 
angular distribution of roughness elements is not unrealistic. The sea surface remained sand 
type roughness when practically majority of waves behave as roughness elements. But at the 
later stages X/A << 1 and decrease of X/A can overcome the tendency of dissipation subrange 
to move noticeably to low frequencies due to the smallness of the phase speeds of roughness 
producing wavelets (Hansen and Larsen, 1997). Waves around peak are not any more 
roughness elements themselves, and they can be like a moving platform with smaller scales 
roughness elements on it. Anyway the diminishing of roughness after their maximum values 
at the intermediate values of the stage of wave development (the second half of Fig. 1a) 
remains not explained. The author recently (Kitaigorodskii, 2003) has tried to find other 
scales for roughness parameter Z0 of the sea surface, but finally considered that Z0 must be 
part of general similarity theory of wind waves and suggested instead of Charnock formula 
(1) its empirical generalization 
 ! = !( !!!∗!)     (16) 
in the form (Jones and Toba, 2001) 
 !  !!!∗!! = ! = 0.03   !!!∗! exp −0.14   !!!∗! ;           0.35   <    !!!∗! < 35 (17) 
 !  !!!∗!! = ! = 0.08;            !!!∗! > 35   (18) 
The formulae (16-18) show that during wave growth at the early stages sea surface becomes 
more rough, and at the later stages it becomes smooth with the Charnock constant somewhere 
in the middle of their growth. This is difficult to explain, but on the other hand it is a pleasant 
fact for estimates of the sensitivity of the wave forecast to the choice of the values of Z0 (or 
the measured wind as governing parameter at measured level, see Fig. 4). For example 
choosing m in (18), i.e. using Charnock formulae for Z0 we can see the following differences 
in formulae for peak frequency !! =    !!! for mature waves (Komen et al., 1984) when in terms 
of 10 m wind Ua: 
 !!!  ! = 0.13   !!!    (19) 
and in terms of 19.5 wind as in Pierson and Moskowitz (1964) 
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 !!!  ! = 0.14   !!!    (20) 
 
Because of high powers in wind velocity in wind speed scaling for wave energy, the 
difference in the relationship u*a(Ua) (difference in drag coefficients) can be more significant 
to wave forecasting, but the applicability and usefulness of traditional wind speed scaling 
(Kitaigorodskii, 1962, 2012) cannot be questioned seriously only on the grounds of the 
variations in Z0 during wind wave growth. To avoid uncertainty in the choice of the level for 
wind speed as the governing parameter in similarity theory for wind wave statistical 
characteristics (Kitaigorodskii theory), it was suggested recently (Kabatchenko et al., 2002) to 
use geostrophic wind, whose values can be derived from the atmospheric pressure fields. To 
connect the friction velocity u*a to the geostrophic wind G, variability of geostrophic drag 
coefficient u*/G must be taken into account. In the case of neutral stratification 
 !∗!! = !  (!∗!!!! )    (21) 
and (21) together with (16-18) will close the problem of defining the behaviour of wind block 
during wind wave growth in the presence of constant atmospheric pressure gradient. 
The formulae (16-18) and (21) are just additional information needed to use so-called 
Kitaigorodskii scaling of wind-generated ocean waves. This is discussed in next section. 
 
4. The fully developed wind waves – hypothesis or idealization ? 
Let us return back to so-called wind speed scaling of wave characteristics (Kitaigorodskii, 
2013). For frequency spectra S(ω) we have for duration (t) and fetch (X) limited cases 
 ! !   !!!!!   = !  (!  !!! , !  !!!! , !  !!!)    (22) 
To complete the formulation of the model of wind wave growth in presence of atmospheric 
boundary layer as was described in the sections above, we must add to (22) one more 
parameter in the set of governing parameters - sea surface roughness Z0, which together with 
Ua(Z) can define the velocity scale in ABL friction velocity U*a. 
Thus additionally to general hypothesis (22) we must add to the (22) equation for 
roughness parameter of the sea surface Z0, which as S(ω) is part of statistical characteristics of 
random sea surface elevation ᵹ(x, t). Thus 
 !!  !!!! =   !  (!  !!!! , !  !!!)    (23) 
The knowledge of Ψ (23) permits to use together with Z0 as a governing parameter also 
friction velocity U*a, which is height independent. Or if we use U*a as the only velocity scale 
for ABL permits together with Z0 to have Ua as velocity scale for ABL for chosen height 
above the sea surface. Thus in principle the evolution of wave field – wind generated wind 
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waves must be considered by following (22) and (23) together. The further simplification of 
system (22, 23) can be done as 
 ! ! !!!!! =   !!  (!  !!! , !  !!!! )    (24) 
 ! ! !!!!! =   !!  (!  !!! , !  !!!)    (24) 
This is two-parametric families of solutions for Fx and Ft associated with wind speed scaling 
(Kitaigorodskii, 1962, 2013). There must exist some interrelations between Fx, Ft since X = ½ 
c(k)t, c(k) is group velocity of waves with wave number k (Kitaigorodskii and Srekalov, 
1962). However, we avoid the discussion of these interrelations and also instead of (23) we 
use the variation of Z0 in terms of internal parameters, so that the function m can be replaced 
by 
 !!  !!∗!! =   !   !!!! ;           ! = !(!!!!)   (26) 
where cp – phase peak velocity, whose ratio to wind speed defines so-called wave age. 
Now let us consider the possibility to have fully developed (matured) wind wave fields. 
This can be written as asymptotic regime 
 ! =    !  !!!   →   ∞;           !  !!!!   →   ∞;           !! =   !! =   !!(!  !!! )  (27a) 
 !!  !!!! = !"#$%;           !  !!! =    !!  !!!! = !"#$%   (27b) 
 !!  !!!! = ! = !"#$% = !!    (27c) 
As was mentioned in our previous paper Kitaigorodskii (2013), the existence of independent 
of fetch and duration stationary wind wave spectra requires fulfilment of at least two 
conditions (27b). Now we add to them an additional one (27c) for surface roughness 
parameter. The values of these constants in (27a, b, c) are not quite independent from each 
other. Conditions (27a) describe enhancement of energy with wind speed, whereas the next 
one (27b) movement of the peak towards lower frequency with increase of wind. This type of 
wind forcing can be interpreted as driving waves to travel quicker (increase their associated 
phase speed). To distinguish this effect from downshift I suggest to call it wave speeding. It is 
exactly this aspect of wave growth which leads to diminishing roughness parameter with 
“wave speeding”, because fast moving wavelets, even with sharp crests, will not allow 
separation of mean air flow behind wavelets thus making the sea surface smoother at last 
stages of waves’ development. (Second half of variation of Charnock constant with wave age 
on Fig. 1a). In practice it can be interpreted that wavy sea surface can return to its initial 
roughness given formulae (15). It seems to me, that this actually was observed and 
corresponds to the situations, when ωg are noticeably larger than ωp. This fact doesn’t allow 
us to use Pierson-Moskowitz values for ωp in (15) instead of ωg but rather support the idea to 
use directly observed values of ῶg as in Kitaigorodskii (2004). The range of the ratio ωg /ωp 
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can be easily found from Table 1 in Kitaigorodskii (1998). Here we produce the 
corresponding values of this ratio from different sources (Table 1). The average value was 
4.37 and we decide to use it together with Pierson-Moskowitz -value ωp Ua/g = 0.140·2π = 
0.88. This gives for asymptotic regime the value ῶg = 4.3·0.88 = 3.8. As we notice it is close 
to (10) (Kitaigorodskii, 1983). If we use as before (12) it will lead to ωgU*a /g = 0.13 different 
from the range of ωgU*a/g in Burling data (0.25-0.18), because the latter were for too small 
fetches. Now using average value ῶg = 3.8 we can calculate the roughness parameter Z0 in 
(15). It gives with β = 0.0081 
 !! =   !!   !!   !!!!    ∙ 6.25   ∙ 10!!   (28) 
or with (12) 
 !!  !!∗!! =   !!   !!    ∙ 4.9 = !   ≅   !!   (29) 
 
Table 1. Ratio of frequency ωg as transitional frequency to dissipation subrange in wind wave spectra 
to the peak frequency ωp. 
 
ωg /ωp                     Source 
  5                             Tang- Shemdin frequency spectra 
5.57  Slope spectra 
5.05 
5.48 
av. 5.27       
6.48 Banner et al. (1989) 
4.87 Spatial 2-D spectra 
4.88 SWOP 2D spatial spectra 
2.85 Hansen et al. (1992) frequency spectra 
3.90 
3.29 
3.27 
av. 4.22       
2.96 Leykin and Rosenberg (1984) frequency spectra 
2.07 Lupyan and Sharkov (1989) spatial 2-D spectra 
5.7 
av. 4.22       
4.01 Jahne and Rimer (1990) spatial 2-D spectra 
4.87 
4.45 
av. 4.22       
Average value ωg/ωp 4.37 
 
So by neglecting the variation of ῶg when we use its average values from Table 1, we come to 
the conclusion, that variation of m in (29) is connected only with values of X/A, which for 
developed waves are of order 10–2. 
This gives us the value m = 0.05 in general agreement with (18) for developed waves. 
Thus Charnock formula (1) with m∞ receives a new interpretation in framework of our above 
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discussion of aerodynamic roughness of the sea surface. It is a measure of roughness 
parameter in a developed wind wave field, when wavelets responsible for air flow separation 
contribute to high wave number and frequency tail of wave spectra. 
In Kitaigorodskii (1962) there was the first indication through the analysis of Burling 
data (1959) of the possibility to have practically fetch-independent wind wave spectra of the 
form 
 ! ! = 6.5   ∙ 10!!  !!  !!!;           ! > !!  ~  !!  (30) 
 lg ! ! !!!! = ! + !   !∗!  !! ;           !   ≤   !!   (31) 
where a, b have been found only slightly varying with fetch (their average values were 
correspondingly (9, 13) and the range of variation of 
!∗!  !!!  very small (see Fig. 3 in 
Kitaigorodskii, 1962) being equal 0.25-0.19 with average value 
 
!!  !∗!  !   ≈ 0.22    (32) 
The only strongly variable with X in such parameterization of S(ω) was frequency ωp 
 !!  !∗!  ! =   !!  !∗!  !     (!)    (33) 
The formula (33) describes so-called downshift effect and I have found that Burling (1959) 
data on ῶp does not differ very much from JONSWAP spectra (Kitaigorodskii, 2013). 
Because of (33) in Burling data the author in 1961 refused to accept the concept of fully 
developed wind waves in spite of the fact that condition of independent of fetch total energy 
was almost fulfilled for spectra (30, 31). 
However a little bit later Pierson and Moskowitz (1964) found the data, where both 
conditions (27b) were satisfied and such spectra was called fully developed wind waves 
(terminology first introduced by author in Kitaigorodskii, 1962). Actually as the main 
empirical finding for their spectra Pierson and Moskowitz (1964) considered the following 
result 
 !!  !∗!  ! = 0.88    (34) 
which they have used to derive “corrected values of wind speed”. So the situation they met 
was quite different (even opposite) from what I have found in 1962, since they have spectra 
with one constant value of ωpUa/g without any downshift as in Kitaigorodskii (1962). On Fig. 
3a I show these spectra with still “uncorrected” values of wind speeds. Some examples from it 
were not in favour of wind speed scaling. For instance, for Ua = 30 knots the maximum 
energy level around wave peak was approximately twice smaller than for wind speed 15.47 
m/s (35 knots). But after using (34) for “corrected” wind speed values they have found finally 
the enhancement of energy with wind speed in accordance with prediction of Kitaigorodskii 
similarity theory (27a, see Fig. 3b). That how the famous Pierson and Moskowitz (1964) 
spectrum for fully developed waves appeared and for long time was (and still is) an important 
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part of wind wave forecasting. Assumption about asymptotic limit for F∞(Ua) first has been 
attempted to check. Komen et al, 1984. This was done on the basis of so called Hasselmann 
equation (Hasselmann, 1962) for wind wave action !! =    !  !(!)!! , which has the form 
 !!!!" +   ∇!   !!   ∇!!! =   !!" !! +   !!"## !! +   !!"(!!) (35) 
where Snl describes nonlinear transfer and is given as an explicit expression through so called 
collision integral for four resonantly inter acting gravity waves !!" =    !!,!!,!!,!! {! ! + ! !! + ! !! + !(!!)}− ! !! + ! !! [! !! ! ! ]
      (36) 
where Q is a complicated homogenous function of wave numbers k1, k2, k3 and k respectively, 
of order |k3|.Notice also that ∂Nk/∂t ~N3, so collision integral describes divergence of energy 
flux being proportional N3 (energy)3. The dissipation and generation terms are introduced in 
(34) phenomenologically. In their absence and in case of horizontal homogeneity (34) takes 
the form 
 !!!!" =   !!"(!!)    (37) 
the equation for a long time known in physics, but for wind waves for the first time used in 
Komen et al. (1984), where technical and mathematical difficulties of numerical evaluation  
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Fig. 3a. The nondimensional wind wave spectra S(ω)g3/ua5 for the five nominal “uncorrected” 
wind speeds (from Pierson and Moskovitz, 1964). 
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Fig. 3b. The nondimensional wind wave spectra S(ω)g3/ua5 for the five nominal corrected 
wind speeds (from Pierson and Moskovitz, 1964). 
of Snl were successfully resolved. The solution of (37) require also a knowledge of initial 
conditions, but for stationary and homogenous case representing the infinitely large fetch and 
duration (35) is reduced to 
 !!! +   !!"## +   !!" = 0    w 
The fulfilment of (38) was checked in Komen et al. (1984), which undoubtedly was the first 
great achievement of numerical wave modelling. 
The result of calculations in Komen et al. (1984), though very interesting, don’t permit 
from our point of view to make some final conclusions about energy balance of mature wind 
wave fields. 
The weak points in the interpretations in Komen et al. (1984) from my point of view 
were the roles they attribute to changes of Phillips and Charnock constants in their  
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Fig. 4. Qualitative picture of the evolution of mean wind profile ua(z) in the logarithmic 
boundary layer during wind wave growth with wave spectra S (c). !! 
Z00 = the roughness parameter of the sea surface at the initial stage of wind wave growth 
Z01 = the roughness parameter of the sea surface at the intermediate stages of wave growth  
(Z01 is close to the Charnock expression with m = 0.05) 
Z02 = the roughness parameter of the sea surface at the latest stages of wind waves 
development (Z02 < Z01 and close to Z00) 
 
calculations of source terms in (37) (Phillips constant from 0.0081 to 0.005, and factor !! =    !!!∗!    ∙    !!" from 0.85 to 1.02). As we have shown above, there are many empirical 
indications, that with changes not only angular distribution, but also wind speed not to 
mention peak frequency) the value of Charnock constant can easily change by more than 
order of magnitude. This will help to explain the necessity of introducing the variable values 
of constant Bk exactly in the range, which can be attributed the changes in Charnock constant 
reported in this paper. My main criticism of the work of Komen et al. (1984) is due to their far 
going conclusion not about balance of energy of wind wave spectrum of fully developed 
waves, but about the balance in equilibrium ranges of wind wave spectra. It is just of 
ignorance of the important role of changes in the positions of the boundaries of dissipation 
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subrange, what doesn’t permit authors of such big projects like SWOP and JONSWAP to 
discover the regions of k–7/2 law (in Stereowave project) and ω–4 law (in JONSWAP) as parts 
of equilibrium regime of the wind wave spectrum, which I proposed (Kitaigorodskii, 1962, 
1983). 
 
5. Discussions 
It is rather common nowadays to consider the sea surface roughness parameter as part of the 
models of Atmospheric Boundary Layers above the ocean, which is needed to calculate the 
fluxes of heat and moisture through the air-sea interface. In this paper I suggest for the first 
time to consider it as the part of the general similarity theory for wind waves, when it is 
considered as one of the independent governing parameters in defining the processes of wind 
wave growth. So the results of such approach must be the forecasting together with wind 
waves characteristics also a value of roughness parameter of the sea surface and its variability. 
Dependence of roughness of the sea surface on the characteristics of wind wave field is 
demonstrated here both theoretically and empirically. All previous results in this direction 
were analysed and very often revisited. Thus this paper continues the author’s effort to 
explain the unified approach to the description of most difficult parts of ocean-atmosphere 
interactions – physics of air-sea interaction. Together with calculations of gas transfer 
between ocean and atmosphere this paper gives some foundations for a serious physical basis 
to establish the desired relationship between characteristics of wind waves and fluxes of 
momentum and energy across air-sea interface. 
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