In this paper, we study existence and nonexistence of positive solutions for a class of Riemann-Stieltjes integral boundary value problems of fractional differential equations with parameters. By using the fixed point index theory, some new sufficient conditions for the existence of at least one, two and the nonexistence of positive solutions are obtained. The results we obtain show the influence of parameter λ and parameter a on the existence of positive solutions. Finally, some examples are given to illustrate our main results.
Introduction
In this paper, we investigate existence and nonexistence of positive solutions for a class of Riemann-Stieltjes integral boundary value problems of fractional differential equations with parameters By using the fixed point index theory, some new sufficient conditions for the existence of at least one, two and the nonexistence of positive solutions are obtained. The theorems we obtain show the influence of parameter λ and parameter a on the existence of positive solutions.
In recent decades, with the wide applications of fractional differential equations in physics, engineering, biology, chemistry, and many other fields, researchers have been paying more and more attention to them, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and the references therein. At the same time, many problems of fluid mechanics, bioengineering, chemical engineering, and so on could be attributed to the integral boundary value problems, which are nonlocal problems. Therefore, a lot of meaningful research results have been obtained, see [13] [14] [15] [16] [17] [18] [19] [20] and the references therein. The eigenvalue problem is a relatively active part of the differential equation theory, and there have been many results, see [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] and the references therein. Nowadays, when solving many practical problems, there will inevitably be errors and those errors will often affect the existence of the solution to a large extent. Therefore, it is meaningful to study the boundary value problem of fractional differential equations with disturbance parameters, see [31] [32] [33] [34] [35] and the references therein.
As a generalization of classical Riemann integral, Riemann-Stieltjes integral boundary value problem has a stronger applicability, which not only contains the classical Riemann integral boundary value problem, but also includes two-point boundary value and multipoint boundary value. In this paper, we investigate existence and nonexistence of positive solutions for a class of Riemann-Stieltjes integral boundary value problems of fractional differential equations with parameters (1.1).
The paper is organized as follows. In Sect. 2, we present some necessary definitions and lemmas which will be used to prove our main results. We study the properties of integral kernels and obtain inequalities about the integral kernels. We prove the complete continuity of operators. In Sect. 3, we investigate the existence of at least one positive solution for boundary value problem (1.1). In Sect. 4, sufficient conditions for the existence of at least two positive solution of boundary value problem (1.1) and the nonexistence of positive solution of boundary value problem (1.1) are established. In Sect. 5, we give some examples to illustrate our main result.
Throughout this paper, we assume that A(t) is a monotone increasing function, 1 0 s β-2 dA(s) exists, and
f satisfies the L q -Carathéodory conditions, that is, For
Preliminaries
The definitions of fractional integral and fractional derivative and the related lemmas can be found in [3, 4] . 
Proof Since lim t→0 + t 1-α u(t) = c, then for any ε > 0, there exists a constant δ > 0 such that
whenever 0 < t < δ, and
Hence, we have lim
Therefore, I
1-α 
has a unique solution 
3)
The initial condition lim t→0 + t 1-α v(t) = 0 implies that c 1 = 0. Thus,
On the other hand, if v = v(t) satisfies (2.2), we can easily show that v satisfies the equation of initial value problem (2.1).
Next, we show that
F(t)
is given by the convolution form, that is,
In view of φ 2 ∈ L q (R), we can get that
Hence, F(t) is uniformly continuous on R, then we can get that
Then we have lim t→0 For convenience, we denote
Lemma 2.4
For any h ∈ C[0, 1], the integral boundary value problem of linear fractional differential equation
has a unique solution
6)
where
. Thus, by Lemma 2.1, we have
The boundary condition lim t→0 + t 2-β u(t) = a implies that c 2 = a. Then
Hence
By the boundary condition u(1) = 1 0 u(s) dA(s), we obtain that
Substituting c 1 and c 2 into (2.9), we can get that
On the other hand, if u satisfies (2.6), then u satisfies (2.9), too. It follows from (2.9)
which implies that the equation of boundary value problem (2.5) is satisfied. We can easily show that u satisfies the boundary conditions of boundary value problem (2.5).
Lemma 2.5 If u ∈ E, then boundary value problem (1.1) is equivalent to the following integral equation:
u(t) = λ 1 0 G(t, s)f s, u(s) ds + ag(t),(2.
10)
Proof Let u = u(t) be a solution of boundary value problem (1.1) and denote
. By Lemma 2.3 and Lemma 2.4, we have
By exchanging integral order, we can get that
where G(t, s) is defined by (2.11).
On the other hand, if u satisfies (2.10), the u will also satisfy (2.12). By Lemma 2.3 and Lemma 2.4, u satisfies boundary value problem (1.1).
Denote constants 14) and the function
Lemma 2.6 (See [11]) The function K(t, s), which is defined by (2.8), has the following properties: (1) K(t, s) is continuous for any t, s
∈ [0, 1] and K(t, s) > 0 for any t, s ∈ (0, 1);(2)t β-1 (1 -t)s(1 -s) β-1 Γ (β -1) ≤ K(t, s) ≤ t β-1 (1 -t)(1 -s) β-2 Γ (β) , t, s ∈ (0, 1);(3)K(t, s) ≤ 1 Γ (β) t β-2 s(1 -s) β-1 < 1 Γ (β) t β-2 , t, s ∈ (0, 1).
Lemma 2.7
The function G 1 (t, s), which is defined by (2.7), has the following properties:
where m i (i = 0, 1, 2) are defined by (2.13).
Proof (1) By the expression of G 1 (t, s) and Lemma 2.6, it is easy to check that (1) holds.
(2) For any t, s ∈ (0, 1), from Lemma 2.6, we have
On the other hand, for any t, s ∈ (0, 1), 1 < β ≤ 2, implies that t β-1 < t β-2 , thus, we have
. (2.11) , has the following properties:
Lemma 2.8 The function G(t, s), which is defined by
where m i , g 1 (s) are defined by (2.13) and (2.15), respectively.
Proof (1) By the expression of G(t, s), we can easily get the results.
(2) According to the definition of G(t, s) and Lemma 2.7, for any t, s ∈ (0, 1), we can obtain that
On the other hand, for any t, s ∈ (0, 1), by Lemma 2.7, we can show that
Then P is a cone in E.
Lemma 2.9 If u is a positive solution of boundary value problem
Proof If u is a positive solution of boundary value problem (1.1), then from Definition 2.1, we can get that u(t) > 0 for t ∈ (0, 1) and u satisfies (2.10). It is easy to see u ∈ E. For any t ∈ [0, 1], by Lemma 2.8, we have
On the other hand, we have
Then t 2-β u(t) ≥ γ 0 t u , which implies u ∈ P.
G(t, s)f s, u(s) ds + ag(t).

Lemma 2.10 The operator T : P → P is completely continuous.
Proof By Lemma 2.9, we have Tu ∈ P for u ∈ P, then T : P → P.
(1) T is a continuous operator. If {u n } ⊂ P, u ∈ P, and u n -u → 0 as n → ∞, there exists a constant γ > 0 such that
Since f satisfies the L q -Carathéodory conditions, for a.e. t ∈ [0, 1], we have
By the Lebesgue dominated convergence theorem, we can get
Hence, T : P → P is continuous.
(2) T is relatively compact. Let Ω ⊂ P be any bounded set, then there exists a constant r > 0 such that u ≤ r for each u ∈ Ω, that is,
Therefore, by Lemma 2.8, we have 
Then, for any u ∈ Ω and t 1 , t 2 ∈ [0, 1] with |t 1 -t 2 | < δ, we have
Thus, we prove that T(Ω) is equicontinuous. According to the Arzela-Ascoli theorem, T is relatively compact. Therefore, T : P → P is completely continuous. 
Corollary 2.1 Let E be a Banach space and P ⊆ E be a cone. Assume that Ω is a bounded
open subset of E and θ ∈ Ω and that T : P ∩Ω → P is completely continuous.
Proof (1) If u > Tu for u ∈ P ∩ ∂Ω, then we can show that (2.17) holds. Otherwise, there exist u * ∈ P ∩ ∂Ω and τ * ≥ 1 such that Tu * = τ * u * , then
which contradicts u > Tu . In view of Lemma 2.11, we can get i(T, P ∩ Ω, P) = 1.
(2) If u < Tu for u ∈ P ∩ ∂Ω, we can prove that (2.18) holds.
In fact, if for any u ∈ P\{θ } there exist u * ∈ P ∩ ∂Ω and τ
Thus, u * ≥ Tu * , in contradiction with u < Tu .
From Lemma 2.12, we can get i(T, P ∩ Ω, P) = 0.
The existence of at least one positive solution
For convenience, we denote
Let B r = {u ∈ E : u < r}, ∂B r = {u ∈ E : u = r}, P r = P ∩ B r , ∂P r = P ∩ ∂B r . Let
Because λ satisfies (3.1) and 0 ≤ a ≤ a λ , by Lemma 2.8, for any u ∈ ∂P r 1 , we have 0 < t 2-β u(t) ≤ r 1 for t ∈ (0, 1] and
G(t, s)f s, u(s) ds + ag(t)
Hence,
It follows from Corollary 2.1(1) i(T, P r 1 , P) = 1. By f ∞ > η, there exists a constant r 2 > r 1 such that
and u ∈ 1 4 γ 0 r 2 , +∞ .
For any u ∈ ∂P r 2 , we have
and by Lemma 2.8,
> sup
Therefore,
It follows from Corollary 2.1(2) i(T, P r 2 , P) = 0. According to the additivity property of the fixed point index, we obtain
Then T has at least one fixed point u ∈ P ∩ (P r 2 \P r 1 ) with r 1 < u < r 2 . Because u ∈ P, we have t Let
For 0 ≤ a ≤ a λ , similar to the proof of Theorem 3.1, we have i(T, P r 1 , P) = 1 and i(T, P r 2 , P) = 0.
According to the additivity property of the fixed point index,
Then T has at least one fixed point u ∈ P ∩ (P r 2 \P r 1 ) with r 1 < u < r 2 , that is, u is a positive solution for boundary value problem (1.1) with 0 ≤ a ≤ a λ . 
then boundary value problem (1.1) with a ≥ 0 has at least one positive solution.
Proof By f 0 > η, there exists a constant R 1 > 0 such that
, and u ∈ [0, R 1 ].
When λ satisfies (3.3) and a ≥ 0, similar to the proof of Theorem 3.1, we can obtain
and
On the other hand, by f ∞ < ξ , there exists a constant M > 0 such that
Since f satisfies the L q -Carathéodory conditions, for the above
For any u ∈ ∂P R 2 , by Lemma 2.8, we have
That is,
From Corollary 2.1(1), we can get i(T, P R 2 , P) = 1. According to the additivity property of the fixed point index, we obtain
Then T has at least one fixed point u ∈ P ∩ (P R 2 \P R 1 ) with R 1 < u < R 2 . That is, u is a positive solution for boundary value problem (1.1) with a ≥ 0. .
By f 0 = +∞, there exists a constant R 1 > 0 such that
On the other hand, by f ∞ = 0, there exists a constant M > 0 such that
Similar to the proof of Theorem 3.3, we can obtain T has at least one fixed point u ∈ P ∩ (P R 2 \P R 1 ) with R 1 < u < R 2 . That is, u = u(t) is a positive solution for boundary value problem (1.1). Proof For any given r > 0, when λ satisfies (3.4), let
For 0 ≤ a ≤ a λ and any u ∈ ∂P r , by Lemma 2.8, we have
By Corollary 2.1(1), we can get i(T, P r , P) = 1.
, and u ∈ 1 4 γ 0 r 1 , +∞ .
Similar to the proof of Theorem 3.2, we obtain
By Corollary 2.1 (2) i(T, P r 1 , P) = 0.
Then T has at least one fixed point u ∈ P ∩ (P r 1 \P r ) with r < u < r 1 . That is, u = u(t) is a positive solution for boundary value problem (1.1) with 0 ≤ a ≤ a λ .
The multiplicity and nonexistence of positive solutions
In this section, we present the existence of at least two positive solutions and nonexistence positive solutions. If λ satisfies
then there exists a constant a λ ≥ 0 such that boundary value problem (1.1) with 0 ≤ a ≤ a λ has at least two positive solutions u 1 and u 2 .
Proof Let
by (4.1) and (4.2), we have a λ ≥ 0.
For 0 ≤ a ≤ a λ and any u ∈ ∂P r , similar to the proof of Theorem 3.5, we have Tu < u , u ∈ ∂P r , and i(T, P r , P) = 1.
Since f 0 > η 1 , there exists a constant 0 <r 1 < r such that
, and u ∈ [0,r 1 ].
By f ∞ > η 2 , there exists a constantr 2 > r such that
, and u ∈ 1 4 γ 0r2 , +∞ .
Similar to the proof of Theorem 3.3 and Theorem 3.1, we can obtain Tu > u , u ∈ ∂Pr 1 , and Tu > u , u ∈ ∂Pr 2 . Hence, by Corollary 2.1(2), we can get i(T, Pr 1 , P) = 0 and i(T, Pr 2 , P) = 0.
According to the additivity property of the fixed point index, we can show
Then T has at least two fixed points u 1 ∈ P ∩ (P r \Pr 1 ) withr 1 < u 1 < r and u 2 ∈ P ∩ (Pr 2 \P r ) with r < u 2 <r 2 . That is, u 1 and u 2 are positive solutions of boundary value problem (1.1) with 0 ≤ a ≤ a λ . Proof Let
Since λ satisfies (4.3), we have a λ ≥ 0.
For 0 ≤ a ≤ a λ and any u ∈ ∂P r , similar to the proof of Theorem 3.5, we have
By Corollary 2.1(1), we can get i(T, P r , P) = 1. Denote
.
By f 0 = +∞, there exists a constant 0 <r 1 < r such that
And by f ∞ = +∞, there exists a constantr 2 > r such that
Similar to the proof of Theorem 3.3 and Theorem 3.1, we obtain Tu > u , u ∈ ∂Pr 1 , and Tu > u , u ∈ ∂Pr 2 .
By Corollary 2.1(2), we can get i(T, Pr 1 , P) = 0 and i(T, Pr 2 , P) = 0. According to the additivity property of the fixed point index, we obtain
Then T has at least two fixed points u 1 ∈ P ∩ (P r \Pr 1 ) withr 1 < u 1 < r, and u 2 ∈ P ∩ (Pr 2 \P r ) with r < u 2 <r 2 . That is, u 1 and u 2 are positive solutions for boundary value problem (1.1) with 0 ≤ a ≤ a λ . Let
for 0 < R 1 < R 2 < R 3 , we define
It is easy to see that Ω 1 , Ω 2 , and Ω 3 are nonempty bounded convex open sets in E, and
Then, when 0 ≤ a ≤ a 0 , for any u ∈ P ∩ ∂Ω 1 , similar to Theorem 3.1, we obtain
and by Corollary 2.1(1), we can get that
For any u ∈ P ∩ ∂Ω 3 , by Lemma 2.8, we have
that is,
it follows i(T, P ∩ Ω 3 , P) = 1 from Corollary 2.1(1). Similarly, for any u ∈ P ∩ ∂Ω 2 , we have 
, and
Since R 3 > 4 2-β R 2 , we can see that u 0 < R 3 , min t∈[ 1 4 , 3 4 ] t 2-β u 0 > R 2 , which implies u 0 ∈ P ∩ Ω 2 . So, we have
Therefore, we have
By the complete continuity of the operator T and the definition of H, we can know that H : [0, 1] × (P ∩ Ω 2 ) → P is completely continuous.
According to the homotopy invariance and normality of fixed point index,
Thus, T has one fixed point u 1 in P ∩ Ω 2 . By the additivity of the fixed point index, we obtain
Thus, T has one fixed point u 2 in P ∩ (Ω 3 \(Ω 1 ∪Ω 2 )). Consequently, u 1 and u 2 are positive solutions of boundary value problem (1.1) with λ ≥ λ * and 0 ≤ a ≤ a 0 . We can obtain the following results.
(1) It is easy to check that all the conditions of Theorem 3.1 are satisfied. By , f (t, u) = (e tu 2 + t sin(t 
