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O problema de planejamento da operação energética de longo prazo visa determinar es-
tratégias ótimas de geração e intercâmbios, entre subsistemas hidrotérmicos, que minimi-
zem o custo total de operação ao longo do período de planejamento. Este problema possui
natureza estocástica, não-linear e de grande porte, podendo ser resolvido por Programação
Dinâmica Estocástica (PDE), desde que se faça uso da agregação de reservatórios em re-
servatórios equivalentes de energia. Tal prática, elimina o problema da “maldição da di-
mensionalidade”, decorrente do explosivo número de estados que deveriam ser analisados
pela PDE. Contudo, para o sistema eletroenergético brasileiro, onde existem interligações
entre regiões com características hidráulicas próprias, faz-se necessário uma melhor repre-
sentação do sistema. Assim, os responsáveis pelo planejamento da operação dos sistemas
hidrotérmicos brasileiro, desenvolvem seus estudos a partir de modelos computacionais
que representam as usinas agrupadas em subsistemas equivalentes. Para tanto, tais mode-
los fazem uso da Programação Dinâmica Estocástica Dual (PDED), que trata a PDE de
forma analítica. Com a introdução da competição na geração, visualiza-se que os agentes
de geração deverão buscar a maximização de seus rendimentos, o que requer um melhor
conhecimento dos recursos efetivamente disponíveis pelo sistema. Nessa direção, torna-se
importante para o operador do sistema, ter a sua disposição um modelo de planejamento
da operação que represente as usinas de forma individualizada. A obtenção de um modelo
com tais características, ainda que usando PDED, é uma tarefa que requer um elevado
esforço computacional. Neste trabalho, propõe-se um algoritmo baseado na PDED, o qual
representa as diversas usinas do sistema em sua forma individualizada, permitindo assim
um melhor aproveitamento dos recursos do sistema. Para tanto, propõe-se um algoritmo
para cálculo da política de operação hidrotérmica que faz uso de técnicas de processa-
mento paralelo. A viabilidade prática do algoritmo é demonstrada através de sua aplicação
a uma configuração realista do sistema hidrotérmico brasileiro.
Abstract of Dissertation presented to UFSC as a partial fulfillment of the requirements for
the degree of Master in Electrical Engineering.
OPERATION PLANNING IN HYDROTHERMAL SYSTEMS USING
HIGH PERFORMANCE PROCESSING
ERLON CRISTIAN FINARDI
April / 1999
Advisor: Prof. Edson Luiz da Silva, D. Eng.
Area of Concentration: Planning in Electrical Energy Systems.
Keywords: Hidrothermal Systems, Stochastic Optimization, Parallel Processing.
Number of Pages: 124
The long-term operation planning problem aims to determine optimum strategies for both
generation and interchanges among hydrothermal subsystems, looking for the minimiza-
tion of total operation cost over the whole planning period. This problem presents  non-
linear, stochastic and large scale features and can be solved by Stochastic Dynamic Pro-
gramming (SDP), provided the reservoirs be represented by an energy equivalent reser-
voir, avoiding the combinatorial explosion, which can occurr in this problem due to the
huge number of possible states that should be analysed by the SDP. In the Brazilian elec-
tric-energy system, as the regions that form the whole interconnected system have their
own characteristics, it is necessary to represent the energy system a more precise way.
Thus, the Brazilian planners develop their studies using computational models, taking into
account groups of power plants in each interconnected subsystem. This approach is possi-
ble through the use of Dual Stochastic Dynamic Programming (DSDP), which tackles the
SDP in an analytical way. Considering that the  generation sector will be transformed into
a competitive arena, it is quite easy to foresee that the agents involved in this area will
search for optimization of their profits, which requires a better knowledge about the hy-
draulic resources that are effectively available. Towards this scenario, the agents will re-
quire that the Independent System Operator has a precise operation planning model be
able to consider the power plants in individualised way. The development of this kind of
model, even using DSDP, is a complex task, incurring in a high computational cost. Thus,
this work proposes an algorithm based on DSDP, considering the modelling of all separate
power plants, and using parallel processing techniques to reduce the processing time as
well as allowing the treatment of the whole problem. The feasibility of this approach is
demonstrated with a realistic configuration of the Brazilian hydrothermal system.
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CAPÍTULO I
INTRODUÇÃO
Um sistema hidrotérmico de geração é composto por unidades hidráulicas e tér-
micas. Cada sistema hidrotérmico apresenta características técnicas e econômicas pecu-
liares que devem ser adequadamente consideradas na formulação dos métodos e mo-
delos, com a finalidade de permitir o desenvolvimento de estudos de planejamento da
expansão e operação da forma mais eficientemente possível.
Embora a introdução da competição na indústria de energia elétrica esteja geran-
do novos paradigmas, no caso brasileiro a forte participação hidráulica requer um plane-
jamento centralizado para o uso da água. Assim, o despacho de sistemas hidrotérmicos
deverá continuar de forma centralizada.
Partindo dessa premissa, o planejamento da operação energética exerce um pa-
pel preponderante para garantir a eficiência do uso água, o que colaborará com a sus-
tentação das reformas introduzidas no novo modelo de indústria de energia elétrica. As-
sim, a realização de pesquisas que objetivam um detalhamento cada vez maior do pro-
blema, visando o desenvolvimento de modelos mais adequados à nova realidade do se-
tor, como a que é proposta neste trabalho, é bem vinda.
O despacho centralizado, neste caso por conseqüência, reduz a prática do “gam-
ing” pelos agentes de geração, contribuindo para que a eficiência econômica do sistema
seja alcançada. Do contrário, os agentes de geração estarão interessados exclusiva-
mente em maximizar os seus rendimentos, independentemente da operação otimizada
do conjunto [1].
O planejamento da operação energética de um sistema hidrotérmico incorpora as
dificuldades relacionadas com a operação de sistemas hidrelétricos com as de sistemas
termelétricos tornando a solução do problema uma tarefa um tanto complexa.
Devido ao fato de existirem estoques limitados de energia hidrelétrica, o problema
fica não-separável no tempo, uma vez que se introduz uma ligação entre a decisão ope-
rativa tomada em um estágio qualquer e as conseqüências dessa decisão. Como não se
conhecem as vazões afluentes que ocorrerão aos reservatórios, durante as decisões
operativas, este problema é inerentemente estocástico. Existem não-linearidades associ-
adas aos custos de operação das termelétricas e às funções de produção das usinas
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hidrelétricas, caracterizando o problema como não-linear. Finalmente, a existência de
vários reservatórios em cascata e a necessidade de uma otimização multi-período tornam
o problema de grande porte.
Além dessas características, o planejamento da operação energética realizado no
sistema hidrotérmico brasileiro leva em conta fatores de longo, médio e curto prazos. A
complexidade deste problema e os diferentes horizontes de tempo que o influenciam,
fazem com que o problema seja dividido em cadeias de longo, médio e curto prazos.
O planejamento da operação energética de longo prazo, objeto de análise neste
trabalho, realizado no sistema hidrotérmico brasileiro é elaborado com base na utilização
de modelos matemáticos aproximados à realidade. Alguns fatores relacionados com as
características do sistema têm exigido um desenvolvimento constante dos modelos que
são utilizados para a solução deste problema ao longo dos anos.
Inicialmente, o problema de longo prazo era resolvido através da determinação da
geração térmica complementar necessária, a partir da simulação do sistema através das
piores séries de vazões afluentes já registradas. Este método, denominado de “Curva
Limite”, indicava o nível mínimo de armazenamento necessário para o atendimento do
sistema, mesmo na repetição da pior série registrada. Essa maneira simples de operação
apresentava-se como um método ineficiente, uma vez que a probabilidade de ocorrência
da série testada era pequena, evidenciando a necessidade de uma metodologia que le-
vasse em consideração a natureza estocástica das afluências.
Para fazer frente a essa deficiência, a alternativa foi o uso de técnicas de otimiza-
ção aplicada a reservatórios equivalentes de energia. Entre os vários métodos utilizados,
a Programação Dinâmica Estocástica (PDE) mostrou-se bastante adequada, uma vez
que esta permitia determinar os montantes de geração termelétrica e hidrelétrica e ainda
mantinha a característica estocástica inerente ao problema.
À medida que o tempo passava, o sistema elétrico brasileiro defrontava-se com a
construção de extensas linhas de transmissão, as quais interligavam diferentes regiões
brasileiras. Este novo fator, exigiu que houvesse a adaptação e desenvolvimento de no-
vos modelos que, além de determinar os montantes de geração termelétrica e hidrelétri-
ca, pudessem também definir o intercâmbio mensal de energia entre as várias regiões. A
obtenção dessas informações era prejudicada, uma vez que a PDE limitava o seu uso
para, no máximo, um subsistema equivalente. Isso acontecia devido à explosão combi-
natorial do espaço de estados, dado que a PDE necessita discretizar o espaço de esta-
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dos do problema. Assim, naquele momento estava eliminada qualquer possibilidade de
se resolver o problema com a PDE para mais de um sistema equivalente de energia.
Até então, a operação energética se orientava em calcular estratégias utilizando a
PDE de forma isolada para cada região ou subsistema, deixando de levar em considera-
ção explicitamente as interligações, o que não garantia a solução ótima. Alguns métodos
alternativos e utilizados até 1997 foram propostos, porém nenhum foi capaz de resolver o
problema da operação hidrotérmica para mais de um sistema equivalente de forma efici-
ente, e ainda, nem sequer tinha-se noção de quão afastados estavam seus resultados de
uma solução ótima.
Subseqüentemente uma metodologia, utilizando “O Princípio da Decomposição de
Benders”, tornou possível a otimização estocástica de múltiplos reservatórios, tratando a
PDE de forma analítica, evitando a discretização do espaço de estados empregada pela
PDE em sua forma convencional. Este método, denominado Programação Dinâmica Es-
tocástica Dual (PDED), evita essa discretização, baseando-se na demonstração de que a
função de custo futuro é uma função linear por partes, e então, a cada iteração, usa-se
uma relaxação dessa função como aproximação para construí-la de acordo com um crité-
rio de precisão compatível ao esforço computacional requerido.
A principal conseqüência da resolução analítica empregada pela PDED é que
existe a possibilidade de representação das diversas usinas do sistema em sua forma
individualizada, e ainda, de representar o processo estocástico de afluências por modelos
mais sofisticados, tais como, modelos auto-regressivos periódicos de ordem maior que
um.
Essas representações não seriam viáveis computacionalmente em um algoritmo
baseado na PDE, uma vez que acarretaria no aumento do número de variáveis de esta-
do.
A PDED tem sido aplicada ao sistema interligado brasileiro com os vários subsis-
temas agregados em reservatórios equivalentes. A agregação é justificada, uma vez que
a energia e os intercâmbios são calculados no sistema brasileiro a partir do modelo equi-
valente do parque gerador.
No entanto, a representação agregada é uma simplificação indesejável, uma vez
que não é possível considerar nessa modelagem as características operativas individuais
e o acoplamento hidráulico existente entre os diversos reservatórios do sistema.
A solução para a deficiência passa pela representação individualizada das usinas,
a qual é permitida pela PDED, sendo o tema a ser tratado neste trabalho.
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Como será visto, a modelagem aqui proposta tornará possível se fazer uma mo-
delagem mais refinada do sistema gerador, que possa capturar as características opera-
tivas e as diversidades hidrológicas apresentadas na operação de um sistema hidrotérmi-
co. Desta maneira é mostrado neste trabalho, através de uma configuração hidrotérmica
realista, que o modelo individualizado torna desnecessário o uso de modelos de desa-
gregação das estratégias para o horizonte de médio prazo, uma vez que a metodologia
proposta tem como principal característica a determinação direta de metas individuais de
geração para cada usina do sistema.
Não obstante, mesmo sem a discretização do espaço de estados utilizada pela
PDE, a solução do problema da operação energética por PDED ainda exige um esforço
computacional marcante. Duas características do problema são as responsáveis pelo
esforço computacional necessário: a natureza estocástica das vazões afluentes, a qual
necessita da simulação de um número suficientemente grande de seqüências a fim de
estimar-se com precisão o custo esperado de operação do sistema; e a natureza de
grande porte do problema, causada pelo grande número de usinas e de períodos de pla-
nejamento.
De modo a viabilizar a solução do problema resultante, com tempos de computa-
ção razoáveis, faz-se o uso neste trabalho de técnicas de processamento paralelo. Para
demonstrar a viabilidade desta técnica, propõe-se um algoritmo de planejamento da ope-
ração hidrotérmica, o qual é aplicado a uma configuração realista que envolve usinas do
sistema elétrico brasileiro.
Inicialmente, no Capítulo II, é descrito o problema de planejamento da operação
energética e a suas principais características, enfatizado-se a divisão do problema em
etapas de planejamento, e descrevendo-se os principais resultados associados a cada
etapa. Em seguida, faz-se uma apresentação dos tipos de usinas, mediante a descrição
de suas características básicas e operativas, procurando-se identificar as necessidades
de modelagem que devem ser feitas nos estudos de planejamento energético.
No Capítulo III são apresentadas as principais metodologias usadas na solução
do problema de planejamento da operação energética referentes ao horizonte de longo
prazo. Inicialmente é dada uma visão geral do algoritmo baseado na PDE. Mostra-se que
a aplicação desta metodologia está limitada, no tocante ao esforço computacional, para
apenas um sistema equivalente.
Em vista disto, apresenta-se o modelo a reservatório equivalente de energia, ana-
lisado de forma geral, juntamente com as conseqüências resultantes da adoção dessa
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modelagem para as usinas hidrelétricas, e consequentemente, para o resultado da políti-
ca de operação energética do sistema. Finalmente apresenta-se um algoritmo baseado
na PDED, em conjunção com os conceitos básicos dessa técnica.
Para exemplificar de forma didática a aplicação do algoritmo proposto neste tra-
balho, mostra-se no Capítulo IV os resultados de uma simulação da operação energética,
por PDED, em um sistema exemplo com apenas quatros reservatórios. Ainda nesse ca-
pítulo são apresentados os principais conceitos que envolvem o paradigma da computa-
ção paralela, tais como speedup, eficiência e granularidade, os quais quantificam e quali-
ficam uma implementação paralela. Após isso, a análise de desempenho em ambiente
paralelo é apresentada para o algoritmo proposto, no tocante ao sistema exemplo.
No Capítulo V mostra-se a aplicação do algoritmo proposto em ambiente paralelo
a uma configuração hidrotérmica teste composta por 15 usinas hidrelétricas e 6 usinas
termelétricas do sistema. Nesse capítulo é mostrada, através dos resultados, a viabilida-
de conceitual e de implementação da metodologia proposta para sistemas de grande
porte. Uma otimização determinística é realizada a fim de evidenciar as diferenças de
resultados em relação ao caso estocástico. Finalizando o Capítulo V, é feito uma análise
do efeito amostral na estimativa do custo esperado de operação, através da variação do
número total de seqüências de afluências utilizadas na simulação.
No Capítulo VI relata-se o desempenho computacional do algoritmo proposto
quando aplicado à configuração hidrotérmica teste. Os tempos obtidos são apresentados
e justificados.
Finalmente, no Capítulo VII são apresentados as conclusões gerais, contribuições
e propostas para trabalhos futuros.
CAPÍTULO II
PLANEJAMENTO DA OPERAÇÃO ENERGÉTICA
II.1 – INTRODUÇÃO
Um sistema hidrotérmico de geração é composto por usinas hidrelétricas e
termelétricas. Estas usinas são conectadas aos centros de carga através de um sistema
de transmissão, de acordo com a ilustração da Figura 2.1.
SISTEMA DE TRANSMISSÃO
HIDRELÉTRICAS TERMELÉTRICAS
CARGA
Figura 2.1 – Estrutura Básica de um Sistema Hidrotérmico.
O objetivo principal do planejamento da operação energética de um sistema
hidrotérmico consiste em determinar estratégias de geração para cada usina do sistema,
que ao longo do período de planejamento, minimize o custo operativo esperado. O valor
deste custo é traduzido para o sistema sob a forma dos gastos com os combustíveis das
usinas termelétricas e, caso seja necessário, do custo do não atendimento à demanda.
As principais características do planejamento da operação energética de um
sistema hidrotérmico são:
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· existe uma relação entre a decisão tomada em um estágio qualquer e sua
conseqüência futura. Se no presente utilizarmos muita água dos
reservatórios e futuramente um baixo regime pluviométrico vier a
acontecer, provavelmente será necessário a utilização de geração térmica
para o atendimento da demanda e ainda com risco elevado de não
atendimento da demanda de energia. Caso contrário, se mantivermos o
nível dos reservatórios elevados, usando geração térmica preventiva, e
ocorrerem altos índices pluviométricos, haverá vertimento de energia no
sistema. Tanto uma situação, quanto a outra, explicita a conseqüência do
acoplamento temporal na operação do problema. A Figura 2.2 ilustra como
funciona este processo de tomada de decisão;
· a impossibilidade de uma perfeita previsão das afluências futuras, no
instante em que são tomadas as decisões operativas, faz com que o
problema seja essencialmente estocástico;
· a grande quantidade existente de reservatórios e a necessidade de uma
otimização multi-período tornam o problema de grande porte;
· existem não-lineridades implícitas ao problema, as quais são devidas às
funções de custos de operação das termelétricas e às funções de
produção de energia das hidrelétricas;
· existe a presença de custos indiretos relacionados com os benefícios de
geração hidrelétrica, uma vez que as usinas hidrelétricas têm um valor
indireto, associado à oportunidade de economizar combustível através do
deslocamento de uma térmica hoje ou no futuro. Com isso tem-se que as
variáveis do problema são não-separáveis no tempo;
· o planejamento da operação de um sistema hidrotérmico deve considerar
uma grande quantidade de atividades relacionadas com o uso múltiplo da
água nos reservatórios (navegação, controle de cheias, irrigação,
saneamento, abastecimento de água), em conjunção com o despacho de
geração e otimização multi-período dos reservatórios.
Além dessas características, o problema exige ainda a necessidade de estudo de
diferentes horizontes de planejamento, com o objetivo de se observar os efeitos de longo,
médio e curto-prazo. Estas etapas do planejamento da operação energética, realizadas
para o sistema brasileiro, são descritas a seguir.
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Figura 2.2 – Processo de Decisão para Sistemas Hidrotérmicos.
II.2 – ETAPAS DO PLANEJAMENTO DA OPERAÇÃO ENERGÉTICA
Devido às complexidades apresentadas é impossível se dispor de um modelo
matemático único para o tratamento do problema. Assim, o problema é subdivido em
problemas menores, e coordenados entre si [2].
A Figura 2.3 mostra, de forma simplificada, as diversas etapas que compõem
esses processos, os quais devem ser integrados com o planejamento da expansão do
sistema. Nesta figura podemos notar que os resultados obtidos em cada fase servem
como dados de entrada para a próxima fase temporal na cadeia. Além disso, os
resultados de cada uma delas servem como retroalimentação para a fase precedente no
ciclo de planejamento seguinte.
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Horizonte:
5 anos a 1 semana
Horizonte: 1 dia
Horizonte: dia corrente
Figura 2.3 – Representação das Etapas de Planejamento do Sistema Elétrico Brasileiro.
A etapa de planejamento da expansão seleciona um dado conjunto de usinas
hidrelétricas e termelétricas que deve ser construído para que seja garantido o
atendimento a uma previsão de demanda. Este plano de construções é baseado em uma
análise de custos de obras e equipamentos de geração e de transmissão e na
consideração existente com a entrada destes projetos e a contribuição para que seja
diminuído o custo total de operação. Com base nesta proposta, o problema de
planejamento da expansão é formulado com o objetivo de determinar um cronograma de
expansão que minimize o custo de investimento e de operação do sistema. O custo de
investimento é composto pelos custos de investimentos das novas unidades geradoras e
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equipamentos, e o custo de operação, conforme já relatado, é formado pelo custo de
combustíveis das termelétricas, e caso exista, o custo do déficit de energia.
A seguir, na cadeia de procedimentos, encontramos a etapa de planejamento da
operação. Esta etapa subdivide-se ainda em estudos energéticos e elétricos.
Os estudos elétricos tem por objetivo viabilizar as metas calculadas pelo
planejamento da operação energética, assegurando uma operação confiável para o
sistema. Os principais resultados do planejamento da operação elétrica são as
adaptações das metas energéticas à capacidade real do sistema de transmissão.
Os estudos elétricos e energéticos são decompostos em cadeias, as quais
utilizam diferentes horizontes de planejamento e graus de detalhamento na
representação do sistema. A Figura 2.4 mostra como o problema de planejamento da
operação energética é subdividido em um conjunto de subproblemas.
LONGO PRAZO
Horizonte : 5 anos
Discretização : mensal
MÉDIO PRAZO
Horizonte : 1 ano
Discretização : semanal
CURTO PRAZO
Horizonte : Mês
Discretização : semanal
PLANEJAMENTO DA OPERAÇÃO
ENERGÉTICA
Figura 2.4 – Diferentes Etapas do Planejamento Energético da Operação.
No planejamento de longo prazo determinam-se os totais de geração térmica e a
política de operação do sistema traduzida por funções de custo futuro, isto é, que
traduzem o custo esperado de operação de um período qualquer até o final do horizonte,
quantificando assim os riscos no atendimento energético, e ainda os intercâmbios entre
os subsistemas.
O planejamento de médio prazo tem as funções do planejamento de longo prazo,
porém os resultados são explicitados a nível semanal. Outros resultados deste horizonte
são a determinação dos custos de geração e a definição dos montantes dos contratos de
suprimento.
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A partir das metas de geração fixadas pelos estudos de longo e médio prazos, o
planejamento de curto prazo determina o valor da água, o custo marginal de curto prazo,
a avaliação e a programação de intercâmbios.
Ainda conforme mostrado na Figura 2.3, depois do planejamento da operação
segue-se a programação diária e horária da operação, culminando o processo com a
supervisão e coordenação da operação do sistema elétrico em tempo real. O processo é
encerrado com as atividades de análise pós-operativa.
A seguir, é descrito a representação das usinas hidrelétricas e termelétricas no
problema de planejamento da operação energética, enfatizando-se suas principais
características básicas e operativas. Isto faz-se necessário, uma vez que o processo de
produção de energia das mesmas dever ser adequadamente modelado para as diversas
etapas do problema.
II.3 – MODELAGEM DAS USINAS
A energia elétrica é produzida através da transformação de outras formas de
energia, sendo as usinas hidrelétricas e termelétricas os dois principais tipos de fontes de
geração. Os geradores hidrelétricos são acionados por turbinas hidráulicas, ao passo que
as usinas termelétricas produzem energia a partir da queima de um combustível
específico (carvão, petróleo, gás natural ou nuclear).
A seguir será apresentado a modelagem das usinas, levando-se em consideração
suas características básicas, bem como as principais questões referentes ao estudo do
planejamento da operação energética.
II.3.1 Usinas Hidrelétricas
Basicamente uma usina hidrelétrica é composta por: uma barragem que forma o
reservatório e represa o curso d’água; uma tomada d’água e condutos forçados que
levam a água até a casa de força; a casa de força, onde está o conjunto turbina-gerador;
e finalmente um canal de restituição, com o qual a água é reconduzida a um determinado
curso da água que pode ser, na maioria das vezes, o rio original onde se encontra a
usina. A Figura 2.5 apresenta, de forma simplificada, o perfil de uma usina hidrelétrica.
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Figura 2.5 – Perfil Típico de Uma Usina Hidrelétrica.
Para a representação de uma usina hidrelétrica, é necessário saber de forma
detalhada como funcionam os seus principais componentes, bem como as relações
matemáticas que regem seu comportamento. Isso tem impacto na representação da
usina em diferentes etapas do planejamento, devendo-se adequar os modelos
matemáticos com as necessidades de cada etapa do problema.
A barragem de uma hidrelétrica serve para criar a diferença de potencial entre os
níveis montante e jusante, a qual será utilizada para a produção de energia elétrica.
Uma usina pode ser classificada, de acordo com seu tipo de reservatório, em:
· de acumulação;
· a fio d’água;
· com armazenamento por bombeamento;
Uma usina de acumulação é a que possui um reservatório de tamanho suficiente
para acumular água na época das cheias para o uso na época de estiagem, dispondo
assim de uma vazão firme maior que a vazão mínima natural.
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Uma usina a fio d’água, em geral, dispõe de uma capacidade de armazenamento
muito pequena e só pode utilizar água à medida que esta chega até ela. Algumas usinas
deste tipo dispõem de suficiente capacidade de armazenamento (represamento) para
possibilitar a acumulação da água durante horas que não são de pico, a fim de utilizá-la
quando a usina estiver operando em horário de demanda elevada. As usinas fio d’água
só são viáveis em rios com vazão mínima permanente, mesmo em períodos secos, ou
em bacias com outros reservatórios a montante que proporcionem regularização
necessária à sua operação.
Uma usina com armazenamento por bombeamento produz energia para atender
aos períodos de carga máxima, porém durante as horas de demanda reduzida a água é
bombeada de um represamento no canal de fuga até um reservatório a montante, para
posterior utilização. Isso serve para aumentar o fator de carga de outras usinas do
sistema e proporcionar potência suplementar para atender a demanda máxima do
sistema.
A Figura 2.6 mostra a representação de um conjunto de aproveitamentos situados
em uma bacia hidrográfica.
Para resolver o problema de planejamento, a operação dos diversos reservatórios
deve respeitar o princípio da conservação de massa. Assim, o volume de água que aflui a
cada reservatório em um determinado período é igual à soma dos valores do volume
perdidos sob a forma de evaporação e/ou infiltração, variação do nível do reservatório e
defluído.
Dividindo-se esses volumes pelo período de tempo considerado, tem-se a
equação de conservação instantânea da água, em que as parcelas são expressas em
termos de vazões e não mais de volumes:
ititititit suxray ,,,,, +++= (II.1)
onde:
ity , é a vazão afluente ao reservatório i  no período;
ita , é a vazão correspondente às perdas por evaporação/e ou
infiltração no reservatório i  no período;
itxr , é a vazão correspondente à variação do nível do reservatório i
(armazenado ou deplecionado) no período;
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itu , é a vazão turbinada do reservatório i  no período;
its , é a vazão vertida pelo reservatório i  no período.
Hi
H
1
H
2 Hm-1 Hm
+
dt,m=ut,m+st,m
z
t,i
yt,i
ut,i
s
t,i
+
dt,i
at,i
Figura 2.6 – Representação Esquemática dos Aproveitamentos de uma Usina Hidrelétrica.
A vazão afluente à usina i , ity , , é composta de duas parcelas. A primeira,
controlável, é associada à operação das usinas imediatamente a montante da usina em
questão. A segunda, não controlável, representa a contribuição da área de drenagem do
aproveitamento considerado, tendo-se então:
å
Î
++=
iUMm
itmtmtit zsuy ,,,, )( (II.2)
onde:
iUM é o conjunto das usinas imediatamente a montante da usina i ;
itz , é o vazão lateral afluente do reservatório i .
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Tendo em vista a solução do problema de planejamento da operação energética,
o conjunto turbina-gerador é aquele que merece maior destaque. A potência produzida
por uma turbina hidráulica depende da altura de queda a que esteja submetida. Entende-
se por altura de queda, a altura definida como a diferença entre o nível montante e o nível
jusante, para um dado instante de tempo. O nível montante é função não-linear do
volume armazenado, enquanto o nível jusante é função não-linear da vazão defluente.
Com isso, pode-se definir a altura de queda bruta de operação de uma usina
como:
)()(),( iiiiiiii dfcjxfcmdxh -=Y= (II.3)
onde:
ih é a altura de queda bruta da usina i  em um dado instante;
iY é a função altura de queda bruta da usina i ;
ix é o volume armazenado no reservatório i  no instante de tempo
considerado;
id é a vazão defluente da usina i , composto por:
iii sud += (II.4)
ifcm é a função cota montante, a qual expressa a relação entre a cota
de montante da usina i  e o volume armazenado no seu
reservatório;
ifcj é a função cota jusante, a qual representa a relação entre a cota
de jusante no canal de fuga da usina i  e o volume defluente da
mesma.
Define-se como queda líquida (ou efetiva), aquela igual à altura bruta menos as
perdas causadas pelas grades, entrada da adutora, válvulas, reduções de diâmetro,
curvas, entre outros fatores. Esta perda de altura, mais a correspondente perda por
sucção são atribuídas à turbina e incorporadas em seu rendimento.
A partir destas considerações, podemos definir o processo de geração de energia
elétrica. De forma simplificada, este processo transforma energia potencial da água
armazenada no reservatório em energia elétrica, através do conjunto turbina gerador.
Com isso, pode-se escrever:
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iiii GTEpE hh **= (II.5)
onde:
iE é a energia produzida na usina hidrelétrica i  ao longo de um
período de tempo t ;
iEp é a energia potencial da massa de água que é usada para
acionar as turbinas na usina i  ao longo do período de tempo t
considerado;
iTh é o rendimento da turbina da usina i ;
iGh é o rendimento do gerador da usina i ;
Considerando ainda que, energia potencial é o produto da massa pela aceleração
da gravidade e pela altura de queda líquida, rescreve-se a Equação (II.5) da seguinte
maneira:
iiiii GThluE hh *****=
-31081.9 (II.6)
onde:
81,9 é o valor da aceleração da gravidade;
310- é o valor do peso específico da água;
ihl é a queda líquida da usina i .
Como potência é a energia produzida por unidade de tempo, temos:
iiiii GThlqp hh *****=
-31081.9 (II.7)
onde:
ip é a potência ativa da usina i ;
iq vazão turbinada na usina i  em um determinado instante de
tempo t  considerado;
Finalmente:
iiii GThl h*h*=r
- **1081.9 3 (II.8)
tem-se a expressão final para a potência produzida por uma usina hidrelétrica:
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iii qp *= r (II.9)
O fator ir  é a chamada produtibilidade da usina i , constante no instante de
tempo considerado, sendo expresso em )//( 3 smMW .
Conforme mostrado, a potência gerada numa usina hidrelétrica é uma função da
vazão turbinada e da altura de queda que, por sua vez, é uma função não-linear do
volume armazenado e da vazão defluente.
Em estudos de longo prazo, normalmente, os rendimentos da turbina e do gerador
são considerados constantes e iguais a valores médios. Entretanto, no curto prazo, é
necessário uma representação mais detalhada.
A avaliação da função de geração de usinas hidrelétricas tem sido tratada de
várias formas [3], visando sua simplificação e adequação para serem utilizadas em
modelos de planejamento. Uma simples linearização desta função, sem levar em conta
condições de operação, pode causar a obtenção de políticas de operação pouco
realistas. Por outro lado, a utilização de modelos não-lineares torna complexo e lento a
solução do problema de planejamento da operação.
II.3.2 Usinas Termelétricas
As usinas termelétricas podem ser divididas em dois grandes grupos:
 i. as convencionais que usam materiais fósseis como combustível, tais como: o
carvão, óleo combustível, gás natural, etc;
 ii. as nucleares, as quais utilizam combustíveis físseis como o urânio.
Dentro do grupo de usinas convencionais encontramos as usinas com turbinas a
vapor, a gás e usinas com combustão direta.
Apesar dos diversos tipos de combustíveis e características apresentadas pelas
usinas térmicas, é possível fazer uma representação esquemática das usinas que usam a
queima de matéria-prima para a obtenção de vapor. A fonte de calor pode ser feita a
partir da combustão de qualquer um dos combustíveis citados, ou ainda, de alguma outra
fonte alternativa. Esta representação pode ser vista na Figura 2.7.
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Figura 2.7 – Configuração Esquemática Típica da Geração de Energia com Turbina a Vapor.
Qualquer tipo de usina termelétrica é representada nos estudos de planejamento
através de suas características físicas e restrições operativas, tais como: potência
máxima, combustível usado, consumo específico, taxa de tomada de carga e nível
mínimo operativo.
Um importante parâmetro de caracterização física e operativa de uma termelétrica
é a representação gráfica de seu consumo incremental, H , ou custo incremental, F , os
quais representam, respectivamente, a taxa de aumento do consumo de combustível e
de custo de operação, em função de um incremento no seu nível de geração. Uma curva
típica de entrada e saída, que ilustra o custo incremental de operação de uma
termelétrica, é apresentada na Figura 2.8.
Os níveis mínimos de geração das usinas termelétricas usualmente utilizados em
estudos de planejamento energético podem estar relacionados com uma série de fatores,
tais como:
· características físicas das usinas, como manutenção da estabilidade do
ciclo termodinâmico ou do consumo de combustível secundário nas usinas
a carvão;
· problemas de estabilidade na rede elétrica;
· usinas a carvão tem um consumo mínimo de combustível contratado com
seu fornecedor, para assegurar a continuidade de exploração de minas;
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Figura 2.8 – Curva Típica de Entrada e Saída de uma Termelétrica
Uma aproximação freqüentemente adotada em estudos de longo prazo consiste
em aproximar a função representada na Figura 2.8 por segmentos lineares, permitindo
assim que uma termelétrica possa ter seu custo de operação representado sob a forma
de um custo unitário.
II.3.3 Comparativo Econômico Entre Usinas Termelétricas e
Hidrelétricas
O custo inicial de um plano para o aproveitamento hidrelétrico inclui o custo da
barragem, das obras de desvio do rio, dos condutos, dos terrenos, da utilização da água,
da construção de ferrovias, rodovias e outras benfeitorias e serviços públicos, bem como
o valor das benfeitorias e do equipamento que serão submersos pelas águas do
reservatório e o da própria usina geradora. Além disso, na maioria das vezes as
hidrelétricas situam-se em lugares inacessíveis, fazendo com que o custo inicial
incremente devido ao transporte de material e de equipamentos, além da extensão
acentuada das linhas de transmissão para levar a energia até os centros de consumo.
As usinas termelétricas situam-se geralmente próximas ao seus centros de carga,
eliminando assim a necessidade de linhas muito extensas. Em geral há várias
possibilidades de localização para as usinas termelétricas, sendo que uma das
exigências é a possibilidade de um suprimento adequado de combustível barato e água
para os condensadores. Isso justifica porque as usinas térmicas têm sua localização
preferida no litoral ou junto a rios e lagos
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O custo operacional de uma usina termelétrica é muito mais elevado do que os
custos de uma hidrelétrica, sobretudo, devido ao custo de combustível. Uma termelétrica
é também mais difícil de ser operada e conservada, além do que os custo de
funcionários, manutenção e consertos são muito maiores do que nas hidrelétricas. O
custo de combustível para uma usina termelétrica varia com o preço unitário do
combustível e a produção da usina. O custo do combustível fóssil é substancialmente
dependente da distância entre a fonte e a usina. Com a idade, as termelétricas perdem
seu rendimento e passam, em geral, a funcionar com capacidade reduzida, deixando às
usinas de maior rendimento o encargo de atendimento do mercado.
Com relação a vida útil das usinas, em contrapartida com o alto custo e à
antecipação de investimentos, uma usina hidrelétrica atinge cerca de 50 anos. Já uma
usina termelétrica atinge em torno de 30 anos. Isto significa que o capital empregado em
uma usina hidrelétrica pode ser recuperado durante um período mais amplo do que o
investido em uma usina termelétrica.
II.4 – FORMULAÇÃO DO PROBLEMA DE LONGO E MÉDIO PRAZO
Para as etapas de longo e médio prazo, o problema de planejamento da operação
energética deve levar em consideração o nível de armazenamento nos reservatórios,
limitações de intercâmbios inter-áreas, previsões de demanda, cronograma de novas
gerações. O horizonte de planejamento adotado no sistema brasileiro é de 5 a 10 anos
para o longo prazo e de 1 ano para o médio prazo, com discretizações mensais para o
longo prazo e semanais para o curto prazo.
Matematicamente, resolver o problema de planejamento a longo e médio prazos,
significa decidir, ao início de cada estágio, a quantidade de água a ser turbinada que
minimize o custo de operação ao longo de todo o período de planejamento. Ocorre porém
que o problema de planejamento é estocástico, sem que se tenha o conhecimento prévio
das afluências que ocorrerão no sistema.
Assim sendo, uma informação disponível é a distribuição de probabilidades das
afluências condicionada às afluências dos estágios anteriores. A partir destas
considerações a única ferramenta capaz de garantir a solução ótima do problema é a
Programação Dinâmica Estocástica (PDE) [4,16]. Uma vez utilizado um algoritmo
baseado na PDE, este problema pode ser formulado ainda de duas maneiras:
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 i. acaso-decisão, pois dada uma variável aleatória (acaso), por exemplo a
afluência, passa-se à definição da melhor operação (decisão); ou seja, supõe-se
conhecida a afluência no início do mês e toma-se a decisão para esta afluência, e;
 ii. decisão-acaso, decidindo-se apenas em função da distribuição de
probabilidades da afluência do estágio em que se encontra o problema.
Conforme será visto adiante, a PDE divide um problema em estágios, e o objetivo
consiste em determinar a melhor decisão a cada estágio, de acordo com o estado do
sistema. Um algoritmo baseado na PDE traduz matematicamente a influência das
variáveis de estado no custo de operação do sistema que, para problemas hidrotérmicos,
duas classes devem ser levadas em consideração: o volume do reservatório, tx , e algum
tipo de informação sobre a tendência hidrológica ao sistema. Esta última pode ser
fornecida, por exemplo, pelas afluências aos reservatórios durante o estágio anterior,
1-ty . Isso é equivalente a dizer que as afluências seguem um modelo autoregressivo de
ordem 1, uma vez que a afluência do estágio t , ty , é estimada com base apenas na
afluência do estágio anterior, 1-ty . A influência dessas variáveis no custo de operação é
evidente. Se tivermos altos níveis de armazenamento nos reservatórios, é possível
utilizar mais geração hidrelétrica e economizar geração térmica. A vazão afluente no
estágio anterior, 1-ty , também influi no custo final de operação. Se ocorrer uma
afluência, durante o estágio anterior, maior do que a média, então isso terá como
conseqüência um custo futuro baixo, pois a geração térmica preventiva será pouco
usada. De forma análoga, deve-se esperar que as térmicas sejam mais utilizadas se o
volume afluente for mais baixo do que a média.
A Figura 2.9 ilustra como funciona o algoritmo de recursão da PDE, referente ao
modelo de acaso-decisão, relatado anteriormente.
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Figura 2.9 – Programação Dinâmica Estocástica – Formulação “Acaso-Decisão”.
Pode-se notar que, para um dado estado do sistema no estágio t , composto por
};{ 1-tt yx , cada afluência é estudada separadamente, acarretando a obtenção de
diferentes custos de operação para o mesmo estado. O custo a ser atribuído é o valor
esperado dos custos relacionados a cada uma dessas decisões. A decisão selecionada,
para cada estado, é aquela de menor custo esperado.
Para a formulação do tipo decisão-acaso, cada decisão térmica é testada pela
PDE. O cálculo da transição de estados é repetido para diferentes valores de afluência e
o valor esperado para o custo de operação é guardado. A decisão térmica que resultar
em um mínimo custo será a decisão ótima para o estado. Este procedimento, testado
para todos os estados em cada estágio do estudo, é mostrado pela Figura 2.10.
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Início do mês
Afluência
mês
anterior
Afluência
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Afluências
Equiprováveis
Custo
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Estado de
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Final do mês
Distribuição de Probabilidades.
( afluência - mês | afluência - mês anterior)
Figura 2.10 – Programação Dinâmica Estocástica – Formulação “Decisão-Acaso”.
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A formulação referente ao modelo do tipo acaso-decisão, que é utilizada nos
estudos de longo prazo do sistema elétrico brasileiro, está apresentada a seguir.
Conhecidas as afluências no inicio do estágio, o problema de planejamento da
operação pode ser resolvido, conforme descrito anteriormente, por PDE, através da
seguinte equação recursiva:
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),,( ttttt UyXfX =+1 (II.11)
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11,...,, -=" TTt  e tX "
onde:
t é o índice que define o estágio onde se encontra o problema;
tX é o vetor de variáveis que definem o estado do sistema em um
determinado estágio t ;
ty é o vetor de afluências incrementais ao sistema durante o
estágio t ;
tXty
E | é o valor esperado sobre todo o conjunto de valores possíveis de
afluências no estágio t , condicionadas pelo estado tX
conhecido no início do estágio t ;
tU é o vetor que engloba as decisões em um determinado estágio
t . Para o problema de planejamento, a decisão quantifica os
níveis de geração hidráulica e térmica para o estágio t  e
determina o estado que o sistema se encontrará ao final do
mesmo;
T é o total de estágios do horizonte de planejamento;
( )tt UC é o custo operativo relacionado com a decisão tU ;
Capítulo II – Planejamento da Operação Energética 26
)( tt Xa é o valor do custo esperado de operação do estágio t  até o final
do horizonte do período de planejamento;
),,( tttt UyXf é a equação de transição de estados. Esta equação relaciona
tX  com 1+tX . Para a operação energética esta equação é a
que representa a conservação de água nos reservatórios do
sistema, sendo descrita adiante;
b é o valor do fator de atualização monetária;
)( 11 ++ tt Xg é o conjunto de restrições relativas ao vetor de estados tX ;
)( tt Uh é o conjunto de restrições relativas ao vetor de decisão tU .
A função objetivo, representada pela Equação (II.10), mostra que o mínimo custo
de operação do estágio t  é composto pelo menor valor possível da soma dos custos
diretos ocorridos no mesmo, ( )tt UC , mais o valor do custo futuro a partir do estágio
seguinte, )( 1
*
1 ++ tt Xa . O vetor de decisões tU  engloba o turbinamento, tu , e o
vertimento, ts , das usinas hidrelétricas.
A recursão da Equação (II.10), conforme será visto no capítulo seguinte, é feita no
sentido inverso, ou seja, de t=T até t=1, garantindo assim que )(* 11 ++ tt Xa  tenha sido
previamente calculado. Deve-se ressaltar ainda, que a soma composta por ( )tt UC  e
)(* 11 ++ tt Xa  está condicionada pelo seu valor esperado em função da distribuição de
probabilidades das afluências ty , assim como mostrado pela Figura 2.9.
Conforme é feito pelo algoritmo baseado na PDE, o custo imediato de operação
( )tt UC  é representado pelo gasto com os combustíveis utilizados pelas termelétricas e
mais o custo pelo não atendimento da demanda no estágio t . Com isso ( )tt UC  pode ser
obtido em dois passos:
 i. Calculando o total de geração hidráulica do sistema para o estágio )( tt UGH :
),()( ,,
1
ititi
NUH
i
tt dxUGH Y= å
=
(II.14)
onde:
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NUH é o número total de usinas hidrelétricas no sistema;
)( tt UGH é o total de geração hidrelétrica produzida pelo sistema durante
o estágio t ;
),( ,, ititi dxY é a função de geração da usina hidrelétrica i .
Deve-se notar que ),( ,, ititi dxY  é função não-linear do volume armazenado e
defluído do reservatório i .
 ii. calculando o valor da geração de térmica necessário e mais o déficit para
complementar o atendimento a demanda não coberta pela parte hidráulica do
sistema. Este custo, representado por ( )tt UC , pode ser obtido resolvendo-se:
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onde:
NUT é o número total de usinas termelétricas no sistema;
jtGT , representa a geração da j -ésima unidade termelétrica do
sistema durante o estágio t ;
jCT é o custo unitário de geração para a j -ésima unidade
termelétrica do sistema;
CD é o custo de penalização pelo não atendimento a demanda;
tD é a demanda não suprida no sistema durante o estágio t .
Usualmente este corte de carga é representado por uma
termelétrica fictícia de elevado custo unitário e com capacidade
de geração infinita;
tM é a demanda de energia durante o estágio t .
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A Equação (II.11) é responsável pela representação da conservação de massa
que deve ser respeitada pelos reservatórios do sistema. Isto quer dizer que o volume de
um reservatório ao final do estágio t  é igual ao volume inicial mais o volume de água
recebido, menos o volume defluído (turbinado+vertido+evaporado).
Matematicamente, desconsiderando o volume evaporado, isto se traduz na
seguinte equação:
å
Î
+ +++-+=
iMk
ktktititititit susuyxx )()( ,,,,,,,1 (II.18)
onde:
i é o índice das usinas hidrelétricas do sistema;
iM representa o conjunto de usinas imediatamente a montante da
usina i .
A Restrição (II.12) que representa o vetor de restrições dos estados do problema,
é geralmente descrita na forma dos limites (mínimo x  e máximo x ) operativos dos
volumes dos reservatórios, ou seja:
ititit xxx ,1,1,1    +++ ££ (II.19)
Finalmente a Restrição (II.13) impõe limites às variáveis de decisão, tais como
valores máximos e/ou mínimos de turbinamentos e de defluência dos reservatórios. Este
conjunto pode ser representado, de forma mais detalhada, pelas Restrições (II.20 e II.21),
descritas a seguir.
ititit uuu ,,,    ££ (II.20)
ititit Lsu ,,, £+ (II.21)
onde:
i
tL representa os limites inferiores de vazão defluente para i -ésima
usina hidrelétrica do sistema.
Conforme será visto no próximo capítulo, a solução da Equação (II.10) requer a
discretização do espaço de estados do problema. A principal conseqüência disto é um
esforço computacional que aumenta exponencialmente com o número de variáveis de
estado. Isto implica na impossibilidade da solução explícita da Equação (II.10), ou seja,
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torna-se inviável considerar todas as variáveis envolvidas na formulação do problema de
longo prazo.
Assim, faz-se necessário o desenvolvimento de métodos capazes de aproximar a
solução com um custo computacional razoável. Uma estratégia freqüentemente adotada
é a redução do número de variáveis de estados através da agregação do vetor de
armazenamentos dos reservatórios, fornecendo assim estratégias globais de geração
para o sistema, ao invés de metas individuais para todas as usinas. O método que
permite representar o sistema agregado será apresentado no Capítulo III.
II.5 – FORMULAÇÃO DO PROBLEMA DE CURTO PRAZO
O objetivo principal do planejamento da operação energética de curto prazo é a
desagregação das metas calculadas pelo planejamento de longo e médio prazo
(basicamente expressas na forma de volume ao final do período de curto prazo ou ainda
através da função de custo futuro obtida do problema de longo prazo). Esta
desagregação deve servir como base para a execução de uma programação semanal
para as usinas, que possa atender as restrições hidráulicas do sistema hidrotérmico. O
horizonte de planejamento utilizado no sistema brasileiro para o problema de curto prazo
é de um mês.
Em contraste com as etapas de longo e médio prazo, quando as incertezas dos
parâmetros são elevadas, o planejamento de curto prazo pode ser considerado como de
natureza determinística, aceitando-se as previsões das afluências ao longo do horizonte
de estudo como conhecidas. A formulação do problema de planejamento da operação
energética de curto prazo, para um único sistema, é descrita a seguir.
Matematicamente tem-se para o problema de curto prazo:
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ititit xxx ,1,1,1    +++ ££ (II.26)
ititit uuu ,,,    ££ (II.27)
itititit LsuL ,,,,    £+£ (II.28)
ttjtit MDGTGH =++ ,, (II.29)
i
iT xx *=+ ,1 (II.30)
TtNUTjNUHi ,...,,...,,..., 111 ===       
onde:
)( , jtj GTF é a função que representa o custo de geração térmica da j -
ésima usina hidrelétrica, durante o estágio t ;
d é o tempo de viagem da água defluída do reservatório k  até o
reservatório a jusante;
itGH , é o total gerado pela i -ésima usina hidrelétrica durante o estágio
t ;
íx * é o volume meta, calculado no médio prazo, a ser atingido pela
i -ésima usina hidrelétrica do sistema no estágio T .
As demais variáveis não relacionadas são as mesmas apresentadas na
formulação do problema de longo e médio prazo.
O problema de curto prazo, por ser determinístico, tem por solução uma trajetória
ótima para os volumes dos reservatórios do sistema. Esta trajetória corresponde à
evolução ótima para uma seqüência de afluências preestabelecidas.
Com isto, o problema resultante é usualmente formulado como um problema de
otimização não-linear [5], e tem sido resolvido com algoritmos específicos que exploram
as particularidades do problema em conjunção com técnicas de programação não-linear
[31-33]. A principal razão da não-linearidade do problema advém das equações (II.22) e
(II.24), conforme mostrado na seção II.3.1.
Outra característica apresentada pelo problema de curto prazo é o fato de que as
restrições (II.25) até (II.28) representam características de um problema de otimização de
fluxo em redes [6]. A grande motivação para o aproveitamento da estrutura de redes é a
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redução do esforço computacional obtido quando se resolve o problema com algoritmos
específicos.
II.6 – CONCLUSÕES
Neste capítulo foram apresentados os modelos de produção de energia das
usinas termelétricas e hidrelétricas, bem como estes são considerados nos estudos nas
diversas etapas do planejamento de longo, médio e curto prazos.
Particularmente, neste trabalho, é de interesse o exame do problema de
planejamento de longo prazo, o qual tem como principal objetivo a determinação de
estratégias de geração e intercâmbio entre os vários subsistemas. O problema nesse
horizonte, para um sistema predominantemente hidráulico, conforme é o caso brasileiro,
possui natureza estocástica, não-linear e de grande porte.
Com base nestas características, os planejadores tem feito uso de uma
modelagem apoiada no conceito de reservatório equivalente de energia e de
Programação Dinâmica Estocástica Dual, conforme será visto no próximo capítulo.
CAPÍTULO III
SOLUÇÃO DO PROBLEMA DO PLANEJAMENTO DA OPERAÇÃO
ENERGÉTICA DE LONGO PRAZO
III.1 – INTRODUÇÃO
Conforme mostrado no Capítulo II, o problema do planejamento da operação
energética é subdivido em horizontes de longo, médio e curto prazos. A partir deste
instante estaremos apenas interessado em solucionar o problema de longo prazo. Nesse
horizonte o planejamento da operação energética possui uma natureza essencialmente
estocástica, uma vez que não se conhece precisamente as afluências que ocorrerão a
cada estágio. Nesse caso a Programação Dinâmica Estocástica (PDE) é a única
ferramenta disponível capaz de assegurar solução do problema. Uma breve descrição
desta metodologia é apresentada a seguir.
III.2 – PROGRAMAÇÃO DINÂMICA ESTOCÁSTICA
A Programação Dinâmica (PD) [7] surgiu em meados da década de cinqüenta
através dos trabalhos de Bellman [8,9], os quais visavam solucionar uma gama de
problemas de controle e otimização dinâmica.
A teoria matemática utilizada pela PD, baseada em cálculo de variações, embora
complexa, encontra uma certa facilidade de aplicação, desde que seja possível expressar
um problema particular de otimização em termos apropriados, o que nem sempre é uma
tarefa trivial.
A PD tem sido aplicada em problemas relacionados à área de sistemas de
energia elétrica, tais como:
· despacho econômico de unidades térmicas;
· “unit commitment”;
· planejamento de sistemas hidrotérmicos.
O problema de planejamento da operação energética, conforme mostrado no
capítulo anterior, é caracterizado por tomadas de decisões seqüenciais em que a
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otimalidade de uma decisão atual depende de um conjunto de acontecimentos futuros.
Assim, a decisão de manter um reservatório com um determinado armazenamento,
através de um volume deplecionado qualquer, poderá ter sido acertada ou não
dependendo da seqüência de afluências que chegará ao reservatório e da estratégia que
se utilize para a sua operação.
Um algoritmo adequado para a resolução de um problema deste tipo pode ser
obtido da PD. Baseado na PD, o período de estudo é dividido em intervalos,
denominados de estágios e através de cálculos recursivos encontra-se, para cada
possível situação do sistema (estado), a melhor decisão de acordo com objetivos pré-
fixados.
A otimalidade em cada decisão é baseada no “Princípio da Otimalidade de
Bellman”, a qual diz que uma política ótima deve ser tal que, independentemente da
trajetória descrita para se chegar a um determinado estado, as decisões remanescentes
devem constituir uma trajetória ótima para sair daquele estado. Isto, intuitivamente, faz
com que o problema deva ser resolvido em sentido contrário, ou seja, que a recursão
deve ser realizada no sentido inverso do tempo, abrangendo assim as possíveis
seqüências de afluências em decisões futuras.
No problema de planejamento da operação energética, as decisões se referem ao
nível de geração térmica. Supondo que o período de planejamento seja dividido em
intervalos mensais e que, para um determinado mês t , o mercado de energia, a
configuração do sistema e o volume inicial dos reservátórios, itx , ; sejam conhecidos, o
volume ao final do mês (início do próximo mês), itx ,1+ , e o eventual déficit, tD , ficam
determinados a partir de duas formas:
 i. admitindo a afluência do mês, ty , conhecida ao início do estágio, e então
tomando uma decisão para essa afluência;
 ii. tomando uma decisão térmica ao início do mês, tU ; sem considerar a
afluência do mês;
Observe-se entretanto que esse problema é estocástico, sendo então necessário
utilizar um algoritmo que considere esta característica inerente ao problema da operação
energética de longo prazo. Para tanto deve-se recorrer à técnica de Programação
Dinâmica Estocástica (PDE).
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A utilização da PDE na solução do problema de planejamento da operação
energética permite que o problema seja formulado de duas maneiras, relacionadas com o
tratamento estocástico das afluências, conforme descrito na seção II.4.
Na primeira, denominada formulação “acaso-decisão”, para um dado estado ao
início do estágio t , admite-se como conhecida, no início do mês, a afluência que irá
acontecer. Então o acaso (afluência), ocorre antes que se tome a decisão. Assim, cada
afluência é estudada individualmente, resultando em diversas soluções ótimas, com
diversos custos de operação para um mesmo estado.
Na segunda, definida como formulação “decisão-acaso”, uma vez que não se
admite que a afluência seja conhecida ao início do mês, supondo apenas conhecida a
sua distribuição de probabilidades, a decisão térmica é tomada sem o conhecimento
prévio da afluência. Assim, para cada estado do problema, em cada estágio, é tomada a
decisão térmica que em média seja menos onerosa, considerando as diversas
possibilidades de afluências da distribuição.
A grande diferença entre estas duas formulações, no tocante ao algoritmo da
PDE, relaciona-se com a aproximação calculada para cada estágio, dos pontos da função
de custo futuro, representada pela Equação (II.10).
Na abordagem “acaso-decisão” o custo aproximado a ser atribuído ao estágio é o
valor esperado total e atualizado dos custos relacionados com cada uma das afluências.
Já no modelo “decisão-acaso”, para cada decisão térmica escolhida, tem-se um valor de
custo imediato para cada conjunto de afluências testadas. Estes valores são somados
aos respectivos valores de custos futuros esperados, previamente calculados no estágio
anterior, calculando assim o custo total atualizado e esperado no início do estágio t
associados a cada estado. O custo ótimo a ser atribuído ao estágio, cujo valor constitui
um ponto da função de custo futuro, )( tt Xa , é o que relaciona-se com a decisão térmica
que minimiza o custo futuro total esperado.
Tanto na formulação “acaso-decisão”, quanto na “decisão acaso”, a PDE constrói
a função de custo futuro, discretizando o espaço de estados tX  em um conjunto de
valores. O processo de obtenção da política ótima pode ser esquematizado, para a
formulação “acaso-decisão”, através dos seguintes passos:
a. Inicialização de 1+Ta ;
b. Repita de 1,...,1, -= TTt ;
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Repita para cada estado do sistema;
Repita para cada afluências ty ;
Faz o balanço de energia;
Calcula o custo de operação associado;
Calcula o valor esperado do custo de operação;
Determina um ponto da função de custo futuro;
Este algoritmo possui características interessantes: é aplicável a problemas multi-
estágios, a problemas estocásticos, e permite representar as não-linearidades, etc. A
grande desvantagem do algoritmo da PDE é, porém, a necessidade da discretização do
espaço de estados tX . Como a estratégia de operação deve ser calculada para todas as
combinações possíveis dos níveis dos reservatórios e afluências do estágio anterior, o
esforço computacional cresce de forma exponencial com o número de variáveis de
estado.
Supondo que cada um dos NR  níveis dos reservatórios do sistema, itx , , sejam
discretizados em ND  parcelas, com NR  afluências do estágio anterior, ity ,1- , tem-se
NRND2  estados discretizados.
A principal conseqüência disto é que um algoritmo baseado na PDE torna-se
inviável computacionalmente, mesmo para sistemas com poucas usinas hidrelétricas. Por
exemplo, arbitrando-se 20=ND  discretizações tem-se:
1 reservatório Þ 202 = 400 estados
2 reservatórios Þ 204 = 160.000 estados
3 reservatórios Þ 206 =  64.000.000 estados
4 reservatórios Þ 208 =  25.000.000.000 estados
5 reservatórios Þ        2010 = 10.000.000.000.000 estados
Esta é a chamada maldição da dimensionalidade da PDE. De modo a evitar esta
explosão combinatorial foram desenvolvidos algumas metodologias para tentar resolver o
problema de planejamento da operação energética com um esforço computacional menor
do que o exigido pelo algoritmo da PDE.
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A simplificação mais adotada para o planejamento energético de médio e longo
prazo é a eliminação da característica de grande porte do problema, agregando-se os
vários reservatórios do sistema em um único reservatório equivalente [10,11], viabilizando
assim o uso da PDE.
Contudo a agregação do sistema em um único reservatório é inadequado face a
diversidade hidrológica apresentada entre as regiões em que se encontram os
reservatórios. Nesses casos, uma prática comum consiste em adotar uma representação
com múltiplos reservatórios equivalentes, cada um representando um subsistema
específico. Essa adoção, então torna inviável o uso da PDE como técnica de resolução,
pois conforme mostrado anteriormente, sua aplicação é limitada para um único
reservatório.
De outra maneira, uma metodologia baseada na PDE, chamada Programação
Dinâmica Estocástica Dual (PDED) [12-14], tornou-se uma alternativa para a solução do
problema de planejamento.
A seguir os conceitos de agregação de reservatórios e da PDED são
apresentados.
III.3 – MODELO A SISTEMA EQUIVALENTE
Um reservatório equivalente armazena, turbina e lança energia em vez de água. A
razão para que seja feita a transformação de água em energia é devida ao fato que uma
usina hidrelétrica aproveita a diferença de energia potencial entre dois níveis a fim de
produzir eletricidade. Assim, não é suficiente apenas o conhecimento dos volumes de
água no reservatório equivalente, uma vez que somente essa informação não define as
reais possibilidades de geração do sistema como um todo. Faz-se essencialmente
necessário conhecer, por exemplo, a posição relativa das usinas na cascata para calcular
a quantidade de água de cada reservatório que pode ser utilizada. A energia armazenada
pelo reservatório equivalente a cada estágio representa aproximadamente o
armazenamento de energia do sistema hidráulico inteiro.
Seja ip  a potência em MW , gerada pela i -ésima usina hidrelétrica:
    iiii hqcp h= (III.1)
onde:
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ih é a altura de queda no i -ésimo reservatório, expresso em
metros;
ih é o rendimento total do conjunto turbina/gerador da i -ésimo
usina,
iq é a vazão turbinada do i -ésimo reservatório dada em m
3/s;
c é uma constante com valor de 510 x 81.9 - , em m/s2.
sendo:
dt
dx
q ii -= (III.2)
onde:
ix  é o volume do reservatório i . O sinal negativo representa que a variação do
estado de ix  (sob afluência nula) é decrescente em relação a vazão turbinada, iq .
Como potência é a derivada da energia no tempo, )(
dt
dE
p ii = , podemos
combinar as Equações (III.1) e (III.2) da seguinte maneira:
iiiii dxhcdtpdE h-== (III.3)
Por definição, a energia armazenada no i -ésimo reservatório é a energia gerada
ao deplecioná-lo totalmente, sob a hipótese de afluência nula. Com isso temos que a
energia armazenada é o resultado da evolução do reservatório de um armazenamento
inicial )( )0(ii xx =  para o armazenamento final de 0=ix .
Se o reservatório é completamente deplecionado, iniciando de sua armazenagem
inicial, )0(ix , a energia produzida pela i -ésima usina pode ser estimada por:
)0()0()0( )()( ii
m
iii xxhcxE ***= h (III.4)
onde:
)( )0(i
m
i xh é a altura de queda média durante o deplecionamento, dado por:
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Em uma cascata com vários reservatórios, a energia armazenada depende tanto
do estado de cada reservatório quanto de sua política de operação realizada para
deplecioná-los.
Seja l  um parâmetro global que representa o processo de deplecionamento, de
modo que, para 1=l  os reservatórios estão com seu nível de armazenamento inicial
)0(
ix , e para 0=l  os reservatórios encontram-se totalmente deplecionados. A política
de operação pode ser uma função genérica, )(lx , a qual fornece o nível de
armazenamento para um dado momento do reservatório durante o processo de
deplecionamento.
Uma vez tendo estabelecida a função )(lx , a energia produzida durante o
deplecionamento é calculada por:
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onde:
)( )0(xEARM é a energia total produzida com o total deplecionamento do
sistema, considerando o vetor de armazenamento inicial )0(x ;
rNUH número de usinas do sistema com reservatório;
iW conjunto de todas as usinas a jusante do i -ésimo reservatório.
A regra de operação adotada no sistema brasileiro é a operação uniforme. Esta
política, para um dado estado inicial de armazenamento, representado pelo vetor
],...,,...,,[ 21
)0(
rNUHi xxxxx = , considera que os reservatórios sejam deplecionados em
paralelo. Com isso, os reservatórios mantêm o mesmo percentual de volume armazenado
em relação aos seus respectivos volumes iniciais.
Exemplificando, se em um dado instante de tempo o volume armazenado no
reservatório 1 for igual a 30% de 1x  ,então todos os demais reservatórios estarão com o
armazenamento a 30% de seus volumes iniciais.
Considerando esta hipótese, a regra de operação é determinada pela seguinte
função linear:
)0( )( ii xx ll = (III.7)
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e ainda, como ll dxdx ii
)0()( = , a energia armazenada no sistema é calculada
por:
ïþ
ï
ý
ü
ïî
ï
í
ì
h= åå
WÎ= i
r
j
j
m
jj
NUH
i
i xhcxxEARM )()(
)0(
1
)0()0( (III.8)
A energia afluente ao reservatório equivalente representa o valor total em energia
das descargas afluentes aos vários reservatórios. O seu cálculo depende, como no caso
da energia armazenada, da operação futura dos reservatórios. De forma simplificada,
admite-se um conjunto de hipóteses, as quais não serão discutidas aqui e podem ser
vistas em [16]. Vale ressaltar apenas que as energias associadas às afluências com as
usinas que possuem reservatório são diferenciadas das usinas sem reservatório, ou fio
d’água, visto que nessas a água não pode ser estocada.
O princípio do modelo a reservatório equivalente é baseado no fato que o custo
da geração térmica no problema de longo prazo é uma função da geração hidráulica total
do sistema, ao invés das gerações individuais de cada usina.
Neste caso, se existir apenas um reservatório equivalente, a minimização do
custo esperado de operação pode ser obtida pela recursão da PDE, uma vez que o
número de variáveis de estado é reduzido.
A técnica de reservatório equivalente tem razoável eficiência se as usinas com
reservatório possuem grande capacidade de regularização e se a região que as mesmas
pertencem for hidrologicamente homogênea. A região precisa também ser eletricamente
interligada, de modo que a carga possa ser suprida pela geração de qualquer usina
hidrelétrica, sem haver congestionamento.
Pode-se identificar alguns aspectos que limitam o uso do reservatório equivalente.
A agregação não permite que se representem as características operativas individuais
das usinas e o acoplamento hidráulico entre elas. Isto é fundamental para a
representação correta dos turbinamentos máximos, perdas por altura de queda, altura do
canal de fuga e a diversidade hidrológica entre as subbacias. Todas estas simplificações
fazem com que o sistema fique subestimado quanto a sua capacidade de geração
hidráulica.
Atualmente, no sistema brasileiro, o modelo a sistema equivalente é utilizado para
o planejamento energético de longo prazo, permitindo assim uso de técnicas
fundamentadas em PDE. O GCOI/ONS (Grupo Coordenador para Operação
Interligada/Operador Nacional do Sistema) tem utilizado o modelo NEWAVE [17], o qual
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faz uso dos conceitos de reservatório equivalente e Programação Dinâmica Estocástica
Dual.
Para o caso de um único reservatório equivalente o problema é formulado, de
acordo com o modelo “acaso-decisão” descrito anteriormente, por:
ú
ú
û
ù
ê
ê
ë
é
a
b
+
ïþ
ï
ý
ü
ïî
ï
í
ì
*+*=a ++
=
å )(
1
   )( 1
*
1
1
, tt
NUT
j
tjtjtt XDCDGTCTMinX (III.9)
sujeito a:
ttttttt EVPEVMINECEARMVGHEARM --+=+++1 (III.10)
tttt
NUT
j
jtt EVMINEFIOMDGTGH --=++ å
=1
, (III.11)
11 ++ £ tt EARMEARM (III.12)
ttt GHEVMINEFIOGH £++ (III.13)
jtjt GTGT ,, £ (III.14)
onde:
1+tEARM é a energia armazenada pelo reservatório equivalente no final do
estágio t . Representa a capacidade máxima de armazenamento
do conjunto de reservatórios do sistema e é estimada pela
energia produzida pelo esvaziamento completo dos reservatórios
do sistema;
tEC é a energia controlável do sistema. É obtida no estágio t . a partir
da afluência natural a cada reservatório multiplicada pela sua
produtibilidade média equivalente somada às produtibilidades
das usinas fio d’água a jusante até o próximo reservatório,
exclusive;
tEFIO é a energia, durante o estágio t , correspondente às afluências
incrementais às usinas a fio d’água e consequentemente não
passíveis de armazenamento. A determinação da afluência
incremental é feita em cada usina a partir de sua afluência
natural, da qual são descontadas as afluências naturais às
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usinas de reservatório imediatamente a montante. A energia é
calculada respeitando-se o limite da capacidade de turbinamento
de cada usina;
tGH é o total de energia produzida pelo reservatório equivalente
durante o estágio t ;
tV é a energia vertida pelo reservatório equivalente durante o
estágio t ;
tEVMIN é a energia de vazão mínima do reservatório equivalente durante
o estágio t . Esta energia corresponde ao desentoque de água
dos reservatórios necessário para atender a restrição de vazão
mínima;
tEVP é a energia perdida pela evaporação da águas nos reservatórios.
Seu cálculo é feito com base na área correspondente à altura de
queda média, devendo ser corrigido para outras alturas.
As demais variáveis não definidas são idênticas àquelas apresentadas na
formulação do problema de longo prazo, descrita no Capítulo II.
Em determinadas situações a agregação em um único reservatório não é
suficiente, pois existe a necessidade de se representar os vários subsistemas e
intercâmbios que compõem um determinado sistema. Nesses casos, a aplicação da PDE
fica inviável, uma vez que existe o problema da maldição da dimensionalidade. Para
contornar este problema faz-se o uso da Programação Dinâmica Estocástica Dual
(PDED), pois a mesma torna possível a otimização estocástica de múltiplos reservatórios,
tratando a PDE de forma analítica. Essa técnica é descrita a seguir, sendo a mesma
utilizada no restante do trabalho.
III.4 – PROGRAMAÇÃO DINÂMICA ESTOCÁSTICA DUAL
Com o objetivo principal de evitar a explosão combinatória promovido por um
algoritmo baseado em PDE, foram desenvolvidas várias metodologias capazes de
aproximar a solução do problema. A PDED é uma destas e se baseia na construção
analítica da função de custo futuro utilizando para isto o “Princípio  de Decomposição de
Benders” [18]. Inicialmente é apresentada a versão determinística da PDED: a
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Programação Dinâmica Dual Determinística (PDDD) [12-14], [17]. Em seguida é feita a
extensão para o caso estocástico.
III.4.1 – Programação Dinâmica Dual Determinística
A teoria de PDDD pode ser apresentada sob a forma de um problema de
programação linear de dois estágios aplicado ao problema de planejamento da operação
energética. Considerando conhecida a afluência em um estágio qualquer, este problema
fica com a seguinte estrutura:
2211    zczcMinf +=
sujeito a:
111               bzA ³ (III.15)
22211 bzAzE ³+
O Problema (III.15) pode ser interpretado como um processo de tomada de
decisão seqüêncial de dois estágios:
1° Estágio: Escolhe-se uma decisão viável *1z  , tal que 1
*
11 bzA ³ ;
2° Estágio: Dado *1z , resolve-se o problema de otimização do 2° estágio:
22  zcMin
sujeito a: (III.16)
*
11222 zEbzA -³
onde:
*
1z  por ser conhecido, passa para o lado direito do conjunto de restrições do
Problema (III.16).
Os vetores 1z  e 2z  representam os volumes finais dos reservatórios, as vazões
turbinadas, os vertimentos, as gerações termelétricas, etc., para o primeiro e segundo
estágios respectivamente. O objetivo do problema é miminizar o custo total de operação
composto por 2211 zczc + .
Assim conhecida a solução do segundo estágio, o Problema (III.16) pode ser
reescrito, com o problema do primeiro estágio sendo definido por:
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)(  1211 zzcMin a+
sujeito a: (III.17)
111   bzA ³
O valor de 11zc  é o custo imediato associado ao primeiro estágio. A função
)( 12 za  representa o custo futuro da decisão 1z  qualquer, sendo definida por:
2212  )( xcMinz =a
sujeito a: (III.18)
11222 zEbzA -³
O “Princípio da Decomposição de Benders” é uma técnica que permite construir,
iterativamente, aproximações para a função )( 12 za , baseada na solução do problema do
segundo estágio. A função )( 12 za  pode ser caracterizada a partir do problema dual do
2° estágio. Considerando que há um problema dual associado a qualquer problema de
programação linear, tem-se que o dual do Problema (III.18) pode ser representado da
seguinte maneira:
)(  )( 112212 zEbMaxz -= pa
sujeito a: (III.19)
222  cA £p
onde:
2p  representa o vetor com as variáveis duais associadas ao problema do 2°
estágio.
O conjunto de restrições do Problema (III.19) define uma região viável, que por
sua vez é independente da decisão tomada no 1° estágio, 1z . Esta região é um poliedro
convexo formado pelos pontos extremos ],...,,[ 2
2
2
1
22
ppppp = . Estes pontos
representam as soluções básicas viáveis para o problema, o qual pode ser resolvido por
enumeração:
)( 112
i
2 zEbMax -p (III.20)
22 pp Î
i
Capítulo III - Solução do Problema de Planejamento da Operação Energética de Longo Prazo 44
O Problema (III.20) pode ser reescrito da seguinte maneira:
212    )( aa Minz =
sujeito a:
)( 112
1
22 zEb -³ pa
)( 112
2
22 zEb -³ pa (III.21)
  .        .               .
  .        .               .
  .        .               .
)( 11222 zEb
p -³ pa
sendo 2a  uma variável escalar.
Como 2a  é maior ou igual a cada pizEb ,...,1  ),( 112
i
2 =-p , e sendo um
problema de minimização, tem-se que pelo menos uma restrição estará ativa na solução
ótima do Problema (III.21). Portanto, este problema possui solução ótima idêntica ao do
Problema (III.20), e consequentemente, igual à solução ótima do problema (III.19).
Com isso, conclui-se que as restrições )( 11222 zEb
i -³ pa  do Problema (III.21)
definem a função de custo futuro, )( 12 za , originária do Problema (III.18). Este problema
pode ser então reescrito como:
)(   12111 zzcMin aa +=
sujeito a:
111   bzA ³
)()( 112
1
212 zEbz -³ pa
)()( 112
2
212 zEbz -³ pa (III.22)
    .            .              .
    .            .              .
    .            .              .
)()( 112212 zEbz
p -³ pa
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Pode-se observar que )( 12 za  corresponde ao valor de uma função convexa
definida pelas restrições lineares )( 112
i
2 zEb -p , e ],...,,[ 2
2
2
1
22
ppppp =  é o conjunto
que define os coeficientes dos hiperplanos suporte, conforme mostra a Figura 3.1.
Z1
a2(z1) p2
1(b2 - E1z1)
p2
2(b2 - E1z1)
p2
3(b2 - E1 z1)
a2(z1)=Max p2
i(b2 - E1 z1)
Figura 3.1 – Interpretação Geométrica da Função de Custo Futuro.
Logo, o Problema (III.15) poder ser escrito somente em função das variáveis do
problema de 1° estágio e mais a variável escalar )( 12 za , conforme mostrado na
Equação (III.22).
Embora o conjunto de restrições pizzEb ,...,1  ),()( 12112
i
2 =-- ap  seja de
grande dimensão, apenas algumas delas estarão ativas na solução ótima do problema.
Para manusear esta consideração, podem ser aplicadas técnicas de relaxação, com base
no algoritmo de “Decomposição de Benders”. Com isso, é possível construir a função
)( 12 za , iterativamente, com o grau de precisão desejado.
Deve-se observar, ainda, que existe uma diferença entre a programação dinâmica
convencional e a sua versão dual no tocante à construção da função de custo futuro,
mostrada pela Figura 3.1. Na programação dinâmica convencional, o eixo representado
pela variável 1z , seria discretizado em P  pontos, para os quais seriam calculados P
custos futuros )](),....,(),([ 12
2
12
1
12
pzzz aaa , os quais são passados para o estágio
anterior como informação.
Para a programação dinâmica dual, ao invés disto, resolve-se o Problema (III.19)
para um dado *1z , obtendo-se como a solução ótima 212 *)( wa =z , juntamente com o
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vetor de multiplicadores simplex associados, *2p . Assim, escolhem-se tantos valores de
1z quanto for a precisão desejada para a construção da curva de custo futuro.
O vetor *2p  é um vértice da região viável destas restrições, podendo ser usado
para formar uma nova restrição do tipo 0)()( 12112
i
2 £-- zzEb ap , denominada de
“Corte de Benders”. Essa restrição é adicionada, como informação, ao estágio anterior.
Devido à convexidade do problema, a solução do problema primal é a mesma que
a do problema dual. Com isso pode-se considerar a seguinte relação:
)( *112
*
2
*
2 zEb -= pw (III.23)
Colocando ( 2
*
2 bp ) em evidência, obtém-se:
*
11
*
2
*
22
*
2 zEb pwp += (III.24)
Substituindo na expressão 0)()( 12
*
112
*
2 £-- zzEb ap , de forma a ficar
independente de 2b , cria-se uma restrição resultante, que a seguir é transferida ao
problema do primeiro estágio:
*
11
*
2
*
211
*
212 )( zEzEz pwpa +³+ (III.25)
A grande vantagem deste processo é que não há necessidade da discretização
do espaço de estados. A cada iteração, uma nova aproximação da função de custo futuro
é gerada em torno do ponto obtido a partir da solução do problema do 1° estágio, *1z .
Quanto à escolha dos pontos *1z , tem-se um processo baseado em iterações que
consistem na seleção de uma série de recursões diretas, denominada forward, e
inversas, backward, para todo o período de estudo como será visto a seguir.
A programação dinâmica dual é facilmente aplicada à problemas multi-estágios.
Considerando que um problema possua T  estágios, e sendo k  o contador de iterações,
inicialmente resolve-se uma seqüência de problemas, percorrendo desde o estágio 1 até
o estágio 1-T . De cada problema, armazena-se o valor ótimo das variáveis, ktz
* , e o
custo imediato associado de cada estágio, ktt zc
* . Esta etapa do algoritmo é denominada
de processo forward.
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Ao chegar no último estágio, começa-se a recursão inversa, denomindada
processo backward, do estágio T  até o estágio 2. Para cada estágio t , obtém-se da
formulação dual os valores de kt
*w  e kt
*p , que em conjunção com o vetor ktz
*
1- ,
calculados no processo forward , montam a seguinte restrição:
k
tt
k
t
k
ttt
k
ttt zEzEz
*
11
**
11
*
1)( ----- +³+ pwpa (III.26)
Esta restrição (“Corte de Benders”) é então passada para o estágio anterior.
Para cada nova iteração, uma nova restrição adicional é acrescentada para o
estágio anterior. Pode-se notar que, o processo iterativo termina quando, a cada estágio
t , o custo previsto no estágio 1-t  para o estágio t , iguala-se ao custo efetivo do estágio
t , kt
*w .
Com isso tem-se que o custo total do primeiro estágio, *1w  iguala-se ao valor da
soma composta por **22
*
11 ... TT zczczc +++ . Ou seja, a soma dos custos efetivos de
todos os estágios em uma iteração define o limite superior do problema, sendo que o
limite inferior é obtido no primeiro estágio, *1w . O processo converge rapidamente, à
medida que em cada iteração cada estágio t  utiliza um novo valor ktz
*
1-  mais próximo
da trajetória ótima.
A seguir é apresentado o algoritmo de solução da PDDD aplicada a problemas
multi-estágios.
a. Faça: 0=K ; limite superior +¥=upperz _ ; limite inferior 0_ =lowerz ;
aproximação inicial da função de custo futuro tztt "=+ ,0)(1a ; valor do estado
inicial do problema igual a *0z ;
b. Repita para Tt ,...,2,1=
Resolva o seguinte problema de otimização:
)(   1 ttttt zzcMin ++= aw
sujeito a:
*
11 ---³ ttttt zEbzA
Armazene os valores de *tz  e 
*
tw ;
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c. Sendo *1w  definido como o limite inferior, do problema, e
}...;_{   **22
*
11 TT
K zczczcupperzMin +++  o limite superior, faça o
seguinte teste de convergência:
se limite inferior é aproximadamente igual ao limite superior, então pare;
caso não se verifique a convergência, ir para (d);
d. Repita para 2,...,1, -= TTt
Usando o ponto *1-tz  obtido na recursão direta (b), resolva:
)(   1 ttttt zzcMin ++= aw
sujeito a:
*
11 ---³ ttttt zEbzA
**
1
*
1
*
11 )( tt
k
t
k
ttt
k
ttt zEzEz ++++ +³+ pwpa         Kk ,...,1=
onde:
k
t
*p  representa a derivada do custo futuro do estágio t , em função
de 1-tz , no ponto *1-tz  durante a k -ésima iteração.
e. Vá para (b), acrescentando as restrições obtidas na recursão inversa (d),
fazendo para isto, 1+= KK .
O algoritmo da programação dinâmica dual apresentado, encontra-se em sua
forma determinística. Acontece que no problema do planejamento da operação
energética, as afluências futuras não podem ser previamente determinadas, causando a
necessidade de aplicação da programação dinâmica dual na sua versão estocástica.
Esta tarefa é facilitada, pois uma característica importante do algoritmo de
Programação Dinâmica Dual é a capacidade de representar problemas de otimização
com natureza estocástica.
III.4.2 – Caso Estocástico Com Eventos Independentes
A PDED é uma extensão do algoritmo da Programação Dinâmica Dual para
problemas de otimização estocástica. Isso pode ser visto, de forma introdutória, a partir
de um problema de programação linear de dois estágios, em que o vetor b  do Problema
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(III.15) possa assumir m  valores, mbbb ,...,, 21 , com respectivas probabilidades,
mppp ,...,, 21  e )1...( 21 =+++ mppp .
Assumiremos ainda a hipótese de que, as afluências em um estágio qualquer não
dependem das afluências dos estágios anteriores. Com isto, os vetores },...,2,1;{ Ttbt =
são variáveis aleatórias independentes, tornando assim o espaço de estados do sistema
composto apenas pelos níveis de armazenamento dos reservatórios do sistema.
Feito isso, o problema consiste em determinar a estratégia que minimiza o valor
esperado para os dois estágios:
mm zcpzcpzcpzcMinf 222222212111 ...   ++++=
sujeito a:
111               bzA ³
2121211 bzAzE ³+
2222211 bzAzE ³+ (III.27)
   .          .            .
   .          .            .
   .          .            .
mm bzAzE 22211 ³+
O Problema (III.27) corresponde ao seguinte processo de decisão:
1° Estágio: Determinar uma solução viável *1z , tal que 1
*
11  bzA ³ ;
2° Estágio: Encontrar um vetor ),...,,( *2
*
22
*
21 mzzz , que é solução do
problema:
mm zcpzcpzcpMin 2222222121 ...   +++
sujeito a:
*
1121212 zEbzA -³
*
1122222 zEbzA -³ (III.28)
    .           .          .
    .           .          .
    .           .          .
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O Problema (III.28) pode também ser decomposto em m  subproblemas de
otimização independentes:
2121 zc pMin
sujeito a: (III.29)
*
1121212 zEbzA -³
2222   zcpMin
sujeito a: (III.30)
*
1122222 zEbzA -³
    .           .          .
    .           .          .
    .           .          .
mm zcpMin 22   
sujeito a: (III.31)
*
11222 zEbzA mm -³
Onde as soluções dos Problemas (III.29) a (III.31) são ponderadas pelas
respectivas probabilidades mppp ,...,, 21 .
Cada problema do segundo estágio é função da decisão 1z  do problema do
primeiro estágio. Portanto, o Problema (III.29) pode ser reescrito como:
)(   1211 zzcMin a+
sujeito a: (III.32)
111   bzA ³
Aqui tem-se que 11zc  representa o custo imediato e )( 12 za  representa o valor
esperado do custo futuro e das soluções dos subproblemas representados pelas
Equações (III.29) a (III.31).
A função )( 12 za  é um poliedro convexo que pode ser construído a partir do valor
esperado dos multiplicadores simplex associados a cada subproblema.
Capítulo III - Solução do Problema de Planejamento da Operação Energética de Longo Prazo 51
Considerando ],...,,[ 2
2
2
1
2
pppp  os vetores de multiplicadores simplex
associados às restrições dos Problemas (III.29) a (II.31), e ],...,,[ 2
2
2
1
2
pwww  os valores
das soluções ótimas correspondentes, o corte de Benders associado ao Problema (III.32)
é:
)()(...)( 1211221121
1
21 zzEbpzEbp m
m
m app £-++- (III.33)
Ou, alternativamente, eliminando-se o vetor b :
)())((...))(( 121
*
11221
*
11
1
2
1
21 zzzEpzzEp
mm
m apwpw £-+++-+ (III.34)
Agrupando tem-se:
)()( 121
*
11
*
2
*
2 zzzE apw £-+ (III.35)
onde:
m
mppp 2
2
22
1
21
*
2 ... wwww +++= (III.36)
m
mppp 2
2
22
1
21
*
2 ... pppp +++= (III.37)
Trabalhando a Equação (III.35), a fim de colocar as variáveis para o lado
esquerdo da equação, tem-se a expressão definitiva do “Corte de Benders” que é
remetido como informação ao primeiro estágio:
*
11
*
2
*
211
*
212 )( zEzEz pwpa +³+ (III.38)
A aplicação do algoritmo da PDED para problemas multi-estágios é imediata,
sendo que todos os passos obtidos para o caso determinístico são válidos também para
o caso estocástico. Entretanto, algumas considerações devem ser feitas para este último
caso.
É fácil notar que para o caso em que cada estágio t  há m possíveis cenários de
afluências, a evolução do sistema de reservatórios apresenta um estrutura em “árvore”,
conforme ilustrado na Figura 3.2.
Nota-se então que existe uma explosão no número de estados apresentado pelo
problema da operação energética, composto por todo o horizonte de estudo.
Considerando um problema com T  estágios e possuindo m  possibilidades de
afluências, de acordo com a formulação apresentada para a PDED anteriormente, que
podem vir a ocorrer na transição de t  para 1+t , tem-se um espaço amostral composto
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por Tm  estados possíveis a serem calculados. Supondo um horizonte de planejamento
de 5 anos com discretização mensal )60( =T , e ainda “apenas” 10 possibilidades de
afluência em cada estágio, tem-se 6010  estados a serem calculados, cada um,
representando um problema de otimização. Felizmente, não é necessário simular todo
esse espaço amostral, bastando utilizar uma amostra suficientemente grande de
seqüências, a fim de estimar a solução ótima com precisão aceitável e razoável esforço
computacional. Através disto evita-se a explosão combinatória mostrada pela Figura 3.2.
Essa estimativa é feita simulando-se no processo forward uma amostra de
cenários Ssb st ,...,1};{ , = , a fim de calcular os pontos },...,1;{
*
, Ssz st = , para os quais
será feita a aproximação para a função de custo futuro, )(1 tt z+a , na etapa inversa. A
cada estágio t  e para um cenário hidrológico s  resolve-se um subproblema de operação
que minimiza os custos de operação desse estágio mais o valor aproximado para o custo
de operação do estágio 1+t  até o final do horizonte de planejamento. Os pontos
},...,1;{ *, Ssz st =  representam os volumes finais das usinas hidrelétricas no estágio t e
seqüência s .
No processo backward, a cada estágio t , é feito o cálculo dos valores esperados
do custos futuros e custos marginais { } 2,...,1,,  e  ** -=pw TTttt , para m  realizações
(afluências) prováveis, calculados em torno do ponto },...,1;{ *,1 Ssz st =-  definidos na
recursão direta. Observe-se que, em cada estágio monta-se uma restrição conforme a
Equação (III.38) que, equivalentemente à sua versão determinística, torna o problema
mais restrito. Vale salientar neste ponto que, apesar de cada restrição ser construída a
partir de uma determinada seqüência durante o estágio t , ela é aplicável a qualquer
seqüência do estágio 1-t . Isso faz com que, grande quantidade de informação seja
transferida a cada problema de otimização, acelerando assim seu processo de
convergência.
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Figura 3.2 – Estrutura em “árvore” do Problema de Planejamento da Operação Energética.
A Figura 3.3 ilustra de forma esquemática os processos de simulação forward e
backward, utilizados pela PDED.
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Figura 3.3 – Diagrama Esquemático das Simulações Usadas na Implementação da PDED.
Deve-se notar que, na Figura 3.3, um corte médio é gerado para as m
realizações (afluências) de cada estado simulado no forward. Já na Figura 3.2, cada
estado do problema gera um corte para o respectivo estado no estágio anterior.
O processo de convergência do algoritmo estocástico é feito com base no fato
que o limite superior do problema provém da soma de um grande número de seqüências,
e então, pode ser representado por uma variável aleatória com distribuição normal e
média igual ao valor esperado do custo de operação ao longo de todo o período de
estudo.
A partir dessas informações é possível construir um intervalo de confiança para o
valor do limite superior, usando-se como critério de convergência do algoritmo o valor
máximo admitido para a incerteza deste valor.
Este intervalo é construído com base nas seguintes expressões:
åå
==
=
S
s
stt
T
t
zc
S
upperz
1
*
,
1
1
_ (III.39)
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å
=
w=
S
s
sS
lowerz
1
*
,1
1
_ (III.40)
2
1
2_
2 )__(
1
å
=
-=s
S
s
supperz upperzupperz
S
(III.41)
onde:
S é o número total de seqüências amostradas para a recursão
direta (forward);
upperz _ é o valor médio dos custos de operação ao longo de todos os
estágios;
lowerz _ é o valor médio dos custos futuros esperados de operação para
o primeiro estágio;
upperz _
2s é a variança relacionada ao valor esperado do limite superior do
problema;
supperz _ é o custo imediato associado a cada seqüência definida na
recursão direta, sendo definido por:
å
=
=
T
t
stts zcupperz
1
*
,_ (III.42)
e ainda, com base na seguinte relação:
upperzs _
2ss = (III.43)
onde:
ss é a variança do limite superior do problema;
podemos construir um intervalo de 95% de confiança, definido por:
]96.1_;96.1_[%95 ss upperzupperzIC s*+s*-= (III.44)
Este intervalo, mostrado na Figura 3.4, mede a incerteza gerada pelo valor de
upperz _ , e portanto, pode ser utilizado como critério de convergência do algoritmo da
PDED. Para isto, basta verificar se o valor esperado da função de custo futuro para o
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primeiro estágio, lowerz _ , encontra-se dentro do intervalo de confiança do limite
superior definido pela Equação (III.45). Em caso afirmativo o algoritmo pára.
Prob.
  95%
s.z_upper s- *961 s.z_upper s+ *961
z_upper
z_lower
Figura 3.4 – Intervalo de Confiança do Valor do Limite Superior da PDED.
Deve ser notado que, como se trata de um intervalo construído a partir do valor
esperado do limite superior, o valor do limite inferior do problema pode estar localizado
tanto a direita, quanto a esquerda do valor de upperz _  calculado.
O fluxograma completo para o algoritmo da PDED é apresentado na Figura 3.5.
III.4.3 – Eventos Aleatórios Linearmente Independentes
Conforme relatado na seção anterior, as afluências neste trabalho foram
consideradas como variáveis aleatórias independentes ou seja, as afluências de um
determinado mês não dependem das respectivas afluências dos meses anteriores. Esta
hipótese acarreta em estratégias de operação bastante otimistas, uma vez que despreza
a correlação existente entre as afluências de estágios distintos, responsável pela
ocorrência de períodos secos.
Séries hidrológicas de intervalo menor que o ano, tais como séries mensais, têm
como característica o comportamento periódico das suas propriedades probabilísticas,
como por exemplo a média, a variância e a estrutura de auto-correlação. A modelagem
deste processo pode ser feita por formulações auto-regressivas cujos parâmetros
apresentam um comportamento periódico. A esta classe de modelos denomina-se
modelos auto-regressivo periódicos, PAR(p), onde p é um vetor, ),...,,( 21 spppp = , que
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indica a ordem ou número de termos auto-regressivos do modelo cada período. Todas as
implicações tocantes à formulação da PDED quando se representa o processo
estocástico das afluências por modelo auto-regressivos periódicos são encontradas em
[17].
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Inicializações:
at+1,s(zt,s)=0; {t=1,T;s=1,S}
 z0,s
*=z0
*
Para: t=1,...,T
Para: s=1,...,S
wt,s=  Min c tzt,s+at+1,s(zt,s)
sujeito a:
Atzt,s >= bt,s-  Et-1zt-1,s
*
Armazene:
wt,s
*;zt,s
*
IC95%=[                -1.96ss;                +1.96ss]
IC95% contém z_lower PareSim
Para: t=T,...,2
Não
Para: s=1,...,S
Para: m=1,...,M
Com zt-1,s
*, calcule:
wt,s
m=   Min c tzt,s+at+1,s(zt,s)
sujeito a:
Atzt,s >= bt,s
m-  Et-1zt-1,s
*
Sejam:
Pt,s e wt,s = valor médio dos m
valores de p e w calculados acima
Com P t,s,wt,se zt-1,s
*, acrescente ao
estágio anterior, para todas as
seqüências, a seguinte restrição:
at(zt-1)+P t,sEt-1zt-1,s>=wt,s+P t,sEt-1zt-1,s
*
Inicie nova iteração
acrescentando as restrições,
obtidas na recursão inversa,
em todas as seqüências
recursão direta
recursão inversa
upperz _ upperz _
Figura 3.5 – Fluxograma da Programação Dinâmica Estocástica Dual
Capítulo III - Solução do Problema de Planejamento da Operação Energética de Longo Prazo 59
III.5 – CONCLUSÕES
A PDED é uma metodologia aplicada no planejamento energético do sistema
brasileiro apoiada no uso do modelo de reservatório equivalente. A simplificação da
representação agregada do sistema faz com que o parque gerador não seja aproveitado
da forma mais eficiente possível, uma vez que o reservatório equivalente de energia não
consegue representar as características operativas individuais das usinas e,
consequentemente, de seus respectivos acoplamentos hidráulicos.
A representação das usinas hidrelétricas, na sua forma individualizada, é
perfeitamente aplicável pelo algoritmo da PDED, uma vez que esta não faz o uso da
discretização do espaço de estados do problema, permitindo assim uma maior eficiência
de geração de energia proveniente destas usinas. Evidentemente, que tal refinamento
causará um aumento considerável na carga computacional.
A partir destas considerações, propõe-se neste trabalho uma modelagem que é
apta a determinar as metas de geração para cada usina do sistema, levando em
consideração as características individuais e de acoplamento hidráulico existente entre
elas. Para tanto faz-se o uso de um algoritmo adequado baseado na PDED.
Para fazer frente ao acréscimo da carga computacional faz-se o uso de técnicas
de processamento paralelo face ao inerente paralelismo que a PDED apresenta.
Essas características e considerações da aplicação da PDED na resolução do
problema do planejamento da operação energética é apresentada no próximo capítulo.
CAPÍTULO IV
MODELO PARA O PLANEJAMENTO DA OPERAÇÃO DE LONGO PRAZO A
USINAS INDIVIDUALIZADAS
IV.1 – INTRODUÇÃO
Conforme relatado no Capítulo III, a PDED tem sido aplicada ao problema de
planejamento da operação como forma de reduzir o esforço computacional associado ao
uso da PDE. Além disto, esta metodologia é apta para modelar as usinas do sistema na
sua forma individualizada, sendo possível representar o acoplamento hidraúlico existente
entre as mesmas, o que é de fundamental importância para um melhor aproveitamento
dos recursos hidráulicos de um sistema hidrotérmico.
A seguir é apresentada a formulação da PDED quando aplicada ao problema do
planejamento energético de longo prazo, com base nas considerações do item III.5. Em
seguida, um sistema exemplo com quatro reservatórios [12] é utilizado para ilustrar
alguns detalhes da aplicação do algoritmo proposto.
Após, é feita uma pausa no problema de planejamento da operação energética
através da inclusão de um tópico dedicado especialmente aos conceitos referentes ao
processamento paralelo.
Finalmente, uma análise do algoritmo, executada em ambiente paralelo, é
apresentada e acompanhada dos resultados obtidos para o sistema exemplo.
IV.2 – FORMULAÇÃO DO PROBLEMA
A PDED, conforme mostrado anteriormente, decompõe um problema multi-
estágios, caraterístico do planejamento da operação, em uma seqüência de problemas
de um único estágio. Nesses problemas estão representadas as restrições operativas do
estágio, mais uma aproximação linear por partes do valor esperado da função de custo
futuro.
O problema de um estágio que descreve o problema do planejamento da
operação energética, é dado por:
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>< ro custo futufunção de perado da o valor eso linear daproximaçã (IV.8)
TtNUTjNUHi ,...,,...,,..., 111 ===       
A formulação representada pelas Equações (IV.1) a (IV.8) é resolvida para cada
estado do sistema, representado pelo par },{ ,,,, sitsit yx , onde s  representa a respectiva
seqüência de afluências relacionada com a usina i  durante o estágio t .
A aproximação linear da função de custo futuro representada pela Equação (IV.8),
definida na Equação (III.39), é o chamado “Corte de Benders”, o qual é calculado de
forma iterativa, até que a função de custo esteja com uma aproximação suficientemente
razoável, garantindo assim a solução ótima do problema.
IV.3 – APLICAÇÃO DA PDED AO PROBLEMA DE PLANEJAMENTO DA
OPERAÇÃO COM USINAS INDIVIDUALIZADAS.
Um caso simples, contendo quatro reservatórios, é utilizado para exemplificar a
PDED como ferramenta de solução para o problema da operação energética. A Figura
4.1 ilustra o sistema hidrotérmico composto de quatro usinas hidrelétricas e uma
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termelétrica. Uma unidade térmica de custo elevado é usada para representar o déficit de
carga.
Sistema hidrelétrico
2 3
4
1
Usina térmica
GT
Déficit
D
Demanda
M
Figura 4.1 – Sistema Exemplo Usado para a Aplicação do Algoritmo de PDED.
As principais características operativas das unidades hidrelétricas podem ser
vistas na Tabela 4.1. Note-se que os limites mínimos para os volumes e engolimentos
das turbinas foram considerados iguais a zero.
As informações relacionadas com as usinas termelétricas estão descritas na
Tabela 4.2.
Tabela 4.1 – Características Operativas das Usinas Hidrelétricas.
HIDRELÉTRICA
VOLUME DO
RESERVATÓRIO
][ 3hm
VOLUME TURBINADO –
MÁXIMO OPERATIVO
][ 3hm
PRODUTIBILIDADE
]/[ 3hmMW
1 500 150 0,95
2 400 150 0,95
3 500 170 0,95
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4 500 240 0,95
Tabela 4.2 – Características Operativas das Unidades Termelétricas.
TERMELÉTRICA GERAÇÃO MÁXIMA ][MW CUSTO UNITÁRIO ]/.[ MWmu
1 50 1,0
2 ¥ 10,0
O vetor dos volumes iniciais para as usinas hidrelétricas, )0(x , foi suposto igual a
50% dos volumes máximos operativos apresentados na Tabela 4.1. Com isto tem-se que:
]250 ;250 ;200 ;250[)0( =x (IV.9)
O horizonte de otimização é composto por 12 estágios de intervalos de tempo
unitários. A carga, supostamente conhecida, é considerada constante ao longo de todo o
período de planejamento com valor igual a MW  350 .
Conforme mostrado no capítulo anterior, a PDED necessita de simulações diretas
e inversas ao longo de todo o período de estudo. Devido a isto, na etapa direta, ou
simulação forward, deve-se sortear os pontos onde deverão ser feitas as aproximações
para a função de custo futuro. Para este exemplo, foram sorteadas, de forma aleatória,
100 seqüências de afluências. Para se ter uma idéia dos valores das afluências
utilizadas, é mostrada na Tabela 4.3 a média mensal das 100 seqüências de afluências
para cada usina utilizadas no problema.
Tabela 4.3 – Médias das Afluências Simuladas.
ESTÁGIO
UHE 1 2 3 4 5 6 7 8 9 10 11 12
1 22 22 20 15 12 11 10 9 9 10 12 17
2 32 33 29 21 15 12 10 8 9 10 13 23
3 31 32 28 19 12 9 7 4 5 6 10 20
4 40 32 29 28 21 15 13 12 12 19 22 28
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A formulação para o problema relacionada com o sistema apresentado na Figura
4.1, para um determinado estágio t  e seqüência s , fica da seguinte maneira:
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tkro custo futufunção de perado da o valor eso linear daproximaçã , >< (IV.15)
onde:
12,...,1    e   100,...,1     4,...,1 === tsi
Na primeira iteração da recursão direta )1( =k , ou forward, como não se tem
ainda informação sobre o futuro, o conjunto de cortes representado pela Restrição (IV.15)
é nulo para qualquer estágio t .
Já na primeira recursão inversa, ou backward, a partir do estágio 1-T , o conjunto
formado pelos cortes descrito pela Equação (IV.15) começa a ser construído, fornecendo
informação de cada estágio t  para o estágio 1-t . Este processo é feito recursivamente
de Tt =  até 2=t , fazendo com que cada estágio possua um conjunto de cortes em
particular, uma vez que cada corte gerado em uma seqüência é aplicável a todas as
seqüências do estágio anterior, de tal forma que qualquer seqüência de um estágio t
qualquer possua o mesmo conjunto de “Cortes de Benders”.
Ainda, caso se considere que não exista a eliminação de cortes nulos e repetidos
para cada estado, representado pelo estágio t  e seqüência s , o conjunto de cortes
aumenta de tamanho, proporcionalmente ao número de seqüências, a cada nova iteração
realizada pelo algoritmo da PDED. Esses cortes, obtidos no backward, são gerados de
acordo com a Equação (III.39), sendo que os valores esperados para o custo de
operação e as variáveis duais foram calculados considerando-se 25 valores de
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realizações equiprováveis de afluências, em cada estado do problema. Ou seja, na
recursão inversa, a cada iteração k , para cada estágio t  e seqüência s , foram
resolvidos 25 problemas, cada qual utilizando um vetor equiprovável de afluências das
usinas hidrelétricas do sistema. O critério de convergência do algoritmo, é feito de acordo
com a Equação (III.45). Assim o algoritmo pára quando o limite inferior da função de
custo futuro se encontra dentro do intervalo de confiança de 95% do limite superior. Para
este exemplo, o problema atingiu a convergência em 4 iterações, conforme mostra a
Figura 4.2.
O valor ótimo do custo esperado de operação para a quarta iteração ficou em
351,81 u.m (unidades monetárias), e o valor aproximado do custo futuro esperado obtido
foi de 348,81 u.m. O desvio padrão para o limite superior obtido na quinta iteração foi de
8,62 u.m, ficando o intervalo de confiança de 95% da seguinte maneira:
]70,368;91,334[]62,896,181,351;62,896,181,351[%95 =*+*-=IC (IV.16)
0
1000
2000
3000
Custo Total 
de Operação 
[u.m]
1 2 3 4
Iteração
Limite Inferior Limite Superior
Figura 4.2 – Processo Iterativo da PDED – Caso Exemplo.
De acordo com a Equação (IV.16) nota-se que o limite inferior pertence ao
intervalo com 95% de confiança construído para o limite superior do problema. Na Tabela
4.4, estão apresentados os valores numéricos do problema, desde a sua primeira
iteração até a convergência final na iteração 4.
Tabela 4.3 – Processo de Convergência do Sistema Exemplo
ITERAÇÃO Z_LOWER Z_UPPER GAP (%) DESVIO PADRÃO IC(95%)
1 0,00 3.556,63 100,00 89,39 [3.381,42;3.731,84]
2 108,38 422,45 74,35 15,23 [392,69;425,30]
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3 178,45 351,81 49,28 8,62 [334,91;368,70]
4 348,81 351,81 0,85 8,62 [334,91;368,70]
O gap apresentado na Tabela 4.4 é calculado da seguinte maneira:
|
_
__
|
upperz
lowerzupperz
GAP
-
= (IV.17)
O valor do desvio padrão para as 100 amostras de seqüências de afluências é
feito de acordo com a Equação (III.44) e os custos de operação determinados para a
obtenção do limite superior e inferior do problema são calculados através de valores
médios dos respectivos limites referentes às seqüências sorteadas na recursão direta
Desta forma tem-se para o exemplo:
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A Figura 4.3 mostra os custos médios mensais de operação ao longo das 100
seqüências utilizadas no problema, para todos os estágios de planejamento.
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Custos [u.m]
1 2 3 4 5 6 7 8 9 10 11 12
Estágios
Custos Médios Mensais de Operação
Figura 4.3 – Custos Médios Mensais de Operação para o Sistema Exemplo.
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Conforme descrito anteriormente, uma característica apresentada pelo algoritmo
proposto é a representação individual de cada usina do sistema. Com isso, pode-se
determinar uma trajetória ótima para o estado dos reservatórios. A Figura 4.4 ilustra o
comportamento dos níveis dos reservatórios, ao longo de todo o período de
planejamento, calculado para a última iteração do problema, apresentado para os valores
médios de volumes referentes às 100 seqüências utilizadas.
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Figura 4.4 – Evolução dos Níveis dos Reservatórios do Sistema – Valores Médios para
Todas as Seqüências Utilizadas.
Observe-se que os níveis dos reservatórios tendem a zero no último estágio, uma
vez que após este período, teoricamente, não existe mais carga a ser suprida. Assim,
não existe razão para que os reservatórios decidam em manter algum nível de
armazenamento durante os últimos estágios.
Para obter-se a convergência do problema do planejamento da operação
energética, através da PDED, são resolvidos iterativamente uma série de Problemas de
Programação Linear (PL) [18]. A solução destes é em geral uma tarefa fácil, uma vez que
se dispõe de algoritmos muito eficientes para encontrar a solução dos mesmos. Acontece
que, é necessário amostrar um número suficientemente grande de seqüências de
afluências a fim de determinar a solução ótima do problema com um certo grau de
precisão. A partir disto, tem-se que o esforço computacional necessário é ainda marcante
na solução do problema através da PDED.
Um problema composto por T  estágios, utilizando S  seqüências e adotando-se
m  discretizações necessárias referentes ao processo backward , possui ST *  PLs no
processo forward e mST **- )1(  PPL no processo backward.
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Ou seja, a cada iteração tem-se a seguinte expressão para o total de problemas
de programação linear:
)]1([ -*+* TmTS (IV.22)
Ressalte-se que a cada iteração os problemas de otimização têm as suas
dimensões aumentadas, causadas pelo acréscimo dos novos cortes gerados,
contribuindo desta forma para um aumento do esforço computacional crescente com o
aumento do número de iterações.
Para o exemplo, foram calculados em cada iteração da PDED, 28.700 PLs. Se o
problema original fosse resolvido através da formulação de um problema de
Programação Dinâmica Estocástica, com os reservatórios discretizados em 100 níveis e
25 possibilidades de vazões afluentes em cada discretização, teríamos
144 106875,4)25100(12 *=**  estados a serem resolvidos por enumeração.
A alternativa viável, do ponto de vista computacional, seria agrupar os
reservatórios apresentados na Figura 4.1, em um único reservatório equivalente de
energia. Mantendo-se as mesmas premissas de níveis de armazenamento e afluências,
teríamos 000.30)25100(12 1 =**  estados enumerados, cada um representando um
problema de otimização, dado que fosse empregada a PDE como técnica de solução.
IV.4  - PROCESSAMENTO PARALELO
A partir deste instante, é dada um visão geral dos conceitos que envolvem
técnicas de processamento paralelo. Isto faz-se necessário para se compreender como é
possível fazer uso dessas técnicas em conjunção com a PDED na solução do problema
proposto.
A computação de alto desempenho e, consequentemente, as técnicas de
processamento paralelo, têm encontrado grande aplicação em problemas que são
referentes à área de otimização de sistemas de energia elétrica. Esses problemas
envolvem desde o clássico despacho econômico, o qual pode ser modelado diretamente
com um problema de programação não-linear e resolvido, por exemplo, pelo método de
pontos-interiores, até a formulação da PDED referente à otimização do planejamento da
operação energética.
O processamento paralelo é definido por Quinn [20] como uma espécie de
processamento de informações que enfatiza a manipulação concorrente de dados
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pertencentes a um ou mais processos, visando atingir a solução de um problema simples.
A utilização do processamento paralelo neste trabalho visa a redução do tempo de
computação no cálculo do planejamento da operação energética através de um algoritmo
baseado na PDED, explorando-se o processamento de eventos concorrentes
apresentados pelo mesmo.
A seguir são apresentados alguns conceitos básicos, referentes ao
processamento paralelo, utilizados neste trabalho.
IV.4.1  – Paradigmas da Computação Paralela
Um paradigma pode ser entendido como um modelo utilizado para a composição
de uma solução computacional, abstraindo detalhes e facilitando o entendimento
problema real [21].
Em se tratando de computação paralela, os principais paradigmas encontrados
são:
· Paralelismo de Dados: Nesse tipo de paralelismo é realizada uma
decomposição dos dados em partições e posteriormente é feita a
distribuição entre os processadores, assim um mesmo programa executa
tarefas idênticas com dados diferentes;
· Paralelismo Funcional: Nesse paralelismo é realizada uma
decomposição do algoritmo em diferentes seções e cada processador é
responsável por uma parte, sendo então necessários programas diferentes
para cada processador;
· Paralelismo Pipelining: No paralelismo pipelining, um conjunto de tarefas
similares é realizado nos processadores. Um exemplo deste paralelismo
pode ser exemplificada a partir da construção de um muro, onde tem-se a
tarefa de assentamento dos tijolos decomposta em seções horizontais.
Cada seção só pode ser iniciada se a seção anterior já tiver sido
começada.
A implementação paralela da PDED executada neste trabalho segue o paradigma
do paralelismo de dados, uma vez que, de acordo com as características apresentadas
pelo problema, os vários processadores executam as mesmas tarefas (cálculos dos
problemas de programação linear) com dados diferentes (seqüências de afluências).
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IV.4.2 – Speedup
Uma medida para analisar a eficiência de um algoritmo paralelo, consiste na
comparação do tempo gasto para realizar uma tarefa com apenas 1 processador e o
tempo utilizado para realizar a mesma tarefa com vários processadores. A este processo
dá-se o nome de speedup, o qual matematicamente é definido por:
p
s
T
T
Speedup = (IV.21)
onde:
sT é o tempo necessário para executar um algoritmo em modo
seqüencial, ou seja, com apenas um processador;
pT é o tempo necessário para executar um algoritmo em vários
processadores.
Basicamente, o speedup de um algoritmo é limitado pelas tarefas seqüenciais
inerentes ao mesmo.
Sendo f  a fração de operações que são processadas de forma seqüencial em
um algoritmo específico, onde 10 ££ f , a Lei de Amdahl mostra que o máximo speedup
que pode ser obtido em uma computação paralela, com q  processadores, é dado por
[21]:
q
f
f
MáximoSpeedup
)1(
1
_
-
+
£ (IV.22)
Em termos gerais, a Lei de Amdahl serve para identificar se um determinado
algoritmo seqüencial é promissor em ambientes paralelos.
IV.4.3  – Eficiência
A eficiência de um algoritmo paralelo é definida como a razão entre o speedup
obtido em um algoritmo paralelo, pelo número de processadores utilizados.
Um fator que está diretamente relacionado com a eficiência do algoritmo paralelo
é a questão relacionada com o balanceamento de carga entre os diversos
processadores, uma vez que a mesma é dependente do tempo computacional gasto
pelos diversos processadores durante a realização de seus cálculos.
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IV.4.4 – Granularidade
Granularidade é uma medida da relação entre a quantidade de processamento
gasto em uma tarefa paralela e a quantidade de comunicação entre as mesmas.
O nível de granularidade varia de um perfil fino, definida como granularidade fina,
onde existe uma baixa quantidade de processamento por byte comunicado, até o perfil
grosso, ou granularidade grossa, quando existe muito processamento por byte
comunicado.
IV.4.5 –  Modelos de Programação
Os modelos de programação estão relacionados com o modo que a máquina
controla os programas paralelos em andamento. Estes modelos podem ser divididos em:
· SPMD – Single Program Multiple Data: Esse modelo tem como
característica principal o fato de não existir um controle centralizado, de
forma que todos os processadores executam o mesmo programa,
contribuindo assim para o processamento geral de um programa paralelo;
· Mestre/Escravo: Nesse modelo, o processo mestre centraliza o controle,
inicializa os escravos, distribui as tarefas, sincroniza a comunicação e
executa operação de entrada e saída, podendo ou não contribuir com o
processamento. A particularidade aqui recai no fato de que é necessária a
construção de programas diferentes para o processo mestre e o escravo.
IV.4.6 – Softwares
Os softwares encontrados no mercado para o uso da computação de alto
desempenho incluem as linguagens de programação tais como FORTRAN 90, High
Performance FORTRAN (HPF) [22], Parallel C, etc. Dentre os compiladores dispõe-se do
FORTRAN, C, C++ e outros. Finalmente têm-se ainda as bibliotecas de troca de
mensagens PVM, MPI, P4, e outras, além dos softwares gerenciadores dos jobs
paralelos como PVM, MPICH, POE- Parallel Operating Environment, entre outros.
Não é objetivo deste trabalho explicar as linguagens e compiladores descritos
anteriormente. Apenas é dada uma idéia da biblioteca de troca de mensagens utilizada
neste trabalho.
Para a execução de um programa paralelo, é necessário que o software que está
sendo utilizado possua uma biblioteca de troca de mensagens e um gerenciador de jobs
paralelos.
Capítulo IV – Modelo para o Planejamento da Operação de Longo Prazo a Usinas Individualizadas 72
A troca de mensagens é um paradigma amplamente utilizado na comunicação
entre vários processadores que possuem memória própria. É baseda na transmissão dos
dados de acordo com as regras do protocolo de rede. Estas bibliotecas atualmente
suportam uma gama de arquiteturas computacionais, que vão desde estações de
trabalho até supercomputadores.
Entretanto, uma biblioteca de troca de mensagens, por si só, não é capaz de
realizar a comunicação entre os processadores, surgindo a necessidade da utilização de
um software gerenciador de jobs paralelos. São exemplos de gerenciadores de jobs
paralelos o PVM (Parallel Virtual Machine) e o MPI (Message Passing Interface), sendo
esta última utilizada neste trabalho. O MPI contrariamente ao PVM, não possui
internamente, em seu código um gerenciador de jobs paralelos, tornando necessária a
utilização um software deste tipo para que seja possível a sua aplicação na computação
paralela. Como exemplo, a IBM a partir da versão do sistema operacional AIX 4.1, utiliza
o MPI como biblioteca padrão de troca de mensagens, com o POE (Parallel Operating
Environment) agindo de gerenciador de jobs paralelos.
O MPI é uma biblioteca de troca de mensagens desenvolvida para servir como um
padrão a ser utilizado nas implementações que utilizam a troca de mensagem. Esta
biblioteca pode atuar em computadores paralelos, vetoriais e redes heterogêneas.
As aplicações que utilizam o MPI podem ser desenvolvidas a partir das
linguagens C ou FORTRAN 77 e o modelo de programação utilizado é somente o SPMD
(Single Program Multiple Data).
O MPI oferece uma comunicação assíncrona, um eficiente gerenciamento do
buffer de mensagens, um vasto conjunto de comunicação coletiva (através de grupos de
processos), etc.
Uma referência completa sobre o MPI pode ser encontrada em [23-25].
IV.5 – PROCESSAMENTO PARALELO APLICADO AO ALGORITMO DE
PDED
Uma característica inerente à PDED é a independência de tarefas realizadas
durante os processos forward e backward. Com isto, para uma determinada etapa do
algoritmo, vários cálculos podem ser executados independentemente, implicando que
técnicas de processamento paralelo possam ser utilizadas para se obter uma redução do
tempo de computação na resolução do problema.
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Durante a realização do processo forward, os cálculos realizados ao longo do
horizonte de otimização, para um dada seqüência, dependem apenas dos cálculos
executados para o estado imediatamente anterior; ou seja, em termos matemáticos, um
estado t  qualquer do problema é completamente determinado se o estado 1-t ,
referente à mesma seqüência, tenha sido previamente calculado.
Essas características do processo forward  mostram que o paralelismo de dados é
o melhor paradigma a ser utilizado na implementação paralela nessa etapa do algoritmo
baseado na PDED.
Com isso, dispondo-se de P  processadores e resolvendo-se o problema
utilizando S  seqüências de afluências, tem-se PS /  seqüências por processador, com
)/( PST *  problemas de otimização por iteração em cada processador. A Figura 4.5
ilustra a independência de tarefas realizadas no processo forward.
P1
t
s
Pn
Inclusão dos Cortes Referentes ao
Estágio t+1
Inclusão dos Cortes Referentes ao
Estágio t
Figura 4.5 – Esquema de Decomposição por Processador da Simulação Forward.
Como ilustrado na Figura 4.5, o processo forward é caracterizado pela ausência
de comunicação entre os processadores. Isto garante ao processo uma granularidade
grossa.
A partir da segunda iteração, os cortes obtidos na recursão inversa são incluídos
na resolução do problema, de acordo com a Figura 4.5. A medida que o número de
iterações avança, a carga computacional incrementa devido ao incremento do número de
cortes. Ressalte-se que os cortes já estão armazenados em cada processador, uma vez
que, conforme é mostrado a seguir, durante o processo backward todos os
processadores detêm todos os cortes, referentes ao estágio t , não existindo portanto
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comunicação no processo forward. Essa característica de comunicação garante ao
forward uma granularidade grossa.
O grau de paralelismo do algoritmo da PDED também é evidente na recursão
inversa ou processo backward. Nessa etapa do algoritmo existe uma pequena diferença
em relação à recursão direta, referente aos cálculos ao longo do período de
planejamento.
Conforme mostrado anteriormente, durante o backward, a PDED resolve o
problema do estágio T  até o estágio 2 . Além disto, o algoritmo em um dado estágio t
qualquer, precisa que todas as seqüências do estágio 1+t  tenham sido previamente
calculadas, uma vez que faz-se necessária a obtenção dos cortes que são passados
como informação de estágio em estágio ao longo do processo recursivo usado no
backward.
A partir daí cria-se uma restrição para a paralelização desta etapa de resolução
da PDED, causada pela espera do cálculo de todos os eventos desta etapa para um
determinado estágio, contribuindo assim para que exista um decréscimo da eficiência
computacional do algoritmo.
Exemplificando a paralelização da recursão inversa, dado que o problema
encontra-se em um estágio t , dispondo de P  processadores, cada processador resolve
mPS *)/(  problemas de otimização, onde S  é o número de seqüências sorteadas no
forward e m  é o número de realizações equiprováveis para cada uma dessas
seqüências.
Uma vez resolvidos os problemas em todos os processadores, é necessário
enviar todos os cortes gerados em cada um destes e distribuí-los entre os processadores,
uma vez que todos os problemas das diversas seqüências do estágio 1-t  devem
receber os cortes das seqüências do estágio t .
Considerando homogêneos os processadores envolvidos, ou seja, com idênticas
capacidades de cálculo, a restrição mais evidente para a eficiência do algoritmo paralelo
consiste no envio dos dados entre todos processadores envolvidos no processo,
evidenciando assim a influência da comunicação entre os mesmos.
A Figura 4.6, mostra de forma esquemática, para a transição de estágio do
processo backward, o processo de paralelização do algoritmo. Ressalte-se que no
processo backward, além do decréscimo da eficiência do algoritmo paralelo, em função
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da troca de dados implícita por estágio, resolvem-se m  vezes mais problemas de
otimização do que realizado na etapa direta.
1 2 m 1 2 m 1 2 m
. . .
P1
. . . 1 2 m 1 2 m 1 2 m. . .
Pn
1 2 m 1 2 m 1 2 m
. . .
P1
. . . 1 2 m 1 2 m 1 2 m. . .
Pn
Envio de Todos os Cortes Gerados  no Estágio t para Todas as
Seqüências do Estágio t-1
Estágio t-1
Estágio t
t
s
Figura 4.6 – Paralelização do Processo Backward – Transição de Estágios.
Assim como no processo forward, o backward possui o paralelismo de dados
como paradigma. A granularidade desse processo é grossa, uma vez que, mesmo com a
necessidade de comunicação na transição de estágios, ainda assim existe uma grande
quantidade de processamento, quando comparado com a comunicação necessária à
transição de estágios causada pelo envio dos cortes para os vários processadores. Além
disto, como esta etapa é a mais pesada computacionalmente, garante-se que o algoritmo
possui uma granularidade grossa.
A Figura 4.7 ilustra o fluxograma completo da implementação do algoritmo
proposto em ambiente paralelo.
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O modelo computacional desenvolvido foi implementado em um cluster de
estações IBM Risc System/6000, do Ambiente de Computação Científica Paralela e
Distribuída da UFSC, para uma configuração variando de 1 a 4 máquinas.
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Sorteio de Todas as Afluências
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COMUNICAÇÃO COMUNICAÇÃO
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Para t=1,T e para todas as "s"
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Figura 4.7 – Fluxograma Paralelo do Algoritmo Proposto.
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IV.5.1 - Resultados Computacionais
A implementação do algoritmo utilizou a MPI como biblioteca de troca de
mensagens. O gerenciador de jobs utilizado foi o POE (Parallel Operating Environment).
Além desses, foi utilizado a OSLp (Optimization Subroutine Library Parallel) [26-27] na
solução dos problemas de programação linear. Os tempos obtidos para esses casos, no
tocante ao sistema exemplo, estão apresentados na Figura 4.8.
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Figura 4.8 – Tempo de Processamento para o Sistema Exemplo.
O gráfico da Figura 4.8 mostra o ganho computacional com o aumento do número
de processadores. Uma forma de explicitar melhor esta característica é apresentar
gráficos com o speedup e a eficiência do algoritmo, de acordo com as ilustrações das
figuras 4.9 e 4.10, respectivamente.
A Figura 4.10 mostra a eficiência do algoritmo da PDED aplicado ao sistema
exemplo. Conforme pode ser visto, a mesma vai diminuindo com o aumento dos
processadores, uma vez que existe a saturação do algoritmo em virtude da existência de
etapas eminentemente seqüenciais.
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Figura 4.9 – Gráfico de Speedup  - Sistema Exemplo.
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Figura 4.10 – Eficiência do Algoritmo Paralelo da PDED – Sistema Exemplo.
Para este algoritmo em particular, algumas tarefas, por questão de programação,
foram concebidas para serem essencialmente seqüenciais. É o caso da geração de
seqüências do processo forward e das realizações do backward que são realizadas em
um único processador. Este processador, denominado de gerenciador, realiza essa
função e ainda tem a tarefa de distribuir as respectivas seqüências e realizações para os
demais processadores.
Outra tarefa, relaciona-se com o processo backward. Conforme descrito
anteriormente, existe a necessidade de transferência dos cortes de um determinado
estágio, para o estágio imediatamente anterior. No algoritmo empregado, esse processo
é feito em duas etapas. Na primeira, o processador mestre recebe os cortes dos vários
processadores, e na segunda, envia os mesmos novamente a fim de que todos possuam
o mesmo conjunto de cortes. Essa comunicação de dados inerente ao backward diminui
a eficiência do algoritmo quando se aumenta o número de processadores.
Por último, são realizadas de modo seqüencial tarefas como teste de
convergência, no qual o processo mestre deve receber todos os custos imediatos
associados aos diversos processadores para efetivar a mesma, e a impressão de dados.
A eficiência do algoritmo pode ser observada das figuras 4.11 e 4.12. Nestas,
estão detalhadas a participação das principais etapas da resolução do algoritmo no
tocante a sua contribuição percentual no tempo total de execução.
A Figura 4.11 mostra estas características para a execução em modo seqüencial.
Capítulo IV – Modelo para o Planejamento da Operação de Longo Prazo a Usinas Individualizadas 79
5,3%
0,8%
94,0%
Forward Backward Geração e Envio de Dados
Figura 4.11 – Participação das Principais Etapas de Resolução do Algoritmo da PDED em
Modo Seqüencial.
Já na Figura 4.12, a seguir, as percentagens estão referenciadas para uma
configuração de 4 processadores. Conforme pode ser observado, a participação da
geração e envio de dados aumentou devido à comunicação entre os processadores. Esta
parte do algoritmo garante um decréscimo de eficiência com o aumento dos
processadores.
Tanto na Figura 4.11 quanto na Figura 4.12, foram desconsideradas tarefas
seqüenciais tais como teste de convergência do algoritmo, impressão de resultados,
entre outros, os quais representam participação total inferiores a 0,1% do tempo total.
4,5%
90,1%
5,4%
Forward Backward Geração e Envio de Dados
Figura 4.12 - Participação das Principais Etapas de Resolução do Algoritmo da PDED
Executado em 4 Processadores.
Ressalte-se que a participação da geração e envio de dados fica insignificante
com o aumento da dimensão do problema. Ou seja, com o incremento do número de
seqüências, realizações, estágios e do número de usinas no sistema hidrotérmico, esta
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parte serial do algoritmo é pouco significativa quando comparada às tarefas realizadas
pelas etapas do forward e backward.
No capítulo seguinte, é apresentada uma configuração hidrotérmica, que
concretiza a aplicação de técnicas de processamento paralelo no problema de
planejamento da operação energética.
IV.6 – CONCLUSÕES
Neste capítulo foi apresentado, através de um sistema exemplo, o uso da PDED
para a resolução do problema de planejamento da operação hidrotérmica modelando as
usinas do sistema em sua forma individualizada.
A fim de amenizar o incremento do esforço computacional necessário para
resolver o problema, causado pela representação individualizada das usinas, a
computação de alto desempenho foi utilizada, procurando-se explorar as características
de paralelização observadas no problema.
A implementação paralela permitiu um ganho efetivo no tempo de computação, o
que certamente poderá viabilizar o desenvolvimento de estudos de planejamento da
operação com usinas individualizadas e com tempo de computação aceitáveis.
No próximo capítulo é apresentada uma configuração hidrotérmica mais realista,
com o objetivo de mostrar a viabilidade prática da representação individualizada das
usinas na resolução do problema de planejamento da operação energética.
CAPÍTULO V
APLICAÇÃO DA PDED A SISTEMAS DE GRANDE PORTE
V.1 – INTRODUÇÃO
A partir deste instante é apresentada a implementação da PDED, no tocante à
resolução do problema de planejamento da operação energética, a uma configuração
hidrotérmica composta por usinas do sistema elétrico brasileiro. Inicialmente é feita uma
descrição do sistema e em seguida, os resultados são apresentados juntamente com a
otimização determinística.
Encerrando este capítulo é feita uma análise do efeito da variação do número de
séries de afluências na estimativa do custo de operação. A análise é apresentada através
de simulações da operação energética com 60, 100 e 200 séries de afluências, ao longo
dos 5 anos de planejamento.
V.2 – DESCRIÇÃO DO PROBLEMA
Neste trabalho, o modelo de otimização por PDED é utilizado para resolver uma
configuração hidrotérmica representando as usinas em sua forma individualizada.
Os dados relacionados com as usinas da configuração hidrotérmica são
apresentados adiante.
V.2.1 – Configuração Hidrotérmica
A configuração hidrotérmica utilizada, mostrada na Figura 5.1, é composta por 15
usinas hidrelétricas e 6 usinas termelétricas, as quais operam atualmente no sistema
elétrico brasileiro.
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Figura 5.1 – Configuração Hidrotérmica Utilizada.
Na Tabela 5.1 apresentada a seguir, estão descritos os dados relacionados com
as principais características operativas das usinas hidrelétricas da configuração
hidrotérmica teste.
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Tabela 5.1 – Principais Dados das Hidrelétricas Utilizado na Otimização por PDED.
Usina N° Limites Operacionais Altura
[m]
r _Esp
[MW/(m3/s)/m]
Potência
[MW]
Volume do
Reservatório
[hm3]
Vazão
Turbinada
[m3/s]
Mínimo Máximo Mínimo Máximo
Furnas 1 5.733 22.950 206 1.692 89,7 8,6323*10-3 1.310
Marimbondo 2 890 5.887 441 2.944 59,2 8,5345*10-3 1.487
Água Vermelha 3 5.856 11.025 520 2.958 53,5 8,8290*10-3 1.396
Ilha Solteira Eqv. 4 25.467 34.432 1.482 11.604 41,5 8,8290*10-3 4.252
Emborcação 5 4.669 17.725 77 1.048 130,3 8,7309*10-3 1.192
Itumbiara 6 4.573 17.027 254 3.222 80,2 8,8290*10-3 2.281
São Simão 7 7.000 12.540 408 2.670 70,9 9,0250*10-3 1.708
Salto Santiago 8 2.662 6.775 113 1.576 102,0 8,8290*10-3 1.419
Salto Osório 9 1.124 1.124 119 1.784 68,4 8,8290*10-3 1.077
Três Marias Fictício 10 4.250 19.528 - - -
Sobradinho 11 5.447 34.116 640 4.278 27,2 9,0230*10-3 1.050
Serra da Mesa Fict. 12 11.150 54.400 - - -
Tucuruí 13 13.487 45.500 1.267 13.914 65,5 9,1812*10-3 8.368
Três Marias 14 4.250 19.528 92 924 50,2 8,5640*10-3 397
Serra da Mesa 15 11.150 54.400 98 1.215 117,2 9,1240*10-3 1.300
Ressalte-se que a produtibilidade específica, r_Esp, mostrada na Tabela 5.1, de
uma usina hidrelétrica multiplicada pela sua altura de queda nominal, fornece a
produtibilidade equivalente.
Note-se, ainda na Tabela 5.1, que as usinas Três Marias Fictício e Serra da Mesa
Fictício, operam na configuração apenas como reservatório, não produzindo energia.
A Tabela 5.2, a seguir, ilustra a produtibilidade equivalente calculada para altura
de queda nominal das hidrelétricas.
No tocante às usinas termelétricas, os dados relacionados com as mesmas
podem ser vistos na Tabela 5.3.
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Tabela 5.2 – Produtibilidade Equivalente para as Usinas Hidrelétricas Calculada para Altura
de Queda Nominal.
Usina N° r i
[MW/(m3/s)]
Furnas 1 0,7740
Marimbondo 2 0,5250
Água Vermelha 3 0,4724
Ilha Solteira Eqv. 4 0,3664
Emborcação 5 1,1376
Itumbiara 6 0,7081
São Simão 7 0,6399
Salto Santiago 8 0,9001
Salto Osório 9 0,6039
Sobradinho 11 0,2454
Tucuruí 13 0,6014
Três Marias 14 0,4299
Serra Mesa 15 1,0693
Tabela 5.3 – Dados das Usinas Termelétricas Utilizadas no Estudo.
Usina N° Limites Operacionais Custo Unitário
[US$/MWh]
Geração
[MW]
Mínimo Máximo
Angra I 1 0 526 8,50
Santa Cruz 1,2 2 0 134 43,30
Santa Cruz 3,4 3 0 352 43,30
Presidente Médici A 4 0 101 21,90
Presidente Médici B 5 0 256 21,90
Camaçari 6 0 232 113,19
Um total de 6 termelétricas foi utilizado para representar a geração térmica da
configuração. Os dados de geração térmica máxima, apresentados na Tabela 5.3, levam
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em consideração o fator de carga máximo para as respectivas usinas . Ainda pode ser
visto da Tabela 5.3, o custo unitário dos combustíveis utilizados pelas termelétricas.
V.2.2 – Dados sobre a Simulação
A demanda de energia utilizada para o período de planejamento é suposta
constante ao longo de todo o período de estudo com valor igual a 20.400 MW ,
correspondendo a aproximadamente 70% da capacidade instalada da configuração
hidrotérmica.
Por questão de simplificação, as expansões do parque gerador hidrelétrico não
são considerados nesse estudo, tampouco o volume de espera para controle de cheias.
Também, pelo mesmo motivo, o limite inferior das vazões turbinadas foi considerado
nulo. O volume inicial de cada usina foi arbitrado em 50% dos seus respectivos volumes
máximos operativos. Apenas para as usinas de São Simão (7) e Ilha Solteira Equivalente
(4), considerou-se o volume inicial dessas usinas igual à média entre o volume máximo e
mínimo operativo, uma vez que 50% dos respectivos volumes máximos é inferior ao
mínimo operativo.
Ressalte-se ainda que a usina de Salto Osório (9) opera como usina a fio d’água,
não havendo diferença entre os limites mínimo e máximo operativos. Assim o vetor de
volumes iniciais, apresentado de acordo com a numeração apresentada na Figura 5.1,
contém os seguintes níveis, em hm3, para os reservatórios do sistema:
]200.27;764.9;750.22;200.27;058.17            
;764.9;124.1;388.3;770.9;513.8;863.8;950.29;512.5;944.2;475.11[)0( =x
(V.1)
Outra questão relacionada com o parque gerador hidráulico refere-se à
produtibilidade equivalente. Neste trabalho, a produtibilidade equivalente é calculada para
a altura de queda média nominal das usinas como constante ao longo de todo o período
de planejamento, não se prevendo, portanto, a correção da produtibilidade em função da
variação da altura de queda.
No tocante as usinas termelétricas, por questão de simplificações na
implementação computacional, a geração mínima foi considerada nula. Pelo mesmo
motivo, não foram consideradas restrições tais como geração térmica mínima para o
primeiro ano de estudo e interrupções para manutenção.
O cálculo dos custos futuros de operação em sentido inverso, utilizado pela
PDED, exigiu um período suplementar de 4 anos, a fim de atender ao requisito de
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estabilização dos custos futuros para o horizonte de planejamento, que no caso presente
é o quinto ano. Desta forma, o problema de longo prazo foi simulado para um horizonte
de 9 anos, discretizado mensalmente, totalizando assim 108 estágios calculados. No
presente trabalho utilizou-se a aplicação de uma taxa de atualização anual de 10%, que
compreende atualizações mensais de 0,8%. A penalização adotada pelo não
atendimento do mercado, traduzida implicitamente pelo custo do déficit, foi de 540
US$/MWh [28].
Conforme descrito anteriormente, as afluências foram sorteadas aleatoriamente
do histórico de vazões para todas as usinas, a fim de compor as séries simuladas ao
longo do período de planejamento. Com esse procedimento, assume-se que as
afluências em um estágio qualquer não dependem das afluências anteriores, ou seja, são
variáveis aleatórias independentes. Assim, o espaço de estados do sistema, tX , é
composto somente pelos níveis de armazenamento dos reservatórios. Também, não
houve tratamento estatístico para a aplicação das seqüências na otimização. Para dar
uma idéia do comportamento sazonal afluências utilizadas na simulação, são
apresentados a seguir, nas Figuras 5.2 a 5.4, a média das 200 seqüências de afluências
utilizadas para os 3 anos iniciais do período de estudo. Nas figuras a seguir, o mês 1
corresponde à média das afluências simuladas para o mês de janeiro de 1999. Deve-se
ressaltar ainda que as usinas de Três Marias e Três Marias Fictício possuem o mesmo
posto de medição de vazões, fazendo com que ambas apresentem as mesmas vazões
afluentes. O mesmo acontece com as usinas de Serra da Mesa e Serra da Mesa Fictício.
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Figura 5.2 – Média das 200 Séries de Afluências Analisadas na Otimização por PDED.
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Figura 5.3 – Média das 200 Séries de Afluências Analisadas no Cálculo por PDED
Pode-se notar que existe uma diversidade hidrológica entre algumas usinas da
configuração hidrotérmica. Isso pode ser verificado por exemplo, entre as usinas Furnas
e Salto Santiago, apresentadas nas Figura 5.2 e Figura 5.3. Furnas apresenta seu
período seco durante os meses em que a usina de Salto Santiago está com seus maiores
índices de afluências. Já o período de baixas afluências para a usina de Salto Santiago
corresponde à época em que a usina de Furnas está na estação chuvosa, o que sugere
um aspecto de complementariedade.
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Figura 5.4 – Média das 200 Séries de Afluências Analisadas no Cálculo por PDED.
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Figura 5.5 – Média das 200 Séries de Afluências Analisadas no Cálculo por PDED.
Para se ter uma idéia dos valores médios simulados quando comparados com os
valores médios do histórico, é apresentado a seguir, tabelas com a média mensal
simulada na otimização por PDED e a média mensal calculada a partir dos dados
históricos de vazões.
Tabela 5.4 – Média Mensal das Seqüências de Afluências - Otimização por PDED.
Mês | Usina 1 2 3 4 5 6 7 8 9 11 13 14 15
Janeiro 1747 3211 3616 9974 894 2656 4036 796 836 4789 15135 1526 1509
Fevereiro 1658 3208 3645 10451 924 2841 4287 883 927 5201 20719 1425 1766
Março 1513 2986 3396 10020 848 2660 4135 822 857 5009 24230 1162 1576
Abril 1045 2152 2436 7454 635 2017 3167 696 736 4013 24129 798 1112
Maio 763 1552 1772 5238 407 1311 2065 930 987 2472 15618 482 599
Junho 620 1255 1430 4218 311 1003 1579 1130 1201 1676 7638 354 412
Julho 522 1050 1193 3506 248 800 1264 1102 1162 1405 4500 288 316
Agosto 432 878 997 2953 194 633 1004 922 971 1201 3132 234 244
Setembro 461 895 1015 2881 165 550 872 1028 1085 1070 2443 224 244
Outubro 531 1032 1177 3339 206 688 1084 1282 1354 1179 2713 290 348
Novembro 739 1363 1553 4411 360 1124 1710 1005 1063 1895 4413 574 603
Dezembro 1252 2275 2561 7128 662 1934 2959 834 877 3458 8836 1097 1134
Tabela 5.5 – Média Mensal das Seqüências de Afluências Calculadas do Histórico.
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Mês | Usina 1 2 3 4 5 6 7 8 9 11 13 14 15
Janeiro 1742 3194 3596 9909 891 2644 4025 787 826 4847 15422 1514 1494
Fevereiro 1679 3239 3682 10522 929 2841 4304 880 924 5234 20893 1447 1753
Março 1519 2990 3399 10054 860 2680 4165 811 846 5053 24284 1170 1592
Abril 1038 2140 2424 7440 636 2016 3171 689 729 3993 24086 793 1112
Maio 762 1553 1766 5204 409 1309 2057 946 1002 2476 15521 482 596
Junho 634 1278 1457 4270 313 1007 1583 1128 1199 1696 7607 361 414
Julho 524 1048 1189 3488 247 797 1258 1093 1153 1399 4430 289 313
Agosto 436 879 1000 2940 192 628 996 895 943 1197 3118 235 247
Setembro 454 885 1001 2834 164 543 861 1053 1108 1059 2429 220 238
Outubro 540 1045 1192 3357 209 694 1091 1281 1350 1183 2726 293 351
Novembro 744 1375 1566 4446 362 1129 1721 1021 1079 1918 4499 581 610
Dezembro 1251 2267 2552 7083 661 1922 2939 836 880 3454 8779 1098 1118
V.3 – OTIMIZAÇÃO DA OPERAÇÃO ENERGÉTICA
A aplicação da Programação Dinâmica Estocástica Dual, para o sistema
hidrotérmico da Figura 5.1, seguiu o algoritmo apresentado no Capítulo III. Para a
execução do processo forward foram utilizadas 200 seqüências de vazões afluentes aos
diversos reservatórios da configuração. As recursões inversas varreram todas as 200
seqüências utilizadas no forward, determinando-se o custo futuro esperado e respectivos
valores marginais em cada estado por meio de 25 possibilidades de afluências
equiprováveis, geradas aleatoriamente do histórico referentes ao mês em questão, as
quais podem estar ou não no conjunto de afluências geradas no processo forward.
O número de simulações forward e backward efetuadas foi determinado pelo
critério de que o limite inferior do problema deve se encontrar dentro do intervalo de 95%
de confiança, que mede a incerteza em torno do limite superior. Para a configuração
hidrotérmica apresentada, chegou-se à convergência em 8 iterações, conforme mostra a
Figura 5.6.
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Figura 5.6 – Processo de Convergência da PDED.
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O valor encontrado do limite superior, para os 9 anos do período de estudo, foi de
US$ 27,28 milhões e o valor do limite inferior foi de US$ 23,17 milhões. O desvio padrão
calculado para o limite superior do problema foi de US$ 4,33 milhões, ficando o intervalo
de 95% de confiança da seguinte maneira:
]4,670.763.35 ; 2,123.797.18[             
]84.328.200,96.1,827.280.396;84.328.200,96.1,827.280.396[%95
=
*+*-=IC
(V.2)
Para o horizonte de 5 anos, período este que nos interessa, o custo esperado de
operação foi de aproximadamente US$ 9,9 milhões. Esse custo refere-se, praticamente,
aos gastos com geração termelétrica, pois, conforme será visto mais adiante, neste
período, a freqüência de déficit é muito baixa.
De acordo com a Equação (V.2) nota-se que o limite inferior pertence ao intervalo
de 95% de confiança construído para o limite superior do problema. A Tabela 5.6
apresenta o processo de convergência, com os custos em milhões de dólares.
O gap apresentado na Tabela 5.6 é calculado da seguinte maneira:
|
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|
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lowerzupperz
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-
= (V.3)
O limite superior do problema foi calculado, em cada iteração, pela média dos
valores dos limites superiores de cada uma das seqüências amostradas. Assim tem-se:
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O valor do limite inferior foi encontrado pelo valor médio dos custos totais
esperados do primeiro período, da seguinte maneira:
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O valor do desvio padrão, associado ao limite superior, para as 200 seqüências
de afluências utilizadas no processo forward é feito de acordo com:
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onde:
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Cada problema de programação linear resolvido em cada estado visitado do
processo iterativo da PDED, excluindo as restrições de não-negatividade, contém 15
restrições relacionadas com a equação de conservação de massa dos reservatórios, uma
restrição de balanço de carga necessária ao atendimento à demanda, dado que a carga
do sistema foi considerada em uma única área, 30 restrições relacionadas com o limite
operativo dos volumes das hidrelétricas e 13 restrições de limite de vazão turbinada. Não
foi incluída na implementação deste trabalho, a restrição relacionada com o limite de
defluência em cada reservatório, representada pela Equação (II.21) e tampouco foi
considerado o volume máximo correspondente a crista do vertedor. As usinas
termelétricas possuem um total de 6 restrições, as quais são responsáveis pela geração
máxima individual de cada usina.
Tabela 5.6 – Processo de Convergência do Sistema Exemplo.
ITERAÇÃO Z_LOWER Z_UPPER GAP (%) DESVIO PADRÃO IC(95%)
1 0,00 29.948,19 100,00 644,87 [28.684,2;31.212,1]
2 0,36 3.878,22 99,99 133,80 [3.615,9;4.140,5]
3 2,71 1.756,55 99,85 85,34 [1.589,3;1.923,8]
4 9,43 678,68 98,61 45,58 [589,3;768,0]
5 10,60 325,84 96,75 27,44 [272,1;379,6]
6 16,85 90,06 81,29 13,57 [63,5;116,7]
7 18,75 47,97 60,92 7,68 [32,9;63,0]
8 23,17 27,28 15,06 4,33 [18,8;35,8]
No tocante às variáveis dos problemas, inicialmente têm-se três variáveis por
usinas hidrelétrica, uma variável para cada usina termelétrica, uma variável
representando o déficit e uma variável representando o valor do custo futuro esperado.
Assim, originalmente, cada problema de otimização calculado em cada estágio t  e
seqüência s contém um total 65 restrições e 53 variáveis.
Conforme descrito no capítulo anterior, durante o processo backward, cada corte
gerado por um determinado estado no estágio t , é transferido para o estágio 1-t  sem a
preocupação de haver cortes repetidos e/ou nulos. Com isso, na oitava iteração, e
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encontrando o problema no processo forward, cada problema de programação linear
encontrava-se com 1.400 restrições ou “Cortes de Benders”, além das 67 restrições
operativas do problema. Como cada corte não acrescenta um nova variável ao problema,
o número de 63 variáveis permanece o mesmo durante todo o processo iterativo.
A partir destes dados pode-se ter uma idéia da dimensão do problema de
planejamento da operação energética, quando este é resolvido pela PDED. Durante o
processo forward foi calculado um total de 600.21200108 =*  problemas de
programação linear. No processo backward este número foi de 000.54025200108 =** ,
totalizando assim 600.561  problemas de programação linear resolvidos a cada iteração.
Considerando que o problema levou 8 iterações para atingir a convergência, ou seja 8
simulações forward e 7 simulações backward, foi necessário calcular 800.952.3
problemas de otimização para encontrar a solução ótima do problema através da PDED.
Comparativamente, pode-se analisar a quantidade de processamento necessária
para resolver esse problema a partir da PDE. Considerando as mesmas premissas, ou
seja, discretizando os níveis dos reservatórios em 200 partes e as afluências em 25,
teríamos 5715 10296,3)25200(108 *=**  estados a serem calculados por enumeração,
confirmando a “maldição da dimensionalidade” causada pelo uso de um algoritmo
baseado na PDE.
Para permitir o uso da PDE, este problema deve ser representado através da
agregação dos reservatórios através do conceito de reservatório equivalente de energia.
Assim, para o caso de se agregar os 15 reservatórios em 2 subsistemas equivalentes,
existiriam 000.000.700.2)25200(108 2 =** estados para análise ou, alternativamente,
agrupando-se em apenas um reservatório equivalente, este número ficaria igual a
000.540)25*200(108 =* . Este último, apesar de apresentar um menor número de
estados “visitados” em relação à PDED, possui a desvantagem da agregação dos
diversos reservatórios, o que conforme foi visto no Capítulo III, é uma simplificação
indesejada do sistema hidrelétrico, uma vez que essa não permite representar as
restrições operativas individuais das usinas, nem o acoplamento hidráulico existente
entre as mesmas. Esses fatores, portanto, levam a uma utilização ineficiente por parte do
parque gerador hidráulico.
Conforme descrito anteriormente, o custo esperado de operação referiu-se
basicamente aos gastos com as usinas termelétricas. A Figura 5.7 ilustra o custo de
operação médio mensal, ao longo dos 5 anos de planejamento, para a otimização por
PDED.
Capítulo V – Aplicação da PDED a Sistemas de Grande Porte 93
0
200000
400000
600000
800000
1000000
1200000
1 7 13 19 25 31 37 43 49 55
Horizonte (5 anos - mensal)
C
u
st
o
 d
e 
O
p
er
aç
ão
 [U
S
$]
Figura 5.7 – Custos Mensais Médios de Operação – Otimização por PDED.
Na figura 5.7 pode-se notar que há uma “tendência” de o modelo despachar a
geração térmica nos meses próximos ao final do ano, quando a maioria das usinas da
configuração encontram-se com baixos níveis de armazenamento em seus reservatórios,
determinando assim a necessidade de despacho das termelétricas.
A Figura 5.8, mostrada a seguir, procura evidenciar esta tendência com os custos
médios mensais de operação. Nessa figura, estão colocados os despachos médios
mensais para o qüinqüênio, de todas as seqüências analisadas, referentes às usinas
termelétricas e valores de déficit encontrados.
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Figura 5.8 – Despachos Médios Mensais das Usinas Termelétricas e o Déficit.
Pode-se notar na Figura 5.8, que os despachos das termelétricas são
responsáveis pela tendência apresentada pelos custos de operação médios mensais
mostrados na Figura 5.7. Nota-se que a termelétrica Angra I é a usina mais despachada,
uma vez que essa é a usina com menor custo unitário. Dessa maneira, o restante das
usinas termelétricas são despachadas em ordem crescente de seus custos unitários,
sendo a proporção desses despachos limitada pela capacidade máxima de geração
individual de cada usina termelétrica. Pode-se notar que houve um custo médio de
operação elevado em dezembro de 2.000, de aproximadamente US$1,12 milhões, devido
à ocorrência de déficit nesse estágio. Apesar desse déficit ter apresentado um valor alto,
em torno de 350 MW , o mesmo ocorreu apenas em uma seqüência do total de
seqüências simuladas, garantindo assim uma probabilidade percentual de ocorrência de
0,5%.
A freqüência relativa de déficit encontrada na otimização por PDED pode ser vista
na Tabela 5.7. Esta freqüência é definida como a razão entre o número total de
seqüências em que ocorreu corte de carga em um determinado ano e o total de
seqüências amostradas no cálculo da política energética operativa.
Tabela 5.7 – Risco de Déficit.
ANO 1.999 2.000 2.001 2.002 2.003
Déficit (%) 0,5 0,5 0,0 0,0 0,0
Para o qüinqüênio de estudo que tem início em janeiro de 1999, conforme descrito
anteriormente, houve a ocorrência de déficit em apenas duas seqüências, relativas ao
meses de Dezembro de 1.999 e 2.000, com valores de 96 MW e 352 MW
respectivamente. Esses déficits representam 0,47% e 1,72% respectivamente, da
demanda energética total simulada. Nos demais anos do qüinqüênio, conforme mostra a
Tabela 5.7, a freqüência relativa foi nula.
Vale ainda ressaltar que, para os 5 anos, 141 das 200 seqüências que compõe o
estudo tiveram custo de operação totais iguais a zero. As demais seqüências
apresentaram em média um valor de operação para o qüinqüênio de aproximadamente
34 milhões de dólares, sendo o valor máximo encontrado do custo foi de 260 milhões de
dólares, referente à seqüência em que foi encontrado o maior déficit para os 5 anos de
estudo.
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Outro resultado associado diretamente à otimização energética nesse horizonte é
o Custo Marginal de Operação (CMO), o qual representa o custo que o sistema incorrerá
para atender um incremento unitário de carga, utilizando os recursos disponíveis no
sistema. Em tese, esse custo pode variar entre zero até o custo de déficit, caso o sistema
se encontre em situação de vertimento ou déficit de atendimento, respectivamente. A
Figura 5.9 mostra os valores do CMO obtidos para os 5 primeiros anos na otimização por
PDED.
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Figura 5.9 – Custos Marginais Médios de Operação Para o Qüinqüênio.
Os valores apresentados na Figura 5.9 foram calculados a partir da média dos
custos marginais das 200 seqüências simuladas na otimização por PDED. Pode notar
que os valores do CMO refletem os custos de operação mostrados na Figura 5.7. Os
maiores valores médios verificados foram encontrados nos meses de dezembro de 1999
e 2000, justificados pela incidência de déficits nesses períodos.
O CMO médio para o primeiro ano encontrado foi de 1,87 US$/MWh, calculado
como a média mensal dos valores dos CMO apresentados na Figura 5.9. Esse valor
baixo é causado pelos níveis de geração termelétrica no primeiro ano os quais, conforme
a Figura 5.8, são refletidos basicamente no despacho esparso, ao longo desse período,
da usina termelétrica de Angra I. Os demais anos do qüinqüênio seguem a mesma
tendência apresentada pelo primeiro ano. Ressalte-se ainda que ao longo de todo o
horizonte de estudo, a termelétrica de Camaçari foi despachada somente nos meses
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onde houve os maiores valores médios de CMO, uma vez que essa termelétrica possui o
maior custo unitário de operação dentre todas as usinas.
Quando o problema de planejamento da operação energética é resolvido pela
PDED é possível determinar as características individuais operativas das usinas
hidrelétricas ao longo de todo o horizonte de estudo. Assim a otimização por PDED tem
como resultados, além dos demais já apresentados até aqui, uma evolução ótima dos
volumes dos reservatórios, os volumes turbinados pelas usinas e volumes vertidos, os
quais caracterizam a operação das usinas. Esses parâmetros não podem ser calculados
diretamente pela PDE, uma vez que esta necessita da agregação dos diversos
reservatórios do sistema hidrotérmico.
A seguir estão apresentadas as trajetórias ótimas do volumes dos reservatórios
ao longo do período de planejamento. Os volumes descritos, correspondem aos valores
médios mensais para as 200 seqüências amostradas no processo forward .
Nas Figuras 5.10 a 5.15, apresentadas a seguir, estão descritas as trajetórias
ótimas dos diversos reservatórios que compõem a configuração hidrotérmica teste.
Verificou-se em todas as hidrelétricas, que os respectivos níveis de armazenamento
foram determinados, de forma predominante, pelo comportamento das afluências aos
reservatórios, havendo uma forte correlação entre os níveis de armazenamento e as
afluências. Este fato está relacionado com a adoção do modelo linear de produção de
energia das usinas hidrelétricas, uma vez que adotou-se a produtibilidade constante ou
seja, a função de produção dessas usinas independente da altura dos respectivos
reservatórios.
Segundo Soares [29-31], o comportamento das trajetórias de cada reservatório
depende de sua posição relativa na cascata. Assim, usinas a jusante em uma cascata
tendem a operar como usinas a fio d’água, uma vez que estas normalmente possuem
níveis elevados de afluências decorrentes de sua posição na cascata. De outra forma,
reservatórios a montante assumem a tarefa de regularização plurianual de energia para o
sistema. Contudo, observe-se que a consideração do modelo individualizado determina
uma operação dos reservatórios diferente daquela que seria obtida pela operação em
paralelo dos reservatórios, o que resulta em uma política operativa mais realista para os
reservatórios. É importante salientar que a operação em paralelo é a premissa
fundamental utilizada no modelo de agregação de reservatórios, atualmente empregado
no sistema elétrico brasileiro para estudos de longo prazo. Vale ressaltar que, neste
horizonte, o objetivo principal consiste em definir os intercâmbios e montantes de geração
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para o sistema, justificando o uso do reservatório equivalente como aproximação do
parque gerador.
A Figura 5.10 ilustra a trajetória ótima para as usinas de Furnas, Marimbondo,
Emborcação e Itumbiara. Todas as usinas apresentadas na Figura 5.10 conseguiram
manter níveis altos de armazenamento no final da estação chuvosa, excluída a usina de
Emborcação que está localizada no início da cascata. Desta maneira essa usina atinge o
seu volume útil máximo apenas no último ano do estudo. Apesar de a usina de Furnas
estar também no início de uma cascata, a mesma conseguiu manter seu reservatório
cheio na estação chuvosa devido ao fato de que seu reservatório está localizado em um
rio com afluências maiores do que as apresentadas na usina de Emborcação. A média
histórica de afluências registrada em Furnas é em torno de 950 m3/s enquanto a de
Emborcação é de 485 m3/s. Isso pode ser verificado na amostra de afluências
apresentada na Figura 5.2.
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Figura 5.10 – Evolução do Volume dos Reservatórios.
As usinas de Itumbiara e Marimbondo apresentaram maior variação média ao
longo dos anos. Ao final da estação seca, os níveis de armazenamento oscilam entre 15
e 30% dos volumes úteis. Na estação chuvosa retornam aos respectivos níveis máximos,
decorrente dessas usinas possuírem afluências médias superiores às usinas de Furnas e
Emborcação.
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Figura 5.11 – Evolução do Volume dos Reservatórios.
Na Figura 5.11 está apresentada a evolução dos volumes das usinas de Água
Vermelha, São Simão e Ilha Solteira Equivalente. Essas usinas apresentam altos índices
de vazões afluentes. Isso decorre principalmente do fato que as mesmas são as últimas
usinas da cascata. Assim como as usinas apresentadas anteriormente, seus níveis de
armazenamento foram determinados pelo regime de vazões afluentes. A usina de Ilha
Solteira Equivalente apresentou uma variação percentual muito grande no seu volume
útil, chegando a níveis abaixo de 10%, nos períodos secos, e próximo a 99% nos
períodos chuvosos. Isso é conseqüência, além da operação linear, de Ilha Solteira
Equivalente possuir um volume útil de 8.965 hm3 e médias de afluências
proporcionalmente altas, variando em média de 4.000 a 10.000 m3/s durante o ano. Ainda
aliado à esses valores, Ilha Solteira Equivalente detém uma grande capacidade de
turbinamento de 11.600 m3/s. Outro fato a ser notado é que as usinas apresentadas na
Figura 5.11 conseguem manter seus níveis de armazenamento mais elevados por
períodos mais longos quando comparados às usinas da Figura 5.10, conseqüência de
suas posições a jusante na cascata. A seguir, nas Figuras 5.12 a 5.15, encontram-se as
trajetórias ótimas para o período de planejamento das demais usinas do sistema
hidrotérmico.
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Figura 5.12 – Evolução do Volume dos Reservatórios.
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Figura 5.13 – Evolução do Volume dos Reservatórios
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Figura 5.14 – Evolução do Volume dos Reservatórios.
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Figura 5.15 – Evolução do Volume dos Reservatórios.
Algumas considerações devem ser feitas com relação às trajetórias ótimas
apresentadas.
Na Figura 5.12 está apresentada a evolução dos níveis dos reservatórios de Salto
Santiago e Salto Osório. Essa última opera como usina a fio d’água, não apresentando
portanto capacidade de armazenamento.
Na Figuras 5.13 e 5.14 as usinas de Três Marias Fictício e Serra da Mesa Fictício
operam apenas como reservatório a montante das usinas de Sobradinho e Tucuruí,
respectivamente.
A usina de Tucuruí sempre atingiu volume máximo operativo na estação chuvosa,
uma vez que esta apresenta índices gigantescos de vazões afluentes, com média de
aproximadamente 11.000 m3/s, e tendo o valor de 55.300 m3/s como máximo utilizado
nas 200 séries simuladas.
Finalmente, na Figura 5.15, estão apresentadas as usinas de Três Marias e Serra
da Mesa.
Dentre todas as usinas hidrelétricas, Serra de Mesa é a que apresentou menor
variação percentual de volume, mesmo considerando o fato que essa usina opera de
forma isolada. Tal fato deve-se que Serra da Mesa possui uma grande capacidade de
armazenamento de 43.250 hm3, a maior da configuração hidrotérmica testada. Isso, em
conjunção ao fato que essa usina possui afluências médias mensais em torno de 800
m3/s, e ainda, restrições de turbinamento máximo na ordem de 1.200 m3/s explicam a
pouca oscilação do nível de seu reservatório, ao longo do qüinqüênio, quando comparado
com as demais usinas hidrelétricas.
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Outra característica operativa importante das usinas hidrelétricas é a vazão
turbinada, a qual fornece a quantidade de energia gerada a cada período pelas mesmas.
Esses despachos são mostrados a seguir, e foram obtidos através dos valores médios
das 200 seqüências simuladas. A disposição de figuras segue a mesma cadeia usada na
apresentação dos volumes dos reservatórios.
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Figura 5.16 – Energia Produzida Pelas Hidrelétricas.
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Figura 5.17 – Energia Produzida Pelas Hidrelétricas.
As Figuras 5.16 e 5.17 representam a energia produzida pelas usinas que
compõem a maior cascata da configuração hidrotérmica testada.
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Na Figura 5.16 estão referenciadas as usinas mais a montante nessa cascata.
Nota-se nessa figura que as usinas de Furnas e Emborcação apresentaram despachos
variados ao longo do horizonte de estudo, atribuindo-se isso a sua posição no topo da
cascata. Já as usinas de Itumbiara e Marimbondo conseguem manter um despacho mais
uniforme uma vez que possuem vazões regularizadas maiores que as duas usinas a
montante. Marimbondo consegue manter um nível mais uniforme de energia gerada em
relação à usina de Itumbiara, uma vez que além de apresentar médias mensais de
vazões superiores, apresenta volume útil 40% menor e capacidade de turbinamento
equivalente.
Com relação a Figura 5.17, é mostrado que as usinas a jusante na cascata
mantém um perfil de geração constante ao longo de todo o período de estudo, e de
acordo com a Tabela 5.1, e próximo aos limites máximos de geração. Essas usinas
apresentam uma razão baixa entre o nível médio de afluências e o seu volume útil,
possibilitando assim que essas usinas turbinem grande quantidade de água. A energia
média mensal produzida pelas demais usinas da configuração estão apresentadas a
seguir.
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Figura 5.18 – Energia Produzida Pelas Hidrelétricas.
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Figura 5.19 – Energia Produzida Pelas Hidrelétricas.
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Figura 5.20 – Energia Produzida Pelas Hidrelétricas.
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Figura 5.21 – Energia Produzida Pelas Hidrelétricas.
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As figuras mostradas anteriormente evidenciam o comportamento das
características operativas (níveis de armazenamento e energia produzida) na definição
de políticas de operação em sistemas hidrotérmicos.
De acordo com o apresentado, fatores como diversidade hidrológica, posição na
cascata, são determinantes para um aproveitamento mais realista do sistema hidráulico.
Conforme foi relatado anteriormente, a modelagem linear aplicada ao sistema, deixa o
modelo de produção impreciso, uma vez que se adota uma produtibilidade constante.
Alternativamente, mesmo com a modelagem linear poder-se modelar as funções de
produtividade através de superfícies linearizadas, o que garante políticas de geração bem
próximas da realidade.
Finalizando, é apresentado na Figura 5.22 o total de geração hidrelétrica
encontrado para o período de planejamento. Nesta figura pode ser visto que apenas nos
primeiro meses do ano de 1999 o sistema hidráulico conseguiu atender a demanda sem
o auxílio de geração térmica e consequentemente com custos de operação nulos.
A Figura 5.22 é complementar à Figura 5.8 no tocante ao atendimento da
demanda de 20.400 MW em cada mês, considerada constante em todo o período de
estudo.
20310
20320
20330
20340
20350
20360
20370
20380
20390
20400
1 7 13 19 25 31 37 43 49 55
Horizonte (5 anos - mensal)
G
er
aç
ão
 H
id
rá
u
lic
a 
[M
W
_M
éd
io
]
Figura 5.22 – Energia Total Gerada Pelas Hidrelétricas – Média Mensal.
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V.4 – OTIMIZAÇÃO DA OPERAÇÃO ENERGÉTICA DETERMINÍSTICA
O problema de planejamento da operação energética de longo prazo possui
característica estocástica. A determinação de estratégias, perante as variáveis aleatórias
envolvidas, é o modo pela qual a PDED encontra a solução do problema.
A otimização determinística, por sua vez, admite as afluências como conhecidas
aos reservatórios, e então, determina a decisão térmica que minimiza os custos de
operação para essas afluências.
Não se pretende aqui analisar o comportamento da otimização determinística no
problema de longo prazo, e sim apenas mostrar a diferença existente entre estratégias de
operações, no tocante ao tratamento das afluências.
Para o cálculo da operação determinística, as 200 seqüências de afluências
utilizadas na otimização por PDED são assumidas como conhecidas e, então, otimizadas
individualmente. O método utilizado para a resolução dos problemas foi a Programação
Dinâmica Dual Determinística (PDDD).
Ressalte-se que esta metodologia não é a mais eficiente para a solução do
problema em sua forma determinística, o qual pode ser resolvido facilmente por um
algoritmo primal-dual simplex, por exemplo. Exemplos de algoritmos que utilizam a
otimização determinística no problema da coordenação hidrotérmica são encontrados em
[32-35].
A razão de usar a PDDD foi no sentido de aproveitar o código já desenvolvido
pela PDED.
Das 200 seqüências otimizadas, 185 tiveram custos operativos iguais a zero. A
seqüência mais onerosa apresentou um custo de US$ 28,74 milhões para os 5 anos do
horizonte de estudo.
A Figura 5.23 mostra os custos de operação decorrentes de geração térmica para
a pior seqüência simulada ao longo do qüinqüênio. A geração térmica, na otimização
determinística, é a menor possível para que o sistema não sofra déficit de energia.
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Figura 5.23 – Custos Mensais de Operação – Otimização Determinística.
Para as 200 séries otimizadas individualmente, foi encontrado para as mesmas
um custo médio de operação, para os 5 anos de planejamento, de US$ 1,81 milhões.
Esse valor é 18,18% do total calculado na otimização por PDED, que foi de US$ 9,9
milhões.
Além das 200 séries simuladas individualmente, por PDDD, foram também
calculados os custos de operação decorrentes de um série mediana das mesmas 200
analisadas para o caso da PDED.
Neste caso, o custo total de operação encontrado foi nulo. O baixo valor de
operação encontrado deve-se ao fato do sistema estar com folga de geração hidrelétrica,
uma vez que mesmo na otimização por PDED foram calculadas 141 séries com custos
totais iguais a zero.
V.5 – EFEITO DA VARIAÇÃO AMOSTRAL NA OTIMIZAÇÃO POR PDED
O cálculo do custo médio de operação esperado feito pela PDED é estimado a
partir de um determinada amostra de seqüências sorteadas aleatoriamente. Portanto, por
ser um processo de estimativa, existe uma incerteza relacionada com a variação
amostral, relacionada com o número total de amostras sorteadas.
A fim de analisar o efeito da significância estatística sobre a estimativa do custo
de operação, no tocante ao tamanho das amostras de seqüências (número de
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seqüências de uma amostra), foram feitas simulações com amostras de 60, 100 e 200
seqüências de afluências.
Os processos de convergência apresentados pelas simulações de 60 e 100
seqüências, estão nas Tabelas 5.8 e 5.9 a seguir. Já o processo de convergência para
uma amostrada de 200 seqüências foi apresentado na Tabela 5.6. Todos os custos
referentes a essas tabelas estão em milhões de dólares.
Pode-se notar na Tabela 5.8 que o processo de convergência para a amostra com
60 seqüências levou 5 iterações a mais quando comparado com a amostra de 200
seqüências descrita na Tabela 5.6. Esse comportamento deve-se ao menor número de
cortes transferido a cada estágio, em cada iteração, causado pelo menor número de
seqüências simuladas, o que torna processo de convergência do algoritmo mais lento.
Outra questão refere-se ao intervalo de confiança obtido pela simulação das 60
seqüências. Pode-se notar na última iteração, quando o algoritmo atende o critério de
convergência, os limites que compõem o intervalo de confiança são mais afastados entre
si, quando comparados com o valor aproximado do custo esperado (limite inferior). Isso
garante que a amostra não é suficientemente grande para estimar o custo de operação
com uma precisão aceitável.
Tabela 5.8 – Processo de Convergência – Amostra com 60 Seqüências.
ITERAÇÃO Z_LOWER Z_UPPER GAP (%) DESVIO PADRÃO IC(95%)
1 0,00 29.698,83 100,00 938,54 [27.859,3;31.538,4]
2 0,05 7.941,72 99,99 328,90 [7.297,1;8.586,4]
3 0,11 3.847,31 99,99 210,90 [3.451,6;4.243,0]
4 0,16 2.112,54 99,99 159,89 [1.779,2;2.426,0]
5 1,15 1.383,66 99,92 135,02 [1.119,0;1.648,3]
6 1,47 683,98 99,79 74,71 [537,6;830,4]
7 2,02 518,05 99,61 53,34 [413,5;622,6]
8 2,17 205,33 98,94 26,09 [154,2;256,5]
9 2,19 154,52 98,58 26,58 [102,4;206,6]
10 2,38 129,86 98,17 25,29 [80,3;179,4]
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11 2,92 32,54 91,02 8,88 [15,1;49,9]
12 2,96 20,95 85,87 7,96 [5,3;36,6]
13 3,05 11,42 73,29 5,20 [1,2;21,6]
A Tabela 5.9, cujos dados estão relacionados com a simulação para 100
seqüências, apresentou basicamente as mesmas características mostradas na Tabela
5.8, referente a simulação de 60 seqüências. O processo de convergência é mais lento
quando comparado com a simulação das 200 seqüências apresentada na Tabela 5.6.
É importante ressaltar que os resultados apresentados referem-se apenas a uma
mesma semente para a geração das seqüências. Assim, para outras sementes são
esperados diferentes resultados. Contudo, é nosso objetivo que a dispersão destes
resultados seja a menor possível. A fim de verificar o efeito da escolha da semente sobre
a estimativa do custo de operação foram feitos alguns testes variando-se a semente
utilizada para as de seqüências da amostra, calculando-se o custo de operação do
problema. Verificou-se que as amostras com 60 e 100 seqüências apresentaram
variações de até 500% nos custos de operação finais, não acontecendo com a amostra
de 200 seqüências, cuja variação foi de no máximo de 10%, o que justifica o uso desse
número de amostras no presente trabalho para o cálculo da otimização por PDED.
Tabela 5.9 – Processo de Convergência – Amostra com 100 Seqüências.
ITERAÇÃO Z_LOWER Z_UPPER GAP (%) DESVIO PADRÃO IC(95%)
1 0,00 28.5888,00 100,00 844,20 [26.933,4;30.242,6]
2 0,13 6.023,42 99,99 227,71 [5.577,1;6.469,7]
3 0,90 2.228,23 99,96 127,36 [1.978,6;2.477,9]
4 1,99 1.350,40 99,85 83,61 [1.186,5;1.514,3]
5 2,42 795,26 99,70 65,70 [666,5;924,0]
6 2,46 328,60 99,25 35,87 [258,3;398,9]
7 2,80 297,16 99,06 27,92 [242,4;351,9]
8 2,92 72,02 95,94 7,77 [56,8;87,26]
9 4,63 40,23 88,50 7,53 [25,8;54,6]
10 4,84 13,95 65,28 2,69 [8,7;19,2]
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11 5,77 13,95 58,59 2,69 [8,7;19,2]
12 5,98 6,13 2,43 1,81 [2,6;9,7]
V.6 – CONCLUSÕES
Neste capítulo foi apresentada a aplicação da PDED a uma configuração
hidrotérmica do sistema brasileiro, representando-se as usinas em sua forma
individualizada. Através de sua aplicação a esse sistema, pode-se verificar algumas
vantagens na resolução do problema da operação energética, tais como a determinação
de metas de geração em cada estágio para todas as usina do sistema. Assim abstrai-se
da necessidade de desagregação requerida por métodos baseados no conceito de
reservatório equivalente de energia.
Através dos resultados obtidos, foi demostrada a viabilidade conceitual e
computacional do modelo proposto para a sua aplicação em sistemas de grande porte.
A representação individualizada, embora apoiada em um modelo linear de
produção, não conduziu a uma operação em paralelo dos reservatórios, propiciando
assim uma operação mais realista.
Outro resultado da representação individualizada das hidrelétricas, a qual
considera o acoplamento hidráulico existente entre as mesmas, é o fato do modelo
manter níveis de armazenamento mais elevados em usinas à jusante, propiciando um
uso mais eficiente dos recursos hidráulicos do sistema.
Apesar da melhor utilização dos recursos, conforme descrito na conclusão
anterior, a consideração de produtibilidade constante causa ainda, um certo grau de
ineficiência o que sugere uma correção das produtibilidades das usinas em função da
altura de queda.
No algoritmo apresentado, as afluências de cada período são sorteadas
diretamente do histórico de vazões, independentemente das afluências do mês anterior,
ou meses anterior(es). Tal consideração faz com que todos as afluências tenham
idênticas probabilidades de ocorrência, o que não é realista. Contudo, ainda assim o
algoritmo proposto convergiu para um custo de operação com precisão aceitável.
Todos estes fatores apresentados justificam a implementação da algoritmo
proposto. Ressalte-se ainda, que não foi possível realizar uma comparação objetiva com
um modelo a reservatórios equivalentes, ficando esta tarefa para trabalhos futuros.
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O desempenho computacional apresentado pela configuração hidrotérmica
testada é apresentado a seguir no próximo capítulo, juntamente com algumas
considerações de implementação e de desempenho verificadas pelo algoritmo proposto
em ambiente paralelo.
CAPÍTULO VI
PERFORMANCE COMPUTACIONAL DO MODELO PROPOSTO
VI.1 – INTRODUÇÃO
O problema de planejamento da operação energética de longo prazo possui
características não-lineares, estocásticas e de grande porte. Conforme relatado nos
capítulos até então apresentados, a PDED é uma metodologia que consegue levar em
consideração todas essas características inerentes ao problema.
Entretanto, mesmo sem a “maldição da dimensionalidade” causada pela PDE, o
esforço exigido pela PDED ainda é marcante, devido à amostra significativa de cenários
de afluências e períodos de planejamento a serem analisados.
O uso de técnicas de processamento de alto desempenho torna-se então uma
alternativa viável para a solução do problema, a partir da exploração do inerente
paralelismo existente.
VI.2 – PROCESSAMENTO PARALELO – USANDO 4 PROCESSADORES
As características da PDED já foram descritas anteriormente e então, a partir
deste instante é enfocado apenas o desempenho computacional observados nos testes
realizados, no tocante a configuração hidrotérmica apresentada no Capítulo V.
Os resultados finais para a política de operação foram encontrados com base na
simulação de 200 seqüências de afluências. Esse valor de seqüências foi estabelecido
com base no efeito da variação amostral, justificado no item V.5.
Além das 200 seqüências, a otimização por PDED foi executada para um conjunto
de 60 e 100 seqüências, referentes ao processo forward, mantendo-se o número de 25
realizações para o processo backward. Com essas três configurações de afluências, o
programa foi executado em ambiente paralelo, utilizando um cluster composto por 4
estações IBM Risc/6000, com processadores PowerPC 64e, de 200MHz e com 64Mbytes
de memória RAM. A biblioteca de troca de mensagens para o processamento paralelo foi
a MPI (Message Passing Interface), e a linguagem de programação utilizada na
Capítulo VI – Performance Computacional do Modelo Proposto 112
codificação do algoritmo foi o FORTRAN 77. O software de otimização necessário para a
resolução dos problemas de otimização foi a OSLp (Optimization Subroutine Library).
Os tempos obtidos para a convergência dos casos com 60, 100 e 200 seqüências,
mostradas no capítulo anterior, usando quatro processadores estão apresentados na
Figura 6.1, a seguir.
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Figura 6.1 – Tempo de Execução da Otimização por PDED – 4 Processadores.
Pode-se notar na Figura 6.1 que os tempos de processamento são elevados,
considerando-se que o problema foi executado em 4 processadores. Algumas
considerações no entanto, devem ser feitas para a justificativa desses tempos.
Conforme descrito anteriormente, na implementação do algoritmo não houve a
preocupação de se eliminar os “Cortes de Benders” repetidos e/ou nulos em cada
iteração que foi realizada. Segundo Kligerman [36], a implementação da PDED para os
modelos agregados da região Sul e Sudeste do sistema elétrico brasileiro, na última
iteração do algoritmo, o número de “Cortes de Benders” (não nulos e/ou não repetidos)
variaram entre 11,75% a 59,63% do número máximo de cortes possíveis, significando
portanto que a não eliminação dos mesmos é um fator decisivo nos elevados tempos
apresentados na Figura 6.1.
Mesmo sem o processo de eliminação dos cortes, alguns números evidenciam a
importância do uso de técnicas de processamento paralelo. Para o caso das 200
seqüências analisadas, de acordo com o capítulo anterior, foram calculados até a
convergência final do algoritmo, 3.952.800 PL’s, o que corresponde a uma média de
31,37 problemas de programação linear (PL) resolvidos por segundo.
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Com relação ao problema com 60 seqüências, conforme mostra a Tabela 5.4, o
algoritmo necessitou 13 iterações para a convergência. Com isto, foram resolvidos um
total 2.010.240 PL’s, caracterizando uma média de 71,04 PL’s resolvidos por segundo.
Note-se que a maior eficiência deste processo, quando comparado com uma amostra de
200 seqüências, deve-se ao menor número de estados calculados até a convergência
final do algoritmo.
Comparativamente, para a amostra com 60 seqüências, os PL’s resolvidos no
último processo forward, ou seja, na iteração número 13, apresentam, além das 53
restrições e 65 variáveis originais do problema, 720 “Cortes de Benders” para cada
estado. Este número calculado para a mesma situação de convergência na amostra de
200 seqüências sobe para 1.400. Aliado a isto, no cenário de 60 seqüências são
calculados 1.940.560 PL’s a menos que o caso com 200 seqüências.
Na Tabela 6.1 podem ser vistos, de forma resumida, números comparativos entre
as diversas seqüências, referentes ao desempenho computacional apresentado em 4
processadores.
Tabela 6.1 – Desempenho Computacional da Otimização por PDED – 4 processadores.
SEQÜÊNCIAS 60 100 200
Total de PL’s 2.010.240 3.072.100 3.952.800
Número de Cortes na Última Iteração 720 1.100 1.400
Número de estados resolvidos (PL’s) por segundo 71,04 46,56 31,37
Para análise da eficiência computacional do modelo em ambiente paralelo, seria
necessário analisar o desempenho do algoritmo variando-se o número de processadores
para o caso das 200 seqüências, que através dos resultados mostrados no capítulo
anterior, verificou-se como um número suficiente de amostras para a configuração
hidrotérmica teste.
Essa tarefa é de difícil execução, uma vez que os tempos de processamento com
4 processadores são demasiadamente elevados, inviabilizando assim uma análise fiel
para um menor número de processadores.
A fim de contornar essa dificuldade, é proposta na seção seguinte, uma redução
da dimensão do problema de planejamento hidrotérmico, deste modo amenizando a
carga computacional.
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VI.3 – ANÁLISE DA EFICIÊNCIA DO ALGORITMO
Para a verificação da performance do algoritmo proposto em ambiente paralelo,
foram necessárias algumas modificações no tocante à dimensão do problema. Essas
modificações, conforme descrito anteriormente, objetivam diminuir o tempo total de
processamento, a fim de facilitar a nossa análise.
Desta maneira, limitou-se o número total de estados a serem calculados através
da mudança de alguns parâmetros do problema. O processo de otimização foi executado
em um cenário com 100 seqüências de afluências do processo forward e 15 realizações
para o processo backward . O horizonte de planejamento utilizado foi de 24 estágios. O
número total de iterações foi fixado em 4, a fim de se comparar os tempos de execução
apresentados em vários processadores, totalizando assim 117.600 estados a serem
resolvidos.
A Figura 6.2 mostra o tempo total obtido pela otimização por PDED para o caso
executado no modo paralelo usando de 1 a 4 processadores. Todos os tempos,
mostrados a seguir, foram obtidos com a opção de compilação –O3, a qual otimiza o
código de execução do programa.
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Figura 6.2 – Tempo de Execução – 1 a 4 Processadores.
Através desses dados pode-se fazer uma comparação semelhante à apresentada
na Tabela 6.1, evidenciado-se a variação no número de máquinas e mantendo-se fixo o
número total de amostras. A Tabela 6.2 ilustra essa comparação. Em seguida são
apresentados os valores de speedup e eficiência encontrados para o algoritmo.
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Tabela 6.2 – Desempenho Computacional – 1 a 4 processadores.
N° DE PROCESSADORES N° DE PL’S RESOLVIDOS POR SEGUNDO
1 27,43
2 50,19
3 68,70
4 86,27
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Figura 6.3 –Speedup do Algoritmo Paralelo.
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Figura 6.4 - Eficiência do Algoritmo Paralelo.
Os índices de eficiência e speedup encontrados no algoritmo da PDED são
limitados por tarefas seqüenciais e de comunicação, as quais foram descritos no Capítulo
IV.
A Figura 6.5, apresentada a seguir, diz respeito ao desempenho apresentado pelo
processo forward quando processado para uma configuração de 1 a 4 processadores.
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Figura 6.5 – Desempenho do Processo Forward.
O processo forward é caracterizado, conforme descrito no Capítulo IV, por não
apresentar comunicação entre os diversos processadores durante a sua realização.
Assim, de acordo com a Figura 6.6, apresentada a seguir, o algoritmo consegue manter
uma eficiência praticamente constante para o número de processadores executados, o
que garante a alta granularidade deste processo.
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Figura 6.6 - Eficiência do Processo Forward.
Para o processo backward, os tempos totais obtidos para os testes realizados em
configurações variando de 1 a 4 processadores, são mostrados na Figura 6.7.
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Figura 6.7 – Desempenho do Processo Backward.
A eficiência apresentada pela processo backward é mostrada na Figura 6.8.
Nesse processo, ao contrário do forward, existe comunicação entre os diversos
processadores, conforme explicado no Capítulo IV. Assim, é normal que o backward
apresente um decréscimo de eficiência, quando comparado com o forward.
Observe-se ainda que o nível de comunicação envolvido é dependente das
dimensões do problema que está sendo executado, pois o número de bytes existente
durante o envio dos cortes, na transição de estágios, é função do número de seqüências
e do número de usinas hidrelétricas que a configuração hidrotérmica apresenta.
3
2
4
0,0%
20,0%
40,0%
60,0%
80,0%
100,0%
Processadores
E
fi
ci
ên
ci
a 
Figura 6.7 - Eficiência do Processo Backward – Configuração Hidrotérmica.
Assim, em cada recursão inversa realizada no backward, o número de bytes que
cada corte apresenta é dado pela seguinte expressão:
)1(_ +*= UHETipoBytesN (VI.1)
onde:
BytesN _ é o número total de bytes para cada “Corte de Benders”;
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Tipo é a tamanho da variável utilizada para geração dos cortes. Na
implementação apresentada, a variável utilizada é a REAL com
comprimento de 8 bytes;
UHE é o número de usinas hidrelétricas do sistema hidrotérmico.
Note-se que na Equação (IV.1) deve-se somar (01) ao número de usinas, uma
vez que é necessário o envio do componente do lado direito da inequação que
representa os “Cortes de Benders”.
Ressalte-se ainda que, por questão de implementação, os cortes gerados durante
o backward foram enviados em duas etapas distintas, a fim de que todos os
processadores pudessem estar com todos os cortes gerados no estágio anterior.
Na MPI, através do POE, um processador gerencia as tarefas referentes ao
processamento paralelo enquanto os demais processadores são controlados por este
processador. Desta forma, a primeira etapa do envio dos cortes foi feito dos
processadores controlados para o processador gerenciador, e então, uma vez que esse
processador dispõe de todos os cortes referentes ao estágio, envia todos os cortes para
os demais processadores.
Assim pode-se ter uma idéia do número de bytes envolvidos na transição de cada
estágio do backward. Para o exemplo apresentado neste capítulo, simulado com 100
seqüências e 15 usinas hidrelétricas, um total de 12.800 bytes, ou 12,8 Kbytes, dos
processadores gerenciados para o gerenciador, com o mesmo número de bytes em
sentido contrário. Com isso, o total de bytes envolvido em cada comunicação é de 25,6
Kbytes, o que não representa uma comunicação intensa entre os diversos
processadores.
Além do número de bytes comunicados, outra propriedade que interfere na
comunicação de um algoritmo paralelo é o tempo de latência. A latência de comunicação
é definida como o tempo necessário para dois processadores se conectarem e estarem
aptos a trocar mensagens (dados) entre si.
A latência de comunicação de uma máquina paralela é fixa e independe do
tamanho da mensagem. Nos algoritmos paralelos deve-se procurar transferir o máximo
possível de dados em um única operação de comunicação entre os processadores,
procurando-se diluir o tempo da latência de comunicação.
Os tempos decorrentes da transição de estágios foram medidos para verificar o
decréscimo de eficiência do processo backward. Estes tempos oscilaram entre 0,28 a
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4,45 segundos para um determinado estágio medido. Isso indica que a comunicação não
é um fator determinante para as configurações de processadores analisadas, no tocante
ao decréscimo da eficiência do processo backward. Isto se justifica pois, apesar de todos
os processadores estarem executando o mesmo número de problemas de otimização, os
diferentes cenários de afluências, representados pelas realizações, e o comportamento
destes frente aos “Cortes de Benders” podem determinar uma diferença de carga entre
os diversos processadores. Este processo garante que o processador mais carregado,
determine a transição de um estágio para outro, consequentemente, fazendo que os
demais processadores fiquem ociosos até os envios dos cortes, tendo como
conseqüência a perda de eficiência no processo backward.
Deve-se ressaltar que a diferença de carga também é o fator determinante para o
decréscimo de eficiência do forward, porém como nesta etapa resolve-se uma quantidade
muito menor de problemas de programação linear que no backward, o decréscimo da
eficiência é um processo lento, quando comparado ao backward.
Finalizando, os tempos de sorteio/envio das afluências e realizações e o processo
de convergência, as quais representam tarefas seqüenciais, não foram analisados nesse
capítulo uma vez que apresentaram tempos desprezíveis perante ao tempo total
necessário para a execução do caso apresentado. A influência desses parâmetros, pode
ser vista no Capítulo IV, onde foi apresentado um caso exemplo.
VI.4 – CONCLUSÕES
Neste capítulo foi apresentado o desempenho computacional em ambiente
paralelo do algoritmo proposto aplicado a uma configuração hidrotérmica do sistema
brasileiro. Foram apresentados os tempos, executados em 4 processadores, para casos
com 60, 100 e 200 seqüências de afluências e horizonte de 5 anos de planejamento,
referentes aos casos apresentados no Capítulo V.
Os elevados tempos obtidos nessas simulações podem ser explicados através do
grande número de estados analisados no problema, além do algoritmo não proceder a
uma eliminação dos cortes repetidos e/ou nulos.
Para melhor explicitar as características de eficiência e speedup, necessárias
para a análise de desempenho em ambiente paralelo, foi necessário reduzir a dimensão
do problema, no tocante ao número de seqüências de afluências e horizonte de
planejamento.
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O algoritmo apresenta uma granularidade grossa, devido à grande quantidade de
processamento e o baixo nível de comunicação existente. Em função disso, o algoritmo
apresentou um alto de grau de paralelismo, com níveis de eficiência em torno de 80%
para o número de processadores testados.
Uma questão ainda a ser investigada, independente das técnicas de
processamento paralelo, refere-se ao manuseio dos “Cortes de Benders”. Além da
eliminação dos cortes nulos e/ou repetidos gerados em cada estágio do backward,
existem cortes redundantes que através de sua eliminação podem representar ganhos
que diminuirão o tempo de execução da otimização por PDED.
CAPÍTULO VII
CONCLUSÕES
O problema de planejamento da operação energética tem por objetivo a
determinação de estratégias de geração, para cada usina do sistema que, ao longo de
todo o período de planejamento, minimizem os custos de operação esperados.
Quando pretende-se resolver esse problema, em sistemas hidrotérmicos com
predominância de usinas hidrelétricas, conforme é o caso brasileiro, algumas
características tornam a solução uma tarefa um tanto complexa. Tal complexidade
decorre do não conhecimento das afluências que ocorrerão aos reservatórios durante o
período de planejamento, concretizando o problema como de natureza essencialmente
estocástica. As não-linearidades associadas às funções de produção de energia das
usinas do sistema caracterizam o problema como não-linear. Finalmente, a necessidade
de um processo de otimização para um horizonte com muitos estágios de planejamento,
associado ao elevado número de usinas do sistema elétrico brasileiro, tornam o problema
de grande porte. Em adição, o problema exige a necessidade do estudo de diferentes
horizontes de planejamento, com o objetivo de observar os efeitos de longo, médio e
curto-prazo.
Como é impossível englobar todas as características do problema em um modelo
matemático único, com um esforço computacional razoável, é de fundamental
importância que se identifique quais as características têm maior relevância em cada
horizonte. Assim, no Capítulo II, foi apresentado a formulação do problema de
planejamento da operação energética para a cadeia de etapas atualmente utilizada no
sistema elétrico brasileiro.
Como neste trabalho o objetivo é o exame do problema no horizonte de longo
prazo, cuja característica principal é a natureza estocástica das afluências, faz-se
necessária a utilização de uma metodologia que permita abordar convenientemente essa
característica. Neste sentido conclui-se pelo uso de técnicas de Programação Dinâmica
Estocástica (PDE).
A partir disso, no Capítulo III, foram apresentadas as principais metodologias de
resolução para o horizonte de longo prazo utilizadas no sistema elétrico brasileiro. A
primeira delas é baseada no conceito de reservatório equivalente de energia, a qual faz a
agregação dos reservatórios do sistema, reduzindo o problema, permitindo assim o uso
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da PDE para o cálculo dos montantes de geração térmica para um sistema hidrotérmico.
Conforme visto no Capítulo III, a aplicação da PDE torna-se impraticável quando se
incrementa o número de reservatórios agregados, devido à discretização do espaço de
estados. Além disso, pode ser visto que o uso do modelo de agregação, empregado no
sistema brasileiro, implica em simplificações na modelagem do sistema as quais não
exploram plenamente os recursos do parque hidrelétrico, uma vez que o mesmo não
consegue representar as características operativas individuais das usinas e,
consequentemente, de seus respectivos acoplamentos hidráulicos.
A crescente expansão do sistema brasileiro, demandou a necessidade da
representação dos intercâmbios energéticos entre os vários subsistemas, o que foi
viabilizado pelo uso de uma metodologia baseada na PDE, denominada Programação
Dinâmica Estocástica Dual (PDED), ainda sob a hipótese da agregação dos reservatórios
do sistema.
Conforme foi visto também no Capítulo III, a PDED se baseia no fato de que a
função de custo futuro é uma função linear por partes e então, em cada iteração, é
utilizada uma relaxação desta função como aproximação, sem discretizar o espaço de
estados. A principal conseqüência da não discretização, é a possibilidade de
representação individualizada das usinas do sistema.
Assim, no Capítulo IV, foi apresentada a formulação do problema de planejamento
da operação energética, para um sistema de pequeno porte, a qual se utilizou da PDED
como metodologia de solução, representando as usinas em sua forma individualizada.
A viabilidade conceitual do algoritmo proposto foi demonstrado através da
simulação da operação energética do mesmo sistema. O Capítulo IV serviu também para
evidenciar algumas características relativas aos aspectos computacionais do problema,
no tocante ao grau de paralelismo apresentado pelo mesmo. Pode-se verificar que o
algoritmo apresentou uma granularidade grossa, o que garantiu uma elevada eficiência,
da ordem de 80%, para o número de processadores testados.
Para concretizar a viabilidade conceitual e de implementação computacional do
algoritmo proposto, para sistemas de grande porte, foi utilizado, no Capítulo V, uma
configuração hidrotérmica teste com usinas do parque gerador brasileiro.
Através da aplicação do algoritmo proposto à configuração teste, ficou evidente
que é possível determinar, através do PDED, metas de geração, ao longo do período de
planejamento, para todas as usinas do sistema evitando-se desta forma, a desagregação
requerida por métodos baseados no conceito de reservatório equivalente de energia.
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Embora não se tenha feito uma análise comparativa com resultados obtidos a
partir de um modelo baseado no conceito de reservatório equivalente, acredita-se que a
abordagem dada neste trabalho permite um uso mais eficiente do sistema hidrotérmico,
fornecendo menores custos de operação. Além disso, a representação individualizada
das usinas permite também que os modelos de curto prazo recebam informações mais
precisas no tocante às metas de produção hidráulicas.
Outro resultado obtido do modelo de otimização proposto, foi relacionado com o
comportamento dos níveis de armazenamento dos reservatórios ao longo do período de
planejamento. Pode-se verificar que, mesmo considerando produtibilidade constante, os
reservatórios tiveram comportamento de armazenamento que diferem da política de
operação em paralela, a qual é atualmente utilizada pelo modelo agregado brasileiro.
A viabilidade do algoritmo ao processamento paralelo, aplicado a sistemas de
grande porte, ficou evidente no Capítulo VI. Foi mostrado que, devido à granularidade
grossa, o algoritmo apresenta níveis elevados de eficiência, indicando um excelente grau
de paralelismo. Desta forma, pode-se fazer previsões otimistas, para o desempenho
computacional do algoritmo, quando o mesmo for executado para um número maior de
processadores.
Embora o problema tenha um forte grau de paralelismo, o tempo total de
execução do algoritmo proposto foi elevado. O tempo elevado necessário para o cálculo
da política ótima de operação, relevante à configuração hidrotérmica testada, deveu-se
basicamente a dois fatores. O primeiro deles, diz respeito ao grande número de estados
a serem resolvidos pela PDED, uma vez que para a estimativa do custo de operação é
necessário analisar uma amostra suficientemente grande de seqüências de afluências. A
segunda, relacionada com a implementação computacional no tocante ao tratamento dos
“Cortes de Benders”, requisitou um esforço computacional desnecessário, dado que não
houve a preocupação de se eliminar os cortes repetidos e/ou nulos gerados a cada
iteração e para cada estado do problema. Contudo, trabalhos futuros podem propiciar
avanços com relação ao tratamento desses cortes, permitindo assim uma investigação do
efeito dessa prática na diminuição do tempo total de execução do algoritmo.
Os resultados apresentados, no tocante à performance computacional, indicam
que mesmo não se desejando uma representação individualizada de usinas é possível
construir um modelo competitivo a reservatórios equivalentes, porém com maior
dimensão. Isto é relevante, pois permitiria uma definição mais clara dos chamados
submercados de energia no âmbito do novo setor elétrico brasileiro [37].
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Algumas modificações podem propiciar avanços, no tocante à modelagem do
problema. Uma delas, consiste na correção da produtibilidade das usinas hidrelétricas, a
fim de garantir uma modelagem mais correta para a função de produção dessas usinas.
Isto se faz necessário, uma vez que os resultados do modelo indicaram que as
hidrelétricas, principalmente aquelas mais a jusante em uma cascata, estão operando
sob ponto de vista de produção de energia, de forma subestimada.
Outra modificação, refere-se à utilização de uma modelagem mais precisa com
relação ao tratamento estatístico das afluências. Isso pode ser incluído no problema, uma
vez que o algoritmo baseado em PDED permite representar afluências dependentes de
eventos anteriores, fazendo com que o processo estocástico seja mais realista.
Também na linha de se obter ganhos de modelagem, é recomendável que se
examine a representação do sistema de transmissão no modelo, permitindo a obtenção
de uma operação mais realista e consequentemente a obtenção do valor da água por
subsistema.
Por fim, ainda como sugestão para trabalhos futuros, deve-se fazer uma
comparação entre o modelo proposto neste trabalho e o modelo de reservatório
equivalente a fim de justificar a sua viabilidade ao sistema elétrico brasileiro.
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