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El problema de la computación de soluciones aproximadas de 
ecuaciones diferenciales matriciales aparecen directamente en la 
formulación de modelos matemáticos en problemas tecnológicos, como 
por ejemplo las ecuaciones de tipo Riccati en teoría de control 
[REIl], [REI21, fJOD31; al resolver problemas escalares de 
ecuaciones en derivadas parciales mediante el método de 
semidiscretización IREKTI, [VEMü]; o incluso en la solución 
numérica de problemas de contorno vectoriales mediante el método 
del tiro (shooting), [MARZI. 
La vectorización de un problema matricial es un recurso 
demasiado imperfecto para que no merezca ser discutido 
actualmente. Entre los defectos del método de vectorización, es 
decir, del enfoque vectorial de un problema matricial, se 
encuentran los siguientes: 
(a) se aumenta el volúmen computacional, 
Ib) se pierde el significado físico de las magnitudes que 
aparecen en la formulación original del problema, 
Ic) en el análisis del error, las constantes que aparecen en 
las cotas del error suelen estar dilatadas, con lo que la calidad 
de las cotas empeora (gravemente en ocasiones), 
Id) se desperdicia el uso de lenguajes algebraicos simbólicos 
que permiten trabajar con matrices. 
Estas razones justifican y motivan el uso de métodos 
matriciales para resolver problemas matriciales, que es el ánimo 
de este proyecto de tesis. Los bloques temáticos de esta memoria 
son los siguientes: 
(1) Soluciones numéricas contínuas de problemas de valores 
iniciales matriciales. 
(1 1) Aplicaciones de los métodos de valores iniciales 
matriciales a la computación aproximada de funciones inversas. 
(111) Soluciones analítico-numéricas de sistemas de 
ecuaciones en derivadas parciales de segundo órden. 
En el bloque 1 se construyen soluciones numéricas discretas 
de problemas de valores iniciales matriciales en una malla de 
puntos mediante el uso de métodos multipaso matriciales. 
Posteriormente, utilizando funciones B-splines matriciales se 
construyen vía interpelación, aproximaciones numéricas contínuas. 
Las cotas de error de los métodos multipaso se transporta para la 
obtención de cotas de error de la aproximación continua de todo el 
intervalo de definición. 
Dentro del bloque 1 se estudian diferentes tipos deecuaciones 
diferenciales matriciales con coeficientes variables, así, en el 
capítulo 2 se estudian ecuaciones de tipo lineal 
en el capítulo 3 tratamos el caso cuadrático de tipo Riccati 
y en el capítulo 4 se trata el problema general 
Y'(t1 = f(t,Y(t)) ; Y(0) = n ; o = t 5 b 
donde f: [O,b] x crxq + crxq es acotada, contínua y 
satisface la condición de Lipschitz 
El bloque temático 11 se incluye en el capítulo 4 y 
esencialmente se apoya en la demostración de que bajo ciertas 
condiciones, la función inversa es localmente la solución de un 
problema diferencial matricial de valores iniciales. 
El bloque temático 111 trata de la construcción de soluciones 
analítico-numéricas de problemas mixtos para sistemas . de 
ecuaciones en derivadas parciales del tipo 
donde A y B son matrices cuadradas complejas. 
Este bloque se incluye en el capítulo 5, produciendo los 
siguientes niveles de respuesta: 
(i) Obtención de una solución en serie exacta mediante un 
método de separación de variables matricial. 
(ii) Truncación de la serie infinita atendiendo a la 
obtención de cotas de error prefijadas en dominios acotados 
predeterminados. 
El caso donde B=O ha sido tratado en la tesis de Matilde 
Legua ILEGUI. El problema aquí tratado para B#O involucra el 
estudio de problemas no triviales de álgebra lineal como son la 
localización del espectro de un haz de matrices A+hB. Entonces 
se puede acotar la evolución de la norma de funciones matriciales 
del tipo 1 1  exp ( t (A+hB) 1 1 1  que permite la viabilidad del 
desarrollo del capítulo. 
En el capítulo 1 se incluyen algunos preliminares que 
facilitan la presentación de los resultados desarrollados 
posteriormente. 
La clasificación temática de esta memoria atendiendo a la 
clasificación de la A.M.S. del año 1991 es la siguiente: 
15A60, 15A18, 15A22, 34A34, 34A50, 35'210, 65F15, 65M15. 

Si B es una matriz de crXr, representaremos por r(B) al 
conjunto de todos lo valores propios de B. Al radio espectral de B 
lo denotaremos por p(B). Recordemos que la matríz B se dice que es 
de clase M si todos los valores propios z de B, tales que (zl 
coincide con el radio espectral, tienen unos bloques d e  J o r d a n  
correspondientes de dimensión 1x1, [ORTl, pág. 241. 
A la matriz identidad de crXr la representaremos por 1. 
Si C es una matríz de crxq , denotaremos mediante 
1 1  C 1 1  a la 2-norma, definida como la raíz cuadrada del máximo del 
conjunto: 
{ 1 z 1 ; z es Yalor propio de C ~ C  )
donde cH representa la matriz conjugada y traspuesta de C, ver 
[ORT2, pág. 411. 
La m-norma de C, que representaremos mediante 1 1  C 1 1  S e 
0) 
define : 
.II c l I  - max 
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Recordemos también dos resultados que serán utilizados a lo 
largo de esta memoria. En primer lugar, la fórmula de 
Sherman-Morrison-Woodbury [ORT2, pág. 501, que establece que dada 
una matríz inversible AER"~" y las matrices U,VELR"~~ , m5n, 
T T -1 entonces la matríz A+UV es inversible si y sólo si I+V A U es 
inversible, cumpliéndose además que: 
El otro resultado al que hacíamos referencia, trata sobre una 
estimación de la norma de la inversa de una matríz [FREE, pág. 
2551, que puede enunciarse como sigue: 
Sea A(xl=A(xl,x 2,...,x 1 una función matricial real de tamaño 
m 
nxn, cuyas entradas son funciones definidas en un dominio cerrado 
DCE? que contiene al orígen, de modo que A(O) es conocida. 
Supongamos que A(x1 no es singular en D y tiene primera derivada 
parcial continua con respecto a x1,x2, . . . ,  x en D, con: 
m 
.ela?ua aqled ns e [x] ~od soua~e?uasa~da~ 
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Para una mayor claridad en la presentación de los resultados 
de la sección siguiente relativos a métodos multipasos 
matriciales, recordemos algunos conceptos y propiedades sobre 
polinomios matriciales, cuyas demostraciones pueden encontrarse 
en [GOHlI y [GOHZI. 
Sea L(z) el polinomio matricial: 
donde AieCrXr  para OSisk-1 , y el determinante de L(z) no es 
idénticamente nulo. Un número complejo z se dice que es un 
O 
valorpropiode L(z) si det(L(z-1) = O .  Si zo es unvalor 
propio de L(z), entonces por el teorema S1.10 de [GOHl, pág. 
3311, L(z) admite la siguiente representación: 
donde E (z) y F (z) son polinomios matriciales inversibles 
z 
o O 
en zo , y k kz 5 . . . S k son enteros no negativos, los 
1 
cuales coinciden con los grados de los divisores elementales de 
L ( z )  correspondientes a z . La representación (1.7) se llama o 
forma local de Smith para L(z) en zo . Los enteros k para 
J ' 
1 , están unívocamente determinados por L(z) y zo , y se 
llaman multiplicidades parciales de L(z1 en zo . Notar que 
algunos de los números k pueden ser repetidos y que k aparece 
f J 
k 
tantas veces como (z-zo) ' sea divisor elemental de L(z). 
De acuerdo con el capítulo 7 de [GHOZ], diremos que W(z) es 
una función racional matricial rxr, si cada entrada w (z) 
J 
para i r  es una función racional escalar de la forma: 
donde pi j(~) y q ( z )  son polinomios escalares y q (2) no es 
i f i f 
idénticamente nulo. Si U(z) es una función racional matricial de 
tamaño rxr con determinante no idénticamente cero, diremos que 
z E C es un polo de U(z) , si z es un polo de, al menos, o o 
una de las entradas de W(z).  Asimismo, z0fC es un polo de W(z) 
si, y sólo si, z es un valor propio de la función rnatricial 
o 
El siguiente resultado es una versión matricial del lema 5.5 
de [HENR, pág 2421, donde se prueba para el caso escalar. La 
demostración puede ser obtenida trabajando componente a 
componente, usando resultados escalares y el teorema 7 . 2 . 3  de 
[GOH2, pág. 2231. 
TEOREMA 1.1. Supongamos que el polinomio matricial Líz) definido 
en (1.6) tiene todos sus valores propios en el disco 1~151 y que 
para aquellos valores propios z de L(z) tales que lzol = 1 , o 
se tiene que las multiplicidades parciales de L(z) en z son 
o 
simples, es decir, k ( z  1=1 para lsjsr. Entonces: 
J 0 
con: 
donde hemos asumido que 
'm 
= O  para m < O .  
NOTA 1.1. Por el teorema 5.1.1 de [GOH2, pág.1451, el conjunto de 
los valores propios de L ( z )  coincide con el espectro de la matríz 
compañera: 
y así, las hipótesis del Teorema 1.1 sobre el polinomio matricial 
L(z1, conducen a que la matríz C definida en (1.11 1 ,  tenga radio 
espectral p(C) = 1 y a que C sea de clase M. Para el caso 
escalar, r = 1 , las hipótesis del Teorema 1.1 significan 
que el polinomio L(z1 tiene todas sus raíces en el disco 
1 ~ 1  5 1 , y que todas sus raíces z tales que IZA = 1 son 
O 
raíces simples. 
Por motivos de claridad en la presentación de los resultados 
que más adelante necesitaremos, comenzamos esta sección recordando 
los conceptos de producto de Kronecker de matrices y el operador 
vector columna. Sean, A = [ a 1 E can 
i J Y B = [ b  1 J 
entonces, el producto de Kronecker de A y B, representado por 
A@B , es la matriz de los bloques definida como: 
A o B  = 
El operador vector columna, actuando sobre una matriz A E cmXn 
se define como: 
vec ( A )  
Si AEC~~: y€cnxf y BEC'~~, entonces, por [GRAH, pág.251, 
tendremos: 
vec ( A Y B = ( B~ B A vecY 
T 
donde B es la traspuesta de la matriz B. Si Y = [ ylJ 1 E cPXq 
y X ,= [ Xrs 1 E cmxn entonces, por [GRAH, pág. 62 y 811 se 
verifica que: 
Recordemos la regla para la derivada de un producto de matrices 
con respecto a una matríz, cuya demostración puede encontrarse 
en [GRAH, pág. 841. Sean X E cmXn , Y E enXv , Z E cpXq , 
entonces se t iene  que: 
Donde 1 e 1 son las matrices identidad para cqxq Y @PXP 
4 P 
respectivamente. Finalmente, recordemos la expresión de la regla 
de la cadena para la derivada de una matríz con respecto a una 
matríz [GRAH, pág. 881, [VETTI. Si X E cmxn , Y E cUXV , 
Z E cpxq , tenemos: 

En esta sección completaremos algunos resultados sobre 
métodos multipasos matriciales lineales, dados recientemente en 
[JOD4], donde fue introducido el concepto. Para una mayor claridad 
en la exposición, recordemos las siguientes definiciones: 
DEFINICION 1.1. (KJOD41) Consideremos el problema de valores 
iniciales (1.1) bajo la hipótesis (1.2). Sean k2l , t =nh , 
n 
h>O , y f = f (t ,Y ) E crxq ; entonces , un método k-pasos 
n n n 
rnatricial es una relación de la forma: 
donde A E crxr y B, E cPXr para Osisk ; OsjSk-1 . 
j 
El concepto de consistencia lo introducimos ahora del modo 
siguiente: 
DEFINICION 1.2. (fJOD41) Se dice que el método k-pasos matricial 
lineal (1.121 es consistente si las matrices A y B satisfacen 
j 1 
1 as ecuaciones: 
donde asumimos que A = O si j 2 k. 
J 
En [JOD41 se define la cero-estabilidad para métodos k-pasos 
matriciales con k>l . Introduzcamos otra definición que coincida 
con la dada en [JOD41 para k22 , pero que sea apropiada también 
en el caso k=l. 
DEFINICION .1.3. Diremos que el método k-pasos matricial lineal 
(1.12) es cero-estable si el polinomio matricial L ( z )  dado en 
(1.6) tiene todos los valores propios en el disco 1 z 1 5 1 y , 
para todo valor propio z tal que 1 zo 1 = 1 , todas las 
o 
multiplicidades parciales de L(z) en zo son simples, es decir: 
k ( z ) = l  para 1 I j 5 k  
J 0 
EJEMPLO 1.1. Consideremos el método unipaso matricial: 
En este caso, L(z) = z I - Ao. Los valores propios de L(z) son 
los de A. y por la Definición 1.3 y el teorema 5.1.1 de 
[GOH2], el método (1.13) es cero estable si p(A) á 1 y cuando 
p(A) = 1 , entonces A. es una matríz de clase M. En particular, 
tomando A. = -1 , este método es cero-estable y consistente. Si 
tomamos A. = -1 y Bo = B1 = 112 , se obtiene el análogo del 
método trapezoidal escalar. 
Por la Nota 1 . 1 ,  es fácil ver que la Definición 1 . 3  es 
equivalente a la definición de cero-estabilidad dada en iJOD41 
para el caso k > l .  Consideremos ahora el método k-paso 
matricial (1.12) y su operador lineal en diferencias asociado Q 
definido por: 
donde Yít 1 es una matríz arbitraria de erXq cuyas entradas son 
funciones contínuamente diferenciables en [a,bl , e 1 representa 
la matríz identidad de crxr. Desarrollando la función Y(t+jh) 
y su derivada Y'(t+jh) en serie de Taylor alrededor de t, y 
- 
reagrupando términos en (1.141, se obtiene: 
donde C son matrices de !ErXr. 
DEFINICION 1.4. El operador en diferencias (1.14) y el método 
k-pasos matricial asociado ( 1.121, se dice que son de órden p si, 
en (1.15), Co= Cl= . . .  = C =  O con C # O. 
P P + l  
Cálculos sencillos ofrecen la siguiente expresión para las 
matrices C en términos de las matrices coeficientes A B : 
S J '  J 
Así ,  por ejemplo, el método unipaso matricial de la forma (1.13) 
con 
*o 
= -1 y B = B = I/2 es de órden p=2 porque se 
O 1 
tiene que Co = C1 = C = O 
2 
y CB = -I/12. 
De manera análoga al caso escalar, es fácil demostrar, ver 
[LAMB, pág. 49-52] y [HENR, pag.2851, que si el método (1.12) es 
de órden p, entonces: 
1 1  @(Y(t);h) I I  5 hP+' G D 
donde Y(t) es la solución teórica del problema (1.1) y: 
G = l I  c 1 1  ; D L max Il ~(~+l)(t) I I  
p+l O S t S b  
Uno de nuestros principales objetivos es encontrar cotas para el 
error global de discretización del método (1.12) en el punto 
t = nh , que denotaremos por e y que viene definido por: 
n n 
donde Y(t ) es el valor de la solución teórica del problema 
n 
es el valor aproximado que ofrece el método 
De modo similar al caso escalar, para encontrar cotas 
superiores para el error global de discretizacidn, es necesario 
estudiar el desarrollo de las soluciones de ciertas ecuaciones en 
diferencias lineales no homogéneas. El siguiente resultado, cuya 
demostración puede encontrarse en [JOD51, trata de estos aspectos: 
TEOREMA 1.2. Consideremos la ecuación en diferencias matricial no 
homogénea: 
donde A E erxr para O 5 j 5 k-1 , B E erXq para 
j s,m 
O : S : k ; h > O; m es un entero no negativo; A E erxq ; 
m 
y supongamos que el método (1 .12)  es cero-estable. Sean Bg , B y 
A constantes positivas tales que: 
Entonces, cada solución de (1.20) para la cual: 
2 5 
:anb 010s ue2 az~ejsy~es anb soua~puodns 'oa~eqwa uys 
'(lec) uqr3enaa e1 ap e23exa uqran~os eun sa uo 1 saans 
e1 anb soue8uodns ' sauoyae3r~de sa~o~~a7sod se1 ua opuesuad 
donde K1 y q son constantes no negativas, y O son matrices 
m 
de erxq cumpliendo que 1 1 O 1 1  5 1 . Supondremos también que los 
m 
valorés de partida Y =Q (h) ; Osj-~k-1, son matrices en erXq 
J J 
tales que están sujetas a un cierto error y sea c=c(hl definido 
por: 
= C(h) = max IIQ(h1 -Y(jh)Il 
05Jlk-1 J 
Por el Teorema 1.2 y los anteriores comentarios, se establece el 
siguiente resultado: 
TEOREMA 1.3. Consideremos un método k-pasos matricial cero-estable 
del tipo (1.12) de órden prl . Sea r la constante definida en 
. . 
Teorema 1.1 y sean h, A, T , B , G y D definidas anteriormente 
entonces, el error global de discretizacion e está acotado 
n 
superiormente mediante la desigualdad: 
I l  e n l l  5 r* [ A X <  + tn ( h p  C D  t n + ~ ~ h * )  ] exp [ L  r* B* t n ) 
donde L es la constante de Lipschitz definida en (1.21, y < 
viene dado por (1.27). 
Nótese que desde el punto de vista práctico, es necesario 
encontrar una constante adecuada D que satisfaga (1.181, cuestión 
que abordaremos para cada problema concreto en su sección 
correspondiente. Por otro lado, en el siguiente apartado dentro de 
esta misma sección, probaremos este teorema en el caso de métodos 
unipaso matriciales, que son lo que aplicaremos en la resolución 
de los problemas que nos ocupan. 
En este apartado, demostraremos algunos de los resultados 
presentados anteriormente en el caso general, para un tipo 
concreto de métodos unipaso matriciales, expuestos en Ejemplo 
1 . 1  , que englobann la generalización al caso matricial de la 
regla de los trapecios y del método de Euler , que serán los que 
vamos a utilizar en lo que sigue. Obtendremos así las expresiones 
concretas que necesitaremos para evaluar el error de 
discretización. Supondremos 5 = O pues en la ecuación (1.1) 
asumimos que el valor inicial R es conocido exactamente al 
tratarse de un dato del problema. 
Así, para la construcción de soluciones numéricas discretas 
para el problema de valor inicial (1.1) bajo ¡a hipótesis (1.21, 
utilizaremos métodos unipaso matriciales de la forma: 
donde Bo , Bl son matrices de , erXr e Y , f=f(t, Y )  
n n n n 
son matrices de crXq ; t = nh E [O,b] ; h>O ; y: 
n 
OU u 
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UI T +"' W '+U 
(TE-11 v + (11 "'z 11 ""'8 + 11 z 11 ""'a } q = z - z 
:opue~apysuo3 soweqsa 
anb ose3 la e~ed (0z.1) uoysa~dxa el ap aquaypuodsa~~o3 'eaua8owoq 
ou seyz~ua~ajyp ua -[ey3y~qaw uo~z~enaa el sowaJapysuo3 
Consideremos las constantes positivas B, B*, A ,  T* y K* definidas 
por : 
Igualando la expresión (1.32) a Zn-Zo , tomando normas y 
aplicando ladesigualdad I1B 1 1 + 1 1 B  IISB, se sigueque; 
0,o  1 , o  
Por tanto: 
y por (1.33),(1.34), se sigue que: 
Por (1.36) y [HENR, pág. 2461 tenemos: 
Teniendo en cuenta que ( l + h ~ *  1"s exp (nhL*), queda probado el 
resultado siguiente: 
TEORPiA 1.4 Consideremos el método unipaso matricial definido por 
(1.13) y (1.30), y sean las constantes A B, B, , K* y L* 
definidas en 1 3 3  l. 3 4  Entonces, para cualquier sucesión 
de matrices { Zn ) que sean solución de (2.11, se tiene que: 
Introduzcamos el operador en diferencias asociado al 
método (1.13) y definido por: 
donde Y(t) es una matriz arbitraria de tamaño r x q ,  siendo sus 
entradas funciones contínuamente diferenciables en [O,bl que 
toman valores en C. Desarrollando la función Y(t+jh) y su 
derivada Y' (t+jh) en serie de Taylor alrededor de t, y 
reagrupando términos en (1.391, tenemos: 
donde C es una matriz de crXr que puede ser escrita en 
términos de los coeficientes matriciales: 
Si escribimos (1.13) en la forma: 
:~od sepyurjap 3 ap saayqeu ap uoysaans aquayn8ys bx~ 
e1 edoqe soualaprsuo3 .(I.I) uoysa~dxa el A '(67.1) ua epEp 
'u?yaezyqa~as~p ap Joua ap uoy3yuyjap e1 ope~r~.de eqas apuop 
U 
:anb an8ys as (q!( ?)A)@ uqy~enaa eqsa ap opueqsaJ A 
Supongamos que el método (1.13) es de órden prl, de acuerdo con 
la definición 1.4, y sean G Y D constantes que satisfacen 
1 . 1 8  Por (1.17) tendremos que: 
Porotrolado, por (1.2) y (1.43) sesigueque IIP I I L ;  
1 1  B1 P 1 1  5 L 1 1  B1 1 1  . Si llamamos B. y N a los números 
n+l  
positivos: 
Aplicando el teorema 1.5 a la acuación en diferencias (1.441, el 
siguiente resultado queda establecido: 
TEOREMA 1.6. Consideremos un método unipaso matricial del tipo 
(1.13) y (1.301, deórden prl , y sean h ,  T* constantes 
positivas definidos como: 
donde L es la constante de Lipschitz dada en (1.2). Si G y D 
son las constantes definidas mediante (1.18), entonces, el error 
global de dicretización e = Y(t ) - Y , está superiormente 
n n n 
acotado por la desigualdad: 
Ile n I I = r * h P ~ ~ t  n exp [ L ~ * B *  t n ) , n + ~  
EJEMPLO 1.2. Consideremos el método unipaso matricial definido por 
(1.13) y (1.301, donde Bo = B1 = I/2: 
Por (1.41) se tiene que Co = C = C = O, y Cg = -I/12 . Así, 
1 2 
(1.481 define iin método unipaso de órden p=2. Las constantes que 
aparecen en el Teorema 1.6 toman los siguientes valores: 
LE: 
ernaloaJ Tap saque~suo3 se7 -1=d uaplo ap osed:un opo~aui un au?jap 
z I o 
(o) S -1 = 3 i; ' O = 3 = 3 anb auarq as (1~~1) ~od 
I o 
:o= a A I= a 
O 
I= v apuop 'I~T~JJ~~UI osedrun opoqaui Ia souiaJapysuo3 'E-T 01-3 
-so?3adt?~j sol ap pri7a-1 el 
ap 1e?3~~qeui ose3 le u~r3ez~~e~aua8 el sa opo7?~1 aqsa anb asaqoN 
1.6 toman los valores: 
G = I I  c2 1 1  = 1/2 ; r* = 1. 
D 2 max Il~(~)(t) I I ;  05t~t1 { 1 
y el error de discretización e verifica: 
n 
h 
I l  e l l  5 - 
n 
D t exp ( L tn ] 
2 
n 
Nótese que este método corresponde a la generalización al caso 
matricial del método de Euler. Obsérvese que si bien este método 
puede resultar más sencillo al cálculo que el del Ejemplo 1.2, 
ofrece en cambio una cota de error menos precisa como puede 
observarse según la dependencia en h. 
C A P I T U L O  I I  
P R O B L E M A  L I N E A L  B I L A T E R A L  
C O N  C O E F I C I E N T E S  V A R I A B L E S  

11. A. (i). PRESENTACI~N DEL PROBLEMA. 
En esta sección, construiremos soluciones analíticas 
aproximadas para problemas de valor inicial referidos a ecuaciones 
diferenciales matriciales del tipo X' (t) = A(t)X(t) + X(t)B(t), 
donde los coeficientes A(t) y B(t) son funciones matriciales 
al menos dos veces contínuamente diferenciables. Mediante el uso 
de métodos unipaso matriciales y funciones B-spline matriciales 
lineales que interpolen la solución numérica en un conjunto 
discreto de puntos, construiremos una solución aproximada cuyo 
error sea menor que un valor cualquiera &>O prefijado. Los 
resultados que presentamos a continuación, han sido aceptados para 
su publicación en la referencia LJOD71. 
Consideremos pues, ecuaciones diferenciales matriciales del 
tipo: 
donde la incógnita X(t) y los coeficientes A(t),. B(t) son matrices 
complejas de tamaño rxr, es decir, elementos de crxr . Estas 
ecuaciones aparecen en muchos campos de la ciencia y la 
ingeniería, principalmente en problemas de optimización en teoría 
de control lineal [BARNI, [REIlI, [THOMI. La ecuación (2.1) ha 
sido. estudiada por muchos autores en el caso de coeficientes 
constantes, ver [BARRI, [DAVI], [SERBI, sin embargo, para el caso 
4 1 
de coeficientes variables, esta ecuación ha recibido poco 
tratamiento numérico. 
Por [REIl], [BARN, pág. 1091, la solución teórica de la 
ecuación (2.1.) viene dada por: 
donde Y(t) es solución de la ecuación matricial: 
YJ(t) = A(t) Y(t) ; Y(0) = 1 
y Z[t) es la solución de: 
Desgraciadamente, la solución exacta de los -problemas (2.2) y 
(2.3) no son calculables analíticamente, lo cual motiva la 
búsqueda de alternativas que ofrezcan soluciones analíticas 
aproximadas y cotas de error en términos de los datos. 
Si aplicamos el método unipaso matricial (1.48) para obtener 
las soluciones numéricas del problema (2.21 en un conjunto 
discreto de puntos del intervalo [O,bl, necesitamos determinar las 
constantes que aparecen en la expresión (1.491, en términos de los 
datos del problema, para evaluar el error de discretización 
cometido. 
Consideremos la ecuación diferencial matricial (2.21, donde 
A(t) es una matriz cuyas entradas son funciones dos veces 
contínuarnente diferenciables. Tomando derivadas para la solución 
Y(t) de (2.21, se tiene que: 
Por [FLET, pág. 141, la solución teórica Y(t1 de (2.2) satisface: 
IIY(t)II a exp(tkO); Ostab (2.4) 
y si llamamos kl, i = 0, 1, 2 a unas constantes positivas que 
satisfacen: 
kl r rnax l A l ; i= o. 1, 2 
OltSb 
t enemo S : 
max 1 1 Y ( t 1 1 1 a exp (bkol {k:+3k 1 k o +k2} = D (2.6) 
OStSb 
Si h < 2/ko , entonces, por los anteriores comentarios y lo 
expuesto en la parte dedicada a métodos multipasos matriciales del 
capítulo 1, se sigue que el error global de discretización e en 
n 
t = nh definido en 1 . 1 9 ,  donde una aproximación al valor 
n 
exacto de la solución de (2.2) es el valor de Y obtenido 
n 
mediante el método unipaso matricial (1.481, satisface: 
koh -1 
tn [ - '01 
exp 
Como h < l/ko , resulta que: 
entonces, para h < l/ko , (2.7) toma la forma: 
Si consideramos ahora el problema (2.3) y definimos las 
constantes q tales que: 
i 
qi r max l l ~ ~ t l l  ; i = o ,  1 , 2 ,  
OStSb 
y llamamos: 
al error global de discretización cuando aproximamos el valor 
exacto Z(t ) de la solución de (2.31 mediante la solución 
n 
numérica Z calculado mediante el método unipaso: 
n 
donde : 
entonces, para valores de h tales que: 
se sigue que: 
II. A. (ii). SOLUCI~N APROXIMADA ANAL~TICA Y COTA DE ERROR. 
Empecemos este apartado recordando algunos resultados sobre 
la interpolación con B-splines. Si estamos interesados en la 
construcción de una función aproximada que interpole los 
valores exactos Yo, Y, yN en los puntos to, t l , . . . ,  
tN 
de 
una partición del intervalo [O,bl, calcularemos entonces el 
B-spline lineal definido por: 
(t-t 1 para t i t <  t 
n n n + l  
b (t) = h-1 
l n  
(t -t) para t a t <  t 
n + 2 n + l  n+2 
con b (t) = O  para t < t Y Para t i t. Además, 
1 n n n+2 
46 
b es no negativo, satisfaciendo b (t) + b ( t ) = l  para 
1 n  ln 1, n-1 
todo t E [t ,t 1 ; ver [HAMM, pág. 247-2481. Si consideramos 
n n+2 
el B-spline lineal construido en términos de los valores 
A A A 
aproximados yo , y , . . . , yN ; entonces tendríamos la nueva 
función aproximadora: 
de modo que: 
N- 1 
( s(t) - T(t) 1 5 max 
- 1 5 n S N -  1 
n = -  1 
-  A max para O=to 5 t -'t=b (2.17) 
- 1 S n 5 N -  1 N 
Consideremos ahora el caso matricial. Suponiendo conocidos 
los valores exactos Y(to), Y(tl), . . .  , Y(tH) de la función 
matricial Y(t) E crXr , en los puntos t = O, tl , . . . , t = b , 
O N 
pero desconociendo los valores de dicha matríz en el resto 
del intervalo, estamos interesados en construir una interpolación 
lineal con funciones B-spline matriciales, que denotaremos por 
W(t), pero sustituyendo los valores exactos Y(t ) por sus 
n  
correspondientes valores aproximados Y , para n=O,1,2, . . . ,  N. 
n 
Consideremos las funciones B-spline matriciales lineales definidas 
como : 
entonces, tomando normas, tendremos: 
I I  V(t) - W(t1 I I  J max I l  Y(t - Y 1 1  
n 
OSnSN 
Sea f(t) una función escalar dos veces contínuamente diferenciable 
en el intervalo [O,bl. Sea s(t) el B-spline definido en (2.14) 




max If(t)-s(t)( 5 - max ~f(~)((tl 
OJt'b 8 OSt'b 
Si Y(t) es una matriz de crXr cuyas entradas son funciones, y 
aplicamos (2.20) y 1 . 3 ,  asumiendo que Y(t) es dos veces 
continuamente diferenciable, la función B-spline matricial lineal 
V(t1 definida en (2.181, satisface: 
h2 
max I I  Y(t1 - V(t) I l  5 r - max I I  ~ ( ~ ' ( t 1  I I  (2.21 1 
ostsb 8 ostl-b 
Nos interesamos ahora en la construcción de una aproximación 
analítica de la ecuación 2 . 1 .  Antes de nada, nótese que la 
solución numérica Y de (1.481, correspondiente al problema 
n 
(2.21, procede de la relación: 
Si h< l/ko , estando ko definido en (2.51, entonces, por el' 
lema de perturbación, [ORTZ, pág.451, las matrices de los 
coeficientes de Y 
ntl 
e Y en (2.22) son inversibles y se 
n 
tiene que: 
:uoyaelaJ el ap apaso~d c c.^) Wa~qold Te aquaypuodsa~~oz~ 
U 
(II-Z) uoyaensa el ap Z ez~y~?mnu uoyz~n~os e ' (01 “z) 
o 
ua opyuyjap auayA b apuop ' Ob/1 > q 1s '.elau.eui len8~ aa 
Teniendo en cuenta que la solución exacta X(t) del problema (2.11 
viene dada por X(t) = Y(t1 C Z(t) , de (2.23) y (2.241, 
proponemos la aproximación numérica de X(t) en t = nh , definida 
por: 
donde Y viene dado por (2.23) y Zn por (2.241, para l5naN 
con Nh = b. 
A partir de los valores aproximados de X(t) en t =nh, 
n 
dados por Xn definido según (2.251, construimos la función 
B-spline matricial lineal: 
donde b 
1 n 
está definido en (2.15). Si denotamos por V(t) la 
función B-spline matricial lineal que interpola los valores 
teóricos exactos de la solución X(t 1 en tn para el 
problema (2.1) : 
entonces, de (2.191, resulta: 
I I  v(t1 - W(t1 1 1  5 max I l  X(t 1 - X 1 1  
OSnsN 
Para poder obtener una cota superior de la expresión que 
aparece en el segundo miembro de la desigualdad (2.281, obsérvese 
que : 
Por [FLET, pág. 1141 sabemos que: 
1 1  Y(t) 1 1  5 exp(tko) y 1 1  Z(t) 1 1  a exp(tqo) para Ostab. (2.30) 
por lo que tomando normas en (2.291, y utilizando (2.301, 
obtenemos: 
:saauoJua ' [q'o] 
ua sa[qt?~~ua~a~~p a~uarn~rru~~uo~ sa~an sop sauo~~urr~ uos(2)a 
'(7)V A (1 '2) ap earJoa7 uqr3nTos el sa (7)~ rsanb asaqo~ 
U 
:anb anBrs as (1c.z) A (~1.z) '(6.2) aa -q u = 7 
U U U 
'N r u 5 O e~ed z - ( 7)~ = A U~ - ( 7)~ = Ua apuop 
Teniendo en cuenta (2.51, (2.101, la relación X(t) = ~ ( t )  C ~(t),  
y (2.301, (2.331, se obtiene: 
II~(~)(t)llaIl~ I I  exp b(ko+qo) ~ l + ~ o + ~ q o ~ o + q o + q l  ~ s t s b  (2.34) r i I 2  1 
De (2.21) y (2.271, se sigueque: 
2 1 1  X ( t )  - V(t1 1 1  5 h a  , Ostlb 
donde : 
r 
a = - 1 1 C 1 1 exp 
8 
Por (2.27), (2.28), (2.321, (2.35) y (2.361, la diferencia entre 
la solución teórica X(t) del problema 2 1 y la función 
matricial W(t) que interpola los valores aproximados X n 
: apuop 
definida mediante (2.23)-(2.251, y la función B-spline matricial 
lineal W(t) definida por: 
hemos construído una aproximación de la solución del problema 
(2.1) cuyo error E(t) = X(t) - W(t1 satisface: 
IIX(t)- W(t)Ilse, uniformementepara Ostsb (2.42) 
Tomando logaritmos, la desigualdad ph2 + 7h4 s E , se satisface 
bajo la condición h<l y: 
De los anteriores comentarios, concluimos la demostración del 
resultado siguiente: 
TEOREMA 2.1. Consideremos el problema (2.1) donde las funciones 
matriciales A(t), B(t) son dos veces contínuamente 
diferenciables en [O, bl, y sean kl y ql constantes definidas 
por (2.5) y (2.10) respectivamente, con i = 0, 1, 2. Dado un 
error admisible E>  O, sean 8, 7 las constantes definidas en 
(2.38) y (2.39) y sea h un número con O<h<l satisfaciendo 
y (2.43). Sea N = [b/hl y sean 
{ zn 1 las sucesiones finitas definidas mediante (2.23) y (2.24) 
respectivamente, con OsnsN. Entonces, la función matricial W(t) 
N 
definida mediante (3.281, interpola la sucesión 
dada por (2.41), y define una aproximación analítica del problema 
2 . 1 ,  cuyo error está acotado superiormente por E en todo el 
dominio [O,bl, 

II. B. (i). PLANTEAMIENTO DEL PROBLEMA. 
Consideremos la ecuación: 
donde la incógnita X(t) y los coeficientes ~ ( t ) ,  B(t) y L(t) Son 
matrices complejas de tamaño rxr, es decir, elementos de crXr .
La ecuación (2.441, al igual que el caso homogéneo estudiado en 
la sección anterior, ha sido estudiada por muchos autores en 
el caso de coeficientes constantes, ver [BARR], [DAVI], [SERB]. 
De [ P O R T I ,  [BARN, pág. 1091, sabemos que la solución local 
teórica de la ecuación (2.44) viene dada por: 
donde Y(t) y Z(t) son las soluciones de los problemas de 
valores iniciales: 
eun uarqueq souauodold .saleauTl salerar~qeu au~lds-8 sauoyaunj 
aquerpau opuelod~aqur a soqund ap oqa~asyp oqunluoa la ua epruaqqo 
eaylaunu uoranlos el ap opuarq~ed enu'quoa eall?unu uoyanlos 
eun soua~rn~qsuoa 'u?xaaas qsa ap opeq~ede aquarn8xs la u3 
'(11-Z) ñ (89.1) ~od sopep osedrun saleauyl sopoqau sol souezrryqn 
opuena e~ed (~1-Z) A (6-2) ua sopep ñ Ua u?yaezr7a~asrp 
ap salolla sol eled seqo3 seusru se1 ñ faquaue~rqaadsal 
u U 
(VZ'Z) (CZ'Z) ua SoPeP z ñ A sopeu~xo~de sa~o1-e~ 
sol e~ed sauoysa~dxa seaxquapy laquaue~rqaadsal (01'~) A (s'z) ua 
anb 'z'~'o=T 'b ñ saqueqsuoa se1 e~ed sauoraruyjap 
seusyu se1 opue~ap~suo3 'souauodsrp anb el ap u?yaeu~ojuy 
el xezylrqn souapod '~oy~aque uoyaaas el ua seqlansal se1 
e searquapy uos leqelq e sauoTaenaa se1 anb opea '[q'o] oleAlaquy 
lap soqund ap oqansrp oqunruoa un ua seaT+unu sauoymlos 
se1 soualelleq '~eSnl ~au~~d u3 'qrqr0 o~u;rurop la ua ~nujjuo3 
sa (q)~ A 'sa~q~~3ua~aj;rp ajuaut?nu?juoD sa3an sop sauoT3unj 
uos (?)a '(?)y apuop '(pp-Z) eualqo~d la soualelaprsuo~ 
-epTu?jap uaxq yqsa u?ranlos el apuop oleAlaqur 
la opoq e~ed seprlp '(pp'z) eualqo~d la eled loua le se703 
ñ sepeurxo~de senu'quoa sauor3nlos ueazaJjo anb seAyqeulaqle ap 
epanbs~q el eATqou olla opoJ, 'OpeuTuJajap uarq ejsa ou SarqrsJanuT 
uos (q)~ A(q)~ apuop oTsnJajur la anb ap opypap ajuayuanuo3uy 
la souauaq 'e3rqa~~d el ua aquauea~q~leue sa~qe~nale3 
uos ou (C-Z) ñ (~'2) seualqo~d sol ap eq3exa u?yc~nlos 
el anb ap syuape 'e~oqy .salqrslaAul uos (q)~ ñ(q)~ saa?~qeu 
se1 apuop 'o=? ap se;cue~aa se1 ua ep?uTjap (q)~ opueqsa 
cota global del error en términos del espaciado h y de los datos 
del problema. Así, dado un error admisible &>O, construiremos la 
solución aproximada en un intervalo, de forma que el error está 
acotado superiormente por e, uniformemente en todo el intervalo. 
Este tipo de cuestiones son las que diferencian este caso del 
anterior homogéneo: consideraciones sobre inversas, determinación 
del intervalo de trabajo, y, evidentemente, un cálculo más 
complejo al tratarse de un caso más general. 
II. B. (ii). SOLUCI~N NUMERICA CONT~NUA Y COTA DE ERROR. 
Para empezar, notemos que Y dada en (2.231, es inversible 
n 
1 
para h < - porque por el lema de perturbación [ORTZ, pág. 
o 
451, los factores que aparecen en (2.231 son matrices inversibles 
1 De forma análoga, si h < - , las matrices Z dadas en 
o 
n 
(2.241 que resuelven el problema (2.31, son también, por el mismo 
motivo, inversibles para n2O. 
También ahora deberemos tener presente en todo momento, las 
expresiones dadas anteriormente para la interpolación con 
funciones B-spline matriciales lineales. 
El siguiente resultado determina, en términos de los datos, 
un intervalo donde la solución teórica (2.451 del problema 
(2.441 está bien definida. 
TEOREMA 2.2. Sean ko y qo definidas en (2 .5 )  y ( 2 . 1 0 )  
respectivamente, y sea r = mar { kO , qo ) . Entonces se 
o 
verifican los siguientes resultados: 
( i )  Sea 6  un número positivo, 6íb ,  tal que: 
Entonces, la solución teórica Y ( t )  del problema ( 2 . 2 )  y Z í t )  del 
problema ( 2 . 3 )  son ambas inversibles en el intervalo OStí6. 
( i i )  Consideremos una partición del intervalo [0,61 de la 
forma to=O, t l=h ,  . . . , t =Nh=6. 
Sean (Y n}0dn5N > (Zn)05níN las N 
sucesiones de matrices definidas en (2 .23 )  y ( 2 . 2 4 )  
respectivamente, para h < . Sean S Y ( t )  y S Z ( t )  las 
r 
o  
funciones matriciales definidas por: 
para valores h  < - que satisfacen: 
o 
:anb Te7 o~r~ysod olaqiu un sa Q rs anb asa79N 
[Q'o] oT=uajuT 7a ua sa7qrs~anu~ uos A <saauojuZ 
-2 '1 '0 = r ! {'bl'?} xvu = '1 
~ t - l ;  I I ~ ( t ) - ~ l l < l  para 1 t 116 
por el lema de perturbación EORT2, pág. 451, las matrices Y(t) y 
Z(t) son inversibles en el intervalo [0,B]. Es más, por el teorema 
de [FREE, pág. 255 1 , se sigue que : 
Esto prueba la parte (i) del Teorema 2.2. Para probar la parte 
íii), introduzcamos las funciones B-spline matriciales lineales: 
que interpelan los ' valores teóricos Y(t ) y Z(t de las 
n n 
soluciones de los problemas (2.2) y (2.3) respectivamente. Nótese 
que por (2.9) y (2.131, se sigue que: 
llY(t )-Y 115 - 
n n h26 6 exp (3Sk0) [kó+3klko+k2] ; OsnsN-1, (2.53) 
h26 I l  zct 1-2 I I  5 -
n n 
; OínSN-l. (2.54) 
6 
De (2.19) , y (2.51)-(2.541, se tiene que: 
Para la expresión teórica de la segunda derivada de la solución 
teórica Y(t) del problema (2.21, así como para la de Z(t) de 
(2.31, tendremos: 
max 1 1  Y"' (t) 1 1  S erp(6ko) (O+kl) 
o5t56 
max l ~ ( ~ ( 1  1 S exp(tqo) 
o5 t 56 
De (2.21), (2.55) y (2.561, (2.57) queda: 
rh2 1 1  Y(tl - Ty(t) 1 1  5 -exp (ko6 1 [k:+kl) ; OSt56 (2.58) 
8 
rh2 1 1  Z(tl - Tz(t) 1 1  5 - (2.59) 
8 
Nótese que de (2.501, (2.551, (2.581. para h<ho se obtiene: 
y por (2.60) y el lema de perturbación [ORTZ, pág. 451, la matríz 
S (t) es inversible para OItS6. De forma análoga, por (2.501, 
Y 
(2.56) y (2.591, para h<ho se tiene: 
y así, S (t) es inversible en O5t56, con lo que queda el resultado 
Z 
probado. o 
De los resultados anteriores y de la expresión (2.451, 
observamos fácilmente que una solución numérica del problema 
(2.44) puede ser construida en la forma: 
Dada la partición O=to ; t =h;. . . ;  t =Nh=o del intervalo [O,o], 
1 N 
4 
notar que para t, en el intervalo t st<t X(t) puede ser 
n n+l ' 
escrita en la forma: 
t 
+ Sy (t) { 1 s;~(s)L(s)s;~(s) ds Sz(t) ; t sf<t lsnsN-1 
n n+i ' 
t 
e 
Para conseguir un cálculo efectivo de X(t), interesa obtener una 
expresión explícita para si1(s) y sil(s) . Puesto que 
Sy(s) y SZ(s) son inversibles en [O,&], por la fórmula de 





n t -t Y n+i [I+ Y-. Y [ n+1 t -t n n+i n+l n 
s_l(t) = (2.63) 
t-t t-t 
hz-l 1 - 
n [ t n+l rt ~n+1[1+ t n+l -t n n n+i 
s:l(t) = 
Es interesante hacer notar que tanto 'S;'(t) como sil(t) no 
presentan problemas en cuanto a acotación se refiere, en t=t y 
n 
t=t . En efecto, sil(t) puede ser escrito en la forma: 
n+l 
Nótese que (2.65) puede interpretarse como el cociente de dos 
6 8 
hy-' 1 - (t-t )Y (t -t)I+(t-t )Y-l Y 
n n n+l I-ly-' n 
funciones analíticas que se anulan en t=t . La derivada del 
n+ 1 
numerador de (2.651, toma la forma: 
h Y-i n 1 -yn+' [(tn+l-tI I + (t-t n 1 y-i n Y n+l 1-' + 
((tn+l-t) I + (t-t n ) n Y n+l n n+l 
y su límite cuando t tiende a t con tct es -Y-' . Así, 
n+l n+ 1 n+ 1 
por el teorema de L'Hopital [FLET, pág. 391, se tiene que: 
lim sG1(t) =Y-' con tct 
t 3 t  
n+ 1 n+l 
Teniendo en cuenta la expresión de S-'(t) para t 5t<tn+2 , Y es nt 1 
fácil comprobar que S-'( t 1 tiende a Y-' cuando t tiende a t 
Y n+ 1 n+ 1 
con t>t . Así, s-'(t) está acotado en los extremos del intervalo 
n+ 1 Y 
[tn,tn+ll, es continuo e interpola los valores de Y .  La misma 
conclusión es válida para S;' (t 1. 
:euJoj el ap as~~qr~3sa apand eqra~ldxa uqrsa~dxa eñna 
:~od opep aua?A 
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Ahora nos encontramos en una situación óptima para construir una 
solución numérica contínua del problema (2.441, con una 
precisión prefijada. En efecto, dado un error admisible &>O, 
es suficiente tomar h < min { ho . satisfaciendo la 
O 
condición: 
o, más directamente, O<h<l tal que: 
Entonces, se sigue que: 
1 ( t  - t 1 < c ; uniformemente para OStG (2.80) 
y el siguiente resultado queda demostrado: 
TEOREMA 2.3. Consideremos el problema (2.44) donde A(t), B(t) 
son funciones matriciales dos veces contínuamente diferenciables, 
y L(t) es contínua en [O,bl. Sea 6 definida en Teorema 2.2. 
A 
Entonces, la solución aproximada X ( t )  del problema ( 2 . 4 4 ) ,  
definida por (2.681 y la solución exacta X ( t ) ,  están bien 
definidas en [ 0 , 6 ] .  Sea &>O un error admisible, sean r y 
O 
ho definidas en (2 .49)  , sean Py , PZ , - 9 Y al con 
i = 1 ,  2 ,  3, 4 ,  las constantes definidas en (2 .71) - (2 .781 ,  
y sea h  tal que satisface la desigualdad (2 .79 )  y también que 
1 - , 1} y Nh=6 para un entero posi t ivo N, con h  < min { ho , 
O 
,. 
t i = i h  para O s i s N .  Entonces X ( t l  es una solución numérica 
A 
cont ínua del problema (2.441, cuyo error X ( t )  -X( t 1 satisface 


En este capítulo consideraremos ecuaciones diferenciales 
matriciales de tipo Riccati, donde los coeficientes son dos veces 
contínuamente diferenciables. El método a seguir será el 
habitual: en primer lugar, determinaremos un intervalo de 
existencia en términos de los datos del problema de valores 
iniciales. Seguidamente, construiremos una solución numérica 
discreta en un conjunto de puntos del intervalo determinado 
anteriormente, usando métodos matriciales lineales unipaso. Por 
último, usando funciones B-spline matriciales lineales, 
obtendremos una solución numérica continua con cota del error 
cometido. Dado un error admisible &>O, la solución numérica 
continua será construida con un error uniformemente acotado 
superiormente por & en el dominio de existencia. 
Consideremos la ecuación diferencial matricial de Riccati no 
simétrica y con coeficientes variables, del tipo: 
donde la incógnita es W(t) y los coeficiente's C(t), D(t), A(t) y 
B(t) son funciones matriciales, al menos dos veces contínuamente 
diferenciables, a valores en erxr. Si ~ ( t ) ~  representa la 
traspuesta de la matriz A(t), la ecuación de Riccati (3.1) se dice 
que es simétrica cuando los coeficientes de (3.1) son matrices 
T reales y además D( t )=A[ t) . La ecuación de Riccati (3.1) aparece 
en diversos campos de la ciencia y la ingeniería, pero 
desgraciadamente ha recibido poco tratamiento numérico en lo que 
concierne al estudio del comportamiento y cotas de error a priori 
en términos de los datos, para las soluciones numéricas 
propuestas. Más aún, estos estudios suelen centrarse 
exclusivamente al caso de coeficientes constantes, en contra del 
hecho de que muchos sistemas reales son de coeficientes variables. 
Algunas excepciones pueden encontrarse en [ DIECI , [ JOD31, [KUNKI , 
[KENNI, [OSHM]. En [KENNI se propone la integración directa de 
(3.1) usando rutinas conocidas y un método basado en el algoritmo 
de Davison-Haki modificado. Los resultados numéricos son puestos a 
prueba en un conjunto de ejemplos concretos sin información de la 
cota de error en términos de los datos para el caso general. En 
[OSHMI, la solución de la ecuación de Riccati simétrica es 
reconstruida comenzando por la previa determinación de los 
valores y vectores propios de la matriz solución. Los autores de 
[KUNKI consideran ecuaciones diferenciales matriciales de Riccati 
implícitas, y proponen un método numérico basado en la 
descomposición contínua de valores singulares de funciones 
matriciales y formas canónicas de Kronecker. 
El estudio de la ecuación (3.1) está estrechamente ligado al 
sistema lineal asociado: 
El método propuesto en [JOD31 está basado en la vectorización del 
problema ( 3 . 2 )  y métodos aproximados sucesivos. También rJOD31 
ofrece cotas de error. Sin embargo, la existencia del intervalo 
donde está definido el límite que da la solución, es muy pequeño, 
y además, la especial estructura de la ecuación de Riccati no 
es tenida en cuenta cuando se aplican sucesivamente los métodos 
aproximados. Aparte de estos inconvenientes, el método propuesto 
en [JOD31 converge despacio y resulta computacionalmente caro. En 
[DIECI se propone un interesante método de integración numérica 
para la ecuación de Riccati no simétrica y de coeficientes 
variables. El principal inconveniente de este método es que 
requiere la hipótesis de una estructura dicotómica para el sistema 
lineal asociado ( 3 . 2 )  y, aunque se proponen cotas de error para 
la solución numérica, éstas están dadas en términos de propiedades 
geométricas y complicadas constantes relacionadas con esta 
dicotomía, que no pueden ser conocidas en la práctica. 
En este capítulo intentaremos explotar la estructura 
matricial del problema (3.1) evitando la reformulación estándar 
del problema como un sistema de ecuaciones vectoriales. El 
capítulo se organiza como sigue. En ésta primera sección, 
trataremos la construcción de soluciones numéricas para problemas 
de valores iniciales del tipo (1.1) bajo la condición de Lipschitz 
1 . 2  tal y como hemos venido aplicando en los capítulos 
anteriores, por lo que utilizaremos los resultados allí obtenidos. 
Esta información es usada en la construcción de las soluciones 
numéricas discretas del problema de Riccati de valores iniciales 
3 . 1 .  Obtenemos también el intervalo de existencia para la 
solución del problema (3.1) y una cota superior para el error de 
la solución numérica en un conjunto de puntos, en términos de 
los datos. La sección siguiente trata sobre la construcción de una 
solución numérica contínua con cota de error, mediante la 
interpolación lineal usando funciones B-spline matriciales. 
Por [REI2, pág. 281, la solución de (3.1) viene dada por: 
donde U(t) y V(t) son bloques correspondientes a la matríz 
solución del problema (3.2). 
El siguiente lema, que extiende el resultado del teorema 1 de 
IJOD21, determina un intervalo de existencia para la solución del 
problema (3.11, tan adecuado como permita una cota superior para 
la norma de [~(t) 1-' en dicho intervalo. 
LEMA 3.1. Sean: 
k = max I I S ( t )  I I  ; 
qo 
= max I I  [ A ( t )  B ( t )  1 1 1  
0 5 t ' l b  O l t l b  
y sea 6  un número positivo, menor o igual que b, satisfaciendo: 
Entonces, la solución local W ( t )  del problema ( 3 . 1 )  está definida 
por (3.3) en el intervalo [ 0 , 6 ] .  Es más, si Y ( t )  es la solución de 
( 3 . 2 ) ,  entonces U ( t )  = [ I  01 Y ( t )  es inversible en [0,61 y: 
9 
DEMOSTRACION. Puesto que U(0) = 1  , por e l  lema de perturbación 
tORT2, pág. 451,  U ( t )  e s  i n v e r s i b l e  si  1 1  U ( t )  - 111 < 1 . Nótese 
que : 
Tomando normas en la última expresión, por la definición de q 
0 
resulta que: 
I I  ~ ( t l  - 1 I I  5 t qo max I  I  Y(s) I I  
O'sSt 
Por [FLET, pág. 1141, la solución Y(t) del problema (3.2) 
satisface: 
De (3.61 y (3.71, tomando un número positivo 65b tal que: 
entonces, U(t) es inversible en Olt56. Tomando logaritmos en 
(3.8) se obtiene (3.4) y la inversibilidad de U(t) en Ostra. 
Nótese que: 
U'(t) = [I O] Y'(t) = [ I  O1 S(t) Y(t) = [A(t) B(t)l Y(t) 
y tomando normas en esta Última expresión, se sigue que: 
Ahora, por [FREE, pág. 2551 y por (3.81, podemos concluir (3.5). 
Determinado el intervalo de trabajo, el siguiente paso 
consiste en la aplicación del método lineal unipaso para la 
obtención de soluciones numéricas en un conjunto discreto de 
puntos de dicho intervalo. 
Consideremos el método unipaso matricial (1.481, asociado al 
problema de valor inicial (3.21, y dado por: 
donde t =nh, O5n.N-1, N=[o/hl y ¿i definido en Lema 3.2. Recordar 
n 
que en este caso tenemos que C1= C = O, y C = -I/12, por lo 
2 3 
que (3.9) define un método unipaso de órden p=2. Las constantes 
que aparecen para determinar el error de discretización, toman los 
siguientes valores: 
donde ko definido en el Lema 3.1 es la constante de Lipschitz 
del problema de valor inicial (3.21, y: 
D 2 max I I  ~ ( ~ ) ( t )  I I  
OStSb 
Nótese que la solución teórica Y(t) de (3.2) satisface: 
Denotemos por 
kl , 
i = 0, 1, 2, las constantes positivas 
correspondientes a nuestro problema, definidas de manera que: 
k l =  max lI~(~)(t)Il ; i=0. 1. 2 
ostso 
Entonces, por (3.7), (3.11) y (3.121, se sigue que: 
max Y ~ ~ I I  exp(ako) 
ostso 
Obsérvese que tomando h<l/ko , la constante r definida en (3.10) 
satisface que r (2. Llamando e al error de discretización en 
n 
t =nh, cuando se aproxima la solución teórica Y(t ) de (3.2) en t 
n n n 
mediante el valor Yn dado por el método (3.91, entonces, por 
(1.49) tenemos: 
h2 t 
Ile I I  5 - 
6 1 [:J 1 exp(ak~] 3kik~+ k2) exp[2tnk~] 
Resolviendo (3.91, es fácil ver que: 
(LT 'E) 
U 
:-r~q~_rz~sa souiapod ' A ap sa~ua~puodsa-r_ro~ 
sa3TJJeu se1 'up?=eq~ng~ad p cual Ta ~od '> q e~ed anb~od 
U 
s-epjujjap uajq uy?sa (~1.c) ua sepep A saaTlqeur se1 anb asaq?N 
(S1 'E) 
:anb souaual '(91'~) aa .alqysJaAuy 
u 
sa n zrdqr?u el anb auarlqo as upy2~q-rnl-zad ap aura1 la ~od A 
u 
(0z.t) N~U=O :JI r-[( i)nl 11 > sw-i 5 11 'n - cUm 11 = II 
:anb e3yjyda~ as (61'~) a3ejsTqes q 1s '(s'E) 
1( (31'~) <(PT*E) JO~ 'saauoquz '(S-E) ua epTurjap elsa apuop 
: anb anB?s 
U 
as ' (1 ) ua seulou opueuoL (S) JO~ opep auarrz f, apuop 
u 
'[q/!?]=N '~suro 'v= 3 ua (lec) ap eqaexa uqr3nlos 
u 
El ap ( 7)fi o3r~qaq JoleA le e3r~awnu uor3~wrxo~de eun sa 

Teniendo en cuenta la notación de la sección anterior, y las 
ideas sobre interpelación lineal con funciones B-spline 
matriciales expuestas en el segundo apartado de la primera sección 
del capítulo 11, las correspondientes función matriciales lineales 
que interpolan en el intervalo [0,61 las sucesiones U , V 
n n 
definidas por (3.161, toman la forma: 
con t s t c t  y N h = t  = 6 .  
n n+ 1 N 
Nótese que por la expresión de ~(~'(tl se verifica que: 
max 1 1  ~'~'(t) 1 1  -; max 1 1  Y("(t1 1 1  5 exp(6k01 
0'tS ost3 
(3.24) 
Con la notación previa, de (3.141, (3.181, (2.191, (2.211 y (3.241 
92 
n '[Q'o] oleAJaquy la ua q opoq e~ed (3) S ap pepylrqrsJaAur eT 
auayqqo as [SV 'Bed 'ZJ,HO] uprasq~n7~ad ap Bual la ñ (LZ'C) ~od ñ 
o 
:~od opyuzjap o~yqysod oJauryu un q eas ñ (s'c) ua oprurjap H eas 
o :Q=~=o e~ed K q>q e~ed anb JaA 113~3 sa 
'(sz.E)-(~z-c) ap sor~a~d soy~e~uauo~ so1 e e801yue eu~oj eun aa 
(62 'E) [ ((71~s) - (l),-n ] [ wAs - 1 - T - 
- [ T{(7)nS} - (7),-fl ] (7)A + T - { } [ (7)"s - (7)A ] = 
T +U U 
(82 'E) '4575 7 
donde 7 está definido en (3.25). Teniendo en cuenta (3.81 y 
la relación V(t) = [O 11 Y(t) se sigue que: 
Si ho está definido por ( 3 . 2 6 )  y h<ho , entonces por (3.27) 
obtenemos la inversibilidad de Su(t) en todo el intervalo [0,61 y 
además, por (1.51, podemos escribir: 
Ahora, por (3.51, (3.25) y (3.321, podemos escribir: 
1 1  {U(t)}-' - {su(t)}-' 1 1  5 2 (1-~6)-~ a h2 
donde a está definido en (3.25). Teniendo en cuenta (3.5) y 
(3.29)-(3.331, si OSt56 y h < min ( ho, ) , se sigue que: 
o 
1 1  W(t) - W(t) 1 1  a alh2 + a2h 4 para 01t16 (3.34) 
donde : 
Por tanto, dado un error admisible E ,  tomando 
h < min { ho , tal que: 
O 
A 
concluimos que W(t) definida en (3.281, es una solución aproximada 
del problema 3.11, cuyo error está uniformemente acotado 
superiormente por E en todo el intervalo [0,61. Así pues, el 
siguiente resultado queda probado 
TEOREMA 3.1. Con la anterior notación, sea &>O y sean O y M las 
constantes definidas en el Lema 3.1. Sea h un número positivo tal 
1 
que Nh=O, h < min {ho , T .  1 )y satisface (3.36). Sean U 
O 
y Vn las sucesiones de matrices definidas en (3.211, donde Y 
viene dado por (3.15). Entonces, W(t) definido por (3.28) en el 
intervalo t =nh 5 t S t =(n+l)h , para OsnsN-1 , es una 
n n+ 1 
solución aproximada contínua del problema ( 3 . 1  cuyo error es 
uniformemente acotado superiormente por E en [0,61. 
NOTA 3.1. Recordemos un importante comentario que ya apuntamos en 
el capítulo anterior. Es fácil ver, usando el teorema de L'H6pital 
[FLET, pág. 391, que S (t) definido en (3.221, es tal que su u 
inversa SU(t) es una función contínua en [O,rSI, satisfaciendo: I 1-' 
lim {~~(t)}-' = {Un+,}-' ; iim {su(t)}-' = {U n }-' 
t -+t t -+t 
Esto indica que {su(t)}-' interpala la sucesión de matrices 
6 
y que W(t1 es una función interpoladora de 
O'niN 
NOTA 3.2. Nótese que la longitud 6 del intervalo de existencia 
predeterminado, donde se construye la solución numérica del 
problema (3.11, está expresada en términos de los datos por la 
desigualdad (3.4). Sin embargo, las constantes positivas a,  M, 
a a y ho dependen del parámetro 8, y para un valor fijado 
1 '  2 
de h < min 1 { ho ,  , 1 } , la expresión alh2 + or h 4 que 
O 
2 
aparece en el segundo miembro de (3.351, depende muy sensiblemente 
de1 valor del parámetro 8. Un pequeño cambio en 6 provoca 
un cambio importante en el error dado por (3.35). Este hecho se 
ilustra con el siguiente ejemplo. 
EJEMPLO 3.1. Consideremos el problema (3.1) con los datos: 
La función matricial S(t1 del problema asociado (3.21, toma la 
forma: 
con ~ ' ( t )  = t s ;  ~ ( ~ ! ( t )  = S .  
Calculando tenemos: 
y la desigualdad (3.41, adquiere la forma: 
Tomemos tres valores diferentes de o que satisfagan (3.37): 
Los valores correspondientes de y y M, definidos en (3.25) y (3.5) 
resultan: 
Las constantes a y a2 dadas en (3.35) asociadas a los valores 
1 
elegidos de 8 ,  toman los siguientes valores: 
Las tablas siguientes muestran la sensibilidad de la cota de 
alh2 + a2h 4 error para los diferentes valores de 8: 













































































