Abstract-We study Frank-Wolfe methods for nonconvex stochastic and finite-sum optimization problems. Frank-Wolfe methods (in the convex case) have gained tremendous recent interest in machine learning and optimization due to their projection-free property and their ability to exploit structured constraints. However, our understanding of these algorithms in the nonconvex setting is fairly limited. In this paper, we propose nonconvex stochastic Frank-Wolfe methods and analyze their convergence properties. Furthermore, for objective functions that decompose into a finite-sum, we leverage ideas from variance reduction for convex optimization to obtain new variance reduced nonconvex Frank-Wolfe methods that have provably faster convergence than the classical Frank-Wolfe method.
I. INTRODUCTION
We study optimization problems of the form:
1 n n i= f i (x), (finite-sum).
(
We assume that F , f , and f i (i ∈ {1, . . . , n} [n]) are all differentiable, but possibly nonconvex; the domain Ω is convex and compact.
Problems of this form are at the heart of machine learning and statistics; for instance, the finite-sum problem arises under the name empirical risk minimization and M-estimation. Examples of such problems include multiclass classification, matrix learning, recommendation systems [10] - [13] .
Within convex optimization, problem (1) is relatively wellstudied. Two particularly popular approaches for solving it are: (i) Projected stochastic gradient descent (SGD); and (b) the Frank-Wolfe (FW) method. At each iteration, SGD takes a step in a direction opposite to a stochastic approximation of the gradient ∇F and uses projection onto Ω to ensure feasibility. While computing a stochastic approximation to ∇F is usually inexpensive, in many real settings, the cost projecting onto Ω can be very high (e.g., projecting onto the trace-norm ball, onto base polytopes in submodular minimization [6] ) and in extreme cases projection can even be computationally intractable [3] .
In such cases, projection based methods like SGD become impractical. This difficulty underlies the recent surge of interest in Frank-Wolfe methods [5] , [13] (also known as conditional gradient), due to their projection-free property. In particular, FW methods avoid projections and require just a linear oracle that solves problems of the form min x∈Ω x, g at each iteration.
Despite the remarkable success of FW approaches in the convex setting, including stochastic problems [12] , their applicability and non-asymptotic convergence for nonconvex optimization is largely unstudied. Even for SGD, it is only recently that non-asymptotic convergence analysis for nonconvex optimization was obtained [8] , [9] . More recently, [19] , [20] obtained variance reduced stochastic methods that converge faster than SGD in the nonconvex finite-sum setting.
Similar fast variants of FW for nonconvex problems are not known. Given the vast importance of nonconvex models in machine learning (e.g., in deep learning) and the need to incorporate nontrivial constraints in such models, it is imperative to develop scalable, projection-free methods. This paper presents new FW methods towards this goal. Our main contributions are summarized below, while the key complexity results are listed in Figure 1 . Main Contributions. For the nonconvex stochastic setting in (1) we propose a stochastic Frank-Wolfe algorithm (SFW), and provide its convergence analysis. For the nonconvex finite-sum setting, we propose two variance reduced (VR) algorithms: SVFW and SAGAFW, based on the popular VR algorithms SVRG and SAGA, respectively. We show that by carefully selecting the parameters of these algorithms, we can attain faster convergence rates than the deterministic FW. In particular, we prove that SVFW and SAGAFW are faster than deterministic FW by a factor of n 1/3 and n 2/3 respectively, where n is the number of component functions in the finitesum (see (1) ).
To our knowledge, our work presents the first theoretical improvement for stochastic variants of Frank-Wolfe in the context of nonconvex optimization.
A. RELATED WORK
The classical Frank-Wolfe method [5] using line-search was analyzed for smooth convex functions F and polyhedral domains Ω. Here, a convergence rate of O(1/ ) to ensure F (x) − F * ≤ was proved without additional conditions [5] , [13] . There have been several recent works on improving the convergence rates under additional assumptions [7] , [16] . More recently, [12] proposed stochastic variants of FW for convex problems of form (1) , and showed theoretical improvements over the classical Frank-Wolfe method.
The literature on nonconvex Frank-Wolfe is relatively small. The work [2] proves asymptotic convergence of FW to a stationary point; though, no convergence rates are provided. To the best of our knowledge, [25] is the first to provide convergence rates for an FW-type algorithm in the nonconvex setting. Very recently, [15] provided a nonasymptotic convergence rate of O(1/ 2 ) for nonconvex FW with adaptive step sizes. However, as we shall see later, such an implementation of FW is expensive (or impossible in the pure stochastic case) since it requires calculation of the gradient ∇F at each iteration. We show that our stochastic variants are provably faster than the existing FW methods.
In the nonconvex setting, most of the work on stochastic methods focuses on SGD [8] , [9] and analyzes convergence to stationary points. For the finite-sum setting, we build on recent variance reduction techniques [4] , [14] , [23] , which were first proposed for solving unconstrained convex problems of form (1) . Projected variants to handle constraints were studied in [4] , [24] . More recently, [19] - [21] provided nonconvex variants of these methods that converge provably faster than both SGD and its deterministic counterpart.
II. PRELIMINARIES
As stated above, we study two different problem settings: (1) stochastic, where F (x) = E z [f (x, z)] and z is random variable whose distribution P is supported on Ξ ⊂ R p ; and (2) finite-sums, where
For the stochastic setting, we assume that F is L-smooth, i.e., its gradient is Lipschitz continuous with constant L, so
Here · denotes the 2 -norm. Furthermore, for the stochastic setting, we also assume f (x, z) is G-Lipschitz for all z ∈ Ξ. This assumption can be equivalently written as ∇f (x, z) ≤ G for all z ∈ Ξ.
For the finite-sum setting, we assume that the individual functions f i (i ∈ [n]) are L-smooth i.e.,
Note that this implies that the function F is also L-smooth. The domain Ω ∈ R d is assumed to be convex and compact with diameter D; i.e., x − y ≤ D for all x, y ∈ Ω. Such an assumption is common to all Frank-Wolfe methods. Convergence criteria. The criterion used for the convergence analysis is important in nonconvex optimization. For unconstrained problems, the gradient norm ∇F is typically used to measure convergence, because ∇F → 0 captures convergence to a stationary point. However, this criterion cannot be used for constrained problems. Instead, we use the following criterion, typically referred to the Frank-Wolfe gap:
For convex functions, the FW gap provides an upper bound on the suboptimality. For nonconvex functions, the gap G(x) = 0 if and only if x is a stationary point. To state our convergence results we will also need the following bound: given some (unspecified) initial point x 0 ∈ Ω. Oracle model. To compare convergence speed of different algorithms, we use the following black-box oracles:
where z ∼ P, an SFO takes a point x and returns the pair
and a point x ∈ R d , and returns the pair
• Linear Optimization Oracle (LO): For a set Ω, an LO takes a direction d and returns arg max v∈Ω v, d . Throughout the paper, by SFO, IFO and LO complexity, we mean the total number of SFO, IFO and LO calls made by an algorithm to obtain an -accurate solution, i.e., a solution for which E[G(x)] ≤ , where the expectation is over any randomization as part of the algorithm. For clarity, we hide the dependence of these complexities on the initial point
, Lipschitz constant G, and the smoothness constant L; we report the dependence on n to highlight its importance. Classical FW. To place our results in perspective, we begin by recalling the classical Frank-Wolfe (FW) algorithm [5] . Pseudocode for this is presented in Algorithm 1.
Compute vt = arg maxv∈Ω v, −∇F (xt) 4: Compute update direction dt = vt − xt 5:
Each iteration of FW requires calculation of the gradient ∇F and moving towards a minimizer of a linearized objective. Notice that calculation of ∇F may not be possible in the stochastic setting of (1). Furthermore, even in the finite-sum setting, computing ∇F requires n IFO calls, rendering the
Uniformly randomly pick i.i.d. samples {z t 1 , . . . , z t b t } according to the distribution P.
4:
Compute vt = arg maxv∈Ω v, −
Compute update direction dt = vt − xt 6: xt+1 = xt + γtdt 7: end for 8: Output: Iterate xa chosen uniformly random from {xt}
approach useless in large-scale problems, where n is large. For the nonconvex finite-sum setting, the following key result was proved recently [15] .
Theorem 1 ( [15] ): Under appropriate selection of step sizes γ t , the IFO and LO complexity of Algorithm 1 to achieve an -accurate solution in the finite-sum setting are O(n/ 2 ) and O(1/ 2 ) respectively. The key aspect of Theorem 1 is the dependence of IFO complexity on n. In particular, when n is large, the IFO complexity O(n/ 2 ) shown by the theorem becomes prohibitively expensive, undermining the benefits of FW over competitors like projected SGD. In the next section, we tackle this drawback and develop faster nonconvex stochastic and variance reduced FW methods.
III. ALGORITHMS
In this section, we describe FW algorithms for solving (1) . In particular, we explore stochastic and variance reduced versions of the classical FW method, for the stochastic and finite-sum settings, respectively. We defer a discussion on comparison of the convergence rates to Section IV.
A. STOCHASTIC SETTING
We first investigate convergence of FW in the stochastic setting. As mentioned earlier, the classical FW method (Algorithm 1) requires calculation of the full gradient ∇F (x), which is typically impossible to compute in the stochastic setting. For convex problems, [12] tackle this issue by using the popular Robbins-Monro approximation [22] to the gradient. We use a variant of the algorithm for our nonconvex stochastic setting, which we call SFW.
The pseudocode of SFW is listed in Algorithm 2. Note that the samples {z i } are chosen independently according to the distribution P. Thus, E zi [∇f (x, z i )] = ∇F (x), i.e., we obtain an unbiased estimate of the gradient. Also, note that the output in Algorithm 2 is randomly selected from all the iterates of the algorithm. The key parameters of SFW are the step sizes {γ i } T −1 i=0 and the minibatch sizes {b t }. These parameters must be chosen appropriately in order to ensure convergence of the algorithm (see Theorem 2) . For our analysis, we assume that the function f (x, z) is G-Lipschitz for all z ∈ Ξ, i.e., we have max z∈Ξ ∇f (x, z) ≤ G. This bound on the gradient is crucial for our convergence analysis.
We prove the following key result for nonconvex SFW.
Theorem 2: Consider the stochastic setting of (1) where f (x, z) is G-Lipschitz for all z ∈ Ξ and F is L-smooth. Then, the output x a of Algorithm 2 with parameters
, . . . , T −1}, satisfies the following bound:
where x * is an optimal solution to (stochastic) problem (1). Proof: First observe the following upper bound:
The first inequality follows since F is L-smooth (see Lemma 1) . The equality is due to the fact that
The second inequality holds because v t , x t lie in Ω and because the diameter of Ω is D.
Next, we introduce the following quantity:
which is used purely for our analysis and is not part of the algorithm. For brevity, we use ∇ t to denote
). Rewriting inequality (3) using this quantity, we see that
The second inequality follows from the optimality of v t in Algorithm 2, while the third inequality follows from the definition of G(x t ) and the optimality ofv t in (4). The last inequality follows from Cauchy-Schwarz and the fact that the diameter of the feasible set Ω is bounded by D. Taking expectations and using Lemma 2 in the above bound, we obtain the following important bound:
Summing over t and telescoping, we then obtain
The latter inequality follows from the optimality of x * . Using the definition of the output x a of Algorithm 2 and the parameters specified in the theorem statement, we get
which concludes the proof of the theorem.
An immediate consequence of Theorem 2 is the following complexity result for SFW.
Corollary
2 ) iterations are required to achieve an -accurate solution.
Note that the SFO and LO complexity of nonconvex SFW is similar to that of online FW [11] and slightly worse than complexity of SFW for convex problems [12] . Furthermore, for simplicity of analysis, we used a fixed step size and minibatch size. One can derive an essentially similar result using a decreasing step size and increasing minibatch size.
It is important to emphasize that the above results also apply to the finite-sum setting. In particular, when the distribution P is the empirical measure, then the convergence result in Theorem 2 also provides convergence rates for the finite-sum case. However, as we will see shortly, these convergence rates can be improved significantly by using variance reduction techniques.
B. FINITE-SUM SETTING
In this section, we consider the finite-sum setting of (1). We show that by building on ideas from variance reduction for SGD, one can significantly improve the convergence rates. The key idea is to use a variance reduced approximation of the gradient [4] , [14] . We analyze two different algorithms for the finite-sum setting. Our first algorithm (SVFW) is based on the convex method of [12] adapted to the nonconvex case. Our second algorithm (SAGAFW) is based on another variance reduction technique called SAGA [4] .
SVFW ALGORITHM
Pseudocode of our first method (SVFW) is presented in Algorithm 3. Similar to [14] and [12] , nonconvex SVFW is also epoch-based. At the end of each epoch, the full gradient is computed at the current iterate. This gradient is used for controlling the variance of the stochastic gradients in the inner loop. For epoch size m = 1, SVFW reduces to the classic FW algorithm. In general, the epoch size m is chosen such that the total number of IFO calls per epoch is Θ(n). This ensures that the cost of computing the full gradient at the end of each epoch is amortized. To enable a fair comparison with SFW, we assume that the total number of inner iterations across all epochs in Algorithm 3 is T . 
for t = 0 to m − 1 do
6:
Uniformly randomly (with replacement) select subset It = {i1, . . . , i b t } from [n].
7:
Compute v
Compute update direction d We prove the following key result for Algorithm 3. For ease of exposition, we assume that the total number of inner iterations T is a multiple of m.
Theorem 3: Consider the finite-sum setting of (1) where the functions {f i } n i=1 are L-smooth. Then, the output x a of Algorithm 3 with parameters γ t = γ =
where x * is an optimal solution of (1) and x a is the output of Algorithm 4.
Proof: We first analyze the convergence properties of iterates within an epoch. Suppose that the current epoch is s + 1. For brevity, we drop the symbol s from x s+1 t ,x s and g s , whenever it safe to do so given the context. The first part of the proof is similar to that of Theorem 2. We again use the quantityv t = arg max v∈Ω v, −∇F (x t ) , as before, purely for our analysis.
For the t th iteration within the epoch s, we have
This is due to Lemma 1 and definition of x t+1 in Algorithm 3. We use∇ t to denote 1 bt ( i∈It ∇f i (x t ) − ∇f i (x) + g). Rewriting, we then obtain
The second inequality is due to the optimality of v t in Algorithm 3. The last inequality comes from the definition of G(x t ), the diameter of set Ω, and Cauchy-Schwarz. Taking expectations and using Lemma 3 in inequality (7) we obtain the bound
To aid further analysis of this bound, we introduce the following Lyapunov function:
where c m = 0 and c t = c t+1 + (LDγ)/ √ b for all t ∈ {0, . . . , m − 1}. Using the relationship in (8), we see that
The second inequality follows from the triangle inequality, while the last inequality holds because: (a) c t = c t+1 + (LDγ)/ √ b, and (b) x t+1 − x t = γ v t − x t ≤ Dγ (recall the definition of diameter of Ω). Telescoping over all the iterations within an epoch, we obtain
The equality follows from the relationship (10) we obtain
Now telescoping over all epochs, we obtain
Uniformly randomly (with replacement) select subsets It, Jt from [n] of size bt.
5:
Compute update direction dt = vt − xt Rearranging this inequality and using the definition of the output in Algorithm 3, we finally obtain
The second inequality follows from the optimality of x * and because b = m 2 . The last inequality follows from the choice of γ stated in the theorem. This concludes the proof.
The analysis suggests that the value of m should be set appropriately in Theorem 3 to obtain good convergence rates. If m is small, the IFO complexity of Algorithm 3 is dominated by the step involving calculation of the full gradient at the end of each epoch. On the other hand, if m is large, a large minibatch is used in each step of the algorithm (since b = m 2 ), which increases the IFO complexity. With this intuition, we present following important corollary.
Corollary 2: Under the setting of Theorem 3 and with m = n 1/3 , the IFO complexity and LO complexity of Algorithm 2 are O(n + n 2/3 / 2 ) and O(1/ 2 ), respectively. Proof: We first observe that the total number of IFO calls for an epoch (including those required for calculating the full gradient) is Θ(m 3 + n). Since m = n 1/3 , the total amortized IFO complexity of one iteration within an epoch is O(m 2 ) = O(n 2/3 ). Therefore, the IFO complexity is O(n+n 2/3 / 2 ). Further, since each inner iteration requires O(1) LO calls, the LO complexity is O(1/ 2 ).
SAGAFW ALGORITHM
SVFW is a semi-stochastic algorithm since it requires calculation of the full gradient at the end of each epoch. Below we propose a purely incremental method (SAGAFW) based on the SAGA algorithm of [4] . The pseudocode for SAGAFW is presented in Algorithm 4.
A key feature of SAGAFW is that it entirely avoids calculation of full gradients. Instead, it updates the average gradient vector g t at each iteration. This update requires maintaining additional vectors α i (i ∈ [n]), and in the worst case such a strategy incurs additional storage cost of O(nd). However, this cost can be reduced to O(n) in several practical cases (refer to [4] , [20] ).
For SAGAFW, we prove the following key result. Theorem 4: Consider the finite-sum setting of (1) where
. Then the output x a of Algorithm 4 with
T LD 2 θ(b,n,T )β and b t = b ≤ n for all t ∈ {0, . . . , T − 1}, satisfies the bound
where x * is an optimal solution of problem (1) and x a is the output of Algorithm 4.
Proof: We use the following quantities in our analysis:
The first part of our proof is similar to that of Theorem 3. Using essentially the same argument until (7), we have
The second inequality is due to Lemma 4. Next, we define the following Lyapunov function:
where c T = 0 and c t = (1 − ρ)c t+1 + (LDγ √ n)/ √ b for all t ∈ {0, . . . , T − 1}, where ρ is the probability 1 − (1 − 1/n) b of an index i being in J t . We can bound ρ from below as (12) where the first inequality follows from (1−y) r ≤ 1/(1+ry) (which holds for y ∈ [0, 1] and r ≥ 1), while the second inequality holds because b ≤ n. Now observe that
The first equality follows from the definition of α i t+1 in Algorithm 4, while the inequality is just the triangle inequality. Using the above relationship and the bound in (11), we obtain
The second inequality holds because: (a) c t = (1 − ρ)c t+1 + (LDγ √ n)/ √ b, and (b) x t+1 − x t = γ v t − x t ≤ Dγ (due to our bound on the diameter of the set Ω). Telescoping over all the iterations, we see that
The second inequality follows form the fact that
. This can, in turn, be obtained from the recursion c t = (1−ρ)c t+1 +(LDγ √ n)/ √ b and c T = 0. The third inequality is due to the bound on ρ in (12). Rearranging the above inequality and using the definition of x a from Algorithm 4, we finally obtain the bound
The first inequality uses the fact that c T = 0 and α i 0 = x 0 (in Algorithm 4). The second inequality uses the optimality of x * and the definition of θ(b, n, T ). Using the setting of γ in the theorem statement, we obtain the desired result.
Corollary 3: Assume T ≥ n. Under the settings of Theorem 4 and with b = n 1/3 , the IFO and LO complexity of Algorithm 2 are O(n + n 1/3 / 2 ) and O(1/ 2 ), respectively. Proof: First, observe that for T ≥ n and b = n 1/3 , θ(b, n, T ) ≤ 5/2 in Theorem 4. Thus, the IFO complexity is O(n + n 1/3 / 2 ). Furthermore, since each iteration requires just O(1) LO calls, the LO complexity is O(1/ 2 ). Notably, the IFO complexity of SAGAFW is lower than that of SVFW. Moreover, if T ≥ n 3/2 and b = 1, then we have θ(b, n, T ) ≤ 5/2, in which case the IFO complexity can even be reduced to O(1/ 2 ).
IV. DISCUSSION
It is important to remark on the complexity results derived in this paper. For the stochastic setting, we showed that the SFO and LO complexity of SFW are O(1/ 4 ) and O(1/ 2 ), respectively. At first glance, these rates might appear worse than those obtained for nonconvex SGD (see [8] ). However, it is important to note that the convergence criterion used in our paper is different from the one used in [8] . It is an important piece of future work to understand the precise relationship between these convergence criteria. Furthermore, the convergence rates in this paper are similar to those obtained for online Frank-Wolfe [11] and only slightly worse than those obtained for stochastic Frank-Wolfe in the convex setting [12] . Understanding the tightness of these rates is an interesting open problem left as future work.
For the finite-sum setting, while the complexity results of SFW still hold, we obtained significantly faster convergence rates by using variance reduction techniques. The dependence of IFO and LO complexity of nonconvex SVFW and SAGAFW, on is O(1/ 2 ), which matches the classical Frank-Wolfe algorithm [15] . However, SVFW and SAGAFW exhibit a much weaker dependence on n than FW; wherein, they are provably faster than the classical Frank-Wolfe by a factor of n 1/3 and n 2/3 , respectively. Similar (but not same) benefits have also been reported for nonconvex SVRG and SAGA over gradient descent [19] , [20] . Interestingly, there appears to be a gap between the convergence rates of SVFW and SAGAFW. Whether this gap is an artifact of our analysis or has deeper reasons remains open.
We conclude with a remark on a subtle point regarding the step size γ. The step size γ in Theorems 2, 3, and 4 requires knowledge of parameters like L, D and F (x) − F (x * ). Typically, an estimate of the these values suffices in practice. In absence of such knowledge, one can completely eliminate this dependence of γ on these parameters by simply choosing β = 2(F (x0)−F (x * )) LD 2 . Fortunately, this comes at the cost of only slightly worse constants in the convergence rate.
APPENDIX
The following bound on the value of functions with Lipschitz continuous gradients is classical (see e.g., [18] ).
for all x, y ∈ R d .
The following lemma is useful for bounding the variance of the gradient estimate used in the stochastic setting.
Lemma 2: Suppose the function F (x) = E z [f (x, z)] where z is a random variable with distribution P and support Ξ, and max z∈Ξ ∇f (x, z) ≤ G. Also, let∇ = Proof: The proof follows from a simple application of Jensen's inequality.
The following result is useful for bounding the variance of the updates of SVFW and follows from a slight modification of a result in [19] . We give the proof here for completeness. 
