We extend the multiscale finite element method (MsFEM) as formulated by Hou and Wu in [Hou T.Y., Wu X.-H., A multiscale finite element method for elliptic problems in composite materials and porous media, J. Comput. Phys., 1997, 134(1), 169-189] to the PDE system of linear elasticity. The application, motivated by the multiscale analysis of highly heterogeneous composite materials, is twofold. Resolving the heterogeneities on the finest scale, we utilize the linear MsFEM basis for the construction of robust coarse spaces in the context of two-level overlapping domain decomposition preconditioners. We motivate and explain the construction and show that the constructed multiscale coarse space contains all the rigid body modes. Under the assumption that the material jumps are isolated, that is they occur only in the interior of the coarse grid elements, our numerical experiments show uniform convergence rates independent of the contrast in Young's modulus within the heterogeneous material. Elsewise, if no restrictions on the position of the high coefficient inclusions are imposed, robustness cannot be guaranteed any more. These results justify expectations to obtain coefficient-explicit condition number bounds for the PDE system of linear elasticity similar to existing ones for scalar elliptic PDEs as given in the work of Graham, Lechner and Scheichl [Graham I.G., Lechner P.O., Scheichl R., Domain decomposition for multiscale PDEs, Numer. Math., 2007, 106(4), 589-626]. Furthermore, we numerically observe the properties of the MsFEM coarse space for linear elasticity in an upscaling framework. Therefore, we present experimental results showing the approximation errors of the multiscale coarse space w.r.t. the fine-scale solution.
Introduction
Steadily growing demands on the range of application of today's industrial products require more and more frequently the development of innovative, highly-effective composite materials, specifically adapted to their field of application. Virtual material design provides an essential support in the development process of new materials as it substantially reduces costs and time for the construction of prototypes and performing measurements on their properties. Of special interest is the multiscale analysis of particle reinforced composites. They combine positive features of their components such as e.g. lightweight and high stiffness.
Resolving the material jumps on the finest scale when performing the simulations is of high computational cost. The idea of the multiscale finite element method is to capture small scale features of the solution on coarser grid-levels without accurately resolving all the small scale components. It has been successfully applied to scalar elliptic PDEs with highly oscillating coefficients on multiple scales. Different variations of the method can be found in [8, [15] [16] [17] , including their analysis in the homogenization framework. A more recent approach for elliptic interface problems is given in [4] . A variational multiscale method for Brinkman's equation in highly porous media is presented in [19] , an approach which also incorporates the framework of domain decomposition.
Furthermore, multiscale finite element methods are often used for the construction of robust two-level overlapping domain decomposition preconditioners for scalar elliptic multiscale PDEs. In [13] and [14] , coefficient independent convergence rates are provided for a large class of heterogeneous problems, without the requirement that coefficient jumps are resolved by a coarse mesh. Robustness is proven for any coefficient variation which occurs in the interior of coarse elements. Robustness may also be achieved for coefficient variations across coarse element boundaries if the high contrast regions can be characterized as a union of disjoint islands.
Robustness with respect to arbitrary coefficient variations is successfully addressed in [11, 12] . In both studies, local generalized eigenvalue problems are solved and an initially constructed coarse space is extended by the remaining eigenfunctions corresponding to positive eigenvalues which lie under a predefined threshold. The dimension of the coarse space is in general larger than that of the coarse spaces presented e.g. in [13] . Its exact dimension depends on the coefficient distribution in the underlying material and thus, it strongly depends on the characteristics of the heterogeneities in the particular problem. It can be influenced by the partition of unity functions which are used to set up the generalized eigenvalue problems. Nevertheless, if the initial partition of unity is chosen to be the scalar multiscale finite element basis, the enrichment of the coarse space is, in most applications, rather moderate.
The approach in [11, 12] is generalized from scalar elliptic PDEs to abstract PDE operators in [9] , including applications to Stokes and Brinkman equations. More recently, this approach has been extended in [41] from a two-level to a multilevel (AMLI, see e.g. [25, 39] ) method for general s.p.d. operators. A theoretical verification of the robustness of the method when applied to linear elasticity is also presented. However, the question of the dimension of the coarse space when applied to elasticity as well the choice of the partition of unity needed to set up the generalized eigenvalue problems is not further addressed.
The spectral methods in [9, 11, 12, 41] are successfully applied to various highly heterogeneous problems in 2D even for the class of problems where multiscale and energy minimizing, see e.g. [27, 35, 40, 42] , coarse spaces fail to be fully robust. However, the high computational cost of solving local eigenvalue problems may face further challenges especially for applications in three spatial dimensions.
Although the capability of the adaption of multiscale finite elements to material studies of highly heterogeneous composites is often referred, to the authors knowledge, their application to the 3D system of linear elasticity has not yet taken place. However, an application of an adaptive local-global multiscale finite element method to a 2D linear elasticity problem is given in [28] . There, an extension of the multiscale finite volume element method presented in [7] for twophase flow problems is proposed. This method iteratively adapts the current multiscale basis functions by combining an oversampling approach locally and a coarse scale simulation globally. In [28] , applications to a structural optimization problem in 2D linear elasticity are presented.
Two-level overlapping domain decomposition preconditioners for the equations of linear elasticity are observed in several papers. The common feature of each of these works is that the coarse space contains the rigid body modes. E.g., in [32] , linear coarse spaces are considered. In [20] , coarse spaces are constructed by aggregation techniques. In both works, condition number bounds independent of the mesh parameters are shown for a homogeneous material, with possibly large constants in the estimates. Aggregation methods were originally introduced in [36, 37] for scalar elliptic PDEs and first applied to the linear elasticity system in [38] . If the coefficient jumps are resolved by the coarse grid, the smoothed aggregation method promises mesh and coefficient independent condition number bounds for the elasticity system. Aggregation based methods are observed in many other works. E.g. in combination with partition of unity coarse spaces in [30] , sharper condition number bounds are given depending on the parameters of the underlying material. In a more recent approach in [33] , a spectral approach as in [9] is applied in the aggregation framework, where generalized eigenvalue problems are solved in the overlapping regions of the local subdomains.
Further robust methods for solving linear elasticity problems are available in the literature, including multilevel methods studied in [24] , and further developed in [21, 22] . Karer and Kraus construct a purely algebraic multigrid method for linear elasticity problems, based on computational molecules, a new variant of AMGe. Such an approach has been studied earlier for scalar elliptic problems in [26] . A multigrid approach based on a finite difference discretization of the elasticity system has been proposed in [43] . Important works concerning classical AMG methods for linear elasticity are given in [1, 5] .
The outline of the paper is as follows. We start with the continuous formulation of the governing PDE system and the discretization on the fine grid in Section 2. In Section 3, we remind some basics on the two-level additive Schwarz method, followed by introducing the precise structure of the underlying fine and coarse grid in 3D. The multiscale finite element method for scalar elliptic PDEs is recalled in Section 4. The main requirements on a coarse space for the PDE systems of linear elasticity are stated in Section 5, followed by a detailed introduction of the multiscale finite element basis. Section 6 is devoted to numerical results, a short discussion finalizes the paper in Section 7.
Governing equations and their discretization

The equations of linear elasticity
For the sake of simplicity, let Ω ⊂ R 3 be a cuboidal domain. We consider a solid body in Ω, deformed under the influence of volume forces and tension forces . Assuming a linear elastic material behavior, it is well known that the displacement field of the body is governed by the linear elasticity system [2] 
∈ Ω, where σ is the stress tensor, the strain tensor ε is given by the symmetric part of the deformation gradient
∈ Ω, is the 4th order elasticity tensor, it describes the elastic stiffness of the material under mechanical load. The coefficients , 1 ≤ ≤ 3, may contain large jumps within the domain Ω. They depend on the parameters of the particular materials which are enclosed in the composite. The boundary conditions are imposed separately for each component , = 1 2 3, of the vector-field = ( 1 2
)
T : Ω → R 3 . We shall assume that Γ = ∂Ω admits the decomposition into two disjoint subsets Γ D and Γ N , Γ = Γ D ∪ Γ N and meas Γ D > 0 for = 1 2 3. The system given in equation (1) follows the boundary conditions
where is the unit outer normal vector on ∂Ω.
The Lamé equation
Equation (1) is the general form of the PDE system of anisotropic linear elasticity, which can be simplified when the solid body consists of one or more isotropic materials. In this case, equation (2) can be expressed in terms of the Lamé coefficients λ ∈ R and µ > 0, which are characteristic constants of the specific material. The stress tensor for an isotropic material simplifies to σ ( ) = λ(tr ε( )) I + 2µε( ). We assume that Ω is divided into two disjoint subdomains
. Each of the domains Ω contains an isotropic material with Lamé coefficients (λ µ ), = 1 2, i.e. let T . For an isotropic material, the stiffness tensor C in the Voigt notation takes the form
The Lamé coefficients can also be expressed in terms of Young's modulus E > 0 and the Poisson ratio ν ∈ (−1 1/2) by
Each pair (E ν) or (λ µ) characterizes the properties of an isotropic material. For completeness, we also give the relation
Remark
We should point out here that we only consider compressible linear elastic materials (ν < 1/2), which allows a discretization with piecewise linear (H 1 -conforming) finite elements. To circumvent the effect of locking or volume locking, reasonable discretizations are available when dealing with nearly incompressible materials. Such methods include nonconforming finite elements, cf. [10, 23] , or a mixed variational formulation by introducing an additional penalty term, cf. [2, 3] . In our observations, we always assume that the Poisson ratio ν is bounded away from 1/2.
Weak formulation
Consider the Sobolev space V = [H 1 (Ω)] 3 of vector-valued functions whose components are square-integrable with weak first-order partial derivatives in the Lebesgue space L 2 (Ω). We define
Additionally, we define the manifold
We assume ∈ V (Ω) to be uniformly bounded. Additionally, we require the stiffness tensor C to be positive definite, i.e. (C :
Note that for an isotropic material with the parameters λ and µ, this condition holds when C 0 /2 < µ < ∞ and C 0 ≤ 2µ + 3λ < ∞. We define the bilinear form :
This form is symmetric, continuous, and coercive. The coercivity, i.e. the property that there exists 0 > 0 with
for all ∈ V 0 , can be shown using Korn's inequality, cf. [2] . Furthermore, we define a continuous linear form F : V → R,
The weak solution of (1) is then given in terms of ( · · ) and F ( · ) with ∈ V such that
Under the assumptions above, a unique solution of the weak formulation in equation (6) is guaranteed by the Lax-Milgram Lemma [2] .
The finite element discretization
We want to approximate the solution of (6) in a finite dimensional subspace V ⊂ V. Therefore, let T be a quasi-uniform triangulation of Ω ⊂ R 3 into tetrahedral finite elements with mesh parameter and let Σ be the set of vertices of T contained in Ω. We denote the number of grid points in Σ by . In Section 3 a regular grid and its triangulation are introduced in more detail. Let B lin = { } =1 be the set of piecewise linear basis functions on the triangulation T of Ω, such that ( ) = δ ∈ Σ Here, δ is the Kronecker delta. We extend the given scalar nodal basis to the space of vector-valued nodal functions on Σ by
Let denote the -th Cartesian basis vector in R 3 . Then each basis function φ ( ) = : Ω → R 3 of V is a vector field with a scalar nodal function in one of their components, and zero in the others. For the sake of simplifying the notation, we assume a fixed numbering of the basis functions to be given. To be more specific, we assume the existence of a suitable surjective mapping {φ
Note that this mapping automatically introduces a renumbering from {1 } × {1 2 3} → {1 }. Here, = 3 denotes the total number of degrees of freedom (DOFs) of V . We introduce discrete analogs to the space in equation (3) and the manifold in equation (4) by
We want to find ∈ V , where = + , with ∈ V 0 and ∈ V . More precisely, we seek = (
We define the index set of degrees of freedom of V by D = {1 } and introduce the subset
The bilinear form in equation (5) applied to the basis functions of V reads
Observe that common supports of basis functions φ ( ) and φ ( ) with ( ) ∈ D 0 , ( ) ∈ D Γ D do not have a contribution to the entries in A. They only contribute to the loadvector f. This leads to the sparse linear system Au = f (9) with the symmetric positive definite (s.p.d.) stiffness matrix A. The symmetry of A is inherited from the symmetry of ( · · ) while the positive definiteness is a direct consequence of the coercivity of the bilinear form. Note that in the construction above, the essential degrees of freedom in D Γ D are not eliminated from the linear system. The degrees of freedom related to Dirichlet boundary values are contained in the linear system by strictly imposing = on Γ D , = 1 2 3. The symmetry of the linear system is kept by an adaption of the right-hand side. For more details on the assembling process, we refer the reader to [18] .
Fine and coarse grid for the two-level method
We are interested in solving the linear system in (9) and hence, the construction of preconditioners for A which remove the ill-conditioning due to mesh-parameters and variations in the PDE coefficients. Such preconditioners involve corrections on local subdomains as well as a global solve on a coarse grid. Specifically, we apply the two-level additive Schwarz preconditioner, which we shortly recapitulate in this section. Furthermore, we precisely introduce the fine and coarse triangulation on a structured grid. The structure is such that the coarse elements can be formed by an agglomeration of fine elements.
Two-level additive Schwarz
Let {Ω } N =1 be an overlapping covering of Ω such that Ω \ ∂Ω is open for each . Ω \ ∂Ω is assumed to be the interior of a union of fine elements τ ∈ T . We introduce the notation
for the space of piecewise linear vector-valued functions which are supported in Ω . For = 1 N, let R be the restriction operator of a function in V (Ω) to V (Ω ), more details can be found in [34] . We define the local submatrices of A corresponding to Ω by A = R AR T .
Additionally to the local subdomains, we need a triangulation T H of Ω into coarse elements. Here, we assume again that each coarse element T consists of a union of fine elements τ ∈ T of the fine triangulation. We will construct a coarse basis whose values are determined on the coarse grid points in Ω (excluding coarse DOFs on the Dirichlet boundaries), given by the vertices of the coarse elements in T H . The coarse space V 
In the following, we may write A 0 and R 0 instead of A H and R H . The following two theorems are basic results in domain decomposition theory. Proofs can be found in [34] . Theorem 3.1 also states a reasonable assumption on the choice of the overlapping subdomains. 
Theorem 3.2 (stable decomposition).
Suppose there exists a number C 0 ≥ 1, such that for every
As we can see, the choice of the coarse space has no influence on the largest eigenvalue of the preconditioned system. However, it is crucial for obtaining a small constant C 0 in the estimate of the smallest eigenvalue in Theorem 3.2. We continue with the construction of the structured fine and coarse grid and motivate and define the coarse multiscale basis for linear elasticity in the next sections.
Fine and coarse triangulation
The fine grid Let the domain Ω be of the form of a 3D cube, i.
for given L L L > 0. The fine grid is constructed from an initial voxel structure which is further decomposed into tetrahedral finite elements [31] . More precisely, the set of grid points in Ω is given by Σ = ( )
That is, the fine grid can be decomposed into × × grid-blocks of size × × . We denote such a fine grid block by , 1 ≤ ≤ . The triple ( ) uniquely determines the position of the corresponding block in Ω. Each block is further decomposed into five tetrahedral elements. The decomposition depends on the position of the specific grid-block. To identify them, we introduce the notation = ( ) = + + . We distinguish between two different decompositions, depending on the value of mod 2. We follow the numbering of the eight vertices of a block as given in Figure 1 . If is odd, see Figure 1 (a), block is decomposed into five tetrahedrons which are defined by the set of their four vertices within each block,
If is even, see Figure 1 (b), the decomposition of block into the tetrahedrons is done so that their vertices are given by {1 2 3 5} {2 3 4 8} {2 5 6 8} {3 5 7 8} {2 3 5 8}
Figure 1. Decomposition of grid block into five tetrahedral elements
With the given decomposition, a conformal triangulation of Ω into tetrahedral elements is uniquely defined, we denote this partition by T . T is referred to as the fine grid triangulation, whereas the coarse grid triangulation, introduced in the following, is denoted by T H .
Forming coarse elements by agglomeration
The coarse elements T ∈ T H are constructed by an agglomeration of the fine elements. We construct a set of agglomer-
is a simply connected union of fine grid elements. Thus, for any two τ τ ∈ T , there exists a connecting path of elements {τ } ⊂ T beginning at τ and ending at τ . Each fine grid element τ should belong to exactly one agglomerated element T . Due to a certain structure of the underlying grid, the agglomeration is done so that the coarse elements have the same tetrahedral form as the fine elements, and automatically form a coarser grid of equal structure. The table AE_element is used to store the fine elements which belong to an agglomerated (coarse) element. Given the fine triangulation T of Ω, the agglomeration process proceeds as follows:
a. Given a fixed coarsening-factor , compute the position of the coarse nodes to decompose the domain Ω into imaginary coarse blocks H of size H × H × H, where 1 ≤ ≤ H ∈ N, H = / , and H = .
b. Build the CB_element In step c of the agglomeration process, we again use the mapping = ( H ) = + + to identify the coarse tetrahedrons into which a given block is decomposed. This partition automatically defines a set of coarse grid points, given by the vertices of the coarse elements. It remains to show that a straightforward decomposition of a coarse block into coarse tetrahedral elements leads to the same result as forming the coarse tetrahedrons by agglomerating fine elements. The proof of this concept will be discussed in more detail in a following report. Having defined the coarse partition T H of Ω into tetrahedral elements, we need grid-transfer operators R H , respectively R T H , which connect fine and coarse grid. We state the requirements on the interpolation operator and the construction of the coarse multiscale basis in Section 5 and proceed with a short background of the multiscale finite element method for scalar elliptic PDEs.
From scalar PDEs to the PDE system
In this section, we shortly review the MsFEM method for scalar elliptic PDEs. More precisely, we show how the linear multiscale finite element basis functions are defined and give the global Galerkin formulation that couples the multiscale basis functions. A detailed and complete introduction into MsFEM methods for scalar PDEs can be found in [8] .
MsFEM for scalar elliptic PDEs
We consider the scalar elliptic PDE
where α = α( ) is a highly varying field in Ω. For simplicity, we restrict ourselves here to homogeneous boundary conditions on ∂Ω. Let V s 0 (Ω) denote the space of scalar piecewise linear basis functions on the fine triangulation T that vanish on the boundary. We define the multiscale basis functions on the coarse triangulation T H of Ω and construct a multiscale coarse space V The following condition number estimate shows the dependence of the preconditioned system on the mesh parameters [34] and the magnitude of jumps. It holds
Here, H stands for the diameter of the largest subdomain. In practical applications, it is often assumed to coincide with the characteristic mesh size of the coarse triangulation T H . The parameter δ stands for the smallest overlap width of the local subdomains. This estimate is valid for scalar elliptic PDEs using a coarse space which is piecewise linear. However, it may give too pessimistic estimates when other coarse spaces are used. In [13] , sharper coefficient explicit condition number bounds for the two-level additive Schwarz method are presented. The estimates in [13] are based on the energy of the coarse basis functions. E.g., using a multiscale coarse space and assuming that coefficient jumps occur only in the interior of coarse grid elements where the basis functions are locally harmonic, the estimates presented there promise convergence rates independent of variations in the fine mesh parameter and the material jumps. Therefore, reasonable assumptions on the overlapping subdomains may be required. For the linear elasticity system, such condition number estimates are not yet available.
MsFEM for the PDE System of linear elasticity
In this section, we extend the scalar MsFEM method as summarized in subsection 4.1 to the 3D system of linear elasticity. We summarize the main properties of a robust coarse space and state the requirements when applying the multiscale framework to linear elasticity. The motivation is based on the increased kernel of the elasticity operator, which consists of the six rigid body modes. In this section, we also give the definition of the multiscale basis and the multiscale coarse space V H = V MS for linear elasticity, and show some of its properties. Also, we define the interpolation and restriction operators. We see that the interpolation defined by the multiscale basis functions presented here satisfies the required properties.
Extensions to 3D linear elasticity
The proof of the convergence estimates for the scalar elliptic case, given in equation (11), requires a quasi-interpolant, see [6] , for which stability and approximation estimates hold in the semi-norm | · | H 1 . Using similar arguments and a vector-valued linear coarse space, one can show that a condition number bound κ(M −1 AS A) ≤ C (1 + H/δ) also holds for the system of linear elasticity, see [34] , with C depending on the material coefficients. If the stiffness tensor is isotropic and λ ≥ 0, we obtain the more precise estimate
H δ
The additional requirement in the proof is that the coarse space preserves the full kernel of the elasticity operator. However, the constant in the estimate may be rather large, as it depends on Korn's constant. For any domain ω ⊂ Ω, Korn's constant is the smallest constant C ω > 0 such that
It strongly depends on the shape of the domain as well as the choice of boundary conditions. Note that such a constant cannot exist for any ∈ [H 1 (ω)] 3 . It does not hold for functions which characterize a rigid body rotation, see equation (13) . For any rotation, the right-hand side in equation (12) vanishes while the left one is unequal to zero.
Theorem 3.2 motivates the construction of coarse spaces which allow a nearly ( · · )-orthogonal decomposition for each
∈ V . Orthogonality can be achieved locally by constructing coarse basis functions which are PDE-harmonic in the interior of coarse elements. This often leads to the argument of constructing coarse basis functions with minimal energy. Such a basis should contain the eigenfunctions corresponding to the smallest eigenvalues of the fine stiffness matrix. These eigenvalues are related to eigenfunctions which are in the kernel of the PDE operator. They occur globally in the computational domain, and locally around any high contrast inclusion.
Requirements on a robust coarse space
• The coarse space should approximate well the eigenfunctions corresponding to the smallest eigenvalues of the underlying PDE.
• The coarse basis functions should be locally supported to ensure a certain sparsity pattern of the interpolation operator.
The RBMs and their interpolation
In three dimensions, the eigenfunctions in the kernel of the elasticity operator consist of the six rigid body modes. They are given by the set
Here, the vector X = ( 1 2 3 )
T denotes the position vector function in Ω. As the dependence on the domain Ω is obvious, we may simplify the notation and write RBM = RBM(Ω) instead. It is easy to verify that for all ∈ [H 1 (Ω)] 3 , it holds ε( ) = 0 ⇔ ∈ RBM. At least away from the boundary Γ D where Dirichlet values are prescribed, the interpolation operator should be constructed so that it preserves the six rigid body modes. We describe the construction of the multiscale coarse space and the appropriate interpolation operator in the next section.
The multiscale basis for linear elasticity
Let T H be the coarse triangulation of Ω into tetrahedral elements, generated from agglomerating fine grid elements as described in the previous section. We construct an MsFEM coarse space V H as a subspace of the finite element space V of the piecewise linear vector-valued basis functions, see equation (7), on the fine triangulation T . That is, the coarse space basis functions are represented by their values at the fine-grid DOFs. The coarse grid points in Ω are given by
H where H = and = H/ ∈ N denotes the coarsening ratio. To distinguish between a coarse node and the three degrees of freedom corresponding to it, we introduce the set
That is, for each coarse node ∈ Σ H , we denote the -th coarse degree of freedom, = 1 2 3, related to this node
be the union of the coarse elements attached to the node . We denote the scalar coarse nodal basis function corresponding to by φ lin : S → R. That is, φ lin is linear in T ∈ T and it holds φ lin ( ) = δ , ∈ Σ H . For ∈ R 3 and = 1 2 3 we construct a vector valued multiscale basis function φ MS ( ) : S → R 3 . The construction is done separately for each element T ∈ T H , so that it holds
Equations (14) and (15) 
In the following, we estimate the complexity of the construction of the multiscale finite element basis for linear elasticity.
Computing the basis function φ MS ( ) T in equation (14) requires the solution of a sparse linear system with O( (H/ ) ) unknowns for any T ∈ T H , ∈ Σ H ∩ T and = 1 . Let be the number of vertices of T and N be the number of coarse nodes in Σ H . Using an optimal multigrid solver, the construction of the multiscale basis requires the solution of O( N ) linear systems of computational costs in the order of O( (H/ ) ). Thus, the overall complexity can be estimated to O( 2 ) which is proportional to the number of nodes on the fine grid T . Comparing with the estimate in subsection 4.1, constructing the multiscale finite element basis for linear elasticity is more expensive by a factor of at least 2 than the scalar multiscale basis. Also, using tetrahedral elements ( = 4) allows a more efficient construction than hexahedral elements ( = 8). In subsection 5.3 we see that, due to the PDE-harmonic extension of the vector-valued linear boundary conditions, the space V H contains the six rigid body modes. Using the property that the translations are preserved (see equation (17)) a slight reduction of the setup cost to O( 2 ( − 1) ) can be achieved.
Properties of the MsFEM coarse space
Indeed, assuming constant material coefficients in the PDE, the space V H recovers exactly the linear vector-valued basis functions on the coarse grid T H . For the general case of varying coefficients, the following observation shows that the coarse space preserves the three translations, separately for each unknown.
Global translations
For T ∈ T H , we denote by Σ H (T ) = Σ H ∩ T the set of vertices of T . Due to the prescribed linear boundary conditions in equation (15) , for each = 1 2 3 and T ∈ T H , it holds
where 1 Ω stands for the constant function in Ω and is the -th Cartesian basis vector in R 3 . The PDE-harmonic extension of equation (16) to the interior of T by equation (14), together with the uniqueness of the solution, gives
separately for each coarse element. Furthermore, this local argument can be extended to the global domain and it holds 
Global rotations
Next, we show that the introduced space V H contains also the three rigid body rotations.
Lemma 5.1.
The six rigid body modes are contained in the space V H . That is,
We have to show that × ∈ V H , = 1 2 3. Here, we do not distinguish in our notation a point ∈ R 3 and the identity mapping : Ω → R 3 , → , assuming that this should not lead to any confusion. For each ∈ Σ H , = 1 2 3, we define the vector
and denote its components by
In what follows, we first assume ∈ ∂T , T ∈ T H . On ∂T it holds
Thus, along the boundaries of the coarse elements T ∈ T H , we can represent × as a linear combination of functions in V
H
. With the argument which we used to validate equation (17), together with the uniqueness of the solution, we have
locally for each T ∈ T H and thus, also globally in Ω. The uniqueness argument holds here since, by equation (13), the vector field × is in the kernel of the elasticity operator and thus, it is a solution of div(C : ε) = 0.
Note that we concluded that from
. Indeed, this only holds for the sum of the basis functions, but not separately for each basis function. In general, we have φ ∈ V H ⇒ φ × ∈ V H .
The MsFEM interpolation operator
In the following, we form the interpolation operator which is implicitly defined by the multiscale coarse basis. Let us first summarize some notations. The number of grid points in Ω on the fine grid is denoted by , the number of grid points on the coarse grid is denoted by N . To each grid point, fine or coarse, we associate a vector-field = (
)
T : Ω → R 3 of displacements. We denote the corresponding components , = 1 2 3, of the vector-field by unknowns. The unknowns are defined on the same grid-hierarchy. The number of fine and coarse degrees of freedom on the fine and coarse triangulation (in Ω) is given by = 3 , N = 3N , respectively. Furthermore, for β ∈ { H}, the set D . We use the fine scale representation of a coarse basis function φ MS ( ) to define the interpolation operator, respectively the restriction operator. Each multiscale basis function omits the representation
This representation defines the matrix R ∈ R N × which contains the coefficient vectors, representing a coarse basis function in terms of the fine scale basis. Note that R does not define the final restriction operator used in the additive Schwarz setting. Assuming a numbering of the degrees of freedom by unknowns, the matrix R admits the blockdecomposition
where
That is, the column sum of the diagonal-blocks is one, while the off-diagonals have column-sum zero. Note that, this is only true for the sum of the columns of each block. In general, this is not true for the components itself. 
and the coarse stiffness matrix can be computed by the Galerkin product A
Numerical experiments
In this section, we give a series of examples involving binary media, showing the performance of our multiscale preconditioner under variations of the mesh parameters as well as the material coefficients. In addition to that, we measure the approximation error of the multiscale coarse space to a fine scale solution. In each experiment, we compare the multiscale coarse space with a standard linear coarse space. We perform our simulations on the domain Ω = [0 1]
L > 0, with fine and coarse mesh as introduced in subsection 3.2. In our experiments, we consider two variants of heterogeneous media. First, we assume that the discontinuities are isolated, so that the material jumps occur only in the interior of coarse elements. Figure 2 shows such a binary medium with one inclusion inside each coarse tetrahedral element. In a second set of experiments, we do not impose any restriction on the position of the small inclusions. More precisely, we generate a binary medium whose inclusions are identically distributed. An example of such a medium is given in Figure 3 . In the following, we refer to the binary medium where inclusions are isolated in the interior of coarse elements as Medium 1, while the medium with the random distribution of the inclusions is referred to as Medium 2. For each media, Young's modulus E as well as the Poisson ratio ν for matrix material and inclusions are given in Table 1 . The contrast E c = E inc /E mat may vary over several orders of magnitude.
Coarse space robustness
Let Ω , = 1 N, be given by the set of coarse elements which are attached to node
defines an overlapping covering of Ω into local subdomains, often referred to as a generous overlap. We perform tests 
Young's modulus Poisson ratio
observing the performance of the two-level additive Schwarz preconditioner using linear and multiscale coarsening. We show condition numbers as well as iteration numbers of the Preconditioned Conjugate Gradient (PCG) algorithm. The stopping criterion is to reduce the preconditioned initial residual by 6 orders of magnitude, i.e. AS A) are computed based on the three term recurrence which is implicitly formed by the coefficients within the PCG algorithm, cf. [29] .
In the first experiment, we test the robustness of the method on Medium 1 for fixed mesh parameters under the variation of the contrast E c . The Tables 2 and 3 show the corresponding condition numbers and iteration numbers having stiff (E c > 1) and soft (E c < 1) inclusions. In the former case, robustness is achieved only for the MsFEM coarse space, while linear coarsening leads to non-uniform convergence results. In the latter case, both coarse spaces are bounded in energy, an upper natural bound is evidently given for E c = 1. Linear coarse space and multiscale coarse space perform equally well.
In Experiment 2, performed on Medium 1, we measure the condition numbers and iteration numbers under variation of the mesh parameters, while the coefficients of the PDE remain fixed. We observe similar results as in Experiment 1. Table 4 shows iteration and condition numbers for linear and multiscale coarsening. For the linear coarse space, the condition number shows a linear dependence on the number of subdomains, while the condition number for multiscale coarsening is uniformly bounded.
To summarize, Experiments 1 and 2 show mesh and coefficient independent iteration and condition numbers for the multiscale coarse space when the inclusions are isolated. In the second part, we test the performance of the method when the small inclusions are allowed to touch coarse element boundaries. More precisely, we perform the same experiments again and replace Medium 1 by Medium 2. We denote them by Experiment 3 and Experiment 4. As we already know, we cannot expect coefficient independent convergence rates when the inclusions in the binary medium are such that they cross coarse element boundaries. This is what we see in Tables 5 and 6 for Experiment 3: For fixed mesh parameters under the variation of the contrast E c , they show the corresponding condition numbers and iteration numbers having stiff (E c > 1) and soft (E c < 1) inclusions. Robustness is only achieved in the latter case where soft inclusions are considered. For stiff inclusions, both coarsening strategies lead to iteration numbers and condition numbers which strongly depend on the contrast in the medium. We observe that in comparison with linear coarsening, the multiscale coarse space performs only slightly better. In Experiment 4, we measure the condition numbers and iteration numbers under variation of the mesh parameters for Medium 2. The PDE coefficients remain fixed. The results agree with the observations in Experiment 3. 
Coarse space approximation
In size. When the distribution of the inclusions is such that they cross coarse element boundaries, the linear multiscale basis function cannot capture the smallest eigenvalues associated to those inclusions which touch the coarse element boundary. The energy of the basis function strongly depends on Young's modulus of the inclusion. As the experiments show, no uniform iteration number and condition number bounds are achieved. For the considered medium with randomly distributed inclusions, the multiscale coarse space does not perform noticeably better than the linear coarse space.
Discussion
In this study, we extended the (linear) multiscale finite element method to the (3D) PDE system of linear elasticity.
The linear boundary conditions along coarse elements and the PDE-harmonic extension to their interior guarantees the following properties of the MsFEM basis:
• Given the local boundary conditions, the energy of a multiscale basis function is minimal within each coarse element.
• The 3 rigid body translations are contained in the coarse space.
• The 3 rigid body rotations are contained in the coarse space.
• Assuming homogeneous material coefficients, the multiscale basis coincides with the piecewise linear vector-valued basis on the coarse triangulation.
The costs of constructing the multiscale basis is of order 2 more expensive for linear elasticity than for scalar elliptic PDEs. This factor appears naturally due to the larger number of degrees of freedom on the fine and the coarse mesh, respectively. We utilized the multiscale basis for the construction of a two-level additive Schwarz preconditioner. When the discontinuities are isolated in the interior of coarse elements, our experiments show uniform condition number bounds w.r.t. both, coefficient variations in Young's modulus and the mesh size. Along coarse element boundaries, the multiscale basis is not PDE-harmonic. When inclusions cross a coarse element boundary, the prescribed linear boundary conditions lead to an increase in the energy of the multiscale basis function. The magnitude of the energy grows with Young's modulus of the inclusions which cross the element boundaries. The condition number is not uniformly bounded. For the scalar case, it is shown in [13] that the robustness of an overlapping two-level domain decomposition method w.r.t. coefficient variations is strongly related to the energy of the coarse basis functions. In their study, they introduce a coarse space robustness indicator, a measure which is proportional to the coefficient-weighted H 1 -seminorm of the basis functions. Our experimental results justify expectations to obtain similar condition number bounds for the PDE system of linear elasticity than existing ones for scalar elliptic PDEs. This correspondence will be investigated in more detail in a future work.
Using the MsFEM coarse space in an upscaling framework, we also presented experimental results in which we used the multiscale coarse space to approximate the fine-scale solution. When the inclusions are randomly distributed, the multiscale coarse space suffers from the inclusions which touch the coarse element boundaries and performs very similar to the linear coarse space. For the isolated inclusions, almost uniform approximation properties, independent of the contrast in Young's modulus, were achieved.
However, along the boundaries of the coarse elements, the small scale heterogeneities cannot be captured accurately by the presented MsFEM coarse space with linear boundary conditions. In case the material jumps occur through element boundaries, the coarse space needs to be adapted. A possible extension can be given using oscillatory boundary conditions, similar to the ones in the scalar case (cf. [13, 15] ), or energy minimizing methods (cf. [35, 42] ). Attention has to be paid and modifications might be required such that translations as well as rotations remain in the coarse space.
The vector-valued character and the increased kernel of the elasticity system states an important difference with scalar elliptic PDEs, which can be seen also in the approaches presented in [9, 11, 12, 41] , where generalized eigenvalue problems are solved. As mentioned in Introduction, numerical results for linear elasticity are not available yet, but a theoretical verification of the robustness of the method is already provided in [41] . The coarse spaces constructed there will contain the rigid body modes, multiplied with a (scalar) partition of unity. In contrast to the scalar case, we cannot expect that the coarse space is an enrichment of the multiscale finite element basis.
