Abstract. Continuing [5] , this paper investigates finer points of supertropical vector spaces, including dual bases and bilinear forms, with supertropical versions of standard classical results such as the GramSchmidt theorem and Cauchy-Schwartz inequality, and change of base. We also present the supertropical version of quadratic forms, and see how they correspond to symmetric supertropical bilinear forms.
In particular, a ν = a + a. We write a > ν b if a ν > b ν ; we stipulate that a and b are ν-matched, written a ∼ =ν b, if a ν = b ν . We say that a dominates b if a > ν b; a weakly dominates b if a ≥ ν b. Recall that any commutative supertropical semiring satisfies the Frobenius formula from [7, Remark 1.1]:
(a + b) m = a m + b m (1.1) for any m ∈ N + . A supertropical semifield † is a supertropical semiring † F † for which
is a group, such that the map ν| T : T → G (defined as the restriction from ν to T ) is onto. T is called the set of tangible elements of F † . Thus, G is also a group. A supertropical vector space over a supertropical semifield † F † is just a semiring † module (satisfying the usual module axioms, cf. [5, Definition 2.8] ). V has the distinguished standard ghost subspace H 0 := eV, as well as the ghost map ν : V → H 0 , given by ν(v) := v + v = ev. We write v ν for ν(v). When dealing with vector spaces, we will assume for convenience of notation the existence of a zero element 0 F ∈ F . More precisely, one could start with a semifield † F † and then consider the formal vector space F := F † ∪ {0 F }. A nonzero vector v of F (n) is called tangible if each of its components is in T ∪ {0 F }. This relation is antisymmetric, by [9, Lemma 1.5] . In this notation, by writing a | gs = 0 F we mean a ∈ H 0 .
Matrices.
Assume that A is a nonsingular matrix. We define the matrices
cf. [9, Remark 2.14], and recall that I A = AA ∇ and I ′ A = A ∇ A are quasi-identities, in the sense that they are multiplicatively idempotent matrices having determinant 1 F , and ghost surpass the identity matrix.
Then the matrices I A , I
′ A , A ∇ = A ∇ AA ∇ = A ∇ I A , and I A A are nonsingular, since I A AA ∇ = I 2 A = I A is nonsingular. 1.3. Bases. In [8] , we defined vectors in V to be tropically independent if no linear combination with tangible coefficients is in H 0 , and proved that a set of n vectors is tropically independent iff its matrix has rank n. Definition 1.2. A d-base (for dependence base) of a supertropical vector space V is a maximal set of tropically independent elements of V . Although d-bases could have different number of elements, we define rank(V ) to be the maximal possible cardinality of a d-base.
A subspace W of a supertropical vector space V is thick if rank(W ) = rank(V ).
An s-base of V (when it exists) is a minimal spanning set. A d,s-base is a d-base which is an s-base. A vector v / ∈ H 0 in V is critical if we cannot write
In [5, Theorem 5 .24] we prove that the s-base (if it exists) is unique up to multiplication by scalars. 
Given the plethora of thick subspaces, one would expect the theory of dual spaces to be rather complicated, and one of our basic aims in this paper is to make sense of duality.
Bilinear forms are introduced in [5, Section 6] in order to treat orthogonality of vectors. We review them in this paper as they are needed, in §3.
Supertropical linear maps and the dual space
In this section we introduce supertropical linear maps, and use these to define the dual space with respect to a d,s-base B, showing that it has the canonical dual s-base to be given in Theorem 2.21. (A version of a dual space for idempotent semimodules, in the sense of dual pairs, given in [1] , leads to a Hahn-Banach type-theorem.) 2.1. Supertropical maps. Recall that a linear map ϕ : V → V ′ of vector spaces over a semifield
We weaken this a bit in the supertropical theory.
Definition 2.1. Given supertropical vector spaces V and V ′ over a supertropical semifield F , a supertropical map
We write Hom gs (V, V ′ ) for the set of supertropical maps from V to V ′ , which is viewed as a vector space over F in the usual way, given by pointwise operations. We write H 0 := eV and H
for any v ∈ V and a ∈ F . In particular,
Proof. The assertion holds by definition when a ∈ T , and when a ∈ G we take α ∈ T such that a = α ν = α + α and thus have
The last assertion follows by taking a = e.
Remark 2.3. One may wonder why we have required ϕ(αv) = αϕ(v) and not just ϕ(αv) | gs = αϕ(v).
In fact, these are equivalent when α ∈ T , since F is a supertropical semifield. Indeed, assume that ϕ(αv) | gs = αϕ(v) for any α ∈ T and v ∈ V . Then also α −1 ∈ T . By hypothesis,
Remark 2.4. Lemma 2.2 implies
′ ) has a supertropical vector space structure, under the natural operations
Definition 2.9. A supertropical map ϕ : V → W of vector spaces is called tropically onto if ϕ(V ) contains a thick subspace of W . An iso is a supertropical map that is both ghost monic and tropically onto. (Note that this need not be an isomorphism in the usual sense, since ϕ need not be onto.) Remark 2.10. The composition of isos is an iso.
Linear functionals.
Definition 2.11. Suppose V is a vector space over a supertropical semifield F . The space of supertropical maps
is called the (supertropical) dual F -space of V , and its elements are called linear functionals; i.e., any linear functional ℓ ∈ V * satisfies
for any v 1 , v 2 ∈ V and α ∈ T . The set H 0 (V * ) of ghost linear functionals is the set of linear functionals that are ghost maps, i.e., {ℓ ∈ V * : ℓ(V ) ⊆ G 0 }.
Our next goal is to describe the linear functionals for thick subspaces V of F (n) (including the case V = F (n) ). Towards this end, we want a definition of linear functionals that respects a given d-base B = {b 1 , . . . , b n } of V . We define the matrix A(B) of B, to be the matrix whose columns are the vectors comprising B. For the remainder of this section we set the matrix Remark 2.14. A B = I A A is a nonsingular matrix, implying B is a d-base. B is easier to compute than B, since now we have
Lemma 2.15. V B is a thick, closed subspace of V , and B is a closed d,s-base of V B .
Proof. V B contains n independent vectors. Clearly B is closed since I 2 A = I A . Rather than dualizing all of V , we turn to the space
We also define the map
In other words,
Proof. Follows at once from the remark.
When v is tangible, we saw in [5, Remark 4.19 ] that
is a saturated tropical dependence relation of v on the b i 's; this is the motivation behind our definition.
Proof. For any ℓ ∈ V * B , we write α i = ℓ(b i ), and then see from Remark 2.20 that
It remains to show that the {ǫ i : i = 1, . . . , n} are tropically independent. If n i=1 β i ǫ i were ghost for some β i ∈ T 0 , we would have
. . , β n }, and let I = {i : β i = 0 F }, and assume there are k such tangible coefficients β i . Then for any i / ∈ I we have β i = 0 F , implying the i row of the matrix DI A is zero. But the sum of the rows of the matrix DI A corresponding to indices from I would be
which is ghost, implying that these k rows of DI A are dependent; hence DI A has rank ≤ k − 1. On the other hand, the k rows of DI A corresponding to indices from I yield a k × k submatrix of determinant i∈I β i ∈ T , implying its rank ≥ k by [6, Theorem 3.4 ], a contradiction.
In the view of the theorem, we denote B * = {ǫ i : i = 1, . . . , n}, and call it the (tropical) dual d,s-base
Example 2.22. The map Φ : F (n) → F (n) * * is a vector space isomorphism when B is the standard base (cf. Example 1.3).
Remark 2.23. Since AA ∇ = I A is a quasi-identity matrix, we see that
Proof. Applying Theorem 2.21 twice, we see that Φ(B) is a d-base of n elements. Φ is ghost monic, since g-ker Φ cannot contain tangible vectors, in view of [5, Theorem 3.4] (which says that the g-annihilator of a nonsingular matrix cannot be tangible). But by Example 2.22, taking the standard classical base, we see that V * * has rank n, and thus is thick in F (n) .
Supertropical bilinear forms
Linear functionals and dual spaces cast more light on the supertropical theory of bilinear forms. Here is a more concise version of [5, Definition 6.1]. Throughout, F denotes a supertropical semifield † (although we permit the possibility that 0 ∈ F ). We write v, v ′ for B(v, v ′ ). Specifically, given w ∈ V ′ , we can define the functional w :
Remark 3.3.
(i) Notation as in Definition 3.1, any bilinear form induces a natural map Φ :
Definition 3.4. When V ′ = V , we say that B is a (supertropical) bilinear form on the vector space V. The space V is nondegenerate (with respect to B) if v, V ⊆ G, ∀v ∈ V.
Although this definition suffices to carry through much of the theory, we might want to compute the bilinear form B in terms of its values on an s-base of V . To permit this, we tighten the definition a bit.
Definition 3.5. We say that a bilinear form B is strict if
Definition 3.6. The Gram matrix of the bilinear form with respect to vectors
is defined as the k × k matrix
Definition 3.7. We write v⊥ ⊥w when v, w ∈ G 0 , that is v, w | gs = 0 F . In this case, we say that v is left ghost orthogonal to w, or left g-orthogonal for short. Likewise, a subspace W 1 is left g-orthogonal to W 2 if w 1 , w 2 ∈ G 0 for all w i ∈ W i . A subset S of V is g-orthogonal (with respect to a given bilinear form) if any pair of distinct vectors from S is g-orthogonal.
In this paper we usually require ⊥ ⊥ to be a symmetric relation. This was studied in greater detail in [5, Definition 6 .12], but we take the simpler definition here since we focus on strict bilinear forms, for which the two notions coincide in view of [5, Lemma 6 .15]).
3.1. Isotropic vectors.
For any supertropical semifield † F and k ∈ N, we have the sub-semifield †
For example, when F is the supertropical semifield † built from the ordered group (R, ·), then F 2 = F, since we only get the positive elements. However, when F is the supertropical semifield † built from the ordered group (R, +), or from (R + , ·), then F 2 = F.
is normal. Thus, in this case, any g-nonisotropic vector has a scalar multiple that is normal.
The bilinear form B is supertropically alternate if each vector is g-isotropic; i.e., v, v ∈ G 0 for all v ∈ V. B is supertropically symmetric if v, w + w, v ∈ G 0 for all v, w ∈ V. A special case: B is symmetric if v, w = w, v for all v, w ∈ V.
Lemma 3.11. If B is supertropically symmetric on the vector space F v 1 + F v 2 and v 1 and v 2 are both g-isotropic, then B is supertropically alternate.
If B is supertropically symmetric on a vector space with an s-base of g-isotropic vectors, then B is supertropically alternate.
Proof. Apply induction to the lemma.
We recall another way of verifying tropical dependence, in terms of bilinear forms. . If the vectors w 1 . . . , w k ∈ V span a nondegenerate subspace W of V with | G(w 1 . . . , w k )| ∈ G 0 , then w 1 , . . . , w k are tropically dependent.
3.2.
The radical with respect to a bilinear form. Definition 3.14. The (left) orthogonal ghost complement of S ⊆ V is defined as
The radical, rad(V ), with respect to a given bilinear form B, is defined as V ⊥ . Vectors w i are radically dependent if i α i w i ∈ rad(V ) for suitable α i ∈ T 0 , not all 0 F .
Clearly, H 0 ⊆ rad(V ).
Remark 3.15.
(i) rad(V ) = H 0 when V is nondegenerate, in which case radical dependence is the same as tropical dependence.
(ii) Any ghost complement V ′ of rad(V ) is obviously left g-orthogonal to rad(V ), and nondegenerate since
This observation enables us to reduce many proofs to nondegenerate subspaces, especially when the Gram-Schmidt procedure is applicable (described below in Remark 4.10). 
Cauchy-Schwartz spaces
For convenience, we assume throughout this section that that B is supertropically symmetric, i.e., v, w + w, v ∈ G 0 for all v, w ∈ V. This assumption is justified by the following result from [5] : To avoid such g-isotropic vectors, we formulate the following definition: For example, the standard base of F (n) (cf. Example 1.3) with respect to the scalar bilinear form is Cauchy-Schwartz.
Lemma 4.7. If {v, w} is Cauchy-Schwartz (resp. weakly Cauchy-Schwartz), then v and w are compatible (resp. weakly compatible).
The same argument works for ν-inequality.
4.3.
Bilinear forms on a space of rank 2. Much of the theory reduces to the rank 2 situation. We fix some notation for this subsection. We say that {v 1 , v 2 } is a corner singular pair if the Gram matrix of the bilinear form B with respect to v 1 and v 2 is ν-matched to a matrix of the form α αβ αβ αβ 2 . Given vectors v 1 , v 2 in V , let α ij = v i , v j , and put α = α 12 + α 21 ∈ G 0 . By symmetry we may assume that α 11 ≤ ν α 22 . Take α ∈ T such that α ∼ =ν α, and α 22 ∈ T such that α 22 ∼ =ν α 22 .
In contrast to the classical situation, any space V of rank ≥ 2 must have g-isotropic vectors, as seen in the following computation. w, v 2 = α 22 β; v 2 , w = α 22 β, so {w, v 2 } is a corner singular pair. In particular, when v 2 is g-nonisotropic, replacing v 1 by w for large β gives us an independent pair of g-nonisotropic vectors, but at the cost of corner singularity. Next, we look for g-isotropic vectors. On the other hand, taking β = α11 α yields w, w = α
Thus, the Gram matrix of the bilinear form B with respect to v 2 and w is α 22 γ δ α ν 11
, with
The pair {v, w} is not corner singular, since α 11 α 22 < ν α 2 . For the situation α ∈ G 0 , we see that w is g-isotropic when αβ ≥ ν α 11 and αβ ≥ ν α 22 β 2 , i.e., α α 22
We call this range of β the g-isotropic strip of the plane.
α22 . Lemma 4.9. When F 2 = F, any space of tangible rank at least two contains an g-isotropic vector.
Proof. By Example 4.8, since we have α ∈ G 0 .
4.4.
The Gram-Schmidt procedure. We start with a standard sort of calculation. Then for each j = 1, . . . , m, and for any v ∈ V, the vector
The vector v
Equality holds in Equations (4.4), (4.5), and (4.6) when the bilinear form B is strict.
Lemma 4.11. Notation as in Remark 4.10, suppose that B is weakly Cauchy-Schwartz. Then
equality holding when the bilinear form B is strict.
Proof. The first assertion is clear unless v ′ B , v ′ B is tangible, which means that there is one term in the right of (4.6) which dominates all others, and again we have the first assertion unless this term comes from j,k v,bj v,b k bj ,b k βj β k . Now note that v ′ B is g-orthogonal to each b i , as observed above. Also, by hypothesis,
so multiplying both sides by
Thus the terms in the right side of (4.5) are all weakly dominated by the v,bj 2 βj , and thus get absorbed by the terms
The last assertion is now clear, and equality holds at each stage of our argument when B is strict (since again the terms in the right side of (4.5) disappear).
Looking carefully at the proof, we have the dominant index (or indices) j ′ such that Our definition of anisotropic space is weaker than the classical definition, as it must be in view of Lemma 4.9. The situation becomes clearer when the bilinear form B is strict. Applying induction to Lemma 4.11, we have the following conclusion: Proposition 4.14. When the bilinear form B is strict, any nondegenerate space supertropically spanned by a Cauchy-Schwartz set S = {s 1 , . . . , s n } is itself Cauchy-Schwartz.
which is dominated by i,j α Proof. Apply the Gram-Schmidt procedure as far as possible to obtain the anisotropic subspace W with g-nonisotropic Cauchy-Schwartz d-base B W = {w 1 , . . . , w m }. If we have some other g-nonisotropic vector v ∈ V \ W such that {w j , v} is Cauchy-Schwartz for some j, then, in view of Example 4.8, we can replace v by βw j + v for large enough β, which is Cauchy-Schwartz with each of w 1 , . . . , w m , and thus expand W by another application of the Gram-Schmidt procedure, a contradiction.
We conclude that no vector in V \ W is Cauchy-Schwartz with any member of B W . We expand B W to a d-base B of V . The remaining vectors in B \ B W are not Cauchy-Schwartz with W and thus produce g-isotropic vectors, in view of Lemma 4.11, and the space they generate is supertropically alternate in view of Proposition 3.12 .
Supertropical quadratic forms
Let us elaborate on the Cauchy-Schwartz property to get a supertropical version of quadratic forms. As in the classical case, given a supertropical bilinear form B, we define Q B (v) := v, v . The following observation is easy but surprising. When B is strict, we get the second assertion by Lemmas 4.5 and 4.7.
The quadratic form Q is strictly quasilinear if it satisfies
(In this case, we also say that the quadratic space V is strictly quasilinear.) A (supertropical) quasilinear quadratic space is a pair (V, Q) where Q : V → F is a quasilinear quadratic form. We say that the space is strictly quasilinear when the underlying quadratic form is strictly quasilinear.
Since supertropical algebra has "characteristic 1" and, in particular, often has properties of characteristic 2, one should expect the theory of supertropical quadratic forms also to behave as the classical theory of quasilinear quadratic forms over fields of characteristic 2, which is treated for example in [11, §1.6] and [3, II, §10] (where the term "totally singular" is used instead of "quasilinear"). In particular, v is g-isotropic iff Q(v) ∈ G 0 . Note that a quadratic form Q may admit many different bilinear forms.
The quadratic form associated to a non-symmetric bilinear form might fail to be quasilinear.
Example 5.5. Take the quadratic form associated to the bilinear form B with base {e 1 , e 2 } whose matrix is 0 F 1 F 0 F 0 F , and b = e 1 + e 2 . Then Q(b) = e 1 , e 2 = 1 F . This is not quasilinear.
In this paper we have been focusing on symmetric bilinear forms, and thus we treat quasilinear quadratic forms. Although we focus on strictly quasilinear quadratic forms here, here is an important example that is not strictly quasilinear. (ii) More generally, we say that V is a supertropical hyperbolic plane if it has a base {e 1 , e 2 } of g-isotropic vectors, for which Q(e 1 + e 2 ) > ν Q(e 1 ) + Q(e 2 ).
(iii) Any supertropical hyperbolic plane has a symmetric bilinear form with respect to which e 1 , e 2 ∈ T and e 1 , e 2 are not Cauchy-Schwartz; namely we define e 1 , e 2 = e 2 , e 1 ∈ T to be α ∈ T for which α ∼ =ν Q(e 1 + e 2 ).
Definition 5.7. The orthogonal sum Q = Q 1 + Q 2 of two quadratic spaces (V 1 , Q 1 ) and (V 2 , Q 2 ) is defined as (V 1 ⊕ V 2 , Q) where Q(v 1 , v 2 ) = Q 1 (v 1 ) + Q 2 (v 2 ). An orthogonal sum of hyperbolic planes is called a hyperbolic space.
Lemma 5.8. Any strictly quasilinear quadratic space has a thick subspace which is an orthogonal sum of 1-dimensional quadratic subspaces.
Proof. Just take a d-base.
Example 5.9. In view of Proposition 5.1, the quasilinear quadratic form obtained from any CauchySchwartz base with respect to a supertropically symmetric, strict bilinear form B is strictly quasilinear.
Remark 5.10. Conversely, given a strictly quasilinear quadratic form Q over a semifield F satisfying F = F 2 , we have a canonical bilinear form B Q admitted by Q, given by:
Theorem 5.11. If (V, Q) is a strictly quasilinear quadratic space, then B Q is a strict, symmetric bilinear form, with respect to which V is Cauchy-Schwartz.
2 . Taking square roots shows that B Q is a strict bilinear form, which is obviously symmetric.
Remark 5.12. In view of Theorem 4.16, the quasilinear quadratic form of a symmetric bilinear form can be decomposed into the sum of a strictly quasilinear quadratic form and a hyperbolic space.
