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Let K be an algebraically closed ﬁeld and A the Kronecker algebra
overK . A general problem is to study the endomorphismalgebras of
A-modulesM that are extensionsofﬁnite-dimensional, torsion-free,
rank-one A-modules P, by inﬁnite-dimensional, torsion-free, rank-
one A-modules N. Such endomorphism algebras can be studied by
means of a quadratic polynomial f (Y) in one variable Y over the
rational function ﬁeld K(X). We call this f (Y) the regulator of the
extension.Weprove that if the regulator has non-zero discriminant,
then EndM is a Noetherian, commutative K-algebra. We also prove
that, subject to a regulator with non-zero discriminant, End M is
afﬁne over K if and only if End N is afﬁne, in which case End M is
the coordinate ring of a hyperelliptic curve.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and the background framework
Let A be a tame, hereditary, ﬁnite-dimensional algebra over an algebraically closed ﬁeld K . In a
landmarkpaper [16],Ringel classiﬁed, interalia, the rank-one, indecomposable, torsion-freeA-modules
and their endomorphismalgebras bymeans of so calledheight functions. Such a classiﬁcation is almost
surely intractable for the case of rank-two, because it remains so even for abelian groups, see e.g. [19].
However, those rank-two A-modules M that are extensions of ﬁnite-dimensional, torsion-free, rank-
one A-modules P by inﬁnite-dimensional, torsion-free, rank-one A-modules N, may emerge as fruitful
source of problems. This has proven to be the case for the Kronecker algebra.
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IfM is suchanextension, onemayenquire about theendomorphismalgebraEndM. In the caseof the
Kronecker algebra, quite a bit is known. For instance we have shown in [9] that EndM is commutative
wheneverM is indecomposable. In [15]we have that if EndM is an integral domain, then EndM is one-
dimensional as a K-algebra and its radical is zero. When N is the unique, torsion free, indecomposable
and divisible Kroneckermodule, we obtain in [13] that ifM is indecomposable, then EndM is the trivial
algebra K . For one particular rank-one N, we show in [10] that EndM are the coordinate rings of afﬁne
cubic curves that include all elliptic curves.
In this paper we determine precisely thoseM that cause EndM to be Noetherian, and furthermore
those M that cause End M to be a ﬁnitely generated K-algebra. In the latter case, the algebras End M
are the coordinate rings of hyperelliptic curves in the sense of [17, Example 2.5.1 and Corollary 3.11].
As is well known, for any ﬁnite-dimensional, tame , hereditary algebra A, there is a full embedding
of the category of Kronecker modules into Mod-A, see e.g. [5,6]. In light of this, our results invite
generalization to all algebras A that are ﬁnite-dimensional, tame, and hereditary, just as Ringel has
done in [16] for a number of prior results on Kronecker modules.
Our approach towards endomorphisms of rank-2 Kronecker modules based on rational functions
and derivers has been presented in a number of our papers. We ﬁnd that it continues to be fruitful.
For the sake of a self-contained presentation, this approach is reviewed in this section, but a fuller
discussion of the background details can be found in [15].
1.1. Pole spaces and pole algebras
Let K be an algebraically closed ﬁeld of characteristic other than 2, and let K(X) be the ﬁeld of
rational functions in the indeterminate X . The elements of K(X) will simply be called functions.
For each θ in K , the shorthand notation Xθ will denote the function 1/(X − θ). The basis of K(X)
over K that gives partial fraction expansions consists of
1 along with all Xj and all X
j
θ , where θ ∈ K and j = 1, 2, 3, . . . (1)
For each θ in K and each function t there is the valuation ordθ (t). When θ ∈ K , we take the integer
ordθ (t) to be the exponent of the factor Xθ in the unique factorization of a non-zero function t. When
θ = ∞, the integer ord∞(t) is the degree of the numerator of t minus the degree of the denominator
of t. For convenience, we set ordθ (0) = −∞ for all θ in K as well as for θ = ∞. When ordθ (t) > 0,
we say that t has a pole at θ and ordθ (t) is its order. We also say that t has a zero at θ when ordθ (t) < 0.
Any mapping h : K ∪ {∞} → {∞, 0, 1, 2, 3, . . . } is a called a height, and the K-linear space
Rh = {r ∈ K(X) : ordθ (r) h(θ) for all θ in K ∪ {∞}} (2)
is called the pole space of h. The standard basis of Rh consists of
all Xj where 0 j h(∞) and all Xjθ where θ ∈ K and 1 j h(θ). (3)
The subspace
Ah = {r ∈ Rh : r has no pole at θ when h(θ) < ∞} (4)
is a K-algebra that we call the pole algebra of h. The pole space Rh becomes an Ah-module using
multiplication of functions. For any pole algebra Ah and θ in K we shall say that θ supports Ah whenever
Xθ ∈ Ah. This amounts to saying that K[Xθ ] ⊆ Ah, or equivalently that h(θ) = ∞. Likewisewe say that∞ supports Ah when X ∈ Ah.
The subspace
Sh = {r ∈ Rh : r has no pole at θ when h(θ) = ∞} (5)
is called the spur of h. The spur and the pole algebra are complementary pole subspaces of Rh in the
sense that
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Rh = Ah + Sh and Ah ∩ Sh = K.
The reduction of a pole space Rh is the subspace
R
−
h = {r ∈ Rh : ord∞(r) < h(∞)}.
If h(∞) = ∞, the reduction coincides with Rh, but if h(∞) < ∞, then the standard basis for the
reduction is obtained by deleting Xh(∞) from the standard basis ((3)) of Rh.
1.2. The pole space of a function
For any function t, the smallest pole space containing t is called the pole space of t, and is denoted
by Pt . In more detail, Pt is the pole space deﬁned by the height
k(θ) = max{0, ordθ (t)} where θ ∈ K ∪ {∞}.
This Pt is ﬁnite-dimensional with basis consisting of
all Xj , where 0 j k(∞) and all Xjθ , where 1 j k(θ) and θ ∈ K.
Thus a function s lies in Pt if and only if the partial fraction expansion of s extends no farther than the
partial fraction expansion of t. To get a basis for the reduction P
−
t simply drop the highest power of
X (which may well be X0 = 1) from the above basis of Pt . Every ﬁnite-dimensional pole space is the
pole space of some function.
1.3. Derivers
We need to work with K-linear functionals α : K(X) → K . Let 〈α, r〉 denote the value in K that α
takes at a function r. For each functional α and rational function r there is, according to [7, Section 3],
a unique rational function ∂α(r) inside the reduction P
−
r such that
∂α(r)(θ) = 〈α, (r − r(θ))Xθ 〉 for all θ in K that are not poles of r. (6)
For each α the resulting K-linear map ∂α : K(X) → K(X) is called a deriver. Each function r along
with α gives the functional t → 〈α, rt〉 to be denoted by α ∗ r. The name deriver is motivated by the
following derivation-like property which can be deduced from ((6)):
∂α(st) = s∂α(t) + ∂α∗t(s) for any functional α and functions s, t. (7)
The explicit calculation of ∂α on the standard basis of K(X) goes as follows:
∂α(1) = 0,
∂α(X
n) = 〈α, Xn−1〉 + 〈α, Xn−2〉X + · · · + 〈α, 1〉Xn−1, (8)
∂α(X
n
θ ) = −〈α, Xnθ 〉Xθ − 〈α, Xn−1θ 〉X2θ − · · · − 〈α, Xθ 〉Xnθ
for all θ in K and all n 1. In conjunction with the partial fraction expansion of any function r, the
above calculations make it clear that derivers map pole spaces into their reduction. In particular they
leave all pole spaces and all pole algebras invariant.
1.4. The regulator of a pair (h,α)
For a more thorough discussion of the regulator see e.g. [15]. Brieﬂy, any deriver ∂α is a K-linear
operator on the space K(X). Every function t acts on K(X) as the multiplier s → ts. Identify t with its
multiplier. LetAdenote theK(X)-subalgebraof EndKK(X) that is generatedby∂α andbyallmultipliers.
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Derivers need not commute with multipliers, but ((7)) can be used to show that the commutator of
∂α with any multiplier t maps K(X) into the reduction P
−
t of the pole space of t, which is a ﬁnite-
dimensional space.
When an operator σ in A maps a subspace S of K(X) to a ﬁnite-dimensional space, we say that σ
has ﬁnite rank on S. Take a pole space Rh of inﬁnite dimension over K , and let I be the proper subspace
of A consisting of those σ in A that have ﬁnite rank on Rh. As noted above, the commutator of any
∂α with any multiplier has ﬁnite rank on K(X), and thus on Rh. From this it can be checked that I is
an ideal of A, and the algebra A/I is a commutative K(X)-algebra generated by the image ∂α + I of
∂α under the canonical map A → A/I. If Y is another indeterminate, we get the substitution map
K(X)[Y] → A/I given by Y → ∂α + I. The regulator of the pair (h,α) is is the unique monic, or
possibly zero, polynomial f (Y) in K(X)[Y] that generates, as an ideal, the kernel of this map. If not the
zero polynomial, the regulator is the monic polynomial f (Y) in K(X)[Y] of least degree in Y such that
f (∂α + I) = 0.
Given a polynomial g(Y) in K(X)[Y], let g(∂α) stand for any preimage in A of g(∂α + I) under the
projection A → A/I. Although this notation is ambiguous, the regulator f (Y) has the property that
no matter what preimage g(∂α) is taken
f (Y) divides g(Y) ⇔ g(∂α + I) = 0 ⇔ g(∂α) has ﬁnite rank on Rh.
Thus the regulator of (h,α) is the unique monic or zero polynomial f (Y) in K(X)[Y] such that:
• f (∂α) has ﬁnite rank on Rh, and• f (Y) divides a given g(Y) in K(X)[Y] if and only if g(∂α) has ﬁnite rank on Rh.
The signiﬁcance of regulators lies in the control that they exert on the endomorphism algebra of
inﬁnite-dimensional Kronecker modules of rank 2 that are extensions of ﬁnite-dimensional modules
of rank 1. These modules are interesting because they include the family of all rank-2 purely simple
modules, and also because they lead to intriguing connections with afﬁne curves, see e.g. [8].
1.5. Kronecker modules and endomorphisms
A Kronecker module is a representation of the quiver •−→−→•, i.e. a pair of linear transformations
between a pair of K-linear spaces: U
a−→
b
V . An endomorphism of U
a−→
b
V is a pair of K-linear maps
U
ψ−→ U, V ϕ−→ V for which the following diagrams commute:
U
a−−−−→ V⏐⏐ψ ⏐⏐ϕ
U
a−−−−→ V
U
b−−−−→ V⏐⏐ψ ⏐⏐ϕ
U
b−−−−→ V
A general problem goes as follows: given a module U
a−→
b
V , ﬁnd its endomorphisms and elucidate
the structure of its endomorphism algebra.
1.6. Rank-one modules
Given a pole space Rh with reduction R
−
h , we see that XR
−
h ⊆ Rh, and R−h is the biggest subspace of
Rh to tolerate such an inclusion. The modules
Fh =
(
R
−
h
a−→
b
Rh, where a : r → r and b : r → Xr
)
provide concrete models for the class of all torsion-free, indecomposable, rank-one modules, see [3].
Among other things, in [3] it is shown that the endomorphism algebra of Fh is the pole algebra Ah.
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1.7. The space V(m, h,α)
For a positive integer m, let Qm be the space of polynomials in X of degree strictly less than m,
in other words the m-dimensional pole space PXm−1 . Its reduction Q
−
m is the space of polynomials of
degree strictly less thanm − 1. For instance, whenm = 1 we have Qm = K and Q−m = (0).
We shall be working with K-linear subspaces of the space K(X)2 of pairs of functions. Such pairs
will be written in column notation.
Given a triplet (m, h,α) where m is a positive integer, h is a height function and α is a functional,
put
V(m, h,α) =
{(
r
s
)
∈ K(X)2 : r ∈ Rh and ∂α(r) + s ∈ Qm
}
, (9)
V−(m, h,α) =
{(
r
s
)
∈ K(X)2 : r ∈ R−h and ∂α(r) + s ∈ Q−m
}
.
Wemay also think of V(m, h,α) as the space of all vectors in K(X)2 that take the form(
r
u − ∂α(r)
)
where r ∈ Rh and u ∈ Qm. (10)
Observe V−(m, h,α) ⊆ V(m, h,α), and also that XV−(m, h,α) ⊆ V(m, h,α). On the latter point, if(
r
s
)
∈ V−(m, h,α), then r ∈ R−h and ∂α(r) + s ∈ Q−m . Therefore Xr ∈ Rh, and using ((7)) and ((8)) we
get that
∂α(Xr) + Xs = X∂α(r) + ∂α∗r(X) + Xs = X(∂α(r) + s) + 〈α, r〉 ∈ Qm.
1.8. The modules V(m, h,α)
The rank-2 modules that we now present comprise exactly all extensions of ﬁnite-dimensional Fk
by inﬁnite-dimensional Fh. For a demonstration that they pick up all such extensions see [4, Section
2]. We introduce our modules in a way that makes them approachable via linear algebra.
The Kronecker module V(m, h,α) is deﬁned to be:
V−(m, h,α) a−→
b
V(m, h,α), (11)
where
a :
(
r
s
)
→
(
r
s
)
and b :
(
r
s
)
→ X
(
r
s
)
for each
(
r
s
)
in V−(m, h,α).
The pole space Rh is inﬁnite-dimensional over K exactly when h is positive on an inﬁnite subset of
K ∪ {∞} or h is inﬁnite-valued at some θ of K ∪ {∞}. When Rh is ﬁnite-dimensional, the modules
V(m, h,α) are ﬁnite-dimensional. It was Kronecker who classiﬁed all pairs of linear maps between
ﬁnite-dimensional spaces, and thereby lent his name to the subject in general, see [1, p. 302]. From
this point on we make the blanket assumption that our pole spaces Rh are inﬁnite-dimensional.
1.9. The algebras End V(m, h,α)
Our focus is on the endomorphismalgebras EndV(m, h,α).Wecite [11, Theorem2.2],which affords
the convenience of dealing with 2 × 2 matrices of rational functions.
Theorem 1.1. The endomorphisms of V(m, h,α) are the K(X)-linear operators on K(X)2 which leave the
K-linear subspace V(m, h,α) invariant.
1194 F. Okoh, F. Zorzitto / Linear Algebra and its Applications 432 (2010) 1189–1217
In light of Theorem 1.1 it is only the K-linear space V(m, h,α) deﬁned in ((9)) that matters in the
technicalities of understanding End V(m, h,α).
1.10. Prior results about quadratic regulators and endomorphism algebras
Because of Theorem 1.1 we can represent the endomorphisms of V(m, h,α) as 2 × 2 matrices of
rational functions acting on the columns of K(X)2 in the usual way. The scalar matrices λI, where
λ ∈ K and I is the identitymatrix, are clearly endomorphisms.We cite [14, Proposition 2.2] that brings
regulators to the fore in the presence of non-scalar endomorphisms.
Theorem 1.2. If V(m, h,α) admits non-scalar endomorphisms, then the regulator of (h,α) is linear or
quadratic in Y .
If the regulator of (h,α) is linear, V(m, h,α) has a proper ﬁnite-dimensional direct summand with
a well-known endomorphism algebra, see [11, p. 1568], and so this matter is no longer of concern.
Themore interesting case,whichhas ledus to anumber of investigations, occurswhen the regulator
of (h,α) is quadratic, say
f (Y) = Y2 + pY + q in K(X)[Y]. (12)
Along with f (Y) comes what we call the generic matrix
D =
[
p −1
q 0
]
. (13)
We now cite the principal known results about End V(m, h,α) when the regulator is quadratic.
Theorem 1.3. If thepair (h,α)hasquadratic regulatorandgenericmatrixas in ((12))and ((13)) respectively,
then the following hold.
1. The endomorphisms of V(m, h,α) are matrices of the form
tD + ∂α(t)I + λI, (14)
where t runs through an Ah-submodule P of Rh and λ runs through all of K. Thus End V(m, h,α) is
a K-subalgebra of the commutative, quadratic extension algebra K(X)[D] of K(X). See [15, Propo-
sitions 2.2 and 2.3].
2. If the regulator has a repeated root in K(X), then EndV(m, h,α) is isomorphic to the trivial extension
KP . See [15, Theorems 3.1 and 3.2].
3. If the regulator has distinct roots in K(X), then End V(m, h,α) is isomorphic to a bridge across Ah.
See [15, Theorem 4.13] for details on bridges.
4. The regulator has no root in K(X) if and only if the module V(m, h,α) is purely simple. See [14,
Proposition 2.7].
5. If Rh = Ah = K[X] and p, q ∈ K[X], then End V(m, h,α) is the coordinate ring of an afﬁne curve.
The coordinate rings of all cubic curves inWeierstrass normal form arise precisely when p has degree
2. See [10, Theorems 3.19 and 5.1].
6. If Rh = K(X), then the regulator has distinct roots in K(X), and the endomorphism algebra is the
cartesian product of two pole algebras, whence V(m, h,α) is decomposable. See [13, Propositions
4.5 and 4.7, 15, Theorem 4.13].
From this point forward, V(m, h,α) stands for a module such that the regulator and generic matrix of
(h,α) are given respectively by ((12)) and ((13)).
The discriminant p2 − 4q of the regulator will play a signiﬁcant role.
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1.11. Reducing the parameter space P down to the pole algebra
The Ah-module P that parametrizes the endomorphisms according to ((14)) will be called the
parameter space for End V(m, h,α). A detailed understanding of P is needed in order to grasp the
endomorphisms ofV(m, h,α). ThemoduleV(m, h,α)has non-scalar endomorphisms preciselywhen
P is non-zero. Item 2 in Theorem 1.3 fully explains the nature of End V(m, h,α) when the quadratic
regulator ((12)) of (h,α) has a repeated root, i.e when p2 − 4q = 0, and so the case where p2 −
4q /= 0 remains under investigation. In this case we next show that if V(m, h,α) has non-scalar
endomorphisms, then P can be taken to equal Ah.
A little identity is worth noting at this point. Namely, if t ∈ K(X), λ ∈ K and ϕ = tD + ∂α(t)I + λI,
then
trace2ϕ − 4 det ϕ = t2(p2 − 4q). (15)
To see ((15)) expand and simplify the left side after noting that D2 = pD − qI.
Proposition 1.4. If p2 − 4q /= 0, then the parameter space P is a fractional ideal of Ah taking the form
P = uAh for some function u in P.
Proof. For any t in P the matrix ϕ = tD + ∂α(t)I is an endomorphism. By [15, Proposition 2.1], both
traceϕ and det ϕ belong to Ah. Thus trace
2 ϕ − 4 det ϕ is in Ah, and from ((15))
t2
(
p2 − 4q
)
∈ Ah. (16)
Now ifP = (0), then u = 0 does the job. IfP /= (0) and Ah = K , then, by considering any non-zero
t in P , the inclusion ((16)) causes p2 − 4q to be a perfect square in K(X), and we get t
√
p2 − 4q ∈ K
for all t in P . In this case u = 1/
√
p2 − 4q does the job. The remaining possibility is that P /= (0) and
Ah properly contains K . In this case ((16)) gives
t2 ∈ 1/(p2 − 4q)Ah ⊆ Ah + P1/(p2−4q).
Thedeﬁnitionofpole spaces in ((2))makes it clear that if the squareof a functionbelongs toapole space,
then so does the function. Since Ah + P1/(p2−4q) is a pole space, we deduce that t ∈ Ah + P1/(p2−4q).
Thus
P ⊆ Ah + P1/(p2−4q). (17)
Since Ah properly contains K , its fraction ﬁeld is K(X). The pole space P1/(p2−4q) is ﬁnite-dimensional.
After writing a basis of P1/(p2−4q) as fractions of functions from Ah, we clear denominators to see that
vP1/(p2−4q) ⊆ Ah for some function v in Ah. Then vP ⊆ Ah because of ((17)). ThusP is a fractional ideal
of Ah. Since all fractional ideals of Ah are principal, P = uAh for some function u, which perforce lies
in P since 1 ∈ Ah. 
Given a height-functional pair (h,α) and a non-zero function u in Rh, deﬁne the height-functional
pair (k,β) by
k(θ) =
{
h(θ) − ordθ (u) when h(θ) < ∞
h(θ) when h(θ) = ∞ for θ ∈ K ∪ {∞}, and
β = α ∗ u, i.e. the functional given by r → 〈α, ur〉.
Such u establishes an equivalence between height-functional pairs, and we have
uRk = Rh, u−1Rh = Rk , Ak = Ah and α = β ∗ u−1. (18)
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We denote the above height k by h − ord(u).
Suppose that Y2 + pY + q regulates (h,α) with generic matrix D, and given a non-zero function u
in Rh put ϕ = uD + ∂α(u)I. Then [15, Proposition 1.3] reveals that the regulator of (h − ord(u),α ∗ u)
is
u2
⎡
⎣(Y + ∂α(u)
u
)2
+ p
(
Y + ∂α(u)
u
)
+ q
⎤
⎦
= Y2 + (pu + 2∂α(u))Y + ∂α(u)2 + pu∂α(u) + qu2
= Y2 + (traceϕ)Y + det ϕ. (19)
Thus the generic matrix for (h − ord(u),α ∗ u) becomes
E =
[
traceϕ −1
det ϕ 0
]
. (20)
It is worth noting from ((15)) that p2 − 4q /= 0 if and only if trace2ϕ − 4 det ϕ /= 0.
According to [15, Proposition 2.4], we also pick up an isomorphism of Kronecker modules
V(m, h,α) ∼= V(m, h − ord(u),α ∗ u).
As shown in [15, Proposition 2.4] this isomorphism comes from the matrix
ψ =
[
u 0
−∂α(u) 1
]
, (21)
which implements a K-linear bijection from the space V(m, h − ord(u),α ∗ u) to the space V(m, h,α).
Thus there emerges the conjugacy of endomorphism algebras
End V(m, h − ord(u),α ∗ u) = ψ−1(End V(m, h,α))ψ. (22)
In addition, by doing the necessary matrix multiplications we can see that
ψ−1ϕψ = E, which is the generic matrix for (h − ord(u),α ∗ u). (23)
Thus ifϕ happens to be an endomorphism ofV(m, h,α), i.e. if the non-zero u ∈ P , then the generic
matrix E for (h − ord(u),α ∗ u) is an endomorphismofV(m, h − ord(u),α ∗ u). IfQ is the parameter
space for End V(m, h − ord(u),α ∗ u), the fact that E = 1E + ∂α∗u(1)I tells us that 1 ∈ Q , and then
the factQ is an Ah−ord(u)-module gives that Ah−ord(u) ⊆ Q. In light of this and the above isomorphism
of Kronecker modules we can suppose without loss of generality that if V(m, h,α) admits non-scalar
endomorphisms, then the parameter space contains Ah.
Proposition 1.5. IfV(m, h,α)admits non-scalar endomorphismsand thediscriminant p2 − 4qof the reg-
ulator for (h,α) is not zero, then there is a non-zero function u in the parameter spaceP for EndV(m, h,α)
such that
V(m, h,α) ∼= V(m, h − ord(u),α ∗ u)
and the new parameter space for End V(m, h − ord(u),α ∗ u) is Ah−ord(u).
Proof. Proposition 1.4 tells us that P = uAh for some function u in P , and u /= 0 since V(m, h,α) has
non-scalar endomorphisms. Furthermore u ∈ Rh since the parameter space P sits inside Rh as noted
in item 1 of Theorem 1.3. The desired isomorphism comes from [15, Proposition 2.4] as explained just
prior to this proposition.
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LetQ be the parameter space for EndV(m, h − ord(u),α ∗ u). The generic matrix for (h − ord(u),
α ∗ u) is E as given in ((20)). Thus item 1 of Theorem 1.3 tells us that a function t lies in Q if and only
if tE + ∂α∗u(t)I is an endomorphism of V(m, h − ord(u),α ∗ u).
If ϕ = uD + ∂α(u)I and ψ is given according to ((21)), then ((23)) reveals that tE + ∂α∗u(t)I =
ψ−1(tϕ + ∂α∗u(t)I)ψ . After that ((22)) shows that t lies in Q if and only if tϕ + ∂α∗u(t)I is an
endomorphism of V(m, h,α). Using ((7)) we get
tϕ + ∂α∗u(t)I = t(uD + ∂α(u)I) + ∂α∗u(t)I
= tuD + (t∂α(u) + ∂α∗u(t))I = tuD + ∂α(tu)I.
Thus t ∈ Q if andonly if tu ∈ P . SinceP = uAh, it follows that t ∈ Q if andonly if t ∈ Ah. Finallyobserve
from ((18)) that Ah = Ah−ord(u), so that the endomorphism space for End V(m, h − ord(u),α ∗ u) is
indeed the pole algebra of h − ord(u). 
The signiﬁcance of Proposition 1.5 is that, in studying V(m, h,α) for which p2 − 4q /= 0, it does
no harm to assume the parameter space P equals the pole algebra Ah, and that is what we shall
do. With that harmless assumption, 1 ∈ P and so D = 1D + ∂α(1)I ∈ End V(m, h,α). After noting
that p = traceD and q = det D, we obtain from [15, Proposition 2.4] that p, q ∈ Ah. This motivates
us in the next section to study quadratic regulators Y2 + pY + q that are in Ah[Y] without regard to
endomorphisms, and in particular to establish what it takes for a quadratic polynomial in Ah[Y] to
regulate some (h,α).
2. Quadratic regulators in Ah[Y]
For a given height h we seek in this section to establish necessary and sufﬁcient conditions for a
polynomial Y2 + pY + q in Ah[Y] to be the regulator of (h,α) for some functional α. To that end we
are led to work with the completions of our valuations ordθ .
2.1. Laurent expansions of functions and functionals
For each θ in K the ﬁeld K((X − θ)) of Laurent series in X − θ may be taken as the completion of
K(X)with respect to the valuation ordθ , and the valuation ordθ extends to K((X − θ)) in the standard
way. For θ = ∞ the completion of K(X) with respect to ord∞ is taken to be the ﬁeld K((X−1)). A
Laurent series in K((X − θ)) which involves negative powers of X − θ , i.e. positive powers of Xθ , is
said to have a pole at θ . Likewise series in K((X−1)) that involve positive powers of X have a pole at
∞. When a function r from K(X) is embedded, in the natural way, into one of the K((X − θ)) or into
K((X−1)) we will denote its image simply by r in order to avoid clutter. Functions embed into these
ﬁelds with their ordθ preserved. For details on these embeddings of K(X) into its completions see e.g.
[13, Section 2.1].
For each functional β and θ in K , the θ-expansion of β is deﬁned to be the formal series
βθ = −〈β , Xθ 〉 − 〈β , X2θ 〉(X − θ) − 〈β , X3θ 〉(X − θ)2 − 〈β , X4θ 〉(X − θ)3 − · · · (24)
in the subalgebra K[[X − θ ]] of the ﬁeld K((X − θ)). The ∞-expansion of β is taken to be the formal
series
β∞ = 〈β , 1〉X−1 + 〈β , X〉X−2 + 〈β , X2〉X−3 + 〈β , X3〉X−4 + · · · (25)
inside the maximal ideal X−1K[[X−1]] of the power series ring K[[X−1]] inside the ﬁeld K((X−1)). For
future reference, note that θ-expansions of functionals do not have a pole at θ , and the ∞-expansion
of a functional has a zero at ∞.
Since the coefﬁcients of these expansions capture all the values of β on the standard basis ((1))
of K(X), such expansions afford a useful way to deﬁne the functional. Namely, given a series uθ in
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K[[X − θ ]] for each θ in K , and a series u∞ in X−1K[[X−1]], there is a unique functional β such that
βθ = uθ and β∞ = u∞.
Given functionals α and β , the power series product αθβθ taken in K[[X − θ ]], together with the
product α∞β∞ taken in X−1K[[X−1]], serve to deﬁne another functional. The functional product αβ is
that functional γ for which
γθ = αθβθ for every θ in K ∪ {∞}. (26)
In this way the space of functionals becomes a commutative K-algebra. The algebra of functionals has
no identity element, as canbe seen fromthe fact theexpansionsα∞ lie in theproper idealX−1K[[X−1]].
The above deﬁnitions of the θ-expansions of a functional differ slightly from the deﬁnitions ap-
pearing at the start of [13, Section 2]. We have come to learn that these modiﬁed deﬁnitions lead to
results that aremore elegant to state.Most notably, under thesemodiﬁed deﬁnitions, [13, Propositions
2.3, 2.6] can be stated more simply as the next two results, respectively.
Proposition 2.1. If α,β are functionals, then ∂α ◦ ∂β = ∂αβ.
Thus the space of derivers is closed under composition, and the resulting K-algebra is isomorphic
to the commutative algebra of functionals just deﬁned.
Proposition 2.2. If β is a functional, r a function and θ ∈ K ∪ {∞}, then the expansion of ∂β(r) in the
completion of K(X) with respect to ordθ is given by
∂β(r) = rβθ − (β ∗ r)θ .
2.2. The image of pole algebras under the sum of a deriver and a multiplier
Given a functional β , a function t and a θ in K we see, from the fact that derivers leave the pole
algebra K[Xθ ] invariant, that the operator ∂β + tmaps K[Xθ ] into K[Xθ ] + Pt . The next result will play
an important role. It examines connections between the image and kernel of the operator
∂β + t : K[Xθ ] → K[Xθ ] + Pt .
Proposition 2.3. For any functional β , any function t and any θ in K , the following are equivalent.
1. K[Xθ ] ∩ ker(∂β + t) has ﬁnite dimension over K.
2. (∂β + t)K[Xθ ] ⊆ Pt .
3. βθ + t /= 0 in the completion K((X − θ)).
4. (∂β + t)K[Xθ ] + Pt ⊇ K[Xθ ].
The above are equivalent as well if ∞ replaces θ and X replaces Xθ .
Proof. 1 ⇒ 2.
Since K[Xθ ] ∩ ker(∂β + t) is ﬁnite-dimensional, the inﬁnite-dimensional image (∂β + t)K[Xθ ]
cannot sit inside the ﬁnite-dimensional Pt .
2 ⇒ 1.
This is precisely the content of [15, Lemma 1.4].
2 ⇒ 3.
Suppose to the contrary that βθ + t = 0. By Proposition 2.2
(∂β + t)(r) = (βθ + t)r − (β ∗ r)θ for all r in K[Xθ ]. (27)
F. Okoh, F. Zorzitto / Linear Algebra and its Applications 432 (2010) 1189–1217 1199
Thus (∂β + t)(r) = −(β ∗ r)θ for all r in K[Xθ ]. Since the θ-expansion of a functional has no pole
at θ , we get that (∂β + t)(r) has no pole at θ for all r in K[Xθ ]. Yet (∂β + t)(r) ∈ K[Xθ ] + Pt . Thus
(∂β + t)(r) ⊆ Pt , contradicting 2.
3 ⇒ 4.
For each r in K[Xθ ], the θ-expansion (β ∗ r)θ of the functional β ∗ r has no pole at θ . Hence ((27))
reveals that (∂β + t)(r) has a pole at θ if and only if (βθ + t)r has a pole at θ . In that case
ordθ ((∂β + t)(r)) = ordθ ((βθ + t)r) = ordθ (βθ + t) + ordθ (r).
Thus, if r in K[Xθ ] is taken so that ordθ (βθ + t) + ordθ (r) 1, this will cause (∂β + t)(r) to have a
pole at θ of order precisely ordθ (βθ + t) + ordθ (r). In K[Xθ ] there are functions r causing ordθ (βθ +
t) + ordθ (r) to be any integer greater than ordθ (βθ + t). Thus for any positive integer n that is also
greater than ordθ (βθ + t), there exists a function s in the image (∂β + t)K[Xθ ] such that ordθ (s) = n.
If θ is not a pole of t, then neither is θ a pole of βθ + t since θ-expansions of functionals have no
poles. In this case we have ordθ (βθ + t) 0, and so the image (∂β + t)K[Xθ ] contains functions of
arbitrary positive order at θ . Then the enlarged space (∂β + t)K[Xθ ] + Pt contains functions whose
order at θ is an arbitrary non-negative integer.
If θ is a pole of t, then θ remains a pole of βθ + t, and ordθ (βθ + t) = ordθ (t). In this case the
image (∂β + t)K[Xθ ] contains functions of any order at θ that is greater than ordθ (t). Since Pt contains
functions whose order at θ is any integer from 0 to ordθ (t), the enlarged space (∂β + t)K[Xθ ] + Pt
once more contains functions whose order at θ is an arbitrary non-negative integer.
For any rational function t and any non-negative integer n, we have just seen that the space (∂β +
t)K[Xθ ] + Pt contains functions whose order at θ is n. These functions also lie inside K[Xθ ] + Pt ,
because this space contains both Pt and (∂β + t)K[Xθ ]. Thus, if r is a function in (∂β + t)K[Xθ ] + Pt
having ordθ (r) = n, its partial fraction expansion shows that r takes the form r = s + u, where s ∈
K[Xθ ], u ∈ Pt and ordθ (s) = n. The function s remains in (∂β + t)K[Xθ ] + Pt . We see thereby that for
any non-negative integer n, the space (∂β + t)K[Xθ ] + Pt contains functions s such that ordθ (s) = n
and actually lie in K[Xθ ]. These functions are enough to span K[Xθ ]. Hence (∂β + t)K[Xθ ] + Pt ⊇
K[Xθ ].
4 ⇒ 2.
The assumption here implies that the image (∂β + t)K[Xθ ] is inﬁnite-dimensional. Hence it does
not sit in the ﬁnite-dimensional Pt .
The proof when∞ replaces θ and X replaces Xθ is omitted because it is identical in essence to the
proof just done. 
Proposition 2.3 leads to a couple of observations about operators ∂β + t acting on pole algebras in
general.
Proposition 2.4. Let Ah be any pole algebra, β any functional and t any function. Suppose that (∂β +
t)K[Xθ ] is inﬁnite-dimensional for every θ in K that supports Ah, and if ∞ supports Ah also suppose
(∂β + t)K[X] is inﬁnite-dimensional. Then (∂β + t)Ah + Pt ⊇ Ah.
Proof. For all θ supporting Ah the assumption implies that (∂β + t)K[Xθ ] ⊆ Pt , and if∞ supports Ah
we also have (∂β + t)K[X] ⊆ Pt . By Proposition 2.3 we obtain
(∂β + t)Ah + Pt ⊇ (∂β + t)K[Xθ ] + Pt ⊇ K[Xθ ]
for every θ in K supporting Ah. If ∞ supports Ah we also have
(∂β + t)Ah + Pt ⊇ (∂β + t)K[X] + Pt ⊇ K[X].
Since Ah is the sum of the spaces K[Xθ ] taken over θ that support Ah, plus possibly K[X] if∞ supports
Ah, the desired conclusion follows readily. 
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Proposition 2.5. Let β be a functional and t a function that is inside a pole algebra Ah. If ∂β + t has ﬁnite
rank on Ah, then t ∈ K and (∂β + t)Ah ⊆ K. If, in addition, ∞ supports Ah, then t = 0 and ∂β vanishes
on Ah.
Proof. For every θ in K that supports Ah the operator ∂β + t has ﬁnite rank on K[Xθ ]. This negates
item 4 of Proposition 2.3, and by the necessary negation of items 2 and 3 we obtain
(∂β + t)K[Xθ ] ⊆ Pt and βθ + t = 0. (28)
Since βθ has no pole at θ , neither does t have a pole at θ .
If ∞ does not support Ah, we conclude that t, which is in Ah, has no pole on the support of Ah.
Therefore t ∈ K and Pt = K . Since ∂β + t maps all the spaces K[Xθ ] that make up Ah into K , this
operator also maps Ah into K .
If ∞ supports Ah, Proposition 2.3 gives, in addition to ((28)), that β∞ + t = 0. Since the ∞-
expansion ((25)) of β∞ has a zero at ∞, so does t have a zero at ∞. Thus, in case ∞ supports Ah,
the function t has no poles inside the support of Ah, and has a zero at ∞. This forces t = 0. After that
we get βθ = 0 for all θ supporting Ah, including possibly θ = ∞. Thus β vanishes on Ah, and using
((8)) so does ∂β vanish on Ah. 
2.3. Constraints on quadratic regulators in Ah[Y]
If s, t are functions and ∂β is a deriver for a functional β we note two identities:
∂2β + ∂β ◦ s + t = ∂β2+β∗s + ∂β(s) + t as operators on K(X), (29)
(β2 + β ∗ s)θ + ∂α(s) + t = (βθ )2 + sβθ + t for all θ in K ∪ {∞}. (30)
Identity ((29)) comes from Proposition 2.1 which gives ∂2β = ∂β2 , and from ((7)) which gives ∂β ◦ s =
∂β∗s + ∂β(s). The identity ((30)) comes from from Proposition 2.2. plus the fact (β2 + β ∗ s)θ =
(βθ )
2 + (β ∗ s)θ
Proposition 2.6. If Y2 + pY + q in K(X)[Y] regulates (h,α), then
(αθ )
2 + pαθ + q = 0 (31)
for every θ in K ∪ {∞} supporting Ah.
Proof. The given regulator tells us that ∂2α + ∂α ◦ p + q has ﬁnite rank on Rh, and thereby also on Ah,
and hence on K[Xθ ] whenever θ supports Ah. If ∞ supports Ah, this operator has ﬁnite rank on K[X]
as well. By ((29)) this operator, with ﬁnite rank on K[Xθ ] and if need be also on K[X], is ∂α2+α∗p +
∂α(p) + q. Since the deriver-multiplier sum ∂α2+α∗p + ∂α(p) + q fails condition 4 of Proposition 2.3,
it follows from condition 3 that (α2 + α ∗ p)θ + ∂α(p) + q = 0whenever θ in K ∪ {∞} supports Ah.
By ((30)) we arrive at ((31)). 
Now we consider regulators that are in Ah[Y].
Proposition 2.7. If Y2 + pY + q ∈ Ah[Y] and regulates (h,α), then ∂α(p) + q ∈ K. Furthermore, if ∞
supports Ah, then ∂α(p) + q = 0.
Proof. SinceY2 + pY + q regulates (h,α)weget that∂2α + ∂α ◦ p + qhasﬁnite rankonRh, and so also
on Ah. By ((29)) the deriver-multiplier sum ∂α2+α∗p + ∂α(p) + q has ﬁnite rank on Ah. The function
∂α(p) + q ∈ Ah because p, q ∈ Ah and derivers leave pole algebras invariant. NowProposition 2.5,with
β taken to be α2 + α ∗ p and t taken to be ∂α(p) + q, gives the desired conclusion. 
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Proposition 2.8. If Y2 + pY + q in Ah[Y] regulates (h,α), then
1. q lies in the pole space Pp of p,
2. in case ∞ supports Ah, q lies in the reduction P−p ,
3. either p2 − 4q = 0 or ordθ (p2 − 4q) is even for all θ supporting Ah.
Proof. From Proposition 2.7 the function ∂α(p) + q lies in K , and since derivers map pole spaces
into their reduction we get ∂α(p) ∈ P−p . Thus q ∈ Pp. Furthermore, when ∞ supports Ah we have
∂α(p) + q = 0, and thus q = −∂α(p) ∈ P−p .
For all θ inK that supportAh, Proposition 2.6 gives that Y
2 + pY + qhas a root inK((X − θ)), in fact
in K[[X − θ ]]. Hence the discriminant p2 − 4q is a perfect square in K((X − θ)). Unless p2 − 4q /= 0,
wemusthave thatordθ (p
2 − 4q) is aneven integer for all suchθ . By a similar argumentord∞(p2 − 4q)
is an even integer if ∞ supports Ah. 
We next examine reﬁnements of the preceding results when the possible roots of the regulator
are taken into consideration. These reﬁnements involving regulators with roots in K(X) demand some
attention to details. They are included here in order to have a complete record of all quadratics in Ah[Y]
that are regulators.
2.4. Regulators with repeated roots
Proposition 2.9. Let h be a height, and let r ∈ Ah. The polynomial (Y − r)2 is the regulator of (h,α) for
some functional α if and only if
1. r ∈ K , and
2. r = 0 when ∞ supports Ah, and
3. 2 h(θ) < ∞ for inﬁnitely many θ in K.
Proof. Assume that (Y − r)2 regulates (h,α). Proposition2.8 yields r2 ∈ P2r , which implies that r ∈ K .
If ∞ supports Ah, Proposition 2.8 gives r2 ∈ P−2r = K− = (0). Thus r = 0 when ∞ supports Ah.
By Proposition 2.6, (αθ − r)2 = 0 for every θ supporting Ah. Hence αθ = r for every θ supporting
Ah. By Proposition 2.3, ∂α − r maps K[Xθ ] into Pr = K for every θ supporting Ah. Likewise K[X] goes
into Kunder ∂α − r if∞ supports Ah. Now if the spur Sh were ﬁnite-dimensional, the operator ∂α − r
would have ﬁnite rank on Rh and Y − r would have to be the regulator, instead of (Y − r)2. Hence Sh
is inﬁnite-dimensional.
Since Sh is inﬁnite-dimensional there are inﬁnitely many θ in K such that Xθ ∈ Sh. For such a θ an
easy calculation using ((8)) gives
(∂α − r)2(Xθ ) = (r + 〈α, Xθ 〉)2 Xθ
and since (Y − r)2 is the regulator, the above functions lie in a common ﬁnite-dimensional space.
It follows that (r + 〈α, Xθ 〉)2 = 0, and consequently r + 〈α, Xθ 〉 = 0, at all but ﬁnitely many θ for
which Xθ ∈ Sh. Using ((8)) again we conclude (∂α − r)(Xθ ) = 0 for all but ﬁnitely many θ that satisfy
Xθ ∈ Sh.We also have seen above that (∂α − r)Ah is ﬁnite-dimensional. Since (Y − r)2 is the regulator,
and not Y − r, the operator ∂α − r does not have ﬁnite rank on Rh. Thus there must be inﬁnitely many
θ in K such that X2θ ∈ Sh. That is 2 h(θ) < ∞ for inﬁnitely many θ in K .
Now we turn to the converse and assume conditions 1, 2, and 3.
First suppose ∞ does not support Ah. We deﬁne our functional α by specifying its various θ-
expansions as in ((24)) and ((25)). Accordingly let
αθ =
⎧⎨
⎩
r + (X − θ)h(θ) when θ ∈ K and 2 h(θ) < ∞,
r when θ ∈ K with h(θ) 1 or h(θ) = ∞,
0 when θ = ∞.
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If θ in K is such that h(θ) 1 or h(θ) = ∞, the fact thatαθ − r = 0 alongwith Proposition 2.3 implies
that ∂α − r maps K[Xθ ] into Pr = K . If θ in K is such that 2 h(θ) < ∞, a direct calculation based on
((8)) reveals that (∂α − r)(Xjθ ) = 0 when 1 j < h(θ) and (∂α − r)(Xh(θ)θ ) = Xθ . If θ = ∞, then the
ﬁnite-dimensional pole space PXh(∞) gets mapped by ∂α − r back into itself. Keeping in mind what a
basis of Rh is made up of, these observations are enough to ensure that∑
2 h(θ)<∞
KXθ ⊆ (∂α − r)Rh ⊆
∑
2 h(θ)<∞
KXθ + PXh(∞) .
Since there are inﬁnitely many θ such that 2 h(θ) < ∞, the space ∑2 h(θ)<∞ KXθ has inﬁnite
dimension. Thus Y − r does not regulate (h,α). However, after one more application of ∂α − r we
see by the above observations that (∂α − r)2Rh ⊂ PXh(∞) , a ﬁnite-dimensional space. Thus (Y − r)2
regulates (h,α).
Next suppose that ∞ supports Ah and that r = 0. Deﬁne the functional α by the following θ-
expansions.
αθ =
{
(X − θ)h(θ) when θ ∈ K and 2 h(θ) < ∞,
0 for all other θ in K ∪ {∞}.
The proof here that Y2 regulates (h,α) is omitted because it is a routine imitation of the argument just
above. 
Proposition 2.9 has been a variant of [12, Theorems 3.2 and 3.3].
2.5. Regulators with distinct roots
Proposition 2.10. Let h be a height and let r, s be distinct functions in Ah.
If∞ does not support Ah, the polynomial (Y − r)(Y − s) regulates (h,α) for some functional α if and
only if
1. r and s have no pole in common,
2. (i) either the spur Sh is inﬁnite-dimensional, or
(ii) at least two θ in K support Ah with one a non-pole of r and the other a non-pole of s.
If∞ does support Ah, the polynomial (Y − r)(Y − s) regulates (h,α) for some functional α if and only
if
3. r and s have no pole in common,
4. (i) either the spur Sh is inﬁnite-dimensional, or
(ii)one of the roots r or s has a zero at∞while some θ in K supporting Ah is a non-pole of the other
root.
Proof. Let us concentrate on the case where ∞ does not support Ah.
If (Y − r)(Y − s) regulates (h,α), Proposition 2.6 gives that (αθ − r)(αθ − s) = 0 for every θ
supporting Ah. Thus αθ = r or αθ = s for every θ supporting Ah. If θ were a common pole of r and s,
neither of the above equalities could hold because αθ has no pole at θ . Hence r and s share no poles.
This proves item 1.
Regarding item 2, let us see what would happen if the spur Sh were ﬁnite-dimensional. Well, since
αθ = r orαθ = s for every θ supporting Ah we know that such θ is either a non-pole of r or a non-pole
of s. If it happens thatαθ = r, say, for every θ supportingAh, then by Proposition 2.3 ∂α − rmapsK[Xθ ]
into Pr for every θ supporting Ah. Consequently ∂α − r maps Ah into Pr . Since the spur Sh is taken to
be ﬁnite-dimensional, it follows that Y − r regulates (h,α), contrary to the fact (Y − r)(Y − s) is the
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regulator. Hence we get αθ = r for some θ and βθ = s for some other θ supporting Ah. This proves
item 2.
Continuing with ∞ not supporting Ah, let us assume items 1 and 2(ii). These assumptions make it
possible to partition the support of Ah into two non-empty subsetsΔr andΔs such that all θ inΔr are
non-poles of r and all θ in Δs are non-poles of s. Deﬁne a functional α according to the following θ
expansions:
αθ =
⎧⎨
⎩
r when θ ∈ Δr or when θ ∈ K but does not support Ah,
swhen θ ∈ Δs,
0 when θ = ∞.
Note that αθ is well deﬁned outside the support of Ah because r, being in Ah, has no poles outside the
support of Ah.
We now exploit Proposition 2.3 to see that the composite operator (∂α − r) ◦ (∂α − s) maps Ah
into the ﬁnite dimensional space Pr + Ps. We recall, as noted just prior to Proposition 2.3, that
(∂α − s)K[Xθ ] ⊆ K[Xθ ] + Ps for all θ in K.
If, furthermore, θ ∈ Δs, then αθ − s = 0 and Proposition 2.3 ensures that (∂α − s)K[Xθ ] ⊆ Ps. In
that case we obtain
(∂α − r) ◦ (∂α − s)K[Xθ ] ⊆ (∂α − r)Ps ⊆ Pr + Ps.
The latter inclusion holds because ∂α leaves the pole space Ps invariant and because r and s share no
poles, which implies that rPs ⊆ Pr + Ps.
If, on the other hand, θ ∈ Δr or θ does not support Ah, then once more Proposition 2.3 yields that
(∂α − r)K[Xθ ] ⊆ Pr . From this, along with the fact that (∂α − r)Ps ⊆ Pr + Ps, we obtain
(∂α − r) ◦ (∂α − s)K[Xθ ] ⊆ (∂α − r)(K[Xθ ] + Ps) ⊆ Pr + Ps.
Hence for all θ in K the composite operator (∂α − r) ◦ (∂α − s) maps K[Xθ ] into Pr + Ps, a ﬁnite-
dimensional space. In addition, recall that ∞ does not support Ah, which means that Rh ∩ K[X] is
ﬁnite-dimensional. The image of Rh ∩ K[X] under (∂α − r) ◦ (∂α − s) remains ﬁnite-dimensional.
Thus we see that (∂α − r) ◦ (∂α − s) has ﬁnite rank on Rh. Therefore the regulator of (h,α) is (Y −
r)(Y − s), or one of its linear factors. However, for any θ inΔs the operator ∂α − r has inﬁnite rank on
K[Xθ ]. One can see this by noting that ∂α − r is a perturbation of the injective multiplier s − r by the
ﬁnite rank ∂α − s. Thus we see that Y − r does not regulate (h,α). Likewise, neither does Y − s. We
have thereby constructed a functional α so that (Y − r)(Y − s) regulates (h,α).
Nowwe assume that items 1 and 2(i) hold while 2(ii) fails, and proceed to construct our functional
α. Since 2(ii) does not hold, one of r or s has no poles. Indeed if both had poles, then such poles would
fulﬁll the requirements of 2(ii). Say r has no poles, i.e r ∈ K . Since Sh is inﬁnite-dimensional, Xθ ∈ Sh
for inﬁnitely many θ in K . Partition the set of such θ into two inﬁnite subsets, say Δ1 and Δ2. Then
deﬁne α by its θ expansions as follows:
αθ =
⎧⎨
⎩
r when θ supports Ah or θ ∈ Δ1,
swhen θ ∈ Δ2,
0 when θ = ∞.
The veriﬁcation that (Y − r)(Y − s) regulates (h,α) is omitted because it goes along the same lines
as the work just done when items 1 and 2(ii) were assumed,
The case where ∞ supports Ah mimics the arguments above with minor adjustments here and
there. For the sake of avoiding undue repetition of technical details, the proof in this case is omitted.

Next we note an extension of [10, Proposition 3.3] emerging from Propositions 2.9 and 2.10.
1204 F. Okoh, F. Zorzitto / Linear Algebra and its Applications 432 (2010) 1189–1217
Corollary 2.11. If Rh is such that Ah is supported by just one θ in K ∪ {∞} and the spur Sh is ﬁnite-
dimensional, then any quadratic regulator of (h,α) must be irreducible.
2.6. Regulators that are irreducible
Here we will show that in case Y2 + pY + q in Ah[Y] is irreducible, the necessary conditions of
Proposition 2.8 sufﬁce for such a polynomial to be a regulator. Note that those conditions along with
the irreducibility of Y2 + pY + q are easy to detect. For the latter just check that ordθ (p2 − 4q) is odd
for some θ . We ﬁrst obtain a partial converse to Proposition 2.6.
Proposition 2.12. Let h be a height for which the spur Sh is ﬁnite-dimensional. An irreducible polynomial
Y2 + pY + q regulates a pair (h,α) if and only if (αθ )2 + pαθ + q = 0 for every θ supporting Ah.
Proof. One implication just repeats Proposition 2.6. For the other use ((30)), and then Proposition
2.3, and then ((29)) to conclude that ∂2α + ∂α ◦ p + q maps K[Xθ ] into the pole space of ∂α(p) + q
whenever θ supports Ah. If ∞ supports Ah, then ∂2α + ∂α ◦ p + q maps K[X] as well into the pole
space of ∂α(p) + q. Hence Ah itself is mapped by ∂2α + ∂α ◦ p + q into this ﬁnite-dimensional space.
Since Sh is ﬁnite-dimensional, the operator ∂
2
α + ∂α ◦ p + q retains its ﬁnite rank on Rh. Consequently
the regulator of (h,α) divides Y2 + pY + q, and since the latter is irreducible, it must be the regulator.

Proposition 2.13. If h is a height and an irreducible Y2 + pY + q in Ah[Y] is such that
1. q lies in the pole space Pp, and
2. in case ∞ supports Ah, q lies in the reduction P−p , and
3. ordθ (p
2 − 4q) is even for all θ supporting Ah,
then there is a functional α such that Y2 + pY + q regulates (h,α).
Proof. The irreducibility of Y2 + pY + q does not permit both p and q to be scalars, and since they
belong to Ah, we must have that Ah properly contains K .
First assume ∞ does not support Ah.
Deﬁne the larger height k by
k(θ) =
{∞ whenever ordθ (p2 − 4q) is even,
h(θ) whenever ordθ (p
2 − 4q) is odd or θ = ∞.
Clearly Rh ⊆ Rk , and since ordθ (p2 − 4q) is even on the support of Ah we get Ah ⊆ Ak . Since ordθ (p2 −
4q) is odd at only ﬁnitely many θ and since assumption 3 gives that h(θ) < ∞ at those ﬁnitely many
θ and since h(∞) < ∞, we also get that the spur Sk is ﬁnite-dimensional.
For all θ supporting Ak the integer ordθ (p
2 − 4q) is even, and therefore p2 − 4q is a perfect square
in K((X − θ)). Thus for each such θ the polynomial Y2 + pY + q has roots, say uθ , vθ , in K((X − θ)).
A routine recursive process will in fact calculate these roots as Laurent expansions.
One of uθ , vθ at leastmust lie in the subalgebra K[[X − θ ]]. If not, wewould have ordθ (uθ ) > 0 and
ordθ (vθ ) > 0 for some θ supporting Ak . Then the fact q ∈ Pp would yield
ordθ (uθ ) + ordθ (vθ ) = ordθ (uθvθ ) = ordθ (q)
 ordθ (−p) = ordθ (uθ + vθ ) max{ordθ (uθ ), ordθ (vθ )}.
Since the sum of two positive integers exceeds their maximum, we would have a contradiction.
For each θ supporting Ak , say uθ is a root of Y
2 + pY + q that lies in K[[X − θ ]]. Now take any
functional α such that its θ-expansion is given by αθ = uθ for all θ supporting Ak . The deﬁnition of α
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outside of Ak does not matter. We have picked out a functional α such that α
2
θ + pαθ + q = 0 for all
θ supporting Ak . By Proposition 2.12, Y
2 + pY + q regulates (k,α) and since Rh ⊆ Rk , this irreducible
polynomial also regulates (h,α).
The casewhere∞does supportAh goes along similar lines butwith a fewmodiﬁcations that exploit
hypothesis 2. Deﬁne the larger height k by
k(θ) =
{∞ whenever ordθ (p2 − 4q) is even,
h(θ) whenever ordθ (p
2 − 4q) is odd.
Note here that θ = ∞ falls into the ﬁrst case. As before Rh ⊆ Rk , Ah ⊆ Ak , and Sk is ﬁnite-dimensional.
Also as before Y2 + pY + q has a root uθ in K[[X − θ ]] for every θ in K supporting Ak . For θ = ∞ the
assumption that ord∞(p2 − 4q) is even, guarantees Y2 + pY + q has roots u∞, v∞ in K((X−1)).
We will show that one of u∞, v∞ must lie in X−1K[[X−1]]. If not, then ord∞(u∞) 0 and
ord∞(v∞) 0. Then the fact q ∈ P−p yields
ord∞(u∞) + ord∞(v∞) = ord∞(u∞v∞) = ord∞(q) < ord∞(−p)
= ord∞(u∞ + v∞) max{ord∞(u∞), ord∞(v∞)}.
A contradiction results because the sum of two non-negative integers cannot be less than their maxi-
mum.
Say u∞ is the root of Y2 + pY + q that lies in X−1K[[X−1]]. This, along with uθ being taken in
K[[X − θ ]], permits us to select a functional α such that αθ = uθ for all θ supporting Ak , including
θ = ∞. Since (αθ )2 + pαθ + q = 0 for all θ supporting Ak , we can argue exactly as in the ﬁrst case
that Y2 + pY + q regulates (h,α). 
The proof of Proposition 2.13 provides explicit instructions for constructing a functional α so that
(h,α) gets regulated by a given permissible, irreducible quadratic. By recursion we have to solve
Y2 + pY + q = 0 inside power series rings arising from θ in the support of Ah. This is precisely what
was done in the special cases of [10, Lemma 4.8, 14, Example 3]. At the end of Section 4 we provide a
further example of functionals constructed in this way.
The functional α constructed in the proof of Proposition 2.13 so that Y2 + pY + q regulates (h,α)
need not be unique. This is because it is possible that, for some θ at which ordθ (p
2 − 4q) is even, both
solutions to Y2 + p + q = 0 inside K((X − θ)) actually lie in K[[X − θ ]]. This happens exactly when
p, q have no pole at θ . In that case either solution can be taken as the θ-expansion of α.
2.7. Implications of the regulator’s constraints on endomorphism algebras
The constraints on a quadratic regulator of (h,α) coming from Proposition 2.8, in conjunction with
its irreducibility, lead to constraints onh,which in turnhave consequences for endomorphismalgebras.
We next observe a couple of these consequences, which we have found particularly interesting and
which have already appeared in the literature.
Proposition 2.14. If Y2 + pY + q in Ah[Y] is an irreducible regulator for (h,α), then at least one θ in
K ∪ {∞} supports Ah, and at least two other θ in K ∪ {∞} do not support Ah.
Proof. Since the regulator is irreducible, one of p or q is not in the algebraically closed ﬁeldK . Therefore
one of p or q has a pole at some θ in K ∪ {∞}, and that θ must then support Ah. Furthermore, by
irreducibility p2 − 4q is not a perfect square in K(X). Hence ordθ (p2 − 4q) is odd for at least one θ in
K ∪ {∞}. Since the orders of any function taken over all θ in K ∪ {∞} add up to zero, ordθ (p2 − 4q)
is odd for at least two θ in K ∪ {∞}. By Proposition 2.8 such θ do not support Ah. 
Now consider a module V(m, h,α) having non-scalar endomorphisms. The remarks following
Proposition 1.5 explain that we can take the regulator Y2 + pY + q of (h,α) to be in Ah[Y].
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By item 4 of Theorem 1.3, V(m, h,α) is purely simple if and only if the regulator above is irre-
ducible. Hence the surprising [14, Theorem3.8], pops out fromProposition 2.14. Namely, purely simple
V(m, h,α) having non-scalar endomorphisms must be such that at least one θ supports Ah while at
least two other θ do not support Ah.
If Rh = Ah = K(X), then Proposition 2.14 implies that the regulator has roots in K(X). Since Sh = K
in this case, Proposition 2.9 gives that these roots are distinct. By [15, Theorem 4.13] End V(m, h,α) is
a bridge across K(X), as deﬁned in [15, p. 945]. By [15, Proposition 4.9, item 2] bridges across K(X) are
products of twopole algebras,which thenmust contain idempotents. Thus [13, Theorem4.10] emerges.
Namely, if Rh = K(X), then an indecomposable V(m, h,α) can only have scalar endomorphisms.
2.8. When quadratic regulators imply non-trivial endomorphhisms
The purpose of quadratic regulators is to study the algebras End V(m, h,α). If a pair (h,α) is regu-
lated by some quadratic Y2 + pY + q in Ah[Y], this is not enough to ensure that V(m, h,α) supports
non-scalar emdomorphisms, see e.g. [14, p. 196]. However, in the signiﬁcant case where Rh = Ah, and
using the indexm = 1, a quadratic regulator is all it takes to identify the endomorphisms ofV(1, h,α).
This affords a tool for constructing a wide assortment of End V(m, h,α)’s explicitly.
Proposition 2.15. Suppose that h is such that Rh = Ah. If Y2 + pY + q ∈ Ah[Y] and regulates (h,α),
then the generic matrix D as given in ((13)) is an endomorphism of V(1, h,α), and the full endomorphism
algebra consists of all
tD + ∂α(t)I + λI where t runs over Ah and λ runs over K.
Proof. Proposition 2.7 gives that ∂α(p) + q ∈ K . By the deﬁnition of regulators the operator ∂2α +
∂α ◦ p + q has ﬁnite rank on Ah. Using ((29)) this operator coincides with ∂α2+α∗p + ∂α(p) + q. Then
proposition 2.5 causes ∂2α + ∂α ◦ p + q to map Ah into K .
For D to be an endomorphism of V(1, h,α)we need the space V(1, h,α) as given in ((9)) to remain
invariant under D. The elements of V(1, h,α) are vectors of the form(
r
λ − ∂α(r)
)
where r ∈ Ah and λ ∈ K.
They get mapped by D to
(
pr + ∂α(r) − λ
qr
)
, which we now check belong to V(1, h,α) as speciﬁed by
((9)). Clearly pr + ∂α(r) − λ ∈ Ah, and from what we noted above:
∂α(pr + ∂α(r) − λ) + qr = (∂2α + ∂α ◦ p + q)(r) ∈ K.
Hence D is an endomorphism.
By item 1 of Theorem 1.3 the endomorphism algebra consists of all tD + ∂α(t)I + λI where t runs
through all of Ah and λ runs through all of K . 
Propositions 2.13 and 2.15 taken together are useful for the construction of concrete examples of
endomorphism algebras in the important case where the regulator is irreducible. This is the case of
purely simple V(m, h,α).
2.9. A remark about ordθ (p
2 − 4q)
Suppose Y2 + pY + q ∈ Ah[Y] and regulates (h,α). The constraints of Proposition 2.8 make it easy
to see that the poles of p coincide with those of p2 − 4q, and for such poles θ that
2 ordθ (p) = ordθ (p2 − 4q). (32)
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As an aside, onemay ask if ((32)) holds for all θ supporting Ah rather than just θ that are poles of p. This
need not be the case. By way of example, let p = X2 and q = 1. Clearly q ∈ P−p and p2 − 4q = X4 − 4.
Let h be any height for which Ah is supported precisely by 0 and∞. Note that ordθ (X4 − 4) is even for
θ = 0 and θ = ∞, and since X4 − 4 is not a perfect square in K(X), Y2 + X2Y + 1 is irreducible in
K(X)[Y]. Then Proposition 2.13 produces a functional α such that (h,α) is regulated by Y2 + X2Y + 1.
However, for θ = 0 we have ordθ (p) = −2, while ordθ (p2 − 4q) = 0.
3. Noetherian endomorphism algebras
Given (h,α)with quadratic regulator, a question of some interest is to decide when EndV(m, h,α)
is Noetherian.
If the regulator has repeated roots in K(X), then [15, Theorem 3.2] gives that End V(m, h,α) is
isomorphic to the simple extension KP where P is the parameter module mentioned in Theorem
1.3. In this case End V(m, h,α) is Noetherian if and only if P is ﬁnite-dimensional over K . Examples in
which P is inﬁnite-dimensional can readily be constructed, see e.g. [12, Proposition 3.3].
If the regulator has distinct roots, then End V(m, h,α) is isomorphic to a bridge as deﬁned in [15,
Section 4]. Let us explain brieﬂy what bridges are and why they are Noetherian. Take a pole algebra A
and two pole subalgebras L andM such that
L + M = A and L ∩ M = K.
The K-linear surjection σ : L × M → A deﬁned by σ : (r, s) → r − s has kernel K embedded diag-
onally inside L × M. Any ideal J in A is principal, and, if not zero, it has ﬁnite codimension in A. The
inverse image B = σ−1(J) turns out to be a K-subalgebra of L × M. Such B are what we have called
bridges in [15], and they are special cases of what are known as ﬁbre-products in the literature. If
J = (0), then B is K , which is certainly Noetherian. If J /= (0), then B has ﬁnite codimension in L × M
by virtue of the fact J has ﬁnite-codimension in A andσ is surjective. Now L × M is Noetherian because
L andM are. Then the Eakin-Nagata theorem [2] yields that the bridge B is Noetherian.
In this section we will show that if the regulator is irreducible, then every non-zero ideal of
End V(m, h,α) has ﬁnite co-dimension in End V(m, h,α). From this it follows immediately that
End V(m, h,α) is Noetherian. For the rest of this section we assume that V(m, h,α) is a module
with non-scalar endomorphisms and that the regulator Y2 + pY + q of (h,α) is irreducible.
According to Proposition 1.5 and the remarks thereafter, we can and do suppose the regulator is in
Ah[Y] and that the parameter module P for End V(m, h,α) is precisely Ah. Hence the endomorphisms
of V(m, h,α) are nothing but the matrices
tD + ∂α(t)I + λI where t ∈ Ah and λ ∈ K.
It will be convenient to work with the parametrizing K-linear embedding
ε : Ah → End V(m, h,α) given by ε : s → sD + ∂α(s)I. (33)
With this notation we have
End V(m, h,α) = K + ε(Ah). (34)
Note that ε(1) = D, and that ε is not multiplicative. A routine matrix multiplication, using the fact
D2 = pD − qI, reveals that if u, s ∈ Ah, then
ε(u)ε(s) ≡ ε(pus + u∂α(s) + ∂α(u)s) mod K. (35)
Slightly more generally, if u, s ∈ Ah and λ ∈ K , we get
(ε(u) + λI)ε(s) ≡ ε(pus + u∂α(s) + ∂α(u)s + λs) mod K (36)
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This leads us to a consideration of the space
M(u, λ) = {pus + u∂α(s) + ∂α(u)s + λs : s ∈ Ah}
for each given u in Ah and λ in K . This is a K-linear subspace of Ah because p ∈ Ah and the algebra Ah
is closed under the action of derivers.
Lemma 3.1. Suppose (h,α) has an irreducible regulator Y2 + pY + q in Ah[Y]. If u ∈ Ah and λ ∈ K and
not both are zero, then M(u, λ) has ﬁnite codimension in Ah.
Proof. Using ((7)) we have
u∂α(s) = ∂α(us) − ∂α∗s(u) = ∂α(u)s + ∂α∗u(s) − ∂α∗s(u)
for every s in Ah. Thus
pus + u∂α(s) + ∂α(u)s + λs = (∂α∗u + pu + 2∂α(u) + λ)(s) − ∂α∗s(u). (37)
As noted after Proposition 1.4 the regulator of the pair (h − ord(u),α ∗ u) remains irreducible, and
Ah−ord(u) = Ah. For brevity we set
β = α ∗ u and t = pu + 2∂α(u) + λ.
Note that t ∈ Ah.We also deﬁneσ(s) = −∂α∗s(u) for every s inAh, and observe thatσ(Ah) ⊆ Pu ⊆ Ah.
With these notations
M(u, λ) = (∂β + t + σ)(Ah).
If θ supports Ah, the operator ∂β + t cannot have ﬁnite rank on K[Xθ ]. Indeed, if it had ﬁnite rank,
then Y + t would regulate (k,β) where k is the height that deﬁnes the pole space K[Xθ ]. Since, as
noted above, the regulator of (h − ord(u),β) is an irreducible quadratic, it must also be the regulator
of (k,β). This gives the contradiction of having both a linear and a quadratic regulator for (k,β). If
∞ supports Ah, then likewise ∂β + t does not have ﬁnite-rank on K[X]. In conjunction with the fact
(∂β + t)(Ah) + Pt ⊆ Ah, Proposition 2.4 gives (∂β + t)(Ah) + Pt = Ah. Since σ(Ah) ⊆ Pu ⊆ Ah, it is
also true that
(∂β + t + σ)(Ah) + Pu + Pt = Ah.
The result falls into place after noting that Pu + Pt is ﬁnite-dimensional. 
Theorem 3.2. If the regulator Y2 + pY + q of (h,α) is irreducible, then every non-zero ideal of End
V(m, h,α) has ﬁnite codimension inside End V(m, h,α). Consequently End V(m, h,α) is Noetherian.
Proof. As noted already we can take Y2 + pY + q in Ah[Y] and EndV(m, h,α) = K + ε(Ah). Let J be
an ideal of EndV(m, h,α) containing a non-zero element ε(u) + λI for some u ∈ Ah and some λ ∈ K .
It’s enough to show that (ε(u) + λI)ε(Ah), which is part of J , has ﬁnite codimension in K + ε(Ah).
From ((36)) we deduce that
K + (ε(u) + λI)ε(Ah) = K + ε(M(u, λ)).
Since u and λ cannot both be zero, Lemma 3.1 causes M(u, λ) to have ﬁnite codimension in Ah.
Hence ε(M(u, λ)) has ﬁnite-codimension in ε(Ah), and from that we get that K + ε(M(u, λ)) has
ﬁnite-codimension in K + ε(Ah). Now it follows by the equation just above that (ε(u) + λI)ε(Ah),
and thereby J , has ﬁnite codimension in K + ε(Ah). 
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4. Afﬁne endomorphism algebras
Continuing with a quadratic regulator as in ((12)) for (h,α), another matter of interest is to identify
those End V(m, h,α) that are afﬁne K-algebras, i.e. ﬁnitely generated as algebras over K . To address
this problem we will speak of the D-coefﬁcient t in the parameter space P of an endomorphism ϕ =
tD + ∂α(t)I + λI.
A pole algebra Ah is afﬁne over K if and only if the number of θ that support it is ﬁnite. Suitable
generators of Ah as a K-algebra are the functions Xθ for those θ that support Ah, as well as X if ∞
supports Ah.
If Ah is not afﬁne, then End V(m, h,α) cannot be afﬁne either unless it is trivially just K . Indeed
if V(m, h,α) has non-scalar endomorphisms, we can suppose, as discussed just prior to Proposi-
tion 1.5, that the parameter space P contains Ah. Now let ψ = sD + ∂α(s)I + μI,ϕ = tD + ∂α(t)I +
λI be endomorphisms. Because D2 = pD − qI, the D-coefﬁcient of their product ψϕ works out to
be
stp + s∂α(t) + t∂α(s) + λs + μt. (38)
Consequently, if EndV(m, h,α)were afﬁne, then the poles of the D-coefﬁcients of all endomorphisms
in End V(m, h,α) would lie in some ﬁnite set coming from the poles of p and the poles of the
D-coefﬁcients of the ﬁnitely many generators of End V(m, h,α). This would contradict the fact the
non-afﬁne Ah ⊆ P .
If Ah is afﬁne and the regulator’s discriminant p
2 − 4q = 0, then EndV(m, h,α) need not be afﬁne.
Indeed, as noted in item 2 of Theorem 2.3, End V(m, h,α) ∼= KS for some vector space S that could
well be inﬁnite-dimensional.
The purpose of this section is to prove that if Ah is afﬁne and the discriminant p
2 − 4q /= 0, then
End V(m, h,α) is afﬁne as well. This signiﬁcantly extends the connection made in [10] from the
modules V(m, h,α) to afﬁne curves.
In accordance with Proposition 1.5 we henceforth take the parameter module P to be precisely Ah,
and the regulator Y2 + pY + q of (h,α) to be in Ah[Y]. We also have the embedding ε given in ((33))
along with the identiﬁcation in ((34)).
4.1. The presence of hyperellitic curves
Algebras End V(m, h,α) that are afﬁne are the coordinate rings of curves. This fact may possibly
be worthy of further investigation. For instance, suppose that the regulator Y2 + pY + q of (h,α)
is irreducible. Clearly End V(m, h,α) is a K-subalgebra of the quadratic extension K(X)[D] of K(X).
Since the characteristic polynomial of D is the irreducible polynomial Y2 − pY + q, this quadratic
extension is a ﬁeld. In fact it is the ﬁeld of fractions of End V(m, h,α). Indeed, note that Ah has
some Xθ or possibly X in it. If Xθ ∈ Ah, then XθD + ∂α(Xθ )I is an endomorphism. Using ((8)) this
endomorphism equals Xθ (D − 〈α, Xθ 〉I). Since D − 〈α, Xθ 〉I is also an endomorphism, the quotient Xθ
of these two endomorphisms lies in the fraction ﬁeld of End V(m, h,α). Because that fraction ﬁeld
contains Xθ as well as D, it must be all of K(X)[D] as claimed. An argument such as this also works
if X is used instead of Xθ . Thus, whenever End V(m, h,α) is afﬁne and the regulator is irreducible,
this endomorphism algebra is the coordinate ring of a curve that is hyperelliptic in the sense of
[17, Example 2.5.1 and Corollary 3.1.1]. We took this observation as motivation for the title of this
paper. The rest of the paper is aimed at proving that End V(m, h,α) is afﬁne when Ah is afﬁne and
p2 − 4q /= 0.
4.2. Powers of endomorphisms and the poles of their trace
As shown in Proposition 2.8 the function q lies in the pole space Pp . In terms of the generic matrix
D this says that det D ∈ Ptrace D. We now prove this to be a constraint enjoyed by all endomorphisms.
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Proposition 4.1. If ϕ is any endomorphism of V(m, h,α), then det ϕ ∈ Ptrace ϕ.
Proof. First we consider the special endomorphisms ε(t) = tD + ∂α(t)I where t ∈ P . Without harm
suppose t /= 0. Since Y2 + pY + q regulates (h,α), then as veriﬁed in ((19)) the regulator of (h −
ord(t),α ∗ t) is Y2 + (trace ε(t))Y + det ε(t). From [15, Proposition 2.1] both trace ε(t) and det ε(t)
are in Ah−ord(t). Then by Proposition 2.7, ∂α∗t(trace ε(t)) + det ε(t) ∈ K . Since derivers leave pole
spaces invariant, it follows that det ε(t) ∈ Ptrace ε(t).
A general endomorphism has the form ϕ = ε(t) + λI for some t in Ah and λ in K . Then det ϕ =
det ε(t) + λ trace ε(t) + λ2. Since all three summands belong to Ptrace ε(t) we get det ϕ ∈ Ptrace ε(t).
Finally the fact trace ϕ = trace ε(t) + 2λ gives Ptrace ϕ = Ptrace ε(t), and this completes the proof. 
By the nature of determinants ordθ (det ϕ
n) = nordθ (det ϕ) for any matrix ϕ and any integer
exponent n. We now show that this property persists for the trace s of endomorphisms at those
θ where the trace s have poles.
Proposition 4.2. Ifϕ is an endomorphism and θ in K ∪ {∞} is a pole of traceϕ and n is a positive integer,
then
ordθ (trace ϕ
n) = n ordθ (trace ϕ).
Proof. We ﬁrst observe that if ψ is any 2 × 2 matrix over any ﬁeld and n is a positive integer, then
trace (ψn+1) = trace ψ trace ψn − detψ trace ψn−1.
Indeed, letting x, y be the eigenvalues of ψ (repeated or not) in some ﬁeld containing them, the so
called Newton identity
xn+1 + yn+1 = (x + y)(xn + yn) − xy(xn−1 + yn−1)
conﬁrms what we need to know.
Now approach the proof of the proposition by induction on n. With n = 1 there is nothing to show,
and with that suppose the result holds for positive integers up to and including n. First note that
ordθ (trace ϕ trace ϕ
n)
= ordθ (trace ϕ) + ordθ (trace ϕn)
= ordθ (trace ϕ) + nordθ (trace ϕ) (by the inductive assumption)
 ordθ (det ϕ) + nordθ (trace ϕ) (using Proposition 4.1)
> ordθ (det ϕ) + (n − 1)ordθ (trace ϕ) (since ordθ (trace ϕ) > 0)
= ordθ (det ϕ) + ordθ (trace ϕn−1) (by the inductive assumption)
= ordθ (det ϕ trace ϕn−1).
By the general identity shown at the outset of this proof, along with the strict inequality coming from
above, we obtain
ordθ (trace ϕ
n+1) = ordθ (trace ϕ trace ϕn − det ϕ trace ϕn−1) = ordθ (trace ϕ trace ϕn).
Since, using the inductive assumption once more, we have
ordθ (trace ϕ trace ϕ
n) = ordθ (trace ϕ) + ordθ (trace ϕn)
= ordθ (trace ϕ) + nordθ (trace ϕ) = (n + 1)ordθ (trace ϕ),
the desired equality for n + 1 can be observed from the equations above. 
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4.3. The D-coefﬁcients of powers of endomorphisms
If ε(t) is an endomorphism with parameter t in Ah, we can compute the positive powers ε(t)
n.
The D-coefﬁcients of these powers evolve according to ((38)). They take on poles of various orders at
various θ in K ∪ {∞}. In order to show that K + ε(Ah) is afﬁne we need to look into the orders of
the poles for such D-coefﬁcients in some special cases of t. Proposition 4.2 involving the trace s of
endomorphisms will come into play.
Recall from Proposition 2.8 that
ordθ (p
2 − 4q) is even for all θ supporting Ah. (39)
Lemma 4.3. Given an endomorphism ϕ = tD + ∂α(t)I + λI, where t ∈ Ah and λ ∈ K , and given θ sup-
porting Ah, the following are equivalent.
1. trace ϕ has a pole at θ.
2. trace 2ϕ − 4 det ϕ has a pole at θ.
3. ordθ (t) 1 − 12 ordθ (p2 − 4q).
If these conditions prevail, then
2ordθ (trace ϕ) = ordθ (trace 2ϕ − 4 det ϕ) = 2ordθ (t) + ordθ (p2 − 4q).
Proof. Assuming ordθ (trace ϕ) > 0, Proposition 4.1 gives
ordθ (trace
2ϕ) = 2ordθ (trace ϕ) > ordθ (trace ϕ) ordθ (det ϕ),
whence
ordθ (trace
2ϕ − 4 det ϕ) = ordθ (trace 2ϕ) = 2ordθ (trace ϕ) 2.
Assuming θ is a pole of trace 2ϕ − 4 det ϕ, such θ must be a pole of trace ϕ or of det ϕ. Regardless,
Proposition 4.1 reveals that θ is a pole of trace ϕ. Thus items 1 and 2 are equivalent.
The equivalence of items 2 and 3 comes from ((15)), which reveals that
ordθ (trace
2ϕ − 4 det ϕ) = ordθ (t2(p2 − 4q)) = 2ordθ (t) + ordθ (p2 − 4q).
Thus item 2 holds if and only if 2ordθ (t) + ordθ (p2 − 4q) 2, which is tantamount to item 3.
The desired equalities of the lemma are also demonstrated within the above proof. 
When θ supports Ah but is not a pole of p, i.e. not a pole of p
2 − 4q, the even integer ordθ (p2 − 4q)
must be non-positive. Hence we can deﬁne the height  at each θ in K ∪ {∞} by the formula
(θ) =
{
1 − 1
2
ordθ (p
2 − 4q) ifθ supports Ah but is not a pole of p,
0 for all other θ.
(40)
The height  assumes only ﬁnite values, and these are positive precisely at those ﬁnitely many θ that
support Ah but are not poles of p. Thus, for future reference, we observe that the pole space R is
ﬁnite-dimensional.
Proposition 4.4. Suppose that θ in K ∪ {∞} supports Ah and θ is not a pole of p. Let t be any function from
Ah such that ordθ (t) = (θ), and n a non-negative integer. If tn is the D-coefﬁcient of the endomorphism
ε(t)n+1, then
ordθ (tn) = n + (θ).
1212 F. Okoh, F. Zorzitto / Linear Algebra and its Applications 432 (2010) 1189–1217
Proof. From the deﬁnition of  in accordance with ((40)) and Lemma 4.3 we see that the function t is
selected to ensure that ordθ (trace ε(t)) = 1. Proposition 4.2 gives ordθ (trace ε(t)n+1) = n + 1. Then
Lemma 4.3, applied to ϕ = ε(t)n+1, gives ordθ (tn) = n + (θ). 
4.4. Three ﬁnitely generated algebra extensions
Recall that Pp is the pole space of the function p. Deﬁne Bp to be the smallest pole algebra containing
p. Thus Bp is the sum of all subalgebras K[Xθ ] as θ runs over the poles of p that are in K , plus the algebra
K[X] if ∞ is a pole of p. After recalling that p ∈ Ah we get
p ∈ Pp ⊆ Bp ⊆ Ah.
Since pole algebras are invariant under the action of derivers and since p ∈ Bp, the congruence ((35))
applied to any s, t in Bp reveals that theK-linear spaceK + ε(Bp) of endomorphisms coincideswith the
K-algebra K[ε(Bp)] generated by ε(Bp). Thus, after noting that 1 ∈ Bp and that D = ε(1), one obtains
the following inclusions of K-algebras
K ⊆ K[D] ⊆ K + ε(Bp) ⊆ K + ε(Ah) = End V(m, h,α). (41)
Obviously K[D] is afﬁne over K . In order to show that End V(m, h,α) is afﬁne over K , the plan is to get
that K + ε(Ah) is ﬁnitely generated as an algebra over K + ε(Bp), and then that K + ε(Bp) is ﬁnitely
generated as an algebra over K[D].
We recall the height  from ((40)) and its ﬁnite-dimensional pole space R.
Proposition 4.5. The algebra of endomorphisms K + ε(Ah) is generated by the ﬁnite-dimensional space
ε(R) as an algebra over K + ε(Bp).
Proof. It sufﬁces to show for all θ in K supporting Ah that
ε(K[Xθ ]) ⊆ (K + ε(Bp))[ε(R)] (42)
and if ∞ supports Ah that
ε(K[X]) ⊆ (K + ε(Bp))[ε(R)]. (43)
These inclusions are clear when θ is a pole of p because K[Xθ ] ⊆ Bp; and if ∞ is a pole of p, then
K[X] ⊆ Bp. Thus we are left to show these inclusions when θ in K supports Ah but is not a pole of p,
and respectively when ∞ supports Ah but is not a pole of p.
Well, suppose θ ∈ K and supports Ah and is not a pole of p. Since X(θ)θ ∈ R, all positive powers of
ε(X
(θ)
θ ) belong to (K + ε(Bp)[ε(R)]. The function t = X(θ)θ satisﬁes the conditions of Proposition
4.4. Thus, if tn is the D-coefﬁcient of ε(X
(θ)
θ )
n+1, then ordθ (tn) = n + (θ). By the congruence ((35))
applied iteratively to the positive powers of ε(X
(θ)
θ ), the poles of tn can only include θ or the poles of
p. Consequently tn decomposes as follows:
tn = un + vn where un ∈ K[Xθ ], ordθ (un) = n + (θ), and vn ∈ Bp.
Recall that endomorphisms all take the form ψ = λI + ε(s), where λ ∈ K and s in Ah is the D-
coefﬁcient ofψ . Because the endomoprphisms ε(X
(θ)
θ )
n+1 are in the algebra (K + ε(Bp)[ε(R)], this
recollection reveals that the endomorphisms ε(tn) are in (K + ε(Bp)[ε(R)], as well. Since vn ∈ Bp, it
follows that ε(vn) ∈ (K + ε(Bp)[ε(R)]. Hence ε(un) ∈ (K + ε(Bp)[ε(R)].
The functions
1, Xθ , X
2
θ , . . . , X
(θ)
θ , u1, u2, u3, . . . , un, . . .
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all lie in K[Xθ ] and have orders at θ respectively equal to
0, 1, 2, . . . , (θ), 1 + (θ), 2 + (θ), 3 + (θ), . . . , n + (θ), . . .
Each function in the list gets mapped by ε into (K + ε(Bp)[ε(R)]. Since this list of functions forms a
basis of K[Xθ ] over K , we conclude that ε maps K[Xθ ] into (K + ε(Bp)[ε(R)]. Thus ((42)) is shown.
In order to show ((43)) we simply replace θ by ∞, Xθ by X , and mimic the argument above. 
The standard ﬁnite basis of R consists of
all Xj where 0 j (∞) and all Xjθ where 1 j (θ). (44)
The image under ε of this ﬁnite basis of R serves as a generating set for K + ε(Ah) as an algebra over
K + ε(Bp). To be more frugal one can drop ε(1), which is D, as a generator, since D already belongs to
K + ε(Bp). Whether additional generators can be dropped remains more elusive.
Now we turn to the generators of K + ε(Bp) as an algebra over K[D].
Proposition 4.6. The ﬁnite-dimensional space ε(P−p ) generates K + ε(Bp) as a K[D]-algebra.
Proof. For every θ in K that is a pole of p, we will show that ε maps every positive power Xnθ into
K[D][ε(P−p )]. We will also show that if ∞ is a pole of p, then ε maps every positive power Xn into
K[D][ε(P−p )]. By the deﬁnition of Bp this will sufﬁce to get K + ε(Bp) = K[D][ε(P−p )].
First consider any θ in K that is a pole of p and put d = ordθ (p), which is a positive integer. By
deﬁnition of the reduction P−p , all of
ε(Xθ ), ε(X
2
θ ), . . . , ε(X
d
θ ) are in K[D][ε(P−p )].
With a proof by induction in mind, we suppose that ε(X
j
θ ) ∈ K[D][ε(P−p )], where j runs from 1 up to
a given integer n d, and we show ε(Xn+1θ ) ∈ K[D][ε(P−p )].
Since 1 d n, we also have 1 n + 1 − d n. Thus, by the inductive assumption, ε(Xn+1−dθ ) ∈
K[D][ε(P−p )], and since ε(1) = D ∈ K[D][ε(P−p )], the product
ε(1)ε(Xn+1−dθ ) ∈ K[D][ε(P−p )].
If u is the D-coefﬁcient of this product, the fact endomorphisms are determined by their D-coefﬁcient,
up to a scalar perturbation in K , gives us that
ε(u) ∈ K[D][ε(P−p )].
Now ((35)) and the fact ∂α(1) = 0 reveals that
u = Xn+1−dθ p + ∂α(Xn+1−dθ ).
Since p has a pole at θ and since derivers never increase the order of poles it follows that
ordθ (u) = ordθ (Xn+1−dθ p) = ordθ (Xn+1−dθ ) + ordθ (p) = n + 1.
The poles of u other than θ come from the other poles of p. If η is a pole of p other than θ , it is clear that
ordη(u) ordη(p). Furthermore if η happens to be ∞, the fact that Xn+1−dθ has a zero at ∞ ensures
that ord∞(u) < ord∞(p). Thus u takes the form
u = cn+1Xn+1θ + cnXnθ + · · · + c1Xθ + v, where cj ∈ K , cn+1 /= 0 and v ∈ P−p .
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The inductive assumption gives ε(cnX
n
θ + . . . + c1Xθ ) ∈ K[D][ε(P−p )], and evidently ε(v) ∈ K[D]
[ε(P−p )]. After recalling thatε(u) ∈ K[D][ε(P−p )]andnoting cn+1 /= 0,wegetε(Xn+1θ ) ∈ K[D][ε(P−p )].
Next we prove, in pretty much the same way, that if ∞ is a pole of p, then all positive powers Xn
get mapped by ε into K[D][ε(P−p )]. Let d = ord∞(p), which is a positive integer. According to the
deﬁnition of P−p we have
ε(X), . . . , ε(Xd−1) ∈ K[ε(P−p )].
When d = 1, the above list is vacuous, but we do have
ε(1) = ε(X0) = D ∈ K[D][ε(P−p )].
With an inductive proof in mind suppose that n d − 1 and that ε(Xj) belongs to K[D][ε(P−p )] for all
integers j from 0 to n. We need to show ε(Xn+1) belongs to K[D][ε(P−p )].
From 1 d n + 1we get 0 n + 1 − d n. Then by the inductive hypothesis, ε(Xn+1−d) ∈ K[D]
[ε(P−p )], and consequently the product
ε(1)ε(Xn+1−d) ∈ K[D][ε(P−p )].
If u is theD-coefﬁcient of this product, the fact that ε(u) − ε(1)ε(Xn+1−d) is a scalar endomorphisms,
reveals that
ε(u) ∈ K[D][ε(P−p )].
By ((35)) the D-coefﬁcient of this product is
u = Xn+1−dp + ∂α(Xn+1−d).
Since p has a pole at ∞ and derivers never increase the order of poles we see that
ord∞(u) = ord∞(Xn+1−dp) = ord∞(Xn+1−d) + ord∞(p) = n + 1.
If η is a pole of p that is in K , we have ordη(u) ordη(p). This is because Xn+1−d has no pole at η nor
does ∂α(X
n+1−d). This information on the orders of u shows that u takes the form
u = cn+1Xn+1 + Xn+1−d + v, where cj ∈ K , cn+1 /= 0 and v ∈ P−p .
By the inductiveassumptionεmapsXn+1−d intoK[D][ε(P−p )]. Clearlyεmapsuandv intoK[D][ε(P−p )].
Thus, ε(Xn+1) ∈ K[D][ε(P−p )], since cn+1 /= 0. 
4.5. A ﬁnite, explicit list of generators of K + ε(Ah)
From Propositions 4.5 and 4.6 and the inclusions ((41)), a set of generators for K + ε(Ah), as a K-
algebra, consists of D along with the image under ε of the standard bases of P−p and R. There is an
obvious redundancy in this set of generators of K + ε(Ah). This is because 1 appears in the standard
basis of R and also appears in the standard basis of P
−
p when p has a pole at ∞, and ε(1) = D. Of
course, there may also be other, better hidden redundancies.
We have arrived at the primary result of this paper.
Theorem 4.7. If a pair (h,α) has regulator Y2 + pY + q with non-zero discriminant and the pole algebra
Ah is afﬁne, then End V(m, h,α) is also afﬁne.
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4.6. An example
We now offer an example to illustrate how the theory works.
Let h be the height that gives Rh = Ah = K[X , 1/X , 1/(X − 1)]. Thus the supporting poles of Ah are∞, 0, 1. Take the desired regulator in K(X)[Y] to be the quadratic polynomial
f (Y) = Y2 + pY + q = Y2 + (X − 1/X)Y + (1 + 1/X).
In accordance with our notations we are taking p = X − 1/X , q = 1 + 1/X .
The observations below are straightforward.
• The discriminant of f (Y) is
p2 − 4q = 1/X2 − 4/X − 6 + X2 = (X4 − 6X2 − 4X + 1)/X2.
• f (Y) is irreducible, since its discriminant is not a perfect square in K(X).
• ord∞(p2 − 4q) = ord0(p2 − 4q) = 2, and since p2 − 4q has neither a pole nor a root at 1, we
see that ord1(p
2 − 4q) = 0.
• 1, X , 1/X form the standard basis of the pole space Pp, while 1, 1/X form the standard basis for
the reduction P−p .
• q lies in P−p .
In conjunction with the above information, Proposition 2.13 yields a functional α such that f (Y)
regulates the pair (h,α). The generic matrix for f (Y) is
D =
[
X − 1/X , −1
1 + 1/X , 0
]
.
Then Proposition 2.15 reveals that the endomorphism algebra of V(1, h,α) consists of all matrices
tD + ∂α(t)I + λI where t ∈ Ah. In other words, the endomorphism algebra is K + ε(Ah).
Here the only θ supporting Ah that is not a pole of p is θ = 1. By inspection ord1(p2 − 4q) = 0.
Thus the height  from ((40)) takes the value 1 at θ = 1 and value 0 elsewhere, and the standard basis
for the pole space R consists of the functions 1 and 1/(X − 1). According to the observations prior to
Theorem 4.7 a generating set for our endomorphism algebra consists of the three matrices
D, (1/X)D + ∂α(1/X)I, (1/(X − 1))D + (∂α(1/(X − 1))I. (45)
In order to make the generators more explicit we need the functions ∂α(1/X) and ∂α(1/(X − 1)). By
((8)) these work out to be
∂α(1/X) = −〈α, 1/X〉1/X , ∂α(1/(X − 1)) = −〈α, 1/(X − 1)〉1/(X − 1). (46)
By the remarks after Proposition 2.13 and the deﬁnition ((24)) of the θ-expansions of a functional ,
to ﬁnd 〈α, 1/X〉 and 〈α, 1/(X − 1)〉, we need the ﬁrst terms of the power series, inside K[[X]] and
K[[X − 1]] respectively, that solve
Y2 + (X − 1/X)Y + (1 + 1/X) = 0. (47)
By Proposition 2.13 such solutions exist, and the recipe for ﬁnding them lies in its proof . In anticipation
of using the quadratic formula we obtain the square roots of the discriminant p2 − 4q inside the ﬁelds
of Laurent series K((X)) and K((X − 1)).
First we work inside the ﬁeld K((X)). The discriminant p2 − 4q embeds in K((X)) as the Laurent
series 1/X2 − 4/X − 6 + X2. Denoting either of its square roots by
u = u−1/X + u0 + u1X + · · ·
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we set up the equation u2 = 1/X2 − 4/X − 6 + X2 and come up with
u2−1 = 1, 2u−1u0 = −4, 2u−1u1 + u20 = −6, . . .
Starting with the solution u−1 = 1, the coefﬁcients of u come out recursively as
u−1 = 1, u0 = −2, u1 = −5, . . .
Thus one square root of p2 − 4q in K((X)) is
u = 1/X − 2 − 5X + · · ·
and the other root is −u. Higher coefﬁcients of ±u could be computed with ease, but we won’t be
needing them. The roots of ((47)) in K((X)) are
−(X−1/X)±u
2
. Of these two roots of ((47)) we calculate
−(X − 1/X) − u
2
= 1 + 2X + · · ·
and see that it indeed lies in K[[X]], as predicted in the proof of Proposition 2.13. Thus the expansion
((24)) at θ = 0 of a functional α such that Y2 + pY + q regulates (h,α) is 1 + 2X + · · · In particular
−〈α, 1/X〉 = 1, and from ((46)) we obtain ∂α(1/X) = 1/X .
Next, in order to solve ((47)) inside the ﬁeld of Laurent seriesK((X − 1))weneed to ﬁrst rewrite the
discriminant 1/X2 − 4/X − 6 + X2 as a Laurent series in K((X − 1)). Temporarily putting Z = X − 1,
and thus X = 1 + Z , we can use a geometric expansion and some series multiplication to get
1/X = 1 − Z + Z2 − · · · ,
1/X2 = 1 − 2Z + 3Z2 − · · · ,
X2 = 1 + 2Z + Z2.
Therefore
1/X2 − 4/X − 6 + X2 = −8 + 4Z + 0Z2 + · · ·
After a simple calculation, the expansion in K[[Z]] for a square root u of −8 + 4Z + 0Z2 + · · · starts
out as
u = 2√2i − (i/√2)Z − (i/8√2)Z2 + · · ·
Then one solution of ((47)) in K[[Z]] is −(X−1/X)+u
2
. This solution expanded in K[[Z]] becomes
√
2i −
(
1 + i/2√2
)
Z +
(
1/2 − i/16√2
)
Z2 + · · · ,
which in terms of X − 1 looks like
√
2i −
(
1 + i/2√2
)
(X − 1) +
(
1/2 − i/16√2
)
(X − 1)2 + · · ·
The above is the beginning of the expansion ((24)) at θ = 1 of a functional α such that Y2 + pY + q
regulates (h,α). (An alternate expansion for a suitable α would come from the regulator’s other root
−(X−1/X)−u
2
.) Then from ((24)) we get−〈α, 1/(X − 1)〉 = √2i, and from ((46)) we obtain ∂α(1/(X −
1)) = √2i/(X − 1).
Thus we have explicitly computed that the generating set ((45)) for our endomorphism algebra
consists of the matrices
ϕ1 = D, ϕ2 = (1/X)D + (1/X)I, ϕ3 = (1/(X − 1))D +
(√
2i/(X − 1)
)
I.
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We omit the full display of these three generating matrices.
Theorem 4.7 gives rise to questions about the hyperelliptic curveswhose coordinate rings are these
afﬁne End V(m, h,α). In [10] we showed that every cubic curve in Weierstrass normal form, and
thus every elliptic curve, arises from End V(m, h,α) when Ah is taken to be K[X] and the regulator
Y2 + pY + q in K[X][Y] has deg p = 2. In [8] it is shown that if Ah = K[X] and deg p 3, then the
afﬁne K-algebras End V(m, h,α) need at least three generators. Thus in the latter case the resulting
curves are not even planar. When we have a general afﬁne Ah we are led to ask about the hyperelliptic
curves coming from the afﬁne End V(m, h,α). For instance, when are they planar?
The need to have K avoid characteristic 2 was ubiquitous in our paper. This is like the situation in
[17, Chapter 3]. However, in [17, p. 324] the necessary circumventions for characteristic 2 are put forth.
It remains to be seen if circumventions are available to obtain our results when K has characteristic 2.
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