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Abstract: In this paper, we investigate and discuss in detail the structures of
quaternion tensor SVD, quaternion tensor rank decomposition, and η-Hermitian
quaternion tensor decomposition with the isomorphic group structures and Ein-
stein product. Then we give the expression of the Moore-Penrose inverse of a
quaternion tensor by using the quaternion tensor SVD. Moreover, we consider a
generalized Sylvester quaternion tensor equation. We give some necessary and
sufficient conditions for the existence of a solution to the generalized Sylvester
quaternion tensor equation in terms of the Moore-Penrose inverses of the quater-
nion tensors. We also present the expression of the general solution to this tensor
equation when it is solvable. As applications of this generalized Sylvester quater-
nion tensor equation, we derive some necessary and sufficient conditions for the
existences of η-Hermitian solutions to some quaternion tensor equations. We also
provide some numerical examples to illustrate our results.
Keywords: Tensor decomposition; Tensor equation; Quaternion; Moore-Penrose
inverse; Solution;
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1. Introduction
Decompositions of of higher-order tensors have found huge applications in signal processing
([10], [15], [16], [17], [18], [33], [43], [44], [61]), data mining ([41], [54], [63]), genomic signals ([1],
[45], [46], [42]), computer vision ([60], [68], [69]), higher-order statistics ([12], [13], [19]), pattern
recognition ([30], [55]), chemometrics ([11], [62]), graph analysis [36], numerical linear algebra
([20], [21], [37], [38], [73]), aerospace engineering [24], and elsewhere. Kolda and Bader [39]
provided an overview of the theoretical developments and applications of tensor decompositions
in 2009. There have been many papers discussing tensor decompositions and other fields of
tensor theory ([3]-[8], [14], [20],[22], [32], [34], [35], [47]-[52], [56]-[59], [70], [71]).
Tensor equations are found to be useful in engineering and science. For instance, tensor
equations can be used to model some problems in continuum physics and engineering, isotropic
and anisotropic elasticity ([40]). There have been some papers using different approaches to
investigate tensor equation over fields ([3], [9], [23], [64]).
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2The concept of quaternions was introduced by W.R. Hamilton in 1843 [26]. Quaternion
algebra, which is an associative and noncommutative division algebra over the real number
field, can be used to computer science, quantum physics, signal and color image processing, and
so on ([31], [65], [66]). Quaternions are the generalizations of real numbers and complex numbers.
Quaternion matrix decompositions have always been at the heart of color image processing and
signal processing ([2], [4]).
In contrast to tensor decomposition and tensor equation over conventional algebra, the tensor
decomposition and tensor equation over quaternion algebra are at present far from fully devel-
oped. Due to the noncommutativity, one can not directly extend various results on real numbers
or complex numbers to quaternions. Hence, the research on tensor decomposition and tensor
equation over quaternion algebra have not been more fruitful so far than those over fields. Moti-
vated by the wide application of tensor decomposition, tensor equation and quaternion algebra
and in order to improve the theoretical development of the quaternion tensor theory, we in this
paper consider some quaternion tensor decompositions and quaternion tensor equations.
The purpose of this paper is threefold. Firstly, we present the structures of quaternion tensor
SVD, quaternion tensor rank decomposition, and decomposition for η-Hermitian quaternion
tensor (see Definition 3.4) with the isomorphic group structures and Einstein product. We
investigate and discuss in detail the structures of these decompositions. Secondly, we define
the Moore-Penrose inverse of even order quaternion tensors with the Einstein product. We give
the expression of the Moore-Penrose inverse of an even order tensor by using the quaternion
tensor SVD. Finally, we consider some quaternion tensor equations. We give some necessary
and sufficient conditions for the existence of a solution to the following generalized Sylvester
quaternion tensor equation
A ∗N X ∗M B + C ∗N Y ∗M D = E , (1.1)
in terms of the Moore-Penrose inverses of the coefficient quaternion tensors, where the operation
∗N is the Einstein product (see Definition 2.1), and A, B, C, D and E are given quaternion ten-
sors with suitable order. We also present the expression of the general solution to the quaternion
tensor equation (1.1) when it is solvable. As applications of (1.1), we provide some solvability
conditions and general η-Hermitian solutions to some quaternion tensor equations.
2. Preliminaries
An order N tensor A = (ai1···iN )1≤ij≤Ij (j = 1, . . . , N) is a multidimensional array with
I1I2 · · · IN entries. Let RI1×···×IN ,CI1×···×IN and HI1×···×IN stand, respectively, for the sets of
the order N dimension I1 × · · · × IN tensors over the real number field R, the complex number
field C and the real quaternion algebra
H =
{
q0 + q1i+ q2j+ q3k
∣∣ i2 = j2 = k2 = ijk = −1, q0, q1, q2, q3 ∈ R}.
It is well known that the quaternion algebra is an associative and noncommutative division
algebra. For more definitions and properties of quaternions, we refer the reader to the recent
book [53] and the survey paper [72]. The symbol q¯ stands for the conjugate transpose of a
quaternion q = q0 + q1i+ q2j+ q3k, q0, q1, q2, q3 ∈ R. Clearly, q¯ = q0 − q1i− q2j− q3k.
3For a quaternion tensor A = (ai1···iN j1···jM ) ∈ HI1×···×IN×J1×···×JM , let B = (bi1···iM j1···jN ) ∈
H
J1×···×JM×I1×···×IN be the conjugate transpose of A, where bi1···iM j1···jN = a¯i1···iN j1···jM . The
tensor B is denoted by A∗. A “square” tensor A ∈ HI1×···×IN×I1×···×IN is said to be Hermitian if
A = A∗. A “square” tensor D = (di1···iN i1···iN ) ∈ HI1×···×IN×I1×···×IN is called a diagonal tensor
if all its entries are zero except for di1···iN i1···iN . If all the diagonal entries di1···iN i1···iN = 1, then
D is a unit tensor, denoted by I. The zero tensor with suitable order is denoted by 0.
The definition of Einstein product is a contracted product which has been used in continuum
mechanics [40]. At first, we give the definition of Einstein product.
Definition 2.1 (Einstein product). [25] For A ∈ HI1×···×IN×J1×···×JN and B ∈ HJ1×···×JN×K1×···×KM ,
the Einstein product of tensors A and B is defined by the operation ∗N via
(A ∗N B)i1···iNk1···kM =
∑
j1···jN
ai1···iN j1···jN bj1···jNk1···kM , (2.1)
where A ∗N B ∈ HI1×···×IN×K1×···×KM . The associative law of this tensor product holds.
It is easy to infer the following results.
Proposition 2.1. Let A ∈ HI1×···×IN×J1×···×JN and B ∈ HJ1×···×JN×K1×···×KM . Then
(1) (A ∗N B)∗ = B∗ ∗N A∗;
(2) IN ∗N B = B and B ∗M IM = B, where unit tensors IN ∈ HJ1×···×JN×J1×···×JN and IM ∈
H
K1×···×KN×K1×···×KN .
In 2013, M. Brazell, N. Li, C. Navasca, C. Tamon [3] gave a transformation f between the
tensor and matrix over real number field. We can give the same definition of the transformation
f between the tensor and matrix over quaternion algebra.
Definition 2.2 (transformation). [3] Define the transformation f : TI1,I2,··· ,IN ,J1,J2,··· ,JN (H) →
MI1·I2···IN−1·IN ,J1·J2···JN−1·JN (H) with f(A) = A defined component-wise as
(A)i1i2···inj1j2···jn
f−→ (A)[i1+∑Nk=2(ik−1)∏k−1s=1 Is][j1+∑Nk=2(jk−1)∏k−1s=1 Js], (2.2)
where A ∈ TI1,I2,...,IN ,J1,J2,...,JN (H) and A ∈ MI1·I2···IN ,J1·J2···JN (H). That is, the element is
one-to-one correspondence between the quaternion matrix A and the quaternion tensor A.
Example 1. Consider the 2× 2× 2× 3-quaternion tensor A defined by
a1111 = i, a1112 = j, a1113 = −i+ j, a1121 = k, a1122 = 1 + i, a1123 = 2j+ k,
a1211 = i+ k, a1212 = 2i+ k, a1213 = 3k, a1221 = j− k, a1222 = 1 + k, a1223 = 3i− 2j,
a2111 = k, a2112 = 3j, a2113 = 2− j, a2121 = j− k, a2122 = 1 + j+ k, a2123 = j+ 2k,
a2211 = 1 + 2i+ 3j− k, a2212 = 1 + j+ k, a2213 = 2k, a2221 = k, a2222 = −i, a2223 = 3 + j.
4Then
f(A) =

a1111 a1121 a1112 a1122 a1113 a1123
a2111 a2121 a2112 a2122 a2113 a2123
a1211 a1221 a1212 a1222 a1213 a1223
a2211 a2221 a2212 a2222 a2213 a2223

=

i k j 1 + i −i+ j 2j+ k
k j− k 3j 1 + j+ k 2− j j+ 2k
i+ k j− k 2i+ k 1 + k 3k 3i− 2j
1 + 2i+ 3j− k k 1 + j+ k −i 2k 3 + j
 .
We now consider the properties of the map f defined in Definition 2.2. M. Brazell, N. Li,
C. Navasca, C. Tamon [3] discussed several consequential results from the group structure and
gave a proof of fourth order tensors over the real number field. By the similar method, we can
give the following properties of the map f over quaternion algebra.
Lemma 2.2. Let A ∈ HI1×I2×···IN×J1×J2×···×JN , B ∈ HJ1×J2×···×JN×L1×L2×···×LN and f be the
map defined in (2.2). Then the following properties hold:
1. The map f is a bijection. Moreover, there exists a bijective inverse map f−1:
MI1·I2···IN−1·IN ,J1·J2···JN−1·JN (H)
f−1−−→ TI1,I2,··· ,IN ,J1,J2,··· ,JN (H) (2.3)
2. The map satisfies f(A∗N B) = f(A) · f(B), where · refers to the usual matrix multiplication.
Proof. Here we denote 〈N〉 = {1, 2, · · · , N} and its cardinality as |N |.
(1) By the definition f , we can define three maps h1, h2, and h3, that is, h1 : 〈I1〉 × 〈I2〉 × · · · ×
〈IN 〉 → 〈I1I2 · · · IN 〉 by
h1(i1, i2, · · · , iN ) = i1 +
N∑
k=2
(ik − 1)
k−1∏
s=1
Is, (2.4)
h2 : 〈J1〉 × 〈J2〉 × · · · × 〈JN 〉 → 〈J1J2 · · · JN 〉 by
h2(j1, j2, · · · , jN ) = j1 +
N∑
k=2
(jk − 1)
k−1∏
s=1
Js, (2.5)
h3 : 〈L1〉 × 〈L2〉 × · · · × 〈LN 〉 → 〈L1L2 · · ·LN 〉 by
h3(l1, l2, · · · , lN ) = l1 +
N∑
k=2
(lk − 1)
k−1∏
s=1
Ls. (2.6)
Clearly, the maps h1, h2, and h3 are bijections since f is a bijection.
(2) Since f is a bijection, for some 1 ≤ i ≤ I1I2 · · · IN , 1 ≤ l ≤ L1L2 · · ·LN , there exist some
unique indices i1, i2, · · · , iN , l1, l2, · · · , lN for 1 ≤ i1 ≤ I1, 1 ≤ i2 ≤ I2, · · · , 1 ≤ iN ≤ IN , 1 ≤ l1 ≤
L1, 1 ≤ l2 ≤ L2, · · · , 1 ≤ lN ≤ LN such that
i1 +
N∑
k=2
(ik − 1)
k−1∏
s=1
Is = i (2.7)
5and
l1 +
N∑
k=2
(lk − 1)
k−1∏
s=1
Ls = l. (2.8)
Hence, we have that
[f(A ∗N B)]il = (A ∗N B)i1i2···iN l1l2···lN =
∑
j1j2···jN
ai1i2···iN j1j2···jN bj1j2···jN l1l2···lN ,
[f(A) · f(B)]il =
|J1J2···JN |∑
j=1
[f(A)]ij [f(B)]jl.
For every 1 ≤ j ≤ J1J2 · · · JN , there exist some unique j1, j2, · · · , jN such that
j1 +
N∑
k=2
(jk − 1)
k−1∏
s=1
Js = j. (2.9)
Then, we have that
∑
j1j2···jN
ai1i2···iN j1j2···jN bj1j2···jN l1l2···lN =
|J1J2···JN |∑
j=1
[f(A)]ij [f(B)]jl.
Hence, f(A ∗N B) = f(A) · f(B).

It follows from Lemma 2.2 that the Einstein product can be defined through the transforma-
tion:
A ∗N B = f−1[f(A ∗N B)] = f−1[f(A) · f(B)]. (2.10)
Consequently, the inverse map f−1 satisfies
f−1(A ·B) = f−1(A) ∗N f−1(B), (2.11)
where A and B are quaternion matrices with appropriate sizes.
The following lemma appeared in [3] over the real number field. Using similar methods, we
can extend it to the quaternion algebra.
Lemma 2.3. [3] Suppose (M, ·) is a group. Let f : T→M be any bijection. Then we can define
a group structure on T by defining
A ∗N B = f−1[f(A) · f(B)]
for all A,B ∈ T. Moreover, the mapping f is an isomorphism.
3. Decompositions for quaternion tensors via isomorphic group structures
In this section, we investigate some decompositions for quaternion tensors via isomorphic
group structures. This section is organized as follows:
• §3.1. Give the SVD for a quaternion tensor.
• §3.2. Give the rank decompositions for quaternion tensors.
• §3.2. Give a decomposition for an η-Hermitian quaternion tensor.
63.1. SVD for quaternion tensors. In this section, we consider the singular value decomposi-
tion for quaternion tensors via isomorphic group structures. The SVD for quaternion matrices
was given in [72].
Lemma 3.1. [72] (Quaternion matrix SVD) Let A ∈ Hm×n be of rank r. Then there exist
unitary quaternion matrices U ∈ Hm×m and V ∈ Hn×n such that
A = U
(
Dr 0
0 0
)
V ∗, (3.1)
where Dr = diag(d1, . . . , dr) and the di (i = 1, . . . , r) are real positive singular values of A.
Now we give the definition of the unitary quaternion tensor.
Definition 3.1 (unitary quaternion tensor). A tensor U ∈ HI1×···×IN×I1×···×IN is unitary if
U ∗N U∗ = U∗ ∗N U = I.
We give quaternion tensor SVD.
Theorem 3.2. (Quaternion tensor SVD) Let A ∈ HI1×···×IN×J1×···×JN with r = rank(f(A)),
where f is the transformation in (2.2). Then there exist unitary tensors U ∈ HI1×···×IN×I1×···×IN
and V ∈ HJ1×···×JN×J1×···×JN such that
A = U ∗N B ∗N V∗, (3.2)
where the tensor B ∈ RI1×···×IN×J1×···×JN has the following structure
Bi1···iN j1···jN =
{
di, if (i1 · · · iN j1 · · · jN ) = (pi1 · · · piNqi1 · · · qiN),
0, otherwise,
(3.3)
di (i = 1, . . . , r) are the positive singular values of the quaternion matrix f(A) and
piN =
[
i− 1∏N−1
s=1 Is
]
+ 1, piN−1 =
[
i− 1− (piN − 1)
∏N−1
s=1 Is∏N−2
s=1 Is
]
+ 1, (3.4)
... (3.5)
pit =
[
i− 1−∑Nk=t+1(pik − 1)∏k−1s=1 Is∏t−1
s=1 Is
]
+ 1, (3.6)
... (3.7)
pi2 =
[
i− 1−∑Nk=3(pik − 1)∏k−1s=1 Is
I1
]
+ 1, pi1 = i−
N∑
k=2
(pik − 1)
k−1∏
s=1
Is, (3.8)
qiN =
[
i− 1∏N−1
s=1 Js
]
+ 1, qiN−1 =
[
i− 1− (qiN − 1)
∏N−1
s=1 Js∏N−2
s=1 Js
]
+ 1, (3.9)
... (3.10)
7qit =
[
i− 1−∑Nk=t+1(qik − 1)∏k−1s=1 Js∏t−1
s=1 Js
]
+ 1, (3.11)
... (3.12)
qi2 =
[
i− 1−∑Nk=3(qik − 1)∏k−1s=1 Js
J1
]
+ 1, qi1 = i−
N∑
k=2
(qik − 1)
k−1∏
s=1
Js, (3.13)
and [a] is the largest integer less than or equal to the real number a.
Proof. Let A = f(A). It follows from Lemma 3.1 that
A = U
(
Dr 0
0 0
)
V ∗, (3.14)
where U and V are unitary quaternion matrices, Dr = diag(d1, . . . , dr) and di (i = 1, . . . , r) are
the positive singular values of A. From the property of f in (2.11) and Lemma 2.3, we have
f−1(A) = f−1
(
U
(
Dr 0
0 0
)
V ∗
)
= f−1(U) ∗N
(
f−1
(
Dr 0
0 0
))
∗N f−1(V ∗) (3.15)
=⇒A = U ∗N B ∗N V∗, (3.16)
where U = f−1(U), V∗ = f−1(V ∗) and B = f−1
(
Dr 0
0 0
)
is a real tensor whose nonzero entries
are di. Note that
U ∗N U∗ = f−1(U) ∗N f−1(U)∗ = f−1(U) ∗N f−1(U∗) = f−1(UU∗) = f−1(I) = I, (3.17)
U∗ ∗N U = f−1(U)∗ ∗N f−1(U) = f−1(U∗) ∗N f−1(U) = f−1(U∗U) = f−1(I) = I. (3.18)
Similarly, we can prove that
V ∗N V∗ = V∗ ∗N V = I. (3.19)
Hence, U and V are unitary quaternion tensors.
Now we consider the structure of the tensor B ∈ RI1×···×IN×J1×···×JN . Note that
B = f−1
(
Dr 0
0 0
)
= f−1

ΠNs=1Js − r
d1 0 · · · 0 0
0 d2 · · · 0 0
...
...
. . .
...
...
0 0 · · · dr 0
ΠNs=1Is − r 0 0 · · · 0 0

. (3.20)
8The subscript of di in the diagonal matrix
(
Dr 0
0 0
)
is ii. We want to find the subscript of di
in the tensor B. Assume that the subscript of di in the tensor B is (pi1 · · · piNqi1 · · · qiN ). From the
Definition (2.2), we obtain that
pi1 +
N∑
k=2
(pik − 1)
k−1∏
s=1
Is = i, (3.21)
and
qi1 +
N∑
k=2
(qik − 1)
k−1∏
s=1
Js = i. (3.22)
It follows from equation (3.21) that
(piN − 1)
N−1∏
s=1
Is =i− pi1 − (pi2 − 1)I1 − (pi3 − 1)I1I2 − · · · − (piN−1 − 1)
N−2∏
s=1
Is
≤i− 1, (3.23)
i.e.,
piN ≤
i− 1∏N−1
s=1 Is
+ 1. (3.24)
Since piN is a positive integer, we see that
piN ≤
[
i− 1∏N−1
s=1 Is
]
+ 1. (3.25)
We now want to prove that piN =
[
i−1∏N−1
s=1 Is
]
+ 1. Suppose piN ≤
[
i−1∏N−1
s=1 Is
]
. Then we have
i = pi1 +
N∑
k=2
(pik − 1)
k−1∏
s=1
Is
≤ I1 + (I2 − 1)I1 + (I3 − 1)I1I2 + · · ·+ (IN−1 − 1)
N−2∏
s=1
Is +
([
i− 1∏N−1
s=1 Is
]
− 1
)
N−1∏
s=1
Is
=
[
i− 1∏N−1
s=1 Is
]
N−1∏
s=1
Is ≤ i− 1. (3.26)
This is a contradiction. Hence, piN =
[
i−1∏N−1
s=1 Is
]
+ 1. Substituting piN into (3.21) yields
pi1 +
N−1∑
k=2
(pik − 1)
k−1∏
s=1
Is = i− (piN − 1)
N−1∏
s=1
Is. (3.27)
Hence, we can obtain the expression of piN−1 by using the same method. Similarly, we can give
the expressions of pi1, . . . , p
i
N−2, and q
i
1, . . . , q
i
N .

9Remark 3.1. Theorem 3.2 contains the existing generalization of the SVD for a 2×2×2×2-real
tensor A [3] as a special case. Moreover, we present the positions of the positive singular values
of the quaternion matrix f(A) in the real tensor B.
Example 2. Consider the SVD for the 2× 2× 3× 2-quaternion tensor A defined by
a1111 = 0, a1121 = 0, a1131 =
√
2
2
j, a1112 =
√
2
2
j, a1122 = 0, a1132 = 0,
a2111 = −i, a2121 = −i, a2131 = 0, a2112 = 0, a2122 = 0, a2132 = 0,
a1211 = j, a1221 = −j, a1231 = −j, a1212 = j, a1222 = 0, a1232 = 0,
a2211 =
√
2
2
(−1 + i+ j− k), a2221 =
√
2
2
(1− i− j+ k), a2231 =
√
2
2
(−1 + i+ j− k),
a2212 =
√
2
2
(1− i− j+ k), a2222 = −1− i+ j− k, a2232 = −1− i+ j− k.
Then we have
A = U ∗2 B ∗2 V∗, (3.28)
where U ∈ H2×2×2×2 and V ∈ H3×2×3×2 are unitary quaternion tensors, B ∈ R2×2×3×2 is a real
tensor and
Bi1i2j1j2 =

1, if (i1i2j1j2) = (1111),√
2, if (i1i2j1j2) = (2121),
2, if (i1i2j1j2) = (1231),
4, if (i1i2j1j2) = (2212),
0, otherwise,
U1111 = i, U1121 = 0, U1112 = 0, U1122 = 0,
U2111 = 0, U2121 = j, U2112 = 0, U2122 = 0,
U1211 = 0, U1221 = 0, U1212 = k, U1222 = 0,
U2211 = 0, U2221 = 0, U2212 = 0, U2222 =
√
2
2
+
√
2
2
j,
V∗1111 = 0, V∗1121 = 0, V∗1131 = −
√
2
2
k, V∗1112 = −
√
2
2
k, V∗1122 = 0, V∗1132 = 0,
V∗2111 = −
√
2
2
k, , V∗2121 = −
√
2
2
k, , V∗2131 = 0, V∗2112 = 0, V∗2122 = 0, V∗2132 = 0,
V∗3111 =
1
2
i, V∗3121 = −
1
2
i, V∗3131 = −
1
2
i, V∗3112 =
1
2
i, V∗3122 = 0, V∗3132 = 0,
V∗1211 =
1
4
(i+ j), V∗1221 = −
1
4
(i+ j), V∗1231 =
1
4
(i+ j), V∗1212 = −
1
4
(i+ j),
10
V∗1222 =
√
2
4
(j− k), V∗1232 =
√
2
4
(j− k),V∗2211 =
1
4
(1− k), V∗2221 =
1
4
(−1 + k),
V∗2231 =
1
4
(1− k), V∗2212 =
1
4
(−1 + k), V∗2222 =
√
2
4
(j+ k), V∗2232 =
√
2
4
(j+ k),
V∗3211 = 0, V∗3221 = 0, V∗3231 = 0, V∗3212 = 0, V∗3222 =
√
2
4
+
√
6
4
i, V∗3232 = −
√
2
4
+
√
6
4
i.
Remark 3.2. Example 2 shows that the real tensor B does not necessarily satisfy the following
condition
Bi1···iN j1···jN = 0 if (i1 · · · iN ) 6= (j1 · · · jN ).
3.2. Rank decompositions for quaternion tensors. In this section, we consider the rank
decompositions for quaternion tensors. The rank decomposition for a quaternion matrix is given
in the following lemma.
Lemma 3.3. [53] (Quaternion matrix rank decomposition) Let A ∈ Hm×n be of rank r. Then
there exist invertible quaternion matrices P ∈ Hm×m and Q ∈ Hn×n such that
A = P
(
Ir 0
0 0
)
Q. (3.29)
We give the definition of tensor inverse.
Definition 3.2 (inverse of an even order tensor). A tensor X ∈ HI1×···×IN×I1×···×IN is called
the inverse of A ∈ HI1×···×IN×I1×···×IN if it satisfies A ∗N X = X ∗N A = I. It is denoted by
A−1.
Now we present the quaternion tensor rank decomposition.
Theorem 3.4. (Quaternion tensor rank decomposition) Let A ∈ HI1×···×IN×J1×···×JN with r =
rank(f(A)), where f is the transformation in (2.2). Then there exist invertible quaternion
tensors P ∈ HI1×···×IN×I1×···×IN and Q ∈ HJ1×···×JN×J1×···×JN such that
A = P ∗N B ∗N Q (3.30)
where B ∈ RI1×···×IN×J1×···×JN has the following structure
Bi1···iN j1···jN =
{
1, if (i1 · · · iN j1 · · · jN ) = (pi1 · · · piNqi1 · · · qiN),
0, otherwise,
(3.31)
and
i ∈ {1, . . . , r}, piN =
[
i− 1∏N−1
s=1 Is
]
+ 1, piN−1 =
[
i− 1− (piN − 1)
∏N−1
s=1 Is∏N−2
s=1 Is
]
+ 1, (3.32)
... (3.33)
pit =
[
i− 1−∑Nk=t+1(pik − 1)∏k−1s=1 Is∏t−1
s=1 Is
]
+ 1, (3.34)
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... (3.35)
pi2 =
[
i− 1−∑Nk=3(pik − 1)∏k−1s=1 Is
I1
]
+ 1, pi1 = i−
N∑
k=2
(pik − 1)
k−1∏
s=1
Is. (3.36)
Proof. Let A = f(A) and r = rank(f(A)). It follows from Lemma 3.3 that
A = P
(
Ir 0
0 0
)
Q, (3.37)
where P and Q are invertible quaternion matrices. From the property of f in (2.11) and Lemma
2.3, we see that
f−1(A) = f−1
(
P
(
Ir 0
0 0
)
Q
)
= f−1(P ) ∗N
(
f−1
(
Ir 0
0 0
))
∗N f−1(Q) (3.38)
=⇒A = P ∗N B ∗N Q, (3.39)
where P = f−1(P ), Q = f−1(Q) and B = f−1
(
Ir 0
0 0
)
is a real tensor whose nonzero entries
are 1. Note that
I = f−1(I) = f−1(PP−1) = f−1(P ) ∗N f−1(P−1) = P ∗N f−1(P−1), (3.40)
I = f−1(I) = f−1(P−1P ) = f−1(P−1) ∗N f−1(P ) = f−1(P−1) ∗N P. (3.41)
Hence, P is an invertible quaternion tensor. Similarly, we can prove that Q is also an invertible
quaternion tensor. We can give the subscript of 1 in the tensor B by using the method that in
Theorem 3.2. 
3.3. Decomposition for an η-Hermitian quaternion tensor. In this section, we discuss
the decomposition for an η-Hermitian quaternion tensor. Let us turn back to the definition of
η-Hermitian matrix. η-Hermitian matrix was first proposed in [67], and further discussed in
[27]-[29].
Definition 3.3 (η-Hermitian matrix). [67] For η ∈ {i, j,k}, a square real quaternion matrix A
is said to be η-Hermitian if A = Aη∗, where Aη∗ = −ηA∗η.
The η-Hermitian matrices can be used in statistical signal processing and widely linear mod-
elling ([65]-[67]). Horn and Zhang [29] presented an analogous special singular value decompo-
sition for an η-Hermitian matrix.
Lemma 3.5. [29] Suppose that A is η-Hermitian. Then there is a unitary matrix U and a real
nonnegative diagonal matrix Σ such that
A = UΣUη∗.
The diagonal entries of Σ are the singular values of A.
Motivated by the wide application of η-Hermitian matrices, we define the η-Hermitian tensor
as follows.
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Definition 3.4 (η-Hermitian tensor). For η ∈ {i, j,k}, a square quaternion tensor A ∈ HI1×···×IN×I1×···×IN
is said to be η-Hermitian if A = Aη∗, where Aη∗ = −ηA∗η.
Example 3. Consider the 2× 2× 2× 2-quaternion tensor A defined by
a1111 = j+ k, a1112 = 1 + i+ j, a1121 = 2i+ k, a1122 = i+ j+ k,
a1211 = 1− i+ j, a1212 = 1 + j, a1221 = j+ k, a1222 = i,
a2111 = −2i+ k, a2112 = j+ k, a2121 = 2k, a2122 = 2i− j,
a2211 = −i+ j+ k, a2212 = −i, a2221 = −2i− j, a2222 = 1 + j− k.
Direct computation yields A = Ai∗ = −iA∗i. Hence, the quaternion tensor A is i-Hermitian.
Proposition 3.6. Let A ∈ HI1×···×IN×J1×···×JN and B ∈ HJ1×···×JN×K1×···×KM . Then
(A ∗N B)η∗ = Bη∗ ∗N Aη∗.
Now we give the decomposition for an η-Hermitian quaternion tensor.
Theorem 3.7. (Decomposition for an η-Hermitian quaternion tensor) Let A = Aη∗ ∈ HI1×···×IN×I1×···×IN
with r = rank(f(A)), where f is the transformation in (2.2). Then there exist a unitary quater-
nion tensor U ∈ HI1×···×IN×I1×···×IN such that
A = U ∗N B ∗N Uη∗, (3.42)
where B ∈ RI1×···×IN×I1×···×IN has the following structure
Bi1···iN j1···jN =
{
di, (i1 · · · iNj1 · · · jN ) = (pi1 · · · piNpi1 · · · piN ),
0, otherwise,
(3.43)
di (i = 1, . . . , r) are the nonzero singular values of the quaternion matrix f(A) and
piN =
[
i− 1∏N−1
s=1 Is
]
+ 1, piN−1 =
[
i− 1− (piN − 1)
∏N−1
s=1 Is∏N−2
s=1 Is
]
+ 1, (3.44)
... (3.45)
pit =
[
i− 1−∑Nk=t+1(pik − 1)∏k−1s=1 Is∏t−1
s=1 Is
]
+ 1, (3.46)
... (3.47)
pi2 =
[
i− 1−∑Nk=3(pik − 1)∏k−1s=1 Is
I1
]
+ 1, pi1 = i−
N∑
k=2
(pik − 1)
k−1∏
s=1
Is. (3.48)
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Proof. Let A = f(A). It follows from Lemma 3.5 that
A = U
(
Dr 0
0 0
)
Uη∗, (3.49)
where U is a unitary quaternion matrix and Dr = diag(d1, . . . , dr) and di (i = 1, . . . , r) are
the nonzero singular values of the quaternion matrix A. From the property of f in (2.11) and
Lemma 3.5, we have
f−1(A) = f−1
(
U
(
Dr 0
0 0
)
Uη∗
)
= f−1(U) ∗N
(
f−1
(
Dr 0
0 0
))
∗N f−1(Uη∗) (3.50)
=⇒A = U ∗N B ∗N Uη∗, (3.51)
where U = f−1(U) and B = f−1
(
Dr 0
0 0
)
is a real tensor whose nonzero entries are di. Note
that
U ∗N U∗ = f−1(U) ∗N f−1(U)∗ = f−1(U) ∗N f−1(U∗) = f−1(UU∗) = f−1(I) = I, (3.52)
U∗ ∗N U = f−1(U)∗ ∗N f−1(U) = f−1(U∗) ∗N f−1(U) = f−1(U∗U) = f−1(I) = I. (3.53)
Hence, U is a unitary quaternion tensor. We can give the subscript of di in the tensor B by
using the method that in Theorem 3.2. 
Example 4. Consider the decomposition for the 2× 2× 2× 2-quaternion tensor A defined by
a1111 = 1 +
1 +
√
3
4
i, a1121 = −1 + 1 +
√
3
4
i, a1112 = −1
4
+
√
3
4
, a1122 = −1
4
+
√
3
4
,
a2111 = −1 + 1 +
√
3
4
i, a2121 = 1 +
1 +
√
3
4
i, a2112 = −1
4
+
√
3
4
, a2122 = −1
4
+
√
3
4
,
a1211 = −1
4
+
√
3
4
, a1221 = −1
4
+
√
3
4
, a1212 = 1− 1 +
√
3
4
i, a1222 = −1− 1 +
√
3
4
i,
a2211 = −1
4
+
√
3
4
, a2221 = −1
4
+
√
3
4
, a2212 = −1− 1 +
√
3
4
i, a2222 = 1− 1 +
√
3
4
i.
Note that A is k-Hermitian. Then we have
A = U ∗2 B ∗2 Uk∗, (3.54)
where U ∈ H2×2×2×2 is unitary quaternion tensor, B ∈ R2×2×2×2 is a real tensor and
Bi1i2j1j2 =

1, if (i1i2j1j2) = (1111),√
3, if (i1i2j1j2) = (2121),
2, if (i1i2j1j2) = (1212),
3, if (i1i2j1j2) = (2222),
0, otherwise,
U1111 =
√
2
4
(1 + i), U1121 = −
√
2
4
(1 + i), U1112 =
√
2
2
k, U1122 = 0,
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U2111 =
√
2
4
(1 + i), U2121 =
√
2
4
(1 + i), U2112 = −
√
2
2
k, U2122 = 0,
U1211 =
√
2
4
(−1 + i), U1221 =
√
2
4
(−1 + i), U1212 = 0, U1222 = −
√
2
2
k,
U2211 =
√
2
4
(−1 + i), U2221 =
√
2
4
(−1 + i), U2212 = 0, U2222 =
√
2
2
k.
4. Moore-Penrose inverse of quaternion tensors via Einstein product
In this section, we consider the Moore-Penrose inverse of quaternion tensors by using the
quaternion tensor SVD. At first, we define the Moore-Penrose inverse of quaternion tensor via
Einstein product. The definition of the Moore-Penrose inverse of tensors over the complex
number field was given in [64].
Definition 4.1. Let A ∈ HI1×···×IN×J1×···×JN . The tensor X ∈ HJ1×···×JN×I1×···×IN satisfying
the following four quaternion tensor equations
(1) A ∗N X ∗N A = A;
(2) X ∗N A ∗N X = X ;
(3) (A ∗N X )∗ = A ∗N X ;
(4) (X ∗N A)∗ = X ∗N A,
is called the Moore-Penrose inverse of A, and is denoted by A†.
Now we give the Moore-Penrose inverse of a quaternion tensor.
Theorem 4.1. Let the SVD of the quaternion tensor A be
A = U ∗N B ∗N V∗, (4.1)
where U ,V are unitary tensors and the tensor B ∈ RI1×···×IN×J1×···×JN is given in (4.3). Then
the Moore-Penrose inverse of A exists and is unique and
A† = V ∗N B† ∗N U∗, (4.2)
where the tensor B† ∈ RJ1×···×JN×I1×···×IN has the following structure
B†j1···jN i1···iN =
{
d−1i , if (j1 · · · jN i1 · · · iN ) = (qi1 · · · qiNpi1 · · · piN ),
0, otherwise,
(4.3)
and di (i = 1, . . . , r) are the positive singular values of the quaternion matrix f(A) and the
expressions of qi1, . . . , q
i
N , p
i
1, . . . , p
i
N are given in (3.4)-(3.13).
Proof. Note that
A† = V ∗N B† ∗N U∗, (4.4)
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satisfy Definition 4.1. Thus, the Moore-Penrose inverse of A exists. Now we want to prove the
Moore-Penrose inverse is unique. Let X and Y be Moore-Penrose inverses of A. Then we have
X = X ∗N (A ∗N X )∗ = X ∗N X ∗ ∗N A∗ = X ∗N (A ∗N X )∗ ∗N (A ∗N Y)∗
= X ∗N A ∗N Y = (X ∗N A)∗ ∗N (Y ∗N A)∗ ∗N Y = A∗ ∗N Y∗ ∗N Y
= (Y ∗N A)∗ ∗N Y = Y.

Remark 4.1. The Moore-Penrose inverse of tensor A over the complex number field was dis-
cussed in [64]. Theorem 4.1 not only extend it to the quaternion algebra, but also give the
positions of d−1i in the real tensor B†. Note that the real tensor B† does not necessarily satisfy
the following condition:
B†j1···jN i1···iN = 0 if (j1 · · · jN ) 6= (i1 · · · iN ). (4.5)
Example 5. The Moore-Penrose inverse of the quaternion tensor A in Example 2 can be ex-
pressed as
A† = V ∗2 B† ∗2 U∗,
where the unitary quaternion tensors V and U are given in Example 2 and B† ∈ R3×2×2×2 is a
real tensor and
B†j1j2i1i2 =

1, if (j1j2i1i2) = (1111),
1√
2
, if (j1j2i1i2) = (2121),
1
2 , if (j1j2i1i2) = (3112),
1
4 , if (j1j2i1i2) = (1222),
0, otherwise.
It is easy to obtain the following results.
Proposition 4.2. For the quaternion tensor A ∈ HI1×···×IN×J1×···×JN , the symbols LA and RA
stand for
LA = I − A† ∗N A, RA = I − A ∗N A†.
Then
(1) (A∗)† = (A†)∗;
(2) (Aη∗)† = (A†)η∗;
(3) LA = L∗A, RA = R∗A;
(4) Lη∗A = RAη∗, Rη∗A = LAη∗.
5. The general solution to the quaternion tensor equation (1.1)
Our goal of this section is to give some solvability conditions for the generalized Sylvester
quaternion tensor equation (1.1) to posses a solution and to provide an expression of this general
solution when the solvability conditions are met. As an application of the quaternion tensor
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equation (1.1), we can derive some solvability conditions and the general η-Hermitian solution
to a quaternion tensor equation involving η-Hermicity, i.e.,
A ∗N X ∗N Aη∗ + C ∗N Y ∗N Cη∗ = E , X = X η∗, Y = Yη∗, (5.1)
where A, C and E = Eη∗ are given quaternion tensors with suitable order.
Now we give the main theorem of this section.
Theorem 5.1. Let A ∈ HI1×···×IN×J1×···×JN ,B ∈ HK1×···×KM×L1×···×LM , C ∈ HI1×···×IN×G1×···×GN ,
D ∈ HH1×···×HM×L1×···×LM , and E ∈ HI1×···×IN×L1×···×LM . Set
P = (RA) ∗N C, Q = D ∗M LB, S = C ∗N LP . (5.2)
Then the generalized Sylvester quaternion tensor equation (1.1) is consistent if and only if
(RP) ∗N (RA) ∗N E = 0, E ∗M (LB) ∗M (LQ) = 0, (RA) ∗N E ∗M LD = 0, (RC) ∗N E ∗M LB = 0.
(5.3)
In this case, the general solution to (1.1) can be expressed as
X =A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N E ∗M B† −A† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB, (5.4)
Y =P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† + (LP) ∗N (LS) ∗N U1
+ (LP) ∗N U2 ∗M RQ + U3 ∗M RD, (5.5)
where U1,U2,U3,U4,U5 are arbitrary quaternion tensors with suitable order.
Proof. =⇒: If the generalized Sylvester quaternion tensor equation (1.1) has a solution, say
(X 1,Y1), then we have
A ∗N X 1 ∗M B + C ∗N Y1 ∗M D = E . (5.6)
It follows from
(RA) ∗N A = 0, B ∗M LB = 0, (RC) ∗N C = 0, D ∗M LD = 0, (5.7)
P = (RA) ∗N C, Q = D ∗M LB, (RP) ∗N P = 0, Q ∗M LQ = 0, (5.8)
and (5.6) that
(RP) ∗N (RA) ∗N E = (RP ) ∗N (RA) ∗N (A ∗N X 1 ∗M B + C ∗N Y1 ∗M D)
= (RP ) ∗N (RA) ∗N A ∗N X 1 ∗N A∗ + (RP) ∗N (RA) ∗N C ∗N Y1 ∗N C∗
= (RP ) ∗N (RA) ∗N A ∗N X 1 ∗N A∗ + (RP) ∗N P ∗N Y1 ∗N C∗
= 0, (5.9)
E ∗M (LB) ∗M (LQ) = (A ∗N X 1 ∗M B + C ∗N Y1 ∗M D) ∗M (LB) ∗M (LQ)
= A ∗N X 1 ∗M B ∗M (LB) ∗M (LQ) + C ∗N Y1 ∗M D ∗M (LB) ∗M (LQ)
= A ∗N X 1 ∗M B ∗M (LB) ∗M (LQ) + C ∗N Y1 ∗M Q ∗M (LQ)
= 0, (5.10)
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(RA) ∗N E ∗M LD = (RA) ∗N (A ∗N X 1 ∗M B + C ∗N Y1 ∗M D) ∗M LD
= (RA) ∗N A ∗N X 1 ∗M B ∗M LD + C ∗N Y1 ∗M D ∗M LD
= 0, (5.11)
(RC) ∗N E ∗M LB = (RC) ∗N (A ∗N X 1 ∗M B + C ∗N Y1 ∗M D) ∗M LB
= (RC) ∗N A ∗N X 1 ∗M B ∗M LB + (RC) ∗N C ∗N Y1 ∗M D ∗M LB
= 0. (5.12)
⇐=: Now we want to prove that the tensors X and Y having the form of (5.4) and (5.5),
respectively, are a solution to (1.1) under the equalities in (5.3). Substituting (5.4) and (5.5)
into (1.1) yields
A ∗N X ∗M B + C ∗N Y ∗M D
=A ∗N A† ∗N E ∗M B† ∗M B −A ∗N A† ∗N C ∗N P† ∗N E ∗M B† ∗M B
−A ∗N A† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B† ∗M B
−A ∗N A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† ∗M B + C ∗N P† ∗N E ∗M D† ∗M D
+ C ∗N S† ∗N S ∗N C† ∗N E ∗M Q† ∗M D + S ∗N U2 ∗M (RQ) ∗M D. (5.13)
From
(RA) ∗N S = (RA) ∗N C ∗N LP = P ∗N LP = 0 (5.14)
and
D ∗M B† ∗M B = D −Q, (5.15)
we see that
A ∗N A† ∗N S∗N = S∗N , (RQ) ∗M D ∗M B† ∗M B = RQ ∗M D. (5.16)
Hence, we have
S ∗N U2 ∗M (RQ) ∗M D −A ∗N A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† ∗M B
=S ∗N U2 ∗M (RQ) ∗M D − S ∗N U2 ∗M (RQ) ∗M D
=0. (5.17)
From
P† ∗N P ∗N S† ∗N S = (P† ∗N P)∗ ∗N (S† ∗N S)∗
= (S† ∗N S ∗N P† ∗N P)∗
= (S† ∗N C ∗N (LP) ∗N P† ∗N P)∗
= 0, (5.18)
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we infer that
C ∗N S† ∗N S − S = C ∗N S† ∗N S − S ∗N S† ∗N S
= (C − S) ∗N S† ∗N S
= C ∗N P† ∗N P ∗N S† ∗N S
= 0, (5.19)
i.e.,
C ∗N S† ∗N S = S. (5.20)
Since Q ∗M B† = D ∗M (LB) ∗M B† = 0, we have
B† ∗M B ∗M Q† ∗M Q = (B† ∗M B)∗ ∗M (Q† ∗M Q)∗ = (Q† ∗M Q ∗M B† ∗M B)∗ = 0. (5.21)
Thus from (5.15), (5.16), (5.20), (5.21) and E ∗M (LB) ∗M (LQ) = 0, we infer that
C ∗N S† ∗N S ∗N C† ∗N E ∗M Q† ∗M D −A ∗N A† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B† ∗M B
=S ∗N C† ∗N E ∗M Q† ∗M D − S ∗N C† ∗N E ∗M Q† ∗M D ∗M B† ∗M B
=S ∗N C† ∗N E ∗M Q† ∗M D − S ∗N C† ∗N E ∗M Q† ∗M (D −Q)
=S ∗N C† ∗N E ∗M Q† ∗M Q
=S ∗N C† ∗N E ∗M (B† ∗M B + LB) ∗M Q† ∗M Q
=S ∗N C† ∗N E ∗M B† ∗M B ∗M Q† ∗M Q+ S ∗N C† ∗N E ∗M (LB) ∗M Q† ∗M Q
=S ∗N C† ∗N E ∗M LB. (5.22)
Since A† ∗N P = 0, we see from (RA) ∗N E ∗M LD = 0 that
C ∗N P† ∗N E ∗M (LD) =C ∗N P† ∗N A ∗N A† ∗N E ∗M (LD)
=C ∗N P† ∗N P ∗N P† ∗N A ∗N A† ∗N E ∗M (LD)
=C ∗N P† ∗N (P ∗N P†)∗ ∗N (A ∗N A†)∗ ∗N E ∗M (LD)
=C ∗N P† ∗N (A ∗N A† ∗N P ∗N P†)∗ ∗N E ∗M (LD)
=0, (5.23)
that is
C ∗N P† ∗N E ∗M D† ∗M D = C ∗N P† ∗N E . (5.24)
It follows from (5.24) and
(RP) ∗N (RA) ∗N E = 0, (RC) ∗N E ∗M LB = 0, (5.25)
P = C −A ∗N A† ∗N C, S = C ∗N LP = C − C ∗N P† ∗N P, (5.26)
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P† ∗N A = P† ∗N P ∗N P† ∗N A ∗N A† ∗N A
= P† ∗N (P ∗N P†)∗ ∗N (A ∗N A†)∗ ∗N A
= P† ∗N (A ∗N A† ∗N P ∗N P†)∗ ∗N A
= 0, (5.27)
that
C ∗N P† ∗N E ∗M D† ∗M D −A ∗N A† ∗N C ∗N P† ∗N E ∗M B† ∗M B
=C ∗N P† ∗N E + (P − C) ∗N P† ∗N E ∗M B† ∗M B
=C ∗N P† ∗N E + P ∗N P† ∗N E ∗M B† ∗M B − C ∗N P† ∗N E ∗M B† ∗M B
=P ∗N P† ∗N E ∗M B† ∗M B + C ∗N P† ∗N E ∗M (LB)
=P ∗N P† ∗N (RA +A ∗N A†∗N ) ∗N E ∗M B† ∗M B + C ∗N P† ∗N C ∗N C† ∗N E ∗M (LB)
=P ∗N P† ∗N (RA) ∗N E ∗M B† ∗M B + P ∗N P† ∗N A ∗N A†∗NE ∗M B† ∗M B
+ C ∗N P† ∗N C ∗N C† ∗N E ∗M (LB)− C ∗N P† ∗N A ∗N A† ∗N C ∗N C† ∗N E ∗M (LB)
=P ∗N P† ∗N (RA) ∗N E ∗M B† ∗M B + C ∗N P† ∗N (RA) ∗N C ∗N C† ∗N E ∗M (LB)
=(RA) ∗N E ∗M B† ∗M B + C ∗N P† ∗N P ∗N C† ∗N E ∗M (LB)
=(RA) ∗N E ∗M B† ∗M B + (C − S) ∗N C† ∗N E ∗M (LB)
=(RA) ∗N E ∗M B† ∗M B + E ∗M (LB)− S ∗N C† ∗N E ∗M (LB). (5.28)
Thus from (5.13), (5.17), (5.22) and (5.28), we have
A ∗N X ∗M B + C ∗N Y ∗M D
=A ∗N A† ∗N E ∗M B† ∗M B + S ∗N C† ∗N E ∗M LB
+ (RA) ∗N E ∗M B† ∗M B + E ∗M (LB)− S ∗N C† ∗N E ∗M (LB)
=E +A ∗N A† ∗N E ∗M B† ∗M B −A ∗N A† ∗N E ∗M B† ∗M B
+ E ∗M B† ∗M B − E ∗M B† ∗M B
=E . (5.29)
Now we want to show that for any arbitrary solution, say (X 0,Y0) of the generalized Sylvester
quaternion tensor equation (1.1) can be expressed as (5.4) and (5.5) under the equalities in (5.3).
That is to say, we prove that there exist tensors U1,U2,U3,U4,U5 such that (5.4) and (5.5) hold
if we substitute X and Y by X 0 and Y0, respectively. Note that
A ∗N X 0 ∗M B + C ∗N Y0 ∗M D = E , (5.30)
P ∗N Y0 ∗M D = (RA) ∗N C ∗N Y0 ∗M D = (RA) ∗N E , (5.31)
C ∗N Y0 ∗M Q = C ∗N Y0 ∗M D ∗M (LB) = E ∗M (LB). (5.32)
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Put
U1 = Y0 ∗M Q ∗M Q†, U2 = Y0 ∗M D ∗M D†, U3 = Y0, U4 = X 0 ∗M B ∗M B†, U5 = X 0.
(5.33)
From (5.27), (5.31),
D ∗M D† ∗M Q ∗M Q† = D ∗M D† ∗M D ∗M (LB) ∗M Q† = Q ∗M Q†, (5.34)
and
(LP) ∗N S† ∗N S = (LP) ∗N (S† ∗N S)∗ = (LP) ∗N S∗ ∗N (S†)∗ = S∗ ∗N (S†)∗ = S† ∗N S,
(5.35)
we infer that
Y =P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† + (LP) ∗N (LS) ∗N Y0 ∗M Q ∗M Q†
+ (LP) ∗N Y0 ∗M D ∗M D† ∗M RQ + Y0 ∗M RD
=P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† + (LP) ∗N Y0 ∗M Q ∗M Q†
− S† ∗N S ∗N Y0 ∗M Q ∗M Q† + (LP) ∗N Y0 ∗M D ∗M D†
− (LP) ∗N Y0 ∗M D ∗M D† ∗M Q ∗M Q† + Y0 −Y0 ∗M D ∗M D†
=P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† + (LP) ∗N Y0 ∗M Q ∗M Q†
− S† ∗N S ∗N Y0 ∗M Q ∗M Q† + Y0 ∗M D ∗M D† − P† ∗N P ∗N Y0 ∗M D ∗M D†
− (LP) ∗N Y0 ∗M D ∗M D† ∗M Q ∗M Q† + Y0 −Y0 ∗M D ∗M D†
=P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† − P† ∗N P ∗N Y0 ∗M D ∗M D†
− S† ∗N S ∗N Y0 ∗M Q ∗M Q† + Y0
=P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† − P† ∗N (RA) ∗N E ∗M D†
− S† ∗N S ∗N Y0 ∗M Q ∗M Q† + Y0
=P† ∗N E ∗M D† + S† ∗N S ∗N C† ∗N E ∗M Q† − P† ∗N E ∗M D†
− S† ∗N S ∗N Y0 ∗M Q ∗M Q† + Y0
=S† ∗N S ∗N C† ∗N E ∗M Q† − S† ∗N S ∗N Y0 ∗M Q ∗M Q† + Y0. (5.36)
We now want to prove that
S† ∗N S ∗N Y0 ∗M Q ∗M Q† = S† ∗N S ∗N C† ∗N E ∗M Q†. (5.37)
It follows from (5.31), (5.32), (RC) ∗N E ∗M LB = 0, S = C ∗N LP and
B ∗M Q† = B ∗M B† ∗M B ∗M Q† ∗M Q ∗M Q† = B ∗M (Q† ∗M Q ∗M B† ∗M B)∗ ∗M Q† = 0,
(5.38)
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that
S† ∗N S ∗N Y0 ∗M Q ∗M Q†
=S† ∗N C ∗N (LP ) ∗N Y0 ∗M Q ∗M Q†
=S† ∗N (C ∗N Y0 ∗M Q ∗M Q† − C ∗N P† ∗N P ∗N Y0 ∗M Q ∗M Q†)
=S† ∗N [E ∗M (LB) ∗M Q† − C ∗N P† ∗N (RA) ∗N E ∗M (LB) ∗M Q†]
=S† ∗N [E ∗M (LB)− C ∗N P† ∗N (RA) ∗N E ∗M (LB)] ∗M Q†
=S† ∗N [E ∗M (LB)− C ∗N P† ∗N (RA) ∗N C ∗N C† ∗N E ∗M (LB)] ∗M Q†
=S† ∗N [E ∗M (LB)− C ∗N P† ∗N P ∗N C† ∗N E ∗M (LB)] ∗M Q†
=S† ∗N [E ∗M (LB)− C ∗N (I − LP) ∗N C† ∗N E ∗M (LB)] ∗M Q†
=S† ∗N [E ∗M (LB)− C ∗N C† ∗N E ∗M (LB) + C ∗N (LP) ∗N C† ∗N E ∗M (LB)] ∗M Q†
=S† ∗N [E ∗M (LB)− E ∗M (LB) + C ∗N (LP) ∗N C† ∗N E ∗M (LB)] ∗M Q†
=S† ∗N S ∗N C† ∗N E ∗M Q†. (5.39)
Hence from (5.36) and (5.39), we see that
Y = Y0. (5.40)
Now we want to show that X = X 0 where
U2 = Y0 ∗M D ∗M D†, U4 = X 0 ∗M B ∗M B†, U5 = X 0. (5.41)
First, we prove that
X = A† ∗N (E − C ∗N Y ∗M D) ∗M B† + (LA) ∗N U4 + U5∗MRB, (5.42)
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where X and Y are given in (5.4) and (5.5), respectively. From (5.18), (5.27), (RA)∗NE∗MLD = 0
and S = C ∗N LP , we infer that
A† ∗N (E − C ∗N Y ∗M D) ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N Y ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N Y ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N E ∗M D† ∗M D ∗M B†
−A† ∗N C ∗N S† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N (RA +A ∗N A†) ∗N E ∗M D† ∗M D ∗M B†
−A† ∗N C ∗N (LP + P† ∗N P) ∗N S† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N (RA) ∗N E ∗M D† ∗M D ∗M B†
−A† ∗N C ∗N (LP) ∗N S† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N (RA) ∗N E ∗M B† −A† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=A† ∗N E ∗M B† −A† ∗N C ∗N P† ∗N E ∗M B† −A† ∗N S ∗N C† ∗N E ∗M Q† ∗M D ∗M B†
−A† ∗N S ∗N U2 ∗M (RQ) ∗M D ∗M B† + (LA) ∗N U4 + U5 ∗M RB
=X . (5.43)
Hence, we have
X =A† ∗N (E − C ∗N Y0 ∗M D) ∗M B† + (LA) ∗N X 0 ∗M B ∗M B† + X 0 ∗M RB
=A† ∗N A ∗N X 0 ∗M B ∗M B† + X 0 ∗M B ∗M B† −A† ∗N A ∗N X 0 ∗M B ∗M B†
+ X 0 − X 0 ∗M B ∗M B†
=X 0. (5.44)

Now we consider some special cases of the quaternion tensor equation (1.1). In Theorem 5.1,
let C and D vanish. Then we can get the general solution to the following quaternion tensor
equation
A ∗N X ∗M B = E . (5.45)
Corollary 5.2. Let A ∈ HI1×···×IN×J1×···×JN ,B ∈ HK1×···×KM×L1×···×LM
and E ∈ HI1×···×IN×L1×···×LM . Then the quaternion tensor equation (5.45) is consistent if and
only if
(RA) ∗N E = 0, E ∗M (LB) = 0.
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In this case, the general solution to (5.45) can be expressed as
X =A† ∗N E ∗M B† + (LA) ∗N U + V ∗M RB,
where U and V are arbitrary quaternion tensors with suitable order.
Let B = I and C = I in Theorem 5.1. Then we can solve the following generalized Sylvester
quaternion tensor equation
A ∗N X + Y ∗M D = E . (5.46)
Corollary 5.3. Let A ∈ HI1×···×IN×J1×···×JN ,D ∈ HH1×···×HM×L1×···×LM and
E ∈ HI1×···×IN×L1×···×LM . Then the generalized Sylvester quaternion tensor equation (5.46) is
consistent if and only if
(RA) ∗N E ∗M LD = 0.
In this case, the general solution to (5.46) can be expressed as
X = A† ∗N E − U1 ∗M D + (LA) ∗N U2,
Y =(RA) ∗N E ∗M D† +A ∗N U1 + U3 ∗M RD,
where U1,U2,U3 are arbitrary quaternion tensors with suitable order.
Now we consider the quaternion tensor equation (5.1). Observe that the quaternion tensor
equation (1.1) plays an important role in investigating the solution to (5.1).
Theorem 5.4. Let A ∈ HI1×···×IN×J1×···×JN , C ∈ HI1×···×IN×G1×···×GN and
E = Eη∗ ∈ HI1×···×IN×I1×···×IN . Set
P = (RA) ∗N C, S = C ∗N LP .
Then the quaternion tensor equation (5.1) has an η-Hermitian solution if and only if
(RP ) ∗N (RA) ∗N E = 0, (RA) ∗N E ∗N RC = 0.
In this case, the general η-Hermitian solution to (5.1) can be expressed as
X = X̂ + X̂
η∗
2
, Y = Ŷ + Ŷ
η∗
2
,
where
X̂ =A† ∗N E ∗N (A†)η∗ −A† ∗N C ∗N P† ∗N E ∗N (A†)η∗
−A† ∗N S ∗N C† ∗N E ∗N (P†)η∗ ∗N C∗ ∗N (A†)η∗
−A† ∗N S ∗N U2 ∗M (LP) ∗N (C)η∗ ∗N (A†)η∗ + (LA) ∗N U4 + U5 ∗N LA,
Ŷ =P† ∗N E ∗N (C†)η∗ + S† ∗N S ∗N C† ∗N E ∗N (P†)η∗
+ (LP) ∗N (LS) ∗N U1 + (LP) ∗N U2 ∗N LP + U3 ∗N LC ,
where U1,U2,U3,U4,U5 are arbitrary quaternion tensors with suitable order.
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Proof. We first prove that the quaternion tensor equation (5.1) has an η-Hermitian solution if
and only if the following quaternion tensor equation
A ∗N X̂ ∗N Aη∗ + C ∗N Ŷ ∗N Cη∗ = E (5.47)
has a solution. If the quaternion tensor equation (5.1) has an η-Hermitian solution, say, (X 0,Y0),
then the quaternion tensor equation (5.47) clearly has a solution (X̂ , Ŷ) = (X 0,Y0). Conversely,
if the quaternion tensor equation (5.47) has a solution (X̂ , Ŷ), then
(X ,Y) =
( X̂ + X̂ η∗
2
,
Ŷ + Ŷη∗
2
)
is an η-Hermitian solution of (5.1). Applying Theorem 5.1 we can give some solvability conditions
and general η-Hermitian solution to the quaternion tensor equation (5.1). 
In Theorem 5.4, let C = I. Then we can solve the following quaternion tensor equation
A ∗N X ∗N Aη∗ = E , X = X η∗. (5.48)
Corollary 5.5. Let A ∈ HI1×···×IN×J1×···×JN and E = Eη∗ ∈ HI1×···×IN×I1×···×IN . Then the
quaternion tensor equation (5.48) has an η-Hermitian solution if and only if
(RA) ∗N E = 0.
In this case, the general η-Hermitian solution to (5.48) can be expressed as
X =A† ∗N E ∗N (A†)η∗ + (LA) ∗N U + Uη∗ ∗N (LA)η∗,
where U is an arbitrary quaternion tensor with suitable order.
6. Conclusion
We have derived the quaternion tensor SVD, quaternion tensor rank decomposition, and η-
Hermitian quaternion tensor decomposition with the isomorphic group structures and Einstein
product. Using the quaternion tensor SVD, we have given the expression of the Moore-Penrose
inverse of a quaternion tensor. We have also established some necessary and sufficient conditions
for the existence of the general solution to the generalized Sylvester quaternion tensor equation
(1.1) in terms of the Moore-Penrose inverses of the quaternion tensors A,B, C,D, E . The expres-
sion of the general solution to this tensor equation (1.1) has also been given when it is solvable.
Finally, we have presented necessary and sufficient conditions for the quaternion tensor equation
(5.1) to have an η-Hermitian solution. The expression of the general η-Hermitian to (5.1) has
also been provided when its solvability conditions are satisfied.
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