The Ornstein-Uhlenbeck semigroup combines Gaussian diffusion with the flow of a linear vector field. In infinite dimensional settings there can be non-Gaussian invariant measures. This gives a context for one version of the renormalization group. The adjoint of the OrnsteinUhlenbeck semigroup with respect to an invariant measure need not be an Ornstein-Uhlenbeck semigroup. This adjoint is the appropriate semigroup to analyze the local stability of the invariant measure under the renormalization group.
Introduction
The Ornstein-Uhlenbeck semigroup is a semigroup of linear operators defined by explicit formulas. The action of the semigroup on measures consists of convolution by a Gaussian with a certain covariance C t followed by the flow of a linear vector field exp(−tA). One expects that if such a semigroup has an invariant measure, then it will be unique, and it will be Gaussian. Indeed this happens in all non-degenerate finite dimensional situations. However in infinite dimensional situations it is considerably easier to have several invariant measures. The structure of such invariant measures has been clarified in work of Bogachev, Röckner, and Schmuland [2] . The first part of this paper reviews this theory.
The renormalization group gives a profound analysis of certain phenomena in statistical mechanics and quantum field theory. In certain versions it may be realized as a combination of a scaling with a Gaussian convolution. In this context it is a special case of the Ornstein-Uhlenbeck semigroup. In this paper one goal is to characterize this special case abstractly.
The version of the renormalization group that is considered here arises in considering the long distance behavior of a random field. Physically, one wants to integrate the fluctuations over a distance scale from 1 to e t , with t > 0, and then scale distance by a factor e −t . What remains is the effective fluctuations at distances greater than e t , scaled so as to appear as taking place at distances greater than 1. In the Ornstein-Uhlenbeck setting this idea is implemented instead by first scaling distance by a factor e −t and then integrating the fluctuations over a distance scale from e −t to 1. The scaling acts on a function φ by (exp(−tA)φ)(x) = φ(e t x)e (ν/2−1)t . Here ν is the dimension of space. This scaling is chosen so as to leave the Gaussian measure with covariance (−∆) −1 invariant. The integration convolves the measure on the space of functions φ by a Gaussian measure with covariance (−∆) −1 (exp(e −2t ∆) − exp(∆)). In the wave number representation the second factor exp(e −2t ∆) − exp(∆) becomes multiplication by exp(−e −2t k 2 ) − exp(−k 2 ). Thus it is mainly concentrated on wave numbers in the shell from 1 to e t . This corresponds to distances in the shell from e −t to 1. This view of the renormalization group illuminates some of its properties. Fixed points of the renormalization group are invariant measures for the Ornstein-Uhlenbeck process. Unfortunately, this approach does not immediately provide a parameterization of translation invariant measures, and most of the analysis is done in practice with related nonlinear equations. However it is shown that the adjoint of the generator of the Ornstein-Uhlenbeck semigroup with respect to the invariant measure is the linearization of this nonlinear flow at this fixed point. Finally, the last part of the paper presents other infinite dimensional examples for which it is easy to exhibit non-Gaussian invariant measures.
Measures on Hilbert space
In this section we establish notation and basic facts about measures on Hilbert spaces [8, 1] . Let E be a separable real Hilbert space. We consider probability measures µ defined on the Borel σ-algebra of subsets of E. Each such probability measure is automatically a Radon measure. We may consider it as an element of the dual space of the space of bounded continuous functions on E. In particular, we may speak of the weak topology on the space of such measures. Then a sequence µ n of probability measures converges weakly to a probability measure µ if for every bounded continuous function
It is convenient to describe a probability measure by its Fourier transform (characteristic function). Let E * be the dual space of E. The Fourier transform is the function on E * defined bŷ
The Fourier transform determines the measure. When the appropriate integrals converge the mean m in E and the covariance C :
Let u j be an orthonormal basis for E * . The square of the radial distance from the mean is
This integral of this is
So when this is finite, the covariance operator C from E * to E is a positive trace class operator. This calculation shows that a trace condition on covariance operators is natural.
The Sazonov topology on E * is the coarsest topology on E * such that u, Cu is continuous in u for every C : E * → E that is a positive trace class operator. Sazonov's theorem says that a function χ on E * is a Fourier transform of a probability measure if and only if it is positive definite, continuous in the Sazonov topology, and satisfies χ(0) = 1.
The special case of Gaussian probability measures is particularly important. Let E be a separable Hilbert space, and let E * be its dual space. Let m be in E and let C be a positive and bounded linear map from E * to E. Then a Gaussian probability measure µ with mean m and covariance C is a measure such that for each u in E * the Fourier transform iŝ
It follows automatically that C : E * → E is a positive trace class operator. This is the necessary and sufficient condition for C to be the covariance of a Gaussian measure. For Gaussian measures it is particularly convenient to characterize weak convergence of measures. The condition is that the means m n → m in E and the covariances C n → C in the trace norm as operators from E * to E.
Consider a Gaussian measure µ with mean zero and with covariance C with trivial null space.
Let H(C)
* be the completion of the Hilbert space with the norm u 2 H(C) * = u, Cu . This is a natural space of Gaussian random variables with finite covariance. Let H(C) be the dual space of
In general H(C) will be a subset of E of measure zero. [1] that T extends to a measurable map T : E → E and that the measure T [µ] is Gaussian with mean zero and covariance T CT * . It is worth noting that these operators also have Hilbert space adjoints. In fact
Now let T : H(C) → H(C) be a bounded operator with bounded adjoint T
is Gaussian with mean zero and covariance CT * C −1 T C.
The Ornstein-Uhlenbeck semigroup
This section reviews information about Ornstein-Uhlenbeck semigroups in a framework close to that of Bogachev, Röckner, Schmuland [2] . An Ornstein-Uhlenbeck semigroup (or Mehler semigroup) is a semigroup given by convolution by a Gaussian and rescaling. The setting is a separable real Hilbert space E with dual E * . The first datum is a bounded operator Q from E * to E. We shall assume that it is a positive trace class operator. Thus it is a covariance operator.
The second datum is a closed operator A acting in E such that −A is the generator of a strongly continuous semigroup exp(−tA), for t ≥ 0 acting in E. It is also assumed that the −A * is the generator of the adjoint semigroup exp(−tA * ) = exp(−tA) * acting in E * . Define the family of covariance operators
These are also to be positive trace class operators. The C t are covariance operators of mean zero Gaussian probability measures µ t supported on E.
The Ornstein-Uhlenbeck semigroup exp(−tL) for t ≥ 0 is defined for bounded continuous functions F on E by
Thus it is equivalent to convolution followed by rescaling. The special form of the covariances ensures that this is indeed a one-parameter semigroup of operators. Sometimes it is convenient to describe the action of the semigroup in terms of exponential functions e u (φ) = exp(i u, φ ). Thus
We can examine the action of the dual semigroup exp(−tL † ) on measures. It is easy to see that
Here exp(−At)[ν] denotes the image of ν under the map exp(−At). This says that exp(−tL † ) is a rescaling followed by a convolution by µ t :
The evolution ν t = exp(−tL † )ν may also be described in terms of Fourier transforms. Thuŝ
Make the supplementary assumption that
converges in trace norm. Then it is easy to see that the Gaussian measure µ with covariance C is an invariant measure for the dual semigroup. In this case the covariance operators C t have the simple explicit representation
One very special situation is detailed balance, which is a formulation of time reversibility. The criterion for this is that AQ = QA * . Then C has a much more explicit form. In fact, AC = CA * = 1 2 Q. However we shall not confine ourselves to this case. Let µ be the mean zero Gaussian measure with covariance C. Then µ is a fixed point for the dual Ornstein-Uhlenbeck semigroup. Suppose that A is such that there is a measure σ invariant under the flow, so that exp(−tA)[σ] = σ. Then ν = µ * σ is another fixed point for this semigroup. It is possible that σ and ν are not Gaussian. The condition that ν be a fixed point may be written in terms of Fourier transforms. It iŝ
Since the limit ofμ t (u) isμ(u), the limit χ(u) ofν(exp(−A * t)u) must also exist. In [2] it is shown that from the Sazonov theorem it follows that χ(u) =σ(u) is the Fourier transform of a measure σ. Thusν =σμ and so ν = σ * µ. 
This is because
The result follows from the continuity of convolution in the weak topology [8] .
The action of the process on Gaussian measures is to send the measure with mean m and covariance G to the measure with mean exp(−tA)m and covariance exp(−tA)G exp(−tA * ) + C t . A fixed point is given by a mean m with exp(−tA)m = m and a covariance G such that exp(tA)G exp(−tA * ) + C t = G. Such a covariance is obtained by taking a Gaussian measure with covariance S such that exp(−tA)S exp(−tA * ) = S. Then G = C +S is a solution. The infinitesimal forms of these equations are AS + SA * = 0 and AG + GA * = Q. There are interesting Hilbert spaces associated with these covariances. Let G be the nondegenerate covariance of an invariant measure. Then u, Gv is an inner product on the Hilbert space H(G) 
The result is then a well known fact in quantum scattering theory [7] .
The Ornstein-Uhlenbeck semigroup exp(−tL) sends positive functions to positive functions and sends 1 to 1. Hence if ν is an invariant probability measure, the semigroup is a contraction on
In the case of a Gaussian fixed point ν, there is a spectral theory of the operator exp(−tL) acting on L 2 (E, ν), even in the non-selfadjoint case [3] . Let e u (φ) = exp(i u, φ ) and let h u = e u exp( 
The closed linear span of the Wick polynomials of degree m is a subspace
is the direct sum of the subspaces of this form as m = 0, 1, 2, 3, . . .. This is the Fock space decomposition. The action of the Ornstein-Uhlenbeck semigroup exp(−tL) is determined on each invariant subspace M n by the natural action of exp(−tA * ) on symmetric tensors of rank m in this subspace.
The generator
The discussion of generators is delicate, because of domain questions. We consider generators defined on smooth cylindrical functions F on E. These are functions of the form
where f is a smooth function on R k with bounded derivatives of all orders and
function on E with values in E
* . The Ornstein-Uhlenbeck semigroup has a generator given by the partial differential operator −L described by
The dot is a reminder of the pairing between E and E * . The first term involves the divergence of the vector field obtained by applying Q to the differential. The second term requires further comment. The semigroup exp(−tA) acting in E has a generator −A, and the semigroup exp(−tA) * acting in E * has generator −A * . The function F must be a smooth cylindrical function based on elements of the domain of A * . Then A * ∇F is a function on E with values in E * . We consider φ as the identity from E to E. So the second term is defined to be −φ · A * ∇F , a scalar function on E. In infinite dimensions there is no Lebesgue measure, and the density of a measure with respect to Lebesgue measure is not defined. Nevertheless, it is possible to write formal equations for the density in analogy with the finite dimensional situation. The adjoint action of the semigroup on densities is given by
This is a non-linear partial differential equation, and indeed the renormalization group is often viewed in non-linear form [4] . It is not a rigorous equation, as the density does not exist. However the logarithmic derivative of the density −∇V has a better hope of existence, at least in some cases. There is a corresponding equation for this quantity that deserves investigation. If V * is a fixed point, then the linearization about this fixed point is
This is the linearized renormalization group. Unless the fixed point is Gaussian, this will not be an Ornstein-Uhlenbeck semigroup. However, a rigorous relation to the Ornstein-Uhlenbeck semigroup will appear in the next section.
The adjoint semigroup
This section treats the adjoint semigroup of an Ornstein-Uhlenbeck semigroup with respect to an invariant probability measure. If the invariant measure is not Gaussian, then the adjoint semigroup will be a diffusion semigroup that is not an Ornstein-Uhlenbeck semigroup. Let ν be an invariant measure for the semigroup exp(tL † ). Then exp(−tL) acts in the Hilbert space L 2 (E, ν). The adjoint semigroup exp(−tL * ) acts in the same Hilbert space. It is defined by
The significance of the adjoint semigroup is that it describes the stability of the invariant measure to multiplicative perturbations. A multiplicative perturbation is given by multiplying the invariant measure ν by a function F . The equation may also be written extends to a measurable map on E.
To show that this is the flow associated with exp(−tL * ) it is sufficient to compute with exponential functions. It is easy to check that
which is real. The corresponding matrix element of the adjoint exp(−tL * ) is obtained by reversing the role of u and v. However this is equivalent to replacing exp(−tA * ) by G −1 exp(−tA)G. The description of the adjoint associated with a non-Gaussian measure is more challenging. For this, it is useful to have the concept of logarithmic gradient. Consider a probability measure ν, and let Q be bounded from E * to E. In some circumstances ν has a logarithmic gradient B associated with Q. This is obtained formally by taking the differential of the logarithm of the (non-existent) density and then applying Q to get a vector field. Thus B is a Borel map from E to E and satisfies
for all smooth cylindrical functions F and all u in E * . 
Theorem 5.4 Consider the Ornstein-Uhlenbeck semigroup with generator −L and invariant measure ν. Suppose that ν has a logarithmic gradient B with respect to Q. Then the Hilbert space adjoint in L 2 (E, ν) is given by
In the theorem F is a smooth cylindrical function such that ∇F is a function from E to E * . Then B is a function from E to E, so the pairing in the last term gives a scalar function on E.
Proof: From the proposition
Similarly,
Finally, from 0 = − L(F G) dν and the proposition we obtain
This may be rewritten as
These three equations together give
with L * as given above. In the Gaussian case, when the original vector field that defines −L is −A, the vector field that defines the adjoint −L * is A − QG
Q. This is equivalent to the detailed balance condition AQ = QA * . Say that G = RS where R is invertible. Then since AS + SA * = 0 we obtain −GA
The corresponding flow is R exp(tA)R −1 . So in this case the flow is conjugate to the flow exp(tA).
The abstract renormalization group
This section is intended to show how the renormalization group that is conventional in the study of random fields fits into the general picture of an Ornstein-Uhlenbeck semigroup. As before we consider a separable Hilbert space E with dual space E * . There is a semigroup exp(−tA) acting in E with dual semigroup exp(−tA * ) acting in E * . We are interested in the situation when there is a covariance operator S : E * → E that is invariant under the semigroup, that is, exp(−tA)S exp(−tA * ) = S.
Then there are dual Hilbert spaces H(S) and H(S) * with H(S) ⊂ E and E * ⊂ H(S) * . The semigroup exp(−tA) is unitary on H(S), while exp(−tA * ) is unitary on H(S)
* . We introduce one more Hilbert space H, and we identify the Hilbert space H with its dual space H * . We assume that
where each inclusion is a continuous dense injection. Proof: The hypotheses imply that exp(−tD)S exp(tD) = e 2t S. But this is a unitary equivalence, so exp(−tD)f (S) exp(tD) = f (e 2t S). However this translates back to exp(−tA)f (S) exp(−tA * ) = e −2t f (e 2t S). The second hypothesis is that the covariance in the Ornstein-Uhlenbeck process is of the form
where w is a strictly positive function on the positive real axis. We also want to assume that w has finite integral over the entire positive real axis. Then the integral W of w with W (0) = 0 is an increasing bounded function. The example to keep in mind is w(u) = e −u with integral 
Proof: From the previous result
This proposition indicates that
is the covariance of the limiting Gaussian measure that is invariant under the Ornstein-Uhlenbeck semigroup. Clearly the covariance G = C + aS is also invariant for each a > 0. We need to verify when such a covariance operator C : E * → E is actually the covariance of a Gaussian measure on E. Let J : E → H be an isomorphism. Then J * : H → E * is also an isomorphism. It is easy to see that J restricted to H is a bounded operator from H to H. Then J * is also a bounded operator from H to H, and E * is the range of J * . The condition is that JCJ * is a positive trace class operator from H to H. If J is Hilbert-Schmidt from H to H and C is bounded on H, then this condition is satisfied. However this is a somewhat special situation.
We shall be interested in the following in covariance operators that are translation invariant. The natural setting for this is the Hilbert space
, regarded as self-dual. Let E * be a Hilbert space of moderately smooth and decaying test functions, and let E be the dual Hilbert space of moderately rough and increasing tempered distributions. Then E * ⊂ H * = H ⊂ E. Suppose that C is a translation invariant operator that is trace class from E * to E. Thus C is a translation invariant operator such that JCJ * is trace class from H to H. Then there is a translation invariant Gaussian measure on E with covariance C. If C is translation invariant, then it is an integral operator with a positive definite kernel of the form c(x − y), Then the Fourier transformĉ(k) is a positive function.
Proposition 6.3 If the covariance has Fourier transformĉ in
L 1 +L ∞ ,
then the Gaussian measure is defined on a Hilbert space E of tempered distribution.
Proof: Take J of the form
In the Fourier transform representation it acts by 
The trouble with distributions is that it is difficult to perform non-linear operations. Therefore it is useful to find circumstances when the measure is concentrated on a space of functions.
Proposition 6.4 If the covariance has Fourier transformĉ in L 1 , then the Gaussian measure is defined on a Hilbert space E of functions.
Proof: Take J so that
(6.9)
The renormalization group
The renormalization group (RG) is of course a realization of this abstract scheme. The Hilbert
The translation group acts in this space by unitary operators. However another important unitary group is given by exp(tD). Here D is the skew-adjoint dilation generator
is indeed a unitary group of scaling transformations. Take the dimension ν of space to satisfy ν > 2. Then the covariance of greatest primary interest is defined and is given by S = (−∆) −1 . There are weighted scaling transformations that are appropriate to this covariance. The vector field −A is given by
Thus on the Hilbert space H(S)
* defined by (−∆) −1 the operator A * is skew-adjoint and exp(−tA * ) is unitary. Similarly, on the Hilbert space H(S) defined by −∆ the operator A is skew-adjoint and exp(−tA) is unitary. It is not hard to see that the space E and the dual space E * may be chosen so that exp(−tA) and exp(−tA * ) are strongly continuous semigroups. Since the semigroups are determined by scaling, this is accomplished by taking the operator J defining the space E to be defined by functions with appropriate growth conditions under scaling.
The covariance Q is taken to be a function of S −1 = −∆. One convenient choice for Q is Q = 2α exp(α∆). In wave number space this is a cutoff that only allows wave numbers up to the order of 1/ √ α. This is corresponds to smearing so that only distances greater than √ α are considered. In other words, the noise is generated more or less uniformly over distances greater than this cutoff value. From this it is easy to compute C t . The result is
In wave number space this is a cutoff that only allows wave numbers in the range from 1/ √ α to e t / √ α. In position space this corresponds to a restriction to the region from e
The action of the renormalization group is to first map the measure by exp(−tA) and then convolve with the Gaussian measure with covariance C t . The mapping with exp(−tA) takes the spatial range from √ α to e t √ α to the range from e −t √ α to √ α. Then the convolution works on that range. The result is to integrate out distances out to e t √ α and then rescale to a fixed maximum distance √ α.
The limiting covariance is 
The Fock space analysis shows that the action of the adjoint semigroup exp(−tL * ) on L 2 (E, ν) is given on Wick products by the action of R −1 exp(tA * )R. Thus
So the solution is determined by the flow
We can write this as (exp(tA
The factor f (e t )e νt approaches a constant times a delta function, while the remaining factor decreases exponentially. So it would appear that the fixed point is stable under local perturbations.
To see the phenomena of interest, one must leave the Hilbert space and look at translation invariant perturbations [9] . This is more difficult to make rigorous, but the calculation is illuminating. Consider functions of the form 
in the sense of distributions as t → ∞. Here c is the total m − 1 dimensional integral. (Assume that c = 0.) What happens to the remaining coefficient e (m+ν−mν/2)t depends on the sign of m+ν−mν/2. If this is negative, then the coefficient will go to zero and there will be a simplification. This happens when 1/m + 1/ν < 1/2. So when m = 4 this happens for ν > 4, and when m = 6 this happens for ν > 3, and so on. On the other hand, if sign is positive, then there will be a linear instability. When m = 4 this happens when ν < 4.
According to renormalization group lore, it is interesting to consider both integer and noninteger dimensions. There should be non-Gaussian fixed points for any dimension ν greater than 2 but less than 4. One way to approach non-integer dimension is to replace the generator of the RG flow by 
Recently Brydges, Dimock, and Hurd [5] considered this framework for dimension 4 − . For > 0 small they proved the existence of a non-Gaussian fixed point bifurcating off the Gaussian fixed point at dimension 4.
A dissipative example
The RG example suggests the program of looking for other pairs consisting of a diffusion given by Q and a linear vector field −A from which one can get more than one invariant measure. In the case when E is finite dimensional and the covariances C t determined by Q are non-degenerate, there is at most one invariant measure for the Ornstein-Uhlenbeck semigroup, and that is the Gaussian measure with mean zero and covariance C. However in infinite dimensions there are other examples, including a Gaussian measure with non-zero mean. It was shown by Da Prato and Zabczyk [6] The covariance Q is given by an integral operator with kernel q(x, y). For instance, one could take q(x, y) = exp(−x 2 /2) exp(−y 2 /2). Then C t is an integral operator with kernel
If the function q(x, y) has suitable decay, then the limiting covariance exists and has the kernel
This gives the mean zero Gaussian fixed point µ. If > 0 there is another fixed point. In fact, the group exp(−tA) leaves invariant the function m(x) = c exp(− x). So the point mass concentrated on m is a measure σ that flow invariant. The convolution of µ and σ is a Gaussian fixed point ν that has non-zero mean m. By taking a mixture of point masses with different values of c one can also obtain a non-Gaussian measures σ whose convolution with µ is a non-Gaussian fixed point ν.
The stationary measure with mean m is concentrated on functions close to m(x), but with some extra noise, especially just to the right of the origin. The reason this non-selfadjoint example works is that while the semigroup exp(−tA) has a fixed point m, it dissipates the noise faster than it is generated. Most of the noise is generated just to the right of the origin, but the semigroup moves everything to the left, and left of the origin is oblivion.
There can be no example of this sort in the case when A is skew-adjoint. Suppose there were a vector m with exp(−tA)m = m. Then we would have exp(−tA * )m = m. It would follow that w, C t w = t w, Qw does not converge as t → ∞. However now the kernel c(x, y) will not decay for x and y near −∞. It will, however, remain bounded. The Hilbert space is supporting the measure is E = L 2 (R, j(x) 2 dx), where j(x) is a bounded function with appropriate decay properties at infinity. The dual space E * is L 2 (R, j(x) −2 dx). The pairing between E * and E is given by the inner product u, w = u(x)w(x) dx. Thus we have E * ⊂ H * = H ⊂ E. The space E is taken large enough so that the Gaussian measures µ t and µ with covariances C t and C are concentrated on E.
A conservative example
The invariant measure µ is concentrated on functions that are close to zero for large positive x, but that experience some external noise near the origin. For large negative x each such function is close to some random constant value. Since this example is conservative, the noise has a permanent effect, and this is reflected in the strong correlations for negative values of x.
There are many other invariant measures. Each translation invariant (stationary) random process on the line defines an flow invariant measure σ for the semigroup exp(−tA). There are many examples, both Gaussian and non-Gaussian. Then the convolution of σ with µ is a measure that is invariant under the Ornstein-Uhlenbeck process.
Perhaps the simplest example is when σ is the measure defined by the stationary Gaussian Markov process with covariance S given by s(x, y) = 1 2m exp(−m|x − y|).
3)
The inverse covariance is S −1 = −d 2 /dx 2 + m 2 . Even for this Gaussian example it is not trivial to compute the logarithmic gradient of ν. This quantity involves the inverse G −1 of the covariance G of ν. This is determined by the sum G = C + S. The inverse may be written in the form
The computation of the first factor on the right is equivalent to solving an integral equation.
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