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Resumen. Aunque los dispositivos programables tipo FPGAs están diseñados para la 
implementación eficiente de circuitos síncronos, en la actualidad constituyen la única 
opción disponible para prototipado rápido de circuitos self-timed. En este artículo se 
presentan algunas ideas para el diseño de estos circuitos en FPGAs, para dos principa-
les protocolo: 2 y 4 fases. Como caso de estudio, se ha elegido la multiplicación bina-
ria. Se ilustra el funcionamiento de estos circuitos y se realiza una comparación entre 
las dos opciones de sincronización. También se resumen los principales resultados en 
área, velocidad, retardo de pistas y fanout. Como marco tecnológico se utiliza una 
FPGA Xilinx Virtex II. 
1 Introducción  
En los circuitos síncronos la transmisión o procesamiento de datos es controlada glo-
balmente por una o más fases de reloj. Por el contrario, en los circuitos self-timed  (en ade-
lante ST) no existe tal reloj global; los procesos de transmisión y procesamiento de datos se 
negocian localmente mediante dos líneas de protocolo: request (petición) y acknowledge 
(acuse de recibido). Las principales características del protocolo de 2-fases son [1], [2], [3]: 
 
- Se produce una transferencia de datos en cada evento de las señales de request y 
acknowledge. La frecuencia de transmisión de datos es el doble que la transferencia de 
las señales de control. Lo contrario que en un sistema síncrono donde el reloj tiene como 
mínimo una frecuencia doble que los datos. 
- Los eventos en request y acknowledge se producen alternadamente. Aunque la infor-
mación esta contenida en los flancos, los niveles de estas señales mantienen siempre la 
misma relación. Por esta razón es necesario partir del mismo nivel inicial, el cual debe 
fijarse mediante una señal de reset. [4], [5], [6]. 
 
El protocolo de 4-fases, también llamado “protocolo de señalización por nivel”[7],[8], 
utiliza el nivel de las señales para indicar la validación de los datos y su aceptación por el 
receptor. Cuando el dato esta disponible a ser enviado, el emisor produce un cambio de 
nivel en la señal de request. El receptor contesta por medio de un cambio de nivel (‘0’ a 
‘1’) de la señal de acknowledge. Como consecuencia, el emisor baja la señal de request, la 
cual es reconocida por el receptor, que también baja la señal de acknowledge. Para que se 
generen correctamente las señales, es necesaria una fase de retorno a cero que restaure el 
estado que tenían las señales de control antes de una transferencia. Este esquema utiliza el 
doble de señalización que su contraparte de 2 fases [9], [10], [11]. Los lectores interesados 
en la sincronización ST pueden consultar dos artículos de divulgación sobre este tema en la 
sección “Tutorials sobre Temas de FPGAs” de este libro [12] y [13]. 
2   Multiplicación ST 
El multiplicador elegido como circuito de referencia fue propuesto por H. Guild en su 
célebre artículo Full Iterative Fast Array for Binary  Multiplication and Addition. [14]. 
Para su adaptación a una sincronización ST de 2 y 4 fases, cada etapa del pipeline requiere 
un bloque de comunicación asíncrono (BCA) para negociar la transferencia de datos entre 
líneas de los procesadores elementales [15], [16]. A nivel de bloque, el multiplicador opera 
sobre datos que envía un emisor asíncrono y envía los resultados a un receptor asíncrono.  
En la figura 1a y b, se muestra el diagrama esquemático de la implementación del multi-
plicador utilizando los protocolos de 2 y 4 fases respectivamente.  
 
Fig. 1 Multiplicador de Guild con protocolo ST: 2 fases (a) y 4 fases (b). 
Los latches de cada etapa del pipeline son controlados por un BCA. Tanto para el circui-
to de 2 como el de 4 fases, el multiplicador Guild se transforma en un pipeline de 15 etapas 
y 16 líneas de latches  (una más para mantener la E/S registrada). Para que la sincroniza-
ción se realice correctamente el retardo entre el ack out y el req in de la siguiente etapa [17] 
debe tener un valor igual al del procesador elemental del multiplicador.  
En la figura 2 se ilustra el funcionamiento del circuito para 2 fases. Las señales xi001(0), 
xi001(1), xi001(2)....xi001(15) muestran los instantes de activación de los latches. El resul-
tado correcto (bus “res”) de la multiplicación se valida en cada evento del request y ack-
nowledge (“ri” y “as”). Un testbench en VHDL [18] se encarga de introducir de manera 
asíncrona los datos de entrada (“dato_a” y “dato_b”).  
Para el control self-timed de 4 fases [19] se presentan los datos de entrada (“a” y “b”) so-
lo en los flancos de subida. El flanco de bajada de la señales de control (“ri” y “a_s”) se 
utiliza para el restablecimiento del circuito. 
 
Fig. 2 Simulación post-layout del prototipo de 2 fases. Las señal X001 a la X0015,muestran el con-
trol de transferencia nivel a nivel del multiplicador. 
 
Fig. 3 Simulación lógica del multiplicador de 4 fases. Las señales de acknowledge (“a_s”) y rerequest 
(“ri”) se presentan sincronizadamente. 
La multiplicación se realiza después de que la señal de reset es activada. Las señales de 
control de los latches (representadas por el bus xi001) se muestran en la figura 3. El pro-
ducto de la multiplicación (bus “p”) se valida en los flancos de subida de las señales “ri” y 
“a_s”.  
 
Los protocolos de señalización 2 y 4 fases fueron sometidos a pruebas utilizando un test-
bench que aplica diferentes frecuencias para la señal de activación de “ri” y los datos de 
entrada “a” y “b”. El multiplicador de 2 fases opera correctamente hasta la frecuencia de 14 
MHz y el correspondiente al protocolo de 4 fases hasta 19 MHz, operando adecuadamente 
con frecuencias abajo de esta misma. Por lo que el multiplicador de 4 fases opera a mas alta 
velocidad en comparación con su contraparte de 2 fases. 
3   Resultados en FPGAs 
Los circuitos ST se mapearon sobre una FPGA Xilinx XC2V1000-4FG256 [20]. Los 
circuitos se definieron en VHDL y se compilaron con la herramienta ISE 5.1. En todos los 
casos, se utilizaron la opciones por defecto. 
En el protocolo de 2 fases, un BCA (bloque de control asíncrono) el elemento básico de 
un pipeline ST ocupa 1 CLB (4 slices, 2 registers y 3 LUTs). En la figura 4 se muestra el 
layout de un BCA y en la figura 5 el detalle de ocupación. En el ejemplo, el slice comp 
"b1__n0002" (ubicación "SLICE_X11Y44”) utiliza la salida F de la LUT para mapear la 
función lógica de la celula Muller-C:  
 
D=((~A2*((~A1*A3)+~A4))+(A2*(~A1+(A3+~A4)))). 
 
La Muller-C del ejemplo tiene tres entradas: reset (“reset_ibuf”), la entrada externa 
(b3_u2_q”) y la entrada de realimentación (“b1_n0002”). El slice "b3_u1_q" 
("SLICE_X18Y54"), mapea dos componentes: un inversor <BYINV>, y un flip-flop 
<FFY_INIT_ATTR>, que forman la primera parte del componente toggle. El slice 
"b3_u2_q" ("SLICE_X18Y55") contiene el segundo flip-flop y mapea la segunda parte del 
toggle. El slice "I5" ("SLICE_X10Y44") contiene la unión de los componentes toggle y 
Muller-C. 
 
 
Fig. 4. BCA de 2 fases: Layout en Virtex II. 
 
 Fig. 5 BCA de 2 fases en VIRTEX-II. 
En el protocolo de 4 fases, un BCA ocupa menos elementos de 1 CLB: 1 slice y 2 LUTs. 
La figura 6a muestra su layout, y en la figura 6b, la ocupación de elementos de la FPGA 
(slice comp "a_s_obuf", posicionado en "SLICE_X0Y6"). En este caso, las 2 LUTs se usan 
para mapear los FF “RS” más la lógica auxiliar del BCA. Las funciones son: 
 
D=(A2*((~A1*(A4*~A3))+(A1*(A4+~A3)))), para la LUT superior. 
D=(A3*((~A1*(A2*~A4))+(A1*(A2+~A4)))), para la LUT inferior. 
 
 
Fig. 6 BCA de 4 fases en VIRTEX-II. 
Para realizar el retardo se utilizo la técnica llamada compensación de retrasos “matched 
delays” [21]. Para cada etapa del pipeline, se implementa un elemento de retardo cuyo 
valor es similar al de la etapa. Así, cuando la señal de request (entrada al elemento de re-
traso) se activa, los datos en la entrada del bloque de computación son válidos. En este caso 
dicho bloque requiera un retardo de 9.3ns. Para generar este retardo se diseño un macro con 
FPGA editor (Figura 7) utilizando una LUT y la ecuación: D=A2. 
 
 
 
Fig. 7 Macro del retardo en VIRTEX-II. 
En la figura 8 se muestran los resultados de ocupación para tres circuitos multiplicadores 
Guild de 8 bits y granularidad fina: 2 fases, 4 fases y finalmente sincronización clásica de 
fase única (TSPC o true single-phase clocking). El circuito de 2 fases ocupa 376 de los 
5,120 slices (7%) mientras que el de 4 fases ocupa 326 slices (6%). Finalmente, el circuito 
síncrono sólo ocupa 280 slices (5%). En la figura 8b se muestra la cantidad de latches o FF 
utilizados en cada caso. En la figura 8c, la cantidad de LUTs. [22]  
 Fig. 8 Ocupación del multiplicador de granularidad fina en el FPGA. 
La segmentación de grano fino divide a las líneas globales de datos de entrada en un 
subconjunto de líneas con menor carga. Como consecuencia, la frecuencia de operación se 
incrementa por un doble efecto: reducción de la profundidad de lógica y reducción en la 
capacidad en cada nodo. [15] 
En la Tabla 1 se resumen los resultados de ocupación de recursos de los mismos circui-
tos pero segmentando cada dos etapas (granularidad 2). En los tres multiplicadores se ob-
tiene una reducción en área de un 50% aproximadamente. En la figura 9 se muestran los 
resultados de la implementación para los multiplicadores de 2 fases (figura 9a) y 4 fases 
(figura 9b).  
Protocolo SLICEs REGISTERs LUTs 
2 Fases 225 187 164 
4 Fases 196 168 145 
TSPC 162 168 128 
Tabla 1. Ocupación de recursos de los multiplicadores de granularidad 2. 
 
 
Fig. 9 Vista de rutado de los  multiplicadores ST con granularidad 2 en el FPGA  
 
4   Predicción del retardo de pistas en un prototipo ST en FPGA 
Uno de los problemas en la construcción de circuitos ST en tecnologías con un alto gra-
do de automatización del proceso de placement y routing es la dificultad de conocer antici-
padamente los retardos de interconexión. Estos datos son fundamentales para dimensionar 
el retardo asíncrono que se debe asignar al request de cada etapa del pipeline. 
En las figuras 10,11 y 12 se muestran los retardos en función del fanout de cada nodo, 
para los multiplicadores de 2 y 4 fases (granularidad 2). También se presentan los histo-
gramas de retardo pistas. Se puede observar que éstos últimos son muy similares para 2 y 4 
fases, salvo para la señal de reset que tiene el fanout más elevado, el retardo de pista puede 
considerarse menor que 3 ns. En general, más del 80 % de las pistas tiene un retardo menor 
que 1 ns, siguiendo una distribución de Pareto-Levy [23].  
En la gráfica de la figura 11 se muestra que la mayoría 423 (98%) de las pistas tienen un 
fanout de que oscila en el rango [0, 34], con retardos de entre 0 y 7 ns. Con respecto a la 
gráfica de la figura 12 se muestra que 391 (98%) de las pistas oscilan entre 0 a 34, con 
retados de entre 0 a 3 ns. 
 
Fig. 10 Retardo vs fanout multiplicador 8x8 TSPC grano2 FPGA. 
 
 
Figura 11 Retardo vs fanout multiplicador 8x8 2 fases grano2 FPGA. 
 
 
Figura 12 Retardo vs fanout multiplicador 8x8 4 fases grano2 FPGA. 
5   Conclusiones 
En este trabajo se han dado algunas ideas y resultados numéricos útiles para el prototi-
pado rápido de circuitos self-timed de 2 y 4 fases en FPGAs. La velocidad de operación del 
protocolo de 4 fases es mayor que la del protocolo de 2 fases, observándose más robustez 
de esta técnica. Finalmente, en los circuitos presentados la ocupación de los circuitos self-
timed es 30% mayor que los pipelines síncronos equivalentes. 
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