A metasearch engine is a system that supports unified access to multiple local search engines. One of the main challenges in building a large-scale metasearch engine is to solve the database (search engine) selection problem, which is to efficiently and accurately determine a small number of potentially useful local search engines to invoke for each user query. In the Internet environment, most queries initially submitted by users are short queries. However, it has been found that better search effectiveness can often be achieved when additional terms are added to the initial queries through query expansion or relevance feedback. The resulting queries are usually much longer than the initial queries. In this paper, we provide a new type of integrated database representative that permits more accurate determination of databases to select for longer queries and is highly scalable. A new merging algorithm is proposed which is shown analytically to be more effective but less efficient than an existing merging algorithm. Experimental results using the new type of database representative and the new merging algorithm demonstrate the feasibility of our approach.
INTRODUCTION
Many search engines have been created to facilitate the finding of desired information from the Web. Each search engine has a corresponding text database that is defined by the set of documents that can be searched by the search engine. In this paper, a search engine and its database will be used interchangeably. Usually, an index for all documents in the database is created in advance. For each term which represents a content word or a combination of several (usually adjacent) content words, this index can identify the documents that contain the term quickly.
Several major search engines on the Web have been attempting to index the entire Web and provide a search capability for all Web documents. However, these centralized search engines suffer from a number of limitations [11] . For example, each of them can only index a small fraction of all documents on the Web [15] . As another example, as these major search engines get larger, higher percentages of their indexed information are becoming obsolete, as it is very time consuming to refresh the contents of the databases of these big search engines. More and more people are having doubt about the scalability of the centralized search engine technology for Copyright is held by the author/owner(s). May 20-24, 2003 , Budapest, Hungary.
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searching the entire Web.
On the other hand, there are tens of thousands of or more specialpurpose local search engines that focus on documents in confined domains such as documents in an organization or of a specific subject area. And more and more organizations are installing their own search engines everyday. There is reason to believe that all these special-purpose search engines together can provide a better coverage of the Web than a few major search engines combined (according to [2] , the deep Web is hundreds of times larger than the surface Web focused on by regular search engines). Thus, an alternative approach for providing the search capability for the entire Web is to combine all these special-purpose search engines. This is the metasearch engine approach. A metasearch engine is a system that supports unified access to multiple local search engines. It does not maintain its own index on Web documents but a sophisticated metasearch engine often maintains characteristic information about each underlying local search engine in order to provide better service. When a metasearch engine receives a user query, it first passes the query (with necessary reformatting) to the appropriate local search engines, and then collects (sometimes, reorganizes) the results from its local search engines. In addition to the potential of increased search coverage of the Web, another advantage of such a metasearch engine over a general-purpose search engine is that it is easier to keep index data up to date as each local search engine covers only a much smaller portion of the Web than the major search engines. In addition, running a metasearch engine requires much smaller investment in computer hardware in comparison to running a large general search engine.
There are several serious challenges to implement an effective and efficient metasearch engine. Among the main challenges, the database selection problem is to identify, for a given user query, the local search engines that are likely to contain useful documents for the query. The objective of performing database selection is to improve efficiency by sending each query to only potentially useful search engines so that network traffic and the cost of searching useless databases can be reduced. In order to perform database selection well, a representative for each database needs to be stored in the metasearch engine to indicate the contents of the database. The collection fusion problem is to retrieve documents from selected databases and then merge these documents with the objective of listing more useful documents ahead of less useful ones. Various heterogeneities among multiple search engines often make it very difficult to achieve a good fusion [20] . A good metasearch engine should have the retrieval effectiveness close to that as if all documents were in a single database while minimizing the access cost.
In this paper, we propose a new approach to perform database selection and collection fusion. This method uses the framework that was developed in [31, 32] for ranking databases optimally based on the similarity of the most similar document in each local database (see Section 3 for more information). It is known that other information such as the linkage among Web documents affects the relevance of documents to queries also. This type of information has been used successfully by [4, 14] to retrieve more relevant documents. It has been shown that the linkage information can be incorporated into database representatives to yield accurate database selection [33] using the same approach given in [31, 32] . Thus, with respect to this paper, we shall restrict ourselves to database representatives handling similarities of documents only. The main contributions of this paper are:
• A new type of database representatives is proposed. The new type of representatives permits more accurate determination of databases to select for longer queries and is highly scalable.
• A new merging algorithm is proposed, which is shown analytically to be more effective but less efficient than an existing merging algorithm.
• Experiments are performed using the standard Cosine function and the Okapi's formula [23] to demonstrate that our approach is essentially independent of the choice of a similarity function and is promising. TREC relevance assessments are also utilized to further evaluate the effectiveness of our database selection algorithm.
• A side-effect of our database representative is that it captures essentially all meaningful 2-word noun phrases completely automatically. Existing noun phrase identification systems (see, for example, [6, 7] ) require substantial manual labor to create a tagged corpus. In the Internet environment, there are numerous collections with specialized vocabularies and it is essential that all operations can be carried out automatically.
The rest of the paper is organized as follows. In Section 2, related work is reviewed and compared. In Section 3, we review a framework of performing database selection and collection fusion using the similarity of the most similar document in each database. In Section 4, we present our new technique based on this framework. In Section 5, a new merging algorithm is presented and its property relative to an existing one is provided. Proofs are left out due to space limitation. Experimental results will be presented in Section 6. We conclude the paper in Section 7.
RELATED WORK
In the last several years, a large number of research papers on issues related to metasearch engines or distributed collections have been published (e.g., [1, 5, 8, 9, 10, 17, 18, 19, 26, 27, 31, 33, 30, 34] ). Due to space limitation, we compare our approach only with the existing works which are closest to what is presented here. A classification of different approaches can be found in [22] .
In [31] , it is shown that if databases are ranked in descending order of similarity of the most similar document, then they are optimally ranked for retrieving the most similar documents. For each database, there is a database representative which permits, for each given query, the estimation of the similarity of the most similar document in the database. In [21] , the database representatives of different databases are integrated into one. This permits scalability as non-essential items from different database representatives are discarded. However, the approach works well only for typical Internet queries which are known to be short. In this paper, we extend the approach to longer queries. In addition, while the previous works [21, 31] utilize the standard Cosine function, we demonstrate in this paper the approach is applicable to other similarity functions such as the Okapi's similarity function. In [33] , a merging algorithm is shown to yield all the most similar documents, if the databases are optimally ranked. In this paper, we introduce a new merging algorithm. It can be shown analytically to be more effective (yielding as least as many most similar documents in comparison to the existing merging algorithm) but less efficient than the existing merging algorithm.
In [28] , experimental results were given to demonstrate that it was possible to retrieve documents in distributed environments with essentially the same effectiveness as if all data were at one site. However, the results depended on the existence of a training collection which have similar coverage of subject matters and terms as the collection of databases to be searched. In the Internet environment where data are highly heterogeneous, it is unclear whether such a training collection can in fact be constructed. Even if such a collection can be constructed, the storage penalty could be very high in order to accommodate the heterogeneity. In [29] , it was shown that by properly clustering documents, it was possible to retrieve documents in distributed environments with essentially the same effectiveness as in a centralized environment. However, in the Internet environment, it is not clear whether it is feasible to cluster large collections and to perform re-clustering for dynamic changes. Our technique does not require any clustering of documents.
A FRAMEWORK FOR DATABASE SE-LECTION AND COLLECTION FUSION
A query in this paper is simply a set of words submitted by a user. It is transformed into a vector of terms with weights [24] , where a term is essentially a content word and the dimension of the vector is the number of all distinct terms. When a term appears in a query, the component of the query vector corresponding to the term, which is the term weight, is positive; if it is absent, the weight is zero. The weight of a term usually depends on the number of occurrences of the term in the query (relative to the total number of occurrences of all terms in the query) [24] . This is the term frequency weight. The weight of a term may also depend on the number of documents having the term relative to the total number of documents in the database. The weight of a term based on such information is called the inverse document frequency weight [24] . A document is similarly transformed into a vector with weights. The similarity between a query and a document can be measured by the dot product of their respective vectors. Often, the dot product is divided by the product of the lengths of the two vectors to normalize the similarity between 0 and 1. The similarity function with such a normalization is known as the Cosine function [24] . When the inverse document frequency weight of each term is computed based on the global df (document frequency) of the term (i.e., the number of documents containing the term across all databases), the computed similarities are global similarities. In this paper, we experiment with both the Cosine function and the Okapi's formula [23] given as follows.
(1) where P is the total number of documents in the global database (the global database logically contains data from all local databases but physically it does not exist), n is the number of documents in the global database which contain term t; tf and qtf are the document and query term frequency of term t, respectively; dl is the length of the document and avgdl is the average length of documents. k1, b and k3 are 3 empirical constants. The summation is taken over all terms in query q.
In this section, we review a framework for database selection and collection fusion. This framework was first introduced in [31, 32] . Suppose a user is interested in retrieving the m most similar documents for a query q from N databases D1, D2, . . . , DN , where m is any positive integer. This framework can be summarized into one definition on optimal database ranking, a necessary and sufficient condition for ranking databases optimally and an algorithm for integrated database selection and collection fusion based on ranked databases. Intuitively, the ordering is optimal because whenever the m most similar documents to the query are desired, it is sufficient to examine the first k databases. Assuming that the similarities of all documents with respect to a query are distinct, the set of the k most similar documents is unique. The above definition permits the minimum number of databases to be accessed (k) so as to retrieve all the m most similar documents. There are many potentially different ways to define optimal ranking of databases. One possible way is to order the databases such that the top ranked database has the highest number of the most similar documents, the second ranked database has the second highest number of the most similar documents, etc. Such an approach was taken in [17] . This requires more parameters for estimations, and the retrieval effectiveness is not as high as the method reported here. Furthermore, the ranking of databases is dependent of the number of documents, m, required by the user, whereas the optimal ranking of databases given in Definition 1 is independent of m. Another possible definition to rank databases optimally is to have the highest ranked database having the largest sum of similarities for documents having similarities beyond certain threshold, the second ranked database having the second largest sum, etc. Such an approach was taken by [10] . It was shown in [30] that the definition suggested here yields significantly higher retrieval effectiveness than that given in [10] .
A different database selection algorithm is given in [28] . However, without query expansion, substantial deterioration in retrieval effectiveness relative to centralized retrieval is obtained. Although remedies can be obtained via clustering [29] , it is expensive and rather impractical to perform document clustering in Internet environment. In Section 6, we show that essentially the same retrieval effectiveness as centralized retrieval can be obtained by our database selection algorithm, without clustering and without query expansion. In general, it is difficult to obtain a fair comparison between two database selection algorithms and/or two merging algorithms, because in the area of distributed information retrieval, retrieval effectiveness is affected not only by a database selection algorithm, a merging algorithm but also by other factors. These factors include the utilization of different similarity functions in local sites and the global site where the retrieved documents are merged. In addition, some system [16] even obtains sample documents from each database for training so that similarities from different databases can be normalized.
In summary, we believe that Definition 1 permits a simple yet precise (as given in Proposition 1) characterization of optimal ranking of databases and facilitates effective selection of appropriate databases. Note that the ordering of the databases depends on the query q. For ease of presentation, we shall assume that all similarities of the documents with the query are distinct so that the set of the m most similar documents to the query is unique. Note also that the ordering of the databases with respect to a query and a given similarity function may be different from their ordering with respect to the same query but with a different similarity function. However, the following proposition holds for any similarity function. After the databases have been ordered, a merging algorithm, known as OptDocRetrv, was developed to perform database selection and collection fusion [32, 31] . This algorithm is sketched as follows. Suppose the first s databases have been selected (s is 2 initially). Each of these selected search engines returns the actual global similarity of the most similar document to the metasearch engine which computes the minimum, denoted min sim, of these s values. Each of the s search engines then returns to the metasearch engine those documents whose global similarities are greater than or equal to min sim. Note that at most m documents from each search engine need to be returned to the metasearch engine. If m or more documents have been returned from the s search engines, then they are sorted in descending order of similarity and the first m documents are returned to the user. Otherwise, the next database in the determined order will be selected and the above process is repeated until at least a total m documents are returned to the user. Note that, in practice, the first few highest ranked databases should be accessed in parallel. Note also that in the above algorithm, collection fusion is based on the actual global similarities of documents. It has been shown [31] that if the databases are ranked optimally, then algorithm OptDocRetrv will guarantee the retrieval of all the m desired documents.
In practice, Proposition 1 cannot be used as is because we cannot afford to search each database and obtain the global similarity of its most similar document. Instead, for each database, we need to estimate the required similarity. Several methods have been proposed to estimate the required similarity [27, 31, 32] (see the Related Work section for a brief review). But these methods were designed to handle only short queries and their estimation accuracy decreases rather significantly when the number of terms in a query increases. For example, when the number of terms in a query increases from 2 to 6, the accuracy, on the average, of retrieving 10 most similar documents from multiple databases falls from 82% to 52% using the integrated database representative approach [27] .
A NEW METHOD FOR RANKING DATABASES
In this section, we propose our new method for database selection based on the framework described in Section 3. A key step is to estimate the global similarity of the most similar document in each database for any given query. We present a new type of database representative, which we believe is more capable of handling longer queries in estimating the similarity of the most similar document than existing approaches. We shall illustrate the approach using the Okapi formula. If the Cosine function is used, the same approach can be used, though the components of Formula 5 will have a much simpler form. Our experimental results will be given in Section 6.
Motivation
Consider a term ti and a local database Dj . Let mnwi,j and anwi,j be the maximum normalized weight and the average normalized weight of ti in Dj , respectively. mnwi,j is defined as follows. First, if d = (d1, ..., di, ..., dn) is a document in Dj , where di is the normalized weight of term ti, then according to Okapi's formula, di is
where tfi is the term frequency of ti in document d. mnwi,j is the maximum of the normalized weights of term ti over all documents in database Dj , that is, mnwi,j = max
is simply the average of the normalized weights of ti over all documents in Dj , including documents not having term ti. Let gidfi be the global inverse document frequency weight of ti. For Okapi's formula, gidfi is given by
where ni is the number of documents in the global database having term ti. Consider a given user query q. Suppose the query vector of q is q = (q1 * gidf1, . . . , qn * gidfn). For Okapi's formula, qi is given by
where qtfi is the query term frequency of ti. Using formulae (2), (3) and (4), the similarity of q with d is that given by formula (1).
Then the global similarity of the most similar document of database Dj with respect to q, msim(q, Dj ), can be estimated by [31] :
The intuition for having this estimate can be described as follows. The most similar document in a database is likely to have the maximum normalized weight on one of the query terms, say term ti. This yields the first half of the above expression within the braces. For each of the other query terms, the document takes the average normalized value. This yields the second half. Then, the maximum is taken over all i, since the most similar document may have the maximum normalized weight on any one of the n query terms.
The reason that Formula (5) can be inaccurate is explained as follows. Consider a query having term t and a set of other terms T . Formula (5) would use the maximum normalized weight of term t and the average normalized weights of the terms in T . The average normalized weight of a term is usually one to two orders of magnitude smaller than the maximum normalized weight, because the average is computed over all documents in the database, including those that do not contain the term. Consider a document d that has the maximum normalized weight of t. Let t be a term in T . If the document d has the term t , then the actual weight on t in d should be a lot higher than the average normalized weight. Thus the use of the average normalized weight for t would lead to an under estimation of the similarity. On the other hand, if the document d does not have term t , then the actual weight of t in d is 0, smaller than the average normalized weight of t , resulting in an over estimation of the similarity by Formula (5). For queries with 2 or 3 terms, the inaccuracy is tolerable as the maximum normalized weight is usually much larger than other weights. However, for queries with more terms, the problem becomes more serious.
In summary, using the average normalized weight of a term to approximate the weight of the term in a document is not sufficiently accurate. In fact, in the integrated database representative [27] , the average normalized weights were not used but this did not lead to any significant loss of retrieval effectiveness for short queries.
A New Type of Representatives
One can observe that, in the above discussion, if the document d (having the maximum normalized weight of a query term) itself were kept in the database representative, then the precise similarity between d and the query would be calculated, and as a result, there would be no need to estimate this similarity. (Note, however, this document may not necessarily be the most similar document to the query in that database.) Based on this observation, we propose the following representative for a database.
Let T (D) denote the set of terms that appear in database D. For each term t in T (D), let d(t) be the set of documents in D that have the maximum normalized weight on t across all documents in D. Although it is possible that d(t) could contain more than one document, in practice d(t) usually contains just a single document. For ease of discussion, we assume that d(t) contains exactly one document and d(t) denotes this document. Since d(t) is a document, it usually contains many terms, many of which are somewhat unrelated to t. We consider only terms that are likely to form phrases with t. It is well known that components of a phrase usually occur within 3 words apart. Thus, any term t1 in which all occurrences of t1 in d are more than 3 words apart from any occurrence of t in d is removed. This forms a reduced document d (t).
Now the new representative of database D can be defined as
In other words, for each distinct term in the database, the representative contains the term as well as the reduced document that has the maximum normalized weight of the term.
Estimation of the Similarity of the Most Similar Document with New Representatives
Based on this database representative, the similarity of the most similar document can be estimated as follows. Suppose q is a query with k terms (t1, ..., t k ). For each term t in the query, if t appears in the database, then document d (t) can be identified in the database representative and the similarity between q and d (t) can be computed. If t does not appear in the database, then t is ignored for this database. The similarity of the most similar document in the database can be estimated to be the largest similarity between q and d(ti), 1 ≤ i ≤ k, that is:
Note that msim(q, D) as computed by the above formula may not be 100% accurate. This is because (a) the reduced vectors d (t) are used instead of the original document vectors d(t) and (b) Formula (7) considers only those documents that have the maximum normalized weight for at least one query term. It is possible that a document in D does not have the maximum normalized weight for any query term but its similarity with the query is higher than that produced by Formula (7). In this case, the similarity produced by Formula (7) won't be the same as msim(D, q). Our experimental results indicate that Formula (7) is reasonably accurate (see Section 6) .
For a large database, the number of documents should be an exponential function of the number of distinct terms in the database.
Suppose each reduced vector d (t) contains c components (terms) on the average, then the amount of space for a database representative is c * |t|, where |t| is the number of distinct terms in the database. If there are n databases, then the amount of storage space is approximately n * c * |t|, assuming that each database has about |t| distinct terms. As pointed out previously, there may be a million or more databases and this number is growing rapidly. Thus, it is essential to keep the total storage space more or less independent of the number of databases.
Integration of New Representatives
To achieve storage and computational efficiencies, the idea of integrated representative [27] can be employed. Instead of keeping a separate representative for each database, a single integrated representative for all databases is constructed. Suppose the metasearch engine is designed to search no more than r search engines for any given query (a small r, say 30, is likely to be sufficient for most users if relevant search engines can be selected. In the Internet environment, most users examine a small number of documents, say no more than 30 documents per query.). If this is the case, it will be sufficient to store, for each term, the r reduced document vectors from different databases, that have the overall r largest maximum normalized weights and the corresponding database identifiers in the representative. Specifically, for a given term ti and a database Dj , let di,j be the reduced document in Dj that has the maximum normalized weight on ti for all documents in Dj . Let L(ti, r) contain the r reduced documents di,j 's, that have the largest maximum normalized weights of term ti over all databases. The integrated representative for all databases is as follows. For each term ti, a set of r pairs of the format (didi,j, di,j ) is kept in the integrated representative, where di,j ∈ L(ti, r) and didi,j is the identifier of the database having di,j . For each term, the r pairs should be arranged in descending order of maximum normalized weights of the corresponding term ti. In addition, the global inverse document frequency (gidf) weight of each term is also kept in the integrated representative. The idea of the integrated representative is to store only the reduced documents having the maximum normalized weight in the r most important databases for each potential query term, say t. The other reduced documents having the maximum normalized weights in other databases for term t are discarded.
When evaluating a query q using the integrated database representative, we estimate the similarities of the most similar documents for only those databases whose ids appear in at least one L(ti, r), where ti is a term in q. More precisely, we apply Formula (7) but restrict to databases occurring in L(ti, r) only for the terms ti's in the query. Thus, for a query q having k terms, at most k * r estimates are computed. This is independent of the number of databases. As a result, this method is highly scalable in terms of computation with respect to the number of databases.
The storage requirement of the integrated representative can be estimated as follows. First, a rough bound of the number of distinct terms, say M = 10 millions, can be used. Suppose regardless of the number of databases a metasearch engine has, the total number of distinct terms will not exceed M . Next, for each term, only a small constant number of pieces of information (r reduced document vectors and r database identifiers) are stored in the representative. Suppose that the set of all terms is kept in a hash table together with their IDs. Assume that each term occupies 10 bytes on the average, each term ID occupies 4 bytes, each database ID occupies 4 bytes, each global inverse document frequency weight occupies 4 bytes, and each reduced document vector has A components on the average, with each component representing a term ID and a weight. Then, the total size of the integrated representative is bounded by (8 + r * (4 + 8 * A)) * M + 14 * M bytes since, for each of the M terms, 8 bytes are needed to store term ID and global inverse document frequency weight, and for each of r reduced document vectors, 4 bytes are used to store database ID, each of the A components of a reduced document vector occupies 8 bytes. A hash table giving the correspondences between terms and their IDs occupies 14 * M bytes. It has been found in our experiments that the average A is 4.2. When r = 30, A = 5, and M = 10, 000, 000, (8 + r * (4 + 8 * A) * M is approximately 13.28GB. The size of the hash table is 14 * M , or 140MB. So the total storage space for the representative is no more than 14GB. In practice, there may not be a clear bound to the number of distinct terms and there may be more than 10 million terms. However, the scalability of this approach is still very good as it stores only a small constant number of pieces of information for each term regardless of how many databases may contain the term. In contrast, in non-integrated representatives, the number of pieces of information stored for each term is a constant factor of the number of databases. In summary, the integrated representative approach is highly scalable in both computation and storage.
Intuitively, a database selection method is effective if the most desired documents are contained in a relatively small number of databases selected by this method. In Section 6, we will conduct experiments to evaluate the effectiveness of our method based on more rigorous measures. The proposition below shows that for any single-term query (which constitutes about 30% of all Internet queries [12] ), the local databases selected by the integrated representative are guaranteed to contain the m most similar documents in all databases with respect to the query when m ≤ r. Please note that the gidf weights are useful only when there are multiple terms in a query.
A NEW MERGING ALGORITHM
In this section, we describe our new merging algorithm. Suppose the first 2 databases have been selected. Each of these selected search engines returns the actual global similarity of the most similar document. The metasearch search engine computes the maximum, denoted max sim, of the two values. Each of the selected search engines returns the documents whose actual global similarities ≥ max sim. If the desired number of documents, m, is obtained, then terminate; else the next database is examined. This database returns the similarity of the most similar document to the metasearch engine which computes the maximum, denoted max sim, of the similarities of the most similar documents in this database and the last accessed one. Documents from previously accessed databases with similarities ≥ max sim are returned to the metasearch engine. This process continues until m or more documents have been accumulated by the metasearch engine.
The key property of this new merging algorithm relative to that of the previous merging algorithm (i.e. the OptDocRetr algorithm, see Section 3) is as follows. Thus, the new merging algorithm is more effective but less efficient.
EXPERIMENTAL RESULTS
In this section, we report some experimental results. 221 databases are used in our experiments. These databases are obtained from A total of about 555,000 documents (about 2 GB in size) are in these databases. There are slightly over 1 million distinct terms in these databases.
Two sets of experiments are conducted. In the first set of experiments, the Cosine similarity function is used and test queries are the 400 queries in the first 8 TREC conferences. A typical TREC query consists of three portions (i.e., topic, description and narrative). We only used the topic portion of each query in the first set of experiments. Among the 400 queries, 15 queries have one term, 97 have two terms, 104 have three, 67 have four, 46 have five, 18 have six, 17 have seven, and 36 have 8 or more terms. The average length of a query is slightly over 4. In contrast, the average length of real Internet queries is only about 2.2 [13] . In this experiment, we use the following two measures to evaluate the performance of a method to search for the m most similar documents in a set of databases. The first measure indicates effectiveness (quality) of retrieval while the second measure reflects efficiency of retrieval.
1. The percentage of correctly identified documents, that is, the ratio of the number of documents retrieved among the m most similar documents over m. This percentage is denoted by cor iden doc.
2. The database search effort is the ratio of the number of databases searched by the algorithm over the number of databases which contain one or more of the m most similar documents. This ratio is denoted by db effort. The ratio can be both higher or lower than 1. For a given set of queries, the measures reported in this paper are averaged over all queries in the set that contain at least one real term. The results obtained from the previous approach [27] and the new integrated representative approach using the Cosine function are given in Table 1 . A comparison of the previous and the new representatives on retrieving the m most similar documents for m = 20 is given in Figure 1 .
The following observation can be made from Table 1 and Figure  1 .
• The new integrated database representative gives much higher retrieval effectiveness on longer queries (as mentioned above, the average length of TREC queries is much larger than that of a typical Internet query). The percentage of correctly identified documents range from 64.8% to 76.6% when the previous integrated database representative is used; the corresponding figures for the new database representative are from 87.0% to 87.9%.
• The new approach retrieves 76.4% of the most similar documents, for m = 20, for queries having 7 or more terms.
The above experimental results indicate that the database selection and document retrieval method using the new database representative can achieve much higher performance on long queries than the previous approach.
An additional experiment is conducted to determine the percentage of meaningful 2-term noun phrases which are captured by our integrated representative. As mentioned earlier, the TREC collection has 400 topic queries. For each query having 2 or more terms, the adjacent terms are manually examined to see if they form meaningful 2-term noun phrases. We find that there are 573 2-term noun phrases. Then, for each such 2-term noun phrase, we determine if the phrase appears in one of the reduced document vectors in our integrated representative. It is found that the percentage of meaningful phrases which are captured in our integrated representative is 86.6%. This is shown in the N R (new representative) row of Table 2 . The implication is that instead of doing parsing of documents or performing co-occurrence analysis of terms in all documents, we can identify most meaningful 2-term noun phrases by restricting ourselves to the documents having the maximum normalized weights of terms and to the terms which appear in close proximity to the terms having the maximum normalized weights. When Formula (7) is applied to our integrated representative to estimate the similarity of the most similar document for each of the r most promising databases, there are potential inaccuracies. These inaccuracies can be due to (1) not all meaningful phrases are captured by our representative, i.e., certain phrases are not in any of our reduced document vectors; (2) although a phrase is in our representative, not all of the r highest maximum normalized weights for that term are kept in our representative.
To provide partial remedy to these situations, we provide the following process to identify additional 2-term phrases, where the two terms occur in adjacent locations in a query. Let two such terms be ti and tj. For a database D there are two documents, one having the maximum normalized weight on ti denoted by S = (s1, . . . , si, . . . , sj, . . .) and another document having the maximum normalized weight on tj denoted by R = (r1, . . . , ri, . . . , rj, . . .) . For a document d = (d1, . . . , di, . . . , dj, . . . , dm) in a database D, if max d∈D {gidfi * di + gidfj * dj } > max{gidfi * si + gidfj * sj, gidfi * ri + gidfj * rj}, then the co-occurrences of ti and tj in d is very high (in fact higher than their co-occurrences in S and in R) and as a consequence, ti and tj will be considered as a 2-term phrase. We then compute, for each such 2-term phrase, its maximum normalized weight for each database. Then, only the top r maximum normalized weights together with the corresponding database IDs where these maximum normalized weights are achieved are stored. Thus, our integrated representative consists of (1) the top r reduced document vectors for each individual term, together with their database IDs and (2) the top r maximum normalized weights for each 2-term phrase (which is constructed as described above) together with their database IDs. With the new integrated representative, the experiments with r = 30 were repeated. It is found that (1) the percentage of meaningful 2-term noun phrases in the 400 queries which are captured in our database representative is now 98.6% (See the N R row of Table 2); (it should be noted that some of the 2-term phrases captured by our automatic techniques are not necessarily meaningful.) (2) the accuracy of retrieving the m most similar documents increases to 92.4% for m = 5 and to 93.7% for m = 30 (see Table 3 ); (3) in the two types of representatives, the efficiencies of accessing databases vary from 97.7% to 121.2% (see the 4-th column of Table 1 and Table 3 ). In other words, in order to retrieve most of the most similar documents, only 21.2% of additional databases need to be accessed. In the second set of experiments, we utilize the human relevance assessments available from TREC to evaluate the effectiveness of our database selection algorithm and to further evaluate our methods on a different similarity function. Okapi's similarity function is used in the experiment and the test queries are the 50 queries from TREC-6 ad hoc tasks [25] . When the title portions of the queries are used, the average query length is about 2.5. The result with comparison with the previous representative is shown in Table 4 where prec ratio is the ratio of the average precision of the m documents retrieved by the metasearch engine to the average precision of the m documents retrieved as if all documents were placed in a single database. We see that the prec ratio ranges from 94.2% to 102.0%. That the percentage can exceed 100% is due to the fact that some relevant documents are clustered within the same database and retrieving more documents from that database is more beneficial than retrieving documents from other databases. This result is obtained when 2-term phrases in the queries are utilized.
When both the title and description portions of the queries are used, the average number of terms per query is about 12 which is much longer than that in the first set of experiments, and none of the new queries has less than 5 terms. Note that "stop" phrases in the description portion, such as "find documents that indicate", are removed from the original queries. The result is shown in Table 5 . The new representative utilizes both 2-term and 3-term phrases in the queries. The following observations can be made from Table 5 .
• The new representative permits a highly effective retrieval of documents from selected databases on longer queries with prec ratio improved from 60.8-65.3% with the previous representative to 93.6-98.3% with the new representative.
• The retrieval with the new representative is very efficient. For example, essentially no additional databases are searched for m = 30; and for m = 5, less than 35% additional databases are searched while the same effectiveness is achieved as that of the retrieval from a centralized database.
CONCLUDING REMARKS
Being able to accurately estimate the similarity of the most similar document in a database for a given query is critical in order to rank databases optimally. Previous solutions were designed to estimate the desired similarity for short queries. In this paper, we proposed a new type of database representative that is more suitable to handle longer queries. The information we use to construct this type of database representative is drastically different from previously proposed approaches. The main difference is that the new representative is better at capturing the dependencies of words in documents. As a result, it can produce more accurate estimates for longer queries. Our experimental results using the TREC collection indicated that the new approach can yield high retrieval effectiveness while maintaining high scalability. The results are carried out using both the Cosine function and the Okapi function. This is used to illustrate the generality of our approach. Relevance assessments from the TREC collections are also used to demonstrate the effectiveness of our approach. A side-effect of our proposed approach is that most of the meaningful 2-word noun phrases can be captured by our database representative. This is done automatically. As a consequence, the technique can be applicable to all types of collections, including collections with specialized vocabularies such as medicine, astronomy and computer science. We also provide a more effective but less efficient merging algorithm.
