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In this thesis, we investigate problems in complex approximation theory motivated
by recent developments in Oka theory, minimal surface theory, and contact geom-
etry. Primarily, our focus lies in proving approximation results in the spirit of
Carleman’s theorem, that is, better than uniform approximation on noncompact
sets. The original research of this dissertation begins in Chapter 3, where we prove
a generalisation of Carleman’s theorem for maps from Stein manifolds to Oka man-
ifolds. Then, in Chapter 4, we prove a version of Carleman’s theorem for directed
holomorphic immersions and minimal surfaces. Under suitable hypotheses, we may
even ensure that the approximating maps have desirable global properties, includ-
ing completeness and properness. As an application of these results, we give an
approximate solution to a Plateau problem for divergent Jordan curves in Euclidean
spaces. Finally, Chapter 5 is concerned with approximation by solutions of systems
of differential equations. We adapt the tools and techniques that have successfully
been applied in the single equation, contact case. Period dominating sprays play an
instrumental role.
Math. Subj. Class. (2020): 32Q56, 32E30, 32V40, 32E10, 53C42.
Keywords: Stein manifold, Oka manifold, holomorphic map, Carleman approxi-
mation, bounded exhaustion hulls, minimal surface, directed holomorphic curve.

Povzetek
V disertaciji obravnavamo probleme v kompleksni aproksimacijski teoriji, ki so
motivirani s teorijo Oka, teorijo minimalnih ploskev in holomorfno kontaktno ge-
ometrijo. Delo je osredotočeno na aproksimacijske rezultate Carlemanovega tipa,
to je aproksimacijo v fini topologiji na nekompaktnih zaprtih množicah. Originalni
rezultati disertacije se pričnejo v poglavju 3 z dokazom posplošitve Carlemanovega
izreka za preslikave Steinovih mnogoterosti v mnogoterosti Oka. V poglavju 4 je
dokazana verzija Carlemanovega izreka za usmerjene holomorfne imerzije in kon-
formne minimalne imerzije. Ob ustreznih predpostavkah lahko zagotovimo do-
datne lastnosti aproksimantov kot so kompletnost in pravost. Kot primer uporabe
dobljenih rezultatov dokažemo obstoj približnih rešitev Plateaujevega problema za
divergentne Jordanove krivulje v Evklidskih prostorih. V poglavju 5 obravnavamo
aproksimacijo rešitev sistemov holomorfnih diferencialnih enačb z uporabo metod,
nedavno razvitih za aproksimacijo Legendrovih krivulj v kompleksnih kontaktnih
mnogoterostih.
Math. Subj. Class. (2020): 32Q56, 32E30, 32V40, 32E10, 53C42.
Ključne besede: Steinova mnogoterost, Oka mnogoterost, holomorfna preslikava,
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Perhaps the most famous result from complex approximation theory is the Runge
approximation theorem. Runge [64] proved in 1885 that any complex-valued func-
tion holomorphic on a neighbourhood of a compact set K without holes could be
uniformly approximated on K by entire functions. Here, a hole means a relatively
compact connected component of C\K. Later, in 1951, Mergelyan showed that
Runge’s theorem holds under the weaker assumption that the map to be approxi-
mated is continuous on K and holomorphic on the interior of K.
The subject of approximation on noncompact sets is also well studied in the
one-dimensional case with perhaps the first result in this direction coming from
Carleman. In 1927, Torsten Carleman [15] proved the following extension of the
Weierstrass approximation theorem.
Theorem 1.1.1 (Carleman’s theorem). Given continuous functions f, ϵ ∈ C (R),
with ϵ strictly positive, there exists an entire function g ∈ O(C) such that
|f(x)− g(x)| < ϵ(x)
for every x ∈ R.
A subset E of an open Riemann surface R is called a Carleman approximation
set if for every continuous function f ∈ C (E) which is holomorphic on the interior of
E and every strictly positive continuous function ϵ ∈ C (E), there exists g ∈ O(R)
such that
|f(x)− g(x)| < ϵ(x), for every x ∈ E. (1.1.1)
Nersesjan [56] characterised Carleman approximation sets in the planar case in 1971,
and later in 1986 Boivin [13] obtained a characterisation for arbitrary open Riemann
surfaces. Furthermore, sets of Carleman approximation by harmonic functions have
been studied and are well understood for connected open subsets of Rn; see [32].
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Holomorphic functions in higher dimensions can act very differently from their
one-dimensional counterparts. For example, Hartogs extension theorem states that
if L is a compact subset of a domain Ω ⊂ Cn, n > 1, and Ω\L is connected, then
every holomorphic function from Ω\L can be extended to all of Ω, see Hartogs [40]
and Sobieszek [66]. This extension phenomena naturally led to the study of those
domains which carry holomorphic functions that do not extend, even as multi-valued
functions, to larger domains, the so-called “domains of holomorphy”.
Domains of holomorphy are important to several complex variables because we
can prove many classical results from one-dimensional complex analysis for them.
On these domains, for example, we have generalisations of the Runge approximation
theorem and Weierstrass interpolation theorem. Stein [67] in 1951 discovered a class
of complex manifold that generalises the concept of a domain of holomorphy, namely
Stein manifolds. Runge approximation was generalised to Stein manifolds by Oka
[57] and Weil [69]. Now the nice topological hypotheses on the approximating set
K that we had in the one-dimensional case are replaced by the subtler notion of
holomorphic convexity.
The main contribution to our understanding of Carleman approximation in
higher dimensions is due to Magnusson, Manne, Øvrelid, and Wold [53, 49] who
have characterised those totally real sets contained in Stein manifolds that admit
C k-Carleman approximation (by holomorphic functions). These are precisely the to-
tally real sets that are holomorphically convex and have bounded exhaustion hulls.
We recall the notions of holomorphic convexity for noncompact closed sets and
bounded exhaustion hulls in §2.3.1.
The class of Oka manifolds emerged from Gromov’s seminal paper [37]. In this
paper, Gromov reformulated the Oka-Weil approximation theorem as expressing a
property of the target. Oka manifolds were first formally introduced by Forstnerič
[27] in 2009 after proving in a series of papers [26, 24, 27] that several flexibility
properties were equivalent. For a comprehensive introduction to Oka theory, see
Forstnerič’s book [29].
There are now more than a dozen non-trivially equivalent ways to define an Oka
manifold, in this thesis we will focus on one that concerns approximation. That is, a
complex manifold Y is Oka if an analogue of Runge’s theorem holds for maps from
X to Y , whenever X is Stein, see Definition 2.2.6. Thus it is natural to ask whether
an analogue of Carleman’s theorem holds for Oka manifolds also.
Recently, Oka manifolds have further proven their worth by finding applications
in the study of minimal surface theory, see [6]. Complex analysis has long had a
strong relationship with minimal surface theory, as evidenced by the Weierstrass
representation formula. However, until quite recently there was little knowledge
about how to deform minimal surfaces to new minimal surfaces with better prop-
erties, that is until tools from Oka theory entered the picture. Now the Runge
and Mergelyan approximation theorems have been proven for directed holomorphic
curves and conformal minimal immersions, see [2]. Hence, it also seems natural to
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ask whether a version of Carleman’s approximation theorem is valid here.
A holomorphic contact structure on an odd dimensional complex manifold X is
a holomorphic vector subbundle L ⊂ TX that satisfies a certain nondegeneracy
condition, see [8]. In local coordinates, a holomorphic contact structure is given by
a holomorphic Pfaffian equation of a special type, see [8, Theorem A.2]. Indeed,
in the case of the standard contact structures on complex Euclidean spaces C2n+1,
the contact structure is globally defined by such a Pfaffian equation. Holomorphic
Legendrian curves are holomorphic curves in X that are directed by L in some
sense, see [8].
Mergelyan approximation by holomorphic Legendrian curves into complex con-
tact manifolds is now well understood due to Alarcón, Forstnerič, and López [8] (for
standard contact structures on C2n+1) and Forstnerič’s recent preprint [30] (for ar-
bitrary complex contact manifolds). The tools and techniques developed in [8] and
[30] are similar to those that are used in minimal surface theory. In both subjects,
period dominating sprays play an important role.
1.2 Overview of Research
In this thesis we develop new approximation results based on works of Carleman
[15], Magnusson, Manne, Øvrelid, Wold [53, 49], Alarcón, Forstnerič, López, Castro-
Infantes [2, 7, 1], and Alarcón, Forstnerič, López [8, 30].
The original research of this thesis begins with Chapter 3. There we are interested
in C k-Carleman approximation of maps from Stein manifolds to Oka manifolds, see
Definition 3.1.1. The sets S on which we wish to approximate are slightly more
general than the sets considered before as they are allowed to have a small interior.
Naturally, there are restrictions on the type of maps we can expect to approximate
due to the nature of the approximation, see §2.3.2. One hypothesis is ∂̄-flatness on
the approximating set, that is, roughly speaking, the Cauchy-Riemann equations
are satisfied up to some order along S, see §2.3.2. This assumption is sensible since
C k-Carleman approximation, as its name indicates, incorporates the approximation
of derivatives, see Definition 3.1.1. Our main result, Theorem 3.3.5, states that with
these suitable hypotheses, C k-Carleman approximation can always be done.
The proof of Theorem 3.3.5, given in Section 3.3, involves an induction and
reduction procedure making use of Poletsky’s theorem [59, Theorem 3.1] as well as
methods from [29] and [53]. Section 3.2 is dedicated to the case where the target
is C; there we collect some results that are needed in the proof of the general case
of Theorem 3.3.5. In Section 3.4, we show how to add interpolation to our result.
Examples where this theorem is applicable can be found in Section 3.5.1. Theorem
3.3.5 may be interpreted in terms function spaces, see Section 3.5.2.
Next, in Chapter 4 we investigate the possibility of analogues of Carleman’s
theorem in the context of minimal surface theory; a classical and important area
of geometry research. This is a timely question since, as mentioned above, new
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connections between complex analysis and minimal surface theory have seen classical
approximation results, in particular, those of Runge and Mergelyan, proven in the
context of minimal surface theory, see [9, 2, 7].
The following result concerns approximation by complete conformal minimal
immersions. A complete map X from an open Riemann surface R into Rn (or Cn)
is one that maps divergent paths in the source R to paths in the target Rn (or Cn)
that have infinite length.
Theorem 1.2.1 (Carleman theorem for conformal minimal immersions). Let S be
a smooth properly embedded image of R in an open Riemann surface R. Given a
continuous map X : S → Rn, n ≥ 3, and a positive function ϵ : S → R+, there exists
a complete conformal minimal immersion X̃ : R → Rn such that
∥X̃(p)−X(p)∥ < ϵ(p), p ∈ S.
If in addition n ≥ 5, then we may ensure that X̃ is also injective.
This result is the first Carleman type theorem for conformal minimal immersions
in Rn. Indeed, we prove that the previous result remains true not only for minimal
surfaces but also for directed immersions: a more general family of holomorphic
immersions that includes null curves. A null curve is a holomorphic immersion
F : R → Cn directed by the null quadric
A := {z ∈ Cn : z21 + . . .+ z2n = 0} (1.2.1)
in the sense that the derivative F ′ = (F ′1, . . . , F ′n) with respect to any local holo-
morphic coordinate on R takes values in A\{0}. This family of holomorphic im-
mersions is closely related to conformal minimal surfaces in the sense that the real
and imaginary part of a null curve is a conformal minimal immersion. Conversely,
any conformal minimal immersions defined over a simply connected domain is the
real (or imaginary) part of a null curve. Recent techniques coming from complex
analysis have been used to study minimal surfaces, see §2.4.2 or the survey [6] for
more details.
Theorem 1.2.2 (Carleman theorem for directed immersions). Let R and S ⊂ R
be as in Theorem 1.2.1. Let S be an irreducible closed conical complex subvariety
in Cn, n ≥ 3, which is contained in no hyperplane and such that S \ {0} is an Oka
manifold. For every S-immersion F : S → Cn (see Def. 4.1.3) and every positive
continuous function ϵ : S → R+, there is an injective S-immersion F̃ : R → Cn
such that
∥F̃ (p)− F (p)∥ < ϵ(p), for every p ∈ S.
Strictly speaking, by applying [1, Lemma 3.3] infinitely often, it is enough to assume
that F is a continuous map. However, adding the assumption that F is C 1 means
our notion of S-immersion is consistent with the notion introduced in [2, 7].
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Theorem 1.2.2 is a consequence of the more general Theorem 4.1.5, where the
approximating set S is a Carleman admissible subset, see Definition 4.1.2, and the
approximating map interpolates to a finite order along a discrete subset of R. Car-
leman admissible sets naturally generalise the admissible sets on which Mergelyan
results for conformal minimal immersions and directed holomorphic curves have
been proven. An arbitrary open Riemann surface has many Carleman admissible
sets S for which S◦ has infinitely many connected components and is not relatively
compact. Previous theorems do not cover such sets which are useful to consider
because they allow us to construct interesting examples of minimal surfaces, see
Corollary 4.5.4.
Furthermore, we may prove global properties for the solutions that we con-
struct. The next result shows that the approximation may be done by complete
S-immersions under natural assumptions on S which are explained directly after
Theorem 2.4.4.
Theorem 1.2.3. The S-immersion F̃ : R → Cn, n ≥ 3, constructed in Theorem
1.2.2 may be chosen to be complete provided that S ∩ {z1 = 1} is an Oka manifold
and the coordinate projection π1 : S → C onto the z1-axis admits a local holomorphic
section h near z = 0 ∈ C with h(0) ̸= 0.
On the other hand, for proper immersions we have the following result.
Theorem 1.2.4. The S-immersion F̃ : R → Cn, n ≥ 3, constructed in Theorem
1.2.2 may be chosen to be proper provided that the restricted map F |S is proper,
S∩{zj = 1} is an Oka manifold, and the coordinate projection πj : S → C onto the
zj-axis admits a local holomorphic section hj near z = 0 ∈ C with hj(0) ̸= 0 for all
j = 1, . . . , n.
A proper map is complete but a complete map is not necessarily proper. There-
fore Theorem 1.2.4 does not imply Theorem 1.2.3 since the initial data in Theorem
1.2.3 need not be proper.
The additional assumptions on S in Theorems 1.2.3 and 1.2.4 are in particular
satisfied by the null quadric A and hence Theorem 1.2.2 is applicable to null curves,
that is, to holomorphic immersions directed by the null quadric. Hence, Theorem
1.2.2 applies to conformal minimal immersions X with vanishing flux; see §2.4.2 for
the definition of flux. Moreover, by modifying the proof slightly we may prove a
more general result that ensures also control of the flux map, jet interpolation on a
closed and discrete subset of R, properness of X̃ if the image of M by X is proper,
and injectivity of X̃ if n ≥ 5, see Theorem 4.4.1.
We present several applications of our results in §4.5.1. These applications in-
clude an approximate solution to the Plateau problem for divergent paths and an
example of a minimal surface approximately containing every conformal minimal
surface D → Rn to any degree of accuracy, see Corollary 4.5.3 and Corollary 4.5.4
respectively. We will also show, Corollary 4.1.9, that the basic case of our theorem
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remains true for (stratified) totally real sets. In particular, combining our results
with arguments from [49] we obtain the following.
(1) A totally real set M ⊂ R admits Carleman approximation by S-immersions if
and only if M is holomorphically convex and has bounded E-hulls.
(2) Suppose S satisfies the additional hypotheses of Theorem 1.2.3. A totally real
set M ⊂ R admits Carleman approximation by complete S-immersions if and
only if M is holomorphically convex and has bounded E-hulls.
Since the null quadric satisfies the additional hypotheses of Theorem 1.2.3, see [1,
§2.3], we point out that item (2) holds for null curves.
The main tools we need in Chapter 4 to prove the above theorems are a Mergelyan
type approximation theorem and a method of gluing. Mergelyan’s theorem and the
tools needed to prove our gluing lemma, Lemma 4.1.4, are provided by [1, 2, 7]. In
particular, we find [1, Lemma 3.3] especially useful.
Finally, in Chapter 5 we present some preliminary results concerning approxi-
mation by integral curves of systems of holomorphic Pfaffian equations. Our main
result is Theorem 5.3.8. The systems dealt with by Theorem 5.3.8 have quite a
special form that is enjoyed, for example, by the standard contact forms on complex
Euclidean spaces C2n+1 (dealt with in [8]). It is not obvious or known, that general
holomorphic contact forms, which are discussed by Forstneric [30], could be reduced
into such a special form along the set on which we approximate.
The main technical result of this chapter is Proposition 5.2.4, which is an im-
portant intermediate step in obtaining the main theorem. This proposition makes
use of the notion of weak correlation, see Definition 5.2.1, and nondegeneracy of a
matrix valued function, see Definition 5.2.3. Lemma 2.5.5 is especially important in
the proof of Proposition 5.2.4 as it helps us to construct a period dominating spray
with desirable properties. In Section 5.2 we have also deduced conditions under
which the approximating map may be taken to be an immersion, see Proposition
5.2.7. Finally, Theorem 5.3.8 is obtained from the results of Section 5.2 and the
pertubation result Lemma 5.3.6.
1.3 Further Directions
In this section, we propose several directions in which the research of this dissertation
could be continued.
1.3.1 Natural approximating sets and higher order approxi-
mations
The first direction in which the results of this thesis could be improved is by fine
tuning the assumptions on the approximating sets.
6
For example, in Chapter 3, we have assumed that S is holomorphically con-
vex and has bounded exhaustion hulls. Certainly, we cannot simply remove these
assumptions from Theorem 3.3.5, which is stated for a general Oka manifold Y ,
because they are necessary conditions for a totally real set to admit Carleman ap-
proximation by maps X → Y in the case where Y = Cn [53]. However, for some Oka
manifolds Y , there are totally real sets S in Stein manifolds X that do not satisfy
these conditions and yet admit C k-Carleman approximation by holomorphic maps
X → Y . Perhaps the prototypical example of such an Oka manifold is Y = CP1.
It is therefore of interest to characterise, for various choices of Oka manifold Y ,
the totally real subsets S of a Stein manifold X that admit Carleman approxima-
tion by holomorphic maps X → Y . In the case where the necessary condition is
weaker than the one we have assumed in Chapter 3, we would require a different
proof than that in Chapter 3 to prove sufficiency. For holomorphic convexity and
bounded exhaustion hulls are needed to perform the induction and reduction step
in our proof.
Similarly, in Chapters 4 and 5 we have proven approximation results for maps
defined on admissible sets in open Riemann surfaces. Admissible sets are countable
unions of smoothly bounded domains and smooth arcs satisfying certain properties.
They come up naturally in applications. However, it is likely that analogous ap-
proximation results would be true on more general sets. It would be interesting to
explore in what generality one could prove approximation results like those in Chap-
ters 4 and 5. For example, can every continuous map S → Cn on a holomorphically
convex set S without interior be approximated by a null curve?
A second direction would be for us to consider higher order approximations in
the results of Chapter 4. Indeed, the reason we have not done this already is because
the lemma that we make use of to glue, [1, Lemma 3.3], does not seem to provide
control on the derivatives of the function. However, with a stronger gluing lemma
or interpolation result, one could get approximation of derivatives with the same
arguments as presented in this thesis.
1.3.2 More general Pfaffian systems
In Chapter 5 we investigate Pfaffian systems admitting Mergelyan approximation
for some very special Pfaffian systems. In particular, the results from [30] do not fit
into this paradigm. The first real additional challenge is to allow for the coefficient
matrix A to also depend on the first d parameters. More precisely, the following
problem.
Question: Let S be a (compact) admissible set in a Riemann surface R. Let n, d
7




a1(d+1) . . . a1n
... . . .
...
ad(d+1) . . . adn
⎞
⎟⎠ : Cn →Md×(n−d)(C)
be a holomorphic matrix-valued function, and let I be the Pfaffian system on Cn ≃
Cd ×Cn−d generated by α1, . . . , αd, where (α1, . . . , αd)⊤ = Iddz′ +A(z1, . . . , zn)dz′′,
c.f. (5.1.2). For each I-immersion f : S → Cn, does there exist an I-immersion
F : U → Cn from some neighbourhood U of S, which may depend on f , such that
F approximates f well in the C k(S,Cn)-topology?
In this case, we cannot expect to have solutions defined on all of R as we had
in Theorem 5.3.8 because there exists hyperbolic contact structures on C2n+1 as
demonstrated by Forstnerič [28]. Afterwards, one could try to generalise to Pfaffian
systems on more general complex manifolds X. Note that, if a Pfaffian system is
degenerate, that is, it defines a foliation on X, then we could also prove a Mergelyan
type result providing the dimension of the leaves is great enough. Therefore, another
interesting question is to consider what happens between these two extrema.
1.3.3 Other flexibility properties
In Chapter 3 of this thesis we have considered Carleman approximation of maps
into Oka manifolds. Another flexibility property that plays an essential role in holo-
morphic elliptic geometry is the volume density property. A complex manifold has
the volume density property if complete divergence-free vector fields are dense in
the space of all divergence-free vector fields [29, Definition 4.10.1]. There are several
theorems in the literature about embedding Stein manifolds S into Stein manifolds
with the density property X, see for example [29, Theorem 9.8.6]. The abundance
of embeddings S → X leads us to consider the following problem.
Question: Let X be a Stein manifold with the density property. Can every em-
bedding of a totally real submanifold M ⊂ S into X be Carleman approximated by
an embedding S ↪→M?
There are already results in the literature in this direction, see [14], [50], and
[51]. Perhaps a clever combination of a bumping method like the one in Henkin and
Leiterer [41], an induction procedure as in [53], and Poletsky’s theorem [59] could




2.1 Basic notions and definitions
Let N = {1, 2, 3, . . .}, Z+ = N∪{0}, and R+ = (0,∞). Given n ∈ N and K ∈ {R,C}
we denote the Euclidean norm by || · ||, the distance between two points by dist(·, ·),
the length of an arc in Kn by length(·), and the absolute value of a real (or complex)
number by | · |. For v = (v1, . . . , vn) ∈ Kn define ∥v∥∞ = max{|v1|, . . . , |vn|}. Given
p ∈ Kn and a positive number r > 0, we denote the ball of radius r centred at p by
B(p, r) := {x ∈ Kn : ||x− p|| < r}.
We denote the unit disc in the complex plane by D. Given a smooth connected
surface S (with possibly nonempty boundary) and a smooth immersion X : S → Kn,
we denote by distX : S × S → [0,∞) the Riemannian distance induced on S by the
Euclidean metric of Kn via X, that is:
distX(p, q) := inf{length(α) : α ⊂ S is an arc connecting p to q}, p, q ∈ S.
In addition, if Q ⊂ S is a relatively compact subset of S, we define
distX(p,Q) := inf{distX(p, q) : q ∈ Q}, p ∈ S.
A divergent path on S is a continuous map γ : [0,∞) → S such that for every
compact set K ⊂ S there exists t0 ∈ [0,∞) such that γ(t) ̸∈ K for t ≥ t0. An
immersed open surface X : S → Kn, n ≥ 3, is said to be complete if the Riemannian
metric induced by distX is complete; equivalently if for any divergent path γ ⊂ S,
we have that the Euclidean length length(γ) is infinite. On the other hand, an
immersed open surface X : S → Kn is said to be proper if for any divergent path
γ ⊂ S, we have that X(γ) is also a divergent path on Kn.
Let R be a Riemann surface. A subset C ⊂ R is called a smooth Jordan arc
if C is the image of a closed interval I ⊂ R under a smooth immersion γ : I → R
that maps I◦ homeomorphically onto γ(I◦); for example, a divergent arc or a closed
Jordan curve.
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Let A be a subset of a topological space T . We denote the closure of A in T by
A, the interior of A in T by A◦, and the boundary of A in T by bA. Given subsets
A and B of T , we use the notation A ⊂⊂ B to mean A ⊂ B◦. A family {Aj}j∈J of
subsets of T is called locally finite if for each p ∈ T there is a neighbourhood V ⊂ T
of p such that V ∩ Aj = ∅ for all but finitely many j ∈ J .
Let A be a subset of a complex manifold X. We denote by O(A) the collection
of all holomorphic functions defined on open sets containing A. In particular, O(X)
denotes the space of holomorphic functions X → C. If Y is a complex manifold,
then the space O(A, Y ) is defined analogously. Given local coordinates (U, z) on X
and a differentiable function f : U → C, we will often abbreviate ∂f
∂z
to ∂zf .
Suppose that K is a smoothly bounded compact domain in a complex manifold
X. Let A r(K), r ≥ 0, be the space of C r(K) functions which are holomorphic
on the interior of K; here C r(K) denotes the space of functions K → C that are
continuously differentiable up to order r. For simplicity we write A (K) for A 0(K)
and C (K) for C 0(K). Likewise, we define the spaces A r(K,Y ) and C r(K,Y ) of
maps K → Y , where Y is a complex manifold.
2.2 Holomorphic Elliptic Geometry
2.2.1 Stein manifold
Let K be a compact subset of complex manifold X. Define the holomorphically
convex hull K̂ of K in X by
K̂ :=
{
p ∈ X : |f(p)| ≤ sup
q∈K
|f(q)| for any f ∈ O(X)
}
. (2.2.1)
The set K̂ is also referred to as the O(X)-hull of K. We investigate holomorphically
convex hulls further in §2.3.1.
Stein manifolds were introduced by Karl Stein in [67]. Loosely speaking, they
are complex manifolds which carry many holomorphic functions. More precisely, we
say that a complex manifold X is Stein if
(i) For every x, y ∈ X, x ̸= y, there exists a function f ∈ O(X) such that
f(x) ̸= f(y).
(ii) For every p ∈ X there exists functions f1, . . . , fn ∈ O(X) such that their dif-
ferentials {df1, . . . , dfn} are linearly independent at p, where n is the dimension
of X.
(iii) For every compact set K ⊂ X the hull K̂ is also compact.
Actually, there is some redundancy among these conditions. It can be shown that
(i) follows from (ii) and (iii), and also that (ii) follows from (i) and (iii). Condition
(iii) is sometimes referred to as holomorphic convexity of X.
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A Riemann surface is Stein if and only if it is noncompact, see Forster [23,
Corollary 26.8], also Benke and Stein [11, 12].
Runge approximation was generalised to Stein manifolds by Oka [57] and Weil
[69]. The generalisation, called the Oka-Weil approximation theorem, is stated as
follows; a proof of this theorem can be found, for example, in [44].
Theorem 2.2.1 (Oka-Weil Approximation Theorem). If K is a compact O(X)-
convex subset of a Stein manifold X, then every holomorphic function on a neigh-
bourhood of K can be approximated uniformly on K by functions in O(X).
The two most important results about Stein manifolds, which were proven during
Cartan’s seminar from 1951 to 1954, are Cartan Theorems A and B.
Theorem 2.2.2. Let F be a coherent analytic sheaf on a Stein manifold X. The
following statements hold.
(A) The stalk of Fx of F at any point x ∈ X is generated as an OX,x-module by
global sections of the sheaf F .
(B) Hp(X;F) = 0 for p = 1, 2, . . . .
We shall not go into details about coherent analytic sheafs here; we refer the
interested reader to [39] for more on the subject. Sufficed to say, the sheaf of holo-
morphic functions OX , the sheaf of holomorphic functions vanishing on a subvariety,
and the sheaf of holomorphic sections corresponding to an arbitrary holomorphic line
bundle are all examples.
Two rather elementary but noteworthy consequences of these theorems are the
following. Note that both of these theorems can be found with proofs in [29, p. 56].
Theorem 2.2.3 (Oka-Cartan extension theorem). Every holomorphic function on
a closed analytic subvariety V within a Stein manifold X can be extended holomor-
phically to all of X.
Theorem 2.2.4 (Cartan’s division theorem). If F is a coherent analytic sheaf on
a Stein manifold X and if f1, . . . , fk ∈ F(X) generate each stalk Fx, x ∈ X, then
every section f ∈ F(X) is of the form f =
k∑
j=1
gjfj for some gj ∈ O(X).
The Oka-Cartan extension theorem is a remarkable generalisation of the Weier-
strass interpolation theorem from one complex variable. This extension theorem
helped motivate the development of Oka manifolds as we shall discuss in §2.2.3.
The above theorems also help us to add interpolation to our results, see Proposition
3.2.1 and Section 3.4.
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2.2.2 Stein compacts
We say that a compact subset K of a complex manifold X is a Stein compact if K
has a basis of Stein open neighbourhoods.
Every holomorphically convex compact subset K of a Stein manifold X is a Stein
compact. There is a rather elementary proof of this fact for the case X = Cn in
[61, Proposition 3.10] which makes use of analytic polyhedra. The proof for general
Stein X is the same since properties (i) and (ii)are inherited by open subsets of X,
and the argument that guarantees (iii) for X = Cn also works for X Stein.
It is not, however, the case that every Stein compact K is O(U)-convex in some
open neighbourhood U of K. For example, consider the set Ω obtained by removing
infinitely many pairwise disjoint discs from the unit disc D ⊂ C whose centres
converge to 0. Let K = Ω̄. Any open neighbourhood U of K contains zero because
K does and hence must contain a whole neighbourhood of zero. Hence inside of U ,
K has infinitely many holes, that is, relatively compact connected components of
the complement, and therefore K̂O(U) ̸= K because when taking the holomorphically
convex hull we need to fill all of these holes in.
The next result guarantees the existence of a Stein neighbourhood basis. As
we shall see in Lemma 3.3.1, this is an incredibly powerful tool. Define Hloc(K,Y )
to be the set of all continuous mappings K → Y such that the following property
holds: for any f ∈ Hloc(K,Y ) and z ∈ K there is a neighbourhood U of z such that
f can be uniformly approximated on K ∩ Ū by mappings into Y holomorphic on
neighbourhoods of K ∩ Ū .
Theorem 2.2.5 (Theorem 3.1 [59]). Suppose that a compact set K in a complex
manifold X has a basis of Stein neighbourhoods. If Y is a complex manifold of
dimension m and f ∈ Hloc(K,Y ), then the graph of f on K has a basis of Stein
neighbourhoods in X × Y .
2.2.3 Oka manifolds
In the following section, we give a brief introduction to Oka manifolds. For a com-
prehensive introduction to Oka theory, see Forstnerič’s book [29].
An Oka manifold Y is a complex manifold that enjoys many holomorphic maps
from X to Y , whenever X is a Stein manifold. There are several ways we could
interpret ‘many’ in this context. If you are interested in interpolation problems,
then you might insist that the complex manifold Y has so many holomorphic maps
from X that you can interpolate along any closed subvariety in X. Alternatively,
perhaps like myself, you are working on approximation problems and just want to
guarantee approximations like the classical Runge approximation theorem hold for
maps into your manifold Y . Remarkably, there are more than a dozen interpolation,
approximation, and function theoretic problems that give rise to the same class of
manifold. These manifolds, as we shall discuss, are called Oka manifolds. The
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fact that Oka manifolds emerge from so many different problems evidences the
importance of these objects to study. Oka theory has also found recent applications
to the theory of minimal surfaces and the theory of directed holomorphic curves
that we shall discuss later.
In this section, we focus on the historical viewpoint of Oka theory as being moti-
vated by the Weierstrass interpolation theorem and Runge approximation theorem.
We note that there have been new function theoretic advances in the field due to
Yuta Kusakabe.
Definition and basic properties
In his seminal paper, Gromov [36] considered the Oka-Weil approximation theorem,
Theorem 2.2.1, and the Oka-Cartan extension theorem, Theorem 2.2.3, as expressing
properties of the target manifold. In modern language, these properties are called
the approximation property and the interpolation property, respectively.
More precisely, we have the following definitions.
Definition 2.2.6. A complex manifold Y is said to have the approximation property
(AP) if for every Stein manifold X with a compact O(X)-convex subset K ⊂ X,
every continuous map X → Y which is holomorphic on a neighbourhood of K can
be approximated uniformly on K by holomorphic maps X → Y .
Definition 2.2.7. A complex manifold Y is said to have the interpolation property
(IP) if for every continuous map f : X → Y from a Stein manifold X into Y
that is holomorphic on a closed analytic subvariety V there is a holomorphic map
g : X → Y such that f |V = g|V .
Note that the map to be approximated or interpolated is assumed to be contin-
uous on all of X. The assumption that f is globally defined and continuous on all
of X is natural. For if there were no continuous extension, then there would be no
holomorphic extension. The purpose of this assumption is to remove any topological
obstructions that might arise.
An Oka manifold is a complex manifold which satisfies the approximation prop-
erty or equivalently the interpolation property. There are more than a dozen non-
trivially equivalent characterisations of Oka manifolds, see [29], we chose to mention
these characterisations because of the type of problems we wish to consider in this
thesis.
A fundamental property of an Oka manifold is that every continuous map from a
Stein manifold X to an Oka manifold Y is homotopic to a holomorphic map X → Y .
This is termed the basic Oka property.
The basic Oka property is clearly a nontrivial condition. For consider maps from
C∗ to D∗. There is no holomorphic map that is homotopic to the continuous map
z ↦→ z
2|z| because every holomorphic map C
∗ → D∗ is constant by Liouville’s theorem.
The basic Oka property is also not a sufficient condition to prove the Oka property.
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For consider maps from C to D. Certainly every continuous map is homotopic to a
holomorphic map because every continuous map is homotopic to the constant map
0. However, we cannot interpolate or approximate with holomorphic maps as they
are all constant by Liouville’s theorem, and hence D does not have the Oka property.
Indeed, any subset D of C that has more than one point in its complement is not
Oka by Picard’s little theorem.
In light of [47, Lemma 6.28], which says that homotopic smooth maps are
smoothly homotopic, it follows that every smooth map from a Stein manifold X
to an Oka manifold Y is smoothly homotopic to a holomorphic map.
Basic examples and non-examples
The simplest example of an Oka manifold is C. Based on our discussion of Stein
manifolds, it is clear that C has the approximation property and the interpolation
property, and hence is an Oka manifold. By linearisation, Grauert [35] showed that
all complex Lie groups are Oka manifolds, though not in this language. Homogenous
manifolds, that is, complex manifolds Y for which there is a transitive holomorphic
action of a complex Lie group G on Y , are also Oka.
An important example of an Oka manifold, especially for this dissertation, is the
null quadric. The null quadric
A = {z ∈ Cn : z21 + . . . z2n = 0}
is an algebraic subvariety in Cn that is closely related to minimal surface theory, see
2.4.2. The punctured null quadric A\{0} is an Oka manifold. Indeed, it satisfies the
stronger property of being elliptic, see [36] [2, Example 4.3].
Other flexibility properties
There are many other flexibility properties a complex manifold can satisfy including
subellipticity, ellipticity, dominability, and the density property, and much research
is being done to see how the different properties relate to each other. We refer the
interested reader to [29] for a full description of these properties and the interplay
between them.
Since we prove in Proposition 3.5.1 that every complex manifold Y admitting
C k-Carleman approximation is dominable we have decided to define this notion here.
Note that a complex manifold being dominable is a weaker condition than it being
Oka [29, Theorem 5.5.1(e)].
Definition 2.2.8. A holomorphic map f : Cn → Y is said to be dominating at the
point y0 = f(0) ∈ Y if the differential df0 : T0Cn → Ty0Y is surjective. If such a map
exists, the manifold Y is said to be dominable at y0. A complex manifold which is
dominable at every point is said to be strongly dominable.
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2.3 Complex approximation theory
2.3.1 Holomorphic convexity and Bounded Exhaustion Hulls
Recall that in the previous section we defined the holomorphically convex hull of a
compact subset K of a complex manifold X, see (2.2.1). A compact set K ⊂ X is
said to be O(X)-convex (sometimes called holomorphically convex ) if K̂ = K. If
X is a Riemann surface, then the condition that K is O(X)-convex is equivalent to
the condition that K has no holes, that is, the complement X \K has no relatively
compact connected components.
Now suppose that E ⊂ X is a noncompact closed subset of X. Following [53],





where {Ej}j∈N is some compact exhaustion of E. This definition is independent of
the choice of exhaustion. For if {Ej1} and {Ej2} were two exhaustions for E then
simply interweaving the compact sets in the sequence leads to a new exhaustion
E11 ⊂ Eµ12 ⊂ Eν11 ⊂ Eµ22 ⊂ . . .
which gives the same hull as {Ej1}j∈N and {Ej2}j∈N do since K̂ ⊂ L̂ whenever K ⊂
L ⊂ X are compacts. We say that a noncompact subset E ⊂ X is O(X)-convex (or
holomorphically convex) if Ê = E.
Let X be a complex manifold, E ⊂ X a closed O(X)-convex subset of X,
and K an O(X)-convex compact subset of X. Then the intersection E ∩ K is a
holomorphically convex compact set. For clearly Ê ∩K ⊂ K̂ = K. In addition,
Ê ∩K ⊂ Ej for some j ∈ N sufficiently large because Ej is a normal exhaustion of
E and K ∩E is compact in E since K ∩E is a closed subspace of the compact space
K.
For a closed set E ⊂ R we define
h(E) = Ê \ E.
Thus, E is O(X)-convex if and only if h(E) = ∅. We shall say that a set E has
bounded exhaustion hulls (or bounded E-hulls) if for every compact set K ⊂ X we
have that h(K ∪E) is compact. As before, we see that this property is independent
of the choice of normal exhaustion of X. In the case where X = C this condition is
equivalent to the complement CP1 \ E being locally connected at ∞.
Lemma 2.3.1. Let X be a Stein manifold and M ⊂ X be a closed O(X)-convex
subset. If K ⊂ X is a compact set contained in the interior of an O(X)-convex set
L ⊂ X such that h(K ∪M) ⊂ L, then setting K ′ = K ∪ (M ∩ L) we have that
K̂ ∪M = K̂ ′ ∪M. (2.3.1)
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In particular, if M has bounded exhaustion hulls then for every compact set K ⊂ X
the hull K̂ ∪M is closed and O(X)-convex.
Proof. Choose a compact O(X)-convex set M ′ ⊂ M such that L ∩M ⊂ M ′. It
suffices to show that for every such M ′ we have that
K̂ ∪M ′ = K̂ ′ ∪M ′. (2.3.2)
Since M is O(X)-convex, this clearly this implies (2.3.1) and also shows that the
set K̂ ∪M is closed and O(X)-convex.
If (2.3.2) fails for some such M ′, then the set V := K̂ ∪M ′\K̂ ′∪M ′ is nonempty.
Since M ′ is O(X)-convex, we have that h(K ∪M ′) ⊂ h(K ∪M) ⊂ L, where the
second inclusion holds by the hypotheses of the lemma. This implies V ⊂ L \ K̂ ′.
Pick a point p ∈ V . There exists a holomorphic function f ∈ O(L) such that
|f(p)| = 1 and |f | < 1/2 on K̂ ′ ⊂ L. Since L is O(X)-convex, we may approximate
f uniformly on L by a holomorphic function on X with the same properties which
we still denote f . Note that V is a relative neighbourhood of p in K̂ ∪M ′ whose
relative boundary brV := bV ∩
(
K̂ ∪M ′
)◦ is contained in K̂ ′. Since f(p) = 1 and
|f | < 1/2 on K̂ ′ ⊃ brV , we have a contradiction to Rossi’s local maximum modulus
principle [63]. (A simple proof of Rossi’s theorem was given by Rosay [62].)
The utility of the bounded E-hull condition for us is that it provides us with nice
compact exhaustions of X with respect to E. Such exhaustions are used to prove
our main results.
Lemma 2.3.2. If X is a Stein manifold and M ⊂ X is a closed O(X)-convex subset
with bounded exhaustion hulls, then there is a normal exhaustion (Kj)j∈N of X by
compact O(X)-convex sets such that Kj ∪M is O(X)-convex for every j ∈ N.
Proof. Choose any normal exhaustion (Kj)j∈N of X. We proceed inductively. In the
first step, choose a compact O(X)-convex set L1 such that h(K1∪M) ⊂ L1, and let
K ′1 denote the O(X)-convex hull of K1∪ (L1∩M). By Lemma 2.3.1 the set K ′1∪M
is then closed and O(X)-convex. Next, choose j2 > 1 such that K ′1 ⊂ Kj2 . Pick a
compact O(X)-convex set L2 ⊃ Kj2 such that h(Kj2 ∪M) ⊂ L2, and let K ′2 denote
the O(X)-convex hull of Kj2∪(L2∩M). As before we have that K ′2∪M is closed and
O(X)-convex. This process continues inductively and gives an exhaustion (K ′j)j∈N
of X with the desired properties.
The following gives us many examples of sets with bounded exhaustion hulls.
Example 2.3.3. A smooth properly embedded image of R in an arbitrary open
Riemann surface R is holomorphically convex and has bounded E-hulls.
Note that this statement is false if we omit the word ‘properly’, see [31, p.141] for
examples.
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Proof. Let R be an open Riemann surface, γ : R → R be a smooth proper em-
bedding, and M = γ(R). For each j ∈ N define M j := γ([−j, j]). Observe that
(M j)j∈N is a compact exhaustion of M . For each j ∈ N we have that M̂ j = M j
because the complement of M j is connected and not relatively compact. Hence M
is O(R)-convex.
Now, suppose that K is a compact subset of R. Without loss of generality
assume that M ∩ K ̸= ∅. Since γ is proper, the set γ−1(K) is compact. Suppose
that [a, b] is the convex hull of γ−1(K). Let K ′ be the holomorphically convex hull of
K ∪ γ([a, b]) in R. Note that K ′ is O(R)-convex and hence R\K ′ has no relatively
compact connected components.
One can easily verify using the properness and injectivity of γ that whenever
t < a or t > b we have that γ(t) ̸∈ K ′. Let U ⊂ R be the connected component
of the complement of K ′ containing γ((−∞, a)). Clearly the set U \ γ([a − j, a))
is connected for every j ∈ N (one can see this using the tubular neighbourhood
theorem for example). Also, clearly U \ γ([a− j, a)) is not relatively compact since
any divergent sequence in U can be perturbed so as to avoid γ([a− j, a)). Hence the
complement of K ′ ∪ γ([a − j, a]) has no relatively compact connected components
and therefore is O(R)-convex. We may apply the same reasoning to prove that
Kj := K ′ ∪ γ([a− j, a]) ∪ γ([b, b+ j])
is O(R)-convex, here we also need γ([a − j, a)) ∩ γ((b, b + j]) = ∅ which is true by
injectivity.
The sequence (Kj)j∈N is a compact exhaustion of K ′ ∪M by holomorphically
convex compact subsets. Therefore K ′ ∪M is O(R)-convex and hence h(K ∪M) ⊂
K ′, so the hull h(K ∪M) is compact, as required.
2.3.2 Totally real sets
In this section, we introduce the natural class of maps that one wants to consider
when studying Carleman approximation by holomorphic maps.
Let X be a complex manifold of dimension m and let M be a closed subset of
X. Assume that k ∈ N and f is a function of class C k in an open neighbourhood
U ⊂ X of M . We say that f is ∂̄-flat to order k along M if for each point x ∈ M
there exist holomorphic coordinates z = (z1, . . . , zm) on X around x such that in
these coordinates
Dα(∂̄f)(x) = 0 (2.3.3)
holds for all multiindices α ∈ (N∪ {0})2m with |α| := α1 + · · ·+α2m ≤ k− 1. Here,
Dα denote the partial derivative with respect to the underlying real coordinates
x1, y1, . . . , xm, ym with zj = xj + iyj. If this holds, we shall write f ∈ Hk(X,C;M),
where C denotes the target space (that is, we are considering functions). It follows
from chain rule that the definition is independent of the choice of local holomorphic
coordinates.
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If the set M is sufficiently regular (for example, if it is a submanifold of X of
class C 1) then the condition (2.3.3) for all |α| ≤ k − 1 and x ∈M is equivalent to
|∂̄f(z)| ≤ o(dist(z,M)k−1),
where dist is any Riemannian distance function on X and the estimate is uniform
on any compact subset of M .
More generally, let X, Y be complex manifolds of dimension m,n respectively
and let M be a closed subset of X. We say that a map f ∈ C k(X, Y ) is ∂̄-flat to
order k along M and we write f ∈ Hk(X, Y ;M) if for each point x ∈M there exist
an open neighbourhood U ⊂ X of x and holomorphic coordinates ζ = (ζ1, . . . , ζn)
on an open neighbourhood V ⊂ Y of f(x) such that f(U) ⊂ V and each component
function of the map ζ ◦ f |U : U → Cn is ∂̄-flat to order k on M ∩ U . We declare
that f ∈ H0(X, Y ;M) for any continuous map f ∈ C (X, Y ).
The above definitions pertain to any closed subset M of X. However, the most
important case for us to consider is when M is a totally real submanifold of X or,
more generally, a totally real subset.
Definition 2.3.4. A real submanifold M in a complex manifold X is called totally
real if the tangent space TxM at every point x ∈M (which is a real subspace of the
complex tangent space TxX) does not contain any nontrivial complex subspaces. A
subset M ⊂ X is called a totally real set of class C k, k ≥ 1, if M is closed and
locally contained in a totally real submanifold of class C k, that is, for every point
x ∈M there exist an open neighbourhood U of x and a C k totally real submanifold
M ′ ⊂ U such that M ∩ U ⊂M ′.
An even more general notion introduced by Magnusson and Wold in [49] is the
following. We are able to prove some results in this generality, see Corollary 4.1.9.
Definition 2.3.5. A closed subset M ⊂ X is called a stratified totally real set if
M is the increasing union M0 ⊂ M1 ⊂ · · · ⊂ Mk = M of closed subsets of X, such
that for each j = 0, . . . , k ∈ N, the set Mj \Mj−1 is locally contained in a totally
real submanifold, where M−1 := ∅.
We will refer to the set Mj \Mj−1 for j = 0, . . . , k as the strata of M with respect
to the stratification {Mj}0≤j≤k. For convenience, whenever we say M is a stratified
set, we will assume that we have fixed a stratification like the one above so that we
may refer to the strata of M without having to introduce more notation.
These notions also apply to C ∞ and real analytic submanifolds.
It is well known that every function f ∈ C k(M) on a closed C k totally real
submanifold M in a complex manifold X extends to a function in C k(X) which is
smooth of class C ∞ on X\M and ∂̄-flat up to order k along M (see for example
Hörmander and Wermer [45, Lemma 4.3]).
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Suppose K is a compact subset of X. Let Hk(X, Y ;M,K) denote the set of all
f ∈ Hk(X, Y ;M) such that f |U ∈ O(U, Y ) for some neighbourhood U of K. Note
that
Hk(X, Y ;M, ∅) = Hk(X, Y ;M).
This is our motivation for choosing this notation.
2.3.3 Higher dimensional approximation theorems
There are many generalisations of Carleman’s theorem in the literature already, see
Alexander [10], Gauthier and Zeron [34], Hoischen [43], Scheinberg [65], Manne [52],
Manne, Øvrelid and Wold [53], and Magnusson and Wold [49].
The following is an extremely simplified version of [53, Theorem 3.1]. For the
sake of brevity, we have decided not to include the interpolation nor the higher order
approximations here.
Theorem 2.3.6 ([53]). Let X be a Stein manifold and let M ⊂ X be a totally
real set which is holomorphically convex and has bounded E-hulls in X. Then the
following holds: For any compact set K ⊂ X with K ∪M holomorphically convex,
f ∈ C (K ∪M) ∩ O(K), and strictly positive function ϵ ∈ C (K ∪M), there exists
g ∈ O(X) such that |g(x)− f(x)| < ϵ(x) for every x ∈ K ∪M .
This theorem is directly useful in proving the local approximability of the map
f in Lemma 3.3.1. One of the main successes of [53] was that they were able to
characterise totally real sets admitting C k-Carleman approximation. Their charac-
terisation says the following.
Theorem 2.3.7. If X is a Stein manifold, and M ⊂ X is a totally real set of
class C k, k ≥ 1, then M admits C k-Carleman approximation if and only if M is
holomorphically convex and has bounded E-hulls.
Magnusson and Wold [49] proved that this characterisation also holds for k = 0
when X = Cn. These characterisation theorems are closely related to results in this
thesis, and are often used to show optimality.
The above results concern Carleman approximation of functions. It is a natural
question to consider whether this type of approximation can be done for maps into
Oka manifolds as these are precisely the manifolds for which there exists an analogue
of the Runge approximation theorem for maps from Stein manifolds.
19
2.4 Minimal surface theory
2.4.1 Reminder of basic definitions
Curvature
We say that a differentiable map γ̃ : [0, L] → Rn is a parametrisation by arc length





In other words, the distance travelled in the parameter space is the same as the
distance travelled along the arc in Euclidean space, hence the name.
We may parametrise any C 1 immersed curve in Rn by arc length. For suppose
that C is an immersed curve in Rn parametrised by a continuously differentiable
immersion γ : [α, β] → Rn, where α < β are real numbers. The monotone map





has a differentiable inverse t : [0, L] → [α, β], and the composition γ ◦ t : [0, L] → Rn
is the desired parametrisation by arc length.
The arc length parametrisation, usually distinguished by the use of an s rather
than a t, has several nice properties. For example, the derivative with respect to the
arc length parametrisation dγ
ds
is a unit vector for each s ∈ [0, L]. We call the second
derivative with respect to arc length d
2γ
ds2
the curvature vector. The curvature vector
measures the curviness of C at each point along the curve.
For our purposes, a surface is simply a Riemann surface R together with an
immersion X : R → Rn. In the following we will assume that the map X is
injective. This assumption, which is tantamount to considering the local picture,
is actually sufficient for our purposes because the mean curvature H(N) does not
depend on our choice of local coordinates on R, see (2.4.3).
Naturally, the notion of curvature is more complicated for a surface than for a
curve. Let p be a point on the surface S = X(R) and Γ be a C 2 curve contained
in S with Γ(0) = p. The component of the curvature vector of Γ contained in TpS
does not give useful information about the curvature of the surface. The quantity




where N is a vector normal to the surface S at the point p.
Suppose that a is the unique point in R such that X(a) = p (recall that we are
assuming X is injective). Also, suppose that γ is the curve in R corresponding to
Γ, that is, Γ = X ◦ γ. Choose holomorphic coordinates ζ = ζ1 + iζ2 near a. Let γ1
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be the real part of γ near a and γ2 be the imaginary part of γ near a with respect



























where bij(N) = ∂
2X
∂ζi∂ζj







. Hence, we have demonstrated that
the curvature along a path in S depends only on the direction of the correspond-
ing path in R, where we understand the direction in terms of local coordinates.
Therefore we shall denote d
2(X◦γ)
ds2
(0) · N by k(T ;N) where T ∈ R2 is such that
∥T∥ = 1.
To remedy the fact that there are still many different directions T , geometers
focus only on the maximum and minimum values of k(T ;N), the so-called principal
curvatures. Following Osserman [58] we denote these values k1 and k2 respectively.
The mean curvature H(N) of the surface at the point p, with respect to the normal
N , is the average of k1 and k2.
Minimal surfaces
The calculation of the mean curvature with respect to the normal direction N is
instructive for two reasons. Firstly, it demonstrates that the mean curvature depends
linearly on the choice of N . Therefore there is a unique choice of normal vector at
each point so that H(N) = H · N . Secondly, it illustrates the close relationship
between harmonic maps and conformal minimal immersions. Hence we shall do the
calculation here.
By the above calculation, the optimisation problem we are considering is, for a









subject to the constraint ∥T∥ = 1. Note that the denominator and the numerator
in the above fraction are the second and first fundamental forms, respectively. In
particular, k(T ;N) is the quotient of two quadratic forms.
The directional derivative ∇T = T · ∇k of k(T ;N) in the direction of T is zero
for each T in R2 with ∥T∥ = 1 because the objective function k(T ;N) is constant
along rays. The Lagrange multiplier theorem states that at a critical point T ∗ of
k(T ;N) there exists a unique λ∗ ∈ R such that ∇k(T ∗;N) = λ∗∇g(T ∗), where
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2 . Since ∇g(T ) = 2T and
∇Tk(T ∗;N) = T · ∇k(T ∗, N) = T ∗ · λT ∗ = 0,








where T = (T1, T2)⊤, B = (bij(N)), and G = (gij). Suppose T ∗ ∈ S1 ⊂ R2 is an
extremum of k(T ;N) on the unit circle. Then by the above calculation we know
that
BT ∗(T ∗)⊤G(T ∗)−GT ∗(T ∗)⊤BT ∗ = 0.
Because X is an immersion, it follows that G is nondegenerate, and therefore we
can divide through by (T ∗)⊤GT ∗ which gives
BT ∗ − k(T ∗;N)GT ∗ = 0.
Therefore we may conclude that the determinant of B − kG is equal to zero for
k = k(T ∗;N). In other words, the extreme values of k(T ∗;N) are the roots of the
equation det(B − kG) = 0. Expanding out the determinant into powers of k we
obtain
(detG) k2 − (g22b11(N) + g11b22(N)− 2g12b12(N))k + detB = 0.
As discussed above, the two roots of this equation correspond to the two principal
curvatures. Note that for a polynomial xn + an−1xn−1 + · · · + a1x + a0, n ≥ 2, the
penultimate coefficients, an−1, is equal to the sum of the zeros of the polynomial.
After dividing through by detG to obtain a polynomial whose leading coefficient is
one, the aforementioned fact about polynomials tells us that
H(N) =
g22b11(N) + g11b22(N)− 2g12b12(N)
2 detG
. (2.4.3)
This formula is enlightening.
Firstly, from this formula, it is clear that H(N) depends linearly on N because
the matrix B does, and hence at each point of the surface, there is a normal vector
H such that H ·N . This leads to the following definition of a minimal surface.
Definition 2.4.1. We say that an immersed surface X : R → Rn, n ≥ 3, is minimal
if its mean curvature vector H vanishes at each point.
Secondly, (2.4.3) demonstrates the connection between conformal harmonic im-
mersions and conformal minimal immersions. That is, a smooth immersion X :
M → Rn of an open Riemann surface R into Rn is minimal if and only if it is
harmonic. Indeed, more than this is true. It is actually the case that ∆X = 2H,
where ∆X is the intrinsic metric Laplacian.
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2.4.2 Directed Holomorphic Curves and CMI’s
The Weierstrass representation formula
Part of the reason why minimal surface theory and complex analysis have enjoyed
such a fruitful relationship for many years is due to the Weierstrass representation
formula. Let ∂ denote the C-linear part of the exterior differential d, we have that
∂X = (∂X1, . . . , ∂Xn) is a nowhere vanishing holomorphic 1-form verifying
∂X21 + · · ·+ ∂X2n = 0 and |∂X1|2 + · · ·+ |∂Xn|2 ̸= 0. (2.4.4)
In this situation, ℜ(∂X) is an exact 1-form on R and the flux map ofX is determined
by the group morphism FluxX : H1(R;Z) → Rn, of the first homology group of R







∂X, γ ∈ H1(R;Z). (2.4.5)
Conversely, any nowhere vanishing holomorphic 1-form Φ = (ϕ1, . . . , ϕn) on R, that
satisfies (2.4.4) and for which ℜ(Φ) is an exact 1-form on R, determines a conformal
minimal immersion X : R → Rn with ∂X = Φ via the Weierstrass representation
formula
X(p) = X(p0) + 2
∫ p
p0
ℜ(Φ), p ∈ R, (2.4.6)
for any fixed point p0 ∈ R and initial conditionX(p0) ∈ Rn. For a standard reference
see [58]. More recently, tools from holomorphic elliptic geometry have emerged and
found their way into contemporary minimal surface theory, see the survey [6].
2.4.3 Contemporary results in minimal surface theory
Admissible sets
There have been a variety of new results proven in minimal surface theory since the
introduction of methods from Oka theory. In this section, we highlight some of these
applications most pertinent to the present dissertation. We refer the reader to [4]
for a more comprehensive overview of the recent developments.
Before the introduction of Oka theory to the subject, there were relatively few
results concerning deformations of one minimal surface to another with more de-
sirable global properties [4]. Recent works using techniques from Oka theory have
provided us with a wealth of such theorems. In particular, we now have an assort-
ment of Runge and Mergelyan type theorems for conformal minimal immersions and
directed holomorphic curves.
The Mergelyan results for conformal minimal immersions (CMI) concern ap-
proximation on admissible sets. As we shall see, these sets come up naturally in
constructions of CMI with desirable properties.
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Definition 2.4.2. A compact subset S of an open Riemann surface R is said to
be admissible if S = K ∪M , where K = ∪Kj is a union of finitely many pairwise
disjoint, compact, smoothly bounded domains in R and M = ∪Mj is a union of
finitely many pairwise disjoint smooth arcs or closed curves that intersect K only
at endpoints (if at all) and such that the intersections with the boundary bK are
transverse.
Later we will generalise the notion of admissible sets to the noncompact setting,
see Definition 4.1.1.
Directed holomorphic curves
Following [2], we define a directed holomorphic immersion as follows. We say that
a closed subvariety S ⊂ Cn is conical if S is closed under multiplication by nonzero
complex numbers. It follows from Chow’s theorem [18, p. 74] that any such subva-
riety is algebraic.
Let S be a topologically closed conical subvariety of Cn. A holomorphic immer-
sion F : (F1, . . . , Fn) : R → Cn of an open Riemann surface R to Cn is said to be
directed by S, or an S-immersion, if its complex derivative F ′ with respect to any
local holomorphic coordinate on R assumes values in S\{0}.
The notion of an S-immersion extends to a compact bordered Riemann surface
in the following way. Suppose that K is a compact bordered Riemann surface. An
immersion f ∈ C r(K,Cn) that is an S-immersion on the interior of K, is called an
S-immersion of class A r(K).
Finally, the notion of an S-immersion generalises to admissible sets in the obvious
way. Suppose that S = K ∪M is an admissible set. Say that a map F : S → Cn is
an S-immersion if F |K is an S-immersion with respect to the above definition, and
F ′(t) ∈ S\{0} with respect to any local parameter t on any connected component
of M .
Alarcon and Forstnerič [2] proved several Mergelyan type theorems for directed
holomorphic immersions. Let us first present the basic version, namely [2, Theorem
7.2 (b)], so that we can compare and contrast with the second version.
Theorem 2.4.3. Let S ⊂ Cn be a closed irreducible conical subvariety such that
S\{0} is an Oka manifold. Let S be a holomorphically convex compact admissible
set in an open Riemann surface R. Then every S-immersion S → Cn can be
approximated in the C 1(S) topology by S-immersions R → Cn.
For the purposes of this dissertation, we are primarily interested in global ap-
proximations. Hence why we have chosen to only highlight the second part of [2,
Theorem 7.2] in the above theorem. The first part of [2, Theorem 7.2] states that
even without the holomorphic convexity and Oka assumptions, one can still approx-
imate by S-immersions U → Cn from open neighbourhoods U of S.
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Let us now very briefly sketch the key ideas used in the proof of Theorem 2.4.3.
First, let θ be a nowhere vanishing holomorphic 1-form on R and let F : S → Cn be
an S immersion. By [2, Theorem 7.2 (a)], we may approximate F on S by an S-
immersion F0 : U → Cn defined on an open neighbourhood U of S. Theorem 2.4.3
is then proven inductively by producing a sequence of S-immersions Fj : Dj → Cn,
j = 0, 1, 2, . . . , defined on an well chosen increasing sequence of smoothly bounded
domains (Dj)j∈N∪{0}, such that F = F0, Fj approximates Fj−1 well on Dj−1, and
S ⊂⊂ D0 ⊂⊂ U . The base of the induction is the S-immersion F0. Suppose that
F0, F1, . . . , Fj−1 have been constructed with the desired properties for some j > 1.
The goal is to construct a map Fj with the desired properties. To this end, one
uses period dominating sprays and the fact that S\{0} is an Oka manifold, to
approximate fj−1 = dFj−1/θ : Dj−1 → S\{0} by a holomorphic map Dj → S\{0}
that has vanishing periods. Then, integrating gives the desired next map Fj.
The second version of Mergelyan’s theorem for S-immersions proven in [2] is the
following, see [2, Theorem 7.7].
Theorem 2.4.4. Let S ⊂ Cn be a closed irreducible conical subvariety such that
S\{0} is an Oka manifold. Assume that S ∩ {z1 = 1} is an Oka manifold and
that the coordinate projection π1 : S → C onto the z1-axis admits a local holomor-
phic section h near z1 = 0 with h(0) ̸= 0. Let S be a compact, holomorphically
convex, admissible set in an open Riemann surface R. Given an S-immersion
F = (F1, . . . , Fn) : S → Cn such that F1 extends to a nonconstant holomorphic
function F1 : R → C, there exists for every ϵ > 0 a holomorphic S-immersion
F̃ = (F1, F̃2, . . . , F̃n) :M → Cn such that ∥F̃j − Fj∥C 1(S) < ϵ for j = 2, . . . , n.
We can understand these additional assumptions as follows. If S′ = S∩{z1 = 1}
is an Oka manifold, then S\{z1 = 0} ∼= S′ × C∗ is an Oka manifold also. Write
f1 = dF1/θ and f = dF/θ, where f = (f1, . . . , fn). The projection onto the first
factor π1 : S → C, is a trivial S′-bundle over C∗ that may be singular over 0.
Because F1 : R → C is a nonconstant holomorphic function, the pullback f ∗1π : E =
f ∗1S → R is a trivial holomorphic fibre bundle over R\f−11 (0) that may be singular
over the set of points f−11 (0). The set f
−1
1 (0) is discrete because F1 is nonconstant.
Then, the function f ′ = (f2, . . . , fn) : S → Cn−1, which we may assume is defined
on a neighbourhood U of S using similar arguments to those in the proof of [2,
Theorem 7.2 (a)], corresponds to a section of E over the set U . By the local section
assumption, we may define f ′ as a holomorphic function in a neighbourhood of each
point a ∈ f−11 (0)\S so that f ′(a) ̸= 0. Finally, one can follow the same scheme as
above to enlarge the domain of holomorphicity of f ′, except that this time one uses
the Oka principle for sections of ramified holomorphic maps with Oka fibres, see [25]
or [29, Sect. 6.14].
This version of the theorem is particularly useful for proving global properties of
the approximating function like completeness and properness.
Later in 2019, Alarcón and Castro-Infantes [1] improved upon some of the results
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of [2] by adding interpolation. Their main result about approximating by directed
holomorphic immersions is the following, see [1, Theorem 1.3].
Theorem 2.4.5. Let R be an open Riemann surface, Λ ⊂ R be a closed discrete
subset, and K ⊂ R be a smoothly bounded compact domain such that R\K has no
relatively compact connected components. For each p ∈ Λ let Ωp ⊂ R be a smoothly




Ωp. Let F : K → Cn and G : Ω → Cn be S-immersions of class A 1(K)
and A 1(Ω), respectively, such that F = G on K ∩ Ω. Then given k ∈ N, F may
be approximated uniformly on K by S-immersions F̃ : R → Cn such that F̃ − G
has a zero of multiplicity (at least) k at every point in Λ. Moreover, if the map
G|Λ : Λ → Cn is one-to-one, then we can choose F̃ : R → Cn to be one-to-one.
Furthermore:
a) If S∩{z1 = 1} is an Oka manifold and π1 : S → C admits a local holomorphic
section near ζ = 0 ∈ C with h(0) ̸= 0, then we may choose F̃ to be complete.
b) If S∩{z1 = 1} is an Oka manifold and π1 : S → C admits a local holomorphic
section near ζ = 0 ∈ C with h(0) ̸= 0, and if the map G|Λ : Λ → Cn is proper,
then we may choose F̃ : R → Cn to be proper.
Note that Theorem 2.4.5 applies to smoothly bounded compact domains and
not admissible sets. However, with the help of the following proposition, which
is a generally very helpful result, we can use Theorem 2.4.5 for admissible sets
providing Λ does not intersect the topological boundary of S. This proposition is
[1, Proposition 5.2] without the assumption that S is very simple, which as noted
by the authors of [1] is be to be unnecessary.
Proposition 2.4.6. Let S ⊂ Cn be an irreducible closed complex subvariety of Cn
which is not contained in any hyperplane and such that S\{0} an Oka manifold.
Let Σ be a compact bordered Riemann surface and let S = K ∪ M ⊂ Σ◦ be an
admissible Runge compact subset such that S is a strong deformation retract of
Σ. Let Λ ⊂ K◦ be a finite subset. Given an integer k ∈ N, every S-immersions
F = (F1, . . . , Fn) : S → Cn which is nonflat on K◦ may be approximated in the
C 1(S)-topology by S-immersions, F̃ : (F̃1, . . . , F̃n) : Σ → Cn such that F̃ − F has a
zero of multiplicity k ∈ N at all points p ∈ Λ and that F̃ has no constant component
function.
Furthermore, if S ∩ {z1 = 1} is an Oka manifold the coordinate projection π1 :
S → C onto the z1-axis admits a local holomorphic section h near z1 = 0 with
h(0) ̸= 0, Λ ⊂ K◦0 , and F1 extends to a nonconstant holomorphic function Σ → C,
then F̃ may be chosen with F̃1 = F1.
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Conformal Minimal Immersions on admissible sets
Let S = K∪M be an admissible set in a Riemann surface R, and let θ be a nowhere
vanishing holomorphic 1-form on a neighbourhood of S.
A generalised conformal minimal immersion S → Rn, n ≥ 3, of class C r, r ∈ N,
is a pair (X, fθ) where X : S → Rn is a C r map whose restriction to S◦ = K◦ is a
conformal minimal immersion and the map f ∈ A (S,U∗) is such that
a) fθ = 2∂X holds on K, and
b) For any smooth path α parametrising a connected components of S\K we
have that ℜ(α∗(fθ)) = α∗(dX).
Similar results as those found in the last section are also true of conformal mini-
mal immersions. For example, Alarcón and Castro-Infantes [1] proved the following
interpolation result in their paper.
Theorem 2.4.7 (Theorem 1.2 [1]). Let R,Λ, K, and Ω be as in Theorem 2.4.5.
Let X : K → Rn and Y : Ω → Rn, n ≥ 3, be conformal minimal immersions
of class C 1(K) and C 1(Ω), respectively, and let p : H1(R,Z) → Rn be a group
homomorphism satisfying
X = Y on K ∩ Ω and FluxX(γ) = p(γ) for all closed curves γ ⊂ K.
Then, given k ∈ Z+, X may be approximated uniformly on K by complete conformal
minimal immersions X̃ : R → Rn enjoying the following properties:
1. X̃ and Y have a contact order of k at every point of Λ.
2. FluxX̃ = p
3. If the map Y |Λ : Λ → Rn is proper then we can choose X̃ : R → Rn to be
proper.
4. If n ≥ 5 and the map Y |Λ : Λ → Rn is one-to-one, then we may choose
X̃ : R → Rn to be one-to-one.
In a book in preparation by Alarcón, Forstnerič, and López, sent to me in private
communications, there is a new and improved interpolation theorem that allows for
interpolation not only on a smoothly bounded domain but on an admissible set.
This new theorem could provide a simpler way to prove several of our CMI results
in later sections and perhaps even strengthen the results to C k approximation. For
the time being, the proofs presented here are in their original peer reviewed form.
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2.5 Preliminaries for Chapter 5
2.5.1 Differential equations on admissible sets
In Chapter 5, we will discuss systems of differential equations on admissible sets
(see Definition 2.4.2). Let us now explain how this is done. The definition we use
here is the one introduced in [8]. Define df for an arbitrary function f : S → C of
class A 1(S) as follows. Fix a holomorphic 1-form θ vanishing nowhere on R and
consider the continuous map f̂ : S → C given by
1. f̂ = df/θ on K◦,
2. f̂(α(t)) = (f ◦ α)′(t)/θ(α(t), α′(t)), for any smooth regular path α in R
parametrising a connected component Γi of Γ.
The map f̂ is well defined and of class A 0(S). Define df = f̂ θ. Importantly, though
f̂ depends on θ, df does not. Moreover, if f is holomorphic on a neighbourhood of
S then (df)|S = d(f |S). For a function f : S → Y of class A 1(S, Y ) the pullback
f ∗α of a differential 1-form α on Y is then interpreted in the obvious way.
Note that d is linear in precisely the way we expect it to be. For on S we have
dα(t)(f + g) =
((f̂ + ĝ) ◦ α)′(t)
θ(α(t), α′(t))
θ(α(t)) = dα(t)f + dα(t)g.
This fact is important to the calculation of (5.2.14).
2.5.2 Period dominating sprays
Let X, Y be complex manifolds. A holomorphic spray of maps X → Y is simply a
holomorphic map F : X×W → Y , whereW is a connected domain in CN containing
the origin [8]. There is a particularly useful version of sprays of maps called period
dominating sprays. Intuitively, these are sprays with enough directions for one to
control periods. Period dominating sprays were used, for example, in Gunning and
Narasimhan’s famous paper [38].
The aim of the following definitions is to differentiate between the period domi-
nating sprays that we work with in Chapter 5, (second kind) and the period domi-
nating sprays perhaps more commonly associated with minimal surface theory (first
kind).
Definition 2.5.1 (First kind). Let R be an open Riemann surface and θ be a
nowhere vanishing holomorphic 1-form on R. Let S be an admissible subset of R
or R itself. Suppose that C = {C1, . . . , Cm} is a system of smooth Jordan curves
contained in S, W ⊂ Cmn is a domain containing the origin, and Y is a domain in
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Cn. We say that a map F : S×W → Y of class A (S×W,Y ) is a period dominating










: Cmn → Cmn
is an isomorphism.
Period dominating sprays of the first kind emerged from [38] and have recently
been used in minimal surface theory and contact geometry to prove new approxi-
mation results. Some precise references for where this type of spray has been used
in the minimal surface case are [1, i.2), Lemma 4.2] and [2, Lemma 5.1], whilst this
sort of spray has been used in the contact case in [8, Theorem 3.3] with θ = dy for
some nonconstant function y.
Definition 2.5.2 (Second kind). Let R, S,W,C be as above. Let Y be a complex
manifold and α be a system of d holomorphic 1-forms α0, . . . , αd−1 on Y . We say
that a map F : S ×W → Y of class A (S ×W,Y ) is a period dominating spray of










: Cmd → Cmd
is an isomorphism.
Note that (x̃, y) from [8, Theorem 3.3] is a period dominating spray of the second
kind with respect to xdy and also x̃ is a period dominating spray of the first kind
with respect to θ = dy, so there is some kind of overlap between the two definitions.
Let f : S → Cn be a map of class A 1(S,Cn) and let gµν : R → Cn be a
family of maps of class A 1(R,C) for ν = 0, . . . , d − 1 and µ = 1, . . . ,m. A map
F : S × (Cd)m → Cn,
F (ζ, t) = F (ζ, (tµν )ν=1,...,d,
µ=1,...,m






of class A (S ×W,Y ), is called a linear spray of maps with core f : S → Cn and
features gµν : R → Cn. We will often abbreviate this expression to simply
F (ζ, t) = f(ζ) + t · g.
Admittedly, one could make this definition without the features needing to be a
matrix however this definition will make the next step easier.
We end this section with some lemmas that will be useful in Chapter 5. In
the following, let x : R → C denote a holomorphic immersion of an open Riemann
surface R into C. Such a map, which always exists by [38], gives us local holomorphic
coordinates on R. Let z = (z1, . . . , zn) denote the usual coordinates on Cn.
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Lemma 2.5.3. Let f be a map of class A 1(S,Cn) and gµν be a family of maps of
class A 1(R,Cn) for ν = 1, . . . , d, µ = 1, . . . ,m. Define F : S × (Cd)m → Cn,
F (ζ, t) = F (ζ, (tµν )ν=1,...,d,
µ=1,...,m






Suppose that F is a period dominating spray of maps S → Cn, of the second kind,
with respect to a system of holomorphic 1-forms αl =
∑n
k=1 alkdzk, l = 1, . . . , d and













sufficiently small for µ = 1, . . . ,m and ν = 1, . . . , d, where C = ∪mµ=1Cµ, the map
F̃ : S × (Cd)m → Cn,
F̃ (ζ, t) = f(ζ) + t · g̃(ζ)
is a period dominating spray of maps S → Cn, of the second kind, with respect to











: Cmd → Cmd













Clearly det J0P ̸= 0. It suffices to show that the entries of J0P̃ are C 0-close to































































































































is sufficiently small for µ = 1, . . . ,m and ν = 1, . . . , d.
Lemma 2.5.4. Suppose that R is an open Riemann surface whose homology group is
generated by finitely many smooth Jordan curves C1, . . . , Cm ⊂ R. If F : R×Cmd →
Cn,
F (ζ, t) = f(ζ) + t · g(ζ),
is a period dominating spray of maps R → Cn, of the second kind, with respect
to C1, . . . , Cm and holomorphic 1-forms α1, . . . , αd such that f ∗αl is exact for l =
1, . . . , d, then for every map h : R → {0}×Cn−d ⊂ Cd×Cn−d there exists arbitrarily
small t0 ∈ Cmd and δ ∈ C∗ such that the pullback of αl by F (·, t0) + δh is exact for
l = 1, . . . , d.
Proof. Recall that a holomorphic 1-form on a Riemann surface R is exact if and
only if it has vanishing periods on a homology basis. The exactness of f ∗αl, for








satisfies P (0) = 0. By definition, ∂P
∂ζ
(0) is an isomorphism. Hence, the conclusion of
this lemma follows by applying the implicit function theorem, see [61], to the map
P ′ : Cm × C → Cm,
P ′(t, δ) =
(∫
Cρ





and observing that P ′(0) = P (0) = 0.
2.5.3 Technical lemma
The following is a technical lemma that will be needed in the proof of Proposition
5.2.4.
Lemma 2.5.5. Given nonlinear real-valued differentiable functions f1, . . . , fN : R →
R, N ∈ N, and real numbers δ, p ∈ R so that δ > 0 and
(f ′1, . . . , f
′
N)((p− δ, p+ δ))
is not contained in any affine subspace of RN that does not pass through the origin,
there exists a smooth function ϕ : R → R such that:
1. The support of ϕ is contained in (p− δ, p+ δ).
2. For i = 0, 1, . . . , N , the integral
∞∫
−∞




ψ(a)da = 1, where ψ(a) =
∫ a
−∞ ϕ(t)dt.
Note that the above hypothesis is equivalent to assuming that the affine span of
{f ′(t) : t ∈ (p− δ, p+ δ)} contains the origin, where f = (f1, . . . , fN).




ε2−(t−q)2 ) for t ∈ (q − ε, q + ε),
0 otherwise.







for ε > 0 and q ∈ R. Here, we have clearly normalised so that
∞∫
−∞
bq,ε(t)dt = 1. Note
that
bq,ε(t) = bq′,ε(t+ (q
′ − q)), (2.5.2)
for ε > 0 and q, q′ ∈ R. That is, the normalised bump functions with respect to a
fixed ε > 0 are simply translations of each other. This fact will be useful later.
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We proceed by induction. To prove the base case, suppose that f1 : R → R is
a nonlinear real-valued differentiable function. Because f1 is nonlinear, there exist
points p0, p1 ∈ (p− δ, p+ δ), with p1 > p0, so that f ′1(p0)− f ′1(p1) ̸= 0. Hence, there
exists δ1 > 0 sufficiently small so that δ1 < p1−p0 and f1(p0+δ1)−f1(p0)−(f1(p1)−








for q = p0, p0 + δ1, p1, p1 − δ1. Define ∆ : R → R,




∆(t)dt = 0 and
∞∫
−∞




























































One can easily verify that ϕ has the desired properties.
Suppose that we have proven the lemma for N = k ∈ N. We will show that the
lemma also holds for N = k + 1.
To this end, let f1, . . . , fk+1 : R → R be real-valued differentiable functions such
that
(f ′1, . . . , f
′
k+1)((p− δ, p+ δ))
is not contained in any affine subspace of Rk+1 that does not pass through the origin.
We may assume that
{f ′1|(p−δ,p+δ), . . . , f ′k+1|(p−δ,p+δ)} ⊂ C (R) (2.5.4)
is a linearly independent set. For if this were not the case, then for some j ∈
{1, . . . , k + 1}, the function fj could be written as a linear combination of
{f0, . . . , f̂j, . . . , fk+1}.
However, by assumption the N = k case holds and so we are done.
Therefore, because (2.5.4) is a linearly independent set, we can find points
p1, . . . , pk+1 ∈ (p− δ, p+ δ) so that the matrix
⎛
⎜⎝
f ′1(p1) . . . f
′
k+1(p1)
... . . .
...









f ′1(p1) . . . f
′
M(p1)
... . . .
...









f ′1(p1) . . . f
′
M+1(p1)
... . . .
...




⎟⎠ = 0 (2.5.7)
for every choice of pM+1 ∈ (p−δ, p+δ). However, by expanding along the last row we
obtain a linear combination of f ′1, . . . , f ′M+1 which is nontrivial because the matrix
in (2.5.6) has nonzero determinant. This contradicts the fact that f ′1, . . . , f ′M+1 are
linearly independent on (p− δ, p+ δ).
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f ′j(p1)− f ′j(p0)
...
f ′j(pk+1)− f ′j(p0)
⎞
⎟⎠ .
There exists p0 ∈ (p − δ, p + δ) so that the set {w1, . . . , wk+1} ⊂ Rk+1 is linearly
independent. For suppose this were not the case. Then, there exist a1, . . . , ak+1 ∈ R,




















































However, because {v1, . . . , vk+1} is a basis for RN , the coefficients c1, . . . , ck+1 are







Since p0 ∈ (p− δ, p+ δ) was arbitrary, this contradicts our assumption that
(f ′1, . . . , f
′
k+1)(p− δ, p+ δ)
is not contained in any affine subspace of RN that does not pass through the origin.
(It is obviously the case that there is j ∈ {1, . . . , k + 1} so that cj ̸= 0, see (2.5.8)).
Now, suppose that p0 ∈ (p− δ, p+ δ) was suitably chosen so that {w1, . . . , wk+1}
forms a linearly independent set. In particular, the matrix
⎛
⎜⎝
f ′1(p0)− f ′1(p1) . . . f ′k+1(p0)− f ′k+1(p1)
... . . .
...
f ′1(p0)− f ′1(pk+1) . . . f ′k+1(p0)− f ′k+1(pk+1)
⎞
⎟⎠ (2.5.10)
is invertible. Choose δ1 so small that
n⋃
i=0
(pi − δ1, pi + δ1) ⊂⊂ (p− δ, p+ δ)
and
B = (fj(p0 + δ1)− fj(p0) + fj(pi − δ1)− fj(pi))i,j=1,...,k+1 = (bij)ij (2.5.11)
is invertible. Suppose that ϵ > 0 is so small that B̃ = (b̃ij)i,j=1,...,k+1 is invertible
whenever
|bij − b̃ij| < ϵ,
for every i, j = 1, . . . , k + 1. Let δ2 > 0 be such that
n⋃
i=0








for i = 1, . . . , k + 1, q = p0, p0 + δ1, p1, p1 − δ1, . . . , pk+1, pk+1 − δ1.
Let ∆i : R → R,
∆i(t) = bp0+δ1,δ2(t)− bp0,δ2(t)− bpi,δ2(t) + bpi−δ1,δ2(t).
As before, observe that
∞∫
−∞





∆i(t)dtda = 0 for i = 1, . . . , k+1.





























1 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
⎞
⎟⎟⎟⎠










∆̃i(t)dtda = 0 and
∞∫
−∞
∆̃i(t)fj(t)dt = δij for j = 1, . . . , k + 1. Let















Carleman approximation by maps
into Oka manifolds
In this chapter, we present a Carleman approximation theorem for maps from Stein
manifolds to Oka manifolds obtained by the author [17].
This chapter is broken down as follows. In Section 3.1, we establish the main
new definitions that are needed in later sections. Section 3.2 is dedicated to the
case where the target is C. There we prove a preliminary result that will be needed
in the proof of Theorem 3.3.5, the main result of this chapter, which is proven in
Section 3.3. In Section 3.4 we explain how interpolation can be added to Theorem
3.3.5. Finally, in Section 3.5 we provide some examples and further remarks.
3.1 Carleman approximation
Let X, Y be complex manifolds of complex dimensions m,n respectively and let A
be a closed subset of X. Let f be a k-times continuously differentiable Y -valued
map on a neighbourhood of A. A Carleman pair for f with respect to A is a pair
P = (A ,B), where A = {(Uj, ϕj) : j ∈ J} and B = {(Vj, ψj) : j ∈ J} are
collections of complex charts on X and Y respectively such that (Uj)j∈J is a locally
finite cover of U :=
⋃
j∈J
Uj ⊃ A and for each j ∈ J the following statements hold.
(i) There is a complex chart (Ũj, ϕ̃j) on X such that Uj ⊂⊂ Ũj and ϕ̃j|Uj = ϕj.
(ii) There is a complex chart (Ṽj, ψ̃j) on Y such that Vj ⊂⊂ Ṽj and ψ̃j|Vj = ψj.
(iii) The image f(Uj ∩ A) is relatively compact in Vj.
The reason for the name is that these collections of charts help us to define
Carleman approximation for general targets. Clearly for every continuous map f :
X → Y and every closed subset A ⊂ X there exists a Carleman pair for f with
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respect to A. To simplify notation we will often write a Carleman pair as P =
((ϕj, ψj))j∈J . Property (i) helps show convergence in Theorem 3.3.4.
Suppose P = ((ϕj, ψj))j∈J is a Carleman pair for some map f with respect to A.
If g, h are continuous Y -valued maps on a neighbourhood of A such that
g(Uj ∩ A) ∪ h(Uj ∩ A) ⊂⊂ Vj (3.1.1)
for each j ∈ J , then we say that g is P -close to h on A. Hence both g and h map a
small neighbourhood U ′j of Uj ∩ A into Vj for each j ∈ J .
Let j ∈ J and g, h ∈ C k(N, Y ) be maps from an open neighbourhood N of Uj∩A
to Y satisfying (3.1.1). We define














if Uj ∩ A ̸= ∅,
0 if Uj ∩ A = ∅,
where ϕj is treated as a real chart from Uj to R2m and |I| := I1 + · · · + I2m for all
multiindices I ∈ N2m.
Definition 3.1.1 (C k-Carleman approximation). Let A be a closed subset of X
and let k ∈ N ∪ {0}. We say that A admits C k-Carleman approximation of maps
in a family F ⊂ C k(X, Y ) if for each f ∈ F the following statement holds. For
every Carleman pair P = ((ϕj, ψj))j∈J of f with respect to A and every family of
strictly positive numbers (ϵj)j∈J , there exists an entire map g ∈ O(X, Y ) such that
g is P -close to f on A and eA,Pj (f, g) < ϵj for j ∈ J .
This definition is reminiscent of how the fine Whitney topology is defined on the
mapping space C k(M,N) (see [42]). Note that for a map f to admit C k-Carleman
approximation along a closed set A, k ≥ 1, f must be ∂̄-flat up to order k along A,
recall the definition of ∂-flatness from §2.3.2.
In the case where Y = Cn we use Carleman pairs of the form ((ϕj, idCn))j∈J .
Whilst these are strictly speaking not Carleman pairs as they do not satisfy condition
(ii), the distinction is unimportant. For once f and (ϵj)j∈J are specified, there are
Vj ⊂⊂ Cn such that showing Carleman approximation with respect to ((ϕj, idCn))j∈J
is the same as showing Carleman approximation with respect to ((ϕj, idVj))j∈J and
the latter is an honest Carleman pair.
It is an elementary, albeit tedious, exercise to prove that the above definition of
Carleman approximation is equivalent to the same statement with ‘every Carleman
pair of f ’ replaced by ‘some Carleman pair of f ’. The idea of the proof is as
follows. Suppose we have proven that the statement of Definition 3.1.1 holds for
some Carleman pair P = ((ϕj, ψj))j∈J of f . Let P ′ = ((ϕ′j, ψ′j))j∈J ′ be another
Carleman pair for f . By the chain rule, derivatives of order up to k in one set
of coordinates can be expressed as polynomials in derivatives of order up to k in
another set of coordinates, with coefficients involving derivatives of the components
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of the transition map. (Explicit formulas can be found in the literature for the
multivariate chain rule for higher derivatives, for example, see Constantine and
Savits’ paper [19].) Each A ∩ U ′j is covered with finitely many Uk. Therefore, since
we can approximate as well as we like on each Uk, we can approximate as well as we
like on U ′j.
3.2 Complex valued functions
In this section we specialise to the target C case. Here we collect several results that
we need in the proof of our main theorem.
When the set on which we are approximating is compact, Carleman approxima-
tion coincides with Mergelyan approximation. Thus Propositions 3.2.1 is a result
about Mergelyan approximation. However, we introduce this theorem as follows
because we can easily state it with the terminology at our disposal.
Proposition 3.2.1. Let X be a Stein manifold, K ⊂ X be a compact O(X)-convex
set, and M ⊂ X be a compact, totally real set of class C k such that S = K ∪M is
O(X)-convex. Given f ∈ Hk(X,C;M,K), a Carleman pair P = ((ϕj, ψj))nj=1 for f
with respect to K ∪M , and a sequence of positive real numbers ϵ1, . . . , ϵn > 0, there
exists a function g ∈ O(X) such that ej(f, g) < ϵj for j = 1, . . . , n.
Moreover, given a closed analytic subvariety A ⊂ K ∪ (X\M) and a finite subset
B ⊂M\K such that f is holomorphic on (a neighbourhood of) A, we may choose g
such that:
(i) f agrees with g (up to some finite order d of our choice) along A,
(ii) f agrees with g up to order k at each p ∈ B.
Proof. We first show that there exist an approximating map g ∈ O(X) satisfying (ii).
For Supp(f)∩K = ∅ the proof is the same as that of Manne, Øvrelid and Wold [53,
Proposition 3.13] except that one may need to apply Oka-Weil theorem to a slightly
larger O(X)-convex set so as to allow for the derivatives of f ∈ Hk(X,C;M,K) to
be approximated on all of K.
The case where Supp(f) ∩ K ̸= ∅ is then easily reduced to the above case as
follows. Take an arbitrary f ∈ Hk(X,C;M,K) with Supp(f) ∩ K ̸= ∅. Suppose
that P = ((ϕj, idC))nj=1 is a Carleman pair for f and ϵ1, . . . , ϵn > 0.
Let U be a neighbourhood of K such that f |U is holomorphic. Since K is O(X)-
convex and X is Stein, there are compact O(X)-convex subsets K ′, K ′′ such that
K ⊂ (K ′)◦ ⊂ K ′ ⊂ (K ′′)◦ ⊂ K ′′ ⊂ U.
We may assume that K ′′\K does not intersect B. Let V ⊂⊂ K ′ be an open
neighbourhood of K. Let χ ∈ C ∞0 (X) be a smooth cut-off function such that χ ≡ 1
on V and Suppχ ⊂ (K ′)◦. We may assume that χ is ∂̄-flat up to order k along M
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by [53, Proposition 2.7]. Let C > 1 be such that eS,Pj (χθ, 0) ≤ CeS,Pj (θ, 0) for every
θ ∈ C k(X) P -close to f on S.
Since the set K ′′ ⊂ U is O(X)-convex and S∩K ′ ⊂ (K ′′)◦, the Oka-Weil theorem
yields a function f̃ ∈ O(X) such that
eS∩K
′,P
j (f, f̃) <
ϵj
2C
, for j = 1, . . . , n.
By the special case considered above, there exists h ∈ O(X) that agrees with
(1− χ) · (f − f̃)
to order k at each p ∈ B and such that
eS,Pj (h, (1− χ) · (f − f̃)) < ϵj/2C
for j = 1, . . . , n. Let g = f̃ + h. Observe that g agrees with f up to order k at each
p ∈ B. Moreover,
eS,Pj (g, f) = e
S,P
j (f̃ + h, f)
= eS,Pj (h, f − f̃)
≤ eS,Pj (h, (1− χ)(f − f̃)) + eS,Pj ((1− χ)(f − f̃), f − f̃)
= eS,Pj (h, (1− χ)(f − f̃)) + eS,Pj (χ(f − f̃), 0)
< ϵj/2 + (ϵj/2C) · C = ϵj
for j = 1, . . . , n, as required.
We may build (jet) interpolation along A into our construction precisely as in





where ϕ is a holomorphic function on X that agrees with f up to order d along A,
hv is a finite collection of holomorphic functions on X that vanish up to order d
along A and whose common zero set is A and fν is a finite collection of functions
in Hk(X,C;M,K). Moreover, using ∂̄-flat partitions of unity we can choose fν so
that f agrees with ϕ +
∑
ν hνfν up to order k along M . Then approximating each





which clearly has the desired properties.
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3.3 Maps into Oka manifolds
The goal of this section is to prove Theorem 3.3.5. The method of proof is as
follows. First we will prove Lemma 3.3.1 which is a Mergelyan type theorem with
jet approximation and interpolation. Lemma 3.3.1, or rather an easy consequence of
it, Corollary 3.3.3, is then used to recursively construct a sequence of maps (fl)l∈N
whose limit approximates f uniformly on K and in the Carleman sense along M ,
where f ∈ Hk(X, Y ;M,K) (see the proof of Theorem 3.3.4). Finally, given f ∈
Hk(X, Y ;M,K) we apply Lemma 3.3.1 to f and then use Theorem 3.3.4 to get a
map approximating f well in the Carleman sense along all of K ∪M , as required.
Lemma 3.3.1. Let X be a Stein manifold and Y be an Oka manifold. Let K ⊂ X
be a compact O(X)-convex subset and M ⊂ X is a closed totally real set of class
C r (r ∈ N) which is O(X)-convex, has bounded exhaustion hulls, and such that
S = K ∪M is O(X)-convex. Let L ⊃ L◦ ⊃ K be an O(X)-convex compact set.
Given a map f ∈ Hk(X, Y ;M,K), a Carleman pair P = ((ϕj, ψj))j∈N for f with
respect to S = K ∪M and a sequence of positive real numbers (ϵj)j∈N, there is a
map
g ∈ Hk(X, Y ;M,L)
such that eS,Pj (f, g) < ϵj for j ∈ N.
Due to the technical nature of the proof of Lemma 3.3.1, we provide the following
sketch. Let L′, L′′ be O(X)-convex sets each containing L in their interior so that
L′ ⊂ (L′′)◦. On the compact piece S∩L′′ of S, the problem of approximating maps is
(locally) reduced to the problem of approximating functions using the holomorphic
map Φ defined in Equation 3.3.2. Then, the local solution is patched together
with f to give us a globally defined approximating map f̂ which is holomorphic
in a neighbourhood of S ∩ L′ (see Equation 3.3.6). We then approximate f̂ by a
homotopic map f̃ which is holomorphic on L′′ and approximates f̂ well on S ∩ L′.
Using the homotopy from f̂ to f̃ , which we change slightly near (L′\L) ∩ M if
necessary, we patch f̂ to f̃ outside a neighbourhood of L so that the gluing has the
desired approximation property.
Proof. Let L′, L′′ be compact O(X)-convex subsets of X such that
K ⊂ L◦ ⊂ L ⊂ (L′)◦ ⊂ L′ ⊂ (L′′)◦ ⊂ L′′.
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Let F : X → X × Y ,
F (x) = (x, f(x)).
Our first goal is to prove that F (S ∩ L′′) is a Stein compact, that is, we wish to
show that F (S ∩ L′′) has a basis of open Stein neighbourhoods, see Section 2.2.2.
Note that the set S ∩ L′′ is O(X)-convex because S, L′′ are O(X) convex, for more
details see Section 2.3.1. Hence, since X is a Stein manifold, the compact set S∩L′′
is a Stein compact.
The map f |S∩L′′ : S ∩ L′′ → Y is locally approximable in the sense described
by Poletsky, that is, for each z ∈ S ∩ L′′ there is an open neighbourhood U of z
in X such that f can be uniformly approximated on (S ∩ L′′) ∩ Ū by mappings
holomorphic on neighbourhoods of (S∩L′′)∩ Ū . For we know that f is holomorphic
on some domain Ω containing K. Therefore at each point of z ∈ Ω ∩ (S ∩ L′′) our
function f is already holomorphic on a neighbourhood of z and hence is trivially
approximable on (S ∩ L′′) ∩ Ū where U is a sufficiently small neighbourhood of z
such that Ū ⊂ Ω. If z ∈ (S ∩ L′′)\Ω, then for all sufficiently small neighbourhoods
U of z we have that U ∩ (S∩L′′) is a totally real set. In particular, we can choose U
so small that we have coordinates ξ on an open set containing f(U) as a relatively
compact subset. The map
ξ ◦ f |S∩L′′ : S ∩ L′′ → CdimY
is ∂̄-flat along the totally real set S ∩L′′ and has smoothness class C k. By Theorem
3.1 of [53], see Theorem 2.3.6, we may approximate ξ ◦ f |S∩L′′ on (S ∩L′′)∩ Ū by a
holomorphic function f : X → CdimY . Providing the approximation is close enough
ξ−1 ◦ f : Ũ → Y gives us the desired approximation of f along (S ∩ L′′) ∩ Ū , where
Ũ is a small open set containing (S ∩ L′′) ∩ Ū .
By the preceeding discussion and by Poletsky’s theorem [59, Theorem 3.1], it
follows that the set F (S ∩ L′′) has a Stein neighbourhood basis, as required. Hence
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we may construct a fibre preserving holomorphic embedding
G : W → X × Cn
of a Stein neighbourhood W ⊃ F (S ∩ L′′) into X × Cn (for some n ∈ N) as in [29,
Lemma 3.4.3]. Let
H := G ◦ F |N ∈ Hk(N,X × Cn;M,K), (3.3.1)
where N is a Stein neighbourhood of S ∩ L′′ contained in F−1(W ). We may write
H(x) = (x, h(x)) since G is fibre preserving. Then Q = ((ϕj, idCn))j∈N is a Carleman
pair for h with respect to S. By [29, Theorem 3.3.5], there exist a Stein neighbour-
hood Ω of G(W ) and a fibre preserving holomorphic retraction r : Ω → G(W ).
Let
Φ = p2 ◦G−1 ◦ r : Ω → Y. (3.3.2)
Observe that
f = p2 ◦G−1 ◦H = p2 ◦G−1 ◦ r ◦H = Φ ◦H. (3.3.3)
on N .
Let χ, χ′ : X → [0, 1] be smooth functions, ∂̄-flat to order k along M , such that
χ, χ′ equal 1 on neighbourhoods of L, L′ respectively, χ|X\L′ = 0 and χ′|X\L′′ = 0.
Choose δ > 0 so small that:
1. The 4δ-tube around the graph of h over S ∩ L′′ is a relatively compact subset
of Ω, that is,
T4δ = {(x, z) ∈ (S ∩ L′′)× Cn : ∥h(x)− z∥ < 4δ} ⊂⊂ Ω.
2. If θ ∈ O(S ∩ L′′,Cn) satisfies eS∩L′′,Qj (h, θ) < δ for some j ∈ N, then
eS∩L
′′,P
j (f,Φ ◦ ((1− χ′)H + χ′Θ)) < ϵj/2,
where Θ(x) = (x, θ(x)). (Such δ exist by (3.3.3) and the chain rule since Φ is
holomorphic and hence C k+1.)
Now choose h′ ∈ O(N,Cn) such that





′) < δ/4. (3.3.4)
and H ′(N) ⊂ G(W ), where H ′(x) = (x, h′(x)). We find such a map by using
Proposition 3.2.1 and the retraction r.
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Let N ′ ⊂⊂ N be a Stein neighbourhood of S ∩ L′′ so small that
T2δ = {(x, z) ∈ N ′ × Cn : ∥h(x)− z∥ < 2δ} ⊂ Ω (3.3.5)
and
∥h− h′∥N ′ < δ/2.
We may modify χ′ outside of a small neighbourhood of S∩L′′ so that χ′ has support
in N ′. In particular, χ′ is still 1 on an open neighbourhood N ′′ ⊂ N ′ of S∩L′. Define
f̂ : X → Y ,
f̂(x) =
{
p2 ◦G−1 ◦ r ◦ (χ′H ′ + (1− χ′)H)(x) if x ∈ N,
f(x) if x ∈ X\N, (3.3.6)
Note that f̂ is holomorphic on N ′′. Moreover,
eS,Pj (f̂ , f) < ϵj/2
for every j ∈ N by our choice of h′. Let
Ĥ = χ′H ′ + (1− χ′)H,
so that f̂ = Φ ◦ Ĥ on N .
Let K ′ be a compact O(X)-convex neighbourhood of S ∩ L′ contained in N ′′ ∩
(L′′)◦. Such a neighbourhood exists by [44, Theorem 5.1.6] since the sublevel sets of
a strictly plurisubharmonic exhaustion function are O(X)-convex.
Using the basic Oka property with approximation one obtains a sequence of
holomorphic maps (f̂ν : X → Y )ν∈N converging uniformly to f̂ on K ′ such that each
fν is homotopic to f̂ .
Clearly F̂ν → F̂ uniformly on K ′ as ν → ∞, where F̂ν(x) = (x, f̂ν(x)) and
F̂ (x) = (x, f̂(x)). Since
Ĥ(N ′′) = H ′(N ′′) ⊂ H ′(N) ⊂ G(W ), (3.3.7)
it follows from the definition of f̂ that Ĥ = G ◦ F̂ on N ′′. Hence
p2 ◦G ◦ F̂ν → p2 ◦G ◦ F̂ = ĥ
uniformly on K ′ as ν → ∞ because p2◦G is uniformly continous on a neighbourhood
of F̂ (K ′). Since all sequences are sequences of holomorphic maps and uniform con-
vergence of holomorphic maps implies uniform convergence of derivatives, it follows
that we may find ν0 ∈ N so large that the following conditions hold:
(a) The graph of f̂ν0 above S ∩ L′ is contained in G−1(T2δ) ⊂ W .
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(b) ∥ĥ− h̃∥S∩L′ ≤ maxj eS∩L
′,Q
j (ĥ, h̃) < δ/2, where H̃ = G ◦ Fk,ν0 and
h̃ = p2 ◦ H̃.
(c) For every j ∈ N,
eS∩L
′,P
j (f̂ ,Φ ◦ (χH̃ + (1− χ)Ĥ)) < ϵj/2.
Let f̃ = f̂ν0 . Note that f̃ = Φ ◦ H̃.
Let f̂(x, t) be a homotopy from f̂ to f̃ such that
f̂(·, t) = Φ ◦ ((1− t)Ĥ + tH̃),
near (L′\L) ∩M . Such a homotopy can be obtained by gluing any given homotopy
that approximates f̂ well enough to
Φ ◦ ((1− t)Ĥ + tH̃).
outside of a neighbourhood of (L′\L) ∩M . (For example, using a smooth partition
of unity at the level of functions.)
One can check that g : X → Y ,
g(x) = f̂(x, χ(x)), (3.3.8)
is the desired approximating function.
Remark 3.3.2. In the above proof of Lemma 3.3.1, we have made use of a fibre
preserving holomorphic embedding G and a fibre preserving holomorphic retraction
r. One may wonder if such machinery were really necessary because the Stein
neighbourhood W may be embedded directly into complex Euclidean space and the
approximation can be carried out there. For the reasons to be discussed, it is not
clear to the author that such a simplification, while attractive in principle, actually
works.
The embedding G allowed us to find a function h : S ∩ L′′ → Cn, corresponding
to f , which we then approximated by a holomorphic function h′ from a Stein neigh-
bourhood N of S ∩L′′ to Cn. Afterwards, we used the fibre preserving holomorphic
retraction r to map the values (x, h′(x)), x ∈ N , into G(W ). Then, by compos-
ing with the inverse of G, the second component became the desired map from a
neighbourhood of S ∩ L′′ to Y approximating f well.
On the other hand, suppose we embed the Stein neighbourhood W into Cm
directly, for some m ∈ N, with a holomorphic embedding G (for ease of exposition
we use the same notation as above). It is not obvious to the author how one obtains
a map from a neighbourhood of S ∩ L′′ into Y . For, again, one could approximate
the map h : S ∩ L′′ → Cm corresponding to f by a holomorphic map h′ on a
neighbourhood of S∩L′′. However, h′(S∩L′′) will almost certainly not be contained
in the image G(W ) and it does not seem clear how one recovers a holomorphic map
into Y from this approximation.
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Corollary 3.3.3. Let X, Y , K, M , L be as in Lemma 3.3.1. Given
f ∈ Hk(X, Y ;M,K),
a Carleman pair P = ((ϕj, ψj))j∈N for f with respect to M and a sequence of positive
real numbers (ϵj)j∈N, there is a map
f̂ ∈ Hk(X, Y ;M,L),
such that ej(f, f̂) < ϵj for j ∈ N and f̂ approximates f uniformly on K.
Proof. Clearly by adding finitely many pairs P can be made into a Carleman pair
for f with respect to K ∪M . Then we apply Lemma 3.3.1 for a suitably chosen
sequence (ϵj)j∈N to obtain the desired result.
Theorem 3.3.4. Let X, Y , K, M be as in Lemma 3.3.1. Given
f ∈ Hk(X, Y ;M,K),
a Carleman pair P = ((ϕj, ψj))j∈N for f with respect to M and a sequence of positive
real numbers (ϵj)j∈N, there is a map f̂ ∈ O(X, Y ) such that f̂ approximates f
uniformly on K and ej(f, f̂) < ϵj for j ∈ N.
Proof. Let f ∈ C k(X, Y ) be ∂̄-flat to order r along M and holomorphic on a neigh-
bourhood of K and let P = ((ϕj, ψj))j∈N be a Carleman pair for f with respect to
M . Suppose ϵ0, ϵ1, ϵ2, . . . is a sequence of positive real numbers. Without loss of




where Uj is the domain of ϕj, Vj is the domain of ψj and du is the usual metric on
CN (N = dimY ). Observe that this distance is positive by (iii) of the definition of
Carleman pair. In what follows we will denote the domain of a map ϕ by D(ϕ).
Let (Kl)l∈N be a normal exhaustion of X by compact O(X)-convex sets such that
the set Sl = Kl ∪M is O(X)-convex for every l ∈ N (see Lemma 2.3.2). We may
assume that K1 = K. Let d be a distance function on Y induced by a Riemannian
metric.
By Corollary 3.3.3, we can recursively construct a sequence (fl)l∈N of maps fl ∈
Hk(X, Y ;M,Kl) (this notation was introduced in §2.3.2) such that for each l ∈ N,
fl+1 is P -close to fl on M ,
sup
x∈Kl
d(fl+1(x), fl(x)) < ϵ0/2
l, and (3.3.10)
eSl,Pj (fl+1, fl) < ϵj/2
l, (3.3.11)
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for j ∈ N. This sequence clearly converges uniformly on compacts to a function f̂
since (Kl)l∈N is a normal exhaustion of X.
Now let us show that f̂ is the desired approximating function. Note that f̂ is
holomorphic since it is the uniform limit of holomorphic maps. Moreover, one can
show that f̂ is P -close to f using the inequality (3.3.9) and (3.3.11). Note that
(3.3.10) easily gives us that f̂ approximates f uniformly on K. It remains to show
that
eS1,Pj (f, f̂) < ϵj
for every j ∈ N. It follows from (3.3.11) and the fact that eS1,Pj satisfies the triangle
inequality that for each j ∈ N and each k ∈ N,
eS1,Pj (f1, fk) < e
S1,P
j (f1, f2) + ϵj/2. (3.3.12)
For each j ∈ N there is a chart ϕ̃j which extends ϕj and for which
D(ϕj) ⊂⊂ D(ϕ̃j)
(this is property (i) in the definition of Carleman pair). Also, for l sufficiently large
fl is holomorphic on a neighbourhood of D(ϕj) and since fl → f̂ uniformly, it follows
that
(ψj ◦ fl ◦ ϕ̃−1j )l∈N
is a sequence of holomorphic functions on some (fixed) neighbourhood V of D(ϕ−1j )
converging uniformly to ψj ◦ f̂ ◦ ϕ̃−1j on V as l → ∞. Hence we have uniform
convergence of all derivatives on D(ϕ−1j ) which is a compact subset of V . Hence it
follows from (3.3.12) that for each j ∈ N,
eS1,Pj (f, f̂) = lim
k→∞
eS1,Pj (f, fk) ≤ eS1,Pj (f1, f2) + ϵj/2 < ϵj,
as required.
We are now ready to prove the main theorem of this chapter.
Theorem 3.3.5. Let X be a Stein manifold and Y be an Oka manifold. If K ⊂ X
is a compact O(X)-convex subset and M ⊂ X is a closed totally real set of class
C r (r ∈ N) which is O(X)-convex, has bounded exhaustion hulls, and such that
S = K ∪M is O(X)-convex, then for any k ∈ {0, 1, . . . , r}, the set S admits C k-
Carleman approximation of maps f ∈ C k(X, Y ) which are ∂̄-flat to order k along
M and holomorphic on a neighbourhood of K.
Note that Theorem 3.3.5 is stronger than Theorem 3.3.4 because the approxi-
mation on K in Theorem 3.3.5 is better than uniform approximation.
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Proof. By the Whitney approximation theorem, it suffices to consider the case where
r = k. Suppose f ∈ Hk(X, Y ;M,K). By Lemma 2.3.2 there is a holomorphically
convex compact set L such that K ⊂ L◦ and L ∪M is holomorphically convex and
has bounded exhaustion hulls. Therefore, by applying Lemma 3.3.1 we may assume
that f ∈ Hk(X, Y ;M,L). The uniform convergence on L provided by Theorem
3.3.4 gives us uniform convergence of derivatives on K by the Cauchy estimates.
Therefore, we may approximate f well in the Carleman sense along all of K ∪M ,
as required.
Theorem 3.3.5 essentially states the following. Given a map f satisfying the con-
ditions mentioned above, there is g ∈ O(X, Y ) whose value and partial derivatives
up to order k along K ∪M are close to the value and respective derivatives of f ,
where we measure closeness in terms of a fixed systems of coordinate charts on the
source and the target manifold.
Observe that the conditions of Theorem 3.3.5 are optimal due to Manne, Øvrelid
and Wold’s characterisation of totally real sets that admit C k-Carleman approxi-
mation [53].
If in addition K is the closure of a strongly pseudoconvex domain, then S =
K ∪M admits C k-Carleman approximation of maps f ∈ C k(X, Y ) which are ∂̄-flat
to order k along S. For we may repeat the above arguments using [22, Theorem
26], or rather its proof, instead of Proposition 3.2.1 to find the map h′ in our proof
of Lemma 3.3.1. Hence we obtain the following result.
Theorem 3.3.6. Let X, Y , M and K be as in Theorem 3.3.5. If in addition K is
the closure of a strongly pseudoconvex domain, then for any k ∈ {0, 1, . . . , r}, the
set S = K ∪M admits C k-Carleman approximation of maps f ∈ C k(X, Y ) which
are ∂̄-flat to order k along S.
3.4 Adding interpolation
We now discuss how interpolation can be added to Theorem 3.3.5. The two modes
of interpolation that we consider are as follows:
(a) If A ⊂ K ∪ (X\M) is a closed analytic subvariety on which f is holomorphic,
then the approximating map g can be chosen to agree with f along A.
(b) If A ⊂M\K, B ⊂ K ∪ (X\M) are closed discrete subsets so that f is holomor-
phic on a neighbourhood of B and (dp)p∈B is a family of non-negative integers,
then we may choose the approximating map g to agree with f up to order k at
each p ∈ A and up to order dp at each p ∈ B.
The proof of both statements is essentially the same as that of Theorem 3.3.5.
In each case, the only appreciable difference is in the induction step, that is, Lemma
3.3.1. We shall now explain precisely what these differences are.
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For Statement (a) first one uses Proposition 3.2.1 to obtain h′ which approxi-
mates h and interpolates along A∩N . Then the map f̂ defined as in (3.3.6) agrees
with f along A. Thus using the basic Oka property with approximation and inter-
polation (BOPAI) we may take f̂(·, t) (and hence g) to agree with f along A, as
required.
For Statement (b) one chooses χ, χ′ to take values in {0, 1} on a neighbourhood
of A ∪ B. Using Proposition 3.2.1 we may assume that h′ jet interpolates h at
points of A ∪ B in its domain N . Then f̂ jet interpolates f along A ∪ B because
χ′ takes values in {0, 1} in a neighbourhood of A ∪ B. Thus by the basic Oka
property with jet interpolation we may choose f̃ jet interpolating f̂ (and hence f)
along (A ∪B) ∩ χ−1(1). Finally, because χ takes values in {0, 1} it follows that the
map g defined in (3.3.8) jet interpolates f along A ∪B.
Jet interpolation along a closed analytic subvariety A of positive dimension seems
more difficult because we cannot separate the gluing set from the set on which we
wish to interpolate as we have done for Statement (b) above. Hence there seems
to be no reason to expect that the map f̂ defined in (3.3.6) is holomorphic on a
neighbourhood of A and no reason to expect that we could apply the basic Oka
property with jet interpolation to f̂ as we would like.
3.5 Remarks
3.5.1 Examples
Let us indicate a few simple examples in which Theorem 3.3.5 may be applied.
(a) K ⊂ C is a closed disc centred at 0 and M = R ⊂ C.
(b) K = ∅ and M is a smooth unbounded curve in CN .
(c) K = ∅ and M is defined as follows. Write CN = (Rl×RN−l)⊕ iRN , 1 ≤ l ≤ N .
Let ϕ : Rl → RN−l and ψ : Rl → Rl be C k functions such that for some β < 1,
ψ satisfies the Lipschitz condition
∥ψ(x)− ψ(x′)∥ ≤ β∥x− x′∥
for all x, x′ ∈ Rl. Define
M = {z = (x, y) + iw ∈ CN : y = ϕ(x), w = ψ(x), x ∈ Rl}.
For Carleman approximation of functions, example (b) is due to Stolzenberg [68],
and Example (c) is due to Manne, Øvrelid and Wold [53, Proposition 4.2].
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3.5.2 Function theoretic statement of results
Theorem 3.3.5 may be stated function theoretically as follows. Let C kS = C kS (X, Y )
denote the space of k times continuously differentiable maps from X to Y endowed
with the fine Whitney topology. This topology is sometimes referred to as the
strong topology, see [42]. Given a compact set K and a totally real set M , let
Hk(X, Y ;M,K) denote the subspace of all maps f ∈ C kS (X, Y ) which are ∂̄-flat to
order k along M and holomorphic on a neighbourhood of K. For convenience we
write Hk(X, Y ;M, ∅) = Hk(X, Y ;M). Define the equivalence relation ∼ on C kS by
f ∼ g if and only if Jkxf = Jkxg for every x ∈ K ∪M , where Jkxf is the real k-jet of
f at x. The conclusion of Theorem 3.3.5 may then be stated as:
O(X, Y ) is dense in Hk(X, Y ;M,K)/ ∼ .
Secondly, in this chapter we have considered approximation of globally defined
C k-maps which are ∂̄-flat along K ∪M . However, if M is a C r-submanifold rather
than just a set, we can just as easily approximate maps f ∈ C k(M,Y ) in the Carle-
man sense without any flatness assumptions on f . For using the tubular neighour-
hood theorem we may exend f ∈ C k(M,Y ) to a tubular neighbourhood U of M .
We can then ∂̄-flatten f near each p ∈ M without changing the values of f on M
using [53, Proposition 2.7] and a ∂̄-flat partition of unity. Hence we may assume
that
f ∈ Hk(U, Y ;M). (3.5.1)
The submanifold M has a Stein neighbourhood basis by [53, Corollary 3.2]. So we
can assume that U is Stein and hence our theorem applies. So O(U, Y )|M is dense
in C kS (M,Y ). If in addition, f has a continuous extension, then by the Whitney
approximation theorem we may take U = X in (3.5.1). Hence we have
O(X, Y )|M = {f ∈ C kS (M,Y ) : f is continuously extendable to all of X},
where the closure is taken inside of C kS (M,Y ).
3.5.3 The Carleman approximation property
We know that a complex manifold Y admitting Carleman approximation of maps
in Hk(X, Y ;M,K) whenever X,M,K, k satisfy the hypotheses of Theorem 3.3.5
is necessarily Oka because the approximation property is trivially satisfied. It is
natural to ask whether the same is true when K = ∅, in other words:
Is a complex manifold Y that admits C k-Carleman approximation of maps in
Hk(X, Y ;M) for all X,M satisfying the hypotheses of Theorem 3.3.5 necessarily
Oka?
Although we do not have a complete answer to this question, we can show as
follows that such complex manifolds satisfy the weaker property of being dominable,
see Definition 2.2.8.
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Proposition 3.5.1. Suppose k ≥ 1. A complex manifold Y that admits C k-
Carleman approximation of maps in Hk(X, Y ;M) for all X,M satisfying the hy-
potheses of Theorem 3.3.5 is dominable at each point p0 of a dense subset Y ′ ⊂ Y .
Strictly speaking, the proof of Proposition 3.5.1 that we present here only requires
Mergelyan approximation since the set one which we wish to approximate is compact.
Proof. Suppose Y is a complex manifold admitting Carleman approximation of maps
in Hk(X, Y ;M) whenever X,M satisfy the hypotheses of Theorem 3.3.5. Let Y ′ be
the set of all points at which Y is dominable. Let m = dimY and BR be the real unit
ball in R2m. Suppose that p ∈ Y is an arbitrary point in Y and ϕ : U → V ≃ BR
is a (complex) coordinate chart such that p ∈ U , ϕ(p) = 0 and, under the usual
identification of Cm with R2m, ϕ maps U onto BR. Without changing the values
near 0 we may extend the inverse map f smoothly to all of Cm. Then we may apply
Theorem 3.3.5 to approximate f along M = 1
2
BR well enough so that the resulting
holomorphic map g : Cm → Y is a submersion at 0 and p0 = g(0) ∈ Y ′ is as close
as desired to p.
If Y admits C k-Carleman approximation of maps in Hk(X, Y ;M) with inter-
polation along a discrete subset of M , as is the case for Y Oka, c.f. Section 3.4,





Carleman approximation by directed
holomorphic curves and conformal
minimal immersions
In this chapter, we present several Carleman approximation theorems for both
conformal minimal immersions and directed holomorphic curves, and applications
thereof. These results were obtained by the author in collaboration with Ildefonso
Castro-Infantes [16].
This chapter is organised as follows. In Section 4.1 we prove the basic Carleman
result, Theorem 4.1.5. In Section 4.2 we show that under additional hypotheses on
the directing variety, we may ensure that the approximating map is complete. In
Section 4.3 we prove that under the additional hypotheses on the directing variety
and assuming that the initial data is proper, then the approximating map can be
taken to be proper. We explain how to prove the analogous statements for conformal
minimal immersions in Section 4.4. Finally, in Section 4.5 we give some remarks
and applications of the results proven in this chapter.
4.1 Carleman approximation by directed curves
We proceed to define the type of subsets and maps we are going to deal with in this
chapter. The following notion generalises the compact admissible subsets of [2, 3],
see Definition 2.4.2, to the unbounded setting.
Definition 4.1.1. Let R be an open Riemann surface. A closed subset S ⊂ R
is called an admissible subset if S = K ∪ M , where K is the union of a locally
finite pairwise disjoint collection of smoothly bounded compact domains, and M is
the union of a locally finite pairwise disjoint collection of smooth Jordan arcs, so
that each Jordan arc intersects the boundary of each compact domain only at its
endpoints, if at all, and so that all such intersections are transverse.
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Every admissible set S of an open Riemann surface R satisfies the following
important topological property. For each compact subset L1 ⊂ R there is a compact
subset L2, such that R ⊃ L2 ⊃ L1 and no component of the interior S◦ of S meets
both L1 and R\L2. Indeed, this condition is necessary for Carleman approximation
by holomorphic functions, see Gauthier [33] and Boivin [13].
Definition 4.1.2. We will call an admissible subset which is holomorphically convex
and has bounded exhaustion hulls a Carleman admissible subset. These are precisely
the sets on which we can prove Theorem 1.2.2.
Example 2.3.3 gives us many basic examples of Carleman admissible sets (with
K empty).
Let S be a closed conical complex subvariety of Cn, n ≥ 3. Recall that a
holomorphic immersion R → Cn is said to be an S-immersion if its complex deriva-
tive F ′ with respect to any local holomorphic coordinates on R assumes values in
S∗ := S \ {0}. If L ⊂ R is a compact subset of R, by an S-immersion L→ Cn we
mean a A 1(L,Cn) map from L that is an S-immersion in L◦. More generally, we
can define the notion of an S-immersion on a Carleman admissible set as follows.
Definition 4.1.3. Let S = K ∪ M ⊂ R be a Carleman admissible subset, see
Definition 4.1.2. A map F : S → Cn is said to be an S-immersion if F is a map
of class A 1(S,Cn) such that F |K is an S-immersion and the derivative F ′(t) with
respect to any local real parameter t on M belongs to S∗.
Strictly speaking we only need to assume that F is of class A (S,Cn) and F |K
is an S immersion of class A 1(K,Cn), by Mergelyan’s theorem and [1, Lemma
3.3]. However, making this assumption means that our notion of S-immersion is
consistent with the notion introduced in [2, 7].
Lemma 4.1.4. Let S be a closed conical complex subvariety which is not contained
in a hyperplane of Cn and such that S∗ := S\{0} is smooth and connected. Let R be
an open Riemann surface, let L ⊂ R be a compact domain of R and let S = K ∪M
be a Carleman admissible subset, see Definition 4.1.2, such that K ∩ bL = ∅ and
M intersects L transversely (if at all), and let ϵ : K ∪ M → R+. Suppose that
F : K ∪M → Cn is a S-immersion. If there is an S-immersion F̂ : R → Cn such
that
∥F (p)− F̂ (p)∥ < ϵ(p) for every p ∈ (K ∪M) ∩ L, (4.1.1)
then there exists a S-immersion F̃ : K ∪M ∪ L→ Cn such that F̃ |L = F̂ |L and
∥F (p)− F̃ (p)∥ < ϵ(p) for all p ∈ K ∪M . (4.1.2)
Furthermore, we may ensure that F̂ = F outside of an arbitrarily small neighbour-
hood of L.
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Under the additional hypothesis that L is O(R)-convex the following proof, and
hence the lemma, holds for F̂ merely defined on L. For we may use Mergelyan
theorem for S-immersions to approximate F̂ by an S-immersion defined on all of
R.
Proof. Let F̂ : R → Cn be an arbitrary S-immersion satisfying (4.1.1). Naively we
could define F̃ : K ∪M ∪ L→ Cn as
F̃ (p) =
{
F̂ (p) if p ∈ L,
F (p) if p ∈ (K ∪M) \ L.
This function has a finite number r ∈ Z+ of trouble points, that is, points which are
discontinuities or critical points, since K ∩ bL = ∅. Clearly, all trouble points are
contained in M ∩ bL.
If r = 0, then we are done. If r > 0, then we make F̃ into the desired S-
immersion by gluing near each of the trouble points as described below.
Let p be a fixed trouble point of F̃ . Let U ⊂ R be a small neighbourhood of p
not intersecting K or any other trouble point. Let γ : (−1, 2) → M ∩ U ⊂ R be an
embedded arc in R such that γ(1) = p, γ((−1, 1]) ⊂ R \ L and γ((1, 2)) ⊂ L \K.
Observe that by (4.1.1)
∥F̂ (p)− F (p)∥ < ϵ(p)
and therefore by continuity, there is δ1 > 0 small enough such that
ρ1 := ∥F̂ (p)− F (p)∥ < ϵ(γ(t)) for t ∈ [1− δ1, 1]. (4.1.3)






. Note that ρ2 > ρ1 > 0. Choose δ1 > δ2 > 0 to be
sufficiently small that
∥F̂ (γ(1− δ2))− F̂ (p)∥ < ρ2 − ρ1, and
∥F (γ(t))− F (p)∥ < ρ2 − ρ1, whenever t ∈ [1− δ2, 1].
Reparameterising if necessary we may suppose that δ2 = 1. Let N = B(F (p), ρ2).
Observe that F̂ (γ(1− δ2)), F (p) ∈ N by our choices above. By [1, Lemma 3.3] there

















(F̂ (γ(t)))|t=1 ∈ S∗,
• G(γ(t)) ⊂ N for every t ∈ [0, 1].
Redefining F̃ on γ([0, 1]) as G gives us a map K ∪M ∪ L → Cn with one fewer
trouble point. Repeating this gluing procedure r times yields the desired F̃ .
We now prove the following result which is an analogue of the classical Carleman’s
Theorem in the context of directed holomorphic immersions.
Theorem 4.1.5 (Carleman Theorem for directed immersions). Let S be an irre-
ducible closed conical complex subvariety of Cn, n ≥ 3, which is contained in no
hyperplane and such that S∗ = S \ {0} is a connected Oka manifold. Let R be an
open Riemann surface. Let S = K ∪M ⊂ R be a Carleman admissible subset. Let
Λ ⊂ R \M be a discrete closed subset of R and let Ωp ∋ p for p ∈ Λ be small pair-
wise disjoint compact neighbourhoods. Set Ω = ∪p∈ΛΩp. Given a map k : Λ → Z+,
a positive function ϵ : K ∪M → R+, and an S-immersion F : K ∪M ∪ Ω → Cn,
there exists an S-immersion F̃ : R → Cn that verifies the following properties:
(i) ∥F̃ (p)− F (p)∥ < ϵ(p) for any p ∈ K ∪M .
(ii) F̃ − F has a zero of multiplicity k(p) at any p ∈ Λ.
(iii) If F |Λ is injective, then F̃ is injective.
Proof. Consider an exhaustion {Kj}j∈N of R by compact O(R)-convex subsets such
that
K1 ⊂⊂ K2 ⊂⊂ K3 ⊂⊂ · · · ⊂⊂
⋃
j∈N
Kj = R, (4.1.4)
and (K ∪Ω)∩ bKj = ∅ for any j ∈ N. Since M has bounded E-hulls we may assume
that (K ∪M) ∩Kj is an O(R)-convex compact subset of R and that M intersects
bKj transversely a finite number of times for each j ∈ N. Furthermore, we may
assume that bK ∩ Λ = ∅. For if this were not the case, we could replace F by an
S-immersion defined on a slightly larger Carleman admissible set, for example, by
applying Theorem 2.4.5 and [1, Lemma 3.3] infinitely often.
Set F0 := F : K ∪M ∪Ω → Cn and K0 = ∅. To prove the theorem, we construct
a sequence of S-immersions Fj : K∪M ∪Ω∪Kj → Cn with the following properties
for any j ∈ N:
(Ij) ∥Fj(p)− Fj−1(p)∥ < 1/2j for any p ∈ Kj−1.
(IIj) ∥Fj(p)− Fj−1(p)∥ < ϵ(p)/2j for any p ∈ K ∪M .
(IIIj) Fj − Fj−1 has a zero of multiplicity (at least) k(p) at each point p ∈ Λ.
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(IVj) If F |Λ is injective, then Fj|Kj is also injective.
Assume first that we have constructed such a sequence. Then properties (Ij) for




and that this map is an S-immersion. Properties (IIj) guarantee condition (i),
whereas condition (ii) follows from properties (IIIj). Finally, if F |Λ is injective, then
properties (IVj) imply condition (iii).
Now we will recursively construct the sequence {Fj}j∈N. It is clear that F0 =
F verifies the base of the induction. Assume now that we have an S-immersion
Fj−1 : K ∪M ∪ Ω ∪Kj−1 → Cn satisfying properties (Ij−1)–(IVj−1) for some j ≥ 1.







ϵ(p) if p ∈ (K ∪M) \Kj−1,
1
2j
min{1, ϵ(p)} if p ∈ (K ∪M) ∩Kj−1,
1
2j
if p ∈ Kj−1 \ (K ∪M).
(4.1.5)
Since (K ∪ M) ∩ Kj is an O(R)-convex compact admissible subset of R, given
numbers
0 < δ < min{ϵ′(q) : q ∈ (K ∪M) ∩Kj}, and max{k(p) : p ∈ Λ ∩Kj} ∈ Z+,
we may approximate Fj−1 on (K ∪M ∪Kj−1)∩Kj by an S-immersion F̂ : R → Cn
that satisfies the following:
(a) ∥F̂ (p)− Fj−1(p)∥ < δ < ϵ′(p) on (K ∪M ∪Kj−1) ∩Kj,
(b) F̂ − Fj−1 has a zero of multiplicity (at least) k(p) at each point of p ∈ Λ.
(c) If Fj−1|Λ is injective, F̂ is injective.
For we may first apply Proposition 2.4.6 to obtain an S-immersion defined on a
smoothly bounded compact domain that contains the initial admissible subset and
then apply Theorem 2.4.5 to obtain the desired S-immersion. Next, we can apply
Lemma 4.1.4 to a positive continuous function K ∪M ∪Kj−1 → R+ less than ϵ′ and
the maps Fj−1 : K∪M ∪Ω∪Kj−1 → Cn and F̂ : R → Cn to obtain an S-immersion
Fj : K ∪M ∪ Ω ∪Kj → Cn such that
(d) Fj = F̂ on Kj.
(e) ∥Fj(p)− Fj−1(p)∥ < 12j for any p ∈ Kj−1.
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(f) ∥Fj(p)− Fj−1(p)∥ < ϵ(p)2j for any p ∈ K ∪M .
(g) Fj = Fj−1 on Ω \Kj.
Property (g) is a consequence of the fact that Ω and K ∪M are separated, hence
we may simply define Fj = Fj−1 on Ω \Kj. Then, we claim that the S-immersion
Fj verifies the conditions (Ij), (IIj), (IIIj), and (IVj). Indeed, property (e) gives us
(Ij) whereas (IIj) follows from (f). Properties (b), (d), and (g) imply that condition
(IIIj) holds. Finally, if we assume that F |Λ is injective, then condition (IVj) is a
consequence of (IVj−1) and properties (c) and (d).
This finishes the construction of the sequence and concludes the proof of the
theorem.
Remark 4.1.6. The reader may wonder the following. If [17] gives us Carleman
approximation of maps X → Y , where X is Stein and Y is Oka, and if S∗ is an
Oka manifold, then is it not the case that Theorem 1.2.2 (or at least the basic case)
follows from this theorem? The answer to this question seems to be no. The naive
idea would be to approximate the derivative and then integrate to get something
approximating the original S-immersion. However, assuming one were somehow
able to fix the periods, one should not expect the error of the integral function
to tend towards zero as x → ∞ as the error might be cumulative. Hence this
method would not give us Carleman approximation (however, it would give uniform
approximation on S).
Remark 4.1.7. Notice also that although [1, Theorem 1.3] gives us jet-interpolation
of a fixed order k at each point of Λ, slight modifications in the proof of this result
would yield jet-interpolation to an arbitrary order k(p) ∈ Z+ depending on the point
p ∈ Λ. However, it is enough for our reasoning to apply the original result at each
step of the induction to the largest order for the points treated up to this step.
Remark 4.1.8. Following the proof of [49, Theorem 1.2] we can see that the con-
clusion of Theorem 4.1.5 implies S = K ∪M has bounded E-hulls and therefore
this hypothesis is necessary. Suppose S does not have bounded E-hulls. Then there
is some compact set L so that h(L ∪ S) is non-compact. Therefore, there exists a
sequence Λ = {xj}j∈N ⊂ h(L∪S) without a point of accumulation. Let Ω ⊃ Λ be a
union of disjoint coordinate neighbourhoods, each containing precisely one element
of Λ, such that the closure of Ω does not intersect S.
Define a map F : S ∪Ω → Cn as follows. On the connected component of Ω con-
taining xj we define F as some S-immersion with ∥F (xj)∥ > j. On each connected
component of K we define F to be some S-immersion such that ∥F (x)∥ < 1/4
for every x ∈ K and such that F extends as an S-immersion to a small neigh-
bourhood of K. Finally, using the gluing Lemma we extend to a map on S with
∥F (x)∥ ≤ 1/2 for every x ∈ S. We now apply Theorem 4.1.5 to obtain an S-
immersion F̃ : R → Cn such that ∥F (p)∥ < 1 for every p ∈ S and ∥F (xj)∥ > j for
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every j ∈ N. Let C = maxx∈L ∥F (x)∥. Given a natural number j > C we have that
∥F (xj)∥ > j > C which contradicts the assumption that Λ ⊂ h(L∪S). Therefore S
must have bounded exhaustion hulls for the conclusion of Theorem 4.1.5 to hold.
Theorem 4.1.5 gives an approximation result for directed immersions on Carle-
man admissible subsets, see Definition 4.1.2. However, we may also prove a similar
approximation result for more general subsets.
Let M ⊂ R be a smooth totally real set, recall Definition 2.3.4. We say that
F : M → Cn is an S-immersion if locally F looks like the restriction of an S
immersion, that is, for each p ∈ M , there is a neighbourhood U ∋ p, a closed C ∞
real submanifold M̃ ⊂ U such that
M ∩ U ⊂ M̃ ⊂ U,
and an S-immersion F̃ : M̃ → Cn such that F (z) = F̃ (z) for every z ∈ M ∩ U .
An S-immersion on a stratified totally real set M ⊂ R with smooth strata, that is,
strata that are locally contained in smooth totally real submanifolds, c.f. Definition
2.3.4, is simply a map F : M → Cn such that F restricted to each stratum of M is
an S-immersion in the sense described above. If K ∪M ⊂ R is a subset where K
is a locally finite union of smoothly bounded pairwise disjoint connected compact
subsets and M is a stratified totally real subset (with smooth strata) then a map
F : K ∪M → Cn is said to be a S-immersion if F |M and F |K are S-immersions.
Corollary 4.1.9. Theorem 4.1.5 holds if M is a stratified totally real O(R)-convex
subset of R (with smooth strata) for which the intersection of the closure of any two
distinct strata is discrete, and S = K ∪M is O(R)-convex with bounded E-hulls.
Proof. First observe that the proof of Theorem 4.1.5 goes through in precisely the
same way if we assume M is a totally real set rather than a finite disjoint union
of closed real submanifolds. For in the induction procedure we could simply choose
a compact exhaustion of R with many compact sets so that M ∩ (Kj \ Kj−1) is
contained within a real submanifold for each j ∈ N and then proceed as we did
before.
Now let us consider the case where M is a stratified totally real subset of R for
which the intersection of any two strata is discrete.
Let Q be the set of points at which the closures of two (or more) strata intersect.
By assumption Q is discrete. Around each point q ∈ Q consider a small simply
connected compact neighbourhood Kq ⊂ R such that Kq ∩ Ω = ∅, for q ∈ Q, and




is a Carleman admissible subset. Next, we extend F to S ′ as an S-immersion
S ′ ∪Ω → Cn. For instance, we may choose an appropriate disc at each Kq and then
use Lemma 4.1.4 to glue around the trouble points of M ∩Kq (which will be finite
in number for suitable choices of Kq). Finally, Theorem 4.1.5 provides the desired
S-immersion F̃ : R → Cn.
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4.2 Complete immersions
This section is dedicated to proving Theorem 4.2.1. As mentioned already, the
techniques based on the ideas of Jorge and Xavier [46] and Nadirashvili [55] which
are usually used in order to get completeness do not apply in our particular case;
therefore we develop a new approach to ensure completeness of the solutions.
Theorem 4.2.1. The S-immersion F̃ : R → Cn, n ≥ 3, constructed in Theorem
4.1.5 may be chosen to be complete provided that S ∩ {z1 = 1} is an Oka manifold
and the coordinate projection π1 : S → C onto the z1-axis admits a local holomorphic
section h near z = 0 ∈ C with h(0) ̸= 0.
Proof of Theorem 4.2.1. Consider an exhaustion {Kj}j∈N of R by O(R)-convex
compact subsets as in the proof of Theorem 4.1.5. Recall that the sequence sat-
isfies (4.1.4) and that (K ∪ Ω) ∩ bKj = ∅ for all j ∈ N. In addition, since K ∪M
has bounded E-hulls, we may assume that (K ∪M ∪Kj−1)∩Kj is an O(R)-convex
compact subset of R and also that M intersects bKj transversely a finite number of
times for each j ∈ N.
Let p0 ∈ K◦1 \ Ω. Set F0 := F : K ∪ M ∪ Ω → Cn and K0 = ∅. To prove
the theorem, it suffices to construct a sequence of positive real numbers εj and
S-immersions Fj : K ∪M ∪ Ω ∪Kj → Cn so that for j ∈ N the following holds:
(Ij) ∥Fj(p)− Fj−1(p)∥ < εj < 1/2j for every p ∈ Kj−1.
(IIj) ∥Fj(p)− Fj−1(p)∥ < ϵ(p)/2j for every p ∈ K ∪M .
(IIIj) Fj − Fj−1 has a zero of multiplicity (at least) k(p) at each point p ∈ Λ.
(IVj) If F |Λ is injective, then Fj|Kj is also injective.
(Vj) The distance distFj(p0, bKj′) > j′ − 1 for 1 ≤ j′ ≤ j.
Clearly, reasoning as in Theorem 4.1.5, properties (Ij)–(IVj) guarantee the ex-
istence of an S-immersion F̃ : R → Cn approximating F as in Theorem 4.1.5.
Furthermore, due to condition (Vj), any divergent path starting at p0 has infinite
length, and hence F̃ is complete.
To construct the sequences and prove the theorem we reason inductively. Assume
that we have constructed an S-immersion Fj−1 : K∪M∪Ω∪Kj−1 → Cn that satisfies
properties (Ij−1)–(Vj−1) for some j ∈ N. Let εj > 0 be so small that
distG1(p0, bKj′) > j
′ − 1 for 1 ≤ j′ ≤ j − 1, (4.2.1)
whenever G1 ∈ A (Kj−1,Cn) is an immersion satisfying ∥G1 −Fj−1∥Kj−1 < εj. This
is possible by property (Vj−1).
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By Theorem 4.1.5 we may assume that Fj−1 is defined on all of R. Next, consider
an O(R)-convex compact subset L withKj−1 ⊂⊂ L ⊂⊂ Kj such that (Ω∪K)∩Kj ⊂
L◦, L is a strong deformation retract of Kj, and
M ∩ (Kj \ L◦) consists of finitely many pairwise disjoint Jordan arcs
connecting bL to bKj and meeting each boundary transversely.
(4.2.2)
This may be achieved by enlarging the subset L as much as necessary.
Then χ(Kj \L◦) = 0 and so Kj \L◦ consists of a finite union of pairwise disjoint
annuli. To make the proof more readable we assume Kj \ L◦ is connected, hence
a single annulus. If this were not the case, then one could apply the following
reasoning to each of the annuli in Kj \ L◦. Set A = Kj \ L◦.
We may assume that if α is an arc contained in M ∩A that connects bL to bKj
(take into account (4.2.2)), then the length of the first coordinate projection of α
is as large as desired. Concretely we would assume that if α is an arc connecting




> 1. If this were not the case, then we could
approximate Fj−1|M∩A in the C 0(M ∩ A)-topology by a sufficiently long arc, glue
with Fj−1 at the endpoints using [1, Lemma 3.3], and apply Theorem 4.1.5 to obtain
a globally defined map with the desired property.
By continuity of Fj−1, there exists a neighbourhood U ⊂ A of bL∪ (M ∩A) such






Let D ⊂ A\M be a collection of pairwise disjoint simply connected compact subsets
such that if α ⊂ A is an arc connecting bL to bKj that does not intersect D then
α ⊂ U and so α satisfies (4.2.3), see Figure 4.2.1.
Notice that since D ⊂ A \M is a union of pairwise disjoint simply connected
compact subsets, the set L∪M ∪D is O(R)-convex. Let H : (L∪M ∪D)∩Kj → Cn
be an S-immersion such that
(a) H = Fj−1 on (L ∪M) ∩Kj,
(b) the first coordinate π1(H) = π1(Fj−1) on D, and
(c) for 2 ≤ a ≤ n, we have that πa(H) = πa(Fj−1) + ζ on D, where ζ ∈ C is a





∥H(p)∥ > 1 + 2εj.
In particular, if G2 ∈ A (Kj,Cn) is an immersion with ∥G2 −H∥(L∪D)∩Kj < εj and













Figure 4.2.1: The set D with 4 connected components and an arc α intersecting D
and an arc β that does not intersect D.
Observe that the first coordinate of H extends to Kj since π1(H) = π1(Fj−1).





ϵ(p)/2j if p ∈ (L ∪M ∪D) \Kj−1,
min{εj, ϵ(p)/2j} if p ∈ (L ∪M ∪D) ∩Kj−1,
εj if p ∈ Kj−1 \ (L ∪M ∪D).
(4.2.5)
Given a positive number 0 < δ < ρ(p) for any p ∈ (L∪M ∪D)∩Kj, [1, Proposition
5.2] applied to the data
(L ∪M ∪D) ∩Kj ⊂ Kj, Λ ∩Kj ⊂ L, and max{k(p) : p ∈ Λ} ∈ Z+
and the S-immersion H, provides an S-immersion Ĥ : Kj → Cn that verifies the
following properties:
(c) ∥Ĥ(p)−H(p)∥ < δ < ρ(p) for any p ∈ (L ∪M ∪D) ∩Kj.
(d) Ĥ −H has a zero of multiplicity k(p) ∈ N for any p ∈ Λ ∩Kj ⊂ L.
(e) π1(Ĥ) = π1(H) = π1(Fj−1) on Kj.
Note that [1, Proposition 5.2] provides jet-interpolation of fixed order so we have
applied the result to the integer max{k(p) : p ∈ Λ} ∈ Z+ to ensure property (e).
Moreover, by [1, Theorem 1.3] we may suppose also that
(f) If H|Λ is injective, then Ĥ is also injective.
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Finally, by properties (a) and (c) we have that Lemma 4.1.4, applied to glue H̃
with Fj−1, provides an S-immersion Fj : K ∪M ∪ Ω ∪Kj → Cn that satisfies the
following properties.
(g) Fj = Ĥ on Kj.
(h) ∥Fj(p)− Fj−1(p)∥ < ρ(p) for any p ∈ K ∪M ∪ Ω ∪Kj−1.
Note that since (Ω ∪K) \Kj and Kj are separated we have extended Fj = Fj−1 on
(Ω ∪K) \Kj.
We claim that the S-immersion Fj satisfies the desired conditions (Ij)–(Vj).
Indeed, condition (Ij) and (IIj) follows from (h) and (4.2.5). Properties (a), (d),
and (g) imply that condition (IIIj) holds. On the other hand, if F is injective
then it is clear that condition (IVj) is a consequence of (a), (f), (g), and (III1), . . . ,
(IIIj−1).
Finally, we will verify that the completeness condition (Vj) is a consequence of
(Vj−1), properties (c),(e), (g), (h), and equations (4.2.1), (4.2.3), and (4.2.4). To
this end, take an arc γ ⊂ Kj connecting p0 to bKj. There exists a connected subarc




















> (j − 2) + 1 = j − 1.




















> (j − 2) + 1 = j − 1.
This proves (Vj) and concludes the proof of the existence of the sequence.
4.3 Proper immersions
This section is devoted to proving Theorem 4.3.2 concerning properness of the ap-
proximating maps. Here we adapt the ideas that appear in [1, 9] to our particular
case. Theorem 4.3.2 is going to be proven using a recursive process similar to
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that used to prove our previous results. The new idea is to construct a sequence
of S-immersions, defined on an increasing sequence of domains as before, whose
values on compact bands Kj\K◦j−1 grow like the proper map to be approximated
F : K ∪M → Cn. To achieve it we need the following lemma.
Lemma 4.3.1. Assume that S ⊂ Cn, n ≥ 3, verifies the assumptions of Theorem
4.3.2. Let R be an open Riemann surface. Let K ⊂⊂ L ⊂ R be smoothly bounded
compact O(R)-convex subsets such that K is a strong deformation retract of L,
let also Λ ⊂ K◦ be a finite subset, and let S := K ∪ M ⊂ R be a Carleman
admissible subset and such that M ∩ (L \ K◦) consists on finitely many pairwise
disjoint Jordan arcs connecting bK to bL transversely. Then, given an S-immersion
F : K ∪M → Cn, a map k : Λ → Z+, and a positive function ϵ : K ∪M → R+, there
exists an S-immersion F̃ : L ∪M → Cn such that
(a) ∥F̃ (p)− F (p)∥ < ϵ(p) for any p ∈ K ∪M .
(b) F̃ − F has a zero of multiplicity k(p) at each point p ∈ Λ.
(c) ∥F̃ (p)∥∞ > 12 min{∥F (q)∥∞ : q ∈ bK ∪ (M ∩ (L \K))}, p ∈ L◦ \K.
(d) ∥F̃ (p)∥∞ > 12 min{∥F (q)∥∞ : q ∈M ∩ bL}, p ∈ bL.
Proof. We may suppose without loss of generality that F is a holomorphic map on
R by Theorem 4.1.5. Note that L \K is a finite pairwise disjoint union of annuli.
For simplicity of exposition, we assume that A := L \ K◦ is connected and hence
there is only one annulus to consider; for the general case it is enough to apply the
following argument to each component separately.
Let α denote the component of the boundary of A contained in bK and β the








min{∥F (q)∥∞ : q ∈M ∩ bL},
and N :=M ∩A. Note that τ ≥ λ. We may assume without loss of generality that
λ, τ > 0. For if this were not the case we could modify K, L, and M slightly.
To prove the lemma we are going to construct an S-immersion F̂ : R → Cn that
verifies the following properties:
(i) ∥F̂ (p)− F (p)∥ < ϵ(p) for any p ∈ N ∪K.
(ii) F̂ − F has a zero of multiplicity k at each point of Λ.
(iii) ∥F̂ (p)∥∞ > λ, p ∈ L◦ \K.
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(iv) ∥F̂ (p)∥∞ > τ, p ∈ bL.
Then using Lemma 4.1.4 we will glue F̂ to F at the trouble points of bL∩M and get
the desired S-immersion. Suppose that F = (F1, . . . , Fn) and M∩bK = {p1, . . . , pr}
for some r ∈ N.
Let πa : Cn → C denote the a-th coordinate projection. Since F satisfies
∥F (p)∥∞ > λ
for p ∈ bK there exist an integer l ≥ r, disjoint subsets I1, . . . , In of Zl = {0, 1, . . . , l−
1} (which denotes the additive cyclic group of integers modulo l), and connected
subarcs {αj : j ∈ Zl} of bK, satisfying the following properties:
(a1)
⋃
j∈Zl αj = α.
(a2) αj and αj+1 have a common endpoint pj, are otherwise disjoint, and the points
p1, . . . , pr ∈ {p1, . . . , pl}. In particular, αj connects pj−1 to pj.
(a3)
⋃n
a=1 Ia = Zl and Ia ∩ Ib = ∅ for all a ̸= b ∈ {1, . . . , n}.
(a4) If j ∈ Ia then |πa(F (p))| > λ for all p ∈ αj, a = 1, . . . , n.
Note that Ia may be empty for some a ∈ {1, . . . , n}. If for some j ∈ Zl there are
multiple a ∈ {1, . . . , n} for which |πa(F (p))| > λ for all p ∈ αj, then we simply
choose one of these one Ia for j to belong to.
Next, for each j ∈ Zl consider a smooth Jordan arc γj ⊂ A such that:
• γj connects pj ∈ α to one point qj ∈ β and is otherwise disjoint from bA.
• If γj ∩ α = {pi} for some i = 1, . . . , r then γj ⊂ N . Hence N ⊂
⋃
j∈Zl γj.
• The arcs γj are pairwise disjoint.
We may assume that if γj ⊂ N , then there is some fixed a ∈ {1, . . . , n} such that
|πa(F (p))| > λ for p ∈ γj and |πa(F (qj))| > τ . If this were not the case, then we
could take a finite exhaustion of L starting with K so that each pair of consecutive
sets in the sequence has this property. Then applying the following reasoning a finite
number of times yields the desired result.
Let S be the admissible set given by




Next, we extend F to S such that:
(b1) If j ∈ Ia then |πa(F (p))| > λ for all p ∈ γj−1 ∪ γj, a = 1, . . . , n.
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(b2) If j ∈ Ia then |πa(F (qj−1))| > τ and |πa(F (qj))| > τ , a = 1, . . . , n.
Recall we have assumed that if γj ⊂ N then F automatically satisfies these proper-
ties on γj.
By Theorem 2.4.5 and Lemma 4.1.4, we may assume that F is defined on a
slightly larger set of the form K ′ ∪M , where K ′ is a smoothly bounded compact
domain. Then Theorem 4.1.5 provides an S-immersion G = (G1, . . . , Gn) : R → Cn
with the following properties:
(c1) ∥G(p)− F (p)∥ < ϵ(p) for all p ∈ S. (Recall we have extended F to S.)
(c2) G− F has a zero of multiplicity k(p) at each point p ∈ Λ.
(c3) If j ∈ Ia then |πa(G(p))| > λ for all p ∈ γj−1 ∪ αj ∪ γj, a = 1, . . . , n.
(c4) If j ∈ Ia then |πa(G(qj−1))| > τ and |πa(G(qj))| > τ , a = 1, . . . , n.
For j ∈ Zl, let βj ⊂ β be an arc connecting qj−1 to qj and not intersecting










Set G0 := G|L : L→ Cn. To prove the lemma we are going to construct a sequence of
S-immersions Gm : L→ Cn for m = 1, . . . , n that satisfies the following properties:
(d1m) ∥Gm(p)−Gm−1(p)∥ < min
p∈N∪K
ϵ(p)− ∥G(p)− F (p)∥
n
for every p ∈ L\∪j∈ImD◦j .
(d2m) Gm −Gm−1 has a zero of multiplicity k(p) at any point p ∈ Λ.
(d3m) If j ∈
⋃m
i=1 Ii then ||Gm(p)||∞ > λ for all p ∈ Dj.
(d4m) If j ∈
⋃m
i=1 Ii then ||Gm(q)||∞ > τ for all q ∈ βj.
(d5m) If j ∈ Ia then |πa(Gm(p))| > λ for all p ∈ γj−1 ∪ αj ∪ γj, a = 1, . . . , n.
(d6m) If j ∈ Ia then |πa(Gm(q))| > τ for q ∈ {qj−1, qj}, a = 1, . . . , n.
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Suppose that we have already constructed such a sequence G1, . . . , Gn. Then by
(c1) and (d11)–(d1n) we may apply Theorem 4.1.5 toGn to obtain a map F̂ : R → Cn
that satisfies (i) and such that
F̂ −Gn has a zero of multiplicity k at each point of Λ. (4.3.3)
Condition (ii) is then guaranteed by (d21)–(d2n), (c2), and (4.3.3). Condition (iii)
follows from (d3n), (a3), and (4.3.2). Finally condition (iv) is implied by (d4n), (a3),
and (4.3.1).
To finish the proof let us construct the sequence {G1, . . . , Gn}. We reason by
induction. It is clear that G0 = G|L verifies properties (d50) and (d60) whereas
(d10)–(d40) are vacuous. Now, assume that we have constructed Gm−1 : L → Cn
with 1 ≤ m ≤ n and let us construct Gm : L→ Cn.
By the continuity of Gm−1 and the properties (d5m−1) and (d6m−1) we have that
for any j ∈ Im there exists a small compact tubular neighbourhood Υj ⊂ Dj relative
to Dj of γj−1 ∪ αj ∪ γj such that
A) |πm(Gm−1(p))| > λ for all p ∈ Υj.
B) |πm(Gm−1(q))| > τ for all q ∈ βj ∩Υj.
Define




Let H : Sm → Cn be a S-immersion such that
C) H = Gm−1 on L \ (
⋃
j∈Im Dj).
D) πm(H) = πm(Gm−1)|Sm .
E) ||H(p)||∞ > τ ≥ λ on
⋃
j∈Im(Dj \Υj)
For instance, one could define πm(H) = πm(Gm−1)|Sm and for b ̸= m,
πb(H(z)) =
{
πb(Gm−1(z)), z ∈ L \ (
⋃
j∈Im Dj).
ζ, z ∈ ⋃j∈Im Dj \Υj.
where ζ ∈ C is sufficiently large so that E) holds. Notice that H is a holomorphic
S-immersion since Dj \Υj and L \ (
⋃
j∈Im Dj) are separated.
Observe that πm(H) clearly extends to all of L since πm(H) = πm(Gm−1). Thus,
we may apply [1, Proposition 5.2] to H to obtain a holomorphic S-immersion
Gm : L→ Cn such that
F) Gm approximates H uniformly on Sm.
G) Gm −H has a zero of multiplicity k(p) at each point p ∈ Λ.
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H) πm(Gm) = πm(H) = πm(Gm−1) on L.
Notice that [1, Proposition 5.2] provides jet-interpolation of fixed order. To ensure
property G) we apply the result to the integer max{k(p) : p ∈ Λ} ∈ Z+.
We claim that Gm satisfies (d1m)–(d6m). Let us check it, (d1m) follows from C)
and F). Properties C) and G) imply condition (d2m). (d3m) is a consequence of A)
with H), C), E), and F). Similarly, (d4m) is guaranteed by B) with H), C), E), and
F). Finally (d5m) follows from C), F), and (d5m−1), while (d6m) follows from C),
F), and (d6m−1).
We now proceed with the proof of the main theorem of the section.
Theorem 4.3.2. The S-immersion F̃ : R → Cn, n ≥ 3, constructed in Theorem
4.1.5 may be chosen to be proper provided that the restricted map F |S is proper,
S∩{zj = 1} is an Oka manifold, and the coordinate projection πj : S → C onto the
zj-axis admits a local holomorphic section hj near z = 0 ∈ C with hj(0) ̸= 0 for all
j = 1, . . . , n.
Proof of Theorem 4.3.2. Consider a compact exhaustion {Kj}j∈N of R by O(R)-
convex subsets as in the proof of Theorem 4.2.1. Since F |S is proper we assume that
F is nonzero on bKj ∩M and ϵ(p) < 1 for all p ∈ K ∪M .
Set for any j ∈ N.
Sj := bKj−1 ∪
(
(Λ ∪K ∪M) ∩ (Kj \K◦j−1)
)
. (4.3.4)
Consider F0 := F : K ∪M ∪ Ω → Cn and K0 = ∅. To prove the theorem we will
construct a sequence of S-immersions Fj : K ∪M ∪Ω∪Kj → Cn with the following
properties for any j ∈ N:
(Ij) ∥Fj(p)− Fj−1(p)∥ < 1/2j for any p ∈ Kj−1.
(IIj) ∥Fj(p)− Fj−1(p)∥ < ϵ(p)/2j for any p ∈ K ∪M .
(IIIj) Fj − Fj−1 has a zero of multiplicity k at each point of Λ.
(IVj) If F |Λ is injective, then Fj|Kj is also injective.
(Vj) ∥Fj(p)∥∞ > λj := 12 min{∥Fj−1(q)∥∞ : q ∈ Sj} for p ∈ K◦j \Kj−1.
(VIj) ∥Fj(p)∥∞ > τj := 12 min{∥Fj−1(q)∥∞ : q ∈M ∩ bKj} for p ∈ bKj.
Assume for a moment that we have constructed such a sequence. As in the proof of
Theorem 4.1.5 properties (Ij)–(IVj) for j ∈ N ensure that there exists a limit map




that verifies conclusion of Theorem 4.1.5. On the other hand, it is clear that λj and
τj tend to infinity as j → ∞, since F |M∩K is proper. Therefore, the image by F̃ of
a divergent path is also a divergent path. This implies that F̃ is a proper map and
would conclude Theorem 4.3.2.
In order to finish the proof of the theorem, we shall recursively construct the
sequence {Fj}j∈N. The starting map is F0 := F . Now, assume we are given an
S-immersion Fj−1 : K ∪M ∪ Ω ∪Kj−1 → Cn for any j ≥ 1 and let us construct a
map Fj satisfying (Ij)–(VIj). First, by shrinking the sets Ωp if necessary, we may
assume that
||Fj−1(q)||∞ > λj, for any q ∈ Ω ∩ (Kj \K◦j−1). (4.3.5)
Let S ⊂ Kj be a connected O(R)-convex compact admissible subset obtained by
attaching finitely many arcs to
Kj−1 ∪ ((Ω ∪K) ∩Kj)
so that S is a strong deformation retract of Kj and such that
M ∩ (Kj \ S◦) consists of finitely many pairwise disjoint Jordan arcs
connecting bS to bKj and meeting each boundary transversely.
(4.3.6)
Observe that some of the attached arcs describe the topology of Kj \Kj−1, if non-
trivial, whilst the others connect Kj−1 to the connected components of K inside
Kj \K◦j−1, to the subsets Ωp for p ∈ Λ ∩ (Kj \K◦j−1), and to the arcs of M that do
not intersect Kj−1. Note also that we allow the connecting arcs to be contained in
M , see Figure 4.3.1.
We may extend Fj−1 to a S-immersion on all of K ∪M ∪ Ω ∪ S such that
||Fj−1(q)||∞ > λj for any q ∈
(
S ∪ (M ∩Kj)
)
\K◦j−1, (4.3.7)
see (4.3.5) and the definition of the number λj in (Vj).
Next, we apply Theorem 4.1.5 to the S-immersion Fj−1 : K ∪M ∪ Ω ∪ S → Cn
and a sufficiently small positive continuous function ϵ′ : K ∪M ∪ S → R+ to obtain
an S-immersion G : R → Cn that, by (4.3.7), verifies
(a) ∥G(p)− Fj−1(p)∥ < ϵ′(p) for any p ∈ K ∪M ∪ S.
(b) G− Fj−1 has a zero of multiplicity k at each point of Λ.
From property (a) we have that
||G(q)||∞ > τj for any q ∈ bKj ∩M (4.3.8)
and that there exists a small smoothly bounded tubular neighbourhood S̃ ⊂ Kj of
S such that
||G(q)||∞ > λj for any q ∈ (S̃ \K◦j−1) ∪
(












Figure 4.3.1: The set S̃ in the case that K has 3 connected components, Λ has 2 points
in Kj \Kj−1, M has 2 connected component, one intersects Kj−1 and the other does not,
and 1 curve is needed for the topology.
see Figure 4.3.1.
Thus, we have that since S is a strong deformation retract ofKj and S̃ is a tubular
neighbourhood of S, then S̃ is a strong deformation retract of Kj. Furthermore, by
(4.3.6), we may arrange that M ∩ (Kj \ S̃◦) also consists of finitely many pairwise
disjoint Jordan arcs connecting bS̃ to bKj and meeting each boundary transversely.
Then we apply Lemma 4.3.1 to the data
S̃ ⊂⊂ Kj, Λ ∩Kj ⊂ S̃, M, G : M ∪ S̃ → Cn, and ϵ̃ : M ∪ S̃ → R+,
where ϵ̃ is a positive continuous function such that











} p ∈ (K ∪M) ∩ S̃,
ϵ(p)
2j
p ∈ (K ∪M) \ S̃,
to obtain an S-immersion Fj : Kj ∪M → Cn such that
(c) ∥Fj(p)−G(p)∥ < ϵ̃(p) for any p ∈M ∪ S̃.
(d) Fj −G has a zero of multiplicity k at each point of Λ ∩Kj.
(e) ∥Fj(p)∥∞ > 12 min{∥G(q)∥∞ : q ∈ bS̃ ∪
(
M ∩ (Kj \ S̃)
)
}, p ∈ K◦j \ S̃.
(f) ∥Fj(p)∥∞ > 12 min{∥G(q)∥∞ : q ∈M ∩ bKj}, p ∈ bKj.
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Note that we may extend Fj to K ∪M ∪ Ω ∪Kj by defining
Fj|(K∪Ω)\Kj = Fj−1 (4.3.10)
since (K∪Ω)\Kj is separated from Kj. Moreover, by Theorem 4.1.5 we may assume
also that
(g) Fj is injective if G|Λ is injective, which is by (b).
We claim that the map Fj : K ∪M ∪Ω∪Kj → Cn verifies the desired conditions
(Ij)–(VIj). Clearly (Ij) and (IIj) follow from (a), (c), and (4.3.10) since Kj−1 ⊂
S ⊂ S̃ and provided that the approximation in (a) is good enough. Condition (IIIj)
follows from (b), (d), and (4.3.10). Property (g) equals condition (IVj) Finally,
condition (Vj) is implied by (e), whereas condition (VIj) follows from (f), providing
the approximation in (a) is close enough.
4.4 Conformal minimal immersions
As announced, we are going to show how the ideas of Sections 4.2 and 4.3 may
be adapted in order to prove Carleman type approximation results for conformal
minimal immersions.
Recall that the punctured null quadric A∗ = A\{0} ⊂ Cn, see (1.2.1), for any n ≥
3 directs null curves and is an Oka manifold verifying the additional hypothesis of
Theorem 1.2.2, see [1, §2.3] for details. Therefore, the results in the previous sections
apply and provide complete null curves (and hence conformal minimal immersions
with vanishing flux map) that may be chosen proper when the initial one is. However,
to get complete and proper conformal minimal immersion with any prescribed flux
map some minor modifications have to be made in the proofs. We shall leave the
obvious details of the proofs to the interested reader.
First, we are going to say that X : S → Rn, n ≥ 3, is a conformal minimal
immersion defined over a Carleman admissible subset S = K∪M ifX is a continuous
map such that X|K is a conformal minimal immersion (of class C 1) in terms of the
standard definition. Notice that, as was the case for S-immersions, we do not
require X to be smooth on M \K since we are dealing with C 0 approximation; we
could always include a preparatory first step where we approximate by a smooth
map satisfying the extra conditions. In other words, our definition of conformal
minimal immersion defined over S is slightly weaker than the notion of a generalised
conformal minimal immersion of class C 1.
We show the following result.
Theorem 4.4.1 (Carleman theorem with jet interpolation for conformal minimal
immersions). Let R, S = K ∪M , Λ, Ω, k : Λ → Z+, and ϵ : K ∪M → R+, be as
in Theorem 4.1.5. Given a group morphism p : H1(R;Z) → Rn and a conformal
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minimal immersion X : K ∪M ∪ Ω → Rn such that FluxX = p on K, there exists
a complete conformal minimal immersion X̃ : R → Rn that verifies the following
properties:
(i) ∥X̃(p)−X(p)∥ < ϵ(p) for any p ∈ K ∪M .
(ii) X̃ and X have a contact of order k(p) at any p ∈ Λ.
(iii) FluxX̃ = p on R.
(iv) If n ≥ 5 and the map X|Λ is injective, then X̃ may be chosen to be injective.
(v) X̃ may be chosen to be proper provided that X|K∪M∪Λ is proper.
Notice that Theorem 1.2.1 follows trivially from Theorem 4.4.1. In addition, we
point out that the conditions on X|Λ and X|K∪M∪Λ in assertions (iv) and (v) are
necessary. Indeed, in general, one cannot choose the conformal minimal immersion
X̃ in (iv) to be an embedding, i.e. a homeomorphism onto X̃(R) endowed with
the subspace topology inherited from Rn, since there are injective maps Λ → Rn
that do not extend to a topological embedding. However, since proper injective
immersions R → Rn are embeddings, we can choose X̃ in Theorem 4.4.1 to be
a proper conformal minimal embedding provided that n ≥ 5 and X verifies both
assumptions of (iv) and (v).
Next, let us show how the ideas that appear in Sections 4.1, 4.2, and 4.3 may
be used to prove analogues of Theorem 4.1.5, Theorem 4.2.1, and Theorem 4.3.2
for minimal surfaces. Our proofs rely on applying Mergelyan type results to ap-
proximate on a compact subset and then using Lemma 4.1.4 to glue with the initial
immersion we are given. Therefore, what we need in order to prove Theorem 4.4.1
are Mergelyan type results with interpolation for conformal minimal immersions,
they can be found in [1], and an analogue to Lemma 4.1.4 for conformal minimal
immersion.
First, notice that Lemma 4.1.4 holds for conformal minimal immersions as fol-
lows.
Lemma 4.4.2. If we are given M , K ⊂ L ⊂ R, and ϵ : K ∪M → R+ as in Lemma
4.1.4, and also conformal minimal immersions X : K ∪M → Rn and X̂ : R → Rn
such that
||X(p)− X̂(p)|| < ϵ(p), p ∈ (K ∪M) ∩ L,
there exists a conformal minimal immersion X̂ : K ∪M ∪ L→ Rn such that X̃|L =
X̂|L and
||X(p)− X̃(p)|| < ϵ(p), p ∈ K ∪M.
In particular, FluxX̃ = FluxX̂ on L.
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Note that if L is an O(R)-convex subset then it suffices that X̂ is defined on
L, since we may approximate X̂ by Mergelyan Theorem for conformal minimal
immersion [1, Theorem 1.2]. The same proof made in Lemma 4.1.4 provides such a
conformal minimal immersion since the punctured null quadric A∗ directing minimal
surfaces is an Oka manifold.
Using Lemma 4.4.2 we can now give the proof of Theorem 4.4.1.
Proof of Theorem 4.4.1. We reason by induction. Consider an exhaustion {Kj}j∈N
of R as in the proof of Theorem 4.1.5. Take a fixed point p0 ∈ K◦1 . We will construct
a sequence of conformal minimal immersions Xj : K∪M ∪Ω∪Kj → Rn that verifies
the following properties for any j ∈ N:
(Ij) ∥Xj(p)−Xj−1(p)∥ < 1/2j for any p ∈ Kj−1.
(IIj) ∥Xj(p)−Xj−1(p)∥ < ϵ(p)/2j for any p ∈ K ∪M .
(IIIj) Xj and Xj−1 have a contact of order k(p) at each point p ∈ Λ.
(IVj) FluxXj = p on Kj.
(Vj) If n ≥ 5 and X|Λ is injective, then Xj|Kj is also injective.
(VIj) The distance distXj(p0, bKj′) > j′ − 1 for 1 ≤ j′ ≤ j.
Notice that properties (Ij)–(IIIj), and (VIj) are similar to the ones in the directed
immersions case. Property (Vj) needs the additional condition n ≥ 5.
To prove the existence of such a sequence we follow the proof of Theorem 4.2.1
with small modifications. Throughout the reasoning we use the analogues of [1,
Theorem 1.3] and Lemma 4.1.4 for conformal minimal immersions that allow us to
control the flux map, that is, we use [1, Theorem 1.2] and Lemma 4.4.2.
Observe that similarly as in the directed immersion case, if n ≥ 5 then [1,
Theorem 1.2] provides conformal minimal immersions which are injective. Hence,
since Lemma 4.4.2 involves gluing on arcs, the conformal minimal immersion Xj
may be chosen to be injective on Kj and hence condition (Vj) holds. Thus, such a
sequence exists and we may conclude by taking the limit as j → ∞. The limit map
X̃ is clearly a conformal minimal immersion and satisfies conditions (i)–(iv) of the
theorem.
Let us show how condition (v) is deduced. Assume that X|K∪M∪Λ is proper.
We follow the ideas in the proof of Theorem 4.3.2, that is, we would construct a
sequence of conformal minimal immersions Xj : K ∪M ∪Ω∪Kj → Rn that satisfies
conditions (Ij)–(Vj) as above and also
(VIIj) ∥Xj(p)∥∞ > λj := 12 min{∥Xj−1(q)∥∞ : q ∈ Sj} for p ∈ K◦j \Kj−1.
(VIIIj) ∥Xj(p)∥∞ > τj := 12 min{∥Xj−1(q)∥∞ : q ∈M ∩ bKj} for p ∈ bKj.
75
Here Sj is the subset defined in (4.3.4).
Once we have constructed the sequence, conditions (Ij)–(Vj) give us the existence
of a conformal minimal immersion X̃ := limj→∞Xj that interpolates at the points of
Λ, has p as flux map, and is injective if n ≥ 5. On the other hand, conditions (VIIj)
and (VIIIj) ensures that the conformal minimal immersion X̃ is proper. Finally, to
show the existence of the sequence we need to prove an analogue to Lemma 4.3.1
for conformal minimal immersions and apply it recursively. Such a lemma is proven




In this section we give some preliminary applications of our theorems. Of particular
interest are our solution to the approximate Plateau problem on divergent arcs in
Rn (Corollary 4.5.3) and the existence, for every open Riemann surface R, of a
conformal minimal immersion X : R → Rn that passes by every conformal minimal
immersion Y : D → Rn (see Corollary 4.5.4).
Our first corollary is the following strengthening of Carleman’s theorem.
Corollary 4.5.1. Given f1, . . . , fn, ϵ ∈ C (R) with ϵ strictly positive, there exists a
complete null curve F = (F1, . . . , Fn) : C → Cn such that
|Fj(x)− fj(x)| < ϵ(x), for every x ∈ R.
We will refer to the image of a continuous map from an interval I ⊂ R into
Rn as a continuous curve. The following corollary is an immediate consequence of
Theorem 4.4.1 and asserts that every continuous curve in Rn, n ≥ 3, is approximately
contained in a minimal surface with any conformal structure.
Corollary 4.5.2. Given a continuous curve γ : I → C ⊂ Rn, n ≥ 3, a positive
function ϵ : I → R+, and an open Riemann surface R, there exist a complete con-
formal minimal immersion X : R → Rn and a continuous curve on R, α : I → R,
such that
||γ(t)−X(α(t))|| < ϵ(t), t ∈ I.
Recall that the classical Plateau problem solved by Douglas and Radó in [21, 60]
consists on finding a minimal surface bounded by a given closed Jordan curve. The
next corollary provides an approximated solution to a certain Plateau problem when
the curve is a divergent arc in Rn.
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Corollary 4.5.3. Let R be a Riemann surface (without boundary), D ⊂ R be a
smoothly embedded (closed) disc, and a point in its boundary p ∈ bD. For ev-
ery continuous divergent curve γ : R → Rn, n ≥ 3, and every positive continu-
ous function ϵ : R → Rn, there exists a complete conformal minimal immersion
X : R \ (D◦ ∪ {p}) → Rn and a parametrisation α : R → bD \ {p} such that
∥X(α(t))− γ(t)∥ < ϵ(t), for every t ∈ R.
Furthermore, if n ≥ 5, then we can ensure that X is an embedding.
Proof. Let α : R → bD \ {p} be a parametrisation of the boundary bD \ {p}. Then
γ ◦ α−1 : bD \ {p} → Rn is a continuous function from the divergent arc bD \ {p} ⊂
R\{p} which we know to be a Carleman admissible set by Example 2.3.3. Therefore
using Theorem 4.4.1 we may approximate γ ◦ α−1 along bD \ {p} by a conformal
minimal immersion X : R \ {p} → Rn better than ϵ ◦ α−1. The restriction of X to
R\ (D◦ ∪ {p}) yields the desired complete conformal minimal immersion. If n ≥ 5,
then by Theorem 4.4.1 we may ensure that X is an embedding.
Let Σ be a Riemann surface of finite conformal type with boundary bΣ ̸= ∅, and
let R be an open Riemann surface. Following [48] we make the following definitions.
A conformal minimal immersion X : R → Rn is said to pass Y : Σ → Rn if there
exist proper regions {Dj}j∈N in R and biholomorphisms hj : Σ → Dj, j ∈ N, such
that {X ◦ hj}j∈N → Y in the C 0(Σ)-topology. A conformal minimal immersion
X : R → Rn is said to be universal if for every compact Riemann surface Σ with
non-empty boundary and any conformal minimal immersion Y : Σ → Rn, X passes
Y .
Lopez [48] proved that there exist parabolic complete universal minimal surfaces
with weak finite total curvature in R3. Note that there is no universal minimal
surface corresponding to C since the biholomorphisms hj in general do not exist. If
we instead insist on a weaker local version of universality, then we can prove that
each open Riemann surface R has a weakly universal minimal surface X : R → Rn.
More precisely, we say that X : R → Rn is weakly universal if for every conformal
minimal immersion Y : D → Rn, X passes Y . Clearly universality implies weak
universality, so existence of weakly universal minimal surfaces follows from Lopez
[48]. However, as far as the authors are aware, their existence for an arbitrary
Riemann surface R has not been investigated until now.
Corollary 4.5.4. For each open Riemann surface R and each natural number n ≥ 3
there exists a complete weakly universal minimal surface X : R → Rn.
Proof. Let {Kj}j∈N be a normal exhaustion of R by O(R)-convex compact subsets
or R. For each j ∈ N let Dj ⊂ K◦j \ Kj−1 be a compact O(R)-convex subset
that is mapped onto the closed unit disc D by a coordinate chart φj defined on a
neighbourhood of Dj. Define
hj = φ
−1




j∈NDj is holomorphically convex and has bounded E hulls.
The space C (D,Rn) is separable, meaning it contains a countable dense subset,
and metrisable. Therefore, the subset F := CMI(D,Rn) ⊂ C (D,Rn) consisting of all
conformal minimal surfaces D → Rn is also separable. For the notion of separability
coincides with that of second countability for metrisable spaces, and the latter is
hereditary. Let {fj : j ∈ N} ⊂ F be a countable dense subset of F .
Define
f : K =
⋃
j∈N
Dj → Rn, f(z) = fj ◦ h−1j for z ∈ Dj,
and
ε : K → R+, ε(z) = 1/j for z ∈ Dj.
By Theorem 4.4.1 we may find a complete conformal minimal immersion X : R →
Rn such that
∥X(z)− f(z)∥ < ε(z), for z ∈ K.
Suppose Y : D → Rn and ϵ > 0 are given. By Mergelyan’s theorem for conformal
minimal immersions we may suppose that Y extends to a conformal minimal im-
mersion on R2. Let B(Y, ϵ/2) ⊂ F be the set of all conformal minimal immersions
g : D → Rn such that ∥Y (z) − g(z)∥ < ϵ/2 for every z ∈ D. Clearly this set is
infinite. Moreover, note that there are infinitely many natural numbers j ∈ N such
that fj ∈ B(Y, ϵ/2) by density. Let j ∈ N be a natural number with fj ∈ B(Y, ϵ/2)
which is sufficiently large so that
ε(z) = 1/j < ϵ/2, for z ∈ Dj.
Then, for z ∈ D we have
∥X ◦ hj(z)− Y (z))∥ ≤ ∥X ◦ hj(z)− fj(z))∥+ ∥fj(z)− Y (z)∥
= ∥X ◦ hj(z)− f ◦ hj(z)∥+ ∥fj(z)− Y (z)∥
< ϵ/2 + ϵ/2 = ϵ.
It follows that we can construct a sequence j1, j2, . . . such that {X ◦ hjk}k∈N → Y
in the C 0(D)-topology, as required.
4.5.2 Function theoretic statements
We conclude this chapter by framing some of our results in function theoretic terms.
Let M ⊂ R be a totally real set, see Definition 2.3.4. For continuous functions
f : M → Cn and ϵ : M → R+ define
[f, ϵ] = {g ∈ C (M,Cn) : ∥f(x)− g(x)∥ < ϵ(x), ∀x ∈M}.
Sets of this form form a basis for the strong topology on C (M,Cn). Denote the
collection of continuous maps M → Cn endowed with this topology by CS(M,Cn).
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Let PROP(M,Cn) ⊂ CS(M,Cn) be the set of all proper continuous maps M → Cn.
One can prove that PROP(M,Cn) is an open subset of CS(M,Cn), see [42, Theorem
1.5]. Let ρ : C (R,Cn) → CS(M,Cn) be the restriction operator. By applying [1,
Lemma 3.3] infinitely often one can prove that the space of S-immersions is dense
in CS(M,Cn). Our main result thus implies the following:
a) The set ρ(A) is dense in CS(M,Cn), where A is the set of all S-immersions
R → Cn.
For S satisfying the additional hypotheses of Theorem 1.2.2:
b) The set ρ(B) is dense in CS(M,Cn), where B is the set of all complete S-
immersions R → Cn
c) The set ρ(C) is dense in is dense in PROP(M,Cn), where C is the set of all







In this chapter, we present some preliminary findings concerning approximation by
integral curves of systems of holomorphic Pfaffian equations. Our methods are based
on ideas from Alarcón, Forstnerič, and López [8] and Forstnerič’s recent preprint [30].
5.1 Chapter overview
A Pfaffian system I on a complex manifold X is an O(X)-submodule of the space of
all holomorphic differential one forms. Let R be a Riemann surface. A holomorphic
map F : R → X satisfying F ∗α = 0 for all α ∈ I is called an I-integral curve. If
F is an immersion, then we say that F is an I-immersion. We can also make the
analogous definition for maps S → X from a (compact) admissible set S ⊂ R. That
is, a map f : S → X of class A 1(S,X) is said to be an I-integral curve if f ∗α = 0
for every α ∈ I (recall the definition of df from §2.5.1). If in addition f |S◦ is an
immersion, then we say that f is an I-immersion.
In this chapter, we consider Pfaffian systems on Cn generated by finitely many
1-forms α1, . . . , αd, d < n, where
αl(z1, . . . , zn) = dzl +
n∑
ν=d+1
alν(zd+1, . . . , zn)dzν for l = 1, . . . , d, (5.1.1)
for some holomorphic functions alν on Cn−d. Though, indeed, the results and argu-
ments presented in this chapter apply more generally to Pfaffian systems defined on
domains in Cn.
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which we will abbreviate to (α1, . . . , αd)⊤ = Iddz′ + Adz′′.
We investigate conditions under which an I-integral curve S → Cn can be ap-
proximated by globally defined I-immersions R → Cn.
Section 5.2 begins by introducing the concept of weak correlation, see Definition
5.2.1. In the d = 1 case, this is rather simple to understand. A vector valued
function v : Ω → Cm is said to be weakly correlated with a family of matrix valued
functions (Aj : Ω →M1×m(C))j∈J , not all equal to zero, precisely if v(ζ) ∈ kerAj(ζ)
for every ζ ∈ Ω, j ∈ J .
We suggest at this point that the reader skips ahead to Proposition 5.2.4 (b)
to see what the vector and matrix valued functions of interest to us are. By way
of motivation, let us consider what Proposition 5.2.4(b) says in the case of the
standard contact structure. For the purpose of being consistent with our notation,
let us suppose that the standard contact form on C3 is







In this case, Proposition 5.2.4 (b) simply says that the curve to be approximated
f = (f1, f2, f3) : S → C3, which satisfies f ∗α = 0, termed a generalised Legendrian





(ζ) ̸∈ ker(1, 0)
for some ζ ∈ Ω, where x is an immersion on Ω. This is tantamount to saying that f2
is nonconstant; a natural assumption to make especially if one is trying to construct
a period dominating spray.
Lemma 5.2.2 is an elementary result concerning weak correlation that we will
use on multiple occasions, in particular to prove the invertibility of Bµ, and hence
of B and later of the Jacobian of the period map, see (5.2.3) and (5.2.7).
In addition to the not weakly correlated assumption, Proposition 5.2.4 (b), we
also assume that A is nondegenerate, see Definition 5.2.3. In the d = 1 case, A
being nondegenerate simply implies that A has at least one nonconstant component.
Without this assumption, there are not enough directions to span Cd in (5.2.3) and
hence our argument does not produce a period dominating spray.
After defining these weak correlation and nondegeneracy notions, we move on to
state Proposition 5.2.4, which is an intermediate step in proving our main theorem,
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Theorem 5.3.8. The proof of Proposition 5.2.4 is perhaps the most demanding of this
chapter and so we will provide a sketch of the proof here (including an explanation
of the preparatory lemma, Lemma 2.5.5).
The proof of Proposition 5.2.4 proceeds as follows. Using the aforementioned
correlation and nondegeneracy hypotheses we construct an invertible matrix B, see
(5.2.5), that we aim to approximate well by the Jacobian of the period map of a
spray. Indeed, our strategy is to approximate B so well that the Jacobian of the
period map is also invertible.
Lemma 2.5.5 concerns the existence of special functions with certain good prop-
erties. These functions are used directly in the construction of the auxiliary functions
with good properties, see (5.2.10), which we approximate to obtain new globally de-
fined functions R → C with the same desirable properties, namely (A) and (B), that
in particular mean that the Jacobian of the period map of the spray approximates
B well and is hence invertible.
Once we have proven the existence of the period dominating spray we are done.
For we can approximate the core, which is the last n− d coordinates of the function
S → Cn, using Mergelyan’s theorem and then use the spray to correct periods.
Hence, the new map is also an I-integral curve.
In this chapter we also consider approximation by immersions, see Proposition
5.2.7. In order to use the standard argument, it is necessary that the number of
directions we perturb when constructing the period dominating spray of Proposition
5.2.4 is less than the number of available directions n−d. In particular, this imposes
a condition on the matrix valued function A, which we introduced the terminology
‘auxiliary dimension’ to speak about, see Definition 5.2.5. For a general I-immersion
S → Cn, however, the number of directions that we are required to perturb may
still be greater than the auxiliary dimension, see Remark 5.3.7.
In Lemma 5.3.6, we show that given an I-integral curve f : S → Cn, after a small
perturbation we may assume that f has all of the desired properties of Proposition
5.2.4. Furthermore, by the lemma, we may suppose that the number of directions
needed to construct the period dominating spray in Proposition 5.2.4 is the auxiliary
dimension, see Remark 5.2.6. This is summarised in our main result, Theorem 5.3.8.
5.2 Intermediate results
The main goal of this section is to state and prove Proposition 5.2.4, which is an
important stepping stone on our way to proving the main result of this chapter,
Theorem 5.3.8.













It is easily verified that




where ColA(ζ) denotes the column space of A(ζ). It is important that we avoid this
sort of pathology in the sequel and thus we give it a name.
Definition 5.2.1. Let Ω be a domain in a Riemann surface R, and d,m ∈ N. We
say that a vector valued function v : Ω → Cm is weakly correlated with a family of
matrix valued functions (Aj : Ω →Md×m(C))j∈J if




For the purposes of the above definition, we did not need to make any assumption
about the indexing set J . In practice, however, the indexing sets we wish to consider
are finite.




ColAj(ζ) = Cd, (5.2.2)
for some indexing set J ⊂ {1, . . . , n}. If the holomorphic function v : Ω → Cm is
not weakly correlated to the family (Aj)j∈J , then for every ζ0 ∈ Ω and δ > 0 there
exists p1, . . . , pd arbitrarily close to ζ0 and indices j1, . . . , jd ∈ J such that
Aj1(p1)v(p1), . . . , Ajd(pd)v(pd)
span Cd.
Proof. If this were not the case then one would reach a contradiction by a simple
application of the identity principle.
Hence providing A satisfies (5.2.2), the property of v being not weakly correlated
with A1, . . . , An is local in the sense of Lemma 5.2.2.






Col ∂zjA(z) = Cd,
where ∂zjA : Cm → Md×m(C) is the map obtained by differentiating each element
of A with respect to zj.
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In the following, let R be an open Riemann surface and z = (z1, . . . , zn) denote
the usual coordinates on Cn.
Proposition 5.2.4. Let S be a compact connected admissible set in an open Rie-
mann surface R such that S is a deformation retract of R and S◦ ̸= ∅. Let n, d be




a1(d+1) . . . a1n
... . . .
...
ad(d+1) . . . adn
⎞
⎟⎠ : Cn−d →Md×(n−d)(C)
be a nondegenerate holomorphic function, and let I be the Pfaffian system on Cn ≃
Cd × Cn−d generated by α1, . . . , αd, where (α1, . . . , αd)⊤ = Iddz′ + Adz′′. If f =
(f ′, f ′′) : S → Cd × Cn−d ≃ Cn is an I-integral curve of class A k(S,Cn), k ≥ 1,




Col (∂zjA ◦ f ′′)(ζ) = Cd,
b) ∂xf ′′ is not weakly correlated with (∂zd+1A) ◦ f ′′, . . . , (∂znA) ◦ f ′′ on Ω, for some
holomorphic immersion x : R → C.
then there exists an I-integral curve F : R → Cn approximating f well in the
C k(S,Cn)-norm.
Proof. Because we have assumed that S is a deformation retract of R, it follows
that R has finite topology and S is a connected O(R)-convex subset of R. Let
C1, . . . , Cm be a homology basis for S such that C =
m⋃
µ=1
Cµ is O(R)-convex and




µ = 1, . . . ,m choose a point ζµ ∈ C̃µ. Let B1, . . . , Bm ⊂ S◦ be a collection of open
balls such that ζµ ∈ Bµ ⊂ S◦, Bµ ∩Bµ′ = ∅ whenever µ ̸= µ′, and Bµ ∩C ⊂ C̃µ. For
j = 1, . . . , n, define Tj = (∂zjA) ◦ f ′′. By Lemma 5.2.2, there exist ζµ1 , . . . , ζµd ∈ Bµ
and indices jµ1 , . . . , j
µ




′′(ζµ1 ), . . . , Tjµd (ζ
µ
d )∂xf
′′(ζµd ) span C
d. (5.2.3)
For each µ, by modifying Cµ, and hence C̃µ, slightly if necessary, we may assume
that ζµ1 , . . . , ζ
µ
d ∈ C̃µ ⊂ S◦.
Note that (5.2.3) (also (b)) remains true for any choice of holomorphic immersion
x : R → C. For suppose x′ : R → C were another holomorphic immersion. For each
µ = 1, . . . ,m, ν = 1, . . . , d, we have
∂x′f









(ζµν ) ∈ C∗. Hence, (5.2.3) holds with x replaced by x′.
Without loss of generality, we may suppose that x(ζµν ) = 0 for µ = 1, . . . ,m,
ν = 1, . . . , d. For s ∈ N, define xs : R → C,
xs(ζ) =
s times  
exp(exp(. . . (exp(x(ζ))))) .
Let us fix µ ∈ {1, . . . ,m}, ν ∈ {1, . . . , d}. Let U0µν ⊃⊃ U1µν ⊃⊃ . . . be a sequence of
open neighbourhoods of ζµν such that
xs|Usµν : U sµν → xs(U sµν)
is a biholomorphism for s ∈ N ∪ {0}, where x0 = x.
For each s ∈ N sufficiently large, the following statements hold whenever δ is
sufficiently small:
1. t+ xs(ζµν ) ∈ xs(U sµν) for all t ∈ (−δ, δ), and
2. id(−δ,δ) cannot be written as a linear combination of 1 and the components
Re(alj ◦ f ′′ ◦ (xs|Usµν )−1(t+ xs(ζµν ))), Im(alj ◦ f ′′ ◦ (xs|Usµν )−1(t+ xs(ζµν ))).
Let us briefly justify the above claim. First, for each s ∈ N, property 1 clearly
holds for all δ sufficiently small by the openness of xs(U sµν). Property 2 is easily
established by considering the equation
(xs|−1Usµν )(Φs(t) + xs(ζ
µ
ν )) = (x|−1U0µν )(t) = (x|
−1
U0µν
)(t+ x(ζµν )), (5.2.4)
for t ∈ (−δ′, δ′), where
Φs(t) =
s times  
exp(. . . (exp(t))))−
s times  
exp(. . . (exp(xs(ζ
µ
ν ))))),
= exp(. . . (exp(t))))− exp(. . . (exp(0)))),
and 0 < δ′ < δ is a sufficiently small real number so that Φs(t) ∈ (−δ, δ) whenever
t ∈ (−δ′, δ′). If property 2 does not hold, then by (5.2.4), we may write Φs|(−δ′,δ′) as
a linear combination of 1 and the real and imaginary components
Re(alj ◦ f ′′ ◦ (x|U0µν )−1(t+ x(ζµν ))), Im(alj ◦ f ′′ ◦ (x|U0µν )−1(t+ x(ζµν ))).
Note that for N ∈ N, the set {Φ1, . . . ,ΦN} is linearly independent on any neigh-
bourhood of 0. Therefore, there can be only finitely many s ∈ N for which property
2 does not hold, as required.
Note that there are only finitely many µ, ν and xs is defined globally. Therefore,
by selecting s0 ∈ N sufficiently large, we may suppose that xs0 : R → C satisfies
properties 1 and 2 for all µ = 1, . . . ,m and ν = 1, . . . , d.
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As per the comment above, we can replace the holomorphic immersion x : R → C
by the holomorphic immersion xs0 : R → C. Let Uµν = U s0µν for µ = 1, . . . ,m,
ν = 1, . . . , d.
Moreover, by modifying C slightly near each point ζµν , we may suppose that for
each µ = 1, . . . ,m, ν = 1, . . . , d, there is a small neighbourhood U ′µν ⊂⊂ Uµν of ζµν
and a real number δ > 0 so that C̃µ ∩ U ′µν is parametrised by
γ : (−δ, δ) → C̃µ ∩ U ′µν , γ(t) = (x|Uµν )−1(t+ x(ζµν )),
where δ > 0 is sufficiently small so that properties 1 and 2 apply with respect to the
neighbourhood U ′µν for all δ′ ≤ δ. Intuitively, this means we approach each point ζµν
horizontally according to x.
Now we will define a matrix B and show that it is invertible. Later, we will see
that this matrix is approximately the Jacobian of the period map of a spray that
we are interested in. Hence, the invertability of this matrix is interesting because it
means the spray is period dominating.




















B1 0 . . . 0
0 B2 . . . 0
...
... . . .
...
0 0 . . . Bm
⎞
⎟⎟⎟⎠ .




b1,11,1 . . . b
1,1
1,d
... . . .
...




b1,1m,1 . . . b
1,1
m,d
... . . .
...
b1,dm,1 . . . b
1,d
m,d
... . . .
...
bm,11,1 . . . b
m,1
1,d
... . . .
...




bm,1m,1 . . . b
m,1
m,d
... . . .
...

















for ρ, µ = 1, . . . ,m, l, ν = 1, . . . , d.
The determinant of B is nonzero if and only if detBµ ̸= 0 for µ = 1, . . . ,m.
Hence, our goal is to show that the latter matrices have nonvanishing determinants.
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= (Tjµν ◦ f ′′)(ζµν )∂xf ′′(ζµν )
(5.2.7)
Hence, detBµ ̸= 0 because we know that V1, . . . , Vd span Cd by (5.2.3). Therefore,
the matrix B also has nonzero determinant. It follows that there is ϵ > 0 such that
an md ×md complex matrix B̃ is invertible whenever each entry of B̃ is within ϵ,
in absolute value, of the corresponding entry of B.
Recall that each ζµν has a neighbourhood U ′µ,ν such that C̃µ is parametrised by
γµν : (−δ, δ) → C̃µ ∩ U ′µ,ν , γµν(t) = (x−1|Uµν )(t+ x(ζν)µ).
Suppose that δ is so small that for l = 1, . . . , d and k = d + 1, . . . , n, we have that
















n− d+ 1 (5.2.8)
whenever t ∈ (−δ, δ). Now, consider the functions
alj ◦ f ′′ ◦ γµν : (−δ, δ) → C,
for l, ν = 1, . . . , d, µ = 1, . . . ,m, j = d + 1, . . . , n. By shrinking δ if necessary and
extending by zero with the help of a smooth cut off function, we may assume that
alj ◦ f ′′ ◦ γµν is defined on all of R (with the same definition on (−δ, δ)). Recall that
we have assumed, for each µ = 1, . . . ,m, ν = 1, . . . , n, that the identity function
id(−δ,δ) cannot be written as a linear combination of 1 and the components
Re(alj ◦ f ′′ ◦ (x|U ′µν )−1(t+ x(ζµν ))), Im(alj ◦ f ′′ ◦ (x|U ′µν )−1(t+ x(ζµν ))), (5.2.9)
where l = 1, . . . , d and j = d + 1, . . . , n. In particular, the collection of functions
of the form in (5.2.9) for l = 1, . . . , d and j = d + 1, . . . , n can be separated into
those that are constant on (−δ, δ) and those that are nonlinear and satisfy the
hypothesis of Lemma 2.5.5. Applying Lemma 2.5.5 to the collection of functions of
the form (5.2.9) minus those that are constant on (−δ, δ), yields a smooth function
ϕµν : R → R, such that












We can define g̃µν : C → C,
g̃µν(ζ) =
{
ψµν ◦ γ−1µν (ζ) for ζ ∈ γµν(−δ, δ),
0 for ζ ∈ C\γµν(−δ, δ).
(5.2.10)
We may extend g̃µν to a ∂-flat map R → C, which we shall also call g̃µν , so that the







(f ′′)g̃µνdfk = 0 (5.2.11)













































n− d+ 1 . (5.2.12)















dg̃µν ◦ x−1(·+ x(ζµν ))
dt



































aljµν ◦ f ′′dx,
because g̃µν is zero on a neighbourhood of C\γµν(−δ, δ). Note that g̃µν = 0 on a





aljµν ◦ f ′′dx = 0 for ρ = 1, . . . ,m. (5.2.13)
By [22, Theorem 16], for each ν = 1, . . . , d, µ = 1, . . . ,m, we may approximate































n− d+ 1 .
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Note that (A) follows from (5.2.11) and (5.2.12), while (B) follows from (5.2.13).
For t = (tµν ) ν=1,...,d
µ=1,...,m
∈ (Cd)m, let f ′′t : S → Cn−d,









where ejµν is the j
µ
ν -th standard basis vector of Cn.
For l = 1, . . . , d, let α′′l denote
n∑
k=d+1
alkdzk, that is, the part of αl that involves



















































































(0) . . . ∂P1,1
∂t1d
(0)











(0) . . . ∂P1,1
∂tmd
(0)












(0) . . . ∂Pm,1
∂t1d
(0)











(0) . . . ∂Pm,1
∂tmd
(0)












is invertible. Therefore by the inverse mapping theorem, P maps a small ball around
0 ∈ Cmd to a small ball around 0 in the target Cmd. By [22, Theorem 16] we may
approximate (fd+1, . . . , fn) well in the C k(S,Cn−d)-topology by a holomorphic map
f̃ ′′ : R → Cn−d so that P̃ , the period map with fd+1, . . . , fn replaced by f̃d+1, . . . , f̃n,
is as close as we like to the original P . Hence P̃ also maps the boundary of the small
ball to Cmd\{0} and therefore must contain a point mapping to zero. This point t0
yields a function










which is close to (fd+1, . . . , fn) in the C k(S,Cn)-topology and has vanishing periods.
Then since all of the periods of (f̃ ′′t0)
∗α′′l vanish on U , and vanishing of periods




)∗α′′l = 0 for l = 1, . . . , d. If the approximations were close enough, then
the map f̃ = (f̃1, . . . , f̃d, f̃ ′′t0) : U → Cn approximates f well on S.
Definition 5.2.5. The auxiliary dimension of a nondegenerate matrix valued func-
tion A : Cm → Md×m(C) is the smallest natural number d′ for which there exists a





Remark 5.2.6. It will be helpful later for us to remark at this point that the set




ColTj(ζ) span Cd, where Ωµ is the connected component of S◦
containing C̃µ.
Proposition 5.2.7. The map F found in Proposition 5.2.4 can be chosen to be
an immersion providing that for each connected component Ω of S◦ the component
functions of ∂xf ′′|Ω are linearly independent in C (Ω,C) and d′ ̸= n− d, where d′ is
the smallest natural number for which there is an indexing set J ⊂ {d+1, . . . , n} of




ColTj(ζ) spans Cd for every connected component Ω of
S◦.
Proof. By Proposition 5.2.4 we may assume that f is defined on all of R. Construct
a period dominating spray F : R× Cmd → Cn,
F (ζ, t) = f(ζ) + (tµν ) · (gµν ejµν ), (5.2.18)
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as in the proof of Proposition 5.2.4 (here gµν : R → C is a holomorphic function).
Choose i such that d+ 1 ≤ i ≤ n, i ̸= jν for ν = 1, . . . , d, and fi is nonconstant;
this is possible because ∂xf ′′ has (n−d)-linearly independent components, d′ ̸= n−d,
and the set {j1, . . . , jd} only has d′ ≤ n − d distinct elements, see Remark 5.2.6.
Suppose that fi has critical points u1, u2, . . . . Choose j ≥ d+1 such that j ̸= i and
define a holomorphic function h such that dh(uk) = 0 if dfj(uk) ̸= 0 and dh(uk) ̸= 0
if dfj(uk) = 0. For each µ = 1, . . . ,m, ν = 0, . . . , d− 1, we may find a holomorphic
function g̃µν : R → C such that g̃µν |C ≈ 0 in the C k-norm and
∥gµν (uj)− g̃µν (uj)∥C k({uj}) = 0.
Then consider the dominating spray
F̃ (ζ, t) = f(ζ) + t · (g(ζ)− g̃(ζ)) ≈ F (x, t)
this is period dominating by Lemma 2.5.3. By Lemma 2.5.4 there exist a small
t0 ∈ Cmd and δ ∈ C∗ such that F̃ (·, t0) + δhej. This map is an immersion because
d(f + t0 · g + δhej)j(uk) = dfj(uk) + δdh(uk) ̸= 0,
d(f + t0 · g + δhej)i(x) = dfi(x) ̸= 0 unless ζ = uk.
as required.
5.3 Perturbations and main result
The main goal of this section is to prove Lemma 5.3.6 which concerns perturbing
I-immersions S → Cn to obtain new I-immersions that have the desired properties
of the previous section. From this and Proposition 5.2.4 our main result, Theorem
5.3.8, easily follows.
Lemma 5.3.1. Let T = [T1 . . . Tn] be a d × mn complex matrix valued function,





for some indexing set J ⊂ {1, . . . , n}. Let v : Ω → Cm be a holomorphic function
on Ω and let ζ0 be a point in Ω. Then, there exists points ζ1, . . . , ζm arbitrary close
to ζ0, directions c1, . . . , cd ∈ Cm, and indices j′1, . . . , j′d ∈ J , such that
Tj′1(ζ1)(v(ζ1) + δc1), . . . , Tj′d(ζd)(v(ζd) + δcd)






Col[Tj1 , . . . , Tjd ](ζ) = C
d.
Let v : Ω → Cm be a holomorphic vector valued function. For ν = 1, . . . , d, choose




Col[Tj1 , . . . , Tjd ](ζ
ν
i ) = Cd
2. ζνi ̸= ζν
′
j unless ν = ν ′ and i = j.
Such points are guaranteed to exist by the identity theorem.
Define





























m) + (e1 − v(ζνm))), . . . , Tjd(ζνm)(v(ζνm) + (em − v(ζνm))},
where ei is the i-th standard basis vector of Cm for i = 1, . . . ,m. Each Sν spans
Cd and therefore we can make a selection of vectors vν ∈ Sν such that {v1, . . . , vd}





iν ) + cν) = vν








spans Cd for all but countably many δ ∈ C (by the identity theorem and the holo-
morphicity of the determinant).
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Digression: Infinite dimensional holomorphy
The strength of holomorphic functions on infinite dimensional spaces is not needed
here but it will provide us with a nice viewpoint to see the technique of adding
features without using period dominating sprays that was used in the proofs of [2,
Theorem 2.3] and [7, Theorem 3.1(a)]. To this end, following Dinee [20] we make the
following definitions. Note that this method does not seem to help us approximate
the function on a larger domain.
Definition 5.3.2. A subset U of a (possibly infinite dimensiona) vector space E
over C is said to be finitely open if U ∩ F is open in the Euclidean topology of F
for each finite dimensional subspace F of E.
Example 5.3.3. Let K be a compact set and consider A k(K,Cn) endowed with
C k(K,Cn)-topology. A finite dimensional subspace F ⊂ A k(K,Cn) is precisely the
span of N vectors
g1, . . . , gN : K → Cn,
for some natural number N . Suppose U is open in A k(K,Cn). Let c1g1 + . . . cNgn
be a point in U ∩F . It is clear that there exists δ > 0 such that for all (c′1, . . . , c′N) ∈
B(c, δ) ⊂ CN , we have that c1g1+ · · ·+ cNgN ∈ U ∩F and therefore this set is open
in the Euclidean topology.
Definition 5.3.4. A function f : U ⊂ E → F , where U is a finitely open subset
of a vector space E over C and F is a locally convex space, is G-holomorphic if for
each ξ ∈ U , η ∈ E, and continuous C-linear map ϕ : F → C, the complex valued
function of one variable
λ ↦→ ϕ ◦ f(ξ + λη)
is holomorphic on some neighbourhood of zero.








where C1, . . . , Cm is a homology basis for K and α0, . . . , αd−1 is a system of holomor-
phic 1-forms on Cn. Then it is clear that for any C-linear function ϕ : (Cm)d → C,
we have that
t ↦→ ϕ ◦ P (f + tg)
is holomorphic for all g simply because we can take the derivative inside the integral
(the reader might want to verify that this is easily true for the coordinate projections
and hence so too in the general case). Indeed, by the same reasoning we see that









What ties infinite dimensional holomorphy to the problem at hand is the follow-
ing remark by Dineen [20, p. 144]. Dineen comments that since Hartog’s theorem
tells us that separately holomorphic functions on U ⊂ Cm and V ⊂ Cn are holomor-
phic as functions of m+n variables on U×V we have the following characterisation:
A function f : U ⊂ E → F is G-holomorphic if and only if ϕ◦f |U∩E1 is holomorphic,
in the classical sense, that is (t1, . . . , tN) ↦→ ϕ◦f(f+t1g1+· · ·+tNgN) is holomorphic
as a function of several variables, for each finite dimensional subspace E1 of E and
each continuous C-linear function ϕ : F → C.
The fact that is used by [7] is that because A (K,Cn) P−→ Cmd is holomorphic,
it is holomorphic on any subspace of A (K,Cn). Therefore choose a finite subspace
F of dimension N > md and argue that since P (f) = 0 and the dimension of the
analytic subvariety defined by the equation {z ∈ F : P (z) = 0} is greater than one,
we can find a nearby element g of F\{0} such that P (f + g) = 0. Then so long as
we have constructed F so that all small nonzero perturbations are desirable we are
done. In [7] the objective was to use such a method to produce a nondegenerate
map.
Lemma 5.3.6. Let I and S be as in Proposition 5.2.4. Let Tj = ∂zjA for j =
d + 1, . . . , n. There exists an indexing set J ⊂ {d + 1, . . . , n} that has cardinality
equal to the auxiliary dimension of A such that every I-integral curve f = (f ′, f ′′) :
S → Cd × Cn−d of class A k(S,Cn), k ≥ 1, can be approximated in the C k(S,Cn)-
norm by an I-integral curve f̃ : S → Cn which, for every connected component Ω of
S◦, satisfies:
a) The components of ∂xf̃ ′′|Ω are linearly independent in C (Ω,C).
b)
⋃
ζ∈Ω,j∈J Col(Tj ◦ f ′′)(ζ) spans Cd.
c) ∂xf̃ ′′|Ω is not weakly correlated to (Tj ◦ f̃ ′′|Ω)j∈J .
Proof. Let x : R → C be a holomorphic immersion on R and C1, . . . , Cm be a
homology basis for S. Suppose that Ω1, . . . ,ΩL are the connected components of
S◦.
Our first goal is to replace f = (f ′, f ′′) : S → Cd × Cn−d by an I-integral curve
that satisfies (5.3.3). To this end, letN > md+1 andM > 2n. For each µ = 1, . . . , L
let
{ζνiµ : i = 1, . . . , N, ν = 1, . . . , d} ⊂ Ωµ




′, ν ′, µ′) ̸= (i, ν, µ).
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Since A is nondegenerate there exists points v1, . . . , vd ∈ Cn−d and indices
j1, . . . , jd such that the concatenation
[Tj1(v1) . . . Tjd(vd)]
has rank d. We choose j1, . . . , jd so that the cardinality d′ of J = {j1, . . . , jd} is
as small as possible, that is, the cardinality is what we have termed the auxiliary
































has maximal rank d for all but countably many δ. In particular, this implies that








has maximal rank for every µ (recall that µ is the index corresponding to the con-












alkdzk for l = 1, . . . , d, is G-holomorphic (recall the notion of
G-holomorphicity was introduced in Definition 5.3.4. For we may simply take the
derivative inside. Hence P |V , where
V = span{h1, . . . , hN},
is holomorphic in the usual sense. Note that P (0) = 0, and we know that Z :=
∩µ,νZPµν has dimension at least N − md ≥ 1, see for example [18, p. 36]. Hence
there exists uncountably many points t = (t1, . . . , tN) close to zero and contained in








has rank d for some i = 1, . . . , N , and for all µ = 1, . . . , L. Replace f ′′ by
f ′′(ζ) + t1h1(ζ) + · · ·+ tNhn(ζ).
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By the choice of t we know that (f ′′)∗α′′l still has period 0 for l = 1, . . . , d. Replace fl
by a primitive for (f ′′)∗α′′l which interpolates the original fl at some point. Providing
t is small enough the new f approximates the old f well in the C k(S,Cn)-norm. By





Col(Tjν ◦ f ′′(ζ)) = Cd (5.3.3)
for µ = 1, . . . , L.
Now, for µ = 1, . . . , L let p1µ, . . . , pnµ be points in Ωµ and B1µ, . . . , BNµ be
pairwise disjoint open sets in Ωµ such that piµ ∈ Biµ ⊂ Ωµ for i = 1, . . . , N . By
Lemma 5.3.1, for each i = 1, . . . , N , there exist points
p1iµ, . . . , pdiµ ∈ Biµ,
indices j′1µ, . . . , j′dµ ∈ J , and directions c1iµ, . . . , cdiµ ∈ Cn−d such that
Tj′1µ ◦ f
′′(p1iµ)(∂xf
′′(p1iµ) + δc1iµ), . . . , Tj′dµ ◦ f
′′(pdiµ)(∂xf
′′(pdiµ) + δcdiµ)
spans Cd for all but countably many δ ∈ C. (Note that the fact there is no index to
J is not a mistake, recall J was defined in the first half of the proof.) Without loss
of generality we may assume that x(pνiµ) ̸= x(pν′i′µ′) unless (ν, i, µ) = (ν ′, i′, µ′). Let
{qsiµ : i = 1, . . . , N, s = 1, . . . ,M} ⊂ Ωµ\(C ∪ {pνiµ : ν = 1, . . . , d, i = 1, . . . , N})
be a set of pairwise disjoint points. Then by using jet interpolation we may find
holomorphic functions gi : R → Cn−d such that
(1) gi(pνi′µ) = 0 for all ν, i′, µ.
(2) ∂xgi(pνi′µ) = 0 whenever i ̸= i′.
(3) For each i = 1, . . . , N , ∂xgi(pνiµ) = cνiµ.
(4) gi(qsi′µ) = 0 for i ̸= i′.















⎟⎠ ∈ CM (5.3.4)

















Then as before since we know that Pf : A (K,Cn−r) → Cmd is G-holomorphic, it
follows that P |V is holomorphic in the usual sense where V = span{g1, . . . , gN}.
Hence since P (f) = 0 there exist uncountably many t ̸= 0 arbitrarily close to zero
such that (f ′′t )∗α has period zero, where f ′′t = f ′′ + t1g1 + · · · + tNgN . Choose such
a point t = (t1, . . . , tN) so that for some i ∈ {1, . . . , N} the set
{Tj′1µ ◦ f
′′(p1iµ)(∂xf




spans Cd for each µ = 1, . . . , L. This point t is guaranteed to exist by a sim-
ple countability argument because of the way we have chosen p1iµ, . . . , pdiµ ∈ Biµ,
j′1µ, . . . , j
′
dµ ∈ J and c1iµ, . . . , cdiµ ∈ Cn−d.
Using the above properties of g1, . . . , gN , we may deduce that
f ′′t (pνiµ)
(1)
= f ′′(pνiµ), and
∂xf
′′





















In particular, since p1iµ, . . . , pdiµ ∈ Ωµ, it follows that
dim span{Tj ◦ f ′′t (ζ)∂xf ′′t (ζ) : j ∈ J, ζ ∈ Ωµ} = d = dim span
⋃
j∈J,ζ∈Ωµ
ColTj ◦ f ′′t (ζ).
Therefore ∂xf ′′t |Ωµ is not weakly correlated with (Tj ◦ f ′′t |Ωµ)j∈J for µ = 1, . . . , L.
Define f ′t : S → Cn as follows. For l = 1, . . . , d define (f ′t)l to be a primitive





t ) will approximate f well in the C k(S,Cn)-norm.
From Conditions 4 and 5, it follows that the components of ∂xft are linearly
independent on Ωµ (and hence in particular, the components of ∂xf ′′t are linearly
independent on Ωµ). For suppose this were not the case and without loss of generality
suppose t1 was nonzero. Then there exists a nontrivial linear combination of the
components c1(ft)1 + · · · + cn(ft)n = 0. For ν = 1, . . . ,M evaluating the above
equation at qν1µ yields
c1(∂xf1(qν1µ) + t1∂xg11(qν1µ)) + · · ·+ cn(∂xfn(qν1µ) + t1∂xg1n(qν1µ)) = 0
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Hence








⎟⎠ is some vector in V1, that is,
c1w1 + · · ·+ cnwn = v.
By consider the scalar product ⟨·, wi⟩ and noting that wi is nonzero since it belongs
to a set of orthogonal vectors, we see that ci = 0 for i = 1, . . . , n which contradicts
our assumption that the linear combination was nontrivial.
Remark 5.3.7. The conclusion that the indexing set {j1, . . . , jd} has cardinality
equal to the auxiliary dimension of A is actually not as obvious as it may seem.











, 0, ζ, 0) (5.3.7)
is an I-integral curve.











Note that the auxiliary dimension of A is 1 whereas the smallest indexing set J ⊂
{3, 4} such that ⋃ζ∈Ω,j∈J ColTj ◦ f ′′(ζ) spans C2 has cardinality 2. The cardinality
of the latter set is important to us because it determines when we can ensure the
approximating map is an immersion, therefore we want this number to be as small
as possible. What the above proposition says is that this number can be assumed
to be the auxiliary dimension of A which is the smallest it could possibly be.
We summarise our findings above by making the following theorem.
Theorem 5.3.8 (Mergelyan theorem for I-integral curves). Let S be a (compact)
admissible set in an open Riemann surface R such that S is a deformation retract




a1(d+1) . . . a1n
... . . .
...
ad(d+1) . . . adn
⎞
⎟⎠ : Cn−d →Md×(n−d)(C)
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be a nondegenerate holomorphic function (Definition 5.2.3), and let I be the Pfaffian
system on Cn ≃ Cd × Cn−d generated by α1, . . . , αd, where (α1, . . . , αd)⊤ = Iddz′ +
Adz′′ (c.f. 5.1.2). For every I-integral curve f of class A k(S,Cn), k ≥ 1, there
exists an I-integral curve F : R → Cn approximating f well in the C k(S,Cn)-norm.
Moreover, if the auxiliary dimension of A does not equal n − d (Definition 5.2.5),
then we may ensure that F is an immersion.
The condition that A is nondegenerate is generic in the C k(Cn,Md×(n−d)(C))
topology. It seems plausible that using this theorem one could prove a global
Mergelyan theorem and find I-integral curves with desirable global properties such
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Med prve in najpomembnejše rezultate kompleksne aproksimacijske teorije sodi
Rungejev izrek. Leta 1885 je Runge [64] dokazal, da lahko vsako holomorfno funkcijo
na okolici kompaktne množice K v C s povezanim komplementom C\K aprok-
simiramo enakomerno naK s celimi funkcijami. Leta 1951 je Mergelyan [54] dokazal,
da velja Rungejev izrek pod bistveno šibkejšo predpostavko, da je dana funkcija
zvezna na množici K in holomorfna v njeni notranjosti; prostor takih funkcij oz-
načimo z A (K).
Teorijo kompleksne aproksimacije na zaprtih nekompaktnih množicah v kom-
pleksni ravnini je prvi obravnaval Carleman [15] leta 1927 in med drugim dokazal
naslednjo posplošitev Weierstrassovega aproksimacijskega izreka na R ⊂ C.
Izrek 1.1.1 (Carlemanov izrek). Za dani zvezni funkciji f, ϵ ∈ C (R), kjer je ϵ
pozitivna, obstaja cela funkcija g ∈ O(C), tako da velja
|f(x)− g(x)| < ϵ(x) za vsak x ∈ R.
Zaprta podmnožica E odprte Riemannove ploskve R se imenuje Carlemanova
množica, če za vsako funkcijo f ∈ A (E) in za vsako pozitivno zvezno funkcijo
ϵ ∈ C (E) obstaja holomorfna funkcija g ∈ O(R), tako da velja
|f(x)− g(x)| < ϵ(x) za vsak x ∈ E.
Nersesjan [56] je leta 1971 karakteriziral Carlemanove množice v ravnini. Leta 1986
je Boivin [13] karakteriziral ta razred množic v poljubni odprti Riemannovi ploskvi.
Holomorfne funkcije več kompleksnih spremenljivk se obnašajo precej drugače
od tistih, odvisnih le od ene spremenljivke. Na primer, Hartogsov razširitveni izrek
iz leta 1906 [40] pove naslednje. Če je L kompaktna podmnožica domene Ω ⊂ Cn,
n > 1, katere komplement Ω\L je povezan, potem se vsaka holomorfna funkcija
na Ω\L enolično razširi do holomorfne funkcije na Ω. (Preprost dokaz lahko na-
jdemo v članku Sobieszek [66].) Ta pojav simultanega analitičnega nadaljevanja
naravno vodi v študij domen s holomorfnimi funkcijami, ki se ne dajo holomorfno
nadaljevati (niti kot večlične funkcije) na nobeno večjo domeno. Domenam s to
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lastnostjo pravimo domene holomorfnosti. Slednje so pomembne pri študiju holo-
morfnih funkcij več spremenljivk, saj so najbolj naravne in poleg tega na njih veljajo
posplošitve mnogih klasičnih izrekov iz teorije funkcij ene kompleksne spremenljivke.
Kot primer navedimo, da na domenah holomorfnosti veljata posplošitvi Rungejevega
aproksimacijskega izreka in Weierstrassovega interpolacijskega izreka.
Leta 1951 je Stein [67] vpeljal v literaturo nov razred kompleksnih mnogoterosti,
ki posploši pojem domene holomorfnosti. Ta razred mnogoterosti po njem nosi
ime Steinove mnogoterosti. Posplošitev Rungejevega aproksimacijskega izreka na
Steinove mnogoterosti sta neodvisno dokazala Oka [57] in Weil [69] v letih 1935-36.
Topološki pogoj na kompaktno množico K v Rungejevem izreku, namreč da K nima
lukenj oziroma, ekvivalentno, da je njen komplement povezan, se v izreku Oka-Weil
nadomesti s pogojem, da je K holomorfno konveksna množica. To pomeni, da za
vsako točko izven K obstaja holomorfna funkcija na dani mnogoterosti, ki ima v
dani točki večjo absolutno vrednost kot na K.
Bistven prispevek k razumevanju Carlemanove aproksimacije na Steinovih mno-
goterostih predstavljajo dela Magnussona, Manneja, Øvrelida in Wolda [53, 49], v
katerih so karakterizirali zaprte povsem realne podmnižice Steinovih mnogoterosti,
na katerih velja Carlemanov aproksimacijski izrek s holomorfnimi funkcijami v fini
Whitneyevi C k-topologiji. Pokazali so, da so to natanko tiste zaprte povsem realne
podmnožice, ki so holomorfno konveksne in imajo lastnost omejenih ogrinjač. Oba
pojma sta natančno definirana v razdelku 2.
V klasičnih delih Oke (1939) in Grauerta (1958) je bilo pokazano, da Oka-Weilov
aproksimacijski izrek velja tudi za preslikave Steinovih mnogoterosti v kompleksno
homogene kompleksne mnogoterosti, v kolikor za to ni topoloških obstrukcij. Leta
1989 je Gromov v vplivnem članku [37] ta pristop bistveno posplošil z reformu-
lacijo Oka-Weilovega izreka kot lastnosti ciljne mnogoterosti (za poljubno Steinovo
izvorno mnogoterost). S tem je odprl novo smer razvoja in ključno vprašanje je
postalo, katere kompleksne mnogoterosti zadoščajo lastnosti Oka-Weil, kot tudi ana-
logu Cartanovega razširitvenega izreka ter sorodnih rezultatov. Po vrsti raziskav je
Forstnerič [27] leta 2009 vpeljal v literaturo pojem Oka mnogoterosti ob dokazu
izreka, da so praktično vse obravnavane aproksimacijske in interpolacijske lastnosti
med seboj paroma ekvivalentne; med drugim so ekvivalentne lastnosti konveksne
aproksimacije, to je Rungejev aproksimacijski izrek za preslikave kompaktnih kon-
veksnih množic v evklidskih prostorih Cn v dano mnogoterost X s holomorfnimi
preslikavami Cn → X; glej definicijo 2.2.6. Podrobnejši uvod v teorijo Oka mno-
goterosti lahko bralec najde v Forstneričevi monografiji [29]. S to karakterizacijo v
mislih je naravno vprašanje, ali velja tudi analog Carlemanovega izreka za preslikave
Steinovih mnogoterosti v Oka mnogoterosti.
Pred kratkim se je pokazalo, da so Oka mnogoterosti pomembne tudi v teoriji
minimalnih ploskev v realnih evklidskih prostorih Rn dimenzije n > 2; glej pregledni
članek [6]. Povezave med kompleksno analizo in teorijo minimalnih ploskev so sicer
znane že od druge polovice 19. stoletja, kot je razvidno iz Enneper-Weierstrassove
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reprezentacijske formule za minimalne ploskve. Kljub temu je bilo do nedavnega
malo znanega o aproksimacijski in deformacijski teoriji minimalnih ploskev, dokler
niso bile v njihov študij vpeljane metode teorije Oka. Rungejev in Mergelyanov
aproksimacijski izrek je bil dokazan za ničelne holomorfne krivulje in konformne
minimalne imerzije v delih [2, 7]. S tem se naravno pojavi vprašanje, ali tudi v tej
teoriji velja Carlemanov aproksimacijski izrek.
Pregled rezultatov
V disertaciji so prikazani novi aproksimacijski rezultati Carlemanovega tipa, osno-
vani na delih Carlemana [15], Magnussona, Manneja, Øvrelida in Wolda [53, 49],
Alarcóna, Forstneriča, Lópeza, Castro-Infantesa [2, 7, 1], in Alarcóna, Forstneriča
in Lópeza [8, 30]. Originalni rezultati disertacije se pričnejo v poglavju 3.
Carlemanova aproksimacija preslikav Steinovih mnogoterosti
v Oka mnogoterosti
V poglavju 3 obravnavamo Carlemanovo aproksimacijo preslikav Steinovih mno-
goterosti v Oka mnogoterosti. Definicija Carlemanove aproksimacije je podana v
sistemu koordinatnih kart na izvorni in ciljni mnogoterosti kot sledi.
Naj bosta X, Y kompleksni mnogoterosti kompleksnih dimenzij m oziroma n,
A zaprta podmnožica X in f k-krat zvezno diferenciabilna preslikava na okolici A
z vrednostmi v Y . Carlemanov par za f glede na A je par P = (A ,B), kjer sta
A = {(Uj, ϕj) : j ∈ J} in B = {(Vj, ψj) : j ∈ J} družini kompleksnih kart na X in
Y , tako da je (Uj)j∈J lokalno končno pokritje množice U :=
⋃
j∈J
Uj ⊃ A in za vsak
indeks j ∈ J veljajo naslednji pogoji.
(i) Obstaja kompleksna karta (Ũj, ϕ̃j) na X, tako da je Uj ⊂⊂ Ũj in ϕ̃j|Uj = ϕj.
(ii) Obstaja kompleksna karta (Ṽj, ψ̃j) na Y , tako da je Vj ⊂⊂ Ṽj in ψ̃j|Vj = ψj.
(iii) Slika f(Uj ∩ A) je relativno kompaktna v Vj.
Naj bo P = ((ϕj, ψj))j∈J Carlemanov par za preslikavo f glede na A. Če sta g
in h zvezni preslikavi na okolici A z vrednostmi v Y , za kateri velja
g(Uj ∩ A) ∪ h(Uj ∩ A) ⊂⊂ Vj (5.3.9)
za vsak j ∈ J , potem pravimo, da je g P -blizu h na A. Torej g in h preslikata
majhno okolico U ′j množice Uj ∩ A v množico Vj za vsak j ∈ J .
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Naj bo j ∈ J in naj bosta g, h ∈ C k(N, Y ) preslikavi neke odprte okolice N
množice Uj ∩ A v mnogoterost Y , ki zadošča pogoju (5.3.9). Definirajmo














če Uj ∩ A ̸= ∅,
0 če Uj ∩ A = ∅,
kjer je ϕj realna karta na Uj z vrednostjo v R2m in |I| := I1 + · · · + I2m za vse
multiindekse I ∈ N2m.
Definicija 3.1.1 (C k-Carlemanova aproksimacija). Naj bo A zaprta podmnožica v
kompleksni mnogoterostiX in k ∈ N∪{0}. Pravimo, da A dopušča C k-Carlemanovo
aproksimacijo preslikav v družini F ⊂ C k(X, Y ), če za vsako preslikavo f ∈ F ,
Carlemanov par P = ((ϕj, ψj))j∈J za f glede na A in družino pozitivnih števil (ϵj)j∈J
obstaja cela preslikava g ∈ O(X, Y ), ki je P -blizu f na A in velja eA,Pj (f, g) < ϵj za
vsak j ∈ J .
Naravno je pričakovati pogoje na tip preslikav, ki jih lahko aproksimiramo glede
na konkretno naravo aproksimacijskih pogojev. Ena od naravnih predpostavk za C k-
Carlemanovo aproksimacijo je ∂̄-ravnost preslikave na aproksimacijski množici, kar
pomeni, da veljajo Cauchy-Riemannove enačbe do reda k vzdolž množice, na kateri
aproksimiramo. Ta pogoj je smiseln, saj C k-Carlemanova aproksimacija vključuje
tudi aproksimacijo odvodov do reda k. Natančneje, naj bo X kompleksna mno-
goterost dimenzije m, M zaprta podmnožica X in f funkcija razreda C k na odprti
okolici U ⊂ X množice M . Pravimo, da je f ∂̄-ravna reda k vzdolž M , če za vsako
točko x ∈M obstajajo holomorfne koordinate z = (z1, . . . , zm) na X okrog točke x,
tako da v teh koordinatah velja
Dα(∂̄f)(x) = 0
za vse multiindekse α ∈ (N∪{0})2m, ki zadoščajo |α| := α1+ · · ·+α2m ≤ k− 1. Tu
je ∂f odvod f na spremenljivke z̄ (torej C-antilinearen del diferenciala df), Dα pa
označuje parcialni odvod reda α glede na realne koordinate x1, y1, . . . , xm, ym, kjer
je zj = xj + iyj. Iz verižnega pravila sledi, da je definicija ∂-ravnosti neodvisna od
izbire lokalnih holomorfnih koordinat. Ta pojem se naravno posploši na preslikave
X → Y razreda C k preko uporabe lokalnih kart na obeh mnogoterostih.
Najpomembnejši primer za naše namene so povsem realne podmnogoterosti M
Steinovih mnogoterosti X in, splošneje, povsem realne podmnožice.
Definicija 2.3.4. Realna podmnogoterost M razreda C 1 kompleksne mnogoterosti
X je povsem realna, če tangentni prostor TxM v poljubni točki x ∈ M (ki je re-
alni podprostor kompleksnega tangentnega prostora TxX) ne vsebuje netrivialnega
kompleksnega podprostora. Zaprta podmnožica M ⊂ X se imenuje povsem re-
alna množica razreda C k, k ≥ 1, če je M lokalno vsebovana v neki povsem realni
podmnogoterosti razreda C k, to je, za vsako točko x ∈M obstaja odprta okolica U
in povsem realna podmnogoterost M ′ ⊂ U razreda C k, tako da je x ∈M ∩U ⊂M ′.
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Naš glavni rezultat o Carlemanovi aproksimaciji preslikav Steinovih mnogoterosti
v Oka mnogoterosti je naslednji.
Izrek 3.3.5. Naj bo X Steinova mnogoterost in Y Oka mnogoterost. Če je K ⊂
X kompaktna O(X)-konveksna podmnožica in je M ⊂ X zaprta povsem realna
množica razreda C r (r ∈ N), ki je O(X)-konveksna, ima lastnost omejenih ogrinjač
(glej razdelek 2.3.1) in je množica S = K ∪ M O(X)-konveksna, potem za vsak
k ∈ {0, 1, . . . , r} množica S dopušča C k-Carlemanovo aproksimacijo preslikav f ∈
C k(X, Y ), ki so ∂̄-ravne reda k vzdolž M in holomorfne na okolici množice K.
Dokaz izreka 3.3.5, ki je podan v razdelku 3.3, poteka induktivno s pomočjo
redukcije na Mergelyanovo aproksimacijo, uporabo izreka Poletskyja [59, Theorem
3.1] ter rezultatov iz člankov [29] in [53]. Razdelek 3.2 je posvečen obravnavi primera,
ko je ciljna mnogoterost C, torej za funkcije. V tem razdelku so zbrane metode in
rezultati, ki jih potrebujemo v dokazu splošnega primera izreka 3.3.5. V razdelku
3.4 dodamo interpolacijo. Primeri uporabe so prikazani v razdelku 3.5.1. Izrek 3.3.5
lahko interpretiramo v jeziku funkcijskih prostorov; glej razdelek 3.5.2.
Carlemanova aproksimacija usmerjenih holomorfnih
krivulj in konformnih minimalnih imerzij
V poglavju 4 obravnavamo problem Carlemanove aproksimacije za konformne min-
imalne imerzije. To vprašanje je trenutno zelo aktualno zaradi nedavno odkritih
novih povezav med kompleksno analizo in minimalnimi ploskvami ter dokazom neka-
terih klasičnih aproksimacijskih rezultatov kot so Rungejev in Mergelyanov izrek za
minimalne ploskve; glej [9, 2, 7].
Naslednji rezultat govori o aproksimaciji s kompletnimi konformnimi minimal-
nimi imerzijami. Spomnimo, da je preslikava X : R → Rn odprte Riemannove
ploskve R v Rn kompletna, če ima slika poljubne divergentne poti v R neskončno
dolžino v Rn merjeno v evklidski metriki.
Izrek 1.2.1 (Carlemanov izrek za konformne minimalne imerzije). Naj bo S gladka
pravilno vložena slika premice R v odprti Riemanni ploskvi R. Za vsako zvezno
preslikavo X : S → Rn, n ≥ 3, in pozitivno funkcijo ϵ : S → (0,∞) obstaja kompletna
konformna minimalna imerzija X̃ : R → Rn, tako da velja
∥X̃(p)−X(p)∥ < ϵ(p), p ∈ S.
V primeru ko je n ≥ 5 obstaja injektivna preslikava X̃ s to lastnostjo.
To je prvi znani aproksimacijski izrek Carlemanovega tipa za konformne mini-
malne imerzije v Rn. V disertaciji je dokazan precej splošnejši rezultat, izrek 4.4.1.
Tu smo navedli le poseben primer, ki je sam zase zanimiv in ne zahteva posebne
priprave.
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Naj bo A zaprta analitična podmnožica v Cn, ki je kompleksen stožec z vrhom v
izhodišču (konika). Holomorfna imerzija F : (F1, . . . , Fn) : R → Cn odprte Rieman-
nove ploskve R v Cn se imenuje usmerjena z A ali A-imerzija, če njen kompleksni
odvod F ′ glede na poljubno lokalno holomorfno koordinato na R leži v A\{0}.
Pomemben primer usmerjenih holomorfnih imerzij so ničelne holomorfne imerz-
ije, ki so tesno povezane s konformnimi minimalnimi ploskvami. Holomorfna imerz-
ija F : R → Cn se imenuje ničelna krivulja ali ničelna imerzija, če je usmerjena z
ničelno kvadriko
A := {z ∈ Cn : z21 + . . .+ z2n = 0}. (5.3.10)
Realni in imaginarni del poljubne ničelne holomorfne imerzije sta konformni mini-
malni imerziji; obratno, vsaka konformna minimalna imerzija je lokalno (na poljubni
enostavno povezani podmnožici) realni del neke holomorfne ničelne krivulje. Ho-
momorfizem prve homološke grupe H1(R,Z) → Rn, ki ga določajo periode konjugi-
ranega diferenciala dcF konformne minimalne imerzije F : R → Rn, se imenuje fluks
(ali pretok) preslikave F ; F je realni del holomorfne ničelne krivulje Z : R → Cn
natanko tedaj, ko ima ničelni fluks. Opisana povezava med teorijo minimalnih
ploskev in kompleksno analizo vodi v dokaz Enneper-Weierstrassove reprezentaci-
jske formule za minimalne ploskve. Nove tehnike iz kompleksne analize in še pose-
bej teorije Oka se predvem v zadnjem obdobju intenzivno uporabljajo v študiju
minimalnih ploskev; glej §2.4.2 in pregledni članek [6].
V disertaciji dokažemo izrek 1.2.1 ne le za minimalne ploskve, ampak tudi za
splošnejšo družino usmerjenih holomorfnih imerzij, ki vključuje ničelne krivulje.
Izrek 1.2.2 (Carlemanov izrek za usmerjene imerzije). Naj bosta S ⊂ R kot v izreku
1.2.1. Naj bo S nerazcepna zaprta konična kompleksna analitična podmnožica v Cn,
n ≥ 3, ki ni vsebovana v nobeni hiperravnini, tako da je S \ {0} Oka mnogoterost.
Za vsako S-imerzijo F : S → Cn (glej Def. 4.1.3) in za poljubno pozitivno zvezno
funkcijo ϵ : S → (0,∞) obstaja injektivna S-imerzija F̃ : R → Cn, tako da velja
∥F̃ (p)− F (p)∥ < ϵ(p) za vsak p ∈ S.
Z uporabo [1, Lemma 3.3] je dovolj predpostaviti, da je F v zgornjem izreku zvezna
na S in holomorfna S-imerzija v notranjosti. Dodatni pogoj, da je F imerzija
razreda C 1(S) zagotovi, da je pojem S-imerzije konzistenten z analognim pojmom
v clanku [2, 7] in je aproksimacija mogoča tudi v C 1 normi na S.
Izrek 1.2.2 je poseben primer splošnejšega izreka 4.1.5, v katerem je S Carle-
manova dopustna množica (glej definicijo 4.1.2), aproksimativna preslikava pa se
ujema z dano preslikavo (kot tudi pravimo, jo interpolira) do končnega reda vzdolž
dane diskretne podmnožice v R. Carlemanova dopustna množica naravno posploši
pojem dopustne množice v dokazu Mergelyanovega izreka za konformne minimalne
imerzije in usmerjene holomorfne krivulje. Vsaka odprta Riemannova ploskev vse-
buje mnogo Carlemanovo dopustnih množic S, katerih notranjost S◦ ima števno
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mnogo povezanih komponent, ki so relativno kompaktne, sama množica S pa ni nu-
jno kompaktna. Znani rezultati v literaturi ne govorijo o aproksimaciji konformnih
minimalnih ploskev na takih množicah, vendar so tovrstni izreki zelo uporabni v
konstrucijah zanimivih primerov minimalnih ploskev; glej posledico 4.5.4.
V dokazih aproksimacijskih izrekov lahko zagotovimo razne dodatne zanimive
lastnosti aproksimantov. Naslednji rezultat pokaže, da lahko pod naravnimi pogoji
na S aproksimativno preslikavo vselej izberemo kot kompletno S-imerzijo.
Izrek 1.2.3. S-imerzijo F̃ : R → Cn v izreku 1.2.2 lahko izberemo kompletno, če
je S ∩ {z1 = 1} Oka mnogoterost in ima koordinatna projekcija π1 : S → C lokalen
holomorfen prerez h na okolici z = 0 ∈ C s h(0) ̸= 0.
Po drugi strani imamo naslednji rezultat za prave imerzije.
Izrek 1.2.4. S-imerzijo F̃ : R → Cn v izreku 1.2.2 lahko izberemo kot pravo ob
pogoju, da je zožitev F |S prava, S ∩ {zj = 1} je Oka mnogoterost in koordinatna
projekcija πj : S → C na zj-os ima lokalni holomorfen prerez hj na okolici z = 0 ∈ C
s hj(0) ̸= 0 za vse j = 1, . . . , n.
Prava preslikava je kompletna, obratno pa v splošnem ne velja. Zato izrek 1.2.3
ne sledi iz izreka 1.2.4, saj dana preslikava v izreku 1.2.3 ni nujno prava.
Dodatne predpostavke na S v izrekih 1.2.3 in 1.2.4 so izpolnjene v primeru
ničelne kvadrike A, zato izrek 1.2.2 velja za ničelne krivulje in posledično za kon-
formne minimalne imerzije X z ničelnim fluksom. Ta pojem smo omenili neposredno
za definicijo ničelne kvadrike (5.3.10); glej tudi §2.4.2 za natančno definicijo tega po-
jma. Z manjšo modifikacijo dokaza zlahka pokažemo splošnejši rezultat, ki obenem
zagotovi popolno kontrolo nad fluksom, interpolacijo končnega reda na zaprti dis-
kretni podmnožici R, pravost aproksimanta F̃ , če je F prava na S, ter injektivnost
preslikave F̃ , če je n ≥ 5; glej izrek 4.4.1.
Kot primer uporabe predstavljenih rezultatov navedimo naslednjo približno reši-
tev Plateaujevega problema za divergentne loke.
Posledica 4.5.3. Naj bo R Riemannova ploskev brez roba, D ⊂ R gladko vložen
zaprt disk in p ∈ bD robna točka. Za vsako zvezno divergentno krivuljo γ : R → Rn,
n ≥ 3, in pozitivno zvezno funkcijo ϵ : R → (0,∞) obstaja kompletna konformna
minimalna imerzija X : R \ (D◦ ∪ {p}) → Rn in parametrizacija α : R → bD \ {p},
tako da velja
∥X(α(t))− γ(t)∥ < ϵ(t) za vsak t ∈ R.
Če je n ≥ 5, obstaja vložitev X s temi lastnostmi.
Naj bo Σ kompaktna Riemannova ploskev z nepraznim robom bΣ ̸= ∅ in naj bo R
odprta Riemannova ploskev. Sledeč članku Lópeza [48] uvedemo naslednje definicije.
Konformna minimalna imerzija X : R → Rn sreča drugo tako imerzijo Y : Σ → Rn,
če obstajata zaporedji domen {Dj}j∈N v R in biholomorfizmov hj : Σ → Dj, j ∈ N,
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tako da velja {X ◦ hj}j∈N → Y v C 0(Σ)-topologiji. Konformna minimalna imerzija
X : R → Rn je univerzalna, če sreča vsako konformno minimalno imerzijo Y : Σ →
Rn s poljubne kompaktne Riemannove ploskve Σ z nepraznim robom.
Lopez je v članku [48] dokazal obstoj kompletne univerzalne minimalne ploskve
v R3 s končno Gaussovo ukrivljenostjo. Opazimo, da ne obstaja univerzalna min-
imalna ploskev parametrizirana s C, ker biholomorfizmi hj ne obstajajo, če je Σ
pozitivnega roda. Oglejmo si sedaj naslednjo šibkejšo lokalno verzijo univerzalnosti:
konformna minimalna imerzija X : R → Rn je šibko univerzalna, če X sreča vsako
konformno minimalno imerzijo Y : D → Rn z diska. Očitno je vsaka univerzalna
ploskev tudi šibko univerzalna.
Posledica 4.5.4. Za vsako odprto Riemannovo ploskev R in naravno število n ≥ 3
obstaja kompletna šibko univerzalna konformna minimalna imerzija X : R → Rn.
Pokažemo tudi posledico 4.1.9, ki pove, da osnovna verzija našega Carlemanovega
aproksimacijskega izreka (z aproksimacijo v C 0 topologiji) velja tudi za stratificirane
povsem realne množice. V posebnem, s kombinacijo naših rezultatov in argumentov
v članku Magnussona [49] dokažemo naslednje.
(1) Povsem realna množicaM v odprti Riemannovi ploskvi R dopušča Carlemanovo
aproksimacijo z S-imerzijami natanko tedaj, ko je M holomorfno konveksna v
R in ima omejene ogrinjače.
(2) Denimo da S zadošča dodatnim predpostavkam izreka 1.2.3. Povsem realna
množica M ⊂ R dopušča Carlemanovo aproksimacijo s kompletnimi S-imerzi-
jami natanko tedaj, ko je M holomorfno konveksna in ima omejene ogrinjače.
Ker ničelna kvadrika zadošča dodatnim predpostavkam izreka 1.2.3, glej [1, §2.3],
trditev v točki (2) velja za ničelne krivulje.
Glavna sredstva, ki jih potrebujemo v poglavju 4 za dokaz navedenih rezultatov,
so Mergelyanova aproksimacija in metoda lepljenja. Ta sredstva lahko najdemo v
delih [1, 2, 7].
Mergelyanova aproksimacija integralnih krivulj v Pfaffovih sis-
temih
Mergelyanova aproksimacija holomorfnih Legendrovih krivulj v kompleksnih kon-
taktnih mnogoterostih je bila razvita v delih Alarcóna, Forstneriča in Lópeza [8]
(v modelnih kontaktnih strukturah na kompleksnih evklidskih prostorih C2n+1) in
Forstneriča [30] (v poljubni kompleksni kontaktni mnogoterosti). Holomorfna kon-
taktna forma je v lokalnih holomorfnih koordinatah podana s Pfaffovo diferencialno
enačbo posebnega tipa, namreč povsem neinvolutivno. V disertaciji predstavimo
nekaj preliminarnih rezultatov za aproksimacije rešitev (integralnih krivulj) v sis-
temih holomorfnih Pfaffovih enačb, ki jih dokažemo z nadaljnjim razvojem tehnik
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iz zgoraj omenjenih člankov. Sistemi, ki jih obravnavamo, so dokaj posebni, kot
npr. enačba za Legendrove krivulje v standardnih kontaktnih sistemih na evklid-
skih prostorih, obravnavanih v [8]. Po drugi strani pa ni očitno ali znano, da bi lahko
splošne holomorfne kontaktne forme, ki jih obravnava Forstnerič [30], reducirali v
tako posebno obliko vzdolž množic, na katerih želimo aproksimirati. Tovrstna nor-
malizacija kontaktne forme je sicer mogoča v cevasti okolici vsake vložene nekompak-
tne holomorfne Legendrove krivulje v poljubni kompleksni kontaktni mnogoterosti,
kot sledi iz posplošitve Darbouxjevega izreka, ki sta jo dokazala Alarcón in Forstnerič
[5], vendar nam to dejstvo ne prispeva k razumevanju aproksimacijskega problema.
Splošen holomorfen Pfaffov sistem I na kompleksni mnogoterosti X je O(X)-
podmodul prostora vseh holomorfnih diferencialnih 1-form na X. Naj bo R Rieman-
nova ploskev. Holomorfna preslikava F : R → X se imenuje I-integralna krivulja,
če zadošča pogoju F ∗α = 0 za vse α ∈ I. Imerzija s to lastnostjo je I-imerzija.
Analogne definicije veljajo za preslikave S → X na dopustnih množicah S ⊂ R; glej
definicijo 2.4.2. Natančno, preslikava f : S → X razreda A 1(S,X) je I-integralna
krivulja, če velja f ∗α = 0 za vsak α ∈ I. (Glej tudi definicijo diferenciala df in
povleka f ∗ na dopustni množici v razdelku 2.5.1.)
V disertaciji obravnavamo Pfaffove sisteme na Cn, generirane s končno mnogo
holomorfnimi 1-formami α1, . . . , αd, d < n, oblike
αl(z1, . . . , zn) = dzl +
n∑
ν=d+1
alν(zd+1, . . . , zn)dzν , l = 1, . . . , d,
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in krajše v matrični obliki
(α1, . . . , αd)
⊤ = Iddz
′ + Adz′′. (5.3.12)
Zanima nas, pod katerimi pogoji lahko aproksimiramo I-krivuljo f = (f ′, f ′′) : S →
Cd × Cn−d ≃ Cn z globalno definiranimi I-imerzijami F : R → Cn.
V razdelku 5.2 uvedemo pogoj šibke (ne-)koreliranosti, ki je vmesni korak v
dokazu glavnega rezultata poglavja 5. V primeru ene enačbe (d = 1) je ta pogoj
lahko razumeti. Vektorska funkcija v : Ω → Cm je šibko korelirana družini matričnih
funkcij (Aj : Ω → M1×m(C))j∈J , ki niso vse enake nič, natanko tedaj, ko velja
v(ζ) ∈ kerAj(ζ) za vsak ζ ∈ Ω, j ∈ J ; v nasprotnem primeru je v šibko nekorelirana
dani družini. Koreliranost pomeni, da je funkcija, ki jo želimo aproksimirati, v
neugodni poziciji glede na matrično funkcijo A. V standardnem kontaktnem sistemu
na C2n+1 je preslikava šibko korelirana natanko tedaj, ko je konstantna.
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Izkaže se, da je šibka nekoreliranost naravna predpostavka pri konstrukciji peri-
odno dominantnih sprejev, ki so bistveno orodje v dokazu aproksimacijskih izrekov
za integralne krivulje v usmerjenih holomorfnih sistemih.
Lema 5.2.2 podaja elementaren rezultat o šibki nekoreliranosti, ki ga uporabimo
na več mestih v dokazu. Še posebej ga uporabimo pri dokazu obrnljivosti matrik Bµ
in B ter Jacobijeve matrike periodne preslikave; glej (5.2.3) in (5.2.7).
Poleg šibke nekoreliranosti v trditvi 5.2.4 (b) predpostavimo, da je A je nede-
generirana v naslednjem smislu.






Col ∂zjA(z) = Cd,
kjer je ∂zjA : Cm →Md×m(C) odvod preslikave A po spremenljivki zj.
V primeru d = 1 je A nedegenerirana natanko tedaj, ko je nekonstantna. Brez
te predpostavke ni na voljo dovolj smeri za generiranje prostora Cd v (5.2.3) in zato
naš argument ne more dati periodno dominantnega spreja.
Naslednja trditev je vmesni korak v dokazu glavnega rezultata tega poglavja, to
je izrek 5.3.8.
Trditev 5.2.4. Naj bo S kompaktna povezana dopustna množica v odprti Rieman-





a1(d+1) . . . a1n
... . . .
...
ad(d+1) . . . adn
⎞
⎟⎠ : Cn−d →Md×(n−d)(C)
nedegenerirana holomorfna matrična funkcija in I prirejeni Pfaffov sistem (5.3.11),
(5.3.12) na Cn ≃ Cd × Cn−d. Naj bo f = (f ′, f ′′) : S → Cd × Cn−d ≃ Cn neka I-
integralna krivulja razreda A k(S,Cn), k ≥ 1, tako da za vsako povezano komponento




Col (∂zjA ◦ f ′′)(ζ) = Cd, kjer Col (∂zjA ◦ f ′′)(ζ) označuje mno-
žico stolpcev matrike (∂zjA ◦ f ′′)(ζ).
b) ∂xf ′′ je šibko nekorelirana z (∂zd+1A)◦f ′′, . . . , (∂znA)◦f ′′ na Ω, kjer je x poljubna
holomorfna imerzija x : R → C.
Potem obstaja I-integralna krivulja F : R → Cn, ki poljubno dobro aproksimira f v
C k(S,Cn)-normi.
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Dokaz trditve 5.2.4 je najzahtevnejši del poglavja 5. Bistveni del dokaza je
konstrukcija periodno dominatnih sprejev ob danih pogojih na Pfaffov sistem in ob
predpostavki na šibko nekoreliranost dane preslikave.
Zanima nas tudi aproksimacija z I-imerzijami. Označimo z d′ najmanjše naravno





Col(∂zjA ◦ f ′′)(ζ) ⊂ Cd napenja Cd na vsaki povezani component
Ω množice S◦. Naslednji rezultat govori o aproksimaciji z I-imerzijami.
Trditev 5.2.7. Integralno krivuljo F v trditvi 5.2.4 lahko izberemo kot imerzijo, če
so komponente ∂xf ′′|Ω linearno neodvisne v C (Ω,C) na vsaki povezani komponenti
množice S◦ in velja d′ ̸= n− d, kjer je d′ kot zgoraj.
Za uporabo standardnega argumenta je potrebno predpostaviti, da je število
neodvisnih smeri, v katerih perturbiramo v periodno dominantnem spreju v trditvi
5.2.4, manjše od števila n− d vseh možnih smeri. V posebnem to zahteva pogoj na
matrično funkcijo A v naslednji definiciji.
Definicija 5.2.5. Pomožna dimenzija nedegenerirane matrične funkcije A : Cm →
Md×m(C) je najmanjše naravno število d′, za katerega obstaja množica indeksov





Za splošno I-imerzijo S → Cn je število perturbacijskih smeri lahko večje od
pomožne dimenzije; glej opombo 5.3.7.
V lemi 5.3.6 dokažemo, da lahko za vsako I-integralno krivuljo f : S → Cn po
majhni perturbaciji dosežemo, da f izpolnjuje vse potrebne pogoje v trditvi 5.2.4.
Poleg tega lahko po lemi 5.2.2 predpostavimo, da je število perturbacijskih smeri v
periodno dominatnem spreju v trditvi 5.2.4 enako pomožni dimenziji; glej opombo
5.2.6. To nam da naslednji glavni rezultat poglavja.
Izrek 5.3.8 (Mergelyanov izrek za I-integralne krivulje). Naj bo S kompaktna do-
pustna množica v odprti Riemannovi ploskvi R, tako da je S deformacijski retract




a1(d+1) . . . a1n
... . . .
...
ad(d+1) . . . adn
⎞
⎟⎠ : Cn−d →Md×(n−d)(C)
nedegenerirana holomorfna matrična funkcija (glej definicijo 5.2.3), in naj bo I
prirejeni Pfaffov sistem (5.3.11), (5.3.12) na Cn ≃ Cd × Cn−d. Tedaj za vsako I-
integralno krivuljo f razreda A k(S,Cn), k ≥ 1, obstaja I-integralna krivulja F :
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R → Cn, ki aproksimira f poljubno natančno v C k(S,Cn) normi. Če pomožna
dimenzija A ni enaka n− d (definicija 5.2.5), potem obstaja imerzija F z zgornjimi
lastnostmi.
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