In this paper we study the fluctuations from the limiting behavior of small noise random perturbations of diffusions with multiple scales. The result is then applied to the exit problem for multiscale diffusions, deriving the limiting law of the joint distribution of the exit time and exit location. We apply our results to the first order Langevin equation in a rough potential, studying both fluctuations around the typical behavior and the conditional limiting exit law, conditional on the rare event of going against the underlying deterministic flow.
Introduction
Let T > 0 be given and consider a small random perturbation of dynamical system by a Wiener process. In particular, consider the d-dimensional process X ǫ = {X ǫ t , 0 ≤ t ≤ T } satisfying the stochastic differential equation (SDE)
where ǫ ↓ 0 and W t is a standard d-dimensional Wiener process. The functions b ǫ (x), σ ǫ (x) are assumed to be sufficiently smooth.
If b ǫ (x) → b(x) and σ ǫ (x) → σ(x) as ǫ ↓ 0, where b(x) and σ(x) are nice functions, then asymptotic behavior such as law of large numbers, central limit theorems and large deviations have been extensively studied in the literature,e.g., [9, 12] and the references therein. Scaling limits of (1.1) under the effect of different perturbations of the dynamics and of the initial condition are also studied in the recent article [1] .
In this article, we assume that the functions b ǫ (x) and σ ǫ (x) are fast oscillating, in particular we set b ǫ (x) = , where δ = δ(ǫ) ↓ 0 as ǫ ↓ 0. The functions b(x, y), c(x, y) and σ(x, y) are assumed to be smooth and periodic with period ρ in every direction with respect to the second variable. Homogenization of such equations has been studied extensively in the literature, see for example [2, 17] . Large deviations were studied in [5, 10] and related importance sampling schemes were developed in [6, 7] . Moreover, special cases of this general equation (e.g., with b(x, y) = −∇Q(y), c(x, y) = −∇V (x) and σ(x, y) = constant) have been suggested as models for studying rough energy landscapes that describe certain proteins and their folding and binding properties. A representative, but by no means complete, list of references is [7, 14, 18] .
Our goal in this paper is twofold. First, we study scaling limits under different perturbations of the drift and of the initial condition. We are interested in fluctuations around the typical behavior of X ǫ t as ǫ, δ ↓ 0 when both the initial condition and the drift follow a scaling limit in finite time. It turns out that depending on the scaling and on the order that ǫ and δ go to zero, we have different limiting behavior. The result is presented in Theorem 3.1. It is interesting to note that, in contrast to the case without fast oscillations, in the case considered here, additional drift terms may appear in the equation that the fluctuation process satisfies, see Remark 3.3 . At this point we mention the articles [5, 9, 10, 13, 15] for some related moderate and large deviations results, even though the fluctuations analysis done in the current paper is not covered, as far as the authors know, by the existing literature. The analysis of these scaling limits is summarized in Theorem 3.1 and allows us then to study the exit distribution in the limit as ǫ, δ ↓ 0 (see Theorem 4.1) in the case in which the typical behavior of X ǫ exits the domain transversally in finite time. Another byproduct of this analysis is the study of the effect that perturbations by small but fast oscillations of small noise dynamical system have on exit time for such diffusions conditioned on rare events, see Theorem 5.3. We investigate this question in the case of the first order Langevin equation for both a periodic and for a random rough potential, see Remark 5.4. It turns out that the limiting law of the exit time conditioned on the event of going against the deterministic flow, appropriately normalized, follows Gaussian distribution with enhanced variance (as compared to the small noise not oscillating case) due to the fast oscillations, see Remark 5.5 .
The rest of the paper is organized as follows. In Section 2 we establish notation and mention examples and preliminary results that will be used throughout. Section 3 contains the corresponding central limit theorem, whereas Section 4 contains the analysis of the joint limiting law for the exit time and exit point.
In Section 5 we apply the results of Sections 3 and 4 to the first order Langevin equation in a rough environment. In particular, we state the related central limit theorem and study the conditional exit law of a one dimensional small noise diffusion process in a rough environment in the limit as the fluctuations and noise intensity go to zero.
The set-up
Let T > 0 be given and consider the d-dimensional process
1) with initial condition given by
Here ξ ǫ is a family of random variables that converges in distribution to ξ 0 as ǫ → 0, δ = δ(ǫ) → 0 as ǫ → 0 and W t is a standard d-dimensional Wiener process. Also, we assume that the functions b, c, Ψ ǫ and σ satisfy the following conditions: ii. As ǫ → 0 Ψ ǫ → Ψ uniformly in each variable and Ψ satisfies the same regularity conditions as any Ψ ǫ .
iii. The diffusion matrix σσ T is uniformly nondegenerate.
We are interested in the following cases of interaction
Here γ is taken to be γ = ∞ in Regime 1. We borrow some notation from [5] , where the large deviations principle for SDE (2.1) was established, in order to present our results. Definition 2.2. For each one of the Regimes i = 1, 2 defined in (2.2), and
y , and
Note that the existence of a unique smooth invariant measure for the operator L i x , i = 1, 2, is immediately implied by Condition 2.1 (see Theorem 3.3.4 and Section 3.6.1 of [2] ). We impose the following condition for the invariant measure in Regime 1:
be the unique invariant measure corresponding to the operator L i x equipped with periodic boundary conditions in y.
Under Regime 1, we assume the standard centering condition (see [2] ) for the drift term b:
The variable x is being treated as a parameter here.
We note that under Conditions 2.1 and 2.3, for each l ∈ {1, . . . , d}, there is a unique twice differentiable function χ ℓ (x, y) that is ρ− periodic in every direction in y, that solves the following cell problem (for a proof see [2] , Theorem 3.3.4):
We write χ = (χ 1 , . . . , χ d ). With this in hand, it will become useful to define a function λ i (x, y), i = 1, 2, as follows:
Definition 2.4. For each one of the Regimes i = 1, 2 defined in (2.2), let
λ 1 (x, y) = (I + ∇ y χ(x, y)) c(x, y), and
where χ = (χ 1 , . . . , χ d ) is defined by (2.3) and I is the identity matrix. Moreover, letλ i :
and letX i s (x) be the flow generated byλ i . That is, for each
is the solution to the ordinary differential equation
We remark here that under Condition 2.1, the invariant measure µ i (dy|x) is certainly C 1 in the x−variable (see Section 3.6.1 in [2] ) and consequentlyλ i (·) is C 1 . Hence, the ODE forX i is well defined and has unique solution in each regime. Moreover, Theorem 2.8 in [5] guarantees weak convergence of
Further, it is easy to observe that in our case Theorem 2.8 in [5] implies that for all η > 0 and i = 1, 2, we have
Our first objective is to understand the limit of the fluctuations process
where β ǫ is the appropriate normalization rate. Our second objective is to prove a limit theorem for an exit problem of X ǫ using the limiting result for the fluctuations process. That is, for a smooth C 2 -hypersurface M in R d , we are interested in studying the joint distribution of the hitting time
and the exit location X ǫ (τ ǫ ) ∈ M as ǫ → 0 under the assumption that τ ǫ < ∞ with probability 1. Precise assumptions on the joint geometry of the vector field λ and the surface M will be given in Section 4.
We conclude this section with a remark for the degenerate case ǫ/δ → 0.
Remark 2.5. In the case ǫ/δ → 0, the results of [5] indicate that the correct pair (L x , λ(x, y)) is that of Regime 2 with γ = 0, as long as there is a unique invariant measure to the corresponding first order operator. Due to the fact that this operator is first order, the existence and uniqueness of an invariant measure is a difficult issue and requires additional assumptions on the vector field c(x, y). 
Analysis of fluctuations
In this section we establish a limit theorem for the correction of X ǫ −X i in each case. Before stating our results in this direction, we need additional notation.
Let us consider the auxiliary PDE problem
for i = 1, 2. Since, by definition, the right hand side of the PDE averages to zero with respect to the corresponding invariant measure µ i (dy|x), Fredholm alternative implies that the function Ξ i (x, y) is uniquely defined, ρ−periodic in y, twice differentiable in both variables and with bounded derivatives (see Theorem 3.3.4 in [2] ). The function Ξ i will be used to understand the dependence of terms like
on ǫ and δ. Let us give some preliminary notation. For a function f :
In the case γ = 0 we can give an analogous result for the one dimensional case:
Corollary 3.2. Let T > 0 and let the dimension be d = 1. Assume that Condition 2.1 holds, and that c(x, y) > 0 for every x ∈ R, y ∈ Y. Then, in the case i = 2, and γ = 0, the conclusion of Theorem 3.1 holds by setting in the corresponding expressions γ = 0.
The proof of this corollary is omitted since, due to periodicity and the condition c(x, y) > 0, the ODEż t = c(x, z t ) has a unique invariant measure for any x ∈ R, which then allows the proof of Regime 2, presented below, to go through with γ = 0.
Before proceeding with the proof of Theorem 3.1, we mention a useful observation in the remark below. Proof of Theorem 3.1. For each one of the regimes, the proof goes in three steps. First, we deduce a convenient expression for the difference ∆ ǫ (t) = X ǫ t −X i t (x 0 ). Then, in the second step, we use the expression obtained in the last step to prove tightness of the process η ǫ t = ∆ ǫ (t)/β ǫ (ℓ). Finally, in the third step, the limit point for the family of processes (η ǫ ) ǫ>0 is obtained by formulating a martingale problem. We start with Regime 2, and then finalize the proof by proving the case in which the system is in Regime 1. For notational convenience we omit the subscripts i, and x 0 , when no confusion arises, throughout the proof.
Let us first consider Regime 2, i.e., γ ∈ (0, ∞).
, we obtain that ∆ ǫ (t) is the solution to the equation
with initial condition ∆ ǫ (0) = ǫ α2/2 ξ ǫ . Let us rewrite this equation in terms of λ =λ 2 . In order to do so, observe that, sinceλ is smooth, Taylor's theorem implies that
Then, rewriting (3.4),
In order to understand the asymptotics of the right hand side of the last display, we need to understand the behavior of the integral term
For this purpose, apply Itô's formula to
After some algebra, it follows that
where, for each (
Therefore, taking into account the PDE that Ξ satisfies, we get that
Using the definition of Ψ 2 together with (3.6) in (3.5) it follows that
We are now going to use this representation to prove that the family {η
To do so we shall use Theorem 8.7 of [4] , which says that the family of processes {η
ii. for every M < ∞,
We will prove these two points for the family η ǫ = ∆ ǫ /β ǫ . Before we proceed to prove points (i) and (ii) above, we define some extra notation. Let
so that Duhamel's principle implies that
where the term R
We have now all the elements we need to show that points (i) and (ii) hold for the family ∆ ǫ /β ǫ (ℓ), ǫ > 0. First, due to boundedness of the involved functions, the definition of R ǫ , and Doob's inequality for the martingale term, it is easy to see that
Likewise, we will show that the family of processes
also converges to 0 uniformly on [0, T ] in probability as ǫ → 0. Once we have these two facts, points (i) and (ii) follow for ∆ ǫ /β ǫ (ℓ) due to the definition of β ǫ (ℓ), (3.9) , and the boundedness of all functions. Hence, we are just left to prove that sup
Let ν ∈ (1/2, 1) and set
Using the quadratic decay of Q[λ], and the fact that 2ν > 1, we see that
with probability 1 . As a consequence, we are left to show that P{T < τ ǫ (ν)} → 1. To do so, note that (3.9) implies that if
for some random variables C 1 , C 2 < ∞, P-a.s. Hence, since the r.h.s of the last display converges to 0, it follows that lim ǫ→0 P{τ ǫ (ν) < T } = 0, which implies the precompactness of the family {η ǫ = ∆ ǫ /β ǫ (ℓ), ǫ > 0}. Clearly, the tightness of the family {X ǫ · , ǫ > 0} implies tightness of the pair {(η ǫ · , X ǫ · ), ǫ > 0}. Now that we know that the family {(η ǫ · , X ǫ · ), ǫ > 0} is precompact, we are left to identify its limit. We shall use (3.7) and the martingale problem formulation. An inspection of (3.7) shows that the terms in its third and fourth line are of lower order compared to the other terms and thus should vanish in the limit. Let us make this now rigorous.
Consider, the process
We identify the limit using the martingale problem ap-proach. Write for simplicity β = β ǫ (ℓ). By Itô formula we have
It is clear from (3.7) that there are different cases to consider, depending on the order that the different terms go to zero. For the sake of presentation, we shall only study in detail the case m = 1/2 and ℓ = 0. In this case the limiting process is a solution to a stochastic differential equation. The other cases follow similarly. Without loss of generality, let us simplify the problem more and assume that a 1 , a 2 > 1. Then, we actually have β = β ǫ (ℓ) = √ ǫ and our target is to prove that for any 0
This follows directly upon rewriting the left hand side of (3.11) using (3.10). In particular, note that the following holds:
i. Due to boundedness of Ξ
ii. Due to boundedness of the coefficients and the bounds on the derivatives of the auxiliary function Ξ (see Theorem 3.3.4 in [2]), we have that
Similarly to the argument used to prove tightness, we also have that
Moreover, it is clear that there is also a constant C < ∞ such that for the remaining Riemann integrals in (3.10)
iii. Due to boundedness of the coefficients and the bounds on the derivatives of the auxiliary function Ξ [2] , there is a constant C < ∞ such that, using Doob's martingale inequality, for any stochastic integral in (3.10)
The validity of (3.11) together with tightness of the pair {(η ǫ · , X ǫ · ), ǫ > 0} and uniqueness of the limiting martingale problem imply the claim.
Let us now concentrate on Regime 1; that is, γ = ∞. Consider the solution to the cell problem χ = (χ 1 , . . . , χ d ), which is periodic in every coordinate direction in y and satisfies
By applying Itô's formula to χ(x, x/δ) = (χ 1 (x, x/δ), . . . , χ d (x, x/δ)) with x = X ǫ t , we can reduce the problem to the previous case. Indeed, by Itô's formula, the cell problem formulation, and Definition 2.4 it follows that
Hence, recalling the cell problem (2.3) we have
Using this in (3.4), rearranging terms, and proceeding as in Regime 2, we obtain (with λ = λ 1 ,λ =λ 1 )
with ∆ ǫ (0) = ǫ α2/2 ξ ǫ . Here, we have defined
As in Regime 2, we need to understand the behavior of the term
Taking into account the PDE that Ξ satisfies, we get
Hence, we get that
Using these expressions, tightness follows after using Duhamel principle using the same arguments as for Regime 2. The identification and uniqueness of the limiting point follows by the martingale problem by considering the process
and we applying Itô formula to a test function φ ∈ C 2 b (R d ) with stochastic process ζ ǫ t . Using the resulting expression, the claim follows by the martingale problem formulation as in Regime 2. Thus, the details are omitted.
On Asymptotics for the Exit Time and Exit Location
Let us state the main result in regards with the correction to the exit. First we describe our assumptions on the joint geometry of the vector fieldλ and the surface M . We define
and assume that 0 < T i < ∞, for each i = 1, 2. Also, for each i = 1, 2, we denote z i =X i T i (x 0 ) ∈ M and assume thatλ i (z) does not belong to the tangent hyperplane T z i M of M at z i . In other words, we assume that the positive orbit of x 0 under the vector fieldλ i crosses M transversally.
Let us introduce a local basis around the exit point z i in order to express the correction. Given z ∈ R d , let T z M be the tangent space of M at z. For i = 1, 2, define the projections
is the (geometric) projection onto T z i M along span(λ i (z i )). We have now all the elements necessary to state the main theorem: Theorem 4.1. With the notation of Theorem 3.1, let ℓ i < ∞ and assume additionally that ǫ −ζ θ ǫ i → 1, for some ζ > 0, as ǫ, δ ↓ 0. Then, in the setting introduced above and under these assumptions, for i = 1, 2,
in distribution as ǫ → 0.
Proof of Theorem 4.1
The proof will be given in several steps. We use some of the ideas of the proof of Theorem 1 in [1] , even though, due to the averaging effects, several new ingredients are needed.
Under the assumptions of the theorem, note that β ǫ (ℓ) = ǫ β , where
It follows that in Regime i = 2, β = min {ζ, 1/2, α 1 /2, α 2 /2}. The following corollary of Theorem 3.1 is essential in our proof. After the proof of this corollary, we will restate Theorem 3.1 in a more convenient way for the propose of this proof. Let us start with the corollary: 
Proof. First, let us focus on the case i = 2. In this case, observe that, since m = α/2, from (3.8) we have
, where r ǫ x0 is a process such that for any family (s ǫ ) ǫ>0 such that s ǫ → 0, it follows that sup
Hence, from (3.9) it follows that
which implies the result since θ ǫ t ǫ /ǫ m → 0, and, as in the proof of Theorem 3.1,
is of order ǫ, and Q[λ] of order (β ǫ ) 2 as ǫ → 0. For Regime 1, the result follows analogously from the expression obtained for ∆ ǫ in this case.
We now give a useful restatement of Theorem 3.1. Before doing so, some additional notation is needed. For i = 1, 2, let
and
We have the following result: 
Then, for each ǫ > 0, there is a process η ǫ (ℓ i ), such that
holds a.e. t > 0 with probability 1, and
The proof of Theorem 4.3 follows essentially by Theorem 3.1 and Duhamel's principle. The details are omitted.
The following Lemma 4.4, allows us to rewrite X ǫ T −t and X ǫ T +t in appropriate forms.
Lemma 4.4. Let ω ∈ (β/2, β). Then, for each i = 1, 2, there are two a.s.-continuous stochastic processes Υ ǫ,±,i such that
Proof. We will omit reference to the regime i when no confusion arises. Let X t (x) (X −t (x)) be the positive (negative) orbit of x 0 under the flowλ. Note, in particular, that 
and ℓ = lim ǫ→0 ǫm(ǫ/δ − γ) −1 . Note that ℓ = 0 if and only if m > ζ. In this case, β = ζ ≤ m ≤ min{1/2, α 1 /2}. Hence, in any case,m = β, and, from the definition ofβ,β = β.
Using these results, it follows that
Hence to show that (4.6) follows, we have to prove the convergence of Υ ǫ,+,i towards zero and (4.7). Let us start with the former, to show that Υ ǫ,+,i converges towards 0, use Lemma 6 in [1] to find two positive constants C 1 and C 2 such that for any t > 0, and
This implies the convergence to 0 of Υ ǫ,+,i . We are left to prove (4.7). In order to so, recall thatm = β, and Corollary 4.2 implies (4.7).
To get (4.5), note that, for t ∈ [0, T ], Lemma 4.3, Equation (4.9), and the fact thatX
Using Lemma 4.4 we can write now an alternative characterization of the time τ ǫ that will be used to explicitly write out the correction X w − z) ). Moreover, Lemma 4.4 and a direct application of Lemma 8 from [1] gives that for every ω ∈ (β/2, β), lim
Hence, from now on, we fix ω ∈ (β/2, β) and condition on the intersection of the events Ω ) |τ ǫ | < ǫ ω . In caseτ ǫ > 0, the conditioning on Ω ǫ 1 , and (4.5) imply that
where
. Hence, since 2ω > β, it follows that
In the caseτ ǫ < 0, the reasoning is completely analogous. Indeed, using (4.6), we can get that
By adding up (4.10),and (4.11), and using (4.7) in (4.10) it follows that
These computations give us the convergence of the time component. Once we have the time component, the spatial component and the joint convergence follows as in [1] . This completes the proof of Theorem 4.1.
First Order Langevin Equation in a Rough Potential
In this section we apply Theorems 3.1 and 4.1 to a small noise diffusion process in a rough environment in Regime 1, i.e. we assume that δ goes to zero faster than ǫ does. We change the notation to include the dependence on δ.
To be precise, we consider the first order Langevin equation in a rough potential, defined as
is composed by a large scale smooth part , V (x), and by a smaller scale fast oscillating part, ǫQ(x/δ). We assume that V is a C 3 (R d ) function while Q is C 2 (R d ) with period ρ. By (2.4) we know that X ǫ,δ converges in probability, uniformly in t ∈ [0, T ], as ǫ/δ ↑ ∞, toX whereX is the solution to the ODĖ X t =λ X t ,X 0 = x 0 , driven by the vector fieldλ defined in Definition 2.4. In this case is easy to see that the invariant measure µ(dy) of L = −∇Q∂ x + D∂ In dimension d = 1, after some algebra, we get that
D dy. Let us first see how the central limit type of Theorem 3.1 translates in this special case of interest. In many problems of interest, one is interested in understanding the behavior of the process starting within the neighborhood of a stable point of V (x), assume that such a point is x = x 0 . In Figure 1 , we see a simple example of such a potential function. To account for this fact we assume that x ǫ 0 = x 0 + ǫ a2/2 ξ ǫ , where the random variable ξ ǫ → ξ 0 in distribution as ǫ ↓ 0.
The following proposition states the central limit theorem in this particular case. We point out the presence of the additional drift termJ 1 (X t ). 
ii. If ℓ ∈ (0, ∞], thenη is solution to the Ornstein-Uhlenbeck process The proof is a straightforward application of Theorem 3.1 and thus omitted. Notice that unless Q = 0 or ℓ = ∞, the termJ 1 (x) = 0 has non zero contribution in the limiting fluctuation process.
Next, we study the related conditional exit law, the result is in Theorem 5.3. From now on we assume that the initial point is x ǫ 0 = x 0 and restrict the analysis to dimension d = 1 and to taking first δ ↓ 0 with ǫ fixed and then taking ǫ ↓ 0. Essentially, this corresponds to the case ℓ = ∞.
Let us assume for concreteness that V (x) is strictly convex, has unique minimum at x = z 0 such that V (z 0 ) = V ′ (z 0 ) = 0, V (x) > 0 for x = z 0 and V ′ (x) = 0 for x = z 0 . Without loss of generality we assume that z 0 = 0. Consider an interval I = [x − , x + ] containing x 0 and assume that 0 < x − . In Figure 1 , we see a simple example of such a potential function.
Let us define the exit time
and consider the event B ǫ,δ = X ǫ,δ τ ǫ,δ = x − . From the assumptions of V , it follows that lim ǫ→0 P B ǫ,δ = 0. Large deviations for such and more general processes of similar structure have been studied in [5] . Our goal in this section is to study the behavior of the exit problem from I for this process conditioned on the rare event B ǫ,δ when δ goes to zero much faster than ǫ and provide a limit theorem using Theorem 4.1. With some abuse of notation, we shall denote this process as X ǫ,δ | B ǫ,δ . In Remark 5.4 we discuss the case when Q is a stationary and ergodic random field.
We investigate how the fast oscillations of the small perturbation function Q(y) affect the conditional exit law. We first derive the process to which X ǫ,δ | B ǫ,δ converges to by first taking δ ↓ 0 with ǫ fixed and then taking ǫ ↓ 0. We do this using the Feller characterization of one-dimensional diffusion processes given in [8] and the related weak convergence results of [11] . These results are recalled for the convenience of the reader in Appendix A.
In order to formulate our results we need to introduce some more notation. Let us define the 1-dimensional torus that the fast motion takes place as T 1 . We shall use the notation,
for the mean value of a periodic function g with period ρ.
Theorem 5.2. Let S > 0 be given. Given the assumptions made on the functions Q(y) and V (x) above, we have that conditioned on B ǫ,δ , the process X ǫ,δ converges weakly, as δ ↓ 0 with ǫ fixed, in the space of continuous function C ([0, S]; R) to a process which at least up to the time that it exits the interval
The proof of this theorem is deferred to the end of this section. With this result at hand, Theorem 4.1, implies the following result for the limiting distribution of the conditional exit time τ ǫ,δ .
Given the assumptions made on the functions Q(y) and V (x) above, we have that conditioned on B ǫ,δ , the distribution of
) converges weakly, as first δ ↓ 0 and then ǫ ↓ 0 to a Gaussian random variablee with mean zero and variance given by and recall thatλ
Let us defineX t to be the solution to the ODE
and letΦ x0 (t) solving the ODE
By Theorem 5.2 and applying Theorem 4.1 for i = 1, we obtain that
weakly, as first δ ↓ 0 and then ǫ ↓ 0. Thus, the limit is a centered Gaussian random variable. The rest of the proof amounts to proving that the variance of this Gaussian random variable reduces to (5.4); this is done in a similar situation in the proof of Theorem 2 of [1] and thus omitted. This concludes the sketch of the proof of the theorem.
The results hold in the case of a random environment. In particular we have the following remark.
Remark 5.4. Even though we have stated Theorems 5.2 and 5.3 only for a periodic function Q(y), the proof of Theorem 5.2 below immediately shows that the statements are true also when Q(y) is a stationary, ergodic random field defined on some probability space (Ψ, G, ν). For every ω ∈ Ψ, Q(y, ω) is C 2 (R) in y with bounded and Lipschitz continuous derivatives up to order 2. In particular, in this case we have
where E ν is expectation under the random environment. In the case of Theorem 5.3, it seems plausible to prove that the convergence is weak in C ([0, T ]; R), in probability with respect to ν.
From Theorems 5.2 and 5.3, we can get some interesting conclusions on the effect of the small but fast oscillations ǫQ(x/δ) on the underlying potential V (x). We have the following remark Remark 5.5. Theorem 5.3 gives a second order approximation for τ ǫ,δ conditioned on B ǫ,δ when ǫ, δ are small. We notice that compared to the process without any fast oscillations (i.e. take Q(y) = 0), the standardized limiting conditional exit law has variance multiplied by the constant e We conclude this section with the proof of Theorem 5.2.
Proof of Theorem 5.2. By Lemma 3 in [1] we know that conditioned on B ǫ,δ , X ǫ,δ behaves, for each ǫ, δ > 0, as a diffusion process with infinitesimal generator
and ζ(y) = y 0 Φ(ρ)dρ. With this notation at hand, we have
By the mean value theorem we know that for a periodic function g ∈ L a (Y), for a ≥ 1, we have that g 
A Feller's Characterization of One Dimensional Diffusions
Consider a stochastic process in one-dimensional characterized by its generator
with smooth enough coefficients a(x) > 0 and b(x). For the convenience of the reader, we briefly recall the Feller characterization of all one-dimensional Markov processes, that are continuous with probability one (for more details see [8] ; also [16] ). All one-dimensional strong Markov processes that are continuous with probability one, can be characterized (under some minimal regularity conditions) by a generalized second order differential operator D v D u f with respect to two increasing functions u(x) and v(x) and its domain of definition. In particular, u(x) is continuous and v(x) is right continuous. In addition, D u , D v are differentiation operators with respect to u(x) and v(x) respectively, which are defined as follows:
, where the left derivative of f with respect to u is defined as follows:
provided the limit exists.
The right derivative D The representation of u(x) and v(x) in (A.2) is unique up to multiplicative and additive constants. One can multiply one of these functions by some constant and divide the other function by the same constant or add a constant to either of them.
Another useful result in this direction is that of [11] , where it is proven that if we have a sequence of operators {D v ǫ D u ǫ , ǫ > 0} uniquely characterizing a sequence of Markov processes {X ǫ , ǫ > 0} such that u ǫ (x) → u(x) and v ǫ (x) → v(x) as ǫ ↓ 0, such that D v D u corresponds to a strongly continuous homogeneous Markov process X, then X ǫ · → X · as ǫ ↓ 0 in distribution in C([0, T ]; R) for every T > 0.
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