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Abstract
An edge-ordered graph is a graph with a total ordering of its edges.
A path P = v1v2 . . . vk in an edge-ordered graph is called increasing if
(vivi+1) > (vi+1vi+2) for all i = 1, . . . , k − 2; it is called decreasing if
(vivi+1) < (vi+1vi+2) for all i = 1, . . . , k − 2. We say that P is monotone
if it is increasing or decreasing. A rooted tree T in an edge-ordered graph is
called monotone if either every path from the root of to a leaf is increasing
or every path from the root to a leaf is decreasing.
A geometric graph is a graph whose vertices are points in the plane
and whose edges are straight line segments. Let G be a graph. Let α(G)
be the maximum integer such that every edge-ordered geometric graph
isomorphic to G contains a monotone non-crossing path of length α(G).
Let τ(G) be the maximum integer such that every edge-ordered geometric
graph isomorphic to G contains a monotone non-crossing complete binary
tree of size τ(G). In this paper we show that α(Kn) = Ω(log logn),
α(Kn) = O(logn), τ(Kn) = Ω(log log logn) and τ(Kn) = O(
√
n logn).
1 Introduction
An edge-ordering of a graph is a total order of its edges, an edge-ordered graph
is a graph with an edge-ordering. A path P = v1v2 . . . vk in an edge-ordered
graph is called increasing if (vivi+1) > (vi+1vi+2) for all i = 1, . . . , k − 2; it is
called decreasing if (vivi+1) < (vi+1vi+2) for all i = 1, . . . , k − 2. We say that
P is monotone if it is increasing or decreasing. Let G be a graph. Let α(G) be
the maximum integer such that G has a monotone path of length α(G) under
any edge-ordering. The parameter α(G) is often called the altitude of G.
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In 1972 Chva´tal and Komlo´s [3] posed the problem of estimating the altitude
of Kn. Graham and Kleitman [4] showed in 1973 that√
n− 3
4
− 1
2
≤ α(Kn)
and Calderbank and Chung [2] showed in 1984 that
α(Kn) ≤
(
1
2
+ o(1)
)
n.
They also conjectured that this is the right order of magnitude of α(Kn). The
lower bound by Graham and Kleitman remained the best known for over 40
years, until Milans [7] showed in 2015 that(
1
20
− o(1)
)(
n
lg n
)
≤ α(Kn).
In the meantime, several variations and specific cases for the altitude of a graph
have been studied.
In 1987 Bialostocki and Roditty [1] showed that a graph G has altitude at
least three if and only if G contains as a subgraph an odd cycle of length at
least five or one of six fixed graphs.
In 2001 Yuster [11] studied the parameter α∆, defined as the maximum
of α(G) over all graphs with maximum degree at most ∆. He proved that
∆(1 − o(1)) ≤ α∆ ≤ ∆ + 1. That same year Roditty, Shoham, and Yuster [9]
gave bounds on the altitude of several families of sparse graphs. In particular, if
G is a planar graph then α(G) ≤ 9 and there exist planar graphs with 6 ≤ α(G).
They also proved that if G is a bipartite planar graph then α(G) ≤ 6 and there
exist bipartite planar graphs with 4 ≤ α(G).
In 2005 Mynhardt, Burger, Clark, Falvai and Henderson [8] characterized
cubic graphs with girth at least five and altitude three. They also showed that
if G is an r-regular graph (r ≥ 4) and has girth at least five, then α(G) ≥ 4.
In 2015 De Silva, Molla, Pfender, Retter and Tait [10] showed that d/ log d ≤
α(Qd), where Qd is the d-dimensional hypercube.
In 2016 Lavrov and Loh [5] studied the length of a longest monotone path in
Kn under a random edge-ordering. They showed that, with probability at least
1/e − o(1), Kn contains a monotone Hamiltonian path. They also conjectured
that, given a random ordering, Kn contains a monotone Hamiltonian path with
probability tending to 1. Shortly after, Martinsson [6] proved this conjecture.
In this paper we study α(G) and other parameters in the context of geometric
graphs.
A geometric graph G˜ is a graph whose vertices are points in the plane in
general position and whose edges are straight line segments joining these points.
We say that G˜ is a straight-line drawing of G if G and G˜ are isomorphic. Let
α(G˜) be the minimum over all edge-orderings of G˜ of the maximum length of
a non-crossing monotone path in G˜. We denote by α(G) the minimum of α(G˜)
over all straight-line drawings G˜ of G.
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Now we define parameters similar to α related to binary trees instead of
paths. From now on, all binary trees are complete and rooted.
A rooted tree in an edge-ordered graph G is increasing (decreasing) if every
path from the root to a leaf is increasing (decreasing). It is called monotone
if it is increasing or decreasing. Let τ+(G˜) (τ−(G˜)) be the minimum over all
edge-orderings of the maximum size of a non-crossing increasing (decreasing)
binary tree in G˜. Let τ+(G) (τ−(G)) be the minimum of τ+(G˜) (τ−(G˜)) over
all straight-line drawings G˜ of G.
Similarly, let τ(G˜) be the minimum over all edge-orderings of the maximum
size of a non-crossing monotone binary tree in G˜ and τ(G) the minimum of τ(G˜)
over all straight-line drawings G˜ of G.
In this paper we prove that α(Kn) = Ω(log log n) and α(Kn) = O(log n).
For the parameter τ we prove that τ(Kn) = Ω(log log log n) and τ(Kn) =
O(
√
n log n). As an intermediate result, if we are interested in bounding the size
of increasing or decreasing binary trees but not both, we prove that τ+(Kn) =
O(log n) and τ−(Kn) = O(log n).
2 Monotone non-crossing paths
In this section we give bounds for α(Kn). First we introduce a couple of defini-
tions, which we will use in the following theorems.
A convex geometric graph is a geometric graph whose vertices are in convex
position. A convex straight-line drawing of G is a convex geometric graph G˜
that is isomorphic to G.
Lemma 1 Let S be a set of points in convex position and ` a straight line
that partitions S into two nonempty sets U and V . The maximum length of
a non-crossing polygonal chain whose vertices alternate between U and V and
whose edges increase in slope is two.
Proof. Assume that a polygonal chain P of length three with the conditions of
the statement exists. Let p, q, r, s denote the vertices of P and assume without
loss of generality that q has smaller x coordinate than r. The edges of P have
increasing slope, thus both p and s lie to the right of the directed line from q to
r. Since the points p, q, r, s are in convex position and the points q and s lie on
a different semiplane than the points p and r with respect to `, the edges (pq)
and (rs) are the diagonals of a convex quadrilateral. These diagonals intersect;
a contradiction the non-crossing property of P . 
Theorem 2 α(Kn) = Ω(log log n).
Proof. Let K˜n be an edge-ordered straight-line drawing of Kn and assume
without loss of generality that no two vertices of K˜n have the same x-coordinate.
Let v1, . . . , vn be the vertices of K˜n ordered by increasing x-coordinate, and let
H be the complete 3-uniform hypergraph with same vertex set as K˜n. For 0 ≤
3
i < j < k ≤ n, color the edge (vi, vj , vk) of H blue if (vivj) < (vjvk), otherwise
color it red. From Ramsey’s Theorem, there exists a complete monochromatic
sub-hypergraph K of size m = Ω(log log n) in H with vertices vi1 , vi2 , . . . , vim .
Then P = vi1 , vi2 , . . . , vim is a monotone path of length Ω(log log n) in K˜n. Note
that P is x-monotone, thus it has no crossings. 
Theorem 3 α(Kn) = O(log n).
Proof. Let K˜n be a convex straight-line drawing of Kn. Let ` be a vertical line
that partitions the vertices of K˜n into two no empty sets U and W , each of size
at most dn/2e. Order the edges between U and W so that e < e′ if and only if
the slope of e is less than the slope of e′. Recursively order the edges of K˜n[U ]
and K˜n[W ] as before. Extend these orders to K˜n by declaring the edges in
K˜n[U ]∪ K˜n[W ] to be less than those between U and W . Let P be a monotone
path of maximum length in K˜n. By Lemma 1, there are at most two edges of
P between sets in the same level of recursion. Moreover, P cannot have edges
both in K˜n[U ] and in K˜n[W ], since there would be a subpath with an edge in
K˜n[U ], an edge between U and W and an edge in K˜n[W ]; this path cannot be
monotone. Thus, the length T (n) of P satisfies the recursion T (n) ≤ 2+T (n/2),
which implies that T (n) = O(log n). 
3 Monotone non-crossing binary trees
We begin this section with a lower bound for τ(K˜n), where K˜n is a convex
straight-line drawing of Kn. We use the same argument used to bound α(Kn).
Theorem 4 Let K˜n be an edge-ordered convex straight-line drawing of Kn.
Then τ(K˜n) = Ω(log log n).
Proof. Let v1, v2, . . . , vn be the vertices of K˜n ordered by increasing x-coordinate
and let H be the complete 3-uniform hypergraph with same vertex set as K˜n.
For 0 ≤ i < j < k ≤ n, color the edge (vi, vj , vk) of H blue if (vivj) <
(vjvk), otherwise color it red. From Ramsey’s theorem, there exists a complete
monochromatic sub-hypergraph K of size m = Ω(log log n) in H. Assume with-
out loss of generality that at least half of the vertices of K belong to the lower
convex hull of the vertices of K˜n. Let vi1 , . . . , vim denote those vertices ordered
by increasing x-coordinate. Let m′ be the largest integer of the form 2h − 1,
for some integer h, such that m′ ≤ m. We embed a binary tree T with vertices
vi1 , . . . , vim′ as follows. Place the root of T at vi1 , and inductively place its
left and right subtrees at the vertices vi2 , . . . , vi(m′+1)/2 and vi(m′+1)/2+1 , . . . , vim′
with roots at vi2 and vi(m′+1)/2+1 , respectively (see Figure 1). Note that T is
monotone and has no crossings by construction. 
Theorem 5 τ(Kn) = Ω(log log log n).
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Figure 1: A non crossing binary tree in H.
Proof. Let K˜n be a straight-line drawing of Kn. By the Erdo˝s-Szekeres Theo-
rem, there exists a set of Ω(log n) vertices of K˜n in convex position; the bound
follows from Theorem 4. 
When we search for monotone paths, there is no need to distinguish between
increasing and decreasing paths—traversing an increasing path in opposite di-
rection gives us a decreasing path of the same length and vice versa. This is not
the case with binary trees. Theorem 5 guarantees that we can find a monotone
binary tree of size Ω(log log log n) in any edge-ordered straight-line drawing of
Kn, which can be increasing or decreasing.
An upper bound on τ(Kn) must take into account both increasing and de-
creasing binary trees. We start by bounding τ+(Kn) and τ−(Kn).
Theorem 6 τ+(Kn) = O(log n) and τ−(Kn) = O(log n).
Proof. Let K˜n be a convex straight-line drawing of Kn. We give an edge-
ordering of K˜n such that largest non-crossing increasing binary tree has size
O(log n). The proof that τ−(K˜n) = O(log n) is analogous.
The supporting line of every edge e = (uv) of K˜n partitions the vertices of
K˜n \ {u, v} into two sets, let Se be the smaller one. Construct an edge-ordering
of K˜n such that e < e
′ if |Se| < |Se′ |. Let T be a largest non-crossing increasing
binary tree in K˜n and denote its root by r.
Let L and R be the convex hulls of the left and right subtrees of T , respec-
tively. We claim that L and R are disjoint. Suppose this is not the case. Order
the vertices of Kn counterclockwise starting with r and let l
′, v1, . . . , vs, r′ be
the vertices of L ∪ R as they appear in this order. Let e be the left edge of r.
No edge of T can have an endpoint in Se: any such edge f must intersect e
or have both endpoints in Se, in which case f belongs to the left subtree of T ;
this is impossible since |Sf | < |Se|. Thus, l′ is the root of the left subtree of T
and by an analogous argument r′ is the root of the right subtree of T . There
must be a vertex of R followed by a vertex of L in this order, otherwise L and
R are disjoint; let vi be the first such vertex of R in this order. In the path that
joins vi with r
′ in T , there exists at least one edge vjvk with j ≤ i < k. The
vertices l′ and vi+1 lie on different sides of the supporting line of vjvk, so the
path that joins them in T must intersect vjvk. This is a contradiction, since T
is non-crossing.
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Let ` be a straight line through r that separates L and R. The line `
partitions the vertices of K˜n \ r in two parts, one with less than n/2 vertices.
Let S be this part and let T ′ be the subtree of T contained in S.
Let h′ be the height of T ′. Note that for every vertex v of T ′ with children
u and w either the subtree Tu rooted at u is contained in S(vw) or the subtree
Tw rooted at w is contained in S(vu). Assume without loss of generality that
the first case happens.
Figure 2: Ts,1 and Ts,h.
Let Ts,h denote an increasing tree with root u such that:
• The vertex u has only one child v and |S(uv)| = s
• The vertex v is the root of a binary tree with height h
Let V (s, h) denote the minimum number of vertices of S needed to embed
Ts,h. If h = 1, the complete binary tree rooted at v consists of two edges,
e1, e2; furthermore, |S(uv)| = s implies that |Se1 | ≥ s and |Se2 | ≥ s + 1. Thus,
V (s, 1) = 2s+ 4. (See figure 2). Note that if h > 1, we need at least V (s, h− 1)
vertices to embed the left subtree of v, which implies that we need V (V (s, h−
1) − 1, h − 1) vertices to embed the right subtree of v. Thus we obtain the
following recurrence:
V (s, h) ≥ V (V (s, h− 1)− 1, h− 1) + s+ 1.
We show by induction on h that V (s, h) ≥ (s+1)22h−1 . This certainly holds
for the base case, assume it also holds for h− 1. We have that:
V (s, h) ≥ V (V (s, h− 1)− 1, h− 1)
≥ V (s, h− 1) · 22h−2
≥ (s+ 1) · 22h−2 · 22h−2
≥ (s+ 1)22h−1
Note that h′ ≥ V (0, h′) = Ω(22h′−1), which implies that h′ = O(log log n)
and the theorem follows. 
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Figure 3: A decreasing binary tree of linear size under the edge-ordering used
in Theorem 6.
The edge-ordering used in the proof of Theorem 6 forbids large increasing
binary trees, but it is possible to find a decreasing binary tree of linear size (see
Figure 3). The proof of Theorem 7 gives an edge-ordering that forbids both
increasing and decreasing large binary trees.
Theorem 7 τ(Kn) = O(
√
n log n).
Proof. Let K˜n be a convex straight-line drawing of Kn. Let v1, . . . , vn denote
the vertices of K˜n in counterclockwise order. Letm =
⌈√
n/ log n
⌉
and partition
the vertices into groups S1, S2, . . . , Sm of consecutive vertices such that each
one has size at most
⌈√
n log n
⌉
. Order the edges that have endpoints within Si
using the same edge-ordering as in Theorem 6 so that the largest non-crossing
decreasing binary tree contained in Si has size O(log n). We refer to those edges
as red edges and to the edges that have endpoints in different groups as blue
edges. Order the blue edges by increasing slope. Furthermore, order the edges
in such a way that every blue edge is greater than every red edge.
Figure 4: A decreasing binary tree with respect to the edge-ordering of Theo-
rem 7.
Let T be a decreasing binary tree with respect to this edge-ordering and let
r be its root. Note that T consists of a possibly empty blue binary tree Tb and
a forest of red complete binary trees such that the roots of the red trees are
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leaves of Tb (Figure 4). We claim that the subgraph Ti,j of Tb induced by blue
the edges between two different groups Si and Sj has at most one connected
component. Suppose for the sake of a contradiction that this does not happen.
Choose two connected components such that r is in at most one of them, let e be
and edge from the first component and f an edge from the second component.
Suppose that one of the support lines (say, the support line of e) leaves f and r
in different semiplanes. Then, since the vertices of Tb are in convex position, the
path from any endpoint of f to r must intersect e. Therefore, r lies between the
support lines of e and f . Without loss of generality, r is not in the connected
component where e belongs. Any path from r to an endpoint of e must go first
through a vertex in some Sk, where k 6= i, j. This path intersects e or f , a
contradiction.
Since Ti,j has at most one connected component (which by Lemma 1 is a tree
of height at most two), its number of edges is at most a constant. Let u1, . . . , um
be vertices on a circle ordered counterclockwise. Add an edge between ui and
uj if and only if there is an edge in Tb between Si and Sj . Since Tb is non-
crossing, the resulting graph is also non-crossing and has O(
√
n/ log n) edges,
which implies that Tb has O(
√
n/ log n) edges. There are O(
√
n/ log n) leaves
in Tb, thus there are O(
√
n/ log n) red trees and by Theorem 6 each has size
O(log n). Thus, T has size O(
√
n log n).
Figure 5: An increasing complete binary tree with respect to the edge-ordering
of Theorem 7.
Now consider an increasing complete binary tree T . Note that T consists of
a possibly empty red binary tree Tr and a forest of blue binary trees such that
the roots of the blue trees are leaves of Tr (Figure 5). The tree Tr is contained in
some Si, thus it has size O(
√
n log n). Identify all the roots of the blue trees with
a vertex of Si–this produces a non crossing blue tree. There are O(
√
n log n)
blue edges with an endpoint in Si. We can bound the number of remaining blue
edges as before by O(
√
n/ log n). Therefore, T has size O(
√
n log n). 
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