• In the usual procedure for determination of indicator dilution curves, the sensing or measuring device is placed at some distance from the sampling site. The fluid is transported by a sampling system, usually a catheter, from the withdrawal site to the sensing point. This sampling system always introduces some distortion in the time-concentration curve, so that the recorded curve is not the same shape as the in situ concentrationtime relation at the withdrawal site. These sampling errors have been described by several workers. 1 
-2 ' 3i *
In an effort to eliminate the sampling system error, other systems that place the sensing device directly at the point of observation have been described. Hydrogen electrodes, radioactive counting devices, conductivity electrodes, and thermocouples have been used, but each has introduced new problems. The continued use of indicator dilution procedures using photodensitometry has the advantages of offering rapid response and high sensing efficiency of signal. There is widespread experience with the technique, and the indicators have low toxicity. It seems advantageous, then, to devise a system that would produce curves that did not contain the sampling system distortion.
If the concentration-time relation at the point being investigated, c(t), is considered the "actual input curve (to the catheter)," then its distorted version, seen by the densitometer after passage through the catheter can be considered the "distorted downstream curve," Cti(t), (where c and c d represent concentration and t, time). If the distorting property* of the catheter can be characterized, then by using the analog computer, any distorted curve, c ( i(t), can be transformed into the actual input curve, e(t).
A convenient method of analyzing the distorting function of an indicator sampling system is to introduce a sudden square step of concentration change. If the downstream distorted curve is compared to the square step input, the distorting function can be evaluated. This characteristic will be applicable to any other concentration input, providing the distorting function of the catheter does not change during the procedure. If all the concentration curves are available in an electrical form (where concentration is analagous to voltage), then the distorting function can be determined directly with an analog computer. Once this is done, correction of distorted curves is feasible.
It is necessary, then, to set up a sampling system and put into it a square step change, knowing both the input curve and the downstream distorted curve. From this, the dis-*The distorting property can be considered an operator ; 9(p), so e(t)0(p) = ci(t). s The operator is the admittance function of the sampling system.* Time-concentration curves, illustrating the correction produced by the analog computer. The solid curve is the actual input to the catheter; the broken line is the distorted curve; the dotted line is the distorted curve after correction. Water was used for A. and C, blood for B and T).
ance time as t = 0, the first moment* of the curve about t = 0 was calculated for the actual input curve, the distorted curve, and the computer corrected curve, using the for-
(where t is the first moment). The distorted •The first moment is the same as mean transit time omitting the time between injection and appearance. curves differed from the actual curves by an average of 26.3% (SD = 5.35) ; the computer corrected curves differed from the actual curves by an average of 2.68% (SD = 5.3). This represents an 89.7% correction. The curves were plotted on semilog paper and comparisons of slope times (reciprocal of the slope of the descending limb of the log curve) and peak heights were made between the actual input curves and computed curves. The slope times varied from 6 to 19 seconds. A typical set of these curves is shown in figure  4B . The error of slope time ranged from +11.8% to -17.7% with an average of 0.7% (SD = 8.1). Peak heights had a range of 3.3% to -1.5% difference, with an average of 0.5% (SD = 1.3).
Fifty-three curves with water were made. The same comparisons were made with these curves as with blood ( fig. 4A ). The slope fell into a range of 22.5 to -23.3. The average was 3.7% (SD = 9.9%). The range of peak heights was 16.2% to -21.3%, average 0.16% (SD = 7.3%).
Several less conventional curves were produced and corrected as shown in figure 4 (C and D). A comparison of areas showed a 2.4% error.
GEOMETRY OF CATHETER
It was found that the geometry of the catheter can affect its distortion. The curves drawn through straight catheters were the same as those drawn through U-shaped catheters ; however, those drawn through the looped and bent catheters were significantly different. This difference was evaluated by correcting a washout curve with circuits based on each catheter geometry. A typical set of curves is shown in figure 5 where the dotted curve is based on a straight catheter, and the solid curve is based on the looped and bent catheter.
All curves drawn through the wire-cored catheter, regardless of the catheter configuration, were within 2% at all points. Corrected washout curves based on the different geometries of cored catheters were superimposable.
TEMPERATURE OF FLUID
There was no significant difference in the distortion of "square" steps produced at the two temperatures. A computer circuit established to correct curves drawn at room temperature would also correct curves drawn at body temperature within the limits of the accuracy of visual matching by superimposition of the curves on the face of an oscilloscope.
Discussion
The distorting characteristics of a catheter can be determined from an analysis of the input and output functions. By allowing the catheter to sample a "square" step wave, the Circulation Research, Volume Xll, February 1965 FIGURE 5 Illustrating the effect of catheter geometry. Both curves are computer-corrected versions of the same distorted curve. The dotted curve was obtained using the correction function for a straight catheter; the solid curve ivas obtained using the correction function for a coiled catheter. To know which curve is more accurate, it is necessary to know the configuration of the catheter (straight or coiled) while the original curve was drincn.
curve derived downstream will be a function of the parameters of the sampling system. It has been shown that the response of such a system to any type of input function can be predicted from the manner in which it reacts to a step function. 6 Therefore, once a catheter system has been characterized with a "square" wave, all information has been obtained as to the manner in which the catheter will react to any other type of input function.
The feedback amplifier in the computer circuit acted as the key to the entire system. It operated with as high an inherent gain as practically possible. In our system, a gain of fifty-fold was used for all curves, which provided accurate distortion correction without introducing excessive enhancement of artifactual noise.
During the programming procedure, the parameters of the catheter analog were adjusted until a voltage change dV was identical to the dye change for the same change in time dt. When the catheter analog was connected to the feedback amplifier, its function became a simultaneous analyzer of the dv/dt of the distorted input. It applied to the feedback amplifier a correction signal which was added to the distorted input to give the true curve at the computer output. Thus a larger dv/dt at the input would cause a correspond-ingly larger dv/dt to be computed in the catheter analog and subsequently applied to the original signal to give the corrected curve.
The data applied to the computer were from a magnetic tape data recorder that responded linearly to a direct current input. The signal to noise ratio was high (about 200 to 1), so that electronic noise was not much of a problem. Data supplied to the analog computer need not have been presented from tape, but could have been taken directly from the densitometer. This was done in some cases. The magnetic tape recorder functioned as a convenient method of data storage and was not essential for the basic process.
The first moment (mean transit time) of the curve about the appearance time axis is a reasonable way to compare these curves since in our system where this calculation was made the injection was single, and the curves all must have the same general shape. The calculation emphasizes the distortion of the system (the distorted curves were in error by an average of 26.3%). It was also assumed for purposes of comparison that the downstrokes of the simulated concentration curves from the reservoir were simple exponential functions. Rather than drawing lines "by eye," the least squares procedure of obtaining a straight line on the logarithmic plot was adopted as the preferable method since greater objectivity was obtained. 10 A significant error in slope time may be caused by a baseline drift of the instruments. A drift of 2% of the peak deflection during a curve would account for about 6% error in slope time. This error was magnified by the computer. Correction for drift was made when possible by extrapolation of a long preceding control strip.
Another source of error was electronic noise. Artifaetual random fluctuations in input to the analog would cause a larger fluctuation to appear at the output since the artifaetual signals would be "corrected" also. The high gain of the feedback amplifier also caused the analog to be noisy. Electrical filters removed most of this, while not hampering the actual signal. At no time did artifaetual noise cause more than a 5% deflection from the actual value. On graph paper the midpoint of the line was easily found.
Since the areas of the true and corrected curves must be identical, they served as a criterion for adjustment of the recording equipment. Even if the areas were made identical it does not imply that the slopes will be the same.
Apparently coiling the catheter disrupts part of the flow pattern, since in general the curves produced in the coiled catheter were faster (slope time smaller) than those in straight catheters. 3 Also, placing the braided wire inside the catheter must have about the same effect, since curves drawn with the wirecored catheter had the same distortion regardless of geometry. Putting wires inside catheters is not as yet considered a practical solution to the problem; however, it is possible that some device that will cause the flow to be more turbulent in the catheter will be found. Then the distortion of a coiled catheter can be determined when it is straight, and alterations in configuration can be ignored.
We have seen more distortion with our system than could have been predicted from the volume to flow ratio (V/F) of the sampling system. 2 Predicting distortion on the basis of V/F ratios is quite unjustified when one considers that the geometry of the catheter, viscosity of the fluid, type of input function, and type of cuvette used also affect the distortion. One cannot predict, on the basis of V/F, whether or not the distortion will be reduced to an acceptable level. However, in general, the smaller the volume of the sampling system, and the faster the flow through it, the less the distortion of the dilution curve, as originally pointed out by Lacy, et al. 1 There may be a difference between sampling system distortion between two apparently identical systems according to where the input record is observed. Thus in a system in which the inflow route to the catheter is smooth, rounded, and consists of converging streamlines, a densitometer across this path will "see" an input function already distorted in a manner similar to the way the catheter distorts.* Our system was designed so that the input densitoineter "sees" across a path that is definitely not smooth or rounded (it is a right angle in the mainstream), and probably does not contain significant converging streamlines (the catheter is pulling in the opposite direction from the mainstream). We think that this gives a close approximation to tilie type of entrance phenomena that will actually exist at the tip of a catheter in vivo. Also, it is likely that the distortion function in a segment near the entrance may be quite different from that in a s?gment of equal length further downstream, due to variations in the entrance phenomena. There might be turbulence near the entrance and a tendency to follow laminar flow patterns further downstream.
While the changes in curve configuration here described are in tubing or catheters, the significance of the results is equally applicable to what must occur in vivo in blood vessels. From inspection of the illustrations it is readily apparent that if comparable distortion occurs in blood vessels, the quantitative analysis of such distorted curves downstream may be quite misleading with respect to the upstream events. Characterization of the distortion function of a segment of vessels by analog computer analysis of upstream and downstream curves might be a valuable way to describe the pattern of flow and mixing in the segment.
Summary
A method has been developed for characterizing quantitatively, and for removing from indicator dilution curves, the distortion introduced by catheter sampling systems.
The method involves a specially constructed cuvette and analog computer analysis of the curves recorded by densitometers placed at the entrance of the catheter and at points downstream.
This method of correction of distortion is based on a general theory of function transformation which is applicable to all situations *See Binder Fluid Mechanics, Prentice-Hall, Englewood, New Jersey, 1943, p. 148, figures 9 and 11, for a pictorial representation of this effect.
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and not upon empirically established constants which are only valid in special situations.
The geometry (coiling, bending) of the catheter has been found to affect the distortion. Disruption of the flow pattern by insertion of a braided wire in the lumen causes less variation of the distortion caused by bending and coiling.
Distortion was not significantly affected by change in blood temperature in our system.
