Abstract-Cloud gaming, where the game is rendered in the cloud and is streamed to an end-user device through a thin client, is rapidly gaining ground. Latency is still a key challenge to cloud gaming: highly interactive games can become un playable even with response delays below 100 ms. To overcome this issue, we propose to deploy gaming services on a more distributed cloud infrastructure, and to instantiate gaming servers in close proximity of the user when necessary in order to shorten the response delay. Our prototype distributed cloud gaming platform also allows flexible configuration of gaming controls and video streams, enabling the use of public displays in mobile cloud gaming. We test our prototype with two games in difl"erent deployment scenarios, and measure the response delay and power consumption of the mobile devices. Our experiment results confirm that it is feasible to improve the quality of gaming experience through the deployment strategies provided by the proposed system.
I. INTRODUCTION
Cloud gaming is an emerging technology that combines the concepts of cloud computing and online gaming, and allows the end-user device to offload computation, storage, and the tasks of graphic rendering to the cloud [1], [2] . This reduces the hardware requirements for the end-user device, as only a thin client that takes care of video decoding and user interaction is running on the device, and the resource requirements are constant regardless of the game. With these advantages, cloud gaming is rapidly gaining ground as it opens new business opportunities and improves game delivery efficiency.
The main challenge for cloud gaming is latency. Certain games are very susceptible to latency and become unplayable if the delay between the action and response to that action (e.g. steering a car left and observing the car to turn left) becomes too high. However, some games have less strict latency requirements than others [1] . In this paper, we present a cloud gaming system that enables pervasive and mobile gaming. To cope with the latency issue, we design the system on distributed cloud infrastructure allowing the gaming server to be brought closer to the user when necessary.
The pervasiveness and mobility create additional chal lenges for the gaming system. Energy consumption of mo bile devices which have a limited battery capacity can be a prohibitive constraint. Furthermore, PC games often used in mobile cloud gaming are usually optimized to be played on a much larger screen than what is available on most mobile devices. Controls of such games are also often designed only for desktop computers. Some games and game types support 978-1-4799-6882-4/14/$31.00 © 2014 IEEE gamepads, whereas desktop computer games are often meant to be played with a mouse and keyboard combination.
In addition to tackling the response delay problem, our system also allows to flexibly configure the video and control streams so that the user can switch to a large public display when available and use an external control pad instead of the touch screen of the mobile device. Both options improve the gaming experience and extend the battery life of the mobile device.
We have built a prototype of our system. We show delay and power measurement results from different test cases in order to quantify the quality of experience in different de ployment scenarios. Specifically, we study the case of local deployment where the game servers are hosted right beside the Wi-Fi access point or within the cellular ISP's network, and contrast the results with those obtained with Amazon EC2 hosted gaming servers. We also investigate the impact of the wireless access technology and the use of an external gamepad connected to a smartphone versus touch screen based controls.
Our results show that for the most interactive games, only the local deployment scenarios deliver a short enough response delay. We also show that by using Wi-Fi access and utilizing public displays and an external controller in mobile cloud gaming, the energy consumption of the mobile phone can be brought down significantly.
II. CLOUD GAMING AND DE LAY
Moving games into the cloud enables users to play compute-intensive games on mobile devices like smartphones and tablets, as heavy processing has mostly been offloaded to the cloud. A few companies such as Gaikai (purchased by Sony), OnLive and G-cluster have already deployed a variety of cloud gaming solutions [3] . So far the most common usage of cloud computing in gaming is to manage the content of game software and the file synchronization between devices. Meanwhile, a lot of game providers have already been running multi-player game servers on the cloud. These game servers can handle the state changes of the connected game clients, while leaving the graphic rendering on the game clients. Al ternatively, the game servers can take care of graphic rendering as well to keep the game clients as thin as possible, which is the focus of our work too. Figure 1 presents the framework of a typical cloud gaming platform. The game is entirely executed and rendered by the cloud gaming server running in the cloud. There are two data flows between the cloud gaming server and the client. The video data flow carries rendered, captured, and encoded images from the server to the game clients which are then decoded and played back to the user. The control flow is used by the clients to capture user's control input and convey it to the cloud gaming server which replays the input on the host machine.
The time difference between a user's command input and the corresponding in-game action appearing on the screen is defined as the response delay (RD) [5] . It is a key factor that affects the quality of user experience while playing cloud-based games. It can be divided into three components: processing delay (PD), network delay (ND) and playout delay (OD) [6] . The processing delay is the time interval between the server receiving a command from the user and submitting the corresponding video frame to the user. Network delay is the round-trip time (RTT) between the thin client and the cloud gaming server and is equal to the time it takes for a command to traverse through the network and a frame to come back to the client. Playout delay is the time it takes for the client to display a frame to the user after receiving it from the server.
The impact of network latency on the quality of gaming experience has been discussed in several studies. For example, Pantel et al. [7] proposed that the delay should not be longer than 100 ms based on the measurement of two racing games. On the other hand, Lee et al. [1] show that the impact of latency on quality of experience depends on the the game type because there are notable differences between the amount of screen changes in response to a player's commands. However these studies examined only the impact of network delay on traditional multiplayer servers where the delay can often be compensated. larschel et al. have researched the perceived QoE of users in different network conditions specifically in cloud gaming [2] . They concluded that in fast-paced games the delay component becomes the dominant metric affecting the QoE. We use the found thresholds by larschel et al. in our evaluation.
In this paper we present a prototype of a cloud gaming platform with distributed cloud infrastructure, and provide delay and power consumption analysis for different scenarios where the cloud gaming server is placed in the local network, ISP premises or Amazon EC2. We show that this three-tier model is necessary for providing a decent QoS for the most demanding fast-paced games. We also present a model for utilizing public displays in mobile cloud gaming and show that this could potentially save a lot of energy.
Deploying cloud services in a geographically distributed manner has also been discussed by for example Zhang et al. [8] , although they focused on the optimization algorithms that determine where to deploy the services with mInimum cost and potentially optimal quality of service. In addition Hong et al. have studied the efficient consolidation of multiple cloud gaming servers on a physical machine [9] . These algorithms can be utilized in distributing virtual machines efficiently inside our proposed three-tier model.
III. SY STEM DE SIGN
In order to reduce the network latency, we propose to use hybrid and decentralized cloud computing infrastructure, which enables deploying game servers on hosts with close proximity to the mobile clients. As shown in Figure. 2, the cloud computing infrastructure includes the public cloud like the Amazon EC2, the enterprise cloud located in operator premises, and the private cloud located in private networks such as a server co-located with a Wi-Fi access point at home.
Game servers run in virtual machines (VMs). Each one can serve one or multiple game clients, depending on the game design. Upon starting a new gaming session, a server can be deployed in any of the physical machines that are part of the distributed cloud system. The decision on which physical machine to instantiate the server depends on the following criteria: the requirements of the particular game, amount of available CPU computing power, memory, and disk space, the availability of GPUs, and the amount of available bandwidth and network latency between the physical machine and its clients. A centralized provisioning service takes care of the deployment of game servers, including the selection of host machines, the initiation of the VMs, and the configuration of the game servers in different computing and networking environments.
Game clients decode the video streams coming from the game server and forward user input from input devices to the game server. They run on devices that are connected to Internet through Wi-Fi or a cellular network and are equipped with or connected to input and/or output consoles. Examples of client devices include smartphones, Internet tablets, Smart TVs, laptops and set-top boxes for televisions.
Users can choose between several different ways to display and control the game. Depending on the availability, users can choose to play games, for example, directly on smartphones using the touch screen of the terminal or by using a gamepad connected to the mobile device as an input console while showing the video on a TV or a public display. In the second case, the input and output consoles are connected to two different network terminals, the smartphone and the set-top box of the TV. There will be one game client running on each network terminal, while both game clients are connected to the same game server running in the cloud. When starting a game, the configuration of the game server will be adapted to that of the game clients. Alternatively the public display should be possible to be utilized through only a web browser as the public display system could be closed.
The workflow of initializing a game on the mobile device and the gaming system in the cloud is described as below and presented in Figure 3 .
1) The game client running on the mobile device collects the identities of the public display and the mobile device, the identity of the selected game, and user login information if necessary. This information is formatted into a request to be sent to the provisioning service. In practice, the identity of the public display can be retrieved by scanning a QR code, or through the broadcast messages defined in the discovery protocols used in digital media players like the Chromecast l .
2) The provisioning service running in the cloud checks the deployment requirements of the selected game and finds the best matching host depending on the available cloud servers, and ships the image of the gaming server to the selected host. Meanwhile, the provisioning service will inform the gaming client that the game is being initialized and the procedure may take a while.
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When the image has arrived on the selected host, a VM will be instantiated. The VM has the gaming server and its relevant software running on it. When the VM is launched, the state information will be forwarded to the gaming clients through the provisioning service.
5) The gaming client will initialize a connection with the gaming server. When the player starts a game session, the control flow is sent to the gaming server and the video stream is delivered to the mobile device or directly to the public display if one is available.
IV. IMPLEMENTATION
We prototyped a cloud gaming platform that supports adaptable deployment of gaming services in hybrid and decen tralized cloud infrastructure, and allows users to access gaming services from mobile devices and to play games with various combination of input/output consoles. The prototype comprises of gaming clients, gaming servers, and a provisioning service.
A. Gaming servers and clients
We developed the gaming clients and servers based on an open source cloud gaming platform called GamingAny where [5] . GamingAnywhere is a modularized gaming plat form that allows developers to replace, modify and configure GamingAnywhere follows the server-client architecture. The server consists of six modules, an input handling module for receiving and replaying the input from client, the video and audio capture modules for capturing the rendered graphics and audio, an encoder module for encoding the captured audio/video frames into streams, and a RTSP module for delivering streams from server to clients. The client includes also a RTSP module for receiving the streams. The received audio/video frames are buffered and then decoded by the decoding modules. In addition, the client has an input handling module that captures events from input consoles and forwards them to the server.
We applied the VM synthesis techniques developed by Ha et al. [10] for VM provisioning, and used their open source library called elijah-provisioning 2 for constructing base VMs and VM overlays and for implementing the dynamic VM synthesis. Elijah-provisioning uses a modified version of QEMU (v.l.O) to launch the VMs. This version does not support VGA passthrough which is needed for allowing the VMs to utilize the GPUs of the host machine. Therefore, we updated the modified QEMU with a more recent version, v.l.5, to enable VGA passthrough.
1) Support for external controls:
The current version of GamingAnywhere (0.7.5) only includes controller support for mobile devices by emulating mouse movements and keyboard presses with the device's touch screen. To extend the support of various input consoles like gamepad, we added a virtual controller module to the server and modified the input handling module for the Android gaming client.
The virtual controller module on the server is written in Python and currently only works on Linux. The module creates a virtual device in OS per each connected gamepad and forwards control messages from gaming clients to the corresponding virtual devices. To create virtual devices, it uses a Python module called evdev 3 which provides bindings to the generic input event interface in Linux. Evdev is able to create and handle input devices that can inject events directly into the input subsystem. 2) Support for multi-player and external display: The original GamingAnywhere supports video streaming from one gaming server to multiple gaming clients. However, it cannot support controls from multiple players, which means only one player is allowed to control the game while the others can only watch the game being played. Our virtual controller module can support any number of controllers needed by the game which adds multiplayer support to the system. We also modified the logic of the client in the way that the management of the control and video signals are independent from each other. This enables the mobile phone to be used only for controls while the video can be streamed to a separate gaming client connected to an external display such as a Smart TV or a public display.
However to be able to connect to different public display systems and smart TVs, a cross-platform gaming client is needed. As the interface of public display systems is usually implemented through a browser, and all mobile platforms have a native browser implementation with at least some level of HTML5 support, a web client becomes a potential solution to the cross-platform issue. We have already built a prototype HTML5 alternative for the gaming client and plan to evaluate its performance in future work. The web client uses the libavcodec audio/video library used in the native client. Thus the performance of the server side logic of the HTML5 alternative should be similar to the native one.
B. Provisioning Service
The provisioning service is a web service that handles requests from gaming clients. The requests indicate the device identities of the input/output consoles and the identity of the game. The provisioning service is responsible for deploying the corresponding gaming server on a proper host machine, taking the quality of user experience into account.
V. EVALUATION
We evaluated our prototype implementation in different scenarios in order to draw conclusions with respect to result ing quality of experience for different gaming scenarios. We focus first on the response delay, arguably the most important performance metric as it directly reflects the quality of gaming experience [11] . The delay ranges where the perceived QoE decreases below acceptable levels are determined by interpolat ing the measurement results by larchel et al. [2] . Mean Opinion Score (MOS) value of 4 is used as a point where the user starts to notice the delay and the MOS value of 3 where the delay already begins to hinder the gameplay. Table I shows the delay ranges where the QoE crucially drops (MOS drops from 4 to 3) and the midpoints which were chosen to be the thresholds used in the delay measurements. Battery life is a crucial factor in today's mobile devices. Video streaming and the continuous network connection could drain the battery quickly. Hence, our secondary evaluation target is to quantify the power consumption of the mobile client when using our gaming platform. The use of a public display or a Smart TV could possibly save a lot of energy, since the mobile device no longer needs to stream the video and can therefore keep the screen dimmed.
A. Measurement setup
We ran a number of test cases in which we varied parame ters listed in Table II . The client was connected to the Internet using either a Wi-Fi or a dedicated campus LTE network which was very lightly loaded. We controlled the game either by using the touch screen or an external gamepad connected to the mobile device. The game was visualized to the player on the mobile device screen or on a separate display.
The gaming platform was deployed either locally or in a remote cloud. Local deployment includes two cases: When using Wi-Fi access, we deployed it in the same local network as the mobile device. When using the LTE access, the gaming platform was deployed behind a fibre connection from the Internet Service Provider (ISP) which in practice provides similar latency as if it was deployed within the ISP's network 4 . The remote deployment was at the Amazon EC2 cloud service. We chose the closest available location available for us which is in Ireland. In the Amazon EC2 deployment case, we used a GPU instance S , whereas the local deployment consists of a single PC with multiple GPUs. 6 .
For the different deployment scenarios and networks we measured the overall response delay and for the control options we also measured the power consumption of the mobile device. In our delay measurements we used a Samsung Galaxy Tab 3 (SM-T315) tablet and for the power measurements a Samsung Galaxy S4 mobile phone. Each test case consisted of 10 minutes of repeatedly playing one level of a game called Trine 2 in case of latency measurements and Little Big Racing in case of power measurements, which ensured that the control input rate and the rendered graphics were similar between the different test cases and provided comparable measurement results. We used a screen resolution of 1280x720 with 60 frames per second in our tests. Furthermore we used the desktop capture mode of GamingAnywhere which is more compatible than the possibly more efficient game hooking mode. For the rest of the configurable parameters we used the recommended values from [5] . 4 We measured a difference of 1-2 ms when measuring the latency to our gaming platform server compared to the first pingable IP address behind the packet core of the LTE network from our mobile device. s one Nvidia Grid GPU (Kepler GK104) 6 1ntel Xeon CPU E5520, 19 GB RAM, 3 graphics adapters: a GeForce GTl20, ATI Radeon HD 5500 and an ATI Radeon HD 7750.
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In order to measure the total response delay (RD) perceived by the player, we slightly modified the GamingAnywhere software to inject timestamps to different parts of the code. In this way, we could log and analyze also the breakdown of the total RD into delay caused by the client and server side processing and the network. Specifically, we measured the network delay, the server-side processing delay (PD) which consists of memory copy, format conversion, video encoding and packetization, and the client-side processing delay (OD) consisting of frame buffering, video decoding and screen rendering. Memory copy refers to capturing the raw image from the game or desktop, format conversion is the conversion of color-space, and frame buffering refers to the reception of all the necessary packets for one video frame.
For the power measurements we connected the mobile device to a Monsoon Power monitor 7 which powers up the device and measures its power consumption at the same time. Figure 4 depicts the results from the response delay mea surements. The thresholds for fast-, medium-, and slow-paced games are also drawn to the figure as dashed horizontal lines. The playout delay was consistently between 10 and 15 ms. The mobile device handles the video processing well thanks to its built-in hardware decoder. As expected, the network delay dominates in the case of non-local deployment. Using a 3G connection the network delay averages just under 100 ms, while switching to an LTE network reduces the delay by one fourth resulting to 76 ms. The processing delay was measured to be roughly 20 ms for both our local deployment and the remote Amazon EC2 deployment.
B. Response Delay
Comparing the overall response delay in the local vs. remote cloud deployment, the difference is large, from 56 ms to 108 ms when using LTE, because of the relatively large differences in network delay. Based on measurements it can be seen that only the local Wi-Fi and the LTE deployment in operator premises could be able to fulfill the latency requirements of the most demanding fast-paced games.
For medium-paced games the threshold has been previously defined to be 130 ms. The LTE scenario to the distant Amazon EC2 cloudlet fulfills this requirement with a delay of 108 7 Monsoon power monitor website: hnp://www.msoon.com ms. The 3G measurements are on the threshold for medium paced games and should only be used if no alternatives are available. All deployment scenarios are able to fulfill the 190 ms requirement of slow-paced games.
The results demonstrate the need for the proposed dis tributed cloud gaming system. The most demanding games require the cloud server to be closer to the user. On the other hand, many types of games do not require such a low latency because of which the dynamic provisioning in the proposed distributed cloud gaming system becomes very useful. Games with low latency requirements will be deployed closer to the user, while games with less stringent needs can be deployed in a more centralized manner on a more distant cloud.
The measurement results so far however only take into account the delay when playing a single-player game or a local multiplayer game on the remote cloud server. Online multiplayer games are massively popular and connecting to such games adds an additional delay. The typical latency across a continent is around 50 ms. This yields to an average of 25 ms if the multiplayer server resides on the same continent as the cloud gaming server. Adding this to the overall response delay puts even the local deployment scenarios in trouble regarding the most demanding fast-paced games. This is not so clear though since the existing delay compensation mechanisms can be applied to mitigate the delay between the rendering cloud server and the multiplayer server. However extra delay caused by multiplayer online games should be taken into account when deciding the location of the cloud gaming server. Online multiplayer games should be prioritized to be run on closer servers. In some games with known centralized online gaming servers it might be even justifiable to launch the cloud gaming server on a location close to the game's own online servers.
C. Power Consumption
The power measurement results are shown in Figure 5 . Comparing first the impact of the access network technology, gaming using the LTE access and having both controls and video by the smartphone draws almost 3 W of power which yields about 3 hours and 15 minutes of battery life with a fully charged phone. Using Wi-Fi cuts down the power consumption by a third. This result is logical because it is well known that cellular network access exhibits a relatively large amount of so called tail energy [12] . DRX was enabled in our LTE network but it seems not to help that much because of the constant stream of incoming video data that prevents DRX from triggering. Wi-Fi exhibits a more linear scaling of the power draw as a function of the actual data rate [13] .
When using the smartphone only for control purposes with an external display visualizing the game yields very significant energy savings: 35% in the LTE case and 40% in the Wi-Fi case. This observation validate our presumption that the mobile gaming time can be significant prolonged by using an external display for playing the games and using the mobile device only for forwarding control conunands. The causes are two fold: first, the screen of the mobile device can be dimmed in our modification of the gaming client when the mobile device is used only for controls, and, second, the device saves energy in wireless conununication and computing by not having to receive and decode the incoming video stream in the control only mode. The test case using Wi-Fi access and external display delivers a battery life of almost 8 hours.
The results presented above were achieved using a gamepad as an external controller. We also measured the power draw when using the touch screen to control the game. In that case the average power consumption grows by approximately 500 m W. The variation in power consumption also grows when using the touch screen because the external gamepad is powered constantly (over micro USB), whereas the touch screen generates power spikes when the screen is touched. Overall the power consumption in the most power-hungry scenario (LTE, control & video, touch screen) is almost three times higher than in the least power-hungry one (Wi-Fi, control only, gamepad).
VI. CONCLUSION
The low response delays measured when the game server was located in the premises of the ISP indicate that the ISPs have an advantage in providing low-latency optimized virtual machines for end-users. Although a large number of games could be rendered in a distant cloud such as the Amazon EC2, by using our distributed system the game service provider could get savings by planning the proximity of the cloud server based on the latency tolerance of the particular game and the quality of the user's network connection. This can also bring benefits to ISPs, since deploying the gaming services locally can reduce the traffic going in and out of their networks. The distributed system could be further expanded by selling small CPU and GPU powered cloud gaming units for home and other local use.
Cloud gaming is a promising paradigm that has already attracted a fair amount of commercial interest. Our contribution is the evaluation of a new three-tier distributed cloud gaming system. The core advantage of the distributed nature is its ability to deliver an acceptable quality of experience also for very latency sensitive games. Other features include the ability to flexibly configure the control and video of the client, so that it is possible, for instance, to use a public display and private smartphone as control device to play a game in a coffee shop, for instance.
The evaluation results of our prototype confirms that a short enough response delay is achievable with such a system design but not with a centralized deployment at a large cloud service provider, such as Amazon. Furthermore, while using our cloud gaming platform with a smartphone can drain its battery relatively quickly, the energy consumption can be significantly reduced by using Wi-Fi instead of cellular access network and an external display.
As follow-up work, we plan to perform a user study to better quantify the quality of experience when using our gaming platform in different scenarios. That would provide valuable further information towards parameterization of the system for resource management in setting up game instances.
