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GAUSSIAN VECTORS WITH MARKOV PROPERTY
MACIEJ P. WOJTKOWSKI
Abstract. We demonstrate the parallel between the properties of Gauss-
ian vectors and the Euclidean geometry. In particular we study the
Markov property and give various equivalent Euclidean and probabilis-
tic characterizations. We also give a simple Euclidean proof of the con-
ditional maximality of the differential entropy for the Markov Gaussian
vector (related to the Burg’s Theorem).
1. Introduction
It is a math folklore that the study of Gaussian vectors is in some respects
part of Euclidean geometry. In this note we demonstrate this parallel by
exploring the Markov property in a Gaussian vector.
We say that a random vector X = (X1,X2, . . . ,Xn) is Markov if for every
i = 3, . . . , n, the conditional distributions of Xi|(Xi−1, . . . ,X1) and Xi|Xi−1
coincide with probability 1.
The Markov property seems to involve a distinguished “arrow of time”
in a vector. It is well known that actually it can be reformulated as the
following perfectly symmetric property.
Definition 1. A random vector is Markov if for every i = 2, . . . , n − 1 the
random vectors Yi = (X1,X2, . . . ,Xi−1)|Xi and Zi = (Xi+1,Xi+2, . . . ,Xn)|Xi
are independent with probability 1.
Let X be a random vector in Rn with Gaussian distribution with zero
mean and the nondegenerate covariance matrix C = {cij}, with the inverse
matrix C−1 = A = {aij}. Let R = {ρij} be the matrix of correlation
coefficients, where ρij is the correlation coefficient of the random variables
Xi andXj . In particular ρii = 1 and R = D
−1CD−1 whereD is the diagonal
matrix with standard deviations of the random variables Xi on the diagonal.
We will establish the following theorem.
Theorem 1. For a Gaussian vector X the following properties are equiva-
lent
(i) X is Markov.
(ii) The conditional expected values E(Xi | Xi−1, . . . ,X1) and E(Xi | Xi−1)
coincide with probability 1, for every i = 3, . . . , n.
(iii) For every 1 ≤ k < l ≤ n the correlation coefficient
ρkl = ρk,k+1ρk+1,k+2 . . . ρl−2,l−1ρl−1,l.
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(iv) The matrix R−1 = DAD = {gij} is given by gij = 0 if |i − j| ≥ 2,
gii = αi for i = 1, . . . , n, gk,k+1 = βk for k = 1, . . . , n− 1, where
α1 =
1
1− ρ21,2
, αn =
1
1− ρ2n−1,n
, αi =
1− ρ2i−1,iρ
2
i,i+1(
1− ρ2i−1,i
)(
1− ρ2i,i+1
) ,
for 2 ≤ i ≤ n− 1, and βk =
−ρk,k+1
1− ρ2k,k+1
for 1 ≤ k ≤ n− 1.
(v) The matrix A = {aij} is tridiagonal, i.e., aij = 0 if |i− j| ≥ 2.
Essential part of Theorem 1 was first published by Barrett and Feinsliver,
[B-F], although it was probably known to probabilists earlier. In Section 2
we give a probabilistic proof of this Theorem.
The structure of the inverse of a tridiagonal symmetric matrix was de-
scribed earlier in the theorem of Gantmacher and Krein, [B], and these ideas
found extensive following in linear algebra, [V-B-G-M].
In Section 3 we provide the dictionary allowing the translation from prob-
abilistic language to the geometric language.
In Section 4 we reformulate Theorem 1 in the language of euclidean geom-
etry. We also give a purely geometric proof taken mostly from [W], where
it was first observed.
In Section 5 we also discuss the following theorem about maximization of
differential entropy, which is fairly easy to prove in the geometric language.
Theorem 2. Among all random vectors X with distribution densities fX ∈
L1(Rn), with fixed variances cov(X1,X1), cov(X2,X2), . . . , cov(Xn,Xn), and
fixed correlation coefficients ρ(X1,X2), ρ(X2,X3), . . . , ρ(Xn−1,Xn), differ-
ent from ±1, the differential entropy
dent(fX) = −
∫
Rn
fX(x) ln fX(x)dx
is maximal for the Gaussian density which is Markov.
The maximum is strict up to the translations in Rn, i.e., up to the expec-
tations of the random vector.
Clearly the Markov Gaussian density is uniquely defined by the formulas
in Theorem 1 (iv) for the elements of the tridiagonal matrix A = C−1.
A version of Theorem 2 appears in the proof of the Burg’s Theorem given
by Choi and Cover, [C-C].
2. Probability
We will prove Theorem 1.
(i) =⇒ (ii) is the direct consequence of Markov property.
(ii) =⇒ (iii)
We use linear regression of Xl on X1,X2, . . . .Xl−1, i.e., we represent
Xl = η1X1 + η2X2 + · · · + ηl−1Xl−1 + Wl where Cov(Xi,Wl) = 0 for
i ≤ l − 1.
Since the random vector (X1,X2, . . . ,Xl−1,Wl) has Gaussian distribution
we conclude that (X1,X2, . . . ,Xl−1) andWl are independent. It follows that
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E(Wl|X1,X2, . . . ,Xl−1) = E(Wl) = 0. It gives us
E(Xl|X1,X2, . . . ,Xl−1) =
η1X1 + η2X2 + · · · + ηl−1Xl−1 +E(Wl|X1,X2, . . . ,Xl−1)
=η1X1 + η2X2 + · · · + ηl−1Xl−1
By the assumption (ii) E(Xl|X1,X2, . . . ,Xl−1) = E(Xl|Xl−1), and hence
η1 = η2 = · · · = ηl−2 = 0 and E(Xl|X1,X2, . . . ,Xl−1) = ηl−1Xl−1.
We calculate now
E(Xl−1Xl) = E (E(Xl−1Xl|Xl−1)) = E (Xl−1E(Xl|Xl−1)) = ηl−1σ
2
l−1
which leads to σl−1ηl−1 = σlρl−1,l.
Finally for k ≤ l − 1
E(XkXl) = E (E(XkXl|X1,X2, . . . ,Xl−1)) = E (XkE(Xl|X1,X2, . . . ,Xl−1)) =
= ηl−1E (XkXl−1)) .
We obtained ρk,lσkσl = ηl−1ρk,l−1σkσl−1 and thus ρk,l = ρk,l−1ρl−1,l, We
conclude the proof by the induction on the distance of k and l.
(iii) =⇒ (iv)
We need to check that the matrix product H = {hij} of the symmetric
matrix described in (iv) and the symmetric matrix R is equal to identity. It
takes a lot of checking, however the algebra is rather straightforward. We
will do it for some choice of indices only. For 2 ≤ i < j ≤ n we have
hij = −
ρi−1,iρi−1,j
1− ρ2i−1,i
+
(1− ρ2i−1,iρ
2
i,i+1)ρij
(1− ρ2i−1,i)(1− ρ
2
i,i+1)
−
ρi,i+1ρi+1,j
1− ρ2i,i+1
Using (iii) we identify the common factor ρij. Extracting it we are left with
the following sum, which is clearly equal to 0
hij
ρij
= −
ρ2i−1,i
1− ρ2i−1,i
+
1− ρ2i−1,iρ
2
i,i+1
(1− ρ2i−1,i)(1− ρ
2
i,i+1)
−
1
1− ρ2i,i+1
= 0.
Further for 2 ≤ i ≤ n− 1
hii = −
ρ2i−1,i
1− ρ2i−1,i
+
1− ρ2i−1,iρ
2
i,i+1
(1− ρ2i−1,i)(1− ρ
2
i,i+1)
−
ρ2i,i+1
1− ρ2i,i+1
= 1.
We leave the remaining cases to the reader. They will be also dealt with in
the euclidean language in Section 2.
(iv) =⇒ (v) is obvious.
(v) =⇒ (i)
Let us describe the conditional distribution of the random vector
(X1, . . . ,Xk−1,Xk+1, . . . ,Xn)|Xk. It is a Gaussian distribution with the
density equal to
fk = fk(x1, . . . , xk−1, xk+1, . . . , xn|xk) = const exp(−2
−1
n∑
i,j=1
aijxixj)
considered as a function of n−1 variables (x1, . . . , xk−1, xk+1, , . . . , xn), with
xk treated as a parameter. Note that for this function to be a density the
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constant in front must be an appropriate function of the parameter xk. Since
the matrix A is tridiagonal we have
fk = const exp(−2
−1
k∑
i,j=1
aijxixj) exp(−2
−1
n∑
i,j=k
aijxixj) exp(2
−1akkx
2
k)
We represented the density as a product of a function of variables (x1, . . . , xk−1)
and a function of variables (xk+1, , . . . , xn) (with xk treated as a parame-
ter). By the well known criterion we conclude that the random vectors
(X1, . . . ,Xk−1)|Xk and (Xk+1, . . . ,Xn)|Xk are independent.
Theorem 1 is proven.
3. The dictionary
In this section we spell out the dictionary which allows the translation
from probability to Euclidean geometry, and back, for Gaussian random
vectors.
In the background we have a probability space Ω with the σ-algebra
of events F, and the probability P . We consider the Hilbert space L20 =
L20(Ω,F, P ), of random variables with zero expected values and finite second
moments. The inner product in L20 is furnished by the covariance Cov(·, ·)
of random variables.
A random vector X = (X1,X2, . . . ,Xn) with zero expected values is an
array of random variables in L20.
Assuming linear independence of the random variables we consider the n-
dimensional subspace Z = span{X1,X2, . . . ,Xn} ⊂ L
2
0, which is isometric
with the n-dimensional Euclidean space.
On the Euclidean side we consider a sequence of linearly independent
vectors (e1, e2, . . . , en) in a Euclidean space E
n with the scalar product 〈·, ·〉.
Under the assumption that the random vector X = (X1,X2, . . . ,Xn) is
Gaussian the Euclidean data C = {ci,j} = {Cov(Xi,Xj)} gives complete in-
formation about the joint distribution of the random vector (in Rn), namely
g(x) = ((2pi)n detC)−
1
2 exp

2−1
n∑
i,j=1
aijxixj


is the density function of the distribution of a Gaussian vector G with values
in Rn, zero mean and the covariance matrix equal to C = A−1.
Any two random variables Y0, Y1 from the space Z = span{X1,X2, . . . ,Xn}
have Gaussian joint distribution. It follows that the orthogonality of the
random variables Y0, Y1 equals zero correlation, which equals independence.
Further the conditional expected value E(Y0|Y1) is a random variable from
Z equal to the orthogonal projection of Y0 onto the line (the 1-dimensional
subspace) spanned by Y1.
For a sequence (Y0, Y1, Y2, . . . , Yk) of random variables from the space Z
the conditional expected value E(Y0|Y1, Y2, . . . , Yk) is the linear combination
of random variables Y1, Y2, . . . , Yk, equal to the orthogonal projection of Y0
onto the subspace spanned by Y1, Y2, . . . , Yk.
Finally we describe the conditional distribution of Y0|Y1, Y2, . . . , Yk in Eu-
clidean terms. It is a family of distributions which coincide after centering,
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and the common centered (i.e., with 0 expected value) distribution is that
of W = Y0 −E(Y0|Y1, . . . , Yk). Indeed W is orthogonal to span(Y1, . . . , Yk),
and hence independent of Y1, Y2, . . . , Yk.
Let us note thatW is the orthogonal projection of Y0 onto the orthogonal
complement of span(Y1, . . . , Yk).
4. Euclidean geometry
Theorem 1 has a Euclidean geometry counterpart. Let (e1, e2, . . . , en)
be an ordered linear basis of unit vectors, in general not orthogonal, in Rn
with the scalar product 〈·, ·〉. Let (f1, f2, . . . , fn) be the dual basis, i.e.,
〈fi, ej〉 = δij , the Kronecker delta. Further for k = 1, . . . , n, let Sk be
the linear subspace spanned by the first k vectors {e1, e2, . . . , ek}, and Tk
the linear subspace spanned by the last k vectors {en−k+1, . . . , en}. The
sequences of subspaces
{0} = S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sn = R
n, {0} = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tn = R
n,
form two flags which have the additional property that for every k = 1, . . . , n
the subspaces Sk and Tn−k are transversal. Any two flags S = (S0, S1, . . . , Sn)
and T = (T0, T1, . . . , Tn) will be called compatible flags if they have this prop-
erty.
It is transparent that for any two compatible flags S and T we can choose
an ordered basis (±e1,±e2, . . . ,±en) of unit vectors so that the flags are
obtained from the basis as above. The first vector e1 is a generator of S1,
and the only freedom we have is to choose between e1 and −e1. Since we
assume that the two flags are compatible we get that for every k = 1, . . . , n
the subspace Sk∩Tn−k+1 has dimension 1. The vector ek is a generator of the
one dimensional subspace Sk ∩ Tn−k+1, and we can choose between ek and
−ek. We will say that any ordered basis of unit vectors (±e1,±e2, . . . ,±en)
is adapted to the two compatible flags S,T.
We need to consider a family of orthogonal projections associated with the
subspaces in two compatible flags. For k = 1, . . . n− 1 we denote by Pk and
Qk the orthogonal projections onto the subspaces Sk and Tk, respectively.
By P ′k = I−Pk, Q
′
k = I−Qk we denote the orthogonal projections onto the
complementary subspaces. It is clear that P ′k is the orthogonal projection
onto the span of {fk+1, . . . , fn}, and Q
′
n−k the orthogonal projection onto
the span of {f1, . . . , fk}.
Further we introduce the orthogonal projections Mk onto the one dimen-
sional subspaces Sk ∩ Tn−k+1, spanned by ek. Again M
′
k = I −Mk is the
orthogonal projection onto the complementary subspace, which is the span
of {f1, . . . , fk−1, fk+1, . . . , fn}.
Now we have two compatible flags S,T, with an ordered basis of unit vec-
tors (e1, e2, . . . , en) adapted to them, and the dual ordered basis (f1, f2, . . . , fn).
Proposition 3. The following are equivalent
(a) For 1 ≤ k ≤ n− 1 and for any vector v ∈ Tn−k, Pkv =Mkv.
(b) For 1 ≤ k ≤ n− 1 the vector Pkek+1 is parallel to ek.
(c) For 2 ≤ k ≤ n−1 the subspaces M ′kSk−1 and M
′
kTn−k are orthogonal.
(d) For 1 ≤ k ≤ n− 1 and for any vector v ∈ Sk, Qn−kv =Mk+1v.
(e) For 1 ≤ k ≤ n− 1 the vector Qn−kek is parallel to ek+1.
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We will prove the equivalence of (a), (b) and (c). Since the role of the
two flags is perfectly symmetric in (c), it follows immediately that (c), (d)
and (e) are also equivalent.
To clarify the meaning of this Proposition, and before we prove it in the
geometric language, let us translate it into the language of Probability, using
our dictionary.
Proposition 4. For a nondegenerate Gaussian random vector (X1,X2, . . . ,Xn)
the following are equivalent
(a) For 1 ≤ k ≤ n− 1 and for any Y ∈ span{Xk+1, . . . ,Xn}
E(Y |X1,X2, . . . ,Xk) = E(Y |Xk).
(b) For 2 ≤ k ≤ n− 1
E(Xk+1|X1,X2, . . . ,Xk) = aXk
for some scalar a.
(c) For 2 ≤ k ≤ n − 1 and any Y1 ∈ span{X1, . . . ,Xk−1} and Y2 ∈
span{Xk+1, . . . ,Xn} the conditional random variables Y1|Xk and Y2|Xk are
independent with probability 1.
(d) For 1 ≤ k ≤ n− 1 and for any Y ∈ span{X1, . . . ,Xk}
E(Y |Xk+1,Xk+2, . . . ,Xn) = E(Y |Xk+1).
(e) For 2 ≤ k ≤ n− 1
E(Xk|Xk+1,Xk+2, dots,Xn) = aXk+1
for some scalar a.
Proof. (of Proposition 3) It is obvious that (a) implies (b).
To prove (c) we observe that for any j > k, using (b), we get Pkej =
PkPk+1 . . . Pj−1ej = aek, for some scalar a. Further Pkej = aek = Mkej.
Indeed we can prove by induction on the distance between the indices k and
j that
ej = aek + ak+1fk+1 + ak+2fk+2 + · · · + anfn,
for some scalars ak+1, . . . , an.
Further Mkej +M
′
kej = ej = Pkej + P
′
kej . It follows that
M ′kej = ak+1fk+1 + ak+2fk+2 + · · ·+ anfn = P
′
kej ,
and hence M ′kej is orthogonal to Sk ⊃M
′
kSk ⊃M
′
kSk−1. To summarize, we
have established for any ej , j ≥ k + 1, that M
′
kej is orthogonal to M
′
kSk−1.
It follows that the whole subspace M ′kTn−k is orthogonal to M
′
kSk−1.
To obtain (a) from (c) we observe that for v ∈ Tn−k, Pkv = Pk(Mkv +
M ′kv) = Mkv + Pk(M
′
kv). Since M
′
kv is orthogonal to ek and to M
′
kSk−1,
then M ′kv is orthogonal to Sk. Hence Pk(M
′
kv) = 0. 
We will say that an ordered basis (e1, e2, . . . , en), or the compatible pair
of flags S,T, is Markov if it satisfies any of the equivalent properties in
Proposition 3.
Theorem 5. The following are equivalent
(1) The ordered basis of unit vectors (e1, e2, . . . , en) is Markov.
(2) For every 1 ≤ k < l ≤ n
〈ek, el〉 = 〈ek, ek+1〉〈ek+1, ek+2〉 . . . 〈el−2, el−1〉〈el−1, el〉.
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(3) The dual basis (f1, f2, . . . , fn) is equal to
fi = βi−1ei−1 + αiei + βiei+1, i = 1, . . . , n,
where we use the convention that e0 = en+1 = 0 and the coefficients
αi =
1− 〈ei−1, ei〉
2〈ei, ei+1〉
2
(1− 〈ei−1, ei〉2) (1− 〈ei, ei+1〉2)
, βi =
−〈ei, ei+1〉
1− 〈ei, ei+1〉2
,
(4) 〈fi, fj〉 = 0 if |i− j| ≥ 2.
Proof. (1) =⇒ (2) We will use the property (e) in Proposition 2. It
follows that for any 1 ≤ k < l ≤ n we have ek = Qn−kek + Q
′
n−kek with
Qn−kek = 〈ek, ek+1〉ek+1. Since Q
′
n−kek is orthogonal to el we conclude
that 〈ek, el〉 = 〈ek, ek+1〉〈ek+1, el〉. Now we obtain (2) by induction on the
distance of k and l.
(2) =⇒ (3) By the uniqueness of the dual basis it is sufficient to check
that with the given formulas for fi we have 〈fi, ej〉 = δij . The algebra is the
same as in the proof of Theorem 1. We start with the calculation of 〈fi, ei〉
for 1 ≤ i ≤ n. We get
−〈ei−1, ei〉
2
1− 〈ei−1, ei〉2
+
1− 〈ei−1, ei〉
2〈ei, ei+1〉
2
(1− 〈ei−1, ei〉2)(1− 〈ei, ei+1〉2)
+
−〈ei, ei+1〉
2
1− 〈ei, ei+1〉2
= 1.
We proceed with the calculation of 〈fi, ej〉 for 1 ≤ i < j ≤ n. It is equal to
−
〈ei−1, ei〉〈ei−1, ej〉
1− 〈ei−1, ei〉2
+
(
1− 〈ei−1, ei〉
2〈ei, ei+1〉
2
)
〈ei, ej〉
(1− 〈ei−1, ei〉2) (1− 〈ei, ei+1〉2)
−
〈ei, ei+1〉〈ei+1, ej〉
1− 〈ei, ei+1〉2
.
Using (2) we identify the common factor 〈ei, ej〉. Extracting it we are left
with the following sum, which is clearly equal to 0
−
〈ei−1, ei〉
2
1− 〈ei−1, ei〉2
+
1− 〈ei−1, ei〉
2〈ei, ei+1〉
2
(1− 〈ei−1, ei〉2) (1− 〈ei, ei+1〉2)
−
1
1− 〈ei, ei+1〉2
= 0.
(3) =⇒ (4) In general for dual bases (e1, e2, . . . , en) and (f1, f2, . . . , fn)
we have
fi =
n∑
j=1
〈fi, fj〉ej , (∗)
and the Gram matrix {〈fi, fj〉} is the inverse of {〈ei, ej〉}. Hence (4) follows
immediately from (3).
(4) =⇒ (1)
We will prove (b) of Proposition 3 by induction on the index k. We
have that fn is orthogonal to Sn−1 and using (∗) we get 〈fn, fn〉en =
fn − 〈fn, fn−1〉en−1. Applying the projection Pn−1 to both sides we get
〈fn, fn〉Pn−1en = −〈fn, fn−1〉en−1. So we have (b) for k = n− 1.
Recall that Pk is the orthogonal projection onto the span of vectors
{e1, . . . , ek}, and fk+1 is orthogonal to all these vectors. Given that Pkek+1 =
aek for some coefficient a, we apply the projection Pk to both sides of the
equation
fk = 〈fk, fk−1〉ek−1 + 〈fk, fk〉ek + 〈fk, fk+1〉ek+1.
We obtain
Pkfk = 〈fk, fk−1〉ek−1 + (〈fk, fk〉+ 〈fk, fk+1〉a) ek.
The coefficient with ek cannot be 0 since otherwise we would have
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Pkfk = 〈fk, fk−1〉ek−1, and further
0 = 〈fk, ek−1〉 = 〈fk, Pkek−1〉 = 〈Pkfk, ek−1〉 = 〈fk, fk−1〉,
so that Pkfk = 0. We get the contradictory conclusion that fk is orthogonal
to ek.
We can thus write Pkfk = 〈fk, fk−1〉ek−1+ bek, for some coefficient b 6= 0.
Applying Pk−1 to both sides of the last equation we get 0 = 〈fk, fk−1〉ek−1+
bPk−1ek, which completes the induction.

5. Differential entropy
For a random vector X with a density function f ∈ L1(R
n) the differential
entropy is equal to
dent(f) = −
∫
Rn
f(x) ln f(x)dx,
if f ln f ∈ L1(R
n) (otherwise it is not defined).
The differential entropy is not changed if we add a constant vector to X,
so without loss of generality we can assume that the random vector has zero
expected values.
It is a well known fact that the Gaussian distribution maximizes the
differential entropy among all densities with the same covariance matrix C.
For the convenience of the reader we provide a complete proof essentially
taken from the book by Cover and Thomas, [C-T].
Let g(x) = (
√
(2pi)n detC)−1 exp
(
−12〈Ax, x〉
)
be the density function of
a Gaussian vector G with values in Rn, zero mean and the covariance matrix
equal to C = A−1.
Lemma 6. If the covariance matrices of a random vector X with density f
and the Gaussian vector G with density g coincide then
−
∫
Rn
f(x) ln g(x)dx = dent(g) =
1
2
(n ln(2pie) + ln detC) .
Proof. Integrating the quadratic form 〈Ax, x〉 =
∑
i,j ai,jxixj against the
density f we get
∑
i,j
aij
∫
Rn
f(x)xixjdx =
∑
i,j
aij
∫
Rn
g(x)xixjdx =
∑
i,j
aijcij = n.
We conclude that
−
∫
Rn
f(x) ln g(x)dx =
1
2
(n ln(2pi) + ln detC) +
1
2
∑
i,j
aij
∫
Rn
f(x)xixjdx
=
1
2
(n ln(2pie) + ln detC).

We are ready to prove that the Gaussian distribution maximizes the dif-
ferential entropy among all densities with the same covariance matrix C.
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Proposition 7. If a random vector X with density f has the same covari-
ance matrix C as the Gaussian vector G with density g then
dent(f) ≤ dent(g)
and the equality holds only if f = g.
Proof. Given a density function f let us introduce an auxiliary function
h(x) = g(x)
f(x) , well defined in the support subset S of the density f , i.e.,
S = {x ∈ Rn|f(x) > 0}. We extend the definition of h(x) to all of Rn
by assigning it a fixed value, say 1, outside of S. We have E(h(X)) =∫
S
f(x) g(x)
f(x)dx =
∫
S
g(x)dx ≤ 1. We apply the Jensen inequality to the
convex function − ln(y) and the random variable Y = h(X). Using Lemma
5 we get
0 ≤ − lnE(Y ) ≤ E(− ln(Y )) = −
∫
S
f(x) ln
g(x)
f(x)
dx = dent(g) − dent(f).
To end the proof we recall that for a strictly convex function the Jensen
inequality becomes equality only if the random variable is constant. 
Finally we discuss random vectors X with zero mean, and with pre-
scribed variances cii = Cov(Xi,Xi), i = 1, 2, . . . , n and covariances ci,i+1 =
Cov(Xi,Xi+1), i = 1, 2, . . . , n−1. We will prove Theorem 2, which says that
among all such random vectors X the differential entropy is maximal for the
unique Markov Gaussian vector.
Proof. By Proposition 7 it is sufficient to compare differential entropies only
for Gaussian vectors. By Lemma 6 we need to maximize the determinant of
the covariance matrix. By rescaling we can restrict our attention to random
vectors with all variances equal to 1.
Translating to the euclidean language we have a sequence of unit vectors
(e1, e2, . . . , en) with prescribed scalar products 〈ei, ei+1〉 and we want to
establish what is the maximum volume of the parallelopiped spanned by
these vectors. We achieve it by the induction on the dimension n. For n = 2
the area is actually constant and it is equal to V2 =
√
1− 〈e1, e2〉2. The
Markov property for n = 2 is void.
Let us assume that the Proposition holds for some n ≥ 2, and that the
above maximal volume is equal to Vn =
√∏n−1
i=1 (1− 〈ei, ei+1〉
2). Let en+1 =
u + v, where u is the orthogonal projection of en+1 onto the subspace Sn,
i.e., the span of {e1, e2, . . . , en}. It is clear that the maximal volume for n+1
unit vectors {e1, e2, . . . , en, en+1} is equal to Vn times the maximal possible
length of the vector v. Since 〈en, en+1〉 is fixed, the maximum length of the
vector v is equal to
√
1− 〈en, en+1〉2 and it is assumed only for vectors en+1
for which the orthogonal projection u is parallel to en. Hence by induction
we obtain the Markov property for the sequence of unit vectors with the
maximum volume. 
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