Submodular function maximization is a central problem in combinatorial optimization, generalizing many important problems including Max Cut in directed/undirected graphs and in hypergraphs, certain constraint satisfaction problems, maximum entropy sampling, and maximum facility location problems. Unlike submodular minimization, submodular maximization is NP-hard.
-approximation for the submodular maximization problem under k matroid constraints, and a`1 5 − ´approximation algorithm for this problem subject to k knapsack constraints ( > 0 is any constant). We improve the approximation guarantee of our algorithm to
INTRODUCTION
In this paper, we consider the problem of maximizing a nonnegative submodular function f , defined on a ground set V , subject to matroid constraints or knapsack constraints.
. Throughout, we assume that our submodular function f is given by a value oracle; i.e., for a given set S ⊆ V , an algorithm can query an oracle to find its value f (S). Furthermore, all submodular functions we deal with are assumed to be non-negative. We also denote the ground set V = [n] = {1, 2, · · · , n}.
We emphasize that our focus is on submodular functions that are not required to be monotone (i.e., we do not require that f (X) ≤ f (Y ) for X ⊆ Y ⊆ V ). Non-monotone submodular functions appear in several places including cut functions in weighted directed or undirected graphs or even hypergraphs, maximum facility location, maximum entropy sampling, and certain constraint satisfaction problems.
Given a weight vector w for the ground set V , and a knapsack of capacity C, the associated knapsack constraint is that the sum of weights of elements in the solution S should not exceed the capacity C, i.e, P j∈S wj ≤ C. In our usage, we consider k knapsack constraints defined by weight vectors w i and capacities Ci, for i = 1, . . . , k.
We assume some familiarity with matroids [41] and associated algorithmics [46] . Briefly, for a matroid M, we denote the ground set of M by E(M), its set of independent sets by I(M), and its set of bases by B(M). For a given matroid M, the associated matroid constraint is S ∈ I(M) and the associated matroid base constraint is S ∈ B(M). As is standard, M is a uniform matroid of rank r if I(M) := {X ⊆ E(M) : |X| ≤ r}. A partition matroid is the direct sum of uniform matroids. Note that uniform matroid constraints are equivalent to cardinality constraints, i.e, |S| ≤ k. In our usage, we deal with k matroids M1, . . . , M k on the common ground set V := E(M1) = · · · = E (M k ) (which is also the ground set of our submodular function f ), and we let Ii := I(Mi) for i = 1, . . . , k.
Background. Optimizing submodular functions is a cen-tral subject in operations research and combinatorial optimization [36] . This problem appears in many important optimization problems including cuts in graphs [19, 42, 26] , rank function of matroids [12, 16] , set covering problems [13] , plant location problems [9, 10, 11, 2] , certain satisfiability problems [25, 14] , and maximum entropy sampling [32, 33] . Other than many heuristics that have been developed for optimizing these functions [20, 21, 27, 44, 31] , many exact and constant-factor approximation algorithms are also known for this problem [39, 40, 45, 26, 15, 50, 18] . In some settings such as set covering or matroid optimization, the relevant submodular functions are monotone. Here, we are more interested in the general case where f (S) is not necessarily monotone.
Unlike submodular minimization [45, 26] , submodular function maximization is NP-hard as it generalizes many NPhard problems, like Max-Cut [19, 14] and maximum facility location [9, 10, 2] . Other than generalizing combinatorial optimization problems like Max Cut [19] , Max Directed Cut [4, 22] , hypergraph cut problems, maximum facility location [2, 9, 10] , and certain restricted satisfiability problems [25, 14] , maximizing non-monotone submodular functions have applications in a variety of problems, e.g, computing the core value of supermodular games [47] , and optimal marketing for revenue maximization over social networks [23] . As an example, we describe one important application in the statistical design of experiments. Let A be the n-by-n covariance matrix of a set of Gaussian random variables indexed by [n] . For S ⊆ [n], let A[S] denote the principal submatrix of A indexed by S. It is well known that the entropy 1 of the random variables indexed by S is , is to maximize f (S) over subsets S ⊆ [n] having cardinality s fixed. So the maximum entropy sampling problem is precisely one of maximizing a non-monotone submodular function subject to a cardinality constraint. Of course a cardinality constraint is just a matroid base constraint for a uniform matroid. The maximum entropy sampling problem has mostly been studied from a computational point of view (often in the context of locating environmental monitoring stations), focusing on calculating optimal solutions for moderate-sized instances (say n < 200) using mathematical programming methodologies (e.g, see [32, 33, 34, 29, 6, 5] ), and our results provide the first set of algorithms with provable constant-factor approximation guarantee (for cases in which the entropy is non-negative).
Recently, a 2 5 -approximation was developed for maximizing non-negative non-monotone submodular functions with-1 sometimes also referred to as differential entropy or continuous entropy out any side constraints [15] . This algorithm also provides a tight 1 2 -approximation algorithm for maximizing a symmetric 2 submodular function [15] . However, the algorithms developed in [15] for non-monotone submodular maximization do not handle any extra constraints.
For the problem of maximizing a monotone submodular function subject to a matroid or multiple knapsack constraints, tight`1 − 1 e´-approximations are known [39, 7, 51, 49, 28] . Maximizing monotone submodular functions over k matroid constraints was considered in [40] , where a " 1 k+1
"
approximation was obtained. This bound is currently the best known ratio, even in the special case of partition matroid constraints. However, none of these results generalize to non-monotone submodular functions.
Better results are known either for specific submodular functions or for special classes of matroids. A 1 k -approximation algorithm using local search was designed in [43] for the problem of maximizing a linear function subject to k matroid constraints. Constant factor approximation algorithms are known for the problem of maximizing directed cut [1] or hypergraph cut [3] subject to a uniform matroid (i.e. cardinality) constraint.
Hardness of approximation results are known even for the special case of maximizing a linear function subject to k partition matroid constraints. The best known lower bound is an Ω( k log k ) hardness of approximation [24] . Moreover, for the unconstrained maximization of non-monotone submodular functions, it has been shown that achieving a factor better than 1 2 cannot be done using a subexponential number of value queries [15] .
Our Results. In this paper, we give the first constantfactor approximation algorithms for maximizing a non monotone submodular function subject to multiple matroid constraints, or multiple knapsack constraints. More specifically, we give the following new results (below > 0 is any constant).
(1) For every constant k ≥ 1, we present a " -approximation algorithm for maximizing non-monotone submodular functions subject to a single matroid constraint. Moreover, this algorithm is a
approximation in the case of symmetric submodular functions. This algorithm involves a natural local search procedure, that is iteratively executed k + 1 times. Asymptotically, this result is nearly best possible because there is an Ω( k log k ) hardness of approximation, even in the monotone case [24] .
(2) For every constant k ≥ 1, we present a`1 5 − ´approximation algorithm for maximizing any nonnegative submodular function subject to a k-dimensional knapsack constraint. To achieve the approximation guarantee, we first give a`1 4 − ´approximation algorithm for a fractional relaxation (similar to the one used in [51] ). This is again based on a local search procedure, that is iterated twice. We then use a simple randomized rounding technique to convert a fractional solution to an integral one. A similar approach was recently used in [28] for maximizing a monotone submodular function over multiple knapsack constraints. However their algorithm for the fractional relaxation uses the 'continuous greedy' algorithm of Vondrák [51] that requires a monotone function; moreover, even their rounding method is not directly applicable to non-monotone submodular functions.
(3) For submodular maximization under k ≥ 2 partition matroid constraints, we obtain improved approximation guarantees. We give a
for maximizing non-monotone submodular functions subject to k partition matroids. Moreover, our idea gives a " 1 k+ " approximation algorithm for maximizing a monotone submodular function subject to k ≥ 2 partition matroid constraints. This is an improvement over the previously best known bound of 1 k+1 from [40] .
(4) Finally, we study submodular maximization subject to a matroid base constraint. We give a`1 3 − ´approximation in the case of symmetric submodular functions. Our result for general submodular functions only holds for special matroids: we obtain a ( 1 6 − )-approximation when the matroid contains two disjoint bases. In particular, this implies à
approximation for the problem of maximizing any non-negative submodular function subject to an exact cardinality constraint. Previously, only special cases of directed cut [1] or hypergraph cut [3] subject to an exact cardinality constraint were considered.
Due to lack of space, in this paper we only present (1) general matroid constraints in Section 2, and (2) knapsack constraints in Section 3. Details of the other two results can be found in the full version [35] .
All our algorithms run in time n O(k) , where k is the number of matroid or knapsack constraints.
Our main technique for the above results is local search. Our local search algorithms are different from the previously used variant of local search for unconstrained maximization of a non-negative submodular function [15] , or the local search algorithms used for Max Directed Cut [4, 22] . In the design of our algorithms, we also use structural properties of matroids, a fractional relaxation of submodular functions, and a randomized rounding technique.
MATROID CONSTRAINTS
In this section, we give an approximation algorithm for submodular maximization subject to k matroid constraints. The problem is as follows: Let f be a non-negative submodular function defined on ground set V . Let M1, · · · , M k be k arbitrary matroids on the common ground set V . For each matroid Mj (with j ∈ [k]) we denote the set of its independent sets by Ij . We consider the following problem:
We give an approximation algorithm for this problem using value queries to f that runs in time n O(k) . The starting point is the following local search algorithm. Starting with S = ∅, repeatedly perform one of the following local improvements:
When dealing with a single matroid constraint (k = 1), the local operations correspond to: delete an element, add an element (i.e. an exchange when no element is dropped), swap a pair of elements (i.e. an element from outside the current set is exchanged with an element from the set). With k ≥ 2 matroid constraints, we permit more general exchange operations, involving adding one element and dropping up to k elements.
Note that the size of any local neighborhood is at most n k+1 , which implies that each local step can be performed in polynomial time for a constant k. Let S denote a locally optimal solution. Next we prove a key lemma for this local search algorithm, which is used in analyzing our algorithm. Before presenting the lemma, we state a useful exchange property of matroids (see [46] ). Intuitively, this property states that for any two independent sets I and J, we can add any element of J to the set I, and remove at most one element from I while keeping the set independent. Moreover, each element of I is allowed to be removed by at most one element of J.
Theorem 1. Let M be a matroid and I, J ∈ I(M) be two independent sets. Then there is a mapping π : J \ I → (I \ J) ∪ {∅} such that:
Proof. We outline the proof for completeness. We proceed by induction on t = |J \ I|. If t = 0, there is nothing to prove; so assume t ≥ 1. Suppose there is an element b ∈ J \I with I ∪ {b} ∈ I(M). In this case we apply induction on
Now we may assume that I is a maximal independent set in I ∪ J. Let M ⊆ M denote the matroid M restricted to I∪J; so I is a base in M . We augment J to some baseJ ⊇ J in M (since any maximal independent set in M is a base). 
is any locally optimal solution under only the swap operation, and C ∈ I1 with |S| = |C|, then
Proof. The following proof is due to Jan Vondrák [52] . Our original proof [35] was more complicated-we thank Jan for letting us present this simplified proof.
For each matroid Mj (j ∈ [k]), because both C, S ∈ Ij are independent sets, Theorem 1 implies a mapping πj :
When k = 1 and |S| = |C|, Corollary 39.12a from [46] implies the stronger condition that π1 :
∪{b} is in the local neighborhood of S, and by local optimality under exchanges:
In the case k = 1 with |S| = |C|, these are only swap operations (because π1 is a bijection here). By the property of mappings
and elements of S ∩ C are contained in none of these sets. So the following inequalities are implied by local optimality of S under deletions.
Note that these inequalities are not required when k = 1 and |S| = |C| (then ni = k for all i ∈ S \ C).
For any b ∈ C \ S, we have (below, the first inequality is submodularity and the second is from (2)):
Adding this inequality over all b ∈ C \ S and using submodularity,
Adding to this, the inequalities (3)
where λ = |C \ S| + P i∈S\C (k − ni) and {T l } λ l=1 is some collection of subsets of S \C such that each i ∈ S \C appears in exactly k of these subsets. We simplify the expression (4) using the following claim.
Claim 1. Let f : 2 V → R+ be any submodular function and S ⊆ S ⊆ V . Let {T l } λ l=1 be a collection of subsets of S \ S such that each element of S \ S appears in exactly k of these subsets. Then,
roof. Let s = |S| and |S | = c; number the elements of S as {1, 2, · · · , s} = [s] such that S = {1, 2, · · · , c} = [c]. Then for any T ⊆ S\S , by submodularity:
. Using this we obtain:
he second equality follows from S \ C = {c + 1, · · · , s} and the fact that each element of S \ C appears in exactly k of the sets {T l } λ l=1 . The last equality is due to a telescoping summation.
Setting S = S ∩ C in Claim 1 to simplify expression (4),
Observe that when k = 1 and |S| = |C|, we only used the inequalities (2) from the local search, which are only swap operations. Hence in this case, the statement also holds for any solution S that is locally optimal under only swap operations. In the general case, we use both inequalities (2) (from exchange operations) and inequalities (3) (from deletion operations).
A simple consequence of Lemma 1 implies bounds analogous to known approximation factors [40, 43] in the cases when the submodular function f has additional structure.
Corollary 1. For a locally optimal solution S and any C ∈ ∩ k j=1 Ij the following inequalities hold:
The local search algorithm defined above could run for an exponential amount of time until it reaches a locally optimal solution. To ensure polynomial runtime, we follow the standard approach of an approximate local search under a suitable (small) parameter > 0, as described in Figure 1 . The following Lemma 2 is a simple extension of Lemma 1 for approximate local optimum.
Lemma 2. For an approximately locally optimal solution S (in procedure B) and any
where > 0 the parameter used in the procedure B (Figure 1 ). Additionally for k = 1, if S ∈ I1 is any locally optimal solution under only the swap operation, and C ∈ I1 with |S| = |C|,
Proof. The proof of this lemma is almost identical to the proof of the Lemma 1 the only difference is that left-hand sides of inequalities (2) and inequalities (3) Algorithm A:
2. For i = 1, · · · , k + 1, do:
(a) Apply the approximate local search procedure B on the ground set Vi to obtain a solution Si ⊆ Vi corresponding to the problem:
3. Return the solution corresponding to max{f (S1), · · · , f(S k+1 )}. by 1 + n 4 . Therefore, after following the steps in Lemma 1, we obtain the inequality:
Since λ ≤ (k + 1)n (see Lemma 1) and we may assume that n 4 >> (k + 1)n, we obtain the lemma.
We now present the main algorithm ( Figure 2 ) for submodular maximization over matroid constraints. This performs the approximate local search procedure B iteratively k + 1 times, and outputs the best solution found.
" approximation algorithm for maximizing a non-negative submodular function subject to any k matroid constraints, running in time n O(k) .
Proof. Bounding the running time of Algorithm A is easy. The parameter > 0 in Procedure B is any value such that 1 is at most a polynomial in n. Note that using approximate local operations in the local search procedure B (in Figure 1 ) makes the running time of the algorithm polynomial. The reason is as follows: one can easily show that for any ground set X of elements, the value of the initial set S = {v} is at least Opt(X)/n, where Opt(X) is the optimal value of problem (1) restricted to X. Each local operation in procedure B increases the value of the function by a factor 1+ n 4 . Therefore, the number of local operations for procedure B is at most log 1+ n 4
Opt(X)
Opt(X) n = O( 1 n 4 log n), and thus the running time of the whole procedure is 1 ·n O(k) . Moreover, the number of procedure calls of Algorithm A for procedure B is k+1, and thus the running time of Algorithm A is also polynomial. Next, we prove the performance guarantee of Algorithm A. Let C denote the optimal solution to the original problem max{f (S) : S ∈ ∩ k j=1 Ij , S ⊆ V }. Let Ci = C ∩ Vi for each i ∈ [k + 1]; so C1 = C. Observe that Ci is a feasible solution to the problem (5) solved in the ith iteration. Applying Lemma 2 to problem (5) using the local optimum Si and solution Ci, we obtain for all 1 ≤ i ≤ k + 1:
, we add these k + 1 inequalities and simplify inductively as given in the following claim.
Claim 2. For any 1 ≤ l ≤ k + 1, we have:
Proof. We argue by induction on l. The base case l = 1 is trivial, by just considering the sum of the k+1 inequalities in statement (6) above. Assuming the statement for some value 1 ≤ l < k + 1, we prove the corresponding statement for l + 1, using the simplification in Figure 3 . Inequality (7) is the induction hypothesis, inequality (8) follows from submodularity using:
and inequality (9) is by submodularity since`∪ l p=1 Sp ∩ Cp´∪ C l+1 = C.
Using the statement of Claim 2 when l = k + 1, we obtain
Finally, we give an improved approximation algorithm for symmetric submodular functions f , that satisfy f (S) = f (S) for all S ⊂ V . Symmetric submodular functions have been considered widely in the literature [17, 42] , and it appears that symmetry allows for better approximation results and thus deserves separate attention.
-approximation algorithm for maximizing a non-negative symmetric submodular functions subject to k matroid constraints.
Proof. The algorithm for symmetric submodular functions is much simpler. In this case, we only need to perform one iteration of the approximate local search procedure B (as opposed to k + 1 in Theorem 2). Let C denote the optimal solution, and S1 the result of the local search (on V ). Then Lemma 1 implies:
Because f is symmetric, we also have f (S1) = f (S1). Adding these two inequalities,
(1 + )(k + 2) · f (S1) ≥ f (S1) + f (S1 ∪ C) + f (S1 ∩ C) ≥ f (C \ S1) + f (S1 ∩ C) ≥ f (C) .
Thus we have the desired approximation guarantee.
KNAPSACK CONSTRAINTS
In this section, we give an approximation algorithm for submodular maximization subject to multiple knapsack constraints. Let f : 2 V → R+ be a submodular function, and w 1 , · · · , w k be k weight-vectors corresponding to knapsacks having capacities C1, · · · , C k respectively. The problem we consider in this section is:
By scaling each knapsack, we assume that Ci = 1 for all i ∈ [k]; we also assume that all weights are rational. We denote fmax = max{f (v) : v ∈ V }. We assume without loss of generality that for every i ∈ V , the singleton solution {i} is feasible for all the knapsacks (otherwise such elements can be dropped from consideration). To solve the above problem, we first define a fractional relaxation of the submodular function, and give an approximation algorithm for this fractional relaxation (Section 3.2). Then, we show how to design an approximation algorithm for the original integral problem using the solution for the fractional relaxation (Section 3.3). Let F : [0, 1] n → R+, the fractional relaxation of f , be the 'extension-by-expectation' [7] ,
Note that F is a multi-linear polynomial in variables x1, · · · , xn, and has continuous derivatives of all orders. Furthermore, as shown in Vondrák [51] , for all i, j ∈ V , ∂ 2 ∂x j ∂x i F ≤ 0 everywhere on [0, 1] n ; we refer to this condition as continuous submodularity.
Extending function f on scaled ground sets
Let si ∈ Z+ be arbitrary values for each i ∈ V . Define a new ground-set U that contains si 'copies' of each element i ∈ V ; so the total number of elements in U is P i∈V si. We will denote any subset T of U as T = ∪i∈V Ti where each Ti Input: Knapsack weights {w s } k s=1 , variable upper bounds {ui ∈ [0, 1]} n i=1 , discretization G, parameter , and value oracle access to submodular function f . (11) .
consists of all copies of element i ∈ V from T . Now define function g : 2 U → R+ as g(∪i∈V Ti) = F (· · · , |T i | s i , · · · ). The following lemma is Lemma 2.3 from [37] .
Lemma 3 ([37]
). Set function g is a submodular function on ground set U .
Solving the fractional relaxation
We now present an algorithm for obtaining a near-optimal fractional feasible solution for maximizing a non-negative submodular function over k knapsack constraints. Let {w s } k s=1 denote the weight-vectors in each of the k knapsacks; recall that all knapsacks have capacity one. For ease of exposition, it is useful to consider a more general problem where each variable has additional upper bounds {ui ∈ [0, 1]} n i=1 , i.e., max{F (y) : w s · y ≤ 1 ∀s ∈ [k], 0 ≤ yi ≤ ui ∀i ∈ V }.
(11) We first define a local search procedure for problem (11) , and prove some properties of it (Lemmas 4 and 5). Then we present the approximation algorithm for solving the fractional relaxation when all upper-bounds are one (Theorem 4). (11) Denote the region U := {y : 0 ≤ yi ≤ ui ∀i ∈ V }. For the local search, we only consider values for each variable from a discrete set of values in [0, 1], namely
Local search for problem
Using standard scaling methods, we assume (at the loss of 1 + o(1) factor in the optimal value of (11)) that all upper bounds {ui}i∈V ⊆ G. Let > 0 be a parameter to be fixed later. The local search procedure for Problem (11) is given in Figure 4 . Note that the size of each local neighborhood is n O(k) . The following simple lemma bounds the runtime of the local search procedure. x ∈ U (using linearity of expectation),
Since the F -value increases by a 1+ factor in each iteration, the number of iterations of this local search is bounded by O( 1 log n).
Letỹ ∈ U ∩ G n denote a local optimal solution obtained upon running the local search in Figure 4 . We also need the following simple claim based on the discretization G (see [35] for proof). Lemma 5. For local optimalỹ ∈ U ∩ G n and anyx ∈ U satisfying the knapsack constraints, we have
For the sake of analysis, we add the following k dummy elements to the ground-set: for each knapsack s ∈ [k], element ds has weight 1 in knapsack s and zero in all other knapsacks, and upper-bound of 1. The function f remains the same: it only depends on the original variables V . Let W := V ∪ {ds} k s=1 denote the new ground-set. Using the dummy elements, any fractional feasible solution can be augmented to another of the same F -value, while satisfying all knapsacks at equality. We augmentỹ andx using dummy elements to obtain y and x, that both satisfy all knapsacks at equality. Clearly F (y) = F (ỹ), F (y ∧ x) = F (ỹ ∧x) and F (y ∨x) = F (ỹ ∨x). Let y = y −(y ∧x) and x = x −(y ∧x). Note that for all s ∈ [k], w s · y = w s · x and let cs = w s · x . We will decompose y and x into an equal number of terms as y = P t αt and x = P t βt such that the αs and βs have small support, and w s · αt = w s · βt for all t and s ∈ [k]. 
and y ← y − αt.
(d) Set t ← t + 1.
We first show that this procedure is well-defined. A simple induction shows that at the start of every iteration, w s · x = w s · y = γ · cs for all s ∈ [k]. Thus in step 2a, LPx (resp. LPy) is non-empty: x /γ (resp. y /γ) is a feasible solution. From the definition of LPx and LPy it also follows that δ > 0 in step 2b and at least one coordinate of x or y is zeroed out in step 2c. This implies that the decomposition procedure terminates in r ≤ 2n steps.
At the end of the procedure, we have decompositions x = P r t=1 βt and y = P r t=1 αt. Furthermore, each αt (resp. βt) corresponds to an extreme point of LPy (resp. LPx) in some iteration: hence the number of positive components in any of {αt, βt} r t=1 is at most k, and all these values are rational. Finally note that for all t ∈ [r], w s · αt = w s · βt for all knapsacks s ∈ [k]. Note that x, y, x , y , αs and βs are vectors over W .
For each t ∈ [r], defineαt (resp.βt) to be αt (resp. βt) restricted to the original variables V . From the above decomposition, it is clear thatỹ =ỹ ∧x + P r t=1α t and x =ỹ ∧x + P r t=1β t , where theαs andβs are non-negative. Thus for any t ∈ [r],ỹ −αt +βt ∈ U. Furthermore, for any t ∈ [r], y − αt + βt ≥ 0 coordinate-wise and satisfies all knapsacks at equality; hence dropping the dummy variables, we obtain thatỹ −αt +βt satisfies all knapsacks (perhaps not at equality). Now observe that Claim 3 applies toỹ,αt andβt (for any t ∈ [r]) because each ofαt,βt has supportsize at most k, and (as argued above)ỹ −αt +βt ∈ U and satisfies all knapsacks. Thus:
Let M ∈ Z+ be large enough so that Mαt and Mβt are integral for all t ∈ [r]. In the rest of the proof, we consider a scaled ground-set U containing M copies of each element in V . We define function g : 2 U → R+ as g(∪i∈V Ti) = F (· · · , |T i | M , · · · ) where each Ti consists of copies of element i ∈ V . Lemma 3 implies that g is submodular. Corresponding toỹ we have a set P = ∪i∈V Pi consisting of the first |Pi| = M ·ỹi copies of each element i ∈ V . Similarly, x corresponds to set Q = ∪i∈V Qi consisting of the first |Qi| = M ·xi copies of each element i ∈ V . Hence P ∩ Q (resp. P ∪ Q) corresponds tox ∧ỹ (resp.x ∨ỹ) scaled by M . Again, P \ Q (resp. Q \ P ) corresponds to scaled version ofỹ − (ỹ ∧x) (resp.x − (ỹ ∧x)). The decompositionỹ = (ỹ ∧x) + P r t=1α t from above suggests disjoint sets {At} r t=1 such that ∪tAt = P \ Q; i.e. each At corresponds toαt scaled by M . Similarly there are disjoint sets {Bt} r t=1 such that ∪tBt = Q \ P . Observe also that g((P \ At) ∪ Bt) = F (ỹ −αt +βt), so (12) corresponds to:
Adding all these r inequalities to g(P ) = g(P ), we obtain (r + · r + 1)g(P ) + r 4n 2 fmax ≥ g(P ) + P r t=1 g((P \ At) ∪ Bt). Using submodularity of g and the disjointness of families {At} r t=1 and {Bt} r t=1 , this simplifies to (r + · r + 1) · g(P ) + r 4n 2 fmax ≥ (r − 1) · g(P ) + g(P ∪ Q) + g(P ∩ Q). Hence (2 + · r) · g(P ) ≥ g(P ∪ Q) + g(P ∩ Q) − r 4n 2 fmax. This implies the lemma because r ≤ 2n. (11) with all upper-bounds one 2. Choose ← δ/8n as the parameter for local search (Figure 4 ). Figure 4 ) with all upper bounds at 1, to get local optimum y1. Figure 4 again, with upperbound 1 − y1(i) for each i ∈ [n], to obtain local optimum y2.
Approximation algorithm for Problem

Run the local search (
Run the local search in
5.
Output arg max{f (T0), F (y1), F (y2)}.
The proof of the following theorem can be found in the full version [35] .
Theorem 4. For any 1 n δ < 1 4 , the above algorithm is a ( 1 4 − δ)-approximation algorithm for the fractional knapsack problem (11) when upper bounds ui = 1, ∀i ∈ V . Figure 5 describes our algorithm for submodular maximization subject to k knapsack constraints (problem (10)). The following theorem is proved in the full version [35] .
Rounding the fractional knapsack
Theorem 5. For any constant η > 0, the algorithm in Figure 5 is a ( 1 5 − η)-approximation algorithm for maximizing non-negative submodular functions over k knapsack constraints.
Note that the running time of the algorithm Figure 5 is polynomial for any fixed k: the enumeration in Step 3 takes n O(k/δ) time, and the algorithm for light elements from Section 3.2.2 is also polynomial-time.
