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In general, quantum systems most likely undergo open system dynamics due to their smallness and sensitivity.
Energy storage devices, so-called quantum batteries, are not excepted from this phenomenon. Here, we study
fundamental bounds on the power of open quantum batteries from the geometric point of view. By defining an
activity operator, a tight upper bound on the charging power is derived for the open quantum batteries in terms of
the fluctuations of the activity operator and the quantum Fisher information. The variance of the activity operator
may be interpreted as a generalized thermodynamic force, while the quantum Fisher information describes the
speed of evolution in the state space of the battery. The thermodynamic interpretation of the upper bound is
discussed in detail. As an example, a model for the battery, taking into account the environmental effects, is
proposed and the effect of dissipation and decoherence during the charging process on both the stored work and
the charging power is investigated. Our results show that the upper bound is saturated in some time intervals.
Also, the maximum value of both the stored work and the corresponding power is achieved under the non-
Markovian dynamics and underdamped regime.
PACS numbers: 03.65.Yz, 42.50.Lc, 03.65.Ud, 05.30.Rt
I. INTRODUCTION
Recently, there has been a great deal of interest in studying
quantum thermodynamics by increasing requests for device
miniaturization [1–3]. The study of thermodynamic concepts
in a quantum context is of great importance, both from a fun-
damental and a practical point of view [4–7]. One of the main
purposes of these blossoming researches is to propose vari-
ous mechanisms to store and transfer energy beyond the mi-
croscopic scale. Hence, Quantum batteries (QBs) are intro-
duced as finite dimentional quantum devices that are able to
temporarily store energy in quantum degrees of freedom and
transfer the energy to other apparatus [8–16]. QBs have yet
been suggested in a number of models , such as spin systems
[17], quantum cavities [9, 11, 18], superconducting transmon
qubits [19], Josephson quantum phase battery [20], molecu-
lar battery [21], Sachdev-Ye-Kitaev model [22], and quantum
oscillators [14, 23].
In most literature, QBs are regarded as closed systems
which follow entirely the unitary evolution. However, due to
the fragile nature of all quantum systems, it sounds plausible
that batteries may interact with the surrounding environment,
leading to the dissipation of the stored energy. To deal with
this issue, the concept of open quantum batteries (OQBs) has
been introduced in recent years [24–33]. The evolution of
OQBs can be characterized by means of a family of com-
pletely positive and trace-preserving maps. Consequently,
OQBs dynamics can be either Markovian or non-Markovian
[34–36]. The interaction of the OQBs with their reservoirs
can lead to energy dissipation and decoherence. Hence, it
is essential to find strategies to stabilize the energy storage
against energy leakage into an environment [24, 25, 30, 31].
To suppress these unwanted effects, recent research efforts
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have been devoted to retaining energy with no dissipation in
OQBs [24–31].
In the case of QBs, charging is a procedure during which
the state of a system is transferred from lower to higher en-
ergy levels. In general, theQB charging protocol is composed
of a QB and a charger (energy source), where energy flows
from the charger into the battery by establishing an interac-
tion between them. In order to study the the thermodynamic
behaviour of the charging and the reverse process known as
work extraction, in the context of quantum thermodynamics,
the main objective is to derive a consistent formulation for the
desired thermodynamic quantities from the established quan-
tum principles. One of the well-known and essential princi-
ples in quantum theory is Heisenberg’s uncertainty relation. In
its practical statement, the uncertainty relation is interpreted
as setting a fundamental bound on the intrinsic time scale of
any quantum evolution. In other words, time-energy uncer-
tainty quantifies how fast a quantum system can evolve. QB
Hamiltonian quantifies the amount of energy that can be de-
posited in the battery. Due to the fact that battery Hamilto-
nian has finite magnitude, it holds a fundamental bound on
the minimum time required to transform a given initial state
to a given final state. Minimizing the charging time and max-
imizing the associated power are figures of merit in QBs. in
the framework of quantum speed limit (QSL) and geometry
of quantum space, minimized evolution time is obtained when
the dynamical trajectory reaches to the geodesic path. The
geodesic path denotes the shortest length among all physical
evolution trajectories between the given initial and final states.
As the space of quantum states equipped with the proper met-
ric, the geodesic distance can be calculated. Here, we will
be working with the Bures metric in which the corresponding
geodesic distance is known.
So far, two different bounds have been introduced for the
charging power. The first one proposed by Farré et al. [37],
by means of a quantum geometrical approach, a bound was
derived in terms of the energy variance of the battery and the
Fisher information in the eigenspace of the battery Hamil-
2tonian for closed QBs. In another study conducted by Pin-
tos et al.[33], the bound was defined in terms of the interac-
tion Hamiltonian fluctuations and work operator fluctuations.
The later was shown to be valid for closed QBs as well as
OQBs. Also, they concluded that there must exist fluctua-
tions in the extractable work stored in the battery to have a
non-zero charging power.
Motivated by the above considerations and recent progress
in OQBs, this study aims to answer the following questions:
Is it possible to generalize a bound on the charging power for
OQBs in the context of the geometry of quantum states? if
so, what is the thermodynamic description of terms appear in
this bound? Can one engineer a dissipative charging process
for a battery and keep the stored energy stabilized by using
quantum memory effects? To address the questions, we study
bounds on the charging power and generalize the previous
bounds. Due to the fact that every system out of equilibrium in
contact with a thermal bath contains an amount of free energy
that can do work, we define an activity operator which quanti-
fies how far the state of the system distances from equilibrium.
A tight upper bound on charging power in terms of quantum
Fisher information (QFI) and the variance of the activity op-
erator of OQBs is proved. By dividing the dissipation part
of Lindblad master equation into a diagonal part and a non-
diagonal part, a redefinition for the bound in terms of dissipa-
tive work and entropy production rate is proposed. Moreover,
the role of dissipation effects and the backflow of information
on the stored work and charging power is explored. For this,
an example will be considered in which a battery interacts
with dissipative and heating reservoirs at finite temperature.
We will show that the stored work and the power are maximal
for both non-Markovian dynamics and underdamped regime.
Results indicate that the charging power of OQB can boost
by increasing temperature if interaction parameters, coupling
coefficient, and temperature are adjusted properly. despite the
fact that one may anticipate the performance of QBs can be
spoiled at high temperatures.
The paper is organized as follows. In Sec. II bounds on the
charging power of open systems are provided. The derivations
in Sec. III. sheds light on the Thermodynamics interpretation
of the bound. In sec. IV, a more physically upper bound on
the charging power is suggested based on an extended QFI.
In order to illustrate the upper bound is tight, Heisenberg XX
spin chain example is presented in Sec. V. Also, a heuristic
model of OQB is investigated in the presence of a bath. The
conclusion is summarized in Sec. VI.
II. BOUNDS ON CHARGING POWER
First, a general model describing OQBs is presented. The
model is constructed from a quantum system as a battery and
a charging protocol. The battery system also interacts with a
thermal bath in the framework of open system analysis. The
Hamiltonian of the whole system of the chargerA , the battery
B and the bath E is defined by
H = HA +HB +HE +Hint, (1)
where HA, HB and HE are the charger, the battery and the
bath free Hamilonians, respectively. Hint includes all interac-
tions with theQB. Note that,HB is time independent. There-
fore, in the interaction picture, the reduced density matrix of
the QB at time t can be written as
∂tρ = −i T r(AE)[Hint, ρ]. (2)
For a system in contact with a thermal bath, every state of
the system out of equilibrium contains an amount of free en-
ergy that can be extracted in the form of work. The non-
equilibrium free energy is defined as
F (ρ) = U − β−1S(ρ), (3)
in which, U = Tr(ρHs) and S(ρ) = −Tr(ρ ln ρ) denote
the energy and von Neumann entropy of the system, [38–
40] respectively. In the relaxation process, the free energy
of the system naturally tends to decrease until it reaches its
minimum value. The equilibrium state, therefore, denotes
the state at which the free energy minimized. By assuming
that the instantaneous state of the QB is ρ, and the thermal
equilibrium state is indicated by τβ =
1
Z exp(−βHB) where
Z = Tr(exp(−βHs) is the partition function, The Maximum
extractable work from the battery system is given by
Wmax = F (ρ)− F (τβ), (4)
In the following, by defining A : = β−1log
(
ρ
τβ
)
as the ac-
tivity operator, we can rewrite the maximum extractable work
as
Wmax =
1
β
Tr(ρ(ln ρ− ln τβ)) = Tr(ρ A ). (5)
When the system is at equilibrium, obviously, A = 0 and
A > 0 for any other non-equilibrium state. The activity oper-
ator quantifies how far the state of the system distances from
equilibrium. In other words, activity operator associated with
a state of the system indicates how much the state is active or
has an availability to extract work from it.
In [33], F = HB + β
−1 log ρ has been introduced as work
operator.
How fast the work can stored on the QB depends on its
charging power, i.e., the rate at which the energy flows in the
QB during the interaction. The charging power is determined
by
d
dt
(Wmax) =
d
dt
T r(ρ A ) = Tr(ρ˙ A ), (6)
as a result,
P = Tr(ρ˙ A ). (7)
Now, based on the above formula, an upper bound for charg-
ing power of aOQB is found. As mentioned earlier, the upper
bound on the power saturates when the time required to trans-
form a given initial state to a given final state is minimized.
It occurs when among all the possible dynamical trajectories,
3the system evolves through the geodesic path, which is the
shortest curve between two distinguishable states. The distin-
guishability of quantum states can be measured by a distance
measure on density operator space. In this case, we consider
Bures angle, which has the advantage that whose geodesic is
analytically known and equivalent to quantum fisher informa-
tion metric. A well-known statement for theQFI can be pro-
vided by the use of symmetric logarithmic derivative
IQ(⋄) = Tr(ρ L(⋄)2), (8)
in which, ⋄ denotes the desired parameter and the Hermitian
operatorL for a given state ρ(t) and t as a parameter is defined
through [41]
∂tρ =
1
2
(L ρ+ ρ L). (9)
Note that hereafter, the parameter dependence is omitted to
simplify the notation. By replacing the above formula in Eq.
(8) and by defining δA = A − 〈A 〉, one can obtain
|P| = |Tr(1
2
(L ρ+ ρ L†) δA )|
≤ 1
2
|Tr(L ρ δA )|+ 1
2
|Tr(ρ L δA )|. (10)
By employing the Cauchy-Schwarz inequality on the right-
hand side of Eq. (10), one can obtain the following inequality
|P| ≤ σA
√
IQ, (11)
where σ2
A
= 〈A 2〉 − 〈A 〉2 is the standard deviations of the
activity operator. The above inequality shows an upper bound
on the charging power, which generalizes the bound proposed
for closed QBs [37] to OQBs. Note that the square root of
the quantum Fisher information represents the speed of evo-
lution in the state space of the battery. Therefore, an imme-
diate insight from Eq. 11 reminds us of the familiar formula
of power in classical physics P = F.v, where F can be any
(constant) force and V is the flow velocity relative to the ob-
ject. therefore, In comparison with this formula, the variance
of the activity operator may be characterized as generalized
thermodynamic force. The activity operator associated with
a non-equilibrium state, therefore, drives the system towards
the equilibrium state. A similar statement for the thermody-
namic force provided in [42]. It is expected that At equilib-
rium, A as all thermodynamic forces must vanish. An exam-
ple to further clarify this phenomenon is the temperature gra-
dient which can be regarded as a thermodynamic force that
causes an irreversible flow of heat between to systems until
they reach the same temperature.
In the next section by using the Lindblad type master equa-
tion, we obtain thermodynamic interpretation of the upper
bound in terms of the dissipative work and the entropy pro-
duction rate.
III. THERMODYNAMIC INTERPRETATION OF THE
BOUND
Having introduced the model of OQB and a definition for
power, we explain the bound in terms of thermodynamic con-
cepts such as work and entropy production. To this aim, By
taking the partial trace over the bath and charger in Eq. (2),
the reduced dynamics of the QB can be described by the fol-
lowing master equation [34]
∂tρ = −i [HB(t), ρ(t)] +D[ρ(t)], (12)
where the first term represents the unitary part of the dy-
namics. The term D[ρ(t)] represents the quantum dissipater
which is defined as
D[ρ(t)] =
∑
α
γα(t)[Lαρ(t)L
†
α −
1
2
{L†αLα, ρ(t)}], (13)
in whichLα and γα(t) are Lindblad operators and decay rates,
respectvily.
In the following, by considering the spectral decomposition
of the density matrix, i.e., ρ(t) =
∑
n Pn(t)|n(t)〉〈n(t)|, the
dissipater can be split as [43]
D[ρ(t)] = Dd[ρ] +Dnd[ρ], (14)
where the diagonal part is
Dd[ρ] =
∑
n
〈n|D[ρ]|n〉|n〉〈n|
=
∑
n
∂tPn|n〉〈n| = − {Γ(t), ρ(t)}, (15)
in which, Γ(t)is defined as
Γ(t) = −1
2
∑
n
∂tPn
Pn
|n〉〈n|, (16)
as suggested in [45]. The non-diagonal part of the dissipator
can be written as
Dnd[ρ] =
∑
n6=m
〈n|D[ρ(t)]|m〉|n〉〈m|. (17)
By introducing the dissipative Hamiltonian
HDiss(t) =
∑
n6=m
−i 〈n|D[ρ]|m〉
Pm − Pn |n〉〈m|, (18)
thus, Eq. (17) takes the following form
Dnd[ρ] = −i [HDiss(t), ρ(t)]. (19)
The above relation can be expounded as part of the bath dy-
namics which generates a unitary time-evolution [43].
As a result, the Lindblad master equation can be written as
∂tρ = −i [H˜, ρ(t)]− {Γ(t), ρ(t)}, (20)
where H˜ = H(t) +HDiss(t).
In the following, substitutingthe Eq. (20) into Eq. (7), one
can find
|P| = |Tr(−i [H˜, ρ]A ) + Tr(− {Γ(t), ρ}A )|
≤ |Tr(−i [H˜, ρ]A )|+ |Tr(− {Γ(t), ρ}A )|. (21)
4FIG. 1: (Color online). Plot of (2σV σF)/ω0 (dotted magenta line)
and (σA
√
IQ)/ω0 (dashed black line) and |P|/ω0 (red solid line) as
a function of ω0t. We have used α = 0, β = 0, and γ = 1 in (a)
and α = 0, β = 1/
√
2, and γ = 1/
√
2 in (b). Other parameters are
J = ω0, and B = 0.
Considering A = HB + β
−1 log ρ+ Fτβ , one can obtain
|P| ≤
∣∣∣Tr([ρ, H˜ ]HB)∣∣∣
+
∣∣∣∣∣Tr
(∑
n
P˙n|n〉〈n|
(
HB + β
−1 log ρ
))∣∣∣∣∣ .
(22)
The first term in the right-hand side of Eq. (22) can be re-
garded as∣∣∣Tr([ρ, H˜ ]HB)∣∣∣ = |Tr([ρ,HB +HDiss]HB)|
= |Tr([ρ,HDiss]HB)| = WDiss, (23)
and the second sentence presents the change in the irreversible
entropy Sirr, can be taken as [46, 47]∣∣∣∣∣Tr
(∑
n
P˙n|n〉〈n|
(
β−1 log ρ
))
+ Tr
(∑
n
P˙n|n〉〈n|HB
)∣∣∣∣∣
=
∣∣∣∣− 1β dS + dQ
∣∣∣∣ = 1β |dSirr|. (24)
Therefore, combining the equations (22), (23) and (24), the
charging power is bounded from above as the following form
|P| ≤WDiss + 1
β
|dSirr|. (25)
In the next section, the upper bound in Eq. (11) will be il-
lustrated by means of a Heisenberg XX spin chain for three
qubits, and quantum battery in dissipation/heating reservoir.
We will see that the bound in Eq. (11) is saturated with these
cases. In addition, we will study the role of non-Markovian ef-
fects on energy conservation and enhance of charging power.
IV. DERIVATION OF THE UPPER BOUND: EXTENDED
QFI
In Sec. II, the standard QFI was employed to derive an
upper bound on charging power. Furthermore, splitting the
dissipater into dissipative (non-unitary) and coherent (unitary)
contributions allows one to write the whole master equation as
commutator and anti-commutator parts, which is valid for the
Lindblad-like master equations. By considering the time as a
parameter, such a decomposition of quantum Liouvillian has
been based to introduce an extended QFI in terms of the non-
Hermitian SLD [44, 45]. The extended QFI is defined as an
upper bound on the QFI.
IQ(x) ≤ Tr
[
L˜(x)ρL˜(x)†
]
, (26)
in which, the nSLD L˜ satisfies ∂xρ =
(
L˜(x)ρ + ρL˜(x)†
)
/2.
The right-hand side of the above inequality denoted by IextQ .
Considering Eq. (20) and t as the parameter, nSLD reads
L˜ = −2i(H˜ − iΓ(t)). (27)
In the following, by the similar procedure as in sec. II, a bound
on charging power in terms of the extended QFI is obtained
P (t) ≤ |Tr[ρ˙A ]| = |Tr


(
L˜ρ+ ρL˜†
)
2

 δA |. (28)
The triangle and the Cauchy-Schwarz inequalities imply that
P (t) ≤ 1
2
|Tr(L˜ρδA )|+ 1
2
∣∣∣Tr(ρL˜†δA )∣∣∣
=
1
2
|Tr(√ρδA L˜√ρ)|+ 1
2
∣∣∣Tr(√ρL˜†δA√ρ)∣∣∣
≤ 2× 1
2
√
Tr(L˜ρL˜†) Tr (ρδA 2) =
√
IextQ σA .
(29)
In the above equation, the square root of IextQ can be in-
terpreted as the speed of evolution. Here, we are interested
to separate this velocity term into contributions with certain
physical interpretation. Substituting Eq.(27)(in the interaction
picture) into IextQ gives
IextQ = 4Tr
(
(H˜ − iΓ(t))ρ(HDiss + iΓ(t))
)
= Tr
(
ρ
(
H2Diss +
∑
n
[
∂tPn
Pn
]2
|n〉〈n|
))
,
(30)
where in the second line we also have used Eq. (16). Here,
One can show that the Tr (ρ (HDiss)) = 0, therefore, the first
term in the second line implies the variance of the HDiss. By
using of the spectral decomposition of the density matrix, we
can conclude
IextQ = σ
2
HDiss +
∑
n
[
∂tP
2
n
Pn
]
. (31)
The second term clearly represents the classical Fisher infor-
mation. Thus, the fluctuations of the dissipative work de-
notes the pure quantum part of the extended QFI. This sounds
5sensible since the Hamiltonian of HDiss results from off-
diagonal(coherent) part of dissipater. Note that The square
root of QFI can be understood as the velocity at which system
is transmitted between initial and final state. Therefore√
IextQ = v(t) =
√
vCL(t)2 + vQ(t)2. (32)
As a conclusion, Eq. (32) separates the speed of evolution
into a classical and a quantum contribution. Each part relates
to a physically meaningful quantity. In other words, the indi-
vidual role of populations of the state and the coherences in
driving the evolution is clarified.
V. EXAMPLES
A. The Heisenberg XX spin chain
As the first example, we consider the three-qubit Heisen-
berg XX spin chain that the second qubit is regarded as the
system and other qubits as the environment. The free Hamil-
tonian is
H0 =
ω0
2
(
3∑
n=1
σzn + 1n), (33)
where ω0 is the transition frequency of each of qubits and for
the sake of convenience, we assume ground-state energy is
zero. The interaction Hamiltonian characterizing the chain
exposed to a uniform magnetic field is given by
V =
J
2
3∑
n=1
(σxnσ
x
n+1 + σ
y
nσ
y
n+1) + B
3∑
n=1
σzn, (34)
where σαn displays the Pauli operator corresponding to each α
(α = x, y, z), J marks the exchange interaction constant, and
B is the magnitude of a uniform magnetic field [48]. Suppose
the periodic boundary conditions, σx1 = σ
x
4 and σ
y
1 = σ
y
4 , and
considering eigenvalues and eigenstates of the Hamiltonian, if
we assume the normalized initial state as
|Ψ(0)〉 = α|001〉+ β|010〉+ γ|100〉, (35)
its time evolution will be
|Ψ(t)〉 = a(t)|001〉+ b(t)|010〉+ c(t)|100〉, (36)
where
a(t) =
1
3
(eit(J+B)(2α− β − γ) +K(t)),
b(t) =
1
3
(eit(J+B)(2β − α− γ) +K(t)),
c(t) =
1
3
(eit(J+B)(2γ − α− β) +K(t)),
(37)
in whichK(t) = e−it(2J−B)(α+ β + γ).
FIG. 2: Schematic diagrams of an open QB. A quantum battery
interacts with a charger during the charging process, while the battery
is coupled individually into an environment. In addition, an external
field is applied to the charger.
Here, if we consider ρ =
∑
λi∈S λi|λi〉〈λi|, where S =
{λi ∈ {λi}|λi 6= 0} is the support, the quantum Fisher infor-
mation for the parameter t can be calculated as [49]
IQ =
∑
λi∈S
(∂tλi)
2
λi
+
∑
λi∈S
4λi〈∂tλi|∂tλi〉
−
∑
λi,λj∈S
8λiλj
λi + λj
|〈∂tλi|λj〉|2. (38)
Using Eqs. (6), (33), (36) and the above equation, one can
obtain the following equality
|P| =
√
IQσA = ω0|b˙b∗ + bb˙∗|, (39)
we see that the equality sign in Eq. (39) holds where dis-
plays the upper bound is saturated with this case. For compar-
ison with the bound in Ref. [33], we have plotted the upper
bounds and |P| in Fig. 1 as a function of ω0t, where dot-
ted magenta line represents (2σV σF)/ω0 , dashed black line
shows (σA
√
IQ)/ω0 and red solid lines indicate |P|/ω0. We
have α = 0, β = 0, γ = 1 in Fig. 1(a) and α = 0, β = 1/
√
2,
γ = 1/
√
2 in Fig. 1(b). As can be seen σA
√
IQ is reached
while 2σV σF is greater than |P|.
B. Quantum battery and dissipative/heating reservoir
Here, we assume a charging protocol where the QB is im-
mersed in a reservoir including the effects of dissipation and
heating see Fig. 2. Let us consider the case in which both the
charger A and the QB are two qubits. The total Hamiltonian
is expressed as [32]
H = H0 +∆HA +HAB +HBE , (40)
where the first term is the free Hamiltonian of the total system,
that it is given by
H0 =
ω0
2
(σAz + 1) +
ω0
2
(σBz + 1) +
∑
k
ωkb
†
kbk, (41)
6FIG. 3: (Color online). Plot of ∆W/ω0, (in units of ω0), as a func-
tion of ω0t. Numerical results in this plot have been obtained by
setting η = 0.1ω0, ∆ = 3ω0 and T = 0. Solid blue line (over-
damped regime) and dashed red line (underdamped regime) present
local markovian dynamics (R = 0.01) for γ0 = ω0, λ = 100ω0,
κ = 0.001ω0 and γ0 = 0.1ω0, λ = 10ω0, κ = 0.2ω0, re-
spectively. Dotted purple line (overdamped regime) and solid green
line (underdamped regime) remarks local non-Mmarkovian dynam-
ics (R = 10) for γ0 = 10ω0, λ = 1ω0 , κ = 0.001ω0 and
γ0 = 0.1ω0, λ = 0.01ω0, κ = 0.2ω0, respectively. We have consid-
ered |ϕAB(0)〉 = |1〉 ⊗ |0〉.
and interaction Hamiltonians can be
∆HA = η(σ
A
+e
−iω0t + σA−e
iω0t),
HAB = κ(σ
A
+σ
B
− + σ
A
−σ
B
+),
HBE =
∑
k
gk(σ
B
+bk + σ
B
−b
†
k), (42)
with σA,B± being the raising and the lowering operators of the
corresponding qubit, ω0 and ωk the transition frequency of the
qubits and the environment, bk (b
†
k) is the annihilation (cre-
ation) operator corresponding to the kth mode of the bosonic
environment, gk indicates the coupling constant between the
battery and the kth mode of the environment. The second
term in Eq. (41), ∆HA, defines an external resonant driving
field with amplitude η that may inject energy into the system
and the third term, HAB , shows the interaction Hamiltonian
between the charger and the battery by the coupling constant
κ. Finally,HBE describes the interaction between the battery
and the bath at temperature T . We emphasize that the charger
does not couple to the bath. In the interaction picture rep-
resentation, the corresponding master equation of the model
explicitly reads as [32, 51]
dρAB
dt
= −i[κ(σA+σB− + σA−σB+) + η(σA+ + σA−), ρAB]
+
γ1(t)
2
(σB+ρ
ABσB− −
1
2
{σB−σB+ , ρAB})
+
γ2(t)
2
(σB−ρ
ABσB+ −
1
2
{σB+σB− , ρAB}), (43)
where γ1,2 shows time-dependent decay rates that the second
and third terms describe heating and dissipation, respectively.
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0
FIG. 4: (Color online). Plot of σA
√
IQ (dashed black line) and P
(red solid line) (in units of ω0) as a function of ω0t for T = 0. Lo-
cal Markovian dynamics for overdamped and underdamped regime
is shown in (a) and (b), respectively. Also, local non-Markovian dy-
namics for overdamped and underdamped regime is illustrated in (c)
and (d), respectively. The parameters are the same as Fig.3
.
Suppose the spectral density of the environment is taken as
J(ω) = γ0λ
2/2pi[(ω0 −∆− ω)2 + λ2], (44)
in which γ0 is an effective coupling constant related to the re-
laxation time of the battery τR ≈ 1/γ0 and the width of the
spectrum is presented by λ connected to the reservoir correla-
tion time τB ≈ 1/λ. Also,∆ = ω0−νc is the detuning and νc
is the central frequency of the thermal reservoir [34]. By tak-
ing into account these considerations, the decay rates are given
by γ1(t)/2 = (N)f(t) and γ2(t)/2 = (N + 1)f(t), where
N = 1/[exp(ω0/KBT ) − 1] represents the mean number of
photons in the modes of the thermal reservoir at temperature
T and the function f(t) depends on the form of the reservoir
spectral density. Moreover, notice that the heating rate van-
ishes at zero temperature, i.e., γ1(t) = 0, and the dissipation
rate is determined by γ2(t)/2 = f(t) [34]. The function f(t)
obtained in the exactly solvable form and it is given by [34]
f(t) = −2ℜ{ C˙(t)
C(t)
},
C(t) = e−(λ−i∆)t/2(cosh(
dt
2
) +
λ− i∆
d
sinh(
dt
2
))C(0),
(45)
with d =
√
(λ− i∆)2 − 2γ0λ. We can also defineR = γ0/λ
in order to distinguish the strong coupling regime from the
weak coupling regime. It has been demonstrated that in the
strong coupling regime, R ≫ 1, the function f(t) might take
on negative values within certain time intervals, hence the dy-
namics of the qubit becomes nondivisible and non-Markovian
[36, 50]. In order to solve Eq. (43), we write ρAB in the
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FIG. 5: Plane (a) shows ∆W for underdamped regime, where solid
green line and dashed red line show non-Markovian and Markovian
dynamics, respectively. Planes (b) and (c) illustrate σA
√
IQ (dashed
black line) and P (solid red line), in units of ω0, as a function of ω0t
for Markovian and non-Markovian dynamics, respectively. We have
used N = 5 , KBT = 10ω0, η = 10ω0 and κ = 50ω0. Other
parameters are as Fig.3.
matrix form
ρAB(t) =


r11(t) r12(t) r13(t) r14(t)
r21(t) r22(t) r23(t) r24(t)
r31(t) r32(t) r33(t) r34(t)
r41(t) r42(t) r43(t) r44(t)

 . (46)
Substituting the above matrix into Eq. (43) one can attain a
first-order system of ordinary differential equations in the six-
teen unknown functions rij(t), which has to be solved numer-
ically under the initial conditions.
In the following, we have plotted the change in the stored
work,∆W = Wmax(t)−Wmax(0), in units of ω0, as a func-
tion ω0t for T = 0 in Fig.3, where the initial state is chosen
as |ϕAB(0)〉 = |1〉⊗ |0〉 that theQB is empty. Solid blue line
indicates overdamped regime and dashed red line presents un-
derdamped regime that both of them are shown local Marko-
vian dynamics. While dotted purple line remarks overdamped
regime and solid green line displays underdamped regime
which are considered for local non-Markovian dynamics. As
can be seen, the maximum value of stored work, i.e., ∆W =
ω0, can be provided for underdamped and non-Markovian
regime.
In Fig.4, charging power of the battery P and the upper
bound σA
√
IQ are plotted as a function ω0t for T = 0.
Dashed black line presents σA
√
IQ and red solid line shows
P. Local Markovian dynamics for overdamped and under-
damped regime is shown in Fig.4(a) and Fig.4(b) respectively.
Also, local non-Markovian dynamics for overdamped and un-
derdamped regime is illustrated in Fig.4 (c) and Fig.4(d), re-
spectively. Numerical results in panels (a)-(d) have been ob-
tained by setting the parameters as Fig.3.
As one can observe, it is clear from Fig.4(d) the greatest
FIG. 6: Panel (a) |ϕAB(0)〉 = 1√
2
(|0〉 + |1〉) ⊗ 1√
2
(|0〉 + |1〉).
Panel (b) |ϕAB(0)〉 = 1√
2
(|0〉 + |1〉) ⊗ |0〉. Panel (c) |ϕAB(0)〉 =
|1〉 ⊗ 1√
2
(|0〉 + |1〉). Parameters are as Fig.5
value for charging power, P = 0.1ω0 can be achieved for un-
derdamped regime and non-Markovian dynamics at the time
ω0t = 15. Moreover, one can notice that the upper bound,
σA
√
IQ, at given time intervals, is reached to P, that implies
the bound is saturated.
In order to investigate the role of temperature on the stored
work and power, we have plotted ∆W and P in Fig.5 for
KBT = 10ω0 and N = 5. Additionally, by taking into ac-
count the results from Figs.3 and 4, we have regarded only
underdamped regime by choosing η = 10ω0 and κ = 50ω0.
Fig.5(a) displays ∆W where dashed red line presents
Markovian dynamics and solid green line shows non-
Markovian dynamics. As can be observed, in non-Markovian
dynamics, the stored work decreases then it becomes grow-
ing until reaches to one, then the battery is fully charged at
the time ω0t = 0.3. Note that the stored work value changes
as −10 ≤ ∆W ≤ 1, where the negative values are due to
the temperature and the entropy effects. In addition, regard-
ing Figs.5(b) and (c), we see P ≃ 200ω0 for non-Markovian
dynamics that is more than the one for Markovian dynamics,
also, it is very greater than the case in Fig.4(d).
In the following, let us assume examples showing the effect
of initial coherence on the stored work. So, ∆W is depicted
for different initial states in Fig.6. We consider the initial state
as |ϕAB(0)〉 = 1√2 (|0〉+ |1〉)⊗
1√
2
(|0〉+ |1〉) in Fig.6(a), that
there is initial coherence in both of the charger and the battery.
Fig.6(a) shows the value of the stored work is always negative
and its maximum value is zero, accordingly, the battery can
not be charged. We assume |ϕAB(0)〉 = 1√2 (|0〉+ |1〉)⊗ |0〉
and |ϕAB(0)〉 = |1〉⊗ 1√2 (|0〉+|1〉) as initial states in Fig.6(b)
and Fig.6(c), respectively. By comparison panel (b) and (c),
we see the battery can be charged completely, i.e.,∆W = ω0,
in the absence of initial coherence in the battery as well as the
existence of initial coherence in the charger has no significant
effect on the amount of stored work.
8VI. CONCLUSION
In this article, we have studied bounds on the charging
power of quantum batteries via an open system approach. We
have introduced a tighter bound in terms of the variance of ac-
tivity operator and quantum Fisher information. In addition,
we have obtained thermodynamic interpretation of the power
and connected to dissipation work and the rate of irreversible
entropy.
To confirm the introduced bounds we have investigated two
examples. We have first considered the Heisenberg XX spin
chain to illustrate the bound is tight. Then, in the second ex-
ample, we have demonstrated that the battery can be fully
charged in the non-Markovian dynamics and underdamped
regime and its power is also greater than the Markovian case.
As well as, we have illustrated that charging power increases
by increasing the temperature. Moreover, we have shown the
existence of initial coherence in the battery has destructive ef-
fects on the amount of the stored work.
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