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高機能 ACL とは，Windows ACL，NFSv4 ACL に低機能 ACL を統合したものを指す．ま
た，低機能 ACL はパーミッション，POSIX ACL を指す．ファイルシステムをより使いや
すくするためには，上で述べたような限られた条件以外でもファイルアクセス性能が大き
く低下しないことが重要となる．そこで，本論文ではファイルアクセス性能低下の改善に




このような背景のもと，本論文では上述の 3 つの課題それぞれに対応して，(1) 拡張属
性アクセス処理回数を低減する階層型アクセス制御方式，(2) 複数の ACL 形式を選択的に
使用する低機能 ACL-高機能 ACL 併用方式，(3) ファイルフラグメントを防止するサイズ











第 3 章では，複数の ACL 形式を選択的に使用する低機能 ACL-高機能 ACL 併用方式に
ついて述べる．まず，ファイルシステムに格納済みの低機能 ACL 付きファイルに対して
高機能アクセス制御を適用した場合に発生するファイルリクエストスループット低下につ
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ともなって，現在はこの第 2 の利用形態が主流となりつつある．この第 2 の利用形態にお
いて，ファイル共有サービスのサーバプログラムが動作する計算機を，ファイルストレー
ジ，ファイルサーバ，Network Attached Storage (NAS)等と呼ぶことがある[1]–[9]．以降，
本論文ではこの計算機をファイルストレージと呼ぶ．ファイルストレージは歴史的には
1980 年代後半から普及しはじめたと考えられる．1980 年代後半にはファイルストレージ
がサポートするネットワーク対応の主要なファイルシステムは UNIX 向けの Network 
File System (NFS)[10]–[14]しか存在しなかったが，1990 年には Windows 向けのファイ















NFSv4 ACL[19][20]となっている．ここで ACL とは Access Control List の略である．以
降では，パーミッションと POSIX ACL をまとめて便宜上，低機能 ACL と呼ぶ．また，
低機能 ACL に Windows ACL，NFSv4 ACL を統合したものを高機能 ACL と呼ぶ．初期
のファイルシステムは低機能 ACL 形式のみに対応したアクセス制御が採用されていたが，
図 1.1 ファイルシステムの構成と基本動作 
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次に，第 1 の課題と同様の理由で，本論文で取り上げる第 2 の課題を，低機能 ACL が
付与されたファイルに高機能アクセス制御を適用することによるファイルリクエストスル
ープットの低下の改善とする．本課題において，ファイルリクエストスループットを性能






















以上をまとめると，本論文では，次の 3 点の課題に取り組む．第 1 の課題は，アクセス
  5 
制御機能を高機能化した場合のファイルリクエストスループットの低下を改善することで














































体的には，File Allocation Tables (FAT)16 から FAT32 への変換のためのドライブコンバ
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にどのような情報を格納するのがよいのかを検討し，評価する． 




併用方式を提案する．本研究では特に低機能 ACL の 1 つである POSIX ACL で運用して




御処理時に毎回低機能 ACL 情報から高機能 ACL に変換する場合を使い分ける．どのよう
な書き込みの使い分けがよいかを複数の条件を比較し，評価する． 






















































第 3 章では，文献[81][82]に基づき，低機能 ACL が付与されたファイルに高機能アクセ
ス制御を適用する場合の，長時間の運用停止とファイルリクエストスループットの低下を
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装したシステムを用いた測定と模擬実験に基づき，その効果を確認する． 
第 5 章では，結論として本研究で得られた成果を要約し，今後の課題を述べる． 
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ACL，Windows ACL，NFSv4 ACL の 4 種類である．このうち NFS 専用のファイルシス
テムで最もよく用いられるアクセス制御の形式はパーミッションであり，そのアクセス制
御情報は固定サイズである．また CIFS 専用のファイルシステムで最もよく用いられるア
クセス制御の形式は Windows ACL であり，そのアクセス制御情報は可変サイズである．
Windows ACL は NTFS ACL，CIFS ACL とも呼ばれる． 
パーミッションと Windows ACL を比較すると，基本的には Windows ACL のほうがよ
り情報量が多く高機能であるが，パーミッションに対して上位互換の仕様となっているわ
けではない．パーミッションと Windows ACL のアクセス制御情報と制御プログラムを統
合する高機能化は，Linux Samba[61]–[65]，NetApp FAS[66]，Microsoft Windows Storage 
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アクセス制御の形式には前述したように主に 4 種類ある．NFS サービス用データと
CIFS サービス用データを別々のファイルシステムボリュームに格納して運用しているケ
  13 
ースでは，NFS 向けにはパーミッション，CIFS 向けには Windows ACL のアクセス制御
が用いられるのが一般的である．両形式の違いを表 2.1 に示す． 
#1 はアクセス制御をどの程度細かく行うかの違いである．パーミッションでは参照，書
き込み，実行の 3 種類のみだが，Windows ACL ではこれに加えて，削除，属性参照，属
性書き込みなどさらに細分化され 14 種類となっている． 
#2 は ACL のエントリ数の違いである．パーミッションでは所有者，所有グループ，そ
図 2.1 アクセス制御機能の処理概要 
表 2.1 パーミッションと Windows ACL の違い 
分類 # 項目 パーミッション (NFS) Windows ACL (CIFS)






3 許可・拒否種別 許可のみ 許可もしくは拒否
4 ACLの評価順序 owner, group, other 格納順
5 ユーザID UID, GID (4Byte) SID (28Byte)
6 初期設定ACL umask 親フォルダの継承ACL
7 ACL格納領域 一般に基本属性領域 一般に拡張属性領域
特別なACE 8 owner ACE あり なし
9 group ACE あり なし
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の他の 3 エントリ固定となっているが，Windows ACL は最大 64KB までの可変である．
ACLエントリのサイズは可変だが，典型的な 36Byteの場合は最大 1820エントリとなる． 
#3 は ACL が許可・拒否エントリをサポートしているかの違いである．パーミッション
では許可エントリのみをサポートするが，Windows ACL では許可エントリ，拒否エント
リの両方をサポートする． 
#4 は ACL の各エントリをどのような順序で評価するかの違いである．パーミッション
は所有者エントリ，所有グループエントリ，その他エントリの順で評価する．これに対し
Windows ACL ではエントリ格納順で評価する． 
#5 は ACL エントリで使用するユーザ識別子に何を用いているかの違いである．パーミ
ッションでは 4Byte の User ID (UID)もしくは Group ID (GID)だが，Windows ACL では
28Byte の Security ID (SID)を用いている． 
#6 はファイルやディレクトリを作成した直後に自動的に設定される ACL の違いである．
パーミッションでは umask に基づき設定されるが，Windows ACL では親フォルダに付与
されている継承 ACL に基づき設定される． 
#7 は ACL が格納される領域の違いである．本項目は内部仕様もしくは実装に関するも
のであり，外部仕様である他の項目とは同列には扱えないが，本章の骨子に関係するため
記載する．パーミッションは ACL 長が短い固定サイズであることから，基本属性領域で
あるインコアメタデータに格納されるのが一般的である．これに対し Windows ACL は
ACL エントリ長が可変であることから，拡張属性領域である拡張メタデータに格納される
のが一般的である． 
#8～#10 は特別な Access Control Entry (ACE)に関する項目である．パーミッションで
は前述したように，所有者エントリ，所有グループエントリ，その他エントリの 3 種類の
特別なエントリを持つが，Windows ACL ではそれに対応するエントリはない．ただし
Windows ACL では，その他エントリに類似する Everyone エントリを持つことがある．
パーミッションのその他エントリは所有者，所有グループ以外の全ユーザのアクセス権を
規定するが，Windows ACL の Everyone エントリは所有者，所有グループも含む全ユー
ザのアクセス権を規定する． 
#11 はプロトコル特権に関する違いである．NFS は 2 つのプロトコル特権を持つ．1 つ
目は参照に関する特権であり，NFS ではパーミッションの参照ビット(r)が立っていない場
合でも，パーミッションの実行ビット(x)が立っていてれば参照が許可される[13]．2 つ目
は属性参照に関する特権であり，NFS ではパーミッションの rwx の権限をなんら持たな
いユーザであっても属性の参照が可能である．これに対し CIFS ではプロトコルに関する




これに対し Windows ACL では所有者は ACL の変更のみが特権となっている． 













ットに関する項目は前節表 2.1 に示した#1，#2，#3，#5，#7 である． 
両アクセス制御を統合する高機能化を行う場合，#1，#2，#3，#5 は情報がより豊富な









領域，に加えて可変長の拡張属性領域から構成される．これは Windows ACL のアクセス
制御情報が可変であるため，高機能化後のアクセス制御情報も可変となるためである．高
機能化後のアクセス制御情報はファイルの所有者識別子である所有者 SID，所有グループ
  16 
の識別子である所有グループ SID，各 SID に対するアクセス権を規定する ACL エントリ
からなる．ここで，ACL エントリ数は可変である． 
高機能化前は基本属性の情報だけでアクセス制御処理が実行可能であるが，Windows 










































クセス制御処理を可能とするため，所有者，所有グループに関しては Windows ACL 仕様











本方式の適用によって生じるデメリットは次の 2 点である．第 1 に，アクセス制御情報
の更新処理が多少複雑となる．ただし，更新処理の性能支配主要因はディスクアクセスで















































なお，提案方式は，既存の UNIX 系 OS で，パーミッションをネイティブアクセス制御
方式とするファイルシステムを高機能化適用前とした場合を主な検討対象としている．ま
た，本章ではパーミッションベースのファイルシステムを Windows ACL 対応とするため
の検討を中心としている．これに加えて，POSIX ACL や NFSv4 ACL などのパーミッシ
ョンより豊富な情報を持つアクセス制御の形式に対応する場合にも考え方を参考にできる．
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部を部分アクセス制御情報領域の 9bit すべてに割り当てる方式が考えられる．複数のユー









基本格納方式としては，以下の 3 種類が考えられる． 
(1) 高頻度使用アクセスマスクビット格納方式(most frequent USED access mask bit 
storing style)：以降，格納方式 U 
図 2.4 に格納方式 U の概要を示す．格納方式 U は 14 種類のアクセスマスクビットの中
から高頻度で使用されるアクセスマスクビットの上位を基本属性の部分アクセス制御情報
領域に格納する． 











































































































































# 1 2 3 4 5 6 7 8 9 10 11 12 13 14
拡張属性上の情報 F F T F F T F F F T F F T T
基本属性上の情報 T F T
# 6 8 13
凡例： T - 許可, F - 不許可
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(2) 高頻度設定アクセスマスクパターン格納方式(most frequent SET access mask 
pattern storing style)：以降，格納方式 S 
















トを格納方式 U として用いる方法も考えられる．つまり，格納方式 S と格納方式 U を組
みあわせて用いる方式である． 
(3) アクセスマスクビット論理積格納方式(logical production [AND] of access mask bit 
storing style)：以降，格納方式 A 
図 2.6 に格納方式 A の概要を示す．格納方式 A は複数のアクセスマスクビットの論理積




値 # 1 2 3 4 5 6 7 8 9 10 11 12 13 14
フルコントロール rwx 7 T T T T T T T T T T T T T T
変更 rw- 6 F F T T T T F T T T T T T T
読み取りと実行 r-x 5 F F T F F T F T F T F F T T
読み取り r-- 4 F F T F F T F F F T F F T T
予約1 (-wx) 3 - - - - - - - - - - - - - -
書き込み -w- 2 F F T F T F F F T F T T F T
予約2 (--x) 1 - - - - - - - - - - - - - -
その他 (---) 0 U U U U U U U U U U U U U U
アクセス制御処理で
デコード
凡例： T - 許可, F - 不許可, U - 不定
この数字を部分アクセス制御
情報として基本属性に格納























図 2.6 格納方式 A の概要 
 # 1 2 3 4 5 6 7 8 9 10 11 12 13 14
拡張属性上の情報 F F T F F T F F F T F F T T










14 凡例： T - 許可, F - 不許可








チマークソフトである SPECsfs 2008 を参考にする[91]．SPECsfs2008 は，単位時間(1 秒)
あたりのファイル共有サービス処理オペレーション数(Operations Per Second: OPS)，つ
まりファイルリクエストスループットを測定するベンチマークプログラムである．プログ
ラムが発行する NFS version 3 のオペレーションの割合は表 2.2 のとおりとなっている．
同プログラムは作成した全ファイルのうち約 3 割のファイルに，周期的ポアソン分布に基
づく確率でファイルアクセスを行う．アクセスされるファイルの平均ファイルアクセス回
数は約 4 である． 
表 2.2 SPECsfs2008 ファイルオペレーション分布 
# NFS Version 3 Operation 割合 
1 LOOKUP 24% 
2 READ 18% 
3 WRITE 10% 
4 GETATTR 26% 
5 READLINK 1% 
6 READDIR 1% 
7 CREATE 1% 
8 REMOVE 1% 
9 FSSTAT 1% 
10 SETATTR 4% 
11 READDIRPLUS 2% 
12 ACCESS 11% 
13 COMMIT N/A 
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2.5.3 具体的な格納方式 
2.5.1 節の基本格納方式に基づき，具体的には以下の格納方式の中から比較する． 
［格納方式 Un］よく使用されるアクセスマスクビットの上位 nbit を格納 
［格納方式 S3］よく設定されるアクセスマスクパターンを 3bit で表現 
［格納方式 SUn］よく設定されるアクセスマスクパターンの 3bit に加え，よく使用され
るアクセスマスクビットの上位 n−3bit を格納 
［格納方式 A3］なるべく多くのアクセスマスクビットの論理積を 3bit にマップし格納 
なお，これ以外にも n ≥ 4 での格納方式 Sn や格納方式 An を評価することも考えられる
が，本節では以下の理由で行わなかった．格納方式 Sn については，基本的に格納方式 S3
と同様の傾向となるが，S3 と Sn との定量評価結果は，想定環境でのセキュリティレベル
に大きく依存する．その中でも一般的な部門ファイル共有のセキュリティレベルにおいて
は 3bit でも代表的なアクセスマスクパターンは十分カバーできるため，4bit 以上にしても
効果は小さいと判断した．格納方式 An については，ビット数が大きくなるにつれ，格納
方式 Un との違いがほとんどなくなる． 
評価軸は，データセット全体に対する代表的アクセスマスク設定パターンの割合とした．
この評価軸では格納方式 Un，S3，SUn は，一意に評価指標の算出が可能であるが，格納
方式 A3 については仮定を設定しなければ算出不能である．そこで A3 の評価指標の算出
にあたり以下の 2 つの仮定を設定した． 
1 つ目の仮定は，代表的設定パターンの具体例とその割合である．これは著者らの実験




表 2.3 仮定した代表的アクセスマスクパターンとその割合 
# CIFS 割合 NFS 割合 
1 フルコントロール 30% rwx 40% 
2 変更 30% rw- 30% 
3 読み取りと実行(フォルダの内容の一覧表示) 30% r-x 20% 
4 読み取り 5% r-- 10% 
5 書き込み 5% -w- ― 






(1) NFS 所有者，(2) NFS 非所有者，(3) CIFS，(4) NFS，CIFS 混在時所有者，(5) NFS，
CIFS 混在時非所有者の 5 つのメニューをそれぞれ評価する．NFS は所有者特権の関係で，
所有者と非所有者とでは，各ファイルリクエストで用いられるアクセスマスクが異なるた
め，この 5 つのメニューを設定した． 
(1) NFS 所有者 
NFS の所有者は所有者特権により 5bit あれば完全にすべてのリクエストのアクセスマ
スクがカバーできる．つまり格納方式 U5 ならばどんな状況でも基本属性の情報のみでア
クセス可否の判定が可能となる．具体的に，その 5 種類のアクセスマスクは使用割合の高
い 順 に ， FILE_EXECUTE ， FILE_READ_DATA ， FILE_WRITE_DATA ，
FILE_APPEND_DATA，DELETE である． 




































イルのセキュリティを細かく設定することが分かっている場合は方式 A3 が良い． 
格納領域が 4bit 以上である場合は，全体的に低く安定する方式 U4，U5 が良い． 
(2) NFS 非所有者 
NFS の非所有者は 8bit あれば完全にすべてのリクエストのアクセスマスクがカバーで
きる．つまり格納方式 U8 ならばどんな状況でも基本属性の情報のみでアクセス可否の判
定が可能となる． 
図 2.8 に，格納方式 U3，U4，U5，U6，U7，S3，SU4，SU5，SU6，SU7，A3 を比
較した結果を示す． 
格納領域が 3bit である場合は，方式 S3 が良い．ただし，20%以上のファイルのセキュ
リティを細かく設定することが分かっている場合は方式 A3 が良い．可能性は低いと考え
るが，50%以上のファイルのセキュリティを細かく設定することが分かっている場合は，
条件によっては方式 U3 が良いことがある． 
格納領域が 4bit から 6bit である場合は基本的には方式 SU4，SU5，SU6 が良い． 
格納領域が 7bit 以上である場合は，全体的に低く安定する方式 U7，U8 が良い． 
(3) CIFS 
SPECsfs2008 では CIFS の所有者特権は特に影響しないため，所有者，非所有者とも同
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様の結果となる． 
SPECsfs 2008 の発行するリクエストでは 6bit あれば完全にすべてのリクエストのアク
セスマスクがカバーできる．つまり格納方式 U6 ならばどんな状況でも基本属性の情報の
みでアクセス可否の判定が可能となる． 
図 2.9 に，格納方式 U3，U4，U5，S3，SU4，SU5，A3 を比較した結果を示す． 
格納領域が 3bit である場合は，方式 S3 が良い．ただし，12%以上のファイルのセキュ
リティを細かく設定することが分かっている場合は方式 A3 が良い． 
格納領域が 4bit である場合は，基本的に方式 SU4 が良い． 
格納領域が 5bit 以上である場合は，全体的に低く安定する方式 U5，U6 が良い． 
(4) NFS，CIFS 混在時所有者 
所有者が NFS と CIFS の両方を用いる場合，8bit あれば完全にすべてのリクエストの
アクセスマスクがカバーできる．つまり格納方式 U8 ならばどんな状況でも基本属性の情
報のみでアクセス可否の判定が可能となる． 
図 2.10 に，格納方式 U3，U4，U5，U6，U7，S3，SU4，SU5，SU6，SU7，A3 を比
較した結果を示す． 
格納領域が 3bit である場合は，方式 S3 が良い．ただし，20%以上のファイルのセキュ
リティを細かく設定することが分かっている場合は方式 A3 が良い．可能性は低いと考え
るが，50%以上のファイルのセキュリティを細かく設定することが分かっている場合は，
条件によっては方式 U3 が良いことがある． 
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格納領域が 4bit である場合は，基本的に方式 SU4 が良い． 
格納領域が 5bit 以上である場合は，全体的に低く安定する方式 U5–8 が良い． 
(5) NFS，CIFS 混在時非所有者 
非所有者が NFS と CIFS の両方を用いる場合，10bit あれば完全にすべてのリクエスト
のアクセスマスクがカバーできる．つまり格納方式 U10 ならばどんな状況でも基本属性の
情報のみでアクセス可否の判定が可能となる． 
図 2.11 に，格納方式 U3，U4，U5，U6，U7，U8，U9，S3，SU4，SU5，SU6，SU7，
SU8，SU9，A3 を比較した結果を示す． 
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格納領域が 3bit である場合は，方式 S3 が良い．ただし，22%以上のファイルのセキュ
リティを細かく設定することが分かっている場合は方式 A3 が良い．可能性は低いと考え
るが，45%以上のファイルのセキュリティを細かく設定することが分かっている場合は，
条件によっては方式 U3 が良いことがある． 
格納領域が 4bit から 5bit である場合は，基本的に方式 SU4，SU5 が良い． 






この性能低下を改善する方針は大きく 2 つある． 
第 1 の方針は，パーミッション参照更新リクエストで必要となる情報を，部分アクセス
制御情報に格納することである．たとえば，格納方式 U であれば，パーミッションに対応
す る ア ク セ ス マ ス ク ビ ッ ト (FILE_READ_DATA ， FILE_WRITE_DATA ，
FILE_EXECUTE)を部分アクセス制御情報として格納すればよい．格納方式 A であれば，
対応するアクセスマスクビットもしくはその論理積を部分アクセス制御情報領域に格納す
ればよい．格納方式 S であれば，パーミッションビットが“- - -”の場合を非代表的設
定パターンとして割り当て，それ以外を従来と同じ NFS の設定パターンに割り当ててお
けばよい． 
格納方式 U と格納方式 A については，アクセス制御処理でよく使用されるビットとパ
ーミッション参照更新リクエストで使用されるビットが必ずしも一致するわけではないの
で，この観点ではあまり良い格納方式とはいえない． 








ましい方針ではないが，Microsoft Windows Storage Server のように一部のユーザビリテ
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ィを犠牲にしている実例はある．たとえば，Windows Storage Server において NFS から
ファイル作成や“chmod”を行うと，その後は CIFS から Windows ACL が更新できない
仕様となっている．また，Windows ACL の Everyone エントリの情報が，所有グループ
とその他ユーザのパーミッション表示に反映される仕様となっているため，所有グループ
のパーミッション表示が正確ではない． 
本節で述べた性能低下の影響については 2.6 節であわせて議論する． 
2.5.6 アクセス制御処理時間改善に適した格納方式まとめ 
本小節では 2.5.4 節と 2.5.5 節の検討結果をまとめる． 
表 2.4 に示すように 1 ユーザに割り当てる格納領域をパーミッションの 1 ユーザに割り
当てるサイズの 3bit とする場合には格納方式 S3 が最も優れていると考える．非代表的設





また，1 ユーザに割り当てる格納領域をパーミッション領域のすべてである 9bit とする








表 2.4 評価結果まとめ 






NFS所有者 12% なし U4 U5 5
NFS非所有者 20% 50% SU4 SU5 SU6 U7, U8 8
CIFS 12% なし SU4 U5 U6 6
NFS,CIFS所有者 20% 50% SU4 U5 U6 U7, U8 8
NFS.CIFS非所有者 22% 45% SU4 SU5 U6 U7 - U10 10
最適な方式
3bit




提案方式の実装は Linux 2.6.12.5 + XFS[92]–[94]に対して行った．XFS は SGI 社によ
って開発された高性能ファイルシステムであり，本章で用いた理由は以下のとおりである．









なお，上記理由にあるようにアクセス制御機能そのものについては，NEC 社 SC-LX の
コードを一部参考にした． 
提案方式を組み込んだアクセス制御機能はカーネルモジュールとして実装した．カーネ
ルモジュールのインターフェースに Linux Security Module (LSM)を利用し，カーネルの
Virtual File System (VFS)レイヤがLSM経由でアクセス制御処理を実行する構造とした．
ただし VFS レイヤだけで完全に Windows ACL 互換のアクセス制御機能を実現するのは









イルアクセスパターンを SPECsfs2008 とする． 
SPECsfs2008 ベンチマークではキャッシュの効果を考えなければ，ランダムディスクア
クセス性能と CPU 性能が性能支配要因となる． 





が実行される総リクエスト回数を RA，各ファイルの平均アクセス制御情報サイズを L と
すると，DA = RA×L となる．したがってベンチマーク性能の予測式は DU/(DU+RA×L)と
なる． 
たとえば，要求負荷 16KOPS の場合の DUは 575GB，RAは 2.1M 回である．L は最小
で 4KB，最大で 64KB となるため，予測式の値は 0.986(4KB 時)～0.815(64KB 時)となる．
つまり，アクセス制御に関するファイルリクエストスループット低下率は 1.4%(4KB 時)



















して 1 割程度増加していたため，Cycles Per Instruction (CPI)が同程度とすれば，ファイ
ルリクエストスループットも 1 割程度低下することが予想される．この要因によるファイ
ルリクエストスループット低下の改善も，提案方式の適用対象範囲外である． 
















常サイズの ACL が格納可能な 4KB と最大サイズの 64KB とした． 
測定方法は次のとおりである．NFS 版の SPECsfs2008 ベンチマークを用いて，12KOPS




トの割合を 0%から 44%まで 4.4%刻みで変化させて測定を行う．本測定条件では，全リク
表 2.5 測定環境 
 項目 台数 仕様
サーバ 1
CPU: Intel Xeon CPU 5140 2.33GHz (Dual Core) x 2
Memory: 10,960,444KB
Kernel: Linux 2.6.12.5 + XFS + 提案方式アクセス制御機能
OS distribution: SUSE Linux Professional 9.3
NFS utils package version: 1.0.7
ディスク 38 108GB/LU (RAID1+0, 2D+2D) x 38
クライアント 4
CPU: Intel Xeon CPU 2.80GHz (Dual Core)
Memory: 3,632,416KB
Kernel: Linux 2.6.26-2-686
OS distribution: Debian 5.0.2














































図 2.12 提案方式適用システムによる実測結果 
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これに対し，本提案方式の格納方式 S を適用すれば，拡張属性にアクセスするリクエス




に対する性能低下率は L = 4KB で 7%，L = 64KB で 11%に改善した． 
2.6.2 節の予測値に対する実測値の傾向を L = 4KB，L = 64KB のそれぞれで考察する． 























提案方式の性能改善効果を具体的事例で見積もるためには，以下の 4 つの情報が必要と 
なる． 



















ことが分かった．具体的には，(a) 個人共有フォルダ，(b) 公開共有フォルダ，(c) 組織共





(b)の事例においてはアクセス対象者が限られるため，格納方式 U9 であってもよい． 





(a) 個人共有フォルダ 4KB未満 100% S3, U9 0% 100% 70% 0%
(b) 公開共有フォルダ 4KB未満 100% S3, U9 0% 0.2% 98% 3%
(c) 組織共有フォルダ 4KB未満 100% S3 18% 4% 97% 13%




































図 2.13 提案方式適用によるファイルリクエストスループットの改善効果 







達成負荷 (KOPS) 適用前 適用後





U3 の中から選択する．割合を得るのが難しい場合は，S3 を選択するのが望ましい． 
2.7 結言 
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第 3 章 
複数の ACL 形式を選択的に使用する低機能





能 ACL 併用方式について述べる． 
高機能アクセス制御に対応していない UNIX 系 OS を，対応済みの OS へバージョンア







透過的に低機能 ACL 情報を高機能 ACL 情報に変換する ACL 変換機能(以降，オンアクセ
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機能 ACL-高機能 ACL 併用方式を提案する．提案方式は，ファイルシステムの基本・拡張
属性に対する参照更新処理の時間の違いに着目し，アクセス制御情報のサイズに応じて，
変換後の高機能 ACL 情報を書き込み，次回以降のアクセスにそれを参照する場合と，変
換後の高機能 ACL 情報は書き込まず，次回以降のアクセスも毎回低機能 ACL 情報から変
換する場合を使い分ける．つまり，移行によりファイルリクエストスループットの観点で
不利になる場合は，高機能 ACL 情報形式へのディスク上での移行は行わず，低機能 ACL
情報形式を使い続ける．これにより性能低下を改善する． 
なお，本章では低機能 ACL として POSIX ACL を，高機能 ACL として Windows ACL







能 ACL 併用方式を説明する．3.4 節では，提案方式を実装したシステムにおいて性能改善
効果を確認する．最後に 3.5 節で，本研究のまとめを述べる． 





3.2.1 高機能 ACL 対応ファイルシステムへの移行方式 
本小節では，運用していたファイルシステム(以降旧 FS)を高機能 ACL 対応ファイルシ




機能 ACL 情報を付与する移行方式がある． 
著者らは移行方式(2a)(2b)を実現するために，ファイルの初回アクセス時に，低機能 ACL
情報(たとえば POSIX ACL 情報)を読み出し，高機能 ACL 形式(たとえば Windows ACL
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情報)に変換し，高機能 ACL 情報を同ファイルに付与するオンアクセス ACL 変換方式を
提案している[81]． 











FS から新 FS に全ファイルをコピーする．ファイルシステムプログラムが動作する計算機
の OS が高機能 ACL に対応したコピー機能を提供していれば，同計算機上のコピープロ
グラム経由でのコピーであってもよい．本方式ではコピーの間ファイル共有サービスのク
ライアントやユーザアプリケーションへのファイルシステム運用を停止する必要があり，




図 3.1 ACL 情報変換の例 
 POSIX ACL情報 Windows ACL情報
ヘッダ情報 ヘッダ情報
グループユーザ種別 エントリ種別
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FS 上の全ファイルに対し実行する．移行方式(1)と比較すれば，旧 FS を直接新 FS に移行
できるため，新 FS 用ボリュームを用意する必要がない．また，運用停止時間はファイル
数や ACL エントリ長によるが，数 10 分から数 10 時間程度に短縮できる．しかし本移行
方式でも，ACL のサイズは移行前より増大するためファイルリクエストスループットを低
下させてしまうことがある． 
移行方式(2b)は，運用停止中にファイルストレージが移行対象の旧 FS に対して，新 FS
に対応したことを示す情報のみを付与する．この時点では各ファイルにオンアクセス ACL
変換は適用しない．運用を再開後，ファイル共有サービスのクライアントやユーザアプリ



















クセス ACL 変換機能は，低機能 ACL 情報を参照し，高機能 ACL 情報形式に変換する．
その変換結果を拡張属性に書き込み，変換結果に基づきアクセス制御処理を実施する．高
機能 ACL 情報を保持しているファイルシステムオブジェクトであった場合，高機能 ACL
情報を参照し，アクセス制御処理を実施する． 
以上の処理の概要から分かるとおり，オンアクセス ACL 変換では，情報形式の変換と，
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変換後のアクセス制御情報の書き込みのため，少なくとも最初の 1 回目のアクセス制御処
理時間は増加する．さらに，2 回目以降のアクセス制御処理においても，基本・拡張属性




3.3 低機能 ACL-高機能 ACL 併用方式 
本節では，まず提案方式である低機能 ACL-高機能 ACL 併用方式の概要を述べる．次に
























果を書き込まず，次回以降のアクセスも低機能 ACL 情報から毎回変換する． 
ここで，低機能 ACL 情報から高機能 ACL へ変換し，変換結果は書き込まず，アクセス
制御処理を実行する場合の時間を TC，低機能 ACL 情報から高機能 ACL へ変換し，変換
結果を拡張属性に書き込んだ後，アクセス制御処理を実行する場合の時間を TCW，変換済
み高機能 ACL を参照し，アクセス制御処理を実行する場合の時間を TA，あるファイルに
対して実行されるアクセス制御処理回数を n とする．このとき， 
 












3.3.2 高機能 ACL 情報書き込み可否の選択に関する検討 
本小節では Linux の XFS[92][93]をベースに開発したオンアクセス変換機能を用いて，
前小節の TA，TC，TCW を計測し，書き込み可否の条件の検討を行う．XFS の基本属性，
拡張属性は表 3.1 に示す参照更新時の処理時間の違いがある[94]．どの形式になるかは拡
張属性のサイズ，つまり ACL のエントリ数に依存する． 
そこで，低機能 ACL のエントリ数を変化させ，TA，TC，TCWがどのように変化するか
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アクセス制御に要した時間であり両対数グラフである．横軸の ACL エントリ数は 3 から
開始しているが，低機能 ACL である POSIX ACL では最低エントリ数が 3 となっている
ためである．なお，エントリ数 3 の低機能 ACL はパーミッション情報のみとなり，拡張
属性には何も格納されない． 
低機能 ACL のエントリ数 3～5 の領域では，変換前のファイルの状態は基本属性のみも
しくは拡張属性の Short form 形式で，変換結果書き込み後は拡張属性の Leaf local form
形式となる．この領域では，TA ＞ TCが成立するため，変換結果の書き込みは行わず，低
表 3.1 XFS 基本属性・拡張属性の形式分類と参照更新時の処理時間 





Short form 約 30 B 未満 基本属性と同様 





Leaf remote form 3 KB 以上 参照は 2 ページ以上のディスクアクセスが発
生し 1ms 以上，更新は同期書き込みとなるた
め 1ms 以上 
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機能 ACL から毎回変換したほうがよい． 
低機能 ACL のエントリ数 6～34 の領域では，変換前後ともファイルの状態は拡張属性




低機能 ACL のエントリ数 35～の領域では，変換前のファイルの状態は拡張属性の Leaf 
local form 形式で，変換結果書き込み後は Leaf remote form 形式となる．この領域のエン
トリ数が数 10 個までは TCWの時間は TA，TCに対して著しく長大化している．また TC，
TCWは低機能 ACL エントリ数の増加にともない時間が急激に伸びる．これは，低機能 ACL
のアクセス時に ACL エントリのソート処理が行われるためである．ACL エントリ数を N
とすると，このソート処理の処理時間は O(NlogN)となる．したがって，この領域では基
本的に変換結果を書き込んだほうがよい． 
ただし，たとえば NEC 社により実装・公開されている ACL 専用キャッシュ[71]などを，
本提案方式と併用する場合，変換結果をメモリ上に長時間保持することができるため変換
結果を書き込まないほうが有利な場合もある．有利な条件は ACL エントリ数によって異
なるが，各ファイルに対する ACL 専用キャッシュミス回数の平均値が 2～8回以下となる．
なお，ACL 専用キャッシュの詳細については 3.4.2 節で説明する． 
本小節では図 3.3 の測定値に基づき設計を示したが，ハードウェア環境により処理時間
は多少異なることが考えられる．たとえば，低性能 CPU を用いた場合，ACL エントリ数
35 以上の TCW と TC の傾きはより顕著となり，低性能ディスクを用いた場合，ACL エン
トリ数 3～5 エントリの TC以外の時間は，全体的に長大化すると考えられる．しかし，ACL





する場合は，図 3.3 と同様の測定を行った後，再設計が必要となる． 
3.3.3 低機能 ACL-高機能 ACL 併用方式の詳細 
前小節の検討より，低機能 ACL のエントリ数に基づき，ディスク上の低機能 ACL 情報
を毎回高機能 ACL 情報に変換し使い続ける場合と，初回ファイルアクセス時に変換後の
高機能 ACL 情報を書き込み，次回以降はそのディスク上の高機能 ACL 情報を使用する場
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合とを，使い分ける方式が考えられる． 
図 3.4 に提案方式の処理フローチャートを示す．まず，変換フラグをみて高機能 ACL
情報が付与されているかどうかを判定する．付与されている場合は 3.2 節の動作と同様の
ため説明は省略する．付与されていない場合，変換に必要な低機能 ACL 情報を読み込む．
読み込んだ低機能 ACL 情報からメモリ上で高機能 ACL 情報の形式に変換する． 
従来のオンアクセス変換方式では，この後無条件にメモリ上の高機能 ACL 情報を拡張
属性に書き込んでいたが，提案方式では低機能 ACL のエントリ数に基づき，高機能 ACL
情報の書き込み可否を判断する．たとえば，低機能 ACL のエントリ数が 6 以上を選択的




























用容量の増加が問題になる場合は，高機能 ACL 情報付与時に，低機能 ACL 情報を削除す
ることも可能である． 
3.3.4 アクセス制御情報の移行完了に関する議論 
提案方式である低機能 ACL-高機能 ACL 併用方式は，3.2.1 節(2)のオンアクセス ACL















本章に記載の提案方式は特にアクセス制御の高機能化時の POSIX ACL と Windows 


















分布，ファイルオペレーション分布の 3 種類がある． 
まず，ACL エントリ数分布として，(a) 大学研究室などの小規模組織のファイル共有サ
ービス，(b) 企業などの大規模組織のファイル共有サービス，(c) Social Network Service 
(SNS)などのソーシャルサービスと連携するファイル共有サービスの 3 種類の事例を仮定







クプログラムが提案方式の評価に適している理由は次の 2 点である．第 1 に，同プログラ
ムではあらかじめどのファイルが何回アクセスされるかを事前に予見できず，その回数も
表 3.2 仮定する ACL エントリ数分布 
想定するサービス事例 分布関数 エントリ数平均 
(a) 小規模組織ファイル共有 指数分布 4 
(b) 大規模組織ファイル共有 指数分布 9 
(c) SNS 連携ファイル共有 べき乗分布 42 







測定環境は表 3.3 に示すとおりである．Linux 2.6.30 をベースにアクセス制御機能に提
案方式である低機能ACL-高機能ACL併用方式を実装した．本章ではユースケースとして，
NFS クライアントにサービスしていた低機能 ACL 対応ファイルシステムに，高機能 ACL
を適用した場合を取り上げる．つまり，Windows クライアントからも利用されるが，主に
Linux などの UNIX クライアントから継続して利用されるケースを想定する． 
測定条件は表 3.4 に示すとおりである．ACL エントリ数にかかわらず変換結果はすべて
書き込む従来方式として条件#0，実装の容易さを重視し POSIX ACL が設定されていない
場合つまり ACL エントリ数が 3 の場合のみ書き込まない方式である条件#1，3.1 節の不等
表 3.3 測定環境 
 項目 台数 仕様
サーバ 1
CPU: Intel Xeon CPU 3.60GHz (Quad Core)
Memory: 8,179,856KB
Kernel: Linux 2.6.30.1 + XFS + 提案方式アクセス制御機能
OS distribution: Debian 5.0.4
NFS utils package version: 1.1.2
ディスク 19 108GB/LU (RAID1+0, 2D+2D) x 19
クライアント 4
CPU: Intel Xeon CPU 2.80GHz (Dual Core)
Memory: 3,632,416KB
Kernel: Linux 2.6.26-2-686
OS distribution: Debian 5.0.2
表 3.4 測定条件 
# 書き込む ACL エントリ数 書き込まない ACL エントリ数 備考 
0 すべて なし 従来方式 
1 4 以上 3 
2 6 以上 3～5 
3 6～34 3～5, 35 以上 
提案方式 
  51 
式が絶対不等式となる場合に書き込まない方式である条件#2，#2 に加えて書き込み時のア
クセス制御処理時間が極端に悪くなる場合つまり ACL エントリ数 35以上も書き込まない
方式である条件#3 の 4 条件を測定し比較する． 
上記条件に加えて ACL 専用キャッシュのある場合とない場合についても測定を行う．




















図 3.5 に(a)小規模組織ファイル共有の結果を示す．縦軸は 3 回測定した達成負荷
(Operations Per Second: OPS)つまりファイルリクエストスループットの平均であり，標
準偏差を誤差範囲として示した．横軸は各測定条件であり，左からそれぞれ初期条件が，
高機能 ACL 適用前，高機能 ACL 適用後運用中変換，高機能 ACL 適用後運用再開前変換
となる．運用中変換と運用再開前変換の初期条件では前節で述べたとおり，8 つの測定条
件がある．図中の“n”はキャッシュなし，“c”はキャッシュありを示す．たとえば“0n”
は測定条件#0 キャッシュなしである．なお，本事例の ACL エントリ数分布では 35 より
大きい ACL は存在しないため，測定条件#2 と#3 は同じ動作となり，ファイルリクエスト
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図 3.5 (a)小規模組織ファイル共有の測定結果 
図 3.6 (b)大規模組織ファイル共有の測定結果 







































































































低下が 39%から 29%に改善した．運用再開前変換の傾向は事例(a)と同様である． 












上する要素は大きく 2 つある．第 1 は ACL 情報のサイズを小さいままにできることによ
る，総ディスクアクセス量の低減である．第 2 はアクセス制御処理時間の短縮による，各








降，T)とは「提案方式達成負荷／従来方式達成負荷－1」である．L と T の相関グラフを
図 3.8 に示す．L と T の関係はシステムに強く依存するため一般化が困難であるが，本評







測定環境では測定条件によって異なるが，数 100～1000 秒程度であった．仮に 200TB の















































ャッシュと提案方式を併用した場合，SNS 連携ファイルサーバのケースで約 8 割性能を向
上した．また運用停止時間も 4 秒程度に抑えられることを確認した．これらの評価により，
提案方式の有効性が確認できた．なお，3.2.1 節で述べたオンアクセス変換機能と 3.3 節で
述べた低機能ACL-高機能ACL併用方式の一部は日立ファイルストレージで実用化済みで
ある． 
今後の課題として，次の 2 点が挙げられる．第 1 の課題は，本章の評価で性能改善への
効果があわせて確認できた ACL 専用キャッシュの有効性をさらに追及することである．
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10KB 程度)のファイル，ビジネスドキュメントのような中サイズ(数 MB 程度)のファイル，









































































































凡例：     プリアロケーション領域






図 4.1 作成中のファイルの状態 











































64KB～1GB の 10 種類とした．ファイルサイズ 64KB～16MB の 7 種類は 512 個を同時
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書き込みファイルデータスループットとファイルの平均連続長の相関関係を図 4.3 に示
す．読み込みよりは早く立ち上がり，平均連続長 1MB 程度で性能は飽和する． 
次に，削除時間とフラグメント数の相関関係を図 4.4 に示す．横軸はファイルのフラグ
メント数，縦軸は 1 ファイルあたりの削除時間，両軸ともログスケールである．図から明




































































































提案方式は，数 10MB～数 GB の大サイズファイルのファイルフラグメントを防止する
のに特に効果的であるが，任意のファイルサイズ分布に適用可能である． 
4.3.4 提案方式実装 
本提案方式を，予備実験と同様に Linux 2.4 と XFS 1.2 をベースに実装した．XFS を用
いる理由は，2.6.1 節に記載のとおりである．XFS は，フラグメントを防止する方式とし
て，遅延アロケーション方式，フォーマット時サイズ選択方式，システムプリアロケーシ
ョン方式を備えている．システムプリアロケーションのサイズは 64KB の固定長である． 





   ... 
   psize = f(current_file_size); 
   prize = max(psize, BLOCKSIZE); 
   psize = (psize / BLOCKSIZE ) * BLOCKSIZE; 
   err = preallocate(psize); 
   if (err == ENOSPC) { 
     err = preallocate(request_write_size); 
   } 
   if (!err) err = exec_write(); 
   return err; 
} 
図 4.5 提案方式の模擬コード 







XFS ではファイル close 時に，プリアロケートしたが，実際には使用しなかった領域を
解放する処理が実装されている．本処理により，提案方式の内部ディスクフラグメントの
発生を，open したファイルに対して書き込みが発生してから close されるまでの間に限定













を測定する．530 個のファイル分布のうち 500 個は PC の統計的なファイル分布[109]に基
づく．残りの 30 個は将来的に平均ファイルサイズ，最大ファイルサイズが増加すること
を想定し，64MB，256MB，1GB の大サイズファイルをそれぞれ 10 個ずつとした．具体





加えて，XFS オリジナルの方式であるシステムプリアロケーションサイズ 64KB 固定(#1)，
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さらに単純にシステムプリアロケーションのサイズを大きくした 16MB 固定(#2)も測定す



















4KB 250 128KB 20 16MB 5 
8KB 50 256KB 20 64MB 10 
16KB 50 512KB 10 256MB 10 
32KB 50 1MB 10 1GB 10 
64KB 30 4MB 5 － － 
表 4.2 使用するプリアロケーションサイズ決定関数 
# プリアロケーションサイズ決定関数 
1 64KB 固定 (XFS オリジナルの方式) 
2 16MB 固定 
3 一次関数 伸長中サイズ × 1/8 
4 一次関数 伸長中サイズ × 1/8 上限 32MB 下限 64KB 
5 一次関数 伸長中サイズ × 1/4 上限 32MB 下限 64KB 
6 一次関数 伸長中サイズ × 2   上限 32MB 下限 64KB 
7 対数関数 2MB×log2(伸長中サイズ/4KB) 
8 対数関数 2MB×log2(伸長中サイズ/4KB) 
伸長中サイズ 64KB 未満は 64KB 固定 
9 階段関数 
伸長中サイズ 64KB 以上は 16MB 固定, 64KB 未満は 64KB 固定 
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ント数を図 4.6 に示す．同期書き込み時には，提案方式の適用により，500 ファイル平均
の#3 を除いて XFS オリジナル(64KB 固定)の条件よりもフラグメント数が改善した．特に






図 4.6 各測定条件におけるフラグメント数 
0 2 4 6 8 10 12 14
XFSオリジナル 64KB固定  #1 
16MB固定  #2 
一次関数 1/8  #3 
一次関数 1/8 上下限  #4 
一次関数 1/4 上下限  #5 
一次関数 2 上下限  #6 
対数関数  #7 
対数関数 小サイズ固定  #8 
階段関数 64KB-16MB  #9 
64KB固定 (非同期)  #1'
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階段関数は，対数関数や，傾き 2 の一次関数と同等のフラグメント低減効果がある． 
4.4.3 読み込み・書き込みスループットと削除時間の評価 
各条件において作成したファイルのすべてをシーケンシャルで読み込んだ際の合計ファ









500 ファイル平均においてもスループットは改善した．500 ファイル平均では，#6 一次
関数傾き 2 の上下限値ありが最もスループットを改善する結果となった．非同期書き込み
後の読み込みファイルデータスループット(#1’)と比較すると，従来方式では 39%低下して
いたのに対し，提案方式#6 の適用でその低下を 6.7%にでき，大幅に改善した．530 ファ
イルと比較した場合，スループット改善の絶対量は少ない．しかし，これは 500 ファイル
図 4.7 各測定条件における読み込みファイルデータスループット 
0.0 20.0 40.0 60.0 80.0
XFSオリジナル 64KB固定  #1 
16MB固定  #2 
一次関数 1/8  #3 
一次関数 1/8 上下限  #4 
一次関数 1/4 上下限  #5 
一次関数 2 上下限  #6 
対数関数  #7 
対数関数 小サイズ固定  #8 
階段関数 64KB-16MB  #9 
64KB固定 (非同期)  #1'






















図 4.8 ファイルサイズごとの読み込みファイルデータスループット 


















対数関数  #7 
XFSオリジナル 64KB固定  #1 
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0.0 20.0 40.0 60.0 80.0 100.0
XFSオリジナル 64KB固定  #1 
16MB固定  #2 
一次関数 1/8  #3 
一次関数 1/8 上下限  #4 
一次関数 1/4 上下限  #5 
一次関数 2 上下限  #6 
対数関数  #7 
対数関数 小サイズ固定  #8 
階段関数 64KB-16MB  #9 
64KB固定 (非同期)  #1'
一次関数 1/8 上下限 (非同期)  #4'
書き込みスループット (MB/s)
0.0 0.2 0.4 0.6 0.8 1.0
XFSオリジナル 64KB固定  #1 
16MB固定  #2 
一次関数 1/8  #3 
一次関数 1/8 上下限  #4 
一次関数 1/4 上下限  #5 
一次関数 2 上下限  #6 
対数関数  #7 
対数関数 小サイズ固定  #8 




0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
XFSオリジナル 64KB固定  #1 
16MB固定  #2 
一次関数 1/8  #3 
一次関数 1/8 上下限  #4 
一次関数 1/4 上下限  #5 
一次関数 2 上下限  #6 
対数関数  #7 
対数関数 小サイズ固定  #8 
階段関数 64KB-16MB  #9 
64KB固定 (非同期)  #1'





図 4.11 各測定条件における使用可能領域割合 
図 4.10 各測定条件における削除時間 
図 4.9 各測定条件における書き込みファイルデータスループット 


















500 ファイルの結果では#2 はさらに悪化し，最悪で約 98%の内部ディスクフラグメント
が発生する．提案方式においても，急激にプリアロケーションサイズが伸長する関数であ
る#6，#7，#8，#9 では大幅に低下する．ただし，500 ファイルのファイルサイズは最大
































図 4.12 フラグメント数の予測値・実測値比較 
図 4.13 読み込みスループットの予測値・実測値比較 






























図 4.14 書き込みスループットの予測値・実測値比較 
図 4.15 削除時間の予測値・実測値比較 
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イル作成し，高機能 ACL を適用した場合の性能を比較する．全提案方式の適用により，
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機能 ACL-高機能 ACL 併用方式，ファイルフラグメントを防止するサイズ調整プリアロケ













ットを 4 事例の容量重み付け平均で評価したところ，提案方式適用前は約 2 割ファイルリ
クエストスループットが低下していたが，提案方式適用によりその低下率を約 1 割に改善
できることを明らかにした． 
第 3 章では，複数の ACL 形式を選択的に使用する低機能 ACL-高機能 ACL 併用方式を
提案した．提案方式は，アクセス制御情報のサイズに応じて，低機能 ACL の変換後結果
である高機能 ACL を書き込む場合と，変換後結果は書き込まずアクセス制御処理時に毎
回低機能 ACL から高機能 ACL に変換する場合を使い分ける．初回アクセス時に必ず変換
  78 
結果を書き込む方式に対して，ファイルリクエストスループットがどの程度向上するかを，
提案方式を実装したシステムで評価した．小規模組織ファイルサーバ，大規模組織ファイ
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