Some sufficient conditions for the existence of kernels in infinite digraphs  by Galeana-Sánchez, Hortensia & Guevara, Mucuy-kak
Discrete Mathematics 309 (2009) 3680–3693
www.elsevier.com/locate/disc
Some sufficient conditions for the existence of kernels
in infinite digraphs
Hortensia Galeana-Sa´nchez∗, Mucuy-kak Guevara
Instituto de Matema´ticas, Universidad Nacional Auto´noma de Me´xico, Ciudad Universitaria, Me´xico D.F, 04510, Mexico
Received 16 January 2006; received in revised form 11 January 2008; accepted 14 January 2008
Available online 21 February 2008
Abstract
A kernel N of a digraph D is an independent set of vertices of D such that for every w ∈ V (D)− N there exists an arc from w
to N . If every induced subdigraph of D has a kernel, D is said to be a kernel perfect digraph. D is called a critical kernel imperfect
digraph when D has no kernel but every proper induced subdigraph of D has a kernel. If F is a set of arcs of D, a semikernel
modulo F of D is an independent set of vertices S of D such that for every z ∈ V (D) − S for which there exists an (S, z)-arc
of D − F , there also exists an (z, S)-arc in D. In this work we show sufficient conditions for an infinite digraph to be a kernel
perfect digraph, in terms of semikernel modulo F . As a consequence it is proved that symmetric infinite digraphs and bipartite
infinite digraphs are kernel perfect digraphs. Also we give sufficient conditions for the following classes of infinite digraphs to be
kernel perfect digraphs: transitive digraphs, quasi-transitive digraphs, right (or left)-pretransitive digraphs, the union of two right
(or left)-pretransitive digraphs, the union of a right-pretransitive digraph with a left-pretransitive digraph, the union of two transitive
digraphs, locally semicomplete digraphs and outward locally finite digraphs.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper D will denote a loopless infinite digraph, unless the contrary be said, with possibly multiple arcs;
V (D) and A(D)will denote the sets of vertices and arcs of D respectively. An arc u1u2 ∈ A(D) is called asymmetrical
(resp. symmetrical) if u2u1 6∈ A(D) (resp. u2u1 ∈ A(D)). The asymmetrical (resp. symmetrical) part of D which
is denoted by Asym(D) (resp. Sym(D)) is the spanning subdigraph of D whose arcs are the asymmetrical (resp.
symmetrical) arcs of D. We recall that a subdigraph D1 of D is a spanning subdigraph if V (D1) = V (D). If S is a
nonempty set of V (D) then the subdigraph D[S] induced by S is the digraph with vertex the set S and those arcs of
D which join vertices of S. An arc u1u2 of D will be called an (S1, S2)-arc whenever u1 ∈ S1 and u2 ∈ S2.
A directed path is a finite sequence x1, x2, . . . , xn of distinct vertices of D such that xi xi+1 ∈ A(D) for each
1 ≤ i ≤ n − 1. When the sequence is infinite we call the directed path an infinite outward path.
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Definition 1. A set I ⊂ V (D) is independent if A(D[I ]) = ∅. A kernel N of D is an independent set of vertices
such that for each z ∈ V (D) − N there exists a (z, N )-arc in D. A digraph D is called: (a) kernel perfect digraph
when every induced subdigraph of D has a kernel and (b) critical kernel imperfect digraph when D has no kernel
but every proper induced subdigraph of D has a kernel.
The concept of kernel was introduced by Von Neumann [17] and has found many applications, for instance in
cooperative n-person games, in Nim-type games [4], in logic [3], etc. The problem of the existence of a kernel in
a digraph has been studied by several authors see for example [6–10,15]. The main question is: Which structural
properties of a digraph D imply that D has a kernel?
Some classical results about the existence of kernels in finite digraphs are:
(1) A symmetric digraph is kernel perfect [4].
(2) A transitive digraph is kernel perfect and all kernels have the same cardinality (Ko¨nig [4]).
(3) The union of two transitive digraphs is kernel perfect [16].
(4) A bipartite digraph is kernel perfect [4].
(5) Quasi-transitive digraphs are kernel perfect provided that every clique has a kernel [5] (recall that the underlying
graph of a quasi-transitive digraph is a perfect graph). (Quasi-transitive digraphs were introduced by Ghouila´-
Houri [13] and were studied in depth by Bang Jensen and Huang in [2].)
(6) Right or left-pretransitive digraphs are kernel perfect digraphs [7].
(7) Locally semicomplete digraphs are kernel perfect digraphs whenever every clique has a kernel [5]. Notice that
the underlying graph of a locally semicomplete digraph is a perfect graph. A survey of results about locally
semicomplete digraphs can be found in [1].
In this paper we prove that an infinite digraph type (1) or (4) is a kernel perfect digraph. Also we give sufficient
conditions for infinite digraphs of type (2), (3), (5), (6) and (7) to be kernel perfect.
Definition 2 (Neumann-Lara, [14]). A semikernel S of D is an independent set of vertices such that for every
z ∈ V (D)− S for which there exists an (S, z)-arc there also exists a (z, S)-arc.
Definition 3 (Galeana-Sa´nchez, [11]). Let D be a digraph and F a set of arcs of D, a set S ⊂ V (D) is called a
semikernel modulo F of D if S is an independent set of vertices such that, for every z ∈ V (D)− S for which there
exists an (S, z)-arc of D − F there also exists a (z, S)-arc in D.
Definition 4. A digraph D is said to be a transitive digraph whenever {uv, vw} ⊆ A(D) implies uw ∈ A(D).
Definition 5. A digraph D will be called asymmetrically transitive whenever uv ∈ Asym(D) and vw ∈ Asym(D)
implies uw ∈ Asym(D).
Observe that a transitive digraph is an asymetrically transitive digraph.
If β is a class of digraphs, a digraph D is said to be a β-free digraph whenever D has no induced subdigraph
isomorphic to a member of β.
Let D be a digraph and D1 a subdigraph of D. We denote by βD1 = {A1, A2, A3, A7, A11, A12, A13, A14} and by
ΓD1 = βD1 ∪ {A4, A5, A6, A8, A9, A10, A10′ , A10′′} (See Fig. 1).
We write u
i→ v, (resp. u i9 v) to denote that the arc uv ∈ A(Di ), (resp. uv 6∈ A(Di )), i = 1, 2, where D2 is
defined as follows: V (D2) = V (D) and A(D2) = A(D)− A(D1). We write u → v when uv ∈ A(D) but we do not
know if a uv ∈ A(D1) or uv ∈ A(D2) and u 9 v will mean that there is no arc in D from u to v.
Let D be a digraph, D1 a subdigraph of D and S ⊂ V (D). We denote by:
BS = {v ∈ V (D)− S | there is no (v, S)-arc in D} (1)
and when D[BS] has a nonempty semikernel modulo A(D1), say S′, we denote by:
TS = {v ∈ S | there is no (v, S′)-arc in D1}. (2)
Also we denote by αD1 the set of nonempty semikernels modulo A(D1) of D.
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Fig. 1. ΓD1 .
Definition 6. We will say that a digraph D satisfies the property P(αD1 ,6), whenever there exists a subdigraph D1
of D such that the following properties are fulfilled:
(i) There exists a partial order, 6, on the set of independent sets of D.
(ii) (αD1 ,≤) has a maximal element.
(iii) For each S ∈ αD1 , such that BS 6= ∅, (i.e. S is not a kernel), and each nonempty semikernel modulo A(D1) of
D[BS], S′, it satisfies that TS ∪ S′ is a nonempty semikernel modulo A(D1) of D and TS ∪ S′ > S.
(iv) If S0 ∈ αD1 is a maximal element, then for every S ∈ αD1 such that S < S0 we have S ⊂ S0 ∪ Γ−(S0),
Γ−(S0) = {u ∈ V (D) | there exists an (u, S0)-arc}.
Definition 7 (Sands et al. [16]). Let D be a digraph, D1 a subdigraph of D. We define the relation 1, in the set of
subsets of V (D) as follows: for A, B ⊆ V (D)A1 B if for every a ∈ A exist b ∈ B such that either (a) a = b or (b)
a
1→ b and b 19 a.
Lemma 8. Let D be a digraph, D1 an asymmetrically transitive subdigraph of D, then (αD1 ,1) is a partially
ordered set.
Proof. (i) Reflexivity. S1 S since S ⊆ S.
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Fig. 2. H(k, D1).
(ii) Antisymmetry. Suppose that S1 S′ and S′1 S. Let s ∈ S. Thus there exists s′ ∈ S′ such that (a) s = s′ or (b)
s
1→ s′ and s′ 19 s. (a) implies s ∈ S′. If we have (b) (recall S′1 S), then there exists s′′ ∈ S such that (c)
s′ = s′′ or (d) s′ 1→ s′′ and s′′ 19 s′. (b) and (c) implies s 1→ s′′ contradicting the independence of S (as
{s, s′′} ⊆ S). If we have (b) and (d) then s 1→ s′ and s′ 1→ s′′, also we have s′′ 19 s′ and s′ 19 s and since
D1 is asymmetrically transitive, we have s
1→ s′′, contradicting the independence of S (recall {s, s′′} ⊆ S),
therefore S ⊆ S′. Analogously, S′ ⊆ S.
(iii) Transitivity. Suppose that S11 S21 S3. Let s1 ∈ S1. since S11 S2 there exists s2 ∈ S2 such that (a) s1 = s2
or (b) s1
1→ s2 and s2 19 s1 and since S21 S3 there exists s3 ∈ S3 such that (c) s2 = s3 or (d) s2 1→ s3
and s3
19 s. If we have (a), then s1 = s3 or s1 1→ s3 and s3 19 s1. If we have (b) and (c) then s1 1→ s3
and s3
19 s1, if we have (b) and (d), then s1
1→ s3 and s3 19 s1 (D1 is asymmetrically transitive), therefore
S1  S3. 
In [16] Sands, Sauer and Woodrow considered a digraph D such that D = D1 ∪ D2 where: Di is a transitive
subdigraph of D which contains no asymmetrically infinite outward path, i ∈ {1, 2}, A(D1) ∩ A(D2) = ∅ and
V (D1) = V (D2) = V (D). They defined the relation 1, (Definition 7); also they proved that (αD1 ,1) is a partially
ordered set and D = D1 ∪ D2 satisfies the property P(αD1 ,1).
Definition 9. Let D be a digraph and D1 be a subdigraph of D, in what follows, we denote by H(k, D1), k ∈
{4, 5, 6, 8, 9, 10, 10′, 10′′}, the subdigraph of D is defined as follows:
V (H(k, D1)) = {t} ∪ {s∗1 , s∗2 , s∗3 · · ·} ∪ {x1, x2, x3 · · ·}
where t 6∈ {s∗1 , s∗2 , s∗3 · · ·} ∪ {x1, x2, x3 · · ·}, {s∗1 , s∗2 , s∗3 · · ·} ∩ {x1, x2, x3 · · ·} = ∅.
D[{s∗1 , t, xi , s∗i+1}] ∼= Ak
where (s∗1 , t, xi , s∗i+1) is the longest path of Ak , (Example see Fig. 2) and with the following properties:
• {s∗1 , s∗2 , s∗3 , . . .} is independent in D.• xi s∗j 6∈ A(D), i > j .
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• s∗i x j 6∈ A(D), i ≤ j .• ts∗i 6∈ A(D).• xi x j 6∈ Asym(D1), i > j .
• s∗i x j 6∈ Asym(D1), i > j + 1.
2. Kernel perfect infinite digraphs
The main result of this section is Theorem 10 which provides sufficient conditions in terms of semikernels modulo
F for the existence of a kernel in an infinite digraph. As a consequence we obtain generalizations of known results on
finite kernel-perfect digraphs; also many classes of infinite digraphs are proved to be kernel-perfect.
Theorem 10. Let D be a digraph and D1 a subdigraph of D, if D satisfies (i) to (iii) of the property P(αD1 ,6) and
every induced subdigraph of D has a nonempty semikernel modulo A(D1), then D has a kernel.
Proof. Suppose by contradiction that D has no kernel. Let S0 be a maximal element of (αD1 ,6) then, since D has
no kernel, BS0 6= ∅. From the hypothesis we have that D[BS0 ] has a nonempty semikernel modulo A(D1), S′. Since
D satisfies P(αD1 ,6), TS0 ∪ S′ is a nonempty semikernel modulo A(D1) and TS0 ∪ S′ > S0, which contradicts the
maximality of S0. 
Lemma 11. Let D be a digraph and D1 a subdigraph of D. If D has no infinite outward path contained in
Asym(D) ∩ A(D1) and X = (v1, v2, v3 . . .) is an infinite sequence of vertices of D then there exists an inifnite
subsequence Y = (vi1 , vi2 , vi3 . . .), such that vi j vik 6∈ Asym(D) ∩ A(D1), for any i j , ik with i j < ik .
Proof. First we will prove that there exists i1 ∈ N such that vi1v j 6∈ Asym(D) ∩ A(D1), for each j with i1 < j .
Suppose by contradiction that for every i ∈ N, there exists j , j > i , such that viv j ∈ Asym(D) ∩ A(D1).
Let vl0 ∈ X be, then there exists vl1 ∈ X , such that vl0vl1 ∈ Asym(D) ∩ A(D1), then there exists vl2 ∈ X ,
such that vl1vl2 ∈ Asym(D) ∩ A(D1), successively, we obtain an asymmetrical infinite outward path contained in
Asym(D) ∩ A(D1), (vl0 , vl1 , vl2 , . . .), which contradicts our hypothesis, therefore there exists a vertex vi1 ∈ X , such
that for every j , j > i1, vi1v j 6∈ Asym(D) ∩ A(D1). Now, we have X i1 = {vi1+1, vi1+2, . . .} an infinite sequence
of vertices, therefore there exists a vertice vi2 ∈ X i1 , such that for every j , j > i2, vi2v j 6∈ Asym(D) ∩ A(D1). Let
X i2 = {vi2+1, vi2+2, . . .}, then there exists a vertex vi3 ∈ X i2 , such that for every j , j > i3, vi3v j 6∈ Asym(D)∩A(D1),
continuing this way we obtain a subsequence Y = (vi1 , vi2 , vi3 , . . .) with the required properties. 
We recall that if D is a digraph and H a subdigraph of D; a pseudodiagonal of H is an arc in A(D)− A(H) with
both terminal endpoints in V (H).
Theorem 12. Let D be a digraph βD1 -free digraph, where D1 is an asymmetrically transitive subdigraph of D
without infinite outward path contained in Asym(D1). If every subdigraph of D isomorphic to H(k, D1) with
k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′} has a pseudodiagonal in Asym(D) ∩ A(D1), then D satisfies the property P(αD1 ,≤),
Proof. • From Lemma 8, 1 is a partial order on αD1 .• (αD1 ,1) has a maximal element. We will prove that every chain in (αD1 ,1) has an upper bound and from Zorn’s
lemma, (αD1 ,1) has a maximal element. Let C be a chain of αD1 . We define
S∗ =
{
s ∈
⋃
U∈C
U | ∃, S ∈ C such that s ∈ S, and ∀T ∈ C with T 1 S, s ∈ T
}
.
(I) S∗1 S for all S ∈ C. Let S ∈ C and s ∈ S, if s ∈ S∗ we have (a) from Definition 7. Suppose that s 6∈ S∗, thus
there exists S1 ∈ C, such that S1 S1 and s 6∈ S1, from Definition 7 there exists s1 ∈ S1 such that s 1→ s1 and s1 19 s,
if s1 ∈ S∗, we have (b) from Definition 7.
If s1 6∈ S∗, then there exists S2 ∈ C, such that S11 S2 and s1 6∈ S2, therefore there exists s2 ∈ S2 such that s1 1→ s2
and s2
19 s1, and since D1 is asymmetrically transitive, we have that s
1→ s2 and s2 19 s, if s2 ∈ S∗ we have (b).
If s2 6∈ S∗, then there exists S3 ∈ C, such that S21 S3 and s2 6∈ S3, thus there exists s3 ∈ S3 such that s2 1→ s3
and s3
19 s2, since D1 is asymmetrically transitive, we have that s
1→ s3 and s3 19 s, if s3 ∈ S∗ then we have (b).
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Continuing this way we obtain the following two sequences of vertices: X = (s 1→ s1 1→ s2 1→ s3 1→ . . .) and
Y = (. . . 19 s3 19 s2 19 s1 19 s) with s 1→ si and si 19 s for every i ∈ N. Since there is no infinite outward path
contained in Asym(D1), then there exists n ∈ N such that sn ∈ S∗ and since s 1→ sn and sn 19 s, therefore (b) holds
and S1 S∗.
(II) S∗ 6= ∅
Let s ∈ S ∈ C, if s ∈ S∗ then S∗ 6= ∅. Otherwise, there exists s∗ ∈ S∗ such that s 1→ s∗ and s∗ 19 s (as S1 S∗),
therefore S∗ 6= ∅.
(III) S∗ ∈ αD1
(a) S∗ is independent.
Let s1, s2 ∈ S∗, s1 6= s2, then there exist S1, S2 ∈ C, such that s1 ∈ S1, s2 ∈ S2 and si ∈ T for all T 1 Si ,
i ∈ {1, 2}. If S1 = S2, then s1 and s2 are not adjacent.
If S1 6= S2, we have S11 S2 or S21 S1 (as C is a chain of αD1 ), assume w.l.o.g. that S11 S2, then s1 ∈ S2
(recall the definition of S∗), so s1 and s2 are not adjacent.
(b) If there exists an (S∗, t)-arc in D2 then there exists a (t, S∗)-arc in D. Suppose by contradiction that there exists
an (S∗, t)-arc in D2 and there is no (t, S∗)-arc in D.
Let s∗1 t ∈ A(D2), with s∗1 ∈ S∗. Therefore there exists S1 ∈ C, such that s∗1 ∈ S1 and for all S1 S1, s∗1 ∈ S and
since S1 is semikernel modulo A(D1), there exists t x1 ∈ A(D), with x1 ∈ S1 and x1 6∈ S∗ (recall our assumption).
From (I) there exists s∗2 ∈ S∗, such that x1
1→ s∗2 and s∗2 19 x1, therefore s∗2 6∈ S1. We have again that there exists
S2 ∈ C, such that s∗2 ∈ S2 and for all S1 S2, s∗2 ∈ S. Observe that S21 S1, (otherwise S11 S2 and since s∗2 6∈ S1
there exists x ∈ S1 such that s∗2
1→ x and x 19 s∗2 , since D1 is asymmetrically transitive we have x1
1→ x , which
is impossible, because S1 is independent). Since S2 is a semikernel modulo A(D1) of D and s∗1 t ∈ A(D2) (recall
s∗1 ∈ S∗, s∗1 ∈ S1 and S21 S1, which implies s∗1 ∈ S2), there exists x2 ∈ S2 such that t x2 ∈ A(D). Observe that from
our assumption x2 6∈ S∗.
From (I) there exists s∗3 ∈ S∗ such that x2
1→ s∗3 and s∗3 19 x2. Thus there exists S3 ∈ C, such that s∗3 ∈ S3 and for
all S1 S3, s∗3 ∈ S, we have that S31 S2 (this can be proved in a completely similar way as we proved S21 S1), so
s∗1 ∈ S3. Since S3 is semikernel modulo A(D1) and s∗1 t ∈ A(D2), then there exists x3 ∈ S3 such that t x3 ∈ A(D). We
can observe that from our assumption x3 6∈ S∗.
Continuing this procedure, we obtain s∗i , Si and xi , such that xi 6∈ S∗, s∗i ∈ S∗ and s∗i , xi ∈ Si ∈ C and there exists
s∗i+1 ∈ S∗ such that xi
1→ s∗i+1 and s∗i+1 19 xi . Therefore, as in the previous cases, there exists Si+1 ∈ C, such that
s∗i+1 ∈ Si+1 and for all S1 Si+1, s∗i+1 ∈ S and Si+11 Si . Since Si+1 is semikernel modulo A(D1), s∗1 ∈ Si+1 and
s∗1 t ∈ A(D2), there exists xi+1 ∈ Si+1 such that t xi+1 ∈ A(D).
With this procedure we obtain the following digraph H , with V (H) = {t} ∪ {x1, x2, x3 . . .} ∪ {s∗1 , s∗2 , s∗3 . . .},
t 6∈ {x1, x2, x3 . . .}∪{s∗1 , s∗2 , s∗3 . . .}, {x1, x2, x3 . . .}∩{s∗1 , s∗2 , s∗3 . . .} = ∅ and A(H) = {s∗1 t}∪{t xi }∪{xi s∗i+1} (Notice
s∗1 t ∈ A(D2) and xi s∗i+1 ∈ Asym(D1)). We can observe the following:
• xi 6∈ S∗ for every i .
• Si < S j , for every i, j with i < j .
• s∗i ∈ S j , for each j with j ≥ i since, s∗i ∈ Si , Si ≺1 S j .• xi 6∈ S j , for all j > i , as s∗i+1 ∈ S j and s∗i+1 is not adjacent to xi .• xi 6= x j , with i 6= j , because if i < j then xi 6∈ S j and x j ∈ S j .
By Lemma 11, we can obtain a subdigraph, H∗ of H , which satisfies the previous claims and the following:
• xi x j 6∈ Asym(D1) for each i, j ∈ N with i < j . Since (x1, x2, x3, . . .) is an infinite sequence of D, then there
exists an infinite subsequence (xi1 , xi2 , xi3 . . .), such that xil xim 6∈ Asym(D1) with il < im . So H∗ is the induced
subdigraph of H with vertex set {t} ∪ {s∗1 , s∗2 , s∗3 , . . .} ∪ {xi1 , xi2 , xi3 . . .}.
We will say that the i-th branch of H∗ in D is the subdigraph of D induced by the set {s∗1 , t, xi , s∗i+1} and the i-th
sub-branch of H∗ is the vertex set {xi , s∗i+1}. Now we study the possible options for the existence of arcs between
pairs of different vertices of the i-th branch:
We have that s∗1 t ∈ A(D2), ts∗1 6∈ A(D), {s∗1 , xi } and {s∗1 , s∗i+1} are independent sets. For t xi we have:
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(1) t xi ∈ A(D1) or
(2) t xi ∈ A(D2).
For xi t we have:
(1) xi t ∈ A(D1) or
(2) xi t ∈ A(D2) or
(3) xi t 6∈ A(D).
For s∗i+1t we have:
(1) s∗i+1t ∈ A(D1) or
(2) s∗i+1t ∈ A(D2) or
(3) s∗i+1t 6∈ A(D).
Recall that we are assuming that there is no (t, S∗)-arc in D.
Case (1.1.1). This case implies (t, xi ) 6∈ A(D1), which is impossible.
Case (1.1.2). We have D[{t, xi , s∗i+1}] ∼= A13, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A10.
Case (1.1.3). We have D[{s∗1 , t, xi , s∗i+1}] ∼= A3, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A5.
Cases (1.2.1)–(1.3.3). t
1→ xi , xi 19 t , xi 1→ s∗i+1 and s∗i+1 19 xi , implies t
1→ s∗i+1, a contradiction.
Case (2.1.1). Thus D[{s∗1 , t, xi , s∗i+1}] ∼= A7, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A9.
Case (2.1.2). Then D[{t, xi , s∗i+1}] ∼= A12, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A10′′ .
Case (2.1.3). We have D[{s∗1 , t, xi , s∗i+1}] ∼= A2, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A6.
Case (2.2.1). Thus xi
1→ s∗i+1, s∗i+1 19 xi , s∗i+1
1→ t and t 19 s∗i+1, implies xi
1→ t , a contradiction.
Case (2.2.2). We have D[{t, xi , s∗i+1}] ∼= A14, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A10′ .
Case (2.2.3). We have D[{s∗1 , t, xi , s∗i+1}] ∼= A2, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A6.
Case (2.3.1). Since xi
1→ s∗i+1, s∗i+1 19 xi , s∗i+1
1→ t and t 19 s∗i+1, we have xi
1→ t , which is a contradiction.
Case (2.3.2). We have D[{t, xi , s∗i+1}] ∼= A3, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A8.
Case (2.3.3). We have D[{s∗1 , t, xi , s∗i+1}] ∼= A1, a contradiction, or D[{s∗1 , t, xi , s∗i+1}] ∼= A4.
So we have that every branch of H in D is isomorphic to Ai for some i ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}. Since there
are only eight Ai ’s and an infinite number of branches, there exists k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}, such that there are
an infinite number of branches of H in D isomorphic to Ak . Let R j1 , R j2 , . . . be such branches. Now we will prove
that
⋃
s∈N R js is isomorphic to H(k, D1).
Now, we analyse the adjacency between the following pairs of vertices:
(1) s∗i s∗j 6∈ A(D), for any i, j ∈ N.
(2) xi s∗j 6∈ A(D), i ≥ j , as s∗j , xi ∈ Si and Si is independent.
(3) s∗i x j 6∈ A(D), i ≤ j , (as s∗, x j ∈ S j ).
(4) ts∗i 6∈ A(D), because there are no (t, S∗)-arcs in D.
(5) xi x j 6∈ Asym(D1), for i > j , otherwise, since D1 is asymmetrically transitive, we have that xi s∗j+1 ∈ Asym(D1),
(remember that x j
1→ s∗j+1 and s∗j+1 19 x j ) which contradicts our hypothesis; Si is independent (note that
{xi , s∗j+1} ⊆ Si ).
(6) s∗i x j 6∈ Asym(D1), i ≥ j , otherwise, since D1 asymmetrically transitive and x j
1→ s∗j+1, s∗j+1 19 x j , we have
s∗i s∗j+1 ∈ Asym(D1), a contradiction.
So
⋃
s∈N R js is isomorphic to H(k, D1) for some k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}. Now we analyze which arc in
Asym(D) ∩ A(D1) could be a pseudodiagonal of H(k, D1).
• xi x j 6∈ Asym(D1), i < j , by the choice of H∗
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• xi s∗j 6∈ Asym(D)∩ A(D1), j > i . Assume by contradiction that xi s∗j ∈ Asym(D)∩ A(D1), with j > i . We analyse
the following cases:
(1) s∗j t ∈ A(D1). We know that ts∗j 6∈ A(D). So xi
1→ s∗j , s∗j 19 xi , s∗j
1→ t and t 19 s∗j , which implies that xi
1→ t
and t
19 xi . Therefore D[{s∗1 , t, xi , s∗j }] is isomorphic to A7, a contradiction.
(2) s∗j t ∈ A(D2). Here we have the following possibilities:
For t xi :
(a) t xi ∈ A(D1) or
(b) t xi ∈ A(D2).
For xi t :
(a) xi t ∈ A(D1) or
(b) xi t ∈ A(D2) or
(c) xi t 6∈ A(D).
Case (a.a), (b.a), (b.b) and (b.c). D[{t, xi , s∗j }] is isomorphic to A13, A12, A14 and A11, respectively, a contradiction.
Case (a.b)–(a.c). It is impossible, since implies ts∗j ∈ A(D), a contradiction.
(3) s∗j t 6∈ A(D). The possible cases are:
For t xi :
(a) t xi ∈ A(D1) or
(b) t xi ∈ A(D2).
For xi t :
(a) xi t ∈ A(D1) or
(b) xi t ∈ A(D2) or
(c) xi t 6∈ A(D).
Case (a.a). We have D[{s∗1 , t, xi , s∗j }] ∼= A3, a contradiction.
Cases (a.b)–(a.c). It is impossible, since this implies that ts∗j ∈ Asym(D1), a contradiction.
Case (b.a). We have D[{s∗1 , t, xi , s∗j }] ∼= A2, a contradiction.
Case (b.b). We have D[{s∗1 , t, xi , s∗j }] ∼= A2, a contradiction.
Case (b.c). We have D[{s∗1 , t, xi , s∗j }] ∼= A1, a contradiction.
Therefore xi s∗j 6∈ Asym(D) ∩ A(D1).
• Now we analyse the possible cases to the arcs xi t and s∗i+1t
(1) xi t ∈ A(D1) or
(2) xi t ∈ A(D2) or
(3) xi t 6∈ A(D).
and
(1) s∗i+1t ∈ A(D1) or
(2) s∗i+1t ∈ A(D2) or
(3) s∗i+1t 6∈ A(D).
Case (1.1). D[{s∗1 , t, xi , s∗i+1}] ∼= A9.
Case (1.2). D[{s∗1 , t, xi , s∗i+1}] ∼= A10 or A10′′ .
Case (1.3). D[{s∗1 , t, xi , s∗i+1}] ∼= A6 or A5.
Case (2.1) and (3.1). We have that xi s∗i+1, s∗i+1t ∈ Asym(D1) implies xi t ∈ Asym(D1), a contradiction.
Case (2.2). We have that t xi , xi s∗i+1 ∈ Asym(D1) implies ts∗i+1 ∈ Asym(D1), a contradiction, or
D[{s∗1 , t, xi , s∗i+1}] ∼= A10′ .
Case (2.3). We have that t xi , xi s∗i+1 ∈ Asym(D1) implies ts∗i+1 ∈ Asym(D1), a contradiction, or
D[{s∗1 , t, xi , s∗i+1}] ∼= A6.
Case (3.2). We have that t xi , xi s∗i+1 ∈ Asym(D1) implies ts∗i+1 ∈ Asym(D1), a contradiction, or
D[{s∗1 , t, xi , s∗i+1}] ∼= A8.
Case (3.3). We have that t xi , xi s∗i+1 ∈ Asym(D1) implies ts∗i+1 ∈ Asym(D1), a contradiction, or
D[{s∗1 , t, xi , s∗i+1}] ∼= A4.
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Therefore H(k, D1) has no pseudodiagonal in Asym(D) ∩ A(D1), which contradicts the hypothesis on H(k, D1).
We conclude that there exists a (t, S∗)-arc in D.
So we have that S∗ ∈ αD1 and is an upper bound of C. Hence by Zorn’s Lemma, we conclude that (αD1 ,1) has a
maximal element S.
• Let S be an element in αD1 , but not a kernel of D, then BS 6= ∅, and S′ a nonempty semikernel modulo A(D1) of
D[BS].
(1) TS ∪ S′ ∈ αD1 . Remember that TS = {v ∈ S | there is no (v, S′)-arc in D1}.
(I) TS ∪ S′ is independent. Since TS ⊆ S and S is independent, we have that TS is independent. Since S′ is a
semikernel of D[BS] modulo A(D1) it follows that S′ is independent.
So we only need to prove that there is no arc in D between TS and S′.
(I.1) There is no arc from TS to S′.
By contradiction suppose that there exists t ∈ TS and n ∈ S′ such that tn ∈ A(D).
If tn ∈ A(D1) we obtain a contradiction to the definition of TS .
If tn ∈ A(D2) we have t ∈ TS ⊆ S and S is semikernel modulo A(D1), therefore there is an (n, S)-arc in D,
but n ∈ S′ ⊆ BS and this contradicts the definition of BS .
(I.2) There is no arc from S′ to TS .
This follows directly from the definition of BS and the facts S′ ⊂ BS and TS ⊆ S.
(II) TS ∪ S′ is a semikernel modulo A(D1) of D. We only need to prove that, if there exists a (TS ∪ S′, z)-arc
in D − A(D1) then also there exists a (z, TS ∪ S′)-arc in D.
We will proceed by contradiction:
Let us suppose that there exists a (TS ∪ S′, z)-arc in A(D2) and let t z be such an arc, and assume that there is
no (z, TS ∪ S′)-arc in D.
We will analyze the possibles cases for t and z:
(A) t ∈ TS or
(B) t ∈ S′.
and
(A) z ∈ BS − S′ or
(B) z ∈ D − (S ∪ BS) or
(C) z ∈ S − TS .
Case (A.A). t z ∈ D2 and S is semikernel modulo A(D1), then there exists a (z, S)-arc, and this contradicts the
definition of BS .
Case (A.B). t ∈ TS ⊂ S and S is semikernel modulo A(D1) of D, then there exists a (z, S)-arc in D. From this
case we obtain two more cases: (1) there exists (z, TS)-arc or (2) there exists (z, S − TS)-arc.
(A.B.1) We have a (z, TS ∪ S′)-arc.
(A.B.2) Let zs be the (z, S−TS)-arc, by the definition of TS , there exists x0 ∈ S′ such that s 1→ x0 and x0 9 s,
we obtain the path (t, z, s, x0) and we have the following properties of this path:
• zt, zx0 6∈ A(D), since {x0, t} ⊆ TS ∪ S′.
• ts, st 6∈ A(D), thus S is independent.
• t x0, x0t 6∈ A(D), since TS ∪ S′ is independent.
Also we know that t z ∈ A(D2) and sx0 ∈ A(D1), but x0s 6∈ A(D). Now we analyze the options to the other arcs:
For zs we have:
(a) zs ∈ A(D1) or
(b) zs ∈ A(D2).
For sz we have:
(a) sz ∈ A(D1) or
(b) sz ∈ A(D2) or
(c) sz 6∈ A(D).
For x0z, we have:
(a) x0z ∈ A(D1) or
(b) x0z ∈ A(D2) or
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(c) x0z 6∈ A(D).
Subcase (a.a.a): We have that s
1→ x0 and x0 19 s, x0 1→ z and z 19 x0, then, (D1 is asymmetrically transitive)
s
1→ z and z 19 s, contradicting z 1→ s.
Subcase (a.a.b): We have D[{z, s, x0}] ∼= A13, a contradiction.
Subcase (a.a.c): We have D[{t, z, s, x0}] ∼= A3, a contradiction.
Subcases (a.b.a)–(a.c.c): Since z
1→ s, s 19 z, s 1→ x0 and x0 19 s, then z 1→ x0 and x0 19 z, (as D1 is
asymmetrically transitive), a contradiction.
Subcase (b.a.a): We have D[{t, z, s, x0}] ∼= A7, a contradiction.
Subcase (b.a.b): We have D[{z, s, x0}] ∼= A12, a contradiction.
Subcase (b.a.c): We have D[{t, z, s, x0}] ∼= A2, which is a contradiction.
Subcase (b.b.a) and (b.c.a): We have that s
1→ x0 and x0 19 s, x0 1→ z and z 19 x0, then s 1→ z and z 19 s, which
is impossible in this case.
Subcase (b.b.b): We have D[{z, s, x0}] ∼= A14, a contradiction.
Subcase (b.b.c): We have D[{t, z, s, x0}] ∼= A2, a contradiction.
Subcase (b.c.b): We have D[{z, s, x0}] ∼= A11, a contradiction.
Subcase (b.c.c): We have D[{t, z, s, x0}] ∼= A1, a contradiction.
Case (A.C). It is impossible, since S is independent.
Case (B.A). Since S′ is semikernel modulo A(D1) de BS , then exists a (z, S′)-arc and then a (z, TS ∪ S′)-arc.
Case (B.B). We have a (z, S)-arc in D, since z 6∈ BS . If there exists a (z, TS)-arc then we have a (z, TS∪S′)-arc.
Otherwise, there exists an arc zs, with s ∈ S − TS .
In this case, the definition of TS implies that there exists x0 ∈ S′ such that sx0 ∈ A(D1) and x0s 6∈ A(D). First
suppose that t = x0; then we have the triangle (t, z, s, t), and we know the following claims:
• t z ∈ A(D2) and zt 6∈ A(D).
• st ∈ A(D1) and ts 6∈ A(D).
We will see the options for the arc zs: (a) If zs ∈ Asym(D) ∩ A(D1), then zt ∈ A(D1) (D1 is asymmetrically
transitive) and (b) if zs ∈ Asym(D) ∩ A(D2), then D[{t, z, s}] ∼= A11. (c) If zs ∈ Sym(D) ∩ A(D2) then
D[{t, z, s}] ∼= A12 or A14 and (d) zs ∈ Sym(D) ∩ A(D1), then D[{t, z, s}] ∼= A13. A contradiction.
Then t 6= x0, we have the directed path (t, z, s, x0), with the following properties:
• zt, zx0 6∈ A(D), otherwise there exists a (z, TS ∪ S′)-arc.
• t x0, x0t 6∈ A(D), as S′ is independent.
• ts 6∈ A(D), by the definition of BS and st 6∈ A(D), otherwise, we would be in the case (i).
• x0s 6∈ A(D), by the definition of BS .
• t z ∈ A(D2) and sx0 ∈ A(D1).
Observe that this path is similar to the path in the case (A.B.2) and it has the same properties; thus, in a completely
similar way we get a contradiction.
Case (B.C). This case is impossible, in view of the definition BS .
Therefore we conclude that if there exists a (TS ∪ S′, z)-arc in D2 then there exists a (z, TS ∪ S′)-arc.
(2) TS ∪ S′1 S. Let s ∈ S be, if s ∈ TS then there exists s′ = s ∈ TS ∪ S′. If s 6∈ TS then s ∈ S − TS and the
definition of TS implies that there exists x ∈ S′ such that s 1→ x and since s ∈ S, x ∈ S′ ⊆ BS , it follows from
the definition of BS that x
19 s.
(3) TS ∪ S′ 6= S. The definition of S′ implies S′ 6= ∅ and S′ ∩ S = ∅ therefore there exists n ∈ S′ such that n 6∈ S.
• Let S0 be a maximal element and S ∈ αD1 with S≺1 S0. If x ∈ S then (a) x ∈ S0 or (b) there exists x0 ∈ S0, such
that, x
1→ x0, but x0 19 x , i.e, x ∈ Γ−(S0), thus, in any case we have that x ∈ S0 ∪ Γ−(S0). 
Remark 13. Although (iv) of P(αD1 ,6) is not necessary to prove the existence of a kernel, we proved that digraphs
which satisfy the hypothesis of the Theorem 12 satisfy the property P(αD1 ,6) for future work, where we will give
structure of kernel-perfect and critical kernel imperfect digraph.
The followings results are consequences of the Theorems 10 and 12.
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Theorem 14. Let D be a digraph and D1 an asymmetrically transitive subdigraph of D without infinite outward path
contained in Asym(D1). If every induced subdigraph of D has nonempty semikernel modulo A(D1), D is βD1 -free
and every subdigraph of D isomorphic to H(k, D1), with k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}, has a pseudodiagonal in
Asym(D) ∩ A(D1) then D is kernel perfect.
Proof. By Theorem 12, D satisfies the property P(αD1 ,≤), then, by Theorem 10, D has a kernel and since every
induced subdigraph of D satisfies the hypothesis of the Theorem 14, we conclude that every induced subdigraph of D
has a kernel, therefore, D is a kernel perfect digraph. 
A digraph D is locally finite, (resp. outward locally finite) if for every vertex v ∈ V (D), we have that δ+(v) and
δ−(v), (resp. δ+(v)) are finite. D is called a locally semicomplete digraph, whenever for every vertex v ∈ V (D), the
underlying graph of the subdigraph of D induced by the neighbourhood of v, Nv = {u ∈ V (D) | vu ∈ A(D) or uv ∈
A(D)}, is complete.
Corollary 15. Let D be a digraph and D1 an asymmetrically transitive subdigraph of D. If D has no infinite outward
path contained in Asym(D1), D is βD1 -free, every induced subdigraph of D has nonempty semikernel modulo A(D1)
and D is an outward locally finite digraph (a locally finite digraph, a locally semicomplete digraph) then D is a kernel
perfect digraph.
Clearly D contains no subdigraphs isomorphic to H(k, D1), k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}.
Theorem 16. Let D be a digraph and D1 an asymmetrically transitive subdigraph of D. If D has no infinite outward
path contained in Asym(D1), D is ΓD1 -free and every induced subdigraph of D has a nonempty semikernel modulo
A(D1) then D is a kernel perfect digraph.
Proof. Since D is ΓD1 -free, then D is βD1 -free and has no subdigraph isomorphic to H(k, D1) with k ∈{4, 5, 6, 8, 9, 10, 10′, 10′′}, thus the result follows from Theorem 14. 
The following results are consequences of the Theorem 16:
Theorem 17 (Galeana-Sa´nchez, [11]). Let D be a finite digraph and let D1 be an asymmetrically transitive
subdigraph of D. If D is βD1 -free and every induced subdigraph of D has nonempty semikernel modulo A(D1)
then D is a kernel perfect digraph.
Proof. Clearly a finite digraph contains no subdigraph isomorphic to H(k, D1), k ∈ {4, 5, 6, 8, 9, 10, 10′, 10′′}. 
The following two theorems are consequence of Theorem 16. Taking D1 as follows: V (D1) = V (D) and
A(D1) = ∅
Theorem 18 (V. Neumann-Lara, [14]). Let D be a digraph. If every induced subdigraph has a nonempty semikernel
then D is kernel perfect.
Theorem 19. If D is a symmetrical digraph, then has a kernel.
Theorem 20. Every transitive digraph which has no asymmetrical infinite outward path has a kernel.
Proof. Taking D1 = D we have that D1 is asymmetrically transitive and it is easy to prove that the hypothesis of
Theorem 16 is satisfied. 
Definition 21. A digraph D is a quasi-transitive digraph whenever {uv, vw} ⊆ A(D) implies {uw,wu} ∩ A(D) 6= ∅.
Theorem 22. If D is a quasi-transitive digraph such that every directed triangle contained in D is symmetrical and
D has no asymmetrical infinite outward path, then D is a kernel perfect digraph.
Proof. Clearly, D = D1 is an asymmetrically transitive digraph which has no infinite outward path contained in
Asym(D1) and every induced subdigraph of D has a nonempty semikernel modulo A(D1). It is easy to prove that D
is a ΓD1 -free digraph. (Notice A(D2) = ∅). Thus Theorem 22 follows from Theorem 16. 
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Theorem 23. Every bipartite digraph has a kernel
Proof. Let D be a bipartite digraph and (A, B) a bipartition. We take D1 and D2, as follows, V (D1) = V (D2) =
V (D), A(D1) = {xy ∈ A(D) | x ∈ A and y ∈ B} and A(D2) = {xy ∈ A(D) | x ∈ B and y ∈ A}. And the result is a
direct consequence of Theorem 16. 
Definition 24 (Duchet, [7]). A digraph D is called right-pretransitive, (resp. left-pretransitive), if uv, vw ∈ A(D)
implies that uw or wv ∈ A(D), (resp. uw or vu ∈ A(D)).
Lemma 25. Let D be a right-pretransitive digraph or a left-pretransitive digraph. If D has no asymmetrical infinite
outward paths, and ∅ 6= U ⊆ V (D), then there exists x ∈ U such that xy ∈ A(D) with y ∈ U implies yx ∈ A(D).
Lemma 26. Let D be a digraph and D1 a subdigraph of D; if D1 is a right-pretransitive digraph or a left-
pretransitive digraph, which has no asymmetrical infinite outward path, then every induced subdigraph of D has
a nonempty semikernel modulo A(D1).
It is a direct consequence of Lemma 25
Theorems 27, 28 and 36, Corollaries 30–35 and Corollaries 37–39 are direct consequences of Lemma 26 and
Theorem 16.
Theorem 27 (Duchet, [7]). If D is a finite right-pretransitive or left-pretransitve digraph then D is kernel perfect.
Theorem 28 (Galeana-Sa´nchez, Rojas-Monroy, [12]). Let D be a digraph. If there exists two subdigraphs of D,
D1 and D2, such that D = D1 ∪ D2 (A(D1) ∩ A(D2) = ∅), where D1 is a right-pretransitive digraph, D2 is a
left-pretransitive digraph and Di contains no asymmetrical infinite outward path for i ∈ {1, 2}. Then D is kernel
perfect.
Remark 29. The union of two right-pretransitive digraphs or left-pretransitive digraphs is not necessarily kernel
perfect: Let V (DR1) = V (DR2) = {u, v, w, x}, A(DR1) = {xu, uw,wu, vw}, A(DR2) = {uv, xv, vx, wx}
be and DR is the union of two right-pretransitive digraphs DR1 and DR2 , and it has no kernel. Let V (DL1) =
V (DL2) = {u, v, w, x}, A(DL1) = {uv, uw,wu, wx}, A(DR2) = {xu, xv, vx, vw} be and DL is the union of
two left-pretransitive digraphs DL1 and DL2 , and it has no kernel.
Corollary 30. Let D be a digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1) ∩ A(D2) = ∅), with D1 an asymmetricall digraph, Di is left-pretransitive digraph which contains no
asymmetrical infinite outward path, i ∈ {1, 2}, then D is kernel perfect.
Corollary 31. Let D be a finite digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1) ∩ A(D2) = ∅), where every directed triangle is symmetrical, D is {A3}-free and Di is a left-pretransitive
digraph, i ∈ {1, 2}, then D is kernel perfect.
Corollary 32. Let D be a digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1)∩ A(D2) = ∅), where every directed triangle is symmetrical, D is {A3, A5}-free and Di is a left-pretransitive
digraph without asymmetrical infinite outward paths, i ∈ {1, 2}, then D is kernel perfect.
Corollary 33. Let D be a finite digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1) ∩ A(D2) = ∅), where every directed triangle is symmetrical, D is {A2}-free and Di is a right-pretransitive
digraph, i ∈ {1, 2}, then D is kernel perfect.
Corollary 34. Let D be a digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1) ∩ A(D2) = ∅), where every directed triangle is symmetrical, D is {A2, A6, A10′}-free and Di is a right-
pretransitive digraph without asymmetrical infinite outward paths, i ∈ {1, 2}, then D is kernel perfect.
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Fig. 3. A2, A14.
Fig. 4. The hypothesis of Theorem 14 is tight.
Corollary 35. Let D be a digraph. If there exist two subdigraphs of D, D1 and D2, such that D = D1 ∪ D2
(A(D1) ∩ A(D2) = ∅), with D{A2, A6, A10′ , A14}-free and Di is a right-pretransitive digraph without asymmetrical
infinite outward paths, i ∈ {1, 2}, then D is kernel perfect.
Theorem 36 (Sands, Sauer, Woodrow, [16]). Let D be a digraph; if there exists two transitive subdigraphs of D, D1
y D2 such that D = D1 ∪ D2 (no necessarily disjoints) and Di has no infinite outward path, then D is kernel perfect.
Corollary 37. Let D be a digraph and H a subdigraph of D such that Asym(D) ⊂ H. If H =
D1 ∪ D2 with Di transitive digraphs without asymmetrical infinite outward path, i ∈ {1, 2} and D is
{A2, A6, A7, A9, A10′ , A10′′ , A12, A14}-free then D is kernel perfect.
Corollary 38. Let D be a digraph and let H be a subdigraph of D such that Asym(D) = H. If H = D1 ∪ D2 with
Di transitive without infinite outward path, i ∈ {1, 2}. If D is {A2, A14}-free then D is kernel perfect.
Corollary 39. Let D be a digraph {A′2, A′14}-free (see Fig. 3) and without asymmetrical infinite outward paths. If
Asym(D) is a bipartite digraph then D is kernel perfect.
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Remark 40. The hypothesis, D is βD1 -free, in the Theorem 14 is tight. Bi is a digraph (Fig. 4 and B11 ∼= A11), such
that:
(i) Bi contains Ai as an induced subdigraph.
(ii) Bi contains no A j for j 6= i as an induced subdigraph.
(iii) D1 is asymmetrically transitive.
(iv) Every induced subdigraph of Bi has a nonempty semikernel modulo A(D1).
(v) Bi has no kernel.
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