In the Majorana or stellar representation of quantum states, an arbitrary pure state of a spin-1 system is represented by a pair of unit vectors. The squared modulus of the inner product of two spin-1 states is given by an expression involving their four Majorana vectors. Starting from this expression, a purely geometrical derivation is given of the MUBs and SIC-POVMs of a spin-1 system. In the case of the MUBs, the additional assumption of timereversal invariance is required but it confers a number of benefits: it determines the point symmetries of the MUBs (or, more precisely, of their Majorana vectors in ordinary three-dimensional space); it shows that a maximal set of MUBs is unique; and it allows all the unextendible sets of bases to be deduced. Most of the results in this paper are not new and duplicate those obtained earlier by other methods, but the Majorana approach nevertheless illuminates them from a new point of view. In particular, it reveals the MUBs and SICs as symmetrical sets of vectors in ordinary three-dimensional space, in contrast to the usual description of them as vectors in a generally complex and multidimensional Hilbert space. The possible utility of this viewpoint is discussed.
Introduction
Mutually unbiased bases (MUBs) [1] - [9] and Symmetric Informationally Complete Positive Operator Valued Measures [10] - [27] (SIC-POVMs, or SICs for short) are important features of finite quantum systems that have been studied both for their interest in connection with the foundations of quantum mechanics and their practical applications [28] - [31] . We first recall their definitions in a d-dimensional Hilbert space.
Two orthonormal bases, |ψ [8] . A set of MUBs is said to be unextendible if there does not exist a single additional basis that is unbiased to all the bases in the set 1 .
Turning next to SICs, a set of d 2 normalized states, |ψ j with j = 1, ..., d 2 , is said to form a SIC if | ψ i |ψ j | 2 = 1 d+1 for all i = j. It was conjectured by Zauner [10] that SICs exist in all finite complex dimensions d. The article [24] surveys a large number of SICs that have been found in dimensions 1 to 67, and it is believed that they exist in other dimensions as well, but a proof of Zauner's conjecture is still lacking. Both MUBs and SICs are of interest in connection with quantum tomography or the problem of determining an unknown quantum state of which a number of copies are available [1] , [2] , [19] . MUBs use only projective (or von Neumann) measurements to accomplish this task, but SICs use generalized measurements that involve coupling the system to an ancilla and then making measurements on the ancilla.
The purpose of this paper is to show how the Majorana description of a spin-1 system can be used to deduce its MUBs and SICs. The only tool used for this purpose is an expression for the squared overlap of two states in terms of their Majorana vectors (as well as a supplementary assumption in the case of the MUBs). The best way of setting the stage for the derivations to be presented below is to show how the Majorana approach can be used to deduce the MUBs and SICs of a spin-half system. An arbitrary (pure) state of a spin-half system can be represented by a point on the unit sphere and written as |a , where a is the unit vector from the center of the sphere to the point. The "overlap" of two states |a and |b , defined as | b|a | 2 , is given in terms of their unit vectors by
Two states are said to orthogonal, unbiased or equiangular 2 if their overlap is 0, 1/2 or 1/3, respectively. Thus two states are orthogonal if their vectors are oppositely directed, unbiased if their vectors are perpendicular and equiangular if their vectors make an angle of cos −1 (− 1 3 ) with each other. The problem 1 In the terminology of [9] , such a set is said to be weakly unextendible. A strongly unextendible set is one for which not even a single state can be found that is unbiased with respect to all the bases in the set. 2 The term equiangular seems apt since the states of a SIC all have this overlap with each other.
now is to use these definitions to deduce the MUBs and SICs of a spin-half system.
Begin with the MUBs. The states of any basis can be represented by a pair of diametrically opposite points on the unit sphere. The points corresponding to two mutually unbiased bases lie at the ends of two mutually perpendicular diameters. Since a sphere can have no more than three mutually perpendicular diameters, it follows that the maximum number of mutually unbiased bases is three. The points representing the states of these bases lie at the vertices of a regular octahedron, and rotating the octahedron rigidly about its center yields an infinite family of MUBs whose members are all unitarily equivalent to each other.
Next consider the SICs. It follows, from the equiangularity condition, that the points representing any two states of a SIC subtend an angle of cos
) at the center of the sphere. However this angle is just the angle subtended by an edge of a regular tetrahedron at its center, and shows that the SIC must consist of four states whose representative points lie at the vertices of a regular tetrahedron (with no possibility of adding any further points to the set). Rotating this tetrahedron rigidly about its center yields an infinite family of SICs whose members are all unitarily equivalent to each other.
The problem taken up in this paper is that of extending the above derivations to a spin-1 system. The task is now more challenging because a pure state of a spin-1 system is described by a pair of unit vectors and the formula for the overlap (the analog of Eq. (1)) is more complicated. We present the needed formula in Sec.2 and use it to deduce the conditions that the vectors of a pair of states must satisfy if they are to be orthogonal, unbiased or equiangular. In Sec.3 we use the orthogonality and unbiasedness conditions, together with the assumption of time-reversal invariance, to deduce both a maximal set of MUBs as well as all the unextendible sets of MUBs of a spin-1 system. In Sec. 4 we use the equiangularity condition to derive two different SICs for a spin-1 system, the first consisting of an infinite family of members and the second of a single member. Finally, in Sec.5, we discuss the significance of the results obtained in this paper and also attempt to look ahead.
Overlap formula for spin-1 states
In the Majorana approach [32] - [37] a pure state of a spin-1 system is represented by a pair of unit vectors, which we will refer to as its Majorana vectors or M-vectors. We will write a state as |a 1 , a 2 , where a 1 and a 2 are its Mvectors. We will distinguish between three different types of spin-1 states (see Fig.1 ): those whose M-vectors are parallel, which we will refer to as coherent states or C-states; those whose M-vectors are antiparallel, which we will refer to as anticoherent states or A-states; and those whose M-vectors make an arbitrary angle with each other, which we will refer to as devious states or D-states. Of course, C-and A-states are just special cases of D-states, and it is possible to turn these different types of states into each other by means of SU(3) transformations. However there are some physical processes, such as evolution in a uniform magnetic field (described by a SU(2) transformation), that do not mix these different types of states and make it worthwhile to maintain the distinction. Quite irrespective of this, the distinction will be seen to be of value in the purely kinematic considerations we present below. The main tool we will need in this paper is an expression for the overlap of two spin-1 states in terms of their M-vectors. It is given by
where
. A derivation of this formula can be found in the Appendix. Two spin-1 states are identical, orthogonal, unbiased or equiangular if their overlap is 1,0, , respectively. Using (2), these conditions can be written as Identity:
3 While such a formula will not come as a surprise to many, published references to it are hard to find. To our knowledge, it was first published in [41] .
Orthogonality:
Equiangularity:
Two states satisfy the condition for identity, Eq. (3), if and only if a 1 and a 2 are equal to b 1 and b 2 (in either order). The task now is to use (3)- (6) to work out the MUBs and SICs of a spin-1 system.
MUBs of a spin-1 system
We present the argument leading to the MUBs in a number of steps.
3.1
We take as our first basis the CAC basis consisting of the C-state |z, z , the A-state |z, −z and the second C-state | − z, −z , where z is a unit vector along the positive z-axis (see Fig.2 ). This is the standard angular momentum basis, consisting of the states with spin component +1, 0 or −1 along the zaxis. There is no loss of generality in this choice, because any other basis can always be brought into this form by a suitable SU(3) transformation.
3.2 Any other state of the MUBs must be unbiased to each of the states of the CAC basis. We will see that this implies a strong constraint on the form that the other states can have. Let |b 1 , b 2 be any other state of the MUBs. Then requiring that it be unbiased to each of the states of the CAC basis leads, via (5) , to the three equations
). These equations imply that b 2z = −b 1z and
; in other words, the vectors b 1 and b 2 lie on the upper and lower halves of a double-cone of semi-vertex angle θ (say) and make an angle of cos −1 (−3 cos 2 θ) with each other (see Fig.3 ). The angle θ is clearly limited Fig. 2 The CAC basis, consisting of (a) a C-state with both M-vectors pointing up, (b) an A-state with one vector pointing up and the other down, and (c) a second C-state with both vectors pointing down. This is the standard angular momentum basis, with the states having a spin-component of +1, 0 or −1 along the vertical, which is the z-direction. This basis is also the first of the four bases of the maximal MUB constructed in this paper, whose other three bases are shown (partially) in Fig.3 and described more completely in its caption.
to the range cos −1 (
The two limiting cases of the "double-cone" states are worth noting:
• , the angle between the M-vectors is π and the state degenerates into an A-state. 
where the vector a 1 lies on the upper half of the double-cone and a 2 on the lower half, and φ is the relative azimuthal angle between them. It follows from the result a 1 · a 2 = −3 cos 2 θ, established above, that φ = cos −1 (−2 cot 2 θ), where for definiteness we will take φ to be in the second quadrant.
3.3
We next look for other double-cone states that are unbiased or orthogonal to the states on the double-cone of angle θ. It is at this point that we make a supplementary assumption to ease further progress. The assumption is that any set of MUBs, as a whole, is invariant under the time-reversal operation, possibly followed by a rotation. What this means will now be explained. Un- • about the z-axis gives two other states that form a basis together with the original state. Rotating this basis rigidly about the z-axis until it has the right orientation relative to the two special bases described in (a) produces the fourth basis of the MUB. See Table  1 for a listing of the M-vectors of all the states in this MUB.
der time reversal, the M-vectors of any state go into their negatives 4 , i.e. the state |a 1 , a 2 goes into | − a 1 , −a 2 . Our assumption is that the transformed state | − a 1 , −a 2 either coincides with some state of the system or else can be brought into such coincidence by a rigid rotation of all the M-vectors about some axis. If an additional rotation is needed, it is clear that it must be about the z-axis, because it would otherwise transform the CAC basis into a similar basis about some other axis, which would not be unbiased to the original one. If Θ is the time-reversal operation and R a suitable rotation about the z-axis (possibly the identity), our supplementary assumption can be stated as follows:
The states of a set of MUBs are invariant under the product operation ΘR, in the sense that the M-vectors of any state either go back into those of the state itself or those of some other state in the set.
Let us first suppose that the rotation R is not the identity and see what it might possibly be. Since a set of MUBs consists of a finite number of states, and therefore of M-vectors, it follows that some integer power of ΘR must be the identity. The power must clearly be even, since an odd power would be proportional to Θ and could not equal the identity. Thus we must have that
where k is an integer and I is the identity operator. This implies that R must be a rotation by the angle 2π/2k about the z-axis. If k is even, (ΘR)
which is a rotation by π about the z-axis. But if k is odd, (ΘR) k = ΘR k , which is a reflection in the x-y plane. We now consider each of these possibilities in turn.
3.4
Consider first the case of k even, when the system is invariant under a rotation by π about the z-axis. Under such a rotation a double-cone state will go into a state different from itself, and it remains to be seen if this state can be orthogonal or unbiased to the original state. Let the M-vectors of the original state be a 1 = (ã 1 , cos θ) and a 2 = (ã 2 , − cos θ), where θ is the half-angle of the double cone andã 1 andã 2 are vectors in the x-y plane obeying the relationsã 1 ·ã 1 =ã 2 ·ã 2 = sin 2 θ andã 1 ·ã 2 = −2 cos 2 θ. After the rotation by π about the z-axis, the M-vectors of the new state are b 1 = (−ã 1 , cos θ) and b 2 = (−ã 2 , − cos θ). The orthogonality and unbiasedness conditions, (4) and (5), are satisfied by the original and rotated states only if θ = 0, but this is impossible for a double-cone state and so we must conclude that the case of k even is ruled out.
3.5
Next consider the case of k odd, for which a reflection in the x-y plane is a symmetry of the system. Under such a reflection the double-cone state with parameters a 1 = (ã 1 , cos θ) and a 2 = (ã 2 , − cos θ) goes into the state with parameters b 1 = (ã 1 , − cos θ) and b 2 = (ã 2 , cos θ) (whereã 1 andã 2 are as defined in Subsection 3.4). From (3)-(5) it follows that the condition for the original and reflected states to be identical, orthogonal or unbiased is
respectively. The first equation shows that the reflected state is identical to the original state if θ = π/2, which is not surprising since the double-cone then degenerates into the x-y plane. The second equation has no solutions in the allowed range for double-cone states while the third has the single solution
• . Thus we find that there are just two doublecones, namely those with semi-vertex angles of θ d and π 2 , that can house all the remaining states of the MUBs.
It remains to fix the value of k. The order of the symmetry group generated by ΘR is 2k. If k = 1, a state on the double cone θ d contributes two states and a state on the double-cone π/2 one state (just itself) to the MUBs, which falls well short of the number required. However if k = 3, a state on θ d contributes six states and a state on π/2 three states, and these together with the three states of the CAC basis would lead to a total of 12 states, which is just the number needed to make up a set of four MUBs in d = 3. If k is 5 or larger, one would clearly have more states than needed (or even possible). Thus the only possible solution, if there is one, is with k = 3. We now proceed to flesh out this solution.
Let R 6 be a rotation by 2π/6 about the z-axis. Then applying the operations (ΘR 6 ) j for j = 1, .., 6 to an arbitrary state on the double-cone θ d leads to six states, with the three for j = 2, 4 and 6 forming a basis and the other three forming another basis that is unbiased to the earlier one 5 . Applying the same operations to an arbitrary state on the double-cone π/2 leads to just three distinct states that form a basis. At this point we have in hand four bases: the original CAC basis; two bases on the double-cone θ d that are the reflections of each other in the horizontal plane; and a basis on the double-cone π/2, which is its own reflection in the horizontal. The only pairs of bases in this set that are not mutually unbiased are the ones involving the basis on π/2 and one of the bases on θ d . However this problem can easily be rectified by rotating the basis on π/2 relative to the ones on θ d , and we now turn to this task.
Consider a state on the double-cone
• and φ d = cos
• . We take the M-vectors of a state on the double-cone π/2 to be b 1 = (cos φ h , sin φ h , 0) and b 2 = (− sin φ h , cos φ h , 0), where φ h is an "offset" angle that must be chosen to make this state unbiased to the state on the double-cone θ d . Using the expressions just given for a 1 , a 2 and b 1 , b 2 in (5) • and the solutions to the quadratic are φ h ± 2π/3; these determine three states on the double-cone π/2 that form a basis and that are also unbiased to the state we picked on the double-cone θ d . Not only that, it turns out that the three states we have found are also unbiased to the five states on the double-cone θ d obtained by applying powers of the operator ΘR 6 to the state we originally picked. In other words, the process of fixing the offset angle φ h has had the unintended, but highly desirable, consequence of making the basis on the double-cone π/2 unbiased to both the bases on the double-cone θ d . We have thus succeeded in constructing a set of four mutually unbiased bases of a spin-1 system. 
) ( Table 2 with those obtained by more conventional methods, and we proceed to do this next.
A standard way of obtaining the MUBs of a spin-1 system (or qutrit) is by using the operators of its Pauli group. The two basic operators, Z and X, act on the computational basis states (|0 , |1 and |2 ) as follows: Z|j = ω j |j and X|j = |j + 1 (mod3) , where j = 0, 1, 2 and ω = exp(i2π/3). One can introduce two further operators Y = XZ and W = XZ 2 and the four bases of the system can then be obtained as the simultaneous eigenstates of the Table 2 MUB of a spin-1 system, with the states shown as rays in CP 2 . The placement of the states and bases is identical to that in Table 1 . The states in the first row are those of the standard angular momentum basis (with spin component +1, 0 or −1 along the z-axis). Note: ω = exp(i2π/3) and c = exp(iφ d /2), with φ d being the same angle as in Table 1 .
. The MUBs obtained in this way are shown in Table 3 . The connection between the states of Tables 2 and 3 is simply this: if one subjects the states of Table 2 to a clockwise rotation by φ R = (
3 ) about the z-axis, they go into the states of Table 3 . This rotation is described by the unitary matrix U = diag(exp(iφ R , 1, exp(−iφ R )), and one can verify that applying it to the states of Table 2 yields the states of Table 3 .
The maximal set of MUBs of a spin-1 system that we have constructed using the Majorana approach is unique, since there was no freedom at any point in its construction. All other MUBs are unitarily equivalent to this one.
3.6
We must finally consider the possibility, noted toward the end of Subsection 3.3, that the time-reversal operation Θ is itself a symmetry of the system without the need for an additional rotation. To investigate this, we consider the double-cone state a 1 = (sin θ, 0, cos θ), a 2 = (sin θ cos φ, sin θ sin φ, − cos θ) with φ = cos −1 (−2 cot 2 θ) and its time-reversed version b 1 = (− sin θ, 0, − cos θ), b 2 = (− sin θ cos φ, − sin θ sin φ, cos θ) and examine whether they can be identical, orthogonal or unbiased to each other. From (3)- (5) 
respectively. The states are identical if θ = cos
, which is not surprising because the original state is then an A-state and its own inverse; however Table 3 MUB of a spin-1 system based on operators of the Pauli group. Each line shows a basis made up of the simultaneous eigenstates of the pair of commuting operators shown to the left. The placement of the states and bases is identical to that in Tables 1 and 2 . A simple unitary transformation can be used to turn the states in Table 2 into the ones shown here (see text for details).
nothing new results from this. The condition for orthogonality cannot be satisfied for any value of θ. The condition for unbiasedness can be satisfied if cos θ = ± • . In other words, the state whose M-vectors have the spherical angles (θ I , 0) and (π − θ I , φ I ) is unbiased to the state whose M-vectors are the negatives of these. Each of these states forms a basis together with the two other states obtained by subjecting it to a threefold rotation about the z-axis, and the two bases are unbiased to each other as well as the CAC basis. Inversion symmetry alone does not allow any further bases to be added to this set, and so this set of three mutually unbiased bases is unextendible [9] . It is also unique, up to unitaries, since there was no freedom in its construction. Tables 4 and 5 show the states of this basis in two alternative forms. The M-vector representation of Table 4 makes the C 3i point symmetry of the system explicit. The simple form of the rays shown in Table 5 was obtained by rotating the M-vectors in Table 4 about the z-axis by a suitable angle before casting them into rays, as explained in the caption to the table.
Finally we note that there are an infinite number of unextendible sets of pairs of mutually unbiased bases: the CAC basis, together with a basis lying on an arbitrary double-cone, constitute such a set. Only if the double-cone has the special angle of θ I , or if we consider a pair of double-cones with the angles θ d and π/2, is it possible to go up to a set of three or four MUBs. Table 4 were rotated clockwise about the z-axis by the angle
in order to achieve the simple form shown here.
SICs of a spin-1 system
A SIC of a spin-1 system is a set of 9 (normalized) states such that the overlap between any pair of states is 1/4. If two states are to be members of a SIC, their M-vectors must obey the equiangularity condition (6) . Let us first try to identify two states of the same type (i.e., C,A or D) that are equiangular. Begin with the case of C-states. Putting a 1 = a 2 = a and b 1 = b 2 = b in (6) reduces it to (a·b) (a·b)+2 = 0, whose only solution is a·b = 0. This implies that two C-states are equiangular only if their axes are orthogonal. Three Cstates whose axes are mutually orthogonal are also mutually equiangular, and it is clear that this is the maximum number of mutually equiangular C-states there can be. Note that these three C-states have a threefold axis of symmetry passing between them.
Let us next identify a pair of A-states that are equiangular. Putting a 1 = −a 2 = a and b 1 = −b 2 = b in (6) reduces it to a · b = ±1/2, implying that two A-states are equiangular only if a vector of one makes an angle of 60
• or 120
• with a vector of the other. It is not hard to see that one can find a third A-state that forms an equiangular triad with the other two and, moreover, that this can be done in two different ways: one is to have all the A-states lie in a plane with their vectors pointing towards the vertices of a regular hexagon, and the other is to have the axes of the A-states equally spaced around a double-cone of semi-vertex angle cos −1 ( 2/3). As in the case of the C-states, both these configurations have a threefold axis of symmetry.
The above observations motivate us to define an equiangular triad (or etriad) as a set of three mutually equiangular states whose M-vectors are related by a threefold rotation about a common axis. Taking the rotation axis to be the z-axis, we can write the M-vectors of the three states (in angular form) as
The general equation determining all the etriads that can exist can be found by substituting any pair of the states in (11) into (6) . All three pairs give rise to exactly the same condition, namely,
We can pick out a number of interesting etriads from (12) by specializing it in various ways:
(a) First we look for etriads made up of C-states. This can be done by putting θ 1 = θ 2 and φ 1 = φ 2 in (12), and we then find that θ 1 = θ 2 = cos −1 (1/ √ 3). This implies that the M-vectors of the three C-states lie along the edges of a cube, with their symmetry axis being along a body diagonal. This is identical to the solution found earlier. These are not the only etriads, of course, but they may convey an idea of the variety that exist. The details of these etriads are summarized in Table  6 for later reference. Figs. 4 and 5 show the M-vectors of some of these etriads.
Type
First Member Geometry
), 0 cos −1 ( The problem now is to extend a given etriad (or at least the ones that will allow it!) into a complete SIC. Our approach to doing this is quite straightforward. We begin by trying to find a D-state that is equiangular to each of the states in the etriad, and this leads, via (6) , to three equations that must be satisfied (13) and shown in more detail in Table 7 . (b) The etriad D2, whose states are described by three M-vectors spaced equally around the surface of a cone; each state is described by a pair of the vectors and any two states have a single vector in common. Inverting these vectors in the origin gives the Mvectors of the etriad D2 −1 . Uniting the etriads D2 and D2 −1 with A2 gives all the M-vectors of SIC-2, as indicated schematically in Eq. (14) and shown in more detail in Table 9 .
by the parameters of the sought for D-state. If the initial etriad is a propitious one, these equations will have multiple solutions that yield all the additional states needed to form a SIC. However we find that for an arbitrary initial etriad these equations are much too complicated to be solved analytically. But all is not lost because we find that if we start with either of the etriads A1 or A2, the equations can be solved very simply and lead to the six additional states needed to complete a SIC. In the case of A1, the remaining states are those of the etriad D1 and the states whose M-vectors are the negatives of those in D1. We can write this schematically as
where D1 −1 denotes the etriad whose M-vectors are the negatives of those in D1. The SIC arising from A2 can similarly be written as
where again D2 −1 denotes the etriad whose M-vectors are the negatives of those in D2. We now discuss both these SICs in greater detail.
SIC-1 consists of three etriads whose symmetry axes coincide, so its system of M-vectors, shown in Table 7 , has a threefold axis of symmetry. An interesting feature of this SIC is that its component etriads can be rotated through arbitrary angles relative to each other without destroying the SIC (the angles φ a and φ b in Table 7 represent these degrees of freedom). Table 8 shows the states of this SIC as rays in CP 2 , and agrees with the result of more standard approaches. One widespread method of obtaining SICs (in any dimension) is to apply the elements of the Heisenberg-Weyl group to a suitable fiducial vector to produce all the states of the SIC. The (unnormalized) fiducial vector (0, 1, −1) leads to the so-called Hesse SIC [40] , which is a special case of SIC-1 for φ a = φ b = π. A more general choice of fiducial vector [13] is (0, e iφ , e −iφ ) for 0 ≤ φ ≤ π/6. This leads to a continuous family of SICs which are special cases of SIC-1 for φ a = φ b = 2φ. SIC-1 allows the angles φ a and φ b to be varied independently; in geometrical terms, this means that the tetrahedra corresponding to the two DDD etriads can be rotated by different angles relative to the planar AAA etriad lying between them without destroying the SIC. SIC-2 also consists of three etriads whose symmetry axes coincide, and so it also possesses a threefold axis as a whole. Table 9 shows the M-vectors of the states of this SIC and Table 10 shows the states as rays in CP 2 . A notable difference between SIC-1 and SIC-2 is that the three etriads that make up the latter have fixed orientations relative to each other; thus there is only a single member in SIC-2, in contrast to the continuous family of members in SIC-1.
It might be asked if SIC-2 is just a special case of SIC-1, in the sense of being equivalent to one of its members. Zhu [18] has suggested a method of answering this question: it is to look at the phases of the Bargmann invariants of all triads Table 8 The states of SIC-1, shown as rays in CP 2 . The placement of the states is identical to that in Table 7 .
of states in the two SICs and see if they differ or not; if they do, then the SICs are genuinely different. The Bargmann invariant [38] of a triad of states is defined as Tr(ρ j ρ k ρ l ), where ρ n = |ψ n ψ n | is the density operator associated with the state |ψ n . The phase of the Bargmann invariant, sometimes called the geometric or Berry phase [39] , is arg Tr(ρ j ρ k ρ l ) and it is invariant under an arbitrary unitary transformation of all the states (hence its utility for Zhu's test). A spin-1 SIC has 84 triads of states and therefore 84 geometric phases. Table 11 shows the geometric phases of all triads of states in the two SICs, and one sees that SIC-2 has only four different phases while SIC-1 can have as many as seven, depending upon the choice of the angles φ a and φ b . However it is easy to see that the patterns of phases are different. For example, no matter how φ a and φ b are chosen, the number of phases in SIC-1 that are 0 is definitely less than 45, the number of such phases in SIC-2, and this establishes that these two SICs are inequivalent. π − θg, π 
1, Table 10 The states of SIC-2, shown as rays in CP 2 . The placement of the states is identical to that in Table 9 . Table 11 Geometric phases of all triads of states in SIC-1 and SIC-2. The second and third rows show the number of triads in each of the SICs that have the phases shown in the first row. SIC-1 has as many as 7 different phases, whereas SIC-2 has only 4.
Discussion
The derivation of the spin-1 MUBs and SICs given in this paper is based on a formula for the overlap of two spin-1 states in terms of their Majorana vectors. This formula allows the notions of orthogonality, unbiasedness and equiangularity, which are usually defined for vectors in Hilbert space, to be translated into relations between vectors in ordinary three-dimensional space and used, in conjunction with simple geometrical arguments, to build up the MUBs and SICs of a spin-1 system. The end result is a view of MUBs and SICs as symmetrical collections of vectors in three-dimensional Euclidean space, rather than as vectors in an abstract (and not easily visualized) Hilbert space. Before discussing the possible utility of this viewpoint, we draw attention to two of its features as well as some unresolved issues connected with it.
The first feature, which might easily be overlooked, is that the overlap formula (2) depends only on the amplitude of the inner product of two states and not its phase. While the phase information is crucial for some matters, such as the geometric phase [38] , [37] , it plays no role in the problems considered here. It is striking that the overlap formula incorporates all the information (with one small exception, see next paragraph) needed for the construction of the MUBs and the SICs. Of course it is a general purpose tool, not specifically designed for the tasks at hand, but it is still reassuring to see that it can get the job done.
The exception alluded to above is that our derivation of the MUBs makes use of the assumption of time-reversal invariance. It might be asked if this assumption is really needed. If it is, it would be nice to have a simple justification of it, and if it is not, it would be nice to know how to proceed without it. At first we did not make this assumption and encountered a roadblock 7 , but once we hit upon it we found that it not only allowed us to get around the roadblock but conferred a number of other benefits as well: it shed light on the possible symmetries of the MUBs (when viewed as collections of vectors in ordinary three-dimensional space); it showed that a maximal set of MUBs of a spin-1 system is unique, up to unitaries; and it allowed all the unextendible sets of bases of a spin-1 system to be deduced. The fact that it allows all this to be done makes us suspect that time-reversal invariance is an essential property of spin-1 (and perhaps even higher spin) MUBs, and it would be nice to have a simple justification of it.
As far as SICs are concerned, we found that we could extend only two of the many etriads we found (namely, the ones based on A-states) into SICs. Is it true that all the other etriads are "unextendible" (i.e., cannot have further states added to them to turn them into SICs)? We suspect that the answer to this question is yes and that the proof may be contained implicitly in the work of Hughston and Salamon [20] , but we cannot be sure.
The MUBs and SICs of a spin-1 system come together to form a remarkable configuration known as the Hesse configuration [40] , whose states are those of the MUB shown in Table 3 and the SIC shown in Table 7 with φ a = φ b = π.
The Majorana vectors of the states of this configuration have C 3h symmetry. This configuration has the interesting property that each of the twelve MUB states is orthogonal to three SIC states and each SIC state to four MUB states, one from each basis. The 21 states of this configuration were used in [22] to derive a state-independent inequality that is satisfied by any noncontextual hidden variables theory but which is violated by quantum mechanics.
Finally we comment on the possible utility of the Majorana approach in furthering our understanding of MUBs and SICs. The most striking result to emerge from our study is that the MUBs and SICs of a spin-1 system, when viewed as collections of Majorana vectors, have a threefold axis of symmetry, along with a mirror plane or a center of inversion in some cases. Whether this adds to our understanding of these objects or suggests new applications is not clear, but it leads one to wonder whether the MUBs and SICs of higher spin systems, when viewed as collections of Majorana vectors, might have symmetries that are tied to their Hilbert space dimension. This may be difficult to work out from a bottom up approach, such as that used in this paper, because a higher spin system is characterized by a number of Majorana vectors and the analog of the overlap formula (2) is likely to be complicated. However it is possible that the constraints inherent in systems of MUBs and SICs might simplify the analysis, at least in particular cases. Whether this is true or not, one can use the top-down approach and work backwards from the known MUBs and SICs to their Majorana vectors to see what sorts of symmetries they might have.
MUBs and SICs are fundamentally geometric objects, and the Majorana approach shows that they can be visualized directly in the three-dimensional space of our physical reality. The question raised in this paper, and far from fully answered, is whether any good might come out of seeing them in this light.
A Appendix: Derivation of Overlap formula for spin-1 states A pure state of a spin-half particle can be represented by a point on the unit sphere and written |a , where a is the unit vector from the center of the sphere to the representative point and it is assumed that the state is normalized, i.e. a|a = 1. In the Majorana approach, an arbitrary pure state of a spin-1 particle is written as the symmetrized outer product of the states of a pair of fictitious spin-half particles, |a 1 , a 2 = |a 1 1 ⊗ |a 2 2 + |a 2 1 ⊗ |a 1 2 √ 3 + a 1 · a 2 ,
where the subscripts outside the kets refer to the particles while those on the vectors are merely state labels and the denominator is a normalization factor that follows from the fact that i a|a j = δ ij and i a|b j = 1 2
(1 + a · b)δ ij , where i, j = 1, 2. We would like to evaluate the overlap of this state with the state |b 1 , b 2 , i.e., the quantity | b 1 , b 2 |a 1 , a 2 | 2 . A quick way of doing this is to note, from (15) , that the numerator of the overlap must have the following characteristics: (a) it must be a function of all the scalar products that can be constructed from the vectors a 1 , a 2 , b 1 and b 2 , (b) it must have terms that are both linear and quadratic in the scalar products, and (c) it must be invariant under an interchange of a 1 and a 2 or b 1 and b 2 (or both together). The denominator of the overlap can be taken as the product of the squares of the two normalization factors. An expression for the overlap having all these properties is
where L 
The solution to (17) and (18) is x 1 = 3, x 2 = 1, x 3 = 2, x 4 = 2 and x 5 = −1, and putting these into (16) and doing some simplification leads to Eq.(2) of the text.
