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Möglichkeit gegeben hat in seiner Gruppe mit ihrer freundlichen und produktiven
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6.1 Einführung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2 Fasern logischer Systeme . . . . . . . . . . . . . . . . . . . . . . . . 183
6.3 Das Fasern von Tableaukalk¨ulen . . . . . . . . . . . . . . . . . . . . 185
6.4 Semantische Eigenschaften gefaserter Kalk¨ule . . . . . . . . . . . . . 187
6.5 Beispiel: Fasern von Kalk¨ulen für PL1 und einer modalen Logik . . . 191
7 Theorieschließen 195
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1 Einleitung
Logicians have but ill defined
As rational the human kind.
Logic, they say, belongs to man,
But let them prove it if they can.
— OLIVER GOLDSMITH
1.1 Motivation
Das Automatische Beweisen – und besonders das tableaubasierte Theorembeweisen –
hat einen Zustand erreicht, an dem es an der Schwelle zum erfolgreichen Einsatz in
realen Anwendungen steht. Jedoch ist bis jetzt derÜbergang von einer Technik, die
hauptsächlich in der Forschung eingesetzt wird, zu einem routinem¨aßig in der Praxis
eingesetzten Werkzeug nicht vollzogen worden.
Ein Hinderungsgrund ist, daß sehr viel Arbeit daf¨ur aufgewendet wurde, ausgefeil-
te und leistungsf¨ahige Theorembeweiser f¨ur bestimmte Logiken zu entwickeln (be-
sonders f¨ur die Prädikatenlogik erster Stufe), die nicht auf bestimmte Anwendungen
zugeschnitten sind. Um diese Systeme verwenden zu k¨onnen, m¨ussen Probleme aus
einem bestimmten Anwendungsbereich in die von dem Beweiser unterst¨utze Logik
transformiert werden.
Ein anderer und m¨oglicherweise erfolgreicherer Ansatz ist, ein spezialisiertes, dedi-
ziertes Beweissystem f¨ur eine gegebene Anwendung zu entwickeln, das eine besonders
für die Anwendung geeignete Logik unterst¨utzt, und dabei die besonderen Eigenschaf-
ten sowohl der Logik als auch der Anwendungen auszunutzen, um die Leistungsf¨ahig-
keit des Systems zu steigern.
Eine notwendige Voraussetzung daf¨ur ist, daß uniforme Methoden f¨ur die Konstrukti-
on von effizienten dedizierten Beweisprozeduren f¨ur beliebige Logiken zur Verf¨ugung
stehen, so daß diese nicht jeweils v¨ollig neu entwickelt werden m¨ussen. Es besteht
jedoch eine L¨ucke zwischen den beiden Hauptteilen, in welche sich das vorhandene
Wissen auf dem Gebiet des Automatischen Beweisens einteilen l¨aßt: Einerseits sind
viele verschiedene Kalk¨ule für viele verschiedene Logiken vorgestellt worden; diese
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sind jedoch typischerweise nur von theoretischem Interesse und nicht f¨ur die Imple-
mentierung geeignet. Andererseits sind Beweisprozeduren f¨ur wenige wichtige Lo-
giken entwickelt worden – vorherrschend sind die klassische Aussagenlogik und die
Prädikatenlogik erster Stufe –, einschließlich einer großen Zahl besonderer Techniken
und Verfeinerungen, die diese Prozeduren effizienter machen.
Das Ziel dieser Arbeit ist es, die oben beschriebene L¨ucke zu schließen: Um dieses
Ziel zu erreichen und die Konstruktion effizienter dedizierter tableaubasierter Theo-
rembeweiser zu erm¨oglichen, werden drei sich erg¨anzende Ans¨atze verfolgt:
1. die Verallgemeinerung und uniforme Beschreibung von Tableaukalk¨len, ihrer
Verfeinerungen und von Methoden zu ihrer Verbesserung;
2. die Entwicklung uniformer Methoden f¨ur die Konstruktion effizienter determi-
nistischer Beweisprozeduren aus (nicht-deterministischen) Tableaukalk¨ulen;
3. die (uniforme) Integration sowohl verschiedener Tableaukalk¨le als auch von
Tableaukalk¨ulen mit speziellen Methoden zur Probleml¨osung in bestimmten Do-
mänen (Theorieschließen).
Die ersten beiden dieser Ans¨atze können bei allen Logiken angewendet werden, w¨ah-
rend der dritte im wesentlichen bei Logiken Anwendung findet, die Erweiterungen der
klassischen Logik sind (z. B. mehrwertige, modale und temporale Logiken), und nur
bedingt bei Einschr¨ankungen der klassischen Logik (z. B. lineare Logik und Relevanz-
logik).
Die uniformen Methoden, die im folgenden vorgestellt werden, vereinfachen den Ent-
wurf effizienter tableaubasierter Beweisprozeduren. Da viele der jeweiligen Vorbedin-
gungen für die Anwendbarkeit der Methoden rein syntaktisch und leicht zu ¨uberprüfen
sind, kann man sich – als ein zuk¨unftiges Ziel – ein (zumindest teilweise) automati-
sches Meta-Deduktionssystem vorstellen, das auf einen gegebenen Tableaukalk¨ul uni-
forme Techniken zu seiner Verbesserung und zur Konstruktion einer effizienten Be-
weisprozedur anwendet oder das sogar einen Tableaukalk¨ul für eine gegebene Logik
entwickelt.
1.2 Resultate und Struktur dieser Arbeit
Kapitel 1 In diesem einf¨uhrenden Kapitel wird die Wichtigkeit uniformer Methoden
zum Entwurf effizienter Tableaukalk¨ule diskutiert und motiviert; die Resultate und die
Struktur dieser Arbeit werden zusammengefaßt; der Begriff des Tableaukalk¨uls wird
eingeführt; die wesentlichen Eigenschaften von Tableaukalk¨ulen und ihre Unterschie-
de zu anderen Arten von Kalk¨ulen werden erkl¨art; und schließlich wird ein kurzer
Überblicküber die Historie von Tableaukalk¨ulen gegeben.
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Kapitel 2 Logische Systeme (oder kurz: Logiken) werden in sehr allgemeiner Weise
definiert (möglichst wenige Beschr¨ankungen bez¨uglich Syntax und Semantik werden
gemacht). Der Begriff des Terms und, darauf aufbauende, der Substitution und der
Unifikation werden eingef¨uhrt. Als Beispiele f¨ur die Beschreibung von Logiken in
diesem allgemeinen Rahmen werden die Pr¨adikatenlogik erster Stufe, Modallogiken
und zwei Fragmente der quantorenfreien Mengentheorie vorgestellt.
Kapitel 3 Eine uniforme Beschreibung von Tableaukalk¨ulen und ihrer syntakti-
schen und semantischen Eigenschaften wird gegeben – wie beispielsweise analytisch,
monoton, saturierend, bzw. korrekt, vollst¨andig, beweiskonfluent zu sein – ohne Be-
schränkung auf bestimmte Logiken oder Normalformen. Allgemeine Kriterien um zu
überprüfen, ob ein Kalk¨ul diese Eigenschaften hat, werden vorgestellt (einschließlich
Kriterien für Korrektheit und Vollst¨andigkeit). Eine wichtige Klasse von sich
”
wohl-
verhaltenden“ Kalk¨ulen wird identifiziert, diegutartig genannt werden. Diese Klas-
se erweist sich als sehr wichtig, weil (a) Gutartigkeit eine Vorbedingung ist f¨ur die
Anwendbarkeit vieler der uniformen Methoden zur Steigerung der Effizienz von Ta-
bleaukalkülen, die im folgenden beschrieben werden, und (b) gutartige Kalk¨ule für die
meisten Logiken existieren. Als Beispiele werden gutartige Kalk¨ule fur die Prädika-
tenlogik erster Stufe und f¨ur Modallogiken vorgestellt. Außerdem werden Kalk¨ule für
die in Kapitel 2 eingef¨uhrten Fragmente der Mengentheorie definiert; es wird gezeigt,
daß diese Kalk¨ule effizienter sind, als die in der Literatur beschriebenen.
Kapitel 4 Techniken werden vorgestellt zur Verbesserung von Tableaukalk¨len fur
das Automatische Beweisen, so daß darauf aufbauende Beweisprozeduren effizien-
ter sind. Insbesondere werden Methoden verallgemeinert, die sich beim tableauba-
sierten Beweisen in Pr¨adikatenlogik erster Stufe als n¨utzlich erwiesen haben – darun-
ter (a) das Konzept der starren Variablen, die Terme repr¨asentieren und
”
bei Bedarf“
während der Beweissuche instantiiert werden k¨o nen, und (b) die Technik der univer-
sellen Variablen, bei der Variablenalle Terme zugleich repr¨asentieren, und (c) deren
Kombination. Die Beziehung von Kalk¨ulen mit starren und mit universellen Varia-
blen zu Grundkalk¨ulen (d. h. variablenfreien Kalk¨ulen) wird erklärt, einschließlichLif-
ting-Methoden zur Konstruktion von Kalk¨ulen mit starren und universellen Variablen
aus Grundkalk¨ulen. Eine verbesserte Version der Skolemisierung wird vorgestellt, bei
der, statt neue Skolemsymbole einzuf¨uhren, jeder Pr¨amisse, aus der die Existenz von
Objekten mit bestimmten Eigenschaften abgeleitet werden kann, ihr eigenes Symbol
zugeordnet wird. Als Beispiel f¨ur Kalküle, die diese Techniken ausnutzen, werden
Kalküle mit gemischten starren und universellen Variablen f¨ur Prädikatenlogik erster
Stufe und für Modallogiken vorgestellt. Andere Methoden zur Verbesserung von Ta-
bleaukalkülen, die in diesem Kapitel in verallgemeinerter Form beschrieben werden,
sind die Technik derlokalen Lemmata, dasPrunenredundanter Tableau¨ste und die
Einführung zus¨atzlicher Tableauregelschemata.
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Kapitel 5 Dieses Kapitel erg¨anzt Kapitel 4, in dem Methoden zur Verbesserung
von Tableaukalk¨ulen beschrieben werden, die es erlauben, k¨urzere Beweise zu kon-
struieren. Hier ist das Thema, wie effizient nach einem Beweis in dem kleiner ge-
wordenen Suchraum gesucht werden kann. Techniken zur Umsetzung eines (nicht-
deterministischen) Tableaukalk¨uls in eine deterministische Beweisprozedur werden
diskutiert und analysiert. Ein allgemeines Konzept derR gulariẗat für beliebige Kal-
küle und der Begriff derGewichtsordnungenwerden eingef¨uhrt; es wird gezeigt, daß
diese geeignet sind zur Konstruktion einer deterministischen Prozedur zur Tiefensu-
che nach Beweisen f¨ur beliebige gutartige Kalk¨ule mit starren Variablen (obwohl be-
kannt war, daß solche Prozeduren existieren, war es ein bisher ungel¨ostes Problem,
tatsächlich eine praktikable Prozedur anzugeben).
Kapitel 6 Die Technik desFaserns(fibring), die es erlaubt, logische Systeme zu
kombinieren, indem man ihre Semantiken kombiniert, wird auf Tableaukalk¨le er-
weitert. Eine Methode zur uniformen Konstruktion eines korrekten und vollst¨andigen
Tableaukalk¨uls für die kombinierte Logik aus Kalk¨ulen für die Komponenten-Logiken
wird vorgestellt. Da Kalk¨ule für die meisten
”
Basislogiken“ schon zur Verf¨ugung ste-
hen, erh¨alt man so Kalk¨ule für viele
”
komplexe“ Logiken, die durch das Fasern von
Basislogiken entstehen, darunter modale Pr¨adikatenlogik, intuitionistische Temporal-
logik, usw. Als ein Beispiel wird ein Kalk¨ul vorgestellt ist, der durch die Kombination
eines Kalkül für Prädikatenlogik erster Stufe und eines Kalk¨uls für eine Modallogik
entsteht.
Kapitel 7 Das Konzept des Theorieschließens, das es erlaubt, Tableaukalk¨ule mit
dedizierten Prozeduren zur L¨osung von Problemen einer bestimmten Dom¨ane zu kom-
binieren, wird verallgemeinert und mit Hilfe der in den vorangegangenen Kapiteln
eingeführten Begriffe neu formuliert.
1.3 Tableaus und warum wir sie benutzen
Ein Tableau, so steht es in W¨orterbüchern, ist
”
ein wohlgeordnetes Bild“ (Drosdow-
ski et al., 1991) oder eine
”
beeindruckende oder lebhafte Darstellung“ (“a striking or
vivid representation”) (Hayward & Sparkes, 1968). Im Automatischen Beweisen ist
ein Tableau eine besondere Form der Darstellung eines (partiellen) Beweises. Diese
Darstellung ist sicherlich wohlgeordnet; ob sie auch beeindruckend oder gar lebhaft
ist, ist natürlich Ansichtssache; aber von all den Beweisrepr¨asentationen, die sich zur
Implementierung eignen, und die darum im Automatischen Beweisen Verwendung fin-
den, ist die Repr¨asentation mit Hilfe von Tableaus wohl diejenige, die am einfachsten
für Menschen zu verstehen ist.
Während Tableaukalk¨ule immer für pädagogische Zwecke in Einf¨uhrungen in die Lo-
gik benutzt wurden, begann das Interesse an ihnen zum Einsatz in der Deduktion erst
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in den achtziger Jahren zu wachsen. Ein Grund war der wachsende Bedarf an De-
duktion in nicht-klassischen Logiken in verschiedenen KI-Anwendungen. F¨ur viele
nicht-klassische Logiken sind tableauartige Kalk¨ule die einzigen, die es gibt. Außer-
dem macht es die N¨ahe der Tableau-Ableitungsregeln zur Semantik einfach, Tableau-
kalküle für neue Logiken zu konstruieren. Auch f¨uhrte die Einführung von Unifikation
und anderer Verfeinerungen zu einer Zunahme der Effizienz von Tableaukalk¨ulen für
klassische Logik; heute basieren einige der leistungsst¨ark ten automatischen Theo-
rembeweiser f¨ur klassische Pr¨adikatenlogik erster Stufe auf Tableaukalk¨ulen.
Es gibt viele verschiedene Definitionen des BegriffsTableauin der Literatur; und es
scheint genauso viele Charakterisierungen von Tableaukalk¨len und Kriterien, die sie
von anderen Kalk¨ularten unterscheiden, zu geben, wie es Experten auf dem Gebiet
der tableaubasierten Deduktion gibt; die am h¨aufigsten verwendeten und wichtigsten
dieser Kriterien sind:
1. Ein Tableau ist eine Baumstruktur deren Knoten mit Formeln markiert sind; und
jeder Kalkül, der auf solchen Strukturen operiert, ist ein Tableaukalk¨ul.
2. Ein Kalkül ist ein Tableaukalk¨ul, wenn er die (meisten der) folgenden Eigen-
schaften hat: er f¨uhrt Beweise, indem er das zu beweisende Theorem analysiert
(top-down); er beweist durch vollst¨andige Fallunterscheidung; er f¨uhrt Wider-
spruchsbeweise.
In dieser Arbeit wird davon ausgegangen, daß ein Kalk¨ul ein Tableaukalk¨ul ist, wenn
er beide dieser Kriterien erf¨ullt. Insbesondere ist die Baumstruktur der Tableaus Be-
standteil ihrer Definition (w¨ahrend einige Autoren, z. B. (Fitting, 1998), B¨aume nur
als eine m¨ogliche Datenstruktur zur Implementierung von Tableaus ansehen). Darum
werden im folgenden Kalk¨ule wie beispielsweise die Konnektionsmethode, die auf
einer Matrixrepräsentation beruht, und der Sequenzenkalk¨ul nicht als Tableaukalk¨ule
angesehen – wenn es auch sicherlich eine enge Beziehung zwischen diesen Kalk¨ulen
und Tableaukalk¨ulen gibt.1
Um Verwechslungen zu vermeiden, m¨ussen die folgenden Begriffe klar unterschieden
werden:
 Tableau – ein Baum, dessen Knoten mit Formeln annotiert sind;
 (partielle) Tableaubeweise – welche aus einem Tableau bestehen und der Infor-
mation, wie dieses Tableau mit Hilfe der Kalk¨u regeln zu konstruieren ist; diese
Information kann z. B. in Form einer Sequenz von Tableaus gegeben sein, wobei
jedes Tableau in dieser Sequenz aus dem vorangegangenen durch eine einzelne
Regelanwendung erzeugt werden kann;
1 Jeder Sequenzenkalk¨ul kann in einen Tableaukalk¨ul verwandelt werden – und umgekehrt, wobei die
Äste eines Tableaus in dem Tableaukalk¨ul den Sequenzen im Sequenzenkalk¨ul entsprechen.
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 der Zustand, den die Berechnung einer Tableau-Beweisprozedur erreicht hat –
die, zusätzliche zu einem partiellen Tableaubeweis, Informationen ¨uber fehlge-
schlagene Beweisversuche enthalten kann;
 Tableaukalk¨ule – die durch ihre Kalk¨ulregeln charakterisiert sind;
 die Tableaumethode im allgemeinen.
In der englischsprachigen Literatur wird der Begriff
”
Tableau“ in inkonsistenter Weise
mit jeder der oben genannten Bedeutungen verwendet. In dieser Arbeit steht
”
Tableau“
jedoch immer für eine Baumstruktur.
1.4 Historischer Uberblick
Historisch gehen Tableaukalk¨ule auf Gentzens beweistheoretische Arbeiten der drei-
ßiger Jahre zurc̈k, nämlich seineSequenzenkalküle (Gentzen, 1935). Die Bezeich-
nungTableaustammt von Beth (1955), der nach einer
”
systematischen Methode zur
Konstruktion eines Gegenbeispiels“ suchte. Zu etwa der gleichen Zeit – und wie
Beth durch semantischëUberlegungen motiviert – entwickelten Hintikka (1955) und
Schütte (1956) unabh¨angig voneinander ¨ahnliche Systeme. Diese Kalk¨ule hatten noch
Nachteile bez¨uglich der verwendeten Notation, die umst¨andlich war; aber Hintikka
benutzte ein Argument in seinem Vollst¨andigkeitsbeweis, daß (mit wenigen Modifika-
tionen) noch heute Verwendung findet (siehe Abschnitt 3.5.4).
Die moderne Form von Tableaukalk¨u en (und besonders die Baumdarstellung) wurde,
wieder unabh¨angig, von Lis (1960) und Smullyan eingef¨uhrt; letzterer fügte dieunifor-
me Notationhinzu (uniform notation) und stellte seine Ergebnisse in seinem bekannten
Lehrbuch (Smullyan, 1968) vor.
Die Entwicklung von tableauartigen Kalk¨ulen für nicht-klassische Logiken begann
parallel zu der von Kalk¨ulen für klassische Logiken – der erste war ein von Gent-
zen (1935) beschriebener Sequenzenkalk¨ul für intuitionistische Logik. Beth (1959)
stellte einen Kalk¨ul für intuitionistische Logik vor, der seinem Kalk¨ul für klassische
Logiken ähnelte. Etwa zur gleichen Zeit entwickelten Kanger (1957) sowie Matsu-
moto und Ohnishi (1957; 1959) tableauartige Kalk¨ule für Modallogiken. In Kangers
Kalkül für die Modallogik S5 waren Formeln mit ganzen Zahlen indiziert; dieser kann
als der erste tableauartige Kalk¨u angesehen werden, der mit Markierungen versehe-
ne Formeln benutzt. In Kripkes gefeiertem Papier (Kripke, 1959) – in dem er die
Mögliche-Welten-Semantik f¨ur Modallogiken vorschlug – stellte er einen tableauar-
tigen Kalkül für Modallogiken im Stile Beths (1955) vor. Kripke benutzte Hilfs-
Tableaus, wobei verschiedene Tableaus f¨ur verschiedene m¨ogliche Welten verwendet
und durch eine Erreichbarkeitsrelation zueinander in Beziehung gestellt werden.
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Die ersten wirklichen Tableaukalk¨ule (die die Baumdarstellung verwenden) f¨ur nicht-
klassische Logiken, n¨amlich für die Modallogik S4 und intuitionistische Logik, wur-
den von Fitting (1969) vorgestellt (sp¨ater definierte Fitting (1983) Tableaukalk¨u e für
viele andere Modallogiken). Ein erster Tableaukalk¨ul für Temporallogiken wurde
in (Rescher & Urquhart, 1971) beschrieben; und der erste tableauartige Kalk¨ul für
mehrwertige Logiken war Rousseaus Sequenzenkalk¨ul (Rousseau, 1967) (der dar-
auf beruhte, Sequenzen mit mehr als zwei Teilen zu verwenden). Sp¨ater definierte
Suchon (1974) einen Tableaukalk¨ul fur Łukasiewicz-Logiken; und Surma (1984), Car-
nielli (1987) und Hähnle (1990) pr¨asentierten Tableaukalk¨ul für beliebige mehrwertige
Logiken.
In den späten fünfziger Jahren begann der Entwurf von tableauartigen Kalk¨ulen und
Beweisprozeduren, die speziell auf die automatische Beweissuche und damit die Im-
plementierung automatischer Theorembeweiser zugeschnitten sind; und dieses For-
schungsgebiet fing an, sich von der Entwicklung von Tableaukalk¨len für rein theore-
tische oder p¨adagogische Zwecke abzuspalten.
Die Möglichkeit, die Beweissuche zu automatisieren, wurde zuerst von Kanger (1957;
1963) betrachtet. In den Jahren 1957 und ’59 implementierten D. Prawitz, H. Prawitz
und Voghera einen Sequenzenkalk¨ul für Prädikatenlogik erster Stufe ohne Funktions-
symbole (Prawitz, 1960; Prawitzet al., 1960). Zur gleichen Zeit, im Jahr 1958, im-
plementierte Wang einen Sequenzenkalk¨ul für das89-Fragment der Pr¨adikatenlogik
erster Stufe auf einer IBM 704 (Wang, 1960); dieses bemerkenswerte Programm war
in der Lage, alle 220 aussagenlogischen und 139 der 158 pr¨adikatenlogischen Theore-
me in Russell und WhiteheadsPrincipia Mathematicazu beweisen.
In den sechziger und siebziger Jahren dominierten resolutionsartige Kalk¨ule das Au-
tomatische Beweisen; w¨ahrend dieser Zeit basierten nahezu alle Implementierungen
auf Resolution; eine bemerkenswerte Ausnahme ist Popplestones Implementierung
eines Tableaukalk¨uls für die Prädikatenlogik erster Stufe im Stile Beths (Popplesto-
ne, 1967). Der Hauptvorteil der Resolution war (zu dieser Zeit), daß sie Unifikation
verwendet, um sinnvolle Instantiierungen universell quantifizierter Variablen zu fin-
den – während Tableaukalk¨ulen diese m¨achtige Methode fehlte; sie beruhten darauf,
alle möglichen Instantiierungen aufzuz¨ahlen. In den achtziger Jahren ¨uberwanden Ta-
bleaukalküle diesen Nachteil. Die Einf¨uhrung freier Variablen, deren Instantiierungen
mit Hilfe von Unifikation berechnet werden, f¨uhrte zu einer drastischen Effizienzstei-
gerung bei tableaubasierten Theorembeweisern.
Die Idee, Unifikation in Tableaukalk¨ulen zu verwenden, wurde zuerst in (Cohenet al.,
1974) erwähnt; die ersten Tableaukalk¨ule, die Unifikation verwenden, wurden (un-
abhängig voneinander) in (Broda, 1980) und (Bowen, 1982) vorgestellt. Jedoch wur-
de in diesen Arbeiten das Problem noch nicht gel¨ost, die Korrektheit des Kalk¨uls zu
bewahren, wenn freie Variablen mit (Skolem-)Konstanten instantiiert werden (siehe
Abschnitt 4.4). In der Modell-Elimination (Andrews, 1981) und der Matrix-Methode
(Bibel, 1982), die mit Unifikation verwendenden Tableaukalk¨ulen eng verwendet sind,
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wurde das Problem dadurch umgangen, daß man von einer Eingabeformel in skole-
misierter Negations-Normalform ausging, so daß keine Skolem-Konstanten w¨ahrend
eines Beweises eingef¨uhrt werden.
Die ersten Tableaukalk¨ule für die Prädikatenlogik erster Stufe, die Skolemisierung zur
Laufzeit und Unifikation verwende, wurden von Wrightson (1984) und Reeves (1987)
vorgestellt; diese l¨osten das Korrektheits-Problem durch Beschr¨ankung der Unifizier-
barkeit von freien Variablen und Skolem-Konstanten. Schließlich wurde die Methode
zur Bewahrung der Korrektheit, die heute haupts¨achlich Anwendung findet, n¨amlich
komplexe Skolem-Terme statt Skolem-Konstanten zu verwenden, in (Schmitt, 1987)
und (Fitting, 1990) eingef¨uhrt.
Eine weitere wichtige Verbesserung von Tableaukalk¨ulen für die Prädikatenlogik er-
ster Stufe war die Einf¨uhrung vonKonnektionsbedingungen(siehe Abschnitt 5.5); der
Begriff der Konnektiertheit wurde zuvor in der Modell-Elimination (Andrews, 1981)
und der Matrix-Methode (Bibel, 1982) verwendet.
Heute ist die zug¨anglichste und kompakteste Quelle von Informationen ¨uber Tableau-
kalküle dasHandbook of Tableau Methods(D’Agostino et al., 1998). Seine Kapitel
decken die wichtigsten Varianten von Tableaukalk¨ulen für klassische wie auch nicht-
klassische Logiken ab.
2 Logische Systeme
2.1 Syntax und Semantik eines logischen Systems
Wir definieren den Begriff eineslogischen Systemsauf sehr allgemeine Weise; nur
sehr grundlegende Eigenschaften seiner Syntax und seiner Semantik sind Teil dieser
Definition.
Die Logik muß eine Modell-Semantik haben, die Modelle im Stile Kripkes verwen-
det, d. h., Modelle, die aus (m¨oglichen)Weltenbestehen, in denen Formeln entweder
wahr oder falsch sind. Das schließt Modelle ein, die aus nur einer Welt bestehen (bei-
spielsweise Modelle der klassischen Aussagenlogik und der klassischen Pr¨adikatenlo-
gik erster Stufe;1 und es gibt keine Beschr¨ankung dessen, was die Beziehung zwischen
diesen Welten ist.
Definition 2.1.1 Ein logisches SystemL (eine Logik) ist charakterisiert durch eine
MengeSig von (L-)Signaturen2 von L. Für jede Signatur 2 Sig sind Syntax und
Semantik der InstanzL() vonL gegeben durch:
Syntax: Eine MengeForm() von (L-)Formelnund eine MengeAtom() von ato-
maren(L-)Formeln ([L-]Atomen), die eine Teilmenge vonForm() ist, wobei
die MengenAtom() undForm() entscheidbare formale Sprachen sind (die
nicht das leere Wort enthalten), d. h., Atome und Formeln sind W¨orter in diesen
Sprachen.
Semantik: Eine MengeM() von (L-)Modellen, wobei jedes Modellm 2 M()
(zumindest) aus folgendem besteht:
1. einer MengeW vonWelten,
2. einerinitialen Weltw0 2 W , und
3. einer binären Relationj= zwischenW undForm().
1 Tatsächlich kann jedes Modell als ein Kripke-Modell mit nur einer Welt aufgefaßt werden (n¨amlich
dem Modell selbst). Da jedoch die Markierungen der Tableauformeln als Welten interpretiert werden,
werden sie nutzlos f¨ur einen Kalkül, wenn die Interpretation aller Markierungen dieselbe ist.
2 Was eine Signatur ist, wird nicht weiter spezifiziert;Sig kann als eine Menge von Indizes angesehen
werden, die die Unterscheidung verschiedener Instanzen der Logikerlaubt (welche sichgeẅohn-
lich in den Symbolen unterscheiden, die sie verwenden).
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Wennw j= F für eine Weltw 2 W und eine FormelF 2 Form() gilt, dann wirdF
alswahr in w bezeichnet, andernfalls alsfalschin w.
Eine FormelF 2 Form() wird (genau dann) von einem Modellm 2 M() erfüllt,
wenn sie in der initialen Weltw0 vonm wahr ist. Eine MengeG  Form() von
Formeln wird (genau dann) vonm erfüllt, wenn ihre Elemente vonm erfüllt werden.
Eine FormelF 2 Form() (eine MengeF  Form() von Formeln) isterfüllbar,
wenn es ein Modellm 2 M gibt, dasF (bzw.F) erfüllt. 2
Obwohl nicht-atomare Formeln gew¨ohnlich aus atomaren Formeln aufgebaut werden,
und ihr Wahrheitswert durch die Wahrheitswerte der Atome bestimmt ist, aus denen sie
bestehen, ist dasnicht Teil der obigen Definition. Jedoch impliziert die Existenz eines
”
gutartigen“ Tableaukalk¨uls für eine LogikL, daß der Wahrheitswert einer FormelF
in engem Bezug zu den Wahrheitswerten gewisser Atome steht (die Teilformeln vonF
sein können aber nicht m¨ussen).
Beispiel 2.1.2Der Wahrheitswert der Formel(9x)(p(x)) in einem Modell der Pr¨adi-
katenlogik erster Stufe ist nicht durch den Wahrheitswert des (einzigen) Atoms be-
stimmt, das sie enth¨alt – noch kann er aus den Wahrheitswerten aller atomaren For-
melnp(t) berechnet werden (es sei denn, alle Elemente im Universums des Modells
sind durch einen Termt repräsentiert, wie es in Herbrand-Modellen der Fall ist).2
Tableaukalk¨ule erlauben, dieErfüllbarkeit einer Formel zu ¨uberprüfen; wir besch¨afti-
gen uns nur mit dieser Eigenschaft. Es mag in einer bestimmten Logik m¨oglich sein
oder auch nicht, zu testen, ob eine Formel g¨ulti in einem Modell ist (wahr in allen
Welten) oder ob sie allgemeing¨ultig ist (wahr in allen Modellen), indem man dieses
Problem auf ein Erf¨ullbarkeits-Problem reduziert; in vielen Logiken – jedoch nicht in
allen – ist eine Formel genau dann allgemeing¨ulti , wenn ihre Negation nicht erf¨ullbar
ist.
Oft werden Formeln in Tableaukalk¨ulen benutzt, die nicht aus Symbolen der urspr¨ung-
lichen Signatur sondern aus Symbolen einer erweiterten Signatur gebildet werden (bei-
spielsweise Formeln, die Skolem-Symbole enthalten):
Definition 2.1.3 Sei eine Logik gegeben. Eine Signatur 2 Sig ist eineErweiterung
einer Signatur 2 Sig (und ist eineEinschr̈ankungvon), falls
Form()  Form() and Atom()  Atom() :
Dann ist ein Modellm 2 M() eineEinschr̈ankungeines Modellsm 2 M() (auf
die Signatur), falls es eine Funktionf gibt, die jeder Welt inm eine Welt inm0
zuweist, so daß: (a) der initialen Welt vonm die initiale Welt vonm zugewiesen
wird; und (b) für alle FormelnF 2 Form() und alle Weltenw vonm: w j= F genau
dann, wennf(w) j= F . 2
2.2 Terme und Substitutionen 11
2.2 Terme und Substitutionen
2.2.1 Logische Systeme mit Termen und freien Variablen
Es gibt eine wichtige Klasse logischer Systeme, einschließlich aller Pr¨adikatenlogiken,
in der die FormelnTermeenthalten. Wieder machen wir so wenige Einschr¨ankungen
wie möglich bezüglich dessen, was ein Term sein kann. Insbesondere machen wir
nicht die Annahme, daß Terme von der Formf(t1; : : : ; tn) sind; statt dessen kann
die Menge von Termen jede entscheidbare Menge von W¨rtern sein, die in Formeln
auftreten. Die einzige Bedingung, die sogar benutzt wird, um den Begriff Term zu
definieren, ist, daß die Menge der Formeln abgeschlossen ist unter der Ersetzung von
Termen in einer Formel durch andere Terme.
Um flexibler zu sein, lassen wir zu, daß die Terme in verschiedene Klassen einge-
teilt sind, d. h., wir versehen die Terme mitSorten. Wir benutzen keine Untersorten-
Hierarchie; jedoch k¨onnen die meisten Begriffe und Methoden, die im folgenden
eingeführt werden, leicht an ein komplexeres Sorten-Konzept angepaßt werden (ein
Überblick über Tableaukalk¨ule für Prädikatenlogik erster Stufe mit sortenbehafteten
Termen findet sich in (Weidenbach, 1995)).
Definition 2.2.1 Eine formale SpracheL ist eineSprache mit Termen, wenn
1. es eine nicht-leere MengeTerm von (Grund-)Termengibt, die eine entscheid-
bare formale Sprache ¨uber dem gleichen Alphabet wieL ist (und nicht das leere
Wort enthält);
2. es eine nicht-leere MengeS vonSortengibt;
3. es eine Funktionsort gibt, die jedem Termt 2 Term eine Sortes 2 S zuweist,
so daß es mindestens einen Term jeder Sorte gibt;
4. die Menge von Termen einer Sortes abgeschlossen ist unter der Ersetzung ei-
nes Teilterms einer Sortes0 durch einen Teilterm der gleichen Sortes0, d. h.,
wenn vrw 2 Term, r; r0 2 Term und sort(r) = sort(r0), dannvr0w 2 Term
undsort(vrw) = sort(vr0w);
5. die SpracheL abgeschlossen ist unter der Ersetzung von Termen durch ande-
re Terme derselben Sorte, d. h., wenns; t 2 Term, sort(s) = sort(t) und das
Wortwsw0 ein Element vonL ist, dann istwtw0 ein Element vonL.
Wennt undr Terme sind undt von der Formvrw ist (v; w können leer sein), dann ist
r einTeiltermvon t. 2
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Die Abgeschlossenheits-Eigenschaft erlaubt es, Terme durch Platzhalter zu ersetzen,
die für beliebige Terme einer bestimmten Sorte stehen. Wir nennen diese Platzhalter
freie Variablen. Ein Wort, das eine freie VariableXs der Sortes enthält, steht für
ein einzelnes (unbekanntes) Element der Menge aller W¨orter, die dadurch entstehen,
daßXs durch einen Term der Sortes ersetzt wird.
Ein Nicht-Grund-Term wird konstruiert, indem man eine beliebige Zahl von Teilter-
men eines Grundterms durch freie Variablen ersetzt; ein Nicht-Grund-Wort wird kon-
struiert, indem in einem Grundwort auftretende Grundterme durch Nicht-Grund-Terme
ersetzt werden.
Definition 2.2.2 SeiL eine Sprache mit Termen; und seiVar eine unendliche Menge
von freien Variablen, die nicht inL vorkommen. Die Funktionsort wird (beliebig)
aufVar erweitert, so daß es eine unendliche Zahl freier Variablen jeder Sortes 2 S
gibt.
Dann ist die MengeTermfv von (Nicht-Grund-)Termendefiniert durch:
Term fv0 = Term
Term fvi = fvXw j vtw 2 Term
fv





Die Funktionsort wird erweitert auf (Nicht-Grund-)Terme inTermfv durch die Defi-
nition
sort(vXw) = sort(vtw)
für alle VariablenX und Termet mit sort(X) = sort(t).
Die SpracheLfv der(Nicht-Grund-)Ẅorter ist definiert durch:
Lfv = fvtw j vsw 2 L; s 2 Term; t 2 Termfv; sort(s) = sort(t)g :
2
Definition 2.2.3 Ein logisches System ist eineLogik mit Termen, wenn für jede Si-
gnatur 2 Sig die MengenForm() von Formeln undAtom() von Atomen eine
Sprache mit Termen mit der gleichen MengeTerm() von Termen sind. 2
Im folgenden benutzen wir die MengenVar = fXi j i  1g undUVar = fxi j i  1g
freier Variablen; wir gehen davon aus, daß diese Variablen verschieden sind von allen
anderen auftretenden Symbolen (ohne daß dies in Definitionen explizit erw¨ahnt ird).
Freie Variablen, welche entweder mit Großbuchstaben (X; Y; Z;Xi; X 0 usw.) oder mit
Buchstaben in Fettdruck (x;y; z;xi;x0 usw.) bezeichnet werden, sollten nicht mit
Objektvariablen verwechselt werden, die inTerm() auftreten und mitx; y; z; xi; x0
usw. bezeichnet werden. Ein Term, der keine freien Variablen enth¨alt, wird immer als
Grund-term bezeichnet – auch wenn er Objektvariablen enth¨alt, die nicht durch einen
Quantor gebunden sind.
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2.2.2 Substitutionen
Ein wichtiger Begriff ist der derSubstitutionvon Variablen durch Terme. Dieses Kon-
zept, das aus der klassischen Logik bekannt ist, kann leicht auf unseren allgemeineren
Termbegriff erweitert werden.
Definition 2.2.4 SeiL eine Sprache mit Termen. EineSubstitutionist eine Abbildung
 : Var ! Termfv
von freien Variablen auf (Nicht-Grund-)Terme, so daßsort(X) = sort((X)) für alle
X 2 Var .
Die Mengedom() = fX 2 Var j (X) 6= Xg heißt derDefinitionsbereichvon ;
und die Mengeran() = f(X) j X 2 dom()g von Termen heißt derWertebereich
von.
Falls dom() = fX1; : : : ; Xng endlich ist, dann kannfX1 7! t1; : : : ; Xn 7! tng als
Darstellung von verwendet werden, wobeiti = (Xi) (1  i  n).
Eine SubstitutionfX1 7! Y1; : : : ; Xn 7! Yng, die die VariablenXi in paarweise ver-
schiedene VariablenYj abbildet, heißt eineVariablenumbenennung.
Ein Wortw0 2 L ist eineVarianteeines Wortesw 2 L, wenn es eine Variablenumbe-
nennung gibt, so daßw = w0.
EineAnwendungt einer Substitution auf einen Termt ist das Ergebnis der (simul-
tanen) Ersetzung aller Vorkommen freier VariablenX in t durch(X). Der Termt
heißt eineInstanzvon t. Die Anwendung einer Substitution auf eine Formel und In-
stanzen von Formeln sind in analoger Weise definiert.
Die Einschr̈ankungjV einer Substitution auf eine MengeV  Var von Variablen
ist die Substitution, die f¨ur alleX 2 Var definiert ist durch:
jV (X) =

(X) fallsX 2 V
X sonst
Die Komposition Æ  zweier Substitutionen und ist die Substitution, die f¨ur alle
X 2 Var definiert ist durch:
( Æ )(X) = ((X)) :
Die leere Substitution, die einen leeren Definitionsbereich hat, wird mitid bezeichnet.
Eine Substitution ist idempotent, wenn =  Æ . Die Menge aller idempotenten
Substitutionen wird mitSubst bezeichnet.
Eine Substitution grundiert eine FormelF (eine MengeF von Formeln), wenn
dom() die Menge der freien Variablen ist, die inF (bzw. in F) vorkommen, und
F (bzw.F ) keine freien Variablen enth¨alt. 2
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Das Ergebnis der Anwendung einer Komposition Æ  auf einen Termt kann berech-
net werden, indem zuerst und dann angewendet wird, d. h.,t( Æ ) = (t).
Wenn eineidempotenteSubstitution = fX1 7! t1; : : : ; Xn 7! tng auf einen Term an-
gewendet wird, ist es nicht notwendig, die Variablen simultan zu ersetzen, d. h.,
 = fX1 7! t1g Æ    Æ fXn 7! tng
Beispiel 2.2.5Die SubstitutionenfX 7! Y; Z 7! Y g undfX 7! a; Y 7! f(b)g sind
idempotent.
Die SubstitutionenfX 7! Y; Y 7! ag undfX 7! f(X)g sindnicht idempotent. 2
Definition 2.2.6 SeiW eine endliche Menge freier Variablen; und seien und Sub-
stitutionen inSubst(). Die Substitution ist allgemeinerals  (aufW ), und  ist
eine Spezialisierung von, in Zeichen W  , falls es eine Substitution 2 Subst()
gibt, so daß(X) = ((X)) für alleX 2 W . 2
Die MengeW enthält die
”
relevanten“ freien Variablen, d. h., diejenigen freien Varia-
blen, die in dem Kontext vorkommen, in dem die Substitutionen und  verwendet
werden (gew¨ohnlich die in einem bestimmten Tableau vorkommenden). Es ist von
Vorteil, die MengeW so klein wie möglich zu halten, weil beispielsweise die Substi-
tution = fX 7! f(Y )g die Substitution = fX 7! f(c)g subsumiert, fallsY 62 W ;
im FalleY 2 W subsumiert die Substitution 0 = fY 7! f(c); Y 7! cg aber nicht .
Die leere Substitutionid ist die allgemeinste aller Substitutionen, d. h., es giltid W 
für alle Substitutionen und alle MengenW freier Variablen.
2.2.3 Unikation
Obwohl Terme auf eine allgemeinere Weise als ¨ublich definiert sind, ist es m¨oglich,
den Begriff derUnifikationeinzuführen. Allerdings ist das Problem zu ¨uberprüfen, ob
zwei Terme unifizierbar sind, nicht immer entscheidbar.
Definition 2.2.7 SeiK eine Sprache mit Termen. Zwei Termer; t 2 Term fv sinduni-
fizierbar, wennr = t für eine Substitution 2 Subst . In diesem Fall heißt ein
Unifikator vonr undt. 2
In vielen Logiken mit Termen (z. B. Pr¨adikatenlogik erster Stufe) ist es m¨oglich, die
Menge aller Lösungen eines Unifikationsproblems (alle Unifikatoren) durch einen ein-
zigen allgemeinsten Unifikator (most general unifier, MGU) zu repräsentieren, der
allgemeiner bez¨uglich der SubsumtionsrelationW (Def. 2.2.6) ist als alle anderen
Unifikatoren. Im allgemeinen Fall ist jedoch ein einzelner MGU nicht ausreichend,
um alle Lösungen zu repr¨asentieren. Statt dessen muß eineMengeU (allgemeinster)
Unifikatoren benutzt werden;U ist vollständig, wenn jede L¨osung eines gegebenen
Problems von einem Unifikator inU subsumiert wird.
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Beispiel 2.2.8Seiens = abc undt = XY Terme. Die Substitutionen
1 = fX 7! ab; Y 7! cg und 2 = fX 7! a; Y 7! bcg
bilden eine vollst¨andige Menge von Unifikatoren vons undt; aber da sie bez¨uglichW
unvergleichbar sind, gibt es keine einzelne Substitution die alle Unifikatoren vons
undt repräsentiert. 2
In Tableaukalk¨ulen mit freien Variablen ist die Kardinalit¨a einer vollständigen Men-
ge von Unifikatoren eng verkn¨upft mit der Anzahl von Wahlm¨oglichkeiten (choice
points) bei der Anwendung von Tableauregeln, die Unifikation involvieren. Darum ist
es wünschenswert, eineminimalevollständige Menge von Unifikatoren zu berechnen.
Allerdings ist es nicht immer sinnvoll, die Minimalit¨a zu erzwingen, da zwar einerseits
eine minimale Menge von Unifikatoren von Vorteil ist, andererseits aber zus¨atzlicher
Aufwand durch das Entfernen subsumierter Substitutionen entsteht.
Definition 2.2.9 SeiL eine Sprache mit Termen; seiW eine Menge freier Variablen;
und seienr; t 2 Termfv Terme. Eine MengeU  Subst ist einevollständige Menge
von Unifikatorenvonr undt bzgl.W , falls
1. jedes 2 U ist ein Unifikator vonr undt (Korrektheit)und
2. für jeden Unifikator vonr undt gibt es einen Unifikator 2 U , so daß W 
(Vollständigkeit).
Die MengeU heißtminimalevollständige Menge von Unifikatoren, falls zudem
3. eskeineUnifikatoren1; 2 2 U , 1 6= 2, gibt, so daß1 W 2 (Minimalität).
2
Wenn zwei Terme unifizierbar sind, dann besitzen sie einendlichevollständige Men-
ge von Unifikatoren.
Die Berechnung von (allgemeinsten) Unifikatoren ist eng verkn¨upft mit der Berech-
nung (allgemeinster) gemeinsamer Spezialisierungen (idempotenter) Substitutionen,
denn eine Substitution ist genau dann eine gemeinsame Spezialisierung von und .
wenn sie für alleX 2 dom() \ dom() ein Unifikator der Terme(X) und (X)
ist.
2.3 Pradikatenlogik erster Stufe
Als ein erste Beispiel f¨ur ein logisches System benutzen wir die Pr¨adikatenlogik erster
Stufe PL1 , die ein logisches Systemmit Termenist. Gemäß Definition 2.1.1 muß die
MengeSigPL1 der Signaturen, sowie Syntax und Semantik von PL1 definiert werden.
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Signaturen: Eine Signatur = hP (); F (); i in SigPL1 besteht aus einer Men-
geP () von Prädikatensymbolen, einer MengeF () von Funktionssymbolen und ei-
ner Funktion, die jedem Pr¨adikaten- und jedem Funktionssymbol eine Stelligkeit
n  0 zuweist. Ein Funktionssymbol mit der Stelligkeit 0 heißt eine Konstante.
Syntax: Zusätzlich zu den Pr¨adikaten- und Funktionssymbolen in Signaturen gibt es
eine unendliche MengeV vonObjektvariablen(die disjunkt ist von den MengenVar
und UVar von freien Variablen). Die logischen Operatoren sind_ (Disjunktion) ,
^ (Konjunktion) ,! (Implikation) und: (Negation) sowie die Quantorensymbole8
und9 . Wir sehen$  (Äquivalenz) als Abk¨urzung für ( ^  ) _ (: ^ : ) an.
Definition 2.3.1 Sei 2 SigPL1 eine Signatur. Die MengeTerm
nc() von Termen
über ist definiert durch:
1. Alle Variablenx 2 V und alle Konstantenc 2 F () sind Terme ¨uber.
2. Wennf 2 F () ein Funktionssymbol ist undt1; : : : ; t(f) Termeüber sind,
dann ist auchf(t1; : : : ; t(f)) ein Termüber.
Mit Term0PL1() bezeichnen wir die Menge aller Terme inTerm
nc(), die keine Ob-
jektvariablen enthalten.
Die MengeAtomncPL1() vonAtomen̈uber ist definiert durch: Istp 2 P () und sind
t1; : : : ; t(f) Termeüber, dann istp(t1; : : : ; t(f)) ein Atomüber.
Die MengeFormncPL1() von Formelnüber ist definiert durch:
1. Atomeüber sind Formeln ¨uber.
2. WennF eine Formel ¨uber ist, dann ist:F eine Formel ¨uber.
3. WennF undG Formelnüber sind, dann sindF ^G, F _G und F ! G
Formelnüber.
4. WennF eine Formel ¨uber ist undx 2 V , dann sind(8x)F und (9x)F For-
melnüber. 2
Wir definieren, daß die MengeFormPL1() der Formeln des logischen Systems PL1
aus allenSätzenin FormncPL1() besteht, d. h., allen Elementen vonForm
nc
PL1(), in
denen Objektvariablen nur durch Quantoren gebunden auftreten; und wir definieren,
daß die MengeAtomPL1() der Atome von PL1 die Menge aller atomaren S¨atze
in Form0PL1() ist.
Man beachte, daß dies leicht von der ¨ublichen Terminologie abweicht. Gew¨ohnlich
können Objektvariablen frei in Formeln der Pr¨adikatenlogik vorkommen. Freie Ob-
jektvariablen werden h¨aufig als Platzhalter in Tableaukalk¨u en verwendet. Hier haben
2.4 Modallogiken 17
wir jedoch die freien Variablen, die Platzhalter sein k¨onnen, und die Objektvariablen
klar voneinander getrennt. Man k¨onnte trotzdem zulassen, daß Objektvariablen frei
in Formeln auftreten; das erh¨o t aber nicht die Ausdrucksst¨arke und verkompliziert
den Entwurf eines Tableaukalk¨uls unnötig. Freie Variablen in einer Formel, deren Un-
erfüllbarkeit zu beweisen ist, w¨aren so zu behandeln als w¨aren sie existentiell quanti-
fiziert. Zudem m¨ußte man darauf achten, keine freien Variablen neu in den Bindungs-
bereich eines Quantors einzuf¨uhren, wenn Variablen mit Termen instantiiert werden.
Um diese Schwierigkeiten zu vermeiden, haben wir formal definiert, daß die Menge
der Formeln des logischen Systems PL1 nur aus S¨atzen besteht; Formeln mit freien
Objektvariablen sind nur Hilfsmittel, die in der rekursiven Definition der Menge al-
ler Sätze benutzt werden. Dementsprechend ist das logische System PL1 eine Logik
mit Termenbezüglich der MengeTerm0PL1() aller Terme, die keine Objektvariablen
enthalten, denn die MengeFormPL1() ist abgeschlossen unter der Ersetzung von
variablenfreien Termen durch andere variablenfreie Terme.
Semantik: Gemäß Definition 2.1.1 m¨ussen alle Modelle eine Menge von Welten
beinhalten. Darum definieren wir, daßMPL1() aus Modellen bestehe, bei denen die
initiale Weltw0 eine prädikatenlogische Struktur (Def. 2.3.2) ist undfw0g die Menge
der Welten.
Definition 2.3.2 Sei 2 SigPL1 eine Signatur.
Eine prädikatenlogischeStrukturhD; Ii für besteht aus einem UniversumD und ei-
ner InterpretationI, die den Pr¨adikaten- und Funktionssymbolen in eine Bedeutung
zuweist.
Eine Variablenbelegungsei eine Abbildung : V ! D der Menge der Objektvaria-
blen in das UniversumD.
Die Auswertungsfunktionval sei wieüblich definiert; das heißt, gegeben eine Struktur
hD; Ii und eine Variablenbelegung, weise sie jeder FormelF 2 FormncPL1() einen
WahrheitswertvalI;(F ) 2 ftrue; falseg zu. 2
Die Relationj=PL1 sei für alle Variablenbelegungen definiert durch:
w0 j=PL1 F genau dann, wennvalI;(F ) = true :
2.4 Modallogiken
Als ein zweites Beispiel f¨ur logische Systeme benutzen wir die bekannten Modallo-
giken K, KT, KB, K4, K5, K45, KD, KDB, KD4, KD5, KD45, KB4, B, S4 und S5
(einenÜberblick gibt beispielsweise (Gor´e, 1998)).
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Signaturen: Die MengeSig
L
ist dieselbe f¨ur alle ModallogikenL; eine Signatur
ist eine aufz¨ahlbare, nicht-leere Menge aussagenlogischer Variablen.
Syntax: Formeln werden mit Hilfe der klassischen Operatoren^ (Konjunktion),






Die MengeFormL() = Formmod() der Formeln f¨ur eine gegebene Signatur ist
dieselbe f¨ur alle ModallogikenL; Formeln werden wie ¨ublich aus den aussagenlogi-
schen Variablen und den logischen Operatoren aufgebaut. Die Menge
AtomL() = Atommod() = 
besteht aus den aussagenlogischen Variablen. Die Modallogiken sind logische Syste-
me ohne Terme.
Semantik: Wir benutzen eine M¨ogliche-Welten-Semantik im Stile Kripkes, d. h.,
die Modelle der Modallogiken sind Kripke-Rahmen.
Definition 2.4.1 EineKripke-Rahmensei ein PaarhW;Ri, wobeiW eine nicht-leere
Menge (möglicher Welten) undR eine binäre Relation aufW ist.
Ein Kripke-Modellist ein TripelhW;R; V i, wobei die BelegungV eine Abbildung der
aussagenlogischen Variablen in die Menge der Welten ist, d. h.,V (p) ist die Menge
aller Welten, in denenp unter der BelegungV wahr ist.
FallswRw0 (d. h., fallshw;w0i 2 R), dann ist die Weltw0 erreichbarvon der Weltw,
undw0 ist eineNachfolgeweltvonw.
Der Begriff der Wahrheit einer Aussage in einer Welt wird auf komplexe Formeln
F 2 FormL() wie folgt erweitert:F sei genau dannwahr in einer Weltw, wenn
 G nicht wahr ist inw, im FalleF = :G,
 G1 undG2 wahr sind inw, im FalleF = G1 ^G2,
 G1 oderG2 wahr ist inw, im FalleF = G1 _G2,
 G wahr ist in allen Welten, die vonw erreichbar sind, im FalleF = 2G,
 G wahr ist in einer Welt, die vonw erreichbar ist, im FalleF = 3G.
2
Die ersten zwei Spalten in Tabelle 2.2 zeigen die Axiomatisierungen der 15 einfachen
Modallogiken, die mit Hilfe der Axiome in Tabelle 2.1 definiert werden k¨onnen.
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Name Axiom Eigenschaft
(K) 2(A! B)! (2A! 2B) —
(T) 2A! A reflexiv
(D) 2A! 3A seriell
(4) 2A! 22A transitiv
(5) 3A! 23A euklidisch
(B) A! 23A symmetrisch
Tabelle 2.1: Einfache Modallogiken und die entsprechenden Einschr¨ankungen
der Erreichbarkeitsrelation.
Logik Axiome Logik Axiome
K (K) KT (K), (T)
KB (K), (B) K4 (K), (4)
K5 (K), (5) K45 (K), (4), (5)
KD (K), (D) KDB (K), (D), (B)
KD4 (K), (D), (4) KD5 (K), (D), (5)
KD45 (K), (D), (4), (5) KB4 (K), (B), (4)
B (K), (T), (B) S4 (K), (T), (4)
S5 (K), (T), (5)
Tabelle 2.2:Axiomatische Charakterisierung der einfachen Modallogiken.
Definition 2.4.2 SeiL eine der Modallogiken aus Tabelle 2.2. Ein Kripke-Rahmen
hW;Ri heiße einL-Rahmen, wenn jede Instanz jedes Axioms vonL in allen Welten
von hW;Ri wahr ist.
Ein Kripke-ModellhW;R; V i heiße einL-Modell, wennhW;Ri einL-Rahmen ist.2
Es ist bekannt, daß die in Tabelle 2.1 aufgef¨uhrten Axiome die daneben stehenden
Eigenschaften vonR charakterisieren. Folglich haben alle KT-Rahmen eine reflexive
ErreichbarkeitsrelationR, und wenn ein Rahmen eine reflexive Erreichbarkeitsrelation
hat, dann erf¨ullt er das Axiom (T). Darum assoziieren wir die Eigenschaften auch mit
den Logiken selbst und sagen beispielsweise, daß eine Logikseriell sei, wennL-
Rahmen eine serielle Erreichbarkeitsrelation haben. Einige Vorsicht ist hier jedoch
geboten: so ist beispielsweise das Axiom (D) kein Axiom von KT, aber dennoch ist
jeder KT-Rahmen seriell, denn (D) wird von (T) impliziert.
Wir können nun fortfahren, die Semantik der einfachen Modallogiken formal zu defi-
nieren. SeiL eine der einfachen Modallogiken, die in Tabelle 2.2 aufgef¨uhrt sind, und
sei eine Signatur inSig
L
. Die Modelle inML() seien die KripkeL-Modelle. Eine
der Weltenw0 2 W jedes Modellsm = hW;R; V i wird zur initialen Weltw0 vonm
bestimmt. Die Relationj=L ist für alle Weltenw 2 W und FormelnF 2 FormL()
definiert durch:w j=L F genau dann, wennF wahr ist inw.
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2.5 Modallogiken ohne binare Konnektive
Als ein weiteres Beispiel f¨ur logische Systeme f¨uhren wir die ModallogikenbL ohne
binäre Konnektive ein. Alle Formeln sind also modale Literale, d. h., sie sind von
der FormÆ1    Æn p (n  0), wobeip eine aussagenlogische Variable undÆi eine der
Modalitäten2;3 oder das Negationssymbol: ist; die Semantik vonbL ist die gleiche
wie die der entsprechenden vollen ModallogikL – formaler:
Signaturen: Die MengeSig
bL
der Signaturen vonbL ist die gleiche wie die der Mo-
dallogik L, d. h., ein Signatur ist eine aufz¨ahlbare, nicht-leere Menge aussagenlogi-
scher Variablen.




() die Menge derjenigen
Formeln vonFormL, die aus einem einzelnen Element von mit einer vorangestell-






() der Modelle vonbL ist identisch mit der MengeML
der Modelle vonL; und die Relationj=
bL
ist die Einschr¨ankung vonj=L auf die For-
meln inFormL(), die auch Formeln inFormbL() sind.
Jede Formel inForm
bL
() ist erfüllbar. Nichtsdestotrotz ist die Logik nicht trivial,
denn wir sind an der Erf¨ullbarkeit vonMengenvon Formeln interessiert, die implizit
konjunktiv verknüpft sind und unerf¨ullbar sein können.
Die LogikenbLwerden in Kapitel 6 benutzt, um die Vorteile des Faserns zu demonstrie-
ren, d. h., der Kombination von Logiken und ihrer Kalk¨ule. Die fehlenden Konnektive
können durch Fasern vonbLmit der Prädikatenlogik erster Stufe PL1 wieder eingef¨uhrt
werden; und ein Kalk¨ul für die resultierende modale Pr¨adikatenlogik kann konstruiert
werden, indem Kalk¨ule für bL und PL1 gefasert werden.
2.6 Die Fragmente MLSS und MLSSF der Mengentheorie
Als weitere Beispiele f¨ur logische Systeme stellen wir zwei Fragmente der quantoren-
freien Mengentheorie vor; ein neuer und verbesserter Tableaukalk¨ul für diese Logiken
ist in Abschnitt 3.8 definiert.
Die Mengentheorie ist die Sprache der Mathematik. Darum spielt sie eine wichtige
Rolle in vielen Anwendungsbereichen des Automatischen Beweisens. Zum Beispiel
basieren zwei der am meisten verbreiteten Spezifikationssprachen, n¨amlich die Spra-
chen Z und B, ausschließlich auf Mengentheorie. In anderen Sprachen sind Mengen
zumindest ein wichtiges Konstrukt, das h¨aufig für Spezifikationen verwendet wird, sei
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es auf der Meta-Ebene oder als Datenstruktur des spezifierten Programms. Mengen-
theoretische Beweisverpflichtungen treten sowohl dann auf, wenn eine Implementie-
rung als korrekt bez¨uglich einer Spezifikation nachzuweisen ist, wie auch beim Testen
der Konsistenz der Spezifikation oder derÜberprüfung von Vor- oder Nachbedingun-
gen.
Mengentheoretisches Schließen, d. h., der Einsatz spezieller Techniken statt der Ver-
wendung der Axiome der Mengentheorie, ist unverzichtbar f¨ur das Automatische Be-
weisen in vielen Dom¨anen. Automatische Deduktionswerkzeuge k¨onnen beispiels-
weise in interaktive Sofware-Verifikationssysteme integriert werden und nehmen dann
dem Benutzer die interaktive L¨osung einfacher mengentheoretischer Beweisaufgaben
ab, die nicht seine Intuition erfordern, sondern durch kombinatorische Suche gel¨ost
werden können.
Der mehrstufige Syllogismus (multi-level syllogistic, MLS) besteht aus quantorenfrei-
en Formeln, die mit den mengentheoretischen Pr¨adikatenElement-von, Gleichheit,
Teilmenge-von, den binären FunktionenVereinigung, Durchschnitt, Mengen-Differenz
und einer die leere Menge darstellenden Konstante aufgebaut sind. In der Erweiterung
von MLS um einelementige Mengen (MLS with singleton, MLSS) könnenn-stellige
Funktionenfgn benutzt werden, um Mengen der M¨achtigkeitn darzustellen. Das
Fragment MLSSF is die Anreicherung von MLSS um freie (uninterpretierte) Funkti-
onssymbole.
Die Ausdrucksst¨arke von MLSS und MLSSF ist f¨ur viele Anwendungen ausreichend.
MLSS-Formeln können Variablen enthalten, die implizit universell quantifiziert sind.
Die wesentliche Einschr¨ankung ist, daß keine existentielle Quantifizierung m¨oglich
ist; darum können Aussagen wie
”
es gibt eine unendliche Menge“ nicht in MLSS
formalisiert werden.
In der Literatur sind Entscheidungs- und Semi-Entscheidungsverfahren f¨ur verschie-
dene Erweiterungen von MLS beschrieben; diese basieren jedoch nicht auf Tableaus,
sondern sind hochgradig nicht-deterministische Suchverfahren und sind nicht f¨ur eine
Implementierung geeignet. Ein̈Uberblick findet sich in (Cantone & Ferro, 1995; Can-
toneet al., 1989). Zu den Erweiterungen von MLS, deren Entscheidbarkeit bekannt
ist, gehören: MLS mit Potenzmengenoperator und einelementigen Mengen (Canto-
ne, 1991; Cantonet al., 1985), mit relationalen Konstrukten (Cantone & Schwartz,
1991), mit einstelligem Vereinigungsoperator, der alle Teilmengen vereinigt (Cantone
et al., 1987), und mit einem Auswahloperator (Ferro & Omodeo, 1987).
Signaturen Eine MLSSF Signatur ist eine PL1-Signatur, so daß
1. ihre MengeP () von Prädikatensymbolen aus den bin¨aren Symbolen@ (
”
Ele-
ment von“) , (Gleichheit) undv (
”
Teilmenge von“) besteht,
2. ihre MengeF () von Funktionssymbolen aus
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(a) den binären Symbolenu (Durchschnitt) ,t (Vereinigung) ,n (Mengen-
Differenz) , den Konstruktorenfgn mit der Stelligkeitn  1 und der men-
gentheoretischen Konstante; (die leere Menge),
(b) Funktionssymbolen, die keine besondere mengentheortische Interpretation
haben (diese heißenfreie Funktionssymbole),
besteht.
Eine MLSSF-Signatur ist eine MLSS-Signatur, wenn alle ihre freien Funktionssym-
bole Konstanten sind, d. h., von der Stelligkeit 0 sind.
Syntax Die Formeln von MLSS und MLSSF sind gem¨aß den Regeln der Pr¨adi-
katenlogik erster Stufe aufgebaut, wobei die logischen Operatoren_ (Disjunktion),
^ (Konjunktion),: (Negation) und! (Implikation) aberkeineQuantoren verwendet
werden.
Definition 2.6.1 Sei eine MLSS-Signatur (bzw. eine MLSSF-Signatur).
Die MengeAtomMLSS() aller MLSS-Atome(bzw. die MengeAtomMLSSF() aller
MLSSF-Atome) ist die MengeAtomPL1() aller PL1-Atome ¨uber; und die Men-
geFormMLSS() der MLSS-Formeln(bzw. die MengeFormMLSSF() der MLSSF-
Forlmeln) besteht aus allen PL1-Formeln ¨uber, in denen die Quantoren8 und 9
nicht vorkommen (und also auch keine Objektvariablen). 2
Notation 2.6.2 Um Verwechselungen zu vermeiden, verwenden wir die Nicht-Stan-
dard-Symbole@;;v;u;t auf der Objektebene und die Symbole2;=;;\;[ auf
der Metaebene.
Wie gewöhnlich werden die bin¨aren mengentheoretischen Funktions- und Pr¨adikaten-
symbole in Infix-Notation undfgn in Circumfix-Notation geschrieben. 2
Definition 2.6.3 Ein Termt 2 TermPL1() über einer MLSSF-Signatur heiße ein
Mengenterm. Er heiße einreiner Mengenterm, wenn er keine freien Funktionssymbo-
le f mit Stelligkeit(f) > 0 enthält. Ein Mengenterm heißefunktional, wenn er von
der Formf(t1; : : : ; tn) ist, wobeif ein freies Funktionssymbol ist. 2
Man beachte, daß funktionale Mengenterme nicht-funktionale Mengenterme (die nicht
notwendig reine Mengenterme sind) als Teilterme enthalten k¨on en – und umgekehrt.
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Semantik Wir verwenden die Semantik der Mengentheorie (und damit ihrer Frag-
mente MLSS und MLSSF), wie sie durch ZF-Axiomensystem oder, in ¨aquivalenter
Weise, durch die von-Neumann-Hierarchie von Mengen gegeben ist (siehe z. B. (Jech,
1978) für eine ausf¨uhrliche Diskussion der Semantik der Mengentheorie).







1. V0 = ;,
2. V =
S
<V für jede Limit-Ordinalzahl und
3. V+1 die Potenzmenge vonV für jede Ordinalzahl bezeichnet. 2
Definition 2.6.5 Sei eine MLSS- oder MLSSF-Signatur. Eine pr¨adikatenlogische
Strukturm = hD; Ii 2 MPL1() heiße eineMengenstruktur, wenn sie die folgenden
Eigenschaften hat:
1. das UniversumD besteht aus den Mengen der von-Neumann-HierarchieV;
2. D ist abgeschlossen unter den Mengenoperationen\, [, n und fgn (n  1),
undD enthält die leere Menge;
3. I interpretiert
(a) die Konstante; durch die leere Menge,
(b) die Prädikatensymbole durch ihre kanonische Interpretation, d. h., durch
die Identitätsrelation,@durch2 undv durch,
(c) die mengentheoretischen Funktionssymbole durch ihre kanonische Inter-
pretation, d. h.,t durch[, u durch\, n durch n und fgn durch fgn
(n  1). 2
Da Modelle logischer Systeme eine Menge von Welten beinhalten m¨ussen, definie-
ren wir, daß Modelle von MLSS und MLSSF aus einer einzelnen (initialen) Weltw0
bestehen, die eine Mengenstruktur ist.
Die Relationenj=MLSS und j=MLSSF sind in gleicher Weise definiert wie die Relati-
on j=PL1 der Logik PL1: eine MLSS-Formel oder MLSSF-FormelF ist genau dann
wahr in der Weltw0, die eine Mengenstruktur ist, wennvalI(F ) = true für alle Va-
riablenbelegungen.
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Man könnte zulassen, daß freie Objektvariablen in MLSS und MLSSF-Formeln auf-
treten; aber das w¨urde die Ausdrucksst¨arke nicht erh¨ohen. Da freie Objektvariavlen
in quantorenfreien Formeln implizit universell quantifiziert sind, ist eine FormelG(x)
genau dann in MLSS oder MLSSF g¨ultig, wenn eine Skolemisierung:G(c) ihrer Ne-
gation unerf¨ullbar ist. Darum k¨onnen freie Objektvariablen eliminiert werden, und ein
Tableaukalk¨ul für Formeln ohne freie Objektvariablen ist ausreichend.
3 Tableaukalkule
3.1 Eine uniforme Sicht
Es ist wichtig, die beiden Phasen zu unterscheiden, in die die Entwicklung einer ef-
fizienten tableaubasierten Beweisprozedur aufgeteilt werden kann: dem Entwurf ei-
nes Tableaukalk¨uls und der Konstruktion einer auf diesem Kalk¨ul aufbauenden Be-
weisprozedur. Ein Tableaukalk¨ul ist im wesentlichen durch Ableitungsregeln charak-
terisiert, die nicht-deterministisch angewendet werden k¨o nen, um einen Tableaube-
weis zu konstruieren; eine Beweisprozedur ist eine Beschreibung, wie die Suche nach
einem Beweis unter Verwendung eines bestimmten Kalk¨uls zu organisieren ist.
In der Literaturüber Tableaukalk¨ule werden diese beiden Phasen oft vermischt; Ver-
feinerungen, die weder die Korrektheit noch die Vollst¨andigkeit eines Kalk¨uls beein-
flussen, sondern den Zweck haben, die Effizienz zu steigern, werden zu einem Teil
der Definition des Kalk¨uls. Das ist sch¨adlich, denn welche g¨unstigen Eigenschaften
des Kalküls man dann auch immer beweist, sind tats¨achlich nur für den verfeinerten
Kalkül bewiesen. Außerdem sind verfeinerte Kalk¨ule oft weniger
”
gutartig“ als die
ursprüngliche Version, was es schwieriger macht, die uniformen Methoden zur Kon-
struktion einer effizienten Beweisprozedur anzuwenden, die in den folgenden Kapiteln
beschrieben werden.
Eine Verfeinerung, die typischerweise nicht Teil der Definition eines Kalk¨uls sein soll-
te, ist die meist n¨utzliche Heuristik, daß nicht-verzweigende Regelanwendungen sol-
chen vorzuziehen sind, die mehrere neue Tableau¨aste einf¨uhren. Wenn diese Heuristik
Teil der Definition des Kalk¨uls ist, dann ist es beispielsweise unm¨oglich, eine aus-
gefeiltere Technik zur Auswahl der n¨achsten Regelanwendung einzusetzen, die auf
einem Komplexitätsmaß f¨ur neu hinzukommende Formeln beruht.
Daraus folgt, daß die Vermeidung von Redundanz durch eine Beschr¨ankung des Such-
raums, die den Kalk¨ul deterministischer macht, nicht das Thema dieses Kapitels ist;
sie wird in Kapitel 5 behandelt, in dem der Entwurf effizienter Beweisprozeduren dis-
kutiert wird. Nichtsdestotrotz spielt die Effizienz beim Entwurf eines Kalk¨uls eine
Rolle; so sollten stark indeterministische Regeln, wie beispielsweise die Schnittregel,




So wenige Einschr¨ankungen wie m¨oglich werden bez¨uglich der Art und Form von
Tableaus und Tableaukalk¨ulen gemacht. Aber, wie schon in der Einleitung erw¨ahnt
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(Abschnitt 1.3), ist ein Tableau immer ein Baum, dessen Knoten mit Formeln markiert
sind. Ohne weitere Einschr¨ankungen weiß man nat¨urlich nichtsüber das Verhalten ei-
nes Tableaukalk¨uls – außer daß Tableaus den Zustand der Beweissuche repr¨asentieren
und daß Tableauregelanwendungen Zustands¨ubergängen entsprechen. Insbesondere
ist nichtsüber die Art und Weise bekannt, wie Zust¨ande repr¨asentiert werden, und was
die Beziehung zwischen den Tableaus ist.
Um in der Lage zu sein, Aussagen ¨uber das Verhalten eines Tableaukalk¨uls zu ma-
chen und uniforme Methoden anzuwenden, m¨ussen zus¨atzliche Annahmen gemacht
werden. Die erste dieser Annahmen wird sein, daß Tableau¨aste verschiedene F¨alle ei-
nes Beweises repr¨asentieren und daß sie also implizit disjunktiv verkn¨upft sind; einen
Ast abzuschließen bedeutet, daß der entsprechende Fall erfolgreich abgehandelt wor-
den ist. DaÄste verschiedene F¨alle darstellen sollen, f¨uhrt dies auch dazu, daß die
Auswirkungen einer Tableauregelanwendungen lokal auf einen Ast beschr¨ankt sind.
Der nächste Schritt wird sein, die Annahme zu machen, daß die Formeln auf einem
Ast implizit konjunktiv verknüpft sind und das Wissen repr¨asentieren, das ¨uber den
entsprechenden Fall des Beweises abgeleitet worden ist. Das erfordert, daß die Ta-
bleauerweiterungsregel monoton ist und aufMengenvon Formeln operiert; die Rei-
henfolge der Formeln auf einem Ast spielt dabei keine Rolle mehr.
Der letzte Schritt sind semantische Annahmen. Man geht davon aus, daß ein Ast (par-
tiell) ein Modell definiert. Die Tableaukonstruktion entspricht dann der Konstruktion
eines Modells der Formeln des initialen Tableaus. Ein Ast ist geschlossen, wenn ein
Widerspruch in der partiellen Modelldefinition, die er repr¨asentiert, gefunden wur-
de. Ein geschlossenes Tableau beweist die Tatsache, daß die Formeln des initialen
Tableaus unerf¨ullbar sind.
Um so viele verschiedenen Kalk¨ule wie möglich in unsere allgemeine Definition des-
sen, was ein Tableaukalk¨ul sei, einzuschließen, werden die Formeln in Tableaus mit
Vorzeichen (signs), die den intendierten Wahrheitswert einer Formel repr¨asentieren,
und Markierungen (labels) versehen. Markierungen k¨onnen viele verschiedene Zwek-
ke haben. Sie erlauben es, Informationen ¨uber Formeln und die Beziehungen zwischen
Formeln explizit darzustellen, und sind besonders in Kalk¨ulen für nicht-klassische Lo-
giken von Nutzen (z. B. mehrwertigen, modalen und intuitionistischen Logiken); vie-
le tableauartige Kalk¨ule, die markierte Formeln verwenden, sind in (Gabbay, 1996b)
beschrieben. Tableaukalk¨ule mit markierten Formeln sind sehr viel m¨achtiger als Kal-
küle, die Informationen statt sie durch Markierungen darzustellen, in der Struktur eines
Tableauastes kodieren. Wenn Information implizit durch die Struktur eines Tableau-
astes repr¨asentiert ist, k¨onnen alle Ver¨anderungen, die die Struktur von̈Asten beein-
flussen, Korrektheit bzw. Vollst¨andigkeit des Kalk¨uls zerstören; darum bezeichnen wir
solche Kalküle alsnicht gutartig(die Eigenschaft der Gutartigkeit wird formal in Ab-
schnitt 3.3.7 definiert).
Daß nur die zwei VorzeichenT undF verwendet werden, bedeutet keine Beschr¨ankung
auf zweiwertige Logik; diese Vorzeichen repr¨asentieren die Tatsache, daß eine Formel
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wahr bzw. nicht wahr ist in einem Modell. Die Wahrheitswerte einer mehrwertigen
Logik kann man in Markierungen kodieren, mit denen man die Formeln versieht.
3.2 Syntax von Tableaukalkulen
Wie schon zuvor gesagt, sehen wir die Baumstruktur von Tableaus als eine essentielle
Eigenschaft an; B¨aume sindnichtnur eine Datenstruktur zur Implementierung von Ta-
bleaus. Kalk¨ule, wie beispielsweise Sequenzenkalk¨ule und die Konnektionsmethode,
die auf anderen Datenstrukturen operieren, sind nur
”
tableauartig“.
Definition 3.2.1 SeiL eine Logik; sei 2 Sig eine Signatur vonL; und seiLab eine
Menge von Markierungen.
Eine TableauformelS::F bestehe aus einem VorzeichenS 2 fT; Fg, einer Markie-
rung 2 Lab und einer FormelF 2 Form(); sie heißeatomar, wennF 2 Atom().
Außerdem ist das Symbol? eine Tableauformel (die den Astabschluß anzeigt). Die
Menge aller Tableauformeln sei mitTabForm() bezeichnet.
Das Komplement einer Tableauformel ist definiert durch: = F::F , falls  von
der FormT::F ist, und = T::F , falls von der FormF::F ist (das Komplement
von? bleibt undefiniert).
Ein Tableau(über der Signatur) ist ein endlich verzweigender Baum, dessen Knoten
mit Tableauformeln ausTabForm() markiert sind.
Ein Ast eines TableausT ist ein maximaler Pfad inT . Die Menge der Formeln auf
einem AstB sei mitForm(B) bezeichnet. 2
Im folgenden identifizieren wir oft Knoten in einem Tableau mit den Formeln, mit
denen sie markiert sind.
Um den Begriff des Tableaukalk¨uls so allgemein wie m¨oglich zu halten, wird jede
Funktion, die einem Tableau eine Menge m¨oglicher Nachfolgetableaus zuweist, als
Tableauregelangesehen. Eine Tableauregel kann ein Tableau, auf das sie angewendet
wird, in beliebiger Weise ver¨andern. Tableauerweiterungsregeln sind ein Spezialfall
von Tableauregeln; sie werden in Abschnitt 3.3.3 behandelt.
Ein Tableaukalk¨ul C für eine LogikL hat (verschiedene)
”
Instanzen“C() für jede Si-
gnatur 2 Sig. Wir lassen es zu, daß Formeln einer erweiterten Signatur in einem
Tableaubeweis verwendet werden. Nur die urspr¨unglichen Formeln, deren Erf¨ullbar-
keit überprüft werden soll, m¨ussen aus der Sprache der nicht-erweiterten Signatur
stammen, die eine Einschr¨ankung von ist; sie werden auf das initiale Tableau ge-
setzt. Es ist unverzichtbar f¨ur viele Logiken, zu erlauben, daß eine erweiterte Signatur
in einem Beweis verwendet wird, oder, was das gleiche bedeutet, zu verlangen, daß
die Formeln deren Erf¨ullbarkeit getestet wird, aus der Sprache einer eingeschr¨ankten
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Signatur stammen; dies gestattet es beispielsweise, Skolem-Symbole einzuf¨uhren, die
mit Sicherheit im initialen Tableau nicht auftreten.
Definition 3.2.2 Ein Tableaukalk¨ul C für eine LogikL ist für jede Signatur 2 Sig
definiert durch:
 eine Erweiterung 2 Sig der Signatur (Def. 2.1.3);
 eine MengeLab von Markierungen und eine initiale Markierung0 2 Lab;
 eine TableauregelR(), die jedem TableauT über der Signatur eine Menge
von Tableaus ¨uber zuweist, die die (m¨oglichen)Nachfolgetableausvon T
sind. Die MengeR()(T ) kann unendlich sein, sie muß aber aufz¨ahlbar sein.
2
Nun haben wir alles zur Verf¨ugung, was n¨otig ist, zu definieren, welches die Tableaus
für eine MengeF von Formeln sind und wann ein Tableau geschlossen ist. Die Kon-
struktion von Tableaus f¨ur F ist im allgemeinen ein nicht-deterministischer Prozeß,
da ein Tableau jede – sogar eine unendliche – Zahl von m¨glichen Nachfolgetableaus
haben kann.
Definition 3.2.3 SeiC ein Tableaukalk¨ul für eine LogikL; und sei 2 Sig eine Si-
gnatur vonL. Die Menge der Tableaus f¨ur eine endliche Menge   TabForm()
von Tableauformeln sei wie folgt induktiv definiert:
1. Ein lineares Tableau, dessen Knoten mit den (allen) Formeln aus  markiert ist,
ist ein Tableau f¨ur   (ein initiales Tableau).
2. WennT ein Tableau f¨ur   ist undT 0 2 R()(T ) (d. h., wennT 0 ein Nachfol-
getableau vonT ist), dann istT 0 ein Tableau f¨ur  .
Ein TableauT ist ein Tableau f¨ur eine endliche MengeF  Form() von Formeln,
wenn es ein Tableau f¨r die MengefT:0:F j F 2 Fg von Tableauformeln ist. 2
Einige nützliche Tableaukalk¨ule beginnen (per Definition) mit einemleereninitialen
Tableau und erlauben,̈Aste später mit Formeln aus der MengeF zu erweitern, deren
Erfüllbarkeit zuüberprüfen ist. Dies kann in unserem allgemeinen Rahmen leicht
modelliert werden, indem eine spezielle initiale MarkierungÆ mit der Bedeutung
”
ist
noch nicht auf dem Ast“ eingef¨uhrt und die Tableauregel so erweitert wird, daßS:0:F
ausS:Æ:F abgeleitet werden kann (wobei0 die ursprüngliche initiale Markierung ist).
Diese Ableitung entspricht dann dem Hinzuf¨ugen der FormelS:0:F zu dem Tableau.
Eine andere m¨ogliche Vorgehensweise, die auch dann angewendet werden kann, wenn
die MengeF unendlich ist, ist die Tableauregel so zu erweitern, daßS:0:F aus der
leeren Pr¨amisse abgeleitet werden kann.
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Definition 3.2.4 Ein TableauastB ist geschlossen, wenn einer seiner Knoten mit?
markiert ist.
Ein Tableau istgeschlossen, wenn alle seinëAste geschlossen sind. 2
Intuitiv ist ein Tableaubeweis f¨ur eine MengeF von Formeln ein Nachweis der Un-
erfüllbarkeit vonF (vorausgesetzt, der Kalk¨ul ist korrekt).
Definition 3.2.5 Sei C ein Tableaukalk¨ul für eine LogikL; und sei 2 Sig
L
. Ein
Tableaubeweisfür eine MengeF  Form() von Formeln ist eine endliche Folge
T0; : : : ; Tn (n  0) von Tableaus f¨ur F, so daß
 T0 ein initiales Tableau f¨ur F ist,
 Ti ein Nachfolgetableau vonTi 1 ist (1  i  n),
 Tn geschlossen ist. 2
Lemma 3.2.6 Seien ein Tableaukalkül C für eine LogikL und eine Signatur 2 SigL
gegeben. Es gibt genau dann einen Tableaubeweis für eine MengeF  Form() von
Formeln, wenn es ein geschlossenes Tableau für F gibt.
Beweis:Dies folgt sofort aus den Definitionen der Begriffe des Tableaus f¨ur eine Men-
ge von Formeln und des Tableaubeweises. 2
3.3 Syntaktische Eigenschaften
3.3.1 Nicht-destruktive Tableaukalkule
Ein Tableaukalk¨ul ist nicht-destruktiv, wenn Anwendungen seiner Tableauregel die
Formeln, die sich schon auf einem Tableau befinden, nicht ver¨andern oder gar entfer-
nen, sondern nur neue Formeln hinzuf¨ugt.
Definition 3.3.1 Ein Tableaukalk¨ul heißenicht-destruktiv, wenn alle m¨oglichen Nach-
folgetableaus eines beliebigen Tableaus dieses als initialen Teilbaum enthalten; an-
dernfalls heiße der Kalk¨ul destruktiv. 2
Beispiel 3.3.2Ein typisches Beispiel f¨ur destruktive Kalk¨ule sind solche, die freie Va-
riablen in Tableauformeln verwenden und erlauben, diese freien Variablen mit Termen
zu instantiieren, wenn die Tableauregel angewendet wird. 2
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3.3.2 Beweiskonuenz
Ein Tableaukalk¨ul ist beweiskonfluent, wenn es keine
”
Sackgassen“ in der Beweissu-
che gibt. Eine bestimmte Tableauregelanwendung kann nutzlos f¨ur die Konstruktion
eines Beweises f¨ur eine FormelmengeF sein, aber in einem beweiskonfluenten Kalk¨ul
kann dies niemals verhindern, daß schließlich doch ein Beweis erzeugt werden kann.
Eine deterministische Beweisprozedur fëinen beweiskonfluenten Kalk¨ul kann da-
durch konstruiert werden, daß man dieFairneß der Regelanwendungen sicherstellt
(Kapitel 5); Backtracking ist dann niemals notwendig.
Definition 3.3.3 Ein Tableaukalk¨ul C für eine LogikL ist beweiskonfluent, wenn je-
de FolgeT0; : : : ; Tk (k  0) von Tableaus f¨ur eine MengeF  Form() von Formeln
über einer Signatur vonL, für die ein Tableaubeweis existiert, zu einem Tableaube-
weisT0; : : : ; Tk; : : : ; Tn (n  k) für F erweitert werden kann. 2
3.3.3 Tableaukalkule mit Erweiterungsregel
Die wichtigste syntaktische Eigenschaften, die die
”
Gutartigkeit“ von Tableaukalk¨ulen
sicherstellt, ist, daß Tableauregelanwendungen nurlokaleAuswirkungen haben. Das
heißt, die Tableauregel ist nicht-destruktiv und sie erweitert nureinen einzelnenAst
eines Tableaus. Außerdem darf es nur von den Formeln auf einem Ast abh¨angen, in
welcher Weise er erweitert werden kann; keine anderen Vorbedingungen sind zul¨assig,
wie beispielsweise das Vorhandensein von Formeln auf anderenÄst . Ein Kalkül hat
diese Lokalitätseigenschaft, wenn seine Tableauregel die Form einerTableauerweite-
rungsregelhat.
Definition 3.3.4 SeiC ein Tableaukalk¨ul für eine LogikL; und sei 2 Sig eine Si-
gnatur vonL.
EineExtensionist eine endliche Menge von Tableauformeln ¨uber.
EineKonklusioneiner Tableauregelanwendung ist eine endliche Menge von Extensio-
nen.
Eine ErweiterungsregelE() ist eine Funktion, die jedem (endlichen) Tableauast,
dessen Knoten mit Formeln ausTabForm() markiert sind, eine MengeE()(B)
(möglicher) Konklusionen zuweist, die unendlich sein kann, aber aufz¨ahlbar sein muß.
2
Man beachte, daß keine speziellenAbschlußregelnbenötigt werden. Denn ein Ast ist
geschlossen, wenn er mit der speziellen Tableauformel? rweitert ist. Darum kann
der Astabschluß als ein Spezialfall der Asterweiterung aufgefaßt werden.
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Definition 3.3.5 SeiC ein Tableaukalk¨ul für eine LogikL; und sei 2 Sig eine Si-
gnatur.
Eine ErweiterungsregelE() charakterisiertdie TableauregelR() von C, wenn für
alle TableausT über folgendes gilt: ein TableauT 0 ist genau dann ein Nachfolgeta-
bleau vonT (d. h.,T 0 2 R()(T )), wenn es einen AstB in T und eine KonklusionC
in E()(B) gibt, so daß das TableauT 0 ausT konstruiert werden kann, indem der
Ast B mit einem neuen Teilast f¨ur jede ExtensionE in C erweitert wird, wobei die
Knoten des Teilastes mit den Elementen vonE markiert sind.
Wenn die ErweiterungsregelE() die TableauregelR() des Kalküls C für alle Si-
gnaturen charakterisiert, dann heißeE dieErweiterungsregel vonC; undC heiße ein
Kalkül mit ErweiterungsregelE . 2
Satz 3.3.6Ein Tableaukalk̈ul mit Erweiterungsregel ist nicht-destruktiv.
Beweis:Das Theorem folgt sofort aus den Definitionen 3.3.1 und 3.3.4. 2
3.3.4 Analytische Tableaukalkule
Zwei verschiedene Definitionen dessen, was einanalytischerKalkül sei, finden sich
in der Literatur. Eine davon ist, daß ein Kalk¨u analytisch ist, wenn er die zu be-
weisende Formel
”
analysiert“, d. h., wenn er ein Top-down-Beweisverfahren ist, – im
Gegensatz zu Bottom-up-Beweisverfahren, die versuchen, die zu beweisende Formel
aus den Axiomen abzuleiten. In diesem Sinne sind Tableaukalk¨le immer analytisch;
eine etwas st¨arkere Variante dieser Eigenschaft ist in Abschnitt 3.5 beschrieben.
Hier jedoch verwenden wir die Bezeichnunganalytischin ihrer traditionellen, ein-
geschränkteren Bedeutung: Ein Kalk¨ul ist analytisch, wenn alle Formeln in einem
Nachfolgetableau eines TableausT chon inT als (Teil-)Formeln vorkommen.
Definition 3.3.7 Ein Tableaukalk¨ul ist analytisch, wenn für jedes TableauT über einer
Signatur und alle NachfolgetableausT 0 von T folgendes gilt: WennS0:0:F 0 eine
Tableauformel inT 0 ist, dann gibt es eine TableauformelS::F in T , so daßF 0 eine
Teilformel vonF ist. 2
Analytische Kalküle haben einen kleineren Suchraum als nicht-analytische Kalk¨ule,
weil es weniger verschiedene Formeln gibt, die durch Tableauregelanwendungen neu
eingeführt werden k¨onnen.
Es ist möglich, analytische Kalk¨ule für die klassische und die meisten nicht-klassi-
schen Aussagenlogiken zu definieren. Kalk¨ule für Prädikatenlogiken sind gew¨ohnlich
nicht analytisch im engen Sinne, weil sie erlauben, beispielsweise das Atomp( ) für
alle Termet aus der Formel(8x)(p(x)) abzuleiten. Solche Kalk¨ule sind aber dennoch
im weiteren Sinne analytisch, wenn n¨amlich nicht nur Teilformeln ausT sondern auch
Instanzen von Teilformeln ausT in Nachfolgetableaus vonT vorkommen d¨urfen.
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3.3.5 Monotone Tableaukalkule
Ein Tableaukalk¨ul mit Erweiterungsregel istmonoton, wenn die Menge der m¨oglichen
Konklusionen eines AstB0, der eine Erweiterung eines AstesB ist, alle möglichen
Konklusionen vonB enthält.
Definition 3.3.8 SeiC ein Tableaukalk¨ul mit ErweiterungsregelE für eine LogikL.
Der Kalkül C ist monoton, wenn E()(B1)  E()(B2) für alle Äste B1 und B2
über, so daßB1 ein initialer Teilpfad vonB2 ist. 2
Wenn ein Kalkül mit Erweiterungsregel monoton ist, dann sind in ihm Regelanwen-
dungen permutierbar. Das heißt, angenommenB ist ein Ast eines Tableaus ¨uber und
C1 undC2 sind Konklusionen inE()(B), dann können alle Tableau¨aste, die ausB
dadurch konstruiert werden k¨onnen, daß zuerst eine ExtensionE1 ausC1 und dann
eine ExtensionE2 ausC2 angefügt wird, auch durch Permutation der entsprechen-
den Regelanwendungen gewonnen werden, das heißt, indemB zuerst mitE2 erweitert
wird und dann mitE1.
3.3.6 Nicht-strukturelle Tableaukalkule
Ein Tableaukalk¨ul ist nicht-strukturell, wenn die Reihenfolge der Formeln auf einem
TableauastB weder eine Bedeutung f¨ur die Anwendbarkeit der Erweiterungsregel des
Kalküls hat, noch f¨ur das Ergebnis der Anwendung.
Definition 3.3.9 SeiC ein Tableaukalk¨ul mit ErweiterungsregelE für eine LogikL.
Der Kalkül C ist nicht-strukturell, wenn für alle ÄsteB1 undB2 über, für die
Form(B1) = Form(B2) gilt,
E()(B1) = E()(B2) :
2
3.3.7 Gutartige Tableaukalkule
Wir nennen einen Tableaukalk¨ul gutartig, wenn er (a) ein Kalk¨ul mit Erweiterungs-
regel ist, (b) monoton ist und (c) nicht-strukturell ist. Gutartige Kalk¨ule zeigen ein
gewisses – zumindest syntaktisches – Wohlverhalten. Die Eigenschaft der Gutartig-
keit wird sich in den nachfolgenden Kapiteln als sehr wichtig erweisen.
Definition 3.3.10 Ein Tableaukalk¨ul mit Erweiterungsregel, der nicht-strukturell und
monoton ist, heißegutartig. 2
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Wenn ein Tableaukalk¨ul gutartig ist, dann kann seine Erweiterungsregel als Funkti-
on auf endlichen Mengen von Tableauformeln dargestellt werden (eine Funktion auf
Prämissen).
Lemma 3.3.11 SeiC ein gutartiger Tableaukalk̈ul mit ErweiterungsregelE für eine
LogikL. Dann gibt es f̈ur alle Signaturen vonL eine (eindeutig bestimmte) Funk-
tion ~E(), die jeder endlichen Menge  TabForm() von Tableauformeln (jeder
Prämisse) eine Menge~E()() (möglicher) Konklusionen zuweist, so daß
E()(B) = ~E()(Form(B))
für alle TableaüasteB über.
Lemma 3.3.11 impliziert, daß die Funktion~E() auf Mengen von Tableauformeln
(Prämissen) als eine alternative Charakterisierung der ErweiterungsregelE angesehen
werden kann – vorausgesetzt, der Kalk¨ul ist gutartig. Wir identifizieren darum im Falle
gutartiger Kalküle die beiden Funktionen, bezeichnen sie beide mitE und nennen sie
”
Erweiterungsregel“.
Eine weitere wichtige Eigenschaft gutartiger Kalk¨ule (Def. 3.3.8) ist, daß sie alle be-
weiskonfluent sind (Def. 3.3.3).
Satz 3.3.12Wenn ein Tableaukalkül gutartig ist, dann ist er beweiskonfluent.
Beweis:Sei C ein gutartiger Kalk¨ul für eine LogikL; seiF  Form() eine Men-
ge von Formeln ¨uber einer Signatur von L, für die ein TableaubeweisT 00; : : : ; T
0
m
(m  0) existiert; und seiT0; : : : ; Tk (k  0) eine Folge von Tableaus f¨ur F.
Ein Tableaubeweis, der eine Fortsetzung vonT0; : : : ; Tk ist, kann wie folgt konstruiert
werden: für jeden AstBi (1  i  r) vonTk werden die gleichenm Tableauregelan-
wendungen, die ausgef¨uhrt wurden, umT 0m ausT
0
0 zu konstruieren, angewendet, umBi
so zu erweitern, daßT 0m als ein Teiltableau an das Ende vonBi angefügt wird. Das ist
möglich, weil die initialen TableausT0 undT 00 die gleichen Formeln enthalten (wenn
auch möglicherweise in anderer Reihenfolge) und weil der Kalk¨ul nicht-strukturell
und monoton ist. Der resultierende Tableaubeweis ist von der L¨ange1 + k +mr. 2
Erweiterungsregeln gutartiger Kalk¨ule werden h¨aufig mit Hilfe von Regelschemata
beschrieben (siehe Abschnitte 3.6 und 3.7 f¨ur Beispiele). In diesen Schemata sind
die Elemente der minimalen Pr¨amisse, die vorhanden sein m¨ussen, um die Ableitung
einer gewissen Konklusion zu gestatten, sowie diese Konklusion durch eine horizon-
tale Linie getrennt, w¨ahrend vertikale Linien in der Konklusion deren verschiedene
Extensionen trennen. Die Benutzung von Schemata zur Definition von Erweiterungs-
regeln paßt in unseren allgemeinen Rahmen, jedoch werden verschiedene Schemata
sonstüblicherweise als Definitionen verschiedener Regeln angesehen, w¨ahrend wir
sie hier nur als Definition verschiedener Teilf¨alle der (einzelnen) Erweiterungsregel
eines Kalküls ansehen.
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Definition 3.3.13 SeiC ein gutartiger Kalk¨ul für eine LogikL; und sei eine Signatur
vonL.
Eine Menge  TabForm() ist eineminimale Pr̈amisseeiner KonklusionC, wenn
sie eine Pr¨amisse vonC ist, d. h.,C 2 E()(), und es keine echte Teilmenge0  ,
 6= 0, gibt, so daßC 2 E()(0). 2
Intuitiv schließt Gutartigkeit aus, daß sich Kalk¨u e
”
seltsam“ verhalten. Wie sich in
den folgenden Kapiteln erweisen wird, ist Gutartigkeit eine sehr wichtige Eigenschaft
von Tableaukalk¨ulen. Sie ist eine Vorbedingung f¨ur die Anwendbarkeit vieler der uni-
formen Methoden, die im folgenden beschrieben werden. Auch schon
”
leichte“ Nicht-
Gutartigkeit sollte darum als sch¨adlich angesehen werden. Ungl¨ucklicherweise sind
viele der Kalküle, die in der Literatur beschrieben und in der Praxis verwendet werden,
”
ein wenig“ nicht-gutartig. Solche Kalk¨ule können aber oft mit kleineren̈Anderun-
gen
”
repariert“ werden. Ein typisches Beispiel sind Kalk¨ule, die Erweiterungsregeln
benutzen, dieneueSymbole einf¨uhren, d. h., Symbole, die nicht schon auf dem Ast
vorkommen d¨urfen oder nicht einmal im ganzen Tableau. Wie das folgende Beispiel
zeigt, kann dieser Typ von Erweiterungsregeln h¨aufig durch eine ¨ahnliche Regel ersetzt
werden, die die Monotonienicht verletzt.
Beispiel 3.3.14In Kalkülen für die Prädikatenlogik erster Stufe wird h¨aufig eine Er-
weiterungsregel verwendet, die es erlaubt, aus einer Formel der Form(9x)(F (x)) die
FormelF (c) abzuleiten, wobeic eineneueKonstante ist, die noch nicht im Tableau
(oder noch nicht auf dem Ast) vorkommt. Ein Kalk¨u , der eine solche Regel verwen-
det ist nicht monoton (und also nicht gutartig), weil die Regel dieAbwesenheitvon
Formeln fordert, diec enthalten.
Führt man statt dessen ein spezielles KonstantensymbolcF ein, das nicht notwendi-
gerweise neu ist, dann ist der Kalk¨u monoton. Die Korrektheit des Kalk¨uls bleibt er-
halten, wenncF nicht auf andere Weise in Tableaus eingef¨uhrt werden kann als durch
Skolemisierung von(9x)(F (x)) (insbesondere d¨urfen die Skolem-KonstantencF nicht
im initialen Tableau auftreten); siehe Abschnitt 4.4. 2
Gutartige Kalküle existieren f¨ur die meisten Logiken. Es gibt jedoch einige nicht-
klassische Logiken, deren inh¨arente Eigenschaften es schwierig oder gar unm¨oglich
machen, einen gutartigen Tableaukalk¨ul zu definieren; dies sind nicht-monotone Lo-
giken (da ihre Kalk¨ul in der Regel nicht-monoton sind) und Logiken mit Ressourcen-
Beschränkungen, wie beispielsweise Relevanzlogik (da bei diesen Kalk¨ulen Regelan-
wendungen nicht-lokale Auswirkungen haben).
Die Gutartigkeitseigenschaft und besonders Monotonie wird oft fallen gelassen und
verletzt, um Redundanzen zu beseitigen, wenn ein Kalk¨ul in eine Beweisprozedur
umgesetzt wird (siehe Kapitel 5). Das ist unsch¨adlich, solange es die zus¨atzlichen
Suchraumbeschr¨ankungen sind, die die Gutartigkeit verletzen, und diese klar von der
Definition des urspr¨unglichen Kalküls getrennt bleiben.
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3.3.8 Stetigkeit
Ein gutartiger Kalk¨ul ist insbesondere monoton. Darum k¨onnen alle Konklusionen, die
aus zwei (separaten) Pr¨amissen abgeleitet werden k¨onnen, auch aus deren Vereinigung
abgeleitet werden, d. h.,
E() [ E(0)  E( [ 0) :
Gilt außerdem
E() [ E(0)  E( [ 0)
und also
E() [ E(0) = E( [ 0) ;
dann nennen wir den Kalk¨ul stetig(für;0).
Praktisch kein Kalk¨ul ist für alle Prämissen stetig. Hat eine KonklusionC eine mini-
male Prämisse, die aus mehr als einer Tableauformel besteht, ist also = 0 [ 00
wobei0 und00 beide nicht-leer sind, dann ist der Kalk¨u nicht stetig für die Teil-
mengen0 und00 (dennC 62 E(0) [ E(00), da die Pr¨amisse minimal ist). Darum
wird der Begriff der Stetigkeit bez¨uglich einer bestimmten Pr¨amisse definiert.
Definition 3.3.15 SeiC ein gutartiger Kalk¨ul für eine LogikL; sei 2 Sig eine Si-
gnatur; und sei  TabForm() eine Prämisse.
Die Tableauregel vonC ist stetigbzgl., wenn für alle Prämissen0  TabForm()
gilt:
E( [ 0)  E() [ E(0) :
2
Beispiel 3.3.16Die Tableauregel des Kalk¨uls für die Prädikatenlogik erster Stufe, der
in Abschnitt 3.6 definiert wird, ist stetig bez¨uglich aller Prämissen, die keine atomaren
Formeln enthalten. Die Regel ist nicht stetig bez¨uglich Prämissen, die Atome enthal-
ten, weil am Abschluß von̈Asten zwei komplement¨are Atome beteiligt sind; d. h., die
minimale Prämisse der Konklusionff?gg besteht aus mehr als einer Tableauformel.
Eine Tableauregel, die die
”
Anwendung“ einer Gleichheit gestattet, also erlaubt, aus
der FormelF (t) und der Gleichheits  t die FormelF (s) abzuleiten, ist bez¨uglich
keiner Prämisse stetig. 2
Stetigkeit ist eine sehr n¨utzliche Eigenschaft, weil eine Pr¨amisse, bzgl. der eine Ta-
bleauregel stetig ist,
”
gelöscht“ werden kann, sobald alle ihre Konklusionen zu einem
AstB hinzugefügt worden sind, d. h., die Pr¨amisse muß nicht weiter zur Erweiterung
vonB berücksichtigt werden. Stetigkeit steht in enger Beziehung zur semantischen
Eigenschaft der Invertierbarkeit (Def. 3.5.11).
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3.4 Semantik von Tableaus
Die Semantik der Tableaus eines Kalk¨uls für eine LogikL basiert auf der Semantik
vonL, die durch die MengeM() von Kripke-Modellen für jede Signatur gegeben
ist. Die Markierungen, die Teil der Tableauformeln sind, werden als (m¨ogliche) Welten
in Modellen interpretiert, und die Vorzeichen kodieren, daß eine Tableauformel wahr
bzw. falsch ist.
Definition 3.4.1 SeiC ein Tableaukalk¨ul für eine LogikL; und sei 2 Sig eine Si-
gnatur vonL. EineTableauinterpretationfür C() ist ein Paarhm; Ii, wobei
 m 2 M() ein Modell für die erweiterte Signatur ist und
 I eine partielle Funktion ist, die den Markierungen 2 Lab() Welten inm
zuweist, so daßI(0) = w0 (d. h.,I weist der initialen Markierung0 die initiale
Weltw0 vonm zu).
Eine TableauformelS::F 2 TabForm() wird genau dann vonhm; Ii erfüllt, wenn
1. I() definiert und
(a) S = T undF ist wahr inI() oder
(b) S = F undF ist falsch inI()
2. oderI() undefiniert ist.
Die Tableauformel? wird vonkeinerTableauinterpretation erf¨ullt.
Ein TableauastB wird vonhm; Ii genau dannerfüllt, wennalle Tableauformeln aufB
von hm; Ii erfüllt werden.
Ein Tableau wird vonhm; Ii genau dann erf¨ullt, wenn wenigstens einer seinerÄste
von hm; Ii erfüllt werden. 2
Man beachte, daß eine Tableauformel immer erf¨ullt ist, wenn die Interpretationsfunk-
tion I für ihre Markierung undefiniert ist.
Es macht in der Regel keinen Sinn, alle m¨oglichen Tableauinterpretationen zu verwen-
den, um die Semantik von Tableaus zu definieren. Eine angemessene Teilmenge aller
Tableauinterpretationen muß gew¨ahlt werden; diese Wahl h¨angt sowohl von der Logik
als auch dem jeweiligen Kalk¨ul ab. Einerseits darf die Teilmenge nicht zu groß sein,
damit man mit ihr die Korrektheit des Kalk¨uls beweisen kann, indem man nachweist,
daß alle Tableauregelanwendungen die Erf¨ullbarkeit in dieser Teilmenge erhalten. An-
dererseits muß die Teilmenge groß genug sein, damit man mit ihr die Vollst¨andigkeit
des Kalküls beweisen kann, was erfordert, daß jedes ¨uberhaupt erf¨ullbare Tableau von
einer Interpretation in der Teilmenge erf¨ullt wird.
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Definition 3.4.2 SeiC ein Tableaukalk¨ul für eine LogikL. Die Semantik vonC ist für
alle Signaturen vonL durch eine MengeTabInterp() von Tableauinterpretationen
definiert. 2
Beispiel 3.4.3Um die Semantik der Tableaus von Kalk¨u en für die Prädikatenlogik
erster Stufe zu definieren, werden meist nur Tableauinterpretationen verwendet, deren
erster Teil ein Herbrand-Modell ist. 2
3.5 Semantische Eigenschaften
3.5.1 Der Vorteil semantischer Eigenschaften
Die Berücksichtigung semantischer Eigenschaften ist unverzichtbar, weil selbst starke
syntaktische Beschr¨ankungen wie Gutartigkeit immer noch zulassen, daß ein Kalk¨ul
sich seltsam oder unerwartet verh¨alt. Formeln könnten zu einem Tableau hinzugef¨ugt
werden, die zwar das aus einer Pr¨amisse abgeleitete Wissen syntaktisch kodieren,
deren Semantik (also Wahrheitswert) aber in keiner Beziehung zu dem der Formeln
in  steht. Ein extremes Beispiel w¨are ein Kalkül, der zwei Symbole der Signatur
verwendet, um die Formeln in in einer Binärdarstellung zu kodieren, und dessen Ta-
bleauregel auf dieser Bin¨ardarstellung operiert. Es ist unm¨oglich, uniforme Methoden
auf solche Kalk¨ule anzuwenden – auch wenn sie vollst¨andig und korrekt sein m¨ogen –
, weil dafür ein Verständnis der Kodierung notwendig w¨are. Um ein konservativeres
Verhalten zu erzwingen, k¨onnte man den Kalk¨ulen weitere syntaktische Beschr¨ankun-
gen auferlegen, beispielsweise verlangen, daß sie analytisch seien. Die Eigenschaften
von Tableauregeln, die es erm¨oglichen, Techniken wie das Fasern (Kapitel 6) in uni-
former Weise anzuwenden, sind jedoch essentiell von semantischer Natur; die Kon-
klusion einer Regelanwendung muß in gewisser semantischer Beziehung zur Pr¨amisse
stehen.
Zwei wichtige semantische Eigenschaften sind bereits Teil der Definition von Tableau-
interpretationen (Def. 3.4.1), n¨amlich, daß die Markierungen in Tableauformeln Wel-
ten in Modellen repr¨asentieren und daß die Vorzeichen f¨ur Wahrheitswerte stehen;
Markierungen und Vorzeichen enthalten keine andere Information.
Die Definition einer Semantik f¨ur Tableaus ist nicht nur wichtig, um Korrektheit und
Vollständigkeit eines Kalk¨uls nachweisen zu k¨onnen; daneben sind die Vorbedingun-
gen vieler Suchraumbeschr¨ankungen und anderer n¨utzlicher Techniken von semanti-
scher Natur. Solche semantischen Vorbedingungen durch uniforme syntaktische Vor-
bedingungen zu ersetzen ist oft schwierig (oder sogar unm¨oglich). Nichtsdestotrotz
kann ein Tableaukalk¨ul auch dann n¨utzlich und sinnvoll sein, insbesondere korrekt
und vollständig, wenn keine Semantik f¨ur seine Tableaus zur Verf¨ugung steht.
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3.5.2 Korrektheit und Vollstandigkeit
Die wichtigsten semantischen Eigenschaften von Tableaukalk¨len sind Korrektheit
und Vollständigkeit:
Definition 3.5.1 Ein Kalkül C für eine LogikL ist korrekt, wenn für alle Signaturen
 2 Sig vonL und alle endlichen MengenF  Form() von Formeln folgendes gilt:
Wenn es einen Tableaubeweis für F gibt, dann istF unerf̈ullbar.
Ein Kalkül C für eine LogikL ist vollständig, wenn für alle Signaturen 2 Sig vonL
und alle endlichen MengenF  Form() von Formeln folgendes gilt:
WennF unerf̈ullbar ist, dann gibt es einen Tableaubeweis für F.
2
3.5.3 Korrektheit zusichernde Eigenschaften
Es gibt drei wichtige Korrektheitseigenschaften; zusammen sichern sie die Korrektheit
eines Kalküls.
1. Ein initiales Tableau f¨ur eine erfüllbare Menge von Formeln ist erf¨ullbar;
2. Tableauregelanwendungen erhalten die Erf¨ullbarkeit;
3. ein geschlossenes Tableau ist unerf¨ullbar.
Zusammen implizieren diese Eigenschaften, daß es keinen Tableaubeweis f¨ur ne
erfüllbare Formelmenge geben kann. Die dritte der Eigenschaften muß nicht ¨uber-
prüft werden, da sie – gem¨aß unserer Definition eines geschlossenen Tableaus und der
Unerfüllbarkeit der Tableauformel? – jeder Kalkül hat.
Lemma 3.5.2 Ein geschlossenes Tableau ist unerfüllbar.
Beweis:Wenn ein TableauT geschlossen ist, dann sind alle seineÄste geschlossen,
was bedeutet, daß sie alle die Tableauformel? nthalten. Da? unerfüllbar ist, ist kein
Ast vonT von irgendeiner Tableauinterpretation erf¨ullt. Darum ist auchT unerfüllbar.
2
Definition 3.5.3 SeiC ein Kalkül für eine LogikL. Die folgendenKorrektheitseigen-
schaftenvonC seien definiert:
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Korrektheitseigenschaft 1 ([schwache] Angemessenheit der Menge der Tableauinter-
pretationen):Für alle Signaturen von L gilt, daß es f¨ur jede erfüllbare For-
melmengeF  Form() eine Tableauinterpretation inTabInterp(), die die
initialen Tableaus f¨ur F erfüllt.
Korrektheitseigenschaft 2 ([schwache] Korrektheit der Erweiterung):Für alle Signa-
turen vonL gilt, daß es, wenn es eine Tableauinterpretation inTabInterp()
gibt, die ein TableauT erfüllt, undT 0 ein Nachfolgetableau vonT ist, es auch
eine Tableauinterpretation inTabInterp(), dieT 0 erfüllt. 2
Ein Tableaukalk¨ul, der die beiden Korrektheitseigenschaften aus Definition 3.5.3 be-
sitzt, kann als korrekt (Def. 3.5.1) nachgewiesen werden (ob er gutartig ist oder nicht).
Satz 3.5.4Ein Tableaukalk̈ul, der die Korrektheitseigenschaften aus Definition 3.5.3
(Angemessenheit der Menge der Tableauinterpretationen und Korrektheit der Erwei-
terung) hat, ist korrekt.
Beweis:SeiF  Form() eine endliche erf¨ullbare Menge von Formeln. Wir bewei-
sen durch Widerspruch, daß es keinen Tableaubeweis f¨ur F geben kann, was die Kor-
rektheit des Kalk¨uls impliziert.
Angenommen, es gebe einen TableaubeweisT0; : : : ; Tn (n  0) für F. Da das Ta-
bleauTn geschlossen ist, ist es unerf¨ullbar (Lemma 3.5.2).
Da jedochF erfüllbar ist, muß gem¨aß Eigenschaft 1 (Angemessenheit der Menge der
Tableauinterpretationen) eine Tableauinterpretationhm; Ii 2 TabInterp() existie-
ren, die das initiale TableauT0 erfüllt. Darum sind – nach Induktion ¨uberi und un-
ter Verwendung von Eigenschaft 2 (Korrektheit der Erweiterung) – alle TableausTi
(1  i  n) von einer Tableauinterpretation inTabForm() erfüllt, was der Tatsache
widerspricht, daßTn unerfüllbar ist.
Also ist die Annahme falsch, und es gibt keinen Tableaubeweis f¨ur F. 2
3.5.4 Vollstandigkeit zusichernde Eigenschaften
Bevor Eigenschaften formuliert werden k¨onnen, die die Vollst¨andigkeit eines Kalk¨uls
mit sich bringen, muß der Begriff desvoll expandiertenAstes definiert werden. Die
Definition beruht darauf, daß der Kalk¨ul eine Erweiterungsregel hat (Def. 3.3.4) und
monoton ist (Def. 3.3.8); ohne diese Eigenschaften ist es schwierig, den Begriff des
voll expandierten Astes in uniformer Weise zu definieren. Intuitiv ist ein AstB voll
expandiert, wenn jede m¨ogliche Regelanwendung zumindest einen NachfolgeastB0
erzeugt, der die gleichen Formeln wieB enthält.
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Definition 3.5.5 Sei C ein monotoner Tableaukalk¨ul mit Erweiterungsregel f¨ur eine
Logik L; und sei 2 Sig eine Signatur.
Ein (ggf. unendlicher) TableauastB ist voll expandiert, wennE  Form(B) für min-
destens eine ExtensionenE in jeder KonklusionC 2 R()(B) gilt. 2
Definition 3.5.6 SeiC ein Kalkül für eine LogikL. Die folgendenVollständigkeitsei-
genschaftenvonC seien definiert:
Vollständigkeitseigenschaft 1 ([schwache] Angemessenheit der Menge der Tableauin-
terpretationen):Für alle Signaturen vonL gilt, daß, wenn es eine Tableauin-
terpretation inTabInterp() gibt, die die initialen Tableaus f¨ur eine MengeF
von Formeln erf¨ullt, es auch ein ModellM() gibt, dasF erfüllt.
Vollständigkeitseigenschaft 2 (Erfüllbarkeit voll expandierter̈Aste):Für alle Signatu-
ren vonL gilt, daß, wenn ein AstB voll expandiert ist und nicht geschlossen,
es auch eine Tableauinterpretation inTabInterp() gibt, dieB erfüllt. 2
Die Vollständigkeitseigenschaften aus Definition 3.5.6 sind hinreichend, um die Voll-
ständigkeit einesgutartigenKalküls sicherzustellen. Wie aber schon am Ende von Ab-
schnitt 3.3.7 gesagt, wird Gutartigkeit oft fallen gelassen, wenn ein gutartiger Kalk¨ul C
in eine effiziente Beweisprozedur umgesetzt wird. Das ist nicht sch¨adlich, weil die
Vollständigkeit dieser nicht-gutartigen Prozeduren aus derjenigen des Kalk¨ulsC folgt,
wenn die uniformen Methoden zur Umsetzung eines Kalk¨uls in eine Beweisprozedur
angewendet werden, die in Kapitel 5 beschrieben sind.
Satz 3.5.7Ein Tableaukalk̈ul, der gutartig ist und die Vollständigkeitseigenschaft aus
Definition 3.5.6 (Angemessenheit der Menge der Tableauinterpretationen und Erfüll-
barkeit voll expandierter̈Aste) hat, ist vollsẗandig.
Beweis:Sei F  Form() eine endliche unerf¨ullbare Menge von Formeln; wir be-
weisen, daß es einen Tableaubeweis f¨ur F gibt. Sei (Tn)n0 eine (möglicherweise
unendliche) Folge von Tableaus f¨ur F, so daß
1. T0 ein initiales Tableau f¨ur F ist,
2. Ti ein Nachfolgetableau vonTi 1 ist (i  0),
3. die Folge in fairer Weise konstruiert ist, d. h., jede m¨ogliche Konklusion inE()
für alle Prämissen, die auf einem Ast in einem derTi auftreten, ist fr¨uher
oder später benutzt worden, um jeden nicht geschlossenen Ast zu erweitern, auf
dem vorkommt (wobei sich entsprechendeÄste in Ti und Ti+j identifiziert
werden).
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DaC monoton und nicht-destruktiv ist, kann eine solche Folge f¨ur alle FormelmengeF
konstruiert werden.
Die Folge(Tn)n0 approximiert einen unendlichen BaumT1; gemäß seiner Konstruk-
tion ist jeder nicht geschlossene Ast inT1 voll expandiert (Def. 3.5.5). Angenommen,
es gibt einen nicht geschlossenen (und also voll expandierten) AstB in T1. Dann
wird B gemäß der Erf¨ullbarkeit voll expandierter̈Aste (Eigenschaft 2 in Def. 3.5.6)
von einer Tableauinterpretationhm; Ii 2 TabInterp() erfüllt. Da alle im initia-
len TableauT0 auftretenden Formeln aufB sind, wird auchT0 von hm; Ii erfüllt.
Darum gibt es gem¨aß der Angemessenheit der Menge der Tableauinterpretationen (Ei-
genschaft 1 in Def. 3.5.6) ein Modellm 2 M(), dasF erfüllt, – im Widerspruch zur
Voraussetzung, daßF unerfüllbar ist. Also ist die Annahme falsch, daß es einen nicht
geschlossenen Ast inT1 gibt, und tats¨achlich enthalten allëAste eine Knoten, der
mit ?markiert ist. Nun impliziert aber K¨onigs Lemma, weil Pr¨amissen per Definition
endlich sind, daß es einn  0 gibt, so daß schon das endliche TeiltableauTn vonT1
geschlossen ist. Damit ist der Beweis des Theorems abgeschlossen, dennTn ist per
Konstruktion ein geschlossenes Tableau f¨ur F. 2
3.5.5 Starke Korrektheit und Vollstandigkeit zusichernde Eigenschaften
Es ist möglich, stärkere Versionen der Korrektheitseigenschaften aus Definition 3.5.3
zu formulieren. Die schwachen Eigenschaften verlangen Erf¨ullbarkeit der initialen
Tableaus und, daß Tableauregelanwendungen die Erf¨ullbarkeit erhalten; sie erlauben
aber, daß bei jedem Schritt ein anderes Modell bzw. eine andere Tableauinterpretation
gewählt wird. Wenn ein Kalk¨ul die weiter unten definierten st¨arkeren Eigenschaften
hat und die Formeln, f¨ur die ein Tableaubeweis konstruiert werden soll, ein Modellm
haben, dann wird das initiale Tableau und alle Nachfolgetableaus von ein und dersel-
ben Tableauinterpretation erf¨ullt, die eine Erweiterung vonm ist.
Diese stärkeren Korrektheitseigenschaften sind nicht notwendig, um die Korrektheit
eines Kalküls beweisen zu k¨onnen, aber sie sind wichtig f¨ur die Methode des Faserns
(Kapitel 6).
Definition 3.5.8 SeiC ein Kalkül für eine LogikL. Die folgendenstarken Korrekt-
heitseigenschaftenvonC seien definiert:
Starke Korrektheitseigenschaft 1 (Angemessenheit der Menge der Tableauinterpreta-
tionen):Für alle Signaturen vonL gilt, daß, wenn eine MengeF  Form()
von einem Modellm 2 M() erfüllt wird, es auch eine Tableauinterpretation
hm; Ii 2 TabInterp() gibt, die die initialen Tableaus f¨urF erfüllt, wobeim
eine Erweiterung vonm ist.
Starke Korrektheitseigenschaft 2 (Korrektheit der Erweiterung):Für alle Signaturen
 vonL gilt, daß ein NachfolgetableauT 0 eines TableausT von denselbenTa-
bleauinterpretationen inTabInterp() erfüllt wird wie T . 2
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Ein Kalkül hat die starke Korrektheitseigenschaft 2 (Korrektheit der Erweiterung), wie
sie oben definiert ist (und also die schwache Eigenschaft aus Def. 3.5.3) genau dann,
wenn die KonklusionenC in E()(B) logische Konsequenzen der Formeln auf dem
erweiterten AstB sind. EingutartigerKalkül hat diese Eigenschaft genau dann, wenn
alle Konklusionen eine logische Konsequenz ihrer minimalen Pr¨amisse sind.
Lemma 3.5.9 Ein gutartiger Kalk̈ul C für eine LogikL hat die starke Korrektheits-
eigenschaft 2 aus Definition 3.5.8 genau dann, wenn für alle Signaturen 2 Sig
vonL, alle Prämissen  TabForm() und alle KonklusionenC, so daß eine
(minimale) Pr̈amisse vonC ist, das folgende gilt:
Wenn von einer Tableauinterpretation erfüllt wird,
dann wird eine ExtensionE 2 C von dieser Tableauinterpretation erfüllt.
Beweis:Um den
”
wenn“-Teil des Lemmas zu beweisen, seihm; Ii 2 TabInterp()
eine Tableauinterpretation, die ein TableauT erfüllt, und seiT 0 ein Nachfolgetableau
von T ; seiB der Ast inT , der erweitert wird, und sei  Form(B) die minimale
Prämisse der KonklusionC, die benutzt wird, umB zu erweitern.
Wir haben angenommen, daßT von hm; Ii erfüllt wird; darum wird ein AstB0 in T
von dieser Tableauinterpretation erf¨ullt. FallsB0 vonB verschieden ist, dann istB0
auch ein Ast inT 0, und wir sind fertig.
Andernfalls, wennB0 = B und also die Tableauinterpretationhm; Ii die Prämisse
  Form(B) erfüllt, dann erfüllt sie auch eine der Extensionen inE 2 C; darum
erfüllt hm; Ii denjenigen Ast inT 0, der durch die Erweiterung vonB mit den Formeln
in E entstanden ist, und erf¨ullt also das TableauT 0.
Um den
”
genau dann“-Teil des Lemmas zu beweisen, betrachten wir ein TableauT ,
das aus einem einzigen Ast besteht, der die Formeln in e thält. Falls erfüllt ist,
dann ist auchT erfüllt, was impliziert, daß das NachfolgetableauT 0 erfüllt ist, das
ausT mit Hilfe der KonklusionC konstruiert wird. Nach Konstruktion kann aberT 0
nur erfüllt sein, wenn eine der Extensionen inC erfüllt ist. 2
Eine stärkere Version der Vollst¨andigkeitseigenschaft 1 (Angemessenheit der Menge
der Tableauinterpretationen) kann ebenfalls definiert werden.1
Definition 3.5.10 SeiC ein Kalkül für eine LogikL. Die folgendestarke Vollsẗandig-
keitseigenschaftvonC sei definiert:
1 Eine stärkere Version der Vollst¨andigkeitseigenschaft 2 kann nicht in gleicher Weise definiert wer-
den, da diese Eigenschaft nicht denÜbergang von einem Modell zu einem anderen oder von einer
Tableauinterpretation zu einer anderen involviert. In Abschnitt 3.5.7 wird die Eigenschaft
”
seman-
tisch analytisch“ definiert, die die Vollst¨andigkeitseigenschaft 2 in anderer Weise versch¨arft.
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Starke Vollsẗandigkeitseigenschaft 1 (Angemessenheit der Menge der Tableauinter-
pretationen): Für alle Signaturen von L gilt, daß, wenn eine Tableauinter-
pretationhm; Ii 2 TabForm() die initialen Tableaus f¨ur eine Formelmenge
F  Form() erfüllt, m zu einem Modellm 2 M() eingeschr¨ankt werden
kann, dasF erfüllt. 2
3.5.6 Invertierbare Erweiterungsregeln
Wenn die Umkehrung der Vorbedingung von Lemma 3.5.9 gilt, d. h., wenn jede Kon-
klusion ihre minimale Pr¨amisse logisch impliziert, dann nennen wir eine Tableauregel
invertierbar.
Definition 3.5.11 Sei C ein gutartiger Kalk¨ul für eine LogikL; sei 2 Sig eine Si-
gnatur vonL; und sei  TabForm() eine Prämisse.
Die Tableauregel vonC heiße bez¨uglich invertierbar, wenn für alle Konklusionen
C 2 E()(), so daß eine minimale Pr¨amisse vonC ist, das folgende gilt:
Wenn eine Tableauinterpretation eine ExtensionE 2 C erfüllt,
dann erfüllt sie auch.
Der Kalkül C heißeinvertierbar, wenn seine Tableauregel f¨ur alle Signaturen und
alle Prämissen  TabForm() invertierbar ist. 2
Es ist von Vorteil, wenn eine Tableauregel invertierbar ist, weil dann Regelanwendun-
gen nicht nur die Erf¨ullbarkeit des Tableaus erhalten, sondern auch seineUnerfüll-
barkeit. Das ist wichtig für die Konstruktion effizienter Beweisprozeduren, weil es
erlaubt, die minimale Pr¨amisse einer KonklusionC von einem Ast zu
”
löschen“, der
mit C erweitert worden ist.
Beispiel 3.5.12Die Tableauregel eines Kalk¨uls für PL1, die erlaubt, die Konklusi-
on ffT::Fg; fT::Ggg aus der Pr¨amisse1 = fT::(F _G)g abzuleiten, ist inver-
tierbar bzgl.1, weil jede prädikatenlogische Interpretation, die eine der FormelnF
undG erfüllt, auchF _G erfüllt.
Andererseits ist die Tableauregel, die erlaubt, die KonklusionffT::p(t)gg aus der
Prämisse2 = fT::(8x)(p(x))g abzuleiten,nicht invertierbar bzgl.2, weil eine In-
terpretation, diep(t) erfüllt, nicht notwendig auch(8x)(p(x)) erfüllt. 2
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3.5.7 Semantisch Analytische Tableaukalkule
Eine schärfere Version der Vollst¨andigkeitseigenschaft 2 aus Definition 3.5.6 (Erf¨ull-
barkeit voll expandierter̈Aste) kann formuliert werden, die sicherstellt, daß ein Kalk¨ul
”
analytisch bis auf die atomare Ebene“ ist. Dies istkeinesyntaktische Eigenschaft und
sie impliziertnicht, daß der Kalk¨ul im klassischen Sinne analytische ist (Def. 3.3.7).
Definition 3.5.13 Ein Kalkül C für eine LogikL heiße (schwach)semantisch analy-
tisch, wenn für alle Signaturen vonL das folgende gilt: Wenn ein TableauastB voll
expandiert und nicht geschlossen ist, dann erf¨ullt jede Tableauinterpretation, die die
AtomeaufB erfüllt, alle Formeln aufB – und mindestens eine solche Tableauinter-
pretation existiert. 2
Beispiel 3.5.14Wenn ein Tableaukalk¨ul für eine Modallogik semantisch analytisch
sein soll, dann muß es m¨oglich sein, einen Ast, der die FormelT::2p enthält, mit der
FormelT: :p für alle Markierungen zu erweitern, die Welten repr¨asentieren, die von
der Welt erreichbar sind, die von repräsentiert wird. 2
Beispiel 3.5.15Soll ein Tableaukalk¨ul für klassische Aussagenlogik semantisch ana-
lytisch sein, dann muß es m¨oglich sein, einen Ast, der die FormelT:(p _ q) enthält
durch Teiläste zu erweitern, dieT:p bzw.T:q enthalten. Darum ist der Kalk¨ul nicht
semantisch analytisch, wenn die Einschr¨ankung aus Abschnitt 5.5 benutzt wird, die es
verbietet, Formeln f¨ur die Erweiterung zu verwenden, die keineKonnektionzu einer
anderen Formel auf dem Ast haben. 2
Wenn ein Kalkül semantisch analytisch ist, dann repr¨asentieren die Atome auf einem
voll expandierten AstB explizit die gesamte Information ¨uberB erfüllende Tableau-
interpretationen, die aus den (komplexen) Formeln aufB abgeleitet werden kann.
Es gibt jedoch in manchen Logiken versteckte (implizite) Einschr¨ankungen bzgl. der
Form von Modellen, die nicht f¨ur die Modelle, die einen bestimmten Ast erf¨ullen, spe-
zifisch sind, sondern alle Tableauinterpretationen betreffen, die verwendet werden, um
die Semantik von Tableaus zu definieren. Wenn ein Kalk¨ul beispielsweise zum Fasern
(Kapitel 6) benutzt wird, dann ist es wichtig, daß auch solche versteckten Informatio-
nen von den Atomen auf einem voll expandierten Ast explizit repr¨asentiert werden.
Diese Eigenschaft wird wie folgt formalisiert:
Definition 3.5.16 Ein Kalkül C für eine LogikL heißestark semantisch analytisch,
wenn für alle Signaturen vonL das folgende gilt:
Wenn
1. B ein voll expandierter, nicht geschlossener Tableauast ist und
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2.   TabForm() eine MengeatomarerTableauformeln ist, so daß f¨ur kein
in  sowohl als auch Elemente vonForm(B) [  sind,
dann gibt es eine Tableauinterpretationhm; Ii in TabInterp(), so daß
1. hm; Ii die MengeForm(B) [  erfüllt und
2. es für alle Weltenw inm eine Markierung in C mit I() = w gibt. 2
Beispiel 3.5.17Kripke-Modelle, die benutzt werden, um die Semantik intuitionisti-
scher Logik zu definieren, m¨ussen die (versteckte) Einschr¨ankung erf¨ullen, daß, wenn
eine Formel in einer Weltw wahr ist, sie auch in allen Nachfolgewelten vonw wahr
ist (wenn eine Formel falsch ist in einer Weltw, dann folgt daraus nichts ¨uber ihren
Wahrheitswert in den Nachfolgewelten).
Wenn also ein Kalk¨ul für intuitionistische Logik stark semantisch analytisch sein soll,
dann muß es m¨oglich sein,T: :G ausT::G für alle Markierungen abzuleiten, die
eine Nachfolgewelt der von repräsentierten Welt repr¨asentieren. 2
Für die meisten Logiken, einschließlich klassischer Logik und Modallogiken, sind die
beiden Eigenschaften, stark bzw. schwach semantisch analytisch zu sein, ¨aquivalent.
3.6 Ein gutartiger Tableaukalkul fur PL1
3.6.1 Syntax
Um unseren Kalk¨ul CPL1 für die Prädikatenlogik erster Stufe zu beschreiben, m¨ussen
wir f ür jede Signatur 2 SigPL1 die Erweiterung
 definieren, die f¨ur die Konstruk-
tion von Tableaus verwendet werden soll, außerdem die Menge der Markierungen, die
initiale Markierung und nat¨urlich die Tableauregel.
Erweiterte Signaturen Zum Skolemisieren benutzen wir eine MengeF sko() von
Funktionssymbolen, die disjunkt vonF () ist und unendlich viele Symbole jeder Stel-
ligkeit n  0 enthält. Die Erweiterung einer Signatur = hP (); F (); ()i ist also
 = hP (); F () [ F sko(); () [ sko()i :
Markierungen Die Modelle der Pr¨adikatenlogik erster Stufe bestehen aus nur einer
Welt. Wir verwende die Markierung, um diese einzelne Welt zu repr¨asentieren. Also
istLab() = fg für alle Signaturen, und ist die initiale Markierung. Um die No-
tation zu vereinfachen, benutzen wir die k¨urzere SchreibweiseS:G für Tableauformeln
in PL1-Kalkülen, d. h., die (immer gleiche) Markierung wird weggelassen.
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1; 2
T::(F ^G) T::F; T::G
F::(F _G) F::F; F::G




T::(F _G) T::F; T::G
F::(F ^G) F::F; F::G
F::(F ! G) F::F; T::G
(x) 1(x)
T::(8x)(F (x)) T::F (x)
F::(9x)(F (x)) F::F (x)
Æ(x) Æ1(x)
F::(8x)(F (x)) F::F (x)
T::(9x)(F (x)) T::F (x)
Tabelle 3.1:Die vier Formeltypen der Pr¨adikatenlogik erster Stufe.
Tableauregel Wir definieren einen gutartigen Kalk¨ul, der also eine Erweiterungsre-
gelE hat.
Die Menge der nicht atomaren Formeln inForm() = Form0PL1(
) wird in vier
Klassen eingeteilt (Tabelle 3.1): die Klasse der konjunktiven Formeln, die Klasse
der disjunktiven Formeln, die Klasse der universell quantifizierten Formeln und die
KlasseÆ der existentiell quantifizierten Formeln (unifying notation).
Notation 3.6.1 Die Buchstaben, ,  undÆ werden ausschließlich benutzt, um Ta-
bleauformeln des entsprechenden Typs zu bezeichnen. Im Falle der- undÆ-Formeln
wird die von dem (¨außersten) Quantoren gebundene Objektvariablex explizit gemacht,
indem die Schreibweise(x) und 1(x) (bzw. Æ(x) und Æ1(x)) benutzt wird; ent-
sprechend bezeichnet1(t) das Ergebnis der Ersetzung aller Vorkommen vonx i 1
durcht. 2
In Tabelle 3.2 ist die Erweiterungsregel des Kalk¨uls CPL1 für die vier Formeltypen
schematisch dargestellt.
Damit der Kalkül monoton ist, benutzen wir ein Schema f¨ur Æ-Formeln, das zur Kon-
struktion eines Skolem-Terms keinneuesSkolem-Funktionssymbol verwendet. Statt
dessen wird jeder̈Aquivalenzklasse vonÆ-Formeln, die bis auf Umbenennung ge-
bundener Objektvariablen und Ersetzung von Grundtermen gleich sind, das gleiche
Funktionssymbol zugewiesen. (Dies ist eine Anpassung der in (Beckertet al., 1993)
beschriebenenÆ++-Regel für den Fall, daß keine freien Variablen auftreten.)
Definition 3.6.2 Sei eine Signatur 2 SigPL1 von PL1 gegeben. EineSkolem-Term-
Zuweisungist eine Funktionsko, die jederÆ-Formel 2 TabFormPL1() einen Term
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1. (a) f 2 F sko(),
(b) k = sko (f) und
(c) t1; : : : ; tk in  auftretende (Teil-)Terme sind,2
2. wenn einf 0 2 F sko() in  vorkommt,f > f 0 gilt, wobei> eine beliebige aber
feste Ordnung aufF sko() ist, und
3. für alle Æ-Formeln 2 Form0PL1(
) gilt: wenn sko( ) = f(t01; : : : t
0
k), dann
sind und gleich bis auf die Umbenennung gebundener Objektvariablen und
die Ersetzung von Vorkommen von Termenti durcht0i (1  i  k). 2
Der Zweck von Bedingung 2 in der obigen Definition vonsko ist, Zyklen wie den
folgenden zu verhindern:
– sko() = f(t1; : : : ; tk),
– das Symbolf kommt in vor,
– sko( ) = f 0(t01; : : : ; t
0
l) und das Symbolf
0 kommt in vor.
Gemäß Bedingung 3 ist es erlaubt, dasselbe Skolem-Symbol f¨ur eineÄquivalenzklas-
se vonÆ-Formeln zu verwenden, die gleich sind bis auf (a) die Umbenennung gebun-
dener Objektvariablen und (b) die Ersetzung variablenfreier Terme; die variablenfreien
Terme, die ersetzt werden k¨onnen, m¨ussen zu Argumenten des Skolem-Terms gemacht
werden.
Tatsächlich ist es nicht notwendig, komplexe Terme f¨ur die Skolemisierung zu verwen-
den. Es reicht aus, in eindeutiger Weise jederÆ-Formel (bzw. Klasse vonÆ-Formeln,
die bis auf die Umbenennung gebundener Objektvariablen identisch sind) eine Sko-
lem-Konstantezuzuweisen (unter Beachtung von Bedingung 2 in Def. 3.6.2). Die
Möglichkeit, Skolem-Termezu verwenden, spielt jedoch ein wichtige Rolle f¨ur das
Liften, d. h., die Konstruktion einer Version des Kalk¨u sCPL1, die freie Variablen ver-
wendet; dies wird von dem folgenden Beispiel illustriert:
Beispiel 3.6.3Den Æ-FormelnÆt = T:(9x)(p(t; x)) kann das gleiche Skolem-Funk-
tionssymbolf zugewiesen werden, wenn man die Skolem-Termesko(Æt) = f(t) (für
alle Termet) benutzt; in diesem Fall kann die Erweiterungsregel f¨ur Prämissen, die
aus diesenÆ-Formeln bestehen,geliftetwerden.
Wenn statt dessen Skolem-Konstantensko(Æt) = ct benutzt werden, dann kann die






Wir definieren nun formal die ErweiterungsregelEPL1 des KalkülsCPL1:
2 Man beachte, daß die Termeti (1  i  k) Elemente vonTerm
0
PL1() sein müssen, also keine
Objektvariablen enthalten.

















Tabelle 3.2:Erweiterungsregel-Schemata f¨ur Prädikatenlogik erster Stufe.
Definition 3.6.4 Für alle Signaturen und alle Prämissen  TabFormPL1(), sei
die MengeEPL1()() möglicher Konklusionen die kleinste Menge, die die folgenden
Konklusionen enth¨alt (wobei; ; ; Æ Formeln des entsprechenden Typs bezeichnen):
– ff1; 2gg für alle 2 ,
– ff1g; f2gg für alle 2 ,




– ffÆ(t)gg für alleÆ 2 , wobeit = sko(Æ) (Def. 3.6.2),
– ff?gg fallsT::G; F::G 2  für ein AtomG 2 AtomPL1().
2
Man beachte, daß die Formeln inFormPL1() = Form
0
PL1() prädikatenlogischeSät-
zesind, also keine freien Objektvariablen enthalten und daß die Erweiterungsregel des
KalkülsCPL1 auch keine freien Objektvariablen einf¨uhrt.
3.6.2 Semantik




Definition 3.6.5 Eine Tableauinterpretationm = hhD; Ii; Ii für eine PL1-Signatur
ist kanonisch, wenn folgendes gilt:
1. D = Term0PL1(
).
2. Für alleÆ-FormelnÆ(x) 2 TabForm() gilt:
WennvalI(Æ(x)) = true, dannvalI(Æ1(t)) = true,
wobeit = sko(Æ).
3. I() = w0 = hD; Ii. 2
Intuitiv weist in einer kanonischen Tableauinterpretation die InterpretationsfunktionI
den Skolem-Terment = sko(Æ) ein Element des Universums zu, f¨r das die durchÆ
ausgedr¨uckte Eigenschaft gilt; außerdem wir die Markierung von I in der richtigen
Weise interpretiert.
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3.6.3 Korrektheit und Vollstandigkeit
Benutzt man die MengeTabInterpPL1(
) der kanonischen Tableauinterpretationen,
wie sie in Def. 3.6.5 definiert sind, dann hat der Kalk¨ul CPL1 die Korrektheits- und
Vollständigkeitseigenschaften aus den Definitionen 3.5.3 und 3.5.6. Insbesondere wer-
den alle Nachfolgetableaus eines TableausT von den gleichen kanonischen Tableau-
interpretationen wieT erfüllt; und jeder voll expandierte, nicht geschlossene Ast wird
von einer kanonischen Tableauinterpretation erf¨ullt.
Bevor wir unter Verwendung der Kriterien aus den Abschnitten 3.5.3 und 3.5.4 zeigen,
daß der Kalk¨ul CPL1 korrekt und vollständig ist, formulieren und beweisen wir die
entsprechende Version von Hintikkas Lemma.
Definition 3.6.6 Eine Menge  TabFormPL1() von Tableauformeln ist eine
Hintikka-Menge, wenn sie die folgenden Bedingungen erf¨ullt:
1. Es gibt keine komplement¨aren atomaren FormelnT:G; F:G in .
2. Wenn 2 , dann sind1 und2 in .
3. Wenn 2 , dann ist1 oder2 in .




5. WennÆ(x) 2 , dann istÆ1(t) in , wobeit = sko(Æ). 2
Lemma 3.6.7 Wenn eine Hintikka-Menge ist (Def. 3.6.6), dann
1. wird von einer Tableauinterpretation inTabInterp() erfüllt;
2. wird von jeder Tableauinterpretation erfüllt, die die atomaren Formeln in
erfüllt.
Beweis:Der zweite Teil des Lemmas kann leicht durch Induktion ¨uber die Struktur
der Tableauformeln in bewiesen werden.
Eine kanonische TableauinterpretationhhD; Ii; Ii, die die atomaren Formeln in
erfüllt, kann wie folgt definiert werden, was – mit Hilfe des zweiten Teil des Lem-
mas – den ersten Teil des Lemmas beweist:
 hD; Ii ist eine Herbrand-Struktur, d. h.,D = Term0PL1(
), und I(t) = t für
alle Termet 2 Term0PL1(
).
 Für alle Atomep(t1; : : : ; t(p)) über seipI(t1; : : : ; t(p)) = true genau dann,
wennT:p(t1; : : : ; t(p)) 2 , und sonstpI(t1; : : : ; t(p)) = false.
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 I() = hD; Ii.
Die TableauinterpretationI ist wegen Bedingung 1 in der Definition von Hintikka-
Mengen (Def. 3.6.6) wohldefiniert. 2
Lemma 3.6.8 Der Tableaukalk̈ul CPL1 hat die starke Korrektheitseigenschaft 1 aus
Definition 3.5.8 (Angemessenheit der Menge der Tableauinterpretationen).
Beweis:SeihD; Ii eine prädikatenlogische Herbrand-Struktur, die eine MengeF von
Formeln erfüllt. Da die Skolem-Symbole inF sko() nicht in F vorkommen, gen¨ugt
es, ihre Interpretation so zu w¨ahlen, daß die entstehende StrukturhD; Ii Bedingung 2
in der Definition kanonischer Tableauinterpretationen entspricht, w¨ahrend zugleich die
Interpretation der in vorkommenden Symbole unver¨andert bleibt. Eine kanonische
Tableauinterpretation, die die initialen Tableaus f¨r F erfüllt, kann dann konstruiert
werden, indem manhD; Ii mit der InterpretationI von Markierungen kombiniert,
die durchI() = hD; Ii definiert ist.
Der Rangrk(f) der Symbolef 2 F sko() sei wie folgt definiert:
 rk(f) = 0, wenn keinÆ 2 TabForm() mit sko(Æ) = f(t1; : : : ; tk) für irgend-




 rk(f) = 1, wennsko(Æ) = f(t1; : : : ; tk) für einÆ 2 TabForm() und gewisse
Termet1; : : : ; tk 2 Term
0
PL1();
 rk(f) = 1 + maxfrk(f 0) j f 0 2 Fg, wobeiF die Menge allerf 0 2 F sko() ist,
die in einemÆ 2 TabForm() vorkommen, so daßsko(Æ) = f(t1; : : : ; tk) für




Die Funktionrk ist wegen Bedingung 2 in Definition 3.6.2 wohldefiniert.
Wir definieren induktiv eine Folge(hD; Ini)n0 von prädikatenlogischen Strukturen,
die alle das UniversumD haben, wobeihD; Ini eine Struktur ¨uber der Signaturn ist,
die die Einschr¨ankung von auf Funktionssymbole vom Rang nicht gr¨oßer alsn ist;
die InterpretationIn+1 stimmt mitIn auf allen Symbolen inn [  überein.
Die initiale InterpretationI0 sei durchfI
0
= fI für allef 2 F () definiert, und für
allef 2 F sko() vom Rang 0 sei der Wert vonfI
0
beliebig gewählt.
Die Symbolef 2 F sko() vom Rangr  n sind schon durchIn interpretiert. Sei
f 2 F sko() ein Symbol vom Rangn + 1; wir definierenfI
n+1
(b1; : : : ; bk) für alle
b1; : : : ; bk 2 D durch: Wenn es Termet1; : : : ; tk 2 Term
0() gibt, so daßtI
n
i = bi
(1  i  k), und es eine FormelÆ(x) 2 TabForm() mit f(t1; : : : ; tk) = sko(Æ(x))
und valIn(Æ) = true gibt, dann wähle eine 2 D mit valIn;fx7!eg(Æ1(x)) = true und
definierefI
n+1
(b1; : : : ; bk) = e (daf vom Rangn + 1 ist, stammen die Symbole inÆ
alle aus der Signaturn). Andernfalls, wenn keine solchen Termet1; : : : ; tk und eine
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FormelÆ existieren, dann lege als Wert vonfI
n+1
(b1; : : : ; bk) ein beliebiges Element
vonD fest.
Wenn andere Termet01; : : : ; t
0
k und eine andereÆ-FormelÆ
0 existieren, die die obigen




valIn;fx7!eg(Æ1(x)) = valIn;fx 7!eg(Æ
0
1(x)) ;
weil In(ti) = In(t0i) = bi (1  i  k) und die FormelnÆ undÆ
0 identisch bis auf die
Umbenennung gebundener Objektvariablen und die Ersetzung von Termenti durcht0i
sind (Bedingung 3 in Def. 3.6.2).
Man kann sich die Folge(hD; Ini)n0 als eine Approximation an die pr¨adikatenlo-
gische InterpretationhD; Ii über denken, wobei die InterpretationI auf den
Symbolen inn mit In; In+1; : : : übereinstimmt. Sie erf¨ullt Bedingung 2 in Definiti-
on 3.6.2 per Konstruktion. 2
Lemma 3.6.9 Der Tableaukalk̈ul CPL1 hat die starke Korrektheitseigenschaft 2 aus
Definition 3.5.8 (Korrektheit der Erweiterung).
Beweis:Da der Kalkül gutartig ist, können wir Lemma 3.5.9 anwenden.
Sei  TabFormPL1() eine minimale Pr¨amisse einer KonklusionC. Und werde
von einer Tableauinterpretationhm; Ii = hhD; Ii; Ii 2 TabInterpPL1(
) erfüllt. Wir
zeigen, daßhm; Ii eine der Extensionen inC erfüllt, dabei werden die folgenden durch
den Typ der Formeln in bestimmten F¨alle unterschieden:
 = fg: In diesem Fall istC = ff1; 2gg, und da von hm; Ii erfüllt wird, folgt
aus der Eigenschaft von-Formeln (Def. 2.3.2), daßhm; Ii sowohl1 als auch2
erfüllt.
 = fg: In diesem Fall istC = ff1g; f2gg, und da von hm; Ii erfüllt wird,
folgt aus der Eigenschaft von-Formeln (Def. 2.3.2), daßhm; Iimindestens eine der
Formeln1 und2 erfüllt.




von hm; Ii erfüllt wird, folgt aus der Eigenschaft von-Formeln, daßhm; Ii die For-
mel1(t) erfüllt.
 = fÆg: In diesem Fall istC = ffÆ1(t)ggmit t = sko(Æ), und daÆ vonhm; Ii erfüllt
wird undhm; Ii kanonisch ist, erf¨ullt hm; Ii die FormelÆ1(t).
 = fT::F; F::Fg: Eine Prämisse von dieser Form wird von keiner Tableauinter-
pretation erfüllt, was der Annahme widerspricht, daß vonhm; Ii erfüllt wird; dieser
Fall kann also nicht eintreten. 2
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Lemma 3.6.10 Der Tableaukalk̈ul CPL1 hat die starke Vollsẗandigkeitseigenschaft 1
aus Definition 3.5.10 (Angemessenheit der Menge der Tableauinterpretationen).
Beweis:Wennhm; Ii 2 TabForm() ein initiales Tableau f¨urF erfüllt, dann erfüllt
jede Einschr¨ankung vonm auf die Formeln inF, weil die Symbole inF sko(), die
die einzigen zus¨atzlichen Symbole in sind, nicht inF vorkommen. 2
Lemma 3.6.11 Der Tableaukalk̈ul CPL1 hat Vollsẗandigkeitseigenschaft 2 (Erfüllbar-
keit voll expandierter̈Aste) aus Definition 3.5.6; und er ist semantisch analytisch.
Beweis:SeiB ein voll expandierter, nicht geschlossener Ast; und sei ne Menge
atomarer Formeln ausTabForm(), so daß f¨ur kein in  sowohl als auch ein
Element vonForm(B) [  ist.
Dann istForm(B) [  eine Hintikka-Menge, und Lemma 3.6.7 impliziert, daß es eine
Tableauinterpretationhm; Ii gibt, dieForm(B) [  erfüllt. Also hat der Kalkül CPL1
Vollständigkeitseigenschaft 2 aus Definition 3.5.6.
Weil die initiale Weltw0 die einzige Welt inm ist, und per DefinitionI() = w0, ist
auch die zweite Bedingung in Definition 3.5.16 erf¨ullt; und der Kalkül ist tatsächlich
stark semantisch analytisch. 2
Satz 3.6.12Der Tableaukalk̈ul CPL1 für PL1 ist korrekt und vollsẗandig.
Beweis:Nach Sätzen 3.5.4 und 3.5.7 ist es ausreichend zu zeigen, daßCPL1 die beiden
Korrektheitseigenschaften aus Definition 3.5.3 und die beiden Vollst¨andigkeitseigen-
schaften aus Definition 3.5.6 hat. Das folgt jedoch sofort aus Lemmata 3.6.8, 3.6.9,
3.6.10 und 3.6.11. 2
3.7 Gutartige Tableaukalkule fur Modallogiken
3.7.1 Einfuhrung
Die ersten nicht-strukturellen Kalk¨ule für Modallogiken wurden in (Fitting, 1983)
beschrieben; sie verwenden Markierungen, um die Erreichbarkeitsrelation zwischen
möglichen Welten zu repr¨asentieren (anstatt sie implizit in der Struktur der Tableaus
zu kodieren). An Fittings Arbeiten anschließend wurden nicht-strukturelle Tableau-
kalküle für viele Modallogiken definiert, siehe (Gor´e, 1998) für eineÜbersicht. Alle
diese Kalküle sind nicht monoton, weil sie Tableauregeln verwenden, die, wenn sie
auf eine-Formel angewendet werden (eine Formeln, die dieExistenzeiner erreich-
baren Welt zusichern, in der eine bestimmte Formel wahr ist), zur Skolemisierung der
-Formel eine Markierung einf¨uhren, dieneubzgl. des Astes oder sogar des Tableaus
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sein muß. Außerdem sind viele dieser Kalk¨ule nicht gutartig, weil bei einer Erweite-
rungsregelanwendungalle Äste erweitert werden, auf denen die verwendete Pr¨amisse
liegt.
In Abschnitt 3.7.2 wird eine Tableaukalk¨ul vorgestellt, der gutartig ist, weil jeder For-
mel F ihre eigene Markierung (eine G¨odelisierung vonF ) zugewiesen wird. Diese
wird zur Skolemisierung der-Formel :T3F verwendet. Dieser Kalk¨ul ist eine
Grundversion (d. h., eine Version ohne freie Variablen) des Kalk¨uls, der in (Beckert
& Goré, 1997) beschrieben ist. Er kann als Beispiel dienen f¨ur die in Abschnitt 3.3.7
aufgestellte Behauptung, daß es oft nur kleineÄnderungen erfordert, einen
”
leicht“
nicht-gutartigen Kalk¨ul in einen gutartigen Kalk¨ul zu verwandeln.
Da in Kripke-Modellen für Modallogiken Welten nicht notwendig eine Nachfolgewelt
haben, darf die Konklusion einer-Formel (die die Wahrheit einer Formel in allen er-
reichbaren Welten zusichert) nur solche Markierungen enthalten, die Welten repr¨asen-
tieren, deren Existenz bekannt ist. Dieses Wissen wird aus den Markierungen anderer
Formeln auf dem Ast abgeleitet, was zu einer Unstetigkeit der Tableauregel bzgl. aller
Prämissen f¨uhrt, die eine-Formel enthalten. In Abschnitt 3.7.4 wird eine Variante
des Kalküls definiert, dessen Regel stetig ist bzgl.-Formeln; dort werdenbedingte
Markierungen verwendet, die nicht die Existenz der Welt, die sie darstellen, implizie-
ren. Ein zus¨atzlicher Vorteil der Verwendung bedingter Markierungen ist, daß sie es
erleichtern, eine Version des Kalk¨uls, die freie Variablen verwendet, zu definieren. Die
Überprüfung der Existenz von Welten wird dann Teil des Abschlusses eines Astes.
3.7.2 Markierungen fur modallogische Kalkule
In diesem Abschnitt werden Markierungen definiert, die aus nat¨urlichen Zahlen be-
stehen; sie werden h¨aufig als Markierungen in Tableaukalk¨u en verwendet. Markie-
rungen, die aus anderen Grundbausteinen aufgebaut sind, k¨o nen in analoger Weise
definiert werden.
Definition 3.7.1 Sei N die Menge der nat¨urlichen Zahlen. Die MengeLab(N) der
(nicht bedingten)aus naẗurlichen Zahlen bestehenden Markierungenist wie folgt de-
finiert:
 Das Wort1 ist ein Element vonLab(N).
 Wenn  2 Lab(N), dann ist das Wort:n ein Element vonLab(N) für alle
n 2 N .
Die MengeCondLab(N) derbedingten aus natürlichen Zahlen bestehenden Markie-
rungenist wie folgt definiert:
 Das Wort1 ist ein Element vonCondLab(N);
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 Wenn  2 CondLab(N), dann sind die W¨orter :n und :(n) Elemente von
CondLab(N) für allen 2 N .
Die initiale MarkierungvonLab(N) undCondLab(N) ist 1.
Die Längeeiner Markierung ist die Zahl der Punkte, die sie enth¨alt, plus eins; sie sei
mit jj bezeichnet.
Die Komponenten einer Markierung heißenPositionenin . Eine Position istbe-
dingt, wenn sie von der Form(n) ist, und eine Markierung ist bedingt, wenn sie eine
bedingte Position enth¨alt.
Die Äquivalenklasse aller Markierungen inCondLab(N), die mit einer Markierung
bis auf das Vorhandensein von Klammerungen ¨ubereinstimmen, sei mit[] bezeichnet.
Die Menge aller nicht-leereninitialen Präfixeeiner Markierung, die selbstnicht
einschließt, sei mitipr() bezeichnet. 2
Man beachte, daßLab(N)  CondLab(N) und daß(1) keinElement vonCondLab(N)
ist, weil 1 die initiale Welt in Modellen repr¨asentiert, die immer existiert.
Im folgenden unterscheiden wir manchmal nicht zwischen den Markierungen:n
and:(n); in diesen F¨allen benuzten wir:[n], um anzudeuten, daß die Markierung
beide Formen haben kann.
Definition 3.7.2 Eine Menge   Lab(N) von Markierungen iststark erzeugt, wenn
folgendes gilt:
1. die initiale Markierung1 ist ein Element von ; und
2.  2   impliziert  2   für alle 2 ipr(). 2
Die Markierungen inLab(N) stellen die Erreichbarkeitsrelation zwischen den Welten
dar, für die sie stehen, indem eine Welt, die mit:[n] bezeichnet ist, von der Welt
erreichbar ist, die mit bezeichnet ist. Eine Menge stark erzeugter Markierungen
kann man als Baum ansehen, dessen Wurzel1 ist und in dem ein unmittelbarer
Elternknoten von:[n] ist.
Definition 3.7.3 Sei eine ModallogikL und eine stark erzeugte Menge   Lab(N)
von Markierungen gegeben. Eine Markierung 2   ist von einer Markierung 2  
ausL-zug̈anglich, in Zeichen   , wenn die in Tabelle 3.3 aufgef¨uhrten Bedingun-
gen erfüllt sind.
Eine Markierung 2   ist eineL-Sackgasse, wenn kein 2   von ausL-zugänglich
ist. 2
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Logik    genau dann, wenn Logik    genau dann, wenn
K  = :[n] KT  = :[n] oder = 
KB  = :[n] oder = :[m] K4  = :
K5  = :[n], oder K45  = :, oder
jj  2, j j  2 jj  2, j j  2
KD K-Bedingung, oder ist eine KDB KB-Bedingung, oder
K-Sackgasse und =  j j = 1 und =  = 1
KD4 K4-Bedingung, oder ist eine KD5 K5-Bedingung, oder
K-Sackgasse und =  j j = 1 und =  = 1
KD45 K45-Bedingung, oder KB4 j j  2
j j = 1,  =  = 1
B  = , oder = :[n], S4  = : oder = 
oder = :[m]
S5 für alle; 
Tabelle 3.3:Die Zugänglichkeitsrelation auf Markierungen f¨ur die einfachen Mo-
dallogiken.
Das folgende Lemma zeigt, daß dieL-Zugänglichkeitsrelation auf Markierungen
genau der ErreichbarkeitsrelationR aufL-Rahmen entspricht (siehe (Gor´e, 1998) für
einen Beweis). Insbesondere hat die Eigenschaften wie Reflexivit¨at, Transitivität
usw., die von den Axiomen der LogikL ausgedr¨uckt werden (siehe Tabelle 2.1).
Lemma 3.7.4 SeiL eine der einfachen Modallogiken. Wenn   Lab(N) eine stark
erzeugte Menge von Markierungen ist, dann isth ;i ein L-Rahmen, wobei die
L-Zug̈anglichkeitsrelation ist.
3.7.3 Syntax und Semantik der Kalkule fur Modallogiken
Die gutartigen Kalk¨uleCL für die einfachen ModallogikenL, die in diesem Abschnitt
vorgestellt werden, gr¨unden auf den Markierungen verwendenden Kalk¨ulen aus (Fit-
ting, 1983). Der wesentliche Unterschied ist, daß wir, um die Kalk¨ule monoton zu
machen, ein Erweiterungsregel-Schema f¨ur -Formeln verwenden, das keine neuen
Markierungen einf¨uhrt, sondern – ¨ahnlich dem Schema f¨ur Æ-Formeln in Abschnitt 3.6
– ein Symbol verwendet, das in eindeutiger Weise der Formel zugeordnet ist, auf die
die Regel angewendet wird.
Erweiterte Signaturen Es ist nicht notwendig, die Signaturen zu erweitern; also
ist =  für alle Modallogiken und alle Signaturen 2 Sigmod.
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1; 2
T::(F ^G) T::F; T::G




T::(F _G) T::F; T::G
F::(F ^G) F::F; F::G
S:: S::n:K S::n:4 S::T
T::2F T::n:F T::n:2F T::F
F::3F F::n:F F::n:3F F::F
S::n: S: :4r S: :B S: :5
T::n:2F T: :2F T: :F T: :22F




Tabelle 3.4:Die vier Formeltypen der Modallogiken.
Markierungen Die MengeLab() von Markierungen ist f¨ur alle Signaturen die
MengeLab(N) der (unbedingten) aus nat¨urlichen Zahlen bestehenden Markierungen
(Def. 3.7.1).
Erweiterungsregel Es gibt vier Typen komplexer (nicht atomarer) Tableauformeln:
-Formeln (konjunktiv) und-Formeln (disjunktiv) wie in Kalk¨ulen für klassische
Logik, -Formeln (die die Wahrheit einer Formel inallen erreichbaren Welten aus-
drücken) und-Formeln (die die Wahrheit einer Formel inzumindest einererreichba-
ren Welt ausdr¨ucken); siehe Tabelle 3.4.
Notation 3.7.5 Die Buchstaben and werden ausschließlich verwendet, um For-
meln des entsprechenden Typs zu bezeichnen. 2
Die Erweiterungsregeln f¨ur die verschiedenen Modallogiken unterscheiden sich im
wesentlichen in dem Regelschema f¨ur -Formeln, d. h., in den Konklusionen von Pr¨a-
missen, die-Formeln enthalten. In Tabelle 3.5 ist die Erweiterungsregel f¨ur die ver-
schiedenen Formeltypen schematisch dargestellt. Tabelle 3.6 faßt zusammen, welche
Tableauformeln Teil der Konklusion einer Pr¨amisseffS::gg sind, die aus einer-
Formel besteht; in dieser Tabelle bedeutet4d, daß4 enthalten ist, fallsjj  2.
Wir geben die Definition der Erweiterungsregel f¨ur eine der Modallogiken formal an,
nämlich für die Logik K; die formalen Definitionen der Erweiterungsregeln f¨ur die an-








wobein = dF e, falls  = T::3F ,













für K4, KD4, S4, S5,
und, fallsjj  2, für K5, KD5
S::
S::T
für T, B, S4, S5.
S::n:
S: :4r




für KB, KDB, KB4, B.
S::n:
S: :5
falls  = 1, für K5, KD5.
Tabelle 3.5:Erweiterungsregel-Schemata f¨ur Modallogiken.
Logik L fürL =
K, D K
T K; T
KB, KDB K, B
K4, KD4 K, 4
K5, KD5 K, 4d, 4r, 5
Logik L fürL =
K45, KD45 K, 4, 4r
KB4 K, B, 4, 4r
B K, T ,B
S4 K, T , 4
S5 K, T , 4, 4r
Tabelle 3.6:ElementeL der Konklusionen einer-Formel.
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deren Modallogiken kann leicht in analoger Weise aus ihren schematischen Beschrei-
bungen gewonnen werden.
Definition 3.7.6 Für alle Prämissen  TabFormmod() enthalteEK()() die fol-
genden Konklusionen (wobeide eine beliebige aber feste Bijektion der Menge aller
Formeln in die Menge der nat¨urlichen Zahlen ist):
– ff1; 2gg für alle 2 ,
– ff1g; f2gg für alle 2 ,
– ffT::n:Fgg für alleT::2F 2  und alle Markierungen der Form:n,
die in vorkommen,
– ffF::n:Fgg für alle F::3F 2  und alle Markierungen der Form:n,
die in vorkommen,
– ffF::n:Fgg für alleF::2F 2 , wobein = d:F e,
– ffT::n:Fgg für alleT::3F 2 , wobein = dF e,
– ff?gg fallsT::F; F::F 2  für einF 2 Formmod().
2
Semantik Um die Semantik von Tableaus f¨ur eine ModallogikL zu definieren, be-
nutzen wir die MengeTabInterp
L
(), die aus Tableauinterpretationen besteht, die
(a)L-Interpretationen und (b) kanonisch sind; Interpretationen sind kanonisch, wenn
sie die durch Erweiterungsregelanwendungen auf-Formeln erzeugte Markierungen
in der richtigen Weise interpretieren.
Definition 3.7.7 SeiL eine der einfachen Modallogiken; sei 2 Sig eine Signatur;
und seiLab die MengeCondLab(N) der (bedingten und unbedingten) aus nat¨urlichen
Zahlen bestehenden Markierungen (Def. 3.7.1).
Eine Tableauinterpretationhm; Ii heiße eineL-Interpretation, wennm = hW;R; V i
einL-Modell ist und die die Markierungen interpretierende FunktionI die folgenden
Eigenschaften hat:
1. I(1) = w0 ist die initiale Welt inm;
2. I(:(n)) = I(:n) für alle:n und:(n) in Lab;
3. für alle 2 Lab gilt, daß, wennI() undefiniert ist für ein 2 ipr(), auchI()
undefiniert ist;
4. für alle;  2 Lab gilt, daß, wenn (a)   und (b)I() undI() definiert sind,
I()RI() gilt.
EineL-Interpretation istkanonisch, wenn zus¨atzlich folgendes gilt:
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5. Für alle Markierungen = :n 2 Lab:
WennI() definiert ist undI() j= 3F , dann istI() definiert undI() j= F ,
wobeiF die Formel ist für welchen = dF e (de ist die Bijektion der Formeln in
die natürlichen Zahlen, die von der Erweiterungsregel verwendet wird). 2
Da alle vorkommenden Mengen von Markierungen stark erzeugt sind, stellen die bei-
den Zusicherungen, daß jedeL-Interpretationhm; Ii die Markierung1 definiert, und
Bedingung 3 in der obigen Definition sicher, daß die InterpretationsfunktionI so vie-
le Markierungen wie m¨oglich in ipr()
”
definiert“. Jedoch ist es absolut zul¨assig,
daßI(:(n)) für eine bedingte Markierung:(n) undefiniert ist, und zwar selbst dann,
wennI() definiert ist.
Beispiel 3.7.8Die InterpretationsfunktionI muß für die Markierungen1 und1:1 de-
finiert sein. Für 1:(1) braucht sie nicht definiert zu sein; aber wenn sie es ist, dann muß
auchI(1:(1):1) definiert sein. 2
Benutzt man die MengeTabInterp
L
() kanonischerL-Interpretationen um die Se-
mantik von Tableaus zu definieren, dann hat der Kalk¨ul CL die Korrektheits- und
Vollständigkeitseigenschaften aus Definitionen 3.5.3 und 3.5.6 (wobeiL eine der ein-
fachen Modallogiken ist). Wenn ein Tableau von einer Tableauinterpretation erf¨ullt
wird, dann werden auch alle seine Nachfolgetableaus von derselben Tableauinterpre-
tation erfüllt; und jeder voll expandierte, nicht geschlossene Ast wird von einer kano-
nischenL-Interpretation erf¨ullt.
Wiederum basiert der Beweis, daß voll expandierteÄste erfüllbar sind, auf einer ge-
eigneten Version von Hintikkas Lemma:
Definition 3.7.9 SeiL eine der einfachen Modallogiken; und sei 2 Sigmod eine Si-
gnatur. Eine Menge  TabFormmod() von Tableauformeln, die keine bedingten
Markierungen enth¨alt, ist eineL-Hintikka-Menge, wenn sie die folgenden Bedingun-
gen erfüllt:
1. Es gibt keine komplement¨aren atomaren FormelnT::p undF::p in .
2. Wenn 2 , dann sind1 und2 in .
3. Wenn 2 , dann ist zumindest eine der Formeln1 und2 in .
4. WennS:: 2 , dann istS: :K in  für alle  2 Lab, für die   gilt.
5. WennS:: 2 , dann istS: :1 in  für wenigstens ein 2 Lab, für das  
gilt. 2
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Lemma 3.7.10 SeiL eine der einfachen Modallogiken; und sei 2 Sigmod eine Si-
gnatur. Wenn eineL-Hintikka-Menge ist (Def. 3.7.9), dann
1. wird von einer Tableauinterpretation inTabInterp
L
() (d. h., einer kanoni-
schenL-Interpretation) erf̈ullt und
2. wird  von jeder Tableauinterpretation erfüllt, die die atomaren Formeln in
erfüllt.
Beweis:Der zweite Teil des Lemmas kann leicht durch Induktion ¨uber die Struktur
der Tableauformeln in bewiesen werden.
Wegen Bedingung 1 in der Definition modaler Hintikka-Mengen (Def. 3.7.9) kann
eine kanonische TableauinterpretationhhW;R; V i; Ii, die die atomaren Formeln in
erfüllt, wie folgt definiert werden, was – mit Hilfe des zweiten Teil des Lemmas – den
ersten Teil des Lemmas beweist:
 SeiW die MengeLab aller Markierungen, die in vorkommen;
 seiI() = , falls  2 W ; und seiI() andernfalls undefiniert;
 für alle;  2 W gelte R  genau dann, wenn   ;
 seiV (p) = f j T::p 2 g. 2
Lemma 3.7.11 Für alle einfachen ModallogikenL hat der Tableaukalk̈ul CL die star-
ke Korrektheitseigenschaft 1 aus Definition 3.5.8 (Angemessenheit der Menge der Ta-
bleauinterpretationen).
Beweis:Seim = hW;R; V i einL-Modell, das die FormelmengeF erfüllt. Wir wis-
sen, daßw0 j= F für alleF 2 F, wobeiw0 die initiale Welt inW ist.
Nun seiFn für allen 2 N die Formel für dien = dF e (wobei de die Bijektion der
Menge der Formeln in die Menge der nat¨urlichen Zahlen ist, die von der Erweite-
rungsregel verwendet wird), undI sei wie folgt definiert: Es gelteI(1) = w0, und für
jede Markierung der Form:n gelte:
 Wenn es eine Weltw 2 W gibt, die vonI() erreichbar ist, mitw j= Fn, dann
setzeI(:n) = I(:(n)) = w;
 sonst, wenn es keine solche Welt gibt, dennoch aber eine Weltw0 xistiert, die
von I() erreichbar ist, dann setzeI(:n) = I(:(n)) = w0;
 andernfalls, wenn es keine Welt gibt, die vonI() erreichbar ist, dann seien
I(:n) undI(:(n) undefiniert.
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Die L-Interpretationhm; Ii ist per Konstruktion kanonisch, und außerdem erf¨ullt sie
die Tableauformeln auf initialen Tableaus f¨ur F, weil I(1) = w0 j= F für alleF 2 F.
2
Lemma 3.7.12 Für alle einfachen ModallogikenL hat der Tableaukalk̈ul CL die star-
ke Korrektheitseigenschaft 2 aus Definition 3.5.8 (Korrektheit der Erweiterung).
Beweis:Da der Kalkül gutartig ist, können wir Lemma 3.5.9 anwenden.
Sei  TabFormmod() eine minimale Pr¨amisse einer KonklusionC; und eine ka-
nonischeL-Interpretationhm; Ii 2 TabInterp
L
() erfülle . Es ist leicht zu ¨uber-
prüfen (getrennt nach F¨allen entsprechend der Form von), daßhm; Ii eine der Ex-
tensionen inC erfüllt. 2
Lemma 3.7.13 Für alle einfachen ModallogikenL hat der Tableaukalk̈ul CL die star-
ke Vollsẗandigkeitseigenschaft 1 aus Definition 3.5.10 (Angemessenheit der Menge der
Tableauinterpretationen).
Beweis: Der Kalkül hat diese Eigenschaft trivialerweise, weil die Signaturen nicht
erweitert worden sind (also = ), und darum jedesL-Modell inM() eine Ein-
schränkung seiner selbst auf ist. 2
Lemma 3.7.14 Für alle einfachen ModallogikenL hat der Kalk̈ul CL die Vollsẗandig-
keitseigenschaft 2 (Erfüllbarkeit voll expandierter̈Aste) aus Definition 3.5.6; und er
ist stark semantisch analytisch.
Beweis:SeiB ein voll expandierter, nicht geschlossener Ast; und sei ne Menge
atomarer Formeln ausTabFormmod(), so daß f¨ur kein in  sowohl als auch
ein Element vonForm(B) [  ist.
Dann istForm(B) [  eineL-Hintikka-Menge, und Lemma 3.7.10 impliziert, daß
es eine Tableauinterpretationhm; Ii gibt, dieForm(B) [  erfüllt. Also hat CPL1
Vollständigkeitseigenschaft 2 aus Definition 3.5.6.
Gemäß der Konstruktion dieser Tableauinterpretation (siehe den Beweis des Lem-
mas 3.7.10) giltI() =  für alle  2 W , und die zweite Bedingung in Definiti-
on 3.5.16 ist also erf¨ullt; und der Kalkül ist tatsächlich stark semantisch analytisch.
2
Satz 3.7.15Für alle einfachen ModallogikenL ist der Tableaukalk̈ul CL für L korrekt
und vollsẗandig.
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Beweis:Gemäß Sätzen 3.5.4 und 3.5.7 reicht es aus, zu zeigen, daßCL die beiden
Korrektheitseigenschaften aus Definition 3.5.3 und die beiden Vollst¨andigkeitseigen-
schaften aus Definition 3.5.6 hat. Das folgt jedoch sofort aus Lemmata 3.7.11, 3.7.12,
3.7.13 und 3.7.14. 2
Beispiel 3.7.16Wir beweisen, daß
G = 2(:p _ q) ^ 2p ^ (3:q _3:p)
in der Modallogik K unerf¨ullbar ist (und also ihre Negation:G eine K-Tautologie
ist). Abbildung 3.1 zeigt ein (voll expandiertes) geschlossenes Tableau, das Teil eines
Tableaubeweises f¨ur (die K-Unerfüllbarkeit von)G ist. Die Knoten des Tableaus sind
numeriert; ein Paar[i; j] ist an deni-ten Knoten angef¨ugt, die Nummerj deutet an, daß
der Knoteni durch eine Anwendung der Erweiterungsregel auf eine Pr¨amisse erzeugt
wurde, die die Formel des Knotensj enthält.
Man beachte, daß, nachdem Formel 5 zum Tableau hinzugef¨ugt ist, die einzige m¨ogli-
che Konklusion (die nicht schon auf dem Tableau ist) diejenige ist, die aus Formel 5
ableitbar ist und aus den Formeln 6 und 7 besteht; die beiden-Formeln 3 und 4
können zu diesem Zeitpunkt nicht benutzt werden, weil das Tableau keine Markierun-
gen der Form1:n enthält.
Die Markierungen, die durch die Anwendung der Tableauregel auf die aus den-
Formeln 5 bzw. 6 bestehenden Pr¨amissen eingef¨uhrt werden, sind1:1 = 1:d:qe und
1:2 = 1:d:pe. 2
3.7.4 Ein Kalkul fur die Modallogik K mit einer bezuglich -Formeln ste-
tigen Erweiterungsregel
Die im vorangegangenen Abschnitt vorgestellte Erweiterungsregel f¨ur Modallogiken
ist nicht stetig bez¨uglich Prämissen, die-Formeln enthalten, weil die Bedingung
beachtet werden muß, daß Markierungen, die durch Regelanwendungen auf eine-
Formeln eingef¨uhrt werden, in der Pr¨amisse schon vorkommen m¨ussen. Beispiels-
weise kann aus der Pr¨amisse = fT:1:2pg keine Konklusion abgeleitet werden, und
ebenso kann nichts aus0 = fT:1:1:qg abgeleitet werden; aus der Vereinigung von
und0 kann jedochT:1:1:p abgeleitet werden.
Der wesentliche Nachteil einer bez¨uglich -Formeln nicht stetigen Erweiterungsregel
ist, daß es unm¨oglich ist, eine Version des Kalk¨uls zu definieren, die freie Variablen
verwendet. Die-Formeln erlauben die Ableitung vieler ¨ahnlicher Konklusionen, wie
beispielsweise der TableauformelT:1:n:p für alle Markierungen der Form1:n, die auf
dem Ast vorkommen; alle diese Formeln durch eine einzige FormelT:1:X:p darzu-
stellen, die eine freie VariableX enthält, ist nur möglich, wenn alle Instanzen von
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[1;–] T:1:2(:p _ q) ^2p ^ (3:q _3:p)
[2;1] T:1:2(:p _ q)


















Abbildung 3.1: Das Tableau aus Beispiel 3.7.16.
T:1:X:p zulässige Konklusionen sind (in unserem Beispiel ist das nicht der Fall f¨ur
InstanzenT:1:n:p, so daß1:n nicht auf dem Ast vorkommt).
Dieses Problem kann vermieden werden, wenn man die Vorbedingung fallen l¨aßt, daß
alle Markierungen, die durch Regelanwendungen auf-Formeln eingef¨uhrt werden,
schon in der Pr¨amisse vorkommen m¨ussen. Dann kann im obigen Beispiel, die Ta-
bleauformelT:1:(1):p aus abgeleitet werden – ob die Markierung1:1 auf dem Ast
vorkommt oder nicht.
Dann wird es aber notwendig, um die Korrektheit des Kalk¨uls zu bewahren, die Exi-
stenz von Welten, die bedingten Markierungen entsprechen, sp¨ater zuüberprüfen,
wenn Äste abgeschlossen werden. Zum Beispiel ist das (scheinbar) widerspr¨uchli-
che PaarT:1:(1):p undF:1:(1):p nicht notwendig inkonsistent, weil die WeltI(1:(1))
in einer Tableauinterpretation m¨oglicherweise nicht existiert. Bevor wir dieses Paar als
inkonsistent bezeichnen k¨onnen, m¨ussen wir also sicherstellen, daßI(1:(1)) in allen
L-Interpretationen definiert ist, die den TableauastB erfüllen, der geschlossen wer-
den soll. Glücklicherweise kann dieses Wissen aus anderen Tableauformeln aufB
abgeleitet werden. In unserem Beispiel w¨urde eine Formel aufB wie beispielsweise
G = T:1:1:q es
”
rechtfertigen“, das PaarT:1:(1):p undF:1:(1):p zum Abschluß vonB
zu verwenden; denn jedeL-Interpretationhm; Ii, dieB erfüllt, muß auchG erfüllen,
und also mußI(1:(1)) = I(1:1) eine Welt in dem Modellm sein. Der wesentliche
Punkt ist hier, daß die Markierung1:1 von G gerade in der Positionunbedingtist,
64 Kapitel 3: Tableaukalk¨ule
:
K(:(n))




wobei[] = [0], und
; 0 sind durch Formeln
auf dem Ast gerechtfertigt
Tabelle 3.7:Die neuen Regelschemata des Kalk¨ulsCconK für die LogikK.
in der 1:(1) bedingt ist. DiesëUberlegungen werden nun auf den allgemeinen Fall
beliebiger Markierungen ausCondLab(N) verallgemeinert.
Definition 3.7.17 Eine Markierung 2 CondLab(N ) mit j-ter Position[nj] (wobei
1  j  jj) ist durch eine Menge 2 TabFormmod modaler Tableauformelnge-
rechtfertigt, wenn es eine Teilmenge	 von gibt, so daß f¨ur jedesj:
1. eine in	 vorkommende Markierung hat eine unbedingte aber sonst gleichej-te
Positionnj; und
2. für alle Markierungen , die in	 vorkommen, gilt: wennj j  j, dann ist die
j-te Position in entwedernj oder(nj). 2
Die Bedingung, daß die Markierungen komplement¨arer atomarer Formeln gerechtfer-
tigt sein müssen, um mit ihnen einen Ast abschließen zu k¨onnen, macht die Erweite-
rungsregel unstetiger f¨ur Prämissen, die Paare solcher komplement¨aren atomaren For-
meln enthalten. Das ist aber nicht sonderlich problematisch, weil die Regel f¨ur solche
Prämissen ohnehin unstetig ist.
Abgesehen von der abweichenden Erweiterungsregel und davon, daßCondLab(N)
stattLab(N) als Menge der Markierungen verwendet wird, stimmen Syntax und Se-
mantik des neuen Kalk¨uls CconK für die ModallogikK mit Syntax und Semantik des
Kalküls CK überein, der im vorangegangenen Abschnitt definiert worden ist. Die
Signaturen werden nicht erweitert; und die MengeTabInterp der Tableauinterpre-
tationen, die die Semantik von Tableaus beschreiben, besteht aus den kanonischen
L-Interpretationen (Def. 3.7.7).
Tabelle 3.7 zeigt dieneuenRegelschemata f¨ur -Formeln und zum Astabschluß;alle
Schemata der Erweiterungsregel des Kalk¨ulsCconK sind in Tabelle 3.8 zusammengefaßt.
Die ErweiterungsregelEconK vonC
con
K ist wie folgt formal definiert.
Definition 3.7.18 Für alle Prämissen  TabFormmod seiEconK () die kleinste Men-
ge, die die folgenden m¨oglichen Konklusionen enth¨alt (wobeide eine Bijektion von
Formmod() in die Menge der nat¨urlichen Zahlen ist):










für allen 2 N
T::3F
T::n:F
wobein = dF e
F::2F
F::n:F








wobei [] = [0], und
; 0 sind durch Formeln
auf dem Ast gerechtfertigt
Tabelle 3.8:Regelschemata des Kalk¨ulsCconK .
– ff1; 2gg für alle 2 ,
– ff1g; f2gg für alle 2 ,
– ffT::(n):Fgg für alleT::2F 2  und allen 2 N ,
– ffF::(n):Fgg für alleF::3F 2  und allen 2 N ,
– ffF::n:Fgg für alleF::2F 2 , wobein = d:F e,
– ffT::n:Fgg für alleT::3F 2 , wobein = dF e,
– ff?gg falls esT::F; F::F 2  gibt, so daß[] = [0] und; 0
durch gerechtfertigt sind.
2
Die neuen Regelschemata f¨ur -Formeln und zum Astabschluß k¨onnen auch f¨ur ande-
re der einfachen Modallogiken verwendet werden, die (a) seriell sind (in diesem Fall
ist der Rechtfertigungstest nicht notwendig, weil die Interpretation aller Markierungen
definiert ist) oder die (b) weder symmetrisch noch euklidisch sind. Kalk¨ule für sym-
metrische und euklidische Logiken sind problematisch, weil ihre Erweiterungsregeln
Markierungen verk¨urzen können. Beispielsweise kann die TableauformelT:1:p aus
T:1:(1):2p abgeleitet werden, wenn die Logik symmetrisch ist. Die Semantik seri-
eller Logiken garantiert, daß alle Markierungen tats¨achlich Welten darstellen, aber in
nicht-seriellen Logiken ist es m¨oglich, daß die Markierung1 definiert ist, die Mar-
kierung 1:(1) aber nicht. Darum wird ein zus¨atzlicher Mechanismus ben¨otigt, um
sicherzustellen, daß die TableauformelT:1:p nur dann am Abschluß eines Astes betei-
ligt ist, wenn die Markierung1:(1) tatsächlich definiert ist. Dies kann man erreichen,
indem man eine zus¨atzliche Menge von Markierungen an jede Tableauformel anhef-
tet, die alle gerechtfertigt sein m¨ussen, wenn die Formel benutzt wird, um einen Ast
abzuschließen (siehe (Beckert & Gor´e, 1997)).
Um die Vollständigkeit vonCconK zu beweisen, muß die Definition von Hintikka-Men-
gen so ver¨andert werden, daß sie die M¨oglichkeit berücksichtigt, daß Markierungen
bedingtsind (nur Bedingung 1 weicht von der Definition modaler Hintikka-Mengen
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ohne bedingte Markierungen ab, siehe Def. 3.7.9).
Definition 3.7.19 Eine Menge  TabFormmod() von Tableauformeln ist eineK-
Hintikka-Menge mit bedingten Markierungen, wenn sie die folgenden Bedingungen
erfüllt:
1. Es gibt keine komplement¨aren atomaren FormelnT::p undF:0:p in , so daß
[] = [0] und; 0 sind durch gerechtfertigt.
2. Wenn 2 , dann sind1 und2 in .
3. Wenn 2 , dann ist mindestens eine der Formeln1 und2 in .
4. WennS:: 2 , dann istS::(n):K in  für alle n 2 N .
5. WennS:: 2 , dann istS::n:1 2  für wenigstens ein 2 N . 2
Lemma 3.7.20 Wenn eineK-Hintikka-Menge mit bedingten Markierungen ist, dann
1. wird von einer Tableauinterpretation inTabInterpK(
) (d. h., einer kanoni-
schenK-Interpretation) erf̈ullt und
2. wird  von jeder Tableauinterpretation erfüllt, die die atomaren Formeln in
erfüllt.
Beweis:Wiederum kann der zweite Teil des Lemmas leicht durch Induktion ¨uber die
Struktur der Tableauformeln in bewiesen werden.
Wegen Bedingung 1 in der Definition modaler Hintikka-Mengen mit bedingten Mar-
kierungen (Def. 3.7.19) kann eine kanonische TableauinterpretationhhW;R; V i; Ii,
die die atomaren Formeln in erfüllt, wie folgt definiert werden, was – mit Hilfe des
zweiten Teil des Lemmas – den ersten Teil des Lemmas beweist:
 SeiW = f[] j  2 Lab ist durch gerechtfertig;
 seiI() = [], falls [] 2 W , und seiI() andernfalls undefiniert;
 für alle ;  2 W sei [ ] genau dann von[] erreichbar, wenn = :n oder
 = :(n) für einn 2 N ;
 seiV (p) = f[] j T::p 2 g. 2
Satz 3.7.21Der Tableaukalk̈ul CconK für die ModallogikK ist korrekt und vollsẗandig.
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Beweis:Dieser Satz kann in der gleichen Weise wie Korrektheit und Vollst¨andigkeit
des KalkülsCK (Theorem 3.7.15) bewiesen werden.
Der Beweis der Korrektheitseigenschaft 1 (Angemessenheit der Menge der Tableauin-
terpretationen) bleibt unver¨andert.
Zu zeigen, daß der Kalk¨ul die starke Korrektheitseigenschaft 2 (Korrektheit der Erwei-
terung) hat, ist etwas schwieriger, weil nun bedingte Markierungen in einem Tableau
auftreten k¨onnen. Aber nur in dem Fall, daß eine Pr¨amisse erlaubt, einen Ast ab-
zuschließen, kann das zu Komplikationen f¨uhren. Dann muß das folgende Lemma
angewendet werden (das unmittelbar aus den Definitionen folgt): Seihm; Ii eine ka-
nonischeL-Interpretation, und sei eine Markierung, die durch eine Menge von
Tableauformeln gerechtfertig ist. Wennhm; Ii die Formeln in erfüllt, dann istI()
definiert.
Die Vollständigkeitseigenschaften k¨onnen in gleicher Weise bewiesen werden wie f¨ur
den Kalkül CK – mit dem einzigen Unterschied, daß der Begriff der Hintikka-Menge
aus Definition 3.7.19 und das entsprechende Lemma 3.7.20 verwendet werden, die die
bedingte Markierungen ber¨ucksichtigen. 2
Beispiel 3.7.22Wir setzen Beispiel 3.7.22 fort und zeigen die Unerf¨ullbarkeit dersel-
ben FormelGwie dort, nun allerdings mit dem neuen Kalk¨u CconK . Abbildung 3.2 zeigt
ein geschlossenes TableauT con für G, das mit Hilfe der Erweiterungsregel vonCconK
konstruiert ist.
Da die Bedingung fallen gelassen wurde, daß die Markierungen, die durch Anwen-
dungen der Erweiterungsregel auf-Formeln eingef¨uhrt werden, schon auf dem Ast
vorkommen, ist es nun m¨oglich, die Formeln 6 und 7 zum Tableau hinzuzuf¨ugen, ob-
wohl ihre Markierung1:(1) noch nicht auf dem Ast vorkommt (sie ist jedoch in ihrer
zweiten Position bedingt).
Der linke AstB1 von T con wird geschlossen, indem die Erweiterungsregel auf die
Prämisse angewendet wird, die aus dem komplement¨ar PaarT:1:(1):p undF:1:(1):p
in den Knoten 7 bzw. 14 besteht. Die Markierung1:(1) dieser Atome ist aufB1 durch
die Formeln 10 und 11 gerechtfertigt, deren Markierung1:1 ist. In diesem Fall ent-
halten die komplement¨aren Formeln bedingte Markierungen, die nur durch eine dritte
Formel auf dem Ast gerechtfertigt sind, so daß der Rechtfertigungstest tats¨achlich un-
verzichtbar ist. Der mittlere AstB2 enthält die komplement¨aren FormelnF:1:1:q und
T:1:(1):q in den Knoten 11 bzw. 13. Deren Markierung ist wiederum durch die For-
meln 10 und 11 gerechtfertigt; letztere ist in diesem Fall Teil des komplement¨aren
Paares. Der rechte AstB3 enthält das PaarF:1:2:p und T:1:(2):p komplement¨arer
Atome in den Knoten 18 bzw. 19. Die Markierung1:(2) der Formel in Knoten 19 ist
durch Formel 18 gerechtfertigt. 2
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[1;–] T:1:2(:p _ q) ^2p ^ (3:q _3:p)
[2;1] T:1:2(:p _ q)
[3;1] T:1:2p ^ (3:q _3:p)
[4;3] T:1:2p
[5;3] T:1:3:q _3:p















Abbildung 3.2: Das TableauT con aus Beispiel 3.7.22.
3.8 Gutartige Kalkule fur die Fragmente MLSS und MLSSF
der Mengentheorie
3.8.1 Einfuhrung
In diesem Abschnitt wird ein gutartiger Tableaukalk¨ul CMLSS für die Logik MLSS
vorgestellt, die ein entscheidbares Fragment der Mengentheorie ist. Außerdem wird
eine ErweiterungCMLSSF des Kalküls für das gr¨oßere Fragment MLSSF beschrieben,
das durch Anreicherung von MLSS mit freien (uninterpretierten) Funktionssymbolen
entsteht (Abschnitt 2.6). Die gutartigen Kalk¨u eCMLSS undCMLSSF sind leichte Varia-
tionen der in (Beckert & Hartmer, 1998; Hartmer, 1997) beschriebenen Kalk¨ule, die
nicht gutartig sind. Sie bauen auf den Tableaukalk¨ulen für MLSS aus (Cantone, 1997)
auf.
Der Kalkül CMLSS kann benutzt werden, um eine korrekte und vollst¨andige Entschei-
dungsprozedur f¨ur MLSS zu konstruieren. Formeln m¨ussen nicht in Normalform sein,
während die Erweiterungsregel des von Cantone definierten Kalk¨uls nur normalisier-
te MLSS-Atome handhaben kann (die keine komplexen Terme enthalten) und eine
Vorverarbeitung erfordert, die die Eingabeformeln in normalisierte Formeln transfor-
miert. Der erweiterte Kalk¨ul CMLSSF für MLSSF verwendetE-Unifikationstechniken,
um Termpaare zu finden, die erlauben einen Ast abzuschließen, wenn es gelingt zu
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zeigen, daß sie die gleiche Menge repr¨asentieren; auf diese Weise kann der Suchraum
deutlich reduziert werden.
Mehrere andere Verfahren Behandlung der Mengentheorie mit Tableaukalk¨ulen oder
Sequenzenkalk¨ulen sind vorgeschlagen worden (ohne Beschr¨ankung auf ein bestimm-
tes Fragment): Brown (1978) stellte einen pr¨adikatenlogischen Sequenzenkalk¨ul vor,
der Spezialregeln f¨ur viele mengentheoretische Symbole enth¨alt. De Nivelle (1997)
und Pastre (1978) pr¨asentierten Sequenzenkalk¨ule für Mengentheorie; Shults (1997)
beschreibt einen Tableaukalk¨u mit speziellen mengentheoretischen Regeln. Alle diese
Kalkül sind jedoch unvollst¨andig (d. h., keine Semi-Entscheidungsverfahren).
3.8.2 Die Menge der Markierungen und die Erweiterung der Signaturen
Markierungen Die Modelle von MLSS und MLSSF bestehen aus nur einer Welt.
Wir benutzen die Markierung, um diese einzelne Welt zu repr¨asentieren. Also ist
Lab = fg, und ist die initiale Markierung. Wie in Kalk¨ulen für PL1 verwenden wir
die KurzschreibweiseS:G für Tableauformeln, d. h., die Markierung wird weggelas-
sen.
Erweiterung des Signaturen Eine UngleichungF:(s  t) impliziert die Existenz
eines Elementes, das in einer der beiden Mengens u d t nicht aber in der ande-
ren vorkommt. Die Erweiterungsregel unseres Kalk¨uls nutzt diese Tatsache f¨ur die
Einführung einer Skolem-Konstanten, die das existierende Element darstellt, wenn sie
auf eine Ungleichung angewendet wird. F¨ur die Skolemisierung verwenden wir eine
unendlichen MengeF sko() von Konstanten, die disjunkt ist vonF ().
Die Erweiterung einer MLSS- oder MLSSF-Signatur = hP (); F (); ()i, die
zur Konstruktion von Tableauformeln verwendet wird, ist also
 = hP (); F () [ F sko(); () [ sko()i ;
wobeisko()(c) = 0 für allec 2 F sko().
3.8.3 Die Erweiterungsregel fur MLSS
Schemata fur nicht-atomare Formeln Die nicht-atomaren MLSS- und MLSSF-
Formeln werden wie gew¨ohnlich in- und-Formeln eingeteilt. Die Erweiterungs-
regelEMLSS von CMLSS ist für aus- und-Formeln bestehende Pr¨amissen durch die
Schemata aus Tabelle 3.9 definiert (wir benutzen eine Verallgemeinerung, bei der die
aus- und-Formeln abgeleiteten Konklusionen aus einer beliebigen Zahl von Ta-
bleauformeln bzw. Extensionen bestehen k¨o nen).






1    n
Tabelle 3.9:Verallgemeinerte Schemata f¨ur - und-Formeln.
Name  1; : : : ; n
(R1) T:(s v t) T:(s  s u t)
(R2) F:(s v t) F:(s  s u t)
(R3) T:(s @ t1 u t2) T:(s @ t1); T:(s @ t2)
(R4) T:(s @ t1 n t2) T:(s @ t1); F:(s @ t2)
(R5) F:(s @ t1 t t2) F:(s @ t1); F:(s @ t2)
(R6) F:(s @ft1; : : : ; tngn) F:(s  t1); : : : ; F:(s  tn)
Name  1; : : : ; n
(R7) T:(s @ t1 t t2) T:(s @ t1); T:(s @ t2)
(R8) F:(s @ t1 u t2) F:(s @ t1); F:(s @ t2)
(R9) F:(s @ t1 n t2) F:(s @ t1); T:(s @ t2)
(R10) T:(s @ft1; : : : ; tngn) T:(s  t1); : : : ;T:(s  tn)
Tabelle 3.10:Regelschemata f¨ur das Aufspalten komplexer Mengenterme.
Schemata fur das Aufspalten komplexer Mengenterme Es gibt zehn verschie-
dene Erweiterungsregel-Schemata f¨ur das Aufspalten komplexer Mengenterme; sie
wenden einfache mengentheoretische Lemmata an, wie z. B.
”
wenns 2 t1 [ t2, dann
s 2 t1 oders 2 t2”, um (a) Atome, die das Ist-Teilmenge-von-Pr¨adikatv enthalten,
zu eliminieren und durch (Un-)Gleichungen zu ersetzen und (b) komplexe Terme auf
der rechten Seite des Ist-Element-von-Pr¨adikates@ in ihre Bestandteile aufzuspalten.
Diese Schemata k¨onnen als Instanzen der verallgemeinerten Schemata f¨ur - und-
Formeln aus Tabelle 3.10 beschrieben werden; sie sind in Tabelle 3.10 aufgelistet.
Schemata fur Gleichungen und Ungleichungen Es gibt drei Typen spezieller
Erweiterungsregel-Schemata f¨ur Handhabung der Gleichheit und Ungleichheit von
Mengen.
Erstens gibt es zwei Schemata ((EQ1) und (EQ2) in Tabelle 3.11), die die
”
Anwen-
dung“ einer GleichungT:(t1  t2) auf andere Atome erlauben – allerdings nur in sehr
eingeschr¨ankter Weise: eine Gleichung kann nur auf die oberste Ebene (also nicht auf
Teilterme) der rechten Seite eines positiven Atoms mit dem Pr¨adikatensymbol@ an-
gewendet werden. Das heißt, eine Gleichung kann nur angewendet werden, um eines
der AtomeT:(s @ t1) undT:(s @ t2) aus dem jeweils anderen abzuleiten. Diese Ein-














T:(c @ t1) F:(c @ t1)
F:(c @ t2) T:(c @ t2)
wobeic = skoMLSSF(F:(t1  t2))
(R12)
T:(s @ t) F:(s @ t)
wobeis bzw.f: : : ; s; : : :g
undt bzw.f: : : ; t; : : :g
Top-level-Terme auf dem Ast sind
(Cut)
Tabelle 3.11: Regelschemata f¨ur Gleichungen und Ungleichungen und das
Schnittregel-Schema.
schränkung ist wichtig, da die M¨oglichkeit, Gleichungen wahllos auf andere Atome
anzuwenden, zu einem sehr viel gr¨oßeren Suchraum f¨uhren würde.
Zweitens ist es m¨oglich, die UngleichungF:(s1  s2) ausT:(s1 @ t) und F:(s2 @ t)
abzuleiten ((R11) in Tabelle 3.11). Dieses Erweiterungsregel-Schema beruht auf der
Tatsache, daß zwei Objekte verschieden sein m¨ussen, wenn eines von ihnen in einer
Menge vorkommt das andere aber nicht.
Drittens gilt auch das umgekehrte: Wenn zwei Mengent1 und t2 verschieden sind,
dann enth¨alt eine von ihnen ein Elemente, das nicht auch Element der anderen Menge
ist. Unglücklicherweise f¨uhrt dies zu einem verzweigenden Regelschema ((R12) in
Tabelle 3.11), weile eine Element vont1 (und nicht vont2) oder ein Element vont2
(und nicht vont1) sein kann. Statt eineuesSymbol einzuf¨uhren, das das unbekannte
Elemente repräsentiert, verwende wir eineSkolem-Konstanten-Zuweisung, die jeder
Ungleichung auf eindeutige Weise eine Konstante zuordnet (¨ahnlich wie die Skolem-
Term-Zuweisung aus Definition 3.6.2, dieÆ-Formeln einen Skolem-Term zuweist);
auf diese Weise wird die Monotonie und also die Gutartigkeit der Erweiterungsregel
bewahrt.
Definition 3.8.1 Sei eine MLSS- oder MLSSF-Signatur gegeben. EineSkolem-
Konstanten-Zuweisung(für MLSS bzw. MLSSF) ist eine FunktionskoMLSSF, die jeder
Ungleichung = F:(t1  t2) in TabForm() eine Konstante
skoMLSSF() = c 2 F
sko()
zuweist, so daß f¨ur alle c0 2 F sko() folgendes gilt: wennc0 in  vorkommt, dann
c > c0, wobei> eine beliebige aber feste Ordnung aufF sko() ist. 2
72 Kapitel 3: Tableaukalk¨ule
Das Schnittregel-Schema Das Schnittregel-Schema ((Cut) in Tabelle 3.11) kann
angewendet werden, um einen AstB zu erweitern, wobei nur solche Atome der Form
s @ t als Schnittformel verwendet werden k¨onnen, deren Termes undt
 Top-level-Terme (nicht nur Teilterme) eines Atoms aufB sind, oder
 direkte Teilterme von Termen der Formf: : : ; s; : : :g bzw.f: : : ; t; : : :g sind, die
wiederum Top-level-Term eines Atoms aufB sind.
Das Schnittregel-Schema wird nur selten ben¨otigt, um einen Beweis zu konstruieren;
benötigt wird es beispielsweise, um implizite Enthaltenseins-Zyklen auf einem Ast
aufzusp¨uren, siehe Abschnitt 3.8.3.
Beispiel 3.8.2WennT:(t1 @ft2; t3 u t4g) undT:(t5 u t6  t7) Atome auf einem Ast
sind, dann d¨urfen t1; t2; (t3 u t4); (t5 u t6); t7 als Terme in Schnittformeln verwendet
werden, undt3; t4; t5; t6 dürfen nicht verwendet werden (es sei denn, das w¨re durch
andere Atome auf dem Ast gerechtfertigt) 2
Schemata fur den Astabschlu Eine Anwendung der Erweiterungsregel des Kal-
küls CMLSS fügt Formeln zu einem Tableauast hinzu, die in allen Mengenstrukturen
wahr sind, die Modelle des Astes sind; der Zweck der Regelschemata f¨ur den Ast-
abschluß ist es, Inkonsistenzen aufzudecken, also Formeln oder Formelmengen, die
in allen Mengenstrukturen falsch sind. Es gibt vier Arten solcher Inkonsistenzen, die
berücksichtigt werden m¨ussen:
1. In keiner Mengenstruktur k¨onnen eine Formel und ihr Komplement wahr
sein; darum erlaubt eine Pr¨amisse, die ein Paar;  enthält, – wie in allen Kal-
külen – die Ableitung der Konklusionff?gg (es ist für die Vollständigkeit des
Kalküls ausreichend, nur komplement¨areAtomezu berücksichtigen).
2. Kein Objekt ist ein Element der leeren Menge; darum ist jedes Atom der Form
T:(t @;) unerfüllbar.
3. Da kein Objekt von sich selbst verschieden ist, sind Atome der FormF:(t  t)
unerfüllbar.
4. Die Existenz eines Enthaltenseins-Zyklus, d. h., von Mengeu1; : : : ; uk, so daß
ui 2 ui+1 (1  i < k) unduk 2 u1, würde dem Fundierungs-Axiom der Men-
gentheorie widersprechen. Tats¨chlich gibt es per Konstruktion in der von-Neu-
mann-Hierarchie keine Mengen, die einen Enthaltenseins-Zyklus bilden. Also
erlauben Atome, die einen Enthaltenseins-Zyklus definieren, einen Ast abzu-
schließen; insbesondere istT:(t @ t) unerfüllbar.
Im folgenden ist die Erweiterungsregel des Kalk¨ulsCMLSS formal definiert:
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Definition 3.8.3 Sei eine MLSS-Signatur.
Für alle Prämissen  TabFormMLSS() seiEMLSS()() die kleinste Menge, die
die folgenden Konklusionen enth¨alt:
– ff1; : : : ; ngg
für alle 2  (Tabellen 3.1 und 3.10);
– ff1g; : : : ; fngg
für alle 2  (Tabellen 3.1 und 3.10);
– ffT:(s @ t2)gg
für alle (a)T:(s @ t1) und (b)T:(t1  t2) oderT:(t2  t1) in ;
– ffF:(s1  s2)gg
für alleT:(s1 @ t) undF:(s2 @ t) in ;
– ffT:(s @ t)g; fF:(s @ t)gg
für alle Mengentermes undt, so daß
1. s oderf: : : ; s; : : :gn und
2. t oderf: : : ; t; : : :gn
als Top-level-Terme in Atomen in auftreten;
– ffT:(c @ t1) ; F:(c @ t2)g, fF:(c @ t1) ;T:(c @ t2)gg
für alleF:(t1  t2) in , wobeic = skoMLSSF(F:(t1  t2));
– ff?gg,
falls
1. T::G; F::G 2  für ein AtomG,
2. T:(t @;) 2 ,
3. F:(t  t) 2 ,
4. es für eink 2 N AtomeT:(ti @ ti+1) (1  i < k) undT:(tk @ t1) in  gibt.2
3.8.4 Korrektheit, Vollstandigkeit, Terminierung
Der im vorangegangenen Abschnitt definierte Kalk¨ul CMLSS ist korrekt und vollst¨andig
(ein Beweis findet sich in (Hartmer, 1997)). Er hat die Korrektheits- und Vollst¨andig-
keitseigenschaften aus Definitionen 3.5.6 und 3.5.8.
Satz 3.8.4Der Kalkül CMLSS für MLSS ist korrekt und vollsẗandig.
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Ohne weitere Einschr¨ankungen ist der Kalk¨ul CMLSS jedoch keine Entscheidungspro-
zedur. Das Regelschema f¨ur Ungleichungen ((R12) in Tabelle 3.11) f¨uhrt zusätzliche
Konstanten ein und das Schnittregel-Schema kann – in Verbindung mit Schema (R11)
– benutzt werden, um neue Ungleichungen aus diesen zus¨atzlichen Konstanten zu kon-
struieren; die Wechselwirkung dieser Erweiterungsregel-Schemata kann zu unendli-
chenÄsten führen.
Glücklicherweise kann der Kalk¨ul leicht in eine Entscheidungsprozedur verwandelt
werden, indem man die die Vollst¨andigkeit bewahrende Einschr¨ankung hinzuf¨ugt, daß
solche Kettenc1; c2; : : : niemals unendlich sein d¨urfen, bei denen die Konstanteci zum
Ast hinzugefügt wird, indem das Regelschema (R12) auf eine Ungleichung angewen-
det wird, die die Konstanteci 1 enthält; die maximale L¨ange solcher Ketten ist die
Zahl der (Teil-)Terme in der Formelmenge deren Erf¨ullbarkeitüberprüft werden soll.
Definition 3.8.5 SeiT1; : : : ; Tk eine Folge von Tableaus f¨ur eine MengeF von MLSS-
Formeln, die mit Hilfe der ErweiterungsregelEMLSS (Def. 3.8.3) konstruiert worden
ist.
Der Rangrk(s) eines Mengenterms in der Folge von Tableaus ist wie folgt defi-
niert: Wenns in F vorkommt oder durch eine Anwendung eines der Regelschemata
(R1) und (R2) eingef¨uhrt wurde, dann seirk(s) = 0; andernfalls, wenn alsos eine
Konstante ist, die dadurch eingef¨uhrt worden ist, daß das Regelschema (R12) auf eine
UngleichungF:(t1  t2) angewendet worden ist, dann ist sein Rang
rk(s) = 1 + maxfrk(t1); rk(t2)g :
2
Definition 3.8.6 Ein TableauT für eine MengeF von MLSS-Formeln isterscḧopft,
wenn keine Erweiterungsregelanwendung aufT möglich ist, ohne daß
 eine Konstante eingef¨uhrt wird, deren Rang gr¨oßer als die Zahl der (Teil-)For-
meln inF ist oder
 ausschließlich Formeln zu einem AstB von T hinzugefügt werden, die schon
aufB vorkommen.
Man beachte, das ein Tableau, das ersch¨opft ist (Def. 3.8.6), nicht immer auch voll
expandiert ist (Def. 3.5.5).
Satz 3.8.7Es gibt genau dann ein erschöpftes, nicht geschlossenesCMLSS-Tableau f̈ur
eine MengeF von MLSS-Formeln, wennF erfüllbar ist.
Wenn also eine Folge von Tableaus f¨ur eine MengeF von MLSS-Formeln infairer
Weise konstruiert wird (d. h., alle m¨oglichen Regelanwendungen werde fr¨uher oder
später ausgef¨uhrt), dann wird die Konstruktion nach endlich vielen Schritten mit ei-
nem Tableau terminieren, das (a) geschlossen ist – dann istF unerfüllbar – oder das
(b) erschöpft ist – dann istF erfüllbar.
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3.8.5 Einschrankungen des Suchraums
Auch wenn der Suchraum des Kalk¨u s CMLSS mit der im vorangegangenen Abschnitt
beschriebenen Einschr¨ankung endlich ist, ist er doch sehr groß – wegen des Indeter-
minismus des Schnittregel-Schemas und weil die Zahl der Konstanten, die eingef¨uhrt
werden können, exponentiell ist in der Gr¨oße der Formelmenge deren Erf¨ullbarkeit
überprüft werden soll.
Glücklicherweise ist es m¨oglich, die Anwendung des Schnittregel-Schemas stark ein-
zuschränken, was gleichzeitig auch die Zahl der neu eingef¨uhrten Konstanten redu-
ziert, weil eine Konstanteck vom Rangk nur aus einer Ungleichung erzeugt werden
kann, die eine Konstanteck 1 vom Rangk   1 enthält. nachdem das Schnittregel-
Schema mit einem Atom als Schnittformel angewendet worden ist, dasck 1 enthält.
Die Idee ist nun, zuerst alle Regelschemata außer dem Schnittregel-Schema so lan-
ge anzuwenden, bist keine weiteren Regelanwendungen mehr m¨oglich sind, die neue
Formeln zuÄsten hinzufügen, und dann eineRealisationeines offenen Astes zu kon-
struieren. Die Realisation eines AstesB approximiert eine Mengenstruktur, die die
Formeln aufB erfüllt (falls B erfüllbar ist); sie erfüllt zumindest alle Atome der Form
T:(t1 @ t2) aufB. Wenn die Realisation nicht auch alle anderen Atome aufB erfüllt,
dann kann sie verwendet werden, um Schnittregelanwendungen zu finden, die (zumin-
dest teilweise) n¨utzlich und sinnvoll sind.
Das Umschalten zwischen der Erweiterung von Tableau¨asten und der Konstruktion
möglicher Modelle und die Art und Weise, wie diese Modelle konstruiert werden,
ähnelt der Methode, die in (Cantone, 1997) beschrieben ist.
Definition 3.8.8 Sei eine MLSS-Signatur; und sei eine Menge von MLSS-Ta-
bleauformeln ¨uber. Wir definieren folgende Bezeichnungen:
 G bezeichne die Menge aller Mengenterme ¨uber, die in als (Teil-)Terme
vorkommen;
 V bezeichne die Menge (a) aller Termet 2 G, so daßT:(t @ s) ein Atom in
ist, und (b) aller Konstanten aus, die in vorkommen;
 T bezeichne die Menge aller Konstanten, die in vorkommen, aber nicht Ele-
ment vonV sind;
  bezeichne diëAquivalenzrelation aufG [ T , die durch die Gleichungen in
induziert wird;
 T 0 bezeichne die Menge allerc 2 T , so daßc 6 s für alles 2 G;
 V 0 bezeichne die Menge(V [ T ) n T 0;
 uc sei für jedesc 2 T 0 ein Element der von-Neumann-HierarchieV, das von
allenuc0 mit c 6= c0 verschieden ist. 2
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Man beachte, daßT 0 die Konstanten enth¨alt, die durch Anwendungen des Regelsche-
mas (R12) f¨ur Ungleichungen eingef¨uhrt worden sind und dienicht gleich anderen
Termen sind (bzgl. der Gleichungen auf dem Ast). Die Interpretation dieser Konstan-
ten muß von der Interpretation aller anderer Terme verschieden sein; w¨ahrend Terme
in V 0 die gleiche Interpretation haben k¨onnen.
Definition 3.8.9 Sei eine MLSS-Signatur; sei eine Menge von Tableauformeln
über; und seit ein Mengenterm. Dann ist die MengeP(t) der impliziten Vor-
gängervon t wie folgt definiert:
1. P(;) = ;;
2. P(c) = fs 2 V [ T j T:(s @ c) 2 g für Konstantenc;
3. P(t1 t t2) = P(t1) [ P(t2);
4. P(t1 u t2) = P(t1) \ P(t2);
5. P(t1 n t2) = P(t1) n P(t2); und
6. P(ft1; : : : ; tngn) = fs 2 V [ T j T:(s @ft1; : : : ; tngn) 2 g [ ft1; : : : ; tng.
2
Die Mengen impliziter Vorg¨anger können benutzt werden, um implizite Enthalten-
seins-Zyklen aufzudecken. Wenn beispielsweises 2 P(t); t 2 P(s) für Termes; t
gilt, dann kann der Ast geschlossen werden, und es ist nicht notwendig, die Erwei-
terungsregel (und besonders das Schnittregel-Schema) anzuwenden, um den Zyklus
explizit zu machen. Also kann der Kalk¨ul mit Hilfe der Vorgänger-Mengen st¨arker ge-
macht werden, indem ein weiteres Regelschema zum Abschluß vonÄste hinzugef¨ugt
wird:
Definition 3.8.10 Der Kalkül C 0MLSS stimme mit dem Kalk¨ul CMLSS bis auf seine Er-
weiterungsregelE 0MLSS überein, die wie folgt definiert ist:
Für alle MLSS-Signaturen und alle Prämissen  TabFormMLSS() bestehe die
MengeE 0MLSS()() aus
– den Konklusionen inEMLSS()() (Def. 3.8.3) und
– der Konklusionff?gg, falls die Mengen der impliziten Vorg¨anger der Terme in
einen Zyklus enthalten, d. h., falls es Mengentermet1; : : : ; tn gibt, die als (Teil-)
Terme in auftreten, so daßt1 2 P(t2), . . . , tn 1 2 P(tn), tn 2 P(t1). 2
Satz 3.8.11Der Kalkül C 0MLSS für MLSS ist korrekt und vollsẗandig.
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Die MengeP(t) impliziter Vorgänger enth¨alt diejenigen Terme, die Elemente der
Menge repr¨asentieren, die vont repräsentiert wird, und deren Enthaltensein aus den
Atomen der FormT:(s @a) in  (wobeia eine Konstante ist) und durch Anwendung
der Definitionen der Mengenoperationen abgeleitet werden kann, DieRealisationeiner
Menge von Tableauformeln geht dar¨uber noch hinaus: sie ist eine partielle Definition
einer Mengenstruktur, in der verschiedene Terme durch die gleiche Menge interpretiert
werden können.
Definition 3.8.12 Sei eine MLSS-Signatur; und sei eine Menge von Tableaufor-
meln über mit ? 62 . Die RealisationR(t) eines Termst, der in vorkommt,
ist wie folgt definiert:
1. R(t) = ;, falls t = ;,
2. R(t) = fR(s) j s 2 P(t)g [ futg, falls t 2 T 0,3 und
3. R(t) = fR(s) j s 2 P(t)g sonst. 2
Die Realisation ist effektiv berechenbar und kann benutzt werden, um die Anwendun-
gen des Schnittregel-Schemas einzuschr¨anken: vorausgesetzt, ein AstB ist erschöpft
bezüglich aller anderer Erweiterungsregel-Schemata, muß das Schnittregel-Schema
nur auf solche Terme angewendet werden, die in Atomen vorkommen, dieicht von
der RealisationR erfüllt werden, wobei = Form(B) (wenn es kein solches Atom
gibt, dann ist der Ast erf¨ullbar, und die Suche nach einem Tableaubeweis terminiert).
Wenn beispielsweiseF:(t1 @ t2) ein Atom in ist, aberR(t1) 2 R(t2), dann muß
es einen Terms geben, so daß (a)R(s) = R(t1) (d. h., die Realisation vons ist
dieselbe wie die vont1) und (b)s ist ein implizites Element vont2 (d. h.,s 2 P(t2))
– aber dieses implizite Enthaltensein ist (noch) nicht explizit dargestellt (es gibt kein
Atom T:(s @ t2) in ). In diesem Fall, wird das Schnittregel-Schema mit dem Atom
T:(s @ t2) als Schnittformel angewendet.
Der folgende Satz sagt aus, daß die Vollst¨andigkeit des Kalk¨ulsC 0MLSS erhalten bleibt,
wenn Realisationen verwendet werden, um die Anwendung des Schnittregel-Schemas
einzuschr¨anken (ein Beweis findet sich in (Hartmer, 1997)). Man beachte, daß der
Kalkül nicht abgeschw¨acht wird, sondern daß die Einschr¨ankung eine Technik ist, um
Beweisprozeduren, die aufC 0MLSS basieren, effizienter zu machen.
Definition 3.8.13 WennF eine unerf¨ullbar Menge von MLSS-Formeln ist, dann gibt
es einen TableaubeweisT1; : : : ; Tn fürF, der unter Beachtung folgender Einschr¨ankun-
gen konstruiert ist:
Das Schnittregel-Schema wird nur dann angewendet, um ein TableauTi+1 ausTi ab-
zuleiten, wenn der AstB vonTi, der erweitert wird,
3 Man muß sicherstellen, daß dieuc für alle Termet von R(t) verschieden sind; es ist immer
möglich, solcheuc zu wählen.
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1. nicht geschlossen ist und
2. mit keinem anderen Erweiterungsregelschema eine Formeln zuB hinzuzufügt
werden kann, die nicht schon aufB ist;
und die SchnittformelT:(s  t), die für die Erweiterung verwendet wird, eine der
folgenden Bedingungen erf¨ullt, wobei = Form(B):
1. (a) T:(t  t0) 2 ,
(b) R(t) 6= R(t0), und
(c) i. s 2 P(t), s =2 P(t0), undF:(s @ t) 62 , oder
ii. s 2 P(t0), s =2 P(t), undT:(s @ t0) =2 ,
2. (a) F:(t  t0), F:(c @ t), undT:(c @ t0) 2  (für eine Konstantec),
(b) R(t) = R(t0),R(s) = R(c), und
(c) s 2 P(t), s =2 P(t0), undT:(s @ t) =2 ,
3. (a) F:(t0 @ t) 2 ,
(b) R(t0) 2 R(t),R(s) = R(t0), und
(c) s 2 P(t), undT:(s @ t) =2 . 2
3.8.6 Ein Vergleich mit Cantones Kalkul
Der im vorangegangenen Abschnitt beschriebene Kalk¨ul CMLSS für MLSS hat gewisse
Gemeinsamkeiten mit dem von Cantone (1997) beschriebenen. Ein wesentlicher Un-
terschied ist, daß Cantones Kalk¨ul auf normalisierteAtome beschr¨ankt ist, d. h., auf
Atome, die keine komplexen Mengenterme enthalten.
Definition 3.8.14 Eine atomare MLLS-Tableauformel ist genau dannormalisiert,
wenn sie von der Form
– S:(a @ b),
– S:(a  b),
– T:(a  b t c),
– T:(a  b u c),
– T:(a  b n c) oder
– T:(a  fb1; : : : ; bngn) (n  1)
ist, wobeia; b; c undb1; : : : ; bn Konstanten sind. 2
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Es gibt eine erf¨ullbarkeitserhaltende Transformation beliebiger endlicher Mengen 
von MLSS-Tableauformeln in Mengen normalisierter Atome, die darauf beruht, neue
Konstanten als
”
Abkürzungen“ für komplexe Terme einzufḧren. Beispielsweise wird
T:(a @ (b u b0))
durch
T:(c  (b u b0)) und T:(a @ c)
ersetzt, wobeic eine neue Konstante ist. Der Overhead f¨ur die Ausführung dieser
Transformation ist vernachl¨assigbar, weil ihre Berechnungskomplexit¨at polynomiell
in der Größe der zu transformierenden Menge ist. Allerdings f¨uhrt die Einführung
neuer Konstanten zu einem sehr viel gr¨oßeren Suchraum – um so mehr, als diese neuen
Konstanten in Gleichungen auftreten.
Die Regelschemata (R7), (R3), (R4) und (R10) unseres Kalk¨uls sind – in Verbindung
mit den Regelschemata (EQ1) und (EQ2) – Erweiterungen f¨ur komplexeMengenterme
der entsprechenden Schemata in Cantones Kalk¨ul. Beispielsweise entspricht unser
Regelschema (R3), das erlaubt,
T:(a @ b) und T:(a @ b0) aus T:(a @ (b u b0))
abzuleiten, Cantones Regelschema, das erlaubt,
T:(a @ b) und T:(a @ b0) aus T:(c  (b u b0)) und T:(a @ c)
abzuleiten (f¨ur allea; b; c).
Es gibt in Cantones Kalk¨ul kein Regelschema, das unseren Schemata f¨ur Atome, die
Nichtenthaltensein ausdr¨ucken ((R5), (R8) und (R9)), entspricht. Betrachten wir die
drei Atome
 = F:(c @ (b1 t b2) n b3);  1 = T:(c @ b1);  2 = F:(c @ b3) ;
deren Konjunktion unerf¨ullbar ist. Um einen Ast, der diese Atome enth¨alt, zu schlie-
ßen, werden unsere Regelschemata (R9) und (R5) angewendet, um das Atom aufzu-
spalten und abzuleiten, daß eines der Komplemente 1 und 2 wahr sein muß, was
erlaubt, die zwei entstehenden Teil¨aste zu schließen (siehe das Tableau4 in Abbil-
dung 3.3 (a)). Da in Cantones Kalk¨ul kein Regelschemata zum Aufspalten von
existiert, müssen statt dessen Schemata f¨ur Atome, die Enthaltensein ausdr¨ucken, ver-
wendet werden, um aus 1 und 2 abzuleiten. Zuerst muß normalisiert werden;
das Ergebnis sind die Atome
F:(c @d1); T:(d1  d2 n b3); T:(d2  b1 t b2) ;
4 An deni-te Knoten in diesem Tableau ist die Bezeichnung[i; j; (R)] angeheftet, was andeutet, daß
seine Formel durch Anwendung des Regelschemas (R) vonCMLSSF auf eine Pr¨amisse erzeugt wurde,
die aus der Formel desj-ten Knotens besteht.
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[1;] F:(c @ (b1 t b2) n b3)
[2; 1 ] T:(c @ b1)
[3; 2 ] T:(c @ b3)
[4;1;(R9)] F:(c @ (b1 t b2))
[6;4;(R5)] F:(c @ b2)
[8;(2,6);(Compl)]?
[5;1;(R9)] T:(c @ b3)
[9;(3,5);(Compl)]?
(a)
[1;] F:(c @ (b1 t b2) n b3)
[2; 1] T:(c @ b1)
[3; 2] T:(c @ b3)
[4;1;(Norm)] F:(c @d1)
[5;1;(Norm)]T:(d1  d2 n b3)





Abbildung 3.3: Konstruktion eines geschlossenen Teiltableaus mit (a) dem
Kalkül CMLSS und (b) Cantones Kalk¨ul.
wobeid1 den Term(b1 t b2) n b3 abkürzt undd2 den Termb1 t b2. Dann können mit
zwei RegelanwendungenT:(c @d2) undT:(c @d1) abgeleitet werden. Das letztere
dieser beiden Atome kann verwendet werden, um den Ast abzuschließen; es entspricht
der Normalisierung des Atoms (siehe das Tableau in Abbildung 3.3 (b)).
Die Notwendigkeit (und M¨oglichkeit), komplexere Terme aus einfacheren zu konstru-
ieren, führt zu einem gr¨oßeren Suchraum. Unser Kalk¨u , der komplexe Terme in ein-
facherer aufspaltet, ist zielgerichteter.
3.8.7 Ein gutartiger Kalkul fur MLSSF
Um den im vorangegangenen Abschnitt beschriebenen Kalk¨ul CMLSS für MLSS zu
einem Kalkül CMLSSF für das gr¨oßere Fragment MLSSF zu erweitern, gen¨ugt es,
 die Vorbedingung f¨ur die Anwendbarkeit der Gleichheitsregel-Schemata abzu-
schwächen (die neuen Schemata (EQ1’) und (EQ2’) sind in Tabelle 3.12 enthal-
ten) und
 ein Schnittregel-Schema hinzuzuf¨ugen, daß Gleichungen als Schnittformeln ver-
wendet (das Schema (Cut’) in Tabelle 3.12).
Die neuen Regelschemata m¨ussen nur auf funktionale Mengenterme angewendet wer-
den. Nicht-funktionale Terme (auch wenn sie nicht reine Mengenterme sind), k¨onnen
die Erweiterungsregel-Schemata des Kalk¨uls CMLSS handhaben. Die Erweiterungsre-
gelEMLSSF vonCMLSSF ist unten formal definiert.







wobei das Vorkommen vons in 
innerhalb eines funktionalen Terms ist
(EQ1’) (EQ2’)
T:(t1  t2) F:(t1  t2)
wobeit1; t2 Terme auf dem Ast sind,
von denen wenigstens einer funktional ist
(Cut’)
Tabelle 3.12:Zusätzliche Erweiterungsregel-Schemata f¨ur MLSSF.
Definition 3.8.15 Sei eine MLSSF-Signatur.
Für alle Prämissen  TabFormMLSSF() seiEMLSSF()() die kleinste Menge,
die die folgenden Konklusionen enth¨alt:
– ff1; : : : ; ngg
für alle 2  (Tabellen 3.1 und 3.10);
– ff1g; : : : ; fngg
für alle 2  (Tabellen 3.1 und 3.10);
– ff[t]gg
für alle (a)[s] und (b)T:(s  t) oderT:(t  s) in , so daßs ein echter Teil-
term eines funktionalen Terms in[s] ist, wobei[t] aus[s] entsteht, indem ein
Vorkommen vons durcht ersetzt wird;
– ffF:(s1  s2)gg
für alleT:(s1 @ t) undF:(s2 @ t) in ;
– ffT:(s @ t)g; fF:(s @ t)gg
für alle Mengentermes undt, so daß
1. s oderf: : : ; s; : : :gn und
2. t oderf: : : ; t; : : :gn
als Top-level-Terme in Atomen in auftreten;
– ffT:(t1  t2)g; fF:(t1  t2)gg
für alle Mengentermet1 und t2, die in  vorkommen und von denen wenigstens
einer ein funktionaler Term ist;
– ffT:(c @ t1) ; F:(c @ t2)g, fF:(c @ t1) ;T:(c @ t2)gg
für alleF:(t1  t2) in , wobeic = skoMLSSF(F:(t1  t2))
– ff?gg,
falls
1. T::G; F::G 2  für ein AtomG,
2. T:(t @;) 2 ,
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3. F:(t  t) 2 ,
4. es für eink 2 N AtomeT:(ti @ ti+1) (1  i < k) undT:(tk @ t1) in  gibt.2
Der Kalkül CMLSSF für MLSSF ist korrekt und vollst¨andig (ein Beweis findet sich in
(Hartmer, 1997)); er ist jedoch keine Entscheidungsprozedur.
Satz 3.8.16Der Kalkül CMLSSF für MLSSF ist korrekt und vollständig.
3.8.8 Einschrankung des Schnittregel-Schemas mit Hilfe von Starrer E-
Unikation
Die im vorangegangenen Abschnitt eingef¨uhrten zus¨atzlichen Regelschemata des Kal-
küls CMLSSF sind hochgradig nicht-deterministisch. In diesem Abschnitt beschreiben
wir ein Erweiterungsregel-Schema f¨ur MLSSF, das sehr viel zielgerichteter ist, und zu
einem kleineren Suchraum f¨uhrt. Es basiert auf dem Konzept derstarrenE-Unifika-
tion.
Definition 3.8.17 Sei eine MLSSF-Signatur.
Eine Gleichung mit starren Variablenist eine Formel mit starren Variablen ¨uberfv
von der Formt  t0.
Ein starresE-UnifikationsproblemhE; s; ti besteht aus einer endlichen MengeE star-
rer Gleichungen und aus Termens undt überfv.
Eine Substitution 2 Subst(fv) ist genau dann eineLösungdes ProblemshE; s; ti,
wenns undt gleich sind in der freien Algebra, die durchE definiert wird, wobei
die freien Variablen inE als Konstanten behandelt werden. 2
Das Problem zu entscheiden, ob ein gegebenes starresE-Unifikationsproblem eine
Lösung besitzt, ist entscheidbar (es ist NP-vollst¨andig). Im allgemeinen ist die Zahl
der Lösungen unendlich. Ein̈Uberblicküber Methoden zur L¨osung starrerE-Unifika-
tionsprobleme findet sich in (Beckert, 1998b).
Die Idee ist nun, starreE-Unifikation für die Behandlung des funktionalen Anteils
von MLSSF zu verwenden, und die MLSS-Erweiterungsregel f¨ur die Behandlung des
nicht-funktionalen (also mengentheoretischen) Anteils. Das zus¨at liche Erweiterungs-
regel-Schema, das wir im folgenden beschreiben, ist das Bindeglied zwischen diesen
beiden Teilen.
Betrachten wir z. B. einen AstB, der die beiden Atome
T:(f(a)  b) und T:(g(f(a u (b t a))) @g(b))
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enthält. Der AstB ist unerfüllbar, weila \ (b [ a) = a und also
g(f(a \ (b [ a))) = g(f(a)) = g(b) ;
das impliziertg(b) 2 g(b), was ein Enthaltenseins-Zyklus ist. Um den AstB mit Hil-
fe der Erweiterungsregel vonCMLSSF um ein geschlossenes Teiltableau zu erweitern,
muß man zun¨achst die mengentheoretischen Gleichungen finden, die bewiesen wer-
den müssen (eine solche Gleichung wird bewiesen, indem man sie als Schnittformel
benutzt; nachdem der Ast, der das Komplement der Gleichung enth¨alt, abgeschlossen
ist, steht sie auf dem verbliebenen offenen Ast zur Verf¨ugung). Im obigen Beispiel ist
a \ (b [ a) = a die Gleichung, die man beweisen muß.
Die Frage, welche mengentheoretischen Gleichungen bewiesen werden m¨ussen, damit
ein AstB geschlossen werden kann, wird wie folgt in starreE-Unifikationsprobleme
übersetzt: f¨ur jedes Paars; t von Termen, die, w¨aren sie gleich, den Abschluß des Astes
gestatten w¨urden (z. B. die Termes; t, wennF:(s  t) aufB ist), wird ein starresE-
Unifikationsproblem erzeugt. Ins und t werden alle (maximalen) nicht-funktionalen
Teilterme durch starre Variablen ersetzt; die daraus resultierenden Termesrv und trv
und die Gleichungen des Astes bilden ein starresE-Unifikationsproblem. Jede L¨osung
des Problem entspricht einer Gleichung zwischen nicht-funktionalen Teiltermen, die,
wenn man sie beweisen kann, es erlaubt, den Ast abzuschließen. Die den L¨osungen
entsprechenden Ungleichungen werden als Konklusion verwendet, d. h., sie k¨onn n
(disjunktiv verknüpft) zum Ast hinzugef¨ugt werden.
Definition 3.8.18 Sei eine Menge atomare MLSSF-Tableauformel. Die Mengerv
werde aus konstruiert, indem alle nicht-funktionalen (Teil-)Termet in  durch eine
starre VariableXt ersetzt werden.
Sei die Substitution wie folgt definiert:(Xt) = t für alle Termet, die in vorkom-
men und ersetzt worden sind (d. h., ist die inverse Operation der Transformation,
dierv aus konstruiert:rv = ). 2
Beispiel 3.8.19Sei
 = fT:((a u c) t b  c); T:[f(c) @g(a u c; f(d n e))]g ;
dann ist
rv = fT:(X1  X2); T:[f(X2) @g(X3; f(X4))]g
das Ergebnis der Transformation. 2
Definition 3.8.20 Sei eine MLSSF-Signatur; sei  TabFormMLSSF() eine Prä-
misse; sei die Menge aller Atome in, die von der FormT:(t1  t2), T:(t1 @ t2)
oderF:(t1 @ t2) sind; und seiErv die Menge aller Gleichungen mit starren Variablen
in rv .
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Weiterhin sei = fx1  r1; : : : ; xn  rng (n  1) eine simultane L¨osung5
1. starrerE-UnifikationsproblemehErv ; s1; t1i undhE
rv
 ; s2; t2i, so daßT:(s1 @ t1)
undF:(s2 @ t2) in rv vorkommen, oder
2. starrerE-UnifikationsproblemehErv ; t1; t
0
1i, . . . , hE
rv
 ; tn; t
0
ni (n  1), so daß
AtomeT:(t1 @ t02; : : : ; tn 1 @ t
0




 einen potentiellen Ent-
haltenseins-Zyklus bilden.
Dann ist die Konklusion
ffF:((X1)  r1B)g; : : : ; fF:(B(Xn)  rnB)g
eineEU-Konklusionvon. 2
Mit Hilfe des Begriffs der EU-Konklusion kann die verbesserte Erweiterungsregel
EEUMLSSF des KalkülsC
EU
MLSSF wie folgt definiert werden:
Definition 3.8.21 Sei eine MLSSF-Signatur.
Für alle Prämissen  TabFormMLSSF() bestehe die MengeEEUMLSSF(
)() aus
den Konklusionen inEMLSS()() (Def. 3.8.3) und (zus¨atzlich) allen EU-Konklusio-
nen von. 2
Beispiel 3.8.22Wir setzen das Beispiel vom Anfang dieses Abschnittes fort und wen-
den die Erweiterungsregel des neuen Kalk¨ulsCEUMLSSF an, um ein geschlossenes Teilta-
bleau unter einem Ast zu konstruieren, der die Atome
T:(f(a)  b) und T:(g(f(a u (b t a))) @g(b))
enthält. Das einzigeE-Unifikationsproblem, das aus diesen Atomen extrahiert werden
kann, ist
hff(Xa)  Xbg; g(f(Xau(bta))); g(Xb)i :
Eine allgemeinste L¨osung dieses Problems ist die SubstitutionfXa 7! Xau(bta)g. Da-
her erlaubt das neue Erweiterungsregel-Schema vonCEUMLSSF, den Ast mit dem Atom
F:(a  a u (b t a)) zu erweitern; er kann dann zu einem geschlossenen Teiltableau
erweitert werden (siehe Abbildung 3.4). 2
5 Die Substitution muß eine simultane L¨osung mehrererE-Unifikationsprobleme sein, d. h., ein
simultanesstarresE-Unifikationsproblem muß gel¨ost werden. Im allgemeinen ist die simulta-
ne starreE-Unifikation unentscheidbar. Aber die simultanen Probleme, die hier gel¨ost werden
müssen, geh¨oren zu einer entscheidbaren Teilklasse, n¨amlich der Klasse simultaner starrerE-
Unifikationsprobleme von der FormfhE; s1; t1i; : : : ; hE; sn; tnig, bei denen die Gleichungsmengen
identisch sind. In diesem Fall ist jede Substitution, die (a) eine L¨osung des nicht-simultanen Pro-
blemshE; f(s1; : : : ; sn); f(t1; : : : ; tn)i ist und (b) keine Variable mit einem Term instantiiert, derf
enthält, eine Lösung des urspr¨unglichen Problems (das Funktionssymbolf darf nicht im urspr¨ungli-
chen Problem vorkommen).
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T:(f(a)  b)
T:(g(f(a u (b t a))) @g(b))
T:(a 6 a u (b t a))
T:(c @a)







T:(c @a u (b t a))
T:(c @a)
T:(c @ b t a)
?
Abbildung 3.4: Ein geschlossenes Teiltableau, das mit der Erweiterungsregel des
Kalküls CEUMLSSF konstruiert ist ( 3.8.22).
Das neue Erweiterungsregel-Schema ¨uberschneidet sich teilweise mit anderen Regel-
schemata. Es erlaubt beispielsweise,F:(s1  s2) ausT:(s1 @ t) und F:(s2 @ t) ab-
zuleiten, fallss1 und s2 nicht-funktionale Terme sind. Das gleiche ist auch durch
Anwendung des Regelschemas (R11) m¨oglich.
Es ist nicht notwendig, starreE-Unifikationsprobleme zu ber¨ucksichtigen, die aus Un-
gleichungenF:(s  t) in Lrv konstruiert werden k¨onnen. Weil n¨amlich, nachdem das
Regelschema (R11) angewendet worden ist, der Ast entweder die AtomeT:(c @s),
F:(c @ t) oder die AtomeF:(c @ s), T:(c @ t) enthält.
Die Erweiterungsregel vonCEUMLSSF ist korrekt, und das neue Schema hilft, den Such-
raum zu verkleinern. Es besteht die Vermutung, daßCEUMLSSF auch vollständig ist,
daß also die auf starrerE-Unifikation basierende Regelschema die Schemata (EQ1’),
(EQ2’), und (Cut’) es Kalk¨ulsCMLSSF tatsächlich ersetzen kann, dies ist aber bis jetzt
unbewiesen.
Satz 3.8.23Der Kalkül CEUMLSSF für MLSSF ist korrekt.
Vermutung 3.8.24 Der Kalkül CEUMLSSF für MLSSF ist vollsẗandig.
Beispiel 3.8.25Wir beweisen, daß die Formel
G = [a @ [(f(a) n f(a t (b u a))) t d t e] ^ e t b @a] ! a @d
eine MLSSF-Tautologie ist; sie enth¨alt das freie Funktionssymbolf . Intuitiv ist wie
folgt einzusehen, daß die FormelG eine Tautologie ist: Wir machen die Annahme,
daßa ein Element von wenigstens einer der drei Mengenu = f(a) n f(a [ (b \ a)),
d und e ist und daße [ b ein Element vona ist. Nun kanna nicht in der Mengeu
enthalten sein, weila = (a [ (b \ a)) und darumu die leere Menge ist (f¨ur alle Inter-
pretationen vonf ); die Mengee kanna nicht enthalten, denn andernfalls g¨abe es einen
Enthaltenseins-Zyklusa 2 (e [ b) 2 a. Also mußa in der Menged enthalten sein.
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Abbildung 3.5 zeigt ein geschlossenes Tableau f¨ur :G.6 Die Unerfüllbarkeit von:G
impliziert die Allgemeing¨ultigkeit vonG.
Formel (11) ist aus den Formeln (9) und (10) durch Anwendung des EU-Regelschemas
abgeleitet. Die Substitutionfxa  xat(bua)g ist eine Lösung der starrenE-Unifika-
tionsproblemeh;; Xa; Xai und h;; hf(Xa); f(Xat(bua))i, die aus 9 und 10 entstehen.
Dementsprechend ist die UngleichungF:(a  a t (b u a)) zum Ast hinzugef¨ugt.
Bei der Anwendung des Regelschemas (R12) auf die Formel (11), durch die die For-
meln (12)–(15) zum Tableau hinzugef¨ugt werden, wird die Skolem-Konstante
c1 = skoMLSSF(F:(a  a t (b u a)))
eingeführt.
Der Ast, der in dem Knoten (30) endet, ist durch den Enthaltenseins-Zykluse t b @a
unda @e t b (Formeln (6) und (28)) geschlossen. Alle anderenÄste sind durch Paare
komplement¨arer Atome geschlossen.
Wenn das Regelschema zum Abschluß vonÄsten verwendet wird, das auf der Be-
rechnung von Mengen impliziter Vorg¨anger zum Auffinden impliziter Enthaltenseins-
Zyklen beruht (Def. 3.8.10), dann wird die Schnittregelanwendung, die die Formeln
(28) und (29) erzeugt, nicht ben¨otigt, sondern der Teilast, dessen Blatt der Knoten (26)
ist, kann sofort geschlossen werden; er enth¨alt einen impliziten Zyklus, weil ausa 2 e
folgt, daßa 2 e [ b (dieser Zyklus wird durch die Schnittregelanwendung explizit ge-
macht). Die Menge aller m¨oglichen impliziten Vorg¨anger von Termen auf dem Teilast,
der in Knoten (26) endet, istfa; b; d; e; f(a); f(a t (b u a)); (e t b)g. Die Vorgänger-
Mengen der Konstanten sind:




Die Vorgänger-Menge vone t b ist
P(e t b) = P(e) [ P(b) = fag :
Damit haben wira 2 P(e t b) unde t b 2 P(a), was das Vorhandensein eines im-
pliziten Enthaltenseins-Zyklus anzeigt. 2
6 An deni-ten Knoten in diesem Tableau ist die Bezeichnung[i; j; (R)] angeheftet, was andeutet, daß
seine Formel durch Anwendung des Regelschemas (R) vonCEUMLSSF auf eine Pr¨amisse erzeugt wurde,
die aus der Formel desj-ten Knotens besteht.
































































































































































































































































































































































































































































































































Abbildung 3.5: Tableaubeweis f¨ur eine MLSSF-Formel (Beispiel 3.8.25).
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4 Erweiterungen
4.1 Einfuhrung
In diesem Kapitel werden Techniken zur Verbesserung von Tableaukalk¨ulen vorge-
stellt, die die auf den Kalk¨ulen basierenden Beweisprozeduren effizienter machen. Nur
solche Techniken werden in diesem Kapitel behandelt, die es erfordern, den Kalk¨ul zu
verändern. Heuristiken und Methoden zur Organisation der Beweissuche, d. h., Tech-
niken zur Konstruktion einer effizienten Beweisprozedur basierend auf einem gegebe-
nen Kalkül, werden im n¨achsten Kapitel behandelt.
Verstarkung des Kalkuls Ein Kalkül wird verstärkt, wenn er in solcher Weise
verändert wird, daß (zumindest f¨ur manche Formeln) k¨urzere Beweise existieren; das
kann beispielsweise dadurch geschehen, daß man die Tableauregel so erweitert, daß
zusätzliche Konklusionen aus bestimmten Pr¨amissen abgeleitet werden k¨onnen. In
den meisten F¨allen wird ein Kalkül indeterministischer, wenn er verst¨arkt wird; das
heißt, es gibt bei jedem Erweiterungsschritt mehr verschiedene M¨oglichkeiten fortzu-
fahren als mit dem urspr¨unglichen Kalkül. Man muß daher abw¨agen zwischen dem
Vorteil, daß es k¨urzere Beweise gibt, und dem Nachteil, daß diese k¨urzeren Beweise
schwieriger zu finden sein k¨onnen, weil der Suchraum mehr Verzweigungspunkte hat.
Leider gibt es kein allgemeines Kriterium, um zu entscheiden, ob eine bestimmte
Kalkül-Verstärkung nützlich für das Automatische Beweisen ist. Einige automatische
Deduktionssysteme benutzen sogar abgeschw¨a te Kalküle, die weniger Wahlm¨og-
lichkeiten bieten, – auf Kosten einer Vergr¨oßerung der jeweils kleinsten existieren-
den Beweise; dazu geh¨oren beispielsweise solche Beweisprozeduren f¨ur pradikaten-
logische Klausellogik, die eine starke Konnektionsbedingung verwenden (siehe Ab-
schnitt 5.5).
Die nicht-analytische Schnittregel, die erlaubt, f¨ur alle Markierungen und Formeln
die Konklusionff:T:g; f:F:gg aus der leeren Pr¨amisse abzuleiten, ist ein typi-
sches Beispiel f¨ur eine Kalkül-Erweiterung, bei der der Nachteil des zus¨atzlichen Inde-
terminismus den Vorteil, daß k¨urzere Beweise existieren, bei weitem ¨uberwiegt. In au-
tomatischen Deduktionssystemen wird die Schnittregelni malsohne Einschr¨ankung
verwendet. Es gibt jedoch eingeschr¨ankte Versionen der Schnittregel, wie beispiels-
weise die Erzeugung lokaler Lemmata (Abschnitt 4.5), mit der k¨urzere Beweise kon-
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struiert werden k¨onnen, ohne daß zu viele zus¨atzliche Wahlm¨oglichkeiten bei der Re-
gelanwendung eingef¨uhrt werden.
Eine Methode zur Verst¨arkung von Kalk¨ulen, die immer von Vorteil ist, ist die in Ab-
schnitt 4.6 beschriebenePruning-Technik, denn sie erlaubt, kleinere Tableaubeweise
zu konstruieren, und f¨uhrt keinerlei neue Wahlm¨oglichkeiten ein.
Eine anderer n¨utzlicher Weg, Tableaukalk¨ule zu verst¨arken, ist die Einf¨uhrunguniver-
seller Variablen(Abschnitt 4.3); diese Technik kann zu exponentiell k¨urzeren Bewei-
sen führen und f¨uhrt nur wenige zus¨atzliche Wahlm¨oglichkeiten ein.
Aufschieben von Entscheidungen Oft ist es möglich, mehrere verschiedene Ta-
bleaus – und damit verschiedene Teile des Suchraums – durch ein einzelnes Tableau
zu repräsentieren, wenn man zus¨atzliche syntaktische Hilfsmittel einf¨uhrt. Ein typi-
sches Beispiel ist die Technik derstarren Variablen(Abschnitt 4.2), wobei Tableaus,
die gleich sind bis auf die Ersetzung bestimmter Terme durch andere Terme, alle durch
ein einziges Tableau repr¨asentiert werden, in dem eine freie (starre) Variable als Platz-
halter für die verschiedenen Terme verwendet wird.
In gewissem Sinne f¨uhrt das Aufschieben von Entscheidungen zu einer Breitensuche,
bei der verschiedene Teile des Suchraums solange gleichzeitig durchsucht werden, bis
genug Information angesammelt wurde, so daß eine informierte Entscheidung getrof-
fen werden kann, auf welchen Teil des Suchraums sich die Suche im weiteren kon-
zentrieren sollte. Wenn eine Tableauregelanwendung es beispielsweise erfordert, daß
eine starre VariableX mit einem bestimmten Termt instantiiert wird, dann ist die Ent-
scheidung,X mit t zu instantiieren in dem Sinne eine informierte Entscheidung, als
man weiß, daß die Instantiierung sinnvoll ist, weil eine Regelanwendung existiert, die
ohne die Instantiierung nicht m¨oglich ist.
Techniken zum Aufschieben von Entscheidungen sind immer vorteilhaft, wenn man
als Gütemaß die Zahl der Regelanwendungen betrachtet, die ausgef¨uhrt werden, bis
ein Tableaubeweis gefunden ist. Solche Techniken k¨o nen allerdings schwierig zu
implementieren sein. Wenn beispielsweise eine starre Variable mit einem Term in-
stantiiert wird, der sich sp¨ater als die falsche Wahl herausstellt, dann kann es sehr viel
schwerer werden, einen Tableaubeweis zu finden (nicht aber unm¨oglich, vorausge-
setzt der Kalk¨ul ist beweiskonfluent). Es ist also vorteilhaft, starre Variablen so lange
nicht zu instantiieren, als es nicht absolut sicher ist, daß eine bestimmte Instantiierung
nützlich ist. Eine Instantiierung, die m¨oglicherweise n¨utzlich ist, möglicherweise aber
auch nicht, sollte statt dessen als Heuristik verwendet werden, d. h. Erweiterungsre-
gelanwendungen, die mit solch einer Instantiierung kompatibel sind, werden bevor-
zugt, sind aber nicht notwendigerweise die einzigen, die betrachtet werden. Weil diese
Methode aber schwierig zu implementieren ist, wenden praktisch alle tableaubasierten
Deduktionssysteme f¨ur die Prädikatenlogik erster Stufe eine Substitution starrer Va-
riablen durch Terme auf das ganze Tableau an, sobald festgestellt wurde, daß sie den
Abschluß eines einzelnen Astes erm¨oglicht, – anstatt zuerst f¨ur jeden Ast des Tableaus
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nach einer Substitution zu suchen, die erlaubt ihn abzuschließen, und dann zu versu-
chen, alle diese Substitutionen zu kombinieren, um so eine einzelne Substitution zu
konstruieren, mit der allëAste zugleich abgeschlossen werden k¨o nen.
Ein anderer Nachteil von Techniken zum Aufschieben von Entscheidungen ist, daß sie
die Interaktion zwischen dem Beweissystem und dem Benutzer erschweren (der Grund
für eine solche Interaktion kann sein, daß das System nicht voll automatisiert ist oder
auch daß ein gefundener Beweis dem Benutzer mitgeteilt werden soll). Menschen be-
vorzugen Kalk¨ule mit einer einfachen Erweiterungsregel. Jede ihrer Anwendungen
sollte syntaktisch (nicht unbedingt semantisch) einfach sein, d. h., sie sollten einfach
nachzuvollziehen und ihre Vorbedingungen einfach zu ¨uberprüfen sein, und sie sollte
keine Seiteneffekte haben. Kalk¨u -Erweiterungen zum Aufschieben von Entscheidun-
gen resultieren jedoch typischerweise in einem syntaktisch komplizierteren Kalk¨ul;
Regelanwendungen k¨onnen nicht-lokale Seiteneffekte haben, wie beispielsweise die
Instantiierung freier Variablen (das Problem der Benutzerinteraktion wird f¨ur en Fall
der Prädikatenlogik erster Stufe in (Stenzet al., 1999) diskutiert).
4.2 Tableaukalkule mit starren Variablen
4.2.1 Die Idee starrer Variablen
Das Konzept der starren Variablen1, das aus dem Automatischen Beweisen in Pr¨adika-
tenlogik erster Stufe bekannt ist, basiert auf der Beobachtung, daß die Erweiterungsre-
gel vieler Kalküle für Logiken mit Termen f¨ur bestimmte Pr¨amissen stabil ist bez¨uglich
der Ersetzung von Termen in durch andere Terme; insbesondere gibt es Pr¨amissen,
aus der eine KonklusionC(t) für alle Termet abgeleitet werden kann.
Beispiel 4.2.1Ein typisches Beispiel ist die Erweiterungsregel des Kalk¨uls CPL1 aus
Abschnitt 3.6. Sie ist stabil f¨ur Prämissen, die aus-, -, - undÆ-Formeln bestehen.
Zum Beispiel kann die Konklusionff1[t 7! t0]; 2[t 7! t0]gg für alle Termet0 aus
einer Prämisse abgeleitet werden, die die-Formel[t 7! t0] enthält. Prämissen, die
eine-Formel enthalten, erlauben die KonklusionC(t) = ff1(t)gg für alle Termet
abzuleiten.
Die Erweiterungsregel vonCPL1 ist nur für Prämissen instabil, aus denen? abgelei-
tet werden kann, die also erlauben einen Ast abzuschließen; beispielsweise kann aus
fT:(s); F:(t)g[t 7! t0] nur dann? = ?[t 7! t0] abgeleitet werden, wennt0 = s. 2
Wenn ein Kalkül eine Erweiterungsregel hat, dann kann man, anstatt Terme bei ih-
rer Einführung zu
”
raten“, diese durch eine starre Variable repr¨asentieren, die sp¨ater
1 In der Literatur – insbesondere der ¨uber Kalküle für die Prädikatenlogik erster Stufe – werden ver-
schiedene andere Namen f¨ur freie und besonders f¨ur starre Variablen verwendet, so beispielsweise
Parameter, Dummy-VariableundMeta-Variable.
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”
bei Bedarf“ instantiiert werden, wenn die Erweiterungsregel auf eine Pr¨amisse an-
gewendet wird, f¨ur die sie nicht stabil ist, wenn also die Regelanwendung ohne die
Instantiierung der starren Variablen nicht m¨oglich ist. Gewöhnlich können Unifikati-
onsalgorithmen verwendet werden, umallgemeinsteSubstitutionen zu finden, die eine
bestimmte Regelanwendung erlauben.
Intuitiv steht eine Formel, die eine starre VariableX enthält, für eine einzelnes (unbe-
kanntes) Element der Menge aller Formeln, die man erh¨alt, wenn manX durch einen
Term ersetzt (vgl. Abschnitt 4.3, wo freie Variablen eingef¨uhrt werden, diealle Ter-
me repräsentieren unduniverselleVariablen genannt werden). Alle Vorkommen einer
starren Variablen in einem Tableau m¨ussen immer mit dem selben Term instantiiert
werden (was der Grund daf¨ur ist, daß diese Variablen
”
starr“ genannt werden). Darum
kann die Instantiierung einer starren Variablen um eine Erweiterungsregelanwendung
möglich zu machen, eine andere Regelanwendung verhindern, was besonders proble-
matisch ist, wenn der Kalk¨ul nicht beweiskonfluent ist.
Kalküle mit starren Variablen werden gew¨ohnlich durch
”
Heben“ (liften) eines Grund-
kalküls konstruiert. Bisher ist das jedoch zumeist ein Ad-hoc-Verfahren. Ausgangs-
punkt ist die Beobachtung, das die Erweiterungsregel eines Kalk¨uls für einige oder
die meisten Pr¨amissen stabil ist unter der Ersetzung von Termen durch andere Terme.
Dann wird die Pr¨amisse in einem ersten Schritt f¨ur diejenigen Pr¨amissen gehoben, die
die Ableitung einer KonklusionC(t) für alle Termet erlauben; in der Version mit
starren Variablen kann aus einer solchen Pr¨amisse die KonklusionC(X) abgeleitet
werden. In einem zweiten Schritt wird die Erweiterungsregel der Version mit starren
Variablen für andere Pr¨amissen entworfen (oft in Ad-hoc-Manier), so daß der Kalk¨ul
korrekt und vollständig ist. Das kann jedoch schwierig sein, und es kann versteckte
Fallen geben – besonders, wenn der Grundkalk¨ul nicht gutartig ist. Man muß genau
überprüfen, für welche Pr¨amissen die urspr¨ungliche Erweiterungsregel (ohne starre
Variablen) stabil ist und f¨ur welche nicht.
Beispiel 4.2.2Die Tatsache, daß das Heben eines Grundkalk¨uls schwierig sein kann,
wird durch die Geschichte der Kalk¨ule mit starren Variablen f¨ur Prädikatenlogik er-
ster Stufe veranschaulicht: Als die ersten Versionen definiert wurden, ¨ubersahen eini-
ge Autoren, daß die Grund-Erweiterungsregel, die sie benutzten, f¨ur Æ-Formeln nicht
stabil war, da sie verlangte, daß die durch eine Regelanwendung auf eine aus ei-
ner Æ-Formel bestehende Pr¨amisse eingef¨uhrte Konstanteneu sei. Andere Autoren
lösten (bzw. umgingen) dieses Problem, indem sie ein korrektes Erweiterungsregel-
Schema f¨ur Æ-Formeln entwarfen, das jedoch nicht durch Heben des entsprechenden
Schemas des Grundkalk¨uls entstand (siehe Abschnitt 4.4 f¨ur eine Diskussion, wie das
Erweiterungsregel-Schema f¨ur Æ-Formeln verbessert werden kann). 2
Solche versteckten Fallen k¨onnen vermieden werden, indem man zun¨achst den Grund-
kalkül verändert, so daß er f¨ur möglichst viele Pr¨amissen stabil wird, bevor man ihn
hebt. Das Entwurfsproblem ist dann, die Regel des Grundkalk¨uls stabil zu machen;
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ein Beispiel ist die Erweiterungsregel aus Abschnitt 3.6, die etwas unintuitiv sein mag,
die aber auch f¨ur Æ-Formeln stabil ist.
Wenn ein Kalkül Cfv mit starren Variablen durch Heben aus einem stabilen Grund-
kalkül Cgd konstruiert worden ist, dann folgen Korrektheit und Vollst¨andigkeit vonCfv
aus Korrektheit und Vollst¨andigkeit vonCgd und müssen nicht extra bewiesen werden.
Insbesondere muß man also, da die Beziehung zwischen der Grundversion und der
Version mit starren Variablen eines Kalk¨u s rein syntaktisch ist, nicht extra eine ge-
eignete Semantik f¨ur Tableaus mit starren Variablen entwerfen. Die Semantik eines
Tableaus mit starren Variablen kann in uniformer Weise, basierend auf der Semantik
seiner Grundinstanzen, definiert werden (Abschnitt 4.2.9).
4.2.2 Syntax von Tableaukalkulen mit freien Variablen
Die Ersetzung von Termen durch freie Variablen ist nicht auf den FormelteilG ner
TableauformelS::G beschränkt, sondern diese k¨onnen auch in der Markierung und
dem VorzeichenS verwendet werden. Das heißt, wir machen die Annahme, daß die
Menge der Tableauformeln eine Sprache mit Termen ist. Markierungen und Formeln
können gegebenenfalls Variablen derselben Sorte enthalten (und also auch Variablen
gemeinsam haben). Freie Variablen, die in Vorzeichen verwendet werden, m¨ussen von
einer besonderen Sortes sein, so daßT undF die einzigen Terme von der Sortes sind.
Definition 4.2.3 Ein Kalkül Cfv für eine LogikL heiße einKalkül mit freien Variablen
(bzgl. der MengeVar freier Variablen), wenn f¨ur jede Signatur 2 Sig vonL diejeni-
ge Erweiterungfv von, die verwendet wird, um Tableauformeln aufzubauen, auch
Erweiterung einer Signaturgd 2 Sig ist (die ebenfalls eine Erweiterung von ist),
so daß folgende gilt:
1. die MengeTabForm(gd) von Tableauformeln ¨ubergd ist eine Sprache mit
Termen (Def. 2.2.1);
2. die MengeTabForm(fv) von Tableauformeln ¨uberfv ist die (gemäß Defini-
tion 2.2.2) ausTabForm(gd) und der MengeVar freier Variablen konstruiert











Ein Kalkül Cgd ist einGrundkalk̈ul (bzgl. der MengeVar freier Variablen), wenn seine
Tableauformeln keinerlei freie Variablen ausVar enthalten. 2
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Beispiel 4.2.4Eines der seltenen Beispiele f¨ur die Nützlichkeit freier Variablen in Vor-
zeichen ist ein Erweiterungsregel-Schema, das erlaubt, die nicht verzweigende Kon-
klusionffX:F; X:Ggg aus einer Pr¨amisse, die diëAquivalenzfT:(F $ G)g enthält,
abzuleiten. 2
Die Klasse der Tableaukalk¨ule mit freien Variablen ist nur dadurch charakterisiert, daß
ihre Tableauformeln freie Variablen enthalten. Alle Definitionen aus Kapitel 3 von Be-
griffen wie Ast, Tableau, Tableaubeweis, Beweiskonfluenz, Monotonie, usw. bleiben
unverändert. Die Begriffe eines Kalk¨ul mit Erweiterungsregel und der Gutartigkeit
sind jedoch in dem Fall, daß ein Kalk¨ul starre Variablen verwendet, nicht angemessen
und müssen entsprechend angepaßt werden (siehe Abschnitte 4.2.3 und 4.2.5).
4.2.3 Starre Variablen verwendende Tableaukalkule mit Erweiterungsregel
Der Begriff eines Kalk¨uls mit Erweiterungsregel (Abschnitt 3.3.3) – und also der eines
gutartigen Kalk¨uls (Abschnitt 3.3.7) – sind f¨ur Kalküle, die starre Variablen verwenden
nicht angemessen, weil bei einem Kalk¨ul mit Erweiterungsregel alle Tableauformeln
auf einem TableauT unverändert bleiben m¨ussen, wenn es erweitert wird; es ist nicht
zulässig, inT auftretende starre Variablen zu instantiieren. Darum f¨hren wir den Be-
griff einerErweiterungsregel mit starren Variablen ein, wobei eine Konklusion (neben
einer endlichen Menge von Extensionen) eine Substitution enth¨alt, die auf das ganze
Tableau angewendet wird, wennC für die Erweiterung des Tableaus verwendet wird.
Von der Anwendung dieser Substitution abgesehen, d¨urfen Tableauregelanwendungen
auch weiter nur lokale Auswirkungen haben. Das heißt, eine Regelanwendung erwei-
tert einenAst eines Tableaus und, was die M¨oglichkeiten für die Erweiterung eines
AstesB sind, hängt nur vonB selbst ab; keine zus¨atzlichen Vorbedingungen sind er-
laubt, wie Beispielsweise das Vorhandensein bestimmter Formeln auf anderenÄsten.
Definition 4.2.5 SeiC ein Tableaukalk¨ul mit freien Variablen f¨ur eine LogikL; und
sei 2 Sig eine Signatur vonL.
Eine Konklusion mit starren Variablenist ein PaarhC; i, das aus einer endlichen
MengeC von Extensionen (Def. 3.3.4) und einer Substitution 2 Subst(fv) besteht,
so daßC = C.
EineErweiterungsregelE() mit starren Variablenist eine Funktion, die jedem (end-
lichen) Tableauast, dessen Knoten mit Formeln ausTabForm(fv) markiert sind, eine
MengeE()(B) (möglicher) Konklusionen mit starren Variablen zuweist, die unend-
lich sein darf, aber aufz¨ahlbar sein muß. 2
Definition 4.2.6 SeiC eine Tableaukalk¨ul mit starren Variablen f¨ur eine LogikL; und
sei 2 Sig eine Signatur vonL.
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Eine ErweiterungsregelE() mit starren Variablencharakterisiertdie Tableauregel
R() von C, wenn für alle TableausT überfv das folgende gilt: Ein TableauT
0 ist
genau dann ein Nachfolgetableau vonT (d. h.,T 0 2 R()(T )), wenn es einen AstB
in T und eine KonklusionhC; i mit starren Variablen inE()(B) gibt, so daß das
TableauT 0 konstruiert werden kann, indem
1. der AstB für jede ExtensionE in C mit einem neuen Teilast erweitert wird,
wobei die Knoten in diesem Teilast mit den Elementen vonE markiert sind, und
2. die Substitution auf das Tableau angewendet wird.
Wenn die ErweiterungsregelE() mit starren Variablen die TableauregelR() vonC
für alle Signaturen charakterisiert, dann heißeE die Erweiterungsregel mit starren
Variablen vonC; undC heiße einKalkül mit starren Variablen und mit Erweiterungs-
regelE . 2
4.2.4 Erweiterungsregeln mit starren Variablen, die bezuglich Substitution
monoton sind
Intuitiv ist die Anwendung der Substitution, die Teil einer KonklusionhC; i mit
starren Variablen ist, eine Vorbedingung f¨ur die Ableitung vonC aus den Formeln
auf dem Ast. Wenn ein (Grund-)Kalk¨ul monoton ist (wie in Abschnitt 3.3.5 defi-
niert), dann ist die Vorbedingung f¨ur die Ableitung einer bestimmten Konklusion, daß
bestimmte Formeln auf dem erweiterten Ast vorhanden sind – nicht aber die Abwe-
senheit von Formeln. Dementsprechend kann man den Begriff der Monotonie bzgl.
der Anwendung von Substitutionen definieren: Nur, daß eine bestimmte Variable in
bestimmter Weise instantiiertist oderwerden kann, ist als Vorbedingung zul¨assig –
nicht aber, daß die Variablenicht in dieser Weise instantiiert ist. Jedoch kann nat¨urlich
eine andere, inkompatible Instantiierung die Regelanwendung sehr wohl verhindern.
Definition 4.2.7 SeiC ein Kalkül mit starren Variablen und mit ErweiterungsregelE
für eine LogikL.
Die ErweiterungsregelE und der Kalkül C heißenmonoton bzgl. Substitution, wenn
für alle Signaturen 2 Sig vonL und alleÄsteüber das folgende gilt:
WennhC; i 2 E(B) und;  2 Subst() mit  =  Æ  ,
dannhC; i 2 E(B).
2
Beispiel 4.2.8Angenommen, daß – in einem Kalk¨ul für PL1, der monoton ist bzgl.
Substitution, –hffT:p(a; b)gg; fX 7! a; Y 7! bgi eine mögliche Konklusion f¨ur ei-
ne AstB(X; Y ) ist, dann isthffT:p(a; b)gg; fY 7! bgi eine mögliche Konklusion
fürB(a; Y ), undhffT:p(a; b)gg; idi ist eine mögliche Konklusion f¨urB(a; b). 2
96 Kapitel 4: Erweiterungen
4.2.5 Gutartige Tableaukalkule mit starren Variablen
Gutartigkeit, die Eigenschaft, die das
”
Wohlverhalten“ von Tableaukalk¨ulen erzwingt,
wird für Kalküle mit starren Variablen in ¨ahnlicher Weise definiert wie f¨ur Grund-
kalküle. Ein Grundkalk¨ul ist gutartig, wenn er nicht-strukturell und monoton ist und
ein Kalkül mit Erweiterungsregel ist. Ein Kalk¨ul mit starren Variablen ist gutartig,
wenn er nicht-strukturell ist (wie im Grundfall), er monoton ist (wie im Grundfall)
und darüberhinaus auch monoton bzgl. Substitution und er eine Erweiterungsregelmit
starren Variablenhat, also die Anwendung von Substitutionen gestattet ist (statt einer
Grund-Erweiterungsregel).
Definition 4.2.9 Ein Tableaukalk¨ul mit starren Variablen heißegutartig, wenn er
1. nicht-strukturell ist,
2. monoton ist,
3. monoton ist bzgl. Substitution und
4. eine Erweiterungsregel mit starren Variablen hat.
2
Wie im Grundfall (siehe Lemma 3.3.11) kann die ErweiterungsregelE eines gutartigen
Kalküls mit starren Variablen als Funktion~E auf Prämissen dargestellt werden; und wir
identifizieren die ErweiterungsregelE und die Funktion~E .
Lemma 4.2.10 SeiC ein Tableaukalk̈ul mit starren Variablen f̈ur eine LogikL, der
gutartig ist und eine ErweiterungsregelE mit starren Variablen hat. Dann gibt es für
alle Signaturen vonL eine (eindeutig bestimmte) Funktion~E(), die jeder (endli-
chen) Pr̈amisse  TabForm(fv) eine Menge~E()() (möglicher) Konklusionen
mit starren Variablen zuweist, so daß
E()(B) = ~E()(Form(B))
für alle TableaüasteB überfv.
Der Begriff derminimalenPrämisse einer Konklusion mit starren Variablen ist wie im
Grundfall definiert (Def. 3.3.13).
Erweiterungsregeln gutartiger Kalk¨ule mit starren Variablen k¨onnen mit Hilfe von Re-
gelschemata beschrieben werden, an die eine Erkl¨arung angef¨ugt ist, wie die Substitu-
tion zu berechnen ist, die angewendet wird, wenn eine Instanz des Schemas verwendet
wird, um einen Tableauast zu erweitern (siehe Abschnitte 4.2.10 und 4.2.11 f¨ur Bei-
spiele).
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4.2.6 Eine Subsumtionsrelation auf Konklusionen mit starren Variablen
Die Subsumtionsrelation (oder Ist-allgemeiner-als-Relation)W , die auf Substitutio-
nen definiert ist, kann auf Konklusionen mit starren Variablen wie folgt erweitert wer-
den.
Definition 4.2.11 SeiC ein gutartiger Kalk¨ul mit starren Variablen f¨ur eine LogikL;
seienhC; i undhC 0; 0i Konklusionen mit starren Variablen ¨uber der gleichen Signa-
turfv 2 Sig; und seiW  Var eine endliche Menge starrer Variablen.
Die KonklusionhC; i subsumiertdie KonklusionhC 0; 0i, in Zeichen
hC; i W hC 0; 0i ;
wenn es eine Substitution 2 Subst(fv) gibt, so daß
1.  W  W 0, wobeiW die Subsumtionsrelation auf Substitutionen aus De-
finition 2.2.6 ist;
2. C = C 0.
2
Lemma 4.2.12 Die SubsumtionsrelationW auf Konklusionen mit starren Variablen
ist transitiv.
Beweis:Wir nehmen an, daßhC; i W hC 0; 0i undhC 0; 0i W hC 00; 00i.
Die Substitutionen und 0, die gemäß der Definition der RelationW existieren,
erfüllen die Bedingungen W  W 0 und 0 W 0 W 00; da die RelationW
auf Substitutionen transitiv ist, impliziert das W 0 W 00.
Außerdem haben wirC0 = (C)0 = C 00 = C 00. Also gilt hC; i W hC 00; 00i, denn
die Substitution0 hat die nötigen Eigenschaften. 2
Lemma 4.2.13 SeienhC; i undhC; 0i Konklusionen mit starren Variablen, die sich
nur in ihren Substitutionen unterscheiden. Wenn W 0, dannhC; i W hC; 0i.
Beispiel 4.2.14Eine Konklusion mit einer allgemeineren Substitution ist allgemeiner,
d. h.,
hff?gg; idi subsumierthff?gg; fX 7! agi ;
und wennY 62 W , dann
hff?gg; fX 7! f(Y )gi subsumierthff?gg; fX 7! f(a)gi :
2
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Intuitiv bleibt die Vollständigkeit eines gutartigen Tableaukalk¨uls mit starren Variablen
erhalten, wenn aus jeder Pr¨amisse nur bzgl.W allgemeinste Konklusionen abgeleitet
werden. Jedoch muß die VariablenmengeW mit Bedacht gew¨ahlt werden. Wenn
der Kontext bekannt ist (d. h., ein bestimmtes Tableau), dann reicht es aus, wennW
alle starren Variablen enth¨alt, die in diesem Kontext vorkommen. Andernfalls muß
man sicherstellen, daß die Vollst¨andigkeit für jede beliebige VariablenmengeW , die
in dem unbekannten Kontext vorkommen k¨onnte, erhalten bleibt.
Beispiel 4.2.15Die Konklusion
CX = hffp(X)gg; idi
subsumiert die Konklusion
Ct = hffp(t)gg; idi
für alle Termet, fallsX 62 W ; in diesem Fall kann die einzelne KonklusionCX alle
KonklusionenCt ersetzen.
Wenn jedoch der Kontext unbekannt ist, und also die MengeW die VariableX enthält
(oder auch nicht), dann muß man vorsichtig sein, dennCX subsumiertCt nicht, falls
X 2 W . In diesem Fall kann man die MengefCX j X 2 Varg von Konklusionen
benutzen, um die MengefCt j t 2 TabTermg zu ersetzen, weil die Zahl der Variablen
in jedem beliebigen Kontext immer endlich ist und es daher immer VariablenX 2 Var
gibt, die im Kontext nicht vorkommen. 2
4.2.7 Die Version mit starren Variablen eines Grundkalkuls
Wie schon zuvor gesagt, kann ein Tableaukalk¨ul Crv mit starren Variablen aus einem
Grundkalkül Cgd durchHebenkonstruiert werden. Die folgende Definition beschreibt
die Beziehung zwischenCrv undCgd.
Definition 4.2.16 SeiCrv ein gutartiger Kalk¨ul mit starren Variablen f¨ur eine LogikL;
und seiCgd ein gutartiger Grundkalk¨ul für L, so daß f¨ur alle Signaturen 2 Sig die
Erweiterte Signaturgd, die vonC
gd benutzt wird, diejenige Signatur ist, die gem¨aß







Der Kalkül Crv ist eineVersion mit starren Variablendes Kalküls Cgd (und Cgd ist
eineGrundversionvonCrv), wenn für all Prämissenrv  TabForm(fv) (mit starren
Variablen), alle Pr¨amissengd  TabForm(gd) (ohne starren Variablen) und alle
Substitutionen 2 Subst(fv) mit endlichem Definitionsbereich, so daß
fv = gd ;
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das folgende gilt, wobeiEgd undE rv die Erweiterungsregeln vonCgd bzw.Crv sind und
W = dom():
Egd(gd) = fCgd j es gibthCrv; i 2 E rv(rv), so daßhCrv; i W hCgd; ig :
2
Beispiel 4.2.17Tabelle 4.1 zeigt Beispiele aus der Pr¨adikatenlogik erster Stufe f¨ur die
drei Haupttypen von Grundpr¨amissen (und ihre Konklusionen), f¨ur die die Erweite-
rungsregel gehoben werden kann, und die jeweilige Version mit starren Variablen.
In jedem dieser F¨alle erlaubt die Grund-Erweiterungsregel (siehe Abschnitt 3.6), die
KonklusionCgd aus der Pr¨amissegd abzuleiten, und die Erweiterungsregel mit star-
ren Variablen (siehe Abschnitt 4.2.10) erlaubt, die KonklusionCrv aus der Pr¨amis-
serv abzuleiten.
Unter Verwendung der Notation aus Definition 4.2.16 ist die Beziehung durch die
Substitution , für dierv = gd gilt, und die Substitution, für dieCrv = Cgd gilt,
angedeutet.
Im ersten Beispiel reicht esnicht aus, wennhffT::p(X; Y )gg; idi für nur eine star-
re VariableX 2 Var eine Konklusion vonfT::(8x)(p(x; Y ))g ist, weil eine andere
Substitution 0 = fY 7! c;X 7! dg die VariableX instantiieren k¨onnte; dann w¨urde
X ein Element vonW sein und also
hffT::p(X; Y )gg; idi 6W hffT::p(t; c)gg; fY 7! c;X 7! dgi :
2
Eine Grundversion eines beliebigen Kalk¨uls mit starren Variablen kann leicht angege-
ben werden, indem man festlegt: falls ein PaarhCrv; i eine Konklusion mit starren
Variablen einer Pr¨amisserv ist und eine Substitution, die sowohlCrv als auchrv
grundiert und f¨ur die   gilt, dann seiCgd = Crv eine Konklusion (ohne starren
Variablen) der Pr¨amissegd = rv.
Der Vorteil, wenn man einen Kalk¨ul Crv mit starren Variablen aus einem Grund-
kalkül Cgd durch Heben konstruiert, ist, daß Korrektheit und Vollst¨andigkeit vonCrv
aus der Korrektheit und Vollst¨andigkeit vonCgd folgen.
Satz 4.2.18SeiCrv ein gutartiger Kalk̈ul mit starren Variablen f̈ur eine LogikL, und
seiCgd ein gutartiger Grundkalk̈ul für L, so daßCrv eine Version mit starren Variablen
vonCgd ist (Def. 4.2.16).
Dann gilt für alle Signaturen 2 Sig und alle endlichen MengenG  Form() von
Formeln, daß es genau dann einenCrv-Tableaubeweis für G gibt, wenn es einenCgd-
Tableaubeweis für G gibt.
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 C
gd fT::(8x)(p(x; c))g ffT::p(t; c)gg für alle Termet
rv fT::(8x)(p(x; Y ))g hffT::p(X; Y )gg; idi für alleX 2 Var
 = fY 7! cg  = fY 7! c; X 7! tg
 C
gd fT::p(t) ^ q(t)g ffT::p(t);T::q(t)gg
rv fT::p(X) ^ q(X)g hffT::p(X);T::q(X)gg; idi
 = fX 7! tg  = fX 7! tg
 C
gd fT::p(t); F::p(t)g ff?gg
rv fT::p(t0); F::p(t00)g hff?gg; i wobei ein MGU vont0; t00 ist
 mit t = t0 = t00  = 
Tabelle 4.1: Beispiele für die Beziehung zwischen einem Grundkalk¨ul für PL1
und seiner Version mit starren Variablen (siehe Beispiel 4.2.17).
Beweis:Wenn-Teil:Angenommen,T gd0 ; : : : ; T
gd
n (n  0) ist ein Tableaubeweis f¨urG,
der mit Hilfe des Grundkalk¨ulsCgd konstruiert ist.
Durch Induktionüber i beweisen wir, daß es einen TableaubeweisT rv0 ; : : : ; T
rv
n mit
starren Variablen gibt, so daßT rvi i = T
gd
i für Substitutioneni 2 Subst(

fv).
i = 0: Der Kalkül Crv ist nicht-strukturell, und inG kommen keine starren Variablen






0 und0 = id .
i! i + 1: WennT gdi+1 ausT
gd
i durch Anwendung der Erweiterungsregel vonC
gd auf
eine Prämissegd auf einem AstBgdi von T
gd
i entstanden ist, wobei die Konklusi-
on Cgd verwendet worden ist, dann gibt es eine Pr¨amisserv auf einem AstBrvi
von T rvi , so daß
rv
i i = 
gd undBrvi i = B
gd
i . Also gibt es gem¨aß der in Definiti-
on 4.2.16 festgelegten Beziehung zwischen der Grundversion eines Kalk¨uls und sei-
ner Version mit starren Variablen eine KonklusionhCrv; i mit starren Variablen, die
ausrv mit der Erweiterungsregel vonCrv ableitbar ist, und es gibt eine Substitutioni,
so daßCrvi = Cgd undi W i, wobeiW der Definitionsbereich voni ist (der alle
in T rvi auftretenden Variablen enth¨alt); daraus folgt, daßT
rv
i i = T
gd
i . Also erfüllen
die Substitutioni+1 = i und das TableauT rvi+1, das ausT
rv
i durch Erweiterung des
AstesBrvi vonT
rv
i mit der KonklusionC
rv entsteht, die BedingungT rvi+1i+1 = T
gd
i+1.
Genau-dann-Teil:Angenommen,T rv0 ; : : : ; T
rv
n (n  0) ist ein Tableaubeweis f¨ur G,
der mit Hilfe der Erweiterungsregel mit starren Variablen des Kalk¨uls Crv konstruiert
ist.
Durch Induktionüberi beweisen wir, daß es einen Grund-TableaubeweisT gd0 ; : : : ; T
gd
n
gibt, so daßT gdi = T
rv
i i für Substitutioneni 2 Subst(

rv) gilt (0  i  n).
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i = 0: Der Kalkül Cgd ist nicht-strukturell, und inG kommen keine starren Variablen
vor. Darum giltT gd0 = T
rv




0 und0 = id .
i! i + 1: WennT rvi+1 ausT
rv
i durch Anwendung der Erweiterungsregel mit starren
Variablen des Kalk¨uls Crv auf eine Pr¨amisserv auf einem AstBrvi von T
fv
i entstan-
den ist, wobei eine KonklusionhCrv; i mit starren Variablen verwendet worden ist,
dann gibt es eine Pr¨amissegd auf einem AstBgdi von T
gd
i , so daß
gd = rvi i und
Bgdi = B
rv
i i. Also gibt es gem¨aß der in Definition 4.2.16 festgelegten Beziehung zwi-
schen der Grundversion eines Kalk¨uls und seiner Version mit starren Variablen eine
Substitution, so daß W i W i und die Grund-KonklusionCgd = Crvi kann
ausgd mit Hilfe der Grund-Erweiterungsregel des Kalk¨u s Cgd abgeleitet werden.
Da  W i W i, gilt T
gd
i = Tii = Tii undC
gd = Ci = Ci. Also erfüllen




i durch Erweiterung des
AstesBgdi vonT
gd
i mit der KonklusionC




Korollar 4.2.19 SeiCrv ein gutartiger Kalk̈ul mit starren Variablen f̈ur eine LogikL,
und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCrv eine Version mit starren
Variablen vonCgd ist.
In diesem Fall istCrv genau dann korrekt und vollständig, wennCgd korrekt und
vollständig ist.
Aus Satz 4.2.18 folgt auch, daß Korrektheit und Vollst¨andigkeit eines Kalk¨ulsCrv2 mit





4.2.8 Konstruktion eines Kalkuls mit starren Variablen durch Heben
In diesem Abschnitt wird erl¨autert, auf welche Weise eine VersionCrv mit starren
Variablen eines Grundkalk¨ulsCgd konstruiert werden kann.
Eine triviale VersionCrv mit starren Variablen kann leicht wie folgt konstruiert wer-
den: Wenn es eine Grund-KonklusionCgd zu einer Pr¨amissegd gibt, und eine Sub-
stitution , die grundierend ist f¨ur eine Prämisserv mit starren Variablen, so daß
rv = gd, dann seihCgd; i eine Konklusion mit starren Variablen vonrv.
Betrachten wir folgendes Beispiel aus der Pr¨adikatenlogik erster Stufe: Da
Cgd = ffT:p(a)g; fT:q(a)gg
eine Grund-Konklusion von
gd = fT:(p(a) _ q(a))g
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ist, undrv = gd für  = fX 7! ag und
rv = fT:(p(X) _ q(X))g
gilt, folgernd wir, daß
hCrv; i = hffT:p(a)g; fT:q(a)gg; fX 7! agi
eine Konklusion (mit starren Variablen) vonrv im Kalkül mit starren Variablen ist.
Solche eine triviale Konklusion ist nat¨urlich nicht, was wir wollen. Unsere Absicht ist,
einen Kalkül mit starren Variablen zu konstruieren, bei dem die allgemeinere Konklu-
sion
C 0rv = hffT:p(X)g; fT:q(X)gg; idi
eine Konklusion mit starren Variablen der obigen Pr¨amisserv ist.
Die allgemeine Idee des Hebens ist, (wiederholt) Konklusionen (oder Mengen von
Konklusionen) der trivialen Version mit starren Variablen durch allgemeinere Kon-
klusionen zu ersetzen – und zwar auf solche Art und Weise, daß Korrektheit und
Vollständigkeit erhalten bleiben.
Satz 4.2.20SeienC undC 0 gutartige Kalk̈ule mit starren Variablen f̈ur eine LogikL,
die von ihren ErweiterungsregelnE bzw.E 0 abgesehen identisch sind.
Ferner seiC korrekt und vollsẗandig, und f̈ur alle Signaturen 2 Sig von L, alle
Prämissen mit starren Variablenüber fv und alle endlichen MengeW starrer
Variablen gelte folgendes:
1. Wenn es zu einer KonklusionhC 0;  0i 2 E 0()() mit starren Variablen eine
Grund-KonklusionCgd übergd mit hC
0;  0i W hCgd; idi gibt, dann gibt es ei-
ne KonklusionhC; i 2 E()() mit starren Variablen mithC; i W hCgd; idi
(Korrektheit).
2. Für jede KonklusionhC; i 2 E()() gibt eshC 0;  0i 2 E 0()(), so daß
hC 0;  0i W hC; i
(Vollständigkeit).
Dann ist auch der Kalk̈ul C 0 korrekt und vollsẗandig.
Der obige Satz beschreibt die Eigenschaften, die eine Menge von Konklusionen, die
weniger allgemeine Konklusionen ersetzt, haben muß, damit Korrektheit und Voll-
ständigkeit des Kalk¨uls erhalten bleiben. Er beantwortet jedoch nicht die Frage, wie
eine solche Menge allgemeinerer Konklusionen zu berechnen ist. Leider gibt es keine
allgemeine Methode zur Konstruktion einer optimalen Menge, die nur allgemeinste
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Konklusionen enth¨alt. Es gibt allerdings eine Methode, die in den meisten F¨allen
gute Ergebnisse liefert; sie ist die Methode, die gew¨ohnlich (in informeller Weise)
verwendet wird, wenn ein Grundkalk¨ul in Ad-hoc-Manier gehoben wird. Die Idee
ist, alle Vorkommen eines Terms in einer Grund-Pr¨amissegd und einer ihrer Grund-
KonklusionenCgd durch (Platzalter f¨ur) beliebige Terme zu ersetzen, die starre Varia-
blen enthalten und dann zu ¨uberprüfen, welche allgemeinsten Substitutionen angewen-
det werden m¨ussen und welche andere Eigenschaften die neuen Terme haben m¨ussen,
um sicherzustellen, daß, benutzt man die entstehende KonklusionhCrv; i mit starren
Variablen als eine m¨ogliche Konklusion f¨ur die entstehende Pr¨amisserv mit star-
ren Variablen, eine Erweiterungsregel entsteht, die die Bedingungen des Satzes 4.2.20
erfüllt, und also ein korrekter und vollst¨andiger Kalkül ist.
Beispiel 4.2.21Wir nehmen an, die Grund-KonklusionffT:p(f(b))gg sei aus der
Grund-PrämissefT:(a  b); T:p(f(a))g ableitbar, d. h., die Erweiterungsregel erlau-
be die
”
Anwendung“ von Gleichungen auf Termen in anderen Formeln.
Wir ersetzen die Termvorkommen in der Pr¨amisse und der Konklusion durch (Platz-
halter für) beliebige Terme mit starren Variablen, n¨amlich das Vorkommen vonf(a)
durch t, das Vorkommen vona in a  b durch t0, das Vorkommen vonb in a  b
durchs und das Vorkommen vonf(b) in der Konklusion durchs0.
Nun ist es leicht zu ¨uberprüfen, daß, verwendet manhffT:p(s0)gg; i als Konklusion
der PrämissefT:(t0  s); T:p(t)g, Korrektheit und Vollst¨andigkeit gem¨aß Satz 4.2.20
erhalten bleiben, wenn ein Unifikator vont0 und einem Teiltermt00 von t ist und
s0 der Term ist, den man erh¨alt, wenn mant00 in t0 durchs ersetzt. 2
In manchen F¨allen kann eine allgemeinere KonklusionhC 0;  0i nicht verwendet wer-
den, weil sie die Korrektheitsbedingung des Satzes 4.2.20 nur
”
ein wenig“ verletzt.
Das heißt, f¨ur viele oder gar die meisten – aber eben nicht f¨ur alle – Grund-Konklu-
sionenCgd mit hC 0;  0i W hCgd; idi gibt es eine (weniger allgemeine) Konklusion
hC; i mit hC; i W hCgd; idi. Diesem Problem kann man beikommen, wenn ent-






Die syntaktischen Objekte, aus denen symbolische Constraints bestehen, m¨ussen in
der erweiterten Signatur enthalten sein, die benutzt wird, um Tableauformeln zu
bilden. Das impliziert sofort, daß keine Constraints an (a) die Formeln eines initialen
Tableaus und (b) die spezielle Tableauformel? angeheftet werden k¨onnen. Die Con-
straints werden zu einem Teil der Markierungen der Tableauformeln gemacht. Eine
spezielle Menge von Tableauinterpretationen wird verwendet, um die Semantik eines
Grundkalküls mit Constraints zu definieren; in diesen Interpretationen repr¨asentieren
alle Markierungen, die einen Constraint enthalten, der zufalse ausgewertet wird, eine
spezielle Welt, in der alle Formeln falsch sind (so daß, falls eine Markierung zu false
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ausgewertet wird, eine Tableauformel der Form:T: von keinerTableauinterpreta-
tion erfüllt wird und eine Tableauformel der Form:F: von jederTableauinterpreta-
tion erfüllt wird).
Beispiel 4.2.22Nehmen wir an, die Grund-KonklusionffT:(succ(pred(n)))gg kön-
ne aus einer Pr¨amisseffT:(pred(succ(n)))gg abgeleitet werden, vorausgesetzt, der
Termn kann nicht (syntaktisch) zu0 reduziert werden. In diesem Fall ist es nicht kor-
rekt, die KonklusionffT:(succ(pred(X)))ggmit starren Variablen aus der Pr¨amisse
ffT:(pred(succ(X)))gg abzuleiten.
Wenn jedoch die Bedingung, daßn nicht (syntaktisch) zu0 reduzierbar ist, als ein
symbolischer Constraintfn 6 0g formuliert werden kann, dann ist es f¨ur alle Termen
korrekt, die Grund-KonklusionffT:fn 6 0g:(succ(pred(n)))gg aus der Grund-Pr¨a-
misseffT:(pred(succ(n)))gg abzuleiten; und es ist dementsprechend korrekt, die
KonklusionffT:fX 6 0g:(succ(pred(X)))ggmit starren Variablen aus der Pr¨amis-
seffT:(pred(succ(X)))ggmit starren Variablen abzuleiten. 2
Symbolische Constraints, die an eine Tableauformel angeheftet werden, um die Kor-
rektheit der Erweiterungsregel sicherzustellen, m¨ussen klar unterschieden werden von
solchen Constraints, die verwendet werden, um die Beweissuche zu steuern (wie bei-
spielsweise Ordnungs-Constraints, die Auswahlfunktionen implementieren, siehe Ab-
schnitt 5.5).
4.2.9 Semantik von Tableaus mit starren Variablen
Kalküle mit starren Variablen haben gew¨ohnlich keine auf Tableauinterpretationen be-
ruhende Modellsemantik, weil die Wahrheitswerte verschiedener Tableauformeln, die
dieselbe starre Variable enthalten, miteinander verkn¨upft ist. Nichtsdestotrotz ist es
mögliche, eine Semantik f¨ur Tableaus mit starren Variablen zu definieren, basierend
auf der Semantik der Grundversion eines Kalk¨ulsCrv mit starren Variablen; diese Se-
mantik kann eingesetzt werden, um die Korrektheit vonCrv zu beweisen, indem man
zeigt, daß Erweiterungsregelanwendungen die Erf¨ullbarkeit erhalten. Zum Beweis der
Vollständigkeit ist diese Semantik jedoch ungeeignet, weil die Vollst¨andigkeitskriteri-
en aus Definition 3.5.6 wie auch Satz 3.5.7 nur auf nicht-destruktive Kalk¨ule anwend-
bar sind und Kalk¨ule mit starren Variablen inh¨arent destruktiv sind.
Definition 4.2.23 SeiCrv ein gutartiger Kalk¨ul mit starren Variablen f¨ur eine LogikL,
und seiCgd ein gutartiger Grundkalk¨ul für L, so daßCrv eine Version mit starren Va-
riablen vonCgd ist.
Ein TableauT rv mit starren Variablen ¨uber einer Signaturrv wird genau dann von
einer Tableauinterpretationhm; Ii 2 TabInterp(gd) von C
gd erfüllt, wenn für alle
Substitutionen 2 Subst(fv), die T
rv grundieren, das Grund-TableauT gd = T rv
von hm; Ii erfüllt wird (Def. 3.4.1). 2
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Definition 4.2.24 SeiCrv ein gutartiger Kalk¨ul mit starren Variablen f¨ur eine LogikL,
und seiCgd ein gutartiger Grundkalk¨ul für L, so daßCrv eine Version mit starren Va-
riablen vonCgd ist.
Der Kalkül Crv habe diestarke Korrektheitseigenschaft der Korrektheit der Erwei-
terung f̈ur Kalküle mit starren Variablen, wenn für alle Signaturenfv und alle Ta-
bleausT; T 0 überfv folgendes gilt: fallsT
0 ein Nachfolgetableau vonT ist, dann
wird T 0 von allen Tableauinterpretationen inTabInterp(gd) erfüllt, dieT erfüllen.2
Lemma 4.2.25 SeiCrv ein gutartiger Kalk̈ul mit starren Variablen f̈ur eine LogikL,
und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCrv eine Version mit starren
Variablen vonCgd ist.
Der Kalkül Crv hat genau dann die starke Korrektheitseigenschaft der Korrektheit
der Erweiterung f̈ur Kalküle mit starren Variablen (Def. 4.2.24), wennCgd die starke
Korrektheitseigenschaft der Korrektheit der Erweiterung für Grundkalk̈ule hat (Eigen-
schaft 2 in Def. 3.5.8).
Beweis:Das Lemma folgt sofort aus den Definitionen der Korrektheitseigenschaften
und der Beziehung zwischen einem Kalk¨ul mit starren Variablen und seiner Grundver-
sion. 2
Satz 4.2.26SeiCrv ein gutartiger Kalk̈ul mit starren Variablen f̈ur eine LogikL, und
seiCgd ein gutartiger Grundkalk̈ul für L, so daßCrv eine Version mit starren Variablen
vonCgd ist.
HatCrv die Korrektheitseigenschaft 1 aus Definition 3.5.8 (Angemessenheit der Menge
der Tableauinterpretationen) und die starke Korrektheitseigenschaft der Korrektheit
der Erweiterung f̈ur Kalküle mit starren Variablen (Def. 4.2.24), dann istCrv korrekt.
Beweis:Weil Crv die Korrektheitseigenschaft 1 aus Definition 3.5.8 hat, hat auchCgd
diese Eigenschaft, denn die initialen Tableaus f¨ur eine MengeF von Formeln sind in
beiden Kalkülen gleich. DaCrv die starke Eigenschaft der Korrektheit der Erweiterung
für Kalküle mit starren Variablen hat, hatCgd die starke Eigenschaft der Korrektheit
der Erweiterung f¨ur Grundkalküle (Eigenschaft 2 in Def. 3.5.8), was aus Lemma 4.2.25
folgt.
Also ist Cgd korrekt (Satz 3.5.4), was impliziert, daß auchCrv korrekt ist (Korol-
lar 4.2.19). 2
4.2.10 Ein gutartiger Kalkul mit starren Variablen fur PL1
In diesem Abschnitt wird als Beispiel ein gutartiger Kalk¨ul CrvPL1 mit starren Variablen
für die Prädikatenlogik erster Stufe definiert, der eine Version mit starren Variablen des
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GrundkalkülsCgdPL1 aus Abschnitt 3.6 ist und ausC
gd
PL1 mit Hilfe der in Abschnitt 4.2.8
beschriebenen Technik des Hebens konstruiert werden kann.
Für jede prädikatenlogische Signatur (siehe Abschnitt 2.3) enth¨alt die erweiterte
Signaturfv die freien Variablen inVar als Konstanten (siehe Abschnitt 2.3) und
zusätzlich die MengeF sko() von Skolem-Funktionssymbolen, die unendlich viele
Symbole jeder Stelligkeitn  0 enthält. Folglich ist die MengeTabForm(fv) eine
Sprache um die MengeTerm(fv) von Termen (wobei alle freien Variablen und Terme





dabei bezeichnetgd die Erweiterung von mit der MengeF
sko() von Skolem-
Funktionssymbolen.
Beispiel 4.2.27Angenommen,a ist eine Konstante der Signatur, die aber keine
Skolem-Konstante ist, dann ist das Atomp(a) eine Formel ¨uber und den erweiterten
Signaturengd und

fv. Ist c ist eine Skolem-Konstante, dann istp(c) ein Formel
übergd und

fv aber nichtüber. Die Atomep(X) undp(c;X) sind nur Formeln
überfv. Man beachte, daßp(c; x) keineFormelüber irgendeiner der Signaturen ist,
da Formeln keine freien Objektvariablen enthalten d¨urfen. 2
Die Menge der Markierungen und die initiale Markierung vonCrv sind die gleichen
wie die des Kalk¨uls Cgd, d. h., die Markierung repräsentiert die einzelne Welt der
PL1-Modelle.
Um die Erweiterungsregel vonCrv zu definieren, benutzen wir wieder die vereinheit-
lichende Notation (unifying notation) wie f¨ur Grund-Tableauformeln, d. h., Tableau-
formeln mit starren Variablen werden in-, -, Æ- und -Formeln eingeteilt (siehe
Tabelle 3.1).
Die Erweiterungsregel-Schemata vonCrv sind durch Heben der Regelschemata des
KalkülsCgd konstruiert. Die Schemata f¨ur aus-, - und-Formeln bestehende Pr¨am-
issen sind offensichtlich stabil bez¨uglich der Ersetzung von Termen durch Terme; neue
starre Variablen werden durch Regelanwendungen auf Pr¨amissen, die-Formeln ent-
halten, eingef¨uhrt.
Das Schema f¨ur Prämissen, die ausÆ-Formeln bestehen, kann ebenfalls gehoben wer-
den – vorausgesetzt eine geeignete Variante des Schemas wird verwendet. Wie sich
leicht nachvollziehen l¨aßt, ist die Variante des Schemas stabil, bei der alle Grundterme,
die in der FormelÆ(x) vorkommen, zu Argumenten des Skolem-Terms gemacht wer-
den, der die gebundene Objektvariablex rsetzt. Also ist die Hauptschwierigkeit bei
der Gestaltung eines gutartigen Kalk¨uls für PL1 mit starren Variablen schon gemei-
stert, nämlich durch die Gestaltung eines stabilen Grund-Erweiterungsregel-Schemas
für Æ-Formeln.
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Definition 4.2.28 Sei 2 SigPL1 eine PL1-Signatur. EineSkolem-Term-Zuweisung
mit freien Variablenist eine Funktionskofv, die jederÆ-Formel 2 TabFormPL1(fv)
einen Term






1. (a) f 2 F sko(),
(b) k = sko (f) und
(c) X1; : : : ; Xk die in vorkommenden freien Variablen sind;
2. wenn einf 0 2 F sko() in  vorkommt, dann giltf > f 0, wobei> eine beliebige
aber feste Ordnung aufF sko() ist; und
3. für alle Æ-Formeln 2 TabFormPL1() gilt: wenn sko( ) = f(X 01; : : :X
0
k),
dann sind die Formeln und gleich bis auf Umbenennung gebundener Ob-
jektvariablen und die Ersetzung von Vorkommen freier VariablenXi durchX 0i
(1  i  k). 2
Die Erweiterungsregel des Grundkalk¨u sCgd ist nur für solche Pr¨amissen instabil, die
es erlauben einen Ast abzuschließen. Denn es wird vorausgesetzt, daß die Formeln in
den komplement¨aren AtomenT::G undF::G identisch sind, aus denen die minimale
Prämisse für die Ableitung von? besteht. Darum erlaubt das Regelschema mit starren
Variablen für den Abschluß von̈Asten, aus einer Pr¨amisse = fT::G; F::G0g die
Konklusionhff?gg; i abzuleiten, wenn ein Unifikator vonG undG0 ist. Da es
ausreicht, nur allgemeinste Konklusionen zu verwenden (Abschnitt 4.2.8), bleibt die
Vollständigkeit des Kalk¨uls erhalten, wenn man nur solche Konklusionenhff?gg; i
zuläßt, bei denen ein allgemeinsterUnifikator vonG undG0 ist.
In Tabelle 4.2 ist die ErweiterungsregelE rvPL1 mit starren Variablen des Kalk¨uls C
rv
PL1
schematisch dargestellt; und im folgenden ist sie formal definiert.




besteheE()rvPL1() aus den folgenden Konklusionen:
– fhf1; 2g; idig für alle 2 ,
– fhf1g; f2g; idig für alle 2 ,
– fhf1(X)g; idig für alle 2  und alle starren VariablenX 2 Var ,
– fhfÆ(t)g; idig für alleÆ 2 , wobeit = skofv(Æ) (Def. 4.2.28),
– fhf?g; ig falls esT::G undF::G0 in  gibt, so daßG undG0 unifi-
zierbare Atome sind und ein MGU vonG undG0 ist.
2

















wenn und unifizierbare Atome sind
ein MGU von und ist auf das Tableau anzuwenden
Tabelle 4.2:Regelschemata mit starren Variablen f¨ur PL1.
Der Kalkül CrvPL1 ist eine Version mit starren Variablen des korrekten und vollst¨andigen
GrundkalkülsCPL1, der in Abschnitt 3.6 definiert wurde; daraus folgt, daßCrvPL1 korrekt
und vollständig ist (Korollar 4.2.19).
Satz 4.2.30Der Kalkül CrvPL1 ist korrekt und vollsẗandig.
4.2.11 Ein gutartiger Kalkul mit starren Variablen fur die Modallogik K
Als ein weiteres Beispiel definieren wir eine VersionCrvK mit starren Variablen des
GrundkalkülsCconK für die ModallogikK aus Abschnitt 3.7.4, der eine Erweiterungsre-
gel hat, die bez¨uglich -Formeln enthaltenden Pr¨amissen stetig ist, und die darum f¨ur
diese Pr¨amissen hebbar ist.
DaFormmod() keine Sprache mit Termen ist, werden starre Variablen nicht im For-
melteil einer Tableauformel sondern in ihrer Markierung benutzt; die Menge der Mar-
kierungen vonCconK ist eine Sprache mit Termen (wobei Terme nat¨urliche Zahlen sind).
Also ist Labfv = CondLab(N [ Var) die Menge der Markierungen vonCrvK (wobei
CondLab(N [ Var) analog zuCondLab(N) definiert ist, siehe Definition 3.7.1) mit
der initialen Markierung1. Mit dieser MengeLabfv von Markierungen gilt trivialer-
weiseTabFormfv(mod) = (TabFormgd(mod))fv (die Signaturen werden nicht durch
zusätzliche [Skolem-]Symbole erweitert).
Wie in Kalkülen für die Prädikatenlogik erster Stufe ist das Erweiterungsregel-Schema
des Grundkalk¨uls offensichtlich stabil bzgl. Pr¨amissen, die aus- und -Formeln
bestehen. Die Rolle des Schemas f¨ur -Formeln spielt nun aber das Schema f¨ur -
Formeln. Dieses Schema erlaubt es beispielsweise, aus einer Pr¨amisse, dieT:1:2G
enthält, die KonklusionffT:1:(n):pgg für alle n 2 N abzuleiten. Das Schema kann
gehoben werden, und seine Version mit starren Variablen erlaubt, aus die Konklusi-
onffT:1:(X):pgg für alle starren VariablenX abzuleiten.
4.2 Tableaukalk¨ule mit starren Variablen 109
Wenn ein Ast abgeschlossen wird, dann werden alle starren Variablen, die in den Mar-
kierungen der beteiligten komplement¨aren Atome vorkommen, instantiiert, weil die
Markierungen durch andere auf dem Ast vorkommende Markierungen gerechtfertigt
werden müssen; und alle unbedingten Positionen in Markierungen sind grund (d. h.,
sie bestehen aus nat¨urlichen Zahlen und nicht aus Variablen). Beispielsweise k¨onnen
die komplement¨aren Atome1 = T:1:(X):p und2 = F:1:(Y ):p nur zum Abschluß
eines Astes verwendet werden, wenn der Ast Formeln wie z. B. = T:1:1:q enthält,
durch deren Markierungen (Instanzen der) Markierungen1:(X) und1:(Y ) gerechtfer-
tigt werden. Also wird die Konklusionhff?gg; fX 7! 1; Y 7! 1g aus der Pr¨amisse
f1; 2;  g abgeleitet.
In Tabelle 4.2 ist die ErweiterungsregelE rvmod mit starren Variablen des Kalk¨uls C
rv
mod
schematisch dargestellt; und sie ist im folgenden formal definiert.
Definition 4.2.31 Für alle Signaturen 2 Sigmod und alle Prämissen
  TabFormmod()
besteheE rvK ()() aus den folgenden Konklusionen (wobeide eine beliebige aber fe-
ste Bijektion von der MengeFormmod() der modallogischen Formeln in die nat¨urli-
chen Zahlen ist):
– hff1; 2gg für alle 2 ,
– hff1g; f2gg; idi für alle 2 ,
– hffT::(X):Ggg; idi für alleT::2G 2  und alleX 2 Var ,
– hffF::(X):Ggg; idi für alleF::3G 2  und alleX 2 Var ,
– hffF::n:Ggg; idi für alleF::2G 2 , wobein = d:Ge,
– hffT::n:Ggg; idi für alleT::3G 2 , wobein = dGe,
– hff?gg; i falls esT::G; F:0:G 2  gibt und eine allgemeinste
Substitution ist, so daß[] = [0] und; 0 durch
gerechtfertigt sind.
2
Es kann verschiedene M¨oglichkeiten geben, die Variablen in einer Markierung zu in-
stantiieren, so daß sie auf einem Tableauast gerechtfertigt ist.
Beispiel 4.2.32Betrachten wir die Pr¨amisse
 = fT:1:1:1:q; T:1:2:r; T:1:(X):p F:1:(X):pg :
Die MengeE rvmod() besteht aus den Konklusionen
hff?gg; fX 7! 1gi and hff?gg; fX 7! 2gi :
2
























falls es eine Substitution gibt, so daß[] = [0] und
diese Markierung durch Formeln auf dem Ast
nach Anwendung von gerechtfertigt ist;
eine allgemeinste solche Substitution ist auf das Tableau anzuwenden
Tabelle 4.3:Erweiterungsregel-Schemata des Kalk¨uls CrvK mit starren Variablen
für die ModallogikK
Der KalkülsCrvK ist korrekt und vollst¨andig, denn er ist eine Version mit starren Varia-
blen des Grundkalk¨ulsCconK aus Abschnitt 3.7.4, der korrekt und vollst¨andig ist.
Satz 4.2.33Der Kalkül CrvK für die LogikK ist korrekt und vollsẗandig.
Beispiel 4.2.34Als ein Beispiel beweisen wir wieder die Unerf¨ullbarkeit der For-
mel G aus Beispielen 3.7.16 und 3.7.22, nun allerdings mit dem oben definierten
Kalkül CrvK mit starren Variablen. Abbildung 4.1 zeigt ein geschlossenes TableauT
con
rv
fürG, das mit der Erweiterungsregel vonCconK konstruiert ist (in der Abbildung sind die
Tableauformeln mit uninstantiierten starren Variablen gezeigt; die Substitutionen, die
während der Konstruktion des Tableaubeweises anzuwenden sind, sind separat aufge-
listet).
Die Beweis hat die gleiche Struktur wie der in Abbildung 3.2 gezeigte, der mit Hilfe
der Grundversion des Kalk¨uls konstruiert ist. Der Unterschied ist, daß bei der An-
wendung des Erweiterungsregel-Schemas f¨ur -Formeln, um die Formeln 6, 7 und 19
zum Tableau hinzuzufg̈en, die neu eingef¨uhrten Markierungen nicht
”
geraten“ wer-
den müssen. Statt dessen werden die starre Variablen enthaltenden Markierungen
1:(X1), 1:(X2) bzw.1:(X3) eingeführt. Die starren Variablen werden sp¨ater instan-
tiiert, wenn die Erweiterungsregel angewendet wird, um den linken Ast des Tableaus
abzuschließen.
Beim Abschluß des linken Astes reicht es nicht aus, die SubstitutionfX1 7! X2g anzu-
wenden, d. h.,hff?gg; fX1 7! X2gi ist keine gültige Konklusion irgendeiner Pr¨amis-
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Anzuwendende
Substitutionen:
1 = fX1 7! 1; X2 7! 1g
2 = fX3 7! 2g
[1;–] T:1:2(:p _ q) ^ 2p ^ (3:q _3:p)
[2;1] T:1:2(:p _ q)
[3;1] T:1:2p ^ (3:q _3:p)
[4;3] T:1:2p
[5;3] T:1:3:q _3:p















Abbildung 4.1: Das TableauT conrv aus Beispiel 4.2.34 ist das Ergebnis der An-
wendung der aufgef¨uhrten Substitutionen auf den obigen Baum.
se auf dem linken Ast des Tableaus, – denn die Markierung1:(X2) ist nicht gerechtfer-
tig. SowohlX1 als auchX2 müssen mit 1 instantiiert werden, so daß die gerechtfertigte
Markierung1:(1) entsteht.
Nachdem1 = fX1 7! 1; X2 7! 1g auf das Tableau angewendet worden ist, erfordert
es keine weiteren Instantiierungen starrer Variablen, um den mittleren Ast abzuschlie-
ßen. Um den rechten Ast abzuschließen muß dann allerdings die Substitution2 an-
gewendet werden, dieX3 mit 2 instantiiert.
Dieses Beispiel zeigt die Vorteile der Verwendung starrer Variablen. Wenn dieÄste ge-
schlossen werden, gibt es (in diesem Beispiel) jeweils nur eine allgemeinste Substituti-
on, die angewendet werden kann, d. h., in jedem Fall ist die Wahl der Instantiierungen
der freien Variablen deterministisch. Im Gegensatz dazu m¨ussen die Markierungen
tatsächlich geraten werden, wenn die Grundversion des Kalk¨uls verwendet wird; es
ist nicht offensichtlich, ob die Markierung1:(1) oder die Markierung1:(2) eingeführt
werden sollte, was der Wahlm¨oglichkeit entspricht, jede der starren Variablen entwe-
der mit 1 oder 2 zu instantiieren. 2
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4.3 Kalkule mit universellen Variablen
4.3.1 Die Idee eines Kalkuls mit universellen Variablen
Unter bestimmten Bedingungen gibt es noch eine andere M¨oglichkeit als die Verwen-
dung starrer Variablen, um einen Kalk¨u zu verstärken. Statt eine freie Variable zu
verwenden, um einen einzelnen, unbekannten Term zu repr¨as ntieren, kann man sie
auch dazu verwenden, als Platzhalten f¨ur alle Terme zu stehen. Dann repr¨asentiert ei-
ne Formel, die eine solche freie Variablex enthält, für alle Formeln, die man dadurch
erhält, daß manx durch irgendeinen Term ersetzt. Intuitiv kann man diese Variablen
als auf de Meta-Eben universell quantifiziert betrachten; darum heißen sieu iverselle
Variablen. Um die starren und die universellen Variablen klar zu trennen, verwenden
wird im folgenden die Variablen in der MengeVar ausschließlich als starre Variablen;
universelle Variablen stammen immer aus der separaten MengeUVar = fx1;x2; : : :g,
die vonVar = fX1; X2; : : :g disjunkt ist. Universelle Variablen werden niemals in-
stantiiert; auf Tableaus, die universelle (und keine starren) Variablen enthalten werden
keine Substitutionen angewendet.
Definition 4.3.1 SeiL eine Logik. Ein Kalkül Cuv für L mit freien Variablen heiße
ein Kalkül mit universellen Variablen(für L), wenn sein Tableauformeln nur freie
Variablen aus der MengeUVar und keine aus der MengeVar enthalten. 2
Definition 4.3.2 SeiCuv ein Kalkül mit universellen Variablen f¨ur eine LogikL; sei
 2 Sig eine Signatur vonL; und sei  TabForm(fv) eine Menge von Tableau-
formeln.
Die MengeInst()  TabForm(gd) der Instanzender Formeln in ist wie folgt
definiert:
Inst() = f j  2 Subst fv() ist für  grundierendg :
2
Gutartigkeit und andere syntaktische Begriffe wie Konklusion und Erweiterungsregel
sind für Kalküle mit universellen Variablen in gleicher Weise wie f¨ur Grundkalküle
definiert.
Der Vorteil universeller Variablen ist folgender: H¨aufig ist es notwendig, mehrere ver-
schiedene Instanzen einer freie Variablen enthaltenden Tableauformel zu verwenden,
um einen Ast oder ein Teiltableau abschließen zu k¨onnen. In Kalkülen mit starren Va-
riablen ist der Mechanismus daf¨ur, die Erweiterungsregel mehrfach auf die Pr¨amissen
anzuwenden, die die Einf¨uhrung neuer starrer Variablen gestatten, um so Varianten
der Tableauformeln zu erzeugen. Starre Variablen sindn cht implizit universell quan-
tifiziert (wie beispielsweise die Variablen in den Klauseln eines Resolutionskalk¨uls).
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Nehmen wir an, ein Tableauast enthalte eine Formel(X); und nehmen wir weiter an,
die Erweiterung des Tableaus werde mit der Erzeugung neuerÄst fortgesetzt. Eini-
ge dieser neuen (Teil-)Äste enthalten Vorkommen der starren VariablenX; wennX
instantiiert wird, muß die gleiche Ersetzung f¨urX auf all diesenÄsten vorgenommen
werden. In bestimmten Situationen ist es jedoch m¨oglich – ohne die Korrektheit des
Kalküls zu beeintr¨achtigen –, die Formel(x) zu B hinzuzufügen. In solch einem
Fall können verschiedene Instanzen(t) von(x) verwendet werden, um den AstB
zu erweitern – ohne zuerst Varianten(X 0); (X 00); : : : von(X) zu generieren. Wenn
man solche Situationen erkennt und ausnutzt, f¨uhrt das zu k¨urzeren Tableaubeweisen
und in den meisten F¨allen zu einem kleineren Suchraum. Wenn sowohl universelle als
auch starre Variablen in einem Kalk¨ul verwendet werden, dann k¨onnen in den Konklu-
sionen mit starren Variablen Substitutionen benutzt werden, die allgemeiner sind als
in dem entsprechenden Kalk¨ul, der nur starre Variablen verwendet.
Wenn ein AstB eine Tableauformel(x) enthält, bedeutet das intuitiv, daß man f¨ur
beliebige Termet die Formel(t) zuB hinzufügen könnte, ohne dabei neue offene
Äste zu erzeugen (diese intuitive Interpretation ist allerdings nur richtig, wenn keine
Information in der Struktur eines Tableauastes verborgen ist, d. h., wenn der Kalk¨ul
gutartig ist).
Beispiel 4.3.3Abbildung 4.2 zeigt ein Beispiel f¨ur die Nützlichkeit universellerer Va-
riablen. Das TableauT rv1 (oben links in der Abbildung) f¨ur die Menge
F = f(8x)(p(x)); :p(a) _ :p(b)g
von PL1-Formeln kann nicht sofort geschlossen werden, da es keine einzelne Er-
setzung f¨ur X gibt, die es erlauben w¨urde,? zu beidenÄsten hinzuzuf¨ugen. Um
einen Beweis zu finden, muß die Erweiterungsregel noch einmal auf die-Formel
T:(8x)(p(x)) angewendet werden, um eine Variante(X 0) = T:p(X 0) der Formel
(X) = T:p(X) zu erzeugen. Dann kann das geschlossene TableauT rv2 (oben rechts
in der Abbildung) abgeleitet werden.
Das TableauT uv1 (unten links in der Abbildung), das die FormelT:p(x) statt der For-
melT:p(X) enthält, kann dagegen zu dem geschlossenen TableauT uv2 (unten rechts in
der Abbildung) erweitert werden, ohne daß eine Substitution angewendet wird, denn
T:p(x) steht für alle Formeln der FormT:p(t), einschließlichT:p(a) undT:p(b). 2
Ein zusätzlicher Vorteil universeller Variablen ist, daß sie helfen, Redundanzen zu
vermeiden, die in Kalk¨ulen mit starren Variablen inh¨arent vorhanden sind. Wenn bei-
spielsweise ein Tableauast mit starren Variablen die Formeln
(X1) = T:p(X1)
(X2) = T:p(X2)
 1 = F:p(a)
 2 = F:p(b)







































Abbildung 4.2: Beispiel für die Nützlichkeit universeller Variablen; die Tableaus






2 aus Beispiel 4.3.3.
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enthält, dann gibt es vier verschiedene M¨oglichkeiten, den Ast zu schließen. Enth¨alt
der Ast jedoch die Formel(x) = T:p(x) mit einer universellen Variablen statt(X1)
und(X2), dann gibt es nur eine Konklusion, die den Ast schließt, n¨amlichff?gg,
und es ist nicht n¨otig, dafür eine Variable zu instantiieren.
Universelle Variablen k¨onnen in Tableaus beliebig umbenannt werden, vorausgesetzt
alle Vorkommen einer Variablen in derselben Tableauformel werden durch die gleiche
neue Variable ersetzt. Darum ist es m¨oglich, mit einer Pr¨amisse, die die beiden kom-
plementären AtomeT:p(x) undF:p(f(x)) enthält, einen Ast abzuschließen, weil die
universelle Variablex in einem der beiden Atome umbenannt werden kann.
Die Technik, in Tableaukalk¨ulen universelle Variablen zu verwenden, wurde f¨ur die
klassische Pr¨adikatenlogik erster Stufe zuerst in (Beckert & H¨ahnle, 1992) beschrieben
und ist in (Beckert & Hähnle, 1998) weiter verbessert worden. Ein Tableaukalk¨ul mit
universellen Variablen f¨ur Modallogiken ist in (Beckert & Gor´e, 1997) beschrieben. In
(Bibel, 1982) ist eineSplitting by needgenannte Technik f¨ur die Konnektionsmethode
vorgeschlagen; sie basiert – wie die Methode der universellen Variablen – auf der Idee,
das Kopieren universell quantifizierter Formeln in F¨allen zu vermeiden, in denen es
korrekt ist, eine einzelne Kopie mit verschiedenen Instantiierungen f¨ur ihre Variablen
zu verwenden.
4.3.2 Die universelle Variablen verwendende Version eines Grundkalkuls
KalküleCuv mit universellen Variablen werden gew¨ohnlich durch Heben eines Grund-
kalkülsCgd konstruiert (ähnlich wie Kalküle mit starren Variablen), so daß Korrektheit
und Vollständigkeit vonCuv aus Korrektheit und Vollst¨andigkeit vonCgd folgen.
Definition 4.3.4 SeiCuv ein gutartiger universelle Variablen verwendender Kalk¨ul für
eine LogikL; und seiCgd ein gutartiger Grundkalk¨ul für L, so daß f¨ur alle Signatu-
ren 2 Sig die erweiterte Signaturgd, die vonC
gd benutzt wird, diejenige Signatur
ist, die gem¨aß der Definition von Tableaukalk¨ulen mit freien Variablen (Def. 4.2.3)






Der Kalkül Cuv ist eineVersion mit universellen Variablenvon Cgd (undCgd ist eine
GrundversionvonCuv), wenn für alle Prämissenuv  TabForm(fv) mit universel-
len Variablen die Mengen[
fEgd(gd) j gd ist eine endliche Teilmenge vonI st(uv)g
und
ffE11; : : : ; Enng j fE1; : : : ; Eng 2 Euv(uv), und für 1  i  n,
ist i 2 Subst
fv(fv) eine fürEi grundierende Substitutiong
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gleich sind. 2
Der folgende Satz stellt Korrektheit und Vollst¨andigkeit eines gutartigen Kalk¨uls mit
universellen Variablen zu Korrektheit und Vollst¨andigkeit seiner Grundversion in Be-
ziehung. Der Beweis des Satzes ist konstruktiv und stellt also einen Algorithmus zur
Verfügung, mit dem ein Grund-Tableaubeweis aus einem Tableaubeweis mit univer-
sellen Variablen berechnet werden kann. Da der Grund-Tableaubeweis exponentiell
größer sein kann, ist eine Beweisrichtung nicht ganz einfach; es gibt keine eindeutige
Zuordnung zwischen Erweiterungsregelanwendungen im Grundkalk¨ul und im Kalkül
mit universellen Variablen (in Beispiel 4.3.7 wird die Transformation veranschaulicht).
Satz 4.3.5SeiCuv ein gutartiger Kalk̈ul mit universellen Variablen für eine LogikL;
und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCuv eine Version mit universellen
Variablen vonCgd ist (Def. 4.3.4).
Es gibt f̈ur eine FormelmengeG  Form() über einer Signatur 2 Sig genau dann
einenCuv-Tableaubeweis, wenn es einenCgd-Tableaubeweis für G gibt.
Beweis:Wenn-Teil:SeiT gd1 ; : : : ; T
gd
n (n  1) ein mit dem Grundkalk¨ul C
gd konstru-
ierter Tableaubeweis f¨urG.
Durch Induktionüberi zeigen wir, daß es eine FolgeT uv1 ; : : : ; T
uv
n von Tableaus mit




existiert. Daraus folgt dann, daß allëAste des geschlossenen TableausT gdn die Ta-
bleauformel? enthalten. Also ist auchT uvn geschlossen.
i = 1: Ein (beliebiges) initiales TableauT uv1 fürG enthält keine universellen Variablen;
darum giltForm(Bgd) = Form(Buv) = Inst(Form(Buv)).
i! i + 1: SeiBgdi der Ast von T
gd
i , der unter Verwendung einer Pr¨amisse und ei-
ner KonklusionCgd = fEgd1 ; : : : ; E
gd
k g erweitert worden ist. Gem¨aß der Definition der
Beziehung zwischen einem Kalk¨ul mit universellen Formeln und seiner Grundversi-
on gibt es auf jedem AstBuvi mit Form(B
gd
i )  Inst(Form(B
uv
i )) eine Prämisse
uv
aus der eine KonklusionCuv = fEuv1 ; : : : ; E
uv
k g mit universellen Variablen abgeleitet
werden kann, so daßEgdj  Inst(E
uv





konstruiert, indem jeder solche Ast unter Verwendung der Pr¨amisseuv und der Kon-
klusionCuv erweitert wird.
Nun seiBuvi+1 ein beliebiger Ast inT
uv
i+1. Der einzige interessante Fall ist, wenn
Form(Buvi+1) = Form(B
uv
i ) [ E
uv
j
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für ein j 2 f1; : : : ; kg gilt. Dann erfüllt der Ast Bgdi+1 in T
gd
i+1, der durch Erweite-
rung vonBgdi mit E
gd
j entstanden ist, die Bedingung der Induktionsannahme, weil
Form(Bgdi )  Inst(Form(B
uv
i )) und also
Form(Bgdi+1) = Form(B
gd
i ) [ E
gd
j
 Inst(Form(Buvi )) [ Inst(E
uv
j )




Genau-dann-Teil:Sei T uv1 ; : : : ; T
uv
n (n  1) ein Tableaubeweis f¨ur G, der mit Hilfe
des universelle Variablen verwendenden Kalk¨ulsCuv konstruiert ist.
Durch Induktionüber i – mit Induktionsanfangi = n und bei jedem Schritt abneh-
mendemi – zeigen wir:
Induktionsannahme:Für jeden AstBuvi in T
uv
i existiert eine Menge
gd  Inst(Buvi )
von Grund-Tableauformeln, so daß jeder TableauastBgd, der diese Formeln enth¨alt,
zu einem geschlossenen (Teil-)Tableau erweitert werden kann.
Daß die Induktion miti = n beginnt undi in jedem Schritt verringert wird, spiegelt
die Tatsache wieder, daß man als allererstes wissen muß, welche Instanzen von uni-
verselle Variablen enthaltenden Formeln man als Pr¨amissen ben¨otigt, um die Blätter
des Grund-Tableaus abzuleiten, was dann erlaubt, die Instanzen in den Pr¨amissen der
Prämissen zu bestimmen, usw.
Nachdem bewiesen ist, daß die Induktionsannahme f¨ur i = 1 gilt, kann man folgern,
daß der einzelne AstBgd1 eines initialen Grundtableaus zu einem geschlossenen Grund-
tableau erweitert werden kann, denn es gilt
Form(Bgd1 ) = Form(B
uv
1 ) = Inst(Form(B
uv
1 )) ;
wobeiBuv1 der einzelne Ast des initialen TableausT
uv
1 mit universellen Variablen ist.
i = n: Da das TableauT uvn geschlossen ist, enth¨alt jeder seinerÄsteB
uv
n die Ta-
bleauformel?; darum kanngd als die Mengef?g festgesetzt werden. Jeder Grund-
Tableauast, der? enthält, kann trivialerweise zu einem geschlossenen Teiltableau er-
weitert werden.




i auch ein Ast vonT
uv
i+1 ist, sind
wir fertig. Andernfalls istT uvi+1 ausT
uv
i durch Erweiterung des AstesB
uv
i konstruiert
worden – unter Verwendung einer Pr¨amisseuv  Form(Buvi ) und einer Konklusion






i+1;j) diejenige Menge von Tableauformeln, die gem¨aß der In-
duktionsannahme f¨ur den AstBuvi+1;j vonT
uv
i+1 existiert, der durch Erweiterung vonB
uv
i
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mit Euvj entstanden ist (1  j  k). Weiterhin seien f¨ur allej 2 f1; : : : ; kg Substitu-
tionen j1 ; : : : ; 
j
lj
, die für Euvj grundierend sind, so gew¨ahlt, daß alle Tableauformeln
in Inst(Euvj ), die in
gd







Und weiter seigdi  Inst(Form(B
uv
i )) die kleinste Menge, die die folgenden Grund-
Tableauformeln enth¨alt:
1. alle Grund-Tableauformeln inI st(Form(Buvi )), die in einer der Mengen
gd
i+1;j
enthalten sind (1  j  k),
2. alle Grund-Tableauformeln inInst(Form(Buvi )), die in solchen minimalen Pr¨a-
missengd  Inst(Form(Buvi )) vorkommen, die erlauben, eine der Konklusio-
nen
Cgd = fEuv1 
1
r1




abzuleiten, wobeirj 2 f1; : : : ; ljg für 1  j  k. Solche Pr¨amissengd existie-
ren als Teilmengen vonInst(Form(Buvi )) gemäß der Definition der Beziehung
zwischen einem Kalk¨ul mit universellen Variablen und seiner Grundversion.




i ) wie folgt zu einem ge-
schlossenen Teiltableau erweitert werden: Der AstBgdi werde (wiederholt) unter Ver-
wendungaller der KonklusionenCgd = fEuv1 
1
r1
; : : : ; Euvk 
1
rk
g in solcher Weise erwei-
tert, daß in der Konstruktion jedes der neu entstehenden Teil¨ast jede dieser Konklusio-
nen einmal verwendet worden ist. Die Anzahl der Konklusionen ist
Qk
j=1 lj; damit ist
die Zahl neuer Teil¨aste exponentiell in
Qk
j=1 lj. Aus dem Schubfachprinzip folgt, daß
jeder der neuen Teil¨aste für zumindest einj 2 f1; : : : :kg die Formelnaller Extensio-
nenEuvj 
j
r enthält (also für alle r 2 f1; : : : ; ljg); denn sonst m¨ußte es einen Ast geben,
der für jedesj 2 f1; : : : ; kg zumindest eine ExtensionenEuvj 
j
rj
nichtenthält – im Wi-
derspruch zur Konstruktionsvorschrift, daß alle KonklusionenfEuv1 
1
r1




an der Erweiterung aller neuen Teil¨aste beteiligt sind.
Es folgt, daß jeder der neuen Teil¨aste für zumindest einj 2 f1; : : : ; kg alle Tableau-





i )) [ Inst(E
uv
j )
ist entweder Element vonInst(Form(Buvi )) – dann kommt sie gem¨aß Bedingung 1
in der Definition vongdi in 
gd
i und also inB
gd
i vor –, oder sie ist ein Element von
Inst(Euvj ) und kommt daher gem¨aß Konstruktion auf dem neuen Teilast vor.
Die Induktionsannahme trifft auf jeden der neuen Teil¨aste zu, denn jeder von ihnen
enthält die Formeln einer der Mengengdi+1;j; sie können daher alle zu einem geschlos-
senen Teiltableau erweitert werden. Also kann der AstBgdi zu einem geschlossenen
Teiltableau erweitert werden. 2
4.3 Kalküle mit universellen Variablen 119
Korollar 4.3.6 SeiCuv ein gutartiger Kalk̈ul mit universellen Variablen für eine Lo-
gik L; und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCuv eine Version mit
universellen Variablen vonCgd ist (Def. 4.3.4).
Der Kalkül Cuv ist genau dann korrekt und vollständig, wennCgd korrekt und vollsẗan-
dig ist.
Beispiel 4.3.7Da die aus Beweisen mit universellen Variablen konstruierten Grund-
Tableaubeweise exponentiell gr¨oßer sind, k¨onnen wir nur ein kleines Beispiel f¨ur einen
Schritt in der Konstruktion vorstellen.
Wir betrachten den in Abbildung 4.3 gezeigten Tableaubeweis, der universelle Va-
riablen verwendet (er ist mit dem Kalk¨ul CuvPL1 für PL1 aus Abschnitt 4.3.6 konstru-
iert); und wir nehmen an, die TeiltableausT uvp undT
uv
q seien geschlossen (die Men-
ge   der Tableauformeln des initialen Tableaus k¨onnte beispielsweise die Formeln
T:(:p(a) _ :p(b)) undT:(:q(c) _ :q(d)) enthalten).
Wir nehmen weiter an, daß die Methode zur Konstruktion eines Grund-Tableaubewei-
ses aus dem Beweis von Satz 4.3.5 schon auf alle Erweiterungsschritte angewendet
worden ist, die notwendig sind, um die TeiltableausT uvp undT
uv
q zu konstruieren. Nun
betrachten wir den Erweiterungsschritt, in dem die universelle Variablen enthalten-
de KonklusionffT:p(x)g; fT:p(y)gg aus der Pr¨amissefT:(p(x) _ p(y))g abgeleitet
wird. SeiBuv der einzelne Ast des Tableaus vor der Erweiterungsregelanwendung,
und seienBuvp undB
uv
q die beidenÄste des Tableaus danach. Die Konstruktion des
Grund-Tableaubeweises ist schon soweit fortgeschritten, daß geschlossene Teiltable-
ausT gdp undT
gd
q vorliegen, die aus jedem beliebigen Grund-Tableauast erzeugt werden
können, der bestimmte Instanzen der Formeln aufBuvp bzw.B
uv
q enthält. Wir nehmen
an, daßgdp = fT:p(a);T:p(b)g und
gd
q = fT:q(c);T:q(d)g diese Menge von Instan-
zen seien.
Abbildung 4.4 zeigt das komplette geschlossene Grundtableau. Wie sich leicht ¨uber-
prüfen läßt, enth¨alt jeder der neuen Teil¨aste entweder sowohlT:p(a) als auchT:p(b)
oder sowohlT:q(c) als auchT:q(d).2 2
Für viele Logiken kann die Reduktion in der Gr¨oße kürzester Beweise, die sich mit der
Verwendung universeller Variablen erzielen l¨aßt, auch durch eine zus¨atzliche nicht-
analytische Schnittregel erreicht werden. In obigem Beispiel k¨onnte man die Schnitt-
formel
G = (8x)(8y)(p(x) _ q(y))! (8x)(p(x)) _ (8y)(q(y))
verwenden. Dann k¨onnte derjenige der entstehendenÄste, derF:G enthält, mit ei-
nem Teil-Tableaubeweis konstanter Gr¨oße abgeschlossen werden, w¨ahrend derT:G
2 Man beachte, daß im Grundkalk¨ul wie auch im universelle Variablen verwendenden Kalk¨ul ein
Regelschema f¨ur -Formeln benutzt wird, das erlaubt,T:(p(t) _ q(t0)) in einem Schritt aus
T:(8x)(8y)(p(x) _ q(y)) abzuleiten, ohne daß zuerstT:(8y)(p(t) _ q(y)) abgeleitet wird.

























































Abbildung 4.4: Ein Grund-Tableaubeweis, der aus dem Tableaubeweis mit uni-
versellen Variablen in Abbildung 4.3 konstruiert ist (siehe Beispiel 4.3.7); um die
Lesbarkeit zu verbessern, sind die Markierungen und Vorzeichen nicht dargestellt
(die in allen Fällen bzw.T sind).
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enthaltende Ast mit einem Teil-Tableaubeweis von gleicher Gr¨oße wie der Tableaube-
weis mit universellen Variablen geschlossen werden k¨o nte. Also kann die Technik
der universellen Variablen in gewisser Weise als eine eingeschr¨ankte Anwendung der
nicht-analytischen Schnittregel angesehen werden (eine unbeschr¨ankte Verwendung
der Schnittregel f¨uhrt zu einer Suchraumexplosion).
In (Stenz, 1997) ist eine Transformation von Tableaubeweisen, die mit Hilfe eines uni-
verselle Variablen verwendenden Kalk¨u s für PL1 konstruiert sind, in Grund-Tableau-
beweise beschrieben. Diese Transformation kann jedoch nur angewendet werden, falls
universelle Variablen in dem Ausgangsbeweis niemals in einer Konklusion mit mehr
als einer Extension auftreten (also niemals in einer verzweigenden Konklusion). In
diesem Fall kann ein Grund-Tableaubeweis konstruiert werden, dessen Gr¨oße polyno-
miell in der Größe des Beweises mit universellen Variablen ist.
4.3.3 Konstruktion eines universelle Variablen verwendenden Kalkuls
In diesem Abschnitt diskutieren wir die Frage, wie eine universelle Variablen verwen-
dende VersionCuv eines Grund-Tableaukalk¨ulsCgd zu konstruieren ist.
Eine Möglichkeit ist, eine starre Variablen verwendende VersionCrv von Cgd, die mit
Hilfe der in Abschnitt 4.2 beschriebenen Technik des Hebens konstruiert worden ist, in
einen Kalkül mit universellen Variablen zu verwandeln. Das kann wie folgt geschehen:
Sei eine Pr¨amisseuv mit universellen Variablen gegeben. Dann werde jede univer-
selle Variable inuv durch eine starre Variable ersetzt, so daß eine nur starre Varia-
blen enthaltende Pr¨amisse entsteht. Dabei werden mehrerer Vorkommen der gleichen
universellen Variablenx in einer Formel durch die gleiche starre Variable ersetzt. Vor-
kommen vonx in anderen Formeln werden durch andere starre Variablen ersetzt; und
verschiedene universelle Variablen werden immer durch verschiedene starre Variablen
ersetzt. Dann besteht die Menge m¨oglicher Konklusionen mit universellen Variablen
für uv aus allenCuv, die wie folgt aus KonklusionenhCrv; i mit starren Variablen
vonrv konstruiert werden k¨onnen:
1. Jede starre Variable, die in nur einer Extension vonCrv vorkommt, wird durch
eine universelle Variable ersetzt.
2. Jede starre Variable, die in mehr als einer Extension vonCrv vorkommt, wird
durch einen beliebigen Grundtermt 2 TabTerm ersetzt.
Alle Vorkommen einer starren Variablen werden durch die gleiche universelle Variable
bzw. den gleichen Term ersetzt. Man beachte, daß die Substitution in der Konklusion
mit starren Variablen keine Rolle in der Konstruktion der Konklusion mit universellen
Variablen spielt. Der so entstehende Kalk¨ul mit universellen Variablen ist per Kon-
struktion gutartig.
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Beispiel 4.3.8 In Tabelle 4.4 sind Beispiele f¨ur die wichtigsten Ph¨anomene aufgef¨uhrt,
die auftreten k¨onnen, wenn die oben beschriebene Methode zur Berechnung von Kon-
klusionen mit universellen Variablen verwendet wird.
(a) Eine neue universelle Variable wird eingef¨uhrt.
(b) Eine Variable wird ¨uber zwei Extensionen verteilt; sie verliert ihre Universalit¨at
und muß durch einen Grundterm ersetzt werden.
(c) Eine Variable tritt in nur einer Extension auf und bleibt darum universell.
(d) Eine Kombination der F¨alle (b) und (c); die Variablex muß durch einen Grund-
term ersetzt werden, w¨ahrend die Variabley universell bleibt.
(e) In der Version mit starren Variablen muß eine Substitution auf das Tableau an-
gewendet werden; in der Version mit universellen Variablen wird sie nicht ange-
wendet, da die Variablen, die zu instantiieren w¨aren, universell sind.
(f) In diesem Fall führt die Methode zur Konstruktion einer Konklusion mit univer-
sellen Variablen nicht zu einem optimalen Ergebnis. Jeder der beiden universel-
len Variablen wird ¨uber die beiden Extensionen verteilt, und sie werden darum




für PL1-Formeln der Formp(x)$ q(y) eine korrekte Erweiterungsregel; die
beiden universellen Variablen bleiben universell, obwohl sie ¨ub r die Extensio-
nen verteilt werden. Dies Schema ist korrekt, vorausgesetzt, daß die universellen
Variablenx undy in jeweils nur einer Teilformel der Pr¨amisse auftreten.3 2
Wie Fälle (a) und (b) in obigem Beispiel zeigen, werden in Kalk¨ulen mit universellen
Variablen verschiedene Varianten (oder Instanzen) einer Konklusion durch das ver-
zweigende Regelschemata erzeugt, und nicht wie in Kalk¨ulen mit starren Variablen
durch die Schemata, die neue Variablen einf¨uhren.
Für bestimmte Formelklassen kann die Verwendung eines Kalk¨uls Cuv mit universel-
len Variablen, der aus einem Kalk¨ul Cfv mit starren Variablen konstruiert worden ist,
Tableaubeweise erlauben, die exponentiell kleiner sind als die k¨urzesten Beweise, die
mit Cfv oder seiner GrundversionCgd geführt werden k¨onnen. Nichtsdestotrotz ist das
Ergebnis dieser Konstruktion nicht immer ein optimaler Kalk¨ul mit universellen Va-
riablen (wie Fall (f) in Beispiel 4.3.8 zeigt). Tats¨chlich ist die Frage, ob eine in der
3 Intuitiv ist dieses liberalere Schema korrekt, weil, fallsp(t) undq(t0) für allet; t0 2 Term äquivalent
sind, die Formelnp(t) und q(t) entweder beide f¨ur alle t 2 Term wahr sind oder beide f¨ur alle
t 2 Term falsch sind.
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uv = T:(8x)(p(x;y))
rv = T:(8x)(p(x; Y ))
hCrv; i = hT:p(X; Y ) ; idi
Cuv = T:p(x;y)
(a)
uv = T:p(x) _ q(x)
rv = T:p(X) _ q(X)
hCrv; i = hT:p(X) T:q(X) ; idi
Cuv = T:p(t) T:q(t)
für allet 2 Term
(b)
uv = T:p(x) ^ q(x)
rv = T:p(X) ^ q(X)








uv = T:p(x) _ q(x;y)
rv = T:p(X) _ q(X; Y )
hCrv; i = hT:p(X) T:q(X; Y ) ; idi
Cuv = T:p(t) T:q(t;y)








hCrv; i = hT:p(a) ; fX 7! agi
Cuv = T:p(a)
(e)
uv = T:p(x)$ q(y)
rv = T:p(X)$ q(Y )











für allet; t0 2 Term
(f)
Tabelle 4.4: Beispiele für die Konstruktion von Konklusionen mit universellen
Variablen (siehe Beispiel 4.3.8).
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Prämisse auftretenden universelle Variable in der Konklusion universell bleiben kann
oder durch Grundterme ersetzt werden muß, im allgemeinen unentscheidbar (f¨ur den
Fall der Prädikatenlogik erster Stufe wird dieses Problem in (Beckert & H¨ahnle, 1998)
diskutiert).
4.3.4 Semantik von universelle Variablen enthaltenden Tableaus
Es ist im allgemeinen nicht m¨oglich, eine Modellsemantik f¨ur Kalküle mit universel-
len Variablen zu definieren, wenn beide VorzeichenF undT in Tableaus vorkommen
können. Der Grund daf¨ur ist der folgende: Definiert man (was naheliegend ist), daß
(x) in I() wahr sei, falls(t) in I() für alle Termet wahr ist, dann ist(x) falsch
in I(), falls es auch nur einen Termt gibt, so daß(t) in I() falsch ist. Das heißt,
F::(x) ist erfüllt, wenn es einen Termt gibt, so daßF::(t) erfüllt ist. Das ist aber
nicht die beabsichtigte Semantik der universellen Variablenx.
Darum gründen wir die Semantik der Tableaus eines Kalk¨ulsCuv mit universellen Va-
riablen auf die Semantik der Tableaus der GrundversionCgd vonCuv; wobei allerdings
die Beziehung eine andere ist als zwischen der Semantik von Tableaus mitstarren
Variablen und Grundtableaus.
Definition 4.3.9 SeiCuv ein gutartiger Kalk¨ul mit universellen Variablen f¨ur eine Lo-
gik L; und seiCgd ein gutartiger Grundkalk¨ul für L, so daßCuv eine Version mit
universellen Variablen vonCgd ist.
Eine Tableauformel 2 TabForm(uv) mit universellen Variablen wird genau dann
von einer Tableauinterpretationhm; Ii 2 TabInterp() von Cgd erfüllt, wenn alle
Grund-Tableauformeln inInst(fg) von hm; Ii erfüllt werden. 2
Wie im Fall von Grundtableaus, wird ein AstBuv eines Tableaus mit universellen
Variablen von einer Tableauinterpretationhm; Ii erfüllt, wenn sie alle Formeln aufBuv
erfüllt (oder, was ¨aquivalent ist, wenn sie alle Formeln inI st(Buv) erfüllt); und die
Tableauinterpretationhm; Ii erfüllt ein TableauTuv mit universellen Variablen, wenn
sie einen Ast vonTuv erfüllt.
Lemma 4.3.10 SeiCuv ein gutartiger Kalk̈ul mit universellen Variablen für eine Lo-
gik L; und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCuv eine Version mit
universellen Variablen vonCgd ist.
Der Kalkül Cuv hat genau dann die Eigenschaft der starken Korrektheit der Erweite-
rung (Eigenschaft 2 in Def. 3.5.8) bzgl. der Tableauinterpretationen vonCgd, wennCgd
diese Eigenschaft hat.
Beweis:Das Lemma folgt sofort aus den Definitionen der Korrektheitseigenschaft und
der Beziehung zwischen einem Kalk¨u mit universellen Variablen und seiner Grund-
version. 2
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Satz 4.3.11SeiCuv ein gutartiger Kalk̈ul mit universellen Variablen für eine LogikL;
und seiCgd ein gutartiger Grundkalk̈ul für L, so daßCuv eine Version mit universellen
Variablen vonCgd ist.
WennCuv die starken Korrektheitseigenschaften aus Definition 3.5.8 hat (Angemessen-
heit der Menge der Tableauinterpretationen und Korrektheit der Erweiterung), dann
ist Cuv korrekt.
Beweis:Da Cuv die Eigenschaft 1 (starke Angemessenheit der Menge der Tableau-
interpretationen) aus Definition 3.5.8 hat, hat auchCgd diese Eigenschaft, denn die
initialen Tableaus f¨ur eine MengeF von Formeln sind in beiden Kalk¨ulen gleich.
Weil Cuv die Eigenschaft 2 hat (starke Korrektheit der Erweiterung), hat auchCgd diese
Eigenschaft (gem¨aß Lemma 4.3.10).
Also istCgd korrekt (Satz 3.5.4), woraus folgt, daß auchCuv korrekt ist (Korollar 4.3.6).
2
4.3.5 Mischen Starrer und Universeller Variablen
Ein Kalkül mit universellen Variablen kann syntaktisch als Grundkalk¨ul aufgefaßt wer-
den (da er keine starren Variablen enth¨al ) und kann also gehoben und zus¨atzlich um
starre Variablen angereichert werden.
Die Technik aus Abschnitt 4.3.3, mit der eine universelle Variablen verwendende Ver-
sion eines Grundkalk¨uls Cgd aus einer starre Variablen verwendenden VersionCrv
vonCgd konstruiert werden kann, kann so angepaßt werden, daß man einen Kalk¨ul Cmv
mit gemischt starren und universellen Variablen konstruieren kann, der eine Version
mit starren Variablen einer Version mit universellen Variablen vonCgd ist.
Die Konstruktion beginnt genauso wie die eines ausschließlich universelle Variablen
verwendenden Kalk¨uls: Sei eine Pr¨amissemv mit gemischten Variablen gegeben
(d. h., eine Pr¨amisse, die sowohl starre als auch universelle Variablen enth¨alt). Zu-
nächst wird eine ausschließlich starre Variablen enthaltende Pr¨amisserv konstruiert,
indem die universellen Variablen inmv durch starre Variablen ersetzt werden, wobei
– wie zuvor – Vorkommen einer universellen Variablenx in derselben Formel durch
die gleiche starre Variable ersetzt werden, aber Vorkommen vonx in verschiedenen
Formeln durch verschiedene starre Variablen; und verschiedene universelle Variablen
werden immer durch verschiedene starre Variablen ersetzt. Zus¨atzliche verlangen wir
jetzt, daß die neu eingef¨uhrten starren Variablen von den starren Variablen verschie-
den sind, die schon inmv vorkommen. Dann besteht die Menge der Konklusionen
mit gemischten Variablen f¨ur die Prämissemv aus allen KonklusionenCmv, die wie
folgt aus einer KonklusionhCrv; i mit starren Variablen vonrv konstruiert werden
können:
126 Kapitel 4: Erweiterungen
1. Alle starren Variablen inCrv, die als ein Ersatz f¨ur eine universelle Variablex
eingeführt worden sind und in nur einer Extension vonCrv vorkommen, werden
wieder durch die urspr¨ungliche Variablex ersetzt.
2. Alle starren Variablen inCrv, die als ein Ersatz f¨ur eine universelle Variablex
eingeführt worden sind und in mehr als einer Extension vonCrv vorkommen,
werden durch eine beliebige starre Variable ersetzt.
3. Die Substitution wird auf die starren Variablen eingeschr¨ankt, die in der ur-
sprünglichen Pr¨amissemv mit gemischten Variablen vorkommen.
Der zweite der obigen Schritte mag redundant erscheinen; er ist aber notwendig, weil
beispielsweiseffT:p(X)g; T:q(X)gg für alle starren VariablenX eine Konklusion
von ffT:p(x) _ q(x)gg sein muß. Intuitiv m¨ussen Erweiterungsregelanwendungen,
die die Universalit¨at einer Variablenx zerstören, die Ableitung einer beliebigen Zahl
von Varianten der Konklusion gestatten, die verschiedene starre VariablenX anstelle
der universellen Variablenx enthalten.
Beispiel 4.3.12Tabellen 4.5 und 4.6 zeigen Beispiele f¨ur Prämissen mit gemischten
Variablen und die Konklusionen mit gemischten Variablen, die aus diesen Konklu-
sionen mit der oben beschriebenen Methode konstruiert werden (vgl. Tabelle 4.4 und
Beispiel 4.3.8 wo ¨ahnliche Beispiele benutzt werden, um die Konstruktion einer Kon-
klusion mit ausschließlich universellen Variablen zu demonstrieren).
(a) Eine neue universelle Variablex wird eingeführt. Die starre VariableZ bleibt
unverändert.
(b) Die universelle Variablex wird über zwei Extensionen verteilt; sie verliert ihre
Universalität und wird durch eine beliebige starre VariableX ersetzt. Die starre
VariableY bleibt unverändert.
(c) Die universelle Variablex tritt in nur einer Extension auf; darum bleibt sie uni-
versell. Die starre VariableY bleibt unverändert.
(d) Ein Kombination der F¨alle (b) und (c); die universelle Variablexmuß durch eine
beliebige starre VariableX ersetzt werden, w¨ahrend die Variabley universell
bleibt. Die starre VariableZ bleibt unverändert.
(e) In der Version mit ausschließlich starren Variablen muß eine Substitution auf
das Tableau angewendet werden; eine der instantiierten Variablen (die starre
VariableX) ist als Ersatz f¨ur die universelle Variablex eingeführt worden, die
andere instantiierte Variable (die starre VariableY ) kommt schon in der Pr¨amisse
mit gemischten Variablen vor. In der Konklusion mit gemischten Variablen wird
nur die VariableY , die schon in der Pr¨amisse vorkommt, instantiiert.
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(f) Dieses Beispiel zeigt, daß eine universelle Variable ihre Universalit¨at verliert
und durch eine beliebige starre Variable ersetzt werden muß (bzw. ersetzt bleibt),
wenn sie in einem Term im Wertebereich der Substitution auftritt, die Teil der
Konklusion mit ausschließlich starre Variablen ist. 2
Wie Fall (f) im obigen Beispiel zeigt, muß eine universelle Variable durch eine starre
Variable ersetzt werden, wenn sie im Wertebereich einer Substitution auftritt, die auf
das Tableau anzuwenden ist. Darum ist es besser, wenn man die Wahl hat, entwe-
derx mit Y oderY mit (einem starren Ersatz f¨ur)x zu instantiieren, die erstgenannte
Möglichkeit zu wählen.
Beim Entwurf eines Kalk¨uls mit gemischten Variablen spielt eine allgemeinerer Ver-
sion der Unifikation eine wichtige Rolle, die wirUV-Unifikationnennen. Im Fall, daß
ausschließlich starre Variablen auftreten, wie auch im Fall, daß ausschließlich univer-
selle Variablen auftreten, reicht die Standard-Unifikation, wie sie in Abschnitt 2.2.3
definiert ist, aus (der Unterschied ist nur, daß im universellen Fall der Unifikator nicht
auf das Tableau angewendet wird). Im Fall, daß starre und universelle Variablen ge-
mischt auftreten, muß jedoch UV-Unifikation verwendet werden, die die unterschied-
liche Natur der beiden Typen von Variablen ber¨ucksichtigt.
Definition 4.3.13 Seien und  Tableauformeln ¨uber einer Signaturmv mit ge-
mischt starren und universellen Variablen; und seien
 = fx1 7! X1; : : : ;xk 7! Xkg und  = fy1 7! Y1; : : : ;yk 7! Ylg
Substitutionen, die alle universellen Variablen in bzw. durch neue starre Variablen
ersetzen, d. h.,
1. x1; : : : ;xk sind alle universellen Variablen, die in vorkommen, undy1; : : : ;yl
sind alle universellen Variablen, die in vorkommen,
2. X1; : : : ; Xk; Y1; : : : ; Yl sind paarweise verschiedene starre Variablen, die weder
in  noch in vorkommen.
Eine Substitution 2 Subst(mv) heiße einUV-Unifikatorvon und , wenn sie die
Einschränkung eines Unifikators von und  auf die in und/oder auftretenden
starren Variablen ist. 2
Man beachte, daß Definitions- und Wertebereich eines UV-Unifikators nur starre und
keine universellen Variablen enthalten.
Beispiel 4.3.14Die SubstitutionfY 7! bg ist ein UV-Unifikator der Tableauformeln
T:p(x; Y ) undT:p(a; b); die leere Substitutionid ist ein UV-Unifikator vonT:p(x)
undT:p(f(x)); undfX 7! f(Y )g ist ein UV-Unifikator vonT:p(X) undT:p(f(y)).
2
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mv = T:(8x)(p(x;y; Z))
rv = T:(8x)(p(x; Y; Z))
hCrv; i = hT:p(X; Y; Z) ; idi
hCmv; i = hT:p(x;y; Z) ; idi
(a)
mv = T:p(x; Y ) _ q(x; Y )
rv = T:p(X; Y ) _ q(X; Y )
hCrv; i = hT:p(X; Y ) T:q(X; Y ) ; idi
hCmv; i = hT:p(X; Y ) T:q(X; Y ) ; idi
für alleX 2 Var
(b)
mv = T:p(x; Y ) ^ q(x; Y )
rv = T:p(X; Y ) ^ q(X; Y )









mv = T:p(x; Z) _ q(x;y; Z)
rv = T:p(X;Z) _ q(X; Y; Z)
hCrv; i = hT:p(X;Z) T:q(X; Y; Z) ; idi
hCmv; i = hT:p(X;Z) T:q(X;y; Z) ; idi
für alleX 2 Var
(d)
Tabelle 4.5: Beispiele für die Konstruktion von Konklusionen mit gemischten
Variablen (erster Teil), siehe Beispiel 4.3.12.
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mv =
T:p(f(a; b))
T:f(x; Y )  x
rv =
T:p(f(a; b))
T:f(X; Y )  X
hCrv; i = hT:p(a) ; fX 7! a; Y 7! bgi








hCrv; i = h? ; fY 7! f(X)gi
hCmv; i = h? ; fY 7! f(X)gi
für alleX 2 Var
(f)
Tabelle 4.6: Beispiele für die Konstruktion von Konklusionen mit gemischten
Variablen (zweiter Teil), siehe Beispiel 4.3.12.
Die Definitionen der Semantik ausschließlich starre bzw. ausschließlich universelle
Variablen enthaltender Tableaus (Def. 4.2.23 und Def. 4.3.9) k¨onnen leicht kombiniert
werden, um eine Semantik f¨ur Tableaus mit gemischten Variablen zu definieren:
Definition 4.3.15 SeiCmv ein gutartiger Kalk¨ul mit gemischten Variablen f¨ur eine Lo-
gikL; und seiCgd ein Grundkalk¨ul fürL, so daßCmv eine Version mit starren Variablen
einer Version mit universellen Variablen vonCgd ist.
Ein Tableau mit gemischten Variablen wird genau dann von einer Tableauinterpreta-
tion hm; Ii des Grundkalk¨ulsCgd erfüllt, wenn für alle Substitutionen 2 Subst(rv),
für die Tmv keine starren Variablen enth¨alt, das TableauTmv von hm; Ii erfüllt
wird (gemäß der Erf¨ullbarkeit eines Tableaus mit ausschließlich universellen Varia-
blen, Def. 4.3.9), d. h., wenn es einen AstB vonTmv gibt, so daßhm; Ii alle (Grund-)
Tableauformeln inInst(Form(B)) erfüllt. 2
4.3.6 Ein gutartiger Kalkul mit gemischten Variablen fur PL1
In diesem Abschnitt definieren wir einen Kalk¨u CmvPL1 mit gemischten Variablen f¨ur
die Prädikatenlogik erster Stufe. Er ist mit Hilfe der in Abschnitt 4.2.10 beschriebe-
nen Methode konstruiert, und zwar aus dem Kalk¨ul CrvPL1 mit ausschließlich starren
Variablen, der in Abschnitt 4.3.5 definiert ist.
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Für jede prädikatenlogische Signatur (siehe Abschnitt 2.3) enth¨alt die erweiterte Si-
gnaturmv nur die starren Variablen ausVar und die universellen Variablen ausUVar
als Konstanten (siehe Abschnitt 2.3); zus¨atzlich enthält sie die MengeF sko() von
Skolem-Funktionssymbolen, in der es unendlich viele Symbole jeder Stelligkeit gibt.
Alle freien (starren und universellen) Variablen sind von der gleichen Sorte.
Die Menge der Markierungen und die initiale Markierung vonCmv sind die gleichen
wie die vonCgd und Crv, d. h., die Markierung repräsentiert die einzelne Welt in
PL1-Modellen.
Wie zuvor verwenden wir die vereinheitlichende Notation, um die Erweiterungsregel
vonCmv zu beschreiben, teilen also die Menge der Tableauformeln gem¨aß Tabelle 3.1
in -, -, - undÆ-Formeln ein.
Wie schon zu Beginn dieses Abschnittes gesagt, sind die Erweiterungsregel-Schemata
von Cmv mit Hilfe der im letzten Abschnitt beschriebenen Methode aus den Schema-
ta vonCrv konstruiert. Die Schemata vonCmv unterscheiden sich besonders in zwei
Punkten von den entsprechenden Schemata des Kalk¨uls Crv, der ausschließlich star-
re Variablen verwendet: Erstens ist es nicht mehr das Schema f¨ur -Formeln, das
neue Varianten einer Formel mit verschiedenen starren Variablen einf¨uhrt, sondern das
Schema f¨ur -Formeln. Zweitens verlangt das Schema zum Abschluß vonÄsten nur
die Instantiierung von starren Variablen (und also nicht von universellen Variablen);
das heißt, ein allgemeinster UV-Unifikator (Def. 4.3.13) der komplement¨ar Atome
wird angewendet.
Es werden die gleichen Skolem-Terme wie im Fall ausschließlich starrer Variablen ver-
wendet (Def. 4.2.28); jedoch m¨ussenalle freien Variablen, also starre und universelle,
zu Argumenten des Skolem-Terms gemacht werden.
In Tabelle 4.7 ist die Erweiterungsregel schematisch f¨ur die verschiedenen Arten von
Prämissen dargestellt, wobei nun starre und universelle Variablen gemischt auftreten
können.
Das folgende ist eine formale Definition der ErweiterungsregelEmvPL1 des KalkülsC
mv
PL1
mit gemischt starren und universellen Variablen.




besteheE()mvPL1() aus den folgenden Konklusionen mit gemischten Variablen:






für alle Substitutionen = fx1 7! X1; : : : ;xk 7! Xkg,
so daßx1; : : : ;xk diejenigen universellen Variablen sind,
die sowohl in1 als auch in2 auftreten













falls  und unifizierbare atomare Formeln sind;
ein allgemeinster UV-Unifikator von;  ist auf das Tableau anzuwenden
Tabelle 4.7:Erweiterungsregel-Schemata f¨ur PL1 mit gemischt starren und uni-
versellen Variablen.
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– fhf1; 2g; idig für alle 2 ,
– fhf1g; f2g; idig für alle 2  und alle = fx1 7! X1; : : : ;xk 7! Xkg, so
daßx1; : : : ;xk die universellen Variablen sind, die sowohl in
1 als auch in2 vorkommen, undfX1; : : : ; Xkg beliebige
starre Variablen sind,
– fhf1(x)g; idig für alle  2 , wobeix eine universelle Variable ist, die
nicht in vorkommt,
– fhfÆ(t)g; idig für alleÆ 2 , wobeit = skofv(Æ) (Def. 4.2.28),
– fhf?g; ig falls es TableauformelnT::G undF::G0 in  gibt, so daß
G undG0 unifizierbare Atome sind; ist ein UV-Unifikator
vonG undG0.
2
Satz 4.3.17Der Kalkül CmvPL1 ist eine Version mit starren Variablen einer Version mit
universellen Variablen des in Abschnitt 3.6 definierten KalkülsCPL1.
Korollar 4.3.18 Der Kalkül CmvPL1 ist korrekt und vollsẗandig.
4.3.7 Ein gutartiger Kalkul mit gemischten Variablen fur die Modallogik K
In diesem Abschnitt definieren wir eine VersionCmvK mit gemischten Variablen des
KalkülsCconK für die ModallogikK aus Abschnitt 3.7.4, d. h., einen Kalk¨u mit stetigem
Erweiterungsregel-Schema f¨ur -Formeln. Variablen werden wieder in Markierungen
verwendet (und nicht im Formelteil einer Tableauformel). Die Menge der Markierun-
gen des Kalk¨uls mit gemischten Variablen ist
Labmv = CondLab(N [ Var [ UVar)
mit der initialen Markierung1.
Die Beziehung zwischen dem Kalk¨ul CmvK mit gemischten Variablen zu dem Kalk¨ul C
rv
K
mit ausschließlich starren Variablen ist ¨ahnlich wie die zwischen den Kalk¨ulenCmvPL1
undCrvPL1 für PL1: InC
rv
PL1 werden Varianten einer Formel durch Anwendung der Er-
weiterungsregel auf-Formeln generiert – w¨ahrend solche Regelanwendungen inCmvPL1
universelle Variablen einf¨uhren und Varianten durch Erweiterungsregelanwendungen
auf -Formeln erzeugt werden. In analoger Weise werden inCrvK Varianten von Ta-
bleauformeln durch Erweiterungsregelanwendungen auf-Formeln erzeugt – w¨ahrend
in CmvK durch solche Regelanwendungen universelle Variablen generiert werden und
Variante durch Erweiterungsregelanwendungen auf-Formeln erzeugt werden, wenn
universelle Variablen ¨uber verschiedenëAste verteilt werden und dabei ihre Universa-
lit ät verlieren.
4.3 Kalküle mit universellen Variablen 133
In dem Kalkül CrvK mit ausschließlich starren Variablen werden wegen Tests auf Recht-
fertigung alle Variablen, die in einem Paar komplement¨arer Atome vorkommen, in-
stantiiert, wenn das Paar zum Abschluß eines Astes verwendet wird. Beispielswei-
se kann ein PaarT:1:(X):p, F:1:(Y ):p nur verwendet werden, um einen Ast abzu-
schließen, wenn Formeln wieT:1:1:q zur Verfügung stehen, die die Markierungen
des komplement¨aren Paars rechtfertigen. Also muß in diesem Fall die Substituti-
on fX 7! 1; Y 7! 1g angewendet werden. Wenn jedoch komplement¨are Atome be-
nutzt werden, die universelle Variablen enthalten, wie z. B.T:1:(x):p und F:1:(y):p,
dann muß man zwar noch immer testen, ob es Formeln auf dem Ast gibt, die eine
Instanz1:(n) von1:(x) und1:(y) rechtfertigen, aber es ist nicht mehr notwendig, die
universellen Variablenx undy zu instantiieren, wenn der Ast geschlossen wird.
Anders als die Erweiterungsregel des gemischte Variablen verwendenden Kalk¨ulsCmvPL1
für PL1 macht die Erweiterungsregel des Kalk¨ul CmvK fürK keinen Gebrauch von UV-
Unifikation. Der Grund ist, daß freie Variablen in Markierungen niemals mit kom-
plexen Termen instantiiert werden, sondern nur mit einer anderen freien Variablen
oder einer nat¨urlichen Zahl. Markierungen mit gemischten Variablen sind unifizier-
bar, wenn es Substitution gibt, die ihre jeweiligen universellen Variablen instantiiert,
und eine weitere gemeinsame Substitution, die ihre starren Variablen instantiiert, so
daß die Kombination dieser Substitutionen ein Unifikator der Markierungen ist. Die
Substitutionen universeller und die Substitution starrer Variablen k¨on en sich nicht ge-
genseitig beeinflussen, und nur die starre Variablen instantiierende Substitution wird
auf das Tableau angewendet.
Die ErweiterungsregelEmvK vonC
mv
K ist in Tabelle 4.8 schematisch dargestellt; und sie
ist im folgenden formal definiert.
Definition 4.3.19 Für alle Signaturen 2 Sigmod und alle Prämissen
  TabFormmod()
besteheE rvK ()() aus den folgenden Konklusionen mit gemischten Variablen (wobei
de eine beliebige aber feste Bijektion vonFormmod() in die Menge der nat¨urlichen
Zahlen ist):
– hff1; 2gg für alle 2 ,
– hff1g; f2gg; idi für alle  2  und alle = fx1 7! X1; : : : ;xk 7! Xkg, so
daßx1; : : : ;xk diejenigen universellen Variablen sind, die
sowohl in1 als auch in2 vorkommen, undfX1; : : : ; Xkg
beliebige starre Variablen sind,
– hffT::(x):Ggg; idi für alleT::2G 2 , wobeix 2 UVar eine universelle Va-
riable ist, die nicht in vorkommt,
– hffF::(x):Ggg; idi für alleF::3G 2 , wobeix 2 UVar eine universelle Va-
riable ist, die nicht in vorkommt,






für alle Substitutionen = fx1 7! X1; : : : ;xk 7! Xkg,
so daßx1; : : : ;xk diejenigen universellen Variablen sind,
die sowohl in1 als auch in2 auftreten





















falls es eine Substitution 2 Subst rv und Substitutionen; 0 2 Substuv gibt,
so daß[] = [00] und
die Markierungen und00 von Formeln inInst(B) gerechtfertigt sind,
wobeiB der erweiterte Ast ist;
eine allgemeinste solche Substitution ist auf das Tableau anzuwenden
Tabelle 4.8:Erweiterungsregel-Schemata des Kalk¨ulsCmvK mit gemischten Varia-
blen für die ModallogikK.
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– hffF::n:Ggg; idi für alleF::2G 2 , wobein = d:Ge,
– hffT::n:Ggg; idi für alleT::3G 2 , wobein = dGe,
– hff?gg; i falls T::G; F:0:G 2  und eine allgemeinste Substitu-
tion in Subst rv ist, für die es Substitutionen; 0 2 Substuv
gibt, so daß[] = [00] und die Markierungen und
00 durch Formeln inInst() gerechtfertigt sind.
2
Satz 4.3.20Der Kalkül CmvK ist eine Version mit starren Variablen einer Version mit
universellen Variablen des KalkülsCK aus Abschnitt 3.7.4.
Korollar 4.3.21 Der Kalkül CmvK ist korrekt und vollsẗandig.
Beispiel 4.3.22Wir setzen Beispiele 3.7.22 und 4.2.34 fort und beweisen wieder, daß
die Formel
G = 2(:p _ q) ^ 2p ^ (3:q _3:p)
K-unerfüllbar ist, nun aber mit Hilfe des oben definierten Kalk¨uls CmvK mit gemisch-
ten Variablen. Abbildung 4.5 zeigt ein geschlossenes TableauT conmv mit gemischten
Variablen fürG.4
Bei der Anwendung der Erweiterungsregel auf die-Formeln 2 und 4, durch die die
Formeln 6 bzw. 7 zum Tableau hinzugef¨ugt werden, werden die universellen Varia-
blenx1 bzw.x2 eingeführt (statt starrer Variablen).
Wenn die Erweiterungsregel auf die Formel 6 angewendet wird, und die Formeln 12
und 13 zum Tableau hinzugef¨ugt werden, verliert die in der Pr¨amisse auftretende uni-
verselle Variablex ihre Universalität, da sie ¨uber beide Extensionen verteilt wird; in
12 und 13 ist sie durch die starre VariableX1 ersetzt.
In der Version des Beweises, in der ausschließlich starre Variablen verwendet werden,
muß die SubstitutionfX1 7! 1; X2 7! 1g beim Abschluß des linken Astes auf das Ta-
bleau angewendet werden. Nun enth¨al das Tableau jedoch die universelle Variablex2
statt der starren VariablenX2. Darum reicht es aus, zu ¨uberprüfen, daß eine Instantiie-
rung vonx2 existiert, die erlaubt, den Ast abzuschließen. Es gen¨ugt, die Substitution
fX1 7! 1g, die die starre VariableX1 instantiiert, auf das Tableau anzuwenden.
Wie im Beweis mit ausschließlich starren Variablen erfordert der Abschluß des mitt-
leren Astes keine weiteren Instantiierungen, nachdemfX1 7! 1g angewendet worden
ist. Nun ist allerdings die Variablex2 universell und ist daher beim Abschluß des
linken Astesnicht mit 1 instantiiert worden. Daher ist es nicht notwendig, eine zwei-
te Variante der Formel 7 zu erzeugen; der rechte Ast kann mit den komplement¨aren
Atomen 7 und 18 abgeschlossen werden, weilx2 mit 2 instantiiert werdenkönnte.
4 Die Abbildung zeigt die Tableauformeln mit uninstantiierten starren Variablen; die w¨ahrend der
Konstruktion des Tableaus anzuwendende SubstitutionfX1 7! 1g ist separat aufgef¨uhrt.
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Anzuwendende
Substitution:
1 = fX1 7! 1g
[1;–] T:1:2(:p _ q) ^ 2p ^ (3:q _3:p)
[2;1] T:1:2(:p _ q)
[3;1] T:1:2p ^ (3:q _3:p)
[4;3] T:1:2p
[5;3] T:1:3:q _3:p














Abbildung 4.5: Das TableauT conrv aus Beispiel 4.2.34 entsteht durch Anwendung
der Substitution1 auf den obigen Baum.
Dann wäre die Markierung1:(x2) der Formel 7 durch die Formeln des rechten Astes
gerechtfertigt (n¨amlich durch Formel 18); es ist wiederum nicht notwendig, die Substi-
tutionfx2 7! 2g, die eine universelle Variable instantiiert, tats¨chlich auf das Tableau
anzuwenden – ihre Existenz gen¨ugt. 2
4.4 Verbesserte Skolemisierung
Skolemisierung ist eine erf¨ullbarkeitserhaltende Deduktion der folgenden allgemeinen
Form: Wenn eine Formel bzw. eine Pr¨amisse gegeben ist, die die Existenz eines
Objekts mit bestimmten Eigenschaften in allen Modellen von impliziert, dann wird
ein Skolem-Symbol, ein Skolem-Term oder ein anderes syntaktisches Konstrukt ein-
geführt, daß ein beliebiges dieser Objekte repr¨asentieren soll, deren Existenz bekannt
ist; und eine Formel wird abgeleitet, die die Tatsache ausdr¨uckt, daß das von dem
Skolem-Symbol repr¨asentierte Objekt die bekannten Eigenschaften hat.
Beispiel 4.4.1Eine FormelÆ = (9x)((x)) der Prädikatenlogik erster Stufe impli-
ziert die Existenz eines Elementesd im Universum jederÆ erfüllenden prädikaten-
logischen StrukturhD; Ii mit der Eigenschaft, daßvalI;[x 7!d]((x)) = true. Eine
4.4 Verbesserte Skolemisierung 137
Skolem-Konstantec (oder ein Skolem-Termt) wird eingeführt, died repräsentiert;
und die Formel(c) (bzw.(t)) wird abgeleitet. 2
Beispiel 4.4.2Eine UngleichungF:(s  t) impliziert, wenns undt als Mengen inter-
pretiert werden, die Existenz eines Elementesd, das in nur einer der beiden Mengen
vorkommt, nicht aber in der anderen.
Darum führt die Erweiterungsregel des Kalk¨u sCMLSS aus Abschnitt 3.8 f¨ur das Frag-
ment MLSS der Mengentheorie, wenn sie auf eine Ungleichung angewendet wird, eine
Konstantec ein, die das existierende Elementd darstellt. 2
Die Objekte, deren Existenz bekannt ist, m¨ussen keine Elemente eines Universums
sein. Sie k¨onnen auch Funktionen, Relationen oder m¨ogliche Welten sein (wie es bei
Kalkülen für Modallogiken der Fall ist).
Tableaukalk¨ule für viele Logiken verwenden die eine oder andere Art von Skolemisie-
rung. Oft jedoch liefert die
”
Standard-Skolemisierung“ keine optimalen Ergebnisse.
Diese Kalküle können wie folgt verbessert werden: Statt ein beliebiges neues Skolem-
Symbol einzuf¨uhren, wird jeder Pr¨amisse, aus der die Existenz eines Objektes mit be-
stimmte Eigenschaften abgeleitet werden kann, ihr eigenes Symbol zugewiesen (bzw.
eine Konstante oder ein Term). Wenn die gleiche Pr¨amisse noch einmal f¨ur eine Erwei-
terung verwendet wird, dann wird auch wieder das gleiche Skolem-Symbol benutzt.
Da die Menge aller Pr¨amissen aufz¨ahlbar ist, können sie nur endlich viele verschiede-
ne Eigenschaften ausdr¨ucken, so daß eine aufz¨ahlbare Menge von Skolem-Symbolen
ausreicht.
Diese verbesserte Art der Skolemisierung wird von den gutartigen Kalk¨ulen fur Pl1
und für die ModallogikK verwendet, die in Kapitel 3 und den Abschnitten 4.2 und 4.3
beschrieben sind. Sie wurde zuerst f¨ur den Fall der Pr¨adikatenlogik erster Stufe in
(Beckertet al., 1993) eingef¨uhrt, nämlich in Form eines liberalisierten Erweiterungs-
regel-Schemas f¨ur Æ-Formeln. Eine verbesserte Version des Erweiterungsregel-Sche-
mas für -Formeln in Modallogiken wurde zuerst in (Beckert & Gor´e, 1997) vorge-
stellt. Die verbesserte Skolemisierung in Pr¨adikatenlogik erster Stufe ist keine neue
Idee; die Verwendung eines Skolem-Terms, der der zu skolemisierenden Formel ein-
deutig zugeordnet ist, entspricht in gewisser Weise den-Termen, die zuerst in (Hil-
bert & Bernays, 1939) definiert wurden (eine gute Einf¨uhrung in-Logik findet sich in
(Meyer Viol, 1995)).
Diese verbesserte Skolemisierung in Tableaukalk¨ulen für das Automatische Beweisen
zu verwenden, hat mehrere wichtige Vorteile. Erstens bewahrt sie die Monotonie der
Erweiterungsregeln, w¨ahrend eine Regel, die Symbole einf¨uhrt, dieneusein müssen,
nicht monoton ist (Kalk¨ule, die solch eine Regel verwenden, sind nicht gutartig).
Zweitens wird durch die verbesserte Skolemisierung der Suchraum eingeschr¨ankt,
weil die Zahl der verschiedenen Skolem-Symbole, die in einem Beweis verwendet
werden, kleiner ist. Und drittens haben Kalk¨ule, die die verbesserte Skolemisierung
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nicht verwenden, in der Regel nicht die Eigenschaft dersta kenKorrektheit der Er-
weiterung (Eigenschaft 2 in Def. 3.5.8), d. h., sie erhalten nicht notwendig die Erf¨ull-
barkeit durchdieselbenTableauinterpretationen. Der Grund hierf¨ur ist, daß eine mit
Standard-Skolemisierung konstruierte Konklusion nur durch eine Tableauinterpreta-
tion erfüllt wird, in der das neue Skolem-Symbol in der richtigen Weise interpretiert
wird, nämlich durch eines der Objekte, deren Existenz bekannt ist. Wird dagegen die
verbesserte Skolemisierung verwendet, dann weiß man von vorneherein, was die Ei-
genschaften des Objektes sind, das durch ein bestimmtes Skolem-Symbol repr¨asentiert
wird. Also ist es m¨oglich, die Menge der Tableauinterpretationen so zu w¨ahlen, daß sie
nur kanonischeInterpretationen enth¨alt, in denen die Skolem-Symbole durch Objekte
mit den richtigen Eigenschaften interpretiert werden. Wenn solche kanonischen In-
terpretationen benutzt werden, dann erh¨alt (die verbesserte) Skolemisierung nicht nur
die Erfüllbarkeit, sondern Pr¨amisse und Konklusion werden durchdieselben(kanoni-
schen) Tableauinterpretationen erf¨ullt. Um die Korrektheit des Kalk¨uls zu beweisen,
muß man dann nat¨urlich zusätzlich zeigen, daß jedes initiale Tableau f¨ur eine erfüllba-
re Formelmenge von einerkanonischenTableauinterpretation erf¨ullt wird. Das kann
in der Regel nur dann gelingen, wenn man sicher sein kann, daß die Skolem-Symbole
nicht in initialen Tableaus vorkommen k¨onnen – was der Hauptgrund daf¨ur ist, daß wir
die Verwendung einer erweiterten Signatur fd̈ie Konstruktion von Tableaubeweisen
zulassen, denn die zus¨atzlichen Symbole der erweiterten Signatur k¨onnen nicht in in-
itialen Tableaus vorkommen.
Oft ist es auch m¨oglich – in Abhängigkeit von der Ausdrucksst¨arke der jeweiligen
Logik –, die Korrektheit einer Erweiterungsregel, die die verbesserte Skolemisierung
benutzt,syntaktischzu beweisen (basierend auf der Korrektheit der entsprechenden Er-
weiterungsregel mit Standard-Skolemisierung). Beispielsweise beweist Egly (1998),
daß es in einem Tableaukalk¨u für PL1 mit Standard-Skolemisierung und nicht-ana-
lytischer Schnittregel – da die Schnittregel trivialerweise korrekt ist, beeintr¨achtigt
ihre Verwendung das Argument nicht – m¨oglich ist, für alle FormelnG (in mehreren
Schritten) aus der leeren Pr¨amisse die Tableauformel
T:(8x)((9y)(G(x; y)! G(x; f(x))))
abzuleiten, wobeif = skofv((9y)(G(X; y)). Daraus folgt die Korrektheit einer Er-
weiterungsregel f¨ur PL1, die die verbesserten Skolemisierung verwendet; denn die
obige Formel erlaubt es, an beliebiger Stelle im Tableaubeweis die Tableauformel
T:G(X; f(X)) aus der TableauformelT:(9y)(G(X; y)) abzuleiten.
Neben der Frage, welches Skolem-Symbol zu verwenden ist, besteht das Problem, die
Korrektheit der Skolemisierung im Zusammenhang mit freien (sowohl starren als auch
universellen) Variablen sicherzustellen. Man muß daf¨ur sorgen, daß die Instantiierung
von starren Variablen mit Skolem-Symbolen (oder mit Termen, die Skolem-Symbole
enthalten) nicht zu unerw¨unschten Ergebnissen f¨uhrt.
Beispiel 4.4.3Für alle InstantiierungenfY 7! tg der starren VariablenY impliziert
4.5 Lokale Lemmata 139
die Formel(9x)(p(x; Y ))fY 7! tg die Existenz eines Objektesd, für das
valI;[x7!d](p(x; Y )fY 7! tg) = true
gilt. Im allgemeinen gibt es jedoch kein einzelnesd, das diese Eigenschaft f¨ur alle t
hat. 2
Das im obigen Beispiel dargestellte Problem wird zumeist dadurch gel¨ost, daß man
einen komplexen Skolem-Term statt einer Skolem-Konstanten verwendet, wobei die
freien Variablen, von denen abh¨angt, welche Objekted die gewünschten Eigenschaften
haben, zu Argumenten des Skolem-Terms gemacht werden, d. h., im Beispiel wird die
Formelp(c(Y ); Y ) statt der Formelp(c; Y ) abgeleitet.
Die Schwierigkeit beim Entwurf eines korrekten Regelschemas mit Skolemisierung
ist, herauszufinden, wodurch genau beeinflußt wird, welches die Objekte sind, deren
Existenz bekannt ist. Alle freien Variablen, deren Instantiierung einen Einfluß haben
kann, müssen als Argumente des Skolem-Terms verwendet werden. Auf der anderen
Seite wird der Kalk¨ul unnötigerweise abgeschw¨acht und der Suchraum vergr¨oßert,
wenn zu viele Variablen in den Skolem-Term eingehen.
Beispielsweise verwendeten fr¨uhere Versionen von Kalk¨ulen mit starren Variablen
für PL1 eine Skolemisierung, bei der alle starren Variablen, die auf dem erweiterten
Ast vorkommen, zu Argumenten des Skolem-Terms werden. Sp¨ater erkannte man, daß
nur die Instantiierung der Variablen, die in einerÆ-FormelnÆ vorkommen (und nicht
aller Variablen auf dem Ast) einen Einfluß darauf haben, welche Objekt im Universum
einer Æ erfüllenden Tableauinterpretation die vonÆ ausgedr¨uckte Eigenschaft haben
(Hähnle & Schmitt, 1994); es ist also ausreichend, die inÆ vorkommenden Variablen
zu Argumenten des Skolem-Terms zu machen, der bei einer Regelanwendung aufÆ
eingeführt wird.
Man kann nat¨urlich alle Schwierigkeit, die durch die Verwendung freier Variablen
im Zusammenhang mit Skolemisierung entstehen, dadurch beseitigen, daß man die
Eingabe-Formeln in einem Vorverarbeitungsschritt skolemisiert, wie es in allen Kal-
külen geschieht, die Klauselnormalform verwenden. Allerdings ist das f¨ur manche
Logiken nicht möglich, so z. B. für intuitionistische Pr¨adikatenlogik. Außerdem f¨uhrt
Skolemisierung zu einem Informationsverlust (und fr¨uhe Skolemisierung zu fr¨uhem
Informationsverlust). Betrachten wir beispielsweise die Formel = T:(9x)(p(x)) und
ihre skolemisierte Version0 = T:p(c). Wenn ein lokales Lemma bzw. 0 erzeugt
wird (siehe Abschnitt 4.5), dann ist das Lemma, das zuT:(8x)(:p(x)) äquivalent
ist, sehr viel n¨utzlicher als das Lemma0, das zuT::p(c) äquivalent ist. Tats¨achlich
haben Tableaukalk¨ule für PL1 mit Lemma-Generierung unddynamischerSkolemisie-
rung nicht-elementar k¨urzere Beweise f¨ur bestimmte Formelklassen als Kalk¨u e mit
Lemma-Generierung und Skolemisierung alsVorverarbeitungsschritt(Egly, 1998).
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4.5 Lokale Lemmata
Eine einfache und in vielen F¨allen nützliche Methode zum St¨arken von Kalk¨ulen mit
Erweiterungsregel ist, sicherzustellen, daß die Extensionen einer Konklusion sich nicht
semantiscḧuberschneiden:
Definition 4.5.1 SeiC ein (Grund-)Tableaukalk¨ul für eine LogikL; und sei 2 Sig
eine Signatur vonL.
Zwei ExtensionenE1; E2  TabForm() überschneiden sich semantisch, wenn es
eine Tableauinterpretation inTabInterp() gibt, die sowohlE1 als auchE2 erfüllt.
2
Beispiel 4.5.2Betrachten wir den Tableaukalk¨ul CPL1 für PL1 aus Abschnitt 3.6. Die
zwei ExtensionenfT:pg undfT:qg in der Konklusion der Pr¨amissefT:(p _ q)g über-
schneiden sich semantisch, daT:p undT:q beide von ein und derselben Tableauinter-
pretation vonCPL1 erfüllt werden können. 2
Wenn eine Erweiterungsregelanwendung eine Konklusion verwendet, die sich seman-
tisch überschneidende Extensionen enth¨alt, dann wird in gewissem Sinne weniger
Information zum Tableau hinzugef¨ugt. Intuitiv muß man, um ein TableauT abzu-
schließen, zeigen, daß keine Tableauinterpretation existiert, die irgendeinen Ast vonT
erfüllt; und wenn esÄste gibt, die (teilweise) von denselben Tableauinterpretation
erfüllt werden, dann m¨ussen diese Tableauinterpretationen, die mehr als einen Ast
erfüllen, mehrfach behandelt werden.
Extensionen k¨onnen durch zus¨atzliche Tableauformeln ¨uberschneidungsfrei gemacht
werden; dabei k¨onnen aber auch zus¨atzliche Extensionen erforderlich werden, und
man muß vorsichtig vorgehen, damit die Korrektheit des Kalk¨uls erhalten bleibt.
Satz 4.5.3SeiC ein gutartiger (Grund-)Tableaukalkül für eine LogikL, der (1) die
Korrektheitseigenschaften aus Definition 3.5.3 hat (und also korrekt ist) und (2) voll-
ständig ist; und sei eine Signatur vonL.




(1  i  k), sei die KonklusionC ! wie folgt definiert:





1; : : : ; 
j
lj 1
g j 1  i  k, und1  lj  rj für 1  j  ig :
Sei der Kalk̈ul C ! wie folgt definiert: Die ErweiterungsregelE ! vonC ! ist für alle Si-
gnaturen 2 Sig und alle Pr̈amissen 2 TabForm() durch
E !()() = fC ! j C 2 E()()g
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gegeben, wobeiE die Erweiterungsregel vonC ist; undC ! stimmt mitC von der Erwei-
terungsregel abgesehenüberein.
Dann gilt folgendes:
1. Der Kalk̈ul C ! hat die Korrektheitseigenschaften aus Definition 3.5.3 (und ist
also korrekt);
2. der Kalk̈ul C ! ist vollsẗandig;
3. für alle Signaturen 2 Sig und alle Pr̈amissen 2 TabForm() sind die Ex-
tensionen in allen Konklusionen inE !()() semantiscḧuberschneidungsfrei.
Beweis:Korrektheitseigenschaften:Die Korrektheitseigenschaft 1 aus Definition 3.5.3
überträgt sich trivialerweise, weil sichC undC ! nur in ihrer Erweiterungsregel unter-
scheiden.
Um zu beweisen, daß die zweite Korrektheitseigenschaft (Korrektheit der Erweite-
rung) erhalten bleibt, benutzen wir Lemma 3.5.9. Danach gen¨u t es zu zeigen, daß,
wenn eine der Extension in einer KonklusionC = fE1; : : : ; Ekg von einer Tableau-
interpretationhm; Ii erfüllt wird, auch eine der Extensionen inC ! von hm; Ii erfüllt
wird. SeiEi die erste Extension inC, die vonhm; Ii erfüllt wird, d. h.,hm; Ii erfüllt
keine der ExtensionenE1; : : : ; Ei 1; und sei jeweils
j
lj
die erste Tableauformel inEj,














die ein Element vonC ! ist, vonhm; Ii erfüllt wird.
Vollständigkeit:Die Vollständigkeit vonC ! folgt sofort aus der Vollst¨andigkeit vonC,
weil beide Kalküle gutartig sind und also die zus¨atzlichen Tableauformeln in den Ex-
tensionen vonC ! die Konstruktion einesC !-Tableaubeweises nicht beeintr¨achtigen kön-
nen, der die gleichen Regelanwendungen benutzt, die zur Konstruktion einesC-Ta-
bleaubeweises verwendet werden – man beachte, daß es f¨ur j de ExtensionE ! in einer
KonklusionC ! eine ExtensionE 2 C gibt, so daßE  E !.
Keine semantischëUberschneidung:SeienEi undEi0 zwei verschiedene Extensio-
nen inC !; dann gibt es per Konstruktion vonC ! eine Tableauformel mit  2 Ei
und 2 Ei0 ; daraus folgt sofort, daß sichEi undEi0 nicht semantisch ¨uberschneiden
können. 2
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sei ein Erweiterungsregel-Schema eines Tableaukalk¨lsC. Dann ist

p r r t t t t
q s s
p q p p q q
p p p
r s r s
r r
das entsprechende Erweiterungsregel-Schema ohne semantischeÜberschneidungen
des KalkülsC ! (Satz 4.5.3). 2
Die Formeln, die zu Extensionen hinzugef¨ugt werden, um sie ¨uberschneidungsfrei zu
machen, kann man alsokale Lemmataansehen. Wenn im obigen Beispiel ein Ast
mit C ! erweitert worden ist, und der neue Teilast, derp undq enthält, abgeschlossen
worden ist, kann man folgern, daß in allen Tableauinterpretationen, die den AstB
erfüllen, mindestens eines des Atomep und q falsch ist und – dar¨uberhinaus – daß
entweder (a)p nicht erfüllt ist oder (b)p erfüllt ist aberq nicht. Also können diese
Formeln als
”
Lemmata” zu den weiteren Extensionen hinzugenommen werden. Die
Lemmata sind
”
lokal“, weil sie nur in der lokalen Konklusion verwendet werden.
Wie Beispiel 4.5.4 zeigt, kann es zu einem drastischen Anwachsen der Zahl der Exten-
sionen führen, wenn man sicherstellen will, daß die Extensionen aller Konklusionen
überschneidungsfrei sind – was also nicht immer von Vorteil ist. Nichtsdestotrotz ist
die Methode n¨utzlich, denn es steht einem frei, entweder die urspr¨ungliche Konklusi-
onC oder dieüberschneidungsfreie KonklusionC ! (Satz 4.5.3) zu verwenden und die
Entscheidung von der Zahl der Extensionen inC bzw.C ! abhängig zu machen.
Zudem kann man das Verfahren auch auf Konklusionen in Regelschemata anwenden
statt nur auf einzelne Instanzen von Schemata. In vielen F¨allen ist es dann m¨oglich,
das Schema f¨ur die KonklusionC ! zu vereinfachen, da einige ihrer Extensionen inkon-
sistent sind.
Beispiel 4.5.5Wir betrachten das folgende Erweiterungsregel-Schema, das typischer-
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Die Markierungen sind Teilmengen der Mengef0; 1
2
; 1g der Wahrheitswerte. Passende
Tableauinterpretationen f¨ur diesen Kalk¨ul können folgendermaßen definiert werden:
Für jedes Modell der Łukasiewicz-Logik gebe es eine Tableauinterpretationhm; Ii
mit je einer WeltI() für jede mögliche Markierung; und es gelteI() j= F genau
dann, wenn der Wahrheitswert vonF in dem entsprechenden mehrwertigen Modell
ein Element von ist.



























Die zweite Extension dieses Schemas ist unerf¨ullbar, da der Wahrheitswerte vonF
nicht zugleich ein Element vonf1
2
g undkeinElement vonf0; 1
2
g sein kann. Die dritte
Extension kann vereinfacht werden, da die erste ihrer Formeln die letzte subsumiert;
und die zweite und dritte Formel implizieren zusammen, daß0 der Wahrheitswert
vonG ist. Das Ergebnis ist das folgende Schema, das ¨uberschneidungsfrei ist und die













Das obige Beispiel stammt aus (H¨ahnle, 1993), wo ein Algorithmus zur Konstrukti-
on überschneidungsfreier Erweiterungsregeln f¨ur beliebige mehrwertige Logiken be-
schrieben wird.
Extensionen ¨uberschneidungsfrei zu machen, ist auch f¨ur Kalküle mit starren und uni-
versellen Variablen n¨utzlich. Da diese aber keine durch Tableauinterpretationen defi-
nierte Semantik haben, ist die Konstruktion aus Satz 4.5.3 nicht direkt anwendbar. Statt
dessen muß man sicherstellen, daß die Extensionen in der Grundversion des Kalk¨ul
überschneidungsfrei sind, bevor der Kalk¨ul gehoben wird, um eine Version mit freien
Variablen zu konstruieren
Beispiel 4.5.6Die Erweiterungsregel des Kalk¨ulsCPL1 für PL1 erlaubt die Ableitung
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dasüberschneidungsfreie Konklusionen erzeugt; es kann auch f¨ur Versionen vonCPL1
mit starren Variablen verwendet werden.
Die Verwendung dieses Schemas f¨uhrt für bestimmte Klassen von PL1-Formeln zu
einer nicht-elementaren Reduktion der L¨ange der k¨urzesten existierenden Tableaube-
weise (Egly, 1998). 2
Das folgende Beispiel zeigt, daß man Vorsicht walten lassen muß bei der Erzeugung
lokaler Lemmata, die universelle Variablen enthalten, und daß das Ergebnis der uni-
formen Konstruktion aus Satz 4.5.3 nicht immer optimal ist.




Es kann gehoben werden, um das universelle Variablen verwendende Schema
T:(F (x) _G)
T:F (x) T:G
fallsx nicht inG vorkommt
zu konstruieren. Wenn das Grund-Schema ¨uberschneidungsfrei gemacht wird, indem
das Komplement vonT:F (t) als Lemma zur rechten Extension hinzugef¨ugt wird, dann





unglücklicherweise keine universelle Variablen verwendende Version, weil der Termt
nun in beiden Extensionen vorkommt.
Es ist jedoch m¨oglich, das LemmaF:(8x)(F (x)) anstelle des LemmasF:F (t) zu ver-
wenden. Dann produziert das Regelschema nicht v¨ollig überschneidungsfreie Konklu-
sionen, aber es gibt weniger Tableauinterpretationen, die beide Extensionen erf¨ullen;




fallsx nicht inG vorkommt
2
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4.6 Die Pruning-Methode
Die Pruning-Methode5, die mit derCondensinggenannten Technik aus (Oppacher &
Suen, 1988) eng verwandt ist, erlaubt, sowohl die Gr¨oße des Suchraumes als auch die
Länge der generierten Tableaubeweise zu reduzieren.
Nehmen wir an, ein AstB eines Tableaus werde mit einer aus ExtensionenE1; : : : ; Ek
bestehenden KonklusionC erweitert, und im weiteren Verlauf des Beweises werde ein
geschlossenes Teiltableau unter einer der ExtensionenEi konstruiert, wobeikeineder
Tableauformeln inEi bei der Konstruktion des Teiltableaus in einer Pr¨amisse Verwen-
dung findet. Dann kann das Teiltableau auch an jeden anderen Teilast unterhalb einer
der ExtensionenEj (j 6= i) oder sogar direkt an den AstB angefügt werden.
Es gibt mehrere m¨ogliche Wege, eine solche Situation auszunutzen:
1. Der Kalkül kann verst¨arkt werden, indem man die Tableauregel so ver¨andert,
daß sie erlaubt,? zu allen Teilästen unterhalb der ExtensionenEj hinzuzufügen
(j 6= i); dadurch wird der Kalk¨ul jedoch nicht-gutartig, weil? in diesem Fall
nicht aus Pr¨amissen auf den erweitertenÄsten abgeleitet wird.
2. Man kann den Kalk¨ul so verändern, daß es m¨oglich wird, die Entscheidung auf-
zuschieben, welches die n¨achste Konklusion sein soll, die zur Erweiterung eines
Astes verwendet wird. Die KonklusionC wird dann nur
”
vorläufig“ zur Erwei-
terung vonB verwendet. Nur wenn sp¨ater Formeln aus allen ihren Extensionen
zum Abschluß von̈Asten verwendet werden, wird die Entscheidung getroffen,
daßC tatsächlich für die Erweiterung vonB verwendet werden soll; andern-
falls wird die Entscheidung getroffen, daßC nicht verwendet werden soll, die
vorläufige Erweiterung mitC wird rückgängig gemacht, und das geschlosse-
ne Teiltableau unterhalbEi wird direkt anB angefügt. Aber auch dies macht
den Kalkül nicht-gutartig, weil in einem gutartigen Kalk¨ul eine Tableauformeln
nicht wieder entfernt werden kann, wenn sie erst einmal zum Tableau hinzu-
gefügt worden ist.
3. Man läßt den Kalk¨ul unverändert; die Information, daß das geschlossene Teilta-
bleau unterhalbEi konstruiert werden kann, ohne Formeln ausEi in Prämissen
zu verwenden, wird ausgenutzt, indem dieses Teiltableau an jeden noch offe-
nen Ast unterhalb der ExtensionenEj (j 6= i) angefügt wird. Dann bleibt der
Kalkül gutartig; und Pruning wird als eine Technik zur deterministischen Kon-
struktion geschlossener Teiltableaus aufgefaßt. Eine Implementierung muß das
geschlossene Teiltableau nat¨urlich nicht wirklich wiederholt konstruieren; die
Information, daß (und wie) das m¨oglich wäre, gen¨ugt.6
5 Von engl.to prune: abschneiden, zurc̈kschneiden.
6 Man beachte jedoch, daß man annehmen muß, das Teiltableau sei (zumindest implizit) unter jedem
offenen Teilast unterhalb einer der ExtensionenEj vorhanden, wenn die Regularit¨at einer Erweite-
rungsregelanwendung ¨uberprüft wird (siehe Abschnitt 5.2).
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Definition 4.6.1 SeiC ein gutartiger Kalk¨ul für eine LogikL; sei 2 Sig eine Signa-
tur; und seiT0; : : : ; Tn eine Folge von Tableaus f¨ur eine MengeG  Form() von
Formeln, so daßTi+1 ein Nachfolgetableau vonTi ist (1  i < n).
Ein Vorkommen einer Tableauformel in einem KnotenN eines TableauTi ist benutzt
für die Konstruktion vonTi+1; : : : ; Tn, falls
1.  = ? (d. h., alle Vorkommen der Tableauformel? gelten als benutzt); oder
2. es ein TableauTj (i  j  n  1) und einen AstBj durch denN entsprechen-
den KnotenNj in Tj gibt, so daßTj+1 ausTj durch Erweiterung des AstesBj
konstruiert ist, wobei eine enthaltende Pr¨amisse und eine Konklusion
Cj = fE1; : : : ; Ekg
verwendet ist und ein Vorkommen inTj+1 von zumindest je einer Formel in
jeder der ExtensionenE1; : : : ; Ek für die Konstruktion vonTj+1; : : : ; Tn benutzt
ist. 2
Wenn es mehr als ein Vorkommen derselben Formel auf einem AstB gibt, von denen
eines zur Erweiterung vonB benutzt ist, dann gelten sie gem¨aß Definition alle als
benutzt. Man k¨onnte statt dessen auch nur eines der Vorkommen als benutzt ansehen
(bevorzugt dasjenige, das der Wurzel des Tableaus am n¨achsten ist); jedoch sollten zu
viele Vorkommen derselben Formel auf einem Ast ohnehin vermieden werden (siehe
Abschnitt 5.2).
Beispiel 4.6.2Wir betrachten das in Abbildung 4.6 (a) dargestellt Tableau; wir neh-
men an, zur Konstruktion des Tableaus sei zun¨achst die KonklusionfE1; E2g der Prä-






und schließlich seien das geschlossene TeiltableauT1 n den Ast unterhalbE 01 und das
geschlosseneT2 an den Ast unterhalbE 02 angefügt worden; dieÄste, die die Extensio-
nenE 03 undE2 enthalten, seien noch offen.
Weiter nehmen wir an, daß keine der Formeln inE1 für die Konstruktion des Teiltable-
ausT1 benutzt worden ist und daß keine der Formeln inE1 undE 02 für die Konstruktion
vonT2 benutzt worden ist. Dann gelten per Definition die Formeln in als unbenutzt.
Ob Formeln inE 01 für die Konstruktion vonT1 benutzt sind, ist irrelevant.
Wenn die erste der M¨oglichkeit, Pruning auszufḧren, verwendet wird, dann kann?
zu den verbleibenden offenen̈Asten hinzugef¨ugt werden (Abbildung 4.6 (b)). Wird
die zweite Möglichkeit verwendet, werden also alle Tableauerweiterungen, die sich
als unnötig erweisen, zur¨uckgenommen, dann entsteht das in Abbildung 4.6 (c) dar-
gestellt Tableau. Und das Tableau aus Abbildung 4.6 (c) ist das Ergebnis der dritten
Möglichkeit, Pruning auszufḧren, die die Gutartigkeit des Kalk¨uls erhält. Man beach-
te, daß die verschiedenen Pruning-Techniken alle zweimal ausgef¨uhrt werden m¨ussen,
nämlich einmal für jede der beiden Erweiterungsregelanwendungen, mit denen die un-
benutzten ExtensionenE1 bzw.E 02 zum Tableau hinzugef¨ugt wurden. 2




































Abbildung 4.6: Anwendung der Pruning-Technik (Beispiel 4.6.2).
4.7 Zusatzliche Regelschemata
Eine einfache aber oft effektive Weise, einen Kalk¨ul zu verstärken, ist die Einf¨uhrung
zusätzlicher Erweiterungsregel-Schemata. Wenn eine bestimmte Folge von Regelan-
wendungen h¨aufig auftritt, ist es sinnvoll, die Tableauregel so zu erweitern, daß eine
einzige Regelanwendung den gleichen Effekt hat, wie die h¨aufig auftretenden Folge
von Anwendungen.
Beispiel 4.7.1Nehmen wir an, daß in einem bestimmten Anwendungsgebiet h¨aufig
Formeln der FormT:(true ! ) vorkommen, was z. B. auftreten kann, wenn die zu
beweisenden Formeln automatisch generiert werden.
In diesem Fall ist es n¨utzliche, den Kalk¨ul CPL1 für PL1 um ein zus¨atzliches Schema
T:(true ! )
T:
zu erweitern, so daßT: in einem Schritt abgeleitet werden kann, ohne den Ast zuerst
mit der KonklusionffF:trueg; fT:gg erweitern zu m¨ussen, um dann einen der bei-
den neuen Teil¨aste durch Ableitung von? aus der Pr¨amissefF:trueg abzuschließen.
2




Im vorangegangenen Kapitel wurden Methoden zur Verbesserung eines Tableaukal-
küls diskutiert, die es erm¨oglichen, kürzere Beweise zu erzeugen. Das Thema dieses
Kapitels ist nun, wie man auf effiziente Weise in dem verbleibenden kleineren Such-
raum nach einem Beweis suchen kann.
Der Suchraum l¨aßt sich als Suchbaum veranschaulichen, wobei jede m¨ogliche Wahl
der nächsten Erweiterungsregelanwendung auf ein TableauT einen Knoten im Such-
baum mit sovielen Nachfolgern erzeugt, wieT Nachfolgetableaus hat. Der Suchbaum
einesbeweiskonfluentenKalküls (der keine Sackgassen enth¨al ) ist in Abbildung 5.1
schematisch dargestellt; dort sind alle Pfade entweder unendlich oder enden in einem
Beweis (durch einen Stern? angedeutet).
Zwei Konzepte f¨ur die Beweissuche sind zu unterscheiden:TiefensucheundBreiten-
suche. Damit Tiefensuche m¨oglich ist, darf es entweder keine Pfade im Suchbaum
geben, die keinen Beweis enthalten, oder es muß m¨oglich sein, solche Pfade zu ver-
meiden, indem man bei der Konstruktion von TableausFairneßstrategien anwendet.





Abbildung 5.1: Suchbaum eines beweiskonfluenten Kalk¨uls.
149






5.1.2 Breitensuche und Iterative deepening
Da Fairneßstrategien, die Tiefensuche erm¨oglichen, für Tableaukalk¨ule mit starren Va-
riablen schwer zu konstruieren sind, verwenden die meisten automatischen Dedukti-
onssysteme Breitensuche. Mit Breitensuche k¨onnen kürzere Beweise als mit Tiefen-
suche gefunden werden, weil alle Pfade des Suchbaums abgesucht werden, w¨ahrend
mit Tiefensuche ein Pfad, der einen kurzen Beweis enth¨alt, unter Umst¨anden nicht
betrachtet wird; Fairneßstrategien stellen nur sicher, daßirgendeinBeweis gefunden
wird, es muß aber nicht der k¨urzeste sein. Dabei ist zu bedenken, daß die L¨ange der
gefundenen Beweise bei automatischer Deduktion nicht von großer Bedeutung ist (der
einzige Vorteil kurzer Beweise ist, daß sie weniger Regelanwendungen erfordern, und
daher leichter zu finden sind). Breitensuche ist sehr viel
”
teurer“ als Tiefensuche, weil
benachbarte Pfade des Suchbaums viele ¨ahnliche oder sogar identische Tableaus ent-
halten, die bei Breitensuche alle betrachtet werden. Dieser Nachteil der Breitensuche
überwiegt bei weitem jeden Vorteil, den sie haben mag. In Abbildung 5.2 ist schema-
tisch dargestellt, welcher Teil des Suchbaums bei Breitensuche durchsucht wird.
Für alle (praktikablen) Vervollst¨andigungsmodi, d. h., alle (monotonen) Funktionenm
von N in die Menge aller Tableaus, so daß
S
i2Nm(i) alle konstruierbaren Tableaus
enthält, wächst die Gr¨oßejm(i)j des Suchbaums exponentiell ini. Es ist – selbst f¨ur
kleine i – in der Regel nicht m¨oglich, alle Tableaus inm(i) im Speicher zu halten.
Darum verwenden die meisten Implementierungen (siehe z. B. (Beckert & Posegga,
1995)) Tiefensuche mitI erative deepening(TsID) (Korf, 1985): Der partielle, end-
liche Suchraum, der aus allen Tableaus inM(i) =
S
jim(j) für ein i 2 N besteht,
wird mit Hilfe von Tiefensuche und Backtracking abgesucht; und wenn sich heraus-
stellt, daß er keinen Beweis enth¨alt, dann wirdi erhöht. Die Tableaus inM(i) stehen
für die Konstruktion der Tableaus inM(i+1) nicht zur Verfügung; sie m¨ussen wieder
neu konstruiert werden, was jedoch im Vergleich zur Breitensuche auf der
”
richtigen“






Abbildung 5.3: Tiefensuche mit Iterative deepening.
größer ist alsM(i). Obwohl TsID zu einer akzeptablen Performanz tableaubasierter
Theorembeweiser f¨uhrt, sollte man betonen, daß sie nur ein Kompromiß ist, solange
keine vollständige Fairneßstrategie f¨ur Tiefensuche zur Verf¨ugung steht.
In Abbildung 5.3 ist schematisch dargestellt, welcher Teil des Suchbaums bei TsID
durchsucht wird.
5.1.3 Tiefensuche mit Fairnestrategien
Der Vorteil von Tiefensuche mit Fairneß ist, daß die Menge der Informationen, die
die Tableaus darstellen, bei jedem Beweisschritt zunimmt; es geht keine Information
verloren, da es kein Backtracking gibt. Außerdem wird vermieden, daß gleiche Ta-
bleaus oder Folgen von Tableaus in verschiedenen Pfaden des Suchbaums mehrfach
betrachtet werden.
In Abbildung 5.4 ist schematisch dargestellt, welcher Teil des Suchbaums bei Tiefen-
suche mit Fairneßstrategie durchsucht wird – n¨amlich nur ein Ast, der in einem Beweis
endet. Durch die Fairneßstrategie werden die unendlichenÄste ohne Beweis vermie-
den. Allerdings kann der Beweis, der durch Tiefensuche mit Fairneß gefunden wird,
(sehr viel) länger sein und tiefer im Suchbaum liegen, als der k¨urzeste Beweis.
Abbildung 5.5 veranschaulicht die unterschiedliche Struktur des Suchraumes bei den
verschiedenen Suchstrategien. Dort ist der Teil des Suchraums, der untersucht worden
ist, bevor der erste Beweis gefunden wird, eingef¨arbt. Die Form des Suchraums deutet
dessen exponentielles Wachstum nach unten an.
Im Fall von Grundkalk¨ulen ist es relativ leicht, Tiefensuche zu verwenden. Deren Er-
weiterungsregeln sind nicht-destruktiv; darum gen¨ugt es, systematisch alle m¨oglichen
Konklusionen zu verwenden, bis allëAste des konstruierten Tableaus entweder voll
expandiert oder geschlossen sind.










Abbildung 5.5: Vergleich der verschiedenen Suchstrategien.
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Bei Kalkülen mit starren Variablen ist die Situation sehr viel komplizierter, denn sie
sind destruktiv (auch wenn sie beweiskonfluent sind). Die Anwendung einer Substitu-
tion kann Formeln auf einem Tableau zerst¨o en, die für den Beweis ben¨otigt werden,
und darum wieder hergestellt werden m¨ussen, indem sie noch einmal aus ihren Pr¨amis-
sen abgeleitet werden.
Bis jetzt gab es keine praktikable Antwort auf die Frage, wie eine deterministische
Beweisprozedur, die Tiefensuche verwendet und vollst¨andig ist, für einen Kalkül mit
starren Variablen zu konstruieren sei. Solche Prozeduren waren nur f¨ur den Spezialfall
nicht-destruktiver Kalk¨ule mit starren Variablen bekannt, bei denenÄste ohne die In-
stantiierung von Variablen erweitert werden und schließlich nur eine einzige Substitu-
tion angewendet wird, von der bekannt ist, daß mit ihre alleÄste zugleich geschlossen
werden können.
In diesem Kapitel wird das Problem analysiert, eine deterministische Beweisprozedur
für Kalküle mit starren Variablen zu konstruieren; und eine L¨osung wird vorgestellt
für den allgemeinen Fall beliebiger starre Variablen verwendender Kalk¨ule, die gutar-
tig sind (und also insbesondere beweiskonfluent). Keine anderen Annahmen werden
gemacht; insbesondere ist die Methode nicht auf Kalk¨ule fur bestimmte Logiken oder
Formeln in einer bestimmten Normalform (wie etwa Klauselnormalform) beschr¨ankt.
Die deterministische Suchstrategie, die wir vorschlagen, basiert auf:
 Regulariẗat (Abschnitt 5.2), um sicherzustellen, daß keine
”
Zyklen“ in der Su-
che auftreten (es also nicht m¨oglich ist, die gleichen Formeln oder Teiltableaus
wieder und wieder abzuleiten),
 Gewichtsordnungen(Abschnitt 5.3), wobei jeder Tableauformel ein
”
Gewicht“
in solcher Weise zugeordnet wird, daß es (bis auf Variablenumbenennung) nur
endlich viele verschiedene Formeln mit einem bestimmten Gewicht gibt. Wenn
dann Tableauformeln mit kleinerem Gewicht zuerst abgeleitet werden, wird fr¨u-
her oder sp¨ater jede Konklusion zu allen̈Asten hinzugef¨ugt werden, die ihre
Prämisse enthalten, so daß diese Strategie also fair ist.
 Rekonstruktionsschritten(Abschnitt 5.4), die den Kalk¨ul in gewissem Sinne
”
schwach“ nicht-destruktiv machen. Direkt im Anschluß an einen destruktiven
Erweiterungsschritt, werden die Regelanwendungen ausgef¨hrt, die notwendig
sind, um die zerst¨orten Formeln zu rekonstruieren.
Die wesentliche Schwierigkeit ist, eine Regularit¨tsbedingung zu definieren, die auf
der einen Seite restriktiv genug ist, um Zyklen in der Beweiskonstruktion zu vermei-
den, und auf der anderen Seite aber auch nicht zu restriktiv ist, so daß die Vollst¨andig-
keit erhalten bleibt.1
1 Baumgartner (1998) schl¨agt eine Regularit¨atsbedingung vor, die (ein wenig) zu restriktiv ist, so daß
zwar Zyklen in der Beweissuche vermieden werden, andererseits aber Tiefensuchemit Iterative de-
epeningverwendet werden muß, um die Vollst¨andigkeit sicherzustellen.
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Unsere Fairneßstrategie ber¨ucksichtigt das ganze Tableau (und nicht nur einen einzel-
nen Ast), und zwar sowohl wenn es darum geht, die Regularit¨at zuuberprüfen, als auch
bei der Auswahl einer Konklusion mit minimalem Gewicht. Eine auf dieser Strategie
beruhende Prozedur kann jederzeit jeden Ast des Tableaus erweitern. Das bedeutet
keinen besonders großen Speicherverbrauch; zumindest ist er nicht h¨oher als der einer
Beweisprozedur, die zwar immer nur einen
”
aktuellen“ Ast erweitert bis er geschlossen
ist und erst dann anderëAste betrachtet, die aber Iterative deepening benutzt, um die
Vollständigkeit sicherzustellen, und also alle schon geschlossenenÄst für den Fall,
daß Backtracking eintritt, speichern muß.
5.1.4 Wann ist eine Beweisprozedur praktikabel?
Wie oben schon gesagt, gab es bisher keinepraktikablenBeweisprozeduren f¨ur Kal-
küle mit starren Variablen. Unter
”
praktikabel“ ist zu verstehen, daß die Berechnungs-
komplexität der Entscheidung, was die n¨achste Erweiterungsregelanwendung in einer
bestimmten Situation sein soll, nicht unangemessen groß ist. Außerdem soll die Zahl
der Erweiterungsschritte, die notwendig sind, um einen Beweis zu finden, in einem an-
gemessenen Verh¨altnis zur Zahl der notwendigen Schritte stehen, wenn Breitensuche
verwendet wird.
Trivialerweise existiert eine (nicht-praktikable) deterministische Beweisprozedur f¨ur
alle monotonen Kalk¨ule – nämlich die triviale Prozedur, die eine Breitensuche im Hin-
tergrund durchf¨uhrt. Bis ein Beweis (im Hintergrund) gefunden ist, w¨ahlt sie (im
Vordergrund) beliebige Erweiterungsregelanwendungen. Wenn ein Beweis gefunden
ist, fügt sie diesen als Teiltableau an alle offenenÄste an, was m¨oglich ist, da der
Kalkül monoton ist. Solch ein Prozedur ist nat¨urlich völlig nutzlos. Man beachte,
daß eine solch sinnlose Prozedur selbst dann definiert werden kann, wenn die Berech-
nungskomplexit¨at der Erweiterungsschritte beispielsweise darauf eingeschr¨ankt wird,
höchstens polynomiell in der Gr¨oße des erweiterten Tableaus zu sein.
Wenn die in den folgenden Abschnitten vorgestellte Fairneßstrategie verwendet wird,
ist die Komplexität der Entscheidung, welches der n¨achste Erweiterungsschritt sein
soll, polynomiell in der Gr¨oße des expandierten Tableaus bzw. der Gr¨oße seiner m¨ogli-
chen Nachfolgetableaus. Im Mittel ist die Komplexit¨at jedoch sehr viel geringer, weil
nur diejenigen Teile eines Tableau betrachtet werden m¨ussen, die durch die jeweils
Erweiterung ver¨andert werden.
Die Größe der Tableaubeweise, die mit dieser Fairneßstrategie gefunden werden (und
die Zahl der Erweiterungsschritte) ist h¨ochstens die der Tableaubeweise, die mit TsID
im schlechtesten Fall konstruiert werden (also in dem Fall, daß zuf¨allig alle Äste des
Suchbaums, die keinen Beweis haben, zuerst betrachtet werden).
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5.2 Regularitat
Der Begriff derRegulariẗat ist aus dem Tableaubeweisen in klassischer Logik in Klau-
selnormalform (Letzet al., 1992) und Negationsnormalform (H¨ahnle & Klingenbeck,
1996; Hähnleet al., 1997) bekannt; er wird in (Beckert & H¨ahnle, 1998) auf Nicht-
Normalform-Tableaus f¨ur die Prädikatenlogik erster Stufe erweitert.
Im folgenden definieren wir ein Regularit¨atskonzept f¨ur beliebige gutartige Kalk¨ule
mit starren Variablen. Dieses Konzept unterscheidet sich von dem klassischen Begriff
der Regularit¨at ganz wesentlich dadurch, daß das ganze Tableau betrachtet wird und
nicht nur ein einzelner Ast; es erweist sich als geeignet zur Konstruktion einer deter-
ministischen Beweisprozedur f¨ur Kalküle mit starren Variablen.2
Nehmen wir an, eine FolgeT1; : : : ; Tn von Tableaus sei bereits konstruiert. Wir sa-
gen, eine Erweiterungsregelanwendung aufTn sei irregulär, wenn das Nachfolge-
tableauTn+1 in einem der Vorg¨angertableausTj enthaltenist – insbesondere, wenn
Tn+1 in Tn enthalten ist. In diesem Fall stellt die FolgeTj; : : : ; Tn+1 einen Zyklus in
der Beweissuche dar, weilTn+1 keine Information enth¨alt, die nicht auch schon inTj
vorhanden sind.
Nun bleibt nat¨urlich die Frage zu beantworten, wann ein Tableau ein anderes enth¨alt.
Dazu legen wir zun¨achst fest, daß ein TableauTj ein TableauTn+1 enthält, wenn jeder
Ast vonTj einen Ast vonTn+1 enthält. Intuitiv ist in diesem Fall das TableauTn+1
redundant, denn wenn geschlossene Teiltableaus unter allen seinenÄsten konstruiert
werden können, dann ist es auch m¨oglich, geschlossene Teiltableaus unter allenÄsten
vonTj zu konstruieren, da ja jeder einen derÄste vonTn+1 enthält.
Jetzt bleibt allerdings die Frage, wann ein Tableauast einen anderen Ast enth¨alt. In
erster Annäherung k¨onnen wir sagen, daß ein AstB einen AstB0 enthält, wenn eine
Variante jeder Tableauformel inB0 in B vorkommt. Das ist allerdings einëUberver-
einfachung. Drei Aspekte m¨ussen zus¨atzlich beachtet werden:
Erster zusatzlicher Aspekt Es reicht unter Umst¨andennicht aus, wenn der AstB
nureineVariante einer Tableauformel enthält, obwohl inB0 mehrere Varianten von
vorkommen. Es kann n¨amlich sein, daßmehrereVarianten einer Formel f¨ur eine be-
stimmte Ableitung ben¨otigt werden. Wenn allerdings die Gr¨oße minimaler Pr¨amissen
in einem Kalkül beschränkt ist, minimale Pr¨amissen also h¨ochstensk Formeln ent-
halten (für ein festesk 2 N ), dann reicht es aus, wenn der AstB eineVariante jeder
höchstensk Formeln enthaltenden Teilmenge vonForm(B0) enthält – was insbeson-
dere impliziert, daß es gen¨ugt, wennB nicht mehr alsk variablendisjunkteVarian-
ten einer Formel enth¨alt. Man beachte jedoch die unten beschriebenen weiteren zu
berücksichtigenden Aspekte, die dazu f¨uhren können, daß (a) Formeln, die (auf den
2 Kalküle mit universellen Variablen werden hier nicht betrachtet, da sie sich bez¨uglich Regularität
wie Grundkalküle verhalten.
156 Kapitel 5: Konstruktion effizienter Beweisprozeduren
ersten Blick) Varianten voneinander sind, als wesentlich verschieden aufgefaßt wer-
den müssen und daß (b) wegen der Interaktion verschiedenerÄst ,k Varianten unter
Umständen doch nicht ausreichend sind.
Beispiel 5.2.1Minimale Prämissen bestehen in dem Kalk¨u fur PL1 aus Abschnitt 3.6
aus höchstensk = 2 Formeln. Ein AstB enthält darum einen AstB0 unter Umständen
nicht, selbst wenn ereineVariante jeder Formel aufB0 enthält.
Besteht beispielsweise der AstB0 aus den beiden Formeln = T:(:p(X) ^ p(f(X)))
und 0 = T:(:p(X 0) ^ p(f(X 0))), währendB nur aus der Formel besteht, dann
enthält zwarB eine Variante jeder Formel aufB0, dennoch stellt aber der̈Ubergang
vonB zuB0 sicherlich keinen Zyklus in der Beweissuche dar, weil n¨amlich der AstB0
geschlossen werden kann, der AstB aber nicht; die zweite Variante0 ist notwendig.
2
Wir beschränken uns also im folgenden auf solche Kalk¨ule, bei denen minimale Pr¨a-
missen nicht von beliebiger Gr¨oße sind, sondern in ihrer Kardinalit¨t durch eine Kon-
stantek 2 N beschränkt sind. Wie andere Kalk¨ule, d. h., solche mit minimalen Pr¨amis-
sen beliebiger Gr¨oße gehandhabt werden k¨onnen, ist am Ende von Abschnitt 5.4 be-
schrieben.
Zweiter zusatzlicher Aspekt Bei der Beantwortung der Frage, ob ein AstB einen
Ast B0 enthält, spielen nicht nur die Formeln aufB undB0 eine Rolle, sondern auch
dieassoziiertenFormeln auf anderen̈Asten, die mit den Formeln aufB bzw.B0 starre
Variablen gemeinsam haben.
Definition 5.2.2 Sind und Tableauformeln in einem TableauT mit starren Varia-
blen und gibt es eine starre Variable, die sowohl in als auch in vorkommt, dann
heißt mit  assoziiert. Die Menge aller Tableauformeln inT , die mit  assoziiert
sind, ohne selbst, sei mitAssoc(T; ) bezeichnet.




Assoc(T; )) n  :
2
Der Grund daf¨ur, daß assoziierte Formeln ber¨ucksichtigt werden m¨ussen, ist, daß ihr
Vorhandensein sich bei der Anwendung von Substitutionen wegen der gemeinsamen
Variablen auswirken kann. So werden wir zur Konstruktion einer deterministischen
Beweisprozedur in Abschnitt 5.4 Regularit¨t mit der Einschr¨ankung kombinieren, daß
jeweils nur eine solche von mehreren m¨oglichen Konklusionen verwendet werden darf,
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die bezüglich einerGewichtsordnung(Abschnitt 5.3) minimale Formeln erzeugt. Neh-
men wir an, der AstB enthalte eine Variante(X) einer Formel(X 0) aufB0, und
die VariableX komme in dem TableauT noch in einer assoziierten Formel (X) vor,
während es in dem TableauT 0 kein weiteres Vorkommen vonX 0 gebe. Nun kann
es sein, daß eine Erweiterungsregelanwendung die Instantiierung vonX bzw.X 0 mit
einem Termt erfordert. Die entstehende Formel(t) wird in beiden Tableaus von glei-
chem Gewicht sein. InT wird aber zus¨atzlich die Formel (t) erzeugt; diese kann ein
so großes Gewicht haben (insbesondere ein gr¨oßeres als(t)), daß sich dadurch die
Regelanwendung auf das TableauT verbietet – während die entsprechende Anwen-
dung aufT 0 möglich ist. In solch einem Fall enth¨alt der AstB den AstB0 alsonicht
(es sei denn er enth¨alt noch eine weitere Variante von (X 0), mit der keine Formeln
in T assoziiert sind).
Dritter zusatzlicher Aspekt Wie schon gesagt, enth¨alt ein TableauT ein Ta-
bleauT 0, wenn es f¨ur jeden AstB in T einen AstB0 in T 0 gibt, so daßB den AstB0
enthält. Dabei ist es durchaus m¨oglich, daß zwei verschiedenen̈AstenB1 undB2
vonT derselbe AstB0 zugeordnet wird. In diesem Fall gibt es f¨ur jede Menge0 von
k Formeln aufB0 eine Formelmenge1 aufB1 und eine Formelmenge2 aufB2, die
Varianten von0 sind.
Die grundlegende Idee der Enthaltenseins-Relation impliziert, daß jede Regelanwen-
dung, die auf dem AstB0 mit der Prämisse0 möglich ist, auch – gleichzeitig – auf
den beidenB0 enthaltenden̈AstenB1 undB2 mit den Prämissen1 bzw.2 möglich
sein soll. Dafür müssen aber die beiden Variablenumbenennungen, die aus1 bzw.
aus2 erzeugen, kompatibel sein. Entsprechendes gilt, wenn der AstB0 mehr als zwei
Ästen inT zugeordnet ist.
Denition und Eigenschaften der Enthaltenseins-Relation
Definition 5.2.3 SeiC ein Kalkül mit starren Variablen; seifv eine Signatur; seien
T undT 0 Tableaus ¨uberfv, die keine starren Variablen gemeinsam haben; und sei
k 2 N eine nat¨urliche Zahl.
Das TableauT k-entḧalt das TableauT 0, in ZeichenT 0 k T , wenn
i. jedem AstB vonT ein AstB0 vonT 0 zugeordnet werden kann
ii. und dann – jeweils f¨ur jedes PaarB;B0 – jeder Menge0  Form(B0) von Ta-
bleauformeln aufB0, die höchstensk Elemente hat, eine Menge  Form(B)
von Tableauformeln aufB und eine Variablenumbenennung  Subst(fv) zu-
geordnet werden kann,
so daß:
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1. Für, 0 und gilt jeweils:
(a)  = 0;
(b) für jede Tableauformel in Assoc(T;) gibt es (mindestens) eine Ta-
bleauformel 0 in Assoc(T 0;0), so daß  und 0 identisch sind bis auf
die Umbenennung starrer Variablen, dien cht in  bzw.0 vorkommen.
2. Ist ein AstB0 vonT 0 verschiedenen̈AstenB1; : : : ; Bs vonT zugeordnet (s  2),
dann gilt für alle0 aufB0, daß die0 im Zusammenhang mitB1; : : : ; Bs zuge-
ordneten Variablenumbenennungen1; : : : ; s in folgendem Sinne kompatibel
sind: es gibt eine Substitution, so daßjFree()[Assoc(T;) = i (1  i  s).
Seien nunT undT 0 Tableaus ¨uberfv, die starre Variablen gemeinsam haben; und sei
eine Variablenumbenennung, so daßT und T 0 keineVariablen gemeinsam haben.
Dann gelteT 0 k T , fallsT 0 k T . 2
Enthält eine TableauT ein TableauT 0, dann ist jedem AstB in T ein AstB0 in T 0
zugeordnet. Wir sagen dann auch, daß der AstB den AstB0 enthalte, in Zeichen
B0 k B.
Beispiel 5.2.4Sei = f(X)g und0 = f(X 0)g; ferner sei
Assoc(T;) = f (X; Y1);  (X; Y2)g :
Bedingung 1 (a) in Definition 5.2.3 ist beispielsweise erf¨ullt, wenn
Assoc(T 0;0) = f (X 0; Y 0)g :
Sie istnicht erfüllt, wennAssoc(T 0;0) = ;; und sie ist auch nicht erf¨ullt, wenn
Assoc(T 0;0) = f (Y 0; X 0)g ;
da  (X 0; Y1) und  (Y 0; X 0) gleich zu machen die Umbenennung der VariablenX 0
erfordert, die in0 vorkommt. 2
Das folgende Lemma folgt sofort aus der Definition vonk.
Lemma 5.2.5 Die Relationk auf Tableaus (Def. 5.2.3) ist transitiv und reflexiv.
Wenn ein TableauT 0 in einem TableauT k-enthalten ist, dann istT 0 in T k0-enthalten
für alle k0 < k.
Beispiel 5.2.6Als einfaches Beispiel betrachten wir die Tableaus in Abbildung 5.6.
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Abbildung 5.7: Tableaus, von denen keines das andere enth¨alt (Beispiel 5.2.7).
Beispiel 5.2.7Keines der TableausT1 undT2 in Abbildung 5.7 (a) bzw. (b) enth¨alt
das jeweils andere. Das TableauT1 enthält das TableauT2 nicht, weil der Ast vonT2
eine zus¨atzliche Formel enth¨alt. UndT2 enthältT1 nicht, weil zwar eine Variante jeder
Formelmenge des Astes vonT1 auf dem Ast vonT2 vorkommt, aber zu dem Element
T:r(X 0) vonAssoc(T2;T:q(X 0)) kein Gegenst¨uck inAssoc(T1;T:q(X)) existiert, und
also Bedingung 1 (a) in Definition 5.2.3 nicht erf¨ullt ist. 2
Beispiel 5.2.8Das TableauT1 in Abbildung 5.8 (a) 1-enth¨alt das TableauT2 in Ab-
bildung 5.8 (b). AberT2 enthält T1 nicht, denn die FormelnT:p(X 0) undT:p(X 0)
in T2 sind miteinander assoziiert, w¨ahrend die entsprechenden Formeln inT1 nicht
miteinander assoziiert sind.
Der Übergang vonT2 zuT1 stellt auch deutlich keinen Zyklus in der Beweissuche dar,
weil das TableauT1 geschlossen werden kann, das TableauT2 aber nicht. 2
Beispiel 5.2.9Das TableauT in Abbildung 5.9 (a) enth¨alt das TableauT 0 in Abbil-
dung 5.9 (b)nicht. Das könnte nur sein, wenn diëAsteB1; B2 von T beideden ein-







T:p(X 0) T:q(X 0)
(b)
Abbildung 5.8: Nahezu identische Tableaus, von denen das eine (a) das ande-
re (b) enthält, nicht aber umgekehrt (Beispiel 5.2.8).
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T:p(X1; Y1) T:p(X2; Y2)
(c)
Abbildung 5.9: Beispiel für Bedingung 2 in der Definition der Enthaltenseins-
Relation (siehe Beispiel 5.2.9).
T:p(Y;X) eine Variante der (einzigen) FormelT:p(U; V ) im Ast von T 0. Aber die
erforderlichen VariablenumbenennungenfX 7! U; Y 7! V g undfX 7! V; Y 7! Ug
sind inkompatibel; sie haben keine gemeinsame Spezialisierung. Damit ist Bedin-
gung 2 in der Definition der Enthaltenseins-Relation (Def. 5.2.3) verletzt.
Bei dem Tableau in Abbildung 5.9 (c) tritt dieses Problem nicht auf; es 1-enth¨alt das
TableauT 0. Die beiden erforderlichen VariablenumbenennungenfX1 7! U; Y1 7! V g
undfX2 7! U; Y2 7! V g sind hier kompatibel. 2
Die Verwendung der Enthaltenseins-Relation macht nur Sinn, wenn sichergestellt ist,
daß ein TableauT sein NachfolgetableauT 0 nur dann enth¨alt, wenn derÜbergang
zuT 0 keinen Fortschritt in der Beweissuche bedeutet. Wie das folgende Beispiel zeigt,
kann sich dabei ein Problem ergeben, wenn mehrere gleiche Regelanwendungen auf
verschiedenen̈Aste vonT möglich sind.
Beispiel 5.2.10Bei dem in Abbildung 5.10 links gezeigten TableauT1 ist die gleiche
Erweiterungsregelanwendung, die aus der Pr¨amissefF:p;T:pg die Konklusionff?gg
ableitet, auf beiden̈Asten möglich; und um das Tableau abzuschließen muß diese
Regelanwendung – nacheinander – auf beidenÄsten ausgef¨uhrt werden. Jedoch ist
das TableauT2, das als Zwischenschritt nach einer Regelanwendung entsteht (Abbil-
dung 5.10 mitte) inT1 enthalten, denn beidëAste vonT1 enthalten den rechten, noch
nicht expandierten Ast vonT2. Damit ist dieser Schritt irregul¨ar. Das TableauT3, das
durch die Erweiterung beider̈Aste entsteht (Abbildung 5.10 rechts), ist dagegen weder
in T2 noch inT1 enthalten. Die Ableitung vonT3 ausT1 ohne das ZwischenergebnisT2
ist also als regul¨ar anzusehen, und tats¨chlich bedeutet sie auch einen Fortschritt in der
Beweiskonstruktion. 2
Um dieses Problem zu umgehen, erweitern wir die Definition des BegriffsNachfolge-
tableauund erlauben die Ausf¨uhrung mehrerer gleicher Erweiterungsregelanwendun-
gen auf verschiedenen̈Asten eines Tableaus, um ein Nachfolgetableau zu konstruieren.
Definition 5.2.11 SeiC ein gutartiger Kalk¨ul mit starren Variablen.
Ein TableauT 0, das aus einem TableauT durch mehrere in folgendem Sinnegleiche
Erweiterungsregelanwendungen konstruiert werden kann, heiße einNachfolgetableau















Abbildung 5.10: Beispiel, das die Notwendigkeit illustriert, mehrere gleiche Re-
gelanwendungen als einen Schritt aufzufassen (siehe Beispiel 5.2.10).
– verschiedenëAsteB1; : : : ; Bn (n > 1) vonT ,
– Prämisseni aufBi (1  i  n), die bis auf Variablenumbenennung gleich sind,
– eine KonklusionhC; imit i = j (1  i; j  n),
so daßT 0 ausT dadurch entsteht, daß jeder derÄsteBi mit C erweitert wird und
anschließend die Substitution angewendet wird. 2
Nun können wir daran gehen, basierend auf dem Begriff desk-Enthaltenseins, unser
Regularitätskonzept formal zu definieren.
Definition 5.2.12 SeiC ein gutartiger Kalk¨ul mit starren Variablen; sei eine Signa-
tur; und seik 2 N eine nat¨urliche Zahl.
Eine (endliche oder unendliche) Folge(Ti)i0 von Tableaus (und insbesondere ein Ta-
bleaubeweisT1; : : : ; Tn) für eine MengeF  Form() von Formeln heißek-regulär,
wenn siekeineTableausTj undTi enthält, wobeij < i, so daßTi k Tj (Def. 5.2.3).
Eine Folge von Tableaus, die nichtk-regulär ist, heißek-irregulär. 2
Wenn eine FolgeT1; : : : ; Tn von Tableausk-regulär ist, Tn+1 ein Nachfolgetableau
vonTn ist und die FolgeT1; : : : ; Tn; Tn+1 k-irregular ist, dann nennen wir die Erwei-
terungsregelanwendung, durch dieTn+1 ausTn konstruiert wirdk-irregulär (denn sie
verursacht die Irregularit¨a ). Ob eine Erweiterungsregelanwendung regul¨ar ist oder
nicht, hängt von dem Kontext ab, in dem sie verwendet wird.
Um zu prüfen, ob eine Erweiterungsregelanwendung regul¨ar ist, gen¨ugt es, die Teile
des expandierten Tableaus zu betrachten, die von der Erweiterung betroffen sind, d. h.,
den erweiterten Ast und die mit seinen Formeln assoziierten Formeln des Tableaus.
Für dieÜberprüfung der Regularit¨at sind keine Unifikationstests erforderlich, weil nur
Variablenumbenennungen betrachtet werden und keine Instantiierung von Variablen
mit Termen; das heißt, die Regularit¨t zu überprüfen, ist nicht so komplex wie ein
Subsumtionstest (der NP-vollst¨andig ist).
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Man beachte auch, daß zwar assoziierte Formeln ber¨ucksichtigt werden m¨ussen, es
aber keine Rolle spielt, wo auf dem Tableau sie liegen. DieStrukturder Tableaus ist
insofern also irrelevant und muß nicht verglichen werden.
Wenn der oben definierte Regularit¨ts-Begriff verwendet wird, um den Suchraum ein-
zuschränken, indem nur regul¨are Folgen von Tableaus zugelassen werden, dann bleibt
die Vollständigkeit erhalten; das heißt, unser Regularit¨atskonzept ist nicht zu restriktiv.
Satz 5.2.13SeiC ein gutartiger Kalk̈ul mit starren Variablen; sei eine Signatur;
und seik 2 N die maximale Gr̈oße aller minimalen Pr̈amissen inC.
Wenn es einen Tableaubeweis für eine MengeF  Form() von Formeln gibt, dann
gibt es auch einen regulären Tableaubeweis für F.
Beweis:Dieser Satz folgt sofort aus Satz 5.4.4, der besagt, daß eine vollst¨andige deter-
ministische Beweisprozedur f¨ur alle gutartigen Kalk¨ule mit starren Variablen existiert,
die ausschließlich regul¨are Tableaubeweise konstruiert. 2
Die Existenz einer vollst¨andigen deterministischen Beweisprozedur, die ausschließ-
lich reguläre Beweise konstruiert (Satz 5.4.4), impliziert nicht nur Satz 5.2.13; sie
zeigt auch, daß unser Begriff der Regularit¨t restriktiv genug ist, um seinen Zweck zu
erfüllen.
Eine wichtige Klasse irregul¨arer Erweiterungsschritte ist die folgende: Nehmen wir
an, ein AstB1 eines TableausT werde mit einer KonklusionhC; i erweitert; und ein
AstB02 in dem entstehenden TableauT
0 sei inallen ÄstenB vonT enhalten, die von
dem Erweiterungsschritt betroffen sind, d. h., in dem AstB1 (der erweitert wird) und in
allen anderen̈Asten, die von instantiierte Variablen enthalten. Dies ist insbesondere
der Fall, wennB02 in einem initialen TeilastS0 vonT enthalten ist, der oberhalb der
ersten Vorkommen aller starrer Variablen im Definitionsbereich von e det.
Beispiel 5.2.14Wir nehmen an, daß die Erweiterungsregel des Kalk¨uls mit starren
Variablen für PL1 aus Abschnitt 4.2.10 verwendet wird, um den AstB1 des in Ab-
bildung 5.11 (a) dargestellten TableausT abzuschließen. Dabei wird die Konklusion
hff?gg; fX 7! agi aus der Pr¨amissefF:p(a); T:p(X)g abgeleitet; das Ergebnis ist
das TableauT 0 in Abbildung 5.11 (b).
Die Erweiterungsregelanwendung geh¨ort zu der oben beschriebenen Klasse einfach zu
erkennender irregul¨arer Anwendungen. Der rechte AstB02 vonT
0, dessen Knoten mit
den FormelnF:p(a) und zweimalT:q(a) markiert sind, ist in dem initialen TeilastS0
von T enthalten, dessen Knoten mitF:p(a) undT:q(a) markiert sind; undS0 endet
oberhalb des ersten Vorkommens vonX in T , welches die einzige Variable ist, die
von instantiiert wird.
Intuitiv ist diese Erweiterungsregelanwendung nutzlos, weil jedes geschlossene Teil-
tableau, daß unterB02 konstruiert werden kann, genauso sowohl unterB1 als auch











































Abbildung 5.12: Beispiel für den Unterschied zwischen dem neuen und dem
klassischen Begriff der Regularit¨at (Beispiel 5.2.15).
Eine Erweiterungsregelanwendung wie oben beschrieben ist irregul¨ar gemäß der Defi-
nition von Regularit¨at, die gew¨ohnlich in der Literatur gegeben wird (z. B. in (Beckert
& Hähnle, 1998)), wenn der AstB02 die gleiche Extension mehrfach enth¨alt; seine
Beziehung zu anderen̈Asten wird nicht weiter betrachtet.
Beispiel 5.2.15Abbildung 5.12 illustriert den Unterschied zwischen unserem neuen
und dem klassischen Regularit¨ts-Begriff. Die Situation ist der in Abbildung 5.11 dar-
gestellten und in Beispiel 5.2.14 erl¨auterten sehr ¨ahnlich. Nun aber endet der initiale
TeilastS0 vonT , der den AstB02 des TableausT
0 enthält, nicht oberhalb des ersten
Vorkommens der VariablenX, die von instantiiert wird. Also geh¨ort diese Erweite-
rungsregelanwendung nicht zu der Klasse einfach zu erkennender irregul¨arer Anwen-
dungen; sie ist auch tats¨achlichregulär gemäß unserer Definition von Regul¨arität, weil
der AstB1 vonT keinen derÄste vonT 0 enthält.
Gemäß der klassischen Definition von Regularit¨t ist diese Erweiterungsregelanwen-
dung jedochirregulär, weil der AstB02 von T
0 die ExtensionfT:q(a)g zweimal
enthält. 2
Wie Beispiel 5.2.15 zeigt, ist der klassische Regularit¨ats-Begriff in manchen F¨allen
restriktiver als unserer, was die Beweiskonfluenz zerst¨oren kann.3 Im Grundfall, wenn
3 Ob die Verwendung des klassischen, restriktiveren Regularit¨ats-Begriffs tats¨achlich die Beweiskon-
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das Tableau keine freien Variablen enth¨al , besteht zwischen den beiden Regularit¨ats-
Begriffen kein Unterschied.
Der Beweis von Satz 5.4.4, der der Hauptsatz dieses Kapitels ist, verwendet das fol-
gende Lemma, in dem die Einschr¨ankung, die die Regularit¨a darstellt, beschrieben
ist. Eine unendliche, regul¨are Folge von Tableaus enth¨alt unendlich viele verschiedene
Tableauformeln; oder, was ¨aquivalent ist, wenn eine regul¨are Folge von Tableaus (bis
auf Umbenennung starrer Variablen) nur endlich viele verschiedene Tableauformeln
enthält, dann ist sie endlich.
Lemma 5.2.16 SeiC ein gutartiger Kalk̈ul mit starren Variablen; sei eine Signa-
tur; und seik 2 N eine naẗurliche Zahl. Ferner sei   TabForm() eine endliche
Menge von Tableauformeln.
Dann gibt es keine unendliche, reguläre Folge(Ti)i0 von Tableaus, so daß für i  0
alle Tableauformeln inTi Varianten der Tableauformeln in  sind.
Beweis:Die Äquivalenzrelationk auf Tableaus sei definiert durch:
T k T
0 genau dann, wennT k T
0 und T 0 k T :
Wir zeigen, daß es nur endlich vieleÄquivalenzklassen (bzgl.k) von Tableaus geben
kann, die aus Varianten der Formeln in  bestehen.
Da   endlich ist, gibt es nur endlich viele nicht nur bis auf Variablenumbenennung
verschiedene Paareh;	i von Tableauformelmengen, f¨ur die folgendes gilt:
 Alle Elemente von und	 sind Varianten von Formeln in ;
  hat höchstensk Elemente;
 jede Formel in	 hat mindestens eine Variable mit einer Formel in gemeinsam;
 es gibt keine Formeln ;  0 in 	, die bis auf Umbenennung nicht in vorkom-
mender Variablen identisch sind.
Sei r die maximal mögliche Zahl verschiedener, inkompatibler Umbenennungen der
Variablen in (diese hängt nur von der Zahl verschiedener Variablen in ab); und seib k eine Menge solcher wie oben beschriebenen Paare, dier verschiedene Repr¨asen-
tanten jeder Klasse von bis auf Variablenumbenennung gleichen Paaren enth¨alt; dabei
sei die Mengeb k so gewählt, daß alle ihre Elemente paarweise variablendisjunkt sind.
kluenz zerst¨ort, hängt von den weiteren Einschr¨ankungen ab, die verwendet werden; jedoch ist es
noch niemandem gelungen, eine deterministische Beweisprozedur f¨ur starre Variablen verwendende
Kalküle mit dem klassischen Begriff zu definieren. Und Grund daf¨ur mag sehr wohl sein, daß er zu
restriktiv ist, um die Beweiskonfluenz zu bewahren, wenn er mit anderen Einschr¨ankungen kombi-
niert wird, die die Fairneß der Strategie sicherstellen (wie beispielsweise Gewichtsordnungen).
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Dab k endlich ist, ist auch die PotenzmengeP(b k) vonb k endlich; und deren Potenz-
mengeP = P(P(b k)) ist endlich.
Jedem TableauT sei ein Element vonP wie folgt zugewiesen: Jeder Menge von
auf einem Ast vonT auftretenden Formeln mit h¨ochstensk Elementen sei das Paar
h;Assoc(T;)i zugewiesen. Jedem AstB von T sei ein Element vonP(b k) zu-
gewiesen, daß Varianten der Paare enth¨alt, die Mengen von Formeln aufB mit
höchstensk Elementen zugewiesen sind; dabei seien von Paaren, die bis auf Variablen-
umbenennung gleich sind, h¨ochstensr ausgew¨ahlt. Dem TableauT sei ein Element
von P zugewiesen, das aus Varianten der denÄsten vonT zugewiesenen Mengen
besteht.
Aus der Definition vonk bzw.k folgt nun, daß zwei TableausT zur gleichenÄqui-
valenzklasse bzgl.k gehören, wenn ihnen das gleiche Element vonP zugewiesen
werden kann. Damit gibt es h¨ochstens so vielëAquivalenzklassen, wieP Elemente
hat – also endlich viele.
Um den Beweis des Lemmas zu vervollst¨andigen, nehmen wir an, daß die Zahl der
Äquivalenzklassen von Tableaus bzgl.k n 2 N sei. Es kann keine unendliche, re-
guläre Folge von Tableaus geben, die ausschließlich Varianten der Formeln in  ent-
halten, weil es in einer FolgeT1; : : : ; Tn+1 der Längen + 1 mindestens zwei verschie-
dene TableausTj undTi geben muß, die zur gleichen̈Aquivalenzklasse geh¨oren, d. h.,
wir haben sowohlTj k Ti als auchTi k Tj. Da entwederj < i oderi < j folgt, daß
die Folge irregul¨ar ist. 2
5.3 Gewichtsordnungen
Gewichtsordnungen sind das zweite wichtige Konzept (neben Regularit¨at), auf dem
unsere Fairneßstrategie basiert, mit der deterministische Beweisprozeduren f¨ur b lie-
bige gutartige Kalk¨ul mit starren Variablen konstruiert werden k¨onnen.
Die wichtigen Eigenschaften einer Gewichtsordnung auf Tableauformeln, die benutzt
wird, um Fairneß sicherzustellen, sind die folgenden:
1. Sie ist eine Wohlordnung auf der Menge der Tableauformeln (bis auf Umbe-
nennung freier Variablen), d. h., sie ist wohlfundiert und es gibt immer nur
endlich viele (von Variablenumbenennung abgesehen) verschiedene Tableaufor-
meln, die mit einer gegebenen Tableauformel unvergleichbar sind.
2. Echte Instanzen einer Tableauformel haben ein h¨oheres Gewicht als.
3. Tableauformeln, die bis auf Variablenumbenennung gleich sind, haben das glei-
che Gewicht.
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Intuitiv sind dies typische Eigenschaften einer Ordnung auf Tableauformeln, die da-
durch definiert sind, daß den Symbolen der Signatur
”
Gewichte“ zugeordnet werden
(was der Grund ist, warum wir sieGewichtsordnungen nennen).
Definition 5.3.1 SeiC ein Kalkül mit starren Variablen; und sei eine Signatur vonC.
EineGewichtsfunktionw weist jeder Tableauformel inTabForm() eine nat¨urliche
Zahl (ihrGewicht) zu, so daß die folgenden Bedingungen erf¨ullt sind:
1. Ist eine beliebige Tableauformel, dann gibt esk ine unendlicheMenge	 von
Tableauformeln, so daß
(a) 	 keine Tableauformeln ;  0 enthält, die bis auf die Umbenennung starrer
Variablen gleich sind (d. h., alle Formeln in	 sind echt verschieden),
(b) w( )  w() für alle 2 	.
2. KommtX 2 Var in  2 TabForm() vor und istt 2 Term fv(), t =2 Var ,
ein Term, der keine Variable ist, dann gilt
w() < w(fX 7! tg) :
3. Sind; 0 2 TabForm() bis auf die Umbenennung starrer Variablen gleich,
dann giltw() = w(0).
Seiw eine Gewichtsfunktion; dann ist die (vonw induzierte)Gewichtsordnungw auf
Tableauformeln f¨ur alle;  2 TabForm() definiert durch:
 w  genau dann, wennw()  w( ) :
2
Eine Gewichtsordnung wird aufMengenvon Tableauformeln fortgesetzt, indem die
maximalenGewichte der Formeln, die sie enthalten, verglichen werden. Diese Fort-
setzung ist ebenfalls eine Wohlordnung – vorausgesetzt die Mengen von Tableaufor-
meln, die verglichen werden, d¨urfen nur eine beschr¨ankte Zahl von Varianten jeder
Tableauformel enthalten.
Beispiel 5.3.2Sei eine Signatur von PL1. Wir nehmen an, jedem Funktions- und
jedem Prädikatensymbol in sei ein (positives) Gewicht zugeordnet, so daß es nur
endlich viele Funktions- und/oder Pr¨adikatensymbole eines bestimmten Gewichtes
gibt (starre Variablen haben implizit das Gewicht 0); dann seiw() die Summe der
Gewichte aller Funktions- und Pr¨adikatensymbole, die in 2 TabForm() vorkom-
men, wobei mehrfache Vorkommen mehrfach gez¨ahlt werden. Die Funktionw ist eine
Gewichtsfunktion gem¨aß Definition 5.3.1.
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Die Bedingung, daß nur endlich vielen Funktions- und Pr¨adikatensymbolen das glei-
che Gewicht zugeordnet werden darf, spielt in der Praxis keine Rolle, weil nur eine
endliche Zahl verschiedener Symbole in den Tableaus f¨ur eine gegebene Menge von
PL1-Formeln auftreten kann, wenn die verbesserte Skolemisierung aus Abschnitt 4.4
verwendet wird; allen tats¨achlich vorkommenden Symbolen kann also das gleiche Ge-
wicht zugeordnet werden. 2
Der Zweck von Bedingung 1 in der Definition von Gewichtsfunktionen ist offenbar;
sie stellt sicher, daß, wenn unendlich viele verschiedene Formeln zu einem Tableau-
ast hinzugef¨ugt werden, das maximale Gewicht der Formeln auf dem Ast fr¨uhe oder
später jeden beliebigen Wert erreichen wird. Bedingung 2 mag etwas mehr Erl¨aute-
rung erfordern. Sie stellt sicher, daß das Gewicht zunimmt, falls keine neuen Formeln
an einen Ast angeh¨angt werden, sondern er nur immer und immer wieder dadurch
verändert wird, daß eine Substitution angewendet wird. Man beachte, daß eine solche
Folge von Regelanwendungen die Regularit¨at nicht verletzt, wenn jeweils eine neue
Formel entsteht.4
Beispiel 5.3.3Wir nehmen an, daß eine Erweiterungsregel erlaubt, aus jeder Pr¨amisse
der Formfp(f(   (X)   ))g die Konklusionhffqg; frgg; fX 7! f(X 0)g abzuleiten,
wobeiX 0 eine beliebige vonX verschiedene starre Variable ist. Dann kann das in
Abbildung 5.13 dargestellte (Teil-)Tableau f¨ur allen aus dem (Teil-)Tableau abgeleitet
werden, das aus einem einzigen mitT:p(X1) markierten Knoten besteht.
Bedingung 2 in der Definition von Gewichtsfunktionen stellt sicher, daß das maximale
Gewicht der Formeln in den TableausTn zunimmt. 2
5.4 Deterministische Beweisprozeduren fur Kalkule mit star-
ren Variablen
In diesem Abschnitt wird beschrieben, wie vollst¨andige deterministische Beweispro-
zeduren f¨ur beliebige gutartige Kalk¨ule mit starren Variablen definiert werden k¨onnen;
solche Beweisprozeduren k¨onnen verwendet werden, um eine Tiefensuche nach Ta-
bleaubeweisen mit einer Fairneßstrategie auszuf¨uhren (siehe die Diskussion in Ab-
schnitt 5.1). Sie werden mit Hilfe der Konzepte der Regularit¨at (Abschnitt 5.2) und der
Gewichtsordnungen (Abschnitt 5.3) konstruiert. Beispielsweise kann in dieser Weise
eine deterministische Beweisprozedur f¨r die starre bzw. gemischte Variablen verwen-
denden Kalk¨ule für PL1 aus den Abschnitten 4.2.10 und 4.3.6 definiert werden.
4 Macht man, wie im folgenden Abschnitt beschrieben, einen Kalk¨ul durch zus¨atzliche Rekonstruk-
tionsschritte schwach nicht-destruktiv, dann kann diese Situation nicht mehr eintreten und Bedin-
gung 2 in der Definition von Gewichtsfunktionen ist nicht mehr unbedingt notwendig.
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Abbildung 5.13: Ein Tableau, das die Notwendigkeit der Bedingung 2 in der
Definition von Gewichtsfunktionen illustriert (siehe Beispiel 5.3.3).
Die Gutartigkeit des Kalk¨uls ist unverzichtbar. Er muß nicht-strukturell sein, weil sonst
die Reihenfolge, in der Formeln zu einem Tableau hinzugef¨t werden, relevant ist und
die Vollständigkeit verloren gehen kann, wenn sie in der Reihenfolge ihres Gewichtes
hinzugefügt werden. Der Kalk¨ul muß monoton sein, da deterministische Prozeduren
unter Umständen zwischen n¨utzlichen auch redundante Beweisschritte ausf¨uhren; und
die redundanten Formeln, die dadurch hinzugef¨t werden, d¨urfen die sp¨ater nachzu-
holen nützlichen Erweiterungsregelanwendungen nicht verhindern. Es ist auch wich-
tig, daß der Kalk¨ul monoton bzgl. Substitution ist, so daß die Reihenfolge in der ver-
schiedene sinnvolle Substitutionen angewendet werden, irrelevant ist.
Wir betrachten zun¨achst nur solche Kalk¨ule, in denen minimale Pr¨amissen nicht be-
liebig groß sind, d. h., nicht mehr alsk Formeln enthalten (f¨ur ein festesk 2 N ). Wie
Kalküle, die diese Eigenschaft nicht haben, dennoch behandelt werden k¨onnen, wird
am Ende dieses Abschnittes diskutiert.
Um sicherzustellen, daß eine Beweisprozedur in jedem Fall einen Tableaubeweis findet
(vorausgesetzt ein Beweis existiert), m¨ussen die Folgen von Tableaus, die konstruiert
werden, die folgenden beiden Bedingungen erf¨ullen:
1. Die Folge von Tableaus, die konstruiert wird, mußk-regulär sein, d. h., Erwei-
terungsregelanwendungen, die ein in einem seiner Vorg¨angerk-enthaltenes Ta-
bleau erzeugen, sind verboten.
2. Bei jedem Ableitungsschritt wird aus allen m¨oglichen Erweiterungsregelanwen-
dungen, die die Regularit¨atsbedingung nicht verletzen (w¨urden), eine solche
ausgew¨ahlt, die ein Nachfolgetableau erzeugt, in dem das Maximalgewicht der
Formeln so klein wie m¨oglich ist (d. h., Nachfolgetableaus werden anhand des
maximalen Gewichtes aller ihrer Formeln verglichen).
Wenn mehrere m¨ogliche Erweiterungsregelanwendungen die obigen Bedingungen er-
füllen, kann eine Beweisprozedur beliebige Heuristiken verwenden, um eine von ihnen
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auszuwählen. Eine typische Heuristik ist beispielsweise, Konklusionen zu bevorzugen,
die wenige Extensionen enthalten, so daß wenige neue Teil¨ast erzeugt werden.
Man beachte, daß Formeln nicht notwendig in der Reihenfolge ihres Gewichtes zu
einem Tableau hinzugef¨ugt werden, weil eine Formel erst dann hinzugef¨ugt wer-
den kann, wenn ihre Pr¨amisse auf dem Ast vorhanden ist, – und das Gewicht der
Formeln in kann höher sein als das von. Auch wird der Zeitpunkt, zu dem eine
Konklusion verwendet wird, von derjenigen ihrer Formeln bestimmt, die das h¨ochste
Gewicht hat, so daß Formeln mit geringem Gewicht, die nur zusammen mit Formeln
hohen Gewichtes erzeugt werden k¨onne, erst sp¨ater zum Tableau hinzugef¨ugt werden.
Um der Bedingung gen¨uge zu tun, daßalle Erweiterungsregelanwendungen, die For-
meln geringeren Gewichts hinzuf¨ugen, ausgef¨uhrt werden m¨ussen, bevor Formeln gr¨o-
ßeren Gewichtes abgeleitet werden, kann es notwendig sein, schon geschlosseneÄste
zu erweitern. Solche Erweiterungen sind nicht immer redundant, denn auch geschlos-
seneÄste enthalten noch immer n¨utzliche Information und k¨onnen anderëAste durch
Substitutionen beeinflussen, die bei ihrer Erweiterung auf das Tableau angewendet
werden (die erste Substitution, die angewendet wird, um einen Ast abzuschließen, ist
nicht notwendigerweise die
”
richtige“). Wenn ein geschlossener Ast allerdings keine
starren Variablen mit anderen̈Asten gemeinsam hat, dann braucht er nicht erweitert zu
werden.
Leider ist die Regularit¨ats-Bedingung, wie sie oben definiert ist, immer noch sehr
schwierig zu implementieren; sie erfordert, ein TableauTn+1 mit allen seinen Vor-
gängernT1; : : : ; Tn zu vergleichen, und nicht nur mit dem TableauTn, aus dem es
abgeleitet wird. Solch ein Regularit¨atstest ist bez¨uglich des erforderlichen Speicher-
platzes wie auch des Zeitaufwands sehr teuer. Noch schwerer wiegt, daß, wenn eine
Irregularität entdeckt wird, wenn alsoTn+1 in einem seiner Vorg¨angertableausTj ent-
halten ist, andere Nachfolgetableaus vonTj (nebenTj+1) betrachtet werden m¨ussen;
das entspricht jedoch in gewissem Sinne Backtracking. Der Grund f¨r ie Notwen-
digkeit, andere Nachfolgetableaus vonTj zu betrachten, ist der folgende: Ein Ta-
bleauTn+1, das in einem TableauTj enthalten ist, muß bei der Beweissuche nicht
berücksichtigt werden, weil alle Tableaubeweise, die man ausTn+1 konstruieren kann,
genauso ausTj konstruiert werden k¨onnen. Giltj = n, dann gen¨ugt es, das Nachfolge-
tableauTn+1 auszuschließen; und man kann sicher sein, daß ein Beweis, der ausTn+1
ableitbar ist, genauso ausTn ableitbar ist, ohneTn+1 zu betrachten. Gilt jedochj 6= n,
dann ist m¨oglicherweise das TableauTn nicht Teil des ausTn+1 und alsoTj ableitba-
ren Tableaubeweises, sondern erfordert, mit einem alternativen NachfolgetableauT 0j+1
fortzufahren, das vonTj+1 verschieden ist. Die Situation ist in Abbildung 5.14 sche-
matisch dargestellt.
Alle diese Probleme resultieren aus der Tatsache, daß ein TableauTj nicht notwen-
dig in seinem NachfolgetableauTj+1 enthalten ist, weil Kalk¨ule mit starren Varia-
blen destruktiv sind und Formeln, die inTj vorkommen, inTj+1 möglicherweise nicht
mehr enthalten sind. Ist der Kalk¨ul jedoch in dem Sinneschwach nicht-destruktiv,
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T0 : : :






Abbildung 5.14: Beweissuche mit einem destruktiven Kalk¨ul.
T0 : : :







Abbildung 5.15: Beweissuche mit einem schwach nicht-destruktiven Kalk¨ul.
daß Tableaus stets in ihren Nachfolgetableaus enthalten sind, ergibt sich die in Abbil-
dung 5.15 dargestellte Situation. Nun ist das TableauTj in dem TableauTn enthalten,
und man kann sicher sein, daß der ausTn+1 ableitbare Beweis auch direkt ausTn
ableitbar ist, also ohne den Weg ¨uberTn+1 zu nehmen. In gewisser Weise sind also
(schwach) nicht-destruktive Kalk¨ule beweiskonfluent bzgl.regulärer Beweise.
Hat ein Kalkül die Eigenschaft, daß Tableaus stets in ihren Nachfolgetableaus enthal-
ten sind, nicht, dann k¨onnen
”
unangenehme“ Zyklen auftreten. Es kann in einer un-
endlichen irregul¨are Folge von Tableaus einen Zyklus geben, der aus unendlich vielen
TableausTni besteht, die sich alle gegenseitig enthalten; und es kann sein, daß kei-
ne der irregul¨aren Erweiterungsregelanwendungen einfach zu erkennen ist, also kein
Tableau in der Folge in seinemunmittelbarenVorgänger enthalten ist.
Beispiel 5.4.1Wir nehmen an, die in Tabelle 5.1 gezeigten symmetrische Regelsche-
mata charakterisieren die Erweiterungsregel eines Kalk¨uls mit starren Variablen.
Beginnend mit einem initialen Tableau, das aus einem Ast mit den Tableauformeln
T:p(a), T:q(b) undT:p(X1) besteht, kann eine FolgeT1; T2; : : : von Tableaus abge-
leitet werden, so daß jedes TableauTi (i  0) der Folge das TableauTi+2 1-enthält;
aber keines der TableausTi (i  0) enthält das TableauTi+1 (i  0). Die ersten vier
Tableaus der Folge sind in Abbildung 5.16 dargestellt. 2
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T:p(t)
T:q(Y )
falls t mit der Konstantena unifizierbar ist;
Y ist eine beliebig starre Variable;
ein Unifikator vont unda ist anzuwenden
T:q(t)
T:p(X)
falls t mit der Konstantenb unifizierbar ist;
X ist eine beliebig starre Variable;
ein Unifikator vont unda ist anzuwenden



















T1 T2 T3 T4
Abbildung 5.16: Eine irreguläre Folge von Tableaus, die einen Zyklus enth¨alt
(Beispiel 5.4.1).
Das obige Beispiel illustriert den Grund daf¨ur, daß schwer zu erkennende Zyklen auf-
treten können; es ist jedoch ein sehr k¨unstliches Beispiel, und der Zyklus k¨onnte ver-
mieden werden, wenn immer eine solche Pr¨amisse zur Ableitung einer bestimmten
Konklusion verwendet w¨urde, die die wenigsten Instantiierungen starrer Variablen not-
wendig macht (was ohnehin eine gute Heuristik ist). Das heißt, anstatt die Konklusion
hffT:p(Y )gg; fX 7! agi aus der Pr¨amissefT:p(X)g abzuleiten, wird die Konklusi-
on hffT:p(Y )gg; idi aus der Pr¨amissefT:p(a)g abgeleitet. Es gibt jedoch, wie das
folgende Beispiel zeigt, kompliziertere Situationen, in denen auch die Verwendung
anderer Pr¨amissen nicht hilft.
Beispiel 5.4.2Abbildungen 5.17 und 5.18 zeigen einen Zyklus in einer unendlichen
irregulären Folge von Tableaus, die mit Hilfe des gemischte Variablen verwendenden
Kalküls für PL1 aus Abschnitt 4.3.6 konstruiert ist.
Zur Konstruktion dieser Tableaufolge werden die folgenden Erweiterungsregelanwen-
dungen wiederholt ausgef¨uhrt:
– Eine Konklusion der FormffT:r(Y )g; fT:s(Y )gg wird ausfT:(r(y) _ s(y))g ab-
geleitet und benutzt, um den ganz rechten Ast des Tableaus zu erweitern (z. B. um
das TableauT6 aus dem TableauT5 abzuleiten).
– Der dritte Ast von rechts wird abgeschlossen; dabei wird eine VariableX mit a
instantiiert (z. B. umT7 ausT6 abzuleiten).
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– Eine Konklusion der FormffT:p(X)g; fT:q(X)gg wird ausfT:(p(x) _ q(x))g ab-
geleitet und benutzt, um den ganz rechten Ast des Tableaus zu erweitern (z. B. umT8
ausT7 abzuleiten).
– Der dritte Ast von rechts wird abgeschlossen; dabei wird eine VariableY mit b
instantiiert (z. B. umT9 ausT8 abzuleiten).
Nach Ausführung dieser vier Schritte ist der Zyklus vollendet, d. h., jedes TableauTi
der Folge enth¨alt das TableauTi+4 (für i  5). Kein Tableau in der Folge enth¨alt sein
unmittelbares Nachfolgetableau, so daß der Zyklus schwierig zu erkennen ist. Man
beachte, daß f¨ur jede Erweiterungsregelanwendung eine Pr¨amisse verwendet wird, die
die Instantiierung m¨oglichst weniger Variablen erfordert. 2
Die oben beschriebenen Probleme, die alle dadurch entstehen, daß ein Tableaui+1
nicht notwendigerweise sein Vorg¨angertableauTi enthält, können gel¨ost werden, in-
dem man die Beweisprozedur auf folgende Weise schwach nicht-destruktiv macht:
Wir fordern, daß sofort nach einem destruktiven Erweiterungsschritt die Regelanwen-
dungen ausgef¨uhrt werden, die notwendig sind, um die zerst¨o ten Formeln zu rekon-
struieren. Dabei wird im schlimmsten Fall eine Kopie des von den Instantiierungen
betroffenen Teiltableaus an jeden betroffenen Teilast angeh¨angt. Solch eine Rekon-
struktion kann immer ausgef¨uhrt werden, weil der Kalk¨ul gutartig ist. Das Ergebnis
ist ein TableauT+i+1, das das TableauTi und das TableauTi+1 enhält, wie auch alle
Tableaus, die als Zwischenergebnisse w¨ahrend der Rekonstruktion auftreten.
Beispiel 5.4.3Der linke Ast des TableausTi in Abbildung 5.19 (a) wird mit Hilfe der
Konklusionff?gg; fX 7! ag abgeschlossen. Das Ergebnis ist das TableauTi+1 in
Abbildung 5.19 (b), in dem alle die starre VariableX enthaltenden Formeln zerst¨or
worden sind. Sie werden rekonstruiert, indem Kopien des TeiltableausS(X) an alle
Äste vonTi+1 angehängt werden, auf denen Formeln fehlen;S(X) besteht aus allen
Formeln inTi, in denenX vorkommt. Das Ergebnis ist das TableauT
+
i+1 (Abbil-
dung 5.19 (c)), das sowohlTi als auchTi+1 enthält. 2
Wenn eine deterministische Beweisprozedur nach jeder Erweiterungsregelanwendung
zunächst eine Rekonstruktion ausf¨hrt, dann entsteht eine FolgeT+1 ; T
+
2 ; : : : von Ta-
bleaus, wobeiT+i+1 ausT
+
i durch eine regul¨are Erweiterungsregelanwendung und an-
schließende Rekonstruktion aller zerst¨o ten Formeln entsteht. Um zu ¨uberprüfen, ob





i enthalten ist. Weitere Vorg¨angertableaus m¨ussen nicht betrachtet
werden, weil sie alle inT+i enthalten sind.
Satz 5.4.4SeiC ein gutartiger Kalk̈ul mit starren Variablen f̈ur eine LogikL; sei
eine Signatur vonL; sei k 2 N die maximale Gr̈oße minimaler Pr̈amissen inC; und
seiw eine Gewichtsfunktion.














































Abbildung 5.17: Eine irreguläre Folge von Tableaus, die einen Zyklus enth¨alt
(Teil 1); siehe Beispiel 5.4.2.



































Abbildung 5.18: Eine irreguläre Folge von Tableaus, die einen Zyklus enth¨alt
(Teil 2); siehe Beispiel 5.4.2.
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T:(p(x) _ (q(x) ^ r(x)))
T:(s1 _ s2)
F:p(a)

































Abbildung 5.19: Eine Tableau-Rekonstruktion (Beispiel 5.4.3).
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Falls es einen Tableaubeweis für eine MengeF  Form() gibt, dann entḧalt je-
de Folge(T+i )i1 von Tableaus f̈ur F, die wie unten beschrieben konstruiert ist, ein
geschlossenes TableauT+n (n 2 N ):
 T+1 ist ein initiales Tableau f̈ur F.
 Für alle i > 1 gilt:
1. Ti+1 ist ein Nachfolgetableau vonT
+
i (Def. 5.2.11), so daß (a)Ti+1 nicht





das Bedingung (a) erfüllt und zudem ein kleineres maximales Formelge-
wicht alsTi+1 hat (bzgl. der Gewichtsfunktionw).
2. SeihCi; ii die aus einer Pr̈amisse aufT
+
i ableitbare Konklusion, die ver-
wendet wird, umTi+1 zu konstruieren; und seiSi das minimale Teilta-
bleau vonTi+1, das alle Vorkommen der voni instantiierten freien Va-
riablen entḧalt. Das TableauT+i+1 entsteht ausTi+1 durch (wiederholte)
Ausf̈uhrung aller Erweiterungsregelanwendungen, die notwendig sind, um
das TeiltableauSi zu erzeugen; dabei wirdSi an das Ende aller̈Aste an-
gef̈ugt, die durch dasSi entsprechende Teiltableau inTi+1 führen (welches
durch Anwendung voni aufSi entsteht).
Beweis:Teil 1: Da C gutartig ist, gilt folgendes: WennhC; i eine Konklusion einer
Prämisse ist, dann isthC; idi eine Konklusion von. Darum erfordern die Erwei-
terungsregelanwendungen, die notwendig sind, umT+i ausTi zu konstruieren, keine




für allei  1 gilt.
Per Konstruktion vonT+i+1 werden alle Formeln, die durch die Anwendung der Substi-
tution i aufT
+





Teil 2: Wir zeigen, daß die Folge(T+i )i1 regulär ist (Def. 5.2.12). Nehmen wir das
Gegenteil an; dann enth¨alt die Folge TableausT+j ; T
+
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Teil 3: Seiwmax 2 N ein beliebiges Gewicht. Wir zeigen, daß die initiale Teilfolge von
(T+i )i1 endlich sein muß, die nur Formeln mit Gewichtw()  wmax enthält.
Sei  eine Menge von (Varianten von) Repr¨asentanten jeder Klasse von Tableaufor-
meln in (T+i )i1, die bis auf Variablenumbenennung gleich sind und deren Gewicht
nicht größer alswmax ist; ist also eine Tableauformel mitw()  wmax in (T
+
i )i1,
dann gibt es eine Variante von in  ; wir wählen  so, daß die Formeln in  paarweise
variablendisjunkt sind.
Die Definition von Gewichtsordnungen impliziert sofort, daß die Menge  endlich sein
muß. Darum ist Lemma 5.2.16 anwendbar, und die initiale Teilfolge von(T+i )i1, in
der keine Formel mit einem Gewicht von mehr alswmax auftritt, ist endlich.
Teil 4: Per Voraussetzung gibt es einen (m¨oglicherweise irregul¨aren) Tableaubeweis
T 01; : : : ; T
0
m für F. Seiwmax das maximale Gewicht aller in diesem Tableaubeweis auf-
tretenden Tableauformeln; und seiT+n das letzte Tableau in der (wie in Teil 3 gezeigt)
endlichen initialen Teilfolge von(T+i )i1, in der keine Tableauformeln mit einem Ge-
wicht von mehr alswmax auftreten (das TableauT
+
n+1 enthält also eine Formel mit
einem Gewicht von mehr alswmax).
Wir beweisen durch Induktion ¨uberj, daß es Substitutionen1; : : : ; m 2 Subst()
gibt, so daß
T 0j k T
+
n j :
j = 1: Sei 1 = id ; die TableausT 01 undT
+
1 sind beide initiale Tableaus f¨ur F und







j ! j + 1: Seien0 die Prämisse undhC; i die Konklusion, die f¨ur die Konstruktion
vonT 0j+1 ausT
0
j verwendet worden sind; und seiB
0
j der Ast inT
0
j, der erweitert wor-
den ist. Die Substitution sei so gew¨ahlt, daß sie nur in0 vorkommende Variablen
instantiiert; das ist immer m¨oglich, da der Kalk¨ul gutartig ist.
Betrachten wir zun¨achst den Fall, daß kein Ast inT+n j den AstB
0
j k-enthält. Dann
enthält jeder Ast vonT+n j einen nicht-expandierten Ast vonT
0
j; und es gilt also
T 0j+1 k T
+




n j+1 mit j+1 = ( Æ j).






1  l  s, gibt es eine Mengel von Tableauformeln aufBl und eine Substitution
(die wegen Bedingung 2 in der Definition der Enhaltenseins-Relation [Def. 5.2.3] nicht
von l abhängt), so daßl = 0. Also kannB mit der KonklusionhC;  Æi erweitert
werden. Sei nunbT das Tableau, das dadurch ausT+n j entsteht, daß jeder der̈Aste
B1; : : : ; Bs mit der KonklusionhC;  Æ i erweitert wird. Dieses NachfolgetableaubT
vonT+n j k-enthält T
0
j+1.
Wir fahren fort, indem wir zeigen, daß jede Erweiterungsregelanwendung, die zur
Konstruktion vonbT ausT+n j ausgeführt wird, irregulär ist. Alle durch eine sol-
che Regelanwendung neu entstehenden Tableauformeln, n¨amlich die inC und die in
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(Assoc(T+n ;)), kommen nach der Definition vonk bis auf Variablenumbenen-
nung inT 0j+1 vor und haben also ein Gewicht kleiner oder gleichwmax. Da aber per
KonstruktionT+n das letzte Tableau in der (regul¨aren) Tableaufolge ist, das keine For-
mel mit einem Gewicht von mehr alswmax enthält, muß jede Erweiterungsregelanwen-
dung, die keine Formel mit einem Gewicht von mehr alswmax erzeugt, irregul¨ar sein.
Damit gilt T 0j+1 k bT k T+n j = T+n j+1 mit j+1 = j.
Teil 5: Wir können nun die Aussage des Satzes beweisen, denn insbesonderek-enthält




m geschlossen ist, enth¨alt jeder Ast vonT
0
m
die Tableauformel?. Also ist? auch in jedem Ast vonT+n m und somit in jedem Ast
vonT+n enthalten. Daraus folgt, daßT
+
n geschlossen ist. 2
Eine Beweisprozedur, die die Bedingungen des Satzes 5.4.4 erf¨ullt und eine regul¨are
Folge T+1 ; T
+




i+1 für alle i  1, si-
muliert – in gewissem Sinne – eine Tiefensuche mit Iterative deepening (siehe Ab-
schnitt 5.1.2). Das Gewicht der Formeln, die in einem Tableau vorkommen d¨urfen,
wird schrittweise erh¨oht. Wenn ein (m¨oglicherweise irregul¨arer) Tableaubeweis exi-
stiert, der keine Formeln mit einem Gewicht von mehr alswmax enthält, dann gibt es
ein geschlossenes TableauT+n , das das letzte in der konstruierten Folge ist, das kei-
ne Formel mit einem Gewicht von mehr alswmax enthält. Es enth¨alt alle ableitbaren
TableausT<wmax , die keine Formeln mit einem Gewicht von mehr alswmax enthal-
ten. Der große Vorteil dieser simulierten TsID gegen¨uber klassischer TsID mit Back-
tracking ist, daß das TableauT+n eine sehr kompakte Darstellung des Suchraums ist.
Alle Information, die in einem der TableausT<wmax enthalten ist, ist in der einheitli-
chen StrukturT+n vorhanden; alle Tableaus im Suchraum, die zueinander symmetrisch
sind und also die gleiche Information enthalten, sind durch ein einziges Teiltableau
vonT+n dargestellt. Da kein Backtracking verwendet wird, geht schon abgeleitete In-
formation niemals wieder verloren. Es kann Teile des TableausT+n geben, die redun-
dante Information darstellen und nutzlos sind (d. h., redundante Teiltableaus, die nicht
hätten erzeugt werden sollen); diese sind aber nicht sch¨adlich, da sie mit Hilfe der in
Abschnitt 4.6 beschriebenen Pruning-Technik entfernt werden k¨on en.
Die in diesem Abschnitt beschriebene Methode zum Entwurf deterministischer Be-
weisprozeduren kann nur angewendet werden, wenn die Gr¨oße minimaler Pr¨amissen
durch eine Konstantek 2 N beschränkt ist. Die Methode kann jedoch leicht so ange-
paßt werden, daß sie auch auf beliebige andere Kalk¨ule anwendbar ist (wie beispiels-
weise den Kalk¨ul für modale Logiken aus Abschnitt 3.7.4). Dazu wird die Schrankek
während der Konstruktion einer regul¨aren Folge(T+i )i1 von Tableaus schrittweise
erhöht. Man kann beispielsweise festlegen, daßk = kw(wmax) gelten soll, wobeikw
eine monoton wachsende Funktion ist undwmax das maximale Gewicht von Formeln
in dem jeweils aktuellen Tableau.
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5.5 Gutartigkeitserhaltende Suchraumeinschrankungen
Die im vorangegangenen Abschnitt beschriebene Methode zur Konstruktion einer de-
terministischen Beweisprozedur f¨ur Kalküle mit starren Variablen ist mit allen Such-
raumeinschr¨ankungen kompatibel, die die Gutartigkeit des Kalk¨uls erhalten. Solche
Einschränkungen basieren gew¨ohnlich auf semantischen Eigenschaften der jeweiligen
Logik, so daß sie nur schwer in uniformer Weise formuliert werden k¨o nen. Es fol-
genden wichtige Beispiele f¨ur solche Suchraumeinschr¨ankungen.
Konnektivitat Für viele Kalküle (und Logiken) kann eineKonnektions-Relation
zwischen Tableauformeln definiert werden, so daß eine Formel, die keine Konnek-
tion zu einer anderen Formel (oder Menge von Formeln) auf einem AstB hat, mit
Sicherheit redundant ist; in diesem Fall kann weder noch eine aus ableitbare For-
mel zum Abschluß vonB beitragen. Das heißt, (1) es gibt keine minimale, ent-
haltenden Pr¨amisse, aus der? abgeleitet werden kann, und – iterativ – (2) keine aus
einer minimalen, enthaltende Pr¨amisse ableitbare Konklusion hat eine Konnektion
zu einer Formel oder einer Menge von Formeln aufB. Um für die Einschr¨ankung des
Suchraums n¨utzliche zu sein, muß die Konnektionsbedingung einfach zu ¨uberprüfen
sein.
Für den PL1-Kalk¨ul aus Abschnitt 3.6 kann beispielsweise eine Konnektions-Relation
verwendet werden, bei der zwei Formeln genau dann eine Konnektion haben, wenn sie
das gleiche Atom mit verschiedener Polarit¨t enthalten (siehe z. B. (Beckert & H¨ahnle,
1998)).
Ein Konnektions-Begriff, der darauf beruht, das Vorkommen gleicher Atome mit ver-
schiedener Polarit¨a zu überprüfen, kann in den meisten Logiken in dem Sinne ver-
wendet werden, daß das Vorkommen solcher Atome f¨ur eine Konnektionausreicht.
Oft müssen aber auch noch anderer Arten von Konnektionen ber¨ucksichtigt werden
(beispielsweise haben Formeln, die Gleichungen repr¨asentieren, eine Konnektion zu
allen Formeln, auf die diese Gleichung
”
angewendet“ werden kann).
Wird ein gutartiger Kalk¨ul in einer Weise eingeschr¨ankt, so daß eine minimale Pr¨amis-
sen nur zur Erweiterung eines Astes verwendet werden darf, wenn alle ihre Formeln
eine Konnektion zu anderen Formeln auf dem Ast haben, dann bleibt die Gutartigkeit
des Kalküls erhalten. Gutartigkeit und Beweiskonfluenz gehen jedoch verloren, wenn
einestarkeKonnektions-Bedingung verwendet wird, bei der eine minimale Pr¨amisse
nur verwendet werden darf, wenn eine ihrer Formeln eine Konnektion zumBlatt des
Astes hat, der erweitert wird.
Selektionsfunktionen Ein weitere wichtige Methode zur Einschr¨ankung des Such-
raums, die die Gutartigkeit eines Kalk¨uls bewahrt, ist die Verwendung einer Selekti-
onsfunktion zur Auswahl der n¨achsten zu verwendenden Pr¨amisse, die auf einerLi-
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teralordnungberuht; diese Technik ist aus dem Beweisen in klassischer Klausellogik
bekannt (Hähnle & Klingenbeck, 1996; H¨ahnle & Pape, 1997).
Man beachte, daß das Konzept der Literalordnungen von dem der Gewichtsordnungen
(Abschnitt 5.3) sehr verschieden ist; so sind Literalordnungen (im allgemeinen)keine
Wohlordnungen, da es unendlich viele unvergleichbare Formeln geben kann.
6 Fasern
6.1 Einfuhrung
Die Methode des Faserns (fibring) ist ein sehr n¨utzliches Konzept f¨ur die Kombination
logischer Systeme basierend auf der Kombination ihrer Semantiken (Gabbay, 1996c;
Gabbay, 1996a; Gabbay, 1999), siehe Abschnitt 6.2. Die grundlegende Idee ist, die
Modelle, die die Semantiken zweier LogikenL1 undL2 definieren, so zu kombinie-
ren, daß die resultierenden Strukturen benutzt werden k¨on en, um die Semantik von
Ausdrücken (Formeln) aus der Kombination der Sprachen vonL1 undL2 zu definie-
ren. Die allgemeine Voraussetzung f¨ur Fasern ist, daß die Modelle Komponenten wie
die Welten in Kripke-Modellen haben, was v¨ollig mit den Annahmen, die wir ¨uber die
Form von Modellen gemacht haben, ¨ubereinstimmt.
Um gefaserte Modelle zu bilden, werden Faser-FunktionenF(1;2) definiert, die jeder
Welt w einesL1-Modellsm1 einL2-Modellm2 zuweisen. Wenn eineL2-Formel in
der Weltw ausgewertet werden soll, wo ihr Wahrheitswert zun¨achst undefiniert ist,
dann wird sie statt dessen inm2 = F(1;2)(w) ausgewertet. Die volle St¨arke des Fa-
serns kommt zum Vorschein, wenn der Prozeß iteriert wird, um eine Semantik f¨ur
die LogikL[1;2] zu definieren, in deren Formeln Operatoren der Komponentenlogiken
beliebig verschachtelt auftreten k¨onnen. Fasern ist in vielen Bereichen der Logik er-
folgreich eingesetzt worden, um Systeme und ihre Semantiken zu kombinieren; f¨u
einenÜberblick siehe (Gabbay, 1996c; Gabbay, 1999).
In diesem Kapitel erweitern wir das Konzept des Faserns aufT bleaukalk̈ule. Wir
beschreiben, wie in uniformer Weise ein korrekter und vollst¨andiger Tableaukalk¨ul
für die kombinierte Logik aus Tableaukalk¨u en der Komponentenlogiken konstruiert
werden kann. Da Tableaukalk¨ule für die meisten
”
Basislogiken“ schon zur Verf¨ugung
stehen (einschließlich klassischer Logiken, modaler Logiken, intuitionistischer Logi-
ken, temporaler Logiken und vieler anderer mehr), k¨onnen Kalküle für alle
”
komple-
xen“ Logiken gewonnen werden, die sich durch Fasern aus Basislogiken ergeben, wie
beispielsweise modale Pr¨adikatenlogik, intuitionistische temporale Logik, usw.
Der wesentliche Vorteil eines uniformen Konzeptes f¨ur das Fasern von Tableaukal-
külen ist, daß f¨ur die Konstruktion eines Kalk¨uls für die KombinationL[1;2] zwei-
er Logiken kein Wissen ¨uber deren Interaktion ben¨otigt wird. Also können Kalküle
für L[1;2] schnell und einfach gewonnen werden. Korrektheit und Vollst¨andigkeit des
gefaserten Kalk¨uls müssen nicht neu bewiesen werden; sie folgen aus Korrektheits-
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und Vollständigkeitseigenschaften der Komponentenkalk¨ule (Satz 6.4.3).
Es ist auch m¨oglich, einen Kalk¨ul C1 für eine LogikL1 mit einem Kalkül C2 für eine
”
Teillogik“ L2 vonL1 zu fasern (beispielsweise ist Aussagenlogik eine Teillogik der
Prädikatenlogik); wenn auchC1 die ganze LogikL1 behandeln kann, so mag doch
der Kalkül C2 für Formeln ausL2 effizienter sein, so daß der gefaserte Kalk¨ul C(1;2)
effizienter alsC1 ist.
Es ist nicht m¨oglich, völlig beliebige Tableaukalk¨ule in uniformer Weise zu fasern.
Wenn nichts ¨uber die Kalküle bekannt ist, dann ist nicht klar, wo und wie der Kalk¨ul
für L2 an den Kalkül für L1 ”
angeschraubt“ werden muß. Darum betrachten wir in
diesem Kapitel nur Tableaukalk¨ule, die – syntaktisch –
– gutartig sind
und – semantisch –
– die starken Korrektheitseigenschaften aus Definition 3.5.8 haben (Angemessenheit
der Menge der Tableauinterpretationen und Korrektheit der Erweiterung),
– die starke Vollst¨andigkeitseigenschaft 1 aus Definition 3.5.10 haben (Angemessen-
heit der Menge der Tableauinterpretationen) und
– stark semantisch analytisch sind (Def. 3.5.16).
Kalküle mit diesen Eigenschaften sind hinreichend
”
ormal“, um gefasert werden zu
können. Gutartigkeit der Komponentenkalk¨ule ist ausreichend, um den gefaserten
Kalkül in uniformer Weise zu definieren (d. h., seine Syntax und seine Semantik).
Wenn die Komponentenkalk¨ule darüber hinaus die oben aufgelisteten semantischen
Eigenschaften haben, dann ist der entstehende gefaserte Kalk¨ul automatisch korrekt
und vollständig für die Logik, die durch Fasern der Komponentenlogiken entsteht. Au-
ßerdem hat dann der gefaserte Kalk¨ul selbst diese semantischen Eigenschaften, was es
ermöglicht, das Fasern von Tableaukalk¨ulen zu iterieren und so einen Kalk¨ul für die
voll gefaserte LogikL[1;2] zu konstruieren.
Als ein Beispiel werden in Abschnitt 6.5 ein Kalk¨ul für PL1 und ein Kalk¨ul für die
Modallogik bK gefasert, wodurch ein Kalk¨ul für eine modale Pr¨adikatenlogik entsteht.
Es kann sein, daß mit einem gefaserter Kalk¨ul nur ein Semi-Entscheidungsverfahren
für die Erfüllbarkeit von Formeln der gefaserten Logik gebildet werden kann, d. h.,
eine auf dem gefaserten Kalk¨ul beruhende Beweisprozedur terminiert m¨oglicherweise
nur für unerfüllbare Eingabeformeln – selbst wenn die Komponentenkalk¨ule benutzt
werden können, um die Erf¨ullbarkeit in den Komponentenlogiken zu entscheiden. Das
ist jedoch nicht ¨uberraschend, weil eine gefaserte Logik auch dann unentscheidbar sein
kann, wenn ihre Komponentenlogiken entscheidbar sind.
Zu verwandten Arbeiten ist (D’Agostino & Gabbay, 1996) zu z¨ahlen, wo eine Me-
thode zum Fasern von Tableaukalk¨ulen für Logiken mit sub-struktureller Implikati-
on vorgestellt wird. In (Gabbay & Governatori, 1998) ist eine Methode zum Fasern
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von Tableaukalk¨ulen für modale Logiken beschrieben, um Kalk¨ule für multi-modale
Logiken zu erzeugen; sie kann als Instanz des allgemeinen Konzepts angesehen wer-
den, daß im folgenden vorgestellt wird. In (Giunchiglia & Sebastiani, 1996) ist ein
Deduktionssystem f¨ur modale Logiken beschrieben, das separate Prozeduren f¨die
Handhabung des klassischen bzw. des modalen Anteils von Formeln verwendet.
In (Pfalzgraf, 1991; Pfalzgraf & Stokkermans, 1994) wird das sehr ¨ahnliche Konzept
der logischen Faserneingeführt und motiviert; als konkrete Anwendungen wird die
Modellierung der logischen Kontrolle kooperierender Agenten genannt. Baader und
Schulz (1995a; 1995b) benutzen eine weitere Variante des Faserns, um die Definiti-
onsbereiche symbolischer Constraints und L¨osungsverfahren zu kombinieren.
Die Vorteile der Kombination von Logiken werden in (de Rijke, 1997) diskutiert.
6.2 Fasern logischer Systeme
In diesem Abschnitt ist die allgemeine Methode des Faserns logischer Systeme be-
schrieben, und Syntax und Semantik gefaserter Logiken werden – basierend auf Syn-
tax und Semantik der Komponentenlogiken – definiert.
Intuitiv werden, wenn zwei LogikenL1 undL2 gefasert werden, Formeln betrachtet,
die aus Symbolen und Operatoren beider Logiken aufgebaut sind (Gabbay, 1996c;
Gabbay, 1999). In einem ersten Schritt betrachten wir eine LogikL(1;2), bei derL2-
Formeln innerhalb vonL1-Formeln auftreten k¨onnen aber nicht umgekehrt.
Die Logik L[1;2]  L[2;1], die die volle Kombination vonL1 undL2 ist, wobei dann
Ausdrücke aus beiden Logiken beliebig verschachtelt auftreten k¨onnen, kann behan-
delt werden, indem die im folgenden beschriebene Konstruktion induktiv wiederholt
wird. Genauso ist es m¨oglich, drei oder mehr Logiken zu kombinieren.
Da wir logische Systeme in einer sehr allgemeinen Weise definiert haben, steht keine
Information dar¨uber zur Verfügung, wie Formeln aus Signaturen aufgebaut sind. Wir
modellieren die Annahme, daßL(1;2)-Formeln konstruiert werden, indemL2-Formeln
(auf irgendeine Art und Weise) als Teilformeln vonL1-Formeln verwendet werden,
wie folgt: Wir betrachten die LogikL(1;2) als eine besondere Version vonL1, die
die Formeln vonL2 als (zusätzliche) Atome enth¨alt. Und in jeder Weltw derL(1;2)-
Modelle (die angereicherteL1-Modelle sind) ist der Wahrheitswert der zus¨atzlichen
Atome (dieL2-Formeln sind) derselbe wie in der initialen Welt einesL2-Modells, das
der Weltw zugewiesen ist. Also bestehenL(1;2)-Modelle aus einemL1-Modell m1
und einerFaser-FunktionF , die jeder Weltw in m1 einL2-Modell zuweist (dies ist
in Abbildung 6.1 illustriert). Intuitiv wird eineL2-Formel, wenn sie inw ausgewertet
werden soll, wo ihr Wahrheitswert undefiniert ist, statt dessen inm2 = F(w) ausge-
wertet.
































Abbildung 6.1: Ein gefasertes Modell.
Definition 6.2.1 SeienL1 und L2 Logiken; sei jedem Paarh1;2i 2 Sig1  Sig2
von Signaturen eine Signatur(1;2) 2 Sig1 zugewiesen, so daß
Form2(2)  Atom1((1;2)) :
Dasgefaserte logische SystemL(1;2), das durch Fasern der LogikenL1 undL2 entsteht,
ist wie folgt definiert:
 Die MengeSig(1;2) der Signaturen vonL(1;2) besteht aus allen Signaturen(1;2)
in Sig1, die einem Paarh1;2i 2 Sig1  Sig2 zugewiesen sind.
 Für alle Signaturen(1;2) 2 Sig (1;2) ist die MengeForm(1;2)((1;2)) vonL(1;2)-
Formelnüber(1;2) identisch mit der MengeForm1((1;2)) von L1-Formeln
über(1;2), und die MengeAtom(1;2)((1;2)) vonL(1;2)-Atomenüber(1;2) ist
identisch mit der MengeAtom1((1;2)) vonL1-Atomenüber(1;2).
 Für alle Signaturen(1;2) 2 Sig(1;2) besteht die MengeM(1;2)((1;2)) derL(1;2)-
Modelle aus allen Paarenhm1;Fi, wobeim1 2 M1 einL1-Modell ist undF ei-
ne Faser-Funktion, die jeder Weltw in m1 ein L2-Modell m2 2 M2(2) zu-
weist, so daß eine FormelG 2 Form2(2) genau dann inw wahr ist, wenn sie
in F(w) wahr ist, d. h.,
w j=1 G gdw. F(w) j=2 G ;
dabei bezeichnenj=1 undj=2 die Wahrheit ausdr¨uckenden Relationen zwischen
Welten und Formeln inL1 bzw.L2.
Die MengeW(1;2) der Welten vonhm1;Fi besteht aus allen Welten inm1 und
allen Welten in denL2-Modellen, die Welten inm1 vonF zugewiesen sind. Die
initiale Welt vonhm1;Fi ist die initiale Welt vonm1.
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Die die Wahrheit von Formeln inL(1;2)-Welten ausdr¨uckende Relationj=(1;2)
ist für alle Weltenw und alle FormelnG in Form(1;2)((1;2)) = Form1((1;2))
definiert durch:w j=(1;2) G genau dann, wennw j=1 G. 2
Beispiel 6.2.2Um Prädikatenlogik erster Stufe PL1 und eine modale Logik fasern
zu können, nehmen wir an, daß es f¨ur jede PL1-SignaturPL1 eine Signaturmod
in Sigmod gibt, so daß die Atome ¨uberPL1 die aussagenlogischen Variablen inmod
sind. Dann ist(PL1;mod) eine PL1-Signatur, in der die Pr¨adikatensymbole von der
Form Æ1    Æn p (n  0) sind, wobeiÆi 2 f2;3; g und p ein Prädikatensymbol
in PL1 ist.
Sind nunp undq Prädikatensymbole inPL1 und ista eine Konstante, dann istp(a)
eine aussagenlogische Variable inmod,2p ist ein Prädikatensymbol in(PL1;mod) und
2p(a) ist sowohl ein Element vonAtomPL1((PL1;mod)) als auch vonFormmod(mod).





jedoch ist2(8x)(p(x)) keineFormel inFormPL1((PL1;mod)), da Modalitäten nur auf
atomarer Ebene vorkommen d¨urfen; und2p(x) ist weder eine Formel inLmod noch
ein Atom in PL1, weil freie Objektvariablen gem¨aß Definition in PL1-Formeln nicht
vorkommen d¨urfen.
Die gefaserte LogikL(PL1;mod) ist eine modale Pr¨adikatenlogik, wobei die modalen
Operatoren nur auf atomarer Ebene vorkommen d¨urfen. Wenn jedoch der Faser-Prozeß
iteriert wird, dann entsteht eine volle modale Pr¨adikatenlogik, weil dann die logischen
Operatoren_ und^ der klassischen Pr¨adikatenlogik innerhalb modallogischer For-
meln verwendet werden k¨onnen. 2
6.3 Das Fasern von Tableaukalkulen
In diesem Abschnitt ist beschrieben, wie in uniformer Weise ein Tableaukalk¨l für eine
gefaserte LogikL(1;2) aus zwei Tableaukalk¨ulenC1 undC2 für L1 bzw.L2 konstruiert
werden kann.1
Wenn wir den Standpunkt einnehmen, daß die Suche nach einem Tableaubeweis ein
Versuch ist, ein Modell f¨ur die Formeln des initialen Tableaus zu konstruieren, dann
1 Wir betrachten hier nur Grundkalk¨ule. Um einen Kalk¨ul mit starren oder universellen Variablen
für die gefaserte LogikL(1;2) zu konstruieren, muß zun¨achst ein Grundkalk¨ul C
gd
(1;2) (durch Fasern)
konstruiert werden, was dann erlaubt, einen Kalk¨ul mit freien Variablen f¨ur L(1;2) mit der Hebe-
Technik zu konstruieren, wie sie in Kapitel 4 beschrieben ist.
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entspricht die Suche nach einem Tableaubeweis in einem gefaserten Kalk¨ul der Kon-
struktion eines gefaserten Modells. Die Tableauformeln des gefaserten Kalk¨uls müs-
sen daher Wissen ¨uber gefaserte Modelle repr¨asentieren k¨onnen. Zu diesem Zweck
benutzen wir Markierungen, die entweder von der Form1 2 Lab1 sind und Wel-
ten desL1-Modells bezeichnen oder von der Form(1; 2) sind (wobei1 2 Lab1
und2 2 Lab2) und Welten desjenigenL2-Modells bezeichnen, das durch die Faser-
Funktion der von1 bezeichneten Welt desL1-Modells zugewiesen wird. Eine Ta-
bleauformelT:1:G drückt aus, daßG in I1(1) wahr ist; die Bedeutung einer Ta-
bleauformelT:(1; 2):G ist, daßG wahr ist in der WeltI2(2) des Modells, das von
der Faser-Funktion der WeltI1(1) zugewiesen ist.
Der kombinierte Kalk¨ul konstruiert keine getrennten Tableaus f¨rL1- undL2-Formeln,
sondern bildet eine einheitliche Struktur mit einer einheitlichen Tableauerweiterungs-
regel.
Die Tableauerweiterungsregel des gefaserten Kalk¨ulsC(1;2), der ausC1 undC2 gebildet
wird, hat drei Komponenten:
1. die Erweiterungsregel vonC1; sie kann auf dieL1-Tableauformeln eines Astes
angewendet werden;
2. die Erweiterungsregel vonC2; sie kann auf dieL2-Tableauformeln mit einer
Markierung der Form(1; 2) angewendet werden;
3. Ein Faser-Regelschema, das erlaubt,S:(1; 02):G2 ausS:1:G2 abzuleiten, wenn
G2 eineL2-Formel ist und also von derC2-Regel behandelt werden muß. Dieses
Regelschema dr¨uckt aus, daß eineL2-FormelG2, wenn sie in einerL1-Weltw =
I1(1) wahr ist, auch in der initialen Welt desw zugewiesenenL2-Modells wahr
ist.
Die einzige zus¨atzliche Annahme – neben Gutartigkeit der Kalk¨ule C1 undC2 für die
Komponentenlogiken –, die wir machen m¨ussen, um Syntax und Semantik des gefa-
serten Kalküls C(1;2) definieren zu k¨onnen, ist, daß die Erweiterungen der Signaturen,
die vonC1 undC2 benutzt werden, kompatibel sind.
Definition 6.3.1 Die Logik L(1;2) entstehe durch Fasern der LogikenL1 undL2; und
seienC1 und C2 Kalküle für L1 bzw. L2, so daß f¨ur alle Signaturen1 2 Sig1 und





2 )  Atom(

(1;2)), und





Dann sei der gefaserte Kalk¨ul C(1;2) für L(1;2) für alle1 2 Sig1;2 2 Sig2 wie folgt
definiert:
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Markierungen: Die Menge der Markierungen vonC(1;2) ist
Lab(1;2) = Lab1 [ f(1; 2) j 1 2 Lab1; 2 2 Lab2g ;
die initiale Markierung0(1;2) von C(1;2) ist identisch mit der initialen Markie-
rung01 vonC1.




die folgenden m¨oglichen Konklusionen zu (wobeiE1 undE2 die Erweiterungs-
regeln vonC1 bzw.C2 sind):
1. die Konklusionen inE1(1), wobei1 aus allen Tableauformeln in 
besteht, die von der Form = S:1:G sind(Erweiterungsregel vonC1),
2. die Konklusionen f¨ur alle 1 2 Lab1, die aus Konklusionen inE2(2;1)
dadurch entstehen, daß man2 durch(1; 2) ersetzt, wobei
2;1 = fS:2:G j S:(1; 2):G 2 g
(Erweiterungsregel vonC2),
3. die KonklusionffS:(1; 02):Ggg für alle Tableauformeln in  von der
Form = S:1:G mit G 2 Form2(2) (Faser-Regelschema).
Tableauinterpretationen:Die MengeTabInterp(1;2) der Tableauinterpretationen des
Kalküls C(1;2) besteht aus allen Paarenhm(1;2); I(1;2)i, wobeim(1;2) = hm1;Fi
einL(1;2)-Modell ist, so daß gilt:
1. es gibt eine Tableauinterpretationhm1; I1i in TabInterp1((1;2));
2. für alle L2-Modellem2;w = F(w), die einer Weltw in m1 zugewiesen
sind, gibt es eine Tableauinterpretationhm2;w; I2;wi in TabInterp2(2);
3. I(1;2)(1) = I1(1) und I(1;2)((1; 2)) = I2;I1(1)(2) für alle 1 2 Lab1
und2 2 Lab2. 2
6.4 Semantische Eigenschaften gefaserter Kalkule
Wie schon in Abschnitt 6.1 erw¨ahnt, fordern wir, daß ein Kalk¨ul, der zum Fasern
verwendet wird, außer gutartig zu sein auch die Korrektheits- und Vollst¨andigkeits-
eigenschaften aus Definitionen 3.5.8 und 3.5.10 hat und stark semantisch analytisch
ist.
Definition 6.4.1 Ein Kalkül C ist zum Fasern geeignet, wenn er
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– gutartig ist,
– die starken Korrektheitseigenschaften aus Definition 3.5.8 hat (Angemessenheit der
Menge der Tableauinterpretationen und Korrektheit der Erweiterung),
– die starke Vollst¨andigkeitseigenschaft 1 aus Definition 3.5.10 hat (Angemessenheit
der Menge der Tableauinterpretationen) und
– stark semantisch analytisch ist (Def. 3.5.16). 2
Die Gutartigkeit der Komponentenkalk¨ule C1 und C2 reicht aus, um den gefaserten
Kalkül C(1;2) syntaktisch definieren zu k¨onnen. AberC(1;2) ist nur dannper Konstruk-
tion korrekt und vollständig (und selbst zum Fasern geeignet), wennC1 und C2 die
semantischen Eigenschaften haben, die sie (wie oben definiert) zum Fasern geeignet
machen.
Es reicht zum Fasern nicht aus, wenn die Komponentenkalk¨ule nur die schwachen
Korrektheits- und Vollst¨andigkeitseigenschaften haben (Def. 3.5.3 und 3.5.6). Bleibt
beispielsweise nur die Erf¨ullbarkeit durchirgendeineTableauinterpretation erhalten,
wenn die Erweiterungsregel eines Komponentenkalk¨uls angewendet wird, dann ist der
gefaserte Kalk¨ul möglicherweise nicht korrekt. Intuitiv ist der Grund daf¨ur folgender:
Nehmen wir an,T(1;2) sei ein Tableau f¨ur Formeln der gefaserten LogikL(1;2), die
L1-Tableauinterpretationhm1; I1i erfülle denL1-Anteil von T(1;2) und einer Weltw
inm1 sei dasL2-Modellm2 zugewiesen. Wenn nun die Erweiterungsregel des Kom-
ponentenkalk¨uls für L1 nur die Erfüllbarkeit durchirgendeineTableauinterpretation
erhält, d. h., derL1-Anteil eines NachfolgetableausT 0(1;2) vonT(1;2) nur von irgendeiner
von hm1; I1i verschiedenen Tableauinterpretationhm01; I
0
1i erfüllt wird, dann würde
ein Problem entstehen, fallsm2 und diew entsprechende Weltw0 in hm01; I
0
1i nicht
kompatibel sind, falls also eineL2-Formel, die in der initialen Welt vonhm1; I1i (und
in w) wahr ist, inw0 nicht wahr ist.
Das folgende Beispiel zeigt, daß ein Kalk¨ul tatsächlich semantisch analytisch sein
muß, um zum Fasern geeignet zu sein, da sonst der gefaserte Kalk¨ul unvollständig
sein könnte.
Beispiel 6.4.2Die Vollständigkeit eine Kalk¨uls C1 für PL1 bleibt erhalten, wenn ei-
ne Formel der FormT:(p _ q) dann nicht für die Erweiterung eines Astes verwendet
wird, wenn das Atomq nirgends sonst inB auftritt (d. h., falls das Atomq pur ist). Ein
Kalkül, der diese Suchraumbeschr¨ankung benutzt, ist jedochnicht semantisch analy-
tisch.
WennC1 mit einem Kalkül C2 für eine modale Logik gefasert wird, dann kann ein
PL1-Atom eine unerf¨ullbare modallogische Formel sein. Also kann es sein, daß eine
pure Atome verwendende Erweiterungicht redundant ist; und ein Kalk¨ul für PL1,
der zum Fasern geeignet sein soll, muß die Erweiterung eines Astes zulassen, der z. B.
T::[3(r ^ :r) _ q] enthält, so daß neue Teil¨aste entstehen, dieT::3(r ^ :r) bzw.
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T::q enthalten, was es erm¨oglicht, die FormelT::3(r ^ :r) an die modale Kompo-
nente des gefaserten Kalk¨u s weiterzureichen und so ihre Unerf¨ullbarkeit festzustellen.
2
Es folgt der Hauptsatz dieses Kapitels.
Satz 6.4.3Die LogikL(1;2) entstehe durch Fasern der LogikenL1 undL2; C1 undC2
seien Kalk̈ule für L1 bzw.L2, die zum Fasern geeignet sind (Def. 6.4.1), und der
Kalkül C(1;2) für L(1;2) entstehe durch Fasern vonC1 undC2 gem̈aß Definition 6.3.1.
Dann ist der Kalk̈ul C(1;2) zum Fasern geeignet.
Beweis: Gutartigkeit: Per Konstruktion istC(1;2) ein Kalkül mit Erweiterungsregel,
und es ist leicht zu b̈erprüfen, daß seine Erweiterungsregel monoton und nicht-struk-
turell ist. Also istC(1;2) gutartig.
Starke Korrektheitseigenschaft 1:Die MengeF  Form(1;2)((1;2)) von Formeln wer-
de durch ein Modellhm;Fi 2 M(1;2)((1;2)) erfüllt.
Da der Kalkül C1 die starke Korrektheitseigenschaft 1 hat, gibt es eine Tableauinter-
pretationhm1; I1i 2 TabForm1(

(1;2)), die das initiale Tableau f¨ur F erfüllt, so daß
m

1 eine Erweiterung vonm1 ist. Nun sei für alle Weltenw vonm

1 die MengeFw
definiert als die Menge aller Formeln inForm2(2), die inw wahr sind;Fw wird von
dem Modellm2;w = F(w) erfüllt. Weil der Kalkül C2 die starke Korrektheitseigen-
schaft 1 hat, gibt es eine Tableauinterpretationhm2;w; I2;wi 2 TabForm2(

(1;2)), die
das intiale Tableau f¨ur Fw erfüllt, so daßm2;w eine Erweiterung vonm2;w ist.
Die Tableauinterpretationhhm1;F




– (a)I(1;2)(1) = I1(1) und (b)I(1;2)((1; 2)) = I2;I1(1)(2) für alle Paare
h1; 2i 2 Lab1  Lab2
von Markierungen
erfüllt nun das initiale Tableau f¨ur F, und sie ist eine Erweiterung vonhm;Fi.
Starke Korrektheitseigenschaft 2:Da der Kalkül C(1;2) gutartig ist, können wir Lem-
ma 3.5.9 benutzen. Sei  TabForm(1;2)((1;2)) eine minimale Pr¨amisse einer Kon-
klusionC; und nehmen wir an, daß von einer Tableauinterpretation
hhm1;Fi; I(1;2)i 2 TabInterp(1;2)(

(1;2))
erfüllt werde. Wir zeigen, daßhhm1;Fi; I(1;2)i eine der Extensionen inC erfüllt; wir
betrachten die folgenden F¨alle in Abhängigkeit von der Form von:
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Wenn nur Formeln der FormS:1:G enthält,C also aus mit der Erweiterungsregel
vonC1 abgeleitet wird, dann wird eine der Extensionen inC von der Tableauinterpre-
tationhhm1;Fi; I(1;2)i erfüllt, weil C1 die starke Korrektheitseigenschaft 2 hat.
Wenn nur Formeln der FormS:(1; 2):G enthält, C also aus mit der Erwei-
terungsregel vonC2 abgeleitet wird, dann wird eine der Extensionen inC von der
Tableauinterpretationhhm1;Fi; I(1;2)i erfüllt, weil C2 die starke Korrektheitseigen-
schaft 2 hat.
Wenn = fS:1:Gg mit G 2 Form2(2) und C = ffS:(1; 
0
2):Ggg, dann ist der
Wahrheitswert vonG in w1 = I(1;2)(1) der gleiche wie in der WeltI(1;2)(1; 02), die
die initiale Welt vonF(w1) ist; daher erf¨ullt die Tableauinterpretationhhm1;Fi; I(1;2)i
die FormelS:(1; 02):G.
Starke Vollsẗandigkeitseigenschaft 1:Seihhm1;F
i; I(1;2)i eine Tableauinterpretation,
die das initiale TableauT1 für eine MengeF  Form(1;2)((1;2)) von Formeln erf¨ullt.
Die C1-Tableauinterpretationhm1; I1i, wobeiI1 die Einschränkung vonI(1;2) auf Mar-
kierungen inLab1 ist, erfüllt T1 ebenfalls. Da der Kalk¨ul C1 die starke Vollst¨andig-
keitseigenschaft 1 hat, gibt es eine Modellm1 2 M1((1;2)), das eine Einschr¨ankung
vonm1 ist undF erfüllt.
Nun sei für alle Weltenw vonm1 die MengeFw definiert als die Menge aller Ta-
bleauformeln02 :T:G, so daßG 2 Form2(

(1;2)) in w wahr ist; und sei1 eine Mar-
kierung inLab1, für dieI1(1) = w gilt. Die C2-TableauinterpretationhF(w); I2imit
I2(2) = I(1;2)((1; 2)) erfüllt Fw. Da der Kalkül C2 die starke Vollst¨andigkeitseigen-
schaft 1 hat, gibt es ein Modellm2;w inM2(2), das eine Einschr¨ankung vonF(w)
ist undFw erfüllt. Per Konstruktion erf¨ullt das Modellm2;w alle FormelnG, die inw
wahr sind.
Damit erfüllt dasL(1;2)-Modell hm1;Fi von L(1;2) die FormelmengeF und ist eine
Einschränkung vonhhm1;F
i, wobeiF(w) =m2;f(w) für alle Weltenw inm1 (dabei
ist f(w) diew entsprechende Welt inm1).
Der Kalkül ist stark semantisch analytisch:SeiB ein voll expandierter Ast, der nicht
geschlossen ist; und sei(1;2)  TabForm(1;2)() eine Menge atomarer Tableaufor-
meln, so daß f¨ur kein in (1;2) sowohl als auch Element vonForm(B) [ (1;2)
sind. Wir zeigen, daß es eine Tableauinterpretation inTabInterp(1;2)((1;2)) gibt, dieB
und(1;2) erfüllt.
Für alle1 2 Lab1 seiB2;1 der Teilast vonB, der aus Formeln der FormS:(1; 2):G
besteht. DaB2;1 ein voll expandierter, nicht-geschlossenerC2-Ast ist und zudem der
Kalkül C2 stark semantisch analytisch ist, gibt es eine Tableauinterpretation
hm2;1; I2;1i 2 TabInterp(1;2)((1;2)) ;
die sowohlB2;1 als auch die Menge
fS:2:G j S:(1; 2):G 2 (1;2)g
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atomarer Formeln erf¨ullt.
SeiB1 der Teilast vonB, der aus Formeln der FormS:1:G besteht, wobei1 2 Lab1.
Da B1 ein voll expandierter, nicht-geschlossenerC1-Ast ist undC1 stark semantisch
analytisch ist, gibt es eine Tableauinterpretationhm1; I1i 2 TabInterp1((1;2)), die
sowohlB1 als auch die atomaren Formeln der FormS:1:G in (1;2) erfüllt.
Sei die Menge1  TabForm1((1;2)) atomarer Tableauformeln wie folgt definiert:
1 = fS:1:G j G 2 Form2(2), undhm2;1; I2;1i erfüllt S:2:Gg :
Per Konstruktion kann die Menge1 kein Atom und sein Komplement enthalten;
und das Komplement von = S:1:G 2  kann nicht inForm(B1) vorkommen, weil
sonstB2;1 auch das Komplement vonS:2:G enthalten w¨urde (daB voll expandiert
ist), das ist jedoch nicht m¨oglich, weil hm2;1; I2;1i sowohlS:2:G als auchB2;1
erfüllt.





(1;2)), die sowohlB1 als auch1 erfüllt.
Schließlich folgt nun, daß die Tableauinterpretation
hhm01;Fi; I(1;2)i 2 TabInterp(1;2)(

(1;2))
den AstB erfüllt, die definiert ist durch:
– Für alle Weltenw0 inm01 ist dasL2-Modell, dasw
0 zugewiesen wird,F(w0) =m2;1
(dabei ist1 eine beliebige Markierung inLab1, so daßI 01(1) = w
0),
– (a)I(1;2)(1) = I 01(1) und (b)I(1;2)((1; 2)) = I2;1(2) für alle Paare
h1; 2i 2 Lab1  Lab2
von Markierungen.
2
Ein Kalkül, der zum Fasern geeignet ist, hat per Definition Eigenschaften, die seine
Korrektheit und Vollständigkeit zusichern (S¨atze 3.5.4 und 3.5.7). Darum impliziert
Satz 6.4.3 das folgende Korollar.
Korollar 6.4.4 Der Kalkül C(1;2) ist korrekt und vollsẗandig.
6.5 Beispiel: Fasern von Kalkulen fur PL1 und einer modalen
Logik
Als ein Beispiel fasern wir den in Abschnitt 3.6 definierten Kalk¨ul CPL1 für Prädika-
tenlogik erster Stufe PL1 und die Einschr¨ankungC
bK des in Abschnitt 3.7 definierten
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Kalküls für die modale LogikbK ohne binäre logische Operatoren aus Abschnitt 2.5.2
Das Resultat ist ein Kalk¨ul C(1;2) für eine modale Pr¨adikatenlogik, wobei die modallo-
gischen Operatoren nur auf atomarer Ebene vorkommen d¨urfen (Beispiel 6.2.2).
Die Tableauerweiterungsregel des gefaserten Kalk¨uls ann leicht durch Instantiierung
der Kalküle C1 und C2 in Definition 6.3.1 mitCPL1 bzw. CbK gewonnen werden. Als
Beispiel präsentieren wir einen Tableaubeweis f¨ur die Gültigkeit der Formel
G = (8x)(2p(x))! [:(9y)(3 p(y)) ^ :(9z)(3 p(z))]
in der LogikL(1;2) = L(PL1;bK); wir benutzen den Kalk¨ul C(1;2) = C(PL1;bK), um ein ge-
schlossenes Tableau f¨r:G zu konstruieren. Das Tableau ist in Abbildung 6.2 gezeigt;
es wird wie folgt erzeugt: Die Tableauformel 1 ist im initialen Tableau enthalten; dann
werden die Formeln 2–7 durch Anwendung der Regelschemata vonCPL1 für - und
-Formeln hinzugef¨ugt. Das Schema vonCPL1 für Æ-Formeln wird angewendet, um
8 aus 7 abzuleiten, wobei die Skolem-Konstantec1 = sko((9y)(3 p(y))) eingeführt
wird. Nun wird, da 8 einebK-Formel enth¨alt, das Faser-Regelschema angewendet,
um 9 zum Ast hinzuzuf¨ugen, was es dann erlaubt, dieC
bK-Erweiterungsregel anzuwen-
den, um 10 aus 9 abzuleiten (wir nehmen an, daß3 p(c1)e = 1) und um 11 aus 10
abzuleiten. An dieser Stelle wird das Regelschema vonCPL1 für-Formeln auf 3 ange-
wendet, um 12 abzuleiten, wobei die universell quantifizierte Objektvariablex durch
den Grundtermc1 ersetzt wird (was zeigt, daßC1- undC2-Regelschemata in beliebiger
Reihenfolge angewendet werden k¨onnen). Schließlich wird das Faser-Regelschema
auf 12 angewendet, um 13 abzuleiten, und das Regelschema vonC
bK für -Formeln
wird angewendet, um 14 abzuleiten. Nun kann der linke Ast des Tableaus abgeschlos-
sen werden, und zwar mit Hilfe des Erweiterungsregel-Schemas f¨ur Astabschluß des
KalkülsC
bK; denn er enth¨alt die komplement¨aren Atome 11 und 14. Der rechte Ast ist
in genau der gleichen Weise erweitert und geschlossen.
Seine volle Kraft entfaltet das Fasern, wenn der Faser-Prozeß iteriert wird, um ausCPL1
undC
bK einen Kalkül C[PL1;bK] für die volle modale Pr¨adikatenlogikL[PL1;bK] zu konstru-
ieren; das ist m¨oglich, weil die Kalküle C(1;2); C(1;(2;1)); : : : alle zum Fasern geeignet
sind. Als Beispiel benutzen wirC[PL1;bK], um die Gültigkeit der FormelG
0 =
(8x)(2(r(x) ^ s(x)))! [:(9y)(3( r(y) _  s(y))) ^ :(9z)(3( r(z) _  s(z)))]
in L[PL1;bK] zu beweisen; die FormelG
0 entsteht ausG wie folgt: das Atomp(x) wird
durchr(x) ^ s(x) ersetzt, und p(y) und p(z) werden durch r(y) _  s(y) bzw.
 r(z) _  s(z) ersetzt. Die Konstruktion des Tableaus beginnt wie oben f¨ur G (Ab-
bildung 6.2). Wir betrachten nur den linken Ast (der rechte Ast kann in der glei-
chen Weise geschlossen werden). Anstelle der Atome 10 und 14 enth¨alt der Ast nun
100 = T:(; 1:1):( r(c1) _  s(c1)) und 140 = T:(; 1:1):(r(c1) ^ s(c1)). Die Erwei-
terung des Astes erfolgt wie in Abbildung 6.3 (um die Notation zu vereinfachen,
2 Um Negationen in PL1 und inbK zu unterscheiden, wird in modallogischen Formeln das Symbol 
anstelle von: verwendet.
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1 T:::((8x)(2p(x))! [:(9y)(3 p(y)) ^ :(9z)(3 p(z))])
2 F::(8x)(2p(x))! [:(9y)(3 p(y)) ^ :(9z)(3 p(z))]
3 T::(8x)(2p(x))





















Abbildung 6.2: Ein Tableaubeweis f¨ur die Gültigkeit der FormelG.
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100 T:(; 1:1): r(c1) _  s(c1)
140 T:(; 1:1):r(c1) ^ s(c1)
23 T:(; 1:1; ):r(c1) ^ s(c1)
24 T:(; 1:1; ):r(c1)
25 T:(; 1:1; ):s(c1)
26 T:(; 1:1; ): r(c1) _  s(c1)
27 T:(; 1:1; ): r(c1)
28 T:(; 1:1; ; 1): r(c1)
29 F:(; 1:1; ; 1):r(c1)
30 T:(; 1:1; ; 1):r(c1)
?
31 T:(; 1:1; ): s(c1)
32 T:(; 1:1; ; 1): s(c1)
33 F:(; 1:1; ; 1):s(c1)
34 T:(; 1:1; ; 1):s(c1)
?
Abbildung 6.3: Die Fortsetzung des Tableaus f¨urG0.
schreiben wir(; 1; ) anstatt(; (1; )), usw.). Die Tableauformel140 enthält eine
PL1-Formel. Darum wird das Faser-Regelschema angewendet, und 23 wird aus140
abgeleitet; dies ist das Faser-Regelschema des Kalk¨uls C(bK;PL1), der während der Ite-
ration mitCPL1 gefasert wurde, umC(PL1;(bK;PL1)) zu konstruieren. Das Regelschema
von CPL1 für -Formeln wird benutzt, um 24 und 25 aus 23 abzuleiten; dann wird 26
aus100 abgeleitet, indem wieder das Faser-Regelschema angewendet wird, und das
Regelschema f¨ur -Formeln wird angewendet, um 27 und 31 aus 26 abzuleiten. Das
Atom  p(c1) in 27 enthält das modallogische und nicht das pr¨adikatenlogische Ne-
gationszeichen. Also muß das Faser-Regelschema noch einmal angewendet werden,
um 28 abzuleiten, was dann erlaubt, die Formel 29 durch Anwendung des Schemas f¨ur
modallogische Negation abzuleiten. Die atomaren Tableauformeln 24 und 29 k¨onnen
nicht benutzt werden, um den Ast abzuschließen, denn ihre Markierungen sind ver-
schieden. Also wird das Faser-Regelschema ein letztes mal angewendet, um 30 aus 24
abzuleiten. Dann wird der Ast abgeschlossen, und zwar durch Anwendung des Sche-
mas für den Astabschluß auf 29 und 30.
7 Theorieschlieen
7.1 Einfuhrung
Theorieschließen ist eine wichtige Technik f¨ur die Verbesserung der Performanz von
automatischen Beweissystemen; sie ist aus dem Bereich des Theorembeweisens in
Prädikatenlogik erster Stufe wohlbekannt. Das spezifische Wissen aus einem gegebe-
nen Bereich (einer Theorie) wird ausgenutzt, indem effiziente Methoden zur Dedukti-
on in diesem Bereich eingesetzt werden.
Für das Automatische Beweisen in aus realen Anwendungen stammenden Bereichen
ist das Theorieschließen besonders wichtig. Die Gleichheitstheorie wird zum Bei-
spiel sehr h¨aufig verwendet, aber die meisten Spezifikationen von Problemen realer
Anwendungen verwenden auch noch andere Theorien; algebraische Theorien in ma-
thematischen Problemen und Spezifikationen abstrakter Datentypen in der Software-
Verifikation, um nur einige zu nennen.
Der wegbereitenden Arbeit Stickels (1985) folgend, wurden Methoden des Theorie-
schließens f¨ur die verschiedensten Kalk¨ultypen beschrieben; dazu geh¨oren Resoluti-
on (Stickel, 1985; Policriti & Schwartz, 1995), Pfad-Resolution (Murray & Rosen-
thal, 1987b), die Konnektionsmethode (Petermann, 1992; Petermann, 1993), Model-
lelimination (Baumgartner, 1992), Tableaukalk¨ule mit starker Konnektionsbedingung
(Baumgartneret al., 1992; Furbach, 1994) und die Matrixmethode (Murray & Rosen-
thal, 1987a).
Folgendes abstraktes Modell wird gew¨ohnlich verwendet, um ein automatisches De-
duktionssystem zu charakterisieren, daß eine Komponente zum Theorieschließen hat:
Ein allgemeiner Vordergrund-Beweiser (foreground reasoner) ruft einen speziellen
Hintergrund-Beweiser (background reasoner) auf, um Probleme aus einer bestimm-
ten Theorie zu behandeln. Im Falle des tableaubasierten Theorembeweisens ist der
Vordergrund-Beweiser ein Tableaukalk¨u (bzw. eine Implementierung eines Tableau-
kalküls), während der Hintergrund-Beweiser ein beliebiger Algorithmus ist, der f¨ur
eine gegebene Pr¨amisse eine Konklusion oder eine Menge von Konklusionen berech-
net.
Dieses Modell paßt hervorragend in unseren allgemeinen Rahmen. Es ist nicht not-
wendig, eine neue Notation f¨ur das Theorieschließen einzuf¨uhren oder Bedingungen
zu definieren, die die von einem Hintergrund-Beweiser berechneten Konklusionen
erfüllen müssen, damit der resultierende Kalk¨ul für eine TheorieT und eine LogikL
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korrekt und vollständig ist (wie es gew¨ohnlich in der Literatur ¨uber tableaubasiertes
Theorieschließen geschieht, siehe (Beckert, 1998a)). Statt dessen nehmen wir den
Standpunkt ein, daß eine TheorieT ein neues logisches SystemLT definiert. Die-
se LogikLT hat die gleiche Syntax wie die urspr¨ungliche LogikL; aber Modelle
vonLT sind nur solche Modelle vonL, dieT erfüllen. Dann können alle Begriffe und
Methoden aus den vorangegangenen Kapiteln verwendet werden, ohne die Notwen-
digkeit spezielle Versionen f¨ur das Theorieschließen zu definieren. Ein Hintergrund-
Beweiser ist dann eine Prozedur oder ein Algorithmus zur Berechnung von Konklu-
sionen, so daß der entstehende Kalk¨ul orrekt und vollständig für die LogikLT ist.
Besondere Korrektheits- oder Vollst¨andigkeitskriterien m¨ussen für das Theorieschlie-
ßen nicht definiert werden, sondern die Techniken zum Nachweise von Korrektheit
und Vollständigkeit, die in Kapitel 3 beschrieben sind, k¨onnen benutzt werden. Außer-
dem lassen sich alle Methoden zur Verbesserung der Effizienz einer tableaubasierten
Beweisprozedur aus Kapiteln 4 und 5 anwenden, einschließlich Verwendung starrer
und universeller Variablen.
Hintergrund-Beweiser sind f¨ur viele verschiedene Theorien entworfen worden, beson-
ders für das Gleichheitsbeweisen; ein̈Uberblick findet sich in (Baumgartneret al.,
1992; Furbach, 1994), f¨ur die Mengentheorie in (Cantoneet al., 1989). Die Deduk-
tion in einzelnen Modellen, beispielsweise den nat¨urlichen Zahlen, wird in (B¨urckert,
1990) diskutiert.
7.2 Theorien
Wir definieren, daß jede erf¨ullbare Menge von Formeln eine Theorie sei.
Definition 7.2.1 SeiL eine Logik; und sei 2 Sig eine Signatur. Dann ist eine erf¨ull-
bare MengeT ()  Form() von Formeln eineTheorie.
Das logische SystemLT ist identisch mitLmit der einzigen Abweichung, daß f¨ur alle
Signaturen 2 Sig seine MengeMT () von Modellen nur solche Modelle vonL()
enthält, dieT () erfüllen. 2
In der Literatur wird häufig zusätzlich gefordert (neben der Erf¨ullbarkeit), daß eine
Theorie unter der logischen Konsequenzrelation abgeschlossen sein muß. Ohne diese
Einschränkung entf¨allt die Notwendigkeit, zwischen einer Theorie und der Menge der
sie definierenden Axiome zu unterscheiden.
Definition 7.2.2 Eine TheorieT () ist (endlich) axiomatisierbar, wenn es eine (end-
liche) entscheidbare Menge	  Form() von Formeln (den Axiomen) gibt, so daß
folgendes gilt:  2 Form() ist genau dann in allen Modellen vonLT () erfüllt,
wenn in allen Modellen vonL() erfüllt ist, die	 erfüllen. 2
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Die meisten Theorien von praktischem Interesse sind axiomatisierbar. Ein Beispiel f¨ur
eine nicht axiomatisierbare Theorie ist die MengeT aller erfüllbaren PL1-Formeln.
Wenn eine TheorieT axiomatisierbar ist, dann ist die Menge der inLT unerfüllbaren
Formeln mit Hilfe eines Tableaukalk¨uls fürL aufzählbar.
Beispiel 7.2.3Die in der Praxis wichtigste PL1-Theorie ist die GleichheitstheorieT.
Sie besteht aus den folgenden Axiomen:
(1) (8x)(x  x) (Reflexivität),
(2)
(8x1)    (8xn)(8y1)    (8yn)((x1  y1 ^ : : : ^ xn  yn)!
f(x1; : : : ; xn)  f(y1; : : : ; yn))
für alle Funktionssymbolef 2 F (), wobein = (f) (Monotonie für Funkti-
onssymbole),
(3)
(8x1)    (8xn)(8y1)    (8yn)((x1  y1 ^ : : : ^ xn  yn)!
(p(x1; : : : ; xn)! p(y1; : : : ; yn)))
für alle Prädikatensymbolep 2 P (), wobein = (p) (Monotonie für Prädi-
katensymbole),
Symmetrie und Transitivit¨at von werden von Reflexivit¨at (1) und Monotonie f¨ur
Prädikatensymbole (3) impliziert (man beachte, daß 2 P ()). 2
Beispiel 7.2.4Die PL1-TheorieT< partieller Ordnungen besteht aus den folgenden
Axiomen:
(1) (8x):(x < x) (Anti-Reflexivität),
(2) (8x)(8y)(8z)((x < y) ^ (y < z)! (x < z)) (Transitivität).
Die TheorieT< ist endlich; im Gegensatz zur Gleichheitstheorie enth¨alt sie keine
Monotonie-Axiome. 2
7.3 Beispiele fur Hintergrund-Beweiser
Tabelle 7.1 enth¨alt Beispiele für Konklusionen, die ein korrekter und vollst¨andiger
Hintergrund-Beweiser f¨ur die GleichheitstheorieT berechnen k¨onnte; die Pr¨amissen
und Konklusionen enthalten starre wie auch universelle Variablen.
Wie das folgende Beispiel illustriert, ist es im Zusammenhang mit Theorieschließen
besonders wichtig, die Technik der universellen Variablen einzusetzen.
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Prämisse Konklusionen
fF:(a  a)g hff?gg , idi
fF:(X  a)g hff?gg , fX 7! agi
fF:(x  a)g hff?gg , idi
fT:p(a); F:p(b)g hffF:(a  b)gg , idi
fT:p(f(a); f(b));T:(f(X)  X)g hffT:p(a; f(b))gg, fX 7! agi
hffT:p(f(a); b)gg, fX 7! bgi
fp(f(a); f(b)); f(x)  xg hffT:p(a; b)gg , idi
Tabelle 7.1: Beispiele für Prämissen und Konklusionen unter Verwendung der
Gleichheitstheorie.
Beispiel 7.3.1Wir nehmen an, ein Tableauast enthalte die GleichungT:(f(x)  x)
und die AtomeT:p(f(a); f(b)) und F:p(a; b). In diesem Fall kann die Konklusion
hff?gg; idi abgeleitet werden, und der Ast kann sofort geschlossen werden.
In einem Tableau mit starren Variablen dagegen, in dem ein (¨ah licher) Ast die Glei-
chungT:(f(X)  X) anstelle vonT:(f(x)  x) enthält, die nur die Ableitung der
möglichen Konklusionen
hffT:(f(b)  b)gg; fX 7! agi und hffT:(f(a)  a)gg; fX 7! bgi
gestattet, kann der Ast nicht (sofort) geschlossen werden. 2
Beispiel 7.3.2Ein korrekter und vollst¨andiger Grund-Tableaukalk¨ul für das logische
SystemPL1T>, das entsteht, wenn die Theorie partieller Ordnungen (Beispiel 7.2.4)
zur Prädikatenlogik erster Stufe hinzugef¨ugt wird, kann konstruiert werden, indem die
Erweiterungsregel des Grundkalk¨u s CPL1 aus Abschnitt 3.6 mit den beiden Erwei-
terungsregel-Schemata verst¨arkt wird, die in Tabelle 7.2 dargestellt sind. Das heißt,
für alle Prämissen 2 TabFormPL1() ist ET>()() die kleinste Menge, die die
folgenden m¨oglichen Konklusionen enth¨alt:
– alle Konklusionen inEPL1()(),
– die KonklusionffT:(t < t00)gg für alle Termet; t00 2 Term0PL1(
), so daß es For-
meln in T:(t < t0) undT:(t0 < t00) gibt, wobeit0 2 Term0PL1(
),
– die Konklusionff?gg, fallsT:(t < t) 2  für einen Termt 2 Term0PL1(
). 2








für allet 2 Term0PL1(
)
Tabelle 7.2: Zusätzliche Erweiterungsregel-Schemata f¨ur die Theorie partieller
Ordnungen (Beispiel 7.3.2).
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BECKERT, BERNHARD, HÄHNLE, REINER, & SCHMITT, PETER H. 1993. The Even
More LiberalizedÆ-Rule in Free Variable Semantic Tableaux.Pages 108–119
of: GOTTLOB, G., LEITSCH, A., & M UNDICI, D. (eds),Proceedings, 3rd Kurt
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1227. Springer.
CANTONE, DOMENICO, & FERRO, ALFREDO. 1995. Techniques of Computable Set
Theory with Applications to Proof Verification.Communications on Pure and
Applied Mathematics, 48, 901–946.
CANTONE, DOMENICO, & SCHWARTZ, T. J. 1991. Decision Procedures for Ele-
mentary Sublanguages of Set Theory. XI.Journal of Automated Reasoning, 7,
231–256.
CANTONE, DOMENICO, FERRO, ALFREDO, & SCHWARTZ, T. J. 1985. Decision
Procedures for Elementary sublanguages of Set Theory. VI.Communications on
Pure and Applied Mathematics, 38, 549–571.
CANTONE, DOMENICO, FERRO, ALFREDO, & SCHWARTZ, T. J. 1987. Decision
Procedures for Elementary Sublanguages of Set Theory. V.Journal of Computer
and Systems Sciences, 34, 1–18.
CANTONE, DOMENICO, FERRO, ALFREDO, & OMODEO, EUGENIO. 1989.Compu-
table Set Theory. International Series of Monographs on Computer Science, vol.
6. Oxford University Press.
CARNIELLI , WALTER. 1987. Systematization of Finite Many-valued Logics through
the Method of Tableaux.Journal of Symbolic Logic, 52(2), 473–493.
COHEN, J., TRILLING , L., & WEGNER, P. 1974. A Nucleus of a Theorem Prover
Described in ALGOL-68. International Journal of Computer and Information
Sciences, 3(1), 1–31.
D’A GOSTINO, MARCELLO, & GABBAY, DOV. 1996. Fibred Tableaux for Multi-
implication Logics.Pages 16–35 of:MIGLIOLI , P., MOSCATO, U., MUNDICI,
D., & ORNAGHI, M. (eds),Proceedings, 5th International Workshop on Theorem
Proving with Analytic Tableaux and Related Methods (TABLEAUX), Terrasini,
Palermo, Italy. LNCS 1071. Springer.
D’A GOSTINO, MARCELLO, GABBAY, DOV, HÄHNLE, REINER, & POSEGGA, JOA-
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Symbolverzeichnis
. . . but we need notions,
not notation.
— A. TARSKI, 1943
de Bijektion der Menge der modalen Formeln in die Menge der nat¨urlichen
Zahlen, S. 58
 -Formel, S. 46
 -Formel, S. 46
Æ Æ-Formel, S. 46
 -Formel, S. 46
  Menge von Markierungen, S. 54
 -Formel, S. 56
 Komplement der Tableauformel, Def. 3.2.1, S. 27
;  Tableauformel, S. 27
 -Formel, S. 56
 Prämisse (endliche Menge von Tableauformeln), S. 33
jV Einschränkung einer Substitution auf eine MengeV von Variablen,
Def. 2.2.4, S. 13
 Æ  Komposition von Substitutionen und , Def. 2.2.4, S. 13
fv Erweiterung einer Signatur, die freie Variablen einf¨uhrt, Def. 4.2.3, S. 93
gd Erweiterung einer Grund-Signatur, d. h., einer Signatur, die keine freien
Variablen einführt, Def. 4.2.3, S. 93
[] Äquivalenzklasse der Markierungen, die mit bis auf das Vorhandensein von
Klammerungen ¨ubereinstimmen, Def. 3.7.1, S. 53
;  Substitution, S. 13
 Erweiterung der Signatur, S. 28
 Signatur, S. 9
2
”
immer“-Operator in Modallogiken, S. 18
3
”
manchmal“-Operator in Modallogiken, S. 18
^ Konjunktion, S. 16
! Implikation, S. 16
: Negation, S. 16
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_ Disjunktion, S. 16
9 Existentielle Quantifizierung, S. 16
8 Universelle Quantifizierung, S. 16
jj Länge einer Markierung, Def. 3.7.1, S. 53
w Gewichtsordnung, Def. 5.3.1, S. 166
 Zugänglichkeitsrelation auf der Menge der Markierungen, Def. 3.7.3, S. 54
W Subsumtionsrelation auf Konklusionen mit starren Variablen, Def. 4.2.11,
S. 97
W Subsumtionsrelation auf Substitutionen, Def. 2.2.6, S. 14
j= Beziehung zwischen Welten und Formeln, Def. 2.1.1, S. 9
k k-Enthaltenseins-Relation, Def. 5.2.3, S. 157
\ Durchschnitt auf der Metaebene, S. 22
u Durchschnitt auf der Objektebene, S. 22
[ Vereinigung auf der Metaebene, S. 22
t Vereinigung auf der Objektebene, S. 22
n Mengen-Differenz, S. 22
= Gleichheit auf der Metaebene, S. 21
 Gleichheit auf der Objektebene, S. 21
2 Elementbeziehung auf der Metaebene, S. 21
@ Elementbeziehung auf der Objektebene, S. 21
fgn Mengenkonstruktor auf der Objektebene, S. 22
v Teilmengenbeziehung auf der Objektebene, S. 21
 Teilmengenbeziehung auf der Metaebene, S. 21
; leere Menge auf der Metaebene, S. 22
; leere Menge auf der Objektebene, S. 22
Assoc(T; ) Menge der mit assoziierten Tableauformeln inT , Def. 5.2.2, S. 156
Atom Menge aller atomaren Formeln (Atome) einer Logik, Def. 2.1.1, S. 9
B Tableauast, S. 27
CondLab(N) die Menge der bedingten Markierungen, die aus nat¨urlichen Zahlen bestehen,
Def. 3.7.1, S. 53
C Konklusion, S. 30
C Tableaukalk¨ul, S. 28
dom() Definitionsbereich der Substitution, Def. 2.2.4, S. 13
E Extension (endliche Menge von Tableauformeln), S. 30
E Erweiterungsregel, S. 30
F;G Formel, S. 9
F;G Menge von Formeln, S. 9
Form(B) Menge der Formeln auf einem TableauastB, Def. 3.2.1, S. 27
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Form Menge einer Formeln einer Logik, Def. 2.1.1, S. 9
Form0PL1 Menge aller geschlossenen PL1-Grundformeln (S¨atze), Def. 2.3.1, S. 16
Formnc Menge aller PL1-Grundformeln, die (m¨oglicherweise) Objektvariablen
enthalten, die nicht durch einen Quantor gebunden sind, Def. 2.3.1, S. 16
fv deutet an, daß es sich um eine Version mit freien Variablen eines Kalk¨uls,
einer Signatur usw. handelt, S. 93
F Faser-Funktion, Def. 6.2.1, S. 183
F Vorzeichen (falsch), Def. 3.2.1, S. 27
G die Menge aller Mengenterme ¨uber in einer Menge von
MLSS-Tableauformeln ¨uber, Def. 3.8.8, S. 75
id die leere Substitution, Def. 2.2.4, S. 13
ipr Menge der initialen Pr¨afixe einer Markierung, Def. 3.7.1, S. 53
Lab(N) die Menge der Markierungen, die aus nat¨urlichen Zahlen bestehen, Def. 3.7.1,
S. 53
L formale Sprache, S. 11
L logisches System (Logik), S. 9
bL ModallogikL ohne binäre Konnektive, S. 20
MLSSF das logische System MLSSF, S. 22
MLSS das logische System MLSS, S. 22
mv deutet an, daß es sich um eine Version mit gemischt starren und universellen
Variablen eines Kalk¨uls, einer Signatur, usw. handelt, S. 93
M Menge aller Modelle einer Logik, Def. 2.1.1, S. 9
m Modell, S. 9
n;m natürlichen Zahlen, S. 53
[n] Position in einer Markierung, die bedingt oder unbedingt sein kann, S. 54
(n) bedingte Position in einer Markierung, S. 53
N Menge der nat¨urlichen Zahlen, S. 53
Ord die Klasse aller Ordinalzahlen, Def. 2.6.4, S. 23
PL1 Prädikatenlogik erster Stufe, S. 15
ran() Wertebereich einer Substitution, Def. 2.2.4, S. 13
rv deutet an, daß es sich um eine Version mit starren Variablen eines Kalk¨uls,
einer Signatur usw. handelt, S. 93
R Erreichbarkeitsrelation in Kripke-Rahmen, Def. 2.4.1, S. 18
R Realisation einer Menge von MLSS-Tableauformeln, S. 77
R Tableauregel, S. 28
Sig Menge aller Signaturen einer Logik, Def. 2.1.1, S. 9
skofv Funktion, die Formeln mit freien Variablen Skolem-Terme zuweist,
Def. 4.2.28, S. 107
sko Funktion, die Formeln Skolem-Terme zuweist, Def. 3.6.2, S. 46
sort Funktion, die den Termen ihre Sorte zuweist, Def. 2.2.1, S. 11
212 Symbolverzeichnis
Subst Menge aller idempotenten Substitutionen einer Logik, Def. 2.2.4, S. 13
S Menge von Sorten, S. 11
TabForm Menge der Tableauformeln einer Logik, Def. 3.2.1, S. 27
TabInterp Menge der Tableauinterpretationen eines Kalk¨uls, Def. 3.4.2, S. 37
TabTerm Menge der Terme in Tableauformeln, Def. 4.2.3, S. 93
Term fv Menge aller (Nicht-Grund-)Terme einer Sprache, Def. 2.2.2, S. 12
Term0PL1 Menge aller PL1-Grundterme, die keine Objektvariablen enthalten, Def. 2.3.1,
S. 16
TermncPL1 Menge aller PL1-Grundterme, die (m¨oglicherweise) Objektvariablen
enthalten, Def. 2.3.1, S. 16
Term Menge aller (Grund-)Terme einer Sprache, Def. 2.2.1, S. 11
T eine bestimmte Menge von Konstanten, Def. 3.8.8, S. 75
T Vorzeichen (wahr), Def. 3.2.1, S. 27
T Tableau, S. 27
T Theorie, S. 196
T< Theorie partieller Ordnungen, S. 197
T Gleichheitstheorie, S. 197
uv deutet an, daß es sich um eine Version mit universellen Variablen eines
Kalküls, einer Signatur usw. handelt, S. 93
val Auswertungsfunktion der Pr¨adikatenlogik erster Stufe, Def. 2.3.2, S. 17
Var Menge aller freien Variablen, Def. 2.2.2, S. 12
V;W Menge von freien Variablen, S. 13
V von-Neumann-Hierarchie von Mengen, Def. 2.6.4, S. 23
V eine bestimmte Menge von Termen, Def. 3.8.8, S. 75
w0 initiale Welt, Def. 2.1.1, S. 9
W Menge aller Welten eines Modells, Def. 2.1.1, S. 9
w Gewichtsfunktion, S. 166
X;Y;Z freie (starre) Variable, S. 12
x; y; z Objektvariable, S. 12
x;y;z freie (universelle) Variable, S. 12
Index
Die Nummern von Seiten, auf denen ein Begriff definiert wird, sind fett gedruckt;
wenn ein ganzer Abschnitt der Diskussion eines Begriffs oder Konzepts gewidmet ist,





























mit starren Variablen,94, 94–95














































































mit starren Variablen,94, 91–111
Syntax,27–29












logisches System (Logik),9, 9–24
mit Termen,12





















MLS (mehrstufiger Syllogismus), 21
Index 215
MLSS (MLS mit einelementigen Men-
gen), 21
Formel,22






















































































































Wertebereich einer Substitution, 13
Z
Zweiundvierzig,sieheAntwort, die
