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Abstract. Negative arrivals are used as a control mechanism in many telecommunication and computer
networks. In the paper we analyze multiserver retrial queues; i.e., any customer finding all servers busy
upon arrival must leave the service area and re-apply for service after some random time. The control
mechanism is such that, whenever the service facility is full occupied, an exponential timer is activated. If
the timer expires and the service facility remains full, then a random batch of customers, which are stored
at the retrial pool, are automatically removed. This model extends the existing literature, which only deals
with a single server case and individual removals. Two different approaches are considered. For the stable
case, the matrix–analytic formalism is used to study the joint distribution of the service facility and the
retrial pool. The approximation by more simple infinite retrial model is also proved. In the overloading
case we study the transient behaviour of the trajectory of the suitably normalized retrial queue and the
long-run behaviour of the number of busy servers. The method of investigation in this case is based on the
averaging principle for switching processes.
Keywords: retrial queueing systems, negative arrivals, averaging principle, matrix–analytic methods,
switching process
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1. Introduction
Retrial queues are characterized by the feature that arriving customers who find all
servers busy join the retrial group to try their luck again some time later. Queues in which
customers are allowed to conduct retrials have been widely used to model many prob-
lems in telephone switching systems, computer, and communication systems. A com-
plete description of situations where queues with retrial customers arise can be found
in [19]. A classified bibliography is given in [8]. On the other hand, during the last
∗ This research was supported in part by DGES98-0837 and the European Commission through INTAS
Project 96-0828.
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decade there has been an increasing interest in queueing systems and networks with neg-
ative arrivals and their applications. In its simplest version, a negative arrival removes
an ordinary positive customer according to some strategy. Extensions of this concept
result when a negative arrival removes a random batch of customers, all the work from
the queue or a random amount of work. For a comprehensive analysis of queueing net-
works with negative arrivals the reader is referred to the monographs [14,20]. A recent
review of this topic can be found in [9]. We also mention a new approach [26] where
the negative arrivals appear under the terminology string transition which consists in a
string of instantaneous substractions or additions of units at the nodes.
A number of recent papers [10,12,13] deal with the queueing modelling of systems
operating under the simultaneous presence of negative arrivals and repeated attempts. It
should be noted that the existence of a flow of negative arrivals provides a mechanism
to control an excessive congestion at the retrial group. Applications of retrial queues
with negative arrivals are connected with the design and control of packet switching
networks [10]. Previous papers consider single-server queues with individual removals
operating in a stable regime. In this sense, the contribution of the paper is to extend
the analysis to the multiserver case allowing batch removals in both transient and stable
regimes. To this end, we employ the matrix–analytic formalism [23,24] and asymptotic
methods based on the averaging principle for so called switching processes [1–4]. The
consideration of both methodologies gives us an effective approach for studying transient
and stable operating regimes of our complex retrial queue.
As related work we have to mention [4–7,15–17,21]. In [21] an approximation for
time-dependent analysis of a multiserver retrial queue is proposed. The accuracy of the
approximation is evaluated by making comparisons with a simulation. Papers [15–17]
contain algorithmic methods for multiserver retrial queues with interarrival, interrepe-
tition times and/or service times of the type PH, MAP, SM, etc. Applications of limit
theorems for switching processes to overloaded Markov and semi-Markov type queueing
models are studied in [4,5], applications to some classes of retrial models are considered
in [6,7].
The rest of the paper is organized as follows. In section 2 we describe the mathe-
matical model. The matrix–analytic approach for the study of the model at the stationary
regime is described in section 3. In section 4 we investigate how the stationary distri-
bution can be approximated with the help of more simple infinite approximate model
with constant (after some level) retrial rate. In section 5 we prove the averaging princi-
ple in overloading case and transient conditions for the trajectory of a retrial queue and
the long-run behaviour of the number of busy servers. Some general results about the
asymptotic analysis of switching processes based on the averaging principle are summa-
rized in the appendix.
2. The mathematical model
An initial model description at Markovian level is as follows. Customers arrive to a mul-
tiserver system according to a Poisson process with rate λ. The service facility consists
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of c identical servers, so an arriving customer who finds all servers busy is blocked and
leaves temporary the service area. Such customers join a group of unsatisfied customers
called orbit. We assume that the access from the retrial group to the service facility is
governed by the linear retrial policy described in [11]; i.e., the probability of a repeated
attempt during the interval (t, t + t), given that j customers were in orbit at time t , is
(α(1 − δj0)+ jµ)t + o(t), where δj0 is Kronecker’s symbol. This linear retrial dis-
cipline provides a rule which incorporates simultaneously the classical and the constant
retrial policies extensively studied in the literature. The service times have exponential
distribution with rate ν both for primary customers and successful repeated attempts.
In addition to the regular customers, a second flow of negative arrivals following
a Poisson process with rate δ is also considered. A negative arrival has the effect of
removing a random batch of customers from the retrial group. Let pk be the probability
of delating k customers when a negative arrival occurs. We also denote δk = δpk and
δ∗k =
∑∞
i=k δi , for k  1. It should be pointed out that the introduction of a flow of
negative arrivals provides a mechanism to control the congestion of the system. If at
least one server is free, then any primary or orbiting customer may immediately join
a server; so an excessive level of congestion at the retrial group is mainly caused by
those customers arriving when the c servers are busy. Thus, we assume that negative
customers only act when all servers are busy. In other words, the negative arrival can be
viewed as a timer which is switched when the service facility is saturated and has effect
if this state remains when the timer expires. Finally, we also assume that the input flows
of positive and negative arrivals, intervals between repeated attempts and service times
are mutually independent.
The system state can be described by the bivariate process {X(t); t  0} =
{(C(t),N(t)); t  0}, where C(t) is the number of busy servers and N(t) is the number
of customers in the retrial group at time t . Note that the process X(t) takes values in the
semi-strip S = {0, . . . , c} × N. The infinitesimal generator, Q = (qab), of the process
X(t) is as follows:
q(i,j),(m,n) =

λ, if (m, n) = (i + 1, j),
iν, if (m, n) = (i − 1, j),
α(1 − δj0) + jµ, if (m, n) = (i + 1, j − 1),




λ, if (m, n) = (c, j + 1),
cν, if (m, n) = (c − 1, j),
δk, if (m, n) = (c, j − k), 1  k  j − 1,
δ∗j , if (m, n) = (c, 0),
−(λ + cν + δ), if (m, n) = (c, j),
0, otherwise.
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In contrast to the classical theory for random walks on a lattice semi-strip, the main
feature of the generator described above is space-heterogeneity with respect to the sec-
ond coordinate which is caused by the transitions (i, j) → (i + 1, j − 1). Note also
that the evolution of our queueing model exhibits an alternating sequence of idle and
busy periods of the servers. The distribution of the idle periods varies along the time
as a consequence of the non-homogeneity introduced by the repeated attempts. This
explains why the investigation of multiserver retrial queues is essentially more difficult
that the one of single server models. In fact, explicit results and/or recursive exact meth-
ods are available only in a few particular cases [19], in particular when c  2. Thus, in
section 3 we assume the stable regime, and concentrate our efforts on the homogeneous
case µ = 0 and also on the operating approximation α(1 − δj0) + min(j,M)µ for the
retrial rate (see [19,25]). In these cases, the analysis can be based on the matrix theory
developed by Neuts [24]. The matrix–analytic methodology is nowadays a well-known
technique among queueing specialists, so we omit unnecessary routines and just concen-
trate on that aspects that provide significant insight for our specific model with retrials
and negative arrivals. In section 4 we prove the convergence of the approximated station-
ary distribution to the stationary distribution of the initial system with linear retrial rate.
The complexity of our queueing model leads to the necessity of study asymptotic
results. Thus, in section 5, we investigate the asymptotic behaviour of the retrial group
by employing the averaging principle for so-called switching processes. This versatile
class of processes was introduced in [1]. A switching process is described as a bivariate
process {(x(t), ζ(t)); t  0}, with the property that there exists an increasing sequence
of epochs tk such that on each interval [tk, tk+1) we have x(t) = x(tk) and the behaviour
of the second component ζ(t) depends on the value (x(tk), ζ(tk)) only. The epochs tk are
called switching times and x(t) is the discrete switching component. It should be noted
that the process X(t) = (C(t),N(t)), t  0, matches this definition when we choose tk
as the transition times in the queueing system.
3. Analysis of the system state in the stable case
In this section we study the process X(t) operating under the stable regime. The analysis
is based on the matrix–analytic theory for Markov models of GI/M/1 type [24]. Let
us briefly describe the general formulation and concentrate on specific aspects such as
the determination of stability abscissas and the effective computation of the matrix R.
First, we consider the constant retrial policy; i.e., µ = 0. Then, the generator Q can be
re-expressed in the form
Q =

B0 A0 0 0 0 . . .
B1 A1 A0 0 0 . . .
B2 A2 A1 A0 0 . . .
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where all blocks are square matrices of order c + 1. The level j in the matrix formalism
corresponds to the subset of states {(i, j); 0  i  c}. The elements of matrices Ak and
Bk are as follows
(A0)ij =
{




λ, if 0  i  c − 1, j = i + 1,
iν, if 1  i  c, j = i − 1,




α, if 0  i  c − 1, j = i + 1,




δk−1, if i = j = c,
0, otherwise,
for k = 3, 4, . . . ,
(B0)ij =

λ, if 0  i  c − 1, j = i + 1,
iν, if 1  i  c, j = i − 1,




α, if 0  i  c − 1, j = i + 1,




δ∗k , if i = j = c,
0, otherwise,
for k = 2, 3, . . . .
Let us define the matrix A = ∑∞k=0 Ak. Then, we have
(A)ij =

λ + α, if 0  i  c − 1, j = i + 1,
iν, if 1  i  c, j = i − 1,
−((1 − δic)(λ + α) + iν), if 0  i  c, i = j,
0, otherwise.
Note that A is the generator of the system M/M/c/c with arrival rate λ + α and






















Following the general theory we observe that process X(t) is positive recurrent if
and only if





where e denotes a column vector with all its elements equal to one. After some trivial
algebra, the above equation reduces to
λπc < α(1 − πc) + δgπc, (3.2)
where g = ∑∞k=1 kpk. Then the stationary probability vector x = (x0, x1, . . .) of Q
exists. Components xk are row vectors of dimension c + 1 containing the distribution of
level k.
Inequality (3.2) is a closed form expression but involves all system parameters in a
nontrivial relationship. Thus, our next objective is to investigate the recurrence positive
domain of the process with respect to any parameter, while the rest of system parameters
are fixed.
Theorem 3.1. The following positively recurrent conditions hold:
1. Let us assume that λ, ν, δ and c are fixed. Then, as:
1.1. If λ  δg Then the system is positive recurrent (for all α > 0).
1.2. If δg < λ < cν + δg Then the system is positive recurrent if and only if
α > α∗(λ, ν, δ, c) = νu∗(λ, ν, δ, c)−λ, where u∗(λ, ν, δ, c) is the unique root
in (λ/ν,∞) of the polynomial







k − λ. (3.3)
2. Let us assume that ν, α, δ and c are fixed. Now the system is positive recurrent if and
only if λ < λ∗(ν, α, δ, c) = νu∗(ν, α, δ, c) − α, where u∗(ν, α, δ, c) is the unique











3. Let us assume that λ, ν, α and c are fixed. Then, the system is positive recurrent if
and only if δ > δ∗(λ, ν, α, c), where
























Proof. First we assume that λ, ν, δ and c are fixed. Intuition suggests that it should be
a stability abscissa α∗(λ, ν, δ, c), such that the positive recurrent condition is fulfilled
if α > α∗(λ, ν, δ, c). To prove this we first observe that the positive recurrent condition
(3.2) is trivially satisfied (with independence of α) when λ  δg. Thus, we now deal
with the case λ > δg.
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Let us define the auxiliary variable u = (λ + α)/ν. Then, the positive recurrent
relationship (3.2) reduces, after some elementary algebra, to the polynomial relation
F(u) > 0, where F(u) is defined in (3.3).
For each k ∈ {0, 1, . . .} we define S(k) = {(i, j) ∈ S | i + j  k}. By equating the













where xij is the stationary distribution of the system state.
The first term on the right side is bounded by cν. On the other hand, by inter-
changing the order of summation in the second term of the right hand side and taking
into account that
∑∞
j=k xcj < 1, we easily find that λ < cν + δg. We conclude that a
necessary condition for the positive recurrence is λ < cν + δg. Descartes rule of signs
states that the difference between the number of variations of sign in the sequence of
coefficients of a polynomial function and the number of positive roots is a non-negative
even integer. Thus, going back to F(u) we now observe that the coefficients of the
polynomial F(u) have only one variation of sign. This implies that F(u) has a unique
root u∗(λ, ν, δ, c) in the interval (λ/ν,∞). Finally, the critical value α is given by
α∗(λ, ν, δ, c) = νu∗(λ, ν, δ, c) − λ. It proves part 1.
Now we fix α and δ. Similar arguments lead to prove that the positive recurrent











The sequence of coefficients of G(u) has only one variation of sign so, the polyno-
mial G(u) has only one root u∗(ν, α, δ, c) in (α/ν,∞).
Finally, we assume that λ, ν, α and c are fixed. Then, assumption 3 follows trivially
from (3.2) after some algebra. 
We now turn our attention to the stationary vector x. From [24, theorem 3.1.1] we
can conclude that
x0(I − R)−1e = 1,
x0
(
B0 + RB1 + B∗
) = 0,






ηkδ∗k , if i = j = c,
0, otherwise.
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R is the minimal non-negative solution to the equation
∑∞
k=0 R
kAk = 0, and η is its
spectral radius. They key point is the computation of R. To this end, note that R =
− (A0 + ∑∞k=2 RkAk)A−11 . Then, the matrix R is given by limn→∞ Rn, where







A−11 , n  1. (3.5)
The above formulas provide a recursive method for computing R, but now the
point is how to truncate the infinite series involved in the computations. Neuts [24, p. 37]
describes a criterion for a possible choice of the level of truncation K. The application







where τ = max(λ + (c − 1)ν + α, λ + cν + δ). The truncation implies to compute
R by using only the matrices Ai, for 0  i  K; i.e., we are neglecting the effect of
matrices Ai, for i > K. It seems that this fact modifies essentially the matrix structure of
GI/M/1 type of the model under study so, in what follows, we investigate an alternative
procedure.
We note that A0 can be expressed as A0 = λece′c, where ec is a column vector of
dimension c + 1 whose elements are equal to zero excepts the last one which is equal
to one. This special structure of A0 leads to a matrix R1 whose rows are equal to zero








and now the problem reduces to the computation of u. Note that uR = ucu, where uc
is the last element of u. Hence, R has a unique eigenvalue which is equal to uc. In
addition, according to the general theory uc is also equal to the spectral radius of R; i.e.,
η = uc. η can be computed by using a bisection method given in [24, pp. 39–40]. To this
end, we define − = diag(A1) and note that R = ∑∞k=0 RkBk, where B0 = A0−1,
B1 = A1−1 + I, Bk = Ak−1, k  2. Now η is the unique root in the interval (0, 1)

























λz + αz2, if 0  i  c − 1, j = i + 1,
iνz, if 1  i  c, j = i − 1,
−(λ + iν + α)z, if 0  i  c − 1, j = i,
−(λ + cν + δ)z + λ +
∞∑
k=2
δk−1zk, if i = j = c,
0, otherwise.




kAk = 0 by u, we have u∑∞k=0 ηkAk = 0. It provides the key to
determine (u0, . . . , uc−1) as a solution of a linear system of equations.
We now discuss the extension to the case of linear retrial policy. As usual, the first
question to be investigated is the condition of positive recurrence.
Theorem 3.2. The queueing process X(t) = (C(t),N(t)), t  0, operating under the
linear retrial policy is positive recurrent if and only if
λ < cν + δg. (3.6)
Proof. The necessity follows from the analysis done in the proof of theorem 3.1. Now
we assume that µ > 0 but equation (3.4) remains valid independently of the value of µ.
Let λ < cν + δg. Consider the embedded Markov chain {Zn; n  0} at the epochs
when the process X(t) changes its states. Note that β = − inf(i,j)∈S q(i,j),(i,j) > 0, so a
sufficient condition for the positive recurrence of {Zn; n  0} is also sufficient for the
process X(t) in continuous time.
Now we use the classic Foster criterion: for an irreducible and aperiodic Markov
chain Zn, n  0, with state space S, a sufficient condition for positive recurrence is the
existence of a non-negative function f (s), s ∈ S, a positive number ε and a finite subset
A ⊂ S such that the mean drift
γs = E
[
f (Zn+1) | Zn = s
] − f (s)
is finite for all s ∈ A and γs < −ε for all s /∈ A.




(λ − iν)a + (α + jµ)(a − 1)
λ + iν + α + jµ , if 0  i  c − 1,
λ − acν − ∑j−1k=1 kδk − jδ∗j
λ + cν + δ , if i = c.
For 0  i  c − 1, we have γ(i,j) → a − 1, as j → ∞. On the other hand,
γ(c,j) → (λ − acν − δg)/(λ + cν + δ) as j → ∞.
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To conclude we distinguish two cases. If λ  δg then we choose any number a in
the interval (0, 1) and let ε = min{(1 − a)/2, (acν + δg − λ)/2(λ + cν + δ)}. It is now
clear that there exists N(ε) such that if j  N(ε) then γ(c,j) < −ε and also γ(i,j) < −ε
for 0  i  c − 1. In the case δg < λ < cν + δg we choose the value a in such a way
that (λ − δg)/cν < a < 1. 
Now to analyze the system state in the case of linear retrial policy we approximate
the retrial rate by α(1 − δj0) + min(j,M)µ (see [25]). We mention that in (3.1), as
α → ∞, πc → 1 and α(1 − πc) → cν. That means if the condition (3.6) is satisfied
then at large enough M the condition (3.2) is also satisfied where instead of α we put
α+Mµ, and the system with constant retrial rate α+Mµ is ergodic. As the rates of the
approximate system with retrial rate α(1 − δj0)+ min(j,M)µ and the system with con-
stant retrial rate α + Mµ differ only on the finite set {(i, j), i = 0, . . . , c, j  M}, then
our approximate system is also ergodic. Thus, the corresponding infinitesimal generator
leads to the following
QM =

A01 A0 0 0 0 . . .
A12 A
1





1 A0 0 . . .
...
...
BM−1 AM−1 . . . A3 AM−12 A
M−1
1 A0 0 0 0 . . .
BM AM . . . A4 A3 A2 A1 A0 0 0 . . .



















λ, if 0  i  c − 1, j = i + 1,
iν, if 1  i  c, j = i − 1,








α + nµ, if 0  i  c − 1, j = i + 1,
δn1δ
∗
1 + (1 − δn1)δ1, if i = j = c,
0, otherwise.
In addition, we also have A1 = AM1 and A2 = AM2 . The matrices A0, {Ak}∞k=3 and{Bk}∞k=2 agree with those defined for the constant retrial case. Note that the generator
QM corresponds to a matrix structure of the queueing model of type GI/M/1 with a
large number of boundary states. Thus, it follows that the stationary probability vector
xM satisfies
xMM+k = xMM−1Rk+1, for k  0,
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where R is the minimal non-negative solution of
∑∞
k=0 R
kAk = 0. The computation of
R and the analysis of the stability condition match word by word the arguments of the
constant retrial case by replacing α by α∗ = α + Mµ.
Finally, we discuss the computation of vector (xM0 , . . . , x
M
M−1). By partitioning Q
M ,
the problem reduces after some algebra to the solution of the following finite system:(
M−2∑
i=0
xMi + xMM−1(I − R)−1
)
e = 1,(






ηH ∗, η2H ∗M, . . . , η
M−1H ∗3 , η
M
(
RA∗2 + H ∗2
)) = 0,
where C is the submatrix given by the first (c + 1)M rows and columns of QM , and A∗2,






















ηnδn, if i = j = c,
0, otherwise.
The convergence of the vector xM to the stationary probability vector of the initial
system with linear retrial rate is investigated in the next section.
4. Approximation of the linear retrial model
On the way when we approximate the stationary distribution of the system with linear
retrial rate by the stationary distribution of the approximate system, we need to prove




ij = xij , (4.1)
where xMij is the stationary distribution of the approximate system. Some results in this
direction (an approximation by a finite queueing model) for multiserver retrial queueing
systems based on the notion of stochastic comparability of Markov processes and in
particular migration processes are given in the book [19]. But in our case the process
X(t) is not a migration process and we have to prove the approximation by an infinite
system. Therefore we provide a constructive proof based on the direct analysis of a
return time to the initial state.
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Consider the initial system QU with linear retrial policy. That means, if there
are j customers in the retrial group then the total rate of repeated attempts is αj =
α(1 − δj0) + jµ, j  0.
Theorem 4.1. Assume that the condition of ergodicity (3.6) is satisfied. Then relation
(4.1) is true.
Proof. Let QUM be the approximate system with retrial rate αMj = α(1 − δj0) +
min(j,M)µ, j  0. As it was mentioned earlier, if condition (3.6) is satisfied then
there exists M∗ such that at M  M∗ the system QUM is also ergodic. Below
suppose that M  M∗. Consider the process X(t) = {(C(t),N(t)); t  0} in-
troduced earlier. We can always assume that it is a right-continuous process. By
XM(t) = {(CM(t),NM(t)); t  0} denote the corresponding process for the truncated
system QUM . Both processes X(t) and XM(t) produce a random walk on the semi-strip
S = {0, . . . , c} × N.
Let us study first some properties of the initial system QU . Consider the subset
of states Dc = {(c, j), j = 0, 1, . . .}. Construct the embedded Markov chain (MC) at
hitting times to Dc in the following way. Let t1 < t2 < · · · be the times of sequential
jumps of X(t) (changes of any component). Denote by Zk = {(Ck,Nk); k  0} the
embedded MC, where (Ck,Nk) = (C(tk),N(tk)). We put
u1 = min{i: i  0, Ci = c}, uk+1 = min{i: i > uk, Ci = c}, k  1,
and denote t̃k = tuk , zk = N(t̃k), ψk = zk+1 − zk, k  1. Here uk are the times of
successive hits into Dc for the embedded MC Zk, t̃k are the instants of times of successive
hits into Dc for X(t), zk are the values of the component N(t) at these instants, and
ψk are the values of jumps of the component N(t) on the line C(t) ≡ c. Consider
the sequence zk. It also forms an embedded MC for X(t) with state space {0, 1, . . .}.




ψ(j) = i} = P{ψk = i | zk = j}, −j  i  1.
Put d(j) = Eψ(j). We can write a representation
ψ(j) =
1, with probability λ/λc,− min(γ, j), with probability δ/λc,
Ac−1(j), with probability cν/λc,
(4.2)
where λc = λ+cν+δ, γ is the size of a batch that can be deleted by negative customers,
and the variables Ai(j) are constructed in the following way. Introduce at first random
variables:
αi(j) = min{k: k > 0, Ck = c given that C0 = i, N0 = j}, i = 0, 1, . . . , c − 1.
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Here αi(j) is the number of steps of Zk up to returning into the subset Dc starting from




} = P{Nαi(j) = j + s | C0 = i, N0 = j}, s = 0,−1, . . . ,−j. (4.3)
Let us prove that the variables Ac−1(j) have the 2nd moment bounded uniformly in
j  1, that means
sup
j1
EAc−1(j)2 < C. (4.4)






∣∣Ac−1(j)∣∣χ(∣∣Ac−1(j)∣∣  L) = 0. (4.5)
By the construction with probability one |Ac−1(j)|  αc−1(j), j  0. That means it
is enough to prove uniform boundedness in j  0 of the 2nd moment of the variables
αc−1(j). At first we mention that at c = 1 α0(j) = 1 a.s. for any j  0. Let c > 1. If
Nk = j and Ck = i, i = c, then at j  0
P{Ck+1 = i + 1 | Ck = i, Nk = j}  min
0ic−1,0kj
λ + αk
λ + αk + iν =
λ
λ + (c − 1)ν = q,





 qc−i  qc.















1 − qc)m (4.6)
uniformly in j  0. Relation (4.6) implies (4.4) and (4.5).
Consider the behaviour of ψ(j) when j → ∞. According to (4.2) it is enough to
study the behaviour of Ac−1(j). It is easy to see that as j → ∞ P{Ac−1(j) = −1} → 1.
Using (4.5) we get EAc−1(j) → −1 and according to (4.2)
lim
j→∞ d(j) = d∞ = λ
−1
c (λ − cν − δg). (4.7)
If (3.6) is satisfied then there exist some ε > 0 and M∗ such that d(j) < −ε as j  M∗.
Note that at M  M∗ the system QUM is ergodic.
Consider now the system QUM at M  M∗. We can introduce by analogy the
variables ZMk = (CMk ,NMk ), zMk , ψMk , ψM(j) and in the same way prove that the




∣∣AMc−1(j)∣∣2 < C < ∞.
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Let T00 be the number of jumps of the embedded MC Zk between two successive
returns to state (0, 0), that means
T00 = min
{
k: k > 0, Zk = (0, 0)given that Z0 = (0, 0)
}
, (4.8)
and T̂00 be the return time to state (0, 0) for the process X(t): T̂00 = tT00 , where tk were
introduced as times of sequential jumps of X(t). Denote by T M00 and T̂
M
00 the correspond-
ing variables for the system QUM .
We prove now that the variables T M00 and T̂
M
00 at M  M∗ have uniformly bounded
2nd moments, that is E(T M00 )
2 < C, E(T̂ M00 )
2 < C as M  M∗.
Consider the system QUM and the sequence zMk , k  1, at M  M∗. Note
that zMk forms a random walk on a half line. Denote by SM∗ the finite region: SM∗ ={0, 1, . . . ,M∗}. We construct an auxiliary embedded SMP (semi-Markov process)
{κM(m); m  0} at discrete times of hits of zMk into the region SM∗ in the following
way. Denote:
ũM(0) = 0, ũM(1) = min{k: k > 0, zMk ∈ SM∗},
ũM(s + 1) = min{k: k > ũM(s), zMk ∈ SM∗}, s  1,
and put κM(m) = zM
ũM(s)
as ũM(s)  m < ũM(s + 1), m = 0, 1, . . . .




τM(j) = k} = P{τM1 = k | zMũM(1) = j}, k = 1, 2, . . . , j ∈ SM∗ .
Note that τM(j) is the sojourn time in state j for κM(m) (time till the next hit of zMk into
SM∗ starting from j ). According to the structure of transitions τM(j) = 1 as j < M∗.
Let us prove that the variables τM(M∗) have the 2nd moment bounded uniformly in




) = min{k: k > 0, zMk ∈ SM∗ given that zM0 = M∗ + 1},




) = { τ̃M(M∗), with probability λ/λc,
1, with probability 1 − λ/λc,
where λc = λ + cν + δ. Now if we prove that the variables τ̃M(M∗),M  M∗, have
the 2nd moment bounded uniformly in M  M∗ then the variables τM(M∗),M  M∗,
have the same property.







> m + 1} = P{ k∑
i=0
ψMi  0, k = 0, 1, . . . , m | zM0 = M∗ + 1
}
.
Denote f (a, j,M) = E exp{aψM(j)}, a  0, g(a,M) = supj>M∗ f (a, j,M), Sk =∑k
i=0 ψ
M
i , k  0.
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Taking into account that for any function ϕ(x)  0 due to Chebyshev’s inequality
P{ϕ(ξ)  1}  Eϕ(ξ), we take ϕ(x) = eax and get recursively for any a > 0,m  0
P
{
ψM0  0 | zM0 = M∗ + 1
} = P{ψM(M∗ + 1)  0}
= P{exp{aψM(M∗ + 1)}  1}  E exp{aψM(M∗ + 1)}  g(a,M);
P
{

























M∗ + 1) = i} exp{ai}  g(a,M)2;
P
{
ψM0  0, . . . ,
m∑
k=0







S0  0, S1  0, . . . , Sm−2  0, Sm−1 = i,






S0  0, S1  0, . . . , Sm−2  0, Sm−1 = i | zM0 = M∗ + 1
}














S0  0, S1  0, . . . , Sm−2 = k | zM0 = M∗ + 1
}






S0  0, S1  0, . . . , Sm−2 = k | zM0 = M∗ + 1
}
exp{ak}








> m + 1}  g(a,M)m+1, a > 0, m  0. (4.9)
Now we prove that for some a0 > 0 there exists q0, 0 < q0 < 1, such that
sup
M>M∗
g(a0,M) < q0. (4.10)
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As j → ∞, according to (4.2) ψ(j) converges in distribution to ψ(∞) where:
ψ(∞) =
1, with probability λ/λc,−γ, with probability δ/λc,−1, with probability cν/λc,
and Eψ(∞) = d∞ = λ−1c (λ − cν − δg) < 0 (see (4.7)). Now the function f (a) =
E exp{aψ(∞)} is the moment generating function of ψ(∞). As ψ(∞) takes values in
the space {1, 0,−1,−2, . . .}, f (a) exists at a  0 and f ′(x)|x=0 = d∞ < 0. That means
for some a0 > 0 and q < 1 f (a0) < q. Note that ψM(j) also satisfies relation (4.2)
with the variable AMc−1(j), which is constructed for the system QU
M in the same way as
in (4.3). It can be easily seen that
sup
jM1,MM1






ψM(j) < −N} → 0, as N → +∞. (4.12)
Relations (4.11), (4.12) imply that for any k = 1, 0,−1, . . .
sup
jM1,MM1
∣∣P{ψM(j) = k} − P{ψ(∞) = k}∣∣ → 0 as M1 → ∞. (4.13)




∣∣P{ψM(j) = k} − P{ψ(∞) = k}∣∣
+ P{ψM(j) < −L} + P{ψ(∞) < −L},
which is valid for any integer L > 0, we get supjM1,MM1 |f (a0, j,M)−f (a0)| → 0,
as M1 → ∞. This relation implies at some q0, q < q0 < 1 and at large enough M∗
relation (4.10). According to (4.9) the variables τ̃M(M∗) have geometrically bounded
tail and correspondingly their 2nd moments are bounded uniformly in M  M∗.
Consider now an auxiliary SMP κM(m),m  0, constructed above. Denote by yMk
its embedded MC and put pMij = P{yM2 = j | yM1 = i}, i, j ∈ SM∗ . It can be easy seen
that according to (4.2) at M > M∗ pMj,j+1 = λ/λc > 0, 0  j  M∗ − 1, and as
1  j  M∗,
pMj,j−1 
cν
λ + cν + δ
α + jµ
λ + (c − 1)ν + α + jµ
 cν
λ + cν + δ
α
λ + (c − 1)ν + α = ε0 > 0.
As these inequalities are true uniformly in M > M∗ and SM∗ is a finite region, then all
states communicate and the number of jumps of yMk between two successive returns to
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state 0 has uniformly in M  M∗ geometrically bounded tail. Now we can represented








given that yM0 = 0, where τMk (j) are jointly independent, τMk (j) has the same distrib-
ution as a sojourn time of κM(m) in state j and ν(M) is the number of jumps of yMk
between two successive returns to state 0. As it was proved, the values τM(j), j  M∗,
have the 2nd moment bounded uniformly in M  M∗. Then representation (4.14) im-
plies that the return time of κM(m) to state 0 has also uniformly bounded in M  M∗
2nd moment.
Consider now MP XM(t), t  0, with the embedded MC ZMk , k  0. We remind
that the sequence zMl , l  0, forms an embedded MC for ZMk at hitting times to the
subset Dc. As relation (4.6) has the same form for the system QUM , we can prove in
the same way that the number of jumps of ZMk between two successive hits into Dc also
has the 2nd moment bounded uniformly in j  0, M  M∗. That means, the 2nd
moments of variables T00 (see (4.8)) and T M00 are also bounded uniformly in M  M∗
because these variables can be represented similar to (4.14) as sums of random variables
with uniformly bounded 2nd moments on the embedded MC which again has uniformly
bounded in M  M∗ 2nd moment of return time. Note that the occupation times in states
(i, j) of the process XM(t) have exponential distributions with uniformly bounded in
0  i  c, j  0, 2nd moment. Finally, this implies that the 2nd moment of variables
T̂ M00 is also bounded uniformly in M  M∗.
Now as M → ∞, in each bounded region the transition rates of XM(t) converge




T M00 = k
} = P{T00 = k},
and correspondingly T̂ M00 converges in distribution to T̂00. Together with the uniform
boundedness of the 2nd moment this implies that ET̂ M00 → ET̂00. Finally, relation (4.1)
follows from the convergence of the expectation of return time and the renewal theo-
rem. 
5. Averaging principle in the overloading case
In this section, we study the behaviour of the retrial system in the overloading case, i.e.,
we consider the system on a large interval and suppose that the initial value N(0) is also
large. In such a case N(t) converges in probability to infinity as t → ∞ and we study
the behaviour of the trajectory of the suitably normalized N(t).
As the process N(t) is not in general a Markov process, it is rather difficult to use
the general results of the convergence in [18], and also it is not possible to apply directly
the martingale approach [22]. Therefore we apply results given in the appendix on the
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convergence of switching processes [2–4], which are oriented towards the asymptotic
analysis of recurrent type stochastic processes.
Let us generalize the model considered in section 2 by assuming that system pa-
rameters depend on the current value of the normalized queue N(t). Suppose that we
have the dependence on some scaling parameter n (n → ∞) in the following way: if
n−1Nn(t) = s then λ(s) is a regular arrival rate, ν(s) equals the service rate, α(s) denotes
the retrial rate, δ(s) is a negative arrival rate, γ (s) denotes the batch size of customers
which may be deleted by a negative arrival and g(s) = Eγ (s).
With the help of a limit theorem given in appendix we study the averaging principle




















b̂(s) = (λ(s) − δ(s)g(s))πc(s) − (1 − πc(s))α(s). (5.2)
Theorem 5.1. Suppose that n−1Nn(0)
P−→ s0, as n → ∞, where s0 > 0 a.s., and




λ(s) + α(s)) > 0, inf
s0
ν(s) > 0.
Suppose there exist constants C1, C2 such that for any s  0
λ(s) + ν(s) + α(s) + δ(s)  C1 + sC2, (5.3)
the function g(s) is bounded, and for some T > 0 s(t) > 0, t ∈ [0, T ] a.s., where s(t)
is a solution of the equation





Then, as n → ∞, we have
sup
0tT
∣∣n−1Nn(nt) − s(t)∣∣ P−→ 0, 1 (5.5)
where a unique solution of (5.4) exists on each interval.
Proof. The process Xn(t) = (Cn(t),Nn(t)), t  0, is a Markov process taking values
on {0, . . . , c} × N. Let {tnk}∞k=1 be the sequential times of jumps of Xn(t). To investi-
gate the asymptotic behaviour of Nn(t) we first construct an auxiliary recurrent process
1 Symbol
P−→ means the convergence in probability.
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of semi-Markov type. To this end, we define jointly independent families of random
variables Fk = {(ξk(i, s), τk(i, s), βk(i, s)); 0  i  c, s  0}, k  0. Here τk(i, s) is
independent of (ξk(i, s), βk(i, s)) and follows an exponential law with parameter
λi(s) =
{
λ(s) + iν(s) + α(s), if 0  i  c − 1,
λ(s) + cν(s) + δ(s), if i = c.
The variables (ξk(i, s), βk(i, s)) have the same distribution as the following ones:(
ξ(0, s), β(0, s)
) ={(0, 1), with probability λ(s)/λ0(s),
(−1, 1), with probability α(s)/λ0(s), (5.6)
(
ξ(i, s), β(i, s)
) =

(0, i + 1), with probability λ(s)/λi(s),
(−1, i + 1), with probability α(s)/λi(s),
(0, i − 1), with probability iν(s)/λi(s),
(5.7)
for 1  i  c − 1,
(
ξ(c, s), β(c, s)
) =

(1, c), with probability λ(s)/λc(s),
(0, c − 1), with probability cν(s)/λc(s),
(−γ (s), c), with probabilityδ(s)/λc(s).
(5.8)
Following expressions (A.1)–(A.3), we now construct a recurrent process of semi-
Markov type {(xn(t), Sn(t)); t  0}. In our case, the variables (ξk(·), τk(·), βk(·)) do not
depend on index n. We put (xn(0), Sn(0)) = (Cn(0),Nn(0)). According to the construc-
tion, the trajectories of Sn(t) and Nn(t) are coincident in any interval [0, L] such that
Sn(t) > 0, t ∈ [0, L]. It should be pointed out that the only difference in the construc-
tion of trajectories can be associated to the negative arrival epochs. That means, we take
the value N − γ (n−1N) for a trajectory of Sn(t) and the value max{N − γ (n−1N), 0}
for a trajectory of Nn(t).
We now use theorem A.1 (see the appendix) to prove an averaging principle for
process (xn(t), Sn(t)), t  0, constructed above.
First, we consider the sequence {xnk}∞k=0. Note that it is not, in general, a Markov
process. Then, according to theorem A.1, we need to calculate at each fixed s > 0 a
stationary distribution of an auxiliary Markov process {x̃nk(s); k  0} with transition
probabilities
pn(i, j, s) = P
{
β1(i, s) = j
}
, 0  i, j  c, s > 0.
In our case, the above probabilities pn(i, j, s) = p(i, j, s) do not depend on index n and
according to (5.6)–(5.8) we have
p(0, 1, s) = 1,
p(i, j, s)=

(λ(s) + α(s))λi(s)−1, if j = i + 1,
iν(s)λi(s)
−1, if j = i − 1,
0, otherwise,
for 1  i  c − 1,
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p(c, j, s)=

(λ(s) + δ(s))λc(s)−1, if j = c,
cν(s)λc(s)
−1, if j = c − 1,
0, otherwise.
Denote x̃k(s) = x̃nk(s). It can be easy checked that at our conditions for any fixed
L there exists ε > 0 such that as 0  s  L we have p(i, i + 1, s)  ε > 0, i =
0, 1, . . . , c − 1 and p(i, i − 1, s)  ε > 0, i = 1, . . . , c. That means the process x̃k(s)
is ergodic uniformly in 0  s  L.





= π̃ (i + 1, s)(i + 1)ν(s)
λi+1(s)
, 0  i  c − 1,
whose solution is








, 1  i  c,
where










After some algebra, we now get the values of m(s) and b(s) (see (A.5), (A.6)),










It should be noted that values π̃ (i, s)λi(s)−1m(s)−1, i = 0, 1, . . . , c, are the sta-
tionary probabilities of the corresponding Markov process x̃(t, s), t  0, in continuous
time constructed for any fixed s with the help of imbedded Markov process x̃k(s) and
exponential times with parameters λi(s). As by the construction the transition from state
c with rate λ(s) + δ(s) leaves the process in the same state c, then the process x̃(t, s) is
equivalent to a birth-and-death process with states {0, 1, . . . , c} and rates λ(s)+α(s) and
iν(s) of birth and death correspondingly. Therefore πi(s), i = 0, 1, . . . , c, in (5.1) are
the stationary probabilities of the process x̃(t, s) and we can express b̂(s) = m(s)−1b(s)
as we claimed in (5.2). It is straightforward to verify that b̂(s) has no more than linear
growth. In addition, it also satisfies a local Lipschitz condition. It therefore follows that
a solution of (5.4) exists and is unique on any interval.
It remains to prove that y(+∞) > T a.s. for any T > 0. To this end, we first note
that under the conditions of theorem 5.1 we have that sups>0 |b(s)|  C. This implies
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that equation (A.8) has a unique solution on each interval and η(u) a.s. satisfies the
relation ∣∣η(u)∣∣  s0 + Cu, u  0. (5.10)











C3 + C4η(u) 
1
C5 + C6u, (5.12)
where Ci are some positive constants.
Consider now an interval [0, T ] such that s(t) > 0, t ∈ [0, T ]. Following [2] we
have the representation s(t) = η(y−1(t)). Then, for any u such that y(u) < T, we get
η(u) > 0. If we suppose that y(u) < T for all u > 0, then we obtain a contradiction,
because relation (5.12) together with (A.7) yields y(+∞) = +∞. This proves that
y(+∞) > T . If s0 is a random variable and s(t) > 0, t ∈ [0, T ] a.s., then for almost
all realizations s0(ω) we obtain that y(+∞, ω) = +∞. This finally proves that y(+∞)
> T a.s. Hence, all conditions of theorem A.1 are satisfied. Consequently, relation
(5.5) is true for the normalized trajectory n−1Sn(nt) of the auxiliary recurrent process of
semi-Markov type.
Finally, we show that the trajectories of n−1Sn(nt) and n−1Nn(nt) are asymp-
totically equivalent in the region s(t) > 0, t ∈ [0, T ]. We can construct on the same
probability space processes Sn(nt) and Nn(nt) in a recurrent way. First, we put
Sn(0) = Nn(0). Further, following the standard simulation techniques we can construct
simultaneously on the same sequence of uniformly distributed random variables {ωk}∞k=0
the trajectories of Sn(nt) and Nn(nt). Here Sn(nt) is constructed directly according to
formulas (A.1)–(A.3) and if Sn(nt) > 0, t ∈ [0, T ], then Sn(nt) = Nn(nt), t ∈ [0, T ].
Now, taking into account (A.9), we see that s(t) > 0, t ∈ [0, T ], implies
P
{
Sn(nt) > 0, t ∈ [0, T ]
} → 1, as n → ∞. (5.13)
Then, for any measurable set A ∈ BDT , we get according to (5.13) that∣∣P{n−1Sn(nt) ∈ A, t ∈ [0, T ]} − P{n−1Nn(nt) ∈ A, t ∈ [0, T ]}∣∣

∣∣P{n−1Sn(nt) ∈ A, Sn(nt) > 0, t ∈ [0, T ]}
− P{n−1Nn(nt) ∈ A, Sn(nt) > 0, t ∈ [0, T ]}∣∣
+ 2P{exists u, u ∈ [0, T ], such that Sn(nu)  0}
= 2P{exists u, u ∈ [0, T ], such that Sn(nu)  0} → 0, as n → ∞.
The above relations show that the asymptotic behaviour of the trajectories of Sn(nt) and
Nn(nt) is the same. Thus, we finally prove the relation (5.5). 
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We next consider some particular cases. Suppose that n−1Nn(0)
P−→ s0 > 0,
where s0 is some deterministic value. Assume that input, service rates and the rate of
negative customers do not depend on the value of the queue and on the parameter n.
That means λ(s) ≡ λ, ν(s) ≡ ν, δ(s) ≡ δ and g(s) ≡ g (these functions do not depend
on s).
Consider first a constant retrial policy with rate α. That means in previous notation
α(s) ≡ α. Denote b̂ = (λ−δg)πc−(1−πc)α, where πc is calculated according to (5.1).
Corollary 5.2. As n → ∞, the relation (5.5) holds where s(t) = s0 + b̂t, t ∈ [0, T ].
If b̂  0, it is true for any T > 0, if b̂ < 0, the value T should satisfy the relation
s0 + b̂T > 0.
Consider now the model with linear retrial rate described in section 2. Suppose
that system parameters depend on the scaling factor n in such a way that the retrial
rate in state j has the form α(1 − δj0) + µj/n, where α > 0, µ > 0. In this case
α(s) = α + µs, s  0. Let πc(s) be calculated according to (5.1) with the function
α(s) = α + µs, s  0.
Corollary 5.3. As n → ∞, the relation (5.5) holds for any T > 0 such that s(t) > 0,
t ∈ [0, T ], where in (5.2) b̂(s) = (λ − δg)πc(s) − (α + µs)(1 − πc(s)).
Let us consider the behaviour of the function s(t) in this case.
Proposition 5.4.
(1) Let λπc  α(1 − πc) + δgπc. Then b̂(s) < 0 for any s > 0. That means, the
function s(t) is monotonically decreasing to 0 as t → ∞ and the system is stable in
this sense. Relation (5.5) holds for any T > 0 such that s(T ) > 0.
(2) Let λπc > α(1 − πc) + δgπc and λ < cν + δg. Then there exists a unique root
s∗ of the equation b̂(s) = 0 which is a stable point of the equation. That means,
relation (5.5) holds for any T > 0 and s(t) → s∗ as t → ∞. The value s∗ is in some
sense a quasi-stable point for the queue, at large n and t Nn(nt)  ns∗ and we have
quasi-stationary behaviour of the queue.
(3) Let λ  cν + δg. Then for all s  0 b̂(s) > 0. That means, relation (5.5) holds for
any T > 0, s(t) is monotonically increasing and the system is not stable.
Proof. We use similar arguments as at the proof of theorem 3.1. Define the auxiliary
variable u(s) = (λ + α + µs)/ν. Then, the relation b̂(s) > 0 (or  0) is equivalent to
the polynomial relation R(u(s)) > 0 (or  0) where
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Consider first the case when λ  cν + δg. Then obviously R(u) > 0 for any
u  0. Consider now the 1st case. As it was shown in theorem 3.1, the relation λπc <
α(1 − πc) + δgπc is equivalent to the relation R(u(0)) < 0 or b̂(0) < 0. This means
the ergodicity of the system with constant retrial rate α. Then the system with constant
retrial rate α + µs is also ergodic for any s > 0, that means R(u(s)) < 0 and b̂(s) < 0
for any s > 0. Let now λπc = α(1 − πc) + δgπc. That means R(u(0)) = 0. This
relation implies λ < cν + δg (otherwise R(u) > 0, u  0 and we get a contradiction).
But now the coefficients of R(u) have only one variation of sign. This means according
to Descartes’ rule of signs that R(u) has only one positive root and R(u(s)) < 0 as s > 0
(correspondingly b̂(s) < 0 as s > 0). Consider now the 2nd case. If λ < cν + δg then,
as it was mentioned, R(u) has only one positive root. But if λπc > α(1 − πc) + δgπc,
then according to theorem 3.1 b̂(0) > 0 and R(u(0)) > 0. As R(+∞) = −∞, there
exists a unique positive root s∗ of the equation b̂(s) = 0 and this root is a stable point. 
We mention that the results of averaging principle and diffusion approximation
types for some models of overloading one and multi-server retrial queues (without neg-
ative customers) are obtained using the asymptotic technique for switching processes
in [6,7].
Consider now the component Cn(t) and study its long-run behaviour.
Theorem 5.5. Suppose that the conditions of theorem 5.1 hold. Then for any discrete
function f (i), i = 0, 1, . . . , c, and for any T chosen as in theorem 5.1, as n → ∞




































dv, i = 0, 1, . . . , c, (5.15)
where πi(s) are calculated according to (5.1) and s(t) is a solution of (5.4).
Proof. The proof follows the same steps as in theorem 5.1. We keep the previous nota-
tion for sequences tnk, Snk, constructed by variables (ξk(i, s), τk(i, s), βk(i, s)) according
to relations (A.1)–(A.3). Denote ζn(t) =
∫ nt
0 f (Cn(u)) du, ζnk = ζn(tnk), k  0. The
following representation is true
ζn(t) = ζnk + (t − tnk)f (xnk), as tnk  t < tn,k+1.
Put ζ̃n(t) = ζnk as tnk  t < tn,k+1. Then {(xn(t), (Sn(t), ζ̃n(t))); t  0} is a recurrent
process of semi-Markov type constructed by the families ((ξk(i, s), f (i)τk(i, s)), τk(i, s),
βk(i, s)). According to theorem A.1
sup
0tT
∣∣n−1ζ̃n(nt) − v(t)∣∣ P−→ 0, n → ∞, (5.16)
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and the function v(t) satisfies the equation:
v(0) = 0, dv(t) = m(s(t))−1h(s(t)) dt,
where m(s) is calculated as in (5.9) and h(s) = ∑ci=0 π̃ (i, s)f (i)λi(s)−1. Using [3,
theorem 1] we get that the limiting behaviour of the normalized trajectories of n−1ζn(nt)
and n−1ζ̃n(nt) is the same. Taking into account that π̃(i, s)λi(s)−1/m(s) = πi(s), we
get relation (5.14). As n−1|ζn(nt)|  t maxi=0,1,...,c |f (i)| a.s., the convergence in
probability implies the convergence of expectations and relation (5.15) is also true. 
Appendix A. Averaging principle for switching processes
The averaging principle for switching processes (SPs) provides an elegant mathematical
approach for the investigation of the asymptotic behaviour when the number of switches
tends to infinity. Under some natural assumptions, the normalized trajectory of SP uni-
formly converges in probability to some function which is a solution of some differential
equation.
Let us consider an important subclass of SPs (see [1,4]) which is useful in our
queueing application. For any n > 0, let Fnk = {(ξnk(x, s), τnk(x, s), βnk(x, s)); x ∈ X,
s ∈ Rr}, k  0, be jointly independent families of random vectors taking values in
Rr × [0,∞) × X, where X be some measurable space. Let also (xn0, Sn0) be an initial
value independent of {Fnk}∞k=0. Then, we construct the following recurrent sequences
















, k  0, (A.2)
and denote
xn(t) = xnk, Sn(t) = Snk, for tnk  t < tn,k+1. (A.3)
The process {(xn(t), Sn(t)); t  0} is a recurrent process of semi-Markov type
with feedback between both components (a special subclass of SPs). In what follows,
we assume that the distributions of variables in Fnk do not depend on index k. Note, that
in general a component xnk is not itself a Markov process, and a component xn(t) also
in general is not a Markov and even a semi-Markov process.
Let us assume that moment functions mn(x, s) = Eτn1(x, s) and bn(x, s) =
Eξn1(x, s) exist. Denote pn(x,A, s) = P{βn1(x, s) ∈ A}, x ∈ X, A ∈ BX, s ∈ Rr .
Suppose that at each s ∈ Rr there exists a family of transition probabilities p0(x,A, s),
x ∈ X, A ∈ BX, which are continuous in s uniformly in each bounded region |s|  L
with respect to x ∈ X, A ∈ BX, and for any L > 0 as n → ∞
sup
x,A,|s|L
∣∣pn(x,A, s) − p0(x,A, s)∣∣ −→ 0. (A.4)
For any fixed s ∈ Rr consider an auxiliary Markov process {x̃k(s); k  0} with
state space X and transition probabilities p0(x,A, s), x ∈ X, A ∈ BX. Assume that the
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process {x̃k(s); k  0} is uniformly ergodic with stationary measure π̃0(A, s) uniformly




mn(x, s)π̃0(dx, s), bn(s) =
∫
X
bn(x, s)π̃0(dx, s). (A.5)
Theorem A.1. Suppose that (A.4) holds and










τn1(x, s) > L
)
+ E∣∣ξn1(x, s)∣∣χ(∣∣ξn1(x, s)∣∣ > L)} = 0;
(2) for any x, as max(|s1|, |s2|) < N∣∣mn(x, s1) − mn(x, s2)∣∣ + ∣∣bn(x, s1) − bn(x, s2)∣∣  CN |s1 − s2| + αn(N),
where CN are constants, and αn(N) → 0 uniformly in |s1| < N , |s2| < N ;
(3) there exist functions m(s) > 0, b(s) and a value s0 (possibly random) such that as
n → ∞
mn(s) → m(s), bn(s) → b(s) and n−1Sn0 P−→ s0; (A.6)


















∣∣n−1Sn(nt) − s(t)∣∣ P−→ 0, n → ∞, (A.9)
where s(t) is a unique solution of the equation









The proof of theorem A.1 follows from the averaging principle for general recur-
rent sequences and SPs with feedback [2,3].
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