The core inverse for a complex matrix was introduced by Baksalary and Trenkler. Rakić, Dinčić and Djordjević generalized the core inverse of a complex matrix to the case of an element in a ring. They also proved that the core inverse of an element in a ring can be characterized by five equations and every core invertible element is group invertible. It is natural to ask when a group invertible element is core invertible, in this paper, we will answer this question. We will use three equations to characterize the core inverse of an element. That is, let a, b ∈ R, then a ∈ R # with a # = b if and only if (ab) * = ab, ba 2 = a and ab 2 = b. Finally, we investigate the additive property of two core invertible elements. Moreover, the formulae of the sum of two core invertible elements are presented.
Introduction
The core inverse and the dual core inverse for a complex matrix were introduced by Baksalary and Trenkler [1] . Let A ∈ M n (C), where M n (C) denotes the ring of all n × n complex matrices. A matrix X ∈ M n (C) is called a core inverse of A, if it satisfies AX = P A and R(X) ⊆ R(A), where R(A) denotes the column space of A, and P A is the orthogonal projector onto R(A). And if such a matrix exists, then it is unique (and denoted by A # ). Baksalary and Trenkler gave several characterizations of the core inverse by using the decomposition of Hartwig and Spindelböck.
In [20] Rakić, Dinčić and Djordjević generalized the core inverse of a complex matrix to the case of an operator in L(H), where H is a Hilbert space and L(H) denotes the set of all bounded linear operators from H to H. They also proved that the core inverse of an operator A ∈ L(H) can be determined by five operator equations.
In [21] Rakić, Dinčić and Djordjević generalized the core inverse of a complex matrix to the case of an element in a ring. They proved that a core invertible element is group invertible and for a ∈ R, the core inverse of a is the unique element x satisfying the following five equations: axa = a, xax = x, (ax) * = ax, xa 2 = a, ax 2 = x.
In [22, Theorem 2.1], Wang and Liu proved that if A ∈ C CM n , where C CM n = {A ∈ M n (C) | r(A) = r(A 2 )}, then the core inverse of A is the unique matrix X ∈ M n (C) satisfying the following three equations:
Motivated by [21] and [22] , we answer the question when a group invertible element is core invertible and prove that the core inverse of an element in a ring can be characterized by three equations. We also extend the result [22, Theorem 2.1] to the general ring. Let a, b ∈ R, in Theorem 2.6, we show that a ∈ R # if and only if a ∈ R # ∩ R {1,3} . In Theorem 3.1, we show that a ∈ R # with a # = b if and only if (ab) * = ab, ba 2 = a and ab 2 = b. In Theorem 3.3, we show that if Ra = Ra 2 , then a ∈ R # with core inverse b if and only if aba = a, (ab) * = ab and ab 2 = b.
The problem of the Moore-Penrose inverse of the sum of two MoorePenrose invertible elements in complex matrix ring was first considered by Penrose in [18] . Many scholars focus on the additive problem of two generalized invertible elements, such as [3, 4, 6, 7, 16, 23] . The problem of the Drazin inverse of the sum of two Drazin invertible elements in a ring was first considered by Drazin in [8] . He proved that for two group invertible elements a, b ∈ R satisfying ab = 0 = ba, then a + b is group invertible. Hartwig, Wang and Wei in [12] gave a generalization of above result in the complex matrix case in terms of ab = 0. Chen, Zhuang and Wei in [5] also gave a generalization of above result in the morphism case in terms of ab = 0. In section 4, we will show that if a and b are core invertible and satisfy ab = 0 and a * b = 0, then a + b is core invertible and (a + b)
For the convenience of the reader, some fundamental concepts are given as follows. An element b ∈ R is an inner inverse of a ∈ R if aba = a holds.
The set of all inner inverses of a will be denoted by a{1}. An element a ∈ R is said to be group invertible if there exists b ∈ R such that the following equations hold: aba = a, bab = b, ab = ba.
The element b which satisfies the above equations is called a group inverse of a. If such an element b exists, it is unique and denoted by a # . The set of all group invertible elements will be denoted by R # . Let R be a * -ring, that is a ring with an involution a → a * satisfying (a * ) * = a, (ab) * = b * a * and (a + b) * = a * + b * .
An elementã ∈ R is called a {1, 3}-inverse of a if aãa = a and (aã) * = aã. The set of all {1, 3}-invertible elements will be denoted by R {1,3} . Similarly, an elementâ ∈ R is called a {1, 4}-inverse of a if aâa = a and (âa) * =âa. The set of all {1, 4}-invertible elements will be denoted by R {1,4} .
We will also use the following notations:
When a group invertible element is core invertible
In this section, some characterizations of the existence of a core invertible element in rings are obtained. Let us start this section with some preliminaries. = p = p * and q 2 = q such that aR = pR and qR = aR and Rq = Ra. Thus by Lemma 2.4 and Lemma 2.5, we have the following theorem. For the convenience of the reader, we give another method to prove this result.
So Ry = Ra * . Thus a ∈ R # by the definition of the core inverse.
Corollary 2.7. Let a ∈ R, then the following conditions are equivalent:
(1) a ∈ R # ; (2) a ∈ R # and there exists x ∈ R such that (ax) * = ax and xa 2 = a; (3) a ∈ R # and there exists x ∈ R such that (ax) * = ax and xa = a # a.
Proof. (1) ⇒ (2) It is clear by Lemma 2.3 and Lemma 2.4.
(2) ⇒ (3) It is sufficient to prove that xa 2 = a implies xa = a # a. It is easy to see that by xa = xa 2 a # = aa # = a # a.
(3) ⇒ (1) Suppose a ∈ R # and there exists x ∈ R such that (ax) * = ax and xa = a # a. Then axa = aa # a = a, that is a ∈ R {1,3} . Thus by the hypothesis a ∈ R # and Theorem 2.6, we have a ∈ R # .
There exists a corresponding result for the dual core inverse.
Lemma 2.9.
[9] Let a ∈ R, we have:
The following conditions are equivalent:
In this case,
where 1 = a * r + u = sa + v for some r, s ∈ R, u ∈ a • and v ∈ • (a * ).
Proposition 2.11. Let a ∈ R, then the following conditions are equivalent:
Proof. By Theorem 2.6, we have a ∈ R # if and only if a ∈ R # ∩ R {1,3} and
Thus it is easy to see (1)- (9) are equivalent by Lemma 2.9 and Lemma 2.10.
Then by (1) and (3), respectively, we have
Thus by (4) and (5), we have
Hence a # = ay 2 1 ax 1 = ay 2 1 ax * 2 = y 2 ax 1 = y 2 ax * 2 by (6).
Proposition 2.12. Let a ∈ R, then the following conditions are equivalent:
3
New characterizations of elements to be core invertible by equations
In this section, some new characterizations of core and dual core inverses in rings are obtained.
In the following theorem, we can prove that equations axa = a and xax = x in Lemma 2.3 can be dropped. Proof. Suppose a ∈ R # , then we have (ax) * = ax, xa 2 = a and ax 2 = x by Lemma 2.3. Conversely, if (ax) * = ax, xa 2 = a and ax 2 = x, then we have
Thus by Lemma 2.3, we have a ∈ R # and a # = x.
In [22, Theorem 2.1], Wang and Liu proved that for A ∈ C CM n , then the core inverse of A is the unique matrix X ∈ M n (C) satisfying the following three equations:
By the definition of C CM n , we know A ∈ C CM n if and only if A is group invertible. We will extend the above result to the ring case, let us begin with an lemma. (2) ⇒ (1) Suppose aba = a, ab 2 = b, (ab) * = ab, then a = aba = a 2 b 2 a ∈ a 2 R, thus a ∈ R # by the hypothesis Ra = Ra 2 and [10, Proposition 7] . So a + 1 − ab is invertible by Lemma 3.2.
Lemma 3.2. [2] Let R be a ring, if a ∈ R is regular with inner inverse a − , then the following conditions are equivalent:
(9) is equivalent to
By (10) and Theorem 2.6 we have
Since
Hence b = a # by (11) and (12) .
An infinite matrix M is said to be bi-finite if it is both row-finite and column-finite. (2) ⇒ (1) Suppose bab = b, (ab) * = ab and ba 2 = a, then a = ba 2 ∈ Ra 2 , thus a ∈ R # by the hypothesis aR = a 2 R and [10, Proposition 7] . Post multiplication by a # on equation ba 2 = a yields ba = aa # , thus
Hence b ∈ a{1, 3} by (ab) * = ab. By Theorem 2.6, we have a # = a # aa (1, 3) . Therefore Proof.
(1) ⇒ (2) Suppose a ∈ R # with a # = b, then aba = a, (ab) * = ab, ab 2 = b by Lemma 2.3. Conversely, suppose R is a direct finite ring and aba = a, (ab) * = ab, ab 2 = b, then b ∈ a{1, 3}. Since
so a+ 1− ab is right invertible by Lemma 3.8. Thus a+ 1− ab is invertible by R is a direct finite ring. By Lemma 3.2, we have a ∈ R # , therefore a # = b by Corollary 3.7.
(2) ⇒ (1) For arbitrary m, n ∈ R, if mn = 1, then mnm = m, (mn) * = mn, mn 2 = n, thus by the hypothetical condition, we have m ∈ R # with m # = n, then m ∈ R # by Lemma 2.4. Post-multiplication by n on equation m = mm # m yields
thus, mm # = m # m = 1 which imply m is invertible. Then nm = 1, so R is a direct finite ring.
Theorem 3.10. Consider the following conditions:
Proof.
(1) ⇒ (2) Suppose R is a direct finite ring, by bab = b and ba 2 = a,
Since b = bab gives a ∈ b{1}, by Lemma 3.8, b + 1 − ba is right invertible. As R is a direct finite ring, hence b + 1 − ba is invertible, which gives b ∈ R # by Lemma 3.2. Pre-
Whence by Theorem 3.1, we have a ∈ R # with a # = b. (2) ⇒ (3) Let c = bab, by bab = b, (ab) * = ab and ba 2 = a, we have cac = c, (ac) * = ac and ca 2 = a, thus by (2), we have a ∈ R # with a
That is a is invertible, which gives aa * = 1. (1) a ∈ R # with a # = b; (2) ba 2 = a, (ab) * = ab, bR ⊆ aR; (3) a ∈ R {1,3} and satisfies ba 2 = a, b = baâ for someâ ∈ a{1, 3}.
Proof. (1) ⇒ (2) Suppose a ∈ R # with a # = b, then ba 2 = a, (ab) * = ab and b = ab 2 by Lemma 2.3, thus bR ⊆ aR.
(1) ⇒ (3) Suppose a ∈ R # with a # = b, then ba 2 = a by Lemma 2.3. By Theorem 2.6, we have
(2) ⇒ (1) Suppose ba 2 = a, (ab) * = ab, bR ⊆ aR, then b = ax, for some x ∈ R. By ba 2 = a, we have b = ax = ba 2 x = bab. Therefore, a ∈ R # with a # = b by Theorem 3.5.
(3) ⇒ (1) Suppose ba 2 = a, b = baâ, for someâ ∈ a{1, 3} and aR = a 2 R, thus a ∈ R # by a ∈ a 2 R ∩ Ra 2 . Hence
by Theorem 2.6.
4
The core invertibility of the sum of two core invertible elements
In this section, we will show that if two core invertible elements a, b ∈ R satisfy ab = 0 and a * b = 0, then a + b is core invertible. Moreover, the explicit expression of the sum of two core invertible elements is presented.
In 1958 Drazin [8] proved that if two group invertible elements a, b ∈ R satisfy ab = 0 = ba, then a + b is group invertible. Chen, Zhuang and Wei in [5] gave a generalization of this result in the case of ab = 0. This generalization also can be found in [3, Theorem 2.1].
Lemma 4.1.
[5] Let a, b ∈ R be group invertible with ab = 0, then a + b is group invertible. In this case, 
where
Proof. Suppose a, b ∈ R # , then by Lemma 2.4, we have a, b ∈ R # with a # = (a # ) 2 a and b # = (b # ) 2 b, respectively. Since ab = 0, a + b ∈ R # by Lemma 4.1 and
Since ab = 0 and a * b = 0, then
We will show that x is a {1, 3}-inverse of a + b.
Hence by Theorem 2.6, we have Similarly, we have the following results for dual core inverse. 
