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Spin Qubit Relaxation in a Moving Quantum Dot
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Long-range quantum communication for spin qubits is an important open problem. Here we study
decoherence of an electron spin qubit that is being transported in a moving quantum dot. We focus
on spin decoherence due to spin-orbit interaction and a random electric potential. We find that
at the lowest order, the motion induces longitudinal spin relaxation, with a rate linear in the dot
velocity. Our calculated spin relaxation time ranges from sub µs in GaAs to above ms in Si, making
this relaxation a significant decoherence channel. Our results also give clear indications on how to
reduce the decoherence effect of electron motion.
PACS numbers: 72.25.Rb, 03.67.Lx, 03.67.Hk, 72.25.Dc
I. INTRODUCTION
Over the past decade, there has been tremendous
progress in the experimental study and theoretical inves-
tigation of spin qubit manipulation and decoherence1,2.
An important advantage of electron spin qubits is
that they can be coupled strongly via the exchange
interaction3, which allows fast two-spin gates. How-
ever, exchange interaction is short-ranged, and long-
range quantum communication remains a significant
open problem in the scale-up of spin qubit architectures.
Various ideas have been proposed to move spin infor-
mation on chip, such as via spin-photon coupling4,5, spin
bus6, and directly moving the electrons themselves7–10.
Spin-photon conversion is difficult because the strongest
estimated coupling strength is still only in the order of
MHz5,11, which is slower than or comparable to the spin
dephasing rate in most materials. Spin buses, on the
other hand, are limited by the energy gap between the
bus ground state(s) and the excited states6,12, and are
most useful for short-distance (up to a few microns) quan-
tum information transfer. Comparatively, direct spin
transport is attractive because of its conceptual simplic-
ity and its similarity to the conventional charge-coupled
devices. Indeed, several experimental groups have re-
cently shown how a surface acoustic wave (SAW) can con-
trollably transport an electron over several microns13–17.
Clearly, transferring spin information by directly moving
its carrier is an intriguing and promising approach, and
deserves further in-depth analysis. Here we focus on the
aspect of spin decoherence due to electron motion.
The main decoherence channel for a confined electron
spin in a finite field is the hyperfine (HF) interaction in-
duced pure dephasing18,19. Spin relaxation due to spin-
orbit (SO) interaction is much slower20. On the other
hand, spin relaxation of free electrons and holes in semi-
conductors is dominated by SO interaction21,22, while the
effect of hyperfine interaction is strongly suppressed by
motional narrowing22. For a moving electron spin qubit
with controlled motion, an intriguing question is thus
when decoherence due to SO interaction becomes domi-
nant.
In this paper we study spin decoherence of a moving
but confined electron due to static disorders in a semicon-
ductor heterostructure. For example, in a modulation-
doped GaAs/AlxGa1−xAs structure, the ionized dopants
produce a random electric potential at the GaAs inter-
face where the quantum dot (QD) is located. If the
QD is moved along the interface, the electron spin can
sense this random potential through the SO interac-
tion, and undergo decoherence. The static disorder has
been considered in the problem of spin relaxation of 2D
electrons23,24, while we focus on its effect on confined (al-
beit moving) electrons. Here we construct a theoretical
description of this decoherence mechanism. We find that
this is a longitudinal relaxation channel at the lowest or-
der. Its rate can be as fast as sub-µs in GaAs or above
ms in Si, making it a significant decoherence channel.
II. ELECTRON HAMILTONIAN
The model system we consider is a single electron in
a gate-defined QD from a two-dimensional electron gas
(2DEG). In general the growth-direction confinement is
much stronger, so that the QD can only be moved in
the in-plane direction by programming the top gate po-
tentials. The electron remains confined while the QD is
moved. Indeed, we assume the QD motion is adiabatic
so that the electron remains in the ground orbital state.
As shown in Fig. 1, we consider a uniform linear motion
of the QD with a constant velocity v0 (the QD potential
minimum is at r0 (t) = v0t = [x0 (t) , y0 (t)]). Such a lin-
ear motion is possible in principle by programming the
surface gate potential along the path of QD motion.8,10
Alternatively, SAW has been shown to be effective in
moving a single electron from one QD to another at the
speed of sound.7,13–17. In both these cases, the QD mo-
tion is facilitated by an external agent (external electrical
control in the former, and the piezoelectric generator of
the SAW in the latter). As such, the complete prob-
lem of the electron dynamics in a moving quantum dot
is that for an open system, where the reservoir (or the
external driving agent) is complex and difficult to define
completely and quantum mechanically. In the present
study, in order to simplify the problem, we assume that
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FIG. 1: A schematic of a spin qubit in a moving QD. Panel (a)
gives the topview of the structure and the coordinate system
(xyz) defined in the laboratory frame, with x and y along the
[110] and [1¯10] directions. Panel (b) gives the sideview and
the total effective magnetic field.
the reservoir, or the external driving agent, is classical
and Markovian. In other words, the driving agent is so
large that it does not remember any energy exchange
with the electron. The consequences of this assumption
will be discussed later in the manuscript. The Hamilto-
nian for the QD-confined electron is
H = Hd +HZ +HSO + δV (r) , (1)
Hd =
pi2
2m∗
+ U (r − r0 (t)) , (2)
HZ =
1
2
gµBB0 · σ, (3)
HSO = β−piyσx + β+pixσy, (4)
where δV (r) represents a random electric potential,
which is always present, whether due to modulation dop-
ing or barrier disorder. The subscripts d, Z, and SO
refer to ”dot”, ”Zeeman”, and ”spin-orbit”. In Hd,
pi is the electron 2D momentum (e > 0), given by
pi = −i~∇ + (e/c)A(r), and U (r − r0 (t)) is the dot
confinement potential with a moving minimum r0 (t) =
[x0 (t) , y0 (t)]. In this study, we consider a uniform linear
motion of the QD, where v0 = p0/m
∗ = dr0 (t) /dt is a
constant vector. In HZ , B0 is the applied magnetic field
(with nˆ0 its unit vector). InHSO, β± ≡ (β ± α), where α
and β are the Rashba and Dresselhaus SO coupling con-
stants. The x and y axes are along the [110] and [1¯10]
directions. If x and y had been defined along the [100]
and [010] directions, the SO term would have taken the
usual form HSO = β(−pixσx + piyσy) + α(pixσy − piyσx).
The current choice of x and y helps simplify the presen-
tation below.
To simplify the following treatment, we transform
into the moving reference frame, so that the QD
confinement potential becomes time-independent. It
is done by a translational transformation |ψ′ (t)〉 =
exp [ST (t)] |ψ (t)〉, where the generator is ST (t) ≡ ipi ·
r0 (t) /~. The Schro¨dinger equation after the transfor-
mation is
i~
∂
∂t
|ψ′ (t)〉 = H ′ |ψ′ (t)〉 , (5)
in which, the new Hamiltonian is H ′ = eSTHe−ST +
i~∂tST . After the transformation, the total Hamiltonian
in the moving frame is
H ′ = H ′d +H
′
Z +H
′
SO + δV (r0 (t) + r
′) , (6)
H ′d =
pi′2
2m∗
+ U (r′) , (7)
H ′Z =
1
2
gµBB · σ, (8)
H ′SO = β−pi
′
y′σx′ + β+pi
′
x′σy′ . (9)
Here r′ = [x′, y′] and pi′ are the electron two-dimensional
position and momentum operators in the moving ref-
erence frame. Operators in different frames are re-
lated: r = r′ + r0 (t) with r0 (t) = v0t and pi
′ ≡
−i~∇′ + (e/c)A(r′) − pL − p0, in which pL (t) ≡
−eB0z/c [−y0 (t) , x0 (t) , 0] captures the effect of the
Lorentz force (note that the classical motion of electron
satisfies dpdt = −e/cv0×B0 = dpLdt ). In the moving frame,
the random potential is time-dependent due to the QD
motion, δV = δV (r0 (t) + r
′), so that the static disorder
is now a charge noise. In Hd, U (r
′) is the time indepen-
dent confinement potential in the moving frame. In HZ ,
B = B0 +∆B is the total magnetic field, in which ∆B
is an effective magnetic field due to SO interaction in the
moving reference frame
∆B =
2m∗v0
gµB
(β− sinφv, β+ cosφv, 0) , (10)
where φv is the angle between the dot velocity and
the [110] crystal axis. The Zeeman frequency is ωZ =
gµBB/~ and the spin quantization direction is nˆ = B/B,
which is generally different from the direction of the ap-
plied magnetic field B0.
III. CONSTRUCTING THE EFFECTIVE SPIN
HAMILTONIAN FOR A MOVING ELECTRON
As the quantum dot is moved in a semiconductor
heterostructure, the spatially random electrical poten-
tial δV (r0 + r
′) causes the momentum of the QD-
confined electron to fluctuate. The electron spin can
sense these momentum fluctuations via the spin-orbit
Hamiltonian (9), and spin decoherence ensues. The QD
motion we consider here is sufficiently slow so that it
does not lead to any orbital excitation. We can fo-
cus on the electron spin dynamics by decoupling the
spin space (with the ground orbital state) from the rest
of the Hilbert space20,25–28. Specifically, we perform a
Schrieffer-Wolff transformation H˜ = eSHe−S to remove
the SO coupling in the leading order by requiring that
[H ′d +H
′
Z , S] = H
′
SO.
20,25,26. For the harmonic confine-
ment U(r′) = 12m
∗ω2dr
′2, the SO term can be expressed
3as H ′SO = iLd (σ · ξ), where LdA ≡ [H ′d, A], ∀A and
ξ ≡ (y′/λ−, x′/λ+, 0) is a vector in the 2DEG plane;
λ± ≡ ~/ (m∗β±) are the spin-orbit lengths. The super-
operator Ld satisfies L
−1
d pi
′ = im∗r′/~, and L−1d [x
′, y′] =
−i (~m∗ω2d)−1 [(pi′x′ +m∗ωcy′) , (pi′y′ −m∗ωcx′)], where
EZ = gµBB is the electron Zeeman splitting (with
ωZ ≡ EZ/~ being the Zeeman frequency) and ωc ≡
eB0z/ (m
∗c) is the cyclotron frequency. Assuming that
the Zeeman energy is much larger than the SO energy,
but much smaller than the orbital excitation energy
(m∗
(
β2 + α2
)≪ ~ωZ ≪ ~ωd), we get20,25,26,
S = iσ · ξ+ EZ
(
nˆ× L−1d ξ
) · σ. (11)
The transformed Hamiltonian is thus
H ′′ = i~∂tS +H
′
d +H
′
Z + [S, δV (r)] + · · · , (12)
in which i~∂tS =
1
2gµB∆BL · σ with ∆BL = ωZωcω2
d
nˆ ×
2~
gµB
[v0x/λ−,−v0y/λ+, 0]being the high order correction
of ∆B which will be dropped in the following discussion.
The first order term due to the random electric poten-
tial is [S, δV (r)] = 12gµB2B ×Ω (r) · σ, in which
Ω (r) =
−e
m∗ω2d
[εy′ (r) /λ−, εx′ (r) /λ+, 0] , (13)
where the electric field corresponding to the random po-
tential is ε (r) = 1e∇δV (r) (e > 0). Therefore, the effec-
tive spin Hamiltonian takes the form
Heff =
1
2
gµB(B + δB(t)) · σ, (14)
δB(t) = 2B ×Ω (t) , (15)
Ω (t) = 〈ψ|Ω (r0 (t) + r′) |ψ〉 , (16)
where |ψ〉 is the orbital wave function. To further sim-
plify Eq. (16), we expand the random electric field εi (r)
(i = x′, y′) around the average QD position r0,
εi (r) ≈ εi (r0)+∇εi (r0) ·r′+ 1
2!
∇∇εi (r0) ·r′ ·r′+ · · · .
Due to the adiabatic condition, the electron always re-
mains in the instantaneous ground orbital state ψ(r′) =
exp
(−r′2/2λ2) /λ√pi, up to a magnetic phase that
does not affect the calculation of Ω. Here λ−2 =
~
−1
√
(m∗ωd)2 + (eBz/2c)2. For small variation of the
gradient of the electric field λ2∇∇εi (r0)≪ εi (r0) (and
keep in mind that the average of the linear term with
a symmetric ground state wave function vanishes), we
retain only the zeroth order of εi (r), so that
Ω (t) =
−e
m∗ω2d
[εy′ (r0 (t)) /λ−, εx′ (r0 (t)) /λ+, 0] . (17)
The effective Hamiltonian holds in the lowest order
of spin-orbit interaction and the lowest order of Zeeman
splitting (∆BL goes to zero in this limit), and it has two
important features. First, the spatially random electric
field ε(r) is now a temporally random magnetic field for
the electron spin, δB (t). This transformation is through
the dot motion r0 (t) [ε(r) → ε(t)] and the SO interac-
tion [ε(t) → δB(t)]. Second, Eqs. (15) shows that there
can be only transverse fluctuations in the effective mag-
netic field since δB(t) · B = 0 [see Fig. 1(b)]. Due to
this transverse nature, there is no pure dephasing at the
lowest order approximation.
IV. NOISE CORRELATION
To calculate the spin relaxation rate of the moving
electron, we need to first obtain the temporal correla-
tion functions Jij(t) = 〈δBiδBj (t)〉 of the random mag-
netic field that leads to the spin decoherence. Recall that
the random magnetic field, given by Eqs. (15) and (17),
originates from the spin-orbit interaction and a random
electric field, the latter from disorder in the substrate
material. Thus the temporal correlation of the magnetic
fluctuations comes from the spatial correlation of the ran-
dom electric field. Here we choose an isotropic model for
the random electrical field
〈εi (r1) εj (r2)〉 = δijσ2εfc (∆r/lε) , (18)
where δij is the Kronecker delta function (i, j = x
′ or
y′), σε is the standard deviation of the electric field,
fc (∆r/lε) is the cutoff function as listed in Table I, in
which ∆r = |r1 − r2| is the distance between r1 and r2,
and lε is the correlation length of the random field. Here,
the average 〈· · · 〉 could be the average among different
segments of the path when the experiment is done in a
straight line, or the average in different directions when
the electron is moved that way. It could also be the re-
sult of uncertainty in the driving agent, so that the time
and the position of the electron do not have a one-to-one
correspondence, and this variation in the electron posi-
tion at a particular time gives us a degree of freedom for
the averaging among different paths. Thus in the moving
frame
〈εi (r0 (t1)) εj (r0 (t2))〉 = δijσ2εfc (|t| /τc) , (19)
where t = t2 − t1 and τc = lε/v0 is the correlation
time. The spatially random electric field in the labo-
ratory frame is now a temporally random electric field
in the moving frame, which through Eqs. (15) and (17)
becomes a temporally random magnetic field.
It is important to emphasize here that we assume the
QD trajectories cannot be reproduced identically over
different runs, since in realistic situations one cannot drag
the electron exactly along the same path. Most impor-
tantly, the moving electron is an open system, constantly
exchanging energy with the external driving agent that
allows the linear motion of the QD. Since the external
driver is assumed to be classical and Markovian, the elec-
tron dynamics is dissipative instead of unitary. There-
fore, the resulting spin flip is not a predictable unitary
4fc (r/lε) fc (|t| /τc) Fc (ω)
1 exp (−r/lε) exp (− |t| /τc) 2τc/
[
1 + ω2τ 2c
]
2 1/
[
1 + r2/l2ε
]
1/
[
1 + t2/τ 2c
]
piτc exp (− |ω| τc)
3 exp
(−r2/l2ε
)
exp
(−t2/τ 2c
) √
piτc exp
(−ω2τ 2c /4
)
TABLE I: Fourier transformation of different correlations.
spin rotation, and information is lost due to the exchange
with the external reservoir.
The cross product in Eq. (15) and the arbitrary direc-
tion for the applied magnetic field mean that the mag-
netic correlation is in general quite complex in the (x′y′z)
coordinate system we have used so far. To simplify the
relaxation rate calculations, we first transform to a new
XY Z coordinate system, in which we require that (a) Z
is along the direction of the total magnetic field B and
(b) Jij(t) is diagonal in this coordinate system. The first
requirement dictates that δB is always in the XY plane
since δB ⊥ B. This means that δBZ = 0 and JZZ = 0.
The second requirement further dictates that the corre-
lation functions are diagonal, so that there are only two
independent correlation functions JXX and JY Y .
The XY Z coordinate system can be obtained from the
(x′y′z) coordinates by a rotation with Euler angles ϕ, θ,
and χ. Specifically, first rotate (x′y′z) along the z axis by
angle ϕ to (x′′y′′z), so that the y′′ axis is perpendicular to
the direction of magnetic field nˆ. Then rotate along y′′ by
angle θ to (x′′′y′′′Z), so that the Z axis is in the direction
nˆ. Lastly, rotate along the Z axis by angle χ. Here
angles ϕ and θ give the direction of the total magnetic
field B in the (x′y′z) frame, and χ is determined from
the requirement 〈δBX(0)δBY (t)〉 = 0.
After the Euler rotations RZ (χ)Ry′′ (θ)Rz (ϕ), the
field in the XY Z coordinates is given by δB(t) =
−2eB
m∗ω2
d
ζ (t),
ζX = cosχ (Ax+Ay) + sinχ (Bx+By) ,
ζY = − sinχ (Ax+Ay) + cosχ (Bx+By) ,
where Ax = −εx′ cosφ/λ+, Ay = εy′ sinφ/λ−, Bx =
εx′ cos θ sinφ/λ+, By = εy′ cos θ cosφ/λ−. The condition
〈δBXδBY (t)〉 = 0 simply means that 〈ζXζY (t)〉 = 0.
Substituting each component of ζ into the equation and
considering that 〈εiεj (t)〉 = δijσ2εfc (|t| /τc), the Euler
angle χ can be determined as
tan 2χ =
2
(
λ2+ − λ2−
)
nx′ny′nz
λ2+
(
n2y′ − n2zn2x′
)
+ λ2−
(
n2x′ − n2zn2y′
) , (20)
where nˆ is the direction of the magnetic field.
With the knowledge of all the Euler angles, we can now
calculate 〈ζXζX (t)〉 and 〈ζY ζY (t)〉,
〈ζXζX (t)〉 = 1
Λ2+
σ2εfc (|t| /τc) ,
〈ζY ζY (t)〉 = 1
Λ2−
σ2εfc (|t| /τc) ,
where the effective SO length is given by
2
Λ2±
=
1− n2x′
λ2−
+
1− n2y′
λ2+
±
√√√√(1− n2x′
λ2−
+
1− n2y′
λ2+
)2
− 4n
2
z′
λ2+λ
2
−
.
The magnetic correlators are thus
JXX(t) =
[
2eBσε
Λ+m∗ω2d
]2
fc (|t| /τc) , (21)
JY Y (t) =
[
2eBσε
Λ−m∗ω2d
]2
fc (|t| /τc) , (22)
and JZZ(t) = 0, as mentioned earlier. In the following
discussion, we choose the cutoff function fc (|t| /τc) to
be exponential for simplicity (see Appendix A for other
types of cutoff functions).
V. SPIN RELAXATION
Now we study decoherence of the electron spin qubit
due to Hamiltonian (14). The noise correlation time τc
is generally much shorter than the qubit decay time (the
inset of Fig. 2 shows values of τc). In this regime, the dy-
namics of the spin qubit are governed by the Bloch equa-
tions29. With purely transverse fluctuations, the longi-
tudinal and transverse relaxation rates, 1/T1 and 1/T2,
are20,25,29
1
T1
=
2
T2
= J+XX(ωZ) + J
+
Y Y (ωZ), (23)
J+ij (ω) =
g2µ2B
2~2
∫ +∞
−∞
〈δBi(0)δBj(t)〉 cos (ωt) dt .
Using Eq. (A2) and its JY Y correspondent, we obtain
1
T1
=
[
2eσε
~ω2d
]2
ω2Zτc
1 + ω2Zτ
2
c
FSO(θ, φ), (24)
FSO =
[(
β2 + α2
) (
1 + cos2 θ
)
+ 2αβ sin2 θ cos 2φ
]
.(25)
Here θ and φ are the polar and azimuthal angles of B in
the x′y′z′ coordinates.
Before delving into the numerics we first discuss some
qualitative features of the spin relaxation rate here.
Firstly, 1/T1 ∝ 1/ω4d. This strong dependence on the
QD confinement means that this spin relaxation channel
can be suppressed by having strong confinement for the
QD. Secondly, 1/T1 ∝ σ2ε . The origin of the static disor-
der would determine the magnitude here. For example,
in a modulation doped GaAs structure, δV ∼ 20 mV30
and lε ∼ 0.1µm30, so that σε = δV/lε ∼ 200 kV/m.
On the other hand, for an undoped top-gate structure
in Si31, there could be disorder from defects in the bar-
rier, though its characteristic length and strength are un-
known (most probably much smaller than in the modu-
lation doped structures). Our numerical estimates below
use parameters from the modulation doped structures.
5The SO coupling dependence of 1/T1 is contained in
FSO in terms of α and β, the Rashba and Dresselhaus SO
coupling strength. These parameters are materials- and
device-specific. In Si β = 0, while in GaAs βGaAs = 300
m/s is fixed (see Appendix B). In both materials α is
dependent on the particular quantum well structure and
doping.
The dependence on the direction of magnetic field B
by 1/T1 is also contained in FSO, in terms of the polar
and azimuthal angles θ and φ. For example, for a per-
pendicular field (B ‖ [001]), FSO = 2
(
β2 + α2
)
. For an
in-plane field, FSO = β
2 + α2 + 2αβ cos 2φ. Thus, the
decay rate in a perpendicular field is always larger than
if the field is in-plane (1/T1)perp ≥ (1/T1)in−plane.
In the case of an in-plane magnetic field, the spin re-
laxation rate 1/T1 has a sinusoidal dependence on the
azimuthal angle φ of the B field. The minimum rate
is 1/T1 =
[
2eσε (β − α) /
(
~ω2d
)]2
ω2Zτc/
(
1 + ω2Zτ
2
c
)
(as-
suming αβ > 0), when the B field is along the y axis
(φ = pi/2). Thus, in the special case when α = β and
φ = pi/2 (or α = −β and φ = 0), 1/T1 = 0. In other
words, since ∆B is along the y (x) axis when α = β
(α = −β) [c.f. Eq. (10)], spin relaxation due to QD mo-
tion vanishes if the applied magnetic field B0 is along y
for α = β (or along the x axis for α = −β). Such special
cases (α = ±β) have been discussed previously in the
context of spin relaxation due to phonon emission20,32.
Note that Hamiltonian H in Eq. (1) conserves the spin
component σy(x) for α = β (α = −β) and B0 ‖ y (x).
This spin conservation results in T1 being infinite to all
orders in the SO interaction Hamiltonian (9). Meanwhile,
decoherence rate 1/T2 reduces to the next order contri-
bution of Eq. (4), in the form of pure dephasing.
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FIG. 2: ∆B as a function of moving velocity for GaAs (solid
line) QD with β = 300 m/s and Si (dashed line) QD with
α = 5 m/s. The inset gives the bath correlation time τc.
The dependence on the magnitude of B and velocity
v0 by 1/T1 is contained in ω
2
Zτc/
(
1 + ω2Zτ
2
c
)
of Eq. (24).
Here we first estimate the magnitude of ∆B [c.f. Eq.
(10)]. In Fig. 2, we plot ∆B as a function of velocity |v0|
for GaAs and Si QDs. ∆B is two orders of magnitude
larger in GaAs than in Si, but still negligible if a strong
magnetic field (order of Tesla) is applied. We discuss the
high and low field cases separately as follows.
A. High field and slow moving limit
For a strong applied magnetic field (B ≥ 1 T) and a
slow moving QD (1 nm/ns < v0 < 100nm/ns), ∆B can
be neglected, and the condition ωZτc ≫ 1 is satisfied.
In this limit, the ωZ (or B) dependence cancels out in
Eq. (24). 1/T1 depends linearly on the speed v0 of the
QD, and is independent of the direction of the motion
(since ∆B is neglected).
We carry out numerical calculations on two representa-
tive QD structures, one in GaAs/Al1−xGaxAs, the other
in Si/SiGe. In both cases, the dot confinement energies
are set at ~ωd = 1 meV and 3 meV, and the applied
magnetic field is B0 = 1 T. For the GaAs QD, we use the
bulk g factor g = −0.44, and the electron effective mass
m∗ = 0.067m0, where m0 is the free electron rest mass.
For the Si QD, g = 2, m∗ = 0.19m0, and the Rashba SO
coupling strength is chosen to be αSi = 5 m/s
33–35. Fig-
ure 3 shows the spin relaxation rate 1/T1 as a function
of the QD speed in an in-plane B field, when
1
T1
∣∣∣∣
in−plane
=
v0
lε
[
2eσε
~ω2d
]2 (
β2 + α2 + 2αβ cos 2φ
)
.
(26)
For a moving GaAs QD, we find that T1 ranges from µs to
10 ms. For a Si QD, T1 > 1 ms because of the weaker SO
coupling. In terms of the moving distance (v0T1)in−plane,
spin coherence is lost in as short as µm in GaAs and mm
in Si for a dot speed of 10 nm/ns. Clearly, while the spin
relaxation times here are still much longer than those in
a 2DEG, the QD motion does present a serious threat to
the coherence of the spin qubit, especially in modulation
doped GaAs heterostructures.
B. Low field and fast moving limit
If the magnetic field is low, and/or the QD motion
is fast (but still adiabatic), so that ωZτc ≪ 1, the spin
relaxation rate is
1
T1
=
[
2eσε
~ω2d
]2
FSO(θ, φ)ω
2
Zτc. (27)
If the applied field B0 is much larger than ∆B, so that
gµB∆B/~ ≪ ωZ ≪ τ−1c , we obtain 1/T1 ∝ 1/v0, in-
dicating motional narrowing. Whereas, if B0 = 0, only
∆B contributes to the spin splitting, with θ = pi/2 and
β− tanφ = β+ cotφv. Now ω
2
Zτc = (2m
∗/~)
2
v0lεFv (φv),
where Fv (φv) =
(
β2 + α2 + 2αβ cos 2φv
)
. Interestingly,
this φv dependence is completely canceled by that in
FSO, so that
1
T1
= v0lε
[
4eσεm
∗
(
β2 − α2) / (~ωd)2]2 . (28)
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FIG. 3: Spin relaxation rate 1/T1 as a function of the QD
velocity for GaAs QDs with β = 300 m/s and Si QDs with
α = 5 m/s (with an in-plane magnetic field). Here ωd and δV
are in units of meV and mV.
In other words, when no magnetic field is applied, 1/T1
depends linearly on the speed v0 of the QD motion and
is independent of the direction φv of the motion.
As an example we consider an SAW-confined electron
in GaAs. Here the QD moves fast, at the speed of
sound v0 = vSAW = 3000 m/s, so that the low-field
limit ωZτc ≪ 1 is satisfied even for B0 ≃ 1 T. The
electron should still remain in the ground orbital state,
however, while the motion-induced magnetic field is now
∆B ∼ 0.02 T. The spin relaxation rate should have a
weak dependence on the direction of the motion when
B0 and ∆B are comparable. The confinement potential
for an electron in an SAW is dependent on the driving in-
tensity PSAW , with ωd ∼ 1 meV (see Appendix B). Using
parameters for modulation doped samples, lε ∼ 0.1µm
and σε ∼ 200 kV/m, we estimate that 1/T1 ∼ 108 Hz in
a strong in-plane magnetic field (B0 ≫ ∆B, β = 300 m/s
and α = 0) and 1/T1 ∼ 105 Hz when B0 = 0. These rates
can be reduced by having a larger ωd (with higher SAW
driving intensity and/or higher frequency), and most im-
portantly, using a less disordered sample with smaller σε.
VI. DISCUSSION AND CONCLUSION
It is important to emphasize here that the static dis-
order potential is not the reservoir by itself. It is the
external driver that energizes the reservoir. The disorder
is what allows the spin to exchange energy with the reser-
voir: It modifies the mode functions of the electromag-
netic environment. As we mentioned at the beginning
of the paper, we assume that the driving agent is clas-
sical and Markovian, so that whatever information goes
into the driving agent is lost. In other words, we have
performed a phenomenological study of an open system
where energy is not conserved. This calculation does not
treat the external driving agent in a quantum mechanical
fashion: It only energizes the disorder through motion,
but does not have any internal structure. A definitive
and complete study of the spin-reservoir exchange re-
quires quantization of the nonequilibrium external driv-
ing agent, which is beyond the scope of the current study.
However, we hope this work could act as a catalyst for
further theoretical and experimental studies on this in-
teresting problem.
As we mentioned before, for confined electron spins
HF-induced dephasing is the most important decoher-
ence mechanism. For a moving but confined electron
spin, however, this dephasing is suppressed due to mo-
tional narrowing: 1/T ∗2 ∝ 1/v (see Appendix C). For
example, in a QD with a 1 meV confinement energy in
GaAs, the HF-induced dephasing time goes up from 30
ns in a stationary QD to > 1 µs when the dot speed is
20 m/s, while at this speed the spin relaxation due to
SO coupling is already faster: T1 ∼ 1 µs. Thus even
with only a moderate speed of motion, the HF-induced
dephasing is already superseded by the SO-induced relax-
ation as the main source of decoherence for the electron
spin.
The model calculation presented in this manuscript fo-
cuses on the effect of the momentum scattering of the
electron due to the random electrical potential in the
plane of the quantum dot motion. In our calculation we
did not include the possible effect of a random compo-
nent of the Rashba spin-orbit coupling due to the random
electric field along the growth direction.23,24 This choice
is a reflection of our assumption that the growth direction
confinement is much stronger than the in-plane confine-
ment, so that the relative fluctuation of the spin-orbit
coupling should be weak compared to the existing cou-
pling itself. If this assumption does not hold, the random
field along the growth direction would have to be prop-
erly taken into account as well.
In conclusion, we have studied electron spin relaxation
in a moving QD. The relaxation mechanism we studied
originates from momentum scattering and SO interac-
tion. At the lowest order, it is a longitudinal relaxation
channel, so that T2 = 2T1. The relaxation rate is in-
versely proportional to the fourth power of the confine-
ment energy, so that spin decoherence is faster for larger
quantum dots. For high-field slow motion or very-low-
field fast motion, the decoherence rate increases linearly
with the QD speed. Quantitatively, in modulation-doped
GaAs heterostructures this can be an important spin de-
coherence channel, where spin relaxation time can be as
short as sub-µs and as long as ms, depending on the QD
confinement strength and the magnitude of the random
potential. For modulation doped Si/SiGe QDs the spin
relaxation rate is generally several orders of magnitude
slower. However, compared to known spin decoherence
channels in Si, this relaxation can still be quite signifi-
cant.
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Appendix A: Effects of the different cutoff functions
The decoherence of the moving electron spin S = σ/2
is governed by the Hamiltonian (14). In general, the noise
correlation time τc is much shorter than the spin decay
time. In this regime, the dynamics and relaxation of the
spin is governed by the Bloch equation29. With purely
transverse fluctuations, the longitudinal and transverse
relaxation rates, 1/T1 and 1/T2, are
25,29
1
T1
=
2
T2
= J+XX(ωZ) + J
+
Y Y (ωZ), (A1)
where the magnetic correlation function in the frequency
domain is J+ij (ω) =
g2µ2
B
2~2
∫ +∞
−∞
〈δBi(0)δBj(t)〉 cos (ωt) dt.
Thus
J+XX(ω) =
2 (ωZeσε)
2
(Λ+m∗ω2d)
2
∫ +∞
−∞
fc (|t| /τc) cos (ωt) dt,
(A2)
8and J+Y Y (ω) is obtained from Eq. (A2) by substituting
Λ+ → Λ−. The relaxation rate is then
1
T1
= 2
[
ωZeσε
~ω2d
]2
FSO(θ, φ)Fc (ωZ) , (A3)
where Fc (ω) is the Fourier transform of fc (|t| /τc), as
shown in Table I.
Fc (ω) ωτc ≫ 1 ωτc ≪ 1
1 2/
(
ω2τc
)
2τc
2 piτc exp (− |ω| τc) piτc
3
√
piτc exp
(−ω2τ 2c /4
) √
piτc
TABLE II: Approximations of Fc(ω) in different limits.
FIG. 4: Spin relaxation rate 1/T1 as a function of the velocity
in GaAs QDs for different types of correlation functions (in-
plane field B = 1 T, α = 0 and β = 300 m/s).
As shown in Table II, different types of cutoff func-
tions are very similar at the low-field-fast-motion limit,
but behave dramatically differently in the high-field-slow-
motion regime. We thus focus on the latter regime, and
plot the relaxation rate as a function of the QD veloc-
ity for different types of correlations in Fig. 4. Overall,
1/T1 is a monotonically increasing function of the speed
of the QD motion, no matter which type of correlation
function is used (in particular, 1/T1 is a linear function of
v0 for the type-1 correlation function). However, quan-
titatively the relaxation is completely suppressed for the
type-2 and -3 cutoff functions because of the exponen-
tial suppression from exp (− |ωZ | τc) and exp
(−ω2Zτ2c /4)
(with a 1 T external field in GaAs and a τc between 1 and
100 ns, we are in the limit of ωZτc ≫ 1). In these cases,
spin decoherence is probably dominated by higher-order
dephasing processes due to the SO coupling36.
Appendix B: Measuring spin-orbit coupling strength
using carriers trapped by an SAW
A surface acoustic wave (SAW) in GaAs
induces a piezo-electric field in the form of
ESAW cos (kSAWx− ωSAW t), where kSAW = 2pi/λSAW
is the wave vector, and ωSAW is the SAW frequency.
The troughs of this propagating electric potential can
act as a moving QD for electrons, with a velocity at the
speed of sound. In the moving frame the confinement
potential is approximated as ESAW cos (kSAWx) ≈
ESAW (1 − k2SAWx2/2) assuming kSAWx ≪ 1. There-
fore, the confinement energy can be estimated as
ωd = 2pi
√
ESAW /m∗e/λSAW ∝
√
PSAW /λSAW , where
m∗e = 0.067me is the electron effective mass, and PSAW
is the RF power that generates the SAW. According to
Ref. 14, ESAW [eV ] = 2/25 × 10(P [dBm]−23)/20. We can
thus estimate ESAW and ωd, as shown in Table III.
P (dBm) ESAW (meV) ωd (meV)
3 8 0.5
13 25.3 0.9
23 80 1.6
TABLE III: Estimation of the confinement energies for differ-
ent driving power.
SAW-trapped electrons can help determine the spin-
orbit coupling strength in the underlying material. For
example, in GaAs the electrons and holes that are pho-
toexcited can be picked up by an SAW. The spatial
distribution of electron spins can then be measured by
photoluminescence (specifically polarization of the emit-
ted photons) or magneto-optic Kerr rotation13,16. In
terms of Kerr rotation, for instance, the spin distribu-
tion is expressed as θK(d) = θ0e
−d/v0T2 cos(ωZd/v0) =
θ0e
−d/Ls cos(2piκd), where d is the distance from the ori-
gin where the excitons are generated, Ls = v0T2 is the
spin decay length, and κ = ωZ/ (2piv0) is the spatial pre-
cession frequency. In the absence of an applied magnetic
field, the spin precession frequency ωZ = gµB∆B/~ is
completely determined by the motion-induced magnetic
field ∆B,
∆B =
2m∗
gµB
(β−v0y , β+v0x, 0) . (B1)
This field has been measured to be sizable (25 mT in
Ref. 13 for GaAs), because of the high speed of the QD
motion. Based on Eq. (B1) and κ = ωZ/ (2piv0) =
gµB∆B/ (hv0), one can determine the SO coupling con-
stants by measuring the spatial precession frequency κ
experimentally16. This leads to an upper limit of the
Dresselhaus SO coupling constant at β = 300 m/s, which
is consistent with other recent experiments16,37,38. How-
ever, this β value is smaller than what was used in earlier
theoretical calculations1,28,39. More experimental studies
would be needed to clarify this issue.
9Appendix C: Motional Narrowing of Nuclear Spin
Induced Dephasing
As we have discussed in the main text, the main
decoherence channel for a confined electron spin in a
finite field is the hyperfine interaction induced pure
dephasing18,19, while spin relaxation of free electrons
and holes in semiconductors is dominated by spin-orbit
interaction22,23. Here we show how the effect of hyperfine
interaction is strongly suppressed by motional narrowing
for a moving electron spin qubit with controlled motion.
The contact hyperfine interaction for the electron in a
quantum dot can be written as
HHF =
∑
AiS · Ii , (C1)
where Ai = A|ψ(ri)|2 is the hyperfine coupling constant
at lattice site i [with A being the total hyperfine coupling
strength and ψ(r) the electron envelope function in the
quantum dot]. In GaAs, for example, A = 92 µeV, S is
the electron spin, and Ii is the nuclear spin at lattice site
i. Since nuclear spin evolves much more slowly compared
to the electron spin, we can treat it semiclassically as an
Overhauser field:
BN =
∑
AiIi . (C2)
In the presence of an external magnetic field along the z
direction, we can focus on the z component of the Over-
hauser field BNz (let gµB = 1):
H = (B0 +BNz)Sz . (C3)
Since nuclear spins are randomly oriented in a sample
at any reasonable experimental temperature, the elec-
tron spin would experience a fluctuating magnetic field
as it moves, and undergo dephasing accordingly in the
off-diagonal element of the electron spin density matrix:
ρ↑↓(t) = ρ↑↓(0)e
−δφ(t). Here the phase diffusion is given
by
δφ(t) =
1
2~2
∫ ∞
0
dω SBN (ω)
(
sinωt/2
ω/2
)2
. (C4)
Here the nuclear field spectral density SBN (ω) is
SBN (ω) =
1
2pi
∫ ∞
−∞
dteiωt〈BNz(t)BNz(0)〉.
For a moving quantum dot in GaAs with a trajectory
r(t) = r(0) + vt, and assuming that any two different
nuclear spins are completely uncorrelated, we find
〈BNz(t)BNz〉 = 5
4
A2Ω
∫
dR |ψ(R−r(t))|2|ψ(R−r(0))|2,
where we have used 〈I2z 〉 = 5/4 for GaAs, and Ω is the
volume of a lattice unit cell. For simplicity, we calculate
the integral using a Gaussian envelope wave function for
the electron with radius a, and obtain the spectral den-
sity as
SBN (ω) =
5A2
16pi2
Ω
a3
a
v
e−(
ωa
v )
2
/2 , (C5)
where a is the radius of the quantum dot, and v is the
speed of QD motion. Now the electron spin phase diffu-
sion can be calculated:
δφ(t) =
5A2
16pi2~2
Ω
a3
at
v
∫ ∞
0
dθe−2(a/vt)
2θ2
(
sin θ
θ
)2
.
(C6)
The integral here can be evaluated numerically given dot
radius a and dot speed v. In Fig. 5 we plot the spin de-
phasing time T ∗2 as a function of the speed v of a moving
GaAs QD. Here T ∗2 is defined according to the equality
δφ(T ∗2 ) = 1. When the motion speed goes to zero, we ob-
tain the inhomogeneous broadening for a fixed QD, with
dephasing time between 10 and 100 ns. When the speed v
is large (> 10 m/s), the dephasing becomes suppressed.
The electron samples a larger number of nuclear spins
as it moves faster, and the effect of the random nuclear
field averages out, which is a typical manifestation of the
motional narrowing effect. A close inspection of the high-
speed results in Fig. 5 and Eq. (C6) shows that for large
v, the dephasing time T ∗2 due to hyperfine interaction is
proportional to v, so the dephasing rate is proportional
to 1/v, while Eq. (24) shows that the spin relaxation rate
due to spin-orbit interaction is proportional to v. Com-
paring numerical results given in Figs. ?? and 5, we can
see that in GaAs, when the dot speed exceeds 10 m/s
to 100 m/s, the nuclear spin induced dephasing becomes
less important than the spin-orbit and random potential
induced relaxation.
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FIG. 5: Spin dephasing time T ∗2 as a function of the speed v of
a moving GaAs QD. The horizontal line indicates a dephasing
time of 1 µs.
In the discussion here about nuclear spin induced de-
phasing, we have considered only the lowest order effect
of the nuclear spins, i.e., the inhomogeneous broaden-
ing induced by random but static nuclear polarization.
10
We have not considered pure dephasing due to nuclear
spin dynamics. How the nuclear spin dynamics is af-
fected by the dot motion, and how the dynamics would
feed back into the electron spin coherence/decoherence,
remain open theoretical questions. Qualitatively, nu-
clear spin dynamics induced electron spin decoherence
is generally slower than dephasing due to inhomogeneous
broadening. Thus the cross-over we study here should be
a reliable indication of the overall competition between
hyperfine interaction and spin-orbit interaction.
