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Abstract
LetGn,p be the Sylow p-subgroup of SL(n, p) formed by the upper unitriangular matrices.
The aim of this paper is to describe algorithms for the computation of the number of conjugacy
classes, the conjugacy vector of Gn,p , the character (rational or real) of the elements of Gn,p ,
the cardinality of the centralizer of each matrix of Gn,p, the conjugacy vector of the normal
subset Nπ corresponding to a pivot disposition π , and the character (inert or ramification) of
each entry of any matrix of Gn,p . For p = 2, by using these algorithms, we have proved that
Kirillov’s conjecture, every matrix of Gn,2 is conjugate to its inverse, holds for n  12, but for
n = 13 there exists a unique pair of inverse conjugacy classes not conjugate. A representative
pair of these conjugacy classes is given in [J. Algebra 202 (1998) 704]. For n = 14, we give
the complete list of the canonical matrices of the 22 counterexamples to Kirillov’s conjecture.
For n  14, we have proved that A and A5 are conjugate and for n = 25 we have found a
matrix A ∈ G25,2 such that A and A5 are not conjugate. In addition, for n = 32 we have
found a matrix A ∈ G32,2 such that A and A−1 are conjugate but A and A5 are not conjugate.
So, Isaacs’ conjecture, every real matrix in Gn,2m is actually rational, is not true.
For p = 3, Isaacs and Kereguezian give in [ibid.] a matrix A ∈ G20,3 such that A and A4
are not conjugate. In this paper, for every odd prime p, we obtain a matrix A ∈ Gn,p , with
n = 6p + 1 such that A and A1+p are not conjugate. Consequently, there exist irreducible
characters of G6p+1,p that are not Q(p)-valued, where p is a primitive pth root of unity.
Besides, for p = 3 and n  13 we have computed the conjugacy vector of Gn,3 and verified
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that every matrix A ∈ Gn,3 is conjugate to A4. Thus, for all n  13, the character values of
Gn,3 always lie in Q(3).
© 2004 Elsevier Inc. All rights reserved.
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1. Theoretical backgrounds
We summarize here the theoretical backgrounds given in [2], in the general and
symbolic context of the groups Gn,q of unitriangular matrices of size n over a finite
field, Fq , q = pt .
In the set of entries over the main diagonal,
J = {(i, j) | 1  i < j  n},
we define the admissible order:
(n − 1, n) ≺ (n − 2, n − 1) ≺ · · · ≺ (1, 2) ≺ · · · ≺ (1, n).
For each entry (k, l) we define the set
G(k,l) = {A = (aij ) | aij = 0 if (i, j)  (k, l)},
and (k, l)∗ denotes the entry preceding to (k, l).
We have the following properties (cf. [2]).
Proposition 1.1. The sets G(k,l) are normal subgroups of Gn,q so that we have the
central series
1 = G(1,n)<| · · ·<|G(k,l)<|G(k,l)∗<| · · ·<|G(i0,j0)<|Gn,q ,
whose factors are isomorphic to (Fq,+).
Given a matrix A ∈ Gn,q , we consider the following linear forms in the indeterm-
inates {xuv}1u<vn :
Lij = Lij (X) =
j−1∑
u=i+1
(aiuxuj − aujxiu), 1  i < j  n. (1)
If N is a normal subgroup of a group G and g is an element of G, rG(gN) denotes
the number of distinct conjugacy classes intersecting the coset gN .
Theorem 1.2. SetH(k,l) = Gn,q/G(k,l) andN(k,l) = G(k,l)∗/G(k,l)<|H(k,l). Then,
for each A ∈ Gn,q and each (k, l), one of the following cases holds:
() The form Lkl is linearly dependent on the forms Lij , (i, j) ≺ (k, l), and
rH(k,l) (A¯N(k,l)) = q.
() The form Lkl is linearly independent of the forms Lij , (i, j) ≺ (k, l), and
rH(k,l) (A¯N(k,l)) = 1.
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Definition 1.3. In view of the last theorem, once the admissible order ≺ has been
fixed, we say that the entry (k, l) is a ramification point (resp. inert point) of the
matrix A if rH(k,l) (A¯N(k,l)) = q (resp. 1).
Theorem 1.4. Let A ∈ Gn,q . Then
|CGn,q (A)| = qnr (A) and |ClGn,q (A)| = qni(A),
where nr(A) is the number of ramification points of A and ni(A) is the number of
inert points of A.
Definition 1.5. We make the convention that G(n−1,n)∗ = Gn,q and that for all
A ∈ Gn,q , AGn,q = 1¯ is canonical in H(n−1,n)∗ = Gn,q/Gn,q = {1¯}. For (k, l) 
(n − 1, n), an element AG(k,l) ofH(k,l) is called canonical inH(k,l) if the following
two conditions hold:
(CAN.1) AG(k,l)∗ is canonical inH(k,l)∗ .
(CAN.2) If (k, l) is an inert point of A, then akl = 0.
In particular, this definition includes the concept of a canonical matrix in Gn,q =
H(1,n).
According to the given definition, a matrix is canonical if and only if the values
of its inert points are zero.
Proposition 1.6. Every conjugacy class of Gn,q contains exactly one canonical
matrix.
2. Previous results
The matrices we have found in our examples correspond to a standard model
often. For each m  2 we define a matrix of size n × n with n = 6m + 1:
A = An = In +
∑
i /=2m,4m+1
Ei,i+1 + Em,2m+1 + E2m,4m+2 + E3m+1,4m+2.
(2)
Here Eij denotes the matrix with value 1 in the entry (i, j) and 0 in the rest of the
entries; its size is determined by the context.
Let us denote Gn(Z) and Gn(Zr ) the groups of upper unitriangular matrices over
Z and Zr , respectively. We have the following result.
Proposition 2.1
(i) For m  2 and n = 6m + 1, the matrices A = An defined in (2), and C = A +
E1,2m+1 are not conjugate in Gn(Z).
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(ii) For r  2, m  2 and n = 6m + 1, the matrices A = An defined in (2), and
C = A + E1,2m+1 are not conjugate in Gn(Zr ).
Proof. Let us denote A = (aij ). Suppose that there exists a matrix T ∈ Gn(Z) such
that AT − T C = 0. The linear forms (1) satisfy the relation
L2m+1,3m+1 +
m∑
k=1
(Lk,2m+k + L2m+k+1,4m+k+1 − Lk,m+k − Lm+k,4m+k+1
+Lm+k,3m+k + L3m+k+1,5m+k+1 + Lm+k,3m+k+1) = 0.
(3)
Therefore, L1,2m+1 (first term in the sum) is linearly dependent on the other terms.
If the entry (i, j) /= (1, 2p + 1) appears explicitly in (3), then either i > 1 or i =
1 and j < 1 + 2p and in these cases, (AT − TA)ij = (AT − T C)ij = 0, whence
Lij (T ) = 0. From the dependence (3), we have L1,2m+1(T ) = 0, that is, (AT −
TA)1,2m+1 = 0. Now, from (AT − T C)1,2m+1 = 0, we have (T (C − A))1,2m+1 =
0, whence (E1,2m+1)1,2m+1 = (T E1,2m+1)1,2m+1 = 0, which is impossible. This
proves the first statement. The same argument proves also the second one, since
the non-zero coefficients in (1) and (3) are 1 or −1. 
According to [3], we realize that the relation (3) implies that the entry (1, 2m + 1)
is a ramification point. Consequently, two matrices differing only in the value of this
entry belong to different conjugacy classes.
3. Conjugation in Gn,2
In [3,4] we give the conjugacy vector and the number of conjugacy classes of
Gn,p for n  13 and any prime number p. As a consequence of the computations
with our algorithms (see Appendix B), we have the following theorem:
Theorem 3.1. Let Gn,p be the group of upper unitriangular matrices of size n on
Fp. Then:
(1) For n  15, the values of the conjugacy vector Gn,2 and the number r(Gn,2) of
conjugacy classes are given in [3, 4], cases n  13, and in Appendix A, cases
n = 14, 15.
(2) For n  12, each matrix G ∈ Gn,2 is conjugate to G−1 and to G5, whence also
to all its odd powers. So, all the elements of Gn,2 are rational.
(3) For n = 13, each matrix G ∈ Gn,2 is conjugate to G−1, with the unique excep-
tion of the matrices conjugate to A = A13, defined in (2), or A−1.
(4) For n = 14, each matrix G ∈ Gn,2 is conjugate to G−1 with the only exception
of the matrices conjugate to those in the table of Appendix C.
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(5) For n  15, each matrix G ∈ Gn,2 is conjugate to G5.
(6) For n = 25, the matrix A = A25 ∈ G25,2, defined in (2), is not conjugate to A5.
(7) For n = 32, the matrix
D = I32 +
∑
i /=10,22
Ei,i+1 + E4,11 + E5,11 + E10,23 + E17,23 ∈ G32,2
is conjugate to its inverse D−1, but not conjugate to D5.
Proof. The statements (1), (2), (4) and (5) result from computations with C and
MAPLE, according to the algorithm of Appendix B.
(3) The matrix A satisfies the relation (A−1)T1 = A + E1,5, with
T1 =


1
1 1 1 1 1 1 1
1
1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1
1 1
1 1
1 1
1
1


.
Consequently, part (3) follows immediately from the Proposition 2.1. Isaacs and
Karagueuzian have obtained this result in [1].
(6) The matrix A25, defined in (2), for m = 4 satisfies (A5)T2 = A + E1,9, with
T2 =
(
T11 T12
0 T22
)
,
T11 =


1
1 1 1 1 1
1 1 1
1 1 1 1
1
1
1
1
1 1
1
1
1
1


,
198 A. Vera-Lo´pez, J.M. Arregi / Linear Algebra and its Applications 387 (2004) 193–219
T12 =


1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1
1 1 1


,
T22 =


1 1 1
1 1 1
1 1 1
1 1
1 1
1 1 1 1
1 1
1 1 1
1
1
1
1


.
Consequently part (6) follows immediately from Proposition 2.1.
(7) Finally, the matrix D satisfies the relations (D−1)T3 = D, with
T3 =
(
T11 T12 T13
T22 T23
T33
)
,
T11 =


1
1 1 1 1 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1
1 1 1 1
1 1
1 1
1
1
1


,
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T12 =


1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1
1 1 1
1 1
1
1
1 1 1 1 1 1 1


,
T13 =


1 1 1 1 1 1 1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1
1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1


,
T22 =


1 1 1 1
1 1 1 1 1 1
1 1 1
1 1 1
1
1 1 1 1 1 1
1 1 1
1 1
1
1 1
1


,
T23 =


1 1 1 1 1
1 1 1
1 1
1
1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1
1 1
1 1
1
1


,
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T33 =


1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1
1 1
1
1 1 1
1
1


and
(D5)T4 = D + E1,11,
with
T4 =
(
T11 T12 T13
T22 T23
T33
)
,
T11 =


1
1 1 1 1 1 1
1 1
1 1 1 1
1
1 1 1
1
1
1
1
1


,
T12 =


1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
1 1
1
1 1 1 1 1 1 1 1


,
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T13 =


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1
1 1
1 1 1 1 1
1 1 1 1


,
T22 =


1 1 1 1
1 1 1 1 1 1
1 1 1
1 1 1 1 1 1
1 1
1 1 1 1
1
1 1
1
1
1


,
T23 =


1 1 1 1 1 1 1
1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1
1 1
1
1
1
1


,
T33 =


1 1 1 1 1
1 1 1 1
1 1
1 1 1
1
1 1 1
1
1
1
1


,
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Besides, D and D + E1,11 are not conjugate in G32,2. Indeed, the entry (1, 11) is a
ramification point, since L1,11 is a linear combination of the preceding Luv; more
precisely, we have
L1,11 = L7,23 + L7,24 + L6,10 + L6,16 + L6,18 + L6,23 + L5,9
+L5,10 + L5,15 + L4,8 + L4,9 + L1,6 + L4,14 + L3,7
+L3,8 + L3,13 + L2,6 + L2,7 + L2,12 + L1,5 + L9,20 + L9,21
+L9,25 + L9,26 + L8,18 + L8,19 + L8,20 + L8,24 + L8,25 + L7,17
+L7,18 + L7,19 + L12,17 + L11,15 + L11,16 + L10,20 + L10,21
+L10,22 + L10,26 + L10,27 + L9,19 + L19,29 + L18,27
+L18,28 + L17,26 + L17,27 + L16,25 + L16,26 + L15,24 + L15,25
+L14,23 + L14,24 + L13,17 + L13,23 + L12,16 + L22,31 + L22,32
+L21,30 + L21,31 + L20,29 + L20,30 + L19,28
= −2x1,4 − 2x1,5 − 2x6,17 − 2x7,17 + 2x23,27 + 2x23,26
≡ 0 mod 2. 
4. Conjugation in Gn,3
Theorem 4.1
(1) For n  13, each matrix A ∈ Gn,3 is conjugate to A4. The conjugacy vectors of
Gn,3, n  13 are given in [3, 4].
(2) For n = 19, the matrix A = A19 defined in (2) is not conjugate to A4.
Proof. In this case, we have
(A419)
T = A19 + E1,7,
with
T =
(
T11 T12
T22
)
, T11 =


1
1 2 2 2 2
1 1 1 2 1 2
1
1
1
1 1
1
1
1


,
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T12 =


1 1 1 2 2 1
2 1 2 2 2 1 1
2 1 1 2 1 1
2 2 2 2 1
2 1 2 2 1
1 1 2 1 2 1 2 1
2 2 1 1 1 2
2 1 2 1 1 2
1 1 2 1 1


,
T22 =


1 1 2 1
1 1 2
1 1
1 1 2
1 2 2
1 1 2
1
1
1


. 
Remark 4.2. In [1], Isaacs and Karaguezian give a matrix A ∈ G20,3 not conjugate
to A4.
5. Polymatrices
In this section we give some notions and results that are useful in the following
section.
Let K be a commutative ring. An elemental polymatrix W is an infinite family of
matrices
W = {Wm ∈ Matm(K) |m  m0(W)}
whose entries are defined by six finite sets of constituent polynomials:
{Mij (x) ∈ K[x] | (i, j) ∈ nw(W)}, {Nij (x) ∈ K[x] | (i, j) ∈ ne(W)},
{Pij (x) ∈ K[x] | (i, j) ∈ sw(W)}, {Qij (x) ∈ K[x] | (i, j) ∈ se(W)},
{Rk(x, y) ∈ K[x, y] | 1  k  k1}, {Sk(x, y) ∈ K[x, y] | 1  k  k2},
(4)
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corresponding, respectively, to the four corners and the diagonals over and under the
main diagonal of the matrices:
Wm =
∑
(i,j)∈nw(W)
Mij (m)Ei,j +
∑
(i,j)∈ne(W)
Nij (m)Ei,m+1−j
+
∑
(i,j)∈sw(W)
Pij (m)Em+1−i,j +
∑
(i,j)∈se(W)
Qij (m)Em+1−i,m+1−j
+
∑
0kk1
n∑
j=k+1
Rk(m, j)Ej−k,j +
∑
1kk2
n−k∑
j=1
Sk(m, j)Ej+k,j ,
with k1  0, k2  0.
Here nw(W), ne(W), sw(W), se(W) are finite subsets of N2 whose sizes are in-
dependent of m (Fig. 1). The value m0(W) is the minimum of the values m satisfying
the following conditions:
(i) the definition of Wm makes sense,
(ii) the non-zero entries corresponding to the four corners of Wm do not meet to-
gether,
(iii) the non-zero entries of the diagonals of Wm do not meet with those of the NE
and the SW corners.
Proposition 5.1. Let V,W be two elemental polymatrices. Then we can define their
sum and product in a natural way as follows:
V + W = {Vm + Wm ∈ Matm(K) |m  m0(V + W)},
V · W = {Vm · Wm ∈ Matm(K) |m  m0(V · W)}.
Consequently, the set S of the elemental polymatrices is a K-algebra.
Fig. 1.
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Fig. 2.
Proof. The case of the sum is immediate. For the product, we consider the elemental
polymatrix as a sum: Wm = Cm + Dm, where Cm is the sum of the four corners and
Dm is the diagonal part according to Fig. 2.
As we can see immediately, the products of the form CmC′m, CmDm, DmCm are
also of the form C ′′m and the product of two diagonal matrices is one of the form
DmD
′
m = D′′m + C ′′m. So, in any case, the product of two elemental polymatrices is
an elemental polymatrix. The inclusion λ → {λIm | n  1} (λ ∈ K) gives to the set
of elemental polymatrices on K the structure of K-algebra. 
On the other hand we consider horizontal polymatrices. An horizontal polymatrix
is an infinite family of matrices
X = {Xm ∈ Matr×m(K) |m  m0(X)},
whose entries are defined by two finite sets of polynomials
{Uij (x) | (i, j) ∈ l(X)}, {Vij (x) | (i, j) ∈ r(X)},
corresponding, respectively, to the left and right side:
Xm =
∑
(i,j)∈l(X)
Uij (m)Ei,j +
∑
(i,j)∈r(X)
Vij (m)Ei,m+1−j .
Here l(X), r(X) are finite subsets of [1, r] ×N whose sizes are independent of m.
It is immediate that if X and W are, respectively, an horizontal polymatrix and an
elemental polymatrix of suitable sizes, then we can multiply them in a natural way,
so that the product XW is an horizontal polymatrix. On the other hand, if A is a
square matrix of size r and X is an horizontal polymatrix then the product AX is an
horizontal polymatrix. Similarly we define the vertical polymatrices Y and products
WY and YA.
We can now define the concept of polymatrix. Let a1, . . . , ar be non-negative
integers. A polymatrix of type (a1, . . . , ar ) is a family of matrices
Z = {Zn ∈ Matn(K) | n = n(m),m  m0(Z)}
which are decomposed in blocks of n = n(m) = a1 + m + a2 + m + · · · + m +
ar−1 + m + ar rows and columns in such a way that square blocks of size m are
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elemental polymatrices, blocks of size ak × m are horizontal polymatrices and blocks
of size m × ak are vertical polymatrices. As an immediate consequence of this defin-
ition, we have the following proposition.
Proposition 5.2. Let K be a commutative ring. The set Z of polymatrices of the
fixed type (a1, . . . , ar ) is a K-algebra.
For an elemental polymatrix W , we define α = α(W) to be the lowest number
such that in each diagonal of Wm there are, at most, α entries incident with the
corners. For a polymatrix we define α = α(Z) to be the maximum of the α(W) of
its square blocks.
We define also δx(Z) (resp. δy(Z)) to be the maximum degree in x (resp. in y) of
the polynomials (4), appearing in all its blocks (square, horizontal and vertical).
Proposition 5.3. Let Z be a polymatrix. Suppose that δx(Z)  a and δy(Z) 
b. Moreover, suppose that Zn, vanishes for a + 1 different values of n = n(m),
with b + 1 + α  m1 < · · · < ma+1. Then the constituent polynomials of Z vanish
identically and, therefore, Z = 0.
Proof. Let us write Rk(x, y) = a0(x) + a1(x)y + a2(x)y2 + · · · + ab(x)yb.
For m  α + b + 1 each square block of the matrix Zn has in each diagonal at least
m − α  b + 1 entries non-incident with the corners, so their values are defined by
the polynomials Rk(m, y) (or Sk(m, y)). For the values m = mt, t = 1, . . . , a + 1,
each polynomial Rk(mt , y) (or Sk(mt , y)) vanishes at least for b + 1 different values
of y (those y = j non-incident with the corners), whence these polynomials vanish
identically, since their degree in y is less than or equal to b.
Therefore the polynomial coefficients a0(x), a1(x), a2(x), . . . , ab(x) vanish in
the a + 1 points m = mt , t = 1, . . . , a + 1. But the degree in x of these polyno-
mials is not greater than a, so the polynomial coefficients vanish identically and,
consequently Rk(x, y) = 0, for all k = 0, . . . , k1 and similarly Sk(x, y) = 0, for all
k = 1, . . . , k2. So, we have proved that the non-zero part of the square blocks of Z
consist only in their four corners. Now, each polynomial Mij (x) of the NW corner
(and analogously the others) of each block vanishes identically, since its degree is
not greater than a and it vanishes in the a + 1 points m = mt, t = 1, . . . , a + 1. So
the square blocks of Z vanish identically. The same argument proves that also the
horizontal and vertical blocks of Z vanish identically. 
6. Non-conjugate matrices A and A1+p in G6p+1,p, for p5
We shall see that, for prime numbers p  5, the matrices A = An, n = 6p+ 1,
defined in (2), have the property that A and A1+p are not conjugate in Gn,p. Bear-
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ing in mind Proposition 2.1, it suffices to find suitable matrices T = Tn such that
(A1+p)T = A + E1,2p+1.
For p = 5, the matrix A31, defined in (2), satisfies the relation
(A631)
T = A31 + E1,11,
with
T =
(
T11 T12 T13
T22 T23
T33
)
,
T11 =


1
1 4 4
1 3 3
1 2 2
1 1 1
1
1
1
1
1
1


,
T12 =


4 4 1 1 2
4 3 4 2 3 1 2 3
3 2 1 1 2
2 1 2 2
4 4 3
4 4
4
4
4
1 1 1 2


,
T13 =


1 1 3 4 4
2 3 1 2 1 3 2
4 1 2 4 4 2 4 4
2 3 1 2 3 1 2
4 3 1 1 4 3
2 4 1 2 1
3 1 4 1 1 3
2 4 3 3 1 4
1 4 4 1 2 3
1 2 4 4 1 2


,
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T22 =


1 4 1 4
1 4 3 1 4
1 3 2 1
1 2 1 1
1 1
1
1
1
1
1


,
T23 =


4 2 1 4 1 1 3 1 4
4 3 2 1 4 2 1 3 3 2
3 2 2 1 1 2 3
2 1 2 1 2 2 4 2
1 2 1 2
1 3 1 4 2
1 3 1 4
1 3 1
1 3
1


,
T33 =


1 3 4 3
1 4 2 4
1 3 1 4
1 2 4
1 1 4
1
1
1
1
1


.
For the prime numbers p  7, we shall give previously a general property of some
matrices on Z of size n = 6m + 1. Then we induce the corresponding property on
Zp. So, we define the following matrices of size n = 6m + 1:
B = Bn = I6m+1 +
m∑
i=1
(
Ei,m+i + Ei,m+i+1 + Ei,2m+i + Ei,2m+i+1
+Em+i,4m+1+i + Em+i,4m+2+i + E2m+1+i,3m+1+i
+E2m+1+i,3m+2+i + E2m+1+i,4m+1+i + E2m+1+i,4m+2+i
+E4m+1+i,5m+1+i
)+ m−1∑
i=1
E4m+1+i,5m+2+i + Em,4m+2
+E2m,4m+2 + E2m+1,3m+1 + E2m+1,3m+2 + E2m+1,4m+2 (5)
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Theorem 6.1. For m  7 and n = 6m + 1, the matrices A = An ∈ Gn(Z), defined
in (2), and Bn, defined in (5), are not conjugate in Gn(Z).
Proof. We achieve the proof in the context of the polymatrices. We consider the
elemental polymatrices Fk,l = {Fk,l;m |m  7} and Gk,l = {Gk,l;m |m  7}, where
Fk,l;m and Gk,l;m are of size m:
Fk,l;m =
m∑
j=k+1
(
j − 1
l
)
Ej−k,j , k = 0, 1, 2, . . .
and
Gk,l;m =
m−k∑
j=1
(
j − 1
l
)
Ej+k,j , k = 0, 1, 2, . . .
We define the polymatrix T = {Tn | n = 6m + 1, m  7} of type (0, 0, 0, 1, 0, 0, 0),
where Tn is of size n = 6m + 1 and it is defined by blocks:
Tn =


T11 T12 T13 T14 T15 T16 T17
0 T22 0 0 T25 T26 T27
0 0 T33 T34 T35 T36 T37
0 0 0 1 T45 T46 T47
0 0 0 0 T55 0 0
0 0 0 0 0 T66 T67
0 0 0 0 0 0 T77


,
with
T11 = F0,0;m,
T12 = −F0,1;m − G1,0;m − G1,1;m + mE2,m,
T13 = −F0,1;m − G1,1;m + (−1 + m)E2,m,
T14 = 2mE21 + (2m − 1)E31,
T15 = (1 + m)G1,0;m + (2 + m)G1,1;m + G1,2;m + (2 + 4m)G2,0;m
+ (4 + 2m)G2,1;m + 2G2,2;m + 3mG3,0;m + (2 + m)G3,1;m
+G3,2;m +
(
−3
(
m
2
))
E2,−2+m +
(
1 − 4m − 9
(
m
2
))
E2,−1+m
+
(
−8m − 9
(
m
2
))
E2,m +
(
1 − 2m − 6
(
m
2
))
E3,−1+m
+
(
2 − 14m − 18
(
m
2
))
E3,m +
(
2 − 6m − 9
(
m
2
))
E4,m,
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T16 = (1 + m)F0,1;m + F0,2;m + (2 + 3m)G1,0;m + (5 + 3m)G1,1;m
+ 3G1,2;m + (3 + 6m)G2,0;m + (6 + 3m)G2,1;m + 3G2,2;m
+ 3mG3,0;m + (2 + m)G3,1;m + G3,2;m
+
(
−3
(
m
2
))
E2,−2+m +
(
1 − 5m − 12
(
m
2
))
E2,−1+m
+
(
−14m − 18
(
m
2
))
E2,m +
(
1 − 2m − 6
(
m
2
))
E3,−1+m
+
(
2 − 18m − 24
(
m
2
))
E3,m +
(
2 − 6m − 9
(
m
2
))
E4,m,
T17 =
(
−1 − 4m − 3
(
m
2
))
F0,1;m + (−2 − 2m)F0,2;m − F0,3;m
+
(
−2 − 13m − 12
(
m
2
))
G1,0;m +
(
−8 − 21m − 12
(
m
2
))
G1,1;m
+(−10 − 8m)G1,2;m + (−4)G1,3;m +
(
−5 − 40m − 36
(
m
2
))
G2,0;m
+
(
−16 − 38m − 18
(
m
2
))
G2,1;m + (−17 − 12m)G2,2;m
+(−6)G2,3;m +
(
−1 − 39m − 36
(
m
2
))
G3,0;m
+
(
−11 − 29m − 12
(
m
2
))
G3,1;m + (−12 − 8m)G3,2;m
+(−4)G3,3;m +
(
2 − 12m − 12
(
m
2
))
G4,0;m
+
(
−2 − 8m − 3
(
m
2
))
G4,1;m + (−3 − 2m)G4,2;m
−G4,3;m +
(
9
(
m
2
)
+ 16
(
m
3
))
E2,−3+m
+
(
5m + 67
(
m
2
)
+ 80
(
m
3
))
E2,−2+m
+
(
−1 + 31m + 175
(
m
2
)
+ 160
(
m
3
))
E2,−1+m
+
(
60m + 213
(
m
2
)
+ 160
(
m
3
))
E2,m
+
(
1m + 26
(
m
2
)
+ 32
(
m
3
))
E3,−2+m
+
(
−2 + 27m + 174
(
m
2
)
+ 160
(
m
3
))
E3,−1+m
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+
(
−3 + 118m + 430
(
m
2
)
+ 320
(
m
3
))
E3,m
+
(
−1 + 6m + 51
(
m
2
)
+ 48
(
m
3
))
E4,−1+m
+
(
−6 + 81m + 321
(
m
2
)
+ 240
(
m
3
))
E4,m
+
(
−3 + 18m + 84
(
m
2
)
+ 64
(
m
3
))
E5,m,
T22 = F0,0;m + (−1m)E1,m
T25 = (−1 − 1m)F0,0;m +
(
3
(
m
2
))
E1,−2+m +
(
3m + 9
(
m
2
))
E1,−1+m
+
(
−1 + 7m + 11
(
m
2
))
E1,m +
(
3
(
m
2
))
E2,−1+m
+
(
3m + 9
(
m
2
))
E2,m +
(
3
(
m
2
))
E3,m,
T26 = (−2 − 3m)F0,0;m − F0,1;m + (−1 − 1m)F1,0;m + (−1 − 1m)G1,0;m
−G1,1;m +
(
3
(
m
2
))
E1,−2+m +
(
4m + 13
(
m
2
))
E1,−1+m
+
(
−2 + 14m + 24
(
m
2
))
E1,m +
(
3
(
m
2
))
E2,−1+m
+
(
6m + 13
(
m
2
))
E2,m +
(
3
(
m
2
))
E3,m,
T27 =
(
1 + 24m + 26
(
m
2
))
F0,0;m + (4 + 5m)F0,1;m + F0,2;m
+
(
7m + 7
(
m
2
))
F1,0;m + (1 + m)F1,1;m
+
(
1 + 20m + 24
(
m
2
))
G1,0;m + (5 + 6m)G1,1;m + 2G1,2;m
+
(
1 + 8m + 13
(
m
2
))
G2,0;m + (2 + 2m)G2,1;m + G2,2;m
+
(
3
(
m
2
))
G3,0;m +
(
−12
(
m
2
)
− 25
(
m
3
))
E1,−3+m
+
(
−5m − 95
(
m
2
)
− 135
(
m
3
))
E1,−2+m
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+
(
−1 − 37m − 283
(
m
2
)
− 295
(
m
3
))
E1,−1+m
+
(
3 − 77m − 398
(
m
2
)
− 343
(
m
3
))
E1,m
+
(
−15
(
m
2
)
− 25
(
m
3
))
E2,−2+m
+
(
−11m − 116
(
m
2
)
− 135
(
m
3
))
E2,−1+m
+
(
1 − 69m − 339
(
m
2
)
− 295
(
m
3
))
E2,m
+
(
−18
(
m
2
)
− 25
(
m
3
))
E3,−1+m
+
(
−20m − 137
(
m
2
)
− 135
(
m
3
))
E3,m
+
(
−21
(
m
2
)
− 25
(
m
3
))
E4,m + (−1 − 1m)Em,1,
T33 = F0,0;m + (1 − 1m)E1,m,
T34 = −mE11 − mE21,
T35 = (1 + m)F0,0;m + (−1 − 1m)G1,0;m − G1,1;m + (−1 − 1m)G2,0;m
−G2,1;m +
(
−1m − 3
(
m
2
))
E1,−1+m +
(
1 − 5m − 8
(
m
2
))
E1,m
+(−1 + 2m)E2,−1+m +
(
3m − 3
(
m
2
))
E2,m + (−1 + 4m)E3,m,
T36 = (2 + 2m)F0,0;m + (1 + m)F1,0;m + (−1 − 1m)G1,0;m − G1,1;m
+(−1 − 1m)G2,0;m − G2,1;m +
(
−1m − 4
(
m
2
))
E1,−1+m
+
(
2 − 9m − 15
(
m
2
))
E1,m + (−1 + 2m)E2,−1+m
+
(
3m − 4
(
m
2
))
E2,m + (−1 + 4m)E3,m,
T37 =
(
−1 − 22m − 23
(
m
2
))
F0,0;m + (−3 − 3m)F0,1;m
+
(
−7m − 7
(
m
2
))
F1,0;m + (−1 − 1m)F1,1;m
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+
(
1 − 9m− 15
(
m
2
))
G1,0;m +G1,2;m +
(
2 + 7m− 4
(
m
2
))
G2,0;m
+ (4 + 4m)G2,1;m + 2G2,2;m + (6m)G3,0;m + (2 + 2m)G3,1;m
+G3,2;m
(
3
(
m
2
)
+ 9
(
m
3
))
E1,−3+m
+
(
1m + 45
(
m
2
)
+ 71
(
m
3
))
E1,−2+m
+
(
1 + 23m + 190
(
m
2
)
+ 199
(
m
3
))
E1,−1+m
+
(
−3 + 62m + 326
(
m
2
)
+ 279
(
m
3
))
E1,m
+
(
−1m − 2
(
m
2
)
+ 9
(
m
3
))
E2,−2+m
+
(
1 − 6m + 34
(
m
2
)
+ 71
(
m
3
))
E2,−1+m
+
(
−1 + 24m + 198
(
m
2
)
+ 199
(
m
3
))
E2,m
+
(
1 − 5m − 7
(
m
2
)
+ 9
(
m
3
))
E3,−1+m
+
(
2 − 22m + 23
(
m
2
)
+ 71
(
m
3
))
E3,m
+
(
2 − 12m − 12
(
m
2
)
+ 9
(
m
3
))
E4,m + (1 + m)Em,1,
T45 = (−2m + 1)E1,m−1 − 2mE1,m,
T46 = (−2m + 1)E1,m−1 − 2mE1,m,
T47 = (2m + 2)E1,1 + (m + 1)E1,2 +
(
5
(
m
2
)
+ m
)
E1,m−2
+
(
6
(
m
2
)
+ 3m
)
E1,m−1 +
(
−14
(
m
2
)
− 10m + 2
)
E1,m,
T55 = F0,0;m + (−2m)E1,m,
T57 = (1 + 2m)F0,0;m + (3 + 3m)F1,0;m + (1 + m)F2,0;m
+
(
−3
(
m
2
))
E1,−2+m +
(
−1 − 2m − 13
(
m
2
))
E1,−1+m
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+
(
2 − 14m − 32
(
m
2
))
E1,m +
(
−3
(
m
2
))
E2,−1+m
+
(
−1 − 2m − 13
(
m
2
))
E2,m +
(
−3
(
m
2
))
E3,m,
T66 = F0,0;m + (−2m)E1,m,
T67 = (−2 − 4m)F0,0;m − F0,1;m + (−1 − 1m)F1,0;m + (−1 − 2m)G1,0;m
−G1,1;m +
(
3
(
m
2
))
E1,−2+m +
(
6m + 18
(
m
2
))
E1,−1+m
+
(
−2 + 23m + 38
(
m
2
))
E1,m +
(
3
(
m
2
))
E2,−1+m
+
(
9m + 18
(
m
2
))
E2,m +
(
3
(
m
2
))
E3,m,
T77 = F0,0;m + (−3m)E1,m.
It is immediate that the collections of matrices An defined in (2), Bn defined in
(5), Cn = An + E1,2m+1 and Tn for n = 6m + 1, m  7 make up polymatrices of
type (0, 0, 0, 1, 0, 0, 0). The corresponding constituent polynomials are all constant
(with values 0 or 1) with the exception of those of T , whose degrees in x and y
are non greater than 3. Therefore, we have the same bound for the degrees of the
constituent polynomials of the polymatrix
Z = {Zn = BnTn − TnCn ∈ Matn(K) | n = 6m + 1, m  7}.
A detailed study of the blocks of T shows that α(Z) = 4. On the other hand,
calculations with MAPLE show that the equality
BnTn − TnCn = 0 (6)
holds for n = 6m + 1, m = 8, 9, 10 and 11. For the degrees of the constituent poly-
nomials, we have δx  3, δy  3, so, from part (i) of the Proposition 6.3, we deduce
that this equality holds for all n = 6m + 1, m  8. But a new particular calculation
shows that the equality holds also for m = 7. So, we have proved that, for n =
6p + 1, m  7, the matrices Bn and Cn are conjugate. But, according to Proposition
2.1, this implies that Bn and An are not conjugate. 
Theorem 6.2. For each prime number p  7 and n = 6p + 1, the matrices An and
A
1+p
n are not conjugate in Gn,p.
Proof. First we check that A1+pn ≡ Bn mod p. Indeed, let us write An = In + A0.
Then
A
1+p
n = (In + A0)1+p = (In + A0)(In + A0)p
= (In + A0)(In + Ap0 ) = In + A0 + Ap0 + A1+p0 = Bn. 
Now, taking modulo p in (6), we obtain that Bn and Cn are conjugate in Gn,p and,
according to Proposition 2.1, Bn and An are not conjugate in Gn,p.
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7. Description of the algorithm
The implementation of the algorithm we have used in the calculations is made
according to the theoretical backgrounds given in [3]. Besides the starting (init) and
ending (terminate) subroutines, we remark the following three fundamental parts of
the algorithm:
(i) upstairs: it makes the linear form Lij and verifies the linear dependence with
the above ones. To get it, we apply Gauss method from downstairs to upstairs
over the coefficient matrix of the forms (Luv)(u,v)(i,j), in such a way that the
coefficient matrix of the reduced linear forms, (L∗uv)(u,v)(i,j), is graded. The
linear form Lij depends on the forms (Luv)(u,v)<(i,j) if and only if L∗ij = 0. In
this case, we have a ramification point in (i, j), (nr + +), and, in the opposite
case, we have an inert point (ni + +).
(ii) body: In this part we check if the sections of the matrices A and A−1 (or A5
or A1+p) are conjugate. For it, if it is possible, we make the new component
of a matrix T such that AT − TA−1 = 0. If the matrices are not conjugate, we
reach at the level (i, j) such that A − T −1A−1T vanishes for (u, v) < (i, j) but
not for (i, j). In this case (i, j) is a ramification point of A and A−1. When the
maximum level n(n − 1)/2 is reached and A is not conjugate to A−1, this case
is written in a list of exceptions. In any case, a unit is added to the nr th (number
of ramification points) component of the conjugacy vector.
(iii) downstairs: Firstly this procedure checks if the value of aij is either zero or
non-zero. In the first case we are in a ramification point, so it makes aij = 0 and
returns to procedure body. If aij = 0, then all the branches of this bifurcation
have been covered. Consequently it has to go down to the preceding entry. But,
previously, it substracts a unit to the number of ramification points or to the
number of inert points, according to the case.
On the other hand, we can compute the conjugacy vector of the normal set cor-
responding to a given arrangement of pivot maps. For instance, the matrix B1 of
Appendix C belongs to the normal set Nπ defined by the pivot map given by
π[1] = 2, π[2] = 3, π[3] = 4, π[4] = 10, π[5] = 6,
π[6] = 7, π[7] = 8, π[8] = 9, π[9] = 15, π[10] = 11,
π[11] = 12, π[12] = 13, π[13] = 14, π[14] = 15.
The conjugacy vector of Nπ in the case p = 3, n = 14 is

G14,3
Nπ
=
(
(322)[36864], (321)[98304], (320)[98304],
(319)[40960], (318)[32768], (317)[16384]
)
,
and the number of conjugacy classes is
rG14,3(Nπ) = 323584.
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To obtain this result, it suffices to fix the pivot map and to run the program, being
careful to assign the value aij = 0 when j < π[i] and the values aij /= 0 when j =
π[i].
To prove the point (6) of Theorem 3.1, we follow the algorithm and we take the
non-zero values 1 and 2.
In the tables of numbers that appear in the following appendices, the ith value is
the number of conjugacy classes of Gn,p of centralizer of order pi for i = 0, . . . , n
(n − 1)/2.
Appendix A. Conjugacy vectors of G14,2 and G15,2
n = 14
0 0 0 0 0 0
0 0 0 0 0 0
0 3 29 117 689 2024
8279 21057 63882 159417 359344 810553
1660527 3132827 5809852 10156487 16626206 25965705
39450001 56666576 78584908 104024405 133782191 164600171
195277324 223988637 247207495 267566709 278959348 279888047
273155567 257447071 236113742 213580561 184963728 156196314
128586692 102990359 81177701 62917706 48019058 36044668
26733367 19597955 14202133 10187174 7240110 5090677
3554521 2455715 1683821 1145939 775001 521024
348712 232075 153950 101585 66824 43715
28393 18333 11757 7512 4775 3018
1906 1206 752 479 301 186
113 67 39 22 12 6
3 2
r(G) = 4010179157
n = 15
0 0 0 0 0 0
0 0 0 0 0 0
0 0 3 31 127 801
2405 10510 27554 88953 234294 562892
1358842 2979517 6035318 12029352 22697035 40548108
68963169 113946951 179443501 272543743 396032567 564729759
770380925 1015416758 1291394992 1603310374 1927236601 2244007274
2542185212 2815028908 3014684496 3143898079 3204353546 3163037573
3060251192 2862073757 2648426060 2360370403 2089027142 1789275997
1493314791 1220758915 982652868 777997090 607083954 467892733
356103107 268464612 199969850 147432731 107808010 78193409
56285692 40202401 28536643 20117369 14085825 9807416
6784815 4667184 3196241 2178403 1479010 1000406
674740 453272 303818 202739 134931 89389
58927 38640 25232 16399 10633 6871
4423 2845 1832 1166 752 479
301 186 113 67 39 22
12 6 3 2
r(G) = 50124636035
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Appendix B. The algorithm
INPUT: the prime number $p$ and the size $n$ of the matrices.
OUTPUT: (1) the conjugacy vector $\Delta$ of the group $\GG_{n,p}$.
(2) for p=2, the matrices $A$ such that $A$ and $A^{-1}$
are not conjugate.[1pt]
(3) for p=2, the matrices $A$ such that $A$ and $A^{5}$
are not conjugate.
(4) for $p\ges 3$, the matrices $A$ such that $A$ and
$A^{1+p}$ are not conjugate.
main
{
goto init;
}
init:
{
A:=Identity of $\GG_{n,p}$;
Delta:=0: n_i:=0: n_r:=0:
level:=0;
goto upstairs;
}
upstairs:
{
level++;
i:=i(level); j:=j(level);
construct L_ij;
if L_ij depends on the preceding L_uv
then
X[level]:=ramification;
A[i,j]:=p-1;
n_r++;
else
X[level]:=inert;
A[i,j]:=0;
n_i++;
fi;
goto body;
}
body:
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{
compute A^-1 (or A^5 or A^{1+p});
compute if possible T such that A^T= A^-1;
if impossible then print(A); fi;
if level<n(n-1)/2
then
goto upstairs;
else
Delta:=Delta + x^(n_r);
goto downstairs;
fi;
}
downstairs:
{
if A[i,j]!=0
then
A[i,j]--;
goto body;
else
if X[level]=ramification
then
n_r--;
else
n_i--;
fi;
level--;
i:=i(level); j:=j(level);
if level=0
then
goto terminate;
else
goto downstairs;
fi;
fi;
}
terminate:
{
print(Delta):
}
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Appendix C. The counterexamples to Kirillov’s conjecture, for n = 14
Set B = ∑14i=1 Ei,i+1.
B1 = B + E15 + E25 + E45 + E4,10 + E7,10 + E9,10 B2 = B1 − E15; 219
B3 = B + E16 + E26 + E36 + E56 + E5,10 + E7,10 + E9,10 B4 = B3 − E16; 220
B5 = B + E12 + E26 + E36 + E56 + E5,11 + E8,11 + E10,11 B6 = B5 − E26; 220
B7 = B + E13 + E16 + E23 + E36 + E56 + E5,11 + E8,11 + E10,11 B8 = B7 − E16; 221
B9 = B + E12 + E13 + E16 + E23 + E36 + E56 + E5,11 + E8,11 + E10,11 B10 = B9 − E16; 221
B11 = B + E16 + E24 + E26 + E34 + E56 + E5,11 + E8,11 + E10,11 B12 = B11 − E16; 221
B13 = B + E16 + E23 + E24 + E26 + E34 + E56 + E5,11 + E8,11 + E10,11 B14 = B13 − E16; 221
B15 = B + E16 + E26 + E35 + E45 + E56 + E5,11 + E8,11 + E10,11 B16 = B15 − E16; 221
B17 = B + E16 + E26 + E34 + E35 + E45 + E56 + E5,11 + E8,11 + E10,11 B18 = B17 − E16; 222
B19 = B + E16 + E26 + E45 + E4,11 + E56 + E8,11 + E10,11 B20 = B19 − E16; 222
B21 = B + E15 + E25 + E45 + E4,11 + E57 + E67 + E8,11 + E10,11 B22 = B21 − E15; 222
B23 = B + E15 + E25 + E45 + E4,11 + E56 + E57 + E67 + E8,11 + E10,11 B24 = B23 − E15; 222
B25 = B + E15 + E25 + E45 + E4,11 + E68 + E78 + E8,11 + E10,11 B26 = B25 − E15; 222
B27 = B + E15 + E25 + E45 + E4,11 + E67 + E68 + E78 + E8,11 + E10,11 B28 = B27 − E15; 222
B29 = B + E15 + E25 + E45 + E4,11 + E79 + E7,11 + E89 + E10,11 B30 = B29 − E15; 222
B31 = B + E15 + E25 + E45 + E4,11 + E78 + E79 + E7,11 + E89 + E10,11 B32 = B31 − E15; 222
B33 = B + E15 + E25 + E45 + E4,10 + E4,11 + E7,11 + E9,10 + E10,11 B34 = B33 − E15; 221
B35 = B + E15 + E25 + E45 + E4,11 + E7,11 + E9,10 + E10,11 B36 = B35 − E15; 221
B37 = B + E15 + E25 + E45 + E4,11 + E7,11 + E8,9 + E8,10 + E9,10 + E10,11 B38 = B37 − E15; 222
B39 = B + E15 + E25 + E45 + E4,10 + E7,10 + E9,10 + E10,12 + E11,12 B40 = B39 − E15; 221
B41 = B + E15 + E25 + E45 + E4,10 + E7,10 + E9,10 + E10,11 + E10,12 + E11,12 B42 = B41 − E15; 221
B43 = B + E15 + E25 + E45 + E4,10 + E7,10 + E9,10 + E11,13 + E12,13 B44 = B43 − E15; 221
For i = 1, 2, . . . , 22, B2i is the canonical matrix of the inverse matrix of B2i−1
and B2i is not conjugate with B2i−1. Therefore, there are 22 counterexamples to
Kirillov’s conjecture. At the end of each line, we give the order of the centralizer of
the two corresponding conjugacy classes.
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