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We theoretically propose a new route to control magnetic and topological orders in a broad class
of insulating magnets with a DC electric field. We show from the strong-coupling expansion that
magnetic exchange interactions along the electric-field direction are generally enhanced in Mott
insulators. We demonstrate that several magnetic or topological ordered phases such as quantum
spin liquids and Haldane-gap states can be derived if we apply a strong enough DC electric field to
typical frustrated or low-dimensional magnets. Our proposal is effective especially for weak Mott
insulators and magnets in the vicinity of quantum critical points, and would also be applicable for
magnets under low-frequency AC electric fields such as terahertz laser pulses. A similar strategy of
controlling exchange interactions can also be utilized in cold atomic systems.
Introduction. — One of the most important goals
in condensed matter physics is to control the quantum
states of matter. In recent years, great efforts have been
made to understand how to control solid states by ex-
ternal fields both theoretically and experimentally. Par-
ticularly, many scenarios with AC electromagnetic fields
or laser light, including the control of topological [1–
6], magnetic [7–14], and superconducting [15–20] orders,
have been proposed and gathering much attention. For
instance, some signatures of the realization of AC-field
driven topological insulators (called Floquet topologi-
cal insulators) have been detected in recent years [5, 6].
The control with low-frequency or DC (static) electro-
magnetic fields has been also studied intensively. For
example, electric-field-controlled magnetism in multifer-
roics [21–26] and Mott breakdown driven by DC electric
fields [27–32] are two of the attractive topics in the re-
search field of DC-field control.
However, a wider range of DC-field driven phenomena
has not been explored well compared with AC-field stud-
ies. DC fields usually do not make the system heated,
while it is difficult to avoid heating effect in AC-field
driven systems. This is a significant advantage of the
DC-field study. Moreover, in recent years, experimen-
tal ways of generating strong DC electric fields (e.g., or-
der of 1-10 MV/cm) have been developed by using sev-
eral techniques based on, for example, field-effect tran-
sistors [33, 34] and nano-scale needles [35]. The technol-
ogy of low-frequency AC fields has also been developed
and for instance we can use terahertz (THz) laser pulses
whose intensity is the order of 1-10 MV/cm [36, 37].
Novel proposals for DC-field and low-frequency AC-field
driven phenomena thereby are being anticipated.
In this Letter, we theoretically show that low-
frequency or DC electric fields have a high potential to
generate rich magnetic states in solids. We propose a new
way to control magnetic or topological orders in Mott
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FIG. 1. (a) Our setup of a Mott insulator under DC electric
fields E along the x-direction. (b) Spatial energy level struc-
ture of the DC-field driven Mott insulator. Arrows denote the
second-order virtual hopping process in the Mott state. (c)
Electric-field dependence of the exchange coupling along the
x-direction in the Mott system (b) [see Eq. (2)].
insulators by static electric fields. We consider quan-
tum magnets originating from Mott insulators with DC
electric fields as shown in Fig. 1 (a). In this setup,
we derive the low-energy effective spin models by ap-
plying the strong-coupling expansion, and show that ex-
change interactions along the DC-field direction are gen-
erally increased with the growth of the field strength.
A strong electric field comparable to Mott gap is usu-
ally necessary for realizing Mott breakdown, while our
proposal indicates that quantum magnetic nature can
be changed with smaller DC fields in Mott insulators.
We show that various quantum states such as quan-
tum spin liquids [38–40] and Haldane-gap states [41–
49] can be created/annihilated by applying strong DC
electric fields to representative frustrated or quasi-one-
dimensional (quasi-1D) magnets.
Enhancement of the Exchange Coupling. — To show
how the exchange interaction is modified by DC electric
fields, we first consider a generic half-filled, single-band
Hubbard model subject to static electric fields E. The
effect of electric fields is introduced as an on-site potential
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2and the Hamiltonian is given by
H =
∑
rr′σ
trr′c
†
rσcr′σ + U
∑
r
nr↑nr↓ +
∑
rσ
Vrnrσ, (1)
where crσ is a spin-σ electron annihilation operator (σ =↑
, ↓) on a site r = (i, j, k), and nrσ = c†rσcrσ (the lattice
constant is set to be unity). The first and second terms
respectively stand for hopping and on-site Coulomb re-
pulsion, and the on-site potential Vr represents the effect
of the applied electric field. For example, Vr is reduced
to Vi = i|E| = iE when the electric field is parallel to the
x-axis [50]. If the Coulomb repulsion U > 0 is strong
enough, a Mott insulator is realized and we can derive
its low-energy effective spin model by treating the kinetic
term as a perturbation (large U expansion). The point is
that the second-order virtual hopping amplitude becomes
direction-dependent due to the field-driven potential Vr
as shown in Fig. 1 (b). As a result, the exchange in-
teraction becomes spatially anisotropic and the effective
Hamiltonian in the second-order perturbation is given by
Heff =
∑
〈r,r′〉
Jrr′
1−
(
∆Vrr′
U
)2Sr · Sr′ , (2)
where Sr is the electron spin operator on a site r,
Jrr′ = 4|trr′ |2/U and ∆Vrr′ = Vr − Vr′ . The sum-
mation is taken over all the bonds 〈r, r′〉. The pertur-
bation expansion would be valid if the on-site potential
energy is smaller than the Mott gap, i.e., |Vr| . U [51].
This effective spin- 12 Heisenberg model clearly shows that
antiferromagnetic (AFM) exchange couplings are gener-
ally enhanced by the DC electric field. For example,
if we focus on a bond 〈r1, r2〉 parallel to the electric-
field direction, the potential difference ∆Vr1r2 is given
by E|r1 − r2| and thereby the exchange coupling on the
nearest-neighboring bond is computed as J/(1−(E/U)2)
with J = 4t2/U being the exchange coupling in the origi-
nal Hubbard model without any potential Vr [Fig. 1 (c)].
The above argument and the physical picture in
Fig. 1 (b) clearly indicates that the DC-field driven en-
hancement of exchange couplings generally takes place in
a quite wide class of Mott insulators [52]. The scope is
not limited to solid state systems. Our results are also
applicable to Mott insulators in ultracold atoms on op-
tical lattices [53]. Tilting optical-lattice potentials plays
the same role as the DC field in solid systems [54], and
it is relatively easy to create such a tilted optical lattice.
The tilt would be useful for realizing/controlling an AFM
long range order in cold atoms [53, 55].
If a similar strategy of the perturbation theory is ap-
plied to a half-filled two-orbital Hubbard model, we ob-
tain the following spin-1 AFM Heisenberg model
Heff =
∑
〈r,r′〉
J ′rr′
1−
(
∆Vrr′
U+JH
)2Sr · Sr′ , (3)
where Sr is the spin-1 operator on a site r, J
′
rr′ =
2|trr′ |2/(U + JH) and JH is the strength of the Hund’s
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FIG. 2. (a) Exchange couplings J1,2,3 in a triangular lat-
tice and the angle θE of the DC electric field E. (b) 120
◦
structure, which is the ground state of the triangular AFM
Heisnberg model. (c) E dependence of pitch angles θ1 and θ2
in the spiral ordered phase of the triangular AFM model (4)
in DC electric fields. (d, e) Typical spin configurations in the
E-driven spiral ordered phases for (d) θE = 0 and (e) pi/2.
(f) Ground-state phase diagram of the triangular spin- 1
2
AFM
Heisenberg model in DC electric fields (θE = 0). (g) E depen-
dence of the exchange couplings J1,2,3 in the model (4). (h)
Exchange couplings J1,2,3 in a Kagome´ lattice magnet with
DC electric fields E.
coupling [56]. We stress that both the effective models
(2) and (3) could be relevant even in a short period when
a sufficiently low frequency AC electric field (e.g., THz
laser pulse) is applied to the Mott insulators instead of
DC fields [57]. We also note that on top of exchange
couplings, spin-orbit (SO) couplings can be changed by
DC electric fields [58–60], although their strength would
strongly depend on the detail of atomic wave functions
and lattice structures.
DC-field Driven Phases and Transitions — On the ba-
sis of the above perturbation theory, we show how mag-
netic properties of Mott insulators can be controlled by
DC electric fields. For instance, weak Mott insulators
and magnets residing around critical points are expected
to be quite relevant for the purpose of the DC-field con-
trol since their quantum states are unstable against a
small change of magnetic interactions. Frustrated Mag-
nets. — In frustrated magnets, spatial structures of mag-
netic interactions determine their magnetic orders, and
the modification of the spatial structures with DC electric
fields enables us to change the orders. Namely, frustrated
magnets are expected to give one of the best stages for
electric-field control of magnetism.
First, we consider a spin- 12 AFM Heisenberg model on
a triangular lattice as a typical frustrated magnet. If we
3apply DC fields to a spatially-isotropic Mott insulating
triangular magnet, the spin Hamiltonian is given as
Htri =
∑
r
3∑
k=1
Jk(E, θE)Sr · Sr+ak . (4)
Here the vector r denotes a site on the triangular lat-
tice, and primitive translation vectors a1,2,3 are given by
a1 = (1, 0), a2 = (−1/2,
√
3/2) and a3 = a1 + a2 [Fig. 2
(b)]. The direction of the applied DC field E is con-
trolled with the angle θE as in Fig. 2 (a). The parameter
Jk represent the strength of the exchange coupling par-
allel to ak (k = 1, 2, 3) and their E dependence is com-
puted as J1(E, θE) = J/[1−{E cos θE/U}2], J2(E, θE) =
J/[1− {E cos(θE − 2pi/3)/U}2], and J3(E, θE) = J/[1−
{E cos(θE − pi/3)/U}2] with J = 4t2/U .
Without electric fields (E = 0), the ground state of this
model is a commensurate 120◦ structure shown in Fig. 2
(b) [61–63]. When a field E is applied, the exchange
coupling becomes anisotropic, and an incommensurate
spiral order would emerge. From the simple calculation
of the classical ground state energy, we can determine
the pitch angle of the incommensurate state as a func-
tion of E(= |E|) and θE . Figure 2 (c) depicts the pitch
angle θ1(2) that is defined as the difference between two
neighboring spins’ angle on the bond along the a1(2) di-
rection. As shown in Fig. 2 (d) and (e), if θE is locked to
zero (pi/2), the one dimensionality is enhanced (the sys-
tem is gradually changed into a square lattice system).
These results clearly indicate that the spiral order pat-
tern can be controlled by electric fields smaller than the
critical value of the Mott breakdown.
If we focus on the case of θE = 0, the system is a spin-
1
2
anisotropic triangular lattice model with J2 = J3, and it
has been well studied both theoretically and experimen-
tally [39]. Some previous studies [64–68] show that the
spiral order is preserved at least up to J2/J1 ∼ 0.6 when
J1 is increased with E. On the other hand, a reliable
approach based on 1D quantum field theory shows that
a Ne´el order should appear near the anisotropic limit
(J2/J1 → 0) [69]. At the point of J2 = 0, the sys-
tem is reduced to decoupled 1D Heisenberg chains and
a Tomonaga-Luttinger liquid (TLL) phase appears. The
quantum phases between spiral and Ne´el orders are still
under debate, but it is predicted to be a quantum spin
liquid [65–68]. Combining these results with the E de-
pendence of J2/J1, we obtain the ground-state phase di-
agram under the electric field E with θE = 0, as shown
in Fig. 2 (f). Note that the end point of the Ne´el order
has never been theoretically determined.
Our approach indicates that sufficiently strong electric
fields E/U ∼ 0.6 are necessary for the emergence of quan-
tum spin liquid states if we start from the isotropic point
J1,2,3 = J at E = 0. This critical strength of the elec-
tric field corresponds to ∼ 5 MV/cm for typical organic
triangular Mott insulators, e.g. (ET)2Cu(NCS)2 [70, 71]
and (ET)2Cu2(CN)3 [71–73], and it is in principle possi-
ble to reach this value by relying current techniques such
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FIG. 3. (a, c) Exchange couplings in DC-field driven J1-J2
square-lattice magnets for (a) θE = pi/4 and (c) θE = 0. In
the case of θE = pi/4 (0), J2 (J1) is changed into J2‖ and J2⊥
(J1x and J1y). (b, d) E dependence of the exchange couplings
in the case of (b) θE = pi/4 and (d) θE = 0. (e) Ground-state
phase diagram of the AFM spin- 1
2
Heisenberg model on a J1-
J2 square lattice in DC electric fields (θE = 0). In Panels (b),
(d), and (e), we set J2/J1 = 0.3 at E = 0.
as field-effect transistors [33, 74].
In addition to the triangular lattice system, here we
give a few remarks on the Kagome´ lattice magnets. One
sees from Fig. 2 (g) that if we apply an electric field to a
spatially isotropic Kagome´ Mott insulator, three kinds of
exchange couplings J1,2,3 appear. The E dependence of
J1,2,3 is completely same as that of the triangular lattice.
Our method provides the way of generating anisotropic
Kagome´ lattices.
Next, we turn to the spin- 12 magnet on a J1-J2 square
lattice. On the top of the triangular magnet, this model
is another representative of 2D frustrated systems and
has been long studied [75–81]. We calculate how the ex-
change couplings are modified by an electric field parallel
to a J1 (J2) bond, as shown in Fig. 3 (a)-(d). In the case
of E parallel to the J1x bond (θE = 0), one dimension-
ality is enhanced along the J1x bond direction, and the
system approaches to a quasi-1D magnet with frustrated
inter-chain interactions J1y and J2. This system has been
theoretically studied and it is known that a dimer order
or (Z2) quantum spin liquid state appears when the frus-
tration between two inter-chain couplings J1y and J2 is
quite strong [75, 80, 81]. Therefore, we can draw the
ground-state phase diagram under an electric field as in
Fig. 3 (e). Namely, a sufficiently strong electric field is
expected to create a spin liquid state similarly to the case
of the triangular lattice. In the case of θE = pi/4, the sys-
tem approaches to a triangular AFM Heisenberg model
with an additional interaction J2⊥. Ne´el ordered layered
vanadium oxides such as PbVO2[78, 79] and VOMoO4
[76] are good candidate materials for the J1-J2 magnet.
They have a relatively large value of J2/J1 and thus a
4small electric field can make the Ne´el state change into
dimer or spin liquid states.
Quasi-One-Dimensional Magnets. — Purely 1D mag-
nets do not show any magnetic orders even at low temper-
ature due to strong fluctuation effects [47–49, 82]. How-
ever, in a broad class of quasi-1D magnets, a magnetically
ordered phase generally appears due to a weak but finite
three dimensionality if temperature is sufficiently low.
When the electric field is parallel to the chain direction,
the one dimensionality is further enhanced and an exotic
quantum phases should appear. On the other hand, an
electric field perpendicular to the chain makes the inter-
chain coupling stronger and the system is expected to
show a magnetic long-range order. To demonstrate our
proposal, we analyze an AFM Heisenberg model on a
cubic lattice consisting of weakly coupled spin chains,
which is depicted in Fig. 4 (a). In this model, the spin
chains are parallel to the x direction, a DC electric field
E is in the x-y plane, and the direction of E is defined
by the angle θE . In this setup, the spin Hamiltonian is
written as
H =
∑
r
[Jx(E, θE)Sr · Sr+ax + Jy(E, θE)Sr · Sr+ay ]
+
∑
r
JzSr · Sr+az . (5)
For the spin- 12 case, the exchange couplings on
the x and y directions are respectively given by
Jx(E, θE) = Jx0/[1 − {E cos θE/U}2], Jy(E, θE) =
Jy0/[1 − {E cos(θE − pi/2)/U}2], and Jz is that of the
z direction. For the spin-1 case, the above formulas of
the exchange couplings are modified by the replacement
U → U + JH .
In the spin- 12 system, if temperature becomes low
enough (typically, order of inter-chain couplings), a Ne´el
ordered phase emerges. In general, various sorts of finite-
temperature phase transition points in quasi-1D systems
can be determined by applying the chain mean field the-
ory (MFT) [83–89]. In fact, the transition points pre-
dicted by chain MFT quite agree with experimental re-
sults of some quasi-1D magnets [87, 88]. We apply the
chain MFT to the present spin- 12 system and the resul-
tant phase diagrams on the plane (kBT,E) are summa-
rized in Fig. 4 (b) and (c). The detail of the chain MFT
is explained in Supplementary Material. The phase dia-
grams show that when E is parallel to the x (y) direction,
the one dimensionality is enhanced (inter-chain interac-
tion becomes stronger) and the transition temperature
decreases (grows) with increasing E.
For the spin-1 case, the so-called Haldane phase, a
typical symmetry-protected-topological phase, is realized
in each spin-1 AFM chain in a parameter range with
small inter-chain couplings, while a Ne´el ordered phase
takes place when inter-chain couplings are strong enough.
The low-energy properties of the quasi-1D spin-1 system
have been accurately investigated [90–92] and a quan-
tum Monte Carlo simulation [90] shows the quantum
phase transition between Haldane and Ne´el phases is
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FIG. 4. (a) Lattice structure of the quasi-one-dimensional
AFM Heisenberg magnet consisting of weakly coupled 1D
Heisenberg chain. Yellow arrows denote the direction of the
applied DC electric field. (b-e) Phase diagrams of quasi-1D
AFM Heisenberg model subject to DC electric fields. Panels
(b, c) and (d, e) respectively correspond to the spin- 1
2
and
spin-1 results. The electric field E is parallel to the chain
(E ‖ ax) in the cases (b,d), while E is perpendicular to the
chain (E ‖ ay) in the cases (c,e).
located at Jy(E, θE) ' 0.043J(E, θE) for the 2D limit
with Jz = 0. Using this relation, we can generally de-
termine the ground-state phase diagram of the spatially
anisotropic 2D spin-1 magnets under an electirc field E.
Figure 4 (d) and (e) are respectively the phase diagrams
for E ‖ ax (θE = 0) and E ‖ ay (θE = pi/2). The results
of Fig. 4 clearly indicate that we can create/annihilate
ordered or topological phases of quasi-1D magnets with
a sufficiently strong DC electric field.
Our predictions of Fig. 4 are generally relevant to
a wide class of quasi-1D magnets. For example,
Sr2CuO3 [93], Cs2CuCl4 [94, 95], KCuF3 [96] and
NMP-TCNQ [97] (NENP [98, 99] , TMNIN [100] and
Y2BaNiO5 [101, 102]) are well known as typical quasi-1D
spin- 12 (spin-1) magnets. Particularly, the Coulomb in-
teraction of NMP-TCNQ has been estimated as a rather
small U ∼ 0.17eV [97]. For this magnet, Fig. 4(c) pre-
dicts that the critical temperature can increase by about
50% if we apply DC fields E‖ ∼ 0.8MV/cm along the
interchain direction with lattice constant ∼ 15A˚.
Summary. — In this Letter, we have shown that DC
electric fields can enhance the AFM Heisenberg coupling
in general Mott insulators [See Eqs. (2) and (3)]. Then we
have illustrated that this enhancement is very useful for
controlling the phases of magnets, and given rich phase
diagrams (See Figs. 2-4). We emphasize that a weaker
DC field than that for the Mott breakdown is sufficient to
control the magnetism, and our method is basically free
from heating issues in contrast with the AC-field control.
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8Supplemental Material: Control of Magnetic and Topological Orders
with a DC Electric Field
S1. Derivation of the spin- 1
2
effective model from a single-band Hubbard model under a DC field
This section is devoted to the derivation of the spin- 12 effective model (2). We start from a half-filled, repulsive
Hubbard model (U > 0) with an arbitrary on-site potential term. The Hamiltonian reads
H =
∑
ijσ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ +
∑
iσ
Viniσ
= Ht +HU +HV , (S1)
where Ht, HU , and Ht denote the electron hopping, the on-site Coulomb interaction, and the on-site potential,
respectively. We assume that all the on-site potential energies are smaller than the Coulomb interaction energy, i.e.,
|Vi| < U .
In order to perform perturbative calculations for any quantum system, it is generally useful to introduce projection
operators onto Hilbert subspaces. Let us divide the full Hilbert space into a low- and high-energy states, {|Ψg〉} and
{|Ψe〉}, and define the projection operator onto the low-energy (high-energy) state Pe (Pg). Using these instruments,
we can arrive at the effective Hamiltonian for the low-energy subspace in the second-order perturbation theory:
Heff = Hgg +Hge 1
Eg −HeeHeg, (S2)
where Hαβ = PαHPβ (α, β = g, e) and Eg is defined by Hgg |Ψg〉 = Eg |Ψg〉.
We apply the above formula (S2) to the Mott insulating state of the Hubbard model (S1) in the strong-coupling
limit, i.e. U → ∞. In this limit, the ground states of the unperturbed Hamiltonian HU + HV are states where all
sites are singly occupied. We treat the hopping term Ht as the perturbation, and define the low-energy (high-energy)
subspace as the ground states (states with doubly occupied sites).
First we consider Heg in the Mott insulating state of the Hubbard model (S1). In the three terms Ht, HU and HV
of the Hamiltonian H, only the hopping Ht has a matrix element between high and low-energy states, {|Ψg〉} and
{|Ψe〉}. Therefore Heg is written as
Heg = Pe
∑
ijσ
tijc
†
iσcjσ
Pg. (S3)
From the Pauli’s exclusion principle and the half-filled condition, we see that Heg survives only when the spin indices
σ on the i-th and j-th sites are different, i.e., (Szi , S
z
j ) = (↑, ↓), (↓, ↑), as shown in Fig. S1 (a). We may thus rewrite
Heg as
Heg =
∑
ijσ
tijc
†
iσcjσ(S
z
i − Szj )2. (S4)
Next we compute the energy difference between the ground and the intermediate high-energy states depicted in
Fig. S1. To this end, we may focus on two neighboring i-th and j-th sites. In the ground states, both the sites are
singly occupied and thus their energy is given by Vi + Vj . In contrast, the i-th site is doubly occupied and the j-th
site is vacant in the intermediate states. Thus the energy is U + 2Vi. These results lead to
1
Eg −HeeHeg =
∑
ijσ
1
(Vi + Vj)− (U + 2Vi) tijc
†
iσcjσ(S
z
i − Szj )2
= −
∑
ijσ
1
U −∆Vij tijc
†
iσcjσ(S
z
i − Szj )2. (S5)
Here we define ∆Vij = Vi − Vj .
9FIG. S1. Spin configuration of states relevant to the second-order perturbative calculation: (a) A ground state and (b) an
intermediate state.
Finally, we operate the Hge to Eq. (S5) and then the second-order perturbation term is calculated as follows:
Hge 1
Eg −HeeHeg = −Pg
∑
i′j′σ′
tj′i′c
†
j′σ′ci′σ′
∑
ijσ
1
U −∆Vij tijc
†
iσcjσ(S
z
i − Szj )2
= −
∑
ijσ
|tij |2
U −∆Vij c
†
jσciσc
†
iσcjσ(S
z
i − Szj )2 −
∑
ijσ
|tij |2
U −∆Vij c
†
jσ¯ciσ¯c
†
iσcjσ(S
z
i − Szj )2
= −
∑
ijσ
|tij |2
U −∆Vij njσ(1− niσ)(S
z
i − Szj )2 +
∑
ijσ
|tij |2
U −∆Vij c
†
jσ¯cjσc
†
iσciσ¯(S
z
i − Szj )2
= −
∑
ij
|tij |2
U −∆Vij (S
z
i − Szj )2 +
∑
ij
|tij |2
U −∆Vij (S
−
j S
+
i + S
+
j S
−
i )(S
z
i − Szj )2
= −
∑
ij
|tij |2
U −∆Vij (S
z
i − Szj )2 +
∑
ij
|tij |2
U −∆Vij (S
−
j S
+
i + S
+
j S
−
i )
=
∑
ij
|tij |2
U −∆Vij
(
−1
2
+ 2Szi S
z
j + S
+
i S
−
j + S
−
i S
+
j
)
=
∑
ij
2|tij |2
U −∆Vij Si · Sj + const., (S6)
where we have defined σ¯ = −σ. The first-order term Hgg gives only a constant term, and therefore the effective
Hamiltonian up to the second-order perturbation theory is given by
Heff =
∑
ij
2|tij |2
U −∆Vij Si · Sj + const.
=
∑
〈ij〉
4|tij |2
U
1
1−
(
∆Vij
U
)2Si · Sj + const., (S7)
where the summation is taken over the every bond 〈i, j〉 in the last line. This is the effective model (2) in the main
text.
S2. Derivation of the spin-1 effective model from a two-band Hubbard model under a DC field
In this section, we show the derivation of the effective spin-1 model (3). We start from a half-filled, two-orbital
Hubbard model with an additional on-site potential. The Hamiltonian consists of three parts of hopping, interaction,
and potential terms:
H = Ht +HV +Hint. (S8)
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These terms are given by
Ht =
∑
ij
∑
α
∑
σ
tijc
†
iασcjασ, (S9)
HV =
∑
iσ
Viniασ, (S10)
Hint = U
∑
i
∑
α
niα↑niα↓ + U ′
∑
i
∑
σσ′
ni1σni2σ′
− J
∑
i
∑
σσ′
c†i1σci1σ′c
†
i2σ′ci2σ − JP
∑
i
(
c†i1↑c
†
i1↓ci2↓ci2↑ + h.c.
)
. (S11)
Here α(= 1, 2) is orbital index and σ¯ denotes the opposite spin −σ. In the interaction Hint, U , U ′, J , and JP terms
denote an intra-orbital interaction, an inter-orbital interaction, a Hund’s coupling and a pair hopping respectively.
Due to the rotational symmetry of Coulomb interaction, JP = J is required. For convenience, we transform the
interaction Hint (S11) as follows:
Hint = U
∑
i
∑
α
niα↑niα↓ +
(
U ′ − J
2
)∑
i
∑
σσ′
ni1σni2σ′ − 2J
∑
i
Si1 · Si2 − J
∑
i
(
c†i1↑c
†
i1↓ci2↓ci2↑ + h.c.
)
, (S12)
where we have used the identity∑
σ
c†i1σci1σ¯c
†
i2σ¯ci2σ = 2Si1 · Si2 −
1
2
∑
σ
ni1σni2σ +
1
2
∑
σ
ni1σni2σ¯, (S13)
and Siα is the spin operator for an α-orbital electron on i-th site.
First we discuss the ground state under the condition of both the half-filling and the strong-coupling limit U >
U ′ > J  t. In this condition, all the orbits are singly occupied and there are two electrons per one site in the
ground states. We here introduce local bases |ψ〉i to represent the spin state on each site i. They are classified into
the spin-triplet sector Ti and the spin-singlet sector Si :
Ti = {|+〉i , |◦〉i , |−〉i}, (S14)
Si = {|s〉i}. (S15)
Four kinds of |ψ〉i are defined as
|+〉i = c†i1↑c†i2↑ |0〉 , (S16)
|−〉i = c†i1↓c†i2↓ |0〉 , (S17)
|◦〉i =
1√
2
(
c†i1↑c
†
i2↓ |0〉+ c†i1↓c†i2↑ |0〉
)
, (S18)
|s〉i =
1√
2
(
c†i1↑c
†
i2↓ |0〉 − c†i1↓c†i2↑ |0〉
)
, (S19)
where |+〉i, |−〉i, and |◦〉i are respectively the Sz = +1, −1, and 0 state on i-th site. Within this localized spin
subspace, the correlation function of two-orbital spins on single site is computed as
〈ψ|i Si1 · Si2 |ψ〉i =
{
1
4 (|ψ〉i ∈ Ti)
− 34 (|ψ〉i ∈ Si).
(S20)
This result and Hund’s coupling in Eq. (S12) clearly show that the ground state on each site is in the spin-triplet
sector, namely, localized spin-1 system is realized in Eq. (S8).
Next, we focus on the zero-potential case of Vi = 0. As one will see soon later, the effective model for Vi 6= 0 can
be easily derived by simply extending the result of the Vi = 0 case. Using the formula (S2), let us derive the effective
spin model for the Vi = 0 case with the hopping Ht being the perturbation. To this end, we introduce the nine local
bases |ψi〉i |ψj〉j which represent neighboring i-th and j-th spin states (ψi,j ∈ {+, ◦,−}). In the matrix form, the
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bases are expressed as
|Ψij〉 =

|+〉i |+〉j
|+〉i |◦〉j
|+〉i |−〉j
|◦〉i |+〉j
|◦〉i |◦〉j
|◦〉i |−〉j
|−〉i |+〉j
|−〉i |◦〉j
|−〉i |−〉j

. (S21)
Through straightforward calculation, we obtain
HgeHeg |+〉i |−〉j = − |◦〉i |◦〉j + 2 |+〉i |−〉j , (S22)
HgeHeg |+〉i |0〉j = − |0〉i |+〉j + |+〉i |0〉j , (S23)
HgeHeg |0〉i |0〉j = − |+〉i |−〉j − |−〉i |+〉j + |◦〉i |◦〉j , (S24)
and
Hge 1
Eg −HeeHeg |+〉i |−〉j =
|tij |2
∆Eij
(
− |◦〉i |◦〉j + 2 |+〉i |−〉j
)
, (S25)
Hge 1
Eg −HeeHeg |+〉i |0〉j =
|tij |2
∆Eij
(
− |0〉i |+〉j + |+〉i |0〉j
)
, (S26)
Hge 1
Eg −HeeHeg |0〉i |0〉j =
|tij |2
∆Eij
(
− |+〉i |−〉j − |−〉i |+〉j + |◦〉i |◦〉j
)
, (S27)
where
∆Eij =
{
2×
(
U ′ − J
2
)
− 2× 2J · 1
4
}
−
{
U + 2×
(
U ′ − J
2
)}
= −(U + J). (S28)
From these results, the effective Hamiltonian in the i-th and j-th sites is given by
〈Ψij |Heff |Ψij〉 = EgI + |tij |
2
U + J

0 0 0 0 0 0 0 0 0
0 −1 0 1 0 0 0 0 0
0 0 −2 0 1 0 0 0 0
0 1 0 −1 0 0 0 0 0
0 0 1 0 −1 0 1 0 0
0 0 0 0 0 −1 0 1 0
0 0 0 0 1 0 −2 0 0
0 0 0 0 0 1 0 −1 0
0 0 0 0 0 0 0 0 0

. (S29)
On the other hand, the matrix elements of Heisenberg interaction between two spin-1 operators are computed as
〈Ψij |Si · Sj |Ψij〉 =

1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 −1 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 −1 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1

, (S30)
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Comparing Eqs. (S29) and (S30), we see the identity
〈Ψij |Heff |Ψij〉 = EgI + |tij |
2
U − J (〈Ψij |Si · Sj |Ψij〉 − I) . (S31)
Therefore, without the constant in Eq. (S31), the effective spin model for the zero-potential system is written as
Heff =
∑
ij
|tij |2
U + J
Si · Sj
=
∑
〈ij〉
2|tij |2
U + J
Si · Sj
= JS=1ij
∑
〈ij〉
Si · Sj , (S32)
where we have defined JS=1ij = 2|tij |2/(U + J).
Finally, let us turn to a generic case with Vi 6= 0. In this case, most of the perturbative calculations are the same
as those of the Vi = 0 case. However, ∆Eij of Eq. (S28) should be changed into
∆Eij =
{
2×
(
U ′ − J
2
)
− 2× 2J · 1
4
)
+ 2Vi + 2Vj} −
{
U + 2×
(
U ′ − J
2
)
+ 3Vi + Vj
}
= −(U + J + ∆Vij), (S33)
where ∆Vij = Vi − Vj . Thus the effective spin model for the two-orbital Hubbard model with an on-site potential is
written as
Heff =
∑
ij
|tij |2
U + J + ∆Vij
Si · Sj
=
∑
〈ij〉
JS=1ij
1−
(
∆Vij
U+J
)2Si · Sj . (S34)
This is the effective model (3) in the main text.
S3. Bosonization and Chain Mean-field Approach
In this section, we shortly explain the computation process of the critical temperature between Ne´el ordered and
paramagnetic phases in our quasi-1D spin- 12 model (5). First we summarize some results of the bosonization for spin-
1
2
chains [44, 47-49]. Then, by combining the chain mean-field theory (MFT) with the bosonization results [83-89]. we
determine the critical temperature of the quasi-1D model (5).
We start from the definition of the 1D spin- 12 XXZ chain model. The Hamiltonian is given by
Hxxz = J
∑
j
[
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆zS
z
j S
z
j+1
]−H∑
j
Szj , (S35)
where Sj is the spin-
1
2 operator in j-th site, J > 0 is the strength of the exchange interaction, ∆z is the XXZ anisotropy
parameter, and H is the external magnetic field. The point of ∆z = 1 and H = 0 corresponds to the SU(2)-symmetric
antiferromagnetic Heisenberg model. The XXZ model is a typical integrable system and the TL-liquid phase with
gapless spinon excitations widely exists in the range −1 < ∆z ≤ 1 at zero field H = 0. The TL liquid phase survives
from zero field to the saturation field. The bosonization can accurately describe the low-energy properties in/around
the TL-liquid phase. Through the standard bosonization process, the XXZ model in/around the TL-liquid phase is
mapped to a low-energy gapless scalar-field theory, whose Hamiltonian is
Heff =
∫
dx
v
2
[ 1
K
(∂xφ)
2 +K(∂xθ)
2
]
, (S36)
where x = ja0 is the continuous coordinate (a0 : lattice constant), and φ(x, t) and θ(x, t) are the canonical pair of
real scalar fields satisfying the commutation relation [φ(x, t), ∂yθ(y, t)] = iδ(x−y). Two symbols v and K respectively
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denote the spinon group velocity and the TL-liquid parameter. For instance, K = 1 and v = piJa0/2 at the SU(2)
point. Spin operators are also bosonized as
Szj ≈M +
a0√
2pi
∂xφ+ (−1)jA1 cos
(√
2piφ+ 2piMj
)
+ · · · ,
S+j ≈ ei
√
2piθ
[
(−1)jB0 +B1 cos
(√
2piφ+ 2piMj
)
+ · · ·
]
. (S37)
where M = 〈Szj 〉 is the H-induced uniform magnetization per one site, and An and Bn are non-universal con-
stants depending on the model parameters J , ∆z and H. The accurate values of v, K, An and Bn have
been computed by using Bethe ansatz and numerical methods [103-108]. On the basis of the formulas (S36)
and (S37), one can correctly calculate the long-distance or long-time behavior of correlation functions in the
TL-liquid phase. Let us define the dynamical spin susceptibility with the wave number k and frequency ω as
χabR (k, ω) = −
∫ β
0
dτ
∑
k e
−ikja0+iωnτ 〈TτSaj (τ)Sb0(0)〉|iωn=ω+iη, where τ is imaginary time, β = 1/(kBT ) is inverse
temperature, ωn = 2pin/β (n: integer), and η is an infinitesimal positive constant. Through the bosonization tech-
nique with Eqs. (S36) and (S37), one can calculate the transverse dynamical susceptibility around k = pi + δk in the
TL-liquid phase:
χ−+R (pi + δk, ω) ≈ −B20
a0
v
sin
( pi
2K
) (2pia0
βv
)1/K−2
×B
(
− iβ(ω − vδk)
4pi
+
1
4K
, 1− 1
2K
)
B
(
− iβ(ω + vδk)
4pi
+
1
4K
, 1− 1
2K
)
, (S38)
where S±j = S
x
j ± iSyj and B(x, y) is Beta function. This formula is quite reliable in the range of |δk|  a−10 and
|ω|  J, kBT . In the TL-liquid phase of the XXZ chain, the relation χxxR (k, ω) = χyyR (k, ω) = 12χ−+R (k, ω) holds.
Next, we apply the chain MFT to our quasi-1D spin- 12 magnet (5) with the above bosonization results. In the chain
MFT, we accurately take into account quantum and thermal fluctuation effects in the strong coupled 1D direction,
while an inter-chain interaction is treated within the standard MFT. On the basis of this approach, the Sx component
of the dynamical spin susceptibility in the quasi-1D system (5) is calculated as the following RPA-like form:
χxx3D(kx, ky, kz, ω) =
χxxR (kx, ω)
1− 2(Jy cos ky + Jz cos kz)χxxR (kx, ω)
, (S39)
where the wave number kx corresponds to the 1D-chain direction, and ky,z are the wave numbers along the inter-
chain direction. This result is quantitatively valid in the sufficiently weak inter-chain regime |Jy,z|  J . The phase
transition between the Ne´el and paramagnetic phases is determined as the point where χxx3D(pi, pi, pi, ω → 0) diverges.
This point is equivalent to the condition that the denominator of Eq. (S39) becomes zero at k = (pi, pi, pi) and ω → 0:
−2(Jy + Jz)χxxR (pi, ω → 0) = 1 (S40)
Substituting the bosonization result (S38) into this condition, we arrive at the formula of determining the phase
transition temperature:
B20
(Jy + Jz)a0
v
sin
( pi
2K
) (2pia0
βv
)1/K−2
B
( 1
4K
, 1− 1
2K
)2
= 1. (S41)
Using this result, we have drawn the phase boundary of Fig.4 (b) and (c). We finally note a technical issue that since
the parameter B0 is ill-defined just on the SU(2) point of ∆z = 1 and H = M = 0, we have used its value for a nearly
SU(2)-symmetric model with an infinitesimal small magnetization M = 0.01 in Fig. 4.
