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Resumen
El presente trabajo esta´ orientado en primer lugar a representar matricialmente a la
funcio´n q− exponencial a partir del desarrollo de series de potencias. Para esto se consideran
matrices cuadradas diagonalizables. Adema´s extenderemos las propiedades dadas para la
matriz exponencial natural a la matriz q−exponencial de una matriz diagonalizable. Tambien
se realiza una revisio´n de los resultados teo´ricos existentes sobre normas y series de matrices,
y los desarrollados para la exponencial de una matriz cuadra A.
1
Introduccio´n
El te´rmino funciones de matrices nos lleva a preguntarnos sobre el significado de ex-
presiones tales como sin (A) , cos (A) , eA, ln (A) . El conjunto de estas funciones tiene una
estructura de espacio me´trico, por lo que podemos hablar de l´ımites, derivadas, integrales,
series, de funciones matriciales, y aadema´s es isomorfo al espacio euclideo R2 [22]. En las
u´ltimas de´cadas e´stas funciones han recibido un gran impulso debido a su aplicacio´n en nu-
merosos campos de la ingenier´ıa y de la matema´tica aplicada[21].
Una de las funciones matriciales ma´s importante es la funcio´n exponencial, debido a su
relacio´n con la resolucio´n de sistemas de ecuaciones diferenciales lineales [23], [24] que apare-
cen en la solucio´n de diversos modelos asociados a feno´menos f´ısicos, biolo´gicos, qu´ımicos,
econo´micos, etc.
Dado que las propiedades de la matriz dependen del tipo de problema, generalmente en-
contrar la exponencial de una matriz consiste en desarrollar un me´todo especıfico y o´ptimo,
para cada situacio´n, por ejemplo [25], [26] muestran que en el ana´lisi de sistemas diferenciales
de procesos de tiempo continuo en teor´ıa de control moderno, los resultados invariablemente
recurren a la expresio´n eαAt, donde α es una constante y A es una matriz compleja cuadrada.
Otro ejemplo de este tipo lo podemos encontrar en el a´ rea de meca´nica cla´sica [27], donde
el ana´lisis de trayectorias de puntos de masas cuya dina´mica sea lineal en dos dimensiones
da como resultado que las trayectorias sean descritas por la exponencial de una matriz de
Hamilton aplicada a un vector de condiciones iniciales.
El me´todo anal´ıtico ba´sico para definir funciones de matrices se basa en la existencia de
la forma generalizada de Jordan, aunque tambie´n se ha desarrollado un me´todo anal´ıtico
alternativo y muy fa´cil de implementar, aplicables a funciones que admitan representacio´n
en series de Taylor. Ma´s au´n nosotros extenderemos el te´rmino de funciones de matrices a
las funciones q− deformadas y analizaremos el significado de la expresio´n eAq .
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De otro lado, en 1998 con el fin de explicar el comportamiento de ciertos feno´menos
ano´malos segu´n la meca´nica estad´ıstica, C. Tsallis [1], introdujo un nuevo funcional de en-
trop´ıa que depende de un para´metro real q, llamado indice de entrop´ıa, de manera que cuando
q tiende a 1 recupera al funcional de entrop´ıa de Shannon; y con ello una extensio´n de la
meca´nica estad´ıstica cla´sica (Boltzman y Gibbs) a la meca´ nica estad´ıstica no esxtensiva, en
la cual se considera que la entrop´ıa no es aditiva.
Con el desarrollo de dicha teor´ıa, se han definido las funciones q−exponencial y q−logar´ıtmi-
ca [3] que contienen como l´ımite (cuando q tiende a 1) tanto a las funciones exponen-
cial y logaritmo naturales como a sus respectivas propiedades. Tambie´n muchos resultados
matema´ticos se han desarrollado a partir de q deformaciones. Una compilacio´n de los resul-
tados ba´sicos, es dada en la tesis de Ernesto Borges Pinheiro, dirigida por T. Sallis. En dicho
trabajoManifestaciones Dina´micas y Termodina´micas de Sistemas no Extensivos. se propone
como problema interesante, la defininicio´n y estudio de propiedades de la q−exponencial de
una matriz.
En el presente trabajo pretende dar la representacio´n matricial de la funcio´n exponencial
de una matriz cuadrada como el desarrollo de una serie de potencias, adema´s se estudiara´n
las propiedades de la funcio´n q- exponencial, y as´ı hacer una propuesta para la representacio´n
matricial de la funcio´n q−exponencial de una matriz y sus propiedades.
La memoria de tesis se presenta como sigue: El primer cap´ıtulo presenta una introduc-
cio´n al las funciones matriciales. Muestra una generalizacio´n de los conceptos de integral y
derivada para estas funciones.
El segundo cap´ıtulo expone las normas matriciales. El uso de normas nos permite hablar
de convergencia de sucesiones de vectores y por lo tanto de matrices. Estas tambie´n permite
definir de forma precisa las series de potencias de matrices. Este cap´ıtulo abre el camino para
definir ya en el capitulo 3 la exponencial de una matriz. En el cap´ıtulo 4 esta´ dedicado a
definir la q−exponencial de una matriz cuadrada usando representacio´n en serie de potencias
y se desarrollan propiedades ana´logas a la de la exponencial de una matriz.
Objetivos
OBJETIVO GENERAL
Introducir y estudiar las propiedades de la q -exponencial de una matriz, asi como divulgar
el desarrollo teo´rico de las funciones q-exponencial y q-logar´ıtmica.
ESPECIFICOS
• Realizar una revisio´n de los resultados teo´ricos existentes sobre normas y series de
matrices.
• Estudiar las funciones exponencial y logaritmo q deformadas., as´ı como sus propiedades
y relaciones con las funciones exponencial y logaritmo respectivamente.
• Revisar los resultados teo´ricos existentes para la exponencial de una matriz mediante
desarrollos en series de potencia.
• Definir la Matriz q-exponencial y obtener su expresio´n mediante desarrollos en series
de potencias.
• Establecer las condiciones bajo las cuales la q-exponencial de una matriz A esta
definida.
• Obtener la derivada de la matriz q-exponencial y algunas propiedades de esta se-
mejantes a las de la matriz exponencial.
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Cap´ıtulo 1
Ca´lculo de Funciones Matriciales
Los conceptos de continuidad, derivada e integral de funciones reales de variable real son
ampliamente conocidos, as´ı como las condiciones para que una funcio´n f sea continua, difer-
enciable e integrable en un intervalo I. Se presenta a continuacio´n la generalizacio´n de los
conceptos de integral y derivada para funciones matriciales [9], que son extensio´n natural de
dichos conceptos para funciones reales de variable real.
Definicio´n 1.1. Si P (t) = [Pij(t)]; definimos la integral
∫ b
a
P (t)dt por
∫ b
a
P (t)dt =
[∫ b
a
pij(t)dt
]
(1.1)
Esto es, la integral de la matriz P (t) es la matriz obtenida integrando cada elemento
de P (t), suponiendo como es natural, que cada elemento sea integrable en [a, b]. Se
puede comprobar que la linealidad para las integrales se puede generalizar a las funciones
matriciales. Esto es:
∫ b
a
[αP (t) + βQ(t)] dt =
[∫ b
a
(αpij(t) + βqij(t)) dt
]
=
[∫ b
a
αpij(t)dt+
∫ b
a
βqij(t)dt
]
=
[
α
∫ b
a
pij(t)dt+ β
∫ b
a
qij(t)dt
]
=
[
α
∫ b
a
pij(t)dt
]
+
[
β
∫ b
a
qij(t)dt
]
= α
[∫ b
a
pij(t)dt
]
+ β
[∫ b
a
qij(t)dt
]
= α
∫ b
a
P (t)dt+ β
∫ b
a
Q(t)dt
La continuidad y derivabilidad de funciones matriciales se definen tambie´n en funcio´n de los
elementos. Decimos que una funcio´n P (t) = [pij(t)] es continua en t, si cada elemento pij
es continua en t. La derivada P ′(t) se define derivando cada elemento
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P ′(t) =
[
p′ij(t)
]
(1.2)
siempre que existan todas las derivadas p′ij(t).
Se comprueban fa´cilmente las reglas de derivacio´n ba´sicas para sumas y productos. Por
ejemplo, si P y Q son funciones matriciales derivables, tenemos
(P +Q)′ = P ′ +Q′ si P y Q son del mismo orden (1.3)
(PQ)′ = P ′Q+ PQ′ si el producto PQ esta definido (1.4)
En efecto, sean P (t) = [pij(t)] y Q(t) = [qij(t)].
Luego (P +Q) (t) = P (t) +Q(t) = [pij(t) + qij(t)]
y
[(P +Q) (t)]′ = (P (t) +Q(t))′ = [pij(t) + qij(t)]
′ =
[
p′ij(t) + q
′
ij(t)
]
=
[
p′ij(t)
]
+
[
q′ij(t)
]
= P ′(t) +Q′(t) = [P ′ +Q′] (t)
Esto es [(P +Q) (t)]′ = [P ′ +Q′] (t), para todo t.
As´ı que: [P +Q]′ = P ′ +Q′
Veamos ahora la prueba para la derivada del producto, para esto tomamos P y Q matrices de
orden m× n y n× p respectivamente, y sea C(t) = P ′(t); D(t) = Q′(t); H(t) = P (t)Q(t),
donde hij(t) =
n∑
k=1
pik(t)qkj(t).
Luego:
H ′(t) =
[
h′ij(t)
]
=
[
d
dt
n∑
k=1
pik(t)qkj(t)
]
=
[
n∑
k=1
d
dt
(pik(t)qkj(t))
]
=
[
n∑
k=1
(
p′ik(t)qkj(t) + pik(t)q
′
kj(t)
)]
=
[
n∑
k=1
p′ik(t)qkj(t) +
n∑
k=1
pik(t)q
′
kj(t)
]
=
[
n∑
k=1
cik(t)qkj(t) +
n∑
k=1
pik(t)dkj(t)
]
=
[
n∑
k=1
cik(t)qkj(t)
]
+
[
n∑
k=1
pik(t)dkj(t)
]
= C(t)Q(t) + P (t)D(t) = P ′(t)Q(t) + P (t)Q′(t)
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esto es [[PQ] (t)]′ = [P ′Q+ PQ′] (t), para todo t, luego [PQ]′ = P ′Q+ PQ′
Ejemplo 1.2. Si P (t) es no singular, entonces:(
P−1(t)
)′
= −P−1(t)P ′(t)P−1(t) (1.5)
Demostracio´n. Como P (t) es no singular, P (t)P−1(t) = In. Luego[
P (t)P−1(t)
]′
= [In]′
P ′(t)P−1(t) + P (t)
[
P−1(t)
]′
= 0
P (t)
[
P−1(t)
]′
= −P ′(t)P−1(t) [
P−1(t)
]′
= −P−1(t)P ′(t)P−1(t)

Esto es
(P−1)′ = −P−1P ′P−1
Definicio´n 1.3. La funcio´n matricial P (t) es una antiderivada de la funcio´n matricial
Q(t) en un intervalo I si
P ′(t) = Q(t), para todo t ∈ I (1.6)
Teorema 1.4 (Derivada Nula para Funciones Matriciales). Si P es una funcio´n matricial
tal que P ′(t) = 0 para toda t en un intervalo I, la funcio´n matricial P es constante en
I.
Demostracio´n. Como P ′(t) = 0 para toda t en I. Entonces p′ij(t) = 0 para toda t en
I y para todo ij. Luego por el teorema de la derivada nula para funciones reales, pij(t) es
constante en I, para todo ij, esto es
pij(t) = cij
Por lo tanto
P (t) = [pij(t)] = [cij ] = C

Teorema 1.5. Si P y Q son dos funciones matriciales definidas en el intervalo I,
tales que
P ′(t) = Q′(t) para toda t ∈ I,
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entonces existe una matriz constante C tal que
P (t) = Q(t) + C para toda t ∈ I
Demostracio´n. Sea la funcio´n matricial H definida en I por
H(t) = P (t)−Q(t) luego H ′(t) = P ′(t)−Q′(t) = 0 para toda t ∈ I
H ′(t) = 0 para toda t ∈ I
H(t) = C (por el Teorema 1.4)
P (t)−Q(t) = C para toda t ∈ I
P (t) = Q(t) + C para toda t ∈ I

1. Teorema Fundamental del Ca´lculo para Funciones Matriciales
Teorema 1.6 (Primer Teorema Fundamental del Ca´lculo). Sea P una funcio´n matricial
continua sobre [a, b] y t ∈ [a, b] cualquiera. Si
A(t) =
∫ t
a
P (s)ds entonces A′(t) = P (t) (1.7)
Demostracio´n. Sean A(t) = [aij(t)] , P (t) = [pij(t)].
Luego
A(t) =
∫ t
a
P (s)ds =
[∫ t
a
pij(s)ds
]
As´ı
aij(t) =
∫ t
a
pij(s)ds (1.8)

Ahora como P es continua en [a, b], entonces cada pij es continua en [a, b], luego por
el primer teorema fundamental del ca´lculo para funciones reales (ver [17]) y (1.8)) se sigue
que
a′ij(t) = pij(t) para cada i, j y cada t ∈ [a, b]
esto es
A′(t) = P (t)
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Teorema 1.7 (Segundo Teorema Fundamental del Ca´lculo). Sean P una funcio´n
matricial continua en [a, b] y A una funcio´n matricial tal que
A′(t) = P (t) para todo t ∈ [a, b],
entonces
∫ b
a
P (t)dt = A(b)− A(a) (1.9)
Demostracio´n. Sean A(t) = [aij(t)], P (t) = [pij(t)]. Como A
′(t) = P (t) para todo
t ∈ [a, b], entonces
a′ij(t) = pij(t) para cada t ∈ [a, b]
Como P es continua en [a, b], por el teorema fundamental del ca´lculo para funciones reales
(ver [17]) tenemos que ∫ b
a
pij(t)dt = aij(b)− aij(a) para cada i, j
Luego∫ b
a
P (t)dt =
[∫ b
a
pij(t)dt
]
= [aij(b)− aij(a)] = [aij(b)]− [aij(a)] = A(b)− A(a)
Esto es ∫ b
a
P (t)dt = A(b)− A(a).

Observacio´n 1.8.∫
P (t)dt =
[∫
pij(t)dt+ cij
]
= [aij(t) + cij] = [aij(t)] + [cij ] = A(t) + C,
de donde
A′(t) = P (t)
Ejemplo 1.9. Para una funcio´n matricial P (t),
∫ a
a
P (t)dt = 0.
En efecto, ∫ a
a
P (t)dt =
[∫ a
a
pij(t)dt =
]
= [0] = 0
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2. Formula de Integracio´n por Partes para Funciones Matriciales
Sean P (t) y Q(t) funciones matriciales, entonces
∫
P (t)Q′(t)dt = P (t)Q(t)−
∫
Q(t)P ′(t)dt (1.10)
En efecto
d
dt
[P (t)Q(t)] = P ′(t)Q(t) + P (t)Q′(t), luego P (t)Q′(t) =
d
dt
[P (t)Q(t)]− P ′(t)Q(t)
Integrando a ambos lados de la igualdad anterior respecto a t se tiene que∫
P (t)Q(t)′dt = [P (t)Q(t)]−
∫
Q(t)P ′(t)dt (1.11)
Cap´ıtulo 2
Normas Matriciales y Convergencia
En este cap´ıtulo estudiaremos lo referente a las normas matriciales y las series de matrices.
El concepto de norma matricial es de gran utilidad para el estudio de las series de matrices,
dado que un criterio de convergencia de una serie de matrices se establece en funcio´n de la
norma de una matriz. Motivo por el cual este cap´ıtulo prepara la teor´ıa necesaria para el
estudio de las funciones de matrices que desarrollaremos en los cap´ıtulos siguientes.
1. Normas Matriciales
Definicio´n 2.1 (Norma Matricial). Una funcio´n ‖ · ‖ : Cn×n → R es llamada una
norma matricial si para todo A,B ∈ Cn×n, se satisfacen las siguientes condiciones
N1. ‖A‖ ≥ 0
N2. ‖A‖ = 0⇐⇒ A = 0
N3. ‖αA‖ = |α|‖A‖, para cualquier α ∈ C
N4. ‖A+B‖ ≤ ‖A‖+ ‖B‖
N5. ‖AB‖ ≤ ‖A‖‖B‖
Definicio´n 2.2 (Normas Equivalentes). Sean ‖ · ‖∗ y ‖ · ‖0 dos normas en Cn×n,
se dice que ‖ · ‖∗ y ‖ · ‖0 son equivalentes, si para cualquier matriz A ∈ Cn×n existen
constantes a, b > 0 tales que
a‖A‖∗ ≤ ‖A‖0 ≤ b‖A‖∗ (2.1)
Para la prueba de que todas las normas en Cn×n, son equivalentes haremos uso del siguiente
resultado.
Lema 2.3. Si ‖ · ‖ es una norma matricial y {A1, A2, . . . , An} es una base para Cn×n,
entonces dado un conjunto de escalares no todos nulos {β1, β2, . . . , βn} existe una constante
positiva k tal que
‖β1A1 + β2A2 + . . .+ βnAn‖ ≥ k (2.2)
Teorema 2.4. Todas las normas en Cn×n son equivalentes.
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Demostracio´n. Sean {A1, A2, . . . , An} una base para Cn×n y ‖ · ‖∗, ‖ · ‖0 normas
matriciales cualesquiera en Cn×n.
Ahora si A ∈ Cn×n, es no nula (para A = 0 el resultado es inmediato), existen es-
calares α1, α2, α3, . . . , αn no todos nulos tales que A = α1A1 + α2A2, . . . , αnAn. Sea
λ =
n∑
j=1
|αj| y tomemos βi = αi
λ
. Luego por el lema 2.3 existe una constante positiva k
tal que ‖β1A1 + β2A2 + . . .+ βnAn‖∗ = 1
λ
‖α1A1 + α2A2 + . . .+ αnAn‖∗ > k, de donde se
sigue que ‖A‖∗ > kλ = k
n∑
j=1
|αj |, esto es:
n∑
j=1
|αj| < c‖A‖∗ donde c = 1
k
(2.3)
Adema´s ‖A‖0 = ‖α1A1 + α2A2, . . . , αnAn‖0. Sea m = ma´x
1≤i≤n
{‖A1‖0, ‖A2‖0, . . . , ‖An‖0}.
As´ı que
‖A‖0 ≤ |α1|‖A1‖0 + |α2|‖A2‖0 + . . .+ |αn|‖An‖0
≤ |α1|m+ |α2|m+ . . .+ |αn|m
= m (|α1|+ |α2|+ . . .+ |αn|) = m
n∑
j=1
|αj|
es decir
‖A‖0 ≤ m
n∑
j=1
|αj| (2.4)
De (2.3) y (2.4) se sigue que
‖A‖0 ≤ b‖A‖∗ donde b = cm.
De igual forma se prueba que existe una constante positiva a tal que:
a‖A‖∗ ≤ ‖A‖0
Finalmente se tiene que
a‖A‖∗ ≤ ‖A‖0 ≤ b‖A‖∗
y as´ı tiene que ‖ · ‖∗ y ‖ · ‖0 son equivalentes. Como ‖ · ‖∗ y ‖ · ‖0 son arbitrarias,
entonces el resultado es va´lido para dos normas cualesquiera, y por lo tanto todas las normas
en Cn×n son equivalentes. 
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Este teorema es de vital importancia, pues garantiza que la convergencia o divergencia de
una serie de matrices, como veremos ma´s adelante, es independiente de la eleccio´n de la
norma.
Definicio´n 2.5 (Norma de una Matriz). Si A es una matriz de orden m×n de nu´meros
reales o complejos, la norma de A, designada por ‖A‖, se define [9] como el nu´mero no
negativo dado por la fo´rmula
‖A‖ =
m∑
i=1
n∑
j=1
|aij| (2.5)
Es decir, la norma de A es la suma de los valores absolutos de todos sus elementos. Algunas
veces se usan otras definiciones de la norma, pero hemos elegido esta por la facilidad con la
que podemos demostrar las propiedades de la norma.
En efecto
(i) Por la definicio´n 2.5, es claro que ‖A‖ ≥ 0 para toda matriz A.
(ii)
‖A‖ = 0 ⇐⇒
m∑
i=1
n∑
j=1
|aij | = 0⇐⇒ |aij| = 0. (∀i ∈ {1, 2, . . . , m} y ∀j ∈ {1, 2, . . . , n})
⇐⇒ aij = 0 (∀i ∈ {1, 2, . . . , m} y ∀j ∈ {1, 2, . . . , n})⇐⇒ A = 0
(iii)
‖αA‖ =
m∑
i=1
n∑
j=1
|αaij| =
m∑
i=1
n∑
j=1
|α||aij| = |α|
m∑
i=1
n∑
j=1
|aij | = |α|‖A‖
(iv)
‖A+B‖ =
m∑
i=1
n∑
j=1
|aij + bij | ≤
m∑
i=1
n∑
j=1
(|aij|+ |bij |) =
m∑
i=1
(
n∑
j=1
|aij|+
n∑
j=1
|bij |
)
=
m∑
i=1
n∑
j=1
|aij|+
m∑
i=1
n∑
j=1
|bij | = ‖A‖+ ‖B‖
(v) Sean A de orden m× n y B de orden n× p.
‖AB‖ =
m∑
i=1
p∑
j=1
∣∣∣ n∑
k=1
aikbkj
∣∣∣ ≤ m∑
i=1
p∑
j=1
n∑
k=1
|aikbkj | =
m∑
i=1
p∑
j=1
n∑
k=1
|aik||bkj|
=
m∑
i=1
n∑
k=1
|aik|
p∑
j=1
|bkj| ≤
m∑
i=1
n∑
k=1
|aik|‖B‖ = ‖A‖‖B‖
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Observacio´n 2.6. En el caso especial B = A la desigualdad para ‖AB‖, se convierte
en ‖A2‖ ≤ ‖A‖2. Por induccio´n tenemos que
‖Ak‖ ≤ ‖A‖k para k = 1, 2, . . . (2.6)
Estas desigualdades se usara´n en la discusio´n de la exponencial de una matriz.
Ejemplo 2.7. Para A =
(
1 −2
3 5
)
, ‖A‖ =
2∑
i=1
2∑
j=1
|aij| = |1|+ | − 2|+ |3|+ |5| = 11
Ejemplo 2.8. Vemos que segu´n (2.5) , ‖In‖ = n.
En efecto
sea In = (δij), donde
δij =


1, i = j
i, j ∈ {1, 2, . . . , n}
0, i 6= j
Luego ‖In‖ =
n∑
i=1
n∑
j=1
|δij | =
n∑
i=1
|δii| =
n∑
i=1
1 = n
Ejemplo 2.9. Si ‖ · ‖ una norma matricial en Cn×n, y si S ∈ Cn×n es invertible,
entonces
‖A‖S = ‖S−1AS‖ (2.7)
es una norma matricial.
Demostracio´n. Sean A,B ∈ Cn×n y ‖ · ‖∗ una norma matricial inCn×n
(i) ‖A‖S = ‖S−1AS‖ ≥ 0, dado que ‖ · ‖ es una norma matricial en Cn×n.
(ii)
‖A‖S = 0 ⇔ ‖S−1AS‖ = 0
⇔ S−1AS = 0
⇔ SS−1ASS−1 = 0
⇔ InAIn = 0⇔ A = 0
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(iii)
‖αA‖S = ‖S−1(αA)S‖ = ‖α(S−1AS)‖
= |α|‖S−1AS
= |α|‖A‖S
(iv)
‖A+B‖S = ‖S−1(A+B)S‖ = ‖S−1AS + S−1BS‖
≤ ‖S−1AS‖+ ‖S−1BS
= ‖A‖S + ‖B‖S
(v)
‖AB‖S = ‖S−1(AB)S‖ = ‖(S−1AS)(S−1BS)‖
≤ ‖S−1AS‖‖S−1BS‖
= ‖A‖S‖B‖S

Ejemplo 2.10. Si una funcio´n matricial P es integrable en un intervalo [a, b], entonces∥∥∥∥∥
∫ b
a
P (t)dt
∥∥∥∥∥ ≤
∫ b
a
‖P (t)‖dt (2.8)
Demostracio´n. Sea P (t) = [pij(t)], entonces ‖P (t)‖ =
m∑
i=1
n∑
j=1
|pij(t)|.
Luego ∫ b
a
P (t)dt =
[∫ b
a
pij(t)dt
]
por lo tanto ∥∥∥∥∥
∫ b
a
P (t)dt
∥∥∥∥∥ =
m∑
i=1
n∑
j=1
∣∣∣∣∣
∫ b
a
pij(t)dt
∣∣∣∣∣
≤
m∑
i=1
n∑
j=1
∫ b
a
|pij(t)|dt
=
∫ b
a
(
m∑
i=1
n∑
j=1
|pij(t)|
)
dt
=
∫ b
a
‖P (t)‖dt
2. NORMA MATRICIALES INDUCIDAS POR UNA NORMA VECTORIAL 16
As´ı ∥∥∥∥∥
∫ b
a
P (t)dt
∥∥∥∥∥ ≤
∫ b
a
‖P (t)‖dt

2. Norma Matriciales Inducidas por una Norma Vectorial
Es usual que la norma matricial este´ ı´ntimamente ligada a una norma vectorial.
En esta seccio´n mostraremos el procedimiento para construir una norma matricial sobre
Cn×n compatible con una norma vectorial dada sobre Cn.
Para esto comencemos definiendo lo que es una norma vectorial.
Definicio´n 2.11 (Norma Vectorial). Sea V un espacio vectorial sobre C. Una norma
vectorial en V es una funcio´n ‖ · ‖ definida de V al conjunto de los nu´meros reales no
negativos tal que para todo x, b ∈ V , satisface las siguientes propiedades:
1). ‖x‖ ≥ 0
2). ‖x‖ = 0⇐⇒ x = 0
3). ‖λx‖ = |λ|‖x‖
4). ‖x+ y‖ ≤ ‖x‖+ ‖y‖
La norma de un vector x se puede considerar como la longitud o magnitud del vector x. El
concepto de norma generaliza la nocio´n de valor absoluto de un nu´mero real o complejo.
Es inmediato verificar usando la propiedad (4) de la definicio´n 2.11 que:
∣∣∣‖x‖ − ‖y‖∣∣∣ ≤ ‖x− y‖ (2.9)
Se pueden definir una infinidad de normas sobre Cn.
Las siguientes son algunas de las normas de uso ma´s frecuente en Cn.
Ejemplo 2.12. La norma Euclidiana (o norma 2) se define por
‖x‖2 =
(
n∑
i=1
|xi|2
)1/2
, x =


x1
x2
...
xn

 ∈ Cn (2.10)
Veamos que ‖x‖2 es una norma
• Es claro que ‖x‖2 ≥ 0, dado que |xi| ≥ 0 ∀i ∈ {1, 2, ·, n}.
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•
‖x‖2 = 0 ⇐⇒
(
n∑
i=1
|xi|2
)1/2
= 0⇐⇒
n∑
i=1
|xi|2 = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ |xi|2 = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ |xi| = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ xi = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ x = 0
• ‖αx‖2 =
(
n∑
i=1
|αxi|2
)1/2
=
(
n∑
i=1
|α|2|xi|2
)1/2
= |α|
(
n∑
i=1
|xi|2
)1/2
= |α|‖x‖2
• ‖x+ y‖2 =
(
n∑
i=1
|xi + yi|2
)1/2
≤
(
n∑
i=1
|xi|2
)1/2
+
(
n∑
i=1
|yi|2
)1/2
= ‖x‖2 + ‖y‖2 Lo
cual prueba que ‖ · ‖2 es una norma sobre Cn. El u´ltimo resultado es un caso
particular es la conocida desigualdad de Minkowski [16], la cual establece que
para p ≥ 1,(
n∑
i=1
|xi + yi|p
)1/p
≤
(
n∑
i=1
|xi|p
)1/p
+
(
n∑
i=1
|yi|p
)1/p
(2.11)
Ejemplo 2.13. La norma Suma (o norma 1) definida por:
‖x‖1 =
n∑
i=1
|xi|, x =


x1
x2
...
xn

 ∈ Cn (2.12)
Veamos que ‖ · ‖1 una norma.
• Es claro que ‖x‖1 ≥ 0, dado que |xi| ≥ 0 ∀i ∈ {1, 2, ·, n}.
•
‖x‖1 = 0 ⇐⇒
n∑
i=1
|xi| = 0⇐⇒ |xi| = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ xi = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ x = 0
• ‖αx‖1 =
n∑
i=1
|αxi| =
n∑
i=1
|α||xi| = |α|
n∑
i=1
|xi| = |α|‖x‖1
• ‖x+ y‖1 =
n∑
i=1
|xi + yi| ≤
n∑
i=1
(|xi|+ |yi|) =
n∑
i=1
|xi|+
n∑
i=1
|yi| = ‖x‖1 + ‖y‖1
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Ejemplo 2.14. La norma p, definida por:
‖x‖p =
(
n∑
i=1
|xi|p
)1/p
, p ∈ R, p ≥ 1, x =


x1
x2
...
xn

 ∈ Cn (2.13)
Note que ‖ · ‖1 y ‖ · ‖2 son casos particulares de ‖ · ‖p.
Veamos que ‖ · ‖p es en efecto una norma.
• Es claro que ‖x‖p ≥ 0, dado que |xi| ≥ 0 ∀i ∈ {1, 2, ·, n}.
•
‖x‖p = 0 ⇐⇒
(
n∑
i=1
|xi|p
)1/p
= 0⇐⇒
n∑
i=1
|xi|p = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ |xi|p = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ |xi| = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ xi = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ x = 0
•
‖αx‖p =
(
n∑
i=1
|αxi|p
)1/p
=
(
n∑
i=1
|α|p|xi|p
)1/p
=
(
|α|p
n∑
i=1
|xi|p
)1/p
= |α|
(
n∑
i=1
|xi|p
)1/p
= |α|‖x‖p
• ‖x+ y‖p =
(
n∑
i=1
|xi + yi|p
)1/p
≤
(
n∑
i=1
|xi|p
)1/p
+
(
n∑
i=1
|yi|p
)1/p
= ‖x‖p + ‖y‖p,
por (2.11).
Ejemplo 2.15. La norma ma´xima (o norma ∞) o norma de Chebyschev, definida por
‖x‖∞ = ma´x
1≤i≤n
|xi| (2.14)
Se puede probar que
‖x‖∞ = l´ım
p→∞
‖x‖p (2.15)
Veamos que ‖ · ‖∞ es una norma.
Demostracio´n. • Es claro que ‖x‖∞ ≥ 0, dado que |xi| ≥ 0 ∀i ∈ {1, 2, ·, n}.
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•
‖x‖∞ = 0 ⇐⇒ ma´x
1≤i≤n
|xi| = 0⇐⇒ |xi| = 0, ∀i ∈ {1, 2, . . . , n}
⇐⇒ xi = 0, ∀i ∈ {1, 2, . . . , n} ⇐⇒ x = 0
•
‖αx‖∞ = ma´x
1≤i≤n
|αxi| = ma´x
1≤i≤n
|α||αxi| = |α| ma´x
1≤i≤n
| xi| = ||‖x‖∞
•
‖x+ y‖∞ = ma´x
1≤i≤n
|xi + yi| ≤ ma´x
1≤i≤n
(|xi|+ |yi|)
=
(
ma´x
1≤i≤n
|xi|
)
+
(
ma´x
1≤i≤n
|yi|
)
= ‖x‖∞ + ‖y‖∞
Lo cual prueba que ‖ · ‖∞ es una norma. 
Observacio´n 2.16. Note que ‖ · ‖1, ‖ · ‖2 y ‖ · ‖∞ satisfacen la siguiente relacio´n
‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1, para todo x ∈ Cn (2.16)
En efecto
Sea x =


x1
x2
...
xn

.
Supongamos que el ma´x
1≤i≤n
|xi| ocurre en i = k, esto es |xk| = ma´x
1≤i≤n
|xi| = ‖x‖∞.
Ahora |xk|2 ≤ |x1|2 + |x2|2 + . . .+ |xn|2 =
n∑
i=1
|xi|2, esto es |xk| ≤
n∑
i=1
|xi|2,
de donde |xk|2 ≤
(
n∑
i=1
|xi|2
)1/2
, es decir
‖x‖∞ ≤ ‖x‖2 (2.17)
Veamos ahora que ‖x‖2 ≤ ‖x‖1 En efecto, para esto debemos probar que
n∑
i=1
|xi|2 ≤
(
n∑
i=1
|xi|
)2
(2.18)
Miremos la prueba por induccio´n matema´tica.
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• Para n = 1, el resultado es claro.
• Supongamos que el enunciado es va´lido para n y veamos que se cumple para n+ 1.
En efecto
n+1∑
i=1
|xi|2 =
n∑
i=1
|xi|2 + |xn+1|2 ≤
(
n∑
i=1
|xi|
)2
+ |xn+1|2
≤
(
n∑
i=1
|xi|
)2
+ 2
(
n∑
i=1
|xi|
)
|xn+1|+ |xn+1|2
=
(
n∑
i=1
|xi|+ |xn+1|
)2
=
(
n+1∑
i=1
|xi|
)2
esto es
n+1∑
i=1
|xi|2 ≤
(
n+1∑
i=1
|xi|
)2
lo cual prueba que el enunciado es va´lido para n+ 1 y por lo tanto se cumple para
todo n ∈ N, de donde se sigue la valides de (2.18).
Ahora, como
n∑
i=1
|xi|2 ≤
(
n∑
i=1
|xi|
)2
, entonces
(
n∑
i=1
|xi|2
)1/2
≤
n∑
i=1
|xi|, es decir ‖x‖2 ≤ ‖x‖1 (2.19)
Luego de (2.17) y (2.19) se sigue que
‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1
Tambie´n se puede probar que para cualquier x ∈ Cn,
1√
n
‖x‖2 ≤ ‖x‖∞ ≤ ‖x‖2, ‖x‖2 ≤ ‖x‖1 ≤
√
n‖x‖2, 1
n
‖x‖1 ≤ ‖x‖∞ ≤ ‖x‖1 (2.20)
Definicio´n 2.17 (Normas Equivalentes). Dos normas N1 y N2 sobre C
n se dicen
equivalentes si existen constantes c1, c2 > 0 tales que
∀ x ∈ Cn : c1N1(x) ≤ N2(x) ≤ c2N1(x) (2.21)
Las desigualdades en (2.20) nos dicen que las normas ‖ ·‖1, ‖ ·‖2 y ‖ ·‖∞ son equivalente.
Ma´s au´n se puede probar que cualquiera de dos normas en Cn son equivalentes [ver [8]].
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Ejemplo 2.18. Sea x =


1
2
3
0

, calculemos ‖x‖1, ‖x‖2 y ‖x‖∞.
En efecto: ‖x‖2 =
(∑4
i=1 |xi|2
)1/2
‖x‖2 =
(
4∑
i=1
|xi|2
)1/2
=
(|x1|2 + |x2|2 + |x3|2 + |x4|2)1/2
‖x‖2 = (1 + 4 + 9 + 0)1/2 =
√
14
‖x‖1 =
4∑
i=1
|xi| = |x1|+ |x2|+ |x3|+ |x4| = 1 + 2 + 3 + 0 = 6
‖x‖∞ = ma´x
1≤i≤4
|xi| = ma´x {|x1|, |x2|, |x3|, |x4|} = ma´x {1, 2, 3, 0} = 3
Ejemplo 2.19. Otro ejemplo de norma en Cn viene dado por:
‖x‖ =
n∑
i=1
2−i|xi| con x =


x1
x2
...
xn

 (2.22)
Veamos que (2.22) es en efecto una norma.
• Claramente ‖x‖ ≥ 0, dado que 2−i|xi| ≥ 0 ∀i ∈ {1, 2, . . . , n}
•
‖x‖ = 0 ⇐⇒
n∑
i=1
2−i|xi| = 0⇐⇒ 2−i|xi| = 0⇐⇒ |xi| = 0 ∀i ∈ {1, 2, . . . , n}
⇐⇒ xi = 0 ∀i ∈ {1, 2, . . . , n} ⇐⇒ x = 0
• ‖αx‖ =
n∑
i=1
2−i|αxi| =
n∑
i=1
2−i|α||xi| = |α|
n∑
i=1
2−i|xi| = |α|‖x‖
•
‖x+ y‖ =
n∑
i=1
2−i|xi + yi| ≤
n∑
i=1
2−i (|xi|+ |yi|)
=
n∑
i=1
2−i|xi|+
n∑
i=1
2−i|yi| = ‖x‖ + ‖y‖
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Lo cual prueba que (2.22) es una norma en Cn.
Definicio´n 2.20 (Norma Matricial Inducida (subordinada) por una Norma Vectorial).
Si se ha especificado una norma vectorial ‖ · ‖ sobre Cn y A ∈ Cn×n su norma matricial
subordinada se define [16]como
‖A‖ = ma´x
‖x‖=1
‖Ax‖, x ∈ Cn (2.23)
Esta tambie´n se conoce como la norma matricial asociada con la norma vectorial dada.
Teorema 2.21. si ‖ · ‖ es cualquier norma sobre Cn, entonces la ecuacio´n (2.23)
define una norma matricial sobre el espacio lineal de todas las matrices de orden n× n.
Demostracio´n. Veamos que se satisface los axiomas correspondientes a la definicio´n
2.1. En efecto:
• ‖A‖ ≥ 0.
sea x0 ∈ Cn, como ‖x0‖ = 1 y A ∈ Cn×n.
Luego Ax0 ∈ Cn y as´ı ‖A‖ = ma´x‖x‖=1 ‖Ax‖ ≥ ‖Ax0‖ ≥ 0.
• ‖A‖ = 0⇐⇒ A = 0.
note que A = 0⇒ ‖A‖ = ma´x
‖x‖=1
‖Ax‖ = 0, dado que ‖Ax‖ = 0 ∀ x ∈ Cn.
As´ı mismo ‖A‖ = 0⇒ ma´x
‖x‖=1
‖Ax‖ = 0⇒ ‖Ax‖ = 0 ∀ x ∈ Cn, ‖x‖ = 1.
⇒ Acj = 0, ∀j ∈ {1, 2, . . . , n} , cj =


0
...
1
...
0


⇒ Aj =


a1j
a2j
...
anj

 = 0, ∀j ∈ {1, 2, . . . , n} ⇒ A = 0; dado que cada columna de A es nula
de lo anterior ‖A‖ = 0⇒ A = 0, de lo cual se sigue que ‖A‖ = 0⇐⇒ A = 0.
• ‖αA‖ = |α|‖A‖.
‖αA‖ = ma´x
‖x‖=1
‖(αA)x‖ = ma´x
‖x‖=1
|α|‖Ax‖ = |α| ma´x
‖x‖=1
‖Ax‖ = |α|‖A‖
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• ‖A+B‖ ≤ ‖A‖+ ‖B‖
‖A+B‖ = ma´x
‖x‖=1
‖(A+B)x‖ = ma´x
‖x‖=1
‖Ax+Bx‖ ≤ ma´x
‖x‖=1
(‖Ax‖+ ‖Bx‖)
≤ ma´x
‖x‖=1
‖Ax‖+ ma´x
‖x‖=1
‖Bx‖ = ‖A‖+ ‖B‖
• ‖AB‖ ≤ ‖A‖‖B‖.
Veamos inicialmente que
‖Ax‖ ≤ ‖A‖‖x‖, ∀ x ∈ Cn (2.24)
En efecto: Para x = 0, el resultado es obvio.
Ahora, para x 6= 0, sea v = x‖x‖ , as´ı ‖v‖ = 1.
Por lo tanto de la definicio´n 2.20, se sigue que:
‖A‖ = ma´x
‖x‖=1
‖Ax‖ ≥ ‖Av‖ =
∥∥∥A x‖x‖
∥∥∥ = ‖Ax‖‖x‖
esto es ‖A‖ ≥ ‖Ax‖‖x‖ , de donde ‖A‖‖x‖ ≥ ‖Ax‖, es decir ‖Ax‖ ≤ ‖A‖‖x‖ lo
cual prueba (2.24).
Luego
‖AB‖ = ma´x
‖x‖=1
‖(AB)‖ = ma´x
‖x‖=1
‖A(Bx)‖ ≤ ma´x
‖x‖=1
‖A‖‖Bx‖
≤ ‖A‖ ma´x
‖x‖=1
‖Bx‖ = ‖A‖‖B‖
as´ı ‖AB‖ ≤ ‖A‖‖B‖

De lo anterior se sigue que (2.23) define una norma matricial sobre Cn N˙o´tese que
‖In‖ = ma´x
‖x‖=1
‖Inx‖ = ma´x
‖x‖=1
‖x‖ = 1
as´ı que para toda norma matricial subordinada se tiene que
‖In‖ = 1 y ‖Ax‖ ≤ ‖A‖‖x‖ ∀ x ∈ Cn.
En general si ‖ · ‖ es una norma matricial cualquiera sobre Cn×n, se cumple que:
‖In‖ ≥ 1 (2.25)
‖A−1‖ ≥ 1‖A‖ , para A invertible (2.26)
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estos resultados se pueden verificar fa´cilmente.
En efecto
‖In‖ = ‖In · In‖ ≤ ‖In‖‖In‖ ⇒ ‖In‖ ≤ ‖In‖‖In‖ ⇒ ‖In‖ ≥ 1
dado que In 6= 0, ‖In‖ > 0.
Luego: para A invertible,
1 ≤ ‖In‖ = ‖AA−1‖ ≤ ‖A‖‖A−1‖
esto es ‖A‖‖A−1‖ ≥ 1, de donde ‖A−1‖ ≥ 1‖A‖
Veamos ahora como se definen explicitamente las normas matriciales inducidas por las nor-
mas vectoriales ‖ · ‖1y ‖ · ‖∞.
Ejemplo 2.22. Sea ‖ · ‖1 la norma matricial inducida por la norma vectorial ‖ · ‖1.
Por definicio´n 2.20,
‖A‖1 = ma´x
‖x‖=1
‖Ax‖1
Mostremos que si A = [aij], entonces
‖A‖1 = ma´x
1≤j≤n
n∑
i=1
|aij| (2.27)
En efecto: si x = [x1, x2, . . . , xn]
T ∈ Cn, entonces
‖Ax‖1 =
n∑
i=1
∣∣∣∣∣
n∑
j=1
aijxj
∣∣∣∣∣ ≤
n∑
i=1
n∑
j=1
|aij||xj| =
n∑
j=1
|xj|
n∑
i=1
|aij |
≤
(
n∑
j=1
|xj|
)(
ma´x
1≤j≤n
n∑
i=1
|aij|
)
= ‖x‖1
(
ma´x
1≤j≤n
n∑
i=1
|aij|
)
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esto es ‖Ax‖1 ≤ ‖x‖1
(
ma´x
1≤j≤n
n∑
i=1
|aij|
)
, ∀x ∈ Cn, de donde
‖Ax‖1 ≤
(
ma´x
1≤j≤n
n∑
i=1
|aij |
)
, con ‖x‖1 = 1
As´ı que:
‖A‖1 ≤
(
ma´x
1≤j≤n
n∑
i=1
|aij|
)
(2.28)
Supongamos ahora que el ma´x
1≤j≤n
n∑
i=1
|aij | ocurre para i = k, k ∈ {1, 2, . . . , n}, esto es
ma´x
1≤j≤n
n∑
i=1
|aij| =
n∑
i=1
|aik|
y tomemos x0 = ek = [0 . . . 1 . . . 0]
T , entonces ‖x0‖1 = 1.
Luego ‖Ax0‖1 =
n∑
i=1
|aik| = ma´x
1≤j≤n
n∑
i=1
|aij|.
As´ı que
‖A‖1 = ma´x
‖x‖=1
‖Ax‖1 ≥ ‖Ax0‖1
Es decir
‖A‖1 ≥ ma´x
1≤j≤n
n∑
i=1
|aij| (2.29)
As´ı de (2.28) y (2.45) se sigue que
‖A‖1 = ma´x
1≤j≤n
n∑
i=1
|aij|
Esta norma ‖ · ‖1 tambie´n es llamada norma ma´xima suma de las columnas o simplemente
norma columna.
Por ejemplo, para la matriz A =

 0 1 −12 1 3
−5 2 1

,
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‖A‖1 = ma´x
1≤j≤3
3∑
i=1
|aij| = ma´x
{
3∑
i=1
|ai1|,
3∑
i=1
|ai2|,
3∑
i=1
|ai3|
}
= ma´x {|a11|+ |a21|+ |a31|, |a12|+ |a22|+ |a32|, |a13|+ |a23|+ |a33|}
= ma´x {|0|+ |2|+ | − 5|, |1|+ |1|+ |2|, | − 1|+ |3|+ |1|}
= ma´x {7, 4, 5} = 7
Ejemplo 2.23. Sea ‖ · ‖∞ la norma matricial inducida por la norma vectorial ‖ · ‖∞.
Por definicio´n 2.20,
‖A‖∞ = ma´x
‖x‖=1
‖Ax‖∞
Mostremos que si A = [aij], entonces
‖A‖∞ = ma´x
1≤i≤n
n∑
j=1
|aij | (2.30)
En efecto, si x = [x1, x2, . . . , xn]
T ∈ Cn, entonces
‖Ax‖∞ = ma´x
1≤i≤n
∣∣∣∣∣
n∑
j=1
aijxj
∣∣∣∣∣ ≤ ma´x1≤i≤n
n∑
j=1
|aij||xj | ≤ ma´x
1≤i≤n
n∑
j=1
[
|aij| ma´x
1≤k≤n
|xk|
]
≤
(
ma´x
1≤i≤n
n∑
j=1
|aij |
)
‖x‖∞
esto es ‖Ax‖∞ ≤
(
ma´x
1≤i≤n
n∑
j=1
|aij|
)
‖x‖∞, ∀x ∈ Cn, de donde
‖Ax‖∞ ≤
(
ma´x
1≤i≤n
n∑
j=1
|aij|
)
, con ‖x‖∞ = 1
As´ı que:
‖A‖∞ ≤
(
ma´x
1≤i≤n
n∑
j=1
|aij |
)
(2.31)
Veamos ahora que
(
ma´x
1≤i≤n
n∑
j=1
|aij |
)
≤ ‖A‖∞ (2.32)
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En efecto: note que para cada i ∈ {1, 2, . . . , n} existe el vector xi = [xi1, . . . xij, . . . xin]T ∈ Cn,
donde
xij =


aij
|aij |
, aij 6= 0
1 aij = 0
tal que ‖xi‖∞ = 1 y aijxij = |aij|.
Luego
‖A‖∞ = ma´x
‖x‖∞=1
‖Ax‖∞ ≥ ‖Axi‖∞ = ma´x
1≤i≤n
∣∣∣∣∣
n∑
j=1
aijx
i
j
∣∣∣∣∣
= ma´x
1≤i≤n
∣∣∣∣∣
n∑
j=1
|aij|
∣∣∣∣∣ = ma´x1≤i≤n
n∑
j=1
|aij |
es decir ma´x1≤i≤n
∑n
j=1 |aij| ≤ ‖A‖∞.
lo cual prueba (2.32).
Por lo tanto de (2.31) y (2.32) se sigue
‖A‖∞ = ma´x
1≤i≤n
n∑
j=1
|aij |
Esta norma ‖ · ‖∞ tambie´n es llamada norma ma´xima suma de las filas o simplemente
norma fila.
Por ejemplo, para la matriz A =

 0 1 −12 1 3
−5 2 1

,
‖A‖∞ = ma´x
1≤i≤3
3∑
j=1
|aij | = ma´x
{
3∑
j=1
|a1j|,
3∑
j=1
|a2j |,
3∑
j=1
|a3j |
}
= ma´x {|a11|+ |a12|+ |a13|, |a21|+ |a22|+ |a23|, |a31|+ |a32|+ |a33|}
= ma´x {|0|+ |1|+ | − 1|, |2|+ |1|+ |3|, | − 5|+ |2|+ |1|}
= ma´x {2, 6, 8} = 8
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A diferencia de las normas matriciales ‖ · ‖1 y ‖ · ‖∞, para la norma ‖ · ‖2 no se dispone
de una fo´rmula como (2.27) o (2.30) que exprese de manera sencilla ‖A‖2 en te´rminos
de las componentes de la matriz A. Para ‖ · ‖2 se tiene que ‖A‖22 es el ma´ximo de los
valores propios de AHA [16], es decir, ‖A‖2 = ma´x
{√
λ/λ es un valor propio de AHA
}
,
la norma matricial ‖ · ‖2 se conoce como norma espectral.
Definicio´n 2.24 (Nu´mero de Condicio´n de una Matriz). Para una matriz A ∈ Cn×n
invertible, el nu´mero de condicio´n de A notado K(A), se define por
K(A) = ‖A‖‖A−1‖ (2.33)
Su valor depende de la norma seleccionada y tiene sus aplicaciones en ana´lisis nume´rico [12].
Propiedades del nu´mero de condicio´n de una matriz.
• Para A ∈ Cn×n, invertible
K(A) ≥ 1 (2.34)
En efecto: 1 = ‖In‖ = ‖AA−1‖ ≤ ‖A‖‖A−1‖ esto es K(A) = ‖A‖‖A−1‖ ≥ 1.
• Para A ∈ Cn×n, λ 6= 0, A, invertible
K(λA) = K(A) (2.35)
En efecto:
K(λA) = ‖λA‖‖ (λA)−1 ‖ = |λ|‖A‖‖1
λ
A−1‖ = |λ|‖A‖ 1|λ|‖A
−1‖
= ‖A‖‖A−1 = K(A)
• Para A,B ∈ Cn×n, invertible
K(AB) ≤ K(A)K(B) (2.36)
En efecto:
K(AB) = ‖AB‖‖ (AB)−1 ‖ = ‖AB‖‖B−1A−1‖ ≤ ‖A‖‖B‖‖B−1‖‖A−1‖
=
(‖A‖‖A−1‖) (‖B‖‖B−1‖) = K(A)K(B)
Ejemplo 2.25. Si A ∈ Cn×n tiene un punto fijo no trivial
(es decir, Ax = x, x 6= 0), entonces ‖A‖ ≥ 1.
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Demostracio´n. Sea x0 ∈ Cn, x0 6= 0 tal que Ax0 = x0.
Luego ‖Ax0‖ = ‖x0‖ ⇒ ‖x0‖ = ‖Ax0‖ ≤ ‖A‖‖x0‖ de donde ‖x0‖ ≤ ‖A‖‖x0‖ y
as´ı ‖A‖ ≥ 1 dado que ‖x0‖ > 0. 
3. Series de Matrices
El objetivo de esta seccio´n es introducir las series de matrices. El uso de normas nos permite
hablar de convergencia de sucesiones de vectores y por lo tanto de matrices.
El estudio de normas de matrices es necesario para definir de forma precisa series de potencias
de matrices.
Definicio´n 2.26. Sea {xk} una sucesio´n en Cn, x ∈ Cn y ‖ · ‖ una norma vectorial
en Cn.
Decimos que {xk} converge al l´ımite x (lo cual notamos l´ım
k→+∞
xk = x o xk → x cuando
k → +∞), si
(ε > 0) (∃m ∈ N) (k ≥ m =⇒ ‖xk − x‖ < ε) (2.37)
Se satisfacen las siguientes equivalencias
i).
l´ım
k→+∞
xk = x⇐⇒ l´ım
k→+∞
‖xk − x‖ = 0 (2.38)
ii).
l´ım
k→+∞
xk = x⇐⇒ l´ım
k→+∞
xj = xj (2.39)
Para cada j ∈ {1, 2, . . . , n}
La equivalencia dada por (2.39) dice que la nocio´n de convergencia definida por (2.37) cor-
responde a la idea natural de convergencia “componente a componente”.
Definicio´n 2.27. Sea {Ak}, Ak =
[
akij
]
, una sucesio´n de matrices en Cn×n y sea
A = [aij ] en C
n×n.
Decimos que {Ak} converge al l´ımite A y lo notamos l´ım
k→∞
Ak = A o tambie´n Ak −→ A
cuando k −→ +∞, si
l´ım
k→+∞
akij = aij, ∀i, j ∈ {1, 2, . . . , n} (2.40)
se cumple que para cualquier norma matricial ‖ · ‖ sobre Cn×n,
l´ım
k→+∞
Ak = A⇐⇒ l´ım
k→+∞
‖Ak − A‖ = 0 (2.41)
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Definicio´n 2.28. Sea A ∈ Cn×n. Si l´ım
k→+∞
Ak = 0, decimos que A es una matriz
convergente.
Teorema 2.29. Sea A ∈Mn×n(C). Si existe una norma matricial ‖·‖ tal que ‖A‖ < 1,
entonces A es convergente
Demostracio´n. Sea ‖ · ‖ una norma matricial tal que ‖A‖ < 1. Por (2.6) se tiene
que ‖Ak‖ ≤ ‖A‖k, y dado que ‖A‖ < 1, entonces ‖A‖k −→ 0, cuando k −→ +∞, esto
significa que ‖Ak‖ −→ 0 cuando k −→ ∞, esto es l´ım
k→+∞
‖Ak‖ = 0, lo cual equivale a
l´ım
k→∞
‖Ak − 0‖ = 0, de donde se sigue por (2.41) que l´ım
k→∞
Ak = 0. 
Definicio´n 2.30 (Serie Convergente de Matrices). Sea {Ak}∞k=1 una sucesio´n infinita
de matrices con elementos en Cn×n. Con esta sucesio´n se forma la sucesio´n de las sumas
parciales
Sk =
k∑
j=1
Aj, k ≥ 1 (2.42)
la serie de matrices
∞∑
j=1
Aj converge si la sucesio´n de sumas parciales converge.
Otra forma de ver la convergencia de una serie de matrices es la siguiente.
Designemos el elemento ij de Ak por a
k
ij si todas las m× n series
∞∑
k=1
akij (i = 1, 2, . . . , m ; j = 1, 2, . . . , n) (2.43)
Son convergente, decimos entonces que la serie de la matriz
∞∑
k=1
Ak es convergente, y su
suma esta´ definida como la matriz n×m cuyo elemento ij es la serie (2.43).
Un sencillo u´til criterio de convergencia de una serie de matrices puede darse en funcio´n de
la norma de una matriz.
El teorema que sigue nos da una u´til condicio´n suficiente para la convergencia de una serie
de matrices.
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Teorema 2.31 (Criterio de Convergencia para Series de Matrices). Si {Ak} es una
serie de matrices m×n tales que
∞∑
k=1
‖Ak‖∗ converge para alguna norma matricial ‖ · ‖∗,
entonces la serie matricial
∞∑
k=1
Ak tambie´n converge.
Demostracio´n. Sea ‖ · ‖∗ una norma matricial tal que
∞∑
k=1
‖Ak‖∗ converge, entonces
la serie
∞∑
k=1
‖Ak‖ tambie´n converge para la norma dada por (2.5) dado que todas las normas
en Cm×n son equivalentes.
Ahora, designemos el elemento ij de Ak por a
(k)
ij . Dado que |akij | ≤
m∑
i=1
n∑
j=1
|a(k)ij | = ‖Ak‖,
y como
∞∑
k=1
‖Ak‖ converge, entonces por criterio de comparacio´n directa cada una de las
series
∞∑
k=1
a
(k)
ij converge absolutamente, lo que a su vez implica que cada una de las series
∞∑
k=1
a
(k)
ij converge, por lo que la serie de matrices
∞∑
k=1
Ak es convergente. 
En particular, para matrices cuadradas la serie de potencia
∞∑
k=0
|ck|‖Ak‖ es convergente si
lo es la serie nume´rica
∞∑
k=0
|ck|‖A‖k.
En efecto: Designemos el elemento ij de Ak por a
(k)
ij , as´ı el elemento ij de ckA
k es cka
(k)
ij .
Luego
|ckakij| = |ck||akij| ≤ |ck|
m∑
i=1
n∑
j=1
|a(k)ij | = |ck|‖Ak‖ ≤ |ck|‖A‖k
esto es |ckakij | ≤ |ck|‖A‖k.
Como
∞∑
k=0
|ck|‖A‖k es convergente, entonces cada una de las series
∞∑
k=0
cka
k
ij converge
absolutamente y por lo tanto cada una de ellas es convergente, lo cual prueba que las serie
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de matrices
∞∑
k=0
ckA
k tambie´n converge.
De lo anterior se sigue que
∞∑
k=0
Ak es convergente si la serie
∞∑
k=0
‖A‖k es convergente.
Teorema 2.32 (Series de Neumann). Si A ∈ Cn×n y ‖A‖ < 1 para alguna norma
matricial, entonces In − A es invertible y
(In − A)−1 =
∞∑
k=0
Ak (2.44)
Adema´s ‖(In − A)−1‖ ≤ 1
1− ‖A‖
Demostracio´n. Sean A ∈ Cn×n y ‖ · ‖ una norma matricial tal que ‖A‖ < 1.
Como ‖A‖ < 1, entonces la serie
∞∑
k=0
‖A‖k es convergente y en consecuencia
∞∑
k=0
Ak
tambie´n converge.
Sea B =
∞∑
k=0
Ak, luego
(In − A)Sk = (In − A)
k∑
j=0
Aj = (I − A) (In + A+ A2 + . . .+ Ak) = In − Ak+1
Esto es (In − A)Sk = In − Ak+1, de lo cual
l´ım
k→+∞
(In − A)Sk = l´ım
k→+∞
In − Ak+1 (2.45)
Ahora como ‖A‖ < 1, entonces por el teorema 2.29A es convergente, es decir, l´ım
k→+∞
Ak+1 = 0
as´ı de (2.4) se sigue que (In − A)B = In, esto u´ltimo implica que In − A es invertible y
(In − A)−1 = B, lo cual prueba que (In −A)−1 =
∞∑
k=0
Ak.
Adema´s note que ‖(In −A)−1‖ =
∥∥∥∥∥
∞∑
k=0
Ak
∥∥∥∥∥ ≤
∞∑
k=0
‖A‖k = 1
1− ‖A‖ .
As´ı mismo por (2.44), ‖(In − A)−1‖ ≥ 1‖(1−A)‖ .
Como ‖(In − A)‖ ≤ ‖I‖+ ‖A‖, entonces 1‖(In − A)‖ ≥
1
‖In‖+ ‖A‖ .
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Ahora, si ‖ · ‖ es tal que ‖In‖ = 1, entonces 1‖(In − A)‖ ≥
1
1 + ‖A‖ , as´ı
1
1 + ‖A‖ ≤ ‖(In − A)
−1‖ ≤ 1
1− ‖A‖

Observacio´n 2.33. Una forma equivalente del teorema 2.31 es la siguiente:
Sea A ∈ Cn×n, si para alguna norma matricial se tiene que ‖In − A‖ < 1, entonces A es
invertible y
A−1 =
∞∑
k=0
(In − A)k (2.46)
Corolario 2.34. Si A ∈ Cn×n es invertible y B ∈ Cn×n es tal que
‖A− B‖ < 1‖A−1‖
Para alguna norma matricial, entonces B tambie´n es invertible.
Demostracio´n. Note que
B = A− (A−B) = A [In − A−1(A−B)] (2.47)
Probemos que la matriz In − A−1(A− B) es invertible
En efecto, dado que:
‖A−1(A− B)‖ ≤ ‖A−1‖‖(A−B)‖ < ‖A−1‖ · 1‖A−1‖ = 1,
es decir ‖A−1(A− B)‖ < 1, entonces por el teorema 2.32 se sigue que In−A−1(A−B) es
invertible, lo cual prueba que B es invertible por ser el producto de matrices invertibles. 
Teorema 2.35. Sea A,B ∈ Cn×n y ‖ · ‖ cualquier norma matricial sobre Cn×n tal
que ‖In − AB‖ < 1, entonces A y B son invertibles y adema´s
A−1 = B
∞∑
k=0
(In − AB)k y B−1 =
∞∑
k=0
(In − AB)kA
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Demostracio´n. Como ‖In − AB‖ < 1, la observacio´n 2.33 nos garantiza que AB es
invertible y su inversa es
(AB)−1 =
∞∑
k=0
(In −AB)k.
As´ı mismo resulta que A y B son invertibles.
Adema´s
A−1 = InA−1 = BB−1A−1 = B(AB)−1 = B
∞∑
k=0
(In − AB)k
B−1 = B−1In = B−1A−1A = (AB)−1A =
∞∑
k=0
(In − AB)kA

Teorema 2.36. El conjunto de matrices Cn×n invertible es un conjunto abierto en el
conjunto de todas las matrices Cn×n.
Esto es, si A es invertible, existe un nu´mero positivo  tal que toda matriz B que satisface
‖A− B‖ <  tambie´n es invertible.
Demostracio´n. Sean S el conjunto de todas las matrices invertibles en Cn×n y E el
conjunto de todas las matrices Cn×n. Claramente S ⊆ E.
Para A ∈ S, sea  = 1‖A−1‖ > 0. De donde para cualquier matriz B en E para la cual
‖A− B‖ <  = 1‖A−1‖ , se sigue por el corolario 2.34 que B es invertible. 
Corolario 2.37. Si A ∈ Cn×n es tal que ‖A‖ < 1 para alguna norma matricial,
entonces In+A es invertible y (In+A)−1 = I−A+A2−A3+ . . . adema´s ‖(In+A)−1‖ ≤
1
1−‖A‖
Demostracio´n. ‖ − A‖ = ‖(−1)A‖ = | − 1|‖A‖ = ‖A‖ < 1, luego por el teorema
2.32 In+A = In− (−A) es invertible y (In + A)−1 =
∞∑
k=0
(−A)k = In −A+ A2 − A3 + . . .
adema´s
‖(In + A)−1‖ =
∥∥∥∥∥
∞∑
k=0
(−A)k
∥∥∥∥∥ ≤
∞∑
k=0
‖(−A)k‖ ≤
∞∑
k=0
‖(−A)‖k =
∞∑
k=0
‖A‖k = 1
1− ‖A‖

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Corolario 2.38. Sean A,B ∈ Cn×n, A invertible y ‖ · ‖ una norma matricial tal que
‖B − A‖ < 1‖A−1‖ , entonces
B−1 = A−1
∞∑
k=0
(In −BA−1)k
Demostracio´n. Como A es invertible y ‖B −A‖ < 1‖A−1‖ , entonces por el corolario
2.34 B es invertible. Ahora, como A−1 y B son invertibles y dado que ‖In − BA−1‖ =
‖AA−1 −BA−1‖ = ‖(A−B)A−1‖ ≤ ‖(A−B)‖‖A−1‖ ≤ 1
‖A−1‖
· ‖A−1‖ = 1
entonces
B−1 = A−1
∞∑
k=0
(In −BA−1)k

Podemos obtener la formula para (A+B)−1 a partir de la serie de Neumann de la siguiente
manera.
Corolario 2.39. Sean A,B ∈ Cn×n, A invertible y ‖A−1B‖ < 1, entonces (A+B)
es invertible y
(A +B)−1 =
(
∞∑
k=0
(−A−1B)k
)
A−1.
Demostracio´n. Note que A +B = A[In − (−A−1B)] y ‖ −A−1B‖ = ‖A−1B‖ < 1
Dado que ‖A−1B‖ < 1, por teorema 2.32 In − (−A−1B) es invertible y as´ı A + B es
invertible por ser el producto de matrices invertibles.
Por teorema 2.32 se tiene adema´s que [In − (−A−1B)]−1 =
∑∞
k=0(−A−1B)k.
Luego (A +B)−1 =
[
A[In − (−A−1B)]
]−1
= [In − (−A−1B)]−1A−1 =
(
∞∑
k=0
(−A−1B)k
)
A−1

Cap´ıtulo 3
Exponencial de una Matriz
En este cap´ıtulo usaremos el concepto de series de matrices convergentes para abordar
el problema de la exponencial de una matriz. La exponencial de una matriz cuadrada A se
define por
∑∞
k=0
Ak
k!
lo cual nos lleva al problema de calcular las potencias de la matriz A,
proceso que no es nada fa´cil a menos que A sea una matriz diagonalizable. Muchos de los
resultados teo´ricos obtenidos para la exponencial de una matriz son de fa´cil deduccio´n para
las matrices diagonalizables.
Aplicando el teorema 2.31, es fa´cil demostrar que la serie matricial
∞∑
k=0
Ak
k!
(3.1)
converge para cualquier matriz cuadrada A con elementos reales o complejos.
En efecto, analicemos la convergencia de la serie
∞∑
k=0
∥∥∥Ak
k!
∥∥∥.
Observe que ∥∥∥Ak
k!
∥∥∥ = ‖Ak‖
k!
≤ ‖A‖
k
k!
.
Puesto que la serie
∞∑
k=0
ak
k!
converge para todo nu´mero real a (converge a ea), entonces la
serie
∞∑
k=0
‖A‖k
k!
converge, luego por el criterio de la comparacio´n la serie
∞∑
k=0
∥∥∥Ak
k!
∥∥∥ converge
y as´ı por el teorema 2.31, la serie
∞∑
k=0
Ak
k!
, tambie´n converge para toda matriz cuadrada A.
Definicio´n 3.1 (Exponencial de una Matriz). Dada una matriz cuadrada An×n, con
elementos reales o complejos, definimos la exponencial eA, como la matriz n× n dada por
la serie convergente (3.1), esto es
eA =
∞∑
k=0
Ak
k!
(3.2)
Ejemplo 3.2. (1) Si 0 ∈ Cn×n es la matriz nula, entonces e0 = In.
36
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Demostracio´n. Es claro que 0k = 0 para cualquier k ∈ N, y dado que para
A ∈ Cn×n
eA =
∞∑
k=0
Ak
k!
= In + A+ A
2
2!
+
A3
3!
+ . . .
En particular se tiene que
e0 =
∞∑
k=0
0k
k!
= In + 0 + 0
2
2!
+
03
3!
+ . . . = In

(2) Calcule eD para la matriz D ∈ Cn×n dada por
D =


d1 . . . 0
...
. . .
...
0 . . . dn


Solucio´n: Por induccio´n se puede probar que ∀k ∈ N
Dk =


dk1 . . . 0
...
. . .
...
0 . . . dkn


Ahora por (3.2) se tiene que
eD =
∞∑
k=0
Dk
k!
=
D0
0!
+
D1
1!
+
D2
2!
+ . . .
=


1 . . . 0
...
. . .
...
0 . . . 1

+


d1 . . . 0
...
. . .
...
0 . . . dn

+


1
2!
d21 . . . 0
...
. . .
...
0 . . . 1
2!
d2n

 +


1
3!
d31 . . . 0
...
. . .
...
0 . . . 1
3!
d3n

+ . . .
=


1 + d1 +
1
2!
d21 +
1
3!
d31 + . . . . . . 0
...
. . .
...
0 . . . 1 + dn +
1
2!
d2n +
1
3!
d3n + . . .


=


∑∞
k=0
dk
1
k!
. . . 0
...
. . .
...
0 . . .
∑∞
k=0
dkn
k!

 =


ed1 . . . 0
...
. . .
...
0 . . . edn


Esto es, eD = diag
{
ed1 , . . . , edn
}
.
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Nota 1. Con la ayuda de las ecuaciones diferenciales se estudiara´n otras propiedades de
la exponencial.
1. Ecuacio´n Diferencial cuya solucio´n es etA
Sean t un nu´mero real, A una matriz n×n y E(t) la matriz n×n dada por E(t) = etA.
Mantendremos A fijo y estudiaremos esa matriz como una funcio´n de t.
Primeramente hallaremos una ecuacio´n diferencial a la que E satisface.
Teorema 3.3. Para todo real t la funcio´n matricial E definida por E(t) = etA satisface
la ecuacio´n diferencial
E ′(t) = E(t)A = AE(t) (3.3)
Demostracio´n. Tenemos que
E(t) = etA =
∞∑
k=0
(tA)k
k!
=
∞∑
k=0
tkAk
k!
sea akij el elemento ij de A
k, entonces el elemento ij de
tkAk
k!
es
tkakij
k!
. Luego de la
definicio´n de serie matricial tenemos
∞∑
k=0
tkAk
k!
=
∞∑
k=0
[
tk
k!
akij
]
(3.4)
No´tese que cada elemento del segundo miembro en (3.4) es una serie de potencia en t,
converge para todo t, cuya derivada viene dada por
d
dt
∞∑
k=0
tk
k!
akij =
∞∑
k=0
k
k!
tk−1akij =
∞∑
k=0
1
(k − 1)!t
k−1akij =
∞∑
k=0
tk
k!
ak+1ij
esto demuestra que existe la derivada E ′(t) y viene dado por la serie matricial
E ′(t) =
∞∑
k=0
tkAk+1
k!
=
(
∞∑
k=0
tkAk
k!
)
A = E(t)A
Dado que Ak+1 = AkA = AAk podr´ıamos escribir Ak+1 = AAk y as´ı obtener la relacio´n
E ′(t) = AE(t). Esto completa la demostracio´n
En resumen
d
dt
(
etA
)
= AetA = etAA

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Teorema 3.4 (No Singularidad de etA). Para toda A ∈ Cn×n y para todo t real,
tenemos
etAe−tA = In (3.5)
Demostracio´n. Sea F la funcio´n matricial definida para todo nu´mero real t mediante
la ecuacio´n
F (t) = etAe−tA
Debemos ver que F (t) es la matriz identidad In, donde la derivada F ′(t) es la matriz nula.
Derivando F como un producto y recordando el resultado del teorema 3.3 tenemos
F ′(t) =
(
etA · e−tA)′ = etA (e−tA)′ + (etA)′ e−tA = etA (−Ae−tA)+ AetAe−tA
= −AetAe−tA + AetAe−tA = 0
Por consiguiente segu´n el teorema 1.4 F es una funcio´n constante. Pero F (0) = e0A · e−0A =
e0 · e0 = InIn = In por lo cual para todo real t, F (t) = In, lo cual demuestra (3.5). 
Luego etA es no singular, y su inversa es e−tA esto es
(
etA
)−1
= e−tA
Teorema 3.5 (Unicidad Para la ecuacio´n Diferencial Matricial F ′(t) = AF (t) ). Sean
A y B dos matrices constantes n×n. La u´nica funcio´n matricial F , n×n que satisface
el problema de valor inicial
F ′(t) = AF (t), F (0) = B, para −∞ < t <∞
es
F (t) = etAB
Demostracio´n. Note que etAB es una solucio´n.
En efecto
d
dt
(
etAB
)
=
(
AetA
)
B = A
(
etAB
)
Sea ahora F una solucio´n cualquiera y consideremos la funcio´n matricial
G(t) = e−tAF (t)
derivando este producto tenemos
G′(t) = −Ae−tAF (t) + e−tAF ′(t) = −Ae−tAF (t) + e−tAAF (t) = 0
Por consiguiente G es una matriz constante,
G(t) = G(0) = e−0AF (0) = InF (0) = F (0 = B
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es decir
e−tAF (t) = B
Luego
etAe−tAF (t) = etAB y as´ı, InF (t) = etAB, esto es, F (t) = etAB

Observacio´n 3.6. El mismo tipo de demostracio´n hace ver que F (t) = BetA es la
u´nica solucio´n del problema de valor inicial
F ′(t) = F (t)A, F (0) = B
2. Ley de exponentes para exponenciales de matrices
La ley de los exponentes eA+B = eAeB, no siempre es va´lida para exponenciales de matrices.
No obstante la fo´rmula es va´lida para matrices permutables.
Teorema 3.7. Sean A y B dos matrices de orden n × n, permutables, esto es
AB = BA, entonces
eA+B = eAeB (3.6)
Demostracio´n. Dado que AB = BA, por induccio´n se puede demostrar que AkB =
BAk, k ∈ Z+.
Escribiendo etA en forma de serie de potencias encontramos que
BetA = etAB para todo real t
Ahora, sea F la funcio´n matricial definida por la ecuacio´n
F (t) = et(A+B) − etAetB
Derivando F (t) y teniendo en cuenta que B es permutable con etA se tiene
F ′(t) = (A+B)et(A+B) −AetAetB − etABetB = (A+B)et(A+B) − (A+B)etAetB
= (A+B)
[
et(A+B) − etAetB] = (A+B)F (t)
Segu´n el teorema 3.5 tenemos
F (t) = et(A+B)F (0)
Pero F (0) = 0, as´ı F (t) = 0 para todo t. Luego
et(A+B) = etAetB
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Cuanto t = 1,
eA+B = eAeB

Ejemplo 3.8. Las matrices sA y tA son permutables para todos los escalares s y
t. Luego
e(s+t)A = esAetA
Ejemplo 3.9. Sean A,B ∈ Cn×n y B invertible se cumple que
eBAB
−1
= BeAB−1
En efecto, es fa´cil probar que (BAB−1)
n
= BAnB−1. Por lo que
eBAB
−1
=
∞∑
n=0
1
n!
(
BAB−1
)n
=
∞∑
n=0
1
n!
(
BAnB−1
)
= B
(
∞∑
n=0
1
n!
An
)
B−1 = BeAB−1
3. El Problema de Calcular etA
Si se trata de calcular etA directamente, a partir de la definicio´n de serie, tendr´ıamos que
calcular todas las potencias de Ak y la suma de cada serie
∞∑
k=0
tka
(k)
ij
k!
, donde akij es
el elemento ij de Ak. En general este es un trabajo que presenta muchas dificultades,
salvo si A es una matriz cuyas potencias puedan calcularse fa´cilmente. Veamos ahora un
caso especial de matrices para las cuales resulta mucho ma´s sencillo el ca´lculo de cualquier
funcio´n
3.1. Funciones de Matrices Diagonalizables.
El te´rmino funcio´n de matrices nos lleva a preguntarnos sobre el significado de expresiones
tales como sin(A), cos(A), eA, ln(A), entre otras. Una idea sencilla para este ca´lculo de
una funcio´n f de la matriz A = [aij ] ∈ Cn×n seria simplemente aplicar la funcio´n f a cada
entrada de la matriz A de la siguiente manera
f(A) = (f [aij ]) (3.7)
Pero nos gustar´ıa que de la definicio´n presentada resultaran funciones de matrices que sat-
isfagan la mayor´ıa de las propiedades de sus funciones homo´logas escalares y es claro que en
general una funcio´n definida mediante la ecuacio´n (3.7) no implicar´ıa esta condicio´n.
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El me´todo anal´ıtico ba´sico para definir una funcio´n de matrices se basa en la existencia de la
forma generalizada de Jordan [18], aunque tambie´n se ha desarrollado un me´todo anal´ıtico
alternativo y muy fa´cil de implementar, aplicable a funciones que admitan representacio´n
en serie de Taylor. Ma´s au´n nosotros extenderemos el te´rmino de funciones matriciales y
desarrollaremos propiedades correspondientes a dicha matriz. Nos limitaremos a la funcio´n
exponencial dado que es la ma´s importante debido a su gran nu´mero de aplicaciones.
3.1.1. Funciones de Matrices.
Notacio´n 3.10. Dada una matriz A = (aij) ∈ Cn×n y un escalar α 6= 0, escribimos
A/α para representar la matriz B = (aij/α) donde cada componente de A se divide por
α.
Una forma de definir una funcio´n de matrices con propiedades semejantes a su funcio´n
homo´loga escalar, es usando la expansio´n en series infinitas. Por ejemplo, considerando la
funcio´n exponencial.
En los siguientes ejemplo hallaremos la matriz exponencial.
3.1.2. Funciones de Matrices Diagonalizables.
Definicio´n 3.11 (Matrices Semejantes). Sea A,B ∈ Cn×n. Se dice que A es semejante
a B si existe un matriz invertible P ∈ Cn×n tal que A = PBP−1.
Definicio´n 3.12 (Matrices Diagonal). Se dice que A = (aij) ∈ Cn×n es una matriz
diagonal si aij = 0, para todo i 6= j.
Definicio´n 3.13 (Matrices Diagonalizable). Una matriz A ∈ Cn×n es diagnalizable si
existe una matriz diagonal D ∈ Cn×n tal que A es semejante a D.
Definicio´n 3.14. Sea A ∈ Cn×n, Se dice que λ es un valor propio de A si existe un
vector no nulo x ∈ Cn tal que Ax = λx. El vector x se conoce como vector propio de A
asociado al valor propio λ.
Definicio´n 3.15. Sea A ∈ Cn×n, Se define el espectro de A, denotado σ(A) como
σ(A) = {λ : λ es un valor propio de A}
Definicio´n 3.16. El radio espectral de A ∈ Cn×n, Se define como
δ(A) = ma´x {|λ| : λ es un valor propio de A}
Teorema 3.17. Si A ∈ Cn×n y ‖ · ‖ es cualquier norma matricial entonces
δ(A) ≤ ‖A‖
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Demostracio´n. Sea λ un valor propio de A. Luego existe un vector no nulo x ∈ Cn
tal que Ax = λx.
Sea X ∈ Cn×n la matriz no nula formada por el vector propio x en su primera columna y
el vector nulo en las dema´s, AX = λX . Luego si ‖ · ‖ es una norma matricial cualquiera,
entonces
|λ|‖X‖ = ‖λX‖ = ‖AX‖ ≤ ‖A‖‖X‖
de lo cual se sigue que
|λ| ≤ ‖A‖
y dado que λ ∈ σ(A), es cualquiera, se sigue que
δ(A) ≤ ‖A‖

Teorema 3.18. Una matriz A ∈ Cn×n es diagonalizable si y solo si, tiene n vectores
propios linealmente independientes, en este caso es semejante a una matriz diagonal D que
tiene los valores propios de A en la diagonal.
Demostracio´n. supongamos que A es diagonalizable, entonces existen P en Cn×n in-
vertible y D diagonal, tal que A = PDP−1, de donde AP = PD. Supongamos que
D = diag
(
λk1, λ
k
2, . . . , λ
k
n
)
Sean x1, x2, . . . , xn las columnas de P , es claro que la i−e´sima
columna de PD es λixi, as´ı la i−e´sima columna de AP es Axi = λixi, por lo tanto
{x1, x2, . . . , xn} es un conjunto de n vectores linealmente independientes para A. Rec´ıpro-
camente, si x1, x2, . . . , xn son n vectores propios L.I. de A asociados a los valores propios
λ1, λ2, . . . , λn, respectivamente, entonces la matriz P = [x1x2 . . . xn] ∈ Cn×n es invertible y
la i−e´sima columna de AP es Axi = λixi, que coincide con la i−e´sima columna de PD,
donde D = diag
(
λk1, λ
k
2, . . . , λ
k
n
)
. Tenemos entonces que AP = PD, as´ı A = PDP−1 y
por lo tanto A es diagonalizable. Del teorema anterior se tiene que si A es diagonalizable,
con espectro σ(A) = {λ1, λ2, . . . , λn}, entonces A = PDP−1 = Pdiag (λ1, λ2, . . . , λn)P−1
y Ak = PDkP−1 = Pdiag
(
λk1, λ
k
2, . . . , λ
k
n
)
P−1. 
Teorema 3.19. Sean A ∈ Cn×n y ε > 0 entonces existe una norma matricial ‖ · ‖ tal
que
δ(A) ≤ || · ‖∗ ≤ δ(A) + ε
Demostracio´n. Sea σ(A) = {λ1, λ2, λ3, . . . , λn} donde cada valor propio este repetido
segu´n su multiplicidad algebraica. El teorema de Schur garantiza la existencia de una matriz
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unitaria U y una matriz triangular superior T = [tij ] tales que
A = UTUH y ti = λi
Sea
DK = diag{1, k, k2, . . . , kn−1}
y notemos que
DKTD
−1
K =


λ k−1t12 · · · k−n+1t1n
... λ2 . . . k
−n+2t2n
...
...
. . .
...
0 . . . . . . λn


As´ı, tomando k > 0 suficientemente grande, podemos hacer que la suma de los valores
absolutos de los elementos fuera de la diagonal de DKTD
−1
K sea menor que ε. En particular
podemos hacer que
‖DKTD−1K ‖ ≤ δ(A) + ε
Ahora definamos
‖A‖∗ = ‖(UD−1k )−1)A(UD−1k )‖ = ‖(UD−1k )−1UTUH(UDk−1)‖
= ‖(DkUH)−1UTUH(UDk−1)−1‖ = ‖DkTD−1k ‖ ≤ δ(A) + ε
ademas se sabe que
δ(A) ≤ ‖A‖∗
y as´ı
δ(A) ≤ ‖A‖∗ ≤ δ(A) + ε

Teorema 3.20. Si la serie
∞∑
k=0
ck(z − z0)k
converge para |z − z0| < r y |λi − z0| < r para cada valor propio λi de una matriz A ∈ Cn×n
entonces la serie infinita de matrices
∞∑
k=0
ck(A− z0I)k
tambie´n converge.
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Demostracio´n. Sea λi un valor propio de A. Es claro que λi un valor propio de A si
y so´lo si λi − z0 es un valor propio de A − z0I. Ahora dado que |λi − z0| < r para cada
valor propio de A. en particular δ(A − z0I) < r. de aqu´ı se tiene que
∞∑
k=0
ck‖A− z0I‖k es
convergente y luego por el teorema 2.31 se tiene que
∞∑
k=0
ck(A− z0I)k es convergente. 
Definicio´n 3.21. Si la funcio´n
f(z) =
∞∑
k=0
ck(z − z0)k
converge para |z− z0| < r y para cada valor proppio de λi de una matriz A ∈ Cn×n, se tiene
que |λi − z0| < r entonces se define
f(A) =
∞∑
k=0
ck(A− z0I)k
Nota 2. En la definicio´n si z0 = 0
f(z) =
∞∑
k=0
ckz
k |z| < r y |λi| < r
Es decir, para definir f(A) necesitamos que la funcio´n f(z) este´ definida en cierto conjunto
que contenga el espectro de A.
Definicio´n 3.22. Sea f(t) una funcio´n de valores escalares con representacio´n en series
de potencias
f(t) =
∞∑
k=0
akt
k = a0 + a1t+ a2t2 + a3t3 + . . .
con radio de convergencia R.
Si A es una matriz n× n y δ(A) < R la serie de matrices
∞∑
k=0
akA
k = a0 + a1A+ a2A2 + a3A3 + . . .
converge con respecto a cada norma sobre el conjunto de matrices n × n y su suma es
denotada por la matriz funcio´n f(A).
Teorema 3.23. Sea A ∈ Cn×n , f(z) una funcio´n anal´ıtica definida en un abierto
U ⊂ C que contiene el espectro de A, si A = XBX−1, entonces f(A) = Xf(A)X−1
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Demostracio´n. Sea f(z) =
∞∑
k=0
akz
k. Como A = XBX−1 entonces Ak = XBkX−1, as´ı
f(A) =
∞∑
k=0
akXB
kX−1, esto es f(A) = X
(
∞∑
k=0
akB
k
)
X−1 y por tanto f(A) = Xf(B)X−1

Teorema 3.24. Sea A = RDR−1, con D = diag{λ1, λ2, λ3, . . . λn} donde λi son los
valores propios de A, y suponga que f(λ) =
∞∑
k=0
akλ
k y f(A) =
∞∑
k=0
akA
k. entonces
a). detf(A) = detf(D) =
n∏
i=1
f(λi)
b). Trazaf(A) = Trazaf(D) =
n∑
i=1
f(λi)
Demostracio´n.
a). sabemos que f(A) = Rf(D)R−1 luego
detf(A) = det(Rf(D)R−1) = detR · detf(D) · detR−1 = detR · (detR)−1 · detf(D) = detf(D)
= detf{diag {λ1, λ2, λ3, . . . , λn}} = f(λ1) · f(λ2) · . . . f(λn) =
n∏
i=1
f(λi)
b).
Trazaf(A) = Traza(Rf(D)R−1) = Traza(RR−1f(D))
= Trazaf(D) = f(λ1) + f(λ2) + f(λ3) + . . .+ f(λn) =
n∑
i=1
f(λi)

Ejemplo 3.25. Sea f(x) = ex =
∞∑
k=0
1
k!
xk y f(A) =
∞∑
k=0
1
k!
Ak = eA.
Luego, para A = PDP−1, D = diag{λ1, λ2, λ3, . . . , λn}, λi ∈ σ(A), f(A) = Pf(D)P−1 =
PeDP−1 = Pdiag{eλ1, eλ2 , eλ3 , . . . eλn}P−1.
Ahora,
detf(A) = deteA = det(PeDP−1) = detP · detf(D) · detP−1 = detP · (detP )−1 · detf(D)
= detf(D) = eλ1 · eλ2 · eλ3 · . . . · eλn = eλ1+λ2+...+λn = etrazaA
Esto es
deteA = etrazaA
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Ademas trazaf(A) =
n∑
i=1
f(λi) = f(λ1) + f(λ2) + . . .+ f(λn) = e
λ1 + eλ2 + . . .+ eλn esto
es
trazaeA =
n∑
i=1
eλi
Ejemplo 3.26. para A invertible se tiene que:
∫
etA dt = A−1etA + C
d
dt
[A−1etA + C] = A−1AetA + 0 = etA
Caso particular para A = PDP−1, entonces etA = PetDP−1 luego∫
etA dt = P
(∫
etD dt
)
P−1 = P (D−1etD)P−1 + C
Ca´lculo que es mas co´modo, ya que etD es mucho ma´s fa´cil de calcular que etA. Note que
P (D−1etD)P−1 + C = PD−1P−1PetDP−1 + C = (PD−1P−1)(PetDP−1) + C
= (PDP−1)−1etA + C = A−1etA + C
Ejemplo 3.27. Si
A =
(
1 1
0 1
)
entonces
etA =
(
et tet
0 et
)
luego ∫
etA dt =
( ∫
et dt
∫
tet dt
0
∫
et dt
)
=
(
et + C1 te
t − et + C2
0 + C3 e
t + C4
)
=
(
et tet − et
0 et
)
+
(
C1 C2
C3 C4
)
=
(
1 −1
0 1
)(
et tet
0 et
)
+
(
C1 C2
C3 C4
)
Ejemplo 3.28. Para A diagonalizable A = PDP−1,
−A = P (−D)P−1
luego,
eA = PeDP−1 y [eA]−1 = Pe−DP−1
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Adema´s
tA = t[PAP−1] = PtAP−1
entonces
etA = PetDP−1
Por lo tanto
d
dt
[etA] =
d
dt
[PetDP−1] = P
d
dt
[etD]P−1 = PDetDP−1 = PDP−1PetDP−1
= (PDP−1)(PetDP−1) = AetA
Cap´ıtulo 4
La Matriz q− Exponencial
En este capitulo definimos la matriz q−exponencial de una matriz cuadrada A que no-
taremos expq (A), usando representaciones en serie de matrices convergente y obtendremos
algunos resultados teo´ricos para dicha matriz. En dicho desarrollo cuando q tiende a 1 recu-
peramos la funcio´n exp (A) estudiada en el cap´ıtulo anterior. Primero se presentara´ algunos
aspectos matema´ticos de la teor´ıa de Tsallis, lo cual se hara´ en la primera seccio´n.
1. q Matema´ticas
En esta seccio´n, estudiaremos las funciones q− Exponencial y q− Logar´ıtmica, propias de
la teor´ıa de Tsallis [3], el cual en 1994 las definio´ y les dio este nombre.
Se presentara´n algunas propiedades que pueden ser encontradas en [2], [14], [18].
1.1. q− Exponenciales y q− Logar´ıtmicas. Tsallis [3] y Borges [14] definen las q−
deformaciones de la siguiente manera:
lnq(x) :≡ x
1−q − 1
1− q ; x ∈ R
+, q ∈ R. (4.1)
expq(x) = e
x
q ≡ eq(x) :≡


[1 + (1− q) x] 11−q si 1 + (1− q)x > 0
x, y ∈ R
0 si 1 + (1− q) x ≤ 0
(4.2)
Muchas veces la funcio´n q− exponencial se escribe en forma ma´s compacta como:
expq(x) = [1 + (1− q)x]
1
1−q
+ (4.3)
donde
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[A]+ ≡


A si A > 0
0 si A ≤ 0
La primera observacio´n es que las funciones tradicionales ln(x) y exp(x) (que con la
presente generalizacio´n, puede ser notadas por ln1(x), exp1(x)), son casos particulares de
las funciones q− desformadas:
ln(x) := ln1(x) = l´ım
q→1
lnq(x) (4.4)
exp(x) := exp1(x) = l´ım
q→1
exp1(x) (4.5)
Por otro lado, es inmediato verificar que las funciones lnq(x) y expq(x) son funciones
inversas una de la otra, esto es
expq (lnq(x)) = x, y lnq
(
expq(x)
)
= x (4.6)
Note que la relacio´n lnq
(
expq(x)
)
= x esta´ definida cuando expq(x) es distinta de cero o
+∞.
Se tiene a dema´s que
lnq(1) = 0 y expq(0) = 1, para todo q. (4.7)
1.2. Propiedades. Diversos autores [2, 3, 11, 14, 18] han presentado propiedades
interesantes de las funciones q− exponencial y q− logaritmo.
A continuacio´n se listan algunas de ella, las demostraciones son inmediatas. Naturalmente
todas ellas se reducen a las expresiones habituales cuando q −→ 1
1). q− logaritmo de un producto
lnq(xy) = lnq x+ lnq y + (1− q) lnq x lnq y (4.8)
2). q− logaritmo de una razo´n
lnq(
x
y
) =
lnq(x)− lnq(y)
1 + (1− q) lnq(y) (4.9)
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En particular el q− logaritmo para el inverso de un nu´mero no nulo x, es
lnq(x
−1) = − 1
x1−q
lnq(x) (4.10)
3). q− logaritmo de una potencia
lnq (x
a) =
a
1− q
[
ln1−a
(
x1−q
)]
(4.11)
Otra forma de q− logaritmo de una potencia que no aparece en ninguna de las
referencias bibliogra´ficas es la siguiente:
lnq (x
n) =
(
n∑
k=1
(
x1−q
)k−1)
lnq x, n ∈ N (4.12)
Note que cuando q −→ 1, la igualdad (4.12) se convierte en
lnq (x
n) =
(
n∑
k=1
1
)
ln x = (1 + 1 + 1 + 1 + . . .+ 1)︸ ︷︷ ︸
n− veces
ln x = n ln x
Veamos la prueba de (4.12) (por induccio´n matema´tica). En efecto: para n = 1, el
resultado es claro, dado que
lnq
(
x1
)
=
(
1∑
k=1
(
x1−q
)k−1)
lnq x = 1 lnq x = lnq x
supongamos ahora que el enunciado es cierto para n y veamos que cumple para
n + 1. En efecto:
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lnq
(
xn+1
)
= lnq (x
nx)
= lnq (x
n) + lnq (x) + (1− q) lnq (xn) lnq (x)
=
(
n∑
k=1
(
x1−q
)k−1)
lnq (x) + (1− q)
[
(xn)1−q − 1
1− q
]
lnq (x) + lnq (x)
=
(
n∑
k=1
(
x1−q
)k−1)
lnq (x) +
(
(xn)1−q − 1) lnq (x) + lnq (x)
=
[
n∑
k=1
(
x1−q
)k−1
+
(
(xn)1−q − 1)+ 1
]
lnq (x)
=
[
n∑
k=1
(
x1−q
)k−1
+
(
(xn)1−q
)]
lnq (x)
=
[
n∑
k=1
(
x1−q
)k−1
+
(
x1−q
)n]
lnq (x)
=
[
n+1∑
k=1
(
x1−q
)k−1]
lnq (x)
Lo cual prueba que el enunciado es va´lido para n+1, por lo tanto por el principio
de induccio´n matema´tica se sigue que el enunciado es va´lido para tod n ∈ N.
4). Derivada de un q− logaritmo
d
dx
(lnq x) =
1
xq
(4.13)
5). Integral de un q− logaritmo
∫
lnq xdx =
x lnq x− x
2− q (4.14)
6). La medida de la diferencia entre la funcio´n q− logaritmo y la fucio´n logaritmo
natural usual puede escribirse como
lnq(x)− ln1(x) = (1− q)
[
d
dq
lnq x+ lnq x ln1 x
]
(4.15)
7). Algunas propiedades equivalentes de la q− exponencial
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(a)
expq(x) expq(y) = expq(x+ y + (1− q)xy) (4.16)
(b)
expq(x) expq(−y) = expq(x− y − (1− q)xy) (4.17)
8) q− exponencial de una suma
expq(x± y) = expq(x) expq
( ±y
1 + (1− q) x
)
, ∀x 6= 1
q − 1 (4.18)
(9) la inversa de la q− exponencial viene dada por
[
expq(x)
]−1
= expq
( −x
1 + (1− q)x
)
∀x 6= 1
q − 1 (4.19)
10) Razo´n entre q− exponenciales
expq(x)
expq(y)
= expq
(
x− y
1 + (1− q) y
)
(4.20)
11) Potencia de una q− exponencial
(
expq(x)
)a
= exp1− 1−q
a
(ax) (4.21)
En general (
expq (f(x))
)a
= exp1− 1−q
a
(af(x)) (4.22)
12) Derivada de una q− exponencial
d
dx
(
expq(x)
)
=
(
expq(x)
)q
(4.23)
Adema´s para a constante
d
dx
(
expq(ax)
)
= a
(
expq(ax)
)q
(4.24)
Es decir (
expq(ax)
)q
=
1
a
d
dx
(
expq(ax)
)
(4.25)
En general, si f es una funcio´n diferenciable,
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d
dx
(
expq f(x)
)
= f ′(x)
(
expq f(x)
)q
=
(
expq f(x)
)q
f ′(x) (4.26)
De una manera ma´s general, la n− e´sima derivada de expq(x) esta´ dada por
dn
dxn
(
expq(x)
)
= Qn−1(q)
(
expq(x)
)nq−(n−1)
, para n ≥ 1 (4.27)
donde
Qn(q) =
n∏
m=0
[mq − (m− 1)] = 1 · q (2q − 1) (3q − 2) . . . [nq − (n− 1)] (4.28)
Note que Qn(1) = 1, ∀n ∈ N, y Q0(q) = 1, ∀q
13) La expansio´n en serie de Taylor de la funcio´n q− exponencial en torno en x = 0,
viene dada por
expq(x) = 1 +
∞∑
n=1
1
n!
Qn−1(q)x
n, |x| < 1|1− q| (4.29)
Demostracio´n. La serie de Taylor centrada en x = 0 para una funcio´n f que
tiene derivada de todos los ordenes viene dada por:
f(x) =
∞∑
n=0
fn(0)
n!
xn = f(0) + f ′(0)x+
1
2!
f ′′(0)x2 + . . .+
1
n!
fn(0)xn + . . .
donde se considera f 0(0) como f(0) y 0! = 1.
Ahora bien, para f(x) = expq(x), f
n(x) = Qn−1(q)
(
expq(x)
)nq−(n−1)
, (n ≥ 1).
Luego fn(0) = Qn−1(q)
(
expq(0)
)nq−(n−1)
= Qn−1(q), dado que expq(0) = 1, para
n ≥ 1. As´ı que
expq(x) = f(0) +
∞∑
n=1
fn(0)
n!
xn = 1 +
∞∑
n=1
1
n!
Qn−1(q)x
n
Determinamos ahora los valores de x para los cuales la serie de potencias para
expq(x), es convergente.
En efecto, es claro que dicha serie converge solo si
∞∑
n=1
1
n!
Qn−1(q)x
n es convergente.
Aplicamos el criterio del cociente para determinar cuando converge dicha serie.
Sea an =
1
n!
Qn−1(q)x
n, luego
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an+1 =
1
(n + 1)!
Q(n+1)−1(q)x
n+1 =
1
(n + 1)n!
Qn(q)x
n+1
=
1
(n + 1)n!
Qn−1(q) [nq − (n− 1)]xnx
Por lo tanto
an+1
an
=
1
(n+1)n!
Qn−1(q) [nq − (n− 1)]xnx
1
n!
Qn−1(q)xn
=
nq − (n− 1)
n + 1
x

As´ı,
l´ım
n→∞
∣∣∣an+1
an
∣∣∣ = l´ım
n→∞
∣∣∣nq − (n− 1)
n + 1
x
∣∣∣ = l´ım
n→∞
∣∣∣nq − (n− 1)
n + 1
∣∣∣ · |x|
= |x| l´ım
n→∞
∣∣∣q − (1− 1n)
1 + 1
n
∣∣∣ = |x||q − 1|
Luego la serie converge absolutamente si |x||q − 1| < 1, esto es, si |x| < 1|q − 1|
es decir |x| < 1|1− q| y como convergencia absoluta implica convergencia, la serie
converge para |x| < 1|1− q| . Resumiendo se tiene que
expq(x) = 1 +
∞∑
n=1
1
n!
Qn−1(q)x
n, |x| < 1|1− q|
14). La integral de una q− exponencial
∫
expq(ax)dx =
1
(2− q)a
[
expq(ax)
]2−q
(4.30)
2. Matriz q-exponencial
En esta seccio´n se presentan los resultados propios del trabajo de tesis. Partamos de la
seccio´n anterior, donde estudiamos la funcio´n q− exponencial y sus propiedades, recordemos
que
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expq (x) = 1 +
∞∑
k=1
1
k!
Qk−1(q)x
k, |x| < 1|1− q| ,
donde Qk−1(q) viene dado por
Qk−1(q) =
k∏
m=0
[mq − (m− 1)] .
Si remplazamos el argumento escalar x por A la matriz A tenemos la serie de matrices
expq (A) := In +
∞∑
k=1
1
k!
Qk−1(q)A
n (4.31)
= In +Q0(q)A+ 1
2!
Q1(q)A+
1
3!
Q1(q)A+ . . .
La cual llamaremos matriz q− exponencial.
Determinemos ahora bajo que condiciones la serie dada por (4.31) es convergente.
Teorema 4.1. La serie matricial I +
∞∑
k=1
1
k!
Qk−1(q)A
k converge si ‖A‖ < 1|1− q| , q 6= 1.
Demostracio´n. Es claro que la serie I +
∞∑
k=1
1
k!
Qk−1(q)A
k converge si
∞∑
k=1
1
k!
Qk−1(q)A
k
converge.
Determinemos bajo que condiciones la serie
∞∑
k=1
1
k!
Qk−1(q)A
k converge.
Note que
∞∑
k=1
∥∥∥∥∥ 1k!Qk−1(q)Ak
∥∥∥∥∥ =
∞∑
k=1
1
k!
Qk−1(q)‖Ak‖, adema´s
1
k!
Qk−1(q)‖Ak‖ ≤ 1
k!
Qk−1(q)‖A‖k.
Pero la serie
∞∑
k=1
1
k!
Qk−1(q)‖Ak‖ converge para
‖A‖ < 1|1− q| , q 6= 1 (4.32)
Veamos la validez de (4.32).
Sean bk =
1
k!
Qk−1(q)‖A‖k y bk+1 = 1
(k + 1)!
Qk(q)‖A‖k+1, as´ı
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∣∣∣bk+1
bk
∣∣∣ =
∣∣∣∣∣
1
(k+1)!
Qk(q)‖A‖k+1
1
k!
Qk−1(q)‖A‖k
∣∣∣∣∣ =
∣∣∣∣∣
1
k!(k+1)
Qk(q)‖A‖k‖A‖
1
k!
Qk−1(q)‖A‖k
∣∣∣∣∣ =
∣∣∣∣∣ Qk(q)‖A‖(k + 1)Qk−1(q)
∣∣∣∣∣
=
∣∣∣∣∣Qk−1(q) [kq − (k − 1)] ‖A‖(k + 1)Qk−1(q)
∣∣∣∣∣ =
∣∣∣∣∣ [kq − (k − 1)]k + 1 ‖A‖
∣∣∣∣∣
=
∣∣∣∣∣kq − (k − 1)k + 1
∣∣∣∣∣‖A‖ =
∣∣∣∣∣(q − 1)k + 1)k + 1
∣∣∣∣∣‖A‖
Luego
l´ım
k→∞
∣∣∣bk+1
bk
∣∣∣ = l´ım
k→∞
∣∣∣∣∣(q − 1)k + 1)k + 1
∣∣∣∣∣‖A‖ = l´ımk→∞
∣∣∣∣∣(q − 1) +
1
k
)
1 + 1
k
∣∣∣∣∣‖A‖
= |q − 1|‖A‖ = |1− q|‖A‖
De donde, l´ım
k→∞
∣∣∣bk+1
bk
∣∣∣ < 1, implica que |1− q|‖A‖ < 1, es decir ‖A‖ < 1|1− q| , q 6= 1.
por lo tanto (4.32) es va´lido. De lo cual se sigue por el criterio de comparacio´n que la serie
∞∑
k=1
1
k!
Qk−1(q)‖Ak‖ converge para ‖A‖ < 1|1− q| , q 6= 1.
Por el teorema 2.31 la serie
∞∑
k=1
1
k!
Qk−1(q)A
k tambie´n converge para ‖A‖ < 1|1− q| , q 6= 1.
Lo cual prueba el teorema 4.1.

Definicio´n 4.2 (q− Exponencial de una Matriz). Dada una matriz A ∈ Cn×n, con
‖A‖ < 1|1− q| , q 6= 1. Definimos la q− exponencial expq (A) como la matriz n×n dada
por la serie convergente
expq (A) := In +
∞∑
k=1
1
k!
Qk−1(q)A
k (4.33)
Del cap´ıtulo 3 tenemos que δ(A) ≤ ‖A‖, as´ı
expq (A) := In +
∞∑
k=1
1
k!
Qk−1(q)A
k, δ(A) <
1
|1− q| , q 6= 1
.
Para las matrices A con ‖A‖ < 1|1− q| .
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Note ademas que si A es una matriz nilpotente, entonces existe un entero positivo k tal que
Ak = 0, en tal caso expq (A) es una serie finita y por lo tanto converge, esto es expq (A)
converge siempre que A sea nilpotente.
Ejemplo 4.3. Si 0 ∈ Cn×n es la matriz nula, entonces expq (0) = In.
En efecto: Es claro que 0k = 0 para cualquier k ∈ N y ademas ‖0‖ = 0 < 1|1− q| .
Luego expq (0) := In +
∞∑
k=1
1
k!
Qk−1(q)0
k = In
Ejemplo 4.4. Si D ∈ Cn×n es una matriz diagonal, D = diag {λ1, λ2, . . . , λn}, con
δ(D) < 1
|1−q|
, entonces expq (D) converge y tambie´n es una matriz diagonal, con
expq(D) = In +
∞∑
k=1
1
k!
Qk−1(q)D
k = diag
{
expq (λ1), expq (λ2), . . . , expq (λn)
}
.
SOLUCIO´N:
sea
D =


λ1 . . . 0
...
. . .
...
0 · · · λn


Por induccio´n se prueba que
Dk =


λk1 · · · 0
...
. . .
...
0 · · · λkn


Designemos con d
(k)
ij el elemento ij de D
k. Entonces el elemento ij de 1
k!
Qk−1D
k es
1
k!
Qk−1d
(k)
ij . El elemento ij de In +
∑∞
k=1
1
k!
Qk−1D
k es
eij +
∞∑
k=1
1
k!
Qk−1d
(k)
ij =
{
1 +
∑∞
k=1
1
k!
Qk−1λ
(k)
i ; i = j
0; i 6= j = expq (λi) si |λi| <
1
1− q
donde
eij =
{
1; i = j
0; i 6= j In = (eij)
As´ı la serie matricial In +
∑∞
k=1
1
k!
Qk−1D
k, converge a la matriz A, donde
aij =
{
exp
(λi)
q ; i = j
0; i 6= j
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esto es
A = (aij) = diag
{
expq (λ1), expq (λ2), . . . , expq (λn)
}
As´ı
expq (D) = In +
∞∑
k=1
1
k!
Qk−1D
k = diag
{
expq (λ1), expq (λ2), . . . expq (λn)
}
Ejemplo 4.5. Calcula expq (tA) para la matriz
A =

a 1
0 a


Solucio´n: Inductivamente se prueba que para cualquier k ∈ N,
(tA)k =

(ta)
k ktkak−1
0 (ta)k

 .
Luego:
expq (tA) = I2 +
∞∑
k=1
1
k!
Qk−1(q) (tA)
k
= I2 + 1
1!
Q0(q)tA+
1
2!
Q1(q)(tA)
2 +
1
3!
Q2(q)(tA)
3 + . . .
=


1 0
0 1

+ 11!Q0(q)


ta t
0 ta

+ 12!Q1(q)


(ta)2 2t2a
0 (ta)2

+ 13!Q2(q)


(ta)3 3t3a2
0 (ta)3

+ . . .


1 + 1
1!
Q0(q)ta+
1
2!
Q1(q)(ta)
2 + . . . Q0(q)t+
1
1!
Q1(q)ta+
1
2!
Q2(q)(ta)
2 + . . .
0 1 + 1
1!
Q0(q)ta+
1
2!
Q1(q)(ta)
2 + . . .


=


1 +
∑
∞
k=1
1
k!
Qk−1(q) (at)
k
t
∑
∞
k=0
1
k!
Qk(q) (at)
k
0 1 +
∑
∞
k=1
1
k!
Qk−1(q) (at)
k


=


expq (at) t
(
expq (at)
)q
0 expq (at)

 , para |at| < 1|1− q| , q 6= 1.
Note que cuando q → 1, Qk(q)→ 1, as´ı expq (tA)→ exp (tA) =

exp (at) t exp (at)
0 exp(at)

 =
exp(tA), tal como se mostro´ en el cap´ıtulo 3.
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Ejemplo 4.6. La derivada de la exponencial expq (tA) viene dada por
d
dt
[
expq (tA)
]
= A
(
∞∑
k=0
1
k!
Qk(tA)
k
)
(4.34)
En efecto: por (4.33) tenemos que
expq (tA) := In +
∞∑
k=1
1
k!
Qk−1(q)(tA)
k = In +
∞∑
k=1
1
k!
Qk−1(q)t
kAk
Ahora sea a
(k)
ij el elemento ij de A
k, entonces el elemento ij de
tkAk
k!
es
tk
k!
akij . Por
tanto, de la definicio´n de serie de matriz,
expq (tA) =
[
eij +
∞∑
k=1
1
k!
Qk−1(q)t
ka
(k)
ij
]
, donde eij =


1, i = j
0, i 6= j
(4.35)
expq (tA) =
[
eij +
1
1!
Q0(q)ta
(1)
ij +
1
2!
Q1(q)t
(2)a2ij +
1
3!
Q2(q)t
(3)a3ij +
1
4!
Q3(q)t
(4)a4ij + . . .
]
Luego
d
dt
[
expq (tA)
]
=
[
Q0(q)a
(
ij1) +
1
1!
Q1(q)ta
(2)
ij +
1
2!
Q2(q)t
2a
(3)
ij +
1
3!
Q3(q)t
3a
(4)
ij + . . .
]
=
[
∞∑
k=0
1
k!
Qk(q)t
ka
(k+1)
ij
]
=
∞∑
k=0
1
k!
Qk(q)t
kAk+1 =
∞∑
k=0
1
k!
Qk(q)t
kAkA
=
(
∞∑
k=0
1
k!
Qk(q)t
kAk
)
A =
(
∞∑
k=0
1
k!
Qk(q)(tA)
k
)
A = A
(
∞∑
k=0
1
k!
Qk(q)(tA)
k
)
esto es
d
dt
(
expq (tA)
)
= A
(
∞∑
k=0
1
k!
Qk(q)(tA)
k
)
.
Ejemplo 4.7. Para D = diag {d1, d2, . . . , dn}, la derivada de la matriz q− exponencial
expq (tD) viene dada por
d
dt
[
expq (tD)
]
= D


(expq (td)1)
q . . . 0
...
0 . . . (expq (td)n)
q

 (4.36)
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En efecto: Veamos inicialmente que
(expq (at))
q =
∞∑
k=0
1
k!
Qk(q)(at)
k (4.37)
Haciendo uso de (4.24) y (4.29) se tiene que
(expq (at))
q =
1
a
· d
dt
(exp(at)) =
1
a
· d
dt
[
1 +
∞∑
k=1
1
k!
Qk−1(q)(at)
k
]
=
1
a
· d
dt
[
1 +
1
1!
Q0(q)(at) +
1
2!
Q1(q)(at)
2 +
1
3!
Q2(q)(at)
3 +
1
4!
Q3(q)(at)
4 + . . .
]
=
1
a
[
1
0!
Q0(q)a+
1
1!
Q1(q)a(at) +
1
2!
Q2(q)a(at)
2 +
1
3!
Q3(q)a(at)
3 + . . .
]
=
1
0!
Q0(q) +
1
1!
Q1(q)(at) +
1
2!
Q2(q)(at)
2 +
1
3!
Q3(q)(at)
3 + . . .
=
∞∑
k=0
1
k!
Qk(q)(at)
k
Esto es
(expq (at))
q =
∞∑
k=0
1
k!
Qk(q)(at)
k
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Veamos ahora la prueba de (4.36)
Para D = diag {d1, d2, . . . , dn}
∞∑
k=0
1
k!
Qk(tD)
k =
1
0!
Q0In + 1
1!
Q1(tD) +
1
2!
Q2(tD)
2 +
1
3!
Q3(tD)
3 + . . .
=
1
0!
Q0


1 . . . 0
...
. . .
...
0 . . . 1

+ 11!Q1


td1 . . . 0
...
. . .
...
0 . . . tdn


+
1
2!
Q2


(td1)
2 . . . 0
...
. . .
...
0 . . . (tdn)
2

+ 13!Q3


(td1)
3 . . . 0
...
. . .
...
0 . . . (tdn)
3

+ . . .
=


1
0!
Q0 . . . 0
...
. . .
...
0 . . . 1
0!
Q0

+


1
1!
Q1td1 . . . 0
...
. . .
...
0 . . . 1
1!
Q1tdn


+


1
2!
Q2(td1)
2 . . . 0
...
. . .
...
0 . . . 1
2!
Q2(tdn)
2

+


1
3!
Q3(td1)
3 . . . 0
...
. . .
...
0 . . . 1
3!
Q3(tdn)
3

+ . . .
=


1
0!
Q0 +
1
1!
Q1td1 +
1
2!
Q2(td1)
2 + . . . . . . 0
...
. . .
...
0 . . . 1
0!
Q0 +
1
1!
Q1td1 +
1
2!
Q2(td1)
2 + . . .


=


∑∞
k=0
1
k!
Qk(td1)
k . . . 0
...
. . .
...
0 . . .
∑∞
k=0
1
k!
Qk(tdn)
k


=


(expq td1)
q . . . 0
...
. . .
...
0 . . . (expq tdn)
q

 ; por (4.37)
Esto es
∞∑
k=0
1
k!
Qk(tD)
k =


(expq (td1))
q . . . 0
...
. . .
...
0 . . . (expq (tdn))
q


Ahora, dado que
2. MATRIZ q-EXPONENCIAL 63
d
dt
(
expq (tD)
)
= D
∞∑
k=0
1
k!
Qk(tD)
k
se sigue que
d
dt
(
expq (tD)
)
= D


(expq (td1))
q . . . 0
...
. . .
...
0 . . . (expq tdn)
q


note que por (4.25), (expq (tdi))
q = 1
di
· d
dt
(
expq (tdi)
)
. As´ı


(expq (td1))
q . . . 0
...
. . .
...
0 . . . (expq (tdn))
q

 =


1
d1
· d
dt
(expq (td1)) . . . 0
...
. . .
...
0 . . . 1
dn
· d
dt
(expq (tdn))


=


1
di
. . . 0
...
. . .
...
0 . . . 1
dn

 ·


d
dt
(expq (td1)) . . . 0
...
. . .
...
0 . . . d
dt
(expq (tdn))


= D−1
d
dt
expq (tD)
Observe
1). Para, E(t) = expq (tA), para todo A. E
′(t) = A
∞∑
k=0
1
k!
Qk(q)(tA)
k
cuando q −→ 1,
∞∑
k=0
1
k!
Qk(q)(tA)
k −→
∞∑
k=0
1
k!
(tA)k = exp tA; Qk(1) = 1
As´ı E ′(t) = A exp tA.
2). Para
D =


di . . . 0
...
. . .
...
0 . . . dn

 , expq (tD) =


expq (td1) . . . 0
...
. . .
...
0 . . . expq (tdn)


su inversa viene dada por
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[expq (tD)]
−1 =


[expq (td1)]
−1 . . . 0
...
. . .
...
0 . . . [expq (tdn)]
−1


donde
[expq (tdi)]
−1 = expq (
−tdi
1 + (1− q)tdi ), tdi 6=
1
q − 1 (4.38)
Esto es, para t = 1
expq (D) =


expq (d1) . . . 0
...
. . .
...
0 . . . ednq

 , [expq (D)]−1 =


[expq (d1)]
−1 . . . 0
...
. . .
...
0 . . . [expq (dn)]
−1


donde
[expq (di)]
−1 = expq (
−di
1 + (1− q)di) , di 6=
1
q − 1
Ahora si denotamos −Dq por
−Dq =


−d1
1+(1−q)d1
. . . 0
...
. . .
...
0 . . . −dn
1+(1−q)dn


entonces
[expq (D)]
−1 = expq (−Dq)
y as´ı cuando q −→ 1, −Dq −→ −D y [expD]−1 = exp−D.
3). Para A diagonalizable, A = PDP−1,
−A = −(PDP−1) = P (−D)P−1
Luego, expq (A) = P expq (D)P
−1 y [expq (A)]
−1 = [P−1 expq (D)P ]
−1 = P [expq (D)]
−1P−1 =
P expq (−Dq)P−1.
Adema´s tA = t[PDP−1] = P (tD)P−1, por lo cual
expq (tA) = P expq (tD)P
−1
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As´ı mismo,
d
dt
[expq (tA)] =
d
dt
[P expq (tD)P
−1] = P
d
dt
[expq (tD)]P
−1 = PD


[expq (td1)]
q . . . 0
...
. . .
...
0 . . . [expq (tdn)]
q

P−1
Ahora bien, por otro lado.
Si A es diagonal, A = diag {λ1, λ2, . . . , λn}, entonces toda potencia de A tambie´n
es una matriz diagonal, donde Ak = diag
{
λk1, λ
k
2, . . . , λ
k
n
}
.
Por consiguiente en este caso expq (A) es matriz diagonal dada por
expq (A) = In +
∞∑
k=1
tk
k!
Qk−1A
k = diag
{
1 +
∞∑
k=1
tk
k!
Qk−1λ1
k, . . . , 1 +
∞∑
k=1
tk
k!
Qk−1λn
k
}
= diag
{
expq (λ1), . . . , expq (λn)
}
; si |λi| < 1|1− q|
Otro caso fa´cil de manejar es cuando A es diagonalizable en tal caso
A = PDP−1 = P · diag {λ1, λ2, . . . , λn}P−1
Luego
expq (tA) = In +
∞∑
k=1
1
k!
Qk−1t
kAk = In +
∞∑
k=1
1
k!
Qk−1t
kPDkP−1
= P
(
In +
∞∑
k=1
1
k!
Qk−1t
kDk
)
P−1 = P
(
In +
∞∑
k=1
1
k!
Qk−1(tD)
k
)
P−1
= P · diag {expq (tλ1), . . . , expq (tλn)}P−1; si |tλi| < 1|1− q|
= P expq (tD)P
−1
De lo anterior expq (A) = P · diag
{
expq (λ1), . . . , expq (λn)
}
P−1 si |λi| < 1|1−q| (para cada
i = 1, 2, . . . , n), esto es expq (A) y convergente si δ(A) <
1
|1−q|
(A diagonalizable).
Ahora, si A es tal que ‖A‖ < 1
|1−q|
y dado que δ(A) < ‖A‖, entonces expq (A) es
convergente. Note que
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‖A‖ < 1|q − 1| ⇐⇒ ‖A‖|q − 1| < 1⇐⇒ |q − 1| <
1
‖A‖ ⇐⇒ −
1
‖A‖ < q − 1 <
1
‖A‖
⇐⇒ 1− 1‖A‖ < q < 1 +
1
‖A‖
De lo anterior resumimos que:
Para A matriz diagonalizable, expq (A) es convergente si 1−
1
‖A‖ < q < 1 +
1
‖A‖ .
Observe que
exp (A) = P exp (D)P−1 y expq (A) = P expq(D)P
−1
Esta idea puede ser generalizada a cualquier funcio´n f(z) que este´ definida en los valores
propios λi de una matriz diagonalizable A = PDP
−1, sera´ suficiente tomar
f(D) = diag {f(λ1), f(λ2), . . . , f(λn)}
y finalmente tener f(A) = P · diag {f(λ1), f(λ2), . . . , f(λn)}P−1.
Ejemplo 4.8. Si A ∈ Cn×n con valores propios λi. Suponga que
f(A) = In +
∞∑
k=1
1
k!
Qk−1A
k = expq (A)
Entonces
(i) Si A = RDR−1, D = diag {λ1, λ2, . . . , λn}
f(A) = In +
∞∑
k=1
1
k!
Qk−1(RDR
−1)k = RInR
−1 +R
(
∞∑
k=1
1
k!
Qk−1D
k
)
R−1
= R
(
In +
∞∑
k=1
1
k!
Qk−1D
)
= Rf(D)R−1 = R expq (D)R
−1
(ii) det f(A) = det f(D) = det
{
diag
{
expq (λ1), expq (λ2), . . . , expq (λn)
}}
= expq (λ1), expq (λ2), . . .
det expq (
[
n∑
k=1
λk +
n−1∑
k=1
(1− q)kλ1 . . . λk+1 + (1− q)
n−1∑
k=2
(λ1 + . . .+ λk)λk+1 + (1− q)2
n−2∑
k=2
(λ1 + . . .+ λk)λ
Cuando q −→ 1 tenemos det expq (A) = det exp (A) = exp (λ1 + . . .+ λn) =
exp (traza(A))
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Recuerde que expq (λ1) expq (λ2) = exp (λ1 + λ2 + (1− q)λ1λ2) = exp (λ1 ⊕ λ2); λ1⊕
λ2 = λ1 + λ2 + (1− q)λ1λ2.
(iii) Traza f(A) = Traza expq (A) =
∑n
i=1 expq (λi) = expq (λ1) + expq (λ2) + . . . +
expq (λn)
Para D = diag {d1, d2, . . . , dn}
d
dt
expq (tD) = D


(expq (td)1)
q . . . 0
...
. . .
...
0 . . . (expq (td)n)
q


Luego
∫ 
(expq (td1))
q . . . 0
...
. . .
...
0 . . . (expq (tdn))
q

 dt = D−1 expq (tD) + C
dado que
d
dt
(D−1 expq (tD)+C) = D
−1D


(expq (td)1)
q . . . 0
...
. . .
...
0 . . . (expq (td)n)
q

 =


(expq (td)1)
q . . . 0
...
. . .
...
0 . . . (expq (td)n)
q


Ejemplo 4.9. Sea A =

1 0
0 1

 luego, exp(tA) =

expq (t) 0
0 expq (t)

 y
∫
expq (tA)dt =


∫
expq (t)dt+ C1 C2
C3
∫
expq (t)dt+ C4

 =


1
2−q
(expq (t))
2−q 0
0 1
2−q
(expq (t))
2−q

+
=


1
2−q
0
0 1
2−q

 ·

(expq (t))
2−q 0
0 (expq (t))
2−q

 +

C1 C2
C3 C4


En el caso q −→ 1 ∫
expq (tA)dt = expq (tA)dt+ C
3. ECUACIO´N DIFERENCIAL QUE SE SATISFACE POR expq tA 68
Ejemplo 4.10.
‖ expq (A)‖ =
∥∥∥In + ∞∑
k=1
1
k!
Qk−1A
k
∥∥∥ ≤ ‖I‖+ ∥∥∥ ∞∑
k=1
1
k!
Qk−1A
k
∥∥∥
≤ ‖In‖+
∞∑
k=1
1
k!
Qk−1‖Ak‖ ≤ ‖In‖+
∞∑
k=1
1
k!
Qk−1‖A‖k
esto es ‖ expq (A)‖ ≤ ‖In‖+ expq (‖A‖).
Ahora si ‖ · ‖ es una norma matricial subordinada, entonces ‖In‖ = 1, en tal caso
‖ expq (A)‖ ≤ 1 + expq (‖A‖).
3. Ecuacio´n Diferencial que se Satisface por expq tA
Teorema 4.11. Para todo real t la funcio´n matricial E definida por
E (t) = expq tA
satisface la ecuacio´n diferencial
E ′ (t) = [E (t)]q A = A [E (t)]q para A diagonal
Es decir
d
dt
[
expq tA
]
=
[
expq tA
]q
A = A
[
expq tA
]q
Observacio´n 4.12. Notemos las siguientes relaciones
E (t) = exp at =⇒ E ′ (t) = a exp at = exp ata = aE (t) = E (t) a
E (t) = exp tA =⇒ E ′ (t) = A exp tA = exp tAA = AE (t) = E (t)A A matriz cualquiera
Ahora para la funcio´n q exponencial tenemos:
E (t) = expq at =⇒ E ′ (t) = a
(
expq at
)q
=
(
expq at
)q
a = aE (t) = E (t) a
E (t) = expq tA =⇒ E ′ (t) = A(expq (tA))q = (expq (tA))qA = A(E (t))q = (E (t))qA, A matriz diagonal
Conclusiones
El presente trabajo ha mostrado que las funciones exponencial y logaritmo natural, y as´ı mis-
mo sus propiedades son casos particulares de las funciones q-exponencial y q-logaritmo re-
spectivamente las cuales se obtienen en el l´ımite cuando q tiende 1. Ver (4,10) y (4,11)
De igual forma se puede observar que se da esta misma relacio´n para las funciones exponencial
de una matriz y q-exponencial de una matriz cuadrada A. Esta u´ltima se definio´ a partir de
la exponencial de un matriz y el de desarrollo de series de potencias y adema´s se estudiaron
propiedades analogas a las dadas en el cap´ıtulo 3
Es claro que hallar la exponencial y q-exponencial de una matriz cuadrada A es un problema
nada sencillo dado que se deben calcular las potencias de A. Pero al considerar matrices
diagonalizables, la dificultad se reduce ya que debemos hallar las potencias de matrices
diagonales las cuales son fa´ciles de calcular, esto es en la pra´ctica hallar la exponencial y la
q-exponencial de una matriz no es nada fa´cil a menos que la matriz A sea diagonalizable.
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Problemas abiertos
Obtener resultados para la existencia de la inversa de la matriz q-exponencial, su expresio´n en
serie de potencias y propiedades ana´logas a la de la matriz exponencial. Tambie´n desarrollar
problemas de aplicacio´n cuya solucio´n involucre a la matriz q-exponencial.
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