An existential problem of a weight- controlled subset and its application to school timetable construction  by Kitagawa, Fumio & Ikeda, Hideto
Discrete Mathematics 72 (1988) 195-211 
North-Holland 
195 
AN EXISTENTIAL PROBLEM OF A WEIGHT- 
CONTROLLED SUBSET AND ITS APPLICATION TO 
SCHOOL TIMETABLE CONSTRUCTION 
Fumio KITAGAWA and Hideto IKEDA 
Information Processing Center, Hiroshima University, Hiroshima, Japan 
Received 20 September 1986 
Revised 17 October 1987 
1. Introduction 
A school timetable problem is to find an efficient algorithm for constructing a 
school timetable which attains various given requirements consistently. Although 
many theoretical models (Cole [4], Csima [5], Gotlieb [9], Ikeda [13], Neufeld 
[24], Salazar [25], Welsh [26]) an construction algorithms (Almond [I], Csima d 
[6], Dempster [7], Ikeda [lo], Kirchgassner [20], Lions [21], Yule [29]) of school 
timetables have been proposed, the problem is still an unsolved one in both 
practical and theoretical point of view. 
In theoretical sense, those models are not sufficient to represent various 
complicated requirements for school timetables. Even if almost all requirements 
could be represented in a model, the models were so complicated that it was very 
difficult to find an efficient and simple algorithm. There are some theoretical 
solutions of timetable problems under very limited requirements. But it is 
nonsense in a practical point- of view, because schools could not accept such 
timetables in the actual education. 
On the other hand, there are some computer programs that help to construct a 
school timetable. Alsmost all of these programs simulate traditional manual ways 
and cannot investigate the constructability of a timetable in advance. 
In this paper, we propose a new combinatorial problem including a school 
timetable problem and give some theoretical solutions. The problem seems very 
simply but general because it also includes a network flow problem, a graph 
coloring problem and some other combinatorial problems as a special case of it. 
2. School timetable problem 
A school timetable problem was formalized in various manners. But almost all 
formalizations are too simple to accept a timetable constructed with them for 
actual schools. From the practical point of view, an actual school timetable 
problem should be formalized with the following complexity. 
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Definition 1 (Specification of timetable problem). A school timetable problem is 
an 11-tuple (T, C, W,‘p, E, L, g, h, r, I, A,) which satisfies the following 
conditions: 
(1) T is a finite set which is called the set of all teachers, 
(2) C is a finite set which is called the set of all classes, 
(3) W is usually a set {MON, TUE, WED, THU, FRI} and sometimes 
includes “SAT”. It is called the set of all names of days in a week. 
(4) p is a function W+ { 1, 2, . . . }, where p(w) means number of periods in 
day w, 
(5) E is a finite set which is called the set of all special rooms, 
(6) L is a subset of (2T - (0)) X (2c - {O}) x (2”) x (1, 2, . . .} which is called 
the set of all different lessons, 
(7) g is a function from T X W to {1,2, . . .}, where g(t, w) = m means that 
teacher t can give upto m lessons on day w, 
(8) h is a function from E to { 1,2, . . . > , which defines capacity of each special 
room, 
(9) r is a function from L to {1,2, . . .}, where r(l) = m means that a lesson 1 
should be given m times in a week, 
(10) Z is a subset of T X C X E X W X (1, 2, . . .}, which gives the set of all 
combinations to be inhibited, 
(11) A0 is a subset L x W X {1,2, . . .}, where (1, w, p) cAo means that lesson 
1 should be given from period p on day w. 
In a high school (in Japan), each class has each class room. Set E is the set of 
all special rooms, e.g. music rooms, labs, gymnasiums other than ordinary class 
rooms. An ordinary lesson is specified by a teacher, a class and an ordinary class 
room or sometimes a special room. 
A lesson which has two or more teachers and/or classes is called a set of 
parallel lessons, or simply a para-lesson. An example of a para-lesson I is a lesson 
of art that consists of three lessons, that is, music I, by teacher t, using music 
room el, painting 1, by teacher t2 using painting room e2, and writing l3 by 
teacher t, using writing room e 3. Each student of two classes cr and c2 takes one 
of these three lessons. In order that lesson I makes no effect on timetable 
construction based on assignment of each class-teacher combination to a period, 
three lessons (t,, cl, e,), (t2, c2, ez) and (t3, c*, e3) must be assinged at the same 
period where c* is a dummy class introduced imaginary. In such a case, a lesson 
includes two or more teachers, classes and special rooms as a result. 
An ordinary lesson occupies one period. There may be a special lesson which 
occupies two or more consecutive periods. Such a lesson is called a long-lesson. 
Number of periods occupied by a long-lesson is specified by the last component of 
1. If the last component is 1, it means that the lesson occupies one period. 
There may exist requirements that cannot be expressed within the above 
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framework. For example, a period before a lession of physics must be opened for 
a certain teacher, because the period is sometimes used for preparation of 
experiment. Another example is a lesson of cooking which should be assigned to 
4th or 5th period (immediately before or after lunch time) because students 
would have dishes made by themselves. These requirements are, however, 
relatively minor and there are many other cases when these can be avoided by 
some pre-assignments in A0 or pre-inhibitions in 1. But in a practical school 
timetable construction, it is at least necessary to formalize as Definition 1. 
In terms of timetable problem defined above, a solution, called a timetable, can 
be defined as follows: 
Definition 2 (Solution of timetable problem). A solution of a timetable problem 
(T, C, W, p, E, L, g, h, r, I, A,) is a subset of A of L X W X { 1, 2, . . .}, 
satisfying the following conditions: 
(1) If (t, c, e, IZ, W, i) is in A then i + n - 1 up, 
(2) If two elements of A in the same day W, say (t, c, e, II, W, i) and 
(t’, c’, e’, n’, W, i’) which include common teachers, i.e. t fl t’ # 0, then 
two period sets {i, i + 1, . . . , i + n - l} and {i’, i’ + 1, . . . , i’ + n’ - l} are 
disjoint, 
(3) If two elements of A in the same day W, say (t, c, e, n, W, i) and 
(c’, c’, e’, it’, W, i’) which include common classes, i.e. c rl c’ # 0, then two 
period sets {i, i + 1, . . . , i + n - l} and {i’, i’ + 1, . . . , i’ + n’ - l} are 
disjoint, 
(4) For each teacher t and each day W, number of periods occupied by lessons 
that teacher t gives in day w is less than or equal to g(t, w), that is, 
c n cg(t, w), 
(t,c,e,n,w,i)eA and fet 
(5) For each special room e and each period j of day w, number of lessons 
which use room e at period j is less than or equal to h(e), that is, 
J{t,c,e,n, w,i)~A:e~eandj~{i,i+l,. . .,i+n-l}(ch(e), 
(6) For each lesson I= (t, c, e, n) in L, number of elements in A which support 
it is equal to r(l), that is, 
I{(& C, e, a, w, i) E AlI = r(t) c, e, n), 
(7) For each element (t, c, e, w, i) in I, there is no element (t, c, e, n, w, i) of 
A such that t E t, c E c and e E e, 
(8) Set A0 is a subset of A. 
If a timetable problem specified in Definition 1 would be solved completely 
within a limited time, the timetable could be accepted in actual schools. The 
formalization is, however, too complex to find simple and efficient algorithms. 
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3. An existential problem of an n-dimensional weighted marginal-bounded O-l 
matrix and Gotlieb’s model of a school timetable problem 
In order to formalize a timetable problem, Gotlieb [9] proposed a com- 
binatorial problem as follows: 
Definition 3 (Specification of nWMP). An existential problem of an n- 
dimensional weighted marginal-bounded O-l matrix is a 3-tuple (M, a, b) 
satisfying the following conditions: 
(1) it4 is a function from No to N, 
(2) a is an n-dimensional vector (aI, a2, . . . , a,} of function ai from Ni to N 
for i = 1, 2, . . . , n, 
(3) b is an n-dimensional vector (b,, bz, . . . , b,) of function bi from Ni to N 
for i = 1, 2, . . . , It, 
where N = (0, 1, . . .}, 
N,={l,2 ,..., m1}x{l,2 ,..., m,}X...x{l,2 ,..., m,}, 
Nj= (1, 2, . . . , ml} x (1, 2,. . . , mz} X. * - X (1, 2, . . . , mjel> 
X {1,2,. . . , mi+I} X. *. X (1,2,. . . , m,}. 
The existential problem of an n-dimensional weighted marginal-bounded O-l 
matrix is also referred to n WMP in short. 
Definition 4 (A solution of nWMP). A solution A of an nWMP (M, a, b) is a 
function from M to (0, l} which satisfies the following conditions: 
a,(x) G YcNzj_r) A(Y) . M(Y) G hi(x) 
for any x in Ni and any i in { 1,2, . . . , n}, 
where N{(i) =x} = {(x1, . . . , xi-I, x, xi+i, . . . ,x,) EN,: 
(x1, . * . J Xi-l, Xi+19 . * . > xn> E N>. 
Function M is called a weight function and vectors a and b are called a lower 
bound and an upper bound respectively. A special case when M(x) = 1 or 0 for 
any x in No is sometimes referred to as nMP. 
We shall give an example of nWMP in a case that n = 2, m, = 8 and m2 = 5. A 
weight function M and bounds a and b are given in Fig. 1, where (i, j)th element 
is m, means M(i, j) = m and ith element of the column (or row) vector named 
“a” and “6” indicates a,(i) (or (a2(i)) and b,(i) (or b2(i)) respectively. A solution 
A of the problem is also given in Fig. 1. 
In a case that n = 2, nWMP is solvable by embedding it into a network flow 
problem. But if n >2, nWMP and even nMP and now unsolved problems. 
Weight-controlled subset problem 199 
M 12345 ab A 1 2 3 4 5 
02000 02 1 0 1 0 0 0 
10201 12 2 0 0 0 0 1 
11000 11 3 1 0 0 0 0 
30010 01 4 0 0 0 1 0 
1.5001 15 5 0 1 0 0 0 
10012 13 6 0 0 0 1 0 
10000 01 7 1 0 0 0 0 
01314 13 8 0 0 0 1 0 
2 7 0 2 1 
3 8 2 3 4 
Fig. 1. An example of nWMP and its solution. 
Gotlieb [9] pointed out the relationship between 3MP and a timetable problem as 
follows: 
Let (T, C, W, p, E, L, g, h, r, I, A,) be a timetable problem that satisfies the 
following conditions: 
(1) Each lesson is an ordinary one, i.e., 
{L E (t, c, e, n): ItI = 1, (cl = 1, lel = 0, n = l}, 
(2) There is no constraint on number of lessons in each day w for each teacher 
t, i.e. 
g(t) w) = P(W)7 
(3) There is no constraint on number of lessons using each room e at each 
period, i.e. 
h(e) = ICI, 
(4) There is no pre-assignment, i.e. 
A,=0. 
Such a timetable problem is assumed to be simple in this paper. 
Theorem 1. A simple timetable problem can be embedded into 3MP. 
Proof. Assume that sets T, C and {(w, i): w E W, i E (1, 2, . . . , p(w)}} (say, P) 
are integer sets, {1,2 ,.,. ,mT}, {1,2, . . . ,mc} and {1,2,. . . ,mp} 
respectively. A function M from T X C X P to the set of all integers is defined as, 
0 
M(t’ ” i, = (1 
if (t, c, i) E I, 
otherwise. 
Lower bound Q = (a,, a2, u3) and upper 
follows: 
a,(c, i) = 0, a&, c) = r(t, c), 
b,(c, i) = 1, &(f, c) = r(t, c), 
bound b = (b,, b,, b3) are given as 
%(t, i) = 0, 
b& j) = 1. 
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Then the 3-tuple (M, a, b ) is a 3MP. If there is a solution A of the 3MP 
(M, u, b), it is easy to check that A satisfies all conditions in Definition 2, that is, 
a timetable. •i 
The timetable problem discussed above is a special case of that in Definition 1, 
because there are no considerations of para-lessons, long-lessons, special rooms, 
upper bound function g and pre-assignments in A,,. Even if a timetable problem is 
restricted in such a way, it is unsolvable at present. 
If we would intend to treat a general case of timetable problem within a 
framework of nWMP, the formalization of the problem would be so complicated 
that we could not find a simple and efficient algorithm. Therefore, we need a 
simple formalization which every requirement for timetabling can be represented 
uniformly. In order to do this, we propose a combinatorial problem which is 
referred to as an existential problem of a weight-controlled subset or WSP in short. 
We shall discuss the problem WSP and relationship between WSP and timetable 
problems in the followings. 
4. Existential problem of a weight-controlled subset and some results 
Definition 5 (Specification of WSP). An existential problem of a weight- 
controlled subset is specified by a 5-tuple (II, S, w, a, b ) satisfying the following 
conditions: 
(1) U is a finite set which is called the universe, 
(2) S is a collection of subsets of U, i.e. S c 2”, which is called a condition set, 
(3) w is a function from M( U, S) = {( , ) u s :uEU,sES,UEs}tothesetofall 
positive integers, which is called a weight function, 
(4) a is a function from S to non-negative integers, which is called a Zower 
bound function, 
(5) b is a function from S to non-negative integers, which is called an upper 
bound function. 
Definition 6 (Solution of WSP). A solution of WSP (II, S, CO, a, b) is a subset A 
of U satisfying the following condition: 
a(s) G UeTos O(U, s) c b(s) for any s in S. 
Fig. 2 gives an example of WSP in the case that S = {s,, s2, s,}, U = 
(u1, uz, . . . > u,}, a(sJ = 6, U(Q) = 3, a(sJ = 6, b(q) = 7, b(sJ = 7 and b(sj) = 
8. Each element of S is indicated by the set of all non-zero elements in the 
corresponding column of the matrix, e.g. s1 = {u,, u2, ug, u4, u9}. The matrix 
also indicates a weight function CO, that is, (Ui, Sj) = (i, j)-element of the matrix. A 
solution A is given as last column of the matrix. 
A WSP has never been solved completely. If the number of elements in set U 
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w s Sl s2 s3 A 
LJ 
Ul 2 0 0 0 
u2 1 2 0 0 
u3 3 2 0 1 
u4 1 1 4 1 
k 0 3 0 0 
% 0 1 2 1 
4 0 0 2 0 
us 0 0 1 0 
u9 2 0 1 1 
; 6 7 3 7 6 8
Fig. 2. Example of WSP. 
or S is small, we may find solutions exhaustively by a computer. Unfortunately, u 
and S in almost all of practical cases, however, have relatively many elements. If 
we can reduce the size of U and/or S without any change of solvability of the 
problem, we may use the exhaustive algorithm. The following definitions and 
some results enable us to use the approach. 
Definition 7 (Complete subproblem of WSP). WSP (U, S, w, a, 6) is called a 
complete subproblem of a WSP (U’, S’, o’, a’, b’) iff the following conditions 
are satisfied: 
(1) U is a subset of U’, 
(2) S is a subset of S’, 
(3) 0’ is a restriction of 0 on M(U’, S’), i.e. 0’ = wJ,(,,,,.), 
(4) If a WSP (U, S, w, a, 6) has a solution then WSP (U’, S’, w’, a’, b’) also 
has a solution. 
If a WSP P is a complete subproblem of a WSP P’, then P’ is called an 
expansion of P. 
Definition 8 (Trivial subset). Let ( U, S, u), a, 6) be a WSP and s be an element 
of S. If a(s) G 0 then it is said that s has no lower bound. If b(s) 2 C,,, o(u, s) 
then it is said that s has no upper bound. If u(s) s 0 and b(s) 2 C,,, o(u, s) then 
s is called a trivial subset. 
Proposition 1 (Reduction of trivial subset). Let (U, S, w, a, b) be a WSP and s 
be a trivial subset. A WSP (U, S’, o’, a’, b’) that is derived by the removal of s 
from the WSP (U, S, o, a, b) is a complete subproblem, where S’ = S - {s}, 
w’ = oj,(,,,~), a’ = aIs, and b’ = bj,.. 
Since a proof of Proposition 1 is trivial, we shall show only an example that 
includes a subset s1 without lower bound, a subset s2 without upper bound and a 
trivial subset s3 in Fig. 3. 
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0 s .Sl sz sg 
V 
UI 1 1 1 
J-C? 2 1 3 
u3 1 0 0 
u4 0 2 1 
: 0 2 2 5 0 5
Fig. 3. Example of WSP including a trivial subset. 
Proposition 2 (Expansion by intersection). Let (17, S, CO, a, b) be a WSP and 
Sl, * . * , Sk be k elements of S. A WSP (I/, S’, CO’, a’, b’) that is derived by 
intersection of subsets is an expansion of the WSP (U, S, w, a, b) where 
S’ =s u {s’}, 
o’(u, s) = 
w(u, s) ifs E S and u ES, 
muz{~(~,si):u~si,i=l,2 ,..., k}ifs=s’unduEs’, (4.1) 
a(s) ifs E S, 
a’(s) = 
mux({a(q) - c o(u, q):i = 1, . . . , k} U (0)) ifs =s’, (4.2) 
uE(Sz-s’) 
b(s) ifs ES, 
b’(s) = 
min b(si) + C (mux{o(u, sj):i = 1, 2, . . . , k} - ~(u, si)): (4.3) 
LIES’ 
i=l,2,..., k} u {c o(u, s,)}) ifs =s’, 
UES’ 
where S' = nf==,q 
Proof. The following equality is a direct sum decomposition of set si. 
Si=(Sj_S’)F9S’ (4.4) 
Let A be a solution of WSP (U, S, CD, a, b). From (4.4), we have 
o(u, si) + C m(u, Si). 
ueArb' 
On the other hand, for any i = 1, 2, . . . , k, 
a(sJ - c m(u, sJ 
us@--s’) 
sa(s<)- C w(u, Si) 
ueAfl(s,-s') 
(4.5) 
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S C max{o(u,sJ:i=l,2,. . .,k} 
UEAl-lS' 
=uE;n,,~'(~, ~'1 '-v (4.1). 
Therefore, we have 
a’@‘) =max a(si) - 
ci 
x o(u, s,):i = 1, 2, . . . 
ue(s,-s’) 
ss & w’(4 0 
On the function b’, we can also get the condition in the following: From (4.4) 
and the definition of WSP, we have 
UEs”,, W(k Si) = E”, w(u, sJ - UEAnc, _s,) W(% Si) 
G En, O(U> Si) 
G b(q). (4.6) 
By adding CueAns' (max{ o(u, Sj) Ii = 1, 2, . . . , k} - O(U, Si)) to both most left 
and right sides of inequality (4.6), 
b(&) + 2 (max{w(u, Sj):i = 1, 2, . . . , k} - W(l.4, Si)) 
UfZAh 
3 ,egn,, O(U, Si) + lsns, (max{w(w sj) :i = 1, 2, . . . , k) - W(U, Si)) 
= ,Ezn,, (max{w(u, Sj):j = 1,2, . . . , k)) 
= ueg”s, m’(4 s’) 
for any i = 1, 2, . . . , k. 
Hence we get the inequality that a function b’ should be satisfied. 0 
As an application of Proposition 2, we can give the following corollaries. 
Corollary 2.1. If the set S includes an element s which can be represented by a 
combination of some other elements in S with intersections and has less strict 
bounds than that generated by the combination, removal of s from S makes no 
effect on solvability of the problem. 
Corollary 2.2. A WSP (U, S, w, a, b) has a solution A iff the closure of the WSP 
has a solution A, where the closure of a WSP (U, S, o, a, b ) is a WSP 
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(U, S', co’, a’, b’) as follows: 
(1) S’ is the closure set of S by intersection, i.e. S’ satisfies the following 
conditions : 
(1) S is a subset of S’, 
(2) Zf s and s’ are in S’ then an intersection of s and s’ is also in S’, 
(2) w’, a’ and b’ are expansions of CD, a and b respectively in the way of 
Proposition 2. 
Definition 9 (Inconsistency). A WSP (U, S, w, a, b ) is said to be inconsistent if 
there is an element s in S’ that a’(s) > b’(s), where (U, S’, u’, a’, b’) is the 
closure of ( U, S, o, a, b ). 
We shall give an example of inconsistent WSP in Fig. 4. By column-wise 
investigations, the problem seems to have a solution, but we can recognize that it 
has no solution by making a new column s1 n s2. 
0 S Sl $2 s1 ns2 
u 
Ul 1 0 0 
4 3 2 3 
u3 2 2 2 
u-4 1 1 1 
us 0 2 0 
R 6 3 1 5 4
Fig. 4. Example of an inconsistent WSP. 
Corollary 2.3. Zf a WSP (U, S, w, a, b) is inconsistent then it has no solution. 
The authors conjecture that the converse of Corollary 2.3 is also true, i.e. 
Zf a WSP has no solution then it is inconsistent, 
but we have never solved it. 
We have discussed about reduction of columns above and now we shall show 
how to reduce rows of the matrix M(U, S). 
Definition 10 (Deterministic element). Let u be an element in the universe set U 
of a WSP (U, S, CO, a, b). u is said to be a deterministic element when the 
following condition is satisfied: 
There are no solutions A and A ’ such that u is in A and u is not in A ‘. 
Definition 11 (Dependent element). Let u and U’ be elements in the universe set 
U of a WSP (U, S, w, a, b). u is said to be positively (negatively) dependent on U’ 
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w s Sl S2 s3 A, 4 
u 
Ul 2 1 0 1 0 
u2 1 0 1 1 0 
u3 1 1 2 0 1 
u4 1 2 0 0 0 
a 1 1 1 
b 3 1 2 
Fig. 5. Example of deterministic elements and dependent elements. 
when the following condition is 
uisinAiffu’is(not) 
satisfied: 
in A for any solution A of ( U, S, o, a, b ) . 
In Fig. 5, u1 is positively dependent on u2 and negatively dependent on uj. uq is 
a deterministic element. {A,, A,} is the set of all possible solutions of the WSP. 
Deterministic elements and/or positively dependent elements can be eliminated 
without effect on the existence of a solution of a WSP. The following two 
propositions give how to do it. 
Proposition 3 (Reduction of deterministic element). Let (U, S, w, a, b) be a 
WSP including a deterministic element u. If a WSP (U’, S’, WI, a’, b’) derived by 
the removal of u is a complete subproblem of the WSP, where 
U’= u- {u}, 
S’ = {s - {u} :s ES}, 
w’ = 0 M(U’.S’), 
a’(s’) = I a(s) ifs’ = s, max(a(s) - v(u) 
b(s) ifs’ = s, 
b’(s’) = 
min b(s) - v(u) 
44 s), 0) ifs’ = s - {u}, 
m(4 s), 2 w(u’, s’) ifs’ =s - {u}, 
U’ES’ > 
v(u) = 
1 if there exist a solution A such that A 3 u, 
0 otherwise. 
Proof. If A’ is a solution of (U’, S’, o’, a’, b’), we have 
a’(~‘) G U,Ezo., o’(u’, s’) C b’(s’) for any s’ ES’. 
Let A be a set as follows: 
A= 
A’ if v(u) = 0, 
A’ U {u} if v(u) = 1. 
(4.7) 
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If V(U) = 0 or s’ = s, then inequality (4.7) derives the inequality as follows: 
a(s) G .,gn. O(U’, s) 6 b(s) for any s e S’. (4.8) 
If V(U) = 1 and s’ = s - {u}, then inequality (4.7) can be reformed as follows: 
u(s) - o(u, s) 6 c w(u’, s) s b(s) - o(u, s). 
u's(A-(u))rl(s-{u)) 
(4.9) 
By adding w(u, s) to each term of inequality (4.9), we have 
a(s) 6 2”. m(u’, s) s b(s)* 
Then A is a solution of the WSP ( U, S, o, a, b ). 0 
(4.10) 
Proposition 4 (Reduction of positively dependent element). Let (U, S, w, a, b) 
be a WSP and u and u’ be elements of U. Zf u is positively dependent on u’ and a 
WSP (U’, S’, CD’, a’, b’) derived by the removal of u’ is a complete subproblem 
of the WSP, where 
U’ = u - {u’}, 
S’ = {s - {u’} :s ES}, 
CO’(u”, s’) = 1 o(u”, s) if u” # u, o(u, s) + o(u’, s) if u”= u, 
a’(s’) = a(s), 
b’(s’) = b(s). 
Proof. If A’ is a solution of (U’, S’, w’, a’, b’), we have 
a’(s’) C ,,.Es,s, IX’(LC, s’) for any s’ ES. 
Let A be a set as follows: 
ifA’su, 
otherwise. 
If A’ 3 u then, inequality (4.11) can be reformed step by step as follows: 
a(s) =s lx w’(u”, s) c b(s), 
u”E(A-(u’))n(s-(u’)) 
a(s) c ,,,z,, w(u”, s) + w(u), s) - o(u), s) c b(s), 
a(s) s ,,,zn, w(u”, s) s b(s)- 
(4.11) 
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0 s Sl s2 s3 AI A2 
u 
Ul 3 1 1 1 0 
u3 1 1 2 0 1 
a 1 1 1 
b 3 1 2 
Fig. 6. Result by application of Propositions 3 and 4 to a WSP in Fig. 5. 
If A’ 3 u then, from inequality (4.11) we have 
a@> c .,,Z”, W(UU, s) c b(s). 
Then A is a solution of the WSP ( U, S, w, a, b ). 0 
The reduced WSP corresponding to the WSP given in Fig. 5 is given in Fig. 6. 
5. Relationship among a timetable problem and a WSP 
In this section, we shall show that any timetable problem can be embedded into 
a WSP. It means that a WSP is more general than a timetable problem. Although 
both problems have never been solved, a WSP is simpler than a timetable 
problem. 
In order to show that a timetable problem (T, C, W, p, E, L, g, h, r, Z, A,) can 
be embedded into a WSP, we shall make a WSP (U, S, w, a, b) from the 
timetable problem in Lemma 1 and show that a timetable can be constructed 
from a solution of the WSP in Lemma 2. 
Lemma 1. A WSP can be constructed from a timetable problem. 
Proof. Let (T, C, W, p, E, L, g, h, r, I, A,) be a timetable problem. Sets U and 
S, and functions CO, a and b are defined by the following formulas: 
U=LXWX{l,2,...) 
- {(t, c, e, Iz, w, i) : (t, c, e, w, i) E Z, t E f, c E c, e E e} 
- {(t, c, e, 12, w, i):n + i - 1 BP(W)}, 
S=S~u~uSJus~uS~uS~, 
(5.1) 
(5.2) 
w(U, Si) 1 if i E { 1, 2, 4, 5, 6) and u E si, = 
II ifi=3anduEsJ, 
a b 
s,(t, w.i) 0 1 
SAC, w, i) 0 1 
44 WI 0 g(t. w) 
s4(er w, i) 0 h(e) 
4) 44 r(l) 
% 1 1 
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where 
&={sl(t, w,j):tET, wEW, jE{1,2,. . . ,p(w)}}, 
& = {sz(c, w, j) :c E C, w E W, j E {I, 2, . . . , p(w)}}, 
S,={s,(t, w):t~T, WEW}, 
S4={s4(e, w,j):eEE, weW, jE{1,2,. . . ,p(w)}}, 
s, = {sg(l) : 1 E L}, 
S, = {s6(c, c, e, n, w, i):(f, c, e, n, w, i) EAR}, 
s~(t,w,j)={(f,c,e,n,w,i)~U:fEt,j~{i,i+l,..., i+n-l}}, 
s2(c, w, j) = {(C, c, e, y1, w, i) E U:c E c, j E {i, i + 1, . . . , i + n - l}}, 
sj(t, w) = {(t, c, e, Iz, w, i) E U: t E t}, 
s4(e, w, j) = {(t, c, e, n, w, i) E CJ:e E e, j E {i, i + 1, . . . , i + II - l}}, 
ss(l) = {(t, c, e, II, w, i) E U:l= (t, c, e, n), w E W, i E (1, 2, . . . ,p(w)}}, 
s6(t, c, e, n, w, i> = ((4 c, e, n, w, i)>. 
It is obvious that the 5-typle (U, S, O, a, 6) is a WSP. 0 
Lemma 2. Zf there is a solution of a WSP derived from a timetable problem in the 
way of Lemma 1, a solution of the timetable problem can be constructed. 
Proof. Let (U, S, w, a, b) be a WSP which is derived from a timetable problem 
(T, C, W, p, E, L, g, h, r, I, A,) by Lemma 1 and A be a solution of the WSP. 
We shall show that the set A is also a solution of the timetable problem. In order 
to do this, we shall check that A satisfies the condition (l), (2), . . . , (8) in 
Definition 2. 
Condition (1) and (7) is obvious from the definition of A. 
Condition (2): If two difference elements (6 c, e, II, w, 4 and 
(t’, c’, e’, YI’, w, i’) of A satisfy the following two conditions simultaneously: 
t l-l t’ 3 t, 
{i, i + 1, . . . , i + n - l} fl {i’, i’ + 1, . . . , i’ + n’ - 1) 3 j, 
then set sl(t, w, j) includes the two elements in A. Then we have 
(A n s,(t, w, j)l 2 2. (5.3) 
On the other hand, we have the following inequality: 
IA n s,(t, w, j)l = c w(u, 4 s b(s,(t, w, j)) = I, 
uEAnS,(t, W',/) 
because A is a solution of the WSP and o(u, sJ = 1 when u is in s,. This is 
contradiction to (5.3) and then the set A satisfies the Condition (2). 
Condition (3) can be derived in the same way as Condition (2). 
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Condition (4) can be derived immediately from the inequality of a solution A 
and the definition of weight function w by checking the following equalities: 
A 17 q(t, w) = {(f, c, e, II, w, i) E A: t E t}, 
o(u, s,) = n if r.4 E sj. 
Conditions (5) and (6) can also be derived immediately from the inequality of a 
solution A, the definitions of subsets s4 and s5 and the definition of weight 
function o in the same way as Condition (3). 
Condition (8): From the inequality of a solution A, we have 
l=a(s)G 2 o(u,s)~b(s)=lforanysinS+ 
UEAI-@ 
On the other hand, W(U, se) = 1 if u is in sg and (+,I = 1. Therefore we get A I&, 
that is A lAo. q 
By Lemma 1 and Lemma 2, we can get the main theorem. 
Theorem 2. A timetable problem can be embedded into a WSP. 
6. Conclusion and discussion 
A school timetable problem is a very important and interesting problem. The 
quality of a timetable has a great impact upon the effects of education for 
pupils/students and labor condition of teachers. From the educational point of 
view, a timetable is one of the most important environments of education as well 
as quality and quantity of teachers, equipments, curriculums and so on. In spite 
of the importance, it has not been used long enough to keep the quality of 
timetable good, because timetable construction must be done in a very tight 
schedule. All requirements for a timetable are usually fixed in one or two weeks 
before the beginning of a new term. This means that there is not enough time for 
timetable construction manually. The larger school has more difficulty since the 
time needed for constructing a timetable depends on the size of school. 
In order to overcome the difficulties, there have been many trials to construct a 
timetable by computers. They derived the theory of school timetables which 
intends to establish a simple and powerful model of timetable and find efficient 
algorithms for constructing timetables and checking the constrictivity. Among 
models and algorithms proposed in advance, some of them restrict conditions too 
strong to accept the timetable for actual schools, and others can support only 
trial-and-error manual operations by a computer. 
In this paper, we proposed a new theoretical model for school timetable 
construction, which can represent various complex requirements which frequently 
appeared in the practical timetable construction. These have been treated as 
exceptional conditions in the models developed in advance. In spite of powerful 
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representability of our new model, it seems very simple. Unfortunately, it has 
never been solved completely. This paper gives some theoretical results that are 
useful for establishing the efficient algorithms. 
The combinatorial problem derived from a timetable problem is not only 
important in the practical sense, but also interesting in the theoretical sense. The 
problem is a generalized one of various classical problems in graph theory, e.g. 
coloring problem, Latin square problem, network flow problem and resource 
dispatching problem. Full-scale theoretical attack to the problem is our future 
plan. 
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