We propose a framework for evaluating the quality of solar irradiance probabilistic forecasts. The verification framework is based on visual diagnostic tools and a set of scoring rules mostly originating from the weather forecast verification community. Two types of probabilistic forecasts are used as a basis to illustrate the application of these verification approaches. The first one consists in ensemble forecasts commonly provided by national or international meteorological centres. The second one originates from statistical methods and produces a set of discrete quantile forecasts, the nominal proportions of which span the unit interval. These probabilistic forecasts are evaluated for two selected sites that experience very different climatic conditions. The first site is located in the continental US while the second one is situated on La Réunion Island. Although visual diagnostic tools can help identify deficiencies in generated forecasts, it is recommended that a set of numerical scores be used to assess the quality of probabilistic forecasts. In particular, the Continuous Ranked Probability Score (CRPS) seems to have all the features needed to evaluate a probabilistic forecasting system and, as such, may become a standard for verifying solar irradiance probabilistic forecasts and by extension probabilistic forecasts of solar power generation.
171
In the case of continuous variable, as the solar irradiance (GHI), the shape of the CDF 172 resulting from the preceding definition is obviously not realistic. Several works (Bröcker, 173 2012; Roulston and Smith, 2002; Pinson et al., 2010) proposed alternative approaches to 174 face this issue. Among others, these alternatives allow defining a continuous predictive 175 distribution and non-null probabilities outside the ensemble. We briefly present two other 176 ways to build a CDF from an ensemble forecast. 177 First, Bröcker (2012) proposes to preserve a jump of 1/M between two members but to 178 assign a probability mass of 1/2M for the events that fall outside of the ensemble. It results 
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The second approach, described by (Pinson et al., 2010; Bröcker, 2012) , assigns a prob-187 ability mass of 1/(M + 1) between two members and for the events that fall outside of the 188 ensemble. Note that using this definition that an ensemble member can be interpreted as 189 a quantile forecast by considering its rank within the ensemble. The probability level τ (i) 190 associated with the member of rank i is defined as: τ (i) = i M +1 . This approach leads to Tampon that experiences such a dichotomy between mornings and afternoons. denote these ensemble forecasts as "ECMWF-EPS". They consist in 50 perturbed members.
259
The temporal resolution is of 3 hours and the spatial resolution is of 0. Unlike resolution and reliability, the sharpness property can be intuitively assessed. As sharpness property refers to the ability of a forecasting system to generate forecasts that are 303 able to deviate from the climatological value of the variable to predict (also called predictand) 304 whereas from a statistical point of view the sharpness property relates to the concentration 305 of the predictive distributions (Pinson et al., 2007; Gneiting et al., 2007) .
306
Similarly, from a meteorological point of view, resolution measures the ability of a fore- we will not provide such a conditional assessment. Instead, we will propose a measure of 316 resolution through the decomposition of the CRPS. From a meteorological perspective, it is 317 also worth noting that, for perfectly reliable forecasts, sharpness is identical to resolution.
318
In this work, we will clearly distinguish the definition of sharpness and resolution. That is to 319 say, sharpness will refer to the concentration of the prediction intervals while resolution will 320 quantify the ability of the forecasting system to generate conditional predictive distributions.
321
Finally, it must be noted that reliability can be improved by means of statistical techniques Diagnostic tools are used to visually assess the quality of probabilistic forecasts, while 327 numerical scores are used to quantify the skills of a forecasting system and to rank competing 328 prediction methods. Tables 3 and 4 summarize the diagnostic tools and scoring rules used to 329 evaluate probabilistic forecasts generated either by ensemble methods or quantile techniques.
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Regarding pros and cons, and also the most common approaches already used in other fields 331 (i.e. weather forecast verification and wind power forecasting), we propose to differentiate 332 the methodologies and the tools to assess the quality of quantile forecasts and ensemble 333 prediction systems (EPS).
334
Considering quantile forecasts, we advise to visually assess the quality of the forecasts 335 using reliability diagrams with consistency bars. Then, to use the CRPS and its related 336 decomposition as described in appendix C to quantify the overall performance of the methods 337 and to measure the reliability and the resolution components.
338
For ensemble forecasts, we propose to use the rank histogram including consistency bars 339 and the CRPS as defined by (Hersbach, 2000) (see appendix B) to respectively qualify and 
Sharpness diagram
Ensemble and quantile forecasts -Easy to build -Sharpness is an intuitive property that permits to asesss the concentration of the predictive distributions.
-Sharpness diagrams must be interpreted with care because they are only relevant if the associated forecasts are reliable.
-Sharpness can only contribute to a qualitative evaluation of the probabilistic forecasts.
-Even if narrow PIs are preferred, sharpness cannot be seen as a property to verify the quality of probabilistic forecasts but more like the consequence of a high resolution.
-Can be used for Ensemble (uniform/non uniform CDF) In the following sections, we will present in detail the verification tools. Throughout the 351 description, we will provide illustrations of the application of these tools to quantile and 352 ensemble forecasts. 
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In other words, reliability diagrams can be misinterpreted since even for perfectly reliable 369 forecasts, deviations from the ideal diagonal case can be observed. not sufficient condition to state that a forecast is reliable. As for rank histograms, departures from flatness is a sign of conditional biases in the forecasts or over/under-dispersion.
449
Like rank histograms, consistency bars can be added to PIT histograms to see how much corresponding flat PIT histograms for the GB1, QRF1 and QRF2 models (Figure 7(b) ).
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However, this is not the case. We suspect that this may come from the fact that one needs to 456 specify the number of histograms bins to plot the PIT histogram. This leads to a graphical verification display called δ-diagrams. For an evaluation set of 469 N forecasts,δ α is given by
bilistic forecasts that is based on the paradigm of maximizing the sharpness of the predictive 472 distributions subject to calibration. In the proposed evaluation framework,sharpness dia-473 grams take the form of box-plots of the width of the prediction intervals.
474
As mentioned above, some researchers in the solar forecasting community used the 475 PINAW metric to measure sharpness. This metric is the average width of the (1 − α)100% 476 prediction interval normalized by the mean of variable x to predict (e.g. here GHI) for 477 a testing set of N pairs of forecasts/observations. For a specific nominal coverage rate
478
(1 − α)100%, PINAW reads as
However, even if it can be interesting to compare the performance of forecasting methods 480 at different locations, it must stressed that the sharpness is a property of the forecasts only 481 and as such can not depend on the mean of the observations. In this study, as our primary goal is to verify solar irradiance probabilistic forecasts and 602 not to compare and rank forecasting models, we do not detail the implementation of the defined by
where L i and U i represent respectively the α/2 lower quantileq τ =α/2 and the 1 − α/2 upper 622 quantileq τ =1−α/2 . As shown by Equation 8, the IS rewards narrow prediction intervals but 623 penalizes (with the penalty term that depends on α) the forecasts for which the observation 624
x obs is outside the interval.
625 Figure 11 shows the IS score for the 80% central prediction interval. Again, variant 2 626 models perform better than the other models. In our opinion, this easy-to-calculate score 627 can advantageously complete the set of proper scores available to the user. 
with τ representing the quantile probabilty level. and quantile forecasts for a specific probability level τ ,q i τ . QS reads as
QS is negatively oriented (i.e. the lower, the better). Finally, notice that Bröcker (2012) 646 showed that the CRPS can be seen as a weighted sum of quantiles scores applied to the 647 quantiles derived from the non-uniform CDF.
648 Figure 12 plots the quantile score in relation with the probability levels ranging from 649 0.1 to 0.9. Again, this detailed analysis of the performance of the models favors the variant 650 2 models (and particularly for Le Tampon site). Figure 12 The IGN score favors clearly the QRF2 model. Notice that the unit of this score is the bans and therefore cannot be normalized by the mean of the irradiance of the testing period.
and Smith, 2002) . Considering N verification pairs of probabilistic forecasts given by their 659 PDFf i (x) and outcomes x i obs , the ignorance (IGN) is defined as follow can be extended to a whole year. We can conclude that the VD calibration method spreads 717 blindly the ECMWF forecasts, even when it is not necessary. As it is a local score, the IGN 718 is not able to catch and to quantify such a behavior of forecasting models. Consequently, it 719 seems less robust than the CRPS. Figure 14 : Illustration of the evolution of the CRPS and of the IGN between original and calibrated forecasts: case where these two scores give contradictory information. The CDFs are plotted using the classical definition for ensemble forecasts (see section 2).
Conclusions

721
In this work, we proposed a framework for evaluating solar probabilistic forecasts. Two 
where 775 ∆X k = e k+1 − e k with k = 0, ..., M.
The Here, we reproduce the methodology proposed by (Hersbach, 2000) to compute the CRPS 780 and its decomposition. Let E = (e 1 , ..., e M ) be an ensemble forecast with M members e k , 781 k = 1, ..., M and x obs the observation. It is important to notice that Hersbach assumes a 782 classical definition of the CDF obtained from the ensemble (see figure 3(a) ). Thus, the CRPS 783 could be seen as the sum of areas defined by the members E, the square of their associated 784 cumulative probability p k and the position of the observation x obs . One then have
The values of α and β are determined with the position of the observation x obs when 787 pooled within the sorted members. Table 7 gives the values of α and β for all the possible 
with 801ḡ k =ᾱ k +β k , Event not occurred x obs > x 0 n 0n0 · · · · · · · · · i n kni · · · · · · · · · 1 n MnM with 810
In our case, the integration over x of the different components ranges for values of GHI from 813 0 to the maximum of the climatology.
814
For each value of the predictand x , terms necessary to compute the Brier Score compo-815 nents can be calculated from a 2x2 contingency table (see Table 8 ). In other words, the joint 816 distribution of forecasts and observations for M +1 forecast probabilities can be summarized 817 in a (M + 1) x 2 contingency table.
818
The total number of pairs of forecasts/observations N (i.e. the sample size) is given by
with l k = n i +n k First, it should be noted that the uncertainty part is given in Table 1 . Figure 16 shows 826 the resolution part of the CRPS which confirms the lack of resolution of the different models 827 as the forecast horizon increases. Regarding resolution, the statements made regarding the and Forecasting 22, 382-388.
