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Abstract
The paper deals with the problem of automatic veriﬁcation of programs with dynamic linked
data structures. In particular, the use of pattern-based abstraction of memory conﬁgurations is
considered. In this approach, one can abstract memory conﬁgurations by abstracting away the
exact number of adjacent occurrences of certain memory patterns. The paper extends the state-
of-the-art in this area by proposing a fully automatic and eﬃcient way of detecting the memory
patterns to be used from the memory conﬁgurations that the program at hand is generating. The
method targets programs manipulating a broad class of extended linear linked data structures
having a linear skeleton (possibly bidirectionally-linked or cyclic) with certain additional pointers
deﬁned on top of it, which covers many practical dynamic data structures (such as lists, doubly-
linked lists, cyclic lists, lists with tail/head pointers, etc.). The experimental results obtained from
a prototype implementation of the method show that the method is very competitive and oﬀers a
big potential for future extensions.
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1 Introduction
Dealing with pointers and dynamic linked data structures is one of the most
diﬃcult parts of computer programming and, naturally, one of the most error-
prone. It is thus highly desirable to provide programmers with automatic tools
that would help them to ﬁnd bugs in their pointer-manipulating procedures
or allow them to prove them correct. Veriﬁcation of programs with dynamic
linked data structures is therefore a very active ﬁeld of research.
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Though many results have already been obtained in the ﬁeld of veriﬁca-
tion of programs with dynamic linked data structures, there is still a lot of
space for improvements in terms of generality, automation, and eﬃciency of
the known methods, which is given by the very hard nature of the problem
to be solved. Due to dealing with unbounded structures, the problem is of
course undecidable in general. Therefore various approximative and/or semi-
algorithmic methods are sought. The problem is further complexiﬁed by the
fact that the objects to be manipulated are in general unrestricted graphs
representing particular memory conﬁgurations.
In this work, we contribute to the research on veriﬁcation of programs with
dynamic linked data structures by signiﬁcantly improving a method ﬁrst pro-
posed in [14,15] which we denote as pattern-based veriﬁcation. The method is
based on identifying some repeated patterns in the so called shape graphs that
represent memory conﬁgurations and on abstracting the memory conﬁgura-
tions by not remembering the exact number of occurrences of such patterns.
In [14,15], the user of the method was supposed to provide the appropriate
memory pattern to be used for abstraction. Here, we propose a technique
for a fully automatic detection of the memory patterns, which makes the en-
tire method fully automatic, and so we can call it automatic pattern-based
veriﬁcation.
Let us just add that [14,15] attaches a counter to every summary node
of a shape graph. The counter counts the number of instances of a memory
pattern hidden behind the summary node. Methods of automated abstraction
over integers may then be used to keep a certain information about the value
of these counters. We do not consider this extension here, but it can easily be
introduced.
Our method can currently handle extended linear linked data structures by
which we mean dynamic linked data structures with a linear skeleton (possibly
with bidirectional links or closed into a cycle) on top of which two additional
kinds of links can be added: (1) links to some globally shared dynamically
allocated memory objects and (2) links to some local bounded linked sub-
structures. This means that we cover a wide range of very practical structures
such as lists, doubly-linked lists, circular (doubly-linked) lists that may be
extended with often used constructions like additional pointers to the ﬁrst or
last element of the list or with elements having their “useful data” stored in
separately allocated memory locations.
The basic intuition behind our method of automatic detection of memory
patterns is simple. A memory pattern of an extended linear structure have
must some kind of a linear skeleton (or backbone). This skeleton is surrounded
by the so-called entry node and exit node. When we have several adjacent in-
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stances of the pattern, the exit node of the ﬁrst instance becomes the entry
node of another instance, etc. Therefore these nodes must have an equal se-
lector environment (next pointers) and equal selector paths to globally shared
nodes. This fact may be exploited in detecting the pattern.
We currently handle the considered class of programs by generating for
each control point of a program a set of abstract shape graphs covering all
memory conﬁgurations that one may obtain at this point and detect whether
there are no pointer manipulation errors (like references via undeﬁned pointers
or memory leaks). The generated abstract shape graphs can then be used for
checking further safety properties of the programs like the fact that the result
of reversing a linked list is again a linked list or even that it is a reversion of
exactly the input list. If an error is found our technique provides us with a
concrete error trace.
We have implemented the method in a prototype Prolog-based tool and
tried it out on a number of programs of the described kind. The results are
very encouraging both from the point of view of the simplicity of the method
(and a large potential for further generalisations and improvements) as well
as from the point of view of its very competitive eﬃciency.
Related Work. Apart from [14,15] which inspired our work and which we
signiﬁcantly extend in this work, there has been published a number of other
works on the topic of formal veriﬁcation (or shape analysis or alias analysis)
of programs with dynamic linked data structures.
The approach of Pale [10] is based on using WS1S/WS2S and Mona [9]
to encode and handle pointer manipulations. The approach can handle some
structures that we currently cannot handle (like trees and their extensions)
though we are already working on an extension of our method covering such
structures too. Unlike our approach, the approach of Pale is, however, not fully
automatic for non-loop-free code—one has to manually specify loop invariants
which may not be easy.
TVLA [11] uses three valued logic to encode shape graphs. TVLA can also
handle some more general structures than our approach in its current state.
The TVLA approach is more automatic than the one of Pale, but still the user
may be required to provide core predicates deﬁning the class of structures used
and instrumentation predicates (or simulation invariants in the later approach
of [5]) to make the abstraction suﬃciently precise. Only very recently, there
appeared [8] a way to automatically generate some instrumentation predicates.
A fully automatic approach to veriﬁcation of dynamic linked structures
with one selector is presented in [2]. In this work, based on abstract reg-
ular model checking, memory conﬁgurations of programs with linear data
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structures are encoded using words over a suitable ﬁnite alphabet. Sets of
conﬁgurations are then described as regular languages by ﬁnite automata, ﬁ-
nite transducers are used to encode pointer-manipulating program statements,
and by their repeated application the reachability set is computed. A special
abstract-check-reﬁne framework is used to make this method terminate as
often as possible and to make it eﬃcient. Compared to this approach, we
can handle some more general structures like doubly-linked lists, lists with
additional pointers, etc.
Another interesting, fully automatic approach is [7] based on using a com-
bination of shape graphs and a certain kind of attributed grammars. This
approach can handle some structures (based on trees) that we currently can-
not handle. On the other hand, we can also handle some structures that the
approach of [7] cannot handle (doubly-linked lists with additional pointers,
etc.).
In [12] following the earlier work of [6,4], the special problem of may-alias
analysis is considered and an automata- and constraint-based representation of
memory is used. May-alias analysis is also considered in [13] where memory
objects are represented by special time-stamps related to the state of the
program when they were created. In [1], an alias logic with a Hoare-like
proof system based on representing memory conﬁgurations as a collection of
automata is introduced.
Plan of the Paper. In the next section, we describe a sample program
manipulating a dynamic linked data structure to be used as a running example
in the paper. In Section 3, we present our approach to automated pattern-
based veriﬁcation. Then, in Section 4, we present results of the experiments
we did with the technique. Finally, we give some concluding remarks and an
outline of our planned future work on extensions of the method.
2 A Running Example
Throughout the paper, we will use as a running example the structure of
doubly-linked lists with additional pointers to the tail element. An example
of such a list is depicted in Figure 2 together with a constructor of lists of
such a kind written in a pseudo-C++ language. It is probably more natural
for a doubly-linked list to have additional pointers to both the head and tail
element, which is a case we consider in our experiments, but the structure
would become too complicated to be used for explanatory purposes. Let us
note that we also simplify a bit the semantics of new by supposing that it
always succeeds.
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t = x =new;
t− > t = t;
t− > n = NULL;
while (∗) {
y = new;
y− > n = x;
x− > p = y;
y− > t = t;
x = y; }
x− > p = NULL;
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Fig. 1. A constructor and an example of a doubly-linked list with tail pointers
3 Automated Pattern-Based Veriﬁcation
A memory conﬁguration includes a number of dynamically allocated nodes
(memory objects) that are instances of various data structures (records) de-
clared in a program. These structures comprise (non-pointer) data ﬁelds,
which we abstract away in this work, and pointer ﬁelds—selectors—that link
the particular memory objects together to form a list, a doubly-linked list,
etc. Particular memory objects are transitively accessible from the program
through pointer variables that point to some of them.
When abstracting memory conﬁgurations, we look for a repeated appear-
ance of a certain memory pattern. As we suppose working with extended
linear structures that are based on a linear skeleton, we propose the pattern
to be given by a single entry node, a single exit node, a set of internal nodes,
and then also by the so-called shared nodes. Shared nodes are a bit simi-
lar to global program variables—they may be accessible from any other node
through certain sequences of selectors (an example of a shared node is the
tail node of a list with tail pointers). The internal nodes can only have links
among themselves, the entry and exit nodes, and the shared nodes.
A memory conﬁguration is abstracted by replacing the entry, exit, and in-
ternal nodes (together with the appropriate links among them) of an arbitrary
number (greater than or equal to two) of adjacent occurrences of a so-called
memory pattern by a single summary node (plus the last exit node that is not
summarised). We currently allow a single memory pattern to be used. A gen-
eralisation of the framework is left for our future work—let us, however, note
that even with a single memory pattern, we are already capable of handling
many useful practical programs.
When analysing a program, we compute a set of abstract memory conﬁg-
urations reachable at every program point. When verifying a procedure such
as list reversion, we suppose that it is preﬁxed by a piece of code serving as
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a constructor of the considered input structure with a non-deterministically
chosen length.
When we apply a program statement on an abstract memory conﬁguration,
we may need to at least partially concretise it if the statement sets a program
variable to point to a summary node. As in other works, we call the partial
concretisation a materialisation operation. This operation always yields two
kinds of structures—in one, the summary node is replaced by two occurrences
of the memory pattern, in the second one, we obtain one concrete occurrence of
the pattern and a summary node (which corresponds to having more than two
occurrences of the pattern hidden behind the summary node). The statement
is then performed on the materialised occurrence of the pattern. The resulting
memory conﬁgurations are subsequently abstracted by hiding any number of
adjacent occurrences (greater than or equal to two) of the memory pattern
behind a single summary node. This operation is called again as usual in the
literature as the summarisation operation.
The above procedure is augmented by calling the below described func-
tion findPattern that tries to identify a memory pattern in every newly
arising memory conﬁguration till a certain pattern is identiﬁed. Afterwards,
this function is not called anymore and the identiﬁed pattern is used in the
materialisation and summarisation procedures.
If no pattern is found (or a wrong pattern is considered) and we encounter a
memory structure bigger than a certain predeﬁned value, the procedure stops
with the “do not know” answer. Similarly, when the procedure terminates, and
the given safety property of interest is broken, we may test the counterexample
by a backward computation and when the counterexample is found unreal
(the so-called spurious counterexample), the result is again “do not know”.
A generalisation of the procedure eliminating the described limitations is a
subject of our future work.
In the rest of the section, we ﬁrst formalise the notion of a memory con-
ﬁguration and a memory pattern, then we describe the proposed function
findPattern for an automatic detection of memory patterns, and ﬁnally, we
brieﬂy describe the algorithms of materialisation and summarisation.
3.1 Shape Graphs and Shape Patterns
Let us ﬁx an arbitrary ﬁnite set of selectors Sel and an arbitrary ﬁnite set
of program pointer variables V ar. We represent an abstract memory con-
ﬁguration as a shape graph SG = (N,E, PT, SM, λ) where: (1) N is a
ﬁnite set of nodes (memory objects). (2) E ⊆ N × Sel × N is a rela-
tion encoding pointer links (edges) between the memory objects such that
∀n1, n2, n3 ∈ N ∀s ∈ Sel : (n1, s, n2) ∈ E ∧ (n1, s, n3) ∈ E ⇒ n2 = n3 and
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E∩SM ×Sel×SM = ∅. (3) PT : V ar → N says which nodes are pointed to
by which program variables. (4) SM ⊂ N is a set of summary nodes present in
the shape graph behind which an arbitrary number of occurrences of the mem-
ory pattern used is hidden. (5) Finally, λ : E → {entry, exit,multi, normal}
speciﬁes the type of a link between nodes. We require ∀n1, n2 ∈ N ∀s ∈
Sel ∀e ∈ E : e = (n1, s, n2) ∧ λ(e) = normal ⇔ {n1, n2} ∩ SM = ∅ and
∀n1, n2 ∈ N ∀s ∈ Sel ∀e ∈ E : e = (n1, s, n2) ∧ λ(e) ∈ {entry, exit,multi} ⇔
|{n1, n2} ∩ SM | = 1. There are no edges between two summary nodes. Let
us add that we allow SM = ∅. Then we obtain a concrete memory conﬁg-
uration as a special case of an abstract one with no abstraction used. The
meaning of entry, exit and multi edges will become clear when describing the
summarisation procedure.
A memory pattern is deﬁned as a 5-tuple P = (PN, e, x, S, PE) where: (1)
PN is a ﬁnite set of nodes of the pattern. (2) e ∈ PN is the entry node of the
pattern. (3) x ∈ PN is the exit node, x = e. (4) S ⊂ PN is a set of shared
nodes such that {e, x} ∩ S = ∅. (5) PE ⊆ PN × Sel × PN is a set of edges
of the pattern describing pointer links between the nodes of the pattern.
For technical reasons, we also use an extension of the notion of a memory
pattern having two exit nodes. An extended memory pattern is a 5-tuple
PE = (PN, e,X, S, PE) deﬁned as above up to X ⊂ PN being a set such
that |X| = 2 and {e} ∩X = X ∩ S = ∅. When have to detect a pattern in a
given a memory conﬁguration, we detect an extended pattern and then split
it in the middle to a pair of two “symmetric” patterns and take any of them
to be used in the further computations. The detection of an extended pattern
is advantageous in a setting where we have more next pointers from a single
node (like in a doubly-linked list) and without any additional information it
is hard to guess the right orientation of the structure. That is why we will
instead search in both (all) directions.
Finally, for a given shape graph SG = (N,E, PT, SM, λ) and a given ex-
tended memory pattern PE = (PN, e,X, S, PE), we deﬁne a function matchSG,P :
N → {true, false} that speciﬁes whether the memory pattern ﬁts the shape
graph when the given root node r ∈ N is matched with the entry node e. (The
function may be used for non-extended memory patterns by taking X = {x}.)
The function returns true iﬀ there exists a mapping f : N → PN ∪ {undef}
between nodes of the shape graph and the pattern such that the below condi-
tions (1), (2), and (3) hold:
(1) f(r) = e ∧ ∀m,n ∈ N : f(m) = f(n)⇒ f(m) = undef .
Condition (1) states that we match r and e, and the function is an injection
when we ignore mapping to undef .
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(2) ∀m,n ∈ N ∀a, b ∈ PN ∀s ∈ Sel :
(2.1) (a, s, b) ∈ PE ∧ a = f(m) ∧ b = f(n) ⇒
(2.2) (m, s, n) ∈ E ∧ (m ∈ SM ∨ a ∈ X)∧ (n ∈ SM ∨ b ∈ X).
Condition (2) requires all edges from PE to have a counterpart in SG. We
do not allow the pattern to be mapped over a summary node.
(3) ∀m,n ∈ N ∀a, b ∈ PN ∀s ∈ Sel : (m, s, n) ∈ E ∧
(3.1) a = f(m) ∧ b = f(n)⇒ (
(3.2.1) a = b = undef ∨
(3.2.2) (a = undef ∧ b = undef ∧ (a, s, b) ∈ PE) ∨
(3.2.3) (a = undef ∧ b = undef ∧ (
(3.2.3.1) (a ∈ X ∧ ∃c ∈ PN : (e, s, c) ∈ PE) ∨
(3.2.3.2) (a ∈ S) ∨
(3.2.3.3) (a = e ∧ ∀x ∈ X ∃c ∈ PN : (x, s, c) ∈ PE))) ∨
(3.2.4) (a = undef ∧ b = undef ∧ (
(3.2.4.1) (b ∈ X ∧ ∃c ∈ PN : (c, s, e) ∈ PE) ∨
(3.2.4.2) (b ∈ S) ∨
(3.2.4.3) (b = e ∧ ∀x ∈ X ∃c ∈ PN : (c, s, x) ∈ PE)))).
Condition (3) holds if every edge from E satisﬁes one of the following require-
ments: It is either completely unrelated with the pattern (3.2.1), or it has
a counterpart in the pattern that is either an internal edge of the pattern
(3.2.2), it leads out of the pattern (3.2.3), or it leads into the pattern (3.2.4).
If it leads out of the pattern, there must be an edge with the same selector
leading from e (3.2.3.1). This condition was introduced just for the case when
the input is a non-extended pattern (in an extended pattern the entry node
is not connected with the outside of the pattern). If it leads from a shared
node (3.2.3.2), we do not require anything else as we are not interested in the
surroundings of a shared node. If it leads from e (3.2.3.3), there must be an
edge with the same selector leading from x. Similar conditions apply for an
edge leading into the pattern (3.2.4).
The described notions are illustrated in Figure 2. On top there is a shape
graph (it is a concrete shape graph—i.e. there are no summary nodes in it) in
which we highlighted the nodes that match with the extended memory pattern
shown below in the middle. This extended memory pattern can be split to the
two “symmetric” memory patterns shown on the left and on the right—any of
them may further be used for summarising and materialising the encountered
shape graphs.
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Fig. 2. An extended memory pattern matching a sample shape graph and its split to two “sym-
metric” memory patterns
3.2 Automatic Detection of Memory Patterns
The strategy of ﬁnding a memory pattern is that we step-by-step consider
every node n of a given shape graph (note that this shape graph is concrete—
there is no summary node in it as we have not found any pattern and have not
applied any abstraction yet) as a source of an entry node and try to identify
the bounds of a memory pattern with n as the entry node (for the moment,
we consider the function f to be an identity modulo undef , and so the root
and the entry node become the same). Identifying the bounds means that
we look for the exit nodes having the same surrounding edges as the chosen
entry node n and for the shared nodes that are accessible via the same selector
paths from the entry as well the exit nodes. Subsequently, we check whether
the potential pattern has a repeated adjacent occurrence in the given shape
graphs. Only then, it is considered a useful memory pattern.
Function findPattern presented as Algorithm 1 implements the top level
of the search for patterns. It iterates through all nodes n of the given shape
graph accessible from some pointer variable and tries to ﬁnd a memory pat-
tern with n as its entry node using the function findPatternFromEntry from
Algorithm discussed below.
Function findPatternFromEntry presented as Algorithm 2 examines all
surroundings of the given node e and checks whether some of them could
be a memory pattern. Surroundings that look like potential extended mem-
ory patterns i.e. candidates for an extended pattern are sought in function
findCandidate described below. For candidate extended patterns, we relax
the condition of having two exit nodes and we allow more of them. The can-
didates are sought using the set of edges adjacent with e computed at line
3. Function findCandidate returns bigger and bigger surroundings, or NULL
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Algorithm 1 (The top level function for the detection of a memory pattern)
1 findPattern(SG = (N,E, PT, SM, λ)) {
2 V isited = ∅;
3 foreach (v ∈ V ar) {
4 n = PT (v);
5 ToTry = {n};
6 while (ToTry = ∅) {
7 choose n1 from ToTry; ToTry = ToTry \ {n1};
8 if (n1 /∈ V isited) {
9 V isited = V isited ∪ {n1};
10 if ((P = findPatternFromEntry(SG, n1)) = NULL)
11 return P ;
12 ToTry = ToTry ∪ {a ∈ N | ∃s : (n1, s, a) ∈ E};
13 } // if (n1 /∈ V isited)
14 } // while (n1 /∈ V isited)
15 } // foreach (v ∈ V ar)
16 return NULL;
17 }
meaning there is no more candidate—in such a case, findPatternFromEntry
fails by returning NULL.
If some candidate is found, it is tested (lines 8−11) to really yield a useful
pattern. We require that ∀x ∈ X : matchSG,P (x) = true holds for the given
shape graph and the candidate extended pattern. In this way, by trying to
match the entry node of the extended pattern with an exit node of another
instance of the extended pattern, we test whether there is another adjacent
occurrence of the pattern “before” and “after” the found candidate. If so, the
candidate is claimed a useful extended pattern. If not, we add the exit nodes
of the candidate into the set FalseX to exclude ﬁnding the same candidate
in the future and repeat the search.
Let us also note that the function also fails when it ﬁnds a candidate
extended pattern with more than two exit nodes. Such a candidate extended
pattern does not meet our deﬁnition of an extended pattern and indicates that
the encountered structure is probably not linear (when thinking of possible
future generalisations of the notions, we could, e.g., obtain |X| = 3 for binary
trees, etc.).
Finally, if a useful candidate extended pattern with two exit nodes meeting
our deﬁnition of an extended pattern is found, it is subsequently split to a pair
of “symmetric” patterns and one of them is the result of findPatternFromEntry.
Function findCandidate (Algorithm 3) looks for the smallest surroundings
of a given node e that could be an extended memory pattern with e as its entry
node taking into account all previous unsuccessful searches.
A key step in the detection of a candidate extended pattern in findCandidate
is the detection of adepts for the exit nodes surrounding the linear skeleton
of the pattern. When the function is called for the ﬁrst time, the set of such
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Algorithm 2 (Searching a pattern with a given entry node)
1 findPatternFromEntry(SG = (N,E, PT, SM, λ), e) {
2 FalseX = ∅;
3 EntrySel = E ∩ ({e} × Sel ×N ∪N × Sel × {e});
4 while ((P = findCandidate(SG, e, FalseX,EntrySel)) = NULL) {
5 (PN, e,X, S, PE) = P ;
6 ok = true;
7 foreach (x ∈ X) {
8 if (¬ match(SG, P, x)) {
9 FalseX = FalseX ∪ {x};
10 ok = false;
11 }
12 }
13 if (ok)
14 if (|Adepts| > 2)
15 return NULL; // Not an extended pattern.
16 else return splitPattern(P );
17 } // while ((P = findCandidate(...)) = NULL)
18 return NULL;
19 }
adepts XAdepts is set to empty (line 2). The function then either ﬁnds at
least two adepts for the exit nodes which are returned as a part of the result
(together with the detected shared nodes, internal nodes, and the appropriate
edges), or the function fails and returns NULL. If a candidate extended pat-
tern is found, but not accepted, findCandidate is called again and it is given
a set of adepts for exit nodes FalseX for which the test of a correct match
failed when looking for another adjacent occurrence of the pattern. These
nodes are then removed from the set of adepts for exit nodes remembered
from the previous run of findCandidate (line 3), and the search is repeated
with the non-failed adepts considered as already explored (line 5).
When exploring nodes reachable from the given entry node e, each newly
found node is tested at lines 15−24 to be an adept for an exit node—provided
it has not failed within one of the previous invocations of findCandidate and
to be an adept for a shared node (lines 26− 32). A test of a node n1 to be an
adept for an exit node consists in checking that the edges surrounding it match
the ones surrounding the chosen entry node. If this test passes, the node is
added into the set XAdepts, and the search is restarted (up to remembering
XAdepts)—the goal of this step is to make the detection of the shared nodes
for the newly added adepts easier.
If a node n1 is not found to be an adept for an exit node, it is tested to
be an adept for a shared node. This consists in testing whether there is a
selector path from some exit adept to n1 having the same selectors as a path
from e to n1, but not sharing any nodes with this latter path. The idea is
that when the candidate extended pattern is to become a real pattern that
will be repeated an arbitrary number of times, the path to the shared node
M. ˇCeška et al. / Electronic Notes in Theoretical Computer Science 145 (2006) 113–130 123
Algorithm 3 (Searching a candidate for an extended memory pattern)
1 findCandidate(SG = (N,E, PT, SM, λ), e, FalseX,EntrySel) {
2 static XAdepts = ∅; // Remains deﬁned between invocations.
3 XAdepts = XAdepts \ FalseX;
4 ToExplore = {e};
5 Explored = {e} ∪XAdepts;
6 PE = ∅;
7 while (ToExplore = ∅) {
8 choose n from ToExplore;
9 ToExplore = ToExplore \ {n};
10 foreach ((a, sel, b) ∈ E such that a = n ∨ b = n) {
11 PE = PE ∪ {(a, sel, b)};
12 if (a == n) n1 = b; else n1 = a;
13 if (n1 /∈ Explored) {
14 Explored = Explored∪ {n1};
15 if (n1 /∈ FalseX) {
16 foreach (es ∈ EntrySel) {
17 if (∃s ∈ Sel : (es = (e, s, e) ∧ (n1, s, n1) /∈ E) ∨
18 (∃n′ ∈ N : es = (e, s, n′) ∧ ¬∃n′′ ∈ N : (n1, s, n
′′)) ∨
19 (∃n′ ∈ N : es = (n′, s, e) ∧ ¬∃n′′ ∈ N : (n′′, s, n1)))
20 goto 25; // n1 cannot be an exit node
21 }
22 XAdepts = XAdepts ∪ {n1};
23 goto 4; // restart the search with a new adept
24 } // /tt if (n1 /∈ FalseX)
25 ToExplore = ToExplore ∪ {n1};
26 foreach (x ∈ XAdepts) {
27 if (∃ path(a,n1) ∈ SG ∧ path(a, n1) == path(e,n1)){
28 addSelectorsFrom path(a,n1) to PE;
29 addNodesFrom path(a, n1) \ a to S;
30 ToExplore = ToExplore \ {n1};
31 }
32 } // foreach x
33 } // if n1 /∈ Explored
34 } // foreach edge
35 } // while (ToExplore = ∅)
36 if (|XAdepts| < 2)
37 return NULL;
38 PN = {k, l ∈ N | ∃s ∈ Sel : (k, s, l) ∈ PE};
39 return (PN, e,XAdepts,S, PE);
40 }
will also be repeated when we match an exit node with a following entry node.
When n1 is found an adept for a shared node, all edges and nodes (except the
exit node) from the path from the appropriate exit adept to n1 are added to
the candidate extended pattern. A newly found node that is not considered
an adept for an exit node nor for a shared node is just added into the set
ToExplore, and the search continues from its successors.
3.3 Summarisation and Materialisation
We now brieﬂy describe the summarisation and materialisation operations to
be used over our abstract shape graphs. As we have already said, summarisa-
tion is an abstraction operation replacing a repeated occurrence of a memory
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pattern by a single summary node, and materialisation is a partial concretisa-
tion that from a given summary node, materialises a concrete occurrence of the
memory pattern, which can be subsequently handled by a program statement.
A full and formal description of these operations is unfortunately beyond the
limited space of the present paper—it will appear in the full version of the
paper, and we can also refer the reader to [15] where similar summarisation
and materialisation operations are described in detail.
For a given shape graph SG = (N,E, PT, SM, λ) and a given memory
pattern P = (PN, e, x, S, PE), the summarisation operation works as follows.
We iterate through all nodes accessible from the program variables and for
each non-summary node n1 ∈ N , we test whether matchSG,P (n1) = true, i.e.
whether the pattern can be matched with the shape graph when n matches
with the entry node. We also check that none of the involved nodes is pointed
to by some program variable—after a summarisation, this would lead to a
situation where a variable would point to an unbounded number of nodes
which we want to exclude. If the tests succeed, we collect all nodes matched
with the pattern (apart from the exit node and the shared nodes) into a set
of nodes to be collapsed ToCollaps = {n ∈ N | ∃p ∈ PN : f(n) = p ∧ p /∈
S ∧ p = x}. We further check whether the node n2 bound to the exit node,
i.e. f(n2) = x, may be used as the beginning of another occurrence of the
pattern (i.e. we check whether matchSG,P (n2) = true). If so, we again note
the appropriate nodes to be summarised and repeat the whole procedure till
matchSG,P returns true. If n1 is a summary node, we deﬁne the match test
to always succeed, we simply add n1 into ToCollaps and take its exit as the
entry for further checking. If the described procedure succeeds at least twice,
a new summary node sm is created.
The new summary node is linked with the shape graph as follows. The
edges (a, s1, f
−1
1
(e)), (f−1
1
(e), s2, b) which were related with the pre-image of
the entry node e in the ﬁrst summarised memory pattern (let fi denote the
function f used in the i-th occurrence of the pattern) are replaced by new
edges (a, s1, sm), (sm, s2, b) linked with the summary node and having the
type entry. The edges (a, s1, f
−1
k (x)), (f
−1
k (x), s2, b) which were connecting
the pre-image of the exit node x of the last summarised memory pattern and
the other nodes in this pattern a, b are replaced by edges (sm, s1, f
−1
k (x)),
(f−1k (x), s2, sm) of the type exit. Finally, edges connecting a node n mapped
to some shared node s ∈ S with other nodes in this pattern through some
selector s are all replaced by a single edge between sm and n with the selector
s and having the type multi.
We repeat the summarisation procedure till some summarisation is pos-
sible. To optimise the procedure for the cases when we search through a
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structure from its end (that could be the currently only node accessible from
some pointer variable), we also allow a reverse way of chaining a series of oc-
currences of the memory pattern. We then try to match the starting node n1
with the exit node of a pattern and then the entry node of the pattern with
the exit node of another occurrence of the pattern and so on.
Let us now proceed to the materialisation operation. This operation is
used when we perform a program statement which would make some program
variable point to a summary node (and thus—in fact—to an unbounded num-
ber of concrete nodes) or which would remove an edge of another type than
normal. A typical example of the ﬁrst case is using a statement y = x->n
with the n-successor of the node pointed to by x being a summary node. A
typical example of the other case is free(x) in a situation where the node
pointed to by x is linked to a summary node, which means that the appro-
priate link cannot be a normal edge. The motivation of the last step is to
keep a canonical form of the shape graph where a summary node is always
surrounded by non-summary nodes.
The materialisation always results in two shape graphs—in one of them,
the summary node is completely replaced by two concrete occurrences of the
memory pattern; in the second one, the summary node is preserved but before
or after it, we add one concrete instance of the memory pattern. The ﬁrst case
models the situation that the summary node covers just two instances of the
memory pattern and so after one of them becomes pointed by some pointer
variable, no summarisation is possible any more. The second case corresponds
to the situation when there are more occurrences of the pattern hidden behind
the summary node, and so the summary node may survive the materialisation.
When materialising an instance of the memory pattern out of a summary
node, we have to respect the nature of the entry/exit edges surrounding the
summary node. When we need the new instance of the pattern to appear in
the direction of entry edges, it is linked with the summary node via its exit
node and vice versa.
The described operations are depicted in Figure 3. In order to decrease
the complexity of the ﬁgure, we omitted the tail pointers. A summary node is
drawn as a double circle, edges of the entry or exit type are drawn as arrows
with two parallel lines or a cross over them, respectively. On the left there
are some concrete memory conﬁgurations which are all abstracted to the same
abstract memory conﬁguration (the one in the middle). This conﬁguration is
then materialised due to executing the x = x->n and y = y->p statements.
On the right there are shown the appropriate pairs of the resulting memory
conﬁgurations.
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Fig. 3. Summarisation and materialisation
Table 1
Some results of experimenting with automated pattern-based veriﬁcation
procedure SLL SLL+t SLL+d DLL DLL+d DLL+ht cSLL+d cDLL+d
constructor 0.02 0.08 0.14 0.03 0.25 1.02 0.06 0.09
getLast 0.04 0.18 0.26 0.08 0.47 1.52 – –
reverse 2.45 10.23 5.70 6.72 13.78 51.15 6.02 16.03
insertFirst 0.03 0.14 0.19 0.04 0.38 2.03 0.09 0.18
delete 0.20 0.98 0.77 0.44 1.47 6.29 0.68 1.33
insert 0.22 1.05 0.84 0.51 1.76 7.56 0.40 0.73
deleteAll 0.03 0.12 0.19 0.04 0.31 1.33 0.07 0.14
search 0.06 0.26 0.33 0.11 0.62 1.86 0.13 0.23
4 Experiments
In order to test the functionality of our method, we experimented with sev-
eral real-life procedures working with various extended linear linked struc-
tures. The results are summarised in Table 1. SLL or DLL denotes singly-
or doubly-linked lists, respectively. X+t or X+h denotes a structure X with
additional pointers to the tail or head, respectively. X+d denotes a structure
X with additional data nodes—i.e. with data stored in separate dynamically
allocated data nodes referenced from nodes of the list. Finally, cX denotes
cyclic structures.
We veriﬁed that there can be no null-dereferences and no memory leakage
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in all combinations of the procedures and structures. Moreover, we veriﬁed
some speciﬁc feature of each procedure (e.g., deleteAll always results in
an empty structure, reverse results in a structure of the same type, etc.).
In all cases, the procedure of interest was preceded by the construction of
the structure (the constructor line in Table 1 corresponds to checking just
the construction of the structure). Note that the ﬁelds marked with “–”
correspond to operations that do not make sense (getting the last element of
a cyclic list).
The times presented in Table 1 are the average of ﬁve measured times
obtained from an SWI Prolog-based prototype implementation of our method.
They were obtained on a PC with an AMD Athlon 2GHz processor. Compared
to other veriﬁcation approaches, the results seem to be very encouraging and
competitive (even more when we consider that no optimisations of the method
were considered yet).
Let us just brieﬂy return to the reverse procedure that was veriﬁed in
relatively high times compared to the other presented results. That is because
we used a technique presented in [3] to check that the output is really a
reversion of the given input list (and not just a reversion of some list). To this
end, we instrument the structure by marking the ﬁrst element in the list by
setting a special, newly introduced variable head to point to it. Then, we mark
the last element in a similar way by a variable tail and we further arbitrarily
choose two subsequent elements in the middle and mark them as first and
second. (Our technique does not support data values stored in nodes yet, so
we used pointer variables instead.) Then we check that the output starts with
tail, ends with head, and contains a pair second–first. In cyclic structures,
the head and tail markers are not used, of course. As it is argued in [3], this
guarantees that the resulting list is really the reverse of the input and nothing
is added, removed, etc. The described instrumentation signiﬁcantly increases
the number of reachable abstract memory conﬁgurations, and so the obtained
times are a bit higher.
5 Conclusions
In the paper, we considered the pattern-based veriﬁcation method for pro-
grams with dynamic linked data structures ﬁrst proposed in [14,15]. We have
proposed a signiﬁcant extension of the method by an automatic procedure
for detecting memory patterns to be used when abstracting memory conﬁg-
urations. In this way, we have made the method fully automatic. We have
implemented the method in a prototype tool and shown its applicability on a
number of extended linear linked data structures and various procedures for
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manipulating them.
Our experimental results obtained from a very light-weight prototype—
together with the easy principles of the method—seem to be very encouraging
and oﬀering a big potential for further extensions and improvements. In the
future, we ﬁrst plan to implement the technique in a more solid way (including
some systematic way of specifying properties to be checked) and test it on
more examples. We also plan to extend the technique to deal with more
than just a single pattern. Further, the method should be extended to handle
not just extended linear data structures, but also tree-like and more general
structures. The method should also be extended to be able to cope with some
“useful” data stored in the nodes of the dynamic data structures and with
some abstraction mechanisms to handle them. Further, one could think of
extending the method to use the full abstract-check-reﬁne paradigm, i.e. to
be able to recover after some spurious counter-example is found by excluding
certain patterns from use. Finally, an interesting and challenging issue is to
consider veriﬁcation of not just safety, but also liveness, which is an area that
is quite open in most veriﬁcation techniques for programs with dynamic data
structures.
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