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AN ANISOTROPIC MONOTONCITY FORMULA, WITH APPLICATIONS TO
SOME SEGREGATION PROBLEMS
NICOLA SOAVE AND SUSANNA TERRACINI
Abstract. We prove an Alt-Caffarelli-Friedman montonicity formula for pairs of functions solving el-
liptic equations driven by different ellipticity matrices in their positivity sets. As application, we derive
Liouville-type theorems for subsolutions of some elliptic systems, and we analyze segregation phenomena
for systems of equations where the diffusion of each density is described by a different operator.
1. Introduction
The Alt-Caffarelli-Friedman (ACF) monotonicity formula is a cornerstone in the theory of free-boundary
problems with two or more phases. In its original formulation [1], it establishes that if u, v ∈ H1loc(BR)∩
C(BR) are non-negative, continuous, subharmonic functions with disjoint positivity sets, i.e.
u, v ≥ 0, −∆u ≤ 0, −∆v ≤ 0, u · v ≡ 0 in BR ⊂ RN ,
then the functional
(1.1) r 7→ J(u, v, x0, r) = 1
r4
ˆ
Br(x0)
|∇u|2
|x− x0|N−2 dx
ˆ
Br(x0)
|∇v|2
|x− x0|N−2 dx
is monotone non-decreasing for 0 < r < dist(x0, ∂BR). Here and in the rest of the paper Br(x0) (resp.
Sr(x0) = ∂Br(x0)) denotes the Euclidean ball (resp. sphere) of center x0 and radius r > 0, and we simply
write Br and Sr if x0 = 0.
The monotonicity formula was introduced in [1], as the key tool to prove the optimal Lipschitz reg-
ularity of solutions to a two-phase problem, and since then has been successfully applied in a number
of different contexts. Several generalizations of the ACF formula are now available, tailored to deal
with elliptic or parabolic equations with variable coefficients [4, 8], and also equations with right hand
side [6, 20, 24, 39]; in this latter case, one obtains the so-called almost monotoncity formula. Moreover,
a counterpart of the ACF formula is available also for the fractional Laplacian [35–37] and for the p-
Laplacian [19]. A common feature of all these contributions is that different phases satisfy equations
driven by the same operator, as in the original ACF result.
In this paper we address the case when, on the contrary, u and v satisfy equations involving different
uniformly elliptic operators. Only recently some related free boundary problems have been investigated in
the literature. In [2], Andersson and Mikayelyan prove partial regularity of the zero set of weak solutions
to a quasilinear divergence problem at the jump. Kim, Lee and Shahgholian ( [21,22]), are concerned with
the regularity of the solutions and of the nodal set to equations with jump of conductivity. Moreover,
in the paper [5], Caffarelli, De Silva and Savin deal with a two phase anisotropic problem in dimension
2, and prove the Lipschitz regularity of the solutions; finally we quote [11], where it is investigated the
regularity of interfaces of a Pucci type segregation problem.
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In [21], the authors focus on the problem
− div (a+(x)∇u) ≤ 0, − div (a−(x)∇v) ≤ 0 in BR
for different scalar positive functions a±. The fact that a± are different scalar functions makes the problem
asymmetric, but essentially isotropic, and indeed the authors obtained a perturbed monotonicity formula
for the same functional J defined in (1.1). In contrast, we deal with a truly anisotropic two phases
problem, thus assuming that div (A1∇u) ≥ 0 and div (A2∇v) ≥ 0 for two positive definite symmetric
N ×N matrices A1, A2 with constant coefficients. This makes our setting somehow similar to that of [2],
where the authors consider weak solutions to div (B(w)∇w) = 0, where B(w) = (A − Id)χ{w>0} + Id.
As far as we know, the following is the first monotonicity formula of ACF type specifically tailored for
the anisotropic case. After some transformations, we can always assume that A1 = A is diagonal, with
lowest eigenvalue equal to 1, and A2 is the identity (see the proof of Theorem 3.1 below for more details),
and we obtain the following result.
Theorem 1.1. Let N ≥ 2, let A 6= Id be a N ×N diagonal matrix with diagonal entries
1 = a1 ≤ a2 ≤ · · · ≤ aN ,
and let
(1.2) ΓA(x) :=
(
N∑
i=1
x2i
ai
) 2−N
2
.
Let u, v ∈ H1loc(BR) be such that
u, v ≥ 0, − div (A∇u) ≤ 0, −∆v ≤ 0, u · v ≡ 0 in BR ⊂ RN .
There exists an exponent νA,N ∈ (0, 2) depending on A and on N such that the functional
r 7→ J(u, v, x0, r) = 1
r2νA,N
ˆ
Br(x0)
〈A∇u,∇u〉ΓA(x − x0) dx
ˆ
Br(x0)
|∇v|2
|x− x0|N−2 dx
is monotone non-decreasing for 0 < r < dist(x0, ∂BR), x0 ∈ BR.
The exponent νA,N is explicitly given as the solution of an optimal partition problem, involving
eigenvalues of Dirichlet forms on the unit sphere SN−1, as in the original ACF formula. While in the
isotropic case A = Id the optimal value is known to be equal to 2, in the anisotropic case A 6= Id we
shall show that such a spectral optimal value νA,N is always smaller than 2 (Lemma 2.4). One may still
wonder whether or not it is possible to replace νA,N with 2, in the monotonicity formula, with a strategy
different to ours, thus improving Theorem 1.1. It is worthwhile noticing that the answer is negative in
general: the optimal exponent in the anisotropic monotonicity formula is strictly smaller than 2, at least
for suitable choices of A. This marks a striking difference with the symmetric-isotropic case, and we refer
to Remark 3.3 for a detailed discussion on this point.
One of the difficulties in the proof of Theorem 1.1 is that the natural domains of integration for integrals
involving ΓA are the ellipsoids Er(x0) := {|A−1/2(x − x0)| < r} rather than Euclidean balls. However,
using different domains of integration for the two factors of J , prevents us from reducing the proof of the
monotonicity formula to an optimal partition problem, since ∂Er(x0) and ∂Br(x0) do not coincide. In
order to overcome this obstruction, we introduce suitable weights in the various integrations by parts, in
analogy with the approach used in [23] to prove an Almgren monotonicity formula for variable coefficients
operators by avoiding the use of radial deformations or Riemannian metric considerations.
Finally, we mention that the possibility of proving a monotonicity formula without assuming the
continuity of the phases was already considered in the literature (for instance in [39]).
Applications to segregation problems. The asymptotic analysis of phase separation in reaction-
diffusion systems with multiple phases is a relevant field of application of the ACF monotonicity formula,
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as highlighted in the recent literature, starting from [12,13]. In particular, the ACF monotonicity formula
can be usefully applied in order to prove a priori bounds of the solutions, independent of the singular per-
turbation parameter. Typical examples of such singularly perturbed systems fit under the comprehensive
model
−∆ui = fi(x, ui)− βgi(u1, . . . , uk) in Ω ⊂ RN ,
where the elliptic operator −∆ and the functions βgi ≥ 0 describe, respectively, the diffusion process
and the interaction between the densities, and can assume different shapes according to the underlying
phenomena. The parameter β > 0 describes the strength of the competition, and one is particularly inter-
ested in understanding the behavior of solutions in the singular limit β → +∞, which is the limit of strong
competition leading to total segregation. The following particular cases have been widely investigated in
light of their relevance both from the mathematical point of view, and from the physical/biological one:
(i) the Lotka-Volterra quadratic interaction gi(u1, . . . , uk) = ui
∑
j 6=i bijuj , see [7, 13, 15, 32, 34, 38]
and references therein.
(ii) the variational cubic interaction gi(u1, . . . , uk) = ui
∑
j 6=i biju
2
j , with bij = bji (it possesses a
gradient structure since gi = ∂uiG, where G(u1, . . . , uk) =
∑
i,j 6=i biju
2
iu
2
j); see [9, 12, 14, 16, 25,
28, 32–34] and references therein.
Besides, we mention [27, 40] and [18, 36, 37] for analogue studies in fully nonlinear or nonlocal contexts;
[10,29] for long-range interaction models; and [41] for partial results involving a wider class of interaction
terms.
Most of these results concern doubly-symmetric settings, in the sense that there is a symmetry both
in the interaction terms (bij = bji) and in the diffusion processes governing the spread of the components
(all the equations are driven by the same operator). Up to our knowledge, asymmetric problems have
been studied only in [13,38] ( in the case of Lotka-Volterra interactions with bij 6= bji), and in [41] (very
general, possibly asymmetric, interaction in dimension N = 2). In particular, nothing was known if each
density ui is driven by a different operator Li, and in what follows we describe our main results in this
framework. We shall treat separately both the Lotka-Volterra quadratic interactions, and the variational
cubic ones.
Lotka-Volterra quadratic interactions. Let N, k ≥ 2 be positive integers, and let Ω ⊂ RN be a
bounded smooth domain. We consider the system
(1.3)
{
Liui = βui
∑
j 6=i bijuj, ui > 0 in Ω
ui = ϕi on ∂Ω,
i = 1, . . . , k.
The operators Li are of type Li = div (Ai∇( · )), where A1, . . . , Ak are positive definite symmetric
matrixes with constant coefficients. The coefficients bij are positive, so that the system is competitive,
and not necessarily symmetric. Regarding the boundary data ϕi, we suppose that they are the restriction
on ∂Ω of C1,γ(Ω) functions, for some γ ∈ (0, 1), with the property that ϕi · ϕj ≡ 0 in Ω.
Theorem 1.2. Let uβ = (u1,β , . . . , uk,β) be a solution of (1.3) at fixed β > 1. There exists ν¯ ∈ (0, 2)
depending only on A1, . . . , Ak and on N such that the following holds: for any α ∈ (0, ν¯/2), there exists
C > 0 independent of β such that ‖uβ‖C0,α(Ω) ≤ C. Moreover, as β → +∞, we have that up to a
subsequence
uβ → u in C0,α(Ω) and in H1loc(Ω), for every α ∈ (0, ν¯/2),
and the limit u is a vector of nonnegative functions satisfying

Liui = 0 in {ui > 0}, i = 1, . . . , k,
ui · uj ≡ 0 in Ω, for every i 6= j,
ui = ϕi on ∂Ω.
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Variational cubic interactions. Let N, k ≥ 2 be positive integers, and let Ω ⊂ RN be a bounded
smooth domain. We consider the system
(1.4)
{
−Liui = fi,β(x, ui)− βui
∑
j 6=i biju
2
j , ui > 0 in Ω
ui,β = 0 on ∂Ω,
i = 1, . . . , k.
As in the Lotka-Volterra case, we assume that Li = div (Ai∇( · )), with Ai positive definite, symmetric,
with constant coefficients. Moreover, we assume that the functions fi,β : Ω × R → R are continuous,
and that the coupling coefficients are positive and symmetric: bij = bji > 0, so that the system has a
variational structure.
Theorem 1.3. Let uβ = (u1,β, . . . , uk,β) be a solution of (1.3) at fixed β > 1. Suppose that {uβ : β > 1}
is uniformly bounded in L∞(Ω), and that fi,β maps bounded sets of Ω×R in bounded sets of R, uniformly
with respect to β. Then there exists ν¯ ∈ (0, 2) depending only on A1, . . . , Ak and on N such that the
following holds: for every α ∈ (0, ν¯/2) there exists C > 0 independent of β such that ‖uβ‖C0,α(Ω) ≤ C.
Moreover, up to a subsequence, we have that
uβ → u in C0,α(Ω) and in H1(Ω), for every α ∈ (0, ν¯/2).
If fi,β → fi locally uniformly as β → +∞, then the limit function u satisfies

−Liui = fi(x, ui) in {ui > 0}, i = 1, . . . , k,
ui · uj ≡ 0 in Ω, for every i 6= j,
ui = 0 on ∂Ω,
and the domain variation formula
2
ˆ
Ω
∑
i
(〈dY Ai∇ui,∇ui〉 − fi(x, ui)〈∇ui, Y 〉) −
ˆ
Ω
div Y
∑
i
〈Ai∇ui,∇ui〉 = 0.(1.5)
Theorems 1.2 and 1.3 can be considered as the perfect anisotropic counterpart of the main results in [13]
and [25]. The value ν¯ is given explicitly as the minimum of a finite number of optimal exponents appearing
in Theorem 1.1 for different choices of A. In particular, given A1, . . . , Ak, the value ν¯ is the same both
for Theorems 1.2 and 1.3. The proofs of these results follow the blow-up strategy developed in [13, 25].
In these contexts, the ACF monotonicity formula is crucially employed to obtain some Liouville-type
theorems for the limit configuration in the blow-up.
The results here are not stated in the broader setting, and some extensions could be proved by com-
bining the method presented here with others already used in the literature. For instance, it would not
be difficult to add a nonlinear term fi,β in system (1.3), or to obtain local interior estimates under no
regularity or boundedness assumptions on Ω. We refer the interested reader to [28] for further generaliza-
tions. We preferred to treat the prototypical problems (1.3) and (1.4), in analogy with [13, 25], in order
to emphasize the main differences and difficulties which one has to face when passing from the isotropic
setting to the anisotropic one, without inessential technicalities.
Remark 1.4. In the setting of Theorem 1.2, the existence of uβ can be proved by using Leray-Schauder
degree theory as in [13, Theorem 2.1], or fixed point arguments as in [10, Theorem 4.1]. Regarding
Theorem 1.3, the existence of uβ can be proved by variational methods (minimization or min-max),
under different assumptions of fi,β .
It is by now well known that the assumption that {uβ} is uniformly bounded in L∞(Ω) in Theorem 1.3
is natural and very mild. For instance, it is satisfied by family of solutions sharing the same variational
characterization, at each β > 1 fixed. In Theorem 1.2, such an assumption is implicit, since it follows
from the sign of uβ , the subharmonicity, and the boundary conditions.
Once that Theorems 1.2 and 1.3 are proved, it is natural to investigate the free-boundary problem
arising in the limit: that is, to understand the regularity of the limit configuration u and of the associated
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nodal set Γ = {ui = 0 for every i}. From this point of view, the local symmetric case is essentially
understood as a consequence of the results in [7, 9, 14, 25, 34]: u is Lipschitz continuous, and Γ is the
union of C1,α-hypersurface of dimension N − 1, up to a singular set of dimension N − 2. Moreover, in a
neighborhood of each point x0 on the regular part of Γ precisely two components of u are different from
0, and their difference is smooth (reflection law). The anisotropic case offers a number of challenges, and
will be the object of future investigations. Here we only address a simplified setting, and in particular a 2
components Lotka-Volterra system, in order to understand the type or result we shall look at. We recall
that for systems of two components it is always possible to suppose that A2 = Id, and that A1 = A is a
diagonal matrix with lowest eigenvalue equal to 1. Thus, we define νA,N as in Theorem 1.1. Moreover,
if necessary replacing u1 with a21/a12u1, we can suppose to have symmetry of the coupling coefficients
a12 = a21.
Theorem 1.5. In the previous setting, let u = (u, v) be a limit profile for solutions to (1.3), given by
Theorem 1.2. Then w = u− v is a weak solution of the quasi-linear equation
(1.6) div (B(w)∇w) = 0 in Ω,
with B(w) = (A − Id)χ{w>0} + Id. We have that w is α-Ho¨lder continuous for every exponent α ∈
(0, νA,N/2). Moreover, µ = ∆w
− is a positive and locally finite measure with support in {w = 0}, and
has σ-finite (N − 1)-dimensional Hausdorff measure. Furthermore for µ-a.e. x ∈ {w = 0} there exists
r > 0 such that {w = 0} ∩Br(x) is a C1,α graph.
The theorem follows directly from the convergence in Theorem 1.2 and the main result in [2] concerning
the nodal set of solutions of equations like (1.6). The regularity theory both for the solutions to (1.6),
and for their nodal set, seems to be a difficult task. Up to our knowledge, it is only known that weak
solutions are Ho¨lder continuous for some exponent. Concerning the nodal set, the only available results
are those in [2].
Remark 1.6. From equation (1.6), it is not difficult to deduce that limits of the Lotka-Volterra system
(1.3) with 2 components satisfy the free-boundary condition
|∇u|〈Aν, ν〉 = |∇v|
on the regular part of {u = 0 = v}; indeed, if ω ⊂⊂ Ω and γ = {u = 0 = v} ∩ ω is C1, then
0 =
ˆ
ω∩{u>0}
〈A∇u,∇ϕ〉 −
ˆ
ω∩{v>0}
〈∇v,∇ϕ〉 = −
ˆ
γ
ϕ (〈A∇u, ν〉 − 〈∇v, ν2〉) ,
for every ϕ ∈ C∞c (ω), with ν = −ν2 = ∇v|∇v| = − ∇u|∇u| .
Instead, under mild additional assumptions on the nonlinear terms fi,β, limits of gradient-type systems
(1.4) with 2 components satisfy the free-boundary condition
|∇u|2〈Aν, ν〉 = |∇v|2
on the regular part of {u = 0 = v}. This follows directly from the domain variation formula (1.5), by
reasoning as in [16, Proposition 2.1]. Therefore, the limit classes for problems (1.3) and (1.4) do not
coincide. This is another interesting difference with respect to the analogue symmetric problems, where
the limit profiles can be studied in a unified way, and in particular the free-boundary condition reads
|∇u| = |∇v| both for Lotka-Volterra and for variational interactions (we refer to [34, Section 8] for more
details).
Structure of the paper. In Section 2 we prove the anisotropic monotonicity formula and some vari-
ants concerning non-segregated solutions of some competitive systems. In Section 3 we deduce various
Liouville-type theorems. Such theorems will be used in Section 4 and 5, which contain the proofs of
Theorems 1.2, 1.5 and 1.3.
Acknowledgements. We are grateful to Daniela De Silva for useful discussions concerning the paper [5].
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2. Anisotropic Alt-Caffarelli-Friedman monotonicity formula
Let A be a positive definite N ×N diagonal matrix with constant coefficients, with lowest eigenvalue
equal to 1:
(2.1) A := diag(a1, . . . , aN), with 1 = a1 ≤ a2 ≤ · · · ≤ aN .
We introduce at first the basic notation which will be used throughout this and the next sections.
• ΓA denotes the function defined in (1.2). Notice that ΓA ≡ 1 in dimension N = 2, while for
N ≥ 3 it is the (multiple of) fundamental solution of div (A∇·) (for the explicit expression of
ΓA, we refer to [3, Chapter 5, pp. 214]).
• As in [23], we define
(2.2) µ(x) := 〈A x|x| ,
x
|x| 〉 =⇒ 1 ≤ µ ≤ aN ,
where 〈·, ·〉 denotes the Euclidean scalar product.
• Let ν be the outer unit vector on a sphere Sr(x0). We consider the tangential gradient (computed
with respect to the scalar product induced by A)
(2.3) ∇Aθ ϕ := ∇ϕ−
〈A∇ϕ, ν〉
〈Aν, ν〉 ν = ∇ϕ−
〈A∇ϕ, ν〉
µ(x− x0)ν.
In this way, the gradient can be splitted in its normal and tangential part as usual:
(2.4) 〈A∇ϕ,∇ϕ〉 = 〈A∇Aθ ϕ,∇Aθ ϕ〉+
〈A∇ϕ, ν〉2
µ(x− x0) ;
notice that, in case A = Id, this identity boils down to |∇ϕ|2 = |∇θϕ|2 + (∂νϕ)2.
• For u ∈ H1(SN−1), we consider the optimal value
λ(A, u) := inf
{´
SN−1
〈A∇Aθ ϕ,∇Aθ ϕ〉 dσ´
SN−1
ϕ2µ dσ
∣∣∣∣ ϕ ∈ H1(SN−1 \ {0}) andHN−1({ϕ 6= 0} ∩ {u = 0}) = 0.
}
.
where dσ = dσx and HN−1 stay for the usual (N − 1)-dimensional Hausdorff measure. Notice
that, if u is also continuous, then λ(Id, u) is the first eigenvalue of the Laplace-Beltrami operator
with homogeneous Dirichlet boundary condition on the open set {ξ ∈ SN−1 : u(ξ) > 0}.
• For u ∈ H1(Sr(x0)), we set ux0,r(ξ) = u(x0 + rξ) ∈ H1(S1) ≃ H1(SN−1).
• We define γ : R+ → R+
γ(t) :=
√(
N − 2
2
)2
+ t − N − 2
2
.
• For N ≥ 3 and δ > 0, we define φδ : [0,+∞)→ (0,+∞) and Φδ : RN → (0,+∞) by
(2.5) φδ(r) =
{
N
2 δ
2−N + 2−N2 δ
−Nr2 if 0 ≤ r ≤ δ
r2−N if r > δ,
Φδ(x) = φδ(|x|).
Φδ is a C
1 positive superharmonic function in RN . Therefore, ΦA,δ(x) = Φδ(A
− 12x) is in turn a
C1 positive function in RN , with the properties that div (A∇ΦA,δ) ≤ 0, and ΦA,δ = ΓA in the
set Ecδ = {|A−
1
2 x| ≥ δ}. The set Er := {|A− 12x| < r} is an ellipsoid, and, since a1 = 1,
Br ⊂ Er ⊂ Bra1/2N .
Remark 2.1. It is convenient to observe that
a2
aN
ˆ
ω
|∇θϕ|2 dσ ≤
ˆ
ω
〈A∇Aθ ϕ,∇Aθ ϕ〉 dσ ≤ aNaN−1
ˆ
ω
|∇θϕ|2 dσ
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for any ϕ ∈ H1(ω), for any ω ⊂ SN−1, so that ´ω〈A∇Aθ ϕ,∇Aθ ϕ〉 is a semi-norm in H1(ω), equivalent to
the standard one
´
ω
|∇θϕ|2. The above inequality can be easily checked as follows:ˆ
ω
〈A∇Aθ ϕ,∇Aθ ϕ〉 =
ˆ
ω
〈A∇ϕ,∇ϕ〉 − 〈A∇ϕ, ν〉
2
〈Aν, ν〉
=
ˆ
ω
∑
i
aiϕ
2
xi −
(
∑
i aiϕxixi)
2∑
i aix
2
i
=
ˆ
ω
1∑
i aix
2
i
∑
i<j
aiaj
(
ϕxixj − ϕxjxi
)2
,
and similarly ˆ
ω
|∇θϕ|2 =
ˆ
ω
∑
i<j
(
ϕxixj − ϕxjxi
)2
.
2.1. Monotonicity formula in dimension N ≥ 3. For N ≥ 3, we define
(2.6) IA(u, x0, r) =
ˆ
Br(x0)
〈A∇u,∇u〉ΓA(x− x0) dx.
Lemma 2.2. Let N ≥ 3, and let u ∈ H1loc(BR) be nonnegative, and such that div (A∇u) ≥ 0 in BR.
Then, for almost every r > 0 such that Br(x0) ⊂⊂ BR, we have
IA(u, x0, r) ≤ a
N
2
N r
2γ(λ(A, ux0,r))
ˆ
Sr(x0)
〈A∇u,∇u〉ΓA(x− x0) dσ.
Proof. In order to simplify the notation, we consider x0 = 0, and we often omit the dependence on x0
and A on most of the quantities.
Let uε be a mollification of u, which still satisfies div (A∇uε) ≥ 0 and uε ≥ 0. By using the coarea
formula, it is not difficult to check that:
(i) for almost every r ∈ (0, R) the restrictions of u and of ∂xiu (i = 1, . . . , k) on Sr are well defined,
are in L2(Sr), and u|Sr ∈ H1(Sr);
(ii) for almost every r ∈ (0, R) the restrictions of uε and of ∂xiuε on Sr strongly converge to those of
u and of ∂xiu in L
2(Sr), as ε→ 0+.
We consider r ∈ (0, R) such that both (i) and (ii) hold, and prove the lemma for these r. Let δ > 0
be such that {|A−1/2x| ≤ δ} ⊂⊂ Br. In this way, we have that ΦA,δ = ΓA in a neighborhood of Sr. We
also recall that µ = 〈Aν, ν〉 on Sr. By testing the equation for uε with uεΦA,δ in Br, and recalling that
div (A∇ΦA,δ) ≤ 0, we obtainˆ
Br
〈A∇uε,∇uε〉Φδ ≤
ˆ
Sr
Γuε〈A∇uε, ν〉 − 1
2
ˆ
Br
〈∇(u2ε), A∇Φδ〉
≤
ˆ
Sr
Γuε〈A∇uε, ν〉 − 1
2
ˆ
Sr
u2ε〈A∇Γ, ν〉.
By taking the limit as ε→ 0+ at first, and afterwards as δ → 0+ (thanks to (i) and (ii)), we deduce that
(2.7) I(u, r) ≤
ˆ
Sr
uΓ〈A∇u, ν〉 −
ˆ
Sr
u2
2
〈A∇Γ, ν〉.
Now, on Sr we have
−〈A∇Γ, ν〉 = (N − 2)
(∑
i
x2i
ai
)−N2
|x| ≤ (N − 2) a
N
2
N
rN−1
.
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Thus, recalling also that µ = |x|−2∑i aix2i ≥ a1 = 1, we have
(2.8) −
ˆ
Sr
u2
2
〈A∇Γ, ν〉 ≤ (N − 2)a
N
2
N
2rN−1
ˆ
Sr
u2µ.
Similarly,
ˆ
Sr
Γu〈A∇u, ν〉 ≤ a
N−2
2
N
rN−2
ˆ
Sr
|u||〈A∇u, ν〉|
≤ a
N
2
N
rN−2
[
α
2r
ˆ
Sr
u2µ+
r
2α
ˆ
Sr
〈A∇u, ν〉2
µ
]
,
(2.9)
with α > 0 to be conveniently chosen later (in the last step, we used that aN ≥ a1 = 1). By combining
(2.7)-(2.9), we obtain
I(u, r) ≤ a
N
2
N
2rN−3
[
N − 2 + α
r2
ˆ
Sr
u2µ+
1
α
ˆ
Sr
〈A∇u, ν〉2
µ
]
≤ a
N
2
N
2rN−3
[
N − 2 + α
λ(A, ur)
ˆ
Sr
〈A∇Aθ u,∇Aθ u〉+
1
α
ˆ
Sr
〈A∇u, ν〉2
µ
]
,
where we used the definition of λ(A, ur). We choose now α > 0 in order to perfectly balance the
coefficients: that is, we impose
N − 2 + α
λ(A, ur)
=
1
α
=⇒ α = γ(λ(A, ur)).
In this way we deduce that
I(u, r) ≤ a
N
2
N
2γ(λ(A, ur))rN−3
[ˆ
Sr
〈A∇Aθ u,∇Aθ u〉+
ˆ
Sr
〈A∇u, ν〉2
µ
]
=
a
N
2
N r
3−N
2γ(λ(A, ur))
ˆ
Sr
〈A∇u,∇u〉 ≤ a
N
2
N r
2γ(λ(A, ur))
ˆ
Sr
〈A∇u,∇u〉Γ
where we used (2.4) and the fact that Γ(x) ≥ a(N−2)/21 |x|2−N = r2−N on Sr. 
Remark 2.3. Notice that the lemma is still valid for A = Id. Of course, in that case we have that
a1 = aN = 1, and ΓA(x) = |x|2−N .
Motivated by Lemma 2.2, we study now the following asymmetric optimal partition problem:
(2.10) νA,N := inf
{
a
−N2
N γ(λ(A, u)) + γ(λ(Id, v))
∣∣∣∣ u, v ∈ H1(SN−1)´
SN−1
u2v2 = 0.
}
,
with the convention that λ(A, u) = +∞ if u ≡ 0 on SN−1 (this gives some continuity to λ(A, ·) since, if
HN−1({un > 0}) → 0, then λ(A, un) → +∞ by the Sobolev inequality). The infimum is greater than
or equal to 0, since we are minimizing the sum of two non-negative quantities. We also recall that, in
the symmetric case A = Id, it is known that νId,N = 2 (Friedland-Hayman inequality
1), and the optimal
value is reached if and only if u and v are 1-homogeneous functions supported on disjoint half-spherical
caps (see [26, Chapter 2] and references therein for more details). Differently to the symmetric case, we
are not able to characterize νA,N or to classify the optimizers. We are only able to exclude that νA,N = 0,
and to bound it from above.
1The Friedland-Hayman inequality is usually syayed in a slightly different form, involving partitions of the sphere in
disjoint open sets. However, in light of the condition
´
SN−1
u2v2 = 0 in the definition of νA,N , it is not difficult to check
that the inequality is equivalent to the fact that νId,N = 2.
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Lemma 2.4. Let A 6= Id be a matrix as in (2.1). Then 0 < νA,N < 2.
Proof. We prove at first that νA,N > 0. Suppose by contradiction that νA,N = 0, and let (un, vn) be a
minimizing sequence. By definition of γ, this implies that there exist (un, vn) ∈ H1(SN−1) ×H1(SN−1)
such that ˆ
SN−1
〈A∇Aθ un,∇Aθ un〉 → 0,
ˆ
SN−1
|∇θvn|2 → 0,
ˆ
SN−1
u2nµ ≡ 1,
ˆ
SN−1
v2n ≡ 1,
ˆ
SN−1
u2nv
2
n ≡ 0.
Recalling Remark 2.1, we deduce that up to a subsequence un ⇀ u, vn ⇀ v weakly in H
1(SN−1), with
strong convergence in L2(SN−1), and almost everywhere in SN−1. Thereforeˆ
SN−1
〈A∇Aθ u,∇Aθ u〉 = 0,
ˆ
SN−1
|∇θv|2 = 0,
ˆ
SN−1
u2µ ≡ 1,
ˆ
SN−1
v2 ≡ 1,
ˆ
SN−1
u2v2 ≡ 0.
But then it is necessary that u and v are positive constants on SN−1, with disjoint positivity sets, which
is clearly a contradiction.
Now we show that νA,N < 2 for A 6= Id as in (2.1). To this purpose we choose u = x+1 as test function
for λ(A, x+1 ):´
ω+
(
〈A∇x1,∇x1〉 − 〈A∇x1,ν〉
2
〈Aν,ν〉
)
dσ´
ω+
x21〈Aν, ν〉 dσ
=
1´
ω+
x21(x
2
1 +
∑
i>1 aix
2
i ) dσ
ˆ
ω+
∑
i>1 aix
2
i
x21 +
∑
i>1 aix
2
i
dσ,
where ω+ denotes the half-spherical cap {x1 > 0} ∩ SN−1 (recall that a1 = 1, and ν = x on SN−1). This
proves that
(2.11) λ(A, x+1 ) ≤
´
ω+
∑
i>1 aix
2
i
x21+
∑
i>1 aix
2
i
dσ´
ω+
x21(x
2
1 +
∑
i>1 aix
2
i ) dσ
=:
ϕ(a2, . . . , aN)
ψ(a2, . . . , aN )
,
and we aim to show that
(2.12) λ(A, x+1 ) < N − 1 = λ(Id, x+1 )
for every matrix A 6= Id as in (2.1). This amounts to show that the right hand side in (2.11) is strictly
smaller than N − 1 if A 6= Id, which in turn is equivalent to prove that
Φ(a2, . . . , aN) := ϕ(a2, . . . , aN )− (N − 1)ψ(a2, . . . , aN) < 0
for every (a2, . . . , aN ) ∈ ([1,+∞))N−1, with at least one component aj > 1. Firstly, it is immediate to
check that Φ(1, . . . , 1) = 0. Moreover
∂Φ(a2, . . . , aN )
∂ak
=
ˆ
ω+
x21x
2
k
(x21 +
∑
i>1 aix
2
i )
2
dσ − (N − 1)
ˆ
ω+
x21x
2
k dσ < (2−N)
ˆ
ω
x21x
2
k dσ ≤ 0,
where the strict inequality follows from the fact that aj > 1 for some j. This means that Φ is monotone
decreasing with respect to all its variables in ([1,+∞))N−1, and hence Φ(a2, . . . , aN) < Φ(1, . . . , 1) = 0
for every (a2, . . . , aN ) ∈ ([1,+∞))N−1, with at least one component aj > 1. Claim (2.12) follows.
At this point we proceed with the estimate for νA,N , by taking the admissible competitor (u, v) =
(x+1 , x
−
1 ). Since λ(Id, x
−
1 ) = N − 1, by (2.12)
νA,N ≤ a−
N
2
N γ(λ(A, x
+
1 )) + γ(λ(Id, x
−
1 )) < γ(N − 1) + γ(N − 1) = 2,
which is the desired upper bound. 
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We are now in position to proceed with the:
Proof of Theorem 1.1. We do not stress the depends of the functionals on u, v and x0, to simplify the
notation. It is standard to check that IA and IId are absolutely continuous functions for 0 < r < ρ =
dist(x0, ∂BR), and hence a.e. r ∈ (0, ρ) is a Lebesgue point of J . Moreover, for a.e. r ∈ (0, ρ) the
restrictions u|Sr(x0), ∂xiu|Sr(x0) and v|Sr(x0), ∂xiv|Sr(x0) are functions in L2(Sr(x0)). We compute the
derivative of J with respect to the radius, denoted by J ′, in any point r for which both the above
properties are satisfied, and verify that J ′(r) ≥ 0.
We suppose that both IA(r) > 0 and IId(r) > 0, otherwise the fact that J
′(r) ≥ 0 follows simply from
the non-negativity of J .
Let ux0,r(·) = u(x0 + r ·), and vx0,r(·) = v(x0 + r ·). By assumption
´
SN−1
u2x0,rv
2
x0,r = 0 and, by
Lemma 2.2 (see also Remark 2.3), we have that
J ′(r)
J(r)
=
I ′A(r)
IA(r)
+
I ′Id(r)
IId(r)
− 2νA,N
r
=
´
Sr(x0)
〈A∇u,∇u〉ΓA´
Br(x0)
〈A∇u,∇u〉ΓA +
´
Sr(x0)
|∇v|2|x|2−N´
Br(x0)
|∇v|2|x|2−N −
2νA,N
r
≥ 2
r
(
a
−N2
N γ(λ(A, ux0,r)) + γ(λ(Id, vx0,r))− νA,N
)
≥ 0,
where the last inequality follows from the very same definition of νA,N . 
2.2. Monotonicity formula in dimension N = 2. The 2-dimensional case is easier than the higher
dimensional one, since it is not necessary to work with the fundamental solution ΓA. As a consequence,
the optimal partition problem defining the exponent in the monotonicity formula is slightly different.
In dimension N = 2 we modify the definition of IA as
(2.13) IA(u, x0, r) =
ˆ
Br(x0)
〈A∇u,∇u〉 dx.
As a consequence, Lemma 2.2 is simplified as follows.
Lemma 2.5. Let N = 2, and let u ∈ H1loc(BR) be nonnegative, and such that div (A∇u) ≥ 0 in BR.
Then, for almost every r > 0 such that Br(x0) ⊂⊂ BR, we have
IA(u, x0, r) ≤ r
2
√
λ(A, ux0,r)
ˆ
Sr(x0)
〈A∇u,∇u〉 dσ.
Proof. Let x0 = 0 to ease the notation. We test the inequality for u against u, and integrate by parts:ˆ
Br
〈A∇u,∇u〉 ≤
ˆ
Br
div (uA∇u) =
ˆ
Sr
u〈A∇u, ν〉
≤
√
λ(A, ur)
2r
ˆ
Sr
u2µ+
r
2
√
λ(A, ur)
ˆ
Sr
〈A∇u, ν〉2
µ
≤ r
2
√
λ(A, ur)
[ˆ
Sr
〈A∇Aθ u,∇Aθ u〉+
ˆ
Sr
〈A∇u, ν〉2
µ
]
=
r
2
√
λ(A, ur)
ˆ
Sr
〈A∇u,∇u〉,
which is precisely the desired inequality. 
We slightly modify the definition of νA,2 according to the previous lemma.
(2.14) νA,2 := inf
{√
λ(A, u) +
√
λ(Id, v)
∣∣∣∣ u, v ∈ H1(SN−1)´
SN−1
u2v2 = 0.
}
.
Exactly as in Lemma 2.4, it is possible to show that 0 < νA,2 < 2 whenever A 6= Id. At this point one
can proceed as in the higher dimensional case, and prove Theorem 1.1 with the value νA,2.
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2.3. Perturbed monotonicity formula. In this subsection we generalize the previous monotonicity
formulae in order to deal with non-segregated subsolutions of a class of elliptic systems. In the symmetric
case A = Id, this kind of result is obtained in [13, 25, 30]. We focus only on N ≥ 3 (as already observed,
the case N = 2 is a bit simpler) and consider systems of two inequalities such as
(2.15)


− div (A∇u) + uqg1(x, v) ≤ 0
−∆v + vpg2(x, u) ≤ 0
u, v ≥ 0
in RN , with p, q ≥ 1,
under the following assumptions on the continuous functions g1, g2 : R
N × [0,+∞)→ [0,+∞):
(H1) g¯i(t) := infx∈RN gi(x, t) is a continuous function of t ≥ 0, with the property that g¯i(t) > 0 for
any t > 0, and g¯i(t) = 0. Even more, we suppose that gi(x, 0) = 0 for every x ∈ RN .
(H2) For every x ∈ RN , gi(x, ·) is monotone non-decreasing on [0,+∞).
A prototypical example is
gi(x, t) =
m∑
j=1
bj(x)t
pj , with inf
RN
bj > 0 and pj > 0.
For (u, v) solving (2.15), x0 ∈ RN and r > 0, we use the following notation
I1(u, v, x0, r) =
ˆ
Br(x0)
(〈A∇u,∇u〉+ uq+1g1(x, v))ΓA(x− x0) dx,
I2(u, v, x0, r) =
ˆ
Br(x0)
(|∇v|2 + vp+1g2(x, u)) |x− x0|2−N dx.(2.16)
Theorem 2.6 (Perturbed montonicity formula). Let (u, v) ∈ H1loc(RN ) ∩ C(RN ) satisfy (2.15), with
g1, g2 : R
N × [0,+∞)→ R continuous and satisfying (H1) and (H2). For any ε > 0 there exist x0 ∈ RN
and r¯ = r¯(u, v, ε) > 0 such that the function
r 7→ J(u, v, x0, r) = 1
r2(νA,N−ε)
I1(u, v, x0, r)I2(u, v, x0, r)
is monotone non-decreasing for r > r¯.
For the proof, we start with an estimate similar to the one in Lemma 2.2. We introduce
Λ1(x0, r) =
r2
´
Sr(x0)
(〈A∇Aθ u,∇Aθ u〉+ uq+1g1(x, v)) dσ´
Sr(x0)
u2µ dσ
Λ2(x0, r) =
r2
´
Sr(x0)
(|∇θv|2 + vp+1g2(x, u)) dσ´
Sr(x0)
v2 dσ
.
Lemma 2.7. In the above setting, for every x0 ∈ RN and r > 0
I1(u, v, x0, r) ≤ a
N
2
N r
2γ(Λ1(x0, r))
ˆ
Sr(x0)
(〈A∇u,∇u〉+ uq+1g1(x, v))ΓA(x− x0) dσx.
Proof. Without loss, we consider x0 = 0, and omit the dependence on A of all the quantities. Let r > 0
be such that (i) in the proof of Lemma 2.2 holds; almost every r ∈ (0, R) is admissible. Recalling the
definition of ΦA,δ (see (2.5)), we take δ > 0 such that {|A− 12 x| ≤ δ} ⊂⊂ Br. By multiplying the inequality
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for u with uΦA,δ, and proceeding as in Lemma 2.2, we obtainˆ
Br
(〈A∇u,∇u〉+ uq+1))Φδ ≤
ˆ
Sr
Φδu〈A∇u, ν〉 − 1
2
ˆ
Br
〈∇(u2), A∇Φδ〉
≤
ˆ
Sr
(
Γu〈A∇u, ν〉 − u
2
2
〈A∇Γ, ν〉
)
.
By taking the limits as δ → 0+, we infer thatˆ
Br
(〈A∇u,∇u〉+ uq+1g1(x, v))Γ ≤
ˆ
Sr
(
Γu〈A∇u, ν〉 − u
2
2
〈A∇Γ, ν〉
)
.
At this point we proceed exactly as in Lemma 2.2, simply replacing λ(A, ur) with Λ1(0, r). 
We also need a suitable variant of the mean value inequality for A-subharmonic functions.
Lemma 2.8. Let u ∈ C(RN ) ∩ H1loc(RN ) be a nonnegative function such that div (A∇u) ≥ 0 in RN .
Then there exists C > 0 depending on A and N such that
1
rN−1
ˆ
Sr
u2µ ≥ Cu2(0),
for almost every r > 0.
Proof. Let u˜(x) = u(A
1
2x); we have ∆(u˜2) ≥ 0 in RN , and then the mean value inequality yields
u2(0) = u˜2(0) ≤ a
N
2
N
|B1|rN
ˆ
B
a
−1/2
N
r
u˜2 =
a
N
2
N detA
− 12
|B1|rN
ˆ
{|A−1/2x|<a−1/2N r}
u2,
for every r > 0. Now the ellipsoid {|A−1/2x| < a−1/2N r} is contained in the ball Br, so that
(2.17) u2(0) ≤ a
N
2
N detA
− 12
|B1|rN
ˆ
Br
u2, ∀r > 0.
In order to obtain a similar estimate for the boundary integral, we observe that
(2.18)
ˆ
Br
div (A∇(u2)) (r2 − |x|2) = 2 ˆ
Br
(u div (A∇u) + 〈A∇u,∇u〉) (r2 − |x|2) ≥ 0.
On the other handˆ
Br
div (A∇(u2)) (r2 − |x|2) = 2 ˆ
Br
〈A∇(u2), x〉 = 2
ˆ
Br
〈∇(u2), Ax〉
= 2r
ˆ
Sr
u2µ− 2
∑
i
ai
ˆ
Br
u2,
for almost every r > 0. The thesis follows directly from (2.17) and (2.18). 
Proof of Theorem 2.6. The proof is similar to the one of [30, Lemma 5.2] (see also [13, Lemma 7.3], [25,
Lemma 2.5]). If u · v ≡ 0 in RN , then we directly apply Theorem 1.1. Thus, we can suppose that there
exists x0 ∈ RN with both u(x0) > 0 and v(x0) > 0. Without loss, we suppose that x0 = 0. By continuity,
we deduce that u ·v > 0 in a neighborhood of x0, and hence both I1(u, v, x0, r) 6= 0 and I2(u, v, x0, r) 6= 0
for every r > 0. Let now r > 0 be such that u|Sr and ∂xiu|Sr are in L2(Sr), and assume moreover r
is a Lebesgue point for J ; almost every r > 0 is admissible. As in the proof of Theorem 1.1, thanks to
Lemma 2.7, we have
J ′(r)
J(r)
≥ 2
r
(
a
−N2
N γ(Λ1(0, r)) + γ(Λ2(0, r))− (νA,N − ε)
)
,
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and the thesis follows if we show that the right hand side is non-negative for r sufficiently large. Suppose
by contradiction that this is not true: then there exists rn → +∞ such that
(2.19) a
−N2
N γ(Λ1(0, r)) + γ(Λ2(0, r)) < νA,N − ε,
and, in particular, {Λi(rn)} (i = 1, 2) are bounded sequences. Let
un(x) =
u(rnx)(
1
rN−1n
´
Srn
u2µ
) 1
2
, vn(x) =
v(rnx)(
1
rN−1n
´
Srn
v2
) 1
2
.
We have that ˆ
S1
〈A∇Aθ un,∇Aθ un〉 ≤ Λ1(0, rn)
ˆ
S1
|∇θvn|2 ≤ Λ2(0, rn),
so that {un} and {vn} are bounded in H1(S1), and moreover
ˆ
S1
uq+1n g¯1


(
1
rN−1n
ˆ
Srn
v2
) 1
2
vn

 ≤ r2n
´
Srn
uq+1g1(x, v)´
Srn
u2µ
· 1
r2n
(
1
rN−1n
´
Srn
u2µ
) q−1
2
≤ Λ1(0, rn)
r2n
(
1
rN−1n
´
Srn
u2µ
) q−1
2
→ 0
as n → ∞, where we used assumption (H1) and Lemma 2.8. Therefore, we deduce that up to a subse-
quence (un, vn) ⇀ (u˜, v˜) weakly in H
1(S1), strongly in L
2(S1), and almost everywhere, where u˜ · v˜ ≡ 0
on S1: indeed, since v is subharmonic with v(0) > 0,(
1
rN−1
ˆ
Srn
v2
) 1
2
≥ Cv(0) =: δ > 0,
and hence by the Fatou lemma and the assumptions on g1
ˆ
S1
u˜q+1g¯1(δv˜) ≤ lim inf
n→∞
ˆ
S1
uq+1n g¯1(δvn) ≤ lim infn→∞
ˆ
S1
uq+1n g¯1


(
1
rN−1n
ˆ
Srn
v2
) 1
2
vn

 = 0,
so that in each point of S1 one between u˜ and v˜ must vanish, that is u˜ · v˜ ≡ 0 on S1.
Coming back to (2.19), we obtain by definitions of νA,N and γ
νA,N ≤ a−
N
2
N γ(λ(A, u˜)) + γ(λ(Id, v˜))
≤ lim inf
n→∞
(
a
−N2
N γ
(ˆ
S1
〈A∇Aθ un,∇Aθ un
)
+ γ
(ˆ
S1
|∇θvn|2
))
≤ lim inf
n→∞
(
a
−N2
N γ(Λ1(0, rn)) + γ(Λ2(0, rn))
)
≤ νA,N − ε,
which is a contradiction. 
3. Liouville-type theorems
In analogy with the symmetric case Ai = Id, the validity of an ACF monotonicity formula allows us to
obtain some nonexistence results, both for disjointly supported subsolutions of different linear equations,
and for solutions of certain elliptic systems.
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3.1. Liouville theorem for disjointly supported functions. In this framework, our main achieve-
ment is the following.
Theorem 3.1. Let k,N ≥ 2 be positive integers, and, for i = 1, . . . , k, let ui ∈ H1loc(RN ) ∩ C(RN ) be
nonnegative functions such that
ui · uj ≡ 0 in RN if i 6= j, and − div (Ai∇ui) ≤ 0 in RN ,
where Ai are positive definite symmetric matrixes with constant coefficients. There exists an exponent
ν¯ ∈ (0, 2) depending on N and on A1, . . . , Ak such that the following hold: suppose that for every i =
1, . . . , k the functions ui grow at most like |x|αi , namely
|ui(x)| ≤ C(1 + |x|αi) for every |x| ∈ RN , for some C > 0,
with
(3.1) αi > 0 for every i, and αi + αj < ν¯ for every i 6= j;
then k − 1 functions ui are identically 0.
In particular, condition (3.1) is satisfied if αi = α ∈
(
0, ν¯2
)
for every i = 1, . . . , k, which gives the
counterpart of [13, Proposition 7.2] in the anisotropic framework.
Remark 3.2. We will prove the theorems with a value of ν¯ explicitly given in terms of a finite number of
optimal partitions problems of type (2.10). In particular, if k = 2, A1 = A and A2 = Id, then ν¯ = νA,N .
Remark 3.3. Once that Theorem 3.1 is proved, it is possible to introduce the optimal exponent for
the Liouville theorem in the following way. First, given k ≥ 2 and positive definite symmetric matrices
A1, . . . , Ak, we define
Sν,N :=

(u1, . . . , uk) ∈ H
1
loc(R
N ) ∩ C(RN )
∣∣∣∣∣∣∣∣
(u1, . . . , uk) satisfies all the assumptions of
Theorem 3.1, ui grows at most like |x|αi
with αi + αj < ν for every i 6= j,
and at least two components are non-trivial

 ,
and then we set
(3.2) νLiou,N := inf {ν > 0 : Sν,N 6= ∅} .
Theorem 3.1 implies that νLiou,N ≥ ν¯.
When Ai = Id for every i, it follows from [13, Proposition 7.2] that νLiou,N ≥ 2; moreover, νLiou,N ≤ 2
since (x+1 , x
−
1 , 0, . . . , 0) is a pair of nontrivial Lipschitz subharmonic functions with disjoint positivity set.
Hence in the isotropic case Ai = Id there is a perfect matching between the optimal threshold in the
Liouville theorem and the optimal exponent in the ACF monotonicity formula: both of them are equal
to 2.
In the asymmetric case, it is an open problem to establish whether the equality holds, or if it possible
that νLiou,N > ν¯, at least for some choices of Ai and N . In particular, even if ν¯ < 2 by Lemma 2.4, this
does not imply that νLiou,N < 2 as well. However, we shall directly prove that in general νLiou,N < 2.
To this purpose we construct two non-trivial homogeneous functions u, v of degree α1 and α2, with
α1 + α2 < 2, satisfying all the assumptions of Theorem 3.1 for different matrixes A1 and A2 = Id.
In dimension N ≥ 3, the existence of such functions was already pointed out in [5, page 479], and it
is possible to take u and v with the same degree of homogeneity; instead, in dimension N = 2, it is
necessary that the degrees are different. We shall present the examples in details in Subsection 3.3 below.
The examples are relevant since, if Theorem 1.1 were valid with νA,N replaced by 2, then we would
been able to prove non-existence as in Theorem 3.1 for all αi + αj < 2, deducing that νLiou,N ≥ 2. But,
as discussed above, this is not true. Therefore, the fact that the optimal exponent in in Theorem 1.1 is
smaller than 2 is a natural peculiarity of the anisotropic case, and not a limit of our proof.
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Proof. Let us consider the pair u1 and u2. Since A2 is positive definite and symmetric, there exist an
orthogonal matrix O and a diagonal positive definite matrix D such that OtA2O = D. By defining
u¯i(x) = ui(OD
1
2x), it is not difficult to check that u¯1 and u¯2 grow at most like |x|α1 and |x|α2 at infinity,
respectively, that u¯1 · u¯2 ≡ 0, and that
− div (A¯1∇u¯1) ≤ 0 and −∆u¯2 ≤ 0 in RN ,
where A¯1 is, again, a positive definite symmetric matrix. Since A¯1 is positive definite and symmetric,
there exist an orthogonal matrix M and a diagonal positive definite matrix Aˆ1 such that M
tA¯1M = Aˆ1.
Without loss of generality, we can suppose that the diagonal elements of Aˆ1 are located in increasing
order on the diagonal, so that aˆ := (Aˆ1)11 is the lowest eigenvalue of Aˆ1. Let now u(x) = u¯1(aˆ
1
2Mx),
v(x) = u¯2(aˆ
1
2Mx), and A = (aˆ−1)Aˆ1. Then u and v grow at most like |x|α1 and |x|α2 at infinity,
respectively; u · v ≡ 0, and
(3.3) − div (A∇u) ≤ 0 and −∆v ≤ 0 in RN ,
where A is a diagonal matrix as in (2.1). In particular, we notice that it is well defined the value
ν12 := νA,N ∈ (0, 2) given by the optimal partition problem (2.10).
The above procedure can be carried out for any pair (ui, uj) with i 6= j (actually, by construction
νij = νji), obtaining a finite number of ACF exponents νij ∈ (0, 2). We take
(3.4) ν¯ := min {νij : i 6= j} ,
and prove the theorem for this exact choice of ν¯.
Let us suppose by contradiction that two components, say u1 and u2, are both nontrivial and satisfy all
the assumptions of the theorem. The previous argument shows that there exist two nontrivial nonnegative
functions u, v ∈ H1loc(RN ) ∩ C(RN ) with disjoint positivity sets, growing at most like |x|α1 and |x|α2
respectively, satisfying (3.3). Notice that α1 + α2 < ν12 = νA,N . By using the asymmetric monotonicity
formula we show that this provides a contradiction, following the same strategy originally developed
in [13, Proposition 7.2].
The segregation condition u · v ≡ 0 implies that there exists x0 ∈ RN and r¯ > 0 sufficiently large such
that u(x0) = v(x0) = 0, and both u and v are non-constant in Br¯(x0). In particular, J(u, v, x0, r¯) > 0,
so that, by the monotonicity formula in Theorem 1.1,
(3.5) IA(u, x0, r)IId(v, x0, r) ≥ Cr2νA,N for r > r¯.
Let now r > r¯, and consider a radial smooth cutoff function η such that 0 ≤ η ≤ 1, η = 1 in Br(x0),
η = 0 in RN \B2r(x0), and |∇η| ≤ C/r. Let also δ > 0 be such that {|A 12x| ≤ δ} ⊂⊂ Br. By testing the
inequality satisfied by u with η2ΦA,δ(x− x0)u (with ΦA,δ defined in (2.5)), we obtain
ˆ
B2r(x0)
η2ΦA,δ(x− x0)〈A∇u,∇u〉
≤ −
ˆ
B2r(x0)
(
2ηuΦA,δ(x − x0)〈A∇u,∇η〉 + η2u〈A∇u,∇ΦA,δ(x − x0)
)
≤
ˆ
B2r(x0)
1
2
η2ΦA,δ(x− x0)〈A∇u,∇u〉+ 2ΦA,δ(x− x0)u2〈A∇η,∇η〉
−
ˆ
B2r(x0)
η2u〈A∇u,∇ΦA,δ(x− x0)〉.
(3.6)
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In order to deal with the last term, we recall that div (A∇ΦA,δ) ≤ 0 in RN , whence it follows that
0 ≤
ˆ
B2r(x0)
1
2
〈A∇ΦA,δ(x− x0),∇(u2η2)〉
=
ˆ
B2r(x0)
(
ηu2〈A∇ΦA,δ(x− x0),∇η〉+ η2u〈A∇u,∇ΦA,δ(x − x0)〉
)
.
Hence (3.6) yieldsˆ
Br(x0)
ΦA,δ(x− x0)〈A∇u,∇u〉
≤
ˆ
B2r(x0)\Br(x0)
(
4ΓA(x− x0)u2〈A∇η,∇η〉 + 2ηu2〈A∇η,∇ΓA(x− x0)〉
)
,
where we used the fact that ∇η ≡ 0 in Br(x0), and ΓA = ΦA,δ outside Br(x0). By taking the limit as
δ → 0+, thanks to the Fatou lemma and the growth condition on u, we infer that
IA(u, x0, r) ≤ C
r2
ˆ 2r
r
ρ2α1
ρN−2
ρN−1 dρ+
1
r
ˆ 2r
r
ρ2α1
ρN−1
ρN−1 dρ ≤ Cr2α1 .
In the same way, by testing the inequality satisfied by v with η2ΦId,δ(x− x0)v, one can show that
IId(v, x0, r) ≤ Cr2α2 .
By combining the former inequalities with (3.5), we finally conclude that for r > r¯
C1r
2νA,N ≤ IA(u, x0, r)IId(v, x0, r) ≤ C2r2(α1+α2),
which is a contradiction for large r since α1 + α2 < νA,N . 
3.2. Liouville theorem for subsolutions and solutions to certain elliptic systems. Our first goal
is to prove nonexistence of nontrivial nonnegative subsolutions for a system with 2 components.
Theorem 3.4. Let N ≥ 2, and let u, v ∈ H1loc(RN ) ∩ C(RN ) satisfy (2.15) in RN , under assumptions
(H1) and (H2) on the coupling terms g1 and g2. Assume moreover that for some u and v grow at most
like |x|α1 and |x|α2 , respectively, with
α1, α2 > 0, and α1 + α2 < νA,N ;
then at least one between u and v vanishes identically.
Proof. Suppose by contradiction that neither u nor v vanishes identically. Let 0 < ε < νA,N − (α1 +α2).
Then, by Theorem 2.6, there exist x0 ∈ RN and C, r¯ > 0 such that
(3.7) I1(u, v, x0, r)I2(u, v, x0, r) ≥ Cr2(νA,N−ε)
for r > r¯. On the other hand, let η be a cutoff function as in the proof of Theorem 3.1, and let ΦA,δ be
defined in (2.5), with δ > 0 such that {|A 12 x| < δ} ⊂ Br¯. By testing the inequality satisfied by u (resp.
v) by η2ΦA,δ(x− x0)u (resp η2Φδ(x− x0)v), we obtainˆ
B2r(x0)
(〈A∇u,∇u〉+ uq+1g1(x, v))ΦA,δ(x− x0) ≤
ˆ
B2r(x0)
1
2
η2ΦA,δ(x − x0)〈A∇u,∇u〉
+
ˆ
B2r(x0)
2ΦA,δ(x− x0)u2〈A∇η,∇η〉 − η2u〈A∇u,∇ΦA,δ(x− x0)〉
as in the proof of Theorem 3.1, it is not difficult to deduce that
I1(u, v, x0, r) ≤ Cr2α1
for r > r¯. In the same way it is possible to estimate I2(u, v, x0, r), obtaining a contradiction with (3.7)
since α1 + α2 < νA,N − ε. 
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As application, we present a general Liouville theorem for possibly sign-changing solutions of some
elliptic systems with arbitrarily many components. To state our results in full generality, we introduce
some notation. Let k,N ≥ 2 be positive integers. For an arbitrary m ≤ k, we say that a vector
b = (b0, . . . , bm) ∈ Nm+1 is an m-decomposition of k if
0 = b0 < b1 < · · · < bm−1 < bm = k;
given a m-decomposition b of k, we set, for h = 1, . . . , k,
Ih := {i ∈ {1, . . . , d} : bh−1 < i ≤ bh},
K1 :=
{
(i, j) ∈ I2h for some h = 1, . . . ,m, with i 6= j
}
,
K2 := {(i, j) ∈ Ih1 × Ih2 with h1 6= h2} .
(3.8)
Let now u = (u1, . . . , uk) ∈ H1loc(RN ) ∩C(RN ) satisfy
(3.9) − div (Ai∇ui) = −
k∑
j=1
j 6=i
ui|ui|pij−1gij(x, |uj |) in RN , i = 1, . . . , d,
under the following assumptions on the data:
(G1) Ai are positive definite symmetric matrixes with constant coefficients;
(G2) pij > 0 for every i 6= j, and pij ≥ 1 for every (i, j) ∈ K2;
(G3) gij ≡ 0 for (i, j) ∈ K1, and gij satisfies assumptions (H1) and (H2) in Theorem 2.6 for every
(i, j) ∈ K2.
The term −ui|ui|pij−1gij(x, |uj |) describes the interaction between ui and uj. By introducing a m-
decomposition of k, we have divided the components of u into m groups: {ui : i ∈ I1}, . . . , {ui : i ∈ Im}.
Assumption (G3) means that ui and uj do not interact (gij = 0) if (i, j) ∈ K1, i.e. if ui and uj are in the
same group; instead, they interact in a competitive way (gij > 0) if (i, j) ∈ K2, i.e. if ui and uj are in
different groups.
Theorem 3.5. In the above setting, let ν¯ ∈ (0, 2) be given by Theorem 3.1. Suppose that each function
ui grows at most like |x|αi , where
αi > 0 for every i, and αi + αj < ν¯ for every (i, j) ∈ K2.
Then there exists ℓ ∈ {1, . . . ,m} such that ui ≡ 0 for every i ∈ Ih with h 6= ℓ, and ui is constant for
i ∈ Iℓ.
Remark 3.6. A similar Liouville theorem was proved in [28], for a specific choice of gij . The validity of
Theorem 3.5 allows us to extend the validity of Theorems 1.2 and 1.3 in cases when the competition takes
place among groups of components, as in [28]. We do not insist on this point for the sake of simplicity.
Proof. We show that it is possible to apply Theorem 3.4 to any couple (ui, uj) where i ∈ Ih, j ∈ Ik, with
h 6= k. Then it is necessary that m− 1 groups of components vanish identically, and the components of
the last group are constants (by (G3), they are harmonic and globally Ho¨lder continuous in RN ).
Suppose at first that ui and uj are also non-negative. Then{
− div (Ai∇ui) ≤ −upiji gij(x, uj) in RN
− div (Aj∇uj) ≤ −upjij gji(x, ui) in RN .
As in the proof of Theorem 3.1, it is possible to suppose that Aj = Id and Ai = A is diagonal as in (2.1).
Thus, it is well defined νA,N as in (2.10), and, recalling the definition (3.4) of ν¯, we have that 2α < νA,N .
Therefore, one between ui and uj must vanish identically by Theorem 3.4.
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If instead the components can change sign, recalling the assumptions on gij we have that{
− div (Ai∇u+i ) ≤ −(u+i )pijgij(x, u+j ) in RN
− div (Aj∇u+j ) ≤ −(u+j )pjigji(x, u+i ) in RN ,
and analogue systems are satisfied by (u+i , u
−
j ), (u
−
i , u
+
j ), (u
−
i , u
−
j ). In each case, it is possible to suppose
that Aj = Id and Ai is diagonal as in (2.1). Thus, by applying Theorem 3.4 to all the possible pairs, we
deduce that at least one between ui and uj vanishes identically. 
3.3. Upper estimate on νLiou,N . In this section we show that, at least for a suitable choice of A1
and A2, the optimal value νLiou,N defined in (3.2) is strictly less than 2. This follows directly from the
following:
Proposition 3.7. Let N ≥ 2. There exists a positive definite diagonal matrix A with constant coefficients,
two disjoint open cones C1, C2 of RN , and two non-negative and non-trivial homogeneous functions u and
v in H1loc(R
N ) ∩C(RN ), of degree α1 > 0 and α2 > 0, with α1 + α2 < 2, such that
div (A∇u) = 0 in C1 = {u > 0}, ∆v = 0 in C2 = {v > 0}.
Moreover, if N ≥ 3 we can construct u and v with α1 = α2.
Proof of Proposition 3.7 in dimension N = 2. Let φ1, φ2 ∈ (0, π/2), ω1 = (−φ1, φ1), and ω2 = (φ2, 2π −
φ2). We consider the eigenvalue problems on the circle{
−ϕ′′ = λϕ, ϕ > 0 in ω1
ϕ = 0 on ∂ω1,
{
−ψ′′ = µψ, ψ > 0 in ω2
ψ = 0 on ∂ω2.
The problems can be explicitly solved, deducing in particular that λ = (π/(2φ1))
2, µ = (π/(2(π − φ2)))2.
Let ϕ1 and ψ1 denote the corresponding normalized eigenfunctions, and let α1 =
√
λ and α2 =
√
µ; it
is well known that w = rα1ϕ1 and v = r
α2ψ1 are homogeneous harmonic functions in the cones D1, C2
generated by ω1 and ω2, respectively. Notice that α1 > 1 can be made arbitrarily close to 1 by taking φ1
close to π/2. Similarly, α2 < 1 can be made close to 1/2 by taking φ2 close to 0. In particular, for any
0 < ε < 1/2 we can take φ1 and φ2 such that
α1 > 1, α2 < 1, α1 + α2 <
3
2
+ ε < 2.
Now, for b ∈ (0, 1), let
B =
(
b 0
0 1
)
, A = B−1,
and u(x) = w(B
1
2x). Then div (A∇u) = 0 in C1 = {x ∈ R2 : B 12x ∈ D1} = B−1/2D1, u = 0 on ∂C1, and
it is homogeneous of degree λ. C1 is a cone, generated by a set ω′ ⊂ S1, and it is not difficult to check
that, if b is sufficiently small, then ω′ ⊂ S1 \ ω2. Therefore u and v provide the desired example. 
Remark 3.8. Notice that, up to exchanging the role of the variables x1 and x2, the matrix A satisfies
the structural assumptions (2.1), i.e. it is a diagonal matrix with lower entry equal to 1.
It is interesting that in the previous example u is superlinear and v is sublinear. This means in
particular that, even if we take b in a such a way that ∂ω′ = ∂ω2, then u and v cannot satisfy a
free-boundary condition of the type
∂νu = G(∂νv, ν) on ∂ω
′, with G increasing with respect to its first variable.
This is in accordance with the main result in [5], which implies in particular that in dimension N = 2
one cannot construct an example where u and v have the same degree of homogeneity less than 1.
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Now we consider the case N ≥ 3. Of course, the two dimensional example can be considered also in
higher dimension. We think however that it is interesting to produce an example where u and v have the
same degree (which is not possible in dimension N = 2). The idea of the construction was suggested to
us by Daniela De Silva in a personal communication [17]. We start with a preliminary result concerning
an eigenvalue problem on the unit sphere S2. We parametrize the sphere with spherical coordinates
(ϕ, θ) ∈ [0, π]× [−π, π] (ϕ is the polar angle, θ is the azimuthal angle).
Lemma 3.9. For α ∈ (π/2, π), β ∈ (0, π/2), let
ω =
{
(ϕ, θ) ∈
(π
2
− β, π
2
+ β
)
× (−α, α)
}
.
There exist α and β such that the first eigenvalue of the problem{
−∆S2u = λu in ω
u = 0 on ∂ω
is strictly smaller than 2.
Proof. We separate variables by letting u(ϕ, θ) = v(θ)w(ϕ), plug this ansatz in the differential equation
for u, and search for a positive solution. The differential equation reads
sinϕ(sinϕw′)′
w
+ λ sin2 ϕ = −v
′′
v
.
Hence there exists c ∈ R such that v′′ + cv = 0, which together with v > 0 and the boundary conditions
v(−α) = 0 = v(α) implies that c = m2 = (π/(2α))2 and v(θ) = cos(mθ) (up to a multiplicative constant).
At this point we come back to the boundary value problem for w; by changing variable s = cosϕ, we
obtain
(3.10)
{
−((1− s2)w¯′)′ + m21−s2 w¯ = λw¯ in (−ρ, ρ)
w¯ (−ρ) = 0 = w¯ (ρ) ,
where ρ = cos
(
π
2 − β
) ∈ (0, 1) and w¯(s) = w(ϕ(s)). This is a typical Sturm-Liouville problem with
strictly positive potential m2/(1− s2), and hence the existence of a first positive eigenvalue λ1, together
with a first positive normalized eigenfunction w1, is guaranteed. We need an upper bound on λ1, and
this can be obtained from the variational characterization
λ1 = inf
ϕ∈H10(−ρ,ρ)\{0}
Qρ,m(ϕ) = inf
ϕ∈H10 (−ρ,ρ)\{0}
´ ρ
−ρ(1− s2)(ϕ′)2 + m
2
1−s2ϕ
2
´ ρ
−ρ ϕ
2
.
By choosing the test function ψ(s) = cos
(
πs
2ρ
)
, we infer that
λ1 ≤ Qρ,m(ψ) = π
2
4ρ2
ˆ 1
−1
(1− ρ2t2) sin2
(π
2
t
)
dt+m2
ˆ 1
−1
cos2
(
π
2 t
)
1− ρ2t2 dt.
The right hand side is continuous with respect to (ρ,m) ∈ (0, 1]×R+. By taking α ≃ π and β ≃ π/2, we
can make m arbitrarily close to 1/2, and ρ arbitrarily close to 1. This means that for such a choice of α
and β we have that
λ1 ≤ Qρ,m(ψ) ≃ Q1,1/2(ψ) ≈ π
2
4
· 0.47 + 1
4
· 1.22 ≈ 1.47 < 2,
which is the desired result. 
Proof of Proposition 3.7 in dimension N ≥ 3. The main idea is to show the existence of a domain ω′
on the sphere S2 that contains more than half of a great circle such that, for suitable µ ∈ (0, 1) and a
positive definite symmetric constant matrices A, the solution of div (A∇w) = 0 which vanishes on the
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cone generated by ω′ has homogeneity µ. If N = 3 we can take two complementary domains with this
property (for instance those separated by the white line of a typical tennis ball).
We now present the details. Let us consider the half great circle γ1 = {x ∈ S2 : x3 = 0, x2 > 0}, and
let ω = {(ϕ, θ) ∈ [π/2 − β, π/2 + β] × [−δ, π + δ]}, where δ ∈ (0, π/2) is such that π + 2δ = 2α, with
α and β given by Lemma 3.9. Then the first eigenvalue of the Laplace-Beltrami operator on ω, with
homogeneous Dirichlet boundary condition, is smaller than 2, and this implies that the positive harmonic
function w in the cone D1 generated by ω, vanishing on ∂ω, has homogeneity µ < 1. Now, for b ∈ (0, 1),
we consider the diagonal matrices
B =

 b2 0 00 b 0
0 0 1

 , A = B−1,
and let u(x) = w(B
1
2x). Then div (A∇u) = 0 in C1 = {x ∈ R3 : B 12x ∈ D1}, u = 0 on ∂C1, and
it is homogeneous of degree µ. C1 is a cone, generated by a set ω′ ⊂ S2. It is not difficult to check
that the set ω′ can be included in an arbitrarily small neighborhood of γ1, by taking b sufficiently
small. Now we consider a second band ω2 of the same type of ω, but surrounding the half great circle
γ2 = {x ∈ S2 : x1 = 0, x2 < 0}. We fix b so small that ω2 ∩ ω′ = ∅, and notice that by Lemma 3.9
the positive harmonic function v in the C2 generated by ω2, vanishing on ∂ω2, is homogeneous of degree
µ < 1. Thus the pair (u, v) fulfills all the requirement of the theorem (with a matrix A satisfying the
structural assumptions (2.1), up to exchanging the coordinates). 
4. Spatial segregation of competitive systems: Lotka-Volterra interaction
In this section we prove Theorems 1.2 and 1.5, by following the blow-up method used in [13, Theorem
4]. Before entering the core of the proof, we observe that each uβ is C
1 up to the boundary, and {uβ} is
uniformly bounded in L∞(Ω), since each ui,β is Li-subharmonic and the boundary data are fixed. Notice
also that we can define ν¯ = ν¯(N,A1, . . . , Ak) ∈ (0, 1) as in Theorem 3.1.
Lemma 4.1. Let w ∈ H1(B2r) ∩ C(B2r) be a positive subsolution to
− div (A∇w) ≤ −Mw + δ in B2r,
with M > 0, δ ≥ 0, and A positive definite, symmetric, with constant coefficients. Then there exist
C, c > 0 such that
sup
x∈Br
w(x) ≤ C‖w‖L∞(B2r)e−cr
√
M +
δ
M
.
Proof. Let x0 ∈ Br. The function w¯ := w/‖w‖L∞(Br(x0)) is a positive subsolution to
− div (A∇w¯) ≤ −Mw¯ + δ‖w‖L∞(Br(x0))
, w¯ ≤ 1 in Br(x0).
Let Λ be the maximal eigenvalue of A. Then, as observed in [10, Lemma 5.2], the function
z(x) =
N∑
i=1
cosh
(√
Mxi
Λ
)
is a supersolution of div (A∇z) ≤Mz in Br, and satisfy
z(x) ≥ Cec
√
Mr for every x ∈ Sr
for suitable c, C > 0 depending on A and N . Let us consider
z¯(x) :=
z(x− x0)
Cec
√
Mr
+
δ
M‖w‖L∞(Br(x0))
.
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We have
− div (A∇z¯) ≥ −Mz¯ + δ‖w‖L∞(Br(x0))
in Br(x0),
with z¯ ≥ 1 on Sr(x0). Then the comparison principle yields
w(x0) ≤ C‖w‖L∞(Br(x0))z(0)e−c
√
Mr +
δ
M
≤ C‖w‖L∞(B2r)e−c
√
Mr +
δ
M
,
and we obtain the thesis by taking the supremum over x0 ∈ Br. 
Lemma 4.2. Let A be a positive definite symmetric matrix with constant coefficients. Suppose that w is
globally α-Ho¨lder continuous in Ω, for some α ∈ (0, 1).
(i) If div (A∇w) = 0 in Ω = RN , then w is constant.
(ii) If div (A∇w) = 0 in a half-space Ω, and w is constant on the boundary, then it is constant.
Here and in what follows we say that a function w is globally α-Ho¨lder continuous in Ω if its α-Ho¨lder
semi-norm [w]C0,α(Ω) is bounded; notice that we do not ask that w ∈ L∞(Ω).
Proof. (i) After a rotation and a scaling, we obtain a harmonic function w˜ in RN , still globally α-Ho¨lder
continuous, thus constant by the Liouville theorem.
(ii) After a rotation and a scaling, we obtain a harmonic function w˜ in a half-space, constant on the
boundary of the half-space. We can then extend it in a symmetric way, to obtain a harmonic function in
the whole space RN , still globally α-Ho¨lder continuous, and hence constant. 
We address now the proof of Theorem 1.2. Let α ∈ (0, ν¯/2), and suppose by contradiction that {uβ}
is not bounded in C0,α(Ω), namely there exists a sequence β → +∞ such that
Lβ := sup
i
sup
x 6=y,
x,y∈Ω
|ui,β(x)− ui,β(y)|
|x− y|α → +∞.
Since, for each β fixed, uβ is of class C
0,α′(Ω) with α′ > α, we can assume w.l.o.g. that Lβ is achieved
by u1,β at the pair (xβ , yβ). The uniform boundedness in L
∞(Ω) yields
|xβ − yβ |α = |u1,β(xβ)− u1,β(yβ)|
Lβ
≤ 2‖u1,β‖L∞(Ω)
Lβ
→ 0.
We consider the following blow-up of uβ with center in xβ , with rβ → 0+ to be chosen later:
vβ(x) :=
1
Lβrαβ
uβ(xβ + rβx), x ∈ Ωβ := Ω− xβ
rβ
.
According to the behavior of dist(xβ , ∂Ωβ), and by the regularity of ∂Ω, either Ωβ exhausts R
N as
β → +∞, or Ωβ tends to a half-space. In both cases, we denote the limit domain by Ω∞.
Plainly, vβ is a positive solution to{
Livi,β =Mβvi,β
∑
j 6=i bijvj,β in Ωβ
vi,β = ϕi,β on ∂Ωβ ,
where Mβ = Lβr
2+α
β β, and ϕi,β is defined by scaling the boundary datum ϕi. Furthermore, for all β > 1
max
i
max
x 6=y,
x,y∈Ω
|vi,β(x) − vi,β(y)|
|x− y|α =
|v1,β(0)− v1,β
(
yβ−xβ
rβ
)
|∣∣∣xβ−yβrβ
∣∣∣α = 1.
The next lemma will be useful in order to deal with the case when the scaled domains converge to a
half-space.
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Lemma 4.3. Suppose that Ωβ tends to a half-space Ω∞. Then it is possible to extend vβ outside Ωβ in
a Lipschitz fashion, in such a way that:
(i) If {vβ(0)} is bounded, then vβ → v in C0,α
′
loc (R
N ) for every 0 < α′ < α, up to a subsequence;
moreover, the limit function v attains a constant value on the boundary ∂Ω∞, and at most one
component is different from 0 in RN .
(ii) If {vβ(0)} is unbounded, then v˜β(x) := vβ(x) − vβ(0) converges to v˜ in C0,α
′
loc (R
N ) for every
0 < α′ < α, up to a subsequence; moreover, the limit function v˜ attains a constant value on the
boundary ∂Ω∞.
Proof. (i) Let φi be the harmonic extension of ϕi in Ω, which is C
1,γ(Ω). By the comparison principle
0 ≤ ui,β ≤ φi, for every β. Now, thanks to the Kirszbraun theorem, we can extend the functions ϕi in
the whole space RN in a Lipschitz fashion, preserving their Lipschitz constant. The extended function
will be still denoted by ϕi. We also extend φi and ui,β in R
N , by letting them equal to ϕi in Ω
c. Let
ϕi,β and φi,β be given by scaling φi and ϕi in the same way of ui,β. We have that vi,β , ϕi,β and φi,β are
defined everywhere, and ϕi,β = φi,β = vi,β in Ω
c
β. Plainly:
(i) vi,β is locally α-Ho¨lder continuous in R
N , with α-Ho¨lder seminorm [vi,β ]C0,α(K) uniformly bounded
with respect to β, for any compact set K ⊂ RN .
(ii) ϕi,β and φi,β are locally Lipschitz continuous in R
N , with Lipschitz seminorms [ϕi,β ]C0,1(K) and
[φi,β ]C0,1(K) uniformly bounded with respect to β, for any compact set K ⊂ RN .
Thus, since {vi,β(0)} is bounded, up to a subsequence vi,β → vi locally uniformly in RN . But vi,β =
ϕi,β = φi,β in Ω
c
β , so that that ϕi,β → ϕi,∞ and φi,β → φi,∞ locally uniformly in Ωc∞. In turn, by uniform
Lipschitz continuity, we infer that ϕi,β → ϕi,∞ and φi,β → φi,∞ locally uniformly in the whole of RN .
The local uniform convergence entails ϕi,∞ · ϕj,∞ ≡ 0 in Ω∞. Moreover 0 ≤ vi ≤ φi,∞ in Ω∞.
Now we show that both ϕi,∞ and φi,∞ are constant in RN , and, since they coincide in Ωc∞, they
actually coincide everywhere. This is a consequence of the fact that ϕi,∞ and φi,∞ are obtained as limits
of scaling of a fixed Lipschitz continuous function, so that if x 6= y
|ϕi,β(x)− ϕi,β(y)|
|x− y|α =
|ϕi(xβ + rβx)− ϕi(xβ + rβy)|
Lβrαβ |x− y|α
≤ [ϕi]C0,1(RN )r
1−α
β
Lβ
|x− y|1−α,
and the right hand side tends to 0 locally uniformly in RN . The very same argument proves that also
φi,∞ is constant.
To sum up, so far we showed that the extended functions vi,β , ϕi,β , φi,β converge locally uniformly
in RN , coincide in Ωcβ , and ϕi,∞ = φi,∞ are constants in R
N . Recalling the segregation condition
ϕi,∞ · ϕj,∞ ≡ 0 in Ω∞, and hence also in RN , we deduce that at most one component φi,∞ can be
different from 0. But then, since 0 ≤ vi ≤ φi,∞ in Ω∞, at most one component vi is different from 0 in
Ω∞. And finally, since vi = ϕi,∞ in Ωc∞, we have that vi is constant on ∂Ω∞.
The proof of (ii) is analogue. 
Lemma 4.4. Let rβ → 0+ be such that
(i) there exists R′ > 0 such that |xβ − yβ| ≤ R′rβ;
(ii) Mβ 6→ 0.
Then {vβ(0)} is bounded in β.
Proof. The proof is analogue to the one of [13, Lemma 6.1] (see also [25, Lemma 3.4] for more details),
and hence we only sketch it. Suppose by contradiction that along a subsequence vh,β(0)→ +∞ for some
index h, and let R > R′. By assumption (ii) and the global Ho¨lder bound, we have that
Iβ :=Mβ inf
B2R∩Ωβ
vh,β → +∞.
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Now we can argue as in [13, Lemma 6.1], by using Lemma 4.1 instead of [13, Lemma 4.4], to deduce that
for every R > R′
‖vi,β‖L∞(BR∩Ωβ) → 0 ∀i 6= h, and ‖Livi,β‖L∞(BR∩Ωβ) → 0 ∀i,
as β → +∞. Let then v˜β(x) := vβ(x)−vβ(0). The above discussion shows that v˜β → v˜ locally uniformly
in RN , where v˜ is globally α-Ho¨lder continuous in Ω∞, and v˜i ≡ 0 for i 6= h (in case Ω∞ is a half-space,
we can use Lemma 4.3). The uniform convergence of the Ai-Laplacians implies that actually v˜β → v˜
in C1loc(Ω∞). We claim that v˜1 is not constant. To prove the claim, we recall that, by assumption (i),
(yβ − xβ)/rβ converges to a limit z up to a subsequence. If z = 0, by boundedness in C1loc
1 =
|v1,β(0)− v1,β
(
yβ−xβ
rβ
)
|
|yβ−xβrβ |α
=
|v˜1,β(0)− v˜1,β
(
yβ−xβ
rβ
)
|
|yβ−xβrβ |α
≤ C
∣∣∣∣yβ − xβrβ
∣∣∣∣
1−α
→ 0,
a contradiction. Then z 6= 0, and |v˜1(0)− v˜1(z)| = |z|α, so that v˜1 is a non-constant A1-harmonic function
in Ω∞, globally α-Ho¨lder continuous. If Ω∞ is a half-space, by Lemma 4.3 we can also say that v˜1 is
constant on ∂Ω∞. Therefore Lemma 4.2 provides a contradiction both for Ω∞ = RN , and for Ω∞ equal
to a half-space. 
Lemma 4.5. It results that
lim sup
β→+∞
βLβ|xβ − yβ|2+α = +∞
Proof. By contradiction, let βLβ |xβ − yβ|2+α be bounded. Then, by choosing
rβ = (βLβ)
− 12+α ,
we have that Mβ = 1, and |xβ − yβ| ≤ R′rβ for a constant R′ > 0. Hence {vβ(0)} is bounded, by Lemma
4.4, and by uniform Ho¨lder continuity vβ → v locally uniformly in Ω∞, up to a subsequence. In addition,
if Ω∞ is a half-space, we know by Lemma 4.3 that each component of v but possibly one vanishes, and
the remaining one is constant on ∂Ω∞. Moreover, since Mβ = 1, we have that Livi,β converges locally
uniformly, and hence vβ → v in C1loc(Ω∞), with v globally α-Ho¨lder continuous in Ω∞, and
− div (Ai∇vi) = −vi
∑
j 6=i
bijvj , vi ≥ 0 in Ω∞.
In fact either vi > 0, or vi ≡ 0 in Ω∞, by the strong maximum principle. Finally, as in the last part of
the proof of Lemma 4.4, we deduce also that v1 is non-constant in Ω∞.
Let Ω∞ = RN . Then, since 2α < ν¯, by Theorem 3.52 we have that v is constant, a contradiction.
If instead Ω∞ is a half-space, by Lemma 4.3 we know that at most one component vi does not vanish
identically. Since v1 is non-constant, we infer that vi ≡ 0 for every i 6= 1, and v1 is a non-constant
A1-harmonic function in a half-space, globally α-Ho¨lder continuous, which attains a constant boundary
datum on ∂Ω∞. This gives a contradiction with Lemma 4.2. 
At this point we fix the choice of rβ and complete the contradiction argument.
Conclusion of the proof of Theorem 1.2. Let
rβ = |xβ − yβ |.
By Lemma 4.5, we have that Mβ → +∞. Thus the assumptions of Lemma 4.4 are satisfied, and we
deduce that vβ → v locally uniformly in RN , with v globally α-Ho¨lder continuous (if Ω∞ is a half-
space, we consider the extension of vβ defined in Lemma 4.3; in this case, we have that v is constant on
∂Ω∞ and has at most one non-trivial component). Furthermore, there exists z ∈ ∂B1 ∩ Ω∞ such that
|v1(z)− v1(0)| = 1, and hence v1 is non-constant.
2In the present case, each Ih is a singleton, and the assumptions on the coupling terms gij are satisfied since bij > 0.
Notice also that the α-Ho¨lder continuity implies that v1, . . . , vk grow at most like |x|
α at infinity
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Now, let r > 0 and x0 be such that B2r(x0) ⊂⊂ Ω∞, and let η be a smooth cut-off function such that
0 ≤ η ≤ 1, η ≡ 1 in Br(x0), and η ≡ 0 in Br(x0)c. By testing the equation for vi,β with η, we deduce
that
(4.1) Mβ
ˆ
Br(x0)
vi,β
∑
j 6=i
bijvj,β ≤
ˆ
B2r(x0)
div (Ai∇η)vi,β ≤ C,
since {vi,β} is locally bounded in L∞. But Mβ → +∞, so that vi · vj ≡ 0 in Ω∞.
Moreover, by testing the equation for vi,β with vi,βη
2, we obtainˆ
Br(x0)
〈Ai∇vi,β ,∇vi,β〉 ≤ 4
ˆ
B2r(x0)
〈Ai∇η,∇η〉v2i,β + 2Mβ
ˆ
B2r(x0)
v2i,β
∑
j 6=i
bijvj,β
≤ ‖vi,β‖L∞(B2r(x0))

C +Mβ
ˆ
B2r(x0)
vi,β
∑
j 6=i
bijvj,β

 ≤ C,
(4.2)
where we used (4.1). That is, {vβ} is locally bounded inH1loc(Ω∞) and hence, up to a further subsequence,
vβ ⇀ v weakly in H
1
loc(Ω∞). Since − div (Ai∇vi,β) ≤ 0 in Ωβ, if we take the weak limit we infer that
vi · vj ≡ 0 if i 6= j, and − div (Ai∇vi) ≤ 0 in Ω∞.
If Ω∞ is a half-space, Lemma 4.3 also implies that each component of v but v1 must vanish identically.
If instead Ω = RN , the same conclusion follows from Theorem 3.1, since 2α < ν¯. In any case, for every β
− div (A1∇v1,β) +
k∑
j=2
b1j
bj1
div (Aj∇vj,β) =Mβ
k∑
j=2
∑
h 6=1,j
b1jbjh
bj1
vj,βvh,β ≥ 0 in Ωβ
in weak sense. By passing to the weak limit, and recalling that vj ≡ 0 in RN for j 6= 1, we deduce that
(4.3) − div (A1∇v1) ≥ 0 in Ω∞
in weak sense. But then div (A1∇v1) = 0 in Ω∞, and Lemma 4.2 gives a contradiction with the fact
that v1 is α-Ho¨lder continuous and non-constant in R
N . This contradiction finally shows that {uβ} is
bounded in C0,α(Ω), as desired. Now we proceed with the second part of the theorem.
Clearly, we have that up to a subsequence uβ → u in C0,α(Ω), for every α ∈ (0, ν¯/2). As in (4.1) and
(4.2) it is possible to check that uβ ⇀ u weakly in H
1
loc(Ω), and that the limit function is segregated:
ui · uj ≡ 0 for i 6= j. Moreover, by testing the equation for ui,β with (ui,β − u)η, where η ∈ C∞c (Ω) is an
arbitrary cut-off function, we deduce thatˆ
Ω
η〈Ai∇ui,β ,∇(ui,β − u)〉 = −
ˆ
Ω
(ui,β − ui)〈Ai∇ui,β ,∇η〉 − β
ˆ
Ω
ηui,β
∑
j 6=i
bijuj,β(ui,β − uj,β)
≤ C‖ui,β − ui‖L∞(Ω)

‖∇ui,β‖L2(suppη) + β
ˆ
Ω
ui,β
∑
j 6=i
bijuj,β

→ 0
as β →∞, by uniform convergence and local boundedness in H1. Therefore, by weak convergence
0 = lim
β→+∞
ˆ
Ω
η〈Ai∇ui,β,∇(ui,β − u)〉
= lim
β→+∞
ˆ
Ω
η
(〈Ai∇ui,β,∇ui,β〉 − 〈Ai∇ui,∇ui〉),
which gives the strong convergence uβ → u in H1loc(Ω). Finally, to show that ui is Ai-harmonic in
{ui > 0}, we proceed as for (4.3), proving that div (A∇ui) ≤ 0 in {ui > 0}. But by weak convergence
div (Ai∇ui) ≥ 0 in Ω, and the thesis follows. 
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Proof of Theorem 1.5. Recall that k = 2, and we reduced to the case when A1 = A is diagonal, with
lowest eigenvalue equal to 1, A2 = Id, and a12 = a21. We use the notation (u1,β, u2,β) = (uβ , vβ). Let us
consider wβ = uβ − vβ . We know that, up to a subsequence, wβ → w = u − v in C0,α(Ω) ∩H1loc(Ω) for
every 0 < α < ν¯2 =
νA,N
2 . On the other hand, since div (Ai∇uβ) = ∆vβ , we have thatˆ
Ω
〈A∇uβ ,∇ϕ〉 − 〈∇vβ ,∇ϕ〉 = 0
for every ϕ ∈ C1c (Ω). By taking the limit, by weak convergence in H1 we deduce that w = u − v is a
weak solution of the quasi-linear equation (1.6). The rest of the theorem follows directly from the main
result in [2]. 
5. Spatial segregation of competitive systems: variational interaction
In this section we prove Theorem 1.3. Notice that each uβ is a vector of positive functions in Ω, of
class C1,γ(Ω). Moreover, we can define ν¯ = ν¯(N,A1, . . . , Ak) ∈ (0, 2) as in Theorem 3.1.
Now, the first part of the proof of Theorem 1.3 rests upon the same contradiction argument used for
Theorem 1.2, with the obvious modifications related to the different structure for the system, and to the
different boundary conditions. We only give a sketchy summary referring, for the details, to the previous
section and to [25,28] (of course, we use Theorems 3.1, 3.5, and Lemma 4.2 instead of the corresponding
“symmetric results” when it is necessary).
Let α ∈ (0, ν¯/2), and suppose by contradiction that {uβ} is not bounded in C0,α(Ω), namely there
exists a sequence β → +∞ such that
Lβ := sup
i
sup
x 6=y,
x,y∈Ω
|ui,β(x)− ui,β(y)|
|x− y|α → +∞.
We can assume that Mβ is achieved by u1,β at the pair (xβ , yβ), with |xβ − yβ| → 0. Then we introduce
the following blow-up of uβ with center in xβ , and rβ → 0+ to be chosen later:
vβ(x) :=
1
Lβrαβ
uβ(xβ + rβx), x ∈ Ωβ := Ω− xβ
rβ
.
The scaled domains Ωβ can either exhaust R
N , or tend to a half-space. In both cases, we denote the
limit domain by Ω∞. The function vβ is a positive solution to{
−Livi,β = gi,β(x, vi,β)−Mβvi,β
∑
j 6=i bijv
2
j,β in Ωβ
vi,β = 0 on ∂Ωβ,
where Mβ = L
2
βr
2+2α
β β, and
gi,β(x, vi,β(x)) =
r2−αβ
Lβ
fi,β
(
xβ + rβx, Lβr
α
β vi,β(x)
)
=
r2−αβ
Lβ
fi,β (xβ + rβx, ui,β(xβ + rβx)) .
Notice that ‖gi,β(·, vi,β(·))‖L∞(Ωβ) → 0 as β → +∞, thanks to the assumptions on fi,β and the upper
bound on ‖ui,β‖L∞(Ω). Moreover, for every β
max
i
max
x 6=y,
x,y∈Ω
|vi,β(x) − vi,β(y)|
|x− y|α =
|v1,β(0)− v1,β
(
yβ−xβ
rβ
)
|∣∣∣xβ−yβrβ
∣∣∣α = 1.
Lemma 5.1. Suppose that Ωβ tends to a half-space Ω∞. Then it is possible to extend vβ outside Ωβ in
a Lipschitz fashion, in such a way that:
(i) If {vβ(0)} is bounded, then vβ → v in C0,α
′
loc (R
N ) for every 0 < α′ < α, up to a subsequence;
moreover, the limit function v attains the constant value 0 on ∂Ω∞.
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(ii) If {vβ(0)} is unbounded, then Ω∞ = RN .
Proof. (i) This is very similar to point (i) of Lemma 4.3, once that we extend uβ as equal to 0 outside Ω.
(ii) Let R > 0 be arbitrarily chosen. If vi,β(0) → +∞ along a subsequence, then by uniform Ho¨lder
estimates
inf
BR
vi,β ≥ vi,β(0)− CRα → +∞.
But vi,β ≡ 0 in Ωcβ , and hence BR(0) ⊂ Ωβ eventually. 
With the help of this lemma, and by following [25, Section 3] (see also Section 4), it is not difficult to
prove that:
Lemma 5.2. Let rβ → 0+ be such that
(i) there exists R′ > 0 such that |xβ − yβ| ≤ R′rβ;
(ii) Mβ 6→ 0.
Then {vβ(0)} is bounded in β.
Lemma 5.3. It results that
lim sup
β→+∞
βL2β |xβ − yβ|2+2α = +∞.
At this point we fix the choice of rβ as in Section 4, and analyze the asymptotic behavior of vβ .
Lemma 5.4. Let
rβ = |xβ − yβ |.
There exist v, globally α-Ho¨lder continuous with [v]C0,α(RN ) = 1 such that, as β → +∞, the following
holds up to a subsequence:
(i) Ω∞ = RN , and vβ → v in C0,α
′
loc (R
N );
(ii)
´
Br(x0)
Mβv
2
i,βv
2
j,β → 0, for any r > 0 and x0 ∈ RN ;
(iii) vβ → v in H1loc(RN ).
For the proof, we refer to [25, Lemmas 3.6 and 3.7] (see also the conclusion of the proof of Theorem
1.2). The properties of the limit profile are collected in next statement.
Lemma 5.5. Let v be the limit function defined in Lemma 5.4. Then:
(i) vi ≡ 0 in RN for every i 6= 1;
(ii) v1 is non-constant, and div (A1∇v1) = 0 in {v1 > 0};
(iii) {v1 = 0} 6= ∅ and {v1 > 0} is connected.
Proof. By Lemma 5.4 we have that vi · vj ≡ 0 in RN . Moreover, by H1loc convergence and recalling that
‖gi,β(·, vi,β(·))‖L∞(Ωβ) → 0, we deduce that vi is Ai-subharmonic, for every i. Since v is α-Ho¨lder with
α < ν¯/2, Theorem 3.1 implies that only one component of v does not vanish identically. But by uniform
convergence maxx∈∂B1(0) |v1(x)−v1(0)| = 1, so that vi ≡ 0 in RN for every i 6= 1, and v1 is non-constant.
The fact that v1 is harmonic in the open set {v1 > 0} can be checked as in [25, Lemma 3.7], by using
Lemma 4.1 instead of [25, Lemma 3.1]. This completes the proof of (i) and (ii).
Suppose now by contradiction that {v1 = 0} is empty; then v1 would be a positive globally α-Ho¨lder
A1-harmonic non-constant function, in contradiction Lemma 4.2.
Finally, suppose by contradiction that {v1 > 0} is disconnected, and let ω1 and ω2 two of its connected
components. Then the functions w1 = v1χω1 and w2 = v1χω2 are non-trivial and satisfy the assumptions
of Theorem 3.1, a contradiction again. 
From now on we shall mainly focus on the component v1, the only one which survived in the limit
process. Therefore, in order to simplify some expressions below, we perform a rotation and a scaling in
order to have A1 = Id, and hence v1 is harmonic in its positivity set.
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Remark 5.6. In the conclusion of the proof of Theorem 1.2, we considered the difference among the
differential equations of the component v1,β and the others, by taking the weak limit. This gave us
the inequality div (A1∇v1) ≥ 0 in RN , leading to the A1-harmonicity of v1, which finally provided a
contradiction. When we deal with system 1.4, this strategy fails, due to the lack of symmetry in the
exponents of the competition terms. By following [25], one may be tempted to consider an Almgren
frequency function Nβ(vβ , x0, r) associated with vβ , compute its derivative, and then pass to the limit in
β in order to derive a monotonicity formula for the frequency function of the limit problem (see [25, Section
3.2]). However, in the present setting this strategy fails, due to the lack of symmetry in the diffusion
operators. This lack of symmetry creates several complications in the derivation of a good expression
for the derivative of Nβ(vβ , x0, r), complications which we could not overcome. We shall then argue in
a different way. First, by the variational structure of the problem (this requires bij = bji), we derive a
domain variation formula for vβ . Then we pass to the limit in β. The properties collected in Lemmas 5.4
and 5.5 at this level allow us to obtain the validity of a domain variation formula for the only non-trivial
component v1, in the whole of R
N (and not only in the interior of its support). In this way, even if we
cannot establish a monotonicity formula for the Almgren frequency function associated with vβ , we can
still recover a monotonicity formula for the component v1 of the limit profile. This is sufficient to our
purposes.
Lemma 5.7. Let Y ∈ C∞c (RN ,RN ). Then
2
ˆ
Ωβ
∑
i
〈dY Ai∇vi,β ,∇vi,β〉 −
∑
i
gi,β(x, vi,β)〈∇vi,β , Y 〉
−
ˆ
Ωβ
div Y

∑
i
〈Ai∇vi,β ,∇vi,β〉+ β
∑
i<j
bijv
2
i,βv
2
j,β

 = 0
(5.1)
for every β sufficiently large, and
(5.2)
ˆ
RN
2〈dY∇v1,∇v1〉 − div Y |∇v1|2 = 0.
Proof. By multiplying the equation for vi,β with 〈∇vi,β , Y 〉 and integrating, we deduce thatˆ
Ωβ
〈Ai∇vi,β ,∇
(〈∇vi,β , Y 〉)〉+ βvi,β∑
j 6=i
bijv
2
j,β〈∇vi,β , Y 〉 − gi,β(x, vi,β)〈∇vi,β , Y 〉 = 0
With lengthy but elementary computations, it is not difficult to check that
〈Ai∇vi,β ,∇
(〈∇vi,β , Y 〉)〉 = 1
2
〈Y,∇(〈Ai∇vi,β ,∇vi,β〉)〉+ 〈dY Ai∇vi,β ,∇vi,β〉,
whence, by integrating by parts, we deduce thatˆ
Ωβ
〈dY Ai∇vi,β ,∇vi,β〉 − gi,β(x, vi,β)〈∇vi,β , Y 〉
−
ˆ
Ωβ
1
2
div Y 〈A∇vi,β ,∇vi,β〉 − βvi,β
∑
j 6=i
bijv
2
j,β〈∇vi,β , Y 〉 = 0.
We sum over i from 1 to k and integrate by parts once again, to obtain (5.1).
Moreover, by taking the limit as β → +∞, and recalling the properties listed in Lemmas 5.4 and 5.5,
and the fact that ‖gi,β(·, vi,β(·))‖L∞(Ωβ) → 0, we also obtain (5.2). 
Conclusion of the proof of Theorem 1.3. From the second formula in Lemma 5.7, we infer thatˆ
Sr(x0)
|∇v1|2 = N − 2
r
ˆ
Br
|∇v1|2 + 2
ˆ
Sr(x0)
(∂νv1)
2
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for every x0 ∈ RN and almost every r > 0 (we refer to the second part of the proof of Lemma 2.11 in [31]
for the details). Furthermore, we have that
d
dr
(ˆ
Sr(x0)
v21
)
=
N − 1
r
ˆ
Sr(x0)
v21 + 2
ˆ
Sr(x0)
v1∂νv1
(see [31, Lemma 2.8] for the details). Therefore, by introducing the Almgren frequency function
N(x0, r) =
r
´
Br(x0)
|∇v1|2´
Sr(x0)
v21
,
it is standard to prove that N(x0, ·) is monotone non-decreasing, and it is constant equal to c if and only
v1 is c homogeneous. At this point we can proceed exactly as in [25, End of the proof of Theorem 1.3]
or [31, Conclusion of the proof of Proposition 2.1, page 278] to deduce that {v1 = 0} is a linear subspace
of dimension at most N−2, and in particular has local capacity equal to 0. But then, since v ∈ H1loc(RN ),
we infer that v1 is harmonic everywhere, is non-constant, and is globally α-Ho¨lder continuous for some
α ∈ (0, 1), in contradiction with the Liouville theorem. This completes the proof of the boundedness
of {uβ} in C0,α(Ω). The rest of the thesis of Theorem 1.3 follows as in [25] (for the domain variation
formula (1.5), one can argue as in Lemma 5.7 with the functions uβ , and then take the limit). 
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