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Abstract
In recent years various advances have been made with respect to the Nevanlinna–Pick kernels, especially
on the symmetric Fock space, while the development on the Hardy space over the polydisc is relatively
slow. In this paper, several results known on the symmetric Fock space are proved for the Hardy space over
the polydisc. The known proofs on the symmetric Fock space make essential use of the Nevanlinna–Pick
properties.
Specifically, we study several integer-valued numerical invariants which are defined on an arbitrary in-
variant subspace of the vector-valued Hardy spaces over the polydisc. These invariants include the Samuel
multiplicity, curvature, fiber dimension, and a few others.
A tool used to overcome the difficulty associated with non-Nevanlinna–Pick kernels is Tauberian theory.
Published by Elsevier Inc.
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0. Introduction and the main results
The purpose of this paper is to prove several theorems on the Hardy space H 2(Dn) over the
polydisc, whose symmetric Fock space versions are known, but the proofs rely on the properties
of Nevanlinna–Pick kernels. In particular, our results allow one to formulate a theory of curvature
invariant on H 2(Dn) in parallel to that on the symmetric Fock space [4].
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360 X. Fang / Journal of Functional Analysis 253 (2007) 359–372In the transition from one variable to several variable operator theory, the Hardy space H 2(Dn)
over the polydisc naturally serves as a test ground for new ideas, largely due to the beautiful
theory of H 2(D) over the unit disc. The development on H 2(Dn), however, has been resistant,
though persistent.
To illustrate the depth and difficulty in the study of H 2(Dn), n > 1, we just mention two
outstanding open problems in analysis related to H 2(D2). First, the lattice of invariant subspaces
of H 2(D2) is extremely complicated, and contains that of the Bergman space as a sub-lattice.
While the latter has a rich theory, and is connected to the invariant subspace problem [7,16].
Second, the corona problem for the multiplier algebra H∞(D2) of H 2(D2) remains elusive,
although the corresponding problem on the symmetric Fock space can be easily solved, see
Trent [25].
More relevant to this paper, Rudin showed in [24] that an arbitrary invariant subspace
of H 2(Dn) can be quite pathological.
In contrast, much progress has been made on Nevanlinna–Pick kernels, notably on the sym-
metric Fock space determined by the reproducing kernel K(z,w) = 11−z1w1−···−znwn . Among
other things, we mention the study of the Nevanlinna–Pick interpolation by Agler–McCarthy [1],
and Arveson’s curvature invariant [4]. A feature of these studies is that much of the work can be
done by looking at the properties of the NP kernels.
In this paper we define several numerical invariants of an arbitrary invariant subspace
of H 2(Dn), including those displaying pathologies, and show that they enjoy reasonably good
properties.
We will discuss similar invariants on the Bergman space L2(D) in a forthcoming paper, which,
expectedly, displays different behaviors.
0.1. Multiplicity and curvature
0.1.1. The curvature invariant on H 2(Dn)
Given the state of our understanding of multivariable operator theory, it is of interest to
search for effective, computable invariants. Along this line Arveson’s curvature invariant on the
symmetric Fock space [4] received much attention in the past years. It is generalized to non-
commutative settings by Kribs [17], Muhly–Solel [21], and Popescu [23]. For a Dirichlet space
version, see [11]. In general, for generalization to function spaces with N-P kernels, everything
works out fine. But for holomorphic spaces with non-N-P kernels, the extension has been resis-
tant for a while. Direct calculation in the Bergman space shows that the curvature, if formulated
as Arveson did, often does not exist, or is not an integer if exists. In fact, the theory is sometimes
seen to be peculiar to the N-P kernels, see Englis [9] for more information.
Part of our motivation in this paper is to introduce the curvature invariant for the Hardy space
H 2(Dn) over the polydisc, which is of natural interest, and is non-N-P. We believe that this pur-
pose can be achieved by the results of this paper. In fact, the results of this paper imply that the
main results about the curvature invariant on the symmetric Fock space essentially carry over to
H 2(Dn), but, of course, with different proofs. In particular, the curvature not only exists, but also
is an integer. Roughly speaking, this subsection will establish the asymptotic formula for the cur-
vature, corresponding to that obtained by Arveson in Theorem C, [4]; while results in Section 0.2
can do for H 2(Dn) what Greene–Richter–Sundberg [14] did for N-P kernels. Moreover, one can
also prove Arveson’s version of the Gauss–Bonnet–Chern formula for H 2(Dn) as in [4,10], and
relate the curvature to the Fredholm index of an n-tuple of commuting operators [5].
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other topics. First, it provides a way to generalize to the Bergman space. Second, in Section 0.1.3,
it is related to the Samuel multiplicity. Third, this approach will help us to understand the trace
of defect operators of invariant subspaces of H 2(Dn), which will be discussed elsewhere. Hence,
our paper can be read without previous knowledge about the curvature invariant, but experts can
see that one can re-formulate this paper to parallel the theory of the symmetric Fock space, as
far as the curvature is concerned.
0.1.2. The multiplicity invariant on H 2(Dn)
For any N ∈ N and L ⊂ H 2(Dn)⊗CN being an invariant or coinvariant subspace of the CN -
valued Hardy space over the polydisc Dn, we introduce a multiplicity invariant m(L) with the
following properties:
(i) m(L) intuitively measures the size of the subspace L. In particular, we have
m(H 2(Dn)⊗ CN) = N ;
(ii) m(L) is defined by an asymptotic trace formula, and turns out to be an integer, taking values
in {0,1, . . . ,N};
(iii) for any invariant subspaceM⊂ H 2(Dn)⊗CN , m(M) and m(M⊥) naturally add up to N ,
that is, m(M)+m(M⊥) = N .
For any invariant subspace M ⊂ H 2(Dn) ⊗ CN , let PM denote the orthogonal projection
onto M, and PM⊥ the projection onto M⊥ = H 2(Dn) ⊗ CN M. Let P˜k be the projection
from H 2(Dn) onto polynomials of degrees at most k, and Pk = P˜k ⊗ IN . Let tr(·) denote the
trace.
Definition 1. Given an invariant subspace M ⊂ H 2(Dn) ⊗ CN of the CN -valued Hardy space
over the polydisc with respect to the multiplication by coordinate functions, where N ∈ N, define
the multiplicity invariant m(·) by
m(M) = lim
k→∞
tr(PMPk)
tr(P˜k)
.
Analogously, define m(M⊥) by using PM⊥ instead of PM.
Remark. The above definition is equivalent to the asymptotic formula for the curvature obtained
by Arveson in Theorem C, [4], when the symmetric Fock space is considered. See [10] for details.
When n = 1, according to Parrot [22], m(M⊥) coincides with the Fredholm index up to a sign.
It is clear that when m(M) exists, so does m(M⊥), and m(M)+m(M⊥) = N . For λ ∈ Dn,
letM(λ) = {f (λ) | f ∈M} ⊂ CN . Then dimM(λ) is lower semi-continuous in λ ∈ Dn, and is
almost everywhere constant. We define this constant to be the fiber dimension ofM, denoted by
f.d.(M).
Theorem 2. For any invariant subspaceM⊂ H 2(Dn) ⊗ CN , the multiplicity invariant m(M)
exists, and is an integer. In fact, one has
m(M) = f.d.(M).
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Experts in algebra may have recognized that the additivity of the multiplicity invariants m(·)
is reminiscent of the additivity of Samuel multiplicities, which plays an important role in com-
mutative algebra and algebraic geometry [8]. The additivity of Samuel multiplicities can also
be formulated in operator theory, but fails wildly. In case that it is true, it usually leads to non-
trivial operator theoretic results [11,13]. So one may hope to modify the definition of Samuel
multiplicity, taking the Hilbert space structure into consideration. This leads to our Definition 1.
Now we recall the definition of the Samuel multiplicity e(M) in order to discuss the con-
nection between m(M) and e(M). RegardM as a Hilbert module [6] over the polynomial ring
A = C[z1, . . . , zn], where the action of zi ∈ A on the module M is given by the multiplication
operator Mzi . Let I = (z1, . . . , zn) be the maximal ideal of the polynomial ring A at the origin.
Define the Samuel multiplicity by
e(M) = n! lim
k→∞
dim(M/I k ·M)
kn
. (1)
When dim(M/I ·M) < ∞, e(M) exists and is a non-negative integer because of results on
Hilbert polynomials in algebra [8]. Similarly, one can define e(M⊥), by viewing M⊥ as a
Hilbert C[z1, . . . , zn]-module in the natural way.
Intuitively, both m(M) and e(M) measure the size ofM, but one being analytic, one being
algebraic. WhenM is “nice,” they do agree.
Proposition 3. If M ⊂ H 2(Dn) ⊗ CN is generated by any (vector-valued ) polynomials, then
m(M) = e(M).
The proof is essentially the same as that of Lemma 9 in [10].
Conjecture. If M ⊂ H 2(Dn) ⊗ CN is an invariant subspace such that e(M) < ∞, then
m(M) = e(M).
Since both m(·) and e(·) tend to be additive over M and M⊥, we naturally consider the
corresponding case onM⊥, which turns out to be nice.
Theorem 4. IfM⊂ H 2(Dn)⊗ CN is an invariant subspace, then
m
(M⊥)= e(M⊥).
The proof follows from Theorem 2 and the main result of [12].
Corollary 5. For any invariant subspaceM⊂ H 2(Dn)⊗ CN ,
lim
k→∞
tr(PkPM)
kn
= lim
k→∞
rank(PkPM)
kn
,
with both limits equal to f.d.(M) .
n!
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f.d.(M) = n! lim
k→∞
dimPkM
kn
. 
Remark 1. For two projections P and Q, tr(PQ) = rank(PQ) if and only if the range of P splits
into a direct sum with respect to the range and the kernel of Q. Hence, Corollary 5 suggests that
any invariant subspaceM has nice asymptotic behaviors, which stand in sharp contrast with the
intricacies an invariant subspace of H 2(Dn) can possess.
Remark 2. We do not know how to give a direct proof of Corollary 5.
How many polynomials M⊥ contains? Finally, we interpret m(M⊥) = e(M⊥) in terms of
dilation theory. For any invariant subspaceM,
dimM⊥/I kM⊥ = dimM⊥ ∩Pk−1.
Here Pk−1 denotes the polynomials in H 2(Dn)⊗ CN , with degree at most k − 1. So in terms of
dilation theory, m(M⊥) = e(M⊥) measures how many polynomialsM⊥ contains.
0.2. Reproducing kernels and boundary values
To prove that the curvature on the symmetric Fock space is always an integer, Greene–
Richter–Sundberg [14] studied the boundary values of certain holomorphic, partial isometric
multipliers. The discovery of these multipliers is due to McCullough–Trent [20], who actually
proved that the existence of these multipliers characterizes N-P reproducing kernels.
To overcome the difficulty due to the lack of N-P kernels for H 2(Dn), we point out that the
boundary behavior of partial isometric multipliers as in [14] can be reformulated in terms of the
boundary behavior of the normalized reproducing kernels of invariant subspaces. This approach
allows us to treat not only the N-P case, but also many other spaces including H 2(Dn).
Note that Yang and Guo examined the boundary behavior of the normalized reproducing
kernels of invariant subspaces of H 2(Dn) in [15,26]. In some sense our treatment of boundary
values can be regarded as a non-N-P extension of [14], and a vector version of [15,26].
0.2.1. B(CN)-valued reproducing kernels
Let H be a Hilbert space of CN -valued functions defined on a bounded domain Ω ⊂ Cn.
Define evw : H → CN to be the evaluation functional at w by evw(f ) = f (w), w ∈ Ω , f ∈ H .
Assume that evw is bounded for each w ∈ Ω . Then the Hilbert space H possesses a B(CN)-
valued reproducing kernel K(z,w) = evz · ev∗w , which is characterized by〈
f,K(·,w)ξ 〉
H
= 〈f (w), ξ 〉
CN
, w ∈ Ω, ξ ∈ CN, f ∈ H. (2)
In fact, the space H is just the completion of the linear span of all vectors of the form K(·,w)ξ ,
w ∈ Ω , ξ ∈ CN with the inner product defined by Eq. (2).
Let H0 be a functional Hilbert space with scalar-valued reproducing kernel K(z,w), such that
K(w,w) > 0 for any w. Then H = H0 ⊗ CN has reproducing kernel KH(z,w) = K(z,w) · IN .
In this case evw : H → CN has norm ‖K(·,w)‖H0 , and ev∗w(ξ) = K(·,w)ξ . After normalization
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projection onto the N dimensional subspace K(·,w)⊗ CN .
0.2.2. Reproducing kernels of invariant subspaces
For any invariant subspaceM⊂ H with respect to the multiplication by coordinate functions,
let evMw be the evaluation functional onM at w. Then evMw = evw|M, and evM∗w = PM · ev∗w .
Hence the reproducing kernel ofM has the form KM(z,w) = evz · PM · ev∗w . It follows that
KM(·,w)ξ = PMK(·,w)ξ, w ∈ Ω, ξ ∈ CN.
0.2.3. Connections between reproducing kernels and multipliers
In [20] McCullough and Trent showed that an invariant subspace of a (vector-valued) func-
tional Hilbert space with an N-P reproducing kernel can be described in terms of a partial
isometric multiplier. In particular, let H0 be a holomorphic functional Hilbert space over a do-
main Ω with an N-P kernel K(z,w) and let H = H0 ⊗ CN , then for any invariant subspace
M⊂ H there exists a Hilbert space V , and a holomorphic multiplier Φ :H0 ⊗V → H such that
ΦΦ∗ = PM. This implies Φ(H0 ⊗ V ) =M. Now for any z,w ∈ Ω , ξ ∈ CN , one has
KM(z,w)ξ = evz · PM · ev∗wξ
= evz ·Φ ·Φ∗ · ev∗wξ
= evz ·Φ ·Φ∗ ·K(·,w)ξ
= evz ·Φ ·K(·,w) ·Φ(w)∗ξ
= K(z,w) ·Φ(z) ·Φ(w)∗ξ.
So
KM(z,w)
K(z,w)
= Φ(z)Φ(w)∗. (3)
It follows that
Φ(z) is a partial isometry at a point z, if and only if K
M(z,z)
K(z,z)
is a projection at z.
So we can reformulate the main result in [14] on the boundary values of the multiplier Φ in terms
of the reproducing kernel KM. The latter approach is independent of the multiplier Φ , hence is
applicable to non-N-P spaces.
0.2.4. The Berezin transform of PM
Let H be a scalar-valued functional Hilbert space over a domain Ω such that its kernel
K(z,w) satisfies k(w,w) > 0, w ∈ Ω . Let kw(·) = K(·,w)‖K(·,w)‖ . For any T ∈ B(H), its Berezin
transform is defined to be the function
κT (w) = 〈T kw, kw〉, w ∈ Ω.
The Berezin transform is often applied to Toeplitz operators, see [27] for more information.
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κM(λ) = tr(PMPλ), λ ∈ Dn, (4)
which is a vector version of the Berezin transform of PM. Recall that Pλ is the projection on the
subspace k(·, λ)⊗ CN . It is not hard to show that in the setting of the symmetric Fock space the
function κM(λ) is equivalent to the curvature invariant function by Arveson in [4].
Observe that K
M(λ,λ)
K(λ,λ)
= jλPMj∗λ , which has the same trace as PMj∗λ jλ = PMPλ, it follows
that
κM(λ) = tr
(
KM(λ,λ)
K(λ,λ)
)
.
Theorem 6. For any invariant subspace M ⊂ H 2(Dn) ⊗ CN , the function KM(λ,λ)
K(λ,λ)
=
limr→1− K
M(rλ,rλ)
K(rλ,rλ)
exists and is a projection with constant rank f.d.(M) for almost every
λ ∈ Tn. In particular, κM(λ) = f.d.(M) is a constant function in L∞(Tn).
The proof of Theorem 6 generalizes without difficulty to the following, which will not be used
in this paper.
Theorem 7. Let H be a Hilbert space of scalar-valued functions over a domain Ω determined
by a reproducing kernel K(z,w) with K(w,w) > 0. Assume that the multiplication operator Mz
is bounded. Let M ⊂ H ⊗ CN (N ∈ N) be an invariant subspace with respect to Mz, and let
KM(z,w) be its kernel. Let f.d.(M) = supz∈Ω dim{f (λ), f ∈M} denote its fiber dimension.
If λ ∈ ∂Ω is a smooth boundary point of Ω , satisfying that
M(λ) =
{
lim
w∈Ω→λf (w), f ∈M, when the limit exists non-tangentially
}
has dimension f.d.(M), and for any e ∈M(λ), there exists an f ∈M with f (w) → e .= f (λ)
non-tangentially, such that
‖f (·)K(·,w)‖
‖K(·,w)‖ →
∥∥f (λ)∥∥
as w → λ non-tangentially, then the boundary value of the normalized kernel at λ exists and is
the projection ontoM(λ), that is,
KM(w,w)
K(w,w)
→ PM(λ)
as w → λ non-tangentially.
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The proof is divided into four steps, labeled by a, b, c, and d. The last step makes use of
Theorem 6.
a. Let E˜k be the orthogonal projection from H 2(Dn) onto homogeneous polynomials of degree k,
and Ek = E˜k ⊗ IN . Then
m(M) = lim
k→∞
∑k
i=0 tr(PMEi)∑k
i=0 tr(E˜i)
.
We define two completely bounded maps φ(·) and φ∗(·) in order to calculate tr(PMEk). First,
define
φ(X) =
∑
I
(−1)|I |−1MIz XMI∗z ,
here I = (i1, . . . , in) ∈ {0,1}n, I = (0, . . . ,0), |I | = i1 + · · · + in, X ∈ B(H 2(Dn)⊗ CN), Mz =
(Mz1 , . . . ,Mzn) is the tuple of multiplication by coordinate functions, and MIz = Mi1z1 · · ·Minzn .
Similarly, define
φ∗(X) =
∑
I
(−1)|I |−1MI∗z XMIz
with the same multi-index I as above.
Observe that φt (·)Ek = 0 when t > k. So
tr(PMEk) = tr
(
k∑
t=0
(
φt − φt+1)(PM)Ek
)
= tr
((
PM − φ(PM)
) k∑
t=0
φt∗(Ek)
)
.
For simplicity we define Φ(X) = X − φ(X). Note that Φ(1) = P0.
b. Next we calculate
∑k
t=0 φt∗(Ek). Observe that M
I∗
z Ek = Ek−|I |MI∗z (here Ek−|I | is understood
to be zero if k < |I |), and MI∗z MIz = 1 for any multi-index I , so
φ∗(Ek) =
∑
I
(−1)|I |−1MI∗z EkMIz
=
∑
I
(−1)|I |−1Ek−|I |MI∗z MIz
=
∑
I
(−1)|I |−1Ek−|I |
=
n∑
(−1)s−1
(
n
s
)
Ek−s ,s=1
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s!(n−s)! . So
φt∗(Ek) =
n∑
s1,...,st=1
(−1)(s1−1)+···+(st−1)
(
n
s1
)
· · ·
(
n
st
)
Ek−s1−···st .
Now we introduce a notation for convenience. For any power series f (x) =∑k0 akxk in the
variable x, we use coe(f, xk) = ak to denote the coefficient of xk . Note that for si  1,
coe
(
1 − (1 − x)n, xsi )= (−1)si−1(n
si
)
.
Let s = s1 + · · · + st , then
φt∗(Ek) =
min(n,k)∑
s=t
coe
((
1 − (1 − x)n)t , xs)Ek−s
=
min(n,k)∑
s=0
coe
((
1 − (1 − x)n)t , xs)Ek−s ,
since coe((1 − (1 − x)n)t , xs) = 0 when s < t . Now
k∑
t=0
φt∗(Ek) =
k∑
t=0
k∑
s=0
coe
((
1 − (1 − x)n)t , xs)Ek−s
=
k∑
s=0
coe
(
k∑
t=0
(
1 − (1 − x)n)t , xs
)
Ek−s
=
k∑
s=0
coe
( ∞∑
t=0
(
1 − (1 − x)n)t , xs
)
Ek−s
=
k∑
s=0
coe
(
1
(1 − x)n , x
s
)
Ek−s
=
k∑
s=0
(
n+ s − 1
n− 1
)
Ek−s
=
k∑
s=0
(
n+ k − s − 1
n− 1
)
Es.
c. We observe that the above coefficients of Es coincide with those of the (n− 1)th Cesaro sum.
Next we include a brief discussion on higher Cesaro sums, as well as a Tauberian theorem.
Given a series
∑∞
k=0 ck , not necessarily convergent, define its 0th Cesaro sum by
S
(0) = c0 + c1 + · · · + ckk
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S
(n)
k = S(n−1)0 + S(n−1)1 + · · · + S(n−1)k .
Then we define the nth Cesaro mean
M(n,k) = S
(n)
k(
n+k
n
) .
The series
∑∞
k=0 ck is said to be (C,n) summable if
M(n,k) → c, as k → ∞
for some constant c, denoted by (C,n)
∑∞
k=0 ck = c. The (C,n) summation is regular in the
sense that if
∑∞
k=0 ck = c, then one also has (C,n)
∑∞
k=0 ck = c.
If one rewrites S(n−1)k =
∑
σici in terms of a combination of ci , then the coefficients are
exactly
σi =
(
n− 1 + k − i
n− 1
)
.
Moreover, observe that
tr(E˜k) =
(
n+ k − 1
n− 1
)
and tr(P˜k) =
(
n+ k
n
)
.
So, if we let
Ai = tr
(
Φ(PM)Ei
)
, (5)
then the multiplicity invariant m(M), by definition, is equal to the nth Cesaro mean of the se-
ries
∑
Ai
m(M) = (C,n)
∑
Ai.
Theorem 8 (Generalized positive Tauberian theorem of Hardy–Littlewood). If a series ∑k0 Ak
of real numbers is Abel summable to A, and if its (n − 1)th Cesaro sum is positive, that is,
S
(n−1)
k  0 for any k, then
∑
k0 Ak is (C,n) summable to A.
Recall that being Abel summable to A means that limr→1−
∑
Akr
k = A. Unfortunately, the
proof of Theorem 8 seems hard to find. When n = 1, a proof can be found in monographs [18,
19]. When n > 1, a quite readable proof is in [3]. A remark on n > 1 can also be found in [19].
In our case, the (n − 1)th Cesaro sum S(n−1)k is positive because it is equal to tr(PMEk),
which is obviously positive. So it remains to show that, with Ai given by (5), the series
∑
k0 Ak
is Abel summable to f.d.(M).
d. In this step we first verify that Φ(PM) is an integral operator with kernel given the normalized
reproducing kernel.
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〈
(PMf )(w), ξ
〉= 〈f (·),KM(·,w)ξ 〉,
here f ∈ H 2(Dn)⊗ CN , w ∈ Dn, ξ ∈ CN , one has
〈(
Φ(PM)f
)
(w), ξ
〉
CN
=
〈
f (·), K
M(·,w)
K(·,w) ξ
〉
H 2(Dn)⊗CN
=
∫
Tn
〈
f (z),
KM(z,w)
K(z,w)
ξ
〉
CN
dz
=
∫
Tn
〈
KM(w, )
K(w, z)z
f (z), ξ
〉
CN
dz
=
〈 ∫
Tn
KM(w, z)
K(w, z)
f (z) dz, ξ
〉
CN
,
here in the first equality we use that K(z,w) = 11−z1w¯1 · · · 11−znw¯n , which is the reproducing
kernel of H 2(Dn). It follows that
Φ(PM)f (w) =
∫
Tn
KM(w, z)
K(w, z)
f (z) dz. (6)
In other words, Φ(PM) is an integral operator with kernel function K
M(w,z)
K(w,z)
. Moreover, Φ(PM)
can be easily seen to be the defect operator onM.
Let MN×N denote the set of all N by N matrices. Write K
M(z,w)
K(z,w)
= ∑aK,J zKw¯J , here
K,J are multi-indices with non-negative entries, and aK,J ∈ MN×N , with aI,I self-adjoint. Then
Eq. (6) implies
Ak = tr
(
Φ(PM)Ek
)= ∑
|I |=k
tr(aI,I ). (7)
Now fixing 0 < r < 1, and integrating the trace of K
M(z,z)
K(z,z)
=∑aK,J zK z¯J over √r ·Tn, one
has
∑
k0
Akr
k =
∫
√
r·Tn
tr
(
KM(z, z)
K(z, z)
)
dz.
Next, it suffices to show that K
M(z,z)
K(z,z)
is a positive-contraction-valued function with radial
limits existing almost everywhere on Tn; moreover, its values on Tn are projections of rank
f.d.(M) almost everywhere. This will be accomplished after we prove Theorem 6 in the next
section.
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∑
Ak appears to be an interesting problem. The case of N-P kernels
is easy since all Ak  0. Here Ak is always given by (7), while Φ is defined through the associated
reproducing kernel.
2. Proof of Theorem 6
(1) For convenience, let s(z,w) = KM(z,w)
K(z,w)
. We first show that s(w,w) ∈ B(Cn) is a positive
contraction of rank at most f.d.(M) for all w ∈ Dn. For any ξ ∈ Cn
〈
KM(w,w)ξ, ξ
〉
CN
= 〈KM(·,w)ξ,KM(·,w)ξ 〉M
= ∥∥KM(·,w)ξ∥∥2M
= ∥∥PMK(·,w)ξ∥∥2H 2(Dn)⊗CN

∥∥K(·,w)ξ∥∥2
H 2(Dn)⊗CN
= K(w,w)‖ξ‖2.
As for the rank, observe that KM(w,w) = evMw · evM∗w , and rank evMw = dimM(w) 
f.d.(M). It follows that the radial limit
s(λ) = lim
r→1−
s(rλ, rλ), λ ∈ Tn,
if existing, is a positive contraction of rank at most f.d.(M).
(2) Fiber spaceM(λ) on Tn: When w ∈ Dn, the fiber spaceM(w) = {f (w), f ∈M} ⊂ Cn
is easily defined. For λ ∈ Tn, since any f ∈ H 2(Dn) ⊗ Cn has boundary values on Tn almost
everywhere, we define
M(λ) = {f (λ), f ∈M, f (λ) exists}⊂ Cn.
By looking at the determinants of minors as in [11,14], one can conclude that dimM(λ) 
f.d.(M), with equality achieved almost everywhere on Tn.
(3) For any λ ∈ Tn and any unit vector e ∈M(λ), we claim that
lim
r→1−
〈
s(rλ, rλ)e, e
〉
Cn
 1. (8)
This implies in particular that s(λ) exists and is the projection onto M(λ) if we assume
dimM(λ) = f.d.(M), thus proving Theorem 6.
This can be seen by looking at s(·,·) as an N × N matrix-valued function with respect to
an orthonormal basis of CN , with the first f.d.(M) vectors forming an orthonormal basis for
M(λ). Since s(w,w) is a contraction of rank at most f.d.(M), the N × N matrix-valued limit
function limr→1− s(rλ, rλ) must exist and have 1 on the first f.d.(M) diagonal entries, while 0
elsewhere.
(4) Now we prove the inequality (8). For any f ∈M,
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s(rλ, rλ)e, e
〉
Cn
= 1
K(rλ, rλ)
〈
KM(−, rλ)e,KM(−, rλ)e〉M
 1
K(rλ, rλ)
∣∣∣∣
〈
KM(−, rλ)e, K(−, rλ)f‖K(−, rλ)f ‖M
〉
M
∣∣∣∣
2
= 1
K(rλ, rλ)
∣∣∣∣
〈
K(−, rλ)e, K(−, rλ)f‖K(−, rλ)f ‖M
〉
H 2(Dn)⊗CN
∣∣∣∣
2
= 1
K(rλ, rλ)
∣∣∣∣K(rλ, rλ)〈e, f (rλ)〉CN‖K(−, rλ)f ‖M
∣∣∣∣
2
which approaches 1 if we choose f such that f (λ) = e. The only thing used here is a fundamental
property of the Szego–Poisson kernel |K(z,w)|
2
K(w,w)
of the polydisc: for any f (z) ∈ H 2(Dn) with f (λ)
defined,
‖f (·)K(·,w)‖2
H 2(Dn)
‖K(·,w)‖2
H 2(Dn)
=
∫
Tn
∣∣f (z)∣∣2 |K(z,w)|2
K(w,w)
dz → ∣∣f (λ)∣∣2
as w → λ ∈ Tn non-tangentially, see Rudin [24].
2.1. Final remark on the Bergman space
For an invariant subspaceM⊂ L2a(D) of the Bergman space over the unit disc, the function
κM(z) = tr(PMPz) is the same as the majorization function introduced in [2], where the bound-
ary behavior of κM(z) is related to the codimension dim(M zM). In fact, boundary values
of κM(z) do not always exist. But, if one defines a Bergman space version of the multiplicity
invariant introduced in Section 0.1 of this paper, then the multiplicity m(M) still always exists,
and can be strictly between 0 and 1. Examples from Englis [9] will show that m(M) takes up
all values between 0 and 1. Note that the multiplicity cannot be determined by the integration
of boundary values of κM(z), since the latter may not exist. On the other hand, m(M) can be
determined by integrating κM(z) (or the majorization function) on a circle with radius r < 1,
and then letting r → 1.
The extremal case m(M) = 1 often means a “nice” invariant subspaceM⊂ L2a(D). The in-
variant subspaces such that m(M) < 1 are closely related to those for which
dim(M zM) > 1.
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