Introduction and Motivation
The view selection is to pre-compute some views in the data cube and store them to efficiently process queries in the future, for the access to pre-computed views is more efficient than the access to the base database. Therefore, the view selection is very important to the overall system performance.
In the previous view selection approaches, they consider a node in the lattice as the selection unit. However, if the query access patterns are not uniform in a node, the previous approaches are not effective. In practice, the query access patterns concentrate on some hot regions of attributes, thus the node in the lattice framework has to be organized to incorporate the preference regions of the queries. Figure 1 shows an example that a user query accesses the data cube in a non-uniform pattern. The attribute P is the title of a phonograph record, the attribute C is the name of a customer who buys a record. In the example, we see that the records are classified into categories and the customers are classified into age groups. Also, the teenager customers prefer the pop music. Thus, in this application, we can improve the system performance by materializing the parts for teenager customers and pop records, not the entire node that represents all records or all customers. 
The Proposed Method
In the paper we assume that attributes are organized in hierarchies and the region of each attribute is divided into sub-regions according to the queries' access patterns [6] . We call the data cube, where each attribute is divided, the fractionalized data cube, and the view that is generated from the combination of divided attribute regions the fractionalized view. And, we propose a fractionalized view materialization method. In the method we define the AND-OR graph for representing the dependence relation between fractionalized. Figure 2 shows an example of fractionalized data cube where there are two attributes D (date) and P (product), and both attributes are divided into two sub-regions and are organized in single-level hierarchies. Thus, there can be 9 fractionalized views (denoted by n0, n1, …, n7 and n8 in the figure) in the fractionalized data cube. Figure 3 shows the fractionalized cube of Figure 2 and its AND-OR cube graph representation. The basic concept and notation are similar to those in [5] .
We use a greedy method for selecting nodes to materialize in the AND-OR cube graph [6] . In each step, we select a node that minimizes the total query cost considering its required storage space. 
Performance Evaluation
In the experiments, we use a data set with three dimensions, each dimension consists of 3-level hierarchy and is divided into two sub-regions. We assume the data objects are uniformly distributed in the data cube and we use the estimation methods in [3] for configuration of the number of data objects. The configuration of query patterns is as follows: -Query access patterns for hot regions (QX):
The X % of the queries access the hot 20% regions, and the other queries access the data cube in a uniform fashion. -Actual query access patterns (PX): The actual query access patterns coincide with the estimated ones in X %.
Conclusion
In this paper, we have proposed a fractionalized view materialization method. The fractionalized view is determined by the combination of aggregation attributes' sub-regions, not entire regions of the attributes. The division of an attribute into sub-regions is based on the queries' access patterns. Figure 4 : Performance Improvement According to Hot Region Accesses For the fractionalized cube representation, we have defined the AND-OR cube graph structure. With experiments, we have evaluated the performance of the proposed method compared with the conventional method. In the results, we have found the proposed gives better performance than the conventional one.
