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CONNECTEDNESS OF SELF-AFFINE SETS WITH PRODUCT
DIGIT SETS
JING-CHENG LIU1, JUN JASON LUO2 AND KE TANG1
Abstract. Let T (A,D) be a self-affine set generated by an expanding matrix
A =
(
p 0
−a q
)
and a product digit set D = {0, 1, . . . ,m − 1} × {0, 1, . . . , n − 1}.
We provide a necessary and sufficient condition for the T (A,D) to be connected,
which generalizes the known results.
1. Introduction
Let A be an n× n expanding matrix (i.e., all its eigenvalues have moduli > 1), and
let D ⊂ Rn be a finite set. It is well known that there is a unique nonempty compact
set T := T (A,D) [11] satisfying the set-valued functional equation
T =
⋃
d∈D
A−1(T + d). (1.1)
More explicitly, T can be given by the radix expansions:
T =
{∑
i≥1
A−idji : dji ∈ D
}
. (1.2)
We call D a digit set and (A,D) an affine pair. Then T is usually called a self-
affine set generated by (A,D). Furthermore, if #D = | det(A)| is an integer and
T has positive Lebesgue measure, then T can tile Rn in the sense: there exists a
discrete set J ⊂ Rn such that T +J = Rn and (T ◦+ t)∩(T ◦+s) = ∅ for all distinct
t, s ∈ J . We call such T a self-affine tile and D a tile digit set.
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The fundamental theory of self-affine tiles was established by Kenyon [12] and
Lagarias and Wang [16, 17, 18] in the last 90’s. Since then, It has been a hot
topic to study self-affine tiles and related fields. For example, people studied
the fractal structure of their boundaries ([24],[34],[35]), their dynamical proper-
ties [32] and their applications to wavelets ([6],[33],[36]). Especially, one of the
interesting aspects is the topological properties of self-affine tiles, such as connect-
edness ([1],[3],[8],[9],[14],[15]); disk-likeness ([4],[5],[7],[13],[21],[27]); local connected-
ness [26]. On the other hand, the self-affine sets arise in fractal geometry, as a class
of important fractal sets, to investigate their topological structure is also a basic
and central theme ([1],[10],[20],[22],[23],[25],[28],[29],[30],[31]).
Among the above studies of the topology of self-affine tiles T (A,D), people
mainly focus on a kind of consecutive collinear digit sets, that is similar to the one-
dimensional case, i.e., D = {0, 1, . . . , ℓ}v where v ∈ Rn\{0} (see [1],[2],[14],[15],[21]).
In an attempt to consider the tiles generated by more general digit sets, recently,
Deng and Lau [7] tried a class of simple tiles T (A,D) where A is a lower triangular
and D is arranged into a rectangular form. They proved an interesting result:
Theorem 1.1 ([7]). Let p, q ∈ Z with |p|, |q| ≥ 2 and a ∈ R. Let
A =
(
p 0
−a q
)
, D =
{(
i
j
)
: 0 ≤ i ≤ |p| − 1, 0 ≤ j ≤ |q| − 1
}
.
Then T is a self-affine tile, and it is connected if and only if |a| ≤ |q(q − sgn(p))|,
where sgn(p) denotes the sign of p.
By exchanging the column and row of the above digit set D, a sufficient condition
was also obtained by Ma et al.:
Theorem 1.2 ([29]). Let p, q ∈ Z with 3 ≤ |p|+ 1 < |q| < 2|p| − 1 and a ∈ R. Let
A =
(
p 0
−a q
)
, D =
{(
i
j
)
: 0 ≤ i ≤ |q| − 1, 0 ≤ j ≤ |p| − 1
}
.
If q2 − |pq| ≤ |a| ≤ q
2(|p|−1)
|q|−2
, then T (may be not a tile) is connected.
In this paper, we generalize the above two results to self-affine sets and obtain
the following necessary and sufficient condition for connectedness.
Theorem 1.3. Let p, q,∈ Z with |p|, |q| ≥ 2, a ∈ R, and let |p|+ 1 < m < 2|p| − 1,
n ≥ (|q|+ 1)/2. Let
A =
(
p 0
−a q
)
, D =
{(
i
j
)
: 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1
}
.
(i) If |q| = 2, then T (A,D) is connected for any a.
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(ii) If |q| ≥ 3, then T (A,D) is connected if and only if
|q|(|q| − n) ≤ |a| ≤
q2(n− 1)
|q| − 2
or |q| − n ≤ |a| ≤
|q|(n− 1)
|q| − 2
.
We notice that: when n = |q|, the above T (A,D) is connected if and only if
|a| ≤ q
2(|q|−1)
|q|−2
. That is an extension of Theorem 1.1; when n = |p|, the case (ii) of
the theorem is a stronger version of Theorem 1.2.
In the theory of self-affine tiles, to characterize the tile digit sets D for a given
expanding matrix is a very challenging problem (even in R1, see [19]). At the last
section of remarks in [7], the authors doubt whether the above T (A,D) is a tile or
not, provided mn = |pq|. Here we can give some negative answers.
Proposition 1.4. Let |p|, |q| ≥ 2, m, n > 0 be integers with |pq| = mn, and a ∈ R.
Let
A =
(
p 0
a q
)
and D =
{(
i
j
)
: 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1
}
.
Then we have
(i) m < |p|, T (A,D) is not a tile.
(ii) m = |p|, T (A,D) is a tile.
(iii) m > |p|,
(a) If a = 0, then T (A,D) is not a tile;
(b) If a ∈ Z \ {0} and 2n− 1 ≥ |q|, then T (A,D) is not a tile.
For the organization of the paper, we give some basic notation and tools in Section
2. We prove Theorem 1.3 by four key lemmas in Section 3, and prove Proposition
1.4 in Section 4.
2. Preliminaries
In this section, we provide some basic notation and results that play an important
role in the proofs of the paper. Given two positive integers m and n, we write
Em = {0, 1, . . . , m−1}, En = {0, 1, . . . , n−1}, and define the difference sets ∆Em =
Em − Em,∆En = En − En. For the expanding matrix and the product digit set as
in the last section
A =
(
p 0
−a q
)
, D = Em ×En.
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By simple calculations, we have
A−k =
(
p−k 0
rka q
−k
)
, k ≥ 1,
where
rk :=
{
(p−k − q−k)/(q − p) p 6= q
k/qk+1 p = q.
(2.1)
Following the notation of [7], we denote two sets of sequences by
I1 = {i = i1i2 · · · : ik ∈ Em} and I2 = {j = j1j2 · · · : jk ∈ En}.
Then the self-affine set generated by A and D can be written in the following explicit
form:
T (A,D) =
{(
p(i)
ar(i) + q(j)
)
: i ∈ I1, j ∈ I2
}
. (2.2)
where
p(i) =
∑
k≥1
ikp
−k, r(i) =
∑
k≥1
rkik, q(j) =
∑
k≥1
jkq
−k.
Obviously, it is not hard to verify that T (A,D) is connected if and only if
T (−A,D) is connected (see [14] or [29]). So we may assume p > 0 in the whole
paper. In general, there is a fundamental criterion on the connectedness of fractal
sets (see, for example [10] or [14]):
Lemma 2.1. Let {ψj}
N
j=1 be a family of contractions on R
n and let T be its attractor.
Then T is connected if and only if for any i 6= j ∈ {1, . . . , N}, there exists a
sequence of indices j1, . . . , jℓ in {1, . . . , N}, with j1 = i and jℓ = j, such that
ψjk(T ) ∩ ψjk+1(T ) 6= ∅ for all 1 ≤ k ≤ ℓ− 1.
However, in order to obtain the main theorems of the paper, we need to define
the following useful tools:
A = {(a1, a2, . . . ) :
∑
k≥1
akp
−k = 1, ak ∈ ∆Em},
B = {(b1, b2, . . . ) :
∑
k≥1
bkp
−k = 0, bk ∈ ∆Em},
S = {
∑
k≥1
akq
−k : (a1, a2, . . . ) ∈ A}, Q = {
∑
k≥1
bkq
−k : (b1, b2, . . . ) ∈ B},
S ′ = {
∑
k≥1
kakp
−k : (a1, a2, . . . ) ∈ A}, Q
′ = {
∑
k≥1
kbkp
−k : (b1, b2, . . . ) ∈ B}.
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In the last part of this section, our main task is to calculate the maximums and
minimums of S, S ′ and Q, Q′ which will be used frequently in the next section.
As in [29], if p+ 1 < m < 2p− 1, we can divide A and B into parts:
A =
3⋃
i=1
Ai and B =
3⋃
i=1
Bi
where
A1 = {(p− 1, c1, c2, . . . ) :
∑
k≥1
ckp
−k = 1, ck ∈ ∆Em};
A2 = {(p, c1, c2, . . . ) :
∑
k≥1
ckp
−k = 0, ck ∈ ∆Em};
A3 = {(p+ 1,−c1,−c2, . . . ) :
∑
k≥1
ckp
−k = 1, ck ∈ ∆Em};
B1 = {(−1, c1, c2, . . . ) :
∑
k≥1
ckp
−k = 1, ck ∈ ∆Em};
B2 = {(1,−c1,−c2, . . . ) :
∑
k≥1
ckp
−k = 1, ck ∈ ∆Em};
B3 = {(0, c1, c2, . . . ) :
∑
k≥1
ckp
−k = 0, ck ∈ ∆Em}.
Proposition 2.2. Let p, q,m ∈ Z, p, |q| ≥ 2 and p + 1 < m < 2p − 1, let M1 =
max{x : x ∈ S}, m1 = min{x : x ∈ S}, then
(i) If q > 0 

M1 =
p−1
q−1
, m1 =
pq+q−2p
q(q−1)
p ≥ q
M1 =
pq+q−2p
q(q−1)
, m1 =
p−1
q−1
p < q.
(2.3)
(ii) If q < 0
M1 =
pq + 2p− q
q(q + 1)
, m1 =
p+ 1
q + 1
. (2.4)
Proof. Let Si =
{∑
k≥1 akq
−k : (a1, a2, . . . ) ∈ Ai
}
, i = 1, 2, 3. Then S =
⋃3
i=1 Si.
The element of Si, say xi, can be written explicitly as follows:
x1 =
p
q
+
s− 1
q
, x2 =
p
q
+
t
q
, x3 =
p
q
+
1− s
q
, (2.5)
where s ∈ S, t ∈ Q.
5
Obviously, the four sequences (p−1, p−1, p−1, . . . ), (p+1,−p+1,−p+1, . . . ), (p+
1,−p− 1, p+ 1,−p− 1, . . . ), (p− 1, p+ 1,−p− 1, p+ 1, . . . ) belong to A. Hence
p− 1
q − 1
,
pq + q − 2p
q(q − 1)
,
p+ 1
q + 1
,
pq + 2p− q
q(q + 1)
∈ S.
We first show that the maximum and minimum of S can not be taken from S2.
As B = B1 ∪ B2 ∪ B3, we have S2 = S
1
2 ∪ S
2
2 ∪ S
3
2 where
Sj2 =
p
q
+
1
q
{∑
k≥1
ckq
−k : (c1, c2, . . . ) ∈ Bj
}
, j = 1, 2, 3.
The element of Sj2 , say x
j
2, can be written by
x12 =
p
q
+
s− 1
q2
, x22 =
p
q
+
1− s
q2
, x32 =
p
q
+
t
q2
,
where s ∈ S, t ∈ Q. By (2.5), it is easy to see that the maximum and minimum
can not be taken from S12 or S
2
2 . Noting that Q is bounded, we can do the same
decomposition k times for S32 and get the element
p
q
+ t
qk+1
, which is between p−1
q−1
and p+1
q+1
. Hence the maximum and minimum can not be taken from S2 as well.
Denote by M∗1 := sup{x : x ∈ S}, m
∗
1 := inf{x : x ∈ S}. Trivially M
∗
1 = m
∗
1 =
M1 = m1 = 1 when p = q. Otherwise, for the case q > 0.
(a) If p > q, then p−1
q−1
> pq+q−2p
q(q−1)
≥ 1, and M∗1 > 1. If |1 − m
∗
1| ≤ M
∗
1 − 1, then
p
q
+
1−M∗
1
q
≤ x ≤ p
q
+
M∗
1
−1
q
for any x ∈ S by (2.5). Then
M∗1 ≤
p
q
+
M∗1 − 1
q
, m∗1 ≥
p
q
+
1−M∗1
q
.
Hence M∗1 ≤
p−1
q−1
, m∗1 ≥
pq+q−2p
q(q−1)
. If |1−m∗1| > M
∗
1 −1, then m
∗
1 < 1 and
p
q
+
m∗
1
−1
q
≤
x ≤ p
q
+
1−m∗1
q
for any x ∈ S by (2.5). Then
m∗1 ≥
p
q
+
m∗1 − 1
q
, M∗1 ≤
p
q
+
1−m∗1
q
.
Hence m∗1 ≥
p−1
q−1
, M∗1 ≤
pq+q−2p
q(q−1)
, which is impossible. Therefore, M∗1 = M1 =
p−1
q−1
, m∗1 = m1 =
pq+q−2p
q(q−1)
.
(b) If p < q, then p−1
q−1
< pq+q−2p
q(q−1)
≤ 1 and m∗1 < 1. If 1 − m
∗
1 ≤ |M
∗
1 − 1|, then
M∗1 > 1 and
p
q
+
1−M∗
1
q
≤ x ≤ p
q
+
M∗
1
−1
q
for any x ∈ S by (2.5). Hence
M∗1 ≤
p
q
+
M∗1 − 1
q
, m∗1 ≥
p
q
+
1−M∗1
q
.
It follows that M∗1 ≤
p−1
q−1
, m∗1 ≥
pq+q−2p
q(q−1)
, which is also impossible.
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If 1−m∗1 > |M
∗
1 −1|, then
p
q
+
m∗1−1
q
≤ x ≤ p
q
+
1−m∗1
q
for any x ∈ S by (2.5). Then
m∗1 ≥
p
q
+
m∗1 − 1
q
, M∗1 ≤
p
q
+
1−m∗1
q
,
and m∗1 ≥
p−1
q−1
, M∗1 ≤
pq+q−2p
q(q−1)
. Therefore, m∗1 = m1 =
p−1
q−1
, M∗1 = M1 =
pq+q−2p
q(q−1)
.
In conclusion, we finish the proof of (i). The similar argument can be used to
prove (ii). 
Proposition 2.3. Let p ≥ 2, m ∈ Z, and p + 1 < m < 2p − 1, let M ′1 = max{x :
x ∈ S ′}, m′1 = min{x : x ∈ S
′}, then M ′1 =
p
p−1
, m′1 =
p−2
p−1
.
Proof. Let S ′i =
{∑
k≥1 kakp
−k : (a1, a2, . . . ) ∈ Ai
}
, i = 1, 2, 3. Then S ′ =
⋃3
i=1 S
′
i.
The element of S ′i, say x
′
i, can be written explicitly as follows:
x′1 = 1 +
s′
p
, x′2 = 1 +
t′
p
, x3 = 1−
s′
p
,
where s′ ∈ S ′, t′ ∈ Q′.
Since (p− 1, p− 1, p− 1, . . . ), (p+ 1,−p+ 1,−p+ 1, . . . ) belong to A, we have
p
p− 1
,
p− 2
p− 1
∈ S ′.
Using the similar proof of Proposition 2.2, we conclude that M ′1 =
p
p−1
, m′1 =
p−2
p−1
. 
Proposition 2.4. Under the same assumption of Proposition 2.2, and let M2 =
max{x : x ∈ Q}, m2 = min{x : x ∈ Q}, M
′
2 = max{x : x ∈ Q
′}, m′2 = min{x : x ∈
Q′}. Then M2 = |m2| =
|p−q|
|q|(|q|−1)
, M ′2 = |m
′
2| =
1
p−1
.
Proof. By the symmetry of B, we only need to calculate the maximum asM2 = −m2,
M ′2 = −m
′
2. Moreover, note that B = B1 ∪ B2 ∪ B3, it suffices to consider B1.
By making use of Proposition 2.2, if q > 0, when p ≥ q, we have M1 ≥ m1 ≥ 1,
so
max{|
∑
k≥1
akq
−k| : (a1, a2, . . . ) ∈ B1} =
M1 − 1
q
=
p− q
q(q − 1)
.
When p < q, we have 1 ≥ M1 > m1 > 0, so
max{|
∑
k≥1
akq
−k| : (a1, a2, . . . ) ∈ B1} =
1−m1
q
=
q − p
q(q − 1)
.
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If q < 0, then m1 < 0,M1 < 1, hence
max{|
∑
k≥1
akq
−k| : (a1, a2, . . . ) ∈ B1} =
1−m1
q
=
p− q
q(q + 1)
,
and M2 = |m2| =
|p−q|
|q|(|q|−1)
.
It follows from Proposition 2.3 that
max{|
∑
k≥1
kakp
−k| : (a1, a2, . . . ) ∈ B1} =
M ′1
p
=
1
p− 1
.
Therefore, M ′2 = |m
′
2| =
1
p−1
. 
3. Connectedness
For the affine pair (A,D) as in the last section, we let
Si,j
(
x
y
)
= A−1
[(
x
y
)
+
(
i
j
)]
, (3.1)
where i ∈ Em, j ∈ En. Then {Si,j} is the iterated function system that generates
the self-affine set T (A,D). According to (2.2) and (3.1), Si,j(T ) can be written as
the form:
Si,j(T ) =
{( i+p(i)
p
ar(ii) + j+q(j)
q
)
: i ∈ I1, j ∈ I2
}
, (3.2)
where r(ii) = i/pq +
∑∞
k=1 rk+1ik for i = i1i2 · · · .
Lemma 3.1. If p+1 < m < 2p−1, then Si1,j1(T )∩Si2,j2(T ) 6= ∅ implies |i1 − i2| ≤ 1.
Proof. By the above, we assume
Si1,j1(T ) =
{( i1+p(i)
p
ar(i1i) +
j1+q(j)
q
)
: i ∈ I1, j ∈ I2
}
and
Si2,j2(T ) =
{( i2+p(i′)
p
ar(i2i′) +
j2+q(j′)
q
)
: i′ ∈ I1, j
′ ∈ I2
}
.
The nonempty intersection implies that
i1 − i2 ∈ {p(i)− p(i
′) : i, i′ ∈ I1} = {
∑
k≥1
akp
−k : ak ∈ ∆Em}
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where the last term is an interval [−m−1
p−1
, m−1
p−1
]. From the condition p + 1 < m <
2p− 1, we conclude that |i1 − i2| = 0 or 1. 
Lemma 3.2. Let Gi(T ) = ∪
n−1
j=0Si,j(T ) for i = 0, 1, . . . , m−1. If p+1 < m < 2p−1,
and n ≥ (|q|+1)/2. Then Gi(T )∩Gi+1(T ) 6= ∅ if and only if |a|(|q|−2) ≤ q
2(n−1).
Proof. Gi(T ) ∩ Gi+1(T ) 6= ∅ holds if and only if there exist some j, k such that
Si,j(T )∩Si+1,k(T ) 6= ∅, that is, by (3.2), there exists a sequence {ak} ∈ A such that
a
pq
− a
∑
k≥1
rk+1ak ∈
{∑
k≥0
jkq
−k : jk ∈ ∆En
}
, (3.3)
in which the last set is equal to
[
− n−1
|q|−1
, n−1
|q|−1
]
, as n ≥ (|q|+ 1)/2.
It follows from (2.1) that: if p = q, then the left term of (3.3) becomes
a
q2
∑
k≥1
kakq
−k.
By Proposition 2.3, (3.3) holds if and only if
min
{ak}∈A
|
a
q2
∑
k≥1
kakq
−k| =
∣∣∣∣am′1q2
∣∣∣∣ =
∣∣∣∣ a(q − 2)q2(q − 1)
∣∣∣∣ ≤ n− 1|q| − 1 .
If p 6= q, then the left term of (3.3) becomes
a
q(q − p)
(
∑
k≥1
akq
−k − 1).
By Proposition 2.2, M1 > m1 ≥ 1 or m1 < M1 ≤ 1 for any cases. Hence (3.3) is
equivalent to∣∣∣∣ aq(q − p)(M1 − 1)
∣∣∣∣ ≤ n− 1|q| − 1 or
∣∣∣∣ aq(q − p)(m1 − 1)
∣∣∣∣ ≤ n− 1|q| − 1 .
By substituting the values of M1, m1 in (2.3), (2.4), we conclude that (3.3) holds if
and only if |a|(|q| − 2) ≤ q2(n− 1). 
Lemma 3.3. Under the above assumption of Lemma 3.2. If |q| > 2, then both
Gi(T ) ∩ Gi+1(T ) 6= ∅ and Si,j(T ) ∩ Si,j+1(T ) 6= ∅ hold for any i, j if and only if
|q|(|q| − n) ≤ |a| ≤ q
2(n−1)
|q|−2
; if |q| = 2, then Gi(T ) ∩ Gi+1(T ) 6= ∅ and Si,j(T ) ∩
Si,j+1(T ) 6= ∅ always hold.
Proof. If |q| > 2, then by Lemma 3.2, Gi(T )∩Gi+1(T ) 6= ∅ implies that |a| ≤
q2(n−1)
|q|−2
.
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By (3.2), Si,j(T ) ∩ Si,j+1(T ) 6= ∅ holds if and only if there exists a sequence
{ak} ∈ B such that
1 + qa
∑
k≥1
rk+1ak ∈
{∑
k≥1
jkq
−k : jk ∈ ∆En
}
=
[
−
n− 1
|q| − 1
,
n− 1
|q| − 1
]
.
Equivalently,
qa
∑
k≥1
rk+1ak ∈
[
−
|q|+ n− 2
|q| − 1
,−
|q| − n
|q| − 1
]
. (3.4)
If n ≥ |q|, we can choose ak = 0 for all k such that (3.4) holds for any a. Hence
for |q| = 2, as n ≥ (|q| + 1)/2 = 3/2, then n ≥ 2 = |q| and Si,j(T ) ∩ Si,j+1(T ) 6= ∅
always holds.
By Proposition 2.4, we have
max
{ak}∈B
|qa
∑
k≥1
rk+1ak| =


max{ak}∈B|
a
q
∑
k≥1 kakq
−k| = | a
q(|q|−1)
| p = q
max{ak}∈B|
a
q−p
∑
k≥1 akq
−k| = | a
q(|q|−1)
| p 6= q.
If n < |q|, then (3.4) implies that
|q| − n
|q| − 1
≤ max
{ak}∈B
|qa
∑
k≥1
rk+1ak| =
∣∣∣∣ aq(|q| − 1)
∣∣∣∣ .
Therefore, |q|(|q| − n) ≤ |a| ≤ q
2(n−1)
|q|−2
.
For the sufficiency, if |q|(|q| − n) ≤ |a| ≤ q
2(n−1)
|q|−2
holds, then Gi(T ) ∩Gi+1(T ) 6= ∅
by Lemma 3.2, and
|q| − n
|q| − 1
≤
∣∣∣∣ aq(|q| − 1)
∣∣∣∣ = max{ak}∈B |qa
∑
k≥1
rk+1ak| ≤
|q|(n− 1)
(|q| − 1)(|q| − 2)
.
As |q| ≥ 3, if n < |q| then
|q|(n− 1)
|q| − 2
− (|q|+ n− 2) =
−q2 + 3|q| − 4 + 2n
|q| − 2
≤
−q2 + 5|q| − 6
|q| − 2
= −(|q| − 3) ≤ 0.
Hence
|q| − n
|q| − 1
≤ max
{ak}∈B
|qa
∑
k≥1
rk+1ak| ≤
|q|(n− 1)
(|q| − 1)(|q| − 2)
≤
|q|+ n− 2
|q| − 1
,
which means that we can find the sequence {ak}k ∈ B satisfying (3.4). If n ≥ |q|, we
choose ak = 0 for all k such that (3.4) holds. Consequently, Si,j(T ) ∩ Si,j+1(T ) 6= ∅
holds. 
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Lemma 3.4. Under the above assumption of Lemma 3.2 and |q| ≥ 3. Then both
Si,j(T )∩Si+1,j(T ) 6= ∅ and Si,j(T )∩Si+1,j+1(T ) 6= ∅ hold, or both Si,j(T )∩Si+1,j(T ) 6=
∅ and Si,j+1(T )∩ Si+1,j(T ) 6= ∅ hold for all i, j if and only if |q| − n ≤ |a| ≤
|q|(n−1)
|q|−2
.
Proof. Analogous to the above proofs, Si,j(T ) ∩ Si+1,j(T ) 6= ∅ holds if and only if
there exists a sequence {ak} ∈ A such that
a
p
− qa
∑
k≥1
rk+1ak ∈
{∑
k≥1
jkq
−k, jk ∈ ∆En
}
=
[
−
n− 1
|q| − 1
,
n− 1
|q| − 1
]
. (3.5)
By (2.1), (3.5) holds if and only if
min
{ak}∈A
|
a
p
− qa
∑
k≥1
rk+1ak| =


min{ak}∈A |
a
q
∑
k≥1 kakq
−k| ≤ n−1
|q|−1
p = q
min{ak}∈A |
a
(q−p)
(
∑
k≥1 akq
−k − 1)| ≤ n−1
|q|−1
p 6= q.
Using the same discussion as in Lemma 3.2, we obtain that Si,j(T ) ∩ Si+1,j(T ) 6= ∅
if and only if |a| ≤ |q|(n−1)
|q|−2
.
Similarly, if Si,j(T )∩Si+1,j+1(T ) 6= ∅, then there exists a sequence {ak} ∈ A such
that
a
pq
+
1
q
− a
∑
k≥1
rk+1ak ∈
{∑
k≥1
jkq
−k−1 : jk ∈ ∆En
}
=
1
|q|
[
−
n− 1
|q| − 1
,
n− 1
|q| − 1
]
.
Equivalently,
a
p
− aq
∑
k≥1
rk+1ak ∈
[
−
|q|+ n− 2
|q| − 1
,−
|q| − n
|q| − 1
]
. (3.6)
If Si,j+1(T ) ∩ Si+1,j(T ) 6= ∅, then there exists a sequence {ak} ∈ A such that
a
pq
+
−1
q
− a
∑
k≥1
rk+1ak ∈
{∑
k≥1
jkq
−k−1 : jk ∈ ∆En
}
=
1
|q|
[
−
n− 1
|q| − 1
,
n− 1
|q| − 1
]
.
Equivalently,
a
p
− aq
∑
k≥1
rk+1ak ∈
[
|q| − n
|q| − 1
,
|q|+ n− 2
|q| − 1
]
. (3.7)
By Propositions 2.2 and 2.3, we have
max
{ak}∈A
|
a
p
− qa
∑
k≥1
rk+1ak| =
|a|
|q| − 1
.
If n ≥ |q|, then |q| − n ≤ |a| obviously. If n < |q|, then (3.6) and (3.7) imply that
|a|
|q| − 1
= max
{ak}∈A
|
a
p
− qa
∑
k≥1
rk+1ak| ≥
|q| − n
|q| − 1
.
11
Hence |a| ≥ |q|−n. The sufficiency is similar to Lemma 3.3, we omit the details. 
Now by making use of the above four lemmas, we can prove our main theorem.
Theorem 3.5. Let p, q,∈ Z with |p|, |q| ≥ 2, a ∈ R, and let |p|+ 1 < m < 2|p| − 1,
n ≥ (|q|+ 1)/2. Let
A =
(
p 0
−a q
)
, D = Em ×En.
(i) If |q| = 2, then T (A,D) is connected for any a.
(ii) If |q| ≥ 3, then T (A,D) is connected if and only if
|q|(|q| − n) ≤ |a| ≤
q2(n− 1)
|q| − 2
, (3.8)
or
|q| − n ≤ |a| ≤
|q|(n− 1)
|q| − 2
. (3.9)
Proof. (i) is trivial by Lemma 3.3. It suffices to show (ii). If (3.8) holds, then
Si,j(T ) ∩ Si,j+1(T ) 6= ∅ for any i, j, (3.10)
and Gi(T ) ∩ Gi+1(T ) 6= ∅ by Lemma 3.3. Since Gi(T ) = ∪
n−1
j=0Si,j(T ), for each
0 ≤ i ≤ m− 1, there exist 0 ≤ ji, ki ≤ n− 1 such that
Si,ji(T ) ∩ Si+1,ki(T ) 6= ∅. (3.11)
We use (3.10), (3.11) to select a sequence {ψi}
N
i=1 from {Si,j} in the following order:
S0,0, S0,1, . . . , S0,n−2, S0,n−1, S0,n−2, . . . , S0,j0, S1,k0, . . . , S1,n−1, S1,n−2, . . . , S1,0,
S1,1, . . . , S1,j1, S2,k1, . . . , S2,n−1, S2,n−2, . . . , S2,0, S2,1, . . . , S2,j2, . . . , Sm−1,n−1.
Then each Si,j appears at least once in the sequence {ψi}
N
i=1 and
ψi(T ) ∩ ψi+1(T ) 6= ∅, 1 ≤ j ≤ N.
That implies that T is connected by Lemma 2.1.
If (3.9) holds, by Lemma 3.4, then both Si,j(T ) ∩ Si+1,j(T ) 6= ∅ and Si,j(T ) ∩
Si+1,j+1(T ) 6= ∅ hold, or both Si,j(T ) ∩ Si+1,j(T ) 6= ∅ and Si,j+1(T ) ∩ Si+1,j(T ) 6= ∅
hold.
For the first case that Si,j(T ) ∩ Si+1,j(T ) 6= ∅, Si,j(T ) ∩ Si+1,j+1(T ) 6= ∅, we can
select a sequence {ψi}
N
i=1 from {Si,j} in the following order:
(a) when m is even
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S0,n−1, S1,n−1, S0,n−2, S1,n−2, . . . , S0,0, S1,0, S2,0, S1,0, S2,1, S1,1, S2,2, · · ·S1,n−2, S2,n−1
· · · , Sm−2,n−1, Sm−1,n−1, Sm−2,n−2, Sm−1,n−1, Sm−2,n−3, · · ·Sm−2,0, Sm−1,0.
(b) when m is odd
S0,n−1, S1,n−1, S0,n−2, S1,n−2, . . . , S0,0, S1,0, S2,0, S1,0, S2,1, S1,1, S2,2, · · ·S1,n−2, S2,n−1
· · · , Sm−2,0, Sm−1,0, Sm−2,0, Sm−1,1, Sm−2,1, Sm−1,2, Sm−2,2, · · ·Sm−2,n−2, Sm−1,n−1.
Each Si,j appears at least once in the sequence {ψi}
N
i=1 and
ψi(T ) ∩ ψi+1(T ) 6= ∅, 1 ≤ j ≤ N.
Hence T is connected by Lemma 2.1.
Using the similar way, we can handle the other case that Si,j(T ) ∩ Si+1,j(T ) 6= ∅
and Si,j+1(T ) ∩ Si+1,j(T ) 6= ∅.
For the necessary part, we prove it by contrapositive.
(a) If |a| > q
2(n−1)
|q|−2
, then G0(T ) ∩ Gi(T ) = ∅ for 1 ≤ i ≤ m − 1 by Lemmas 3.1
and 3.2, implying T is disconnected.
(b) If 0 ≤ |a| < |q| − n, we show Si,t(T ) ∩ Si,l(T ) = ∅ for any |l − t| ≥ 1. If
otherwise, Si,t(T ) ∩ Si,l(T ) 6= ∅ holds for some t, l with |l − t| ≥ 1, as (3.4), then
there exists a sequence {ak} ∈ B such that
qa
∑
k≥1
rk+1ak ∈
[
−
(|q| − 1)(l − t) + (n− 1)
|q| − 1
,−
(|q| − 1)(l − t)− (n− 1)
|q| − 1
]
.
That implies∣∣∣∣ aq(|q| − 1)
∣∣∣∣ = max{ak}∈B |qa
∑
k≥1
rk+1ak| ≥
(|q| − 1)|l − t| − (n− 1)
|q| − 1
, (3.12)
which is impossible as 0 ≤ a < |q|−n. Hence Si,n−1(T )∩Si,j(T ) = ∅ for 0 ≤ j ≤ n−2.
Similarly we can show Si,u(T ) ∩ Si+1,v(T ) = ∅ for any |v − u| ≥ 1. If otherwise,
Si,u(T ) ∩ Si+1,v(T ) 6= ∅ for some |v − u| ≥ 1, then there exists a sequence {ak} ∈ A
such that
a
p
− aq
∑
k≥1
rk+1ak ∈
[
−
(|q| − 1)(v − u) + (n− 1)
|q| − 1
,−
(|q| − 1)(v − u)− (n− 1)
|q| − 1
]
.
(3.13)
That implies
|a|
|q| − 1
= max
{ak}∈A
|
a
p
− aq
∑
k≥1
rk+1ak| ≥
(|q| − 1)|v − u| − (n− 1)
|q| − 1
,
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which is also impossible as 0 ≤ a < |q|−n. Hence we have Si,n−1(T )∩Si+1,j(T ) = ∅
for 0 ≤ j ≤ n− 2.
Let Ω1 =
⋃m−1
i=0 Si,n−1(T ),Ω2 =
⋃m−1
i=0
⋃n−2
j=0 Si,j(T ), the above arguments and
Lemma 3.1 yield that Ω1 ∩ Ω2 = ∅, proving that T is disconnected.
(c) If |q|(n−1)
|q|−2
< |a| < |q|(|q| − n), then we have |a| < |q|(|q| − n) and (3.12) imply
that Si,t(T )∩Si,l(T ) = ∅ for |l−t| ≥ 1; and
|q|(n−1)
|q|−2
< |a| implies Si,j(T )∩Si+1,j(T ) =
∅ by using the first part of the proof of Lemma 3.4. Moreover, if aq > 0, Propositions
2.2 and 2.3 imply that
−
|a|
|q| − 1
≤
a
p
− qa
∑
k≥1
rk+1ak ≤ −
|a|(|q| − 2)
|q|(|q| − 1)
< 0
for all {ak} ∈ A. Then (3.13) does not hold if v − u ≤ −1 as the interval of (3.13)
lies in R+. Hence, S0,n−1(T ) ∩ S1,j(T ) = ∅ for 0 ≤ j ≤ n − 2. By the above
discussion and Lemmas 3.1, it concludes that S0,n−1(T ) ∩ Si,j(T ) = ∅ for all i, j
with (i, j) 6= (0, n − 1). If aq < 0, by using the similar argument we can prove
S0,0(T )∩Si,j(T ) = ∅ for all i, j with (i, j) 6= (0, 0). Therefore, T is disconnected. 
4. Tile digit set
For the affine pair (A,D) as in (1.1). Let DA,k := {
∑k−1
i=0 A
idji : dji ∈ D} for k ≥ 1
and DA,∞ =
⋃∞
k=1DA,k. The following are well-known equivalent conditions for the
self-affine set T (A,D) to be a tile due to Lagarias and Wang.
Lemma 4.1 ([16]). That T := T (A,D) is a self-affine tile is equivalent to either
one of the following conditions:
(i) µ(T ) > 0, where µ is the lebesgue measure;
(ii) T ◦ = T and µ(∂T ) = 0;
(iii) #DA,k = | det(A)|
k for all k ≥ 1 and DA,∞ is a uniformly discrete set, i.e.,
there exists δ > 0 such that ‖u− v‖ > δ for any distinct u, v ∈ DA,∞.
Let A =
(
p 0
−a q
)
, then
Ak =
(
pk 0
Rka q
k
)
, k ≥ 1 (4.1)
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where
Rk :=
{
(pk − qk)/(q − p) p 6= q
−kqk−1 p = q.
Proposition 4.2. Let |p|, |q| ≥ 2 be integers and a ∈ R, let Em = {0, 1, . . . , m−1},
En = {0, 1, . . . , n− 1} with |pq| = mn. Let
A =
(
p 0
a q
)
and D = Em × En.
Then we have
(i) m < |p|, T (A,D) is not a tile.
(ii) m = |p|, T (A,D) is a tile.
(iii) m > |p|,
(a) If a = 0, then T (A,D) is not a tile;
(b) If a ∈ Z \ {0} and 2n− 1 ≥ |q|, then T (A,D) is not a tile.
Proof. By the definition of DA,k+1 (here k ≥ 0) and (4.1), it is easy to get that
DA,k+1 =
{( ∑k
i=0 xip
i∑k
i=0 yiq
i + a
∑k
i=1Rixi
)
: xi ∈ Em, yi ∈ En
}
.
Then #DA,k+1 = |pq|
k+1 if and only if( ∑k
i=0 xip
i∑k
i=0 yiq
i + a
∑k
i=1Rixi
)
6=
( ∑k
i=0 x
′
ip
i∑k
i=0 y
′
iq
i + a
∑k
i=1Rix
′
i
)
(4.2)
for different sequences {x0, x1, . . . , xk, y0, y1, . . . , yk} and {x
′
0, x
′
1, . . . , x
′
k, y
′
0, y
′
1, . . . , y
′
k}.
(i) Ifm < |p|, then n > |q|. We consider DA,2 by letting (x0, x1, y0, y1) = (0, 0, q, 0)
and (x′0, x
′
1, y
′
0, y
′
1) = (0, 0, 0, 1), then(
x0 + x1p
y0 + y1q +R1x1
)
=
(
x′0 + x
′
1p
y′0 + y
′
1q +R1x
′
1
)
=
(
0
q
)
.
Hence #DA,2 < |pq|
2 and T (A,D) is not a tile by Lemma 4.1.
(ii) If m = |p|, then n = |q|. T (A,D) is always a tile [7].
(iii) If m > |p|, then n < |q|. If a = 0, then the set {y ∈ R : (x, y)t ∈
T for some x ∈ R} has one-dimensional Lebesgue measure zero, so T can not be a
tile. Hence (a) is true.
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(b) Let (x0, x1, . . . , xk) = (p, 0, . . . , 0) and (x
′
0, x
′
1, . . . , x
′
k) = (0, 1, 0, . . . , 0) where
k ≥ 2. Then {
(x0 − x
′
0) + (x1 − x
′
1)p+ · · ·+ (xk − x
′
k)p
k = 0
a(R1(x1 − x
′
1) + · · ·+Rk(xk − x
′
k)) = −a.
Since 2n− 1 ≥ |q|, the set{
(y0 − y
′
0) + (y1 − y
′
1)q + · · ·+ (yk − y
′
k)q
k : yi, y
′
i ∈ En
}
consists of the integers in the interval [− (n−1)(|q|
k+1−1)
|q−1|
, (n−1)(|q|
k+1−1)
|q−1|
]. Let k0 is
the least number such that (n−1)(|q|
k0+1−1)
|q−1|
≥ |a|. Then there exist two sequences
{y0, y1, . . . , yk0} and {y
′
0, y
′
1, . . . , y
′
k0
} such that
(y0 − y
′
0) + (y1 − y
′
1)q + · · ·+ (yk0 − y
′
k0
)qk0 = a.
Thus we find two different sequences {x0, x1, . . . , xk0 , y0, y1, . . . , yk0} and
{x′0, x
′
1, . . . , x
′
k0
, y′0, y
′
1, . . . , y
′
k0
} such that (4.2) does not hold for the k0. Therefore,
#DA,k0+1 < |pq|
k0+1 and T (A,D) is not a tile. 
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