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散化して得られる連立一次方程式 Ax = b (A : 正方行列) に対
して，誤差を考慮した Axδ = bδ である．ここで，bδ = b+ δb
(‖δb‖∞ ≤ δ) であり，Aは悪条件とする．
2 精度保証付き数値計算法
精度保証付き数値計算法を実現するための基盤となるのが区















定理 2.1（[5]） 連立一次方程式 Ax = bの近似解 x˜ ∈ Rn と A
の近似逆行列 R ∈ Rn×n，u ∈ Rn，u > 0 とし対角要素が u
である対角行列 D ∈ Rn×n を定める．ここで，E := I − RA，
∆ = R(Ax˜− b)，‖D−1|E|u‖∞ < 1とする．Aが正則行列のと
き，以下が成り立つ．
|x˜−A−1b| ≤ |∆|+ ‖D
−1∆‖∞
1− ‖D−1|E|u‖∞ · |E|u (1)
INTLAB では，(1)の右辺を小さくする R を反復的に求めるこ







定理 2.2（[3]） A ∈ IRn×n, b ∈ IRn に対して，Ax = b の近
似解 x˜ ∈ Rn と A の近似逆行列 R ∈ Rn×n が与えられている
とする．X ∈ IRn に対して式 (2)が成立すれば，Aに含まれる
すべての行列は正則であり，Aに含まれる任意の Aˆ ∈ Rn×n と
bに含まれる任意の bˆ ∈ Rn に対して，Aˆxˆ = bˆとなる唯一の元
xˆ ∈ Rn が x˜+ Y に存在する．
Y := R(b−Ax˜) + (I −RA)X ⊂ int(X) (2)
Algorithm 1 Krawczyk法による解の検証アルゴリズム [3]
1: Ax = bの近似解 x˜と Aの近似逆行列 Rを計算する．
2: Z := R · (b−Ax˜)を精度保証付きで計算し，X = Z, k := 0
とする．
3: (a) 定数 ε > 0に対して区間拡大 Xˆ := (1 + [−ε, ε])X を行
い，Xˆ と 0 を含む最小の区間ベクトルをあらためて X と
おく．
(b) Y := Z + (I −RA)X を精度保証付きで計算する．
4: Y ⊂ int(X) ならば検証完了とする．そうでなければ，
k := k + 1,X = Y として 3.に戻る．





程式 Axδ = bδ に対して
Jα(x) = ‖Ax− bδ‖22 + α‖x‖22 (α > 0)
を最小にする xδα により Axδ = bδ の安定な解を得る方法であ
る．ここで与えられた αを正則化パラメータと呼ぶ．Tikhonov
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• Intel Xeon CPU E5-1603 2.80GHz (メモリ 8.00GB)
• Windows 10 Pro 64bit
• INTLAB - INTerval LABoratory Version 9
• Octave (4.0.0)
実験は以下の条件で実施する．
n = 1000, δ = 10−5, xtrue = (1, · · · , 1)T, cond(A) = 1012
Axδ = bˆ
δ
(A ∈ Rn×n, bδ,xδ ∈ Rn)
bˆ
δ
= ([bδi − δ, bδi + δ]), bδ = b+ δb, (‖bδ − b‖∞ < δ)
なお，A は Matlab の randsvd 関数により生成した．また b
は多倍長計算により Axtrue を計算することにより得ている．
図 1は，Tikhonov正則化法を使用せずに求めた区間解と真の




























ei = max{(xtrue)i − (XXi)inf , (xtrue)i − (XXi)sup} .






※ 8.09× 106 100
10−14 1.58× 1010 100
10−6 1.33× 102 100
10−3 6.43× 10−1 100
1.80× 10−3 4.70× 10−1 90.8
4.50× 10−3 3.57× 10−1 51.2
5.40× 10−3 3.49× 10−1 42.6
6.50× 10−3 3.45× 10−1 35.4
8.50× 10−3 3.43× 10−1 27.2
1.20× 10−2 3.49× 10−1 20.9
2.00× 10−2 3.69× 10−1 10.4
10−1 5.03× 10−1 1.2




















Plot about alpha and root square error
図 2 α(横軸)と誤差 (縦軸)

























Plot about root square error and percentage
    ← A point with minimum error









[1] A. Kirsch, An Introduction to the Mathematical Theory of
Inverse Problems, Springer, 2011.
[2] Y. Kobayashi and T. Ogita, A fast and efficient algorithm for
solving ill-conditioned linear systems, JSIAM Letters, Vol. 7,
pp. 1–4, 2015.
[3] 中尾充宏, 渡部善隆, 実例で学ぶ精度保証付き数値計算 –理論と実
装–, サイエンス社, 2011.
[4] 武者利光 (監修), 岡本良夫, 逆問題とその解き方, オーム社, 1992.
[5] S. M. Rump, Accurate solution of dense linear systems part I:
Algorithms in rounding to nearest, Journal of Computational
and Applied Mathematics, Vol. 242, pp. 157-184, 2012.
[6] S. M. Rump, INTLAB - INTerval LABoratory, in Develop-
ments on Reliable Computing, ed. T. Csendes, pp. 77–104,
Kluwer Academic Publishers, 1999.
[7] S. M. Rump, Verification methods: Rigorous results using
floating-point arithmetic, Acta Numerica, Vol. 19, pp. 287–
449, 2010.
[8] C. R. Vogel, Computational methods for inverse problems,
SIAM, Philadelphia, 2002.
