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Abstract. A classical result due to Eagleson states (in particular) that if
appropriately normalized Birkhoff sums generated by a measurable function
and an ergodic probability preserving transformation converge in distribution,
then they also converge in distribution with respect to any probability measure
which is absolutely continuous with respect to the invariant one. In this short
note we prove several quantitative and infinite-dimensional versions of Eagle-
son’s theorem for some classes of non-stationary stochastic processes which
satisfy certain type of decay of correlations.
1. introduction
Let (Ω,F , µ, T ) be an probability preserving system (p.p.s.) and let f : Ω→ Rd
be a measurable function. We view the partial sums Snf = Snf(x) =
∑n−1
n=0 f(T
nx)
as random variables, where T n = T ◦T · · · ◦T and x is chosen at random according
to µ (i.e. the probability that x belongs to a measurable set A is µ(A)). Note
that any discrete time vector-valued stationary process Y0, Y1, ... has the form Yn =
f(T nx) for some p.p.s and a measurable function f . Given such a function f , an
important question in probablity and ergodic theory is whether (Snf − an)f/bn
converges in distribution as n → ∞, for some sequences (an) and (bn) so that
limn→∞ bn = ∞. A related and more general question is whether the continuous
time processes Wn(t) = (S[nt]f − a[nt])/bn converge in distribution.
In certain circumstances there is a given reference measure (e.g. the Lebesgue
measure) which is absolutely continuous with respect to the invariant measure µ. A
classical result due to Eagleson [12] insures (for d = 1) that the weak convergence
of (Sn − an)/bn with respect to µ is equivalent to the weak convergence with re-
spect to the reference measure (with the same limits), which is more natural since
usually the density of µ does not have an explicit form. Since then this result was
extended to more general processes which are not necessarily real-valued, see for
instance [24]. In particular, one can also consider vector-valued functions f , as
well as random continuous time processes of the form Wn(t) = (S[nt]f − a[nt])/bn,
which gives us a version of Eagleson’s theorem in the context of the functional cen-
tral limit theorem (the weak invariance principle), which states that the stochastic
process Wn(t) = n−1/2S[nt](f − µ(f)) converge in distribution as n → ∞ in the
Skorokhod space D([0,∞),Rd) towards a Gassian process (other normaliztions bn
can be considered). We also refer to [13] for additional results in this direction
which also have applications to the strong invariance principle.
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The results described in the latter paragraph concern partial sums Sn =
∑n−1
j=0 Yn
generated by vector-valued stationary process {Yn} defined on a probability space
(Ω,F , µ), and in this paper we prove certain versions of Eagleson’s theorem for
non-stationary sequences of vector-valued processes {Yn} satisfying certain mixing
(decay of correlations) conditions which hold true for many sequential dynamical
systems including ones arising as realizations of random dynamical systems, as well
as for wide classes of inhomogeneous Markov chains and other mixing sequences.
Note that for real-valued Yn’s Eagleson’s results also apply when the tail-σ algebra
of {Yn} is trivial, which will be the case in most of the examples we have in mind.
We start with the above vector-valued case, but when Yn’s are real-valued we also
prove a quantitative version, which means that we obtain explicit estimates on the
convergence rate in the weak convergence with respect to a measure m which is
absolutely continuous with respect to µ, in terms of the rate in the corresponding
convergence with respect to the original measure µ (for which the mixing conditions
originally hold). The question of optimal convergence rate will also be addressed, as
well as the problem of re-centering and re-normalizing after changing the measure.
We also prove a non-stationary version of Eagleson’s theorem for continuous time
stochastic processes of the form Sn(t) = S[nt]f/bn (i.e. a version for the weak
invariance principle). Our results, for instance yield the weak invariance principle,
which follows from the results in [8] and [9], with respect to the Lebesgure measure
and not only with respect to the random equivariant measures.
2. Non-stationary versions of Eagleson’s theorem
2.1. Preliminaries and the basic result. Let (E ,F , µ) be a probability space,
X0,X1,X2, ... be measurable spaces and X0, X1, X2, ... be a sequence of measurable
functions on E , so that Xi takes values in Xi for each i. Our standing assumption
is as follows:
2.1. Assumption. There exists a sequence (δn)n which converges to 0 as n → ∞
and a set B of real integrable functions on E equipped with a “norm” ‖ · ‖ so that
for any n, a function s ∈ B such that ∫ sdµ = 1 and a bounded complex-valued
function f = f(xn, xn+1, xn+2, ...) we have
(2.1)∣∣∣∣
∫
s(x)f(Xn(x))dµ(x) −
∫
s(x)dµ(x) ·
∫
f(Xn(x))dµ(x)
∣∣∣∣ ≤ ‖s‖‖f ◦Xn‖∞δn
whereXn(x) = (Xn(x), Xn+1(x), Xn+2(x), ...) and ‖f◦Xn‖∞ is the essential supre-
mum of the function f(Xn(x)) with respect to µ.
2.2. Example (Random and sequential dynamical systems). Let X0 = E and
T0, T1, T2, ... be a sequence of maps so that Tj : Xj → Xj+1. Let X0(x) = x
and set Xj(x) = X0(T
j
0x) = T
j
0x, where T
m
n = Tn+m−1 ◦ · · · ◦ Tn+1 ◦ Tn for any n
and m. Then Xj+n = Xj ◦ T nj for any n and j. Therefore, Xn(x) depends only on
Xn(x) and (2.1) becomes∣∣∣∣
∫
s(x)f(T nx)dµ(x) −
∫
s(x)dµ(x) ·
∫
f(T nx)dµ(x)
∣∣∣∣ ≤ ‖s‖‖f ◦ T n‖L∞(µ)δn.
This condition (with an appropriate µ) is satisfied for appropriate B’s and norms
‖ · ‖ for many sequential and random dynamical systems, where in many of the
examples we can even replace ‖f ◦ T n‖L∞(µ) with the corresponding L1(µ)-norm.
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We refer the readers to [1], [2], [4], [7], [11], [15], [17] and [18], [20] and references
therein. We note that in some of these papers the case when Tj = Tθjω is a random
stationary family of maps is considered, where (Ω,F , P, θ) is a measure preserving
system, and Tω, ω ∈ Ω is a measurable in ω family of maps. We note that in most
of the above papers B is a normed space which is dense in Lp(µ) for any finite
p ≥ 1. Remark that in the setup of [1] our conditions hold true with the random
“projected” tower (see Theorem 2.5 there).
2.3. Example (Non-stationary mixing stochastic processes). Let X = {Xj} be
a sequence of random variables defined on the same probability space (E ,F , µ).
For each n ≤ m we denote by Fn,m the σ-algebra generated by the random vari-
ables Xn, Xn+1, ..., Xn+m. Let Fn,∞ denote the σ-algebra generated by the random
variables Xj , j ≥ n. For any two sub-σ-algebras G and H of F , set
α(G,H) = sup {|P (A ∩B)− P (A)P (B)| : A ∈ G, B ∈ H} .
The coefficient α(G,H) measures the dependence between G and H and it is one
of the classical mixing coefficients used in the literature (often referred to as the
strong mixing coefficient). For each n ≥ 1 set
αn = αn(X) = sup
k≥0
α(F0,k,Fk+n,∞).
The sequence {Xn} is called α-mixing if limn→∞ αn = 0. A concrete example for
non-stationary α-mixing processes are the inhomogeneous Markov chains consid-
ered in [23]. See [5], [6], [21] and [22] for other examples of α-mixing non-stationary
processes.
Let (γn) be a sequence which converges to 0 as n → ∞ and let B be the set of
all functions s on E so that for any sufficiently large n,
β1,n(s) := ‖s− E[s|X0, ..., Xn]|L1(µ) ≤ γn.
It is clear that B contains all the random variables of the form s = s(X0, ..., Xn).
Let p ≥ 1 be finite and ‖ · ‖ be the Lp(µ)-norm. Then for any s ∈ B so that∫
sdµ = 1 we have∣∣∣∣
∫
s(x)f(Xn(x))dµ(x) −
∫
s(x)dµ(x) ·
∫
f(Xn(x))dµ(x)
∣∣∣∣
≤
∣∣∣∣
∫
s[n
2
](x)f(Xn(x))dµ(x) −
∫
s[n
2
](x)dµ(x) ·
∫
f(Xn(x))dµ(x)
∣∣∣∣
+2‖f ◦Xn‖L∞‖s− s[n
2
]‖L1
where sn = E[s|X0, ..., Xn]. Since
∫
sdµ = 1 we have
‖s− sn
2
‖L1 ≤ γ[n
2
] ≤ ‖s‖Lpγ[n
2
].
Next, by Corollaries A.1 and A.2 in [14] and since conditional expectations contract
Lp-norms, for any p ≥ 1 we have∣∣∣∣
∫
s[n
2
](x)f(Xn(x))dµ(x) −
∫
s[n
2
](x)dµ(x) ·
∫
f(Xn(x))dµ(x)
∣∣∣∣
≤ 6
(
α(F0,[n
2
],Fn,∞)
)1− 1
p ‖s‖Lp‖f(Xn)‖L∞
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where we use the convention 1∞ := 0. We conclude that in the above circumstances
the conditions in Assumption 2.1 hold true with ‖s‖ = ‖s‖Lp and δn = 6
(
α[n
2
]
)1− 1
p+
2γ[n
2
].
Henceforth, when it is more convenient we will denote the integral of a function
f with respect to µ by µ(f). We will also denote by µj the distribution of Xj.
For each n set Yn = Xn × Xn+1 × .... Let d ≥ 1, gj : Yj → Rd be a sequence of
functions and r : E → R be a non-negative function so that ∫ r(x)dµ(x) = 1 (i.e. r
a probability density with respect to µ). Consider the functions Sn : E → Rd given
by
Sn(x) =
n−1∑
j=0
gj(Xj(x), Xj+1(x), ...) =
n−1∑
j=0
gj(Xj(x)).
Let ν be the probability measure on E defined by dν = rdµ. We can view Sn =
Sn(x) as a random variable when x is distributed according to either µ or ν. We
denote these random variables by Sn,µ and Sn,ν, respectively. Our first result is
the following:
2.4. Theorem. Suppose that Assumption 2.1 holds true. Assume also that either
r ∈ B and the integrals ∫ |Sn(x)|dµ(x) and ∫ r(x)|Sn(x)|dµ(x) are finite for any n,
or that for some two conjugate exponents p and q we have that r lies in the Lp(µ)-
closure of B ∩ Lp(µ) and gj ◦Xj ∈ Lq(µ) for all j ≥ 0. Then under Assumption
2.1, for any sequence (bn)n of positive numbers which converges to ∞ (as n→∞),
the sequence Sn,µ/bn converges in distribution if and only if Sn,ν/bn converges in
distribution, and in the latter case both converge towards to the same limit.
For real valued gj ’s, Theorem 2.4 follows from [12] when the tail σ-algebra T
of the sequence Yj = gj(Xj , Xj+1, ...) is trivial. Under Assumption 2.1, it is clear
that T is trivial when the L1-closure of B contains all integrable T -measurable
functions. Therefore, we essentially do not consider Theorem 2.4 as a new result,
but we still present a proof since later on we will adapt its arguments to obtain
a quantitative version, as well as a version corresponding to the weak invariance
principle.
Proof. First, for any real t we set tn = t/bn. By the Levi continuity theorem it is
enough to show that for any fixed t we have
lim
n→∞
|µ(r · eitnSn)− µ(eitnSn)| = 0.
In the case when r does not lie in B, for any ε > 0 we approximate r within ε in
Lp(µ) by a (nonnegative) s ∈ B so that µ(s) = 1. Then for any real t we have
|µ(r · eitnSn)− µ(s · eitnSn)| ≤ ‖r − s‖Lp(µ) < ε
and the integral
∫
s(x)|Sn(x)|dµ(x) is finite for any n (since s ∈ Lp(µ) and Sn ∈
Lq(µ)). Therefore, it is enough to prove the theorem when r ∈ B and the integrals∫ |Sn(x)|dµ(x) and ∫ r(x)|Sn(x)|dµ(x) are finite for any n.
Next, since limn→∞ bn =∞, for any sequence (ck)k the exists a (weakly increas-
ing) sequence (an)n of natural numbers which converges to ∞ as n → ∞ so that
can = o(bn). It is also clear that we can assume that an < n. Consider the sequence
ck =
∫
|Sk(x)|dµ(x) +
∫
r(x)|Sk(x)|dµ(x)
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and let an be so that can = o(bn).
Next, by the mean value theorem,∣∣∣µ(r · eitnSn)− µ(r · eitn(Sn−San))∣∣∣ ≤ |t|b−1n µ(r · |San |) ≤ |t|can/bn → 0 as n→∞.
Relying on Assumption 2.1, taking into account that µ(r) = 1 and that Sn − San
is a function of Xan , we have
|µ(r · eitn(Sn−San))− µ(eitn(Sn−San ))| ≤ ‖r‖δan → 0 as n→∞.
Finally, by the mean value theorem,∣∣∣µ(eitn(Sn−San ))− µ(eitnSn)∣∣∣ ≤ |t|b−1n µ(|San |) ≤ |t|can/bn → 0 as n→∞.

2.2. The centering problem. In applications, it is often the case where (Sn,µ −
E[Sn,µ])/bn converges in distribution, and this just means that we gave to replace
gj with gj − µ(gj(Xj)) in the setup of the previous sections. Applying Theorem
2.4 we infer that (Sn,ν − E[Sn,µ])/bn converges in distribution, and to the same
limit. The “centering” term E[Sn,µ] is not natural in the latter convergence, and it
is natural to inquire whether (Sn,ν − E[Sn,ν ])/bn converges in distribution. When
all the gj’s are bounded and r ∈ B, under Assumption 2.1 we have
|E[Sn,ν ]− E[Sn,µ]| ≤
n−1∑
j=0
|µ(rgj(Xj)) − µ(r)µ(gj(Xj))| ≤ ‖r‖
n−1∑
j=0
δj‖gj‖∞.
Therefore, if
∑n−1
j=0 δj‖gj‖∞ = o(bn) we obtain that the difference between (Sn,ν −
E[Sn,ν ])/bn and (Sn,ν − E[Sn,µ])/bn converges almost surely to 0, which yields the
desired convergence in distribution of (Sn,ν−E[Sn,ν ])/bn. Of course, the assumption
that gj ’s are bounded can be weakened. For any sequence of Mj > 0 we have
n−1∑
j=0
|µ(rgj(Xj))− µ(r)µ(gj(Xj))| ≤ ‖r‖
n−1∑
j=0
Mjδj
+
n−1∑
j=0
|µ((r + 1)gj(Xj)I(|gj(Xj)| ≥Mj))|.
By the Ho¨lder and the Markov inequalities, for any p1, p2, p3 ≥ 1 so that 1p1 + 1p2 +
1
p3
= 1 we have
|µ((r + 1)gj(Xj)I(|gj(Xj)| ≥Mj))| ≤ ‖r + 1‖p1‖g(Xj)‖p2‖g(Xj)‖p2/p3p2 M−p2/p3j
where ‖f‖p := ‖f‖Lp(µ) for any p and a vector-valued function f on E . This leads
us to the following result:
2.5. Proposition. Suppose that r ∈ B and that there are p1, p2, p3 and a sequence
(Mj)j of positive numbers so that
1
p1
+ 1p2 +
1
p3
= 1, ‖r‖p1 <∞ and
Mn :=
n−1∑
j=0
(
Mjδj + ‖gj(Xj)‖1+p2/p3p2 M
−p2/p3
j
)
= o(bn).
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Then |E[Sn,ν ]−E[Sn,µ]| ≤ Mn = o(bn) and therefore (Sn,ν −E[Sn,µ])/bn converges
in distribution if and only if (Sn,ν−E[Sn,ν])/bn converge in distribution, and to the
same limit.
For instance, when supj ‖g(Xj)‖p2 < ∞ and p2/p3 are larger than 1 and δj ≤
Cj−2−ε then we can take Mj = j and get that Mn is bounded in n. When
bn = O(n
a) for some a we can get reed of the power ε in the upper bound of δj. Of
course, many other, more-explicit, moment conditions and decay rates of δj can be
imposed to insure that Mn = o(bn). We note that in most of the applications in
Example 2.2 the space B is composed of bounded functions, and so in this case we
can take p1 =∞.
2.3. The self normaliztion problem (the variance problem). We assume
here that the functions gj are real-valued. For random dynamical systems the
CLT holds true for the corresponding centered random birkhoff sums normalized
by bn =
√
n, but for sequential dynamical systems, inhomogeneous Markov chains
and other non-stationary mixing sequences usually the CLT holds true (only) with
the self normalizing sequence bn,µ =
√
Var(Sn,µ), especially because Var(Sn,µ)
may have various asymptotic behaviors. Of course, this requires us to assume
that limn→∞ bn,µ = ∞, and we refer the readers to [15] and [10] (when gj de-
pends only on (Xj , Xj+1)) for characterizations of the latter convergence for sev-
eral classes of sequential dynamical systems and inhomogeneous Markov chains.
In Section 2.2 we showed that, under certain conditions, the weak convergence of
(Sn,ν−E[Sn,ν ])/bn,µ follows from the convergence corresponding to µ, and a natural
question is whether the convergence of (Sn,ν − E[Sn,ν ])/bn,ν can also be derived,
where bn,ν =
√
Var(Sn,ν).
2.6. Proposition. Set Gk = gk ◦ Xk, and assume that Eµ[Gk] = 0 for all k.
Suppose also that δk = C1δ
k for some C1 > 0 and δ ∈ (0, 1), and that
(2.2) max(‖Gk‖, ‖r ·Gk‖) ≤ C2δ−ak for some a, b > 0 and all k ≥ 0.
Moreover, assume that there are c0, C0 > 0, β ∈ (0, 1) and p > 3 so that
(2.3) ‖Gk‖p ≤ C1ec1k
β
and ‖r‖p <∞. Then there is C > 0 so that for any n ≥ 1,∣∣E[S2n,µ]− E[S2n,ν ]∣∣ ≤ C.
Therefore,
|Var(Sn,µ)−Var(Sn,ν)| ≤ C +M2n
where Mn comes from Proposition 2.5. Hence, when Mn = o(bn,µ) and bn,µ con-
verges to ∞ as n→∞ then
lim
n→∞
bn,µ
bn,ν
= 1
and therefore (Sn,µ − E[Sn,µ])/bn,µ converges in distribution if and only (Sn,ν −
E[Sn,ν ])/bn,ν converges in distribution, and to the same limit.
In the circumstances of Example 2.2, condition (2.2) holds true when ‖ · ‖ is an
Ho¨lder norm (as in [20], [17] or [15]) or some total variation norm (as in [7]) and
gj(Xj(x)) = hj(T
j
0x), where ‖hj‖ are uniformly bounded in j. In the circumstances
of Example 2.3, the norm ‖ · ‖ is some Lp-norm and so (2.2) will be satisfied if the
functions Gk are bounded L
q for q > p and ‖r‖q′ <∞, where 1/p = 1/q + 1/q′.
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Proof of Proposition 2.6. First, we have
(2.4)
∣∣E[S2n,µ]− E[S2n,ν ]∣∣ ≤ 2
∑
0≤k≤j<n
|covµ(r,GkGj)| .
Let 0 ≤ k ≤ j < n be so that j ≥ (a+ 1)k. Moreover let β < α < 1 and set
G˜j = GjI(|Gj | ≤ ej
α
).
Let q2 be the conjugate exponent of p2 = p/2 and q3 be the conjugate exponent of
p3 = p/3. Using (2.3) and the Ho¨lder and the Markov inequalities, we have
|covµ(r,GkGj)| ≤
∣∣∣covµ(r,GkG˜j)
∣∣∣+ (‖rGkGj‖1+p3/q3p3 + ‖GkGj‖1+p2/q2p2 )e−cjα
≤
∣∣∣covµ(rGkG˜j)
∣∣∣+ C2e−c2jα
where c = min(p2/q2, p3/q3) and c2 and C2 are some positive constants. The
contribution to the right hand side of (2.4) coming from the term C2e
−c2j
α
(and
the pairs (k, j) with j ≥ (a+ 1)k) is controlled by
n−1∑
j=0
j∑
k=0
e−c2j
α ≤
∞∑
j=1
je−c2j
α
<∞.
Now we will control the contribution coming from
∣∣∣covµ(r,GkG˜j)
∣∣∣, when j ≥ (a+
1)k. In this case, using (2.1) with n = j and s = rGk, and (2.2) we get that∣∣∣Eµ[rGkG˜j ]
∣∣∣ ≤ C3ec3jβ |Eµ[G˜j ]|+ bejαδj−ak
where C3, c3 > 0 are some constants. Moreover,∣∣∣Eµ[GkG˜j ]
∣∣∣ ≤ bejαδj−ak
where we have also used that Gk is centered. Next, using the Markov inequality
we have that
|Eµ[G˜j ]| = |E[GjI(|Gj | > ej
α
)]| ≤ ‖Gj‖1+q/pp e−(q/p)j
α
.
where q is the dual exponent of p. We conclude that the contribution to the right
hand side of (2.4) coming from the pairs j and k so that j ≥ (a + 1)k does not
exceed a constant times
n−1∑
j=0
ej
α
j/(a+1)∑
k=0
δj−ak +
n−1∑
j=0
(j+1)e−c
′
2
jα ≤ c
∞∑
j=0
ej
α
δj/(a+1)+
∞∑
j=0
(j+1)e−c
′
2
jα <∞.
where c, c′2 > 0 are some constants. Now we estimate the contribution coming from
pairs (k, j) such that k ≤ j ≤ (a + 1)k. First, by the Markov and the Ho¨lder
inequalities and (2.3) we have
|covµ(r,GkGj)| ≤
∣∣∣covµ(r,GkGjI(|GkGj | ≤ ejα))
∣∣∣+ C4e−c4jα
where C4 and c4 are some positive constants. Using now (2.1) with s = r and
f(Xk) = GjGkI(|GjGj | ≤ ejα) we get that
|covµ(r,GkGj)| ≤ ‖r‖δkej
α
+ C4e
−c4j
α
.
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Therefore, there are constants C5, C6 > 0 so that
n−1∑
k=0
(a+1)k∑
j=k
|covµ(r,GkGj)| ≤ C5
∞∑
k=0
(k + 1)e(a+1)
αkαδk + C6
∞∑
k=0
(k + 1)e−c4k
α
<∞.

2.7. Remark. The arguments in the proof of Proposition 2.6 show that the con-
clusion of the proposition holds true if we assume that ‖Gk‖p ≤ δ−uk for some
sufficiently small u and all k ≥ 0.
2.4. Quantitative versions for scalar-valued functions. Let X and Y be ran-
dom variables. Recall that the Kolmogorov (uniform) metric dK(X,Y ) between
the laws of X and Y is given by
dK(X,Y ) = sup
t∈R
|P (X ≤ t)− P (Y ≤ t)|.
We have the following (well known) version of the, so called, Berry-Esseen inequal-
ity:
2.8. Lemma. Let X and Y be two real-valued random variables, and let ϕX and
ϕY be their characteristic functions, respectively. Let Z be another random variable
which has a bounded density function fZ . Then for any T > 0 we have
dK(X,Y ) ≤ 4cdK(Y, Z) +
∫ T
−T
∣∣∣∣ϕX(t)− ϕY (t)t
∣∣∣∣ dt+ 2‖fZ‖∞c
2
T
where ‖fZ‖∞ = sup fZ and c > 0 is some absolute constant which can be taken to
be the root of the equation ∫ c/2
0
sin2 x
x2
=
π
4
+
1
8
.
In particular,
dK(X,Z) ≤ (4c+ 1)dK(Y, Z) +
∫ T
−T
∣∣∣∣ϕX(t)− ϕY (t)t
∣∣∣∣ dt+ 2‖fZ‖∞c
2
T
.
Proof. Taking b = 1 at the beginning of Section 4.1 in [19] we get that
dK(X,Y ) ≤
∫ T
−T
∣∣∣∣ϕX(t)− ϕY (t)t
∣∣∣∣ dt
+2T sup
x∈R
∫ c/T
−c/T
|P (Y ≤ x+ y)− P (Y ≤ y)|dy.
Next, it clear that for any x ∈ R,∫ c/T
−c/T
|P (Y ≤ x+ y)− P (Y ≤ y)|dy ≤
∫ c/T
−c/T
|P (Z ≤ x+ y)− P (Z ≤ y)|dy
+2cdK(Y, Z)/T ≤ ‖fZ‖∞
∫ c/T
−c/T
|y|dy + 2cdK(Y, Z)/T.

Using the above lemma, we obtain the following result.
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2.9. Theorem. Suppose that r ∈ B and that the functions gj are real-valued. Then
for any positive integer ρ < n, T ≥ 1 and a random variable Z with a bounded
density function fZ we have
dK(Sν,n/bn, Z) ≤ (4c+ 1)dK(Sµ,n/bn, Z) +(2.5)
2Tµ
(|Sρ|(1 + r))
bn
+ 4δρ‖r‖ lnT + 2‖fZ‖∞c
2
T
+
2µ ((r + 1)|Sn|)
bnT
where c comes from Lemma 2.8.
Proof. Let t 6= 0 and set tn = t/bn. As in the proof of Theorem 2.4 for any ρ < n
we have
|µ(reitnSn)− µ(eitnSn)| ≤ |t|b−1n I1(ρ) + |µ(reitn(Sn−Sρ))− µ(eitn(Sn−Sρ))|
where
I1(ρ) =
∫
|Sρ(x)|(1 + r(x))dµ(x).
When |t| ≤ 1/T we will not use the above, and instead we will use the estimate
|µ(reitnSn)−µ(eitnSn)| ≤
∣∣(µ(reitnSn)− 1)− (µ(eitnSn)− 1)∣∣ ≤ µ ((r + 1)|Sn|) |tn|.
Therefore, with Y = Sn,µ/bn and X = Sn,ν/bn, for any ρ, T ≥ 1,∫ T
−T
∣∣∣∣ϕX(t)− ϕY (t)t
∣∣∣∣ dt ≤
∫ 1/T
−1/T
∣∣∣∣ϕX(t)− ϕY (t)t
∣∣∣∣+ 2TI1(ρ)/bn +
∫
1/T≤|t|≤T
∣∣∣∣µ(re
itn(Sn−Sρ))− µ(eitn(Sn−Sρ))
t
∣∣∣∣ dt ≤ 2µ ((r + 1)|Sn|) (bnT )−1
+2TI1(ρ)/bn + 4δρ‖r‖ lnT
where in the last inequality we have used Assumption 2.1. The theorem follows
now from Lemma 2.8 and the above estimate. 
We remark that
µ ((r + 1)|Sn|) ≤ ‖r + 1‖2‖Sn‖L2
and so when Sn has zero µ-mean and ‖r‖L2 <∞ we get that the above expression
is of order σn =
√
Var(Sn). Hence, the contribution of the last expression in the
right hand side of (2.5) is of order 1/T when bn ≈ σn, which is the case in most of
the applications we have in mind. When, in addition, r is bounded, gj are uniformly
bounded and δj ≤ c1e−c2j for some positive c1 and c2 then by taking T ≤ An (for
some A > 0) and ρ = c lnn for a sufficiently large c we get
dK(Sν,n/bn, Z) ≤ (4c+ 1)dK(Sµ,n/bn, Z) + C(b−1n T lnn+ 1/T ).
Taking T = b
− 1
2
n (assuming that bn ≤ A2n2) we get that
dK(Sν,n/bn, Z) ≤ (4c+ 1)dK(Sµ,n/bn, Z) + Cb−1/2n lnn.
Since T and its reciprocal appear in the right hand side of (2.5) we do not expect
to get better rates than the above under Assumption 2.1 (of course, certain rates
can be obtained when δj diverges polynomially fast to 0 and when r and gj only
satisfy certain moment conditions).
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2.10. Remark. When Sn,µ is centered, then it is desirable to get estimates on
dK(b
−1
n Sn,µ, Z), where Y¯ = Y −E[Y ] for any random variable Y . Applying Lemma
3.3 in [16] with a =∞ yields that
dK(b
−1
n Sn,µ, Z) ≤ 3dK(b−1n (Sn,µ−E[Sn,µ]), Z)+(1+4‖fZ‖∞)|E[Sn,ν−E[Sn,µ]|/bn.
The first expression on the above right hand side was estimated in Theorem 2.9,
while the second expression was estimated in Section 2.2. Using the above Lemma
3.3 together with Proposition 2.6 we can also get rates in the CLT for (Sn,ν −
E[Sn,ν ])/bn,ν from given rates in the corresponding CLT for (Sn,µ − E[Sn,µ])/bn,µ.
2.4.1. Optimal convergence rates. Consider the case when bn = n
− 1
2 (or bn ≈ n
1
2 )
and
dK(Sn,µ/bn, Z) = O(n−1/2)
where Z is a standard normal random variable (i.e. optimal rates in the central
limit theorem). The rate n−1/2 is optimal, while Theorem 2.9 is not likely to
yield optimal rates for dK(n
− 1
2Sn,ν , Z) even when δj decays exponentially fast to
0 as j → ∞ and r and supj |gj | are bounded (in this case we have managed to
obtain the rate n−1/4 lnn). In many situations (see [7], [11], [15] and [17]) there
exist normed spaces Bn of functions on some measurable spaces En, a family of
operators L(n)z : B → Bn, z ∈ C and a family of probability measures µn on En so
that for any s ∈ B, n ≥ 1 and z ∈ C,
µ(s · ezSn) = µn(L(n)z s).
Moreover, the norm on Bn is larger than the L
1(µn)-norm and there exists ǫ > 0,
C > 0 and a function R : [0,∞) → R so that R(t2) is integrable and for any
t ∈ [−ǫ, ǫ], n ≥ 1 and a function s with ∫ sdµ = 0,
‖L(n)it s‖ ≤ C‖s‖|t|R(tn2).
In applications such estimates follow from analyticity (in z) assumptions on the op-
erators L(n)z together with a complex sequential Ruelle-Perron-Frobeneius theorem
(see Theorem 3.3. in [15]). When r − 1 ∈ B then with tn = tn−1/2,
|µ(reitnSn)− µ(eitnSn)| = |µn(L(n)itn (r − 1))| ≤ C1|t|n−
1
2R(t2)
where we have used that µ(r − 1) = 0. Taking T ≈ δ√n in Lemma 2.8 we get that
dK(Sν,n/bn, Z) ≤ C(4c+1)dK(Sµ,n/bn, Z)+C
(
2‖fZ‖∞c2
δ
+ C1
∫
R(t2)dt
)
n−1/2
and so the optimal rate of convergence is preserved in the above circumstances.
When |E[Sn,ν ] − E[Sn,µ]| is bounded in n (see Section 2.2) we also obtain optimal
convergence rates in the convergence of (Sn,ν −E[Sn,ν ])/bn from the corresponding
optimal rate for (Sn,µ − E[Sn,µ])/bn. Using Proposition 2.6, if bn = bn,µ then we
can replace bn with bn,ν in the CLT corresponding to ν and still get the optimal
rate.
2.5. The weak invariance principle. Let gj : Xj → Rd, j ≥ 0 be vector-valued
functions and for any t ≥ 0 and n ≥ 1 consider the function
Sn(t) =
[nt]−1∑
n=0
gj ◦Xj =
[nt]−1∑
n=0
gj(Xj(x)).
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For any fixed n, we view Sn(t) as a continuous time process by considering the case
when x is distributed according to either µ or ν = rdµ, where r is the function from
Section 2.1. Let Sn,µ(t) and Sn,ν(t) be the resulting continuous time processes.
2.11. Theorem. Suppose that either r ∈ B and the integrals ∫ |Sn(x)|dµ(x) and∫
r(x)|Sn(x)|dµ(x) are finite for any n, or that for some two conjugate exponents p
and q we have that r lies in the Lp(µ)-closure of B∩Lp(µ) and gj◦Xj ∈ Lq(µ) for all
j ≥ 0. Let (bn)n be a sequence of positive numbers so that limn→∞ bn =∞. Then,
under Assumption 2.1, if the sequences of processes process Sn,µ(·)/bn converges
in distribution in the Skorokhod space D([0,∞),Rd) as n→∞, then the processes
Sn,ν/bn converges in distribution to the same limit. If r is positive (µ-almost surely)
then the convergence with respect to µ can be derived from the convergence with
respect to ν.
Proof. Suppose that Sn,µ(·)/bn converges in distribution. Then Sn,µ(·)/bn is a
tight family, namely for any ε > 0 there exists a compact set Kε (of paths in the
Skorokhod space) so that
sup
n
µ{Sn,µ/bn(·) 6∈ Kε} < ε.
We claim that Sn,ν/bn is also a tight family. Indeed, for any C > 0 set
ηC = µ(|r|I(|r| > C)).
Since r ∈ L1(µ) we have limC→∞ ηC = 0. For any positive ε and C we have
ν{Sn(·) 6∈ Kε} = µ(rI(Sn(·) 6∈ Kε))
≤ Cµ(I(Sn(·) 6∈ Kε)) + µ(rI(|r| > C) ≤ ηC + Cε.
Given ε′ > 0 we first take C large enough so that ηC <
1
2ε
′, and then, after fixing
this C, we take ε so that Cε < 12ε
′. Then set Kε satisfies
sup
n
ν{Sn(·) 6∈ Kε} < ε′.
Tightness and the convergence of all the finite dimensional distributions, expect
from the ones which involve members of a certain set of t’s which depend only on
the target limiting distribution, is equivalent to weak convergence in the Skorokhod
space (see Theorem 15.1 in [3]). Therefore, what is left to prove in order to get
the convergence in distribution of Sn,ν/bn is that one can derive the convergence
of a given finite dimensional distribution of Sn,ν/bn from the convergence of cor-
responding finite dimensional distributions of Sn,µ/bn (in fact, we will show that
these two convergences are equivalent). Consider the sequence
ck =
∫
|Sk(x)|dµ(x) +
∫
r(x)|Sk(x)|dµ(x)
and let (an) be a sequence of positive integers so that can = o(bn) and limn→∞ an =
∞. It is clear that we can assume that an = o(n). Let s1, ..., sm ∈ (0,∞) and
t ∈ Rdm. For any n ≥ 1 we write tn = t/bn. Set
Vn(x) = (S[ns1](x), ..., S[nsm ](x))
and
Un(x) = (San(x), ..., San(x)).
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We first assume that r ∈ B. By the mean value theorem, for any sufficiently large
n we have∣∣∣µ(reitnVn)− µ(reitn(Vn−Un))
∣∣∣ ≤ Cm|t|b−1n µ(r·|San |) ≤ Cm|t|can/bn → 0 as n→∞
where Cm is some constant which depend only on m (the number of si’s). Relying
on Assumption 2.1, taking into account that µ(r) = 1 and that Vn − Uan is a
function of Xan , we have
|µ(r · eitn(Vn−Un))− µ(eitn(Vn−Un))| ≤ ‖r‖δan → 0 as n→∞.
Finally, by the mean value theorem we have∣∣∣µ(eitn(Vn−Un))− µ(eitnVn)
∣∣∣ ≤ Cm|t|b−1n µ(|San |) ≤ Cm|t|can/bn → 0 as n→∞.
We conclude that for any t ∈ Rmd,
lim
n→∞
|µ(reitnVn)− ν(eitnVn)| = 0
and the claim about the equivalence between the convergence of the finite dimen-
sional distributions follows from the Levi continuity theorem. The reduction to the
case when r is only in the Lp(µ)-closure of B relies on the inequalities
|µ(reitnVn)− µ(seitnVn)| ≤ ‖r − s‖Lp
and ∫
s(x)|Sn(x)|dµ(x) ≤
∫
r(x)|Sn(x)|dµ(x) + ‖s− r‖Lp‖Sn‖Lq <∞
where p and q come from the assumptions of the theorem. 
2.12. Remark. When |E[Sn,ν ] − E[Sn,µ]| = o(bn) (see Section 2.2 for conditions
insuring that) we also obtain the convergence of (S[nt],ν − E[S[nt],ν ])/bn from the
convergence of (S[nt],µ − E[S[nt],µ])/bn.
2.13. Remark. Theorem 2.11 shows that the weak invariance principles which
follow from the results in [8] and [9] hold true also when starting from the Lebesgue
measure on the underlying manifold, and not only from the equivariant random
(Gibss) measure µω.
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