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Abstract
Let A be a regular multiplier Hopf algebra with integrals. The dual of A, denoted by Aˆ, is a
multiplier Hopf algebra so that 〈Aˆ; A〉 is a pairing of multiplier Hopf algebras. We consider the
Drinfel’d double, D = Aˆ ./ Acop, associated to this pair. We prove that D is a quasitriangular
multiplier Hopf algebra. More precisely, we show that the pair 〈Aˆ; A〉 has a “canonical multiplier”
W ∈M (Aˆ ⊗ A). The image of W in M (D ⊗ D) is a generalized R-matrix for D. We use this
image of W to deform the product of the dual multiplier Hopf algebra Dˆ via the right action
of D on Dˆ which de=nes the pair 〈Dˆ; D〉. As expected from the =nite-dimensional case, we =nd
that the deformation of the product in Dˆ is related to the Heisenberg double A#Aˆ.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 16W30; 17B37
1. Introduction
Let A be a Hopf algebra. The dual space A′ is made into an associative algebra by
de=ning the product dual to the coproduct of A. If A is =nite-dimensional, then also the
product in A can be dualized to give a coproduct on A′. If A is not =nite-dimensional,
then A′ is not a coalgebra because the space (A⊗A)′ is strictly larger than A′⊗A′. In
some cases, this problem can be overcome by taking the Sweedler dual A◦, consisting
of functionals f such that 
(f) belongs to A′ ⊗ A′. However, in general, there are
∗ Corresponding author.
E-mail addresses: lydia.delvaux@luc.ac.be (L. Delvaux), alfons.vandaele@wis.kuleuven.ac.be
(A. Van Daele).
0022-4049/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2003.10.031
60 L. Delvaux, A. Van Daele / Journal of Pure and Applied Algebra 190 (2004) 59–84
not enough such functionals. Meanwhile it is known that the approach with multiplier
Hopf algebras brings us to a category where the duality is much more general than the
one for =nite-dimensional Hopf algebras. For convenience of the reader who is not yet
familiar with multiplier Hopf algebras, we recall some basic ideas. For more details
we refer to [16], see also [21]. In a multiplier Hopf algebra A the comultiplication 

is allowed to have values in a larger space than A⊗A but which is still of an algebraic
nature. Multiplier Hopf algebras are introduced in [16]. Essentially, the multiplier Hopf
algebras are the natural generalizations of Hopf algebras to the case of algebras without
identity. We give now the precise de=nition and then we give some more explanation.
Denition 1.1. A multiplier Hopf algebra is a pair (A; 
) of an algebra A (with a
non-degenerate product, and a comultiplication 
 on A such that the linear maps T1
and T2 de=ned on A⊗ A by
T1(a⊗ a′) = 
(a)(1⊗ a′);
T2(a⊗ a′) = (a⊗ 1)
(a′)
are one-to-one and have range equal to A⊗ A.
The above de=nition requires some comments. The algebra may or may not have an
identity. However, the product, as a bilinear map, must be non-degenerate. This is
automatic if an identity exists. For an algebra A with a non-degenerate product, one
can de=ne the so-called multiplier algebra M (A). It contains A as an essential ideal
and it has an identity. In fact, it is the largest algebra with these properties. The
tensor product A ⊗ A is again an algebra with a non-degenerate product and also the
multiplier algebra M (A⊗A) can be constructed. Elements of the form 1⊗ a and a⊗ 1
exist in M (A⊗ A) for all a∈A. A comultiplication on A is a homomorphism 
 : A →
M (A⊗A) which is non-degenerate and coassociative. To be non-degenerate here means
that 
(A)(A ⊗ A) = A ⊗ A and that (A ⊗ A)
(A) = A ⊗ A. This property is automatic
when A has an identity 1 and when 
(1) = 1 ⊗ 1. Because of the non-degeneracy of

, it is possible to extend the maps 
⊗ i and i ⊗ 
 (where i is the identity map) on
A ⊗ A to maps from M (A ⊗ A) to M (A ⊗ A ⊗ A). This is why coassociativity makes
sense in the form
(
⊗ i)
= (i ⊗ 
)
:
Finally, the linear maps T1 and T2, as de=ned in De=nition 1.1, will be maps from
A ⊗ A to M (A ⊗ A). The requirement is that they are injective, have range in A ⊗ A
and that all of A⊗ A is in the range of these maps.
The following is the motivating example for De=nition 1.1.
Example 1.2. Let G be a group and let A be the algebra k(G) of complex functions
with =nite support in G. Then A⊗A is identi=ed with k(G×G) while M (A⊗A) is the
algebra of all complex functions on G×G. The map 
, de=ned by 
(f)(p; q)=f(pq)
whenever p; q∈G and f∈ k(G), will be a comultiplication on A.
Coassociativity is a consequence of the associativity of the group multiplication in G.
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From Example 1.2 we see that the dual of a group algebra now is a multiplier Hopf
algebra, also when the group is no longer assumed to be =nite.
A similar result is true in a more general situation. If A is a Hopf algebra with
integrals, then the reduced dual Aˆ turns out to be a multiplier Hopf algebra. A con-
crete situation is obtained for Hopf algebras by Ore-extensions, see Section 2.2.2. The
duality between a Hopf algebra A with integrals and its reduced dual Aˆ can further
be generalized so as to obtain a duality within the category of regular multiplier Hopf
algebras with integrals, see [17]. A multiplier Hopf algebra is called regular, essen-
tially when the antipode is bijective. Integrals on multiplier Hopf algebras are de=ned
just as in the Hopf algebra case. This duality is of course much more general than
the one for =nite-dimensional Hopf algebras. Moreover, many of the results involving
the duality for =nite-dimensional Hopf algebras, have natural generalizations to regular
multiplier Hopf algebras with integrals. This theory is however not only a theory that
allows results, not possible within the framework of usual Hopf algebras, it is also
a good model for an analytical theory of locally compact quantum groups. The link
between these two theories are the multiplier Hopf ∗-algebras with positive integrals. A
multiplier Hopf ∗-algebra is a multiplier Hopf algebra where the underlying algebra is
a ∗-algebra and the comultiplication is a ∗-homomorphism. It is automatically regular.
A left integral ’ on A is positive if ’(a∗a)¿ 0 for all a∈A. In [19] is explained how
any multiplier Hopf ∗-algebra with positive integrals gives rise to a locally compact
quantum group. As a special case of such a situation, one has the compact quantum
groups (in the sense of Woronowicz, see [22]) and the discrete quantum groups (as
introduced by ELros and Ruan, see [10]). The class of locally compact quantum groups
arising from such multiplier Hopf ∗-algebras is self-dual in the sense of Pontryagin
duality.
A multiplier Hopf ∗-algebra with positive integrals is called a “∗-algebraic quantum
group”. The adjective “algebraic” is not referring to the concept of an algebraic group,
but rather to the purely algebraic framework that one can use in the study of this type
of locally compact quantum groups. From these considerations, one can motivate that
multiplier Hopf algebras with integrals are called “algebraic quantum groups”. Their
structure is rich from algebraic point of view, see [17].
Quantum groups have been studied mainly in the algebraic context where the
underlying mathematical structure is that of a Hopf algebra. If only Hopf algebras
are used however, the non-compact quantum groups will appear in a form where no
analogue of the Haar measure is available. This is explained with the help of an ex-
ample in [18]. For this reason, algebras without identity have to be considered and
multiplier Hopf algebras must be used instead of Hopf algebras. The quantum double
construction of Drinfel’d turns out to be possible in the case of algebraic quantum
groups and yields new highly non-trivial examples. For the construction of this Drin-
fel’d double one can consider the more general setting of a pair of multiplier Hopf
algebras, as reviewed in Sections 2.1–2.3. Let us =nish this introduction with a remark
on the Yang–Baxter and the Pentagon equations. Both equations are important in the
theory of locally compact quantum groups. In the case that A is a =nite-dimensional
Hopf algebra with dual Hopf algebra A′, there is an obvious notion of a pairing. Let
{fi} ⊂ A′ and {ei} ⊂ A denote dual bases. The canonical element W =
∑
fi ⊗ ei in
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A′ ⊗ A satis=es the Yang–Baxter equation W 12W 13W 23 =W 23W 13W 12 in A′ ⊗ D ⊗ A
where D is the algebra generated by A′ and A subject to the commutation relations∑〈f(1); a(2)〉a(1)f(2) =∑〈f(2); a(1)〉f(1)a(2).
Similarly, W =
∑
fi ⊗ ei satis=es the Pentagon equation W 12W 13W 23 =W 23W 12 in
A′⊗H ⊗A where H is the algebra generated by A and A′ subject to the commutation
relations fa=
∑ 〈f(1); a(2)〉a(1)f(2).
Both equations are still valid for general pairs of Hopf algebras but then they must
be considered in larger algebras. Up to a certain extent, this can be found in [20].
In order to come to our main result of Section 5 in this paper, we check that the
Yang–Baxter equation and the Pentagon equation are still correct in the framework of
multiplier Hopf algebras, provided they are considered in the right algebras.
The paper is organized as follows.
In Section 2, we review some essential ideas on concepts of multiplier Hopf algebras
which are used in this paper. In Section 3, we consider a pair 〈A; B〉 of multiplier Hopf
algebras and we show that certain multipliers in M (B ⊗ B) can be used to twist the
multiplication of A via the right action of B on A. In the case that B is a quasitriangular
multiplier Hopf algebra, the generalized R-matrix can be used to twist the multiplication
of A. For a =nite dimensional Hopf algebra A, the Drinfel’d double D = A′ ./ Acop is
the prototype of a quasitriangular Hopf algebra. In Section 4, we consider a pair 〈A; B〉
of multiplier Hopf algebras and we look for a condition on the pair itself in order
that the Drinfel’d double, D = A ./ Bcop, is a quasitriangular multiplier Hopf algebra.
In Theorem 4.7 we prove: Let W ∈M (A ⊗ B) be a “canonical multiplier”, then the
image of W in M (D ⊗ D) provides D with a quasitriangular structure. In Proposition
4.12 we show that the natural pairing 〈Aˆ; A〉 associated to an algebraic quantum A has
a “canonical multiplier”. This leads to the main result in Theorem 4.15: Consider an
algebraic quantum A, then the Drinfel’d double D = Aˆ ./ Acop has a quasitriangular
structure. In Section 5, we elaborate this last result in the following way. We consider
the pair 〈Dˆ; D〉 and use the R matrix of D to twist the product of Dˆ, as indicated in
Section 3. We =nd that this twist product is related to the Heisenberg double A#Aˆ. Let
A be a =nite-dimensional Hopf algebra. Then the relation between the Drinfel’d double
D and the Heisenberg double A#A′ was found by Lu in [12].
2. Preliminaries and notations
Let A be an algebra over the =eld k = C with a non-degenerate product.
We only use unital A-modules. By de=nition, e.g. let B be a left A-module for an
action AIB. Then B is unital if any element b∈B is a linear combination of elements
of the form aIb′ with a∈A and b′ ∈B. From [8] we have that unital A-modules can
be extended to modules over M (A) in a natural way.
We often work with extensions of algebra morphisms which are non-degenerate.
Recall that a morphism of algebras f : A → M (B) is non-degenerate if f(A)B =
Bf(A) = B. From [16] we have that such a morphism can be extended in a unique
way to a morphism from M (A) to M (B). The extension is still denoted by f.
We let denote L(A) the vector space of linear A-valued maps on A. We denote the
identity map on A by iA. The product in A gives use to a linear map mA : A⊗ A → A
L. Delvaux, A. Van Daele / Journal of Pure and Applied Algebra 190 (2004) 59–84 63
de=ned by mA(a ⊗ a′) = aa′ for all a, a′ ∈A. The opposite algebra A0 is de=ned by
A0 = (A;m0A) with m
0
A(a⊗ a′) = a′a.
For a regular multiplier Hopf algebra A, we denote the coproduct, the antipode and
the counit by the letters 
, S and . The opposite comultiplication is denoted as 
cop.
2.1. Dual pairs of multiplier Hopf algebras
Start with two regular multiplier Hopf algebras (A; 
A) and (B; 
B) together with a
non-degenerate bilinear map 〈·; ·〉 from A × B to C satisfying certain properties. The
main property is that the coproduct in A is dual to the product in B and vice versa.
There are however certain regularity conditions, needed to give a correct meaning to
this statement. The investigation of these conditions is done in [7]. For a∈A and b∈B,
de=ne aIb, bJa, bIa and aJb as multipliers in the following way. Take a′ ∈A, b′ ∈B
and de=ne
(bIa)a′ =
∑
〈a(2); b〉a(1)a′; (aJb)a′ =
∑
〈a(1); b〉a(2)a′;
(aIb)b′ =
∑
〈a; b(2)〉b(1)b′; (bJa)b′ =
∑
〈a; b(1)〉b(2)b′:
The regularity conditions on the pairing say (among other things) that the multipliers
bIa and aJb in M (A) (resp. aIb and bJa in M (B)) belong to A (resp. B).
Then it is possible to state that the product and the coproduct are dual to each other:
〈a; bb′〉= 〈b′Ia; b〉 〈aa′; b〉= 〈a; a′Ib〉
=〈aJb; b′〉 =〈a′; bJa〉:
In this way we get four modules. All these modules are unital. A stronger result
however is possible here, coming from the existence of local units, see e.g. [8]. Take
e.g. b∈B. Then there are elements {a1; a2; : : : ; an} in A and {b1; b2; : : : ; bn} in B such
that b=
∑
aiIbi. Because of the existence of local units , there is an e∈A such that
eai = ai for all i. It follows easily that eIb= b. So, ∀b∈B ∃e∈A : b= eIb.
As an important consequence of this last result, we can use the Sweedler notation
in the framework of dual pairs in the following sense. Take a∈A and b∈B, and e.g.
the element bIa=
∑ 〈a(2); b〉a(1). In the right hand side the element a(2) is covered by
b through the pairing because b= eIb for some e∈A and therefore ∑ 〈a(2); b〉a(1) =
〈a(2); eIb〉a(1) =
∑ 〈a(2)e; b〉a(1).
We also mention that 〈S(a); b〉=〈a; S(b)〉, 〈a; 1〉=(a), 〈1; b〉=(b) where a∈A and
b∈B. For these formulas, one has to extend the pairing to A×M (B) and to M (A)×B.
This can be done in a natural way using the fact that the four modules AIB, BIA,
AJB and BJA are unital. These extensions where e.g. introduced in [4].
We also use bilinear forms on the tensor products in the following way
〈a⊗ a′; b⊗ b′〉= 〈a; b〉〈a′; b′〉; 〈a⊗ b; a′ ⊗ b′〉= 〈a; b′〉〈a′; b〉
for all a; a′ ∈A and b; b′ ∈B.
These bilinear forms are non-degenerate and can also be extended in a natural way
to the multiplier algebra at one side.
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2.2. Algebraic quantum groups and their duals
An algebraic quantum group is a regular multiplier Hopf algebra with integrals. We
recall some ideas of the paper [17]. A non-zero linear functional ’ on A is called a
left integral on A if (i ⊗ ’)
(a) = ’(a)1 for all a∈A. Remark that the left-hand side
is a multiplier in M (A) as follows. For b∈A, ((i ⊗ ’)
(a))b= (i ⊗ ’)(
(a)((b⊗ 1))
and b((i⊗’)
(a))= (i⊗’)((b⊗ 1)
a)). Similarly, a non-zero linear functional  on
A is called a right integral on A if ( ⊗ i)
(a) =  (a)1 for all a∈A. Both left and
right integrals are unique, up to a scalar. These functionals are faithful. The following
lemma on integrals is very useful.
Lemma 2.2.1. Take the notations as above. Then,∑
’(ab(2))b(1) =
∑
’(a(2)b)S(a(1));∑
 (b(1)a)b(2) =
∑
 (ba(1))S(a(2))
for all a; b∈A.
Proof. The proof of this lemma is a part of the proof of [17, Proposition 3.11].
The left and right integrals on A are related by the so-called modular multiplier 
in M (A). The multiplier  in M (A) is such that (’ ⊗ i)
(a) = ’(a) for all a∈A.
Furthermore,  is invertible. The left-hand side is a multiplier in M (A), de=ned in a
similar way as before.
In [17], the dual Aˆ is de=ned as the subspace of linear functionals of the form
Aˆ= {’(·a) | a∈A}= {’(a·) | a∈A}= { (a·) | a∈A}= { (·a) | a∈A}:
All choices give the same space.
We need to use these diLerent forms on diLerent occasions. This dual can be made
into a regular multiplier Hopf algebra in such a way that 〈Aˆ; A〉 is a dual pair in the
sense of Preliminaries 2.1.
Moreover, Aˆ is also an algebraic quantum group. Left and right integrals ’ˆ and  ˆ
on Aˆ are de=ned by the formulas
 ˆ (!) = (a) when != ’(·a); ’ˆ(!) = (a) when !=  (a·):
Furthermore, ˆˆA ∼= A as multiplier Hopf algebras.
A co-Frobenius Hopf algebra is a Hopf algebra which is either left or right
co-Frobenius as coalgebra. It is proven in the literature that A is co-Frobenius if
and only if A has non-zero integrals. Moreover, the antipode is bijective. So the
co-Frobenius Hopf algebras belong to the class of algebraic quantum groups. A spe-
cial class of co-Frobenius Hopf algebras, the so-called Ore-extensions, are reviewed in
Preliminaries 2.2.2.
To =nish this section, we mention that a =nite-dimensional multiplier Hopf algebra
must have an identity. Hence, it is a Hopf algebra. In this case, the antipode is always
bijective and so regularity is automatic. It is also well known that a =nite-dimensional
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Hopf algebra has integrals, see e.g. [15,17]. It is obvious that the dual, as de=ned
above, is precisely the dual Hopf algebra in the usual sense.
2.2.1. Hopf algebras by Ore-extensions and their duals
Hopf algebras by Ore-extensions where introduced in [2]. Let C be an in=nite cyclic
group with generator c. Then for every m, ", i such that m is a positive integer, i an
integer, and " is a complex number such that "i a primitive mth root of 1, one can
construct the Ore-extension A = (kC)m;"; i which is the algebra with generators c and
X and relations
cX = "Xc; X m = 0:
The rest of the Hopf algebra structure is given by

(c) = c ⊗ c; 
(X ) = ci ⊗ X + X ⊗ 1;
(c) = 1; (X ) = 0;
S(c) = c−1; S(X ) =−c−iX:
In [2] is proven that

(X s) =
∑
06t6s
(
s
t
)
"−i
ctiX s−t ⊗ X t;
where
( s
t
)
"−i is the Gauss polynomial in "
−i. Since the order of the antipode S is 2m,
A is regular.
Moreover, (kC)m;"; i has integrals. De=ne linear functionals !k;‘ on A such that
!k;‘(ckX ‘) = 1 and !k;‘ is zero elsewhere on the basis of A. Then
’= !−(m−1)i;m−1 is a left integral on A;
 = !0;m−1 is a right integral on A:
The dual multiplier Hopf algebra Aˆ is calculated in [3]. We give some data of the
algebra Aˆ which are used in this paper. Clearly, a basis for the vector space Aˆ is given
by the linear functionals {!k;‘ | k ∈Z; ‘∈N and ‘¡m}.
The product in Aˆ is given by the formula
!p;q!k;‘ = (p− k; i‘)
(
‘ + q
‘
)
"−i
!k;‘+q:
Consider the multiplier Y =
∑
s∈Z "
s!s;1 in M (Aˆ). Then Ym = 0. The functionals
{!p;0Y ‘ |p∈Z; ‘∈N and ‘¡m} form a linear basis for Aˆ. The commutation rules
are de=ned by the following formulas.
!k;0!‘;0 = (k; ‘)!k;0;
Y!p;0 = !p+i;0Y:
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The coalgebra structure of Aˆ is given by

(!p;0) =
∑
k∈Z
!k;0 ⊗ !p−k;0 in M (Aˆ⊗ Aˆ);

(Y ) = D ⊗ Y + Y ⊗ 1 in M (Aˆ⊗ Aˆ);
where D =
∑
j∈Z "
j!j;0.
Observe that DY = "YD and D!k;0 = "k!k;0 = !k;0D.
Further,
(!p;0) = (p; 0); (Y ) = 0;
S(!p;0) = !−p;0; S(Y ) =−D−1Y:
A left integral ’ˆ on Aˆ is de=ned as follows:
’ˆ(!p;k) = 0 if k = m− 1;
’ˆ(!p;m−1) = 1 for all p∈Z:
A right integral  ˆ on Aˆ is de=ned by
 ˆ (!p;k) = 0 if k = m− 1;
 ˆ (!p;m−1) = "−(m−1)(p+(m−1)i) = "−mp+p−i for all p∈Z:
2.3. The Drinfel’d double associated to a pairing of multiplier Hopf algebras
A pairing of two multiplier Hopf algebras is the natural setting for the construction
of the Drinfel’d double. It turns out that the conditions on the pairing 〈A; B〉, see
Preliminaries 2.1, are suRcient to construct the Drinfel’d double on the tensor product
A ⊗ B. This is done in a rigorous way in the papers [5–7]. We recall some essential
ideas. The main point is that there is still an invertible twist map T : B⊗ A → A⊗ B
de=ning an associative product on A⊗ B. For a∈A and b∈B
T (b⊗ a) =
∑
〈a(1); S−1(b(3))〉 〈a(3); b(1)〉a(2) ⊗ b(2):
It is proven in [7] that his map is well-de=ned and is bijective.
Let D = A ./ B denote the algebra with the tensor product A⊗ B as the underlying
space and with the twisted product given by the twist map T as follows:
(a ./ b)(a′ ./ b′) = (mA ⊗ mB)(iA ⊗ T ⊗ iB)(a⊗ b⊗ a′ ⊗ b′)
with a; a′ ∈A and b; b′ ∈B. If we write T−1(a′ ⊗ b′) =∑ b′i ⊗ a′i , then we have
(a ./ b)(a′ ./ b′) =
∑
(a⊗ 1)T (bb′i ⊗ a′i):
Similarly, if we write T−1(a⊗ b) =∑ bi ⊗ ai, then we have
(a ./ b)(a′ ./ b′) = T (bi ⊗ aia′)(1⊗ b′):
The maps A → M (D) : a → a ./ 1 and B → M (D) : b → 1 ./ b are algebra
embeddings.
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Now the commutation rule in D = A ./ B can be written as∑
〈a(2); b(1)〉(a(1) ./ b(2))(x ./ y) =
∑
〈a(1); b(2)〉(1 ./ b(1))(a(2)x ./ y)
for all a; x∈A and b; y∈B.
The embedding of A in M (D) gives rise to the embedding of A⊗ A in M (A⊗ D),
resp. M (D ⊗ D). An element a ⊗ a′ will be denoted as a ⊗ (a′ ./ 1) in M (A ⊗ D)
and as (a ./ 1) ⊗ (a′ ./ 1) in M (D ⊗ D). These embeddings can be extended to the
multiplier algebra.
Similarly, B ⊗ B can be embedded in M (D ⊗ B), resp. M (D ⊗ D). When A ⊗
B is considered as a subalgebra of M (D ⊗ D), the elements a ⊗ b are denoted as
(a ./ 1)⊗ (1 ./ b).
These embeddings can be extended to the multiplier algebra.
The comultiplication on D can be given by the formula

D(a ./ b) = 
(a)
cop(b) in M (D ⊗ D):
In the formulas above we consider M (A⊗A) and M (B⊗B) as subalgebras of M (D⊗D).
If A and B have integrals, then D = A ./ Bcop has integrals too. More precisely, let
’A (resp. ’B) denote a left integral on A (resp. B) and  A (resp.  B) denote a right
integral on A (resp. B) then,
’D = ’A ⊗  B is a left integral on D;
 D =  A ⊗ ’B is a right integral on D:
Integrals on A (resp. B) behave well with respect to the twist map T which de=nes
the product in D = A ./ B. We have e.g. for a∈A and b∈B
(’A ⊗ iB)T (b⊗ a) = ’A(a)(bJA);
where A is the modular multiplier in M (A).
The proof of this last formula is similar to the proof of Lemma 3.2 in [6].
Let A be a =nite-dimensional Hopf algebra with dual Hopf algebra A′. The Drinfel’d
double D=A′ ./ Acop is well studied. Let {fi} ⊂ A′ and {ei} ⊂ A be dual bases. Then
it can be proven in a way similar as in [9] that the element R=
∑
i (fi ./ 1)⊗ (1 ./ ei)
de=nes a quasitriangular structure on D. We want to extend this result to the Drinfel’d
double of an algebraic quantum group.
3. Deformation of the product of a multiplier Hopf algebra by a twisting element
In Hopf algebra theory one can use the general framework of twisting the multipli-
cation of a module algebra by a Drinfel’d twist, see e.g. [11,13]. In [13] a twisting
element is called a 2-cocycle. The de=nition of a twisting element (based on a multi-
plier Hopf algebra B) is given as follows.
Denition 3.1. Let B be a multiplier Hopf algebra. An invertible element R∈M (B⊗B)
is a twisting element (based on B) if
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(1) (1⊗ R)((i ⊗ 
)(R)) = (R⊗ 1)((
⊗ i)(R));
(2) (⊗ i)(R) = 1B = (i ⊗ )(R):
Observe that the expressions above make sense because the homomorphisms (i ⊗ 
),
etc. are non-degenerate and extend to the multiplier algebra in a natural way. Note that
De=nition 3.1(1) is an equation in M (B⊗ B⊗ B).
Example 3.2. Let B be a quasitriangular multiplier Hopf algebra in the sense of [23,
De=nition 1]. It is proven in [23, Proposition 3] that the R-matrix satis=es the Yang–
Baxter equation, which is exactly the equation in De=nition 3.1(1).
In the sequel of this section, we suppose that 〈A; B〉 is a pair of multiplier Hopf
algebras. Furthermore, let R be a twisting element based on B. Recall from Preliminaries
2.1 that A is a left (resp. right) B-module algebra under the regular action BIA (resp.
AJB). By tensoring up we get a right action of B ⊗ B on A ⊗ A. This action is still
denoted as (A⊗A)J(B⊗B). As expected, we can use the twisting element R∈M (B⊗B)
to deform the product of A. By the formulation of De=nition 3.1(1), we will use the
right B⊗B-module structure on A⊗A. Recall that a unital module can be extended to
a module of the multiplier algebra.
Denition 3.3. Take the notations and assumptions as above. For a; a′ ∈A we de=ne
mR(a⊗ a′) = mA((a⊗ a′)JR);
where mA denotes the original product of A. We will denote the pair (A;mR) by AR.
The product mR(a⊗ a′) is denoted as a · a′.
Remark 3.4. By the fact that we are working with the right module structure AJB in
the framework of the pairing 〈A; B〉, the product a · a′ can be expressed without using
explicitly the module structure AJB. This will be a great advantage in Section 5.
More precisely,
〈a · a′; b〉= 〈a⊗ a′; R
(b)〉
for a; a′ ∈A and b∈B.
Observe that we use the extension of 〈A⊗ A; B⊗ B〉 to 〈A⊗ A;M (B⊗ B)〉.
Proposition 3.5. The product in AR = (A;mR) is associative and non-degenerate.
Furthermore, 1A ∈M (A) remains the unit in M (AR).
Proof. Take a; a′; a′′ in A and b∈B. Then,
〈(a · a′) · a′′; b〉= 〈a · a′ ⊗ a′′; R
(b)〉
= 〈(a⊗ a′)⊗ a′′; (R⊗ 1)((
⊗ i)(R
(b)))〉
= 〈a⊗ a′ ⊗ a′′; (R⊗ 1)((
⊗ i)(R))((
⊗ i)
(b))〉
= 〈a⊗ (a′ ⊗ a′′); (1⊗ R)((i ⊗ 
)(R))((i ⊗ 
)
(b))〉
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= 〈a⊗ (a′ ⊗ a′′); (1⊗ R)(i ⊗ 
)(R
(b))〉
= 〈a⊗ a′ · a′′; R
(b)〉
= 〈a · (a′ · a′′); b〉:
As the pairing is a non-degenerate bilinear form on A × B, the associativity of the
product mR follows. Next, assume that there exists an element a∈A so that a · a′ = 0
for all a′ ∈A. We claim that a= 0. For any b; b′ ∈B,
0 = 〈a · (b′Ia′); b〉= 〈a⊗ (b′Ia′); R
(b)〉
= 〈a⊗ a′; R
(b)(1⊗ b′)〉:
As the elements 
(b)(1 ⊗ b′) generate B ⊗ B and as R is invertible, we conclude
that a = 0. Similarly, if a′ · a = 0 for all a′ ∈A, then a = 0. By the foregoing, we
can consider the multiplier algebra M (AR). Let m∈M (A), then also m∈M (AR) in the
following way. For a∈A de=ne a · m∈A and m · a∈A so that
〈a · m; b〉= 〈a⊗ m; R
(b)(b′ ⊗ 1)〉
for any b; b′ ∈B with b′Ia= a.
Similarly,
〈m · a; b〉= 〈m⊗ a; R
(b)(1⊗ b′)〉:
By a similar calculation as in the beginning of the proof we obtain that
(a · m) · a′ = a · (m · a′):
From this equation we conclude that m∈M (AR).
To see that 1∈M (A) remains the unit in M (AR), we use that 〈1; b〉 = (b) for all
b∈B and De=nition 3.1(2). Indeed, for a∈A and b∈B and again b′ ∈B such that
b′Ia= a′, we have
〈1 · a; b〉= 〈1⊗ a; R
(b)(1⊗ b′)〉
= 〈a; (B ⊗ i)(R
(b)(1⊗ b′))〉
= 〈a; bb′〉= 〈a; b〉:
As a consequence, 1 · a= a for all a∈A. Similarly, a · 1 = a for all a∈A.
Remark 3.6. Take R∈M (B⊗B) as in De=nition 3.1. Inverting both sides of De=nition
3.1(1) yields that
((i ⊗ 
)(R−1))(1⊗ R−1) = ((
⊗ i)(R−1))(R−1 ⊗ 1):
The twisting element R−1 ∈M (B⊗B) can be used to deform the product of A by using
the left B-module structure BIA on A. More precisely,
mR−1 (a⊗ a′) = mA(R−1I(a⊗ a′))
for a; a′ ∈A.
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The algebra AR−1=(A;mR−1 ) has properties which are similar to those of AR=(A;mR).
The following result is expected from the general framework of twisting the multi-
plication of a module algebra by a Drinfel’d twist. We include our proof because it is
simpli=ed by the fact that we are working with module algebras in the context of a
pairing of multiplier Hopf algebras.
Proposition 3.7. Let 〈A; B〉 be a pair of multiplier Hopf algebras. Let R∈M (B⊗ B)
be a twisting element in the sense of De<nition 3.1. Put AR = (A;mR). Then,
(1) AR is again a left B-module algebra for the action BIA associated to the pair
〈A; B〉.
(2) If furthermore R is a generalized R-matrix providing B with a quasitriangular
structure in the sense of [23, De<nition 1], then we have that
(i) AR is also a right Bcop-module algebra.
(ii) The non-commutativity in AR is controlled as follows
mR(a′ ⊗ a) = mR(R−1I(a⊗ a′)J,(R)) = mR(,(R)I(a⊗ a′)JR−1);
where , denotes the @ip map on B⊗ B, extended to M (B⊗ B).
Proof. If a; a′ ∈A and b; b′ ∈B, then
(1) 〈bI(a · a′); b′〉 = 〈a · a′; b′b〉 = 〈a ⊗ a′; R
(b′)
(b)〉 = 〈
(b)I(a ⊗ a′); R
(b′)〉 =
〈mR(
(b)I(a⊗ a′)); b′〉. Now use that fact that 〈·; ·〉 is non-degenerate on A× B.
(2) Assume furthermore that R is a generalized R-matrix in M (B⊗ B). Then
(i) 〈(a·a′)Jb; b′〉= 〈a · a′; bb′〉= 〈a⊗ a′; R
(b)
(b′)〉= 〈a⊗ a′; 
cop(b)R
(b′)〉=
〈(a⊗ a′)J
cop(b); R
(b′)〉= 〈mR((a⊗ a′)J
cop(b)); b′〉.
Now, the assertion follows.
(ii) 〈a′ · a; b〉= 〈a′ ⊗ a; R
(b)〉= 〈a′ ⊗ a; 
cop(b)R〉= 〈a⊗ a′; 
(b),(R)〉= 〈,(R)I
(a ⊗ a′)JR−1; R
(b)〉 = 〈mR(,(R)I(a ⊗ a′)JR−1); b〉. The other expression
is proven in a similar way.
Example 3.8.
(1) Let G be an (in=nite) group. Let kG denote the group Hopf algebra on G and
k(G) is the multiplier Hopf algebra of functions with =nite support on G. Consider
the pair 〈kG; k(G)〉. We observe that the multiplier algebra M (k(G)) consists of all
k-valued functions on G. Moreover k(G) ⊗ k(G) can be naturally identi=ed with
=nitely supported k-valued functions on G × G, so that M (k(G) ⊗ k(G)) is the
space of all k-valued functions on G×G. A twisting element in M (k(G)⊗ k(G))
is given by a nowhere-zero function - on G × G such that
(1) -(x; y)-(xy; z) = -(y; z)-(x; yz);
(2) -(e; x) = 1 = -(x; e)
for x; y; z ∈G and e the group identity. Note that a twisting element - in M (k(G)⊗
k(G)) is in general not a generalized R-matrix for k(G).
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We prove that the deformation algebra of kG by the twisting element - via the
right action kGJk(G), is exactly the twisted group algebra k ∗- G. Take g; k ∈G
and let ug; uh denote their images in kG. De=ne g ∈ k(G) so that g(h) = (g; h)
where  is the Kronecker notation. Observe that ug = ugJg and uh = uhJh. Let
m-(uh ⊗ uh) denote the new product on kG and m denote the usual product kG.
Then,
m-(ug ⊗ uh) =m((ug ⊗ uh)J-)
=m((ug ⊗ uh)J(g ⊗ h)-)
=m((ug ⊗ uh)J-(g; h)(g ⊗ h))
= -(g; h)m(ug ⊗ uh) = -(g; h)ugh:
(2) Consider the Ore-extension A= (kC)m;"; i as reviewed in Preliminaries 2.2.2.
We claim that a twisting element based on the dual multiplier Hopf algebra Aˆ
is given by the multiplier
R=
∑
l∈Z
D‘ ⊗ !‘;0:
Clearly R is an invertible multiplier in M (Aˆ⊗ Aˆ). Furthermore, one easily checks
that 
D = D ⊗ D in M (Aˆ⊗ Aˆ). We calculate that
(R⊗ 1)((
⊗ i)(R)) =
∑
j;‘
D‘ ⊗ !j;0D‘−j ⊗ !‘−j;0 = (1⊗ R)((i ⊗ 
)(R)):
Clearly, ( ⊗ i)(R) = (i ⊗ )(R) = 1∈M (Aˆ). We observe that R is in general not a
generalized R-matrix for Aˆ. In the case that A is given as A = (kC)m=2; "=−1; i=1, then
R a generalized R matrix for Aˆ, see also [23].
We consider the pair 〈A; Aˆ〉 and calculate the deformation algebra AR by the twisting
element R=
∑
‘∈Z D
‘ ⊗ !‘;0 in M (Aˆ⊗ Aˆ) via the action AJ Aˆ associated to the pair
〈A; Aˆ〉. For this action, we have that
crX sJD‘ = "‘(r+si)crX s;
cpX k J!‘;0 = (‘; p+ ki)cpX k
with ‘; r; p∈Z and s; k ∈N (s¡m and k ¡m).
Now the product in the deformation algebra AR is given as follows
(crX s) · (cpX k) =mA
(
(crX s ⊗ cpX k)J
(∑
‘∈Z
D‘ ⊗ !‘;0
))
= "(p+ki)(r+si)(crX s)(cpX k):
By Proposition 3.7(1) we know that AR is a left Aˆ-module algebra for the action AˆIA
associated to the pair 〈A; Aˆ〉.
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4. Twisting elements based on the Drinfel’d double
Let 〈A; B〉 be a multiplier Hopf algebra pairing. Put the Drinfel’d double D =
A ./ Bcop. We investigate when D is quasitriangular in the sense of [23,
De=nition 1].
From Example 3.2 we know that in that case, the generalized R-matrix is a twisting
element based on R. We =rst consider the Drinfel’d double of a =nite-dimensional
Hopf algebra A. Let A′ denote the dual Hopf algebra and let D(A) = A′ ./ Acop be the
associated Drinfel’d double. Following e.g. [9], we consider the canonical element W
(i.e. the identity map when A′ ⊗ A is identi=ed with the space L(A) of linear maps
from A to A). Let {ei} be a basis of A and {fi} the corresponding dual basis of A′,
then W =
∑
fi⊗ei. This W can be embedded in D⊗D. This embedding, still denoted
by W is given as W =
∑
(fi ./ 1) ⊗ (1 ./ ei) and provides D with a quasitriangular
structure. The element W ∈D ⊗ D satis=es the Yang–Baxter equation in D ⊗ D ⊗ D,
that is,
W 12W 13W 23 =W 23W 13W 12
when W 12 = W ⊗ 1, W 23 = 1 ⊗ W and W 13 is the obvious image of W with 1 in
the middle. When A is an (in=nite-dimensional) multiplier Hopf algebra, the above
construction breaks down for several reasons. First, the dual space A′ has no longer a
coalgebra structure. The second problem is that the space L(A) is bigger than A′⊗A and
the canonical element W is not in A′⊗A. For in=nite-dimensional Hopf algebras, there
are attempts in solving this problem by using a topological theory, see e.g. [1,22,20].
We give in this paper a purely algebraic approach by using the framework of a
multiplier Hopf algebra pairing 〈A; B〉.
First, we de=ne a “canonical multiplier W ” in M (A⊗B) for the pair 〈A; B〉. Let D=
A ./ Bcop denote the Drinfel’d double of the pair 〈A; B〉. We prove that the embedding
of W in M (D ⊗ D) is a generalized R-matrix for D. When A is a =nite-dimensional
Hopf algebra, the “canonical multiplier W ” of the pair 〈A′; A〉 is exactly W=∑ fi⊗ei,
as expected. When dealing with an arbitrary pair 〈A; B〉 of multiplier Hopf algebras,
the following simple observations play a crucial role.
Let C be any algebra with a non-degenerate product. For a multiplier P ∈M (A⊗C)
and an element b∈B, we can de=ne the multiplier (〈·; b〉 ⊗ iC)(P) in M (C) in the
following way. Choose a; a′ ∈A such that aIb= b and bJa′ = b. Then de=ne
((〈·; b〉 ⊗ iC)(P))x = (〈·; b〉 ⊗ iC)(P(a⊗ x));
x((〈·; b〉 ⊗ iC)(P)) = (〈·; b〉 ⊗ iC)((a′ ⊗ x)P)
for all x∈C.
The associativity of the product in A⊗C guarantees that (〈·; b〉⊗iC)(P) is a multiplier
in M (C). Similarly, for a multiplier Q∈M (C⊗B) and an element a∈A, we can de=ne
the multiplier (iC ⊗ 〈a; ·〉)(Q) in M (C).
We now give the de=nition of a canonical multiplier W in M (A⊗ B) and we show
that this multiplier W can be characterized by using the above observations.
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Denition 4.1. Let 〈A; B〉 be a pair of multiplier Hopf algebras. An invertible multiplier
W in M (A⊗ B) is called canonical for 〈A; B〉 if
〈W; a⊗ b〉= 〈a; b〉
for all a∈A, b∈B.
Observe that we use the extension of the non-degenerate bilinear form 〈A⊗B; A⊗B〉
to 〈M (A⊗B); A⊗B〉. If there is a canonical multiplier in M (A⊗B), then it is unique.
Example 4.2. (1) In the case that A is a =nite-dimensional Hopf algebra, consider
the dual Hopf algebra A′ and the natural Hopf algebra pairing 〈A′; A〉. The canonical
element in A′ ⊗ A is given by ∑ fi ⊗ ei where {fi} and {ei} are dual bases of A′
(resp. A).
(2) Let G be an (in=nite) group. Let kG denote the group Hopf algebra and k(G) the
multiplier Hopf algebra of k-valued functies with =nite support on G. Consider the pair
〈k(G); kG〉. The canonical multiplier W ∈M (k(G)⊗kG) is given by W=∑g∈G g⊗ug
where g(h) = (g; h) with  the Kronecker notation.
In Proposition 4.11 we give a non-trivial example of a canonical multiplier. The fol-
lowing proposition gives a characterization of a canonical element W ∈M (A ⊗ B) in
terms of multipliers in M (A) (resp. M (B)).
Proposition 4.3. Take the notations as above. For an invertible multiplier W ∈M (A⊗
B), the following are equivalent
(i) W is canonical for 〈A; B〉,
(ii) (iA ⊗ 〈a; ·〉)(W ) = a,
(iii) (〈·; b〉 ⊗ iB)(W ) = b
for all a∈A and b∈B.
Proof. We prove the equivalence between (i) and (ii). The equivalence between (i)
and (iii) can be proven in a similar way. Take a∈A and b∈B. Then there exist a′ ∈A
and b′ ∈B such that b= a′Ib and a= b′Ia.
Then,
〈(iA ⊗ 〈a; ·〉)(W ); b〉= 〈((iA ⊗ 〈a; ·〉)(W ))a′; b〉
= 〈(iA ⊗ 〈a; · 〉)(W (a′ ⊗ b′)); b〉
= 〈W (a′ ⊗ b′); a⊗ b〉= 〈W; a⊗ b〉:
By using this equation, the equivalence between (i) and (ii) is clear.
We prove that a canonical multiplier W ∈M (A⊗B) has a nice behaviour with respect
to the coalgebra structure of A (resp. B).
74 L. Delvaux, A. Van Daele / Journal of Pure and Applied Algebra 190 (2004) 59–84
Proposition 4.4. Let W ∈M (A⊗B) be a canonical multiplier for the pair 〈A; B〉. Then
we have that W is a copairing in the following sense:
(1) (
A ⊗ iB)(W ) =W 13W 23 in M (A⊗ A⊗ B),
(iA ⊗ 
B)(W ) =W 12W 13 in M (A⊗ B⊗ B).
Here Wij(x⊗y⊗z) means that W multiplies with the ith and the jth components
and leaves the rest <xed.
(2) (A ⊗ iB)(W ) = 1B in M (B),
(iA ⊗ B)(W ) = 1A in M (A).
Proof.
(1) Since 
A⊗iB is a non-degenerate homomorphism on A⊗B, it extends to M (A⊗B)
in a natural way. For a multiplier M ∈M (A⊗A⊗B) and b; b′ ∈B, one can de=ne
the multiplier (〈 · ; b⊗b′〉⊗ iB)(M)∈M (B) in a similar way as before. Moreover,
for M and N in M (A⊗ A⊗ B) we have that M equals N if and only if
(〈· ; b⊗ b′〉 ⊗ iB)(M) = (〈· ; b⊗ b′〉 ⊗ iB)(N )
for all b; b′ ∈B.
Now,
(〈·; b⊗ b′〉 ⊗ iB)((
A ⊗ iB)(W )) = (〈·; bb′〉 ⊗ iB)(W ) = bb′;
(〈·; b⊗ b′〉 ⊗ iB)(W 13W 23) = ((〈·; b〉 ⊗ iB)(W ))((〈·; b′〉 ⊗ iB)(W )) = bb′:
The =rst formula of (1) follows. The proof of the second formula is similar.
(2) In (1) we proved that (
A⊗ iB)(W )=W 13W 23. If we apply on both sides of this
equation the extension of the non-degenerate homomorphism (A ⊗ iA ⊗ iB), we
obtain that (A⊗ iB)(W )=1B in M (B). The proof of the second counitary property
is similar.
As explained in Preliminaries 2.3, a pairing 〈A; B〉 of two regular multiplier Hopf
algebras is the natural framework to de=ne the Drinfel’d double D=A ./ Bcop. We now
look how a canonical multiplier W ∈M (A⊗B) relates to the product of D. Recall that
the non-degenerate algebra embeddings of A and B in M (D) give rise to non-degenerate
algebra embeddings of A ⊗ A in M (A ⊗ D), of B ⊗ B in M (D ⊗ B) and of A ⊗ B in
M (A⊗ D), resp. M (D ⊗ B). We now prove the following proposition.
Proposition 4.5. Take the notations as above. Then we have that
(i) W
(a) = 
cop(a)W in M (A⊗ D)
(ii) W
cop(b) = 
(b)W in M (D ⊗ B)
for all a∈A, b∈B.
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Proof. We proof (i). The proof of (ii) is similar. We claim that in the multiplier
algebra M (D)
(〈·; b〉 ⊗ iD)(W
(a)(1A ⊗ (x ./ y))) = (〈·; b〉 ⊗ iD)(
cop(a)W (1A ⊗ (x ./ y)))
for all x∈A and b; y∈B.
The left-hand side of the above claim is given by∑
(〈·; b〉 ⊗ iD)(W (a(1) ⊗ (a(2)x ./ y)))
=
∑
(〈·; b(1)〉 ⊗ iB)(W )〈a(1); b(2)〉(a(2)x ./ y)
=
∑
〈a(1); b(2)〉(1 ./ b(1))(a(2)x ./ y):
Take a′ ∈A such that b = bJa′. Then the right-hand side of the above claim is
given by
(〈·; b〉 ⊗ iD)((a′ ⊗ (1 ./ 1))
cop(a)W (1A ⊗ (x ./ y)))
=
∑
(〈·; b〉 ⊗ iD)((a′a(2) ⊗ (a(1) ./ 1))W (1A ⊗ (x ./ y)))
=
∑
(〈a′a(2); b(1)〉(a(1) ./ 1)((〈 · ; b(2))⊗ iB)(W ))(x ./ y)
=
∑
〈a′a(2); b(1)〉(a(1) ./ 1)(1 ./ b(2))(x ./ y)
=
∑
〈a(2); b(1)〉(a(1) ./ b(2))(x ./ y):
From Preliminaries 2.3 we obtain that the claim is proven. Now we use the facts that
the pairing is a non-degenerate bilinear form and that the product in D is non-degenerate.
If we combine the =rst formula of Proposition 4.4(1) and the formula of Proposition
4.5(i), we obtain that W satis=es the Yang-Baxter equation in M (A⊗D⊗ B). This is
proven in the following corollary.
Corollary 4.6. Take the notations and assumptions as above. Then W satis=es the
equation
W 12W 13W 23 =W 23W 13W 12 in M (A⊗ D ⊗ B):
Proof.
W 12W 13W 23 = (W ⊗ 1)(
A ⊗ iB)(W )
= (
copA ⊗ iB)(W )(W ⊗ 1)
=W 23W 13W 12:
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Recall that the non-degenerate algebra embedding of A (resp. B) in M (D) give rise
to several other embeddings, e.g. we can consider A⊗A, (resp. B⊗B) as a subalgebra of
M (D⊗D). The elements a⊗ a′ (resp. b⊗ b′) are then denoted by (a ./ 1)⊗ (a′ ./ 1)
(resp. (1 ./ b) ⊗ (1 ./ b′)). Similarly A ⊗ B can be considered as a subalgebra of
M (D⊗D). The elements a⊗ b are now denoted as (a ./ 1)⊗ (1 ./ b). As the consid-
ered embeddings are non-degenerate, they extend to the multiplier algebra in a natural
way. In the theorem below we consider the canonical multiplier W ∈M (A ⊗ B) as a
multiplier in M (D⊗D) and we prove that W ∈M (D⊗D) behaves like a generalized
R-matrix, providing D with a quasitriangular structure in the sense of [23, De=nition 1.]
Theorem 4.7. Let 〈A; B〉 be a pair of multiplier Hopf algebras. Let W ∈M (A ⊗ B)
be a canonical multiplier for 〈A; B〉. Let D= A ./ Bcop be the Drinfel’d double of the
pair 〈A; B〉. The image of W in M (D ⊗ D) is a generalized matrix for D.
Proof. We still denote the image of W in M (D ⊗ D) by the symbol W . As W is
invertible in M (A⊗ B), it is also invertible in M (D ⊗ D). Take a∈A, b′ ∈B.
(1) Recall that the comultiplication 
D is given by the formula 
D(a ./ b) =

A(a)

cop
B (b) in M (D ⊗ D).
Therefore, we have in M (D ⊗ D ⊗ D) that
(
D ⊗ iD)((a ./ 1)⊗ (1 ./ b)) =
A(a)⊗ (1 ./ b)
= (
A ⊗ iB)(a⊗ b);
(iD ⊗ 
D)((a ./ 1)⊗ (1 ./ b)) = (a ./ 1)⊗ 
copB (b)
= (iA ⊗ 
copB )(a⊗ b):
So, we obtain that
(
D ⊗ iD)(W ) = (
A ⊗ iB)(W ) =W 13W 23;
(iD ⊗ 
D)(W ) = (iA ⊗ 
copB )(W ) =W 13W 12:
(2) W 
D (a ./ b) = W 
A (a)

cop
B (B) = 

cop
A (a)W

cop
B (B) = 

cop
A (a)
B (b)W =

copD (a ./ b)W .
By (1)–(2), W provides D with a quasitriangular structure.
Remark 4.8.
(1) Let the canonical multiplier W ∈M (A ⊗ B) be denoted by a formal summation
W =
∑
ui⊗ vi in M (A⊗B). This means that the summation becomes =nite when-
ever it is multiplied by a =nite summation in A⊗B. The image of W in M (D⊗D)
is denoted by the formal summation W =
∑
(ui ./ 1)⊗ (1 ./ vi). For a; a′ ∈A and
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b; b′ ∈B we have e.g.
W ((a ./ b)⊗ (a′ ./ b′)) =
∑
(uia ./ b)⊗ (1 ./ vi)(a′ ./ b′)
=
∑
(uia ./ b)⊗ T (vib′j ⊗ a′j)∈D ⊗ D;
where T is the twist map de=ning the product in D and T−1(a′⊗ b′)=∑ b′j⊗ a′j.
(2) Recall that a pair 〈A; B〉 of multiplier Hopf algebras yields four module algebras.
Following [8], we can consider the smash product algebra H = B#A according
to the left action AIB. The map a → 1#a (resp. b → b#1) is a non-degenerate
algebra embedding of A (resp. B) in M (H).
Let W ∈M (A⊗B) be the canonical multiplier of the pair 〈A; B〉. Then one can prove
analogously as in Proposition 4.5 that
(i) 
(b)W =W (b⊗ 1) in M (H ⊗ B)
(ii) W
(a) = (1⊗ a)W in M (A⊗ H)
As a consequence, the image of W in M (H ⊗ H) satis=es the Pentagon relation in
M (H ⊗ H ⊗ H), that is
W 12W 13W 23 =W 23W 12
When comparing with the approach in [20], this result is expected.
Example 4.9.
(1) In Example 4.2(1), we put D = A′ ./ Acop and H = A#A′ in which A′ acts on A
via the action A′IA. We recover that the image W =
∑
(fi ./ 1) ⊗ (1 ./ ei) in
D ⊗ D provides D with a quasitriangular structure. Furthermore, the embedding
W=
∑
(1#fi)⊗(ei#1) in H⊗H is a solution of the Pentagon equation in H⊗H⊗H .
(2) In Example 4.2(2), we put D=k(G) ./ kG=k(G) ./ (kG)cop and H =kG#k(G) in
which k(G) acts on kG via k(G)IkG. The image W =
∑
(g ./ 1)⊗ (1 ./ ug) in
M (D⊗D) is a generalized R-matrix for D and the image W =∑(1#g)⊗ (ug#1)
in M (H ⊗ H) is a solution of the Pentagon equation in M (H ⊗ H ⊗ H).
We now generalize the Example 4.9 by considering algebraic quantum groups. Let
A be an algebraic quantum group, as reviewed in Preliminaries 2.2. Let Aˆ denote the
“dual” multiplier Hopf algebra and consider the natural pairing 〈Aˆ; A〉. To investigate the
multiplier algebra M (Aˆ⊗A), we look for a faithful unital representation of Aˆ⊗A. Con-
sider the following actions of Aˆ (resp. A) on A. Let a∈A and f∈ Aˆ. De=ne for x∈A
fIx =
∑
〈f; x(2)〉x(1);
a · x = ax:
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As both actions are unital and faithful, we obtain a unital faithful action 9 of Aˆ ⊗ A
on A⊗ A, given by
9(f ⊗ a)(x ⊗ x′) = (fIx)⊗ ax′
with f∈ Aˆ and a; x; x′ ∈A. This action extends to M (Aˆ⊗ A) in a natural way.
Let A be a =nite-dimensional Hopf algebra with dual Hopf algebra A′. Let {fi} ⊂ A′
and {ei} ⊂ A be dual bases. From Examples 4.2(1) we have that W =
∑
fi⊗ ei is the
canonical element in A′ ⊗ A. One easily calculates that 9(∑ fi ⊗ ei) = F ∈L(A ⊗ A)
where F is the fundamental operator on A⊗ A de=ned by the formula
F(x ⊗ x′) =
∑
x(1) ⊗ x(2)x′
for all x; x′ ∈A.
For a general algebraic quantum group A we prove the following lemma.
Lemma 4.10. Take the notations as above. The operator F ∈L(A⊗A) de<ned by the
formula F(x⊗ x′)=∑ x(1)⊗ x(2)x′ is an invertible multiplier in the multiplier algebra
M (9(Aˆ⊗ A)).
Proof. Let ’ (resp.  ) denote a left (resp. right) integral on A. We make use of
Lemma 2.2.1 to calculate F(9(’(a·) ⊗ a′)) and (9( (·a) ⊗ a′))F in L(A ⊗ A). Take
x; x′ ∈A.
(F(9(’(a·)⊗ a′)))(x ⊗ x′) = F
(∑
’(ax(2))x(1) ⊗ a′x′
)
=
∑
’(ax(3))x(1) ⊗ x(2)a′x′
=
∑
’(a(2)x(2))x(1) ⊗ S(a(1))a′x′
= 9
(∑
’(a(2)·)⊗ S(a(1))a′
)
(x ⊗ x′):
Thus we conclude that F(9(’(a·)⊗ a′))∈ 9(Aˆ⊗ A). Similarly, one proves that
(9( (·a)⊗ a′))F = 9
(∑
 (·a(1))⊗ a′S(a(2))
)
∈ 9(Aˆ⊗ A):
Hence, F is a multiplier in M (9(Aˆ ⊗ A)). One easily checks that F is invertible in
L(A⊗ A) and F−1 is de=ned by the formula
F−1(x ⊗ x′) =
∑
x(1) ⊗ S(x(2))x′
for all x; x′ ∈A.
Furthermore, F−1 is also a multiplier in M (9(Aˆ⊗ A)).
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Corollary 4.11. There is an invertible multiplier W in M (Aˆ⊗ A) de<ned by the for-
mulas
W (’(a·)⊗ a′) =
∑
’(a(2)·)⊗ S(a(1))a′;
( (·a)⊗ a′)W =
∑
 (·a(1))⊗ a′S(a(2))
for all a; a′ ∈A.
Proof. The proof is obvious because 9 is an isomorphism between the algebras Aˆ⊗A
and 9(Aˆ⊗A) which extends to the multiplier algebras. Let W be the unique multiplier
in M (Aˆ⊗ A) such that 9(W ) = F ∈M (9(Aˆ⊗ A)).
As expected from the =nite-dimensional case, we now prove that W is the canonical
multiplier in M (Aˆ⊗ A).
Proposition 4.12. Let A be an algebraic quantum group with dual multiplier Hopf
algebra Aˆ. The invertible multiplier W in M (Aˆ⊗ A) as introduced in Corollary 4.11
is canonical for the pair 〈Aˆ; A〉.
Proof. Following De=nition 4.1 we have to prove that
〈W;f ⊗ x〉= 〈f; x〉
for all f∈ Aˆ, x∈A.
Choose ’(a·)∈ Aˆ and a′ ∈A so that ’(a·)Ix= x and a′If=f. Then we have that
〈W;f ⊗ x〉= 〈W (’(a ·)⊗ a′); f ⊗ x〉
=
〈∑
’(a(2) ·)⊗ S(a(1))a′; f ⊗ x
〉
=
〈
f;
∑
’(a(2)x)S(a(1))a′
〉
=
〈
f;
∑
’(ax(2))x(1)a′
〉
= 〈a′If;’(a ·)Ix〉= 〈f; x〉:
Proposition 4.13. If A is a co-Frobenius Hopf algebra, W can be written as the
formal summation
W =
∑
S−1
Aˆ
(’(1))⊗ ’ˆ(·’(2))
with ’ (resp. ’ˆ) a left integral on A (resp. Aˆ) and ’ˆ(’) = 1.
Proof. We mention that this expression for W was already considered in [23] but with
a slightly diLerent approach, we include here a proof for completeness. Again in this
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proof, Lemma 2.2.1 plays a crucial role. For f∈ Aˆ, x∈A,〈∑
S−1
Aˆ
(’(1))⊗ ’ˆ(·’(2)); f ⊗ x
〉
=
∑
〈’ˆ(f’(2))S−1Aˆ (’(1)); x〉
=
∑
〈’ˆ(f(2)’)f(1); x〉= 〈f; x〉:
As W is uniquely determined, the assertion follows.
Example 4.14. Consider the Ore-extension A = (kC)m;"; i as reviewed in Preliminaries
2.2.2. A linear basis for A is given by {ckX ‘ | k ∈Z and ‘∈N; smaller than m}. A left
integral is given by ’ when ’(c−(m−1)iX m−1)=1 and zero elsewhere on the basis. The
dual multiplier Hopf algebra Aˆ has a linear basis {!k;‘ | k ∈Z and ‘∈N; smaller than
m} where !k;‘ is de=ned by !k;‘(crX s) = (r; k)(‘; s)}. A left integral ’ˆ on Aˆ is
de=ned as follows
’ˆ(!k;‘) = 0 if ‘ = m− 1;
’ˆ(!k;m−1) = 1:
Clearly, ’ˆ(’) = 1.
The canonical multiplier W ∈M (Aˆ⊗ A) can be calculated by the formula
W =
∑
S−1
Aˆ
(’(1))⊗ ’ˆ(· ’(2)):
As expected, this formula gives the multiplier
W =
∑
k; ‘
!k;‘ ⊗ ckX ‘:
Put D=Aˆ ./ Acop the Drinfel’d double of the pair 〈Aˆ; A〉 and put H=A#Aˆ the Heisenberg
double according to the left action AˆIA.
Then W =
∑
k;‘ (!k;‘ ./ 1)⊗ (1 ./ ckX ‘) is a generalized R-matrix in M (D⊗D), see
Theorem 4.7. Furthermore, W =
∑
k;‘ (1#!k;‘)⊗(ckX ‘#1) is a solution of the Pentagon
equation M (H ⊗ H ⊗ H), see Remark 4.8(2).
We summarize the main result for algebraic quantum groups in the following theo-
rem.
Theorem 4.15. Let A be an algebraic quantum with dual multiplier algebra Aˆ. Let
D = Aˆ ./ Acop denote the Drinfel’d double of the pair 〈Aˆ; A〉. Then the image of the
canonical multiplier W ∈M (Aˆ⊗A) is a generalized R-matrix for D, providing D with
a quasitriangular structure.
Proof. The result follows from Proposition 4.12 and Theorem 4.7.
5. The Drinfel’d double versus the Heisenberg double for an algebraic quantum group
In this section A is an algebraic quantum group with dual multiplier Hopf algebra
Aˆ. Let D = Aˆ ./ Acop be the Drinfel’d double of the pair 〈Aˆ; A〉. From Theorem 4.15
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we have that D is quasitriangular in the sense of [23, De=nition 1]. Let the canonical
multiplier W in M (Aˆ⊗ A) be denoted by the formal summation W =∑ ui ⊗ vi. Then
the image of W in M (D ⊗ D), given by W =∑ (ui ./ 1)⊗ (1 ./ vi) is a generalized
R-matrix in M (D ⊗ D). From Example 3.2 we know that W is a twisting element on
D, in the sense of De=nition 3.1. Let ’ˆ (resp. ) be a left (resp.right) integral on Aˆ
(resp.A). Recall from Preliminaries 2.3 that ’D, de=ned as ’D = ’ˆ⊗  , is a left inte-
gral on D. Following Preliminaries 2.2, we can consider the “dual” algebraic quantum
group Dˆ.
In Proposition 5.1 we prove that, as algebras, Dˆ ∼= A⊗ (Aˆ)◦. The main point in this
last isomorphism is that Dˆ ∼= A⊗ (Aˆ)◦ as vector spaces.
Proposition 5.1. Let A be an algebraic quantum group. Consider the pair 〈Aˆ; A〉 and
let D = Aˆ ./ Acop be the Drinfel’d double. Then, as algebras,
Dˆ ∼= A⊗ (Aˆ)◦;
where ( )◦ is the opposite algebra.
Proof. We will =rst show that Dˆ ∼= A⊗ Aˆ as linear spaces. That these spaces carry the
same algebra structure is essentially trivial. Observe that this claim is obvious in the
case that A is a =nite-dimensional Hopf algebra. Recall from Preliminaries 2.3 that D
is a twisted tensor product algebra and that integrals on Aˆ (resp.A) behave well to the
twist map de=ning the product in D. More precisely let T denote the twist de=ning
the product in D, then for a∈A and f∈ Aˆ
(’ˆ⊗ iA)T (a⊗ f) = ’ˆ(f)(aJAˆ);
where ’ˆ is a left integral on Aˆ and Aˆ is the modular multiplier in M (Aˆ). Let  denote
a right integral on A, then ’D = ’ˆ⊗  is a left integral on D.
By de=nition, Dˆ = {’D((f ./ a)·) |f∈ Aˆ and a∈A}. For g∈ Aˆ and b∈A,
’D((f ./ a)·)(g ./ b) = ’D((f ./ a)(g ./ b)):
Put T−1(f ⊗ a) =∑ ai ⊗ fi. Then the last formula becomes∑
’D(T (ai ⊗ fig)(1⊗ b)) =
∑
 (·b)(’ˆ⊗ iA)(T (ai ⊗ fig))
=
∑
’ˆ(fig) ((aiJAˆ)b):
As a linear functional on D, ’D((f ./ a)·) is given by
∑
’ˆ(fi·) ⊗  ((aiJAˆ)·) in
ˆˆA⊗ Aˆ.
Furthermore, the map f ⊗ a → ∑ fi ⊗ (aiJAˆ) is a linear isomorphism of Aˆ ⊗ A
and therefore Dˆ ∼= ˆˆA ⊗ Aˆ as linear spaces. Recall from Preliminaries 2.2 that ˆˆA ∼= A.
This proves the claim that Dˆ ∼= A⊗ Aˆ as linear spaces. We put an algebra structure on
Dˆ which is dual to the comultiplication of D. One easily checks that Dˆ ∼= A⊗ (Aˆ)◦ as
algebras.
Consider the pair 〈Dˆ; D〉. Following Section 3, we can use the generalized R-matrix
W in M (D ⊗ D) to deform the product of Dˆ via the right D-module structure on
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Dˆ. In the theorem below we calculate the deformated algebra DˆW without using the
comultiplication of Dˆ. We show that DˆW is related to the smash product A#Aˆ where
Aˆ acts on A via the left action AˆIA de=ning the pairing 〈Aˆ; A〉. In the case that A is
=nite-dimensional, this relationship is already proven, see [12,14].
Theorem 5.2. Let A be an algebraic quantum group with dual multiplier Hopf algebra
Aˆ. Let D = Aˆ ./ Acop denote the Drinfel’d double of the pair 〈Aˆ; A〉. Let DˆW denote
the deformation of the algebra Dˆ as introduced above. Then, as algebras,
DˆW ∼= (A#Aˆ)◦
where ( )◦ is the opposite algebra.
Proof. Let W=
∑
ui⊗vi ∈M (Aˆ⊗A) denote the canonical multiplier of the pair 〈Aˆ; A〉.
Then Proposition 4.4 can be written as,
(iAˆ ⊗ 
A)(W ) =
∑
uiuj ⊗ vi ⊗ vj;
(iAˆ ⊗ iA ⊗ 
A)((iAˆ ⊗ 
A)(W )) =
∑
uiujuk ⊗ vi ⊗ vj ⊗ vk
with W =
∑
ui ⊗ vi =
∑
uj ⊗ vj =
∑
uk ⊗ vk .
Remark that the formal summation
∑
ui⊗ vi becomes =nite if it is multiplied by an
element of Aˆ⊗A. The image of W in M (D⊗D) is denoted as W=∑ (ui ./ 1)⊗(1 ./ vi).
Take a; b∈A and f; g∈ Aˆ. Then there exist h′ ∈ Aˆ and c′ ∈A so that h′Ia = a and
c′If = f. We calculate (a ⊗ f) · (b ⊗ g) in DˆW by evaluating this functional on an
element h ./ c in D = Aˆ ./ Acop. From Section 3 we have that
〈(a⊗ f) · (b⊗ g); h ./ c〉= 〈(a⊗ f)⊗ (b⊗ g); W
D(h ./ c)〉
=
∑
〈a⊗ f; (uih(1)h′) ./ c(2)c′〉〈b⊗ g; (1 ./ vi)(h(2) ./ c(1))〉:
Observe that h(1) is “covered by h”, this means that
∑
h(1)h′⊗h(2) = 
(h)(h′⊗1)
∈ Aˆ⊗ Aˆ. Similarly ∑ c(1) ⊗ c(2)c′ = 
(c)(1⊗ c′)∈A⊗ A.
The product (1 ./ vi)(h(2) ./ c(1)) in D is calculated by using the twist map T ,
de=ning the product of D, see Preliminaries 2.3. We can e.g. express
(1 ./ vi)(h(2) ./ c(1)) = T [(vi ⊗ 1)T−1(h(2) ./ c(1))]
Clearly, the formal summation
∑
ui ⊗ vi is multiplied by a =nite summation in Aˆ⊗A.
In the further calculation, we write
(1 ./ vi)(h(2) ./ c(1)) = (mAˆ ⊗ mA)(iAˆ ⊗ T ⊗ iA)(1⊗ vi ⊗ h(2) ⊗ c(1)):
We obtain that
〈(a⊗ f) · (b⊗ g); h ./ c〉
=
∑
〈f; c(2)c′〉〈uiujukh(1)h′; a〉〈S−1(h(2)); vk〉〈h(3); bvi〉〈g; vjc(1)〉:
Again, one checks that the decompositions are well-covered and the formal summations
become =nite. We now apply the result of Proposition 4.3 several times.
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The above equation becomes
〈(a⊗ f) · (b⊗ g); h ./ c〉=
∑
〈f;c(2)c′〉〈uiujS−1(h(2))h(1)h′; a〉〈h(3); bvi〉〈g; vjc(1)〉
=
∑
〈f; c(2)c′〉〈uiuj; a〉〈h; bvi〉〈g; vjc(1)〉
=
∑
〈f; c(2)c′〉〈uiuj; a〉〈h; bvi〉〈g(1); vj〉〈g(2); c(1)〉
=
∑
〈f; c(2)c′〉〈uig(1); a〉〈h; bvi〉〈g(2); c(1)〉
=
∑
〈g(2)f; c〉〈uig(1); a〉〈h; bvi〉
=
∑
〈g(2)f; c〉〈ui; a(1)〉〈g(1); a(2)〉〈h; bvi〉
=
∑
〈g(1); a(2)〉〈h; ba(1)〉〈g(2)f; c〉
=
∑
〈h; b(g(1)Ia〉〈g(2)f; c〉
=
〈∑
b(g(1)Ia)⊗ g(2)f; h⊗ c
〉
= 〈(b#g)(a#f); h⊗ c〉:
So we conclude that (a ⊗ f) · (b ⊗ g) in DˆW is given by the opposite product
((a#f)(b#g))◦ of the product in A#Aˆ where Aˆ is acting on A via the left action AˆIA
of the pair 〈Aˆ; A〉.
Remark 5.3. If we consider Dcop = Aˆcop ./ A, then Dcop is quasitriangular via the
image of ,(W ) in M (D ⊗ D), where , denotes the Tip map on D ⊗ D. As algebras,
(Dcop)∧ ∼= A◦ ⊗ Aˆ. Via the pairing 〈(Dcop)∧; Dcop〉, we can consider the deformation
algebra (Dcop)∧,(W ). Then, as algebras
(Dcop)∧,(W ) ∼= A#Aˆ:
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