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Abstract
First chapter studies the impacts of large natural disasters such as earthquakes, floods and storms
have on economic activity by using nighttime light intensity data. On a local level, using the
data of three large earthquakes within a 200-mile radius from the earthquake’s epicenter, I found
that when the distance from the epicenter increases, the nighttime light intensity decreases. By
using the synthetic control approach, on a national level, I found that while three of nine large
natural disasters have a positive impact on economic activity, one natural disaster has a negative
impact. When aggregating all nine large natural disasters, I found a small but positive impact on
economic activity that vanishes in four to five years. Second chapter analyzes the impacts of time
zone boundaries on school performance for elementary, middle and high schools in the U.S. Sharp
discontinuity in time introduced by time zone boundaries creates more sleep and more evening
time on the west side of the time zone boundary. By using the regression discontinuity method, I
found that schools on the west side of the time zone boundary have higher average scores than the
schools on the east side. Results are robust to different bandwidth selections and different model
specifications. Third chapter analyzes political favoritism under different government types (i.e.,
coalition and one-party government) by using nighttime light intensity as a proxy for economic
activity. Decision makers have different objectives when allocating a country’s resources. To
secure a spot in government, decision makers in the political party in power might try allocating
resources to win more votes in future elections. Results show that during a coalition government,
cities that have mayors whose political party is aligned with one of the political parties in the
coalition have more economic activity, while during the one-party government era, cities with
aligned mayors have less economic activity.
v
Table of Contents
1 Large Natural Disasters and Economic Activity: Using Nighttime Light Intensity 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.1 Local Level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 National Level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.3 Permutation Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Does the Sun Set for Students’ Success? Time Zone Boundaries and School
Performance 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Elementary Schools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Middle Schools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.3 High Schools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Aligned City Mayors and Economic Activity in Coalition and One-Party Govern-
ments: Using Nighttime Light Intensity Data for Turkey 41
vi
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Political Background of Turkey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6.1 Big Provinces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6.2 Small Provinces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Bibliography 73
Appendices 79
A Appendix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
B Appendix B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
C Appendix C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Vita 97
vii
List of Tables
1.1 List of Counttries with Largest Natural Disasters . . . . . . . . . . . . . . . . . . 5
1.2 Summary of Disasters from 1992 to 2010 . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Summary Statistics for the Local Analysis . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Results of Local Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Permutation Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Regression Result in Elementary School Level . . . . . . . . . . . . . . . . . . . . 30
2.3 Regression Result in Middle School Level . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Regression Result in High School Level . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Results of General Elections in Turkey from 1998 to 2011 . . . . . . . . . . . . . 45
3.2 Summary Statistics for Coalition Government Era . . . . . . . . . . . . . . . . . . 54
3.3 Summary Statistics for One-Party Government Era . . . . . . . . . . . . . . . . . 54
3.4 Summary of Main Results for Pooled Sample and Sub-samples. . . . . . . . . . . 58
3.5 Main Results and Robustness Checks for the Coalition Governments Era . . . . . . 60
3.6 Results for Coalition Government Era with Control Variables . . . . . . . . . . . . 62
3.7 Main Results and Robustness Checks for the One-Party Government Era . . . . . . 64
3.8 Results for One-Party Government Era with Control Variables . . . . . . . . . . . 66
3.9 Robustness Check for 2009 Election Results . . . . . . . . . . . . . . . . . . . . . 70
A1 Weights for Each Disaster Country. . . . . . . . . . . . . . . . . . . . . . . . . . 80
C1 Robustness Checks for the Coalition Governments Era . . . . . . . . . . . . . . . 91
C2 Robustness Checks for the One Party Government Era . . . . . . . . . . . . . . . 92
C3 Individual pixel level Results for the Coalition Government Era . . . . . . . . . . . 93
viii
C4 Individual pixel level Results for the One Party Government Era . . . . . . . . . . 94
C5 Coefficient of Mayor for Each Year . . . . . . . . . . . . . . . . . . . . . . . . . . 95
C6 Results for Pooled Sample - Coalition and One-Party Governments Era . . . . . . 96
ix
List of Figures
1.1 Commitments for Global Aid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Nighttime Light intensity in Cells in 200 Mile Radius . . . . . . . . . . . . . . . . 8
1.3 Synthetic Control Method - Positive Impact . . . . . . . . . . . . . . . . . . . . . 14
1.4 Synthetic Control Method - No Impact . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Synthetic Control Method - Negative Impact . . . . . . . . . . . . . . . . . . . . . 16
1.6 Average Per Capita Impact for All Nine Disaster Countries . . . . . . . . . . . . . 17
1.7 Average Impact for All Nine Disaster Countries . . . . . . . . . . . . . . . . . . . 18
2.1 Illustration of Time Zone Boundary Effect . . . . . . . . . . . . . . . . . . . . . . 23
2.2 County Level Average Sleep Time Map . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Discontinuity in Scores for Elementary Schools . . . . . . . . . . . . . . . . . . . 29
2.4 Discontinuity in Scores for Middle Schools . . . . . . . . . . . . . . . . . . . . . 31
2.5 Discontinuity in Scores for High Schools . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Discontinuity in the Percentage of White Students . . . . . . . . . . . . . . . . . . 35
2.7 Discontinuity in the Ratio of Students to Teachers . . . . . . . . . . . . . . . . . . 36
2.8 Discontinuity in the Percentage of Students Eligible to Free or Reduced Lunch . . 37
2.9 Point Estimates for Coefficient of Interest in Different Bandwidth . . . . . . . . . 38
3.1 Small Province Main City and Town Borders . . . . . . . . . . . . . . . . . . . . 50
3.2 Lighttime Lights Divided in Cells . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Total Nighttime Lights and GDP . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Nighttime Lights and GDP - Province Level . . . . . . . . . . . . . . . . . . . . . 53
3.5 Number of Towns Swiched in Elections . . . . . . . . . . . . . . . . . . . . . . . 55
A1 Plot of Coefficient (Distance) in Local Analysis . . . . . . . . . . . . . . . . . . . 80
x
B1 Density of Running Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
B2 Density of Running Variable for Pacific - Mountain Time Zone Boundary . . . . . 83
B3 Density of Running Variable for Mountain - Central Time Zone Boundary . . . . . 84
B4 Density of Running Variable for Central - Eastern Time Zone Boundary . . . . . . 85
B5 False Time Zone Boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xi
Chapter 1
Large Natural Disasters and Economic
Activity: Using Nighttime Light Intensity
1.1 Introduction
Large natural disasters can be responsible for high death tolls and huge economic losses,
therefore having long-lasting effects on the memory of societies. With increasing technology and
communication tools, people are more aware than ever of the impacts of natural disasters around
the world. For example, the progress of the 2011 Tsunami in Japan was broadcast live on TV in
different parts of the world. With increasing awareness of natural disasters, researchers have also
been more closely studying natural disasters. While natural science literature focuses mostly on
predicting natural disasters, social science literature focuses on the socioeconomic impacts of the
natural disasters. In this study, by utilizing satellite-based nighttime light intensity data I analyzed
the effects of large natural disasters (i.e., earthquakes, floods and storms) on economic activity on
both local and national level.
Macroeconomic theories predict conflicting results regarding the impact of natural disasters on
the growth of gross domestic product (GDP). Some macroeconomic theories, such as neoclassical
growth models, predict that natural disasters will have neither a negative nor a positive impact in
the long run; but in the short run, the economics growth may be positively affected. Endogenous
growth models, on the other hand, give a less clear picture about the impact of natural disasters
on the economic growth. Theories like the Schumpeterian creative destruction predict a positive
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impact of natural disasters on the growth of GDP in the long run, while AK-type endogenous
growth models predict no impact or a negative impact of natural disasters on a country’s GDP
growth depending on the assumption of technology.
The empirical literature is limited when it comes to the impact of natural disasters on the GDP.
One of the challenges researchers face is finding an appropriate counterfactual. Researchers cannot
know what would happen to the path of GDP if a natural disaster does not occur. Several methods
have been used to overcome the difficulty of finding appropriate counterfactual. For example, Noy
and Nualsri (2007) and Barro and Sala-i Martin (2003) found that natural disasters negatively affect
output growth. By using nighttime light intensity as a proxy for economic activity in China, Elliot
et al. (2015) found that typhoons negatively affect economic activity in the short term around the
disaster area. Hornbeck and Keniston (2014) paper analyze the effects of Great Boston Fire of
1872 on land values, which can be another example of a great destruction. They find that after
the fire not only land values in burned areas increased but also land values in unburned nearby
areas increased. They argue that rebuilding of new buildings in burned areas created a positive
externality, which led the rebuilding of some properties in unburned areas.
Cavallo et al. (2013) use the synthetic control approach to analyze the impact of large natural
disasters on the path of the GDP of the country. By using national-level data, they found that
on overall, natural disasters do not have a significant impact on GDP. However, for the natural
disasters identified as the largest using the ratio of number of people killed in the disaster to the
population of the country as an intensity measure, they found a negative impact on the GDP for
the countries that experienced a sharp political change after a natural disaster.
To analyze the impact of natural disasters on GDP, I used the nighttime light intensity data as
a proxy for economic activity. To overcome the difficulty of not having a counterfactual problem,
I used the synthetic control approach following the work of Abadie and Gardeazabal (2003) and
Cavallo et al. (2013). When finding an appropriate counterfactual, the synthetic control approach
assigns optimal weights to the set of donor countries that did not experience a natural disaster.
Using the data (nighttime light intensity data) from those set of countries identified as synthetic
control countries (countries with positive weights), I then estimated what would happen to the
level of nighttime light intensity if a natural disaster did not occur. Synthetic control approach
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can be explained better by comparing it with difference-in-difference method. In difference-in-
difference method, the mean of treatment group is compared with the mean of whole control group.
However, in synthetic control approach, treated unit is compared with the subset of the control
group. Only the subset of control group that best explain the treated unit in pre-treatment period is
chosen to create the counterfactual. By following Cavallo et al. (2013), I identified large natural
disasters as those whose intensity is above the 99th percentile of world distribution. As an intensity
measure, I used the ratio of total number of deaths to total population of a country in the year
of the natural disaster.1 Then using the large natural disasters, I analyzed the impacts of natural
disasters nationally. I also examined the impact of natural disasters at the local level by using the
three largest earthquakes.
Results of the national-level analysis show that while three out of nine natural disasters have a
positive impact on economic activity in a country, one natural disaster has a negative impact and
five natural disasters have no significant impact. When averaging all nine natural disasters, results
show that after a natural disaster, economic activity in the country increases for the short term.
However, this impact vanishes after four to five years, probably as a result of the intense cleaning,
rescue, recovery, and rebuilding efforts around the natural disaster zone after a disaster. Local-level
analysis using three large earthquakes confirms this finding as well. After a natural disaster, the
level of nighttime light intensity decreases when the distance from the epicenter of the earthquake
increases compared to the year before the natural disaster.
When analyzing the impact of the natural disasters in the national level, I closely followed the
approach that Cavallo et al. (2013) used. They used national-level official GDP figures. The four
largest natural disasters in the data that Cavallo et al. (2013) use were in the 1970s. The world has
changed over the years in terms of preparedness before a large natural disaster as well as rescue,
recovery, and rebuilding after a natural disaster. Also, international aid after a large natural disaster
is greater and more mobile today than it was 4in 1970’s. Figure 1.1 shows that the amount of global
aid commitment using five-year running averages increased from about $350 million in 1991 to
over $6.6 billion in 2010. Furthermore, in addition to government-level aid, personal donations
to countries experiencing natural disasters have become an important part of international aid in
1The cutoff level of the number of deaths for natural disasters above the 99th percentile is about 293 deaths per
million people.
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recent years, partly because of the popularity of social media. For example, according to news
reports, after a big earthquake in Nepal on April 25, 2015, over 750,000 Facebook users worldwide
donated over $15 million to disaster relief in a week.
Figure 1.1: Five-year running averages of commitments for global aid (constant USD 2009)
Source: Global Facility for Disaster Reduction and Recovery.
The largest natural disasters (disasters above the 99th percentile of world distribution) in this
study’s sample happened between 1998 and 2005. (See Table 1.1 for countries that experienced
large natural disasters.) In this study, I used nighttime light intensity data as a proxy for economic
activity in a region. Using nighttime light intensity data allowed me to examine the effects of
natural disasters on a more local level as well as national level. Because of the intensity measure
used in this analysis, natural disasters in underdeveloped countries and developing countries are
usually in the category of largest natural disasters. Chen and Nordhaus (2010) found that nighttime
light intensity data can be useful for underdeveloped or developing countries where sub-national
level data is insufficient, and national level official statistics are not very reliable. For consistency,
nighttime light intensity data is also used for a national-level analysis.
In recent years, increasing number of researchers in different fields have started using nighttime
light intensity data. Recently, nighttime light intensity data has also been used in economics
literature increasingly. In one influential study, Henderson et al. (2012) found that the average
nighttime light intensity and the economic growth are strongly correlated. They concluded that on
average countries with a bright nighttime light have a higher rate of GDP growth as well. They
4
Table 1.1: Countries experienced the largest natural disasters (Above 99 percentile)
Country Year
Honduras 1998
Indonesia 2004
Iran 2003
Sri Lanka 2004
Nicaragua 1998
Pakistan 2005
Papua New Guinea 1998
Turkey 1999
Venezuela 1999
also confirmed that this positive relationship is not only valid at the national level but also at
the sub-national level. In addition, Michoopoulos and Popoionnou (2013) confirmed the positive
relationship between nighttime light intensity and income of the society. Other studies that have
explored the relationship between nighttime light intensity and economic activity are Chen and
Nordhaus (2011), Ghosh et al. (2010), Sutton and Contanza (2002). Therefore I used nighttime
light intensity data as a proxy for economics activity.
Nighttime light intensity data has several advantages over official economic data. For example,
nighttime intensity data that can be used as a proxy for economic activity is available for all
countries for both national and sub-national analysis. This information is especially helpful
in analyzing developing and underdeveloped countries where economic data is not available or
available data is not reliable. Another advantage of satellite-based nighttime light intensity data
is that it can account for an informal sector or a shadow economy, which is more common in
developing and underdeveloped countries. Ghosh et al. (2009) used nighttime lights to estimate
the amount of underground economy in Mexico. Also, satellite-based nighttime light intensity data
are less affected by exchange rate conversions between different currencies.
1.2 Data
In this study, ArcGIS 10.2 software was used to extract nighttime light intensity data.
This software allows users to translate brightness level of each light source into data. The National
Oceanic and Atmospheric Administration (NOAA) provides annual nighttime light intensity data
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that the United States Air Force’s weather satellites record.2 Satellites travel around the world
several times each day recording pictures of the earth. Furthermore, the NOAA processes nighttime
light intensity data more by removing the effects of background noises, such as fire. Then nighttime
light intensity is reported on a scale from 0 to 63 for each pixel, with 63 indicating the most intense
light and 0 indicating no light.3 Total nighttime light intensity is calculated by adding value of light
intensity of each pixel for the entire country. Then the total nighttime light intensity of a country
is divided by the total population to find light intensity per capita for that country.
The United States’ Air Force has used different weather satellites to record nighttime light
intensity.4 Most of the years, two satellites recorded nighttime light intensity. If two satellites
are used in the same year, nighttime light intensity of two satellites are averaged. Because of the
aging in satellites or different technology used in different satellites, light intensity recorded by
each satellite in same year can be different. Therefore, I used inter calibration data from Wu et al.
(2013) to calibrate satellites in each year.
When studying the impacts of the natural disasters on economic activity, earthquakes, storms,
and floods are used as the forms of natural disasters because of their bigger impact on societies.
Table 1.2 indicates that from 1992 to 2010, floods are the most common type of natural disaster,
representing 61% of total disasters. Storms represent about 29% of total disasters, and earthquakes
represent about 10% of total disasters.
Table 1.2: Summary of disasters from 1992 to 2010.
Disasters Frequency Percentage
Earthquake 179 9.51%
Flood 1,151 61.13
Storm 553 29.37
Total 1,883 100.00
Statistics for three large earthquakes used for the local analysis are shown in Table 1.3. It can
be seen that an earthquake in Turkey hit the region with urban characteristic compared to the other
2Nighttime light intensity data is accessible for free from the web page of the National Oceanic and Atmospheric
Administration. http://www.ngdc.noaa.gov/eog/dmsp/downloadV4composites.html
3One pixel is about 1 km square in size around the equator.
4Satellite F10 was used in years 1992 - 1994, F12 was used in years 1994 - 1999, F14 was used in years 1997 -
2003, F15 was used in years 2000 - 2007, F16 was sued in years 2004 - 2009, and F18 was used in years 2010 - 2013.
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two countries (Average light intensity is the highest in Turkey), while the earthquake in Iran was
in an area with more rural characteristics. (Average light intensity is the lowest in Iran.)
Table 1.3: Summary statistic for the local analysis of three large earthquake.
Earthquake Average Light sd
Iran .8714068 3.213899
Pakistan 2.203596 4.860835
Turkey 3.072588 6.388576
Total 1.981354 4.942547
Data about natural disasters comes from EM-DAT database, which is collected by the Centre
for Research on the Epidemiology of Disasters (CRED).5 CRED has recorded natural disasters on
EM-DAT database since 1900, which include information about the total number of deaths, total
injured, total affected in the disasters and several other metrics. In order for a natural disaster to
be recorded in EM-DAT database: (i) disaster should kill at least 10 people or (ii) affect at least
100 people or (iii) country should call for a state of emergency or (iv) country should call for
international assistance. Predictors for nighttime light intensity per person such as trade openness
of a country (ratio of sum of real imports and exports to GDP), secondary education attainment
for males and females, total population of a country, gross capital formation, land area of the
country, geographic location of a country represented as latitude, GDP of a country and stability
of government are used in the synthetic control approach.6
Because same-scale natural disasters can affect different countries differently, I used the ratio
of the total number of deaths caused by a natural disaster to total population to measure the
intensity of the natural disasters by following Cavallo et al. (2013) and others in the literature.
For example, a 7.0 Richter scale earthquake can cause mass destruction including a high death
toll in an underdeveloped country while it may cause less destruction and very few or no deaths
in Japan. Also comparing en intensity of different type of natural disasters can be a hard thing
5EM-DAT database is available for free at http://www.cred.be.
6Trade openness, total population, and capital formation are gathered from World Bank World Development
Indicators. Secondary education attainment data are gathered from the Institute for Health Metrics and Evaluation
(IHME). Stability indicators for government are acquired from the International Country Risk Guide (ICRG) dataset.
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to do. For example, comparing the intensity of a category five hurricane and seven Richter scale
earthquake can be a challenging task.
1.3 Methodology
In the first part of the paper, I studied the local effects of natural disasters by using the largest three
earthquakes in the sample. I analyzed the nighttime light intensity in a 200-mile radius from the
epicenter of the earthquake. The nighttime light intensity data are divided into cells of 0.1 decimal
degree squares as shown in Figure 1.2. Each full cell is consisted of 144 light pixels.7 The mean
nighttime light intensity for each cell is used as a proxy for economic activity in a cell. When
measuring mean light intensity, sum of values of each pixel is divided by the number of total pixels
in each cell.
By using average nighttime light intensity and distance, I analyzed the impact of a natural
disaster around the natural disaster zone. 8
Figure 1.2: Figure shows nighttime light intensity data, which is divided by 0.1 by 0.1 decimal
degree cells in 200-mile radius for Turkey. Epicenter of the earthquake is marked by star. (Light
data above sea (large white areas in the picture) are taken out in the picture.)
70.1 decimal degree is about 11 kilometers around the equator.
8Three countries that experienced the largest earthquakes were Turkey in 1999, Iran in 2003, and Pakistan in 2005.
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The model specification that I used to analyze the local impact of a natural disaster is the
following,
lightit = α+
t=−2
∑
t=−13
βLt (disti ∗ timet)+
t=11
∑
t=0
βFt (disti ∗ timet)
+
t=11
∑
t=−13,t 6=−1
βt(timet)+ ci + εit
where lightit is the average nighttime light intensity in cell i in year t.9 time is a dummy variable
for each year except the year before the earthquake. dist is the variable for the distance from the
center of each cell to the epicenter of the earthquake. ci is the cell fixed effects, and εit is the
error term. (dist∗time) is the interaction term, which is the variable of interest. βL and βF are
the coefficients of the interaction term for the years leading up to and following the earthquake,
respectively.
When estimating the model, I used a full sample in some specifications. In some other
specification, a cell with a zero value starting from the beginning of the data was omitted until
the year that had the first non-zero value. A cell with zero value might show no economic activity.
However, if there are some level of light intensity in the cell in some years and then vanishes, it
might be due to earthquake. Thus, I omitted zero-value cells until the first non-zero value. If cell
had a zero-value followed by a non-zero value, I kept the observations for the years starting from
the non-zero observation year.
In the second part of the paper, in national level analysis, I assessed the impacts of the natural
disasters on economic activity in a country using nighttime light intensity data. In order to
determine whether the natural disaster had any impact on economic activity in the country one
should have counterfactual, (i.e., what would the level of economic activity look like if there were
no natural disaster). Not having counterfactual, led researchers to use different methods. To find
appropriate counterfactual, following [1]), I found the optimal weights for the group of non-disaster
countries that best explain the economic activity of the disaster country until the year of a natural
disaster. Then using this group of control countries I was able to create counterfactual for the
country that experienced natural disaster.
9By following literature 0.01 is added to average nighttime light intensity to not to lose observations that have
zero nighttime light intensity.
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Assume there are J+1 number of countries in the sample. The first country is a country that
experienced a natural disaster at time Td . The remaining J number of countries did not experience
a natural disaster. Let T be the total number of time periods such that t = 1,2, ..,Td,Td+1, ...,T .
Therefore, we have Td number of pre-disaster period, and T −Td number of post-disaster period.
Assume also that W = (w1, ...,w j)′ is a (Jx1) vector of weights such that wi ≥ 0 and ∑J+1i=2 wi = 1
for i = (2, ...,J +1).
Let Y NDit be the outcome variable for the country i that did not experience a natural disaster at
time t, and let Y Dit be the outcome variable for country i at time t that experienced a natural disaster
at time Td , where t ≥ Td . Therefore, we can state the outcome variable as Yit =Y NDit in the absence
of a natural disaster, and Yit =Y NDit +γDit in the presence of a natural disaster, where D is a dummy
variable that is equal to 1 for country 1 (disaster country) for the years To, ...,T , and zero otherwise.
As a result we can state the impact of a natural disaster γ =Y Dit - Y NDit .
Synthetic controls for a disaster country can be presented with W matrix. Thus we can estimate
the effect of a natural disaster as the outcome variable for disaster country minus the weighted
averages of outcome variable of donor pool countries, that is γˆ = Y D1t −∑J+1i=2 wiYit mathematically.
Weights (wi) are chosen such that synthetic nighttime light intensity per capita most closely
mimics the actual nighttime light intensity per capita until a natural disaster. Let X1 be a (Kx1)
vector of pre-natural disaster values of regressors.10 Let X0 be a (KxJ) matrix, which contains
the values of same regressors for the countries that did not experience a natural disaster. Assume
V is a diagonal matrix that has non-negative values. Then the optimal W is chosen such that
(X1−X0W )′V (X1−X0W ) is minimized conditional on wi≥ 0 and∑J+1i=2 wi = 1 for i = (2, ...,J+1).
Note that decision of matrix V will affect weights. Matrix V is chosen such that the actual nighttime
light intensity per capita for a natural disaster country is best mimicked by the synthetic nighttime
light intensity per capita for the years before a natural disaster. Then actual nighttime light intensity
per capita and synthetic nighttime light intensity per capita for each natural disaster country are
shown in the graph to analyze the path of nighttime light intensity per capita.11
10Regressors are trade openness, secondary education attainment for males and females, total population, gross
capital formation, land area of a country, latitude of the country, GDP and stability of the government institutions.
11Stata software has ”synth” command to use for synthetic control analysis.
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1.4 Results
1.4.1 Local Level Analysis
When analyzing the local impact of a natural disaster, the three largest earthquakes were
considered.12 Table 1.4 shows the results for the local analysis of the three large earthquakes.13
The coefficient on dist time is the coefficient for distance in each year. dist time L∗ represents the
coefficient for distance years leading to the earthquake, while dist time F∗ represents the years
following the earthquake. Impacts of earthquakes decrease when the distance increase and after
some distance even though area feels some sort of shaking no damage occurs. Therefore to account
this I transformed the distance such that 1/(distance2) . In Column 1, I used the full sample in
a 200-radius mile. It can be seen that the sign of the coefficients is mostly insignificant for the
years leading to the earthquake (coefficients of dist time L13−dist time L2 in Column 1). Signs
of the coefficients changes to positive and become statistically significant for the years after the
natural disaster (coefficients of dist time F0− dist time F11 in Column 1). This result shows
that areas close to epicenter of the earthquake experience increase in nighttime light intensity
after the earthquake compared to year before the earthquake, which can be an evidence of more
economic activity around the disaster zone after a natural disaster. Because those areas close to
epicenter experience highest destruction, rescue, cleaning and rebuilding effort might yield higher
economics activity.
In Column 2, cells with the zero value were dropped until the first non-zero value. Zero value
might indicate no economic activity. However, a zero value after a non-zero value might result
from an earthquake. Therefore, only the zero value observations were dropped until the first non-
zero value observation. The coefficients of the interaction term show a pattern similar to that of
the coefficients in Column 1. Coefficients mostly have an insignificant value or some negative
significant but small in magnitude compared coefficients year following the earthquake. However,
12Other countries experienced other forms of natural disasters (i.e., floods and storms) in the above 99% intensity
level. However, because tracking the path of storms and floods compared to finding the epicenter of earthquake is
difficult, I used only the three largest earthquakes in the data to analyze the local impact of a natural disaster.
13Figure A1 in Appendix shows the plot of coefficients.
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Table 1.4: Table shows the results for local analysis.
(1) (2) (3) (4)
light light light light
dist time L13 86.49 (1.77) 161.3∗∗ (2.88) 76.90 (1.55) 148.8∗∗ (2.61)
dist time L12 90.61 (1.82) 156.3∗∗ (2.79) 73.74 (1.46) 121.0∗ (2.09)
dist time L11 -55.33 (-0.51) -101.9 (-0.73) -50.79 (-0.46) -94.84 (-0.67)
dist time L10 -58.94 (-0.58) -84.49 (-0.66) -51.48 (-0.50) -63.01 (-0.48)
dist time L9 -42.39 (-0.46) -64.11 (-0.57) -36.33 (-0.39) -47.81 (-0.41)
dist time L8 45.57 (0.89) 88.65 (1.53) 48.27 (0.93) 94.23 (1.59)
dist time L7 -78.53∗ (-2.57) -88.62∗ (-2.32) -67.27∗ (-2.18) -82.54∗ (-2.13)
dist time L6 -19.19 (-0.84) -15.52 (-0.58) -10.33 (-0.45) -6.136 (-0.23)
dist time L5 -55.16 (-1.46) -64.06 (-1.48) -50.50 (-1.33) -59.26 (-1.36)
dist time L4 5.441 (0.09) -4.075 (-0.06) 4.182 (0.07) -3.761 (-0.05)
dist time L3 29.39 (0.70) 23.77 (0.49) 29.06 (0.69) 25.73 (0.53)
dist time L2 28.99 (0.58) 34.86 (0.62) 26.22 (0.52) 30.59 (0.54)
dist time F0 112.4 (1.86) 117.2 (1.79) 100.9 (1.65) 104.3 (1.56)
dist time F1 172.1∗ (2.43) 175.1∗ (2.37) 162.2∗ (2.27) 168.5∗ (2.26)
dist time F2 131.3∗ (2.04) 129.9 (1.87) 122.9 (1.89) 124.5 (1.78)
dist time F3 239.2∗ (2.39) 249.0∗ (2.38) 220.3∗ (2.17) 230.9∗ (2.18)
dist time F4 138.6∗ (2.18) 143.7∗ (2.11) 134.4∗ (2.10) 142.0∗ (2.07)
dist time F5 193.6∗ (2.32) 181.4∗ (2.11) 183.9∗ (2.18) 182.7∗ (2.12)
dist time F6 232.2∗∗∗ (4.24) 213.3∗∗∗ (3.93) 213.2∗∗∗ (3.79) 197.6∗∗∗ (3.53)
dist time F7 494.7∗∗∗ (8.64) 455.8∗∗∗ (7.35) 459.5∗∗∗ (7.58) 427.2∗∗∗ (6.54)
dist time F8 553.2∗∗∗ (11.12) 543.2∗∗∗ (11.24) 510.8∗∗∗ (10.07) 506.7∗∗∗ (10.22)
dist time F9 537.2∗∗∗ (14.86) 526.5∗∗∗ (13.47) 503.5∗∗∗ (12.34) 499.4∗∗∗ (11.54)
dist time F10 655.8∗∗∗ (6.03) 645.4∗∗∗ (5.69) 624.6∗∗∗ (5.65) 620.5∗∗∗ (5.39)
dist time F11 990.9∗∗∗ (12.73) 978.9∗∗∗ (11.91) 902.2∗∗∗ (11.19) 898.0∗∗∗ (10.54)
N 31027 17956 11077 7232
t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
coefficients change to positive in sign, higher in magnitude and become significant for the years
following an earthquake. 14
In Columns 3 and 4, the sample was restricted to the observations in a 50-mile radius from the
epicenter. Similar to Column 2, the zero-value observations were dropped until the first non-zero
value observation in Column 4. Results are similar to those in the full sample. Therefore, the
results indicate that after the earthquake, areas close to the epicenter experience higher level of
average nighttime light intensity compared to level of nighttime lights year right before the natural
disaster. In other words, the farther from the epicenter, the lower the mean nighttime light intensity
14There are also some significant, positive coefficients 12, 13 years leading the earthquake. However those results
are far away from the time of the disaster.
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is following the earthquake. Thus, it can be concluded that economic activity around the epicenter
is higher after the earthquake. This higher activity could be a result of cleaning, rescue, recovery,
and rebuilding efforts around the epicenter after the earthquake.
1.4.2 National Level Analysis
When analyzing national level effects, I used the largest nine natural disasters that are above the
99th percentile of world distribution. Figure 1.3 shows the results of synthetic control analysis for
Honduras, Iran and Nicaragua.15 Years before and after a natural disaster are on the horizontal axis.
Year zero is represented with a vertical line marking the year of the natural disaster. As indicated
in Figure 1.3, after a natural disaster, actual level of nighttime light intensity per capita is greater
than synthetic level of nighttime light intensity per capita for these three countries. Therefore, in
Honduras, Iran and Nicaragua, natural disasters has a positive effect on nighttime light intensity
per capita and, thus on economic activity. This positive effect of a natural disaster seems to have
vanished after six to seven years in Iran and Nicaragua.
15Weights for each disaster country are shown in Appendix Table C5
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(a) Iran (b) Honduras
(c) Nicaragua
Figure 1.3: Figure shows the actual and counterfactual level of nighttime light intensity per capita
for three countries with some positive effect.
As shown in Figure 1.4, the results of the synthetic control analysis for Indonesia, Pakistan,
Turkey, Sri Lanka, and Venezuela indicate that natural disaster did not have any significant effect
on economic activity. The actual level of nighttime light intensity per capita and the synthetic level
of nighttime light intensity per capita are not significantly different after a natural disaster.16
16Although there seems to have been some positive effect in Sri Lanka two years following the natural disaster,
placebo tests show that the results are not significant.
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(a) Indonesia (b) Pakistan
(c) Turkey (d) Sri Lanka
(e) Venezuela
Figure 1.4: Figure show the actual and counterfactual level of nighttime light intensity per capita
for Indonesia, Pakistan, Turkey, Sri Lanka and Venezuela.
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As shown in Figure 1.5, the results for synthetic control analysis for Papua New Guinea
show that the natural disaster had a negative effect on economic activity in Papua New Guinea.
After the natural disaster, the actual level of nighttime light intensity per capita is lower than the
counterfactual level of nighttime light intensity per capita.
Papua New Guinea
Figure 1.5: Figure shows the actual and counterfactual level of nighttime light intensity per capita
for Papua New Guinea.
Figure 1.6 shows the synthetic control analysis for all nine large natural disasters. Results for
all nine natural disaster countries are averaged for actual and couterfactual level of nighttime light
intensity per capita. The figure shows that the natural disasters do not have a significant impact on
per capita nighttime light intensity per capita in the long run. The actual level of nighttime light
intensity per capita and the counterfactual level of nighttime light per capita mimic closely for the
years prior to a natural disaster. However, the actual level of nighttime light intensity per capita
is greater than the counterfactual in the years following a natural disaster. The difference between
the actual level of nighttime light intensity per capita and the counterfacual level of nighttime light
intensity per capita is 3.1% one year after a natural disasters and about 6% three years after a
natural disaster. This impact is short lived and dissipates after about five years possibly because of
recovery, cleaning and rebuilding efforts after a natural disaster, which can increase the economic
activity in a natural disaster region for several years.17 Average growth in nighttime light intensity
per capita is about 5.96% year before the natural disaster. Therefore positive impact of cleaning,
17The analysis for local level of nighttime light around the disaster zone using three largest earthquake in the
sample also supports same hypothesis that nighttime light intensity level decreases farther away from the epicenter of
the earthquake for the years following the earthquake.
16
rescuing and recovery effect one year after is equal to about half of the average growth in nighttime
light intensity per capita year before the natural disaster. However, after the rebuilding process is
completed economic activity seems to go back and mimic the counterfactual level. Because total
number of deaths divided to total population of a country is used as an intensity measure, nine
large natural disaster used in this study have the highest death rate. Therefore after a disaster when
population increase nighttime light intensity might go back.
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Figure 1.6: Night time light intensity per capita. Average of nine countries experienced large
natural disasters.
In national level analysis, I also analyzed the nighttime light intensity without dividing it by
the population to find nighttime light intensity per capita. Results are similar to the results of those
per capita nighttime light intensity. Figure 1.7 shows that natural disasters have a positive but short
term impact on nighttime light intensity when averaging all nine natural disasters. This positive
impact vanishes after 7-8 years when nighttime light intensity used without dividing by population.
1.4.3 Permutation Tests
We can test whether the results can be explained by coincidence using permutation or randomiza-
tion tests, which help to answer the following question: ”How often would we obtain a gap as large
as that of the disaster country if we had chosen a country randomly?” For a permutation test, it is
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Average Nighttime Light Per Capita above 99% Intensity
Figure 1.7: Night time light intensity. Average of nine countries experienced large natural
disasters.
assumed that each country in the donor pool had a natural disaster in the same year as the disaster
country. For example, an earthquake occurred in Iran in 2003. In the permutation test, each donor
pool country for Iran is assumed to have a natural disaster in 2003; and the synthetic controls for
each donor pool country is found. Then the impact of natural disaster in Iran is compared with the
impact for each donor pool country.
Table 1.5 shows the results of permutation tests. Pre RMSPE and post RMSPE are the square
root of the mean difference between the actual and the counterfactual level of nighttime light
intensity per capita before and after a natural disaster, respectively. By ranking post - pre RMSPE
ratio of a disaster country among placebo countries, we can examine the impact of a natural
disaster. As shown in the Table 1.5, Nicaragua is ranked first, Honduras is ranked fourth and
Iran is ranked sixth in post - pre RMSPE ratio distribution among donor pool countries. Rank of
Nicaragua shows that no country could experience an impact greater than the one in Nicaragua.
P-value indicates that less than 1% of the time, we can find an impact greater than the impact
that Nicaragua experienced. Intuitively, we can think this impact is significant at the 1% level.
Honduras ranked fourth among placebo countries in the post-pre RMSPE ratio. Only three other
countries could experience an impact greater than Honduras did. P-value indicates that less than
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4% of the time we can find an impact greater than the one in Honduras. Papua New Guinea is the
only country that experienced a negative impact. Permutation tests show that Papua New Guinea
ranked 8th among donor pool countries. An impact greater than the one in Papua New Guinea can
be found less than 8% of the time. Permutation tests confirm that the effect of natural disasters for
remaining five countries are not significant.
Table 1.5: Permutation test results.
Country
Post/Pre
RMSPE Ratio Rank P value
Honduras 6.99 4 0.0378
Iran 4.18 6 0.0495
Nicaragua 16.70 1 0.009
Indonesia 1.89 39 0.32
Pakistan 3.89 11 0.090
Turkey 2.38 49 0.454
Sri Lanka 0.69 84 0.690
Venezuela 1.53 80 0.741
P. New Guinea 5.67 8 0.075
1.5 Conclusion
In this paper, I analyzed the impacts of natural disasters (i.e., earthquakes, floods, and storms) on
economic activity. Nighttime light intensity data was used as a proxy for economic activity. I
used natural disaster data from the Emdat database for 1992 to 2010. Because scientific intensity
measures might impact different countries differently, I used the total number of deaths divided
by the population the year before the earthquake to assign the intensity level for a natural disaster.
Then in order to determine the large natural disasters, I chose the natural disasters above the 99th
percentile of world distribution.
In the local level analysis, the three largest earthquakes are used. Results show that when
the distance from the epicenter of the earthquake increases the nighttime light intensity decreases
following the earthquake in both the analysis of the observations in a 200-mile radius and those in
a 50-mile radius.
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In the national level analysis, I studied the largest nine natural disasters. Nighttime light
intensity per capita is used as a proxy for economic activity, which is derived by dividing total
nighttime light intensity of an impacted country by the population.
The synthetic control approach is used to create a counterfactual in the national level analysis.
Results show heterogeneous impacts for natural disasters. That is, natural disasters have a
positive impact on economic activity for three countries, negative impact for one country, while
no significant impact is observed for five countries. When the impact for all nine countries are
averaged, the actual nighttime light intensity per capita increases compared to the counterfactual
level of nighttime light intensity per capita after a natural disaster in the short term. However, this
positive impact dissipates in four to five years after a natural disaster. This could be a result of
rescue, cleaning, recovery, and rebuilding efforts around the natural disaster zone. These efforts
might also have increased the economic activity for few years following the natural disaster.
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Chapter 2
Does the Sun Set for Students’ Success?
Time Zone Boundaries and School
Performance
2.1 Introduction
Using of time efficiently becomes increasingly important in the society. Finding jobs is becoming
more and more competitive. Cities are getting larger and more crowded, resulting in more time
needed for people to travel. Individuals’ work schedules, children’s school schedules further
complicate daily life. Therefore, it is more important than ever for people to have enough rest
and to use the remaining time efficiently.
Researchers in different fields have studied the effect of sleep and have found that more sleep
is associated with such benefits as higher wages, higher grades, and lower health risks. [16] study
the effect of sleep on productivity. Using sunset times across the U.S., researchers find that an hour
increase in average sleep time is associated with about a 16% increase in wages in the long-run.
[38] show the evidence that sleep time and GPA is positively correlated among middle and high
school students.
Success in school can have a huge benefit for individuals in the future. Researchers suggest
that success in school is associated with many factors (e.g. individuals’ motivation, education of
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parents, the income of a family, the school that individual attended, and the neighborhood that
individual lived.) In this study, the regression discontinuity method is used to analyze the impact
of time zone boundaries on school performance in the U.S.
During the 19th century, U.S. cities used their own local time based on sunset and sunrise,
resulting in more than 300 local time zones across the United States. Having this many time zones
created coordination problems especially in train schedules. Therefore, to reduce the confusion
(mainly in train schedules) time zone regulation was introduced in 1883. With the Standard Time
Act in 1918, the U.S.’s lower 48 states were officially divided into four standard time zones:
Eastern, Central, Mountain, and Pacific. The Eastern Time Zone is five hours behind Greenwich
Mean Time and the Pacific Time Zone is eight hours behind Greenwich Mean Time.
A sharp one hour change in time at time zone boundaries introduces a natural geographic
discontinuity in time, which creates misalignment between daily work or school schedules and the
inner biological clock of individuals, known as circadian rhythm. According to [37], the level of
light is one of the main factors influencing the circadian system. Different researchers state that
people tend to go bed late when the sun sets late, resulting in less sleep if individuals expected to
wake up at the same time in the morning. [29] show that the circadian rhythm is shifted later in
the presence of natural light at the end of the day or the beginning of the evening, which delays
melatonin release and therefore causes a late bed time.
In the U.S., work and school start times are not very heterogeneous across different locations
because of concerns on synchronization of work or school schedules. Also, the cost of operating
school buses, consideration of students’ after class activities, and part-time jobs of students make
setting later school start times difficult for officials. [18] study the effects of the misalignment
that time zone boundaries create on sleep duration and health. They find that on average, people
located on the east side of the time zone boundary get less sleep and have a higher probability of
having health problems than those located on the west side of the time zone boundary.
Time zone boundaries can have two different effects that influence school performance. First,
time zone boundaries can affect school performance by creating a discontinuity in sleep time and
sleep duration. Let’s consider with two towns, called V and T nation as illustrated in Figure 2.1.
Let’s assume V nation is located just on the west side of the time zone boundary and T nation is
located just on the east side of the time zone boundary across from V nation. Because these two
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Figure 2.1: Illustration of Time Zone Boundary Effect
towns are located just around the time zone boundary, across from each other, they observe sunset
simultaneously. However, clocks in T nation will show one hour ahead of those in V nation when
the sun sets. If we assume the sun sets at 7 p.m. in V nation, clocks will show 8 p.m. when the sun
sets in T nation.
Researchers have shown that people go to bed later when the sun sets later. Therefore people
in T nation sleep later in the day than people in V nation. Figure 2.2 shows the results of tracking-
device data from Jawbone’s web page, which indicates that people on the east side of the time zone
boundary typically go to bed later than people on the west side of the time zone boundary. In fact,
Figure 2.2 shows the pattern so clearly that one can guess where the time zone boundaries lie even
in the absence of time zone boundaries on the figure. If we assume people in both V nation and
T nation start work or go to school at the same time, they should wake up about the same time,
let’s say 6 a.m. As a result, people in T nation sleep 7 hours and 40 minutes whereas people in
V nation sleep 8 hours. Therefore, with synchronized morning work or school schedules, people
on the east side of the time zone boundary, in T nation sleep less than people on the west side of
the time zone boundary, in V nation. [18] find that employed people on the east side of the time
zone boundary sleep on average 19 minutes less than employed people on the west side of the
time zone boundary. They also confirmed that people on the east side of the time zone boundary
have a higher probability of getting fewer than 6 hours of sleep and a lower probability of getting
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more than 8 hours of sleep. Results show that effects are greater for individuals with early working
schedules and individuals with school age children.
Figure 2.2: Effect of Time Zones on Bedtime in the U.S.
(Source: https://jawbone.com/blog/circadian-rhythm)
Researchers have also shown that sleeping less impacts students’ cognitive ability during the
day. [9] show that late school start time has a positive impact on student performance among
the United States Air Force Academy’s students. [13] finds similar results among middle-school
students in Wake County, NC. [47] report that students with A and B grades get 17-33 minutes
more sleep than students whose grades are C or lower. [22] utilize time zone boundaries and
individual level data to study the effect of school start times on academic achievement using panel
data from Florida schools. They find a positive impact of delaying school start time on academic
performance. I utilized national level achievement test data to study the effect of more sleep and
more evening time created by time zone boundaries. Findings of my analysis confirm that the
impact of more sleep and more evening time is also valid at the national level.
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The time zone boundary can also affect school performance by through creating a discontinuity
in terms of available evening time for students to do homework or to study. Outdoor activities,
extracurricular activities such as sport and club activities, or part-time jobs after school tend to
result in students doing their homework in the evening after dinner. Because the sun sets one hour
later on the east side of the time zone boundary but the difference in bedtime for individuals on
both sides of the time zone boundary is less than one hour, students on the east side of the time
zone boundary might have less time in the evening doing homework or studying, thus potentially
affecting their scores negatively. Referring to Figure 2.1, we assume that on the west side of the
time zone boundary in V nation, the sun sets at 7 p.m. and that students go to bed at 10 p.m. In
contrast, on the east side of the time zone boundary, in T nation the sun sets at 8 p.m. (one hour
later), and students go to bed at 10:20 p.m.1 Therefore, students in T nation have 2 hours and
20 minutes to eat dinner, watch TV, do homework, and study while students in V nation have 3
hours for those same activities. Another possible impact is starting homework at 8 p.m. vs. 7 p.m.
Students in T nation might be more tired since they would be starting their homework later in the
evening, or they might be sleepier since they would be starting closer to bed time.
Using the regression discontinuity method, I found that elementary, middle, and high schools
located on the west side of the time zone boundary have higher average scores than the schools
located on the east side of the time zone boundary. Furthermore, the effect is greater for middle
schools compared to elementary and high schools. Results are robust to different bandwidth
selections and different model specifications.
One concern is that other features might indirectly affect school performance around the time
zone boundary. In this paper, I showed that the main covariates (i.e. the percentage of white
students, student to teacher ratio, and the percentage of students eligible for reduced or free lunch)
do not show any discontinuity on the time zone boundary. Also, [18] indicate that there is no
evidence of residential sorting on variables (e.g. home and rent prices, population density, and
commute times) around the time zone boundary. [18] find that there is positive impact of time
zone boundaries on health outcomes for the people on the west side of the time zone boundary.
Therefore it is possible that channels other than sleep time and evening time might have impact
1[18] finds that it is about 20 minute.
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on students performance. For example, student on the west side of the time zone boundary might
have better school performance as a result of being more healthier.
This paper is organized as follow. In Section II, Data is explained. Section III discuss the
methodology used in the paper. Results in each school level are discussed in Section IV. Section V
concludes.
2.2 Data
I acquired school level average school performance data for 2014-2015 school year from
schooldigger.com web page for 37 U.S. states.2 Using official achievement data, web page ranks
each school in a state by assigning a performance score for each school according to the state’s
standardized test scores on each subject.3 To assign a score to each school, a z-score is calculated
for each grade in each subject in a school using official achievement test scores. Then using the
z-score, a standard score is assigned in each subject for each grade according to standard normal
distribution. By averaging standard scores for each subject in each grade, an average standard score
for each school in a state is calculated. Therefore, schooldigger.com, reduces the time researchers
spend in collecting school-level data for each school category (elementary, middle and high) in
each state. By utilizing a nationwide school level data, this study broadens the scope from one
state to a nationwide analysis.
I used the standard score reported on schooldigger.com from 2014-2015 education year
as a measure of average school performance. The data also contains information about the
percentage of students in each race, the percentage of students eligible for free or reduced lunch,
and the student to teacher ratio in schools for the 2014-2015 school year, which developers
of schooldigger.com acquired from the web page of National Center for Education Statistic.
Schooldigger.com data was used in this analysis because all this data is compiled in one source. I
used data for 37 lower U.S. states that have schools located in less than five decimal degree distance
(five latitudes) from the time zone boundary.4 Summary statistics are shown in Table 2.1. In the
data number of elementary schools are higher compared to number of middle and high schools.
2I omitted states that do not have any school in five decimal degree distance to time zone boundaries.
3Type of official standardized achievement tests used in each state can be found in Appendix.
4Five decimal degree is about 275 miles around 38th latitude.
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Table 2.1: Summary Statistics
Variable Mean Std. Dev. N
Elementary Schools:
Average Standard Score (2014-15) 51.624 25.294 12998
Number of Students 481.58 214.96 13643
Student to Teacher Ratio 17.319 4.367 12213
Percentage of Students with Free/Discounted Lunch 56.496 26.616 13640
Percentage of African American Students 13.545 23.603 13643
Percentage of White Students 56.249 33.022 13643
Middle Schools:
Average Standard Score (2014-15) 53.458 24.027 4100
Number of Students 611.046 329.983 4259
Student to Teacher Ratio 17.563 9.825 3689
Percentage of Students with Free/Discounted Lunch 52.243 24.505 4256
Percentage of African American Students 13.318 22.195 4259
Percentage of White Students 61.64 30.944 4259
High Schools:
Average Standard Score (2014-15) 51.665 22.721 5247
Number of Students 860.378 744.175 5477
Student to Teacher Ratio 17.029 20.463 4662
Percentage of Students with Free/Discounted Lunch 47.258 22.764 5460
Percentage of African American Students 11.497 21.706 5477
Percentage of White Students 67.248 30.768 5477
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2.3 Methodology
To analyze the impact of time zone boundaries on school performance, I used the regression
discontinuity method expressed by the following equation.
Si = β0 +β1WSi +β2Di +β3WSi ∗Di +β4Xi +β5C+u
where Si is the average score of school i in 2014 - 2015 school year; WS is the dummy variable
for a school located on the west side of a time zone boundary, and D is the distance in decimal
degrees to the time zone boundary, which is a running variable. Distance D is measured as the
horizontal distance from the location of a school to the time zone boundary using decimal degrees.
X is a vector of variables that contain school-specific characteristics: the percentage of white
students, the percentage of students eligible for discounted or free lunch, student to teacher ratio of
a school and latitude of a school. Although, additional control variables are not necessary for the
regression discontinuity design, they improve precision. [8] show that additional covariates can be
used in regression discontinuity design when they vary smoothly over the threshold. C includes
state fixed effects, an indicator for the characteristic of a city or town in which a school is located
and a dummy for the counties that densely populated.5 State fixed effects mitigate concerns about
changes in state policy coinciding with both time zones and school performance. However, they
limit identifying variation to the states with time zones running through them. [5] and [3] find that
students’ performance in small schools or small school districts is better on average than that of
students in big schools or big school districts. It is important to note that school-level data were
used in this analysis, which can be a noisy proxy. The best case scenario would be to know the
location of each individual student. For example, using the location of a school may not be a good
way to represent students in a remote, large town that has only one school district; or it might not be
a very good proxy for students who live in a densely populated city with high traffic jams. Another
problem occurs with schools located very close to time a zone boundary. For example, students
might attend a school on the west side of the time zone boundary while living on the east side of
the time zone boundary, or vice versa. Therefore, I controlled for characteristics of a city or town
5City and town characteristics include the size of the city/town (i.e., small, mid-size or large), and the location of
the city/town (i.e., fringe, distant or remote). Schools in densely populated areas seem to be more segregated in terms
of racial distribution. Therefore, to control outliers, a dummy was used for in most dens areas.
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where a school is located. Standard errors are clustered in geographic levels. I grouped schools in
0.1 decimal-degree bandwidth bins to use in geographic level clustering. I used observations in 5
decimal degree distance from the time zone on each side of the time zone boundary.6
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Figure 2.3: Discontinuity in Scores for Elementary Schools
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from
a regression of school performance on latitude, the percentage of white students and a dummy for city/town
characteristics and a dummy for the most populated counties. State fixed effects are also used in the regression.
cmogram command is used in the Stata to compute the number of bins automatically.
2.4 Results
I analyzed the impacts of time zone boundaries on school performance for elementary, middle and
high schools differently.
2.4.1 Elementary Schools
I used elementary schools located fewer than five decimal degrees from time zone boundaries. The
presence of discontinuity in average school scores is shown in Figure 2.3 at the elementary school
level. Regression results in Table 2.2 show that elementary schools located on the west side of the
time zone boundary have a higher average total score than elementary schools located on the east
6One decimal degree is about 55 miles around 38th latitude.
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side of the time zone boundary. Using the regression discontinuity method, I found that schools on
the west side of the time zone boundary have 7.37 points higher score on average than schools on
the east side of the time zone boundary as indicated in the fist column of Table 2.2. In Column 3
of Table 2.2, which is the preferred specification, when other school-level controls (e.g. student to
teacher ratio, the percentage of students eligible for reduced or free lunch) were added, the effect
of time zone is still highly significant. Schools on the west side of the time zone boundary have 5.6
points higher score on average than the schools on the east side of the time zone boundary. This is
about 22% of a standard deviation impact. Point estimates in this analysis are higher compared to
[22].7 This impact is equal to reducing percentage of students eligible for free or reduced lunch by
9%. [43] finds that reducing number of students from 22 to 15 increase students’ score by 0.15 -
0.20 standard deviations.
Table 2.2: Effects of time zone Boundary on School Success for Elementary Schools
(1) (2) (3) (4) (5) (6) (7)
Score Score Score Score Score Score Score
West Side 7.370∗∗∗ 7.057∗∗∗ 5.604∗∗∗ 5.000∗∗∗ 6.272∗∗∗ 4.022∗∗ 5.978∗∗∗
(1.928) (1.956) (1.717) (1.718) (1.887) (1.982) (1.779)
Distance -0.349 -0.326 -0.503 -0.845∗∗ -1.387∗∗ -1.131 -0.720
(0.391) (0.408) (0.386) (0.423) (0.586) (1.019) (0.447)
West Side*Distance -0.0140 0.150 -0.590 -0.675 -2.620∗∗∗ -0.977 -1.156
(0.635) (0.733) (0.608) (0.665) (0.972) (1.761) (0.810)
White 0.700∗∗∗ 0.697∗∗∗ 0.259∗∗∗ 0.259∗∗∗ 0.297∗∗∗ 0.219∗∗∗ 0.265∗∗∗
(0.0174) (0.0181) (0.0299) (0.0310) (0.0398) (0.0212) (0.0355)
StudentTeacherRatio -0.00810 -0.0365∗∗∗ -0.0352∗∗∗ -0.0342∗∗∗ 0.0124 -0.0329∗∗∗
(0.0272) (0.00860) (0.00902) (0.00785) (0.0784) (0.00951)
FreeLunch -0.622∗∗∗ -0.621∗∗∗ -0.592∗∗∗ -0.678∗∗∗ -0.619∗∗∗
(0.0310) (0.0319) (0.0424) (0.0179) (0.0364)
N 13237 11438 11437 11033 8091 5342 9834
State Fe Yes Yes Yes Yes Yes Yes Yes
Bandwidth (degree) 5 5 5 4 3 2 3.489
Standard errors in parentheses
Data from Schooldigger.com is used for school success. All regression include dummy for the counties that has high population
density, state fixed effects, linear control for latitude and dummy for city/town characteristic that school is located.
Standard errors are robust and clustered at geoographic level (Schools are grouped into 0.1 decimal degree bins from
the time zone boundary).
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
7[22] find positive impact of 6-8% of a standard deviation.
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As shown in Columns 4 - 6 of Table 2.2, I reduced the bandwidth gradually from 5 decimal
degrees to 2 decimal degrees, the results are still highly significant and similar in magnitude to
the preferred specification. I used Calonico et al.(2014) method to find the optimal data-driven
bandwidth, which is 3.49 decimal degrees for elementary schools as shown in the last column of
Table 2.2. Results are still significant and similar in magnitude to the preferred model specification.
Also, as expected the percentage of white students is positively correlated with the school score,
whereas student to teacher ratio and the percentage of students eligible for reduced or free lunch
are negatively correlated with school score.
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Figure 2.4: Discontinuity in Scores for Middle Schools
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from a
regression of school performance on latitude, the percentage of white students and dummy for city/town characteristics
and a dummy for the most populated counties. State fixed effects are also used in the regression. cmogram command
is used in the Stata to compute the number of bins automatically.
2.4.2 Middle Schools
Figure 2.4 shows the discontinuity in school scores at the middle-school level. Regression results
for middle schools are shown in Table 2.3. Similar to the results in elementary schools, middle
schools located on the west side of the time zone boundary have a higher average total score than
middle schools located on the east side of the time zone boundary. In terms of the preferred
specification, indicated in Column 3 of Table 2.3, schools located on the west side of the time
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zone boundary have a 7.17 higher average total score than schools located on the east side of the
time zone boundary. The school score increases when the percentage of white students increases,
and decreases when the percentage of students eligible for free or reduced lunch increases and the
student to teacher ratio increases.
Table 2.3: Effects of time zone Boundary on School Success for Middle Schools
(1) (2) (3) (4) (5) (6) (7)
Score Score Score Score Score Score Score
West Side 8.467∗∗∗ 8.118∗∗∗ 7.167∗∗∗ 6.928∗∗∗ 6.823∗∗∗ 6.946∗∗∗ 6.725∗∗∗
(2.275) (2.277) (1.917) (1.972) (2.136) (2.375) (2.317)
Distance 0.283 0.485 0.340 0.173 -0.401 1.006 0.246
(0.485) (0.471) (0.413) (0.452) (0.619) (1.306) (1.018)
West Side*Distance 0.233 0.662 -0.291 -0.465 -1.697∗ 0.0684 -1.019
(0.735) (0.786) (0.677) (0.784) (0.974) (1.810) (1.445)
White 0.634∗∗∗ 0.629∗∗∗ 0.233∗∗∗ 0.238∗∗∗ 0.266∗∗∗ 0.169∗∗∗ 0.193∗∗∗
(0.0187) (0.0197) (0.0300) (0.0308) (0.0378) (0.0213) (0.0208)
StudentTeacherRatio -0.0188 -0.0282∗∗ -0.0276∗∗ -0.0292∗∗∗ 0.0190 0.00950
(0.0159) (0.0127) (0.0132) (0.00994) (0.0156) (0.0159)
FreeLunch -0.623∗∗∗ -0.621∗∗∗ -0.601∗∗∗ -0.736∗∗∗ -0.704∗∗∗
(0.0370) (0.0378) (0.0485) (0.0169) (0.0186)
N 6225 5315 5312 5118 3934 2595 3047
State Fe Yes Yes Yes Yes Yes Yes Yes
Bandwidth (degree) 5 5 5 4 3 2 2.352
Standard errors in parentheses
Data from Schooldigger.com is used for school success. All regression include dummy for the counties that has high population
density, state fixed effects, linear control for latitude and dummy for city/town characteristic that school is located.
Standard errors are robust and clustered at geoographic level (Schools are grouped into 0.1 decimal degree bins from
the time zone boundary).
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
I reduced the bandwidth gradually from 5 decimal degrees to 2 decimal degrees as shown in
Columns 4-6 of Table 2.3. The results are similar to those in the preferred specification indicated
in Column 3 of Table 2.3. I found the optimal data-driven bandwidth using Calonico et al.(2014),
which is 2.35 decimal degrees for middle schools as indicated in the last column of Table 2.3. The
magnitude of the coefficient of interest is still similar and highly significant at the 1% significance
level.
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2.4.3 High Schools
Discontinuity in scores for high school level can be seen in Figure 2.5. Parallel to the results
in elementary and middle schools, high schools located on the west side of the time zone
boundary have a higher average total score than high schools located on the east side of the time
zone boundary. Table 2.4 shows the results for the effects of time zone boundaries on school
performance for high schools. In the preferred specification indicated in column 3, schools located
on the west side of the time zone boundary have a 6.23 higher average score than the schools
located on the east side of the time zone boundary. Both the percentage of students eligible for free
or reduced lunch and the student to teacher ratio are still negatively correlated with the average
total school score while the percentage of white students is positively correlated with the average
total school score.
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Figure 2.5: Discontinuity in Scores for High Schools
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from a
regression of school performance on latitude, the percentage of white students and dummy for city/town characteristics
and a dummy for the most populated counties. State fixed effects are also used in the regression. cmogram command
is used in the Stata to compute the number of bins automatically.
As in the analysis of elementary and middle schools, I gradually reduced the bandwidth from
5 to 2 decimal degrees as shown in columns 4 through 6 of Table 2.4. The coefficient on the west
side is still highly significant and similar in magnitude. As shown in the last column, I used the
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optimal data-driven bandwidth, which is 2.85 decimal degrees. Results are still highly significant
and similar to the results in the preferred method.
Results show that the effect is greater in middle schools compared to elementary and high
schools. 8 This fact is also consistent with the findings in the literature, which states that school-
age children turn from childhood to adolescence during middle school. Because of hormonal
changes students experience during this time, they need more sleep. Therefore, effects should
be greater in middle schools compared to those in elementary and high schools. [22] find higher
positive impact of late school start time on academic achievement for girls at age 11 - 13 and boys
at age 13 - 15.
Table 2.4: Effects of time zone Boundary on School Success for High Schools.
(1) (2) (3) (4) (5) (6) (7)
Score Score Score Score Score Score Score
West Side 6.321∗∗∗ 6.672∗∗∗ 6.230∗∗∗ 5.406∗∗∗ 4.269∗∗ 4.204∗ 4.046∗∗
(1.782) (1.702) (1.537) (1.605) (1.687) (2.192) (1.706)
Distance 0.239 0.524 0.430 -0.0620 -1.348∗∗ -1.781 -1.292∗∗
(0.414) (0.422) (0.456) (0.516) (0.509) (1.281) (0.597)
West Side*Distance 0.357 0.809 -0.0157 -0.621 -2.295∗∗ -2.583 -1.939∗
(0.728) (0.768) (0.769) (0.840) (1.048) (1.910) (1.154)
White 0.552∗∗∗ 0.549∗∗∗ 0.191∗∗∗ 0.194∗∗∗ 0.197∗∗∗ 0.176∗∗∗ 0.195∗∗∗
(0.0166) (0.0171) (0.0215) (0.0223) (0.0224) (0.0280) (0.0230)
StudentTeacherRatio -0.00352 -0.0140∗∗ -0.0131∗ -0.0193∗∗∗ -0.0183∗∗ -0.0193∗∗∗
(0.00974) (0.00672) (0.00726) (0.00418) (0.00683) (0.00467)
FreeLunch -0.606∗∗∗ -0.611∗∗∗ -0.622∗∗∗ -0.665∗∗∗ -0.623∗∗∗
(0.0244) (0.0248) (0.0296) (0.0367) (0.0308)
N 4446 3796 3793 3619 2708 1728 2541
State Fe Yes Yes Yes Yes Yes Yes Yes
Bandwidth (degree) 5 5 5 4 3 2 2.852
Standard errors in parentheses
Data from Schooldigger.com is used for school success. All regression include dummy for the counties that has high population
density, state fixed effects, linear control for latitude and dummy for city/town characteristic that school is located.
Standard errors are robust and clustered at geoographic level (Schools are grouped into 0.1 decimal degree bins from
the time zone boundary).
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
8Difference in magnitude between middle school and high or elementary school is not statistically significant.
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To explore the identification assumptions, I checked the discontinuity in other covariates.
Figure 2.6 shows no evidence of discontinuity in the percentage of white students in elementary,
middle and high schools. As indicated in Figure 2.7, no discontinuity exists in the students to
teachers ratio at the time zone boundary. Figure 2.8 shows no discontinuity in the percentage of
students eligible for free or reduced lunch, which does not support any sorting behavior across the
time zone boundary. Standard errors are clustered in the 0.1 decimal degree distance level in every
analysis. Schools are grouped into 0.1 decimal degree bins for clustering purposes. For robustness
purposes, I also checked the significance of regression coefficients while using school district level
clustering. The results are still similar in significance level.
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(c) High Schools
Figure 2.6: Discontinuity in the percentage of white students in each school level.
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from a
regression of school performance on latitude, the percentage of white students and dummy for city/town characteristics
and a dummy for the most populated counties. State fixed effects are also used in the regression. cmogram command
is used in the Stata to compute the number of bins automatically.
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(b) Middle Schools
−
1.
8
−
0.
7
0.
3
1.
4
2.
5
Pe
rc
en
ta
ge
 o
f S
tu
de
nt
 T
ea
ch
er
 R
at
io
 (r
esi
du
als
)
−5 0 5
Distance from time zone boundary (decimal degree)
(c) High Schools
Figure 2.7: Discontinuity in the ratio of students to teachers in each school level.
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from a
regression of school performance on latitude, the percentage of white students and dummy for city/town characteristics
and a dummy for the most populated counties. State fixed effects are also used in the regression. cmogram command
is used in the Stata to compute the number of bins automatically.
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Figure 2.8: Discontinuity in the Percentage of Students Eligible to Free or Reduced Lunch in Each
School Level.
Note: School performance data is acquired from schooldigger.com web page. In the graph, mean residuals from a
regression of school performance on latitude, the percentage of white students and dummy for city/town characteristics
and a dummy for the most populated counties. State fixed effects are also used in the regression. cmogram command
is used in the Stata to compute the number of bins automatically.
Figure 2.9 shows the point estimate of the coefficient of interest with different significance
level in different bandwidth choices starting from 0.25 decimal degree to 7 decimal degree with
increments of 0.25 decimal degree. It can be seen that point estimates are highly significant and
consistent at each school level. Precision of the coefficients increases when bandwidth increases
in each figure. Also, they are pretty consistent and stable when bandwidth increases.
Point estimates are not significant and noisier when the bandwidth around the time zone
boundary is relatively small. There might be several reasons behind it. One reason is having fewer
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(a) Elementary Schools (b) Middle Schools
(c) High Schools
Figure 2.9: Coefficient on main variable (West Side) by bandwidth in each school level.
Note: Plot of the coefficient of interest (West Side) is shown for different bandwidth choices in each school level.
Same model specification as in the preferred model is used. (Column 3 in each results table.) White points represent
the point estimate of a given bandwidth. 99%, 95%, and 90% confidence intervals are shown with the different shade
of blue in each graph.
observations. In 1918, policy makers drew time zone boundaries such that they pass through less
populated areas. Therefore, fewer schools are in the areas close to time zone boundaries. Another
reason is that there may be students who live on the one side of the time zone boundary but whose
school might be on the other side of the time zone boundary, creating a problem since school-level
data and school location were used in this analysis. A third reason might be that some towns close
to a time zone boundary have adopted the time of another time zone for economic synchronization
reasons. For example, West Wendover, NV which is in the Pacific Time Zone, has adopted the
Mountain Time Zone to better serve gambling customers coming from Salt Lake City, UT. 9
9For more details see http://www.howderfamily.com/blog/wendover-casinos
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Figure B1 in the appendix B shows the density distribution of running variable around the time
zone boundary using [34]. Figure B1 indicates that there are fewer schools closer to the time zone
boundary and that some discontinuity exists in the density of schools at the time zone boundary for
each school level. The number of schools on the east side of the time zone boundary seems to be
higher than the number of schools on the west side of the time zone boundary. Although it might
appear there is evidence of sorting behavior, it is the opposite of what we would expect. If residents
sort knowingly, more density would be expected on the west side of the time zone boundary
because regression results show that schools located on the west side of the time zone boundary
have higher average scores than schools located on the east side of the time zone boundary. Careful
examination of data shows that some relatively big cities (e.g., Chattanooga, TN) located very
close to the time zone boundary on the east side contribute most of this discontinuity effect. Also,
if residents are sorting knowingly, we would expect that to be the case for all three time zone
boundaries. However, Figures B2 and B3 in the appendix show no evidence of discontinuity in
densities in Pacific-Mountain and Mountain-Central Time Zone boundaries for all school levels.
Figure B4 in the appendix shows evidence of discontinuity in Central-Eastern Time Zone boundary.
However, in contrast to what would be expected, the density of schools is greater on the east side
of the time zone boundary.
Figure B5 in Appendix B shows the plot of coefficients on WestSide with false time zone
boundaries. I created false time zone boundaries from -5 to 5 decimal degrees with 0.1 decimal
degree intervals in each school level. Point marked with black shows the actual coefficient for
correct time zone boundary. While actual coefficient of WestSide is the highest among all other
false coefficients in middle school, in elementary and high school level, three false estimates of
coefficient on westSide is higher than the actual coefficient. Those higher coefficients on false
time zone boundaries are the once that is very close to actual time zone boundary. Since there
are fewer observations close to time zone boundary, creating false time zone boundary around the
actual time zone boundary effects very few observations. Therefore finding some similar estimates
on false time zone boundaries close to actual time zone boundary should not be a surprise.
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2.5 Conclusion
This paper has analyzed the effects of time zone boundaries on school performance using
regression discontinuity method. I studied schools (from 37 lower states in the U.S.) located within
five decimal degrees of the time zone boundary. Analyzing the impact in elementary, middle and
high school levels, I found that schools located on the west side of the time zone boundary have
higher average scores than schools located on the east side of the time zone boundary for each
school level. Results in each school level are robust to different specifications and bandwidths.
As expected, I also found that while average school performance is positively correlated with the
percentage of white students, it is negatively correlated with the percentage of students eligible for
reduced or free lunch and with student to teacher ratio.
The impact of time zone boundaries on school performance might be the result of several
effects. First, time zone boundaries create a discontinuity in time, which affects bedtime and sleep
duration. Research shows that people on the east side of the time zone boundary go to bed later
and sleep less than those on the west side, thus negatively affecting their academic performance.
Also, time zone boundaries reduce the evening time for people located on the east side of the time
zone boundary. This reduction might have a negative impact on students’ performance by reducing
the time students have at home in the evening to do homework or to study.
To ease the negative effects of time zone boundaries on schools located on the east side of
the time zone boundary, policies could be established to delay the school start times on the east
side of the time zone boundary.10 This delay might allow students located on the east side of the
time zone boundary to get more sleep, which might have a positive impact on their performance in
school. Another less intuitive and probably more costly approach might be to increase the number
of time zones from four to eight in the lower U.S. This increase might reduce the effect of a sharp
change in time zone boundary from one hour to half an hour. However, this change might have
other effects on society like creating more confusion, which might result in a higher social cost.
10There is also a recent movement uses startschoollater.net web page address to promote late school start times.
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Chapter 3
Aligned City Mayors and Economic Activity
in Coalition and One-Party Governments:
Using Nighttime Light Intensity Data for
Turkey
3.1 Introduction
Economic growth of a country’s regions can differ for several reasons. One reason a region
experiences a higher rate of development might be political favoritism which can be defined as
giving privileges to some regions by the political leader or political party in power in expectation
of more votes in future elections. The political party in power may prefer some regions more than
others for various reasons, including rewarding support in previous election and trying to gain votes
in future elections. Ways to favor a region can vary, including less tax burden [27], disproportioned
public goods allocation [30], [31], [7], and direct government transfers [11], [32], [4].
This study analyzes political favoritism by examining alignment of a town and city mayor’s
political party with the political party in power, specifically using nighttime light intensity data
from Turkey. I studied whether the towns where the political party in power won the previous
mayoral election experience more economic activity. If the political party of the mayor of a town
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is in power, that mayor is identified as an aligned mayor. I use political party affiliation of the
mayor of a town as a main source of identifying variation.
Researchers have studied political favoritism using data for government grant allocation
reported by countries’ institutions and have found mixed results. However, incentives to favor
a region or a town might differ under different political environments. [28] study whether voters’
attachment to political parties in India had any implication for receiving aid from the national
government. Their results show that in India, constituencies that are party stronghold receive
significantly less federal funding from national government. [41] analyze political favoritism
in environments where political parties have strong, local party organizations. They study the
relationship between party strength and federal aid. Using data from 1957 through 2000, they
find that having a strong party organization in a state results in less federal aid from the national
government in the U.S., because members of Congress elected from states with such organization
feel less pressure to bring more funds to the states that elected them. Results of this study also
confirm a similar relationship.
Under different political conditions, a political party in power might have different incentives
for political favoritism. For example, political parties that form a coalition government, a form
of government that is involving more than one party, might have different incentives for political
favoritism than parties in a one-party government. In most cases, coalition governments emerge
if a single political party does not acquire the majority of the parliament seats.1 In the case of no
single political party gaining the majority to obtain parliament support, more than one party come
together and form a coalition government to rule the country. Therefore, a political environment in
coalition government is more competitive because any single political party could not acquire the
majority in parliament.
Furthermore, life of the government under a coalition government might differ from that
under a one-party government. Disagreement among coalition members can result in the coalition
breaking apart more often. As a result, on average, the life of coalition governments tends to be
shorter than that of one-party governments. Especially in Turkey, coalition governments have been
very short lived. Turkey has experienced 20 coalition governments from 1962 to 2003. Although
1In some examples, such as during war, in order for strong support from the public nationwide, coalition
governments can occur even one party has a majority in the parliament.
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general elections are held every five years to elect members of parliament, the average life of the
coalition governments was about 14 months. Therefore with coalition governments being short
lived, parties might tend to attempt activities that will bring more votes in the next election. For
example, parties in the coalition might want to send more funds to the region where they won
the election in order to increase their votes at least in their region during their short time in the
government. In Turkey, the last two coalition governments lasted 1.5 and 3.5 years, respectively.
The last coalition government, which consisted of three political parties, faced several political and
economic crises, leading them to hold subsequent national elections 1.5 years earlier than normal.
On the other hand, one-party governments tend to have longer life spans than coalition
governments. If a party gets the majority of the parliament seats, it tends to stay in power until
the next election unless something extraordinary happens, such as another political party emerging
from the member of the currently ruling political party resulting in political party in power loosing
majority. In the November 2002 election, the Justice and Development Party (AK Party) won
approximately two-thirds of the parliament seats and started ruling the country. In the next two
general elections, the AK Party increased its vote share. In the 2007 national election, the AK
party increased its vote share to 46%; and in the 2011 national election, the AK party received
approximately 50% of the votes. Therefore, different political conditions might provide parties
different incentives for political favoritism.
Another difference in political conditions might be having strong party organization as
analyzed in [41]. The AK Party is known to have strong party organization in cities and towns.2
In cities where the AK Party won the mayoral election, its strong party organizations played an
important role in the mayor’s decisions and performance.
This study explores whether towns with aligned mayors experience higher or lower economic
activity than towns that have unaligned mayors under coalition and one-party government
structures. Because of the difference in political environment, coalition governments might tend
to put more effort in activities that will bring them more votes in next election, while a one-party
government that already has strong public support and a strong majority in parliament might tend
to worry less about future elections.
2As of July 2015, when political party organization in Turkey was searched in Turkish language using Google,
93 out of first 100 entries were either webpages of the AK Party’s city or town organizations or news about the AK
Party’s organizations.
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Turkey is chosen as the subject of this study for several reasons. It is one of the developing
countries where political favoritism might be a big problem in allocating resources. [10] showed
that nighttime light intensity data can be beneficial when observing developing and under-
developed countries where official data is either not provided or not reliable, but this data is not
very beneficial for analyzing developed countries where official data is more reliable. Turkey is
also interesting because of switching from the coalition government era which was very volatile
to the strong, very stable one-party government era. Before November 2002, Turkey had coalition
governments in which the political environment was more volatile. Table 3.1 shows the vote share
of the political parties in national elections from 1999 to 2011. In the 1999 national election,
5 political parties acquired parliament seats. The winning party secured 136 seats out of 550
total parliament seats, while the 5th ranked political party gained 85 seats. A comparison of the
next three general elections shows that the political environment was more competitive in 1999.
After November 2002, Turkey started to experience a one-party government era. In the November
2002 national election, the AK Party had a strong majority in the parliament and strong political
organizations in cities and towns.3 Since the political environment during a coalition government
versus a one-party government differs, Turkey has been chosen for studying political favoritism.
There might be other channels that can effect the voting behavior of citizens. For example,
confidence of consumers might have an impact on the voting decision of citizens. In Turkey,
people see AK Party as a political party that has no alternative. Directors of AK Party also use
similar arguments during campaigns stating that all other parties that were in the power until 2003
led Turkey in deep economic and political crisis. Therefore citizens of Turkey might vote to AK
Party because of having no significant alternative.
The remainder of the paper is organized as follows: Section II presents the literature review;
Section III, the political background of Turkey; Section IV, the data; Section V, the empirical
model; Section VI, the results; and Section VII, conclusions.
3In order to participate in the distribution of seats, a political party must obtain at least 10% of the votes cast at
the national level, which gave big advantage in securing parliament seats to AK Party in the November 2002 national
election.
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Table 3.1: Results of General Elections in Turkey from 1998 to 2011
1999 General Elections 2002 General Elections
Political
Party
Vote
Share
Number
of Seats
Change in
Vote Share
Political
Party
Vote
Share
Number
of Seats
Change in
Vote Share
DSP 22.19% 136/550 7.55% Ak Party 34.28% 363/550 N/A
MHP 17.98% 129/550 9.80% CHP 19.39% 178/550 10.68%
FP 15.41% 111/550 N/A DYP 9.54% 0 -2.47%
ANAP 13.22% 86/550 -6.43% MHP 8.36% 0 -9.62%
DYP 12.01% 85/550 -7.17% GP 7.25% 0 N/A
CHP 8.71% 0 -2.00% ANAP 5.13% 0 -8.09%
2007 General Elections 2011 General Elections
Political
Party
Vote
Share
Number
of Seats
Change in
Vote Share
Political
Party
Vote
Share
Number
of Seats
Change in
Vote Share
AK Party 46.66% 341/550 12.38% Ak Party 49.83% 327/550 3.17%
CHP 20.85% 112/550 1.46% CHP 25.98% 135/550 5.13%
MHP 14.29% 71/550 5.93% MHP 13.01% 53/550 -1.28%
Other 5.24% 26/550 4.24% Other 6.57% 35/550 1.33%
Note: Table shows the results of general elections in Turkey from 1998 to 2011. There were five parties in the
parliament after 1999 general elections. General elections in 2002, there were only two political parties in parliament
because of the effect of minimum 10% national vote cast requirement. In next two national elections, there were 4
political parties in the parliament.
3.2 Literature Review
Two strands of literature are closely linked with this study; i) use of nighttime light intensity
data as a proxy for economic activity or Gross Domestic Product (GDP) of a country or a region
inside a country, ii) political favoritism and pork barreling.4 Nighttime light intensity data have
recently started being used in economic literature. For example, [23] conduct a major study
showing the positive correlation between nighttime light intensity and economic growth. They
also show that the positive correlation between nighttime light intensity and economic growth
is valid at not only the national level but also at the sub-national level. Thus, the correlation
between nighttime light intensity and GDP at the sub-national level is used in this study. [10]
also discuss nighttime light intensity as an economic activity measure. However, their results
are somewhat pessimistic regarding using nighttime light intensity data as a proxy for economic
4Pork barreling is a term used when government or members of the government party support projects that benefit
a group of people in return for the support in the election in terms of vote.
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activity in developed countries. They argue that nighttime light intensity data does not add much
to existing GDP data for developed countries but that it can be useful for countries that do not have
accurate statistical data. Given that Turkey is categorized as a developing country and that no GDP
data is available for town level for the years analyzed in this study, using nighttime light intensity
as a proxy for Turkey’s economic activity is suitable. [36] also confirm the relationship between
nighttime light intensity and a society’s income. By using Demographic and Health Survey data
along with nighttime light intensity data, they show a high correlation (75%) between nighttime
light intensity and the wealth index.
[25] analyze regional favoritism by using nighttime light intensity as a proxy for the economic
activity in the region. They use data from 1992-2009 for 126 countries to determine whether
countries’ leaders favor their birthplace during their time in power. The study shows that
birthplaces of the leaders have more intense nighttime light intensity during the leaders’ time in
power. Therefore, they argue that the leaders favor their birthplace during their time in power. [24]
study regional favoritism by using the relationship between nighttime light intensity and foreign
aids. By using data from 1992 to 2005 for 91 aid-receiving countries, they find that the birthplaces
of the countries’ leaders get brighter during time in power. Therefore, leaders direct more foreign
aid to their hometown during their time in power compared with other regions, thus illustrating
regional favoritism. Other researchers who have used nighttime light intensity in their research are
[44], [12], [45], [14], [15], and [35].
The second strand of literature that is related to this study examines favoritism by analyzing
the grant allocation of national government. Mixed results have been found on the literature about
grant allocation of national government. [2], [19], [20], [21], [26], [40], [42], [46] find evidence
of political favoritism. In contrast, [6], [17], [33] and [39] find no supporting evidence of political
favoritism.
Although studies examined political favoritism in terms of a leader’s birthplace by using
nighttime light intensity, no other studies explored whether economic activity in towns where the
political party in power won the previous election differs from the cities where the political party
in power lost the previous elections by using nighttime light intensity data. Favoring the birthplace
of the leader might not have a catastrophic impact on distributing the country’s resources since
the birthplace of the leader is only one city or town in the whole country. However, favoring the
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regions in which a political party won the previous election might have a catastrophic impact on a
country’s resource distribution.
Several discussions have been in the Turkish media about political favoritism by the political
party in power against the regions where the ruling party won the previous election. Mayors of
towns who are not aligned with the political party in power emphasized political favoritism by
stating their towns are not getting as much investment from the government compared with towns
whose mayors are aligned with the party in power. For example, one news source reported that Aziz
Kocaoglu, mayor of the third largest province (Izmir) and whose political party is not aligned with
the party in power, emphasizes that government investments are limited to his province compared
with other provinces where the party of the mayor is aligned with the party in power.5 According
to another news source, in a meeting with Antalya’s province mayor whose political party is not
aligned with the political party in power, former secretary of culture and tourism admitted that
during his time as secretary, Antalya received fewer funds from his secretary and from other
secretaries.6 On the other hand, in yet another news report, when criticized about favoritism by
the leader of the major opposition political party, Turkey’s transportation secretary noted that the
country’s top province in terms of per capita government investment is the one whose mayor is
from the opposition party while the second province gets less than half of the first province’s per
capita investment.7 News about political favoritism are also in the media in developed countries.
For example, according to a Reuters report, republican states in the U.S. experienced budget cuts
averaging 40% from 2009 to 2013, while Democrat states experienced budget cuts averaging 25%
when Barack Obama who is from democrat party was a president.8 Therefore, regional favoritism
is publically discussed in terms of not only leaders’ birthplaces but also regions where the political
party in power won the previous election. Since a leader’s birthplace is only one part of the country,
political favoritism might not be a big problem in distributing resources. However, if the political
party in power favors the regions in which they won the previous election, then political favoritism
might be a bigger problem for the distribution of resources.
5Izmir Buyuksehir Belediyesi (December 2013). https://www.izmir.bel.tr/HaberDetay/9969/tr
6Milliyet (March 2014) http://www.milliyet.com.tr/ertugrul-gunay-dan-akaydin-a-ovgu-antalya- yerelhaber-
64933/
7NTV (February 2011) http://www.ntv.com.tr/turkiye/eskisehir-acik-ara-birinci,rBTYt0Y0Y0 uql3ZKSvxIVw
8Reuters (January 2015) htt p : //www.reuters.com/article/2015/01/28/us − usa − politics − spending −
idUSKBN0L10F120150128
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3.3 Political Background of Turkey
The Republic of Turkey is a democratic and secular state according to the Turkish constitution.
However, democracy in Turkey has been questionable for a long time because of the anti-
democratic developments such as coup d’e´tats. Even though its democracy has been disrupted
with coup d’e´tats several times, general elections are held every 4 years to elect 550 members
of parliament.9 Every province elects representatives according to its population. In the 2011
election, the smallest province, Bayburt, sent 1 representative to parliament while the biggest
province, Istanbul, sent 85 representatives. To participate in the distribution of seats, a political
party must obtain at least 10% of the votes cast at the national level. For government approval, the
proposed cabinet must acquire support from more than half of the 550 members of the parliament
(i.e., at least 276 votes). If none of the political parties in the general election get the majority of the
seats in parliament, parties seek to form a coalition to have the majority support from parliament.
Local elections are held every 5 years for cities and towns to elect their mayor and the members of
the city councils.10
I used data from 1998 to 2012 from 81 provinces in Turkey. Even though annual nighttime
light intensity data is available starting from 1992, between 1992 and 1998 the Turkish political
environment was very volatile. Thus, several governmental changes in each year between 1992 and
1998 make it impractical to work with annual nighttime light intensity data. From 1998 to 2012,
4 general elections and 3 local elections were held in Turkey. Since no single political party had
a majority of the parliament seats, until November 2002 governments were coalition governments
consisting of more than one political party. Since then, Turkey has been experiencing a government
that consists of one political party.11
9Until 2007, general elections were held every five years unless the parliament members decided to hold it earlier.
General elections affecting this study’s observations were held in 1995, 1999, 2002, 2007, and 2011.
10Local mayoral elections affecting the observations in this study were held in 1994, 1999, 2004, and 2009.
11The AK Party won elections by having the majority of seats in the parliament to form the government in
November 2002, July 2007, and June 2011.
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3.4 Data
In this study, annual nighttime light intensity data for Turkey is used as a proxy for economic
activity in the region. Turkey has 81 provinces, 16 of which are categorized as big provinces as
of 2012.12 Big and small provinces differ regarding their administrative structures. Big provinces
are consist of towns while small provinces are consist of one main city and several other towns.
In mayoral elections, people in big provinces elect a province mayor to represent the whole
province, and a town mayor to represent their town. Both province mayor and town mayor have
responsibilities over a town in a big province. On the other hand, small provinces do not have a
province mayor. In small provinces, people in the main city elect their own mayor to represent their
city, and people in small towns elect their own mayor to represent their town. To analyze the data,
first I pooled all towns in big provinces, and cities and towns in small provinces. Later, because
of the different administrative structures of big and small provinces, I analyzed big provinces and
small provinces differently focusing more on main cities in small provinces.
In Turkey, main cities and small town of small provinces have different characteristics, too.
Main cities are where most of the population are agglomerated. Main cities are mostly industrial
areas where small towns are mostly depend on agricultural production.13 Urbanization rate are
much lower in small towns than in main cities in almost all small provinces. Per capita government
income is much more bigger in the main cities than in small towns. Those characteristic differences
shows the importance of the main cities relative to small towns on each small province. Those
reasons also direct the political parties to focus their attention to main cities rather than small
towns in each small province. Therefore political parties put more emphasis on winning the local
election, thus gaining the mayoral position in each province’s main city. For example, political
parties usually hold their election campaigns in the main cities but not in small towns. Leaders
of political parties usually visit main cities when they come to province. For those reasons, I put
more focus on each small province’s main city because political parties concentrate on winning the
mayoral position in those main cities with little to no concentration in small towns. Also, because
of the small towns’ populations, more observations with zero values are possible by including
12As of 2012, provinces that have more than 1,000,000 population is categorized as big provinces. Later threshold
decreased to 750,000.
13Because of commonality of agricultural production, small towns have more pixel with zero values.
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small towns. Figure 3.1 is a map of one of the 65 small province, called Usak province. The area
labeled as Usak Merkezi shows the main city’s city limits, which are the main focus of the analysis
of small provinces.
Earlier studies involving nighttime light intensity data used maps of administrative areas taken
primarily from www.gadm.org. Although these maps are accurate for first-level administrative
areas such as provinces of Turkey, they are not accurate when mapping the borders of districts or
towns. Therefore, a district level map provided by a company called Gfk is used in this study.14
Maps provided by Gfk have very accurate representations of district borders.
Usak province main city and small towns borders
Figure 3.1: Figure shows main city (Usak Merkezi) and small town borders for Usak province.
Main city uses name of province plus ”Merkez” in each small province.
In this study, nighttime light intensity data in each of the 81 provinces is used. The main
variable of interest is a dummy variable, Mayor that is equal to 1 if the political party of the
mayor of a place is aligned with the political party governing the country. After analyzing pooled
data for 16 big and 65 small provinces, big and small provinces are studied differently because of
their different administrative status. As explained above, in big provinces, there is no main city
but several towns, each electing its own mayor; and one province mayor is elected to represent
14Maps provided by Gfk can be found at http://www.gfk.com/pages/default.aspx.
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the whole province. The province mayor and each town mayor have similar responsibilities for
each town district. Therefore, if the province mayor and town mayor are from different parties,
it is hard to determine whether the town has a mayor that is a member of the party governing the
national government. For example, assume political party governing the country is party A, and the
province mayor being from political party A while the town mayor is from political party B. Since
province mayor and town mayors have similar responsibilities over a town, when the two layers of
mayors (province mayor and town mayor) are from different parties in big provinces, one cannot
assign a single dummy variable to a town, as in the case for small provinces.15 Therefore, 16 big
and 65 small provinces are analyzed differently after initial pooled results.16
This study used ArcGIS 10.2 software to extract nighttime light intensity data.17 This software
allows users to translate brightness level of each light source into data. The National Oceanic and
Atmospheric Administration (NOAA) provides annual nighttime light intensity data recorded by
the weather satellites of United States Air Force. The NOAA processes data more by removing
the effects of background noises, such as fire. Then nighttime light intensity is reported on a scale
from 0 63, with 63 indicating the most intense light and 0 indicating no lights.18 To get data for
each location in every province in Turkey, each town is divided into a grid of cells with 0.1 x 0.1
decimal degree dimensions as shown in Figure 3.2.19 0.1 x 0.1 decimal degree dimensions created
squares that have 144 light pixel (12 by 12 pixel square.) When projecting lights, there are some
small misprojections from year to year that is place of light pixels does not match from year to year
perfectly. Therefore aggregating pixels in a larger cell helps to reduce this variation from year to
year caused by projection imperfection.20 Mean nighttime light intensity of each grid cell is used
as a proxy for economic activity. If the grid cell includes a town’s border, dimensions might be
lower than 0.1 decimal degree. However since the mean nighttime light intensity and the grid-cell
15Also, note that brightness of light pixels range from 0 to 63. Big provinces have much more pixel with the
brightness level equal to 63. Therefore upper clustering at 63 is more problem with big provinces.
16It should be noted that the number of representatives from each province differs depending on the population
of the province. According to reports about general elections in 2011, the total number of representatives from the
sixteen big provinces was 284, about 51.6% of the total number of representatives in parliament.
17ArcGIS 10.2 is also used to obtain data about populations from ORNL LandScan data.
18Satellites cannot observe very dim lights. According to the data, very few light sources have an intensity of one
or two. Thus, some of the zero values might not reflect real zeros.
190.1 decimal degree is about 11.13km in the equator.
20Results for each individual pixel level analysis for main cities in small provinces also provided in the Appendix
C.
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fixed effect are used in the regression analysis, having grid-cell with dimensions lower than 0.1
decimal degree should not create any problem.
Main city is divided into 0.1 x 0.1 decimal degree cells
Figure 3.2: Figure shows the map of province of Usak. Main city is shown as Center, and the
names of other small towns in Usak province are labelled as well. Each main city, Center, in every
province is divided into squares that have 0.1 decimal degree length as shown in the figure.
The relationship between GDP of Turkey and the total time nighttime light intensity is shown
in Figures 3.3 below. Figure 3.3 shows the levels of GDP and the total nighttime light for Turkey
between 2005 and 2012. The left hand side is the level of GDP in years in terms of billion Turkish
lira; the right hand side shows the total light count in millions over the years. Except in 2011, when
the GDP increased (decreased) from one year to another year, the total night light also increased
(decreased). However, the percentage change in nighttime lights is higher than the percentage
change in GDP.
Until 2001, Turkish province level GDP is published annually. However officials stop
publishing official province level GDP after 2001. In 2004, they start publishing official GDP
in more aggreaged level by grouping several provinces according their geographic location. Figure
3.4 shows the province level GDP and total nighttime light intensity data from 1992 to 2001. It can
be seen that nighttime lights and GDP of the province are corralated in local level. Data shows the
nighttime light and GDP from 1992 to 2001 for 65 small province. Corralation coefficient between
total nighttime lights and GDP is about 0.74.
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Total nighttime lights and GDP
Figure 3.3: Figure shows the GDP of Turkey and Total night-lights for Turkey. GDP reflect the
constant 1998 Turkish Lira in billions. Total nighttime light intensity is in millions.
Total provice level nighttime lights and GDP
Figure 3.4: Figure shows the nighttime lights and GDP in province level from 1992 to 2001. GDP
reflect the constant 1987 Turkish Lira.
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Summary statistics are shown in table 3.2 for coalition government era from 1998 to 2003 and
in table 3.3 one party government era from 2005 to 2012. It can be seen that average nighttime
light intensity is higher in one party government era (later years) as expected. Number of mayors
that is aligned with the government party is higher in one party government era. Population also
increased in later years. Summary statistics for other variables can be seen in the tables below.
Table 3.2: Summary statistics for coalition government era
Variable Obs Mean Std. Dev.
Light 10410 2.446 4.488
Mayor 10410 .434 .48
Totrep 10410 4.695 2.354
Tot investmillion 8661 6.884 16.705
Govrep 10410 2.747 1.529
Pop 10308 69.376 263.255
Note: Mayor is dummy variable equal to one if mayor is a member of the political party in power. Govrep is
the number government party representatives elected from a province. Totrep is the number of total representatives
elected from the province.
Table 3.3: Summary statistics for One party government era
Variable Obs Mean Std. Dev.
Light 13880 3.681 6.457
Mayor 13880 .66 .467
Govrep 13880 3.169 1.853
Totrep 13880 4.581 2.348
Cars 13880 32572.57 29145.67
Small truck 13880 9921.886 9540.008
Big truck 13880 4859.446 3905.648
Tot investmillion 13880 .122 .122
Net export 13880 9818.452 258189.6
Pop 13688 70.908 253.093
Note: Mayor is dummy variable equal to one if mayor is a member of the political party in power. Govrep is
the number government party representatives elected from a province. Totrep is the number of total representatives
elected from the province.
Alignment status of mayor might change either because of change in elected mayor’s political
party in local elections in 1999 and 2009, or change in political party in power in 2003. Figure 3.5
shows the number of towns that changed alignment status either from being aligned to nonaligned
and vise versa.
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Figure 3.5: Figure shows the number of towns switched alignment status.
3.5 Model
The dependent variable in the regression is the natural logarithm of nighttime light intensity, which
is a proxy for economic activity in each town. Ln(L+ 0.01)ict is the natural logarithm of mean
nighttime light intensity in cell i in town c in year t. The dependent variable has a right-skewed
distribution (26.79% of the values between 2005 and 2012, and 30.02% of the values between 1998
and 2003 are in the lower bound, which is zero). In order not to lose the data that has zero light
intensity, I followed [23] and [36], [35] in using natural logarithm transformation. I added 0.01
to each average nighttime light intensity and utilized a natural logarithm transformation. Doing
so helped in not losing data and also guaranteed estimated coefficients remained close to semi-
elasticity. Also, when nighttime light intensity data is analyzed, very few light sources have a
brightness value of 1 or 2, indicating that satellites cannot observe very dim lights. Therefore,
having 0 light intensity might not mean no economic activity in a region; it might also indicate a
very dim light source.21 The main variable of interest is a dummy variable, Mayor that takes the
value 1 when the political party of the mayor of a town or a city is aligned with the political party in
power. This variable is chosen as the main variable of interest because (i) the government can send
more resources to the towns or cities to increase its chance in future elections, (ii) being a member
of the political party governing the country can give easy access to the mayor to obtain resources.
The number of representatives in each province from the political party in power might affect
21Results without zero cells also provided in the study in later tables.
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the performance of the mayor in bringing government funds to the provinces. The mayor of the
province might communicate better with the government through representatives if both the mayor
and the representatives are from the party in power. Therefore, the number of representatives of
each province from the political party in power and the number of total representatives from the
province are used as other control variables in this study.
Turkey experienced coalition governments until November 2002 when the Justice and Devel-
opment Party (AK Party) won the majority of parliament, thus ruling the country. After November
2002, a one-party government era began.22 Because of different structures of the government
before and after November 2002, political favoritism was analyzed for 1998-2003 and 2005-2012
differently.23
Thus, the basic model to analyze small provinces can be seen as
Ln(L+0.01)ict = β0 +β1Mayorict−1 +αt +αi +αs + εict (1)
where Ln(L+ 0.01)ict is nighttime light intensity in cell i in town c in year t. Mayorict is a
dummy variable that takes the value of 1 if the political party in town c in year t is aligned with the
political party in power in year t. αt is the year-fixed effect, αi is the cell-fixed effect, and αs is the
satellite-fixed effect. Consistent with the literature, the lagged independent variables are used for
variables related to politics. According to the literature, it is common in developing countries for
a policy to take some time to be effective because of bureaucracy. Therefore, lagged independent
variables (one year lag) are used for variables related to politics. Equation 1 is estimated for the
coalition government era from 1998 to 2003 and for the one-party era from 2005 to 2012. Later,
when analyzing the main cities in small provinces, other political variables are added, such as
number of representatives in the parliament from government party, number of total representatives
from each province in the parliament and other control variables. Thus estimating equation for
22The AK Party also won the majority of parliament in order to rule the country without needing coalition in the
subsequent two elections (2007 and 2011).
23The AK Party was founded in 2001 and in November 2002 won their first national election. The next local
elections was in March 2004. Therefore, even though the AK Party was ruling the country in 2003, they did not have
any mayors in 2003. Therefore, in year 2004 where mayorict−1 is equal mayoric2003 was excluded from this study
because of using a lagged independent variable.
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extended model to analyze small provinces can be seen as,
Ln(L+0.01)ict = β0+β1Mayorict−1+β1Govrepict−1+β1Totrepict−1+β1Xct +αt +αi+αs+εict
3.6 Results
In Turkey, provinces are categorized as big and small provinces according to their total population.
Small provinces consist of one main city and several other small towns. Each small town and
main city elect their own mayor, who is responsible only from their own town or city. In contrast,
big provinces are consisted of towns but no main city. Each town elect their own mayor, and one
province mayor is elected to represent whole province.24
Even though big and small provinces have different administrative characteristics I started
with analysis of pooled data of big and small provinces. I assigned several dummy variables to
incorporate big provinces into the analysis. i) a dummy called BothAligned is assigned if both
province mayor and town mayor are aligned with the political party in power25, ii) a dummy,
ProvinceAligned is assigned if province mayor is aligned but town mayor is unaligned, iii) a
dummy, TownAligned is assigned if town mayor is aligned but province mayor is unaligned,
iv) a dummy, NonAligned is assigned if both province mayor and town mayor are unaligned.26
Table 3.4 Panel A shows the main results for pooled sample, including big provinces and small
provinces. There is some evidence that when province mayor is aligned towns get brighter in
coalition government era.
3.6.1 Big Provinces
In big provinces, results in Table 3.4 Panel B show that in one-party government era when both
province mayor and town mayor are from government party, towns are more brighter compared to
towns where both province mayor and town mayor are not from government party. Also, I found
that towns are brighter if only province mayor is aligned compared to neither province nor town
24In small provinces there are no province mayor.
25For small provinces, variable BothAligned is equal to 1 if a town or city mayor is aligned.
26NonAligned is omitted category. Thus coefficients compared against this category. Each dummy variable is a
lagged variable.
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Table 3.4: Summary of Main Results for Pooled Sample and Sub-samples.
Coef Std
Panel A: Pooled Sample - Big & Small Provinces
Coalition Government Era
Both Aligned 0.0102 (0.0369)
Province Aligned 0.2156*** (0.0586)
Town Aligned 0.0141 (0.0657)
One-Party Government Era
Both Aligned -0.0415 (0.0631)
Province Aligned 0.0175 (0.1041)
Town Aligned -0.2401* (0.1436)
Panel B: Big Provinces
Coalition Government Era
Both Aligned 0.0326 (0.0716)
Province Aligned 0.1995*** (0.0640)
Town Aligned 0.002 (0.0678)
One-Party Government Era
Both Aligned 0.1444* (0.0793)
Province Aligned 0.1295** (0.0583)
Town Aligned -0.0987 (0.0755)
Panel C: Small Provinces - Main Cities
Coalition Government Era
Aligned 0.2547* (0.1324)
One-Party Government Era
Aligned -0.2126** (0.0973)
Panel D: Small Provinces - Towns
Coalition Government Era
Aligned -0.0514 (0.0406)
One-Party Government Era
Aligned -0.0061 (0.0424)
Note: Standard errors are in parenthesis. *p < .1, **p < .05, ***p < .01.
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mayor is aligned. Therefore, result might suggest that in one party era, political party in power
might focus more on big provinces. In coalition government era, results provide some evidence
that in big provinces, towns are brighter when only province mayor is aligned with the political
party in government.
3.6.2 Small Provinces
In small provinces, I analyzed main cities and towns separately. In table 3.5, main results of
main cities in small provinces for the coalition government era are shown. Main results show that
when political party of the mayor of a city is aligned with the political party in power, cities get
brighter and thus have more economic activity during the coalition government era from 1998 to
2003. In column 1, a lagged independent dummy variable, Mayorict−1 was used for the mayor.
The coefficient is 0.263 and statistically significant at the 5% level, meaning that, on average,
cities with aligned mayors experience economic activity about 26.3% higher than cities with
unaligned mayors. In column 2, the lagged independent variables Govrepict−1 and Totrepict−1
were added, which represent the number of elected representatives from the government party
from each province in parliament and the total number of elected representatives in parliament from
each province, respectively. The coefficient on Mayorict−1 is 0.265 and is statistically significant
at the 5% level. Thus, cities with aligned mayors experience 26.5% more economic activity
than cities with unaligned mayors after controlling for Govrep and Totrep. The coefficients on
Govrepict−1 and Totrepict−1 are 0.055 and -0.018, respectively. Both Govrepict−1 and Totrepict−1
are statistically insignificant. In column 3, regression results with additional control variables are
shown. In column 4, I used the independent variable Mayor without lag. The coefficient is 0.315
and is significant at 1% level. In column 5, Mayor, Govrep and Totrep were used without lags.
The coefficient on Mayor increased slightly, and coefficients on Govrep and Totrep were still
insignificant.
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Table 3.5: Main results and Robustness Checks for the Coalition Governments Era (1998-2003)
for Main Cities in Small Provinces
(1) (2) (3) (4) (5)
log light log light log light log light log light
Mayorict−1 0.263∗∗ 0.265∗∗ 0.290∗∗
(0.127) (0.123) (0.125)
Govrepict−1 0.0556 0.0136
(0.0791) (0.166)
Totrepict−1 -0.0183 -0.0202
(0.0729) (0.0723)
Mayorict 0.315∗∗∗ 0.330∗∗∗
(0.103) (0.106)
Govrepict 0.00225
(0.0279)
Totrepict 0.0648
(0.0603)
N 8675 8675 8541 10410 10410
Cell Fe Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes
controls No No Yes No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Fixed effect regressions are used. Dependent variable is the log of average night light intensity. In all column,
0.01 is added to average night light intensity when having natural logarithm. Mayor is a dummy variable that equals
to one if political party of the mayor of the city is aligned with the government. Govrep and Totrep number of
elected representatives from government party in parliament elected and total number of representatives in parliament,
respectively. Standard errors are clustered in mayor level.
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In table 3.6 results with additional control variables for the coalition government era are shown.
In column 1, which is the preferred model, natural logarithm of the population density, Ln(pop+
0.01)27, and the total government investments, Invst(milionT L) in the city are included in the
regression.28 Results show that the coefficient of interest (coefficient on Mayorict−1) is 0.290 and
statistically significant at 5% level. In column 1, when having a logarithm transformation, 0.01
was added to nighttime light intensity. The positive coefficient on Mayorict−1 can be interpreted
as economic activity in the city is about 29% higher when the political party of the mayor of a
city is aligned with the political party in power in the country. Govrepict−1 and Totrepict−1 is
included to control the number for representatives from the government party from each province
and total number of representatives elected from each province, respectively. Population density
is also included in the regressions. Ln(pop+0.01) represents the population density in cell i, city
c, and year t.29 The coefficients on all other variables are insignificant. In columns 2 and 3, 0.001
and 0.1 were added in log transformation for both the nighttime light intensity and the population
density, respectively. Even though the coefficient on Mayorict−1 changes, in both regressions it
is positive and significant at the 5%. In the last column, observations were dropped if it has zero
nighttime light intensity for all six years. The value of zero might indicate no economic activity.
Thus, if a cell has a value of zero in all six years, it might be in an area with no light source,
such as a forest. The coefficient of interest increases slightly but is significant at the 5% level. In
all four regressions, grid-cell fixed effects, year fixed effects and satellite fixed effects are used.
These results indicate that in the coalition government era from 1998 to 2003, the city’s nighttime
light intensity, and thus economic activity, increases when the mayor of the city is aligned with
the ruling political party. For example if we assume that a county is governed by political party
G and F, then cities with a mayor who is a member of political party G or F have more economic
activity than cities whose mayors are members of a political party other than party G or F during
the coalition government era between 1998 and 2003.
27When having natural logarithm transformation, 0.01 is added to the population density
28For the earlier years in the panel, accurate data for other control variables are hard to find. Therefore, only
two additional control variable have been used. In a one-party government era, additional control variables are used:
number of cars, number of trucks, and net export. However, additional control variables in a one-party era did not alter
the results significantly.
29Population density data was gathered from the Oak Ridge National Laboratory’s Landscan project by using
ArcGIS 10.2.
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Table 3.6: Results for coalition government era with control variables for main cities in small
provinces (1998-2003)
(1) (2) (3) (4)
log light log light log light log light
Mayorict−1 0.290∗∗ 0.397∗∗ 0.168∗∗ 0.342∗∗
(0.125) (0.173) (0.0772) (0.148)
Govrepict−1 0.0136 -0.00147 0.0316 -0.00844
(0.166) (0.231) (0.102) (0.189)
Totrepict−1 -0.0202 -0.00559 -0.0270 -0.0214
(0.0723) (0.100) (0.0448) (0.0871)
Invst (million TL) -0.00228 -0.00280 -0.00179 -0.00269
(0.00208) (0.00303) (0.00125) (0.00268)
Ln(pop+0.01) 0.0329 0.0192
(0.0274) (0.0405)
Ln(pop+0.001) 0.0454
(0.0300)
Ln(pop+0.1) 0.0140
(0.0203)
N 8541 8541 8541 7117
Cell Fe Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes
controls Yes Yes Yes Yes
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Fixed effect regressions are used. log light is the log of average night light intensity. In column 1, 0.01 is
added to average night light intensity and population density when having natural logarithm. In column 2 and column
3, 0.001 and 0.1 is added to average night light intensity and population density when having natural logarithm,
respectively. Ln(pop+ 0.01)ict is the logarithm of mean population in cell i, in city c, in time t. Invst(miilionT L) is
the total government investment in million Turkish Lira to the city c in year t. Grid-cell fixed effect, year fixed effect
and satellite fixed effect are used in all regressions. Standard errors are clustered in mayor level.
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Table C1 in Appendix shows the results in the absence of control variables when 0.001 and
0.1 added in log transformation. When 0.001 (0.1) is added to the dependent variable in having
log transformation, the coefficient on the main variable of interest, Mayor increases (falls) in
comparison with the base model and is still significant at 5% (10%) level. In all regressions, the
coefficient of Govrep and Totrep are statistically insignificant. The grid-cell fixed effect, year fixed
effect and satellite fixed effect are used in all regressions. Thus results confirm that when political
party of the mayor of a city is aligned with the political party in power, cities experience more
economic activity during the coalition government era from 1998 2003. Individual pixel level
analysis is provided in Appendix Table C3 for coalition government era. Sings of the variables
does not alter or change significantly in individual pixel level analysis. However, as mentioned
before, because of the imperfections in projecting and aligning indivial pixel from year to year
there are more variation in individual pixel level data. Because of a small imperfection from year
to year, one lit pixel might move a little bit and become brighter in next year. For that reason
individual pixel level data has more variation from year to year and results for individual pixel
level analysis are less precise.
In table 3.7, main results of main cities for the one-party government era are shown.
Conclusions for the one-party government era are completely opposite those of the coalition
government era. In column 1, the lagged independent dummy variable Mayorict−1 is used. The
coefficient is equal to -0,232 and is significant at 1% level, meaning that on average, cities that
have aligned mayors experience 23.2% less economic activity than those cities not having aligned
mayors. In column 2, Govrepict−1 and Totrepict−1 are added to the regression as in the coalition
government era. The coefficient on Mayorict−1 is -0.217 and significant at 5% level, while the
coefficients on Govrepict−1 and Totrepict−1 are -0.139 and 0.045, respectively. The coefficient on
variable Govrepict−1 is statistically significant at 5% level; however, the coefficient on variable
Totrepict−1 is statistically insignificant.
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Table 3.7: Main results and Robustness Checks for the One-Party Government Era (2005-2012)
for Main Cities in Small Provinces
(1) (2) (3) (4) (5)
log light log light log light log light log light
Mayorict−1 -0.232∗∗∗ -0.217∗∗ -0.196∗∗
(0.0880) (0.0928) (0.0873)
Govrepict−1 -0.139∗∗ -0.207∗∗∗
(0.0661) (0.0673)
Totrepict−1 0.0448 -0.0694
(0.167) (0.161)
Mayorict -0.313∗∗∗ -0.292∗∗∗
(0.0747) (0.0612)
Govrepict -0.152∗∗∗
(0.0520)
Totrepict 0.155∗
(0.0900)
N 12145 12145 11977 13880 13880
Cell Fe Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes
controls No No Yes No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Fixed effect regressions are used. log light is the log of average night light intensity plus 0.01. Standard errors
are clustered in mayor level.
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In column 3, results with the control variables are shown. The coefficient on the main variable
of interest becomes smaller in magnitude; however, it is still significant at the 5% level. Details
about control variables are shown in table 3.8. When control variables are added, on average, cities
with the aligned mayors have 19.6% less economic activity than cities without aligned mayors in
a one-party government era.
In columns 4 and 5 of Table 3.7, independent variables Mayor, Govrep and Totrep are
used without lag. In column 5, while the coefficient on Mayor is -0.292 and significant at 1%
level, the coefficient on Govrep is -0.152 and significant at 1% level. Coefficient on Totrep
also becomes marginally significant at 10% level when other control variables are added to the
regression. Appendix Table C2 shows the results when 0.001 and 0.1 added to nighttime light
intensity when taking log transformation. In columns 1 and 2, when taking the log transformation,
0.001 was added to the dependent variable. Coefficient on Mayorict−1 became more negative;
but in both regressions, it is still significant at the 5% level. In columns 3 and 4, 0.1 was added
to the dependent variable when having log transformation. Coefficients on both Mayorict−1 and
Govrepict−1 decreased slightly. The coefficient on Mayorict−1 is still significant at 5% level while
significance of Govrepict−1 reduced to 10%. In Appendix Table C4, individual pixel level analysis
results are shown. Coefficients still have same sign and similar in magnitude. However results are
less precise as explained the reasons above.
In table 3.8 results with additional control variables are shown for one-party government era.
In column 1, which is a preferred regression, when other control variables are added, contrary
to the coalition government era, coefficient in Mayorict−1 is negative and statistically significant
at 5% level. The negative coefficient on Mayorict−1 indicates that if the political party of the
mayor of a city is aligned with the political party in power, then the nighttime light intensity, thus
economic activity in the city decreases by 19.6% in main cities in small provinces. Coefficient on
Govrepict−1 is also negative and statistically significant at 1% level. When the number of elected
representatives in a city from the political party in power increases, economic activity in the city
decreases. The coefficient on the population density is positive and significant as expected.
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Table 3.8: Results for one party government era with control variables (1998-2003) for main cities
in small provinces
(1) (2) (3) (4)
log light log light 001 log light 1 log light
Mayorict−1 -0.196∗∗ -0.281∗∗ -0.114∗∗ -0.247∗∗
(0.0873) (0.120) (0.0550) (0.104)
Govrepict−1 -0.207∗∗∗ -0.293∗∗∗ -0.123∗∗∗ -0.255∗∗∗
(0.0673) (0.0925) (0.0421) (0.0796)
Totrepict−1 -0.0694 -0.0875 -0.0537 -0.0366
(0.161) (0.218) (0.105) (0.188)
Invst (million TL) 0.965∗∗ 1.299∗∗ 0.630∗∗ 1.139∗∗
(0.402) (0.527) (0.282) (0.464)
Ln(pop+0.01) 0.137∗∗ 0.105
(0.0593) (0.0771)
NetExport -0.000000293 -0.000000411 -0.000000189 -0.000000319
(0.000000203) (0.000000293) (0.000000119) (0.000000241)
Cars -0.0000368∗∗∗ -0.0000533∗∗∗ -0.0000213∗∗∗ -0.0000504∗∗∗
(0.00000957) (0.0000136) (0.00000551) (0.0000136)
BigTruck 0.000111∗ 0.000132 0.0000813∗∗ 0.000128
(0.0000582) (0.0000812) (0.0000365) (0.0000774)
SmallTruck 0.0000893∗∗∗ 0.000134∗∗∗ 0.0000499∗∗∗ 0.000117∗∗∗
(0.0000213) (0.0000303) (0.0000127) (0.0000299)
Ln(pop+0.01) 0.136∗
(0.0702)
Ln(pop+0.1) 0.122∗∗∗
(0.0421)
N 11977 11977 11977 10437
Cell Fe Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Fixed effect regressions are used. log light is the log of average nighttime light intensity. In column 1,
0.01 is added to average nighttime light intensity and population density when having natural logarithm. In column
2 and column 3, 0.1 and 0.001 is added to average nighttime light intensity and population density when having
natural logarithm, respectively. Ln(pop + 0.01) is the logarithm of mean population in cell i, in city c, in time t.
Invst(millionT L)ct is the total government investment in million Turkish Lira to the city c in year t. Carct is the
total number of car registration in city c, in year t. bigtruckct and smalltruckct is the total number of big and small
truck registration in city c, year t, respectively. Grid-cell fixed effect and year fixed effect are used in all regressions.
Standard errors are clustered in mayor level.
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Until 2007, in Turkey, the population was counted every 7 years. Starting from 2007, the
population was counted every year automatically using birth and death count.30 Therefore more
accurate data is available for one-party government era. Positive and significant coefficient on the
population density Ln(pop + 0.01) states that when the population increases economic activity
in the city increases by 13.7% after controlling for other variables. The coefficient on the total
government investment Invst is also positive and significant at the 5% level. The more investment
from the federal government to the city the higher the economic activity in the city. In the
regression the number of cars, big and small trucks are also included. Number of cars and trucks
might indicate the economic power of the residents of the city and the productivity of the city,
respectively. The coefficients on both cars and small trucks are highly statistically significant
while the coefficient on cars is negative and the coefficients on small and big trucks are positive.
The positive coefficient on trucks might indicate productivity in the city. Thus, a positive sign
is expected. On the other hand, although it is very small in magnitude, the negative coefficient
on cars might seems to be surprising. However, high GDP growth rate of Turkey in recent years
has allowed more and more people, including the relatively poor to afford a car. If one assumes
poorer households live in poorer regions of the cities, the negative coefficient on cars should not
be surprising after controlling other variables, such as trucks and population density. In columns 2
and 3, when having log transformation, 0.001 and 0.1 are added to mean nighttime light intensity,
respectively. Even though the coefficient changes some, the sign of the coefficient remains the
same for all variables. In column 4, observations were dropped if it had 0 nighttime light intensity
for all 8 years. The coefficient of interest is still significant at the 5% level.
The coefficient on the main variable of interest has a negative and significant sign for the one-
party government era, while it has a positive and significant sign in the coalition government era
for main cities in small provinces. Two explanations are possible. In a coalition government,
since none of the single political parties can get the majority in parliament in order to form the
government, more than one party come together and establish the government, indicating none of
the parties in the country have dominant support from the public.31 Therefore, mayors of the cities
30Prior 2007, last two population count held in year 1993 and 2000.
31Election results in table 3.1 show that in the 1999 national election, 5 political parties had a seat in parliament.
The political party with the highest seat share secured 136 seats, while the political party with the lowest seat share
secured 85 seats.
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affiliated with the political parties in power might spend more effort bringing more investments to
the city to get more support for their political parties in future elections by using the advantages
of controlling the national government. Thus, economic activity might increase in the cities where
political party is aligned with the political party in power.
On the other hand, when a single party gets the majority support from the public, the mayor of
the city might feel they are strong in the region, which might result exerting less effort for bringing
more investment for voting considerations; thus, economic activity might diminish. Results of [28]
are parallel to the results in this paper. By using data from India, [28] found that constituents in
India that are party stronghold receive significantly less funding from the government. Considering
the one-party era beginning in November 2002, the AK Party had increasingly strong public
support. Although, the AK Party received 34% of the votes nationwide at the election in November
2002 because of the 10% nationwide votes cast requirement in Turkish election system to save any
seat in parliament, they secured more than 2/3 of the seats in parliament.32 Furthermore, in all the
subsequent elections, the AK Party increased their votes. This increasing trend might give mayors
of the cities aligned with the AK Party some confidence. On the other hand, mayors not affiliated
with the AK Party might work harder to get their party more support for future elections.
Another explanation can be the type of investments mayors choose. Nighttime light intensity
reflects only lights, thus only economic activity visible from the sky. However, it might not
accurately reflect the investment in infrastructure, such as rebuilding sewer and water pipeline
systems. The type of investment Turkish municipalities supply is always debatable. People
consider some investments as visible investment to voters, such as parks or schools, which might
attract more votes. However, investments in renewing sewer or water pipeline systems might not
be as readily visible to voters. To get more support during the coalition government era when
none of the parties had a majority, mayors of the parties forming the government might focus
more on investments visible from the sky, such as parks and street lighting. However having more
support from the public, mayors of the political party in power might feel more comfortable in
one-party era compared with coalition era. Without fearing losing support, they might channel
32It can be seen in table 3.1 that three political parties received vote share higher than 7% but lower than 10% in
2002 national election. Because of the 10% nationwide votes cast requirement, two party that received more than 10%
votes shared the seats in parliament.
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more investments into improvements not visible, such as replacing sewer or water systems.33 Such
investments usually bring higher budget costs and greater disutility for the residents of the area
because during construction residents cannot access streets and have to deal with increased dust and
mud. Furthermore, after completed people do not usually remember those investments because of
being done in underground. Therefore, investments like renewing sewage or water pipeline systems
can be considered risky in terms of voting considerations. Therefore, mayors of the political parties
in power might focus more on investments visible to voters in order to attract more votes during a
coalition government era. On the other hand, in a one-party government era, having strong support
from the public, mayors of the government party can focus on investments not visible without
fear of losing support from the public. These explanations should be investigated further in future
studies.
It might be a concern that the probability of becoming aligned or not aligned city in the next
election and nighttime light intensity can be correlated through some unobserved effects. Cities
with unaligned mayors might want to have aligned mayors or visa versa in future election if people
think that it is in their best interest. Applying the approach [25] used to see whether cities that will
be aligned in the next mayoral election differ from other cities, I used a dummy variable f uture0to1
equal to 1 in year 2008 for the cities, which move from being unaligned city to the aligned in year
2009 mayoral election election. By following the same intuition, I explored whether cities that
went from being aligned to not aligned in the 2009 mayoral election differ from other cities. I
assigned the dummy variable f uture1to0 equal to 1 in year 2008 for cities that went from being
aligned to not aligned in the 2009 mayoral election. Table 3.9 shows the results with the dummy
variables added to the preferred regression. Dummy variables that are assigned for the cities that
switched from being not aligned to aligned or from aligned to not aligned are not statistically
significant. Therefore, cities that went from being aligned to not aligned or from being not aligned
to aligned are not statistically different from other cities.34
33Turkish cities have long history. Thus more investment on renewing sewer and water pipeline systems are needed.
34Only 2009 local election can be used for this analysis. 1999 election cannot be used because of using lagged
dependent variable. The coefficient for dummy variable assigned for 1998 for cities that switched cannot be obtained.
Since 2003 cannot be used in the data, dummy variable cannot be assigned for 2003 for cities that switched in 2004
local election.
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Table 3.9: Robustness check for 2009 election results
(1)
log light
Mayorict−1 -0.184∗∗
(0.0922)
Govrepict−1 -0.141∗∗
(0.0662)
Totrepict−1 0.0376
(0.167)
future0to1 -0.252
(0.188)
future0to1 -0.172
(0.237)
N 12145
Cell Fe Yes
Year Fe Yes
satellite Fe Yes
controls No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Results for pooled sample of coalition and one-party governments era are shown in the Table. Coefficient
contain name as OneParty are the interaction terms of respected variable and one-party era. Standard errors are
clustered in town level.
In Table 3.4 Panel D results for towns in small provinces are shown for both coalition and one-
party government era. Results do not allow to draw any conclusion. Coefficients in both coalition
and one-party government era are not significant, which might support the hypothesis that political
parties do not put too much emphasis on towns in small provinces as population and economy are
agglomerated in main cities in small provinces.
Appendix Table C6 shows the results when I pooled coalition and one-party government
era. I assigned a dummy OneParty that is equal to 1 for the years of one-party government
era. Then, I created an interaction term multiplying dummy variables (Aligned, BothAligned,
ProvinceAligned, and TownAligned) with one-party era dummy. In general, results are parallel to
the main results. Panel C shows that during one-party governments main cities in small provinces
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get less brighter as in the case of separated regressions, although coefficient is higher in magnitude.
Panel D confirms again that results for towns in small provinces are not statistically significant.
In Panel B, big provinces only results show that provinces get brighter when province mayor is
aligned with the political party in power during one-party governments.
3.7 Conclusion
In this study, by using nighttime light intensity as a proxy for economic activity in a town, I tested
whether the economic activity in the towns in which mayors from the political party in power is
higher than in other towns under coalition and one-party governments. I examined the coalition
government era (1998-2003), when more than one party constituted the government, and the one-
party government era (2005-2012), when the AK Party got the majority of the parliament seats and
ruled the country without needing the coalition. Results show that during the coalition government
era, in small provinces, main cities with a mayor whose political party is aligned with the one in
power have more intense nighttime light than the cities with a mayor whose political party is not
aligned with the one in power. However, the opposite applies to the one-party government era.
These results confirm that during the coalition government era, if the political party of the mayor
of the city is aligned with the party in power, the city has more economic activity. On the other
hand, in the one-party government era, if the political party of the mayor of the city is aligned with
the party in power, the city has less economic activity.
One explanation might be the result of intensity of the efforts mayors exert. During the coalition
government era, since none of the party can get the majority of the parliament to rule the country,
the mayor of the cities whose political party is aligned with the parties in power might work harder
to gain more public support. Conversely, during the one-party government era, having strong
public support, the mayors of the cities aligned with the party in power might feel comfortable
exerting less effort. Another explanation might be the type of investments mayors choose. During
the coalition government era, city mayors that are members of political parties in power might
focus more on visible investments, such as parks and schools, to attract more votes. On the other
hand, during the one-party government era, having strong support from the public, city mayors
that are members of the political party in power might focus more on invisible investments, such
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as rebuilding sewer or water pipeline systems, without fearing loss of support. The negative
coefficient in the variable of interest for the one-party government era in this study is parallel
to the findings of [41] and [28].
For big provinces, I found some evidence that in both one party government era and coalition
government era, towns with an aligned province mayor have brighter lights than towns with
unaligned province mayors. Therefore, results might be indication that in both coalition and one-
party government era, political party in power put more emphasis on big provinces since more than
50% of member of the parliament are elected from big provinces.
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Figure A1: Figure shows the coefficient on distance years leading and following an earthquake in
200 and 50 mile radius.
Table A1: Weights for Each Disaster Country.
Honduras Iran Nicaragua
Sythetic
Countries Weight
Sythetic
Countries Weight
Sythetic
Countries Weight
Albania 0.038 China 0.034 Burkina Faso 0.344
Burkina Faso 0.270 Czech Rep. 0.165 Bulgaria 0.042
Costa Rica 0.116 Algeria 0.490 Colombia 0.192
Guinea-Bissau 0.220 Ethiopia 0.060 Costa Rica 0.032
Guyana 0.189 Finland 0.013 Cuba 0.015
Lebanon 0.025 Russia 0.002 Madagascar 0.091
Mongolia 0.057 Thailand 0.017 Niger 0.011
Philippines 0.032 Tunisia 0.219 Panama 0.017
Uruguay 0.053 Philippines 0.256
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Table A1: Weights for Each Disaster Country (Continued.)
Pakistan Indonesia Sri Lanka
Sythetic
Countries Weight
Sythetic
Countries Weight
Sythetic
Countries Weight
Bangladesh 0.118 Brazil 0.018 Rep. of Congo 0.342
India 0.096 China 0.133 Cuba 0.352
Iraq 0.150 Guyana 0.059 Ecuador 0.029
Libya 0.012 Kenya 0.715 Guyana 0.031
Morocco 0.203 Malaysia 0.058 Philippines 0.246
Niger 0.246 Singapore 0.018
Russia 0.005
Syria 0.171
Table A1: Weights for Each Disaster Country Continued.
Turkey Venezuela Papua New Guinea
Sythetic
Countries Weight
Sythetic
Countries Weight
Sythetic
Countries Weight
Bangladesh 0.362 Brunie 0.018 Angola 0.181
Germany 0.062 Canada 0.048 Burkina Faso 0.011
Guinea-Bissau 0.024 Rep. of Congo 0.056 Brazil 0.003
Greece 0.038 Colombia 0.461 Ivory Coast 0.362
Island 0.005 Ecuador 0232 Rep. of Congo 0.077
S. Korea 0.183 Finland 0.019 Gabon 0.057
Morocco 0.248 Gabon 0.138 Guyana 0.100
Russia 0.035 Dem. Rep. Sierra Leone 0.197
Poland 0.010 of Congo 0.028 Uganda 0.011
Tunisia 0.032
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Figure B1: Density of running variable in each school level for all three time zone boundary using
McCrary (2008) test.
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Figure B2: Density of running variable in each school level around Pacific - Mountain Time Zone
boundary using McCrary (2008) test.
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Figure B3: Density of running variable in each school level around Mountain - Central Time Zone
boundary using McCrary (2008) test.
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Figure B4: Density of running variable in each school level around Central - Eastern Time Zone
boundary using McCrary (2008) test.
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Figure B5: Magnitude of Coefficient of West Side with False Time Zone Boundaries in Each
School Level..
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Official achievement tests used in each state by schooldigger.com web page in calculation
of school scores.
Alabama : ACT Aspire Reading, ACT Aspire Math, ACT Aspire Science test scores released
by the Alabama Department of Education.
Arizona : AzMERIT Mathematics, AzMERIT English Language Arts, AIMS Science test
scores released by the Arizona Department of Education.
Arkansas : ACT Aspire English, ACT Aspire Math, ACT Aspire Science, ACT Aspire
Reading, ACT Aspire Writing test scores released by the Arkansas Department of Education.
California : Smarter Balanced Assessments English Language Arts/Literacy, Smarter Balanced
Assessments Mathematics, CST Science test scores released by the California Department of
Education.
Colorado: PARCC English Language Arts, PARCC Math, CMAS Science test scores released
by the Colorado Department of Education.
Florida: FSA English Language Arts, FSA Mathematics, Statewide Science Science, EOC
Civics, FSA Algebra 1 test scores released by the Florida Department of Education.
Georgia: Milestones Assessment English Language Arts, Milestones Assessment Mathemat-
ics, Milestones Assessment Science, Milestones Assessment Social Studies test scores released by
the Georgia Department of Education.
Idaho : SBAC English Language Arts, SBAC Mathematics, ISAT Science test scores released
by the Idaho Department of Education.
Illinois: PARCC English Language Arts, PARCC Mathematics test scores released by the
Illinois State Board of Education.
Indiana : ISTEP+ English/Language Arts, ISTEP+ Math, ISTEP+ Science, ISTEP+ Social
Studies test scores released by the Indiana Department of Education.
Iowa : IA Reading, IA Math test scores released by the Iowa Department of Education.
Kansas : KS Assessment Common Core English Language Arts, KS Assessment Common
Core Mathematics test scores released by the Kansas State Department of Education.
Kentucky : K-PREP Mathematics, K-PREP Reading, K-PREP Language Mechanics, K-PREP
Social Studies, K-PREP Writing test scores released by the Kentucky Department of Education.
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Louisiana : LEAP Mathematics, LEAP English Language Arts, LEAP Science test scores
released by the Louisiana Dept of Education.
Michigan : M-Step English Language Arts, M-Step Math, M-Step Science, M-Step Social
Studies test scores released by the Michigan Department of Education.
Minnesota : MCA-III Math, MCA-III Reading, MCA-III Science test scores released by the
Minnesota Department of Education.
Mississippi : MAP English Language Arts, MAP Mathematics, MST Science test scores
released by the Mississippi Department of Education.
Missouri : MAP Mathematics, MAP Communication Arts, MAP Science test scores released
by the Missouri Department of Elementary and Secondary Education.
Montana : SBAC English Language Arts, SBAC Mathematics test scores released by the
Montana Office of Public Instruction.
Nebraska : NeSA Reading, NeSA Mathematics, NeSA Science test scores released by the
Nebraska Department of Education.
Nevada : SBAC Mathematics, SBAC Reading test scores released by the Nevada Department
of Education.
New Mexico : PARCC English Language Arts, PARCC Mathematics, SBA Science test scores
released by the New Mexico Public Education Department.
North Carolina : EOG Mathematics, EOG Reading, EOG Science test scores released by the
North Carolina Dept of Public Instruction.
North Dakota : NDSA Mathematics, NDSA English Language Arts, NDSA Science test scores
released by the North Dakota Department of Public Instruction.
Ohio : Ohio State Tests Social Studies, Ohio State Tests Mathematics, Ohio State Tests English
Language Arts, Ohio State Tests Science test scores released by the Ohio Department of Education.
Oklahoma : OSTP Mathematics, OSTP Reading Language Arts, OSTP Science, OSTP Social
Studies test scores released by the Oklahoma State Department of Education.
Oregon : OAKS Science, Smarter Balanced Assessments English Language Arts, Smarter
Balanced Assessments Mathematics test scores released by the Oregon Department of Education.
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South Carolina : SC READY English Language Arts, SC READY Mathematics, SCPASS
Social Studies, SCPASS Science test scores released by the South Carolina Department of
Education.
South Dakota : Smarter Balanced Assessments English Language Arts, Smarter Balanced
Assessments Mathematics, Smarter Balanced Assessments Science test scores released by the
South Dakota Department of Education.
Tennessee : TCAP Math, TCAP Reading/Language, TCAP Science test scores released by the
Tennessee Department of Education.
Texas : STAAR EOC Algebra I, STAAR EOC Biology, STAAR EOC English I Reading,
STAAR EOC English II Reading, STAAR EOC U.S. History test scores released by the Texas
Education Agency.
Utah: SAGE Language Arts, SAGE Math, SAGE Science test scores released by the Utah State
Office of Education.
Virginia: SOL Mathematics, SOL English Reading, SOL Science, SOL History test scores
released by the Virginia Department of Education.
West Virginia : WV Assessment Mathematics, WV Assessment English Language Arts, WV
Assessment Science test scores released by the West Virginia Department of Education.
Wisconsin : Forward Exam English Language Arts, Forward Exam Mathematics, Forward
Exam Social Studies, Forward Exam Science test scores released by the Wisconsin Department of
Public Instruction.
Wyoming: PAWS Reading, PAWS Mathematics, PAWS Science test scores released by the
Wyoming Department of Education.
Washington: SBA English Language Arts, SBA Math, MSP Science test scores released by the
Washington State Office of Superintendent of Public Instruction.
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Table C1: Robustness Checks for the Coalition
Governments Era (1998-2003)
(1) (2) (3) (4) (5) (6) (7) (8)
log light log light log light log light log light 001 log light 001 log light 1 log light 1
Mayorict−1 0.263∗∗ 0.265∗∗ 0.290∗∗ 0.342∗∗ 0.363∗∗ 0.367∗∗ 0.148∗ 0.149∗
(0.127) (0.123) (0.125) (0.148) (0.176) (0.170) (0.0790) (0.0760)
Govrepict−1 0.0556 0.0136 -0.00844 0.0551 0.0556
(0.0791) (0.166) (0.189) (0.109) (0.0487)
Totrepict−1 -0.0183 -0.0202 -0.0214 -0.00522 -0.0241
(0.0729) (0.0723) (0.0871) (0.0999) (0.0460)
N 8675 8675 8541 7117 8675 8675 8675 8675
Cell Fe Yes Yes Yes Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes Yes Yes Yes
controls No No Yes Yes No No No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Table shows robustness checks for the Coalition government era (1998-2003). Fixed effect regressions are used. Dependent variable is the log of average
night light intensity. In column 1 and 2, 0.001 is added to average night light intensity when having natural logarithm. In column 3 and 4, 0.1 is added to average
nighttime light intensity. Mayorict−1 is a dummy variable that equals to one if political party of the mayor of the city is aligned with the government. Govrep and
Totrep number of elected representatives from government party in parliament elected and total number of representatives in parliament, respectively. Standard
errors are clustered in mayor level.
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Table C2: Robustness Checks for the One Party
Government Era (2005-2012)
%
(1) (2) (3) (4) (5) (6) (7) (8)
log light log light log light log light log light 001 log light 001 log light 1 log light 1
Mayorict−1 -0.232∗∗∗ -0.217∗∗ -0.196∗∗ -0.247∗∗ -0.334∗∗∗ -0.310∗∗ -0.137∗∗ -0.130∗∗
(0.0880) (0.0928) (0.0873) (0.104) (0.123) (0.128) (0.0546) (0.0590)
Govrepict−1 -0.139∗∗ -0.207∗∗∗ -0.255∗∗∗ -0.207∗∗ -0.0757∗
(0.0661) (0.0673) (0.0796) (0.0943) (0.0384)
Totrepict−1 0.0448 -0.0694 -0.0366 0.0918 0.00565
(0.167) (0.161) (0.188) (0.232) (0.106)
N 12145 12145 11977 10437 12145 12145 12145 12145
Cell Fe Yes Yes Yes Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes Yes
controls No No No No No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Table shows some robustness checks for the Coalition government era (1998-2003). Fixed effect regressions are used. Dependent variable is the log of
average night light intensity. In column 1 and 2, 0.001 is added to average night light intensity when having natural logarithm. In column 3 and 4, 0.1 is added
to average nighttime light intensity. Mayorict−1 is a dummy variable that equals to one if political party of the mayor of the city is aligned with the government.
Govrep and Totrep number of elected representatives from government party in parliament elected and total number of representatives in parliament, respectively.
Standard errors are clustered in mayor level.
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Table C3: Individual pixel level Results for the Coalition
Government Era (1998-2003)
(1) (2) (3) (4) (5)
log light log light log light log light log light
Mayorict−1 0.189 0.191 0.236∗
(0.126) (0.119) (0.120)
Govrepict−1 0.101 0.115
(0.0868) (0.156)
Totrepict−1 -0.0313 -0.0413
(0.0788) (0.0733)
Mayorict 0.314∗∗∗ 0.334∗∗∗
(0.0978) (0.104)
govrepict 0.0162
(0.0254)
Totrepict 0.0499
(0.0572)
N 719708 719708 718733 863694 863694
Cell Fe Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes
controls No No Yes No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Table shows individual pixel level analysis for the Coalition government era (1998-2003). Fixed effect
regressions are used. Dependent variable is the log of average night light intensity. In all column, 0.01 is added
to average night light intensity when having natural logarithm. Mayorict−1 is a dummy variable that equals to
one if political party of the mayor of the city is aligned with the government. Govrep and Totrep number of
elected representatives from government party in parliament elected and total number of representatives in parliament,
respectively. Standard errors are clustered in mayor level.
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Table C4: Individual pixel level Results for the One Party
Government Era (2005-2012)
(1) (2) (3) (4) (5)
log light log light log light log light log light
Mayorict−1 -0.207∗∗ -0.194∗ -0.154∗
(0.101) (0.106) (0.0867)
Govrepict−1 -0.107 -0.169∗∗∗
(0.0654) (0.0636)
Totrepict−1 0.134 -0.0495
(0.169) (0.159)
Mayorict -0.311∗∗∗ -0.290∗∗∗
(0.0925) (0.0771)
Govrepict -0.141∗∗
(0.0542)
Totrepict 0.194∗∗
(0.0896)
N 1007643 1007643 1007643 1151592 1151592
Cell Fe Yes Yes Yes Yes Yes
Year Fe Yes Yes Yes Yes Yes
satellite Fe Yes Yes Yes Yes Yes
controls No No Yes No No
Standard errors in parentheses
∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01
Note: Table shows individual pixel level analysis for the one party government era (2005-2012). Fixed effect
regressions are used. Dependent variable is the log of average night light intensity. In all column, 0.01 is added
to average night light intensity when having natural logarithm. Mayorict−1 is a dummy variable that equals to
one if political party of the mayor of the city is aligned with the government. Govrep and Totrep number of
elected representatives from government party in parliament elected and total number of representatives in parliament,
respectively. Standard errors are clustered in mayor level.
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Values, standard errors and p-values for the coefficient of LagMayor for each year. For the
coalition government I regressed Log(light) on LagMmayor LagGovrep LagTotrep Totalinvest-
ment and logPopulation for each years from 1999 to 2003. For One party era from 2006 to
2012, I regressed Log(light) on lagMmayor LagGovrep LagTotrep Totalinvestment logPopulation
NetExport Cars and Trucks.Except the first year non of the coefficient has significance. However
they are smaller in one party era and goes becomes negative for last part.
Table C5: Coefficient of Mayor for Each Year
Year Coef. Std. Err. P-Value
1999 0.763 0.341 0.029
2000 0.234 0.323 0.471
2001 0.119 0.304 0.696
2002 0.227 0.257 0.380
2003 0.390 0.277 0.164
2006 0.022 0.319 0.945
2007 0.147 0.332 0.659
2008 0.214 0.367 0.563
2009 0.041 0.299 0.892
2010 -0.152 0.344 0.660
2011 -0.057 0.248 0.818
2012 -0.092 0.267 0.730
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Table C6: Results for Pooled Sample - Coalition and One-Party Governments Era
Coef Std
Panel A: Pooled Sample - Big & Small Provinces
Both Aligned -0.004 (0.031)
Province Aligned -0.243*** (0.062)
Town Aligned 0.157*** (0.053)
OneParty Both Aligned -0.024 (0.047)
OneParty Province Aligned 0.223** (0.092)
OneParty Town Aligned -0.266** (0.120)
Panel B: Big Provinces
Both Aligned -0.368*** (0.077)
Province Aligned -0.412*** (0.076)
Town Aligned 0.009 (0.068)
OneParty Both Aligned 0.399*** (0.098)
OneParty Province Aligned 0.509*** (0.120)
OneParty Town Aligned -0.099 (0.144)
Panel C: Small Provinces - Main Cities
Aligned 0.226** (0.087)
OneParty Aligned -0.351*** (0.116)
Panel D: Small Provinces - Towns
Aligned 0.037 (0.035)
OneParty Aligned -0.043 (0.049)
Note: Table shows the result of regression when dummy variable added in order to check whether cities that went
from being aligned to unaligned or being unaligned to aligned significantly differ in 2009 mayoral election. Fixed
effect regressions are used. log light is the log of average night light intensity plus 0.01. Grid-cell fixed effect, year
fixed effect and satellite fixed effect are used in all regressions. Standard errors are clustered in mayor level.
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