Abstract-With the advent of audio-visual IP clients, video telephony becomes a realistic option in many application scenarios. In order to guarantee an adequate quality to its users, providers of audio-visual telephony services need to know the impact of the audio and video transmission channel characteristics on perceived Quality of Experience (QoE) in a realistic interactive setting. For this aim, a conversational video telephony experiment was conducted where the audio and video channel settings were adjusted in a controlled way, and participants were asked about the perceived audio, video and overall quality after carrying out a conversation over the audio-visual channel. We analyze the results with respect to the impact the two modalities have, as well as with respect to the impact of the conversation scenario.
Abstract-With the advent of audio-visual IP clients, video telephony becomes a realistic option in many application scenarios. In order to guarantee an adequate quality to its users, providers of audio-visual telephony services need to know the impact of the audio and video transmission channel characteristics on perceived Quality of Experience (QoE) in a realistic interactive setting. For this aim, a conversational video telephony experiment was conducted where the audio and video channel settings were adjusted in a controlled way, and participants were asked about the perceived audio, video and overall quality after carrying out a conversation over the audio-visual channel. We analyze the results with respect to the impact the two modalities have, as well as with respect to the impact of the conversation scenario.
I. INTRODUCTION
The interaction between audio quality, video quality and audiovisual quality in a context of multimedia communication has been previously studied in the literature [1] [2] [3] [4] [5] [6] . Several models have been proposed for predicting audio and video impact on the overall quality, one of which was retained for the ITU-T Rec. P.911 [7] . The procedure used to study this interaction was to evaluate separately the effects of video resp. audio with or without the presence of audio resp. video, and then to relate this to the overall audiovisual quality. Most of the experiences used for establishing the models have been carried out in a passive context of listening or viewing only. A study showed that it was possible to map the results in a passive context to an interactive context [8] . However, model coefficients usually depend on the type of degradations applied to the signals, on the experimental conditions, and on the content of the material being evaluated, which is one of the most important point [9] . We designed an experiment in a realistic fashion by using an IP-based client, an interactive context with different conversation scenarios, and with realistic types of degradations. Through this experiment, we investigate on one side the impact of the audio and video channels on the overall quality. We then compare these results obtained in a realistic context to the literature. On the other side, we aimed at analyzing the influence of the scenario and tasks on both media quality evaluation.
II. SUBJECTIVE QUALITY ASSESSMENT EXPERIMENT

A. Videoconference IP-based client
We used an open-source VoIP client called PJSIP [10] to which a video functionality was added (cf. Fig. 1 ). The video stream was generated by a camera producing raw video frames, complying with the format YUV422 [11] , with a precisely adjustable framerate. For this experiment, we used the VGA format with a framerate of 25 frames per second. We integrated to the client the standard implementation of the video codec MPEG2 included in the open-source library FFmpeg [12] . The video bitstream produced by the decoder was then sliced accordingly to the RFC 2250 [13] . The slices were then encapsulated in RTP packets following the RTP protocol RFC 3550 [14] . The jitter buffer implemented is an adaptative ring buffer capable of receipting fragmented video content. Before the jitter buffer, we implemented a mechanism of synchronization according to the RTCP protocol, so that the interstream delay remains quite low (between 0 and 45 ms), at least under the threshold of detectability which is around 80ms [15] . Once the video frames were decoded, they were directly copied to a video hardware overlay where the conversion YUV to RGB is computed in order to reduce the end-to-end delay. Concerning the audio we used the codec already included in the client, logarithmic PCM according to ITU-T Rec. G.711 [16] for the narrow-band (300-3400 Hz) case, and an opensource wideband codec known as Speex [17] , both with the packet loss concealment algorithm deactivated.
B. Test bed
We performed the videoconference tests in two separate rooms where the sound and light properties were adjusted according to ITU-T Rec. P.910 [11] . Both terminals were controlled remotely and any degradations (ex: packet loss) To do so, we used an external server equipped with a Freebsd tool called Dummynet [18] in order to emulate network-like conditions, such as packet loss, between the sender and receiver clients. The packet loss applied to the streams was controlled separately for both streams, and a network monitoring showed that the effective packet-loss rate applied to the stream was very close to the intended one.
C. Test plan
Three quality levels for both audio and video were predefined by our test set-up, corresponding to three settings of the audio and video coding and transmission characteristics, respectively. For video, the best quality was expected with a bitrate of 1024 kbit/s and with no packet loss or jitter; a medium quality was expected with a bitrate of 512 kbit/s and a packet loss rate of 0.5%, and finally a low quality was expected with a bitrate of 512 kbit/s and 5% of packet loss. All conditions were symmetric so that the test participants experienced the same quality on both ends of the connection. For the audio, the best quality was expected by using the wideband Speex codec with no packet loss, the medium quality with the narrowband G.711 log PCM codec, and finally the low quality with the G.711 and 6% of packet loss. Basically, the degradations applied the original signals were produced either by changing the codec and the packet loss rate for audio, or by changing the bit rate and the packet loss rate for video. Among all the possible combinations of these parameters, we chose 13 different conditions, cf. table I.
Conversations between participants were stimulated by providing two different types of scenarios, one emphasizing more the video aspect and one focusing more on the audio part. The first type of scenario was the "building block scenario", described in to ITU-T Rec. P.920 [19] , where one of the participants had an object already made and explains to the other, who has the jumbled pieces, how to build this object (so-called "Lego" scenario). The objects were composed of approximately ten small colored pieces. The second scenario was the "short conversation test scenarios" (SCT) [20] frequently used for conversation tests on speech quality: one of the participants enquires various types of information from the other one who possesses the answers. The duration of each conversation was around 3-4 minutes and the conversation mode was free conversation as in a real videoconference call.
Twenty-four participants carried out the experiment. They were all inexperienced in evaluating audiovisual quality in such a context, but the majority already experienced a videoconference call. They were balanced in gender and aged between 18 and 30 years. Each participant rated every condition once and for each modality. We randomized the order of the conditions, used 5 different SCT scenarios and eight different objects for the lego scenario so that each subject experienced each condition with a different conversation scenario or lego object. The participants used three discrete 11-point scales to rate the audio, video and audiovisual qualities at the end of each session as specified in ITU-T Rec. P.920 [19] . 
III. ANALYSIS OF RESULTS
A. Impact of the channel settings
In this section, we make use of the multivariate ANOVA with repeated measures in order to analyze the impact of the different factors on the quality perception. Performing an ANOVA on the audio MOS revealed a statistically significant influence of the audio transmission settings on the perceived audio quality (MOS A ; F=3.5, p=0.032). However, a post hoc test (Scheffe) showed that there was only a difference between the best and the worst audio channel settings. We did not find any interaction between the audio channel settings and the perceived video quality (MOS V (F=0.183, p=0.673), a result also found in [8] . As expected, we found a statistically significant impact of the video channel settings on MOS V (F=62.47, p<0.001) but no significant interaction between the video channel settings on the MOS A (F=0.3, p=0.59). A post hoc test (Scheffe) showed that MOS V differed for all video channel settings.
We found a global effect of the audio and video channel settings on the audiovisual MOS AV (audio: F=8.09, p=0.009; video: F=42.82, p<0.001). We notice that the audiovisual 
B. Audiovisual mapping
A correlation analysis showed that the audiovisual MOS AV is more correlated to the video MOS V (Pearson correlation r = 0.82) than to MOS A (Pearson correlation r = 0.59). The audio and video MOS are poorly correlated (Pearson correlation r = 0.27). As found in the literature, the audiovisual quality is more impacted by the video than by the audio quality.
After performing a non linear fit to our data, we found the following model to relate the audio and video qualities to the audiovisual quality:
with a correlation of R = 0.9502, and a covered variance of R 2 = 0.9029 as well as a root means square error of RM SE = 11.3627. This model is similar to the one reported in ITU-T Rec. P.911 [7] , however, the value specified in this recommendation were of 1.3 for the constant and of 0.11 for the interaction coefficient. We assume that this model was based on experiments realized mainly in a passive (listeningand viewing-only) context with other types of degradations applied to the audio and video signals than we did in our test. We presume that the variability in the coefficients comes from the interactive aspect of our experiment. We can notice from Fig. 4 that when the video quality is low, the audiovisual quality remains low and is very little affected by the audio quality, which is a consequence of the fact that the video quality is more correlated with the audiovisual quality.
C. Comparison to other models
We have estimated the degradations introduced to the audio and video channels by means of instrumental models for each of the pre-defined quality levels. For the audio quality, we used a wideband extension of the E-model [21] [22] to estimate the R-value indicating an assumed transmission rating:
• High quality Audio R = 113; MOS = 4.27 • Medium quality Audio R = 93; MOS = 3.69 • Low quality Audio R = 38; MOS = 1.58 Instrumental estimations of the video quality were derived using the Structure Similarity index [23] :
• High quality video: MOS = 4.5 • Medium quality video: MOS = 4.05 • Low quality video: MOS = 3.1 When we feed these values to the interaction model trained on our observed data, we get a correlation coefficient between the predicted values and the observed ones of 0.58 with an RMSE of 1.52. This low correlation can be explained by the fact that the test participants were less sensitive to the degradations on the audio channel compared to the the video channel (see Fig 2) : they rated the audio on a smaller scale range, and the difference between wideband and narrowband in the case of a clear audio channel was nearly not noticeable. As pointed out in [8] , test participants might have rated the audio quality rather on an acceptability criteria.
Different models relating the audiovisual quality to the audio and video quality are found in the literature. The model which has been retained for ITU-T Rec. P.911 [7] is the interaction model. We fed our observed values of MOS A and MOS V to these models and computed the correlation between the observed MOS AV and the ones predicted by the models: 
D. Influence of the scenario
We expect that the type of task (more focused on audio or on video) used during a videoconference call influences the quality perceived by our test participants.
The "Lego" task used in this experiment mainly focuses the participant's attention on the video part because the visual aspect provides more help to build the object than the oral explanation provided by the interlocutor. The short conversation task focuses the attention mostly on the audio because the video channel brings few useful information to perform the task.
In order to study this effect, we have considered the case where the video channel setting is constant (high quality) and let the audio channel setting vary (corresponding to the first line of the Tab I). However, because in the first part of the analysis we only found a difference between the high and low audio levels, only these two cases were considered. We computed an ANOVA on these data to check the scenario influence on the audio MOS A . We found a small but significant effect of the scenario for the bad audio channel setting (F=6.24, p=0.02), however no significant effect for the good audio channel setting (F=1.2, p=0.29). This result confirms our hypothesis in the sense that in case of major audio degradations, the audio quality will get better ratings if the subject's attention is more focused on the video. However, in case of no audio degradations, the hypothesis is not confirmed.
If we now considered the opposite case where the audio has a good quality and the video a bad quality, we should normally expect to get a better video rating as long as the subject's attention is more focused on the audio part. However, an ANOVA shows no impact of the scenario on the video MOS V (F=1.3, p=0 .27).
Finally we wanted to know whether, in the case were the audio channel setting is good, the addition of video improves the audio quality compared to a pure audio call. A t-test showed that this hypothesis had to be rejected (F=2.3, p=1.4).
IV. CONCLUSION
The results of this experiment showed that in an interactive context, where the people have to focus on a task and interact with unknown interlocutors, the audio quality is rated in a less differentiated way: this might be an indication of audio quality Fig. 5 . Influence of the scenario on the MOS Audio for high Video Quality being mainly judged on an overall acceptability criteria. The test participants were more sensitive to the video degradations and were able to distinguish the differences between the predefined levels of quality. Finally, the type of scenario showed to be a factor which influences significantly the perceived audio quality depending on how much the subjects dedicate their attention to either the audio or the video channel. In a further work, it would be interesting to quantify the effect of the attention focus on the subjective assessment.
