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Abstract. Telemedicine has been developed to allow practitioners to remotely connect with patients and with other medical
staff. We propose a new system (hardware and software), named DICODERM (COllaborative DIagnosis of DERMatosis), which
makes it possible to monitor the evolution of scars after the excision of a tumorous dermatosis (like melanoma). The hardware
part of this system is composed of a new optical innovative probe with which two types of images can be acquired simultaneously:
anatomic with a white light image and functional with a fluorescence image (using autofluorescence from the protoporphyrin
within the cancer cell).
The software part is composed of two components: the image stitching component, and the collaborative/adaptive layer com-
ponent. Our system creates a panoramic view of these scars obtained by stitching a sequence of small images. We conducted
experiments for different image stitching algorithms to define the best solution.
We also deployed a second component: a collaborative system layer which allows to remotely share images of scars and to adapt
these images. We also made the system adaptive to communicate across different client platforms. We conducted experiments to
compare the exchange of images with or without adaptation: these tests showed the efficiency of our layer.
Keywords: Adaptability, collaborative medical telediagnosis, stitching, telemedicine, scar monitoring
1. Introduction
When a tumorous dermatosis (like a melanoma) is
detected early enough, the prognosis is favorable af-
ter excision. Subsequently, the result of scar excision
should be monitored. However, in addition to cicatriza-
tion, it is necessary to check whether all cancer cells
have been removed. The vital prognosis of the patient
being life-threatening, it is interesting to involve differ-
ent remote practitioners to promote collaborativework.
In the project DICODERM (COllaborative DIagno-
sis of DERMatosis), we propose a new complete sys-
tem (hardware and software) for collaborative moni-
toring of scars.
∗Corresponding author: Jean-Christophe Lapayre, FEMTO-ST
Institute – UMR CNRS, Franche-Comte University, 16 route de
Gray, F-25030 Besancon Cedex, France. E-mail: jean-christophe.
lapayre@femto-st.fr.
The first part is the hardware. In our laboratory
CNRS Femto-ST, we have developed a new optical
probe that can acquire images in two modes (white
light and fluorescence). The white light image is a clas-
sic image of the scar: known anatomical image. The
fluorescence image is obtained by showing the autoflu-
orescence of protoporphyrin content in the cancer cell.
The originality of this system is to allow the simultane-
ous acquisition (by the same system) of the two types
of pictures.
The acquisition system only produces macro images
of a small area of skin. We study different stitching al-
gorithms to determine the most appropriate ones to re-
construct the panorama of the whole scar. Depending
on the particularity of these images, we set up a series
of tests to choose and to develop our component stitch-
ing. As our system has a single source of acquisition,
the system can use the registration parameters of con-
ventional images to affect the registration of fluores-
cence images.
ISSN 1069-2509/12/$27.50 c© 2012 – IOS Press and the author(s). All rights reserved
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Fig. 1. Diagram of skin composition.
Telediagnosis is the process of connecting several
practitioners via a robust communication system. It
saves both time and money and provides the oppor-
tunity of sharing the different experiences of different
medical staffs. This kind of application improves the
chances for the patient’s medical condition to improve.
The system then shares the two panoramic images
(white light and fluorescence) in a robust and reliable
display: so practitioners can work together in a collab-
orative telediagnosis. Due to the different types of ter-
minals and different types of networks, our platform
should allow the adaptation of data.
In the first section, we present the contexts (med-
ical, image treatment and collaborative telediagnosis)
of this research work. In the following section, we de-
scribe our contribution to providing a complete inte-
grated system, from initial acquisition and treatment of
images to their use in collaborative telediagnosis. The
last section gives details about implementation and the
performance results. The last section presents the con-
clusion and further work.
2. Context
Over the past 10 years, telemedecine and telediagno-
sis have grown considerably. This phenomenon is due
in large part to the parallel increase of performance net-
works and processors, but also due to the improvement
of security in these systems.
Teleworking is used in various ways such as distant
learning, remote maintenance and even telemedicine or
teledermatology [14,36].
This research work is based on several domains of
research: the optic domain with the use of an optical
probe to prominently display the autofluorescence of
protoporphyrin within the cancer cell; the image pro-
Fig. 2. Molecular structure of PPIX.
cessing domain for stitching the acquired images; and
the collaborative work platform domain for sharing
and adapting data exchanges. That is why this section
is divided into three sub-sections.
2.1. Medical context: System cancer cell detection in
skin
Skin tumors occur mainly when the human body is
overexposed to sun or due to genetic disorders. Mainly,
two kinds of cancers can be cited: melanoma and basal
cell carcinoma. The prognosis is not at all the same
and the screening and monitoring of scars after exci-
sion is of critical importance. Our tool is based on fluo-
rescence. Indeed, a protein, protoporphyrin IX (PPIX)
is present in all skin cells. It is produced by the cells
and is then consumed and finally disappears; this is
called the deterioration cycle of PPIX. Nevertheless,
this cycle is highly disrupted in case of malignant cells,
and even disappears. That is why in this case, there is
a large concentration of PPIX in malignant cells. Be-
cause PPIX fluorescence is well known, measuring the
cell auto fluorescence is therefore a powerful tool in
skin cancer screening.
The acquisition device is based on one property of
the skin. For example, we present in Fig. 1 a diagram
of skin composition.
The skin is composed of two layers: the epidermis
and the dermis. They are made of several cell types
(e.g. melanocytes). All cells produce different proteins.
The proteins are created, used and then destroyed for
creating energy or for other reasons. The problem is
when some cells are malignant. Two types of conse-
quences can occur: proteins are no longer synthesized
or, on the contrary, proteins are no longer consumed.
It appears that a specific protein, protoporphyrin IX,
noted PPIX in Fig. 2, follows the second pattern pre-
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Fig. 3. Jablonski diagram.
sented above. That is to say that this protein is always
synthesized but is not degraded by the cancer cells. As
a result, this protein accumulates in the malignant cells.
As we can see in Fig. 2, PPIX is composed of sev-
eral kinds of chemical connections, σ, Π and nitro-
gened pentacycles. The latter exhibit an interesting
property, since they can induce fluorescence. This phe-
nomenon can be easily described by the Jablonski dia-
gram Fig. 3.
As we can see, it represents the energy state levels of
PPIX molecules. The phenomenon is due to absorbed
light excitation by the molecules. Electrons, originally
at the ground state level S0 absorb photons and rise to
excite the state level S2. In the next step, electrons fall
down to state level S1 by emitting heat. Finally, they
fall back down to level S0. During this stage, there is an
emission of light and this is called fluorescence. As we
can see, the photon absorption energy gap (S0 to S2) is
larger than that of the emitted light (S1 to S0). In other
words, the emitted light wavelength is larger than that
of light excitation. It is this process that we use to de-
termine the presence of malignant cells. Indeed, as the
concentration of PPIX is higher in cancer cells than in
healthy ones, if we adequately illuminate the skin, we
can distinguish the investigated cells which are abnor-
mal (high intensity of fluorescence) from those which
are normal.
It appears that in the case of PPIX, the absorption
peak is at a wavelength of 406 nm for a fluorescence
one centered around 670 nm. It must be mentioned that
fluorescence exhibits another property that we used to
create a device devoted to skin cancers inb order to
demonstrate the feasibility of our method. If we illu-
minate the molecules, not with a continuous light [5]
but rather with a pulsed light (succession of flashes),
Fig. 4. Mouse model: LT of cancerous ear (left in the picture) is
10 ns, 5 ns for the normal one (right).
the radiative behavior of fluorescence emission evolves
temporally. There are two steps: the molecules absorb
light during the flash and then re-emit fluorescence
for a certain time. This is called Fluorescence Life-
time (FL). It appears that FL clearly depends on the
molecule environment. We used thus this property to
investigate melanomas with mice by inoculating can-
cer cells in one ear. As we can see in Fig. 4, the PPIX
fluorescence lifetime of the normal ear is 5 ns whereas
that of the cancerous ear is 10.
This result shows the pertinence of using fluores-
cence to investigate cancers. The device was then aban-
doned because of its limitations: point measurement
(no pictures), experimental difficulties and cost. There-
fore, we created a device also based on fluorescence
but for its intensity rather than its lifetime, as it will be
shown later (Section 3.1).
In the state of the art, different fiber sensors are pro-
posed for detecting fluorescence in the skin. Previous
systems used either one fiber to transmit the blue light
and to receive the fluorescence reflected by the skin
when the distance between the sensor and the skin was
not sufficient or a fiber bundle to transmit and receive
when the distance was adequate but spatial resolution
was determined.
In Fig. 5 we can see the hybrid system [10] which
uses one fiber to transmit the blue light and four or
more fibers to receive the fluorescence reflected by
the skin. The hybrid system allows a large distance of
working space while maintaining a good spatial reso-
lution.
The system we need has to consider the optical issue
in its functionality; our acquisition system is explained
in the contribution section.
2.2. Image registration and panoramic image
stitching
2.2.1. Introduction
Image registration is the process of overlaying two
or more images of the same scene taken at different
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Fig. 5. Previous optical probe acquisition system.
times or from different viewpoints, and/or by different
sensors. It geometrically aligns two images: the refer-
ence and sensed images [28].
Image registration techniques depend on the type of
acquisition system: in the case of a multi-view analy-
sis, the goal is generally to reach a 3D representation of
the scanned scene [26,32]. When pictures of the same
scene are acquired at different times, we use the word
multi-temporal. In this case, the aim is to find and to
evaluate changes in the scene, which appears between
the consecutive image acquisitions.
Sometimes, in medical imaging monitoring of the
healing process, or in monitoring tumor evolution, dif-
ferent sensors (with multimodal analysis) are used and
images of the same scene are acquired by various sen-
sors [22,27,37].
Panoramic image stitching has several research do-
mains and commercial applications. Nevertheless, the
first results in this domain did not consider the ap-
proach of automatic stitching, because they needed hu-
man input or restrictions on the image sequence for es-
tablishing matched images. In 2007, David Lowe pro-
posed a solution based on his algorithm called SIFT
for Scale-Invariant Feature Transform [17,18], giving
an invariant feature based approach to fully automatic
panoramic image stitching [7]. His method is insensi-
tive to the ordering, orientation, scale and illumination
of the input pictures. It is also insensitive to noisy im-
ages that are not part of a panorama, and can recognize
multiple panoramas in an unordered image dataset.
There has been other research on automatic panorama
by detecting key points [27] and automatically match-
ing them [1,9,11,33]. Other studies have been con-
ducted concerning mobile applications where the user
can take an image sequence for a wide range of scenes
with a camera phone, and see a panoramic image of
the scenes on the camera phone immediately [38]. Still
other research has tried to find new algorithms to en-
hance performance by decreasing processing time [24,
30].
Among the different existing image stitching algo-
rithms dependent on the description of all state of the
Fig. 6. Stitching steps.
art algorithms, we found that SIFT, ASIFT [25], and
SURF were the more suited to our work. We work with
skin cancer images of two types: “white light and fluo-
rescence”. We applied our implementations and tested
these three algorithms to obtain comparable results and
to choose the best scenario for our work. As proved in
the contribution paragraph, SIFT and ASIFT are more
robust than SURF, but SURF is faster than ASIFT and
SIFT because it is applied on integral images [4].
2.2.2. Image registration algorithms
In this paragraph we give details of the three algo-
rithms briefly described in the previous paragraph, to
highlight the different techniques used in each of them.
Generally, most image stitching methods (methods on
a pair of images) follow essential steps as in Fig. 6
where detecting characteristic features in images is the
first step. Usually these features will be detected in the
next successive image and help in applying the follow-
ing step which finds the match between the two im-
ages. Depending on the match, we can find the trans-
forming parameters to register images and stitch them
together.
a. SIFT algorithm
Detecting key points was primarily designed for
robotic applications in order to recognize objects with-
in a captured image using a visual database as a ref-
erence, but Lowe and Brown [7] also showed a prac-
tical application of image registration for automatic
panorama recognition.
The three major stages of computation used to gen-
erate the panorama in the SIFT algorithm [22] are:
1. Scale-space extrema “key-point” detection: the
first stage of computation seeks these points over
all scales and image locations. It is efficiently
implemented by using a difference-of-Gaussian
function to identify potential interest points that
are invariant to scale and orientation.
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D(x, y, σ) = (G(x, y, kσ) −G(x, y, σ))
∗I(x, y)
= L(x, y, kσ)− L(x, y, σ) (1)
where
G(x, y, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 (2)
L(x, y, σ) is produced from the convolution of
a variable-scale Gaussian,G(x, y, σ), with an in-
put image, I(x, y). The parameter σ refers to the
smooth parameter of Gaussian function, and the
difference-of-Gaussian function convolved with
the image, D(x, y, σ), which can be computed
from the difference of two nearby scales sepa-
rated by a constant multiplicative factor k.
2. Key-point localization: at each candidate loca-
tion, a detailed model is fit to determine location
and scale. Key-points are selected based on mea-
sures of their stability.
3. Orientation assignment: one or more orientations
are assigned to each key point location based on
local image gradient directions. All future opera-
tions are performed on image data that has been
transformed relative to the assigned orientation,
scale, and location for each feature, thereby pro-
viding invariance to these transformations.
m(x, y) =
√
(L(x+1, y)−L(x−1, y))2+(L(x, y+1)−L(x, y−1))2
(3)
θ(x, y)=tan−1(L(x, y+1)−L(x, y−1))/
(L(x+ 1, y)−L(x− 1, y))) (4)
4. Key-point descriptor: local image gradients are
measured at the selected scale in the region
around each key-point. These are transformed
into a representation that allows for significant
levels of local shape distortion and change in il-
lumination [17].
b. SURF algorithm
The approach for interest point detection uses a very
basic Hessian-matrix approximation, because of its re-
liable accuracy. More precisely, blob-like structures at
locations where the determinant is optimum are de-
tected. In contrast to the Hessian-Laplace detector by
Mikolajczyk and Schmid [24], the SURF algorithm
also relies on the Hessian determinant for scale selec-
tion, as performed by Lindeberg [15].
The major steps of image feature detection of SURF
and SIFT are similar, but SURF lends itself to the
use of integral images as made popular by Viola and
Jones [34], thus reducing the computational time dras-
tically. Integral images fit in the more general frame-
work of boxlets, as proposed by Simard et al. [31]. The
major goal of using integral images in SURF is to de-
crease the time of computing key-points. They allow
for fast computation of box type convolution filters.
An integral image, denoted i(x, y), at location (x, y)
contains the sum of the pixel values above and to the
left of (x, y). Formally:
i(x, y) =
∑
x′,y′x,y
(i(x′, y′)) (5)
c. ASIFT algorithm
This algorithm depends essentially on SIFT and pro-
poses a crucial parameter for evaluating the perfor-
mance of affine recognition, the transition tilt. The
transition tilt measures the degree of viewpoint change
from one view to another, giving a first intuitive ap-
proach to absolute tilt and transition tilt. It illustrates
why simulating large tilts on both compared images
proves necessary to obtain a fully affine invariant
recognition. Indeed, transition tilts can be much larger
than absolute tilts. In fact they can behave like the
square of absolute tilts [25].
2.3. Collaborative virtual environments (CVE) for
tele-medicine
A collaborative workspace or shared workspace is
an inter-connected environment in which all the remote
participants can access and interact with each other just
as inside a single entity.
The environment may be supported by electronic
communications and groupware, which enable partic-
ipants to overcome space and time differentials. This
is typically made possible by a shared mental model,
common information, and a shared understanding by
all of the participants regardless of physical location.
In order to become more innovative and competitive,
companies choose software for new forms of collabo-
ration. Instant messaging allows direct communication
and collaboration in real time. It integrates applications
and existing business processes and allows collabora-
tion seen in the context of the task at hand. The collab-
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orative tools are used by communities to provide team
members with instant access to secure content sharing
and the expertise of colleagues who may be nearby or
across the globe [23]. Collaboration tools and aware-
ness features are used to make new software more ef-
ficient than standard software in terms of collaborative
work level.
2.3.1. Medical telediagnosis
Telemedicine and e-Health are the use of electronic
communication technologies as a method of providing
health care, education, and related services (medical
imaging, distance teaching, patient file consultation).
Dissolving barriers such as distance, time, and geogra-
phy, these applications are designed to improve access
to specialized health care.
Telemedicine is generally used in a non-acute set-
ting for patient monitoring or education [17] and has
only recently been introduced into emergency care [20,
21]. Telemedicine can be defined as the use of telecom-
munication technologies to provide medical informa-
tion and services [19]. In particular, medical telediag-
nosis is the process by which electronic, visual and au-
dio communications are used to help practitioners in
different places to perform diagnostic procedures and
consultations, such as clinical examinations through
the transfer of medical images. These images are often
large and may take time to be routed according to the
networks used.
The goal of telemedicine is to allow practitioners to
act as if they were in the same room, using a wide panel
of medical tools [8]: like a virtual examination room.
With these applications, practitioners can exchange
their information and experience as if they were in the
same room working together. Collaborative Virtual En-
vironments (CVE) provide all the services to perform
these applications. A telemedicine application is col-
laborative but with special contraints: the patient’s life
is at risk. So, this kind of environment should guaran-
tee communication, security, sharing management, and
concomitant access management.
The users of these applications are mobile, and they
work on different terminals, on different networks,
. . . : heterogeneity is omnipresent. Thus adaptability is
needed.
2.3.2. Adaptability
A lot of criteria could change the system to accom-
modate user waiting time, but users will not waste
their time manually configuring system properties, es-
pecially if they want to use the system with different
terminals: for example with their own computer or a
public access point with a PDA (Personal Digital As-
sistant) [29,39].
If users have to change the configuration of their sys-
tem each time they change work environments, they
quickly abandon this system to avoid wasting time.
Therefore the system should be adaptive, and provide
an environment that evolves as use evolves. That is the
reason why we introduce the notion of adaptive sys-
tems. The difference between adaptive and adaptable
refers to the extent to which users can influence the in-
dividualization process of a system. Adaptive systems
are customized by the users themselves, whereas with
adaptive systems this process will be done automati-
cally [16].
The ultimate goal of a collaborative system is to
be able to adapt to changing initial needs, to emerg-
ing needs and to changes in contexts and technologies.
The term co-evolution [39] was chosen to reflect the
fact that collaborative systems must evolve continu-
ously, but not with total autonomy or self-adaptation,
because they should take into account changing needs,
changing attitudes and the changing skills of users, in-
dividually or collectively. It then becomes necessary
to dynamically adapt an application itself and the data
which transit between nodes according to the charac-
teristics of the executive environment [13,14].
3. Contributions
3.1. Image acquisition
As mentioned above, applying image processing
such as rotation, scaling, or panorama to conventional
images acquired under white light is much easier than
applying it to fluorescence images. That is why we use
the acquisition system depicted in Fig. 7, which en-
ables us to take two images of the same position, once
under a white light and once in fluorescence mode.
In order to obtain an accurate picture of a scar in
fluorescence and white light Fig. 7, there is a system
that uses an optical probe with a CCD camera on the
same axis for white light and blue light that gives us
two images describing exactly the same area.
The probe we use has a special size limited to the
size of blue light, so it cannot cover the whole area of a
scar or cancer. Therefore, we have a sequence of small
images of the requested area of skin.
Hence we can calculate the registration parameters
of conventional images acquired under white light.
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Fig. 7. Image acquisition process.
Registration parameters describe the transformation
(rotation, translation, scale . . . ) between each pair of
images. These parameters are used to achieve the
whole panoramic fluorescence image.
The acquisition of a set of image pairs (one under
white light and another in fluorescence mode) provides
information on the whole area of skin. This means that
we will be able to process the registration parameters
from conventional images to build a panorama from
the set of fluorescence images Fig. 8. It will be possible
if a common area of skin always appears between each
pair of successive images.
3.2. Global platform
Our local platform is divided into two main parts,
which have been requested by medical practitioners:
1. Multi-view,
2. Multi-temporal.
In multi-view tab the practitioner can import pic-
tures (white light and fluorescence) and can ask the
system to recover the panoramic image of both conven-
tional and florescence images. In multi-temporal tab,
the system has different panoramas of the same scar
taken at different times. The purpose is to compare
Fig. 8. Image acquisition results.
these panoramas and to observe how the scar is heal-
ing. The mission of the system here is to register the
panoramas making them comparable for practitioners.
As previously mentioned, the image-stitching pro-
cess consists of several sub-processes. In our case, we
suppose that the changes between successive pictures
could be limited to rotation, scaling and sometimes
perspective. Our system is a component-based one. So,
for example, if a practitioner needs a treatment like
lightening effects or 3D effects, it will be easy to inte-
grate new components.
The stitching algorithm, applied to two consecutive
images, allows our system to be able to define the
transformation parameters between source (first im-
age) and target (second image) images. The system
then detects the overlapping area between them, and
transforms and adapts the source image to the target
one. Stitching is done to obtain a panorama of these
two images. This panorama is considered as the first
image in next step. We repeat the first step with other
images until the final panoramic image is obtained by
concatenation of the targets.
We can see from the fluorescence images Fig. 8 that
it is difficult to detect any extrema [17]. Hence we can-
not calculate the transformation parameters from these
images. In addition to the white light and fluorescence
pictures which have been taken from the same sources
(this is one of our system’s features, both innovative
and original), transformation parameters of the con-
ventional images are the same and can be applied on
the fluorescence images. Then we finally succeed in
stitching these images to create the panoramic fluores-
cence image.
3.3. Stitching algorithm
Each image registration process has three essen-
tial steps: key-point detection, key-point matching and
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transformation.
The information estimated by the key-point match-
ing step is used to calculate 2D homography. In the
context of computer vision, homography almost al-
ways refers to mapping between points on two image
planes that correspond to the same location on a planar
object in the real world. It can be shown that such a
mapping can be represented by a single 3-by-3 orthog-
onal matrix [6]:
H =
⎡
⎣
a11 a12 a13
a21 a22 a23
a31 a32 a33
⎤
⎦ (6)
The elements of this matrix represent different types
of transformation: a11, a12, a21 and a22 are responsi-
ble for rotation and scaling; a13, a23 are responsible
for translation; and a31, a32 are responsible for pro-
jective transformation where a33 is usually equal to 1
when we divide by a33 to obtain the 2D coordinates
from the 3D ones.
For example point A′ from the second image could
be changed by all the above-mentioned transforma-
tions by multiplying with H to obtain point A in the
resulting image.
Let A =
⎡
⎣
x
y
1
⎤
⎦ , A′ =
⎡
⎣
x′
y′
1
⎤
⎦
A = H.A′ (7)
⎡
⎣
x
y
1
⎤
⎦ =
⎡
⎣
a11 a12 a13
a21 a22 a23
a31 a32 1
⎤
⎦ .
⎡
⎣
x′
y′
1
⎤
⎦
x =
a11.x′ + a12.y′ + a13
a31.x′ + a32.y′ + 1
(8)
y =
a21.x′ + a22.y′ + a23
a31.x′ + a32.y′ + 1
(9)
Therefore, the use of homography in our work trans-
forms the second image by multiplying every pixel in-
side it by the H matrix. We then obtain a new im-
age aligned to the first one which is the essential step
in image stitching. H elements have been estimated
by relating matched points between the two images.
We can conclude that the more robust matching points
we have, the better homography we can estimate and
then the better panorama we obtain. To achieve robust
matching, there are many algorithms which differ in
terms of speed and invariance for different types of
transformation.
We tried to mix the three solutions which take ad-
vantage of the three algorithms (SIFT, ASIFT, SURF)
simultaneously.
In previous studies, we used Harris algorithms to de-
tect the key-points. That is why we had HFVD [35] as
a descriptor to be adapted with Harris key-points. After
preliminary studies, we decided that the Harris detec-
tor was not efficient enough for our type of pictures and
we looked for other detectors and descriptors. Finally,
we chose between SIFT, ASIFT, and SURF.
With regard to the state of the art, we find that
the SIFT descriptor is more invariant toward different
changes than the SURF one but slower, and at the same
time it is less invariant than the ASIFT descriptor but
faster. This is why we decided to build our application
essentially with the SIFT descriptor in most of our case
studies because it is conveniently robust and fast.
Keeping in mind that in some cases SIFT could
make some errors, using SIFT alone would not ensure
the robustness of our system. That is why we propose
the next scenario.
If high speed is essential, we start by using SURF.
If the result is not good enough “not enough matching
points to make a panorama” we repeat the work with
SIFT. If this is still not good enough we use ASIFT.
If speed is important but not an essential condition,
we start with SIFT. If the result is not good enough, we
apply ASIFT. If speed is not important, we start with
ASIFT.
In such a way, we can guarantee the robustness for
most of the examples in our case study.
In order to apply this scenario, two types of tests
are required, the pretest that makes us able to predict
the situation and the limits between the algorithms, and
the test at the end of the panoramic process where we
check the accuracy of the new position of pixels after
transformation.
3.4. Scar image stitching for remote collaborative
diagnosis
In our case we can take the example of optical
probes, manipulated by hospital staff in Quebec and
practitioners located in other different towns in Canada
(for example Ottawa and Montreal). To make this sys-
tem work well we need an efficient collaborative sys-
tem that guarantees data sharing in robust and secure
ways.
The scenario will be as follows:
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Fig. 9. Collaborative system for stitching images co-interpretation.
1. Hospital staff take the conventional and fluores-
cence images, and send them to a web service by
any possible connection (internet, mobile, satel-
lite, . . . ).
2. The web service receives these images and ma-
nipulates them producing the requested panorama
of both conventional and fluorescence modes.
The web service then distributes these two panora-
mas to all practitioners who are involved in the teledi-
agnosis. In Fig. 9, we can see that the system sends the
same panorama to each practitioner.
There could be a problem with the quality of service,
but this was our first step in collaborative work without
using any adaptation process. In the next paragraph we
present our solution for adapting data distribution.
3.5. Adaptability collaboration enhancer
We suppose that the practitioners could have differ-
ent types of connections to the system (for example In-
ternet, Wi-Fi, 3G, . . . ), and as well different terminals
with different capabilities. Because they cannot receive
the same panorama, we switch to the adapted solution
by adding the WAVA “new Web service for Automatic
Video data flow Adaptation” module, which adapts the
previous scenario like this:
1. Practitioners (A, B, C) connect to WAVA to reg-
ister themselves, transmitting their capabilities as
VAC [2,3], WAVA will give each of them a rank.
2. The web service receives the images from the
acquisition component. It applies the process to
produce both the panoramic conventional and
fluorescence images, making different copies wi-
th different qualities, saving them in a database.
3. When practitioners connect to the web service
searching for panoramic images, the web service
sends a quality request to WAVA, which sends
back the adapted data. At the end, the web service
sends to each practitioner the adapted panorama,
from which he will make his diagnosis (doted
gray arrows in Fig. 9).
4. Implementation and tests
Our test implementation is divided into two ma-
jor sub-tests. The first test is for the image stitching
step where we compare the results of different existing
stitching algorithms applied over our images, through
different scenarios. The second test compares the per-
formances obtained by our adaptive collaborative sys-
tem and other collaborative systems.
4.1. Image stitching implementation and tests
In this case, efficient tests are required to obtain a
robust implementation. These tests are supposed to be
applied over various image processing algorithms. We
then calculate the estimated time for the process of full
automatic stitching in both modes: white light and flu-
orescence. Finally, we share this panorama using our
collaborative system mentioned in the previous para-
graph Fig. 9.
First, we decided to make our own pretest to have
comparable values with results.
In order to do that, we start our test from existing
panoramas which we then cut into 4 or 5 smaller im-
ages. Then we apply transformations with specific ro-
tation, scaling, and perspective parameters over these
sub-images. In the end, we have a table of transforma-
tion values which have to be close to the values ob-
tained with SIFT, ASIFT, and SURF. We call this step
the pretest.
The next step is to apply the methods we mentioned
above, and to get the results. We then compare the re-
sults from these three algorithms to the pretest.
The last step is to compare the pixels transformed
in the second image to their original positions in the
original image.
Table 1 shows the difference, in terms of perfor-
mance, between SIFT, ASIFT and SURF depending on
calculation time and the number of matching points de-
tected between the images. The higher the number of
matching points, the more accurate the method should
be.
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Table 1
Time and number of matching for each algorithm
Pre-transformation SIFT ASIFT SURF
Overlap Rotation Time Match Time Match Time Match
% degree sec nb sec nb sec nb
30 10 3.336 45 196 184 0.171 11
30 15 2.391 32 185 126 0.162 8
30 20 2.333 31 197 100 0.164 4
30 30 2.872 20 184 55 0 0
20 10 2.6291 23 182 86 0 0
20 15 2.730 17 170 43 0 0
20 20 2.433 13 182 27 0 0
20 30 0 6 200 21 0 0
10 10 0 7 0 0 0 0
10 15 0 4 0 0 0 0
10 20 0 0 0 0 0 0
10 30 0 0 0 0 0 0
Table 2
Time and number of matching for each algorithm with perspective
transformation (extract of results)
Pre-transformation SIFT ASIFT SURF
Over- Rotation Perspec- Time Match Time Match Time Match
lap % degree tive % sec nb sec nb sec nb
30 10 0.005 2.182 22 169 124 0 0
with
errors
To include most of the cases that we might deal with
in clinical tests, we prepared various conditions of im-
ages (Table 1). In this table, we have a sequence of
images with overlapping values varying from 10% to
30% and rotation angles varying from 10 degrees to 30
degrees. In this way, our results confirm that with large
overlapping and a small rotation angle, the number of
matching points is higher and the obtained panorama is
more robust. (The applicable results are framed in bold
in Table 1).
Table 2 shows that with 30% of overlapping and 10
degrees of rotation, if we just apply a perspective trans-
formation of 0.05%, ASIFT is the only one which ob-
tains a good result.
The pretest we propose could be applied on images
for which we already have panoramas, and the goal is
to evaluate our methods. With real images we will ap-
ply another type of test which will depend on the result
itself without any other known parameters like in the
pretest.
Our implementation was first programmed in Java,
and then we imported our code to a web service that
uses a Tomcat server and connects to MySQL database
where we stored our panoramas with different resolu-
tions. Then to make efficient tests on our images, we
Fig. 10. Adapted collaboration results.
use Open CV “Open Computer Vision” library in C
language, where many procedures already exist to per-
form the desired work. At the level of image process-
ing, our platform is designed to test the efficiency of
work distribution for the algorithms that we use in the
image stitching step.
4.2. Collaboration implementation and test
Collaborative applications allow users to share data,
but if terminals and networks are heterogeneous it is
hard to guarantee that no data will be lost. In these
tests, we show the quality of our system which is
able to adapt data and then provide a system with no
loss. Figure 10 compares our system and other collab-
orative systems that do not integrate any adaptation.
These results show that with no adaptation we lose
a substantial number of packets with B and C which
have only a small capacity (CPU and network) like
that of cell phones or PC-tablets. When adapting the
panorama resolution to the matched capacity of each
practitioner’s device, the number of lost packets is sig-
nificantly reduced. In this test we consider the process
of stitching images as a black box which is performed
on the web service.
5. Conclusion and further work
This research study was requested by practitioners
and has been adapted to their needs. We developed a
new concept to monitor the evolution of a scar after the
excision of a tumorous dermatosis.
This system is innovative because, within the same
system, it offers hardware with an optical probe and
software with image treatments along with a collabo-
rative layer for telediagnosis.
In this paper we have shown the evolution of our op-
tical probe which is original because it provides two
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images at the same time and in the same position: func-
tional with fluorescence and anatomic with white light.
We described existing methods for image stitching, and
then we proposed our implementation. Our approach is
original in that we defined the best way to work on this
kind of image (scar images), and then applied parame-
ters obtained from stitching white light images on flu-
orescence images. Our collaborative layer allows prac-
titioners to share images of scars, in real time, for a re-
mote telediagnosis. Our choice to implement new com-
ponents that adapt data in real time depending on the
network and the terminal capacities of each user is also
original.
With our implementations and tests, we show that
the panoramic image process and adaptation presented
in this paper allow our system to guarantee the best
results possible. It is a reliable collaborative system,
efficient enough to build panoramic scar images and to
share them in an acceptable time frame.
Plans for future work are as follows:
1. The next step is to validate concepts through tri-
als on ex-vivo tissues followed by a clinical study
to completely validate the system in collabora-
tion with several hospitals.
2. The fiber optical probe suffers from the fact that
we need a mechanical device to move the fibers.
We are currently developing a new kind of probe
based on a CCD camera thus allowing a more
simple and accurate imaging mode. The acquisi-
tion process time will also be improved by a fac-
tor of 20.
3. As we explained in Section 3.2. we are working
on the possibility of integrating new components
into the stitching step to take into account practi-
tioners’ additional needs.
4. At the collaborative work management layer, we
are working on traceability. It is very important
during a medical telediagnosis to trace the ac-
tions of practitioners. A new way to do this is
to use ontology and to add a semantic on image
transformations. Perhaps it would be interesting
to use watermarking to keep information directly
inside the images.
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