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Abstract
Mono-implicit Runge–Kutta (MIRK) formulae are widely used for the numerical solution of 1rst order systems of
nonlinear two-point boundary value problems. In order to avoid costly matrix multiplications, MIRK formulae are usually
implemented in a deferred correction framework and this is the basis of the well known boundary value code TWPBVP.
However, many two-point boundary value problems occur naturally as second (or higher) order equations or systems and
for such problems there are signi1cant savings in computational e:ort to be made if the MIRK methods are tailored for
these higher order forms. In this paper, we describe MIRK algorithms for second order equations and report numerical
results that illustrate the substantial savings that are possible particularly for second order systems of equations where the
1rst derivative is absent. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Mono-implicit Runge–Kutta (MIRK) formulae have been widely used in the numerical solution
of general 1rst order systems of nonlinear two-point boundary value problems of the form
dy
dx
=f(x; y); a6 x6 b; g(y(a); y(b))= 0 (1.1)
(see for example [5–10,14,17,18,21,22]). Runge–Kutta methods are a very attractive proposition for
the numerical solution of boundary value problems since they can achieve high orders of accuracy
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while maintaining a one step nature. Practical experience has shown that the most powerful Runge–
Kutta codes for the numerical solution of (1.1) are based on symmetric formulae and there is an
extensive theory to support this claim [1, p. 440]. For this reason, we will con1ne our attention to
symmetric MIRK formulae in this paper.
The general form taken by a symmetric m-stage MIRK formula is
yn+1 = yn + h0{f(xn+1; yn+1) + f(xn; yn)}
+h
m−1∑
i=1
i{f(xn+1=2+i ; Iyn+1=2+i) + f(xn+1=2−i ; Iyn+1=2−i)}; (1.2)
where
Iyn+1=2+i =Aiyn+1 + Biyn + h[Cif(xn+1; yn+1) + Dif(xn; yn)]
+h
i−1∑
j=1
[Eijf(xn+1=2+j ; Iyn+1=2+j) + Fijf(xn+1=2−j ; Iyn+1=2−j)];
Iyn+1=2−i =Biyn+1 + Aiyn − h[Dif(xn+1; yn+1) + Cif(xn; yn)]
−h
i−1∑
j=1
[Fijf(xn+1=2+j ; Iyn+1=2+j) + Eijf(xn+1=2−j ; Iyn+1=2−j)]:
Since these formulae are a subclass of standard implicit Runge–Kutta formulae, they can be rewritten
in terms of the celebrated Butcher tableau notation [3]. However, because of the special structure
of MIRK formulae, it is convenient to express them using a modi1ed terminology, 1rst introduced
by Enright and Muir [13], which clearly demonstrates the dependence of the Runge–Kutta stages on
the unknowns yn and yn+1: Using the Enright–Muir notation, we can rewrite (1.2) as
1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
1
2 + i 1− B1 C1 D1 · · · 0 0 0 0
1
2 − i B1 −D1 −C1 · · · 0 0 0 0
...
...
...
...
. . .
1
2 + m−1 1− Bm−1 Cm−1 Dm−1 · · · Em−1;m−2 Fm−1;m−2 0 0
1
2 − m−1 Bm−1 −Dm−1 −Cm−1 · · · −Fm−1;m−2 −Em−1;m−2 0 0
0 0 · · · · · · · · · m−1 m−1
(1.3)
MIRK formulae were 1rst proposed for boundary value problems in [7] where an algorithm of order
4 was developed. In [8] Cash and Singhal derived symmetric MIRK formulae with order up to and
including 8. A deferred correction code, TWPBVP, which implements these formulae is available
from Netlib and from the web home page of one of the present authors (JRC). TWPBVP is aimed
primarily at sti: problems. Another code, NRK, which is applicable mainly to non-sti: problems,
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implements the fourth, sixth and eighth order formulae directly. It has been used in a variety of
problems arising in applied mathematics [22,17,18,21] and is available from DRM.
Most classes of symmetric Runge–Kutta formulae which have been proposed for the numerical
solution of general two-point boundary value problems have at least one major computational disad-
vantage. For example, Gauss and Lobatto Runge–Kutta formulae are symmetric and have excellent
stability properties but they have the disadvantage that they require the solution of a large sys-
tem of algebraic equations which de1nes the required solution. Despite this, the collocation codes
COLSYS=COLNEW [2] which are based on Gauss Runge–Kutta formulae have proved very ef-
fective for the solution of (1.1). The class of MIRK formulae de1ned by (1.2) is symmetric, the
system of algebraic equations to be solved is of smaller dimension than that arising in the Gauss
and Lobatto codes and the stability is excellent. The drawback associated with MIRK formulae is
that the Newton iteration matrix requires the computation of powers of the Jacobian matrix (unless
it is generated by direct numerical di:erentiation of (1.2) with respect to yn+1 and yn which is an
option in the NRK code). For example, the symmetric sixth order formula proposed in [8] calls for
the cube of the Jacobian matrix to be computed at each mesh interval. It is precisely for this reason
that the MIRK formulae in the code TWPBVP are implemented in a deferred correction framework.
However, many two-point boundary value problems that arise in practice occur naturally in the
second order form and these equations have certain important properties that can be exploited by
MIRK methods. Typically second order problems will have the general form
y′′=f(x; y; y′) (1.4)
but they may arise in the more special form
y′′=f(x; y): (1.5)
Some codes, such as the collocation code COLSYS, are able to deal directly with (1.4) as a second
order equation. Most other codes typically require (1.4) to be reduced to 1rst order form. Many
numerical experiments have been carried out to investigate which of the two approaches is generally
superior but these have proved to be largely inconclusive [14, p. 488]. However, the situation for
(1.5) is quite di:erent since this equation is of such a special form. The approach normally adopted to
solve this problem is to develop classes of integration formulae which are specially tailored to (1.5).
Examples of such formulae are single step methods such as Runge–Kutta–NystrNom methods [15] or
mono-implicit methods for second order equations [12] and two step methods such as Numerov’s
method and the class of methods derived in [4].
In this paper we describe an alternative approach to the solution of (1.4) and (1.5). This involves
the reduction of (1.4)=(1.5) to the 1rst order form and the application of standard MIRK formulae
to the resulting 1rst order system. The savings in computational e:ort come from the solution
of the resulting algebraic equations which have a special structure precisely because the di:erential
equation was originally in the second order form. In the next section, we will show that if this special
structure is exploited then there are some remarkable gains in ePciency to be made, particularly for
the solution of (1.5). This makes the direct application of MIRK formulae to (1.4) or (1.5) a viable
proposition and can remove the need to use deferred correction.
In conclusion, the purpose of this paper is to show that in order to solve second order equations
of the forms (1.4) and (1.5) ePciently, it is not necessary to derive special formulae. Instead we
merely have to change the linear algebra routines of the standard MIRK solvers to allow products
278 J.R. Cash et al. / Journal of Computational and Applied Mathematics 143 (2002) 275–289
of the Jacobians to be computed ePciently in special cases. This is much more straightforward for
the users who just have to set a Qag to say whether they are solving problems of the forms (1.1),
(1.4) or (1.5).
2. High order boundary value problems
2.1. Second order equations
In this section, we describe how it is possible to make signi1cant savings in the linear algebra
cost when solving second order equations using MIRK methods. We consider 1rst the special second
order equation
y′′=f(x; y); a6 x6 b; g(y(a); y(b))= 0: (2.1)
As was explained in the previous section, the idea is not to derive special formulae to solve (2.1) but
instead to apply standard MIRK formulae and derive special linear algebra routines which exploit
the particular form of the Jacobian matrix associated with (2.1). We are able to do this for MIRK
methods since they are unique in so much as they are the only ePcient class of methods which call
for powers of the Jacobian matrix to be computed. The point that we wish to emphasize is that for
problems of the form (2.1), we can compute powers of the Jacobian matrix very cheaply and this
will have a signi1cant e:ect on the ePciency of MIRK formulae.
Rewriting (2.1) in the 1rst order form, we have
y′ = z;
z′ = f(x; y):
(2.2)
The Jacobian matrix associated with this system is
J =


0 1
@f
@y
0

 : (2.3)
It follows immediately that
J 2n−1 =


0
(
@f
@y
)n−1
(
@f
@y
)n
0

 ;
J 2n=


(
@f
@y
)n
0
0
(
@f
@y
)n

 ;
for n=1; 2; 3; : : : : This implies that J 2n+1 and J 2n+2 both require a total of n multiplications. Of
particular signi1cance is the fact that J 2; J 3 and J 5 require a total of 0; 1 and 2 multiplications,
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respectively. This should be compared to the case where the Jacobian matrix is full and the cost of
computing these powers is 8; 16; and 32 multiplications. The important implication of this is that the
amount of work required to form the Newton iteration matrix for the fourth, sixth and eighth order
MIRK formulae for (2.2) can be reduced by substantial factors over that taken for a completely
general system of two 1rst order di:erential equations.
It is straightforward to extend this analysis to second order systems of equations of the form
y′′=f(x; y); y∈RN : (2.4)
Many problems arising from celestial mechanics take this form and in particular we mention the
famous three-body problem [1, p. 3]. It is of course for systems of second order equations where
we might expect to make large savings in computational e:ort since in this case matrix products are
likely to be particularly expensive. The computational e:ort required to compute the corresponding
matrix products is straightforward to work out for general N and can easily be shown to be: for J 2,
no multiplications; for J 3; N 3 multiplications; and for J 5; 2N 3 multiplications. We can summarize
this by noting that if we apply an nth order MIRK formula to a full system=the special system
(2.1) then the total number of multiplies required to form the products needed to create the Newton
iteration matrix is: n=2; 8N 3=0; n=3; 16N 3=N 3; n=5; 32N 3=2N 3: This in turn means that the work
required to form the Newton iteration matrix in both the sixth and eighth order cases can be reduced
(to leading order in N ) by a factor of 1516 if we make use of the special structure of the Jacobian
matrix. Of course, the precise e:ect this will have on the overall cost of the algorithm depends on
the relative costs of the other components of the algorithm—the cost of the function evaluations
and the cost of solving the large sparse Newton iteration matrix for the whole system of unknowns,
{yn} and the exact details of each MIRK algorithm. However, in Section 3, we will present some
numerical results to show that the overall saving in computational e:ort can be quite substantial.
2.2. General second order equations
In this section, we consider the numerical solution of the more general second order equation
y′′=f(x; y; y′); a6 x6 b; g(y(a); y′(a); y(b); y′(b))= 0: (2.5)
Rewriting this as a 1rst order system, we have
y′ = z;
z′ = f(x; y; z)
(2.6)
and the Jacobian matrix associated with this system is
J =
[
0 1
fy fz
]
: (2.7)
Clearly,
J 2 =
[
fy fz
fyfz fy + f2z
]
and J 3 =
[
fyfz fy + f2z
f2y + fyf
2
z 2fyfz + f
3
z
]
:
It now follows that the computation of J 2 requires two multiplications as opposed to 8 for a full
matrix, while J 3 requires fy(fy + f2z ) and fyfz + fz(fy + f
2
z ) which is a total of two new
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multiplications. If we adopt this approach, it is straightforward to show that, for y∈RN ; J 2 requires
2N 3 multiplications, J 3 requires 4N 3 multiplications and each J n (for n¿ 4) requires an additional
2N 3 multiplications once J n−1 has been computed. The direct consequence of this is that the cost of
forming Jacobian products (to leading order in N ) when implementing a sixth order MIRK formula
for the solution of (2.5) is 38 that of solving a general system whereas for the eighth order formula
the cost is 716 that required for a general system. Of course, this is not as dramatic an improvement
as for the form (2.1) but our modi1ed algorithm should still run more than twice as fast as the
original for large N .
2.3. Eigenvalue problems
In this section, we brieQy consider special second order eigenvalue problems of the form
y′′=f(x; y; ): (2.8)
An obvious way of dealing with such problems is to make the eigenvalue  a dependent variable
to give the system
y′ = z;
z′ = f(x; y; )
′ = 0:
(2.9)
The Jacobian matrix associated with this problem is
J =


0 1 0
@f
@y
0
@f
@
0 0 0

 : (2.10)
Indeed eigenvalue problems are ideal candidates to 1t into our framework since there will always be
a row of zero elements in the Jacobian. With this special structure it is straightforward to compute
the number of multiplications required to form higher powers of J and it turns out that J 2=J 3=J 5
require 0=2=4 multiplications. This large saving in computational e:ort makes MIRK methods suitable
candidates for the ePcient solution of eigenvalue problems and we will give examples of this in the
next section. Of course, there are other ways of solving eigenvalue problems which do not result
in an increase in the dimension of the system. The advantage of the approach which makes  a
dependent variable is that it is very easy to implement using existing software for the simpler system
(1.1). However, as the 1nal row of any power of J is always zero for an eigenvalue, this fact can be
used to reduce the apparent order of system (2.9) when implementing the inclusion of eigenvalues
explicitly.
2.4. Equations of order higher than 2
In this section we note that additional savings in computational e:ort are possible when MIRK
formulae are applied to equations of order greater than 2. If we consider fourth order ordinary
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di:erential equations, the most extreme savings occur for systems of the form
y′′′′=f(x; y); (2.11)
but substantial savings occur for systems of the more general form
y′′′′=f(x; y; y′′) (2.12)
and even for
y′′′′=f(x; y; y′; y′′; y′′′): (2.13)
If Eqs. (2.13) are rewritten in the 1rst order form, we have
y′ = z;
z′ = w;
w′ = u;
u′ = f(x; y; z; w; u)
(2.14)
and the Jacobian matrix associated with this system is
J =


0 1 0 0
0 0 1 0
0 0 0 1
fy fz fw fu

 : (2.15)
The greater sparseness of this Jacobian, compared with that of a second order system, means
that the savings in computational e:ort are that much greater. It is easy to show that the products
J 2=J 3=J 4 require no multiplications at all while J 5 requires just one multiplication for systems of
the form y′′′′=f(x; y). Other more general fourth order forms require more work but still less than
the equivalent second order systems. Table 1 sets out the number of multiplications required to
calculate J 2=J 3=J 5 for three common forms of size N fourth order systems, two forms of size 2N
second order systems and the size 4N 1rst order system. Both the size N systems y′′′′=f(x; y)
and y′′′′=f(x; y; y′′) can be rewritten as a size 2N system of the form y′′=f(x; y). The system
y′′′′=f(x; y; y′; y′′; y′′′) of size N can be recast as a system of size 2N of the form y′′=f(x; y; y′).
This suggests that fourth order systems can be solved very ePciently by high order MIRK methods.
In the next section, we will illustrate this algorithm by considering the Orr–Sommerfeld equations
[20]. This system takes the form yiv=f(x; y; y′′; ). The inclusion of eigenvalues in the problems
makes no substantial changes to the conclusions of this section. Systems of order greater than four
(e.g. the sixth and eighth order convective linear stability problems [11]) should bene1t even more.
To conclude this section, we wish to point out additional important advantages that the approach
described in this section has over some other standard methods. Firstly is the fact that our formulae
are one-step. This means that error estimation and grid re1nement are straightforward. Secondly
that an approximation to y′ is immediately available. Compare this with the standard Numerov’s
method and the methods of [4] which do not immediately give derivative approximations and which
have severe problems with grid re1nement and error estimation due to the phenomenon of supra
convergence ([4] and references therein). And thirdly that there are no special constraints on the
boundary conditions.
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Table 1
Number of multiplications to calculate powers of the Jacobian matrix for the
4N th order system of di:erential equations expressed as: N fourth order equa-
tions, 2N second order equations and 4N 1rst order equations
Form J 2 J 3 J 5
(y;f∈RN )
y′′′′=f(x; y) 0 0 N 3
y′′′′=f(x; y; y′′) 0 2N 3 5N 3
y′′′′=f(x; y; y′; y′′; y′′′) 4N 3 12N 3 40N 3
(y;f∈R2N )
y′′=f(x; y) 0 8N 3 16N 3
y′′=f(x; y; y′) 16N 3 32N 3 96N 3
(y;f∈R4N )
y′=f(x; y) 64N 3 128N 3 256N 3
3. Numerical results
In this section, we present numerical results illustrating the savings in computational e:ort that
can be made using the algorithms described in Section 2. We also demonstrate the improvements
in accuracy that arise from using a higher order MIRK formula directly or with a single deferred
correction step instead of using a lower order MIRK formula and using several deferred correction
steps. In particular, we will be interested in comparing the relative ePciencies of using the MIRK
formulae directly and using them in a deferred correction framework. Each of these two approaches
has certain computational advantages and we seek a quantitative indication of how the two approaches
compare for 1rst order, second order and higher order systems. The major advantage of deferred
correction approaches is that they are generally much less expensive than a direct method of the
same order. They also have the advantage that there is a built in local error estimate. The main
disadvantage of deferred correction is that it is much less stable than a direct method and also it can
have inferior accuracy. A given order MIRK formula may have the same order of accuracy when
used directly or in a deferred correction framework but the error constants associated with the direct
application are generally smaller.
To set our results in context, we 1rst make a few remarks concerning the numerical solution of
general 1rst order systems of the form
y′ = f1(x; y; z);
z′ = f2(x; y; z):
(3.1)
If (3.1) is nonsti: then both shooting and direct MIRK methods are likely to work well. The direct
method is a viable proposition since economical approximations to the Newton iteration matrix
(henceforth denoted by NIM) for the chosen MIRK formula are usually suPcient to ensure rapid
convergence of the Newton iterations. Strategies to approximate the full NIM include approximating
this matrix polynomial by a suitable lower order one or by numerical di:erencing of the MIRK
1nite di:erence equations. In contrast, if (3.1) is a singular perturbation problem (i.e., it is sti:)
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then the deferred correction approach will often be faster and better conditioned than the direct
one for the general 1rst order system (3.1). This is because a direct method will need to compute
the full Newton iteration matrix of the more accurate MIRK formula at each mesh interval if
convergence is to be obtained. These polynomials are very expensive to compute in general. The
MIRK4 formula of Cash and Moore [7] requires 2 matrix multiplications per mesh interval. The
MIRK6 formula of Cash and Singhal [8] requires 6 matrix multiplications per mesh interval and
their MIRK8 formula requires 14 matrix multiplications per mesh interval. We contrast this with
the work necessary to solve the full set of equations once the NIM has been computed. This cost
depends on the distribution of boundary conditions. It is convenient for illustration purposes to
consider a system of even size N with separated boundary conditions (with N=2 boundary conditions
speci1ed at each end of the interval). In this case, the work necessary to solve the Newton equations
at each mesh interval is (to leading order) 56 the work of a single matrix multiply i.e.
5
6N
3. To
simplify subsequent discussion we will approximate this as N 3: The matrix multiplications necessary
to construct the NIM at each mesh interval will dominate the operation count and make direct
implementation of the high order MIRK formulae very costly. However, for the special classes of
problems discussed earlier in this paper, powers of the Jacobian matrix require fewer operations to
compute and this should make the MIRK formulae more attractive. The economical approximations
to the full NIM suggested by Cash and Singhal [8] require 1=2=4 matrix multiplications per mesh
interval for the MIRK4=MIRK6=MIRK8 formulae. The reduction in the operations count to calculate
a matrix multiplication set out in Section 2 still apply to the matrix products used. However, for
sti: or nonsmooth problems these approximations to the NIM may cause the iteration scheme to
converge more slowly or even diverge on coarse grids.
To demonstrate our numerical algorithms, we chose a second order two-point boundary value
problem of the form (2.4) whose size can be varied. The problem is de1ned by the following set
of N second order equations and 2N separated boundary conditions.
y′′i =
2
 2i

yi − N∑
j=1
wjyj

 ; 06 x6 1; (3.2)
yi(0)−  iy′i(0)= ; yi(1) +  iy′i(1)= 0; (3.3)
for 16 i6N . Here  i and wi are the ordinates and weights, respectively, of the Gaussian integration
formula for N points (this problem approximates the integro-di:erential equation for Milne’s problem
in a 1nite slab [19]). The right-hand side of (3.2) for a system of size N can be calculated in 2N
multiplications. This should ensure that the time taken calculating the right-hand side has a negligible
e:ect on the overall time taken to solve the whole system.
These N second order di:erential equations are reduced to 2N 1rst order di:erential equations by
the mapping:
z=
[
y
y′
]
; f∗=
[
y′
f(x; y)
]
; (3.4)
allowing (3.2) and (3.3) to be written in the standard form expected by both TWPBVP and NRK;
z′=f∗(x; z); z ∈R2N ; (3.5)
g(z(0); z(1))= 0: (3.6)
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This mapping ensures that the Jacobian for the system (3.2) has the expected structure (2.3). Extra
code is added to NRK to calculate the NIM exploiting the simpler forms of the Jacobian when
possible. We use the same user supplied subroutines that de1ne the right-hand side of the di:erential
equation system and its Jacobian. This allows direct comparison of execution speed solving the size
2N problem (3.2) in the three forms; (i) z′=f∗(x; z); (ii) y′′=f(x; y; y′) and (iii) y′′=f(x; y):
The timing results reported here were calculated on a 333 MHz. Pentium II PC running GNU g77
[16]. Similar ratios of execution times were observed on other computers. Similar execution times
were observed using a commercial FORTRAN compiler on this computer.
3.1. Results for the second order system
Table 2 lists the time in milliseconds per mesh interval to create and solve the NIM for the
1nite slab Milne’s problem [19] using the NRK program. Both the exact form for the given MIRK
formula and the economical approximation [8] were used to construct the NIM. Columns 2 and 5
list the times using the standard 1rst order form of the di:erential equations. Columns 3 and 6 list
the times for the option that exploits the general second order form y′′=f(x; y; y′) and columns 4
and 7 list them for the more restricted form y′′=f(x; y). A large number of mesh intervals was
used for the smallest values of N (and the iterations were repeated many times), whilst a modest
number of grid points was used for the largest cases to ensure adequate clock resolution. Averaging
the total time by the number of mesh intervals and repetitions allows meaningful comparison of the
smallest and largest N results. The coePcient of the leading order N 3 term in the predicted number
of multiplications for each MIRK formula, approximation and problem form is given in italics at the
end of each MIRK section in the table. We use N 3 as the operation count for inverting the Newton
iteration matrix. The largest value of N reported was chosen so that the bulk of the calculations
appear to have been done in the fast memory cache of the computer. Symptoms of cache memory–
RAM memory conQicts render timing results for larger values of N than those reported here not
useful on this hardware.
The improvements in the execution speed when the second order structure of the equations is
exploited are dramatic! Using the second order form y′′=f(x; y) is over four times faster for large
N than the 1rst order form for MIRK4, and nearly six times faster for the MIRK6 and MIRK8
formulae. Even if the more general form y′′=f(x; y; y′) is assumed, the improvements in speed are
still greater than two for large N . These results indicate clearly that both TWPBVP and NRK will
bene1t immediately from exploiting second order systems of either form. As TWPBVP uses MIRK4
at every stage, the improvement in execution times for all N suggest that TWPBVP should use these
alternate forms for calculating the NIM at every opportunity. The results indicate that for N & 16
the programs should take half as long to solve a problem in the form y′′=f(x; y) if they exploit
this structure for MIRK4. For MIRK6 and MIRK8 the double-speed size is even smaller. For the
more general form y′′=f(x; y; y′); N ≈ 32 is the double-speed size for all three MIRK formulae.
Columns 5–7 show similar improvements in execution speed when using the economical approx-
imations of Cash and Singhal [8] to the Newton iteration matrices. As no matrix multiplications are
required to construct the exact NIM for second order systems of the form y′′=f(x; y) this case
was not implemented for the economical approximate MIRK4 NIM. The numerical results produced
by these methods are identical for the various forms of the di:erential equation. If the economical
approximation converges for a system expressed in the 1rst order form, it will converge at exactly
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Table 2
Times per mesh point to form and ‘invert’ the Newton iteration matrices for MIRK formulae as a function of system
sizea
N Time per mesh interval (in milliseconds) for one Newton iteration
for the problem (3.2) for increasing system size
Exact NIM Approximate NIM
y′= y′′= y′′= y′= y′′= y′′=
f∗(x; z) f(x; y; y′) f(x; y) f∗(x; z) f(x; y; y′) f(x; y)
MIRK4
2 0.011 0.010 0.009 0.011 0.010 —
4 0.033 0.028 0.024 0.032 0.027 —
8 0.145 0.099 0.086 0.132 0.097 —
16 0.741 0.425 0.342 0.628 0.402 —
32 4.591 2.202 1.602 3.635 1.986 —
64 35.282 14.475 9.778 27.614 12.545 —
128 370.772 141.448 83.209 225.519 117.924 —
N 3 3 1.5 1 2 1.25 1
MIRK6
2 0.017 0.016 0.013 0.013 0.012 0.011
4 0.048 0.040 0.032 0.039 0.032 0.029
8 0.209 0.148 0.109 0.172 0.114 0.099
16 1.097 0.686 0.448 0.893 0.492 0.401
32 7.099 3.926 2.165 5.598 2.524 1.920
64 63.317 32.170 14.144 45.142 17.208 12.177
128 722.106 304.962 116.093 374.597 154.354 95.611
N 3 7 3 1.5 3 1.75 1.125
MIRK8
2 0.031 0.030 0.029 0.019 0.020 0.015
4 0.084 0.073 0.064 0.055 0.046 0.035
8 0.371 0.271 0.207 0.263 0.154 0.115
16 2.105 1.335 0.942 1.446 0.663 0.462
32 14.609 8.803 5.530 9.582 3.551 2.254
64 141.392 70.518 49.874 78.828 26.531 13.839
128 1958.791 841.594 338.153 728.999 263.685 119.603
N 3 15 7 3 5 2.75 1.25
aBoth exact and approximate MIRK Newton iteration matrices were used for 1rst and second order forms of the problem.
The system form used is at the head of each column. The coePcient of the leading order term in the multiplication count
for each MIRK formula and each system form is given in italics at the end of each section in the rows labeled N 3;
assuming that ‘inverting’ the NIM takes N 3 multiplications.
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the same rate when the system is written in the second order form. The program will just run up
to six times faster.
Comparing Column 4 of the MIRK6 section of Table 2 with Column 2 of the MIRK4 section
shows that exploiting the Jacobian structure for the system y′′=f(x; y) using the MIRK6 formula is
always faster than applying MIRK4 to the general 1rst order form of this system. Even the execution
times for the second order system y′′=f(x; y; y′) using MIRK6 are less than the general MIRK4
times for N ¿ 8:
In Table 2, all of the execution times for large N are in the ratios predicted by the coePcients
of N 3. However O(N 2) terms clearly are important for the smaller values of N as the execution
times increase by factors of four or less as N increases from 2 to 4 to 8. The operation counts of
adding Jacobian matrices or multiplying them by a scalar are also reduced by factors of two or four
to leading order in N 2 if advantage can be taken of the second order (or higher) structure. Overall
the improvements in run times for the eighth order formula are quite spectacular for large N . It can
be seen that calculations using the more accurate MIRK8 formula on the second order form can
take less time than solving the same problem as a 1rst order system using the much less accurate
MIRK4 formula. If the approximate forms for the NIM are used the MIRK8 code for the second
order systems can run twice as fast as the full MIRK4 method on a 1rst order system!
Generating the NIM for the MIRK methods by numerical di:erencing can be ePcient if the
right-hand side of the equation system is not expensive to calculate. However, even for the simple
right-hand side used in our test problem, numerical di:erencing is slower for N ¡ 32 for MIRK8 than
exploiting the simplest second order form exactly. It is only for N¿ 256 that numerical di:erencing
is quicker than using the economical approximate Newton iteration matrix for the simplest second
order form. For more expensive right-hand sides the second order system MIRK8 code should run
even faster than one based on numerical di:erencing.
3.2. Results for fourth order systems
The analysis in Section 2.4 suggests that further improvements in performance are possible for
fourth order systems. However, the gains possible in practice are more limited. For, although we
can reduce the operation count to construct the NIM, the overhead of ‘inverting’ the NIM remains
1xed for any of the forms of the di:erential equation for a given system size and can dominate
the operation count. This can lead to diminishing improvements for more specialized system forms.
However, the gains that we have been able to make are still very signi1cant.
We consider the Orr–Sommerfeld equations [20] as a model fourth order system to explore the
possible gains. The Orr–Sommerfeld equations are ideal for testing purposes as they form a fourth
order system, are very challenging to conventional BVP solvers and have been widely studied due
to their importance. The equations take the form
y′′′′=22y′′ − 4y + iR((y′′ − 2y)(1− x2 − )− 2y); −16 x6 1; (3.7)
with boundary conditions
y(−1)=y′(−1)=y(1)=y′(1)= 0; (3.8)
where y and  are complex. This problem can be solved for  and R 1xed. The resulting real system
is dimension 8 and has two unknown eigenvalues, the real and imaginary parts of : The minimum
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Table 3
Times in microsecond per mesh interval for solving the Orr–Sommerfeld equation
and its -min variational for the 1rst order and fourth order forms using exact
MIRK6 and approximate MIRK8 NIMsa
N Time per mesh interval (in microseconds) for one
Newton iteration of Eq. (3.7)
Exact MIRK6 NIM Approximate MIRK8 NIM
y′= y′′′′= y′= y′′′′=
f∗(x; z) f(x; y; y′′) f∗(x; z) f(x; y; y′′)
8 215 94 303 103
16 1210 361 1664 392
N 3 448 68 320 70
aThe row starting N 3 is as in Table 2.
value of R as a function of  for  real can be solved by taking the derivative of the above system
with respect to  and setting @R=@=0. The resulting two extra fourth order equations when taken
with the original two Orr–Sommerfeld equations create a 16th order real problem with four real
eigenvalues; R; ; ; @=@.
Table 3 shows that for a fourth order system of the form y′′′′=f(x; y; y′′; ) the improvements
in execution speed are 220% and 294% over using the 1rst order form for the exact NIM MIRK6
formula and the economical approximate NIM MIRK8 formula for the eighth order system. For the
16th order system these gains are 335% and 424%, respectively.
These times are in line with the predictions of Section 2.4 and Table 1. A close examination of
the MIRK6 algorithm applied to a system of 1rst order di:erential equations reveals that it requires
6 matrix–matrix multiplies, 14 scalar–matrix multiplies and 18 matrix additions to construct the
NIM across a mesh interval. Just counting the multiplications, for N =8 and 16, 3968 and 28160
operations are required, respectively, for the system in the 1rst order form. Assuming the system to
be in the form y′′′′=f(x; y; y′′; ) and constructing the thirty two N=4 by N=4 submatrices making
up the Newton iteration matrices requires just 288 and 1280 multiplications. However, N 3 for N =8
and 16 is 512 and 4096. The cost of ‘inverting’ the NIM now dominates the total cost at each mesh
interval.
3.3. Accuracy
An additional payo: from using high order MIRK formulae directly instead of in a deferred
correction mode should be a slight improvement in the accuracy of the answers. This premise was
tested on the Orr–Sommerfeld equation (3.7).
Fig. 1 plots the error of the estimates of the real part of  for various MIRK formulae used
directly and in deferred correction mode for a range of constant mesh spacings across the unit
interval. The log–log scaling was chosen so that the apparent slope of a line is 18 of its true slope.
This allows the asymptotic dependence of the error for each MIRK formula on the mesh spacing
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Fig. 1. Error vs. step size. A log–log scale plot of the error in estimating the real part of  when solving the
Orr–Sommerfeld equation (3.7) for Ra=10000; =1. The symbols label results of various MIRK formulae used di-
rectly and in deferred correction mode in conjunction with a lower order MIRK based solver. The horizontal and vertical
scales are chosen so that the apparent slopes are reduced by a factor 8. The lines connect the centers of each symbol.
to be con1rmed. Although the lines drawn merely connect the center of each symbol, for 1=h¿ 64,
they are e:ectively continuous straight lines of the expected slope. For this problem, although it
is seen that MIRK6 used directly is approximately the same accuracy as MIRK6 used in deferred
correction mode with MIRK4, MIRK8 used directly is approximately 2.5 times more accurate than
MIRK6 direct + MIRK8 deferred correction and 9.5 times more accurate than using MIRK4 direct +
MIRK6 + MIRK8 deferred correction. Similar improvements in accuracy are seen in other problems.
4. Conclusions
High order MIRK formulae [8] are very e:ective for solving two-point boundary problems posed
in the form of a system of 1rst order ordinary di:erential equations. The complexity of implementing
these formulae directly has meant that they are most widely used in deferred correction mode in
conjunction with a lower order MIRK formula such as [7]. However, when the system of 1rst order
equations to be solved results from a reduction of a system of second (or higher) order equations, the
resulting sparse structure of the system Jacobian can be exploited to dramatically reduce the operation
count constructing the NIM. This should make high order MIRK methods simpler to implement and
faster to execute for problems taking the special forms y′′=f(x; y) or y′′=f(x; y; y′):
Numerical experiments with a second order system whose size can be varied show very large
savings in time when the MIRK formulae are implemented to take advantage of the sparse Jaco-
bian structure. The improvement in execution time was most marked for systems of second order
di:erential equations of the form y′′=f(x; y). However, substantial reductions in execution time
were demonstrated for the more general second order form y′′=f(x; y; y′) also. Numerical experi-
ments with direct MIRK solution of fourth order di:erential equation systems demonstrated further
improvements in execution times over the 1rst order formulation.
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The existing direct MIRK codes are much faster with these modi1cations and when higher order
MIRK formulae are applied directly instead of in deferred correction mode, the results can be more
accurate. A 1nal point to note is that the codes to solve these special systems are very user friendly.
The crucial point is that the existing codes TWPBVP and NRK are used to solve all problems. All
that the user needs to do for the second order cases is to set a Qag to denote whether their problem
is of the form (1.1), (2.1) or (2.5) and the code does the rest!
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