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RALU 
図2ふ QA-2の低レベル並列処理方式
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アでなされる(図3.2のバイト整列回路)。
25 
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CHAPTER 3. レジスタ・演算部の構成 3.1. QA・2の低レベル並列処理機構 27 
例えば図3.3の例では、変数A-Fをすべて共有レジスタに割り付けて、 ALU連鎖演算機能






























|ALUO制御IAL U 1制御fALU 2制御IALU 3制御|
4 4ピット 4 4ピット 4 4ピット 4 4ピット
l 
|主記憶制御i順序制御 |シ川管理1(未使用) 1 
1 4ピット 38ピット 5ピット 23ピyト
2 
A LUi制御 (i=O，1，2，3) 
|i 0 p I i0 PL I i L S R Cl iRS R Cl iD S T I 































レジスタ・ファイ Jレ(RF)に対するアクセス方式は(図 3.5参照)、マイクロ命令の LSRC、
RSRCおよびDSTフィールドによって指定される。 GRF、CRFとSRへの直接アクセス(図
3.5の1)は、各フィールドの下位 10ピット (X9，-XO)によってアドレス指定が行われる。 CRF
にはマイクロ・アセンプラによって必要と判定された定数が、マイクロプログラムのロード時
にSVPによって格納される。 9ピット以上の定数は LSRCまたは RSRCフィーJレドによって
指定されたアドレスのCRFから読み出されるが、 8ピット以下の定数は直接マイクロ命令の
フィールドを利用して生成され(図3.5の2)、CRFには格納されない。





されており、そのうちの1組を (Z7，Z6)で選択する(ただし、 Z8=0の場合)。なお、 4個のIRF
3.1. QA・2の低レベル並列処理機構
RSRC/LSRC/DSTフィールド(各12ピット)
。o Xg Xs X7 X6 X5 X4 X3 X2 Xl Xo 。 Xg Xs X7 X6 X5 X4 X3 X2 Xl Xo 
1 o Xg Xs X7 X6 X5 X4 X3 X2 Xl Xo 
1 1 。5 Y7 Y6 Y5 Y4 Y3 Y2 Yl YO 
Zs Z7 Z6 Z5 Z4 Z3 Z2 Z1 Zo 
GFR (1024バイト) I 
CRF (1024バイト) )-.・H ・1


















































また、 QA・2から ALU連鎖演算機能を削除すると、各問題において 20-50%のオーパヘッ
ドが生じる(表3.2参照)。特に、明示的な並列性を持たない Prologマシンや Lispマシンのエ
ミュレーションにおいては、この機能の効果が大きいことが分かる。
さらに表3.2に示すように、 QA・2において4個の ALUを並列動作させる効果は、 1個しか







応用問題 2 4(現状) 8 機能なし
(1) 3次元グラフィクス 3.04 1.66 0.87 1.20 
(2) Prologインタプリタ 2.94 1.65 0.79 1.38 









では、 200 ナノ秒)となっている。 QA・2 のハードエアは、メモリ (~10S チップ)を除いて ECL




































|ALUO制御IALU 1制御IALU 2制御IALU 3制御|
4 4ピット 4 4ピット 4 4ピット 4 4ピット
まえがき4.1. 願序制御部の構成CHAPTER 4. 36 
|主記憶制御 | 順序制御 |シ山管理I(未使用) I 
|SCS 1 STY 1 SMC I ADG I 











































































~f (Ao，Al)=(AoIA!) THEN GOTO L 1 






































CASE (P，Q，R) OF 
10∞1 GOTO A 
10011 CALL B 
11111 RETURN; . 九........................・・.............. 
図4.4:多方向分岐の効果
4.3. 順序制御部のハードウェア構成 41 
QA-2の順序制御部(SCU)では、その分岐形式として無条件分岐のほかに表4.1の(1)(2)に
示すような IF-THEN-ELSE形式の 2方向分岐およびCASE-OF形式の多方向分岐をハード























































{ GOTO A 1 CALL B 1 RETURN } 
ELSE 
{ GOTO C 1 CALL D 1 RETURN } j 
最大256方向分岐が可能
CASE( Ao， . • ， A7)0 F 
101 { GOTO A 1 CALL B 1 RETURN } 
































ルドによって指定された多様な選択操作(savelset 1 reset 1 trigger 1 nopなどの操作)を経て、ス
テータス・セーブ・レジスタ (SSR;256ピット)に設定される。(図4.5参照)SMCフィールド
はステータス・マスク・テープル (SMT;(256 X 2)ピット X256エントリ)の lエントリを選
択するためのSMTアドレスを指定する。 1マイクロ命令の実行ごとに SMCフィールドに従っ
て読み出される SMTの1エントリ (256X 2ピット)は、 SSRの各 1ピット情報に対する選択



























1 (IOJ) 7 (ASS， ASO) 
① 
図4.5:ステータス・セーブの制御方式









































文における論理変数:Ai (i=0，1，.・.，7)とみなすことができる。 SSRの1ピットと A‘との対応
付けは、ステータス・ピック・テープル(SPT;256エントリ)からマイクロ命令のSPCフィー


















1 F f({Ao)， (AI)，..， (Ai) T R EN(分岐操作指定)
ELSE(分岐操作指定);
(ただし、 fはユーザが定義した論理関数、 (Ai)は論理変数Aiの値である。 0三t三7)
この文のTHEN節で指定する分岐操作と ELSE節で指定する分岐操作にはいずれも無条件分
















(ただし、 Aiは論理変数Aiの値である。0壬i~ 7) 










1 F J Cフィー Jレド
f (AO' A 1 • A2) 








順序制御情報 (例) CALL S 
①へ
l (例) よ.E. f (AO' A 1 • A2) =Ao & A1 I A2~ 







(例) (AO' A 1 • A2) = (1. 1. 1) 
(例)♀ム立主(AO・A1. A2)♀£ 
/000/ GOTO A 
/001/ CALL S 
/111/ R ETUR N. 














































4.4. QA・2の順序制御方式の評価 51 
現状の順序制御方式
応用問題 総実行命令数に 総実行条件分岐 総実行条件分岐 現状の順序制御
占める条件分岐 命令数に占める 命令数に占める 方式での総実行





( 1)3次元グラ 34 72 68 1.43 
フィックス
('2)Prolog イ 41 62 84 1.40 
ンタプリタ
(:3)Lisp イン 43 69 94 1.24 
タプリタ
















































































































そこで、 QA・2の主記憶は、サイク Jレタイム 375nsのMOS-RAM(16kx 1ピット)を用いて、
1MBの実装空間を実現している。(実装空間は 16MBまで拡張可能であり、大容量ディスクを




normal mode burst mode 
5.3 MMPにおける処理の流れ
a d d r e 55 



















c h e c k 
b a n k内ad d r e 5 5 




MDR d a t a b u f f e r 
normal mode burst mode 
図 5.1:MMPにおけるデータの流れ














主記憶のRe a d/W r i t e起動
)ん相
アドレスの増減処理
R e a dの場合読出しデー タのラッチ
MARにアドレス、 MDRにデー タをラッチ
図5.2:MMPにおける制御の流れ
































ラーが生じた場合、 MAR，MDRの値が保証されないので、 RALUは無効パルスを発し、 MMP
の起動を中止する。次に、 1)-3)の機能と処理について詳述する。
60 CHAPTER 5.主記憶部の構成 5.4. J'l.ALUの要求処理 61 
同五Ifunction このように、ユーザは4種のレジスタに値を設定するだけで良く、あとは、全てハードウエア的に主記憶アクセスを行う。 MMPの起動による RALUのフリーズも、レジスタ・アクセス
時のみに留まっており、ここに、非同期動作方式の有効性をみることができる。さらに、 RALU
からの連続アクセス要求に備えて、 MAMフィ ールドの値のみを、 MMP内キューに保存する




000 ~o Operation 
I MM C I operation 001 Read 
。 N 0 Operation 010 Read & Increment 
01 ReadjWrite 011 Read & Decrement 
10 Search 100 Write 
11 Move 101 Write & Increment 
110 Write & Decrement 
111 RALU 
12 
表 5.2:MMC，MAMフィールドの意味 '3 
1) ReadjWrite:主記憶に対する読み出し、害き込み要求であり、次の4種類のレジスタを使
附する。
151MAMO IMAM1 IMAM2 1M州 3
14 
13 
MAR(Memory Address Register) 32ピット ReadjWriteすべきデータの先頭アドレスを
示す。
MRWCR(Memory Read Write Count Register) 4ピット ReadjWriteすべきデータの





Read Potnter MAIDCR(Memory Address IncjDec Count Register) 4ピット ReadjWrite終了後の
アドレスの増減値を示す。実際には、この値に l加えた値を増減する。 。







で、 RALU内のデータを MMPに取り込む。この後、 RALUとMMPは各々の処理を非同期に
行う。 MMPで使用しているレジスタは、 RALU側でアクセス不能になり、もし、 そのレジス
タへのアクセス要求が出されると、 RALUはそこでフリーズし、 MMPの処理の終了を待つ。
RALUは、 4つの MAMフィールドで、それぞれ独立に ReaujWriteを指定できる。 MMP内






MSTR(Memory Search starT register) 32ピットデータ検索の開始アドレスを示す。
MSPR(Memory Search stoP register) 32ピットデータ検索の終了アドレスを示す。
62 CHAPTER 5.主記憶部の構成
MSCR(Menory Search Count Register) 32ピット MSTRの増加値を示す。 1回の比較
後、 ~1srR、 MSCR の他の和のアドレスが次の検索アドレスとなる。
MSDR(Memory Search Data Register) 32ピット検索データを示す。




















MVSAR(Memory mo Ve Source Address Register) 32ピットソースプロックの転送開
始アドレスを示す。
MVDAR(Memory mo Ve Destination Address Register) 32ピット転送先プロックの
格納開始アドレスを示す。







-・・・................................・・・・・・・・・・;......................... ・-・- ..........•...•..•........  . 
- 一: .--1 MVOAR 仲『. . .. 
-
1 _.ー 1 ; I lcomp釘81 I .--1 SVPAR ←ー、 : I じιーニ.=.=.J I .. . 
-I 1 : I MVC肉ト「 ト→ M川ISAR 梓寸. . . 
ト~ MAR2 怜斗 : I MAIOCR3 ト斗 ト→ MAR3仲寸. . 
-
L__ I : I MRWCR3 ←→ L一一一 l .. . . . 









































MDRは、 MARに対応してやはり 4個存在し、 MARiのアドレスに ReadjWriteするデー
タには、それぞれ MDRiが対応している。図 5.5にMDRの構成を示す。 MDRを各々1つの
BEL (:').4.5参照)と接続し、 Readの場合のマルチプレクス (multiplex)、Writeの場合のデマ
ルチプレクス(demul tiplex)処理を行う。 ReadjWriteするデータ長の指定は、 4ピットで行う

















































(1) MAR単位のチェック:ユーザが、あらかじめMAUBR(MemoryAddress Upper Boundary 







































































主記憶は 16パンクから構成され、 1回のアクセスで 16バイトまでの ReadjWriteが可能で
あるのに対し、 MDRは各々4バイトだから、Readの場合には 16バイトの中から必要な 4バ
イトを抽出する操作が必要である。また、 Writeの場合には、 4バイトのデータを全てのパン
クに書き込める様に処理する。この機能を果たすのが、 BEL(BusExchange Logic)と呼ばれる










MARO MAR1，MAR3 MAR2 ???
(c)処理順序
図5.8:パンク・コンフリクトの例
70 CHAPTER 5. 主記憶部の構成









|o AI 0 el0 cl 0 ollAll el1 cl1 012 AI2 el2 cl2 013 AI3 el3 cl3 01 
図5.9:MEMBUF 
図5.10を利用して、データの抽出を説明する。
(a)はアドレスの下位4ピット(a3a2 a1 aO) : 0010 
データの長さ (1 10) : 10 
とした時のデータ抽出である。つまり、(a3a2)=00だからデータの先頭がport0にあり、 (a1
aO)=lOによってその3バイト目から始まることが分かる。このように、アドレスの下位4ピツ
トとデータ長から求めるデータの位置を決定できるので、各 port の添字 (A~D) と MDR の















2 3 4 5 6 7 8 9 10 11 12 13 14 15 














CSAR(Control Storage Address Register):16ビット転送開始アドレスを示す。実際に
は20ピットのレジスタで、上位4ピットは外部スイッチにより段定する。
CSMR(Control Storage Mask Register):8ピット MMP、SCUにおける、 Write操作時
のデータ・マスク値。各ピットで2バイトづづマスクする。
























ASTK : ASTK 

































に伝え、その後、 MMPが起動される。制御記憶の転送中、 CSMRは全て“1"である。 1ペー
ジの転送には約400μs要する。
リプレースメント ・アルゴリズム









































I SVPOPR I f肌 tion
00000000 
00000001 Read 
00000010 Read & Increment 
トー 一ーー
00000011 Read & Decrement 
00000100 Write 
00000101 Write & Increment 
00000110 Write & Decrement 
00000111 CS Read 

































































































READ INC 1 
WRITE INC2 
DEC CTRO 
IF CTRO.O LOOP 
(b) MAR. MDRが1組の場合 (c) QA-2の場合
国5.17:配列演算の処理(C←Ax B) 
81 
82 CHAJ>TER 5. 主記憶部の構成
procedure MAT1IV (A，M，I，DET); 
value M，I; integer M，I; real DET; array A; 
beg1n integer 1，J，K，PIVR，1IDE.XK; real W，PIV; 
1nteger array 1IDEX(l:M); 
DET:=1.0; comment 1I1T1AL1ZAT10I 
tor K:=l step 1 until M do 
beg1n 
comment SEARCH FOR P1VOT ELEMEIT; 
P1V:=O.O; P1VP:=O; 
tor 1:=K step 1 until 肖 do ................................... (1) 
begin W:=ABS(A[I，J]); 
it P1V > W then begin P1V:=W; PIVR:=I end 
end; 
I1DEX [K] : =P1VR; 
it P1VR=O then go to EID; 
1t P1VR=K then 
comment I1TERCH且IGEROWS TO PUT P1VOT ELEMEIT 01 D1AGOIAL; 
beg1n tor J:=l step 1 until I do ......................... .(2) 




P1V:=A[K，K]; DET:=DET * P1Vj 
comment DEV1DE P1VOT ROW BY PIVOT ELEMEITj 
A [K ，K] : = 1 . 0j 
tor J:=l step 1 untill do A[K，J]:=A[K，J] I PIVj .............(3) 
comment REDUCE 101四 P1VOTROWS; 
tor 1:=1 step 1 until M do 
it 1=K then 
begin W:=A[1，K]j A[I，K]:=O; 
tor J:=l step 1 until I do .............. ........ .(4) 
A[1，J]:=A[1，J] -A[K，J] * W 
end 
endj 
comment 1ITERCHAIGE COLUMISj 
tor K:=M -1 step -1 until 1 do 
begin I1DEXK:=1冊目白]j 
it IIDEXK=K then 
tor 1:=1 step 1 until M do ......................... .(6) 





















計算機の命令フェッチの際に要求される。 MMPでは、 1つの MARをプログラム・カウンタと























data found data found adres over 
(a) Search命令を用いた場合 (b) Search命令を用いない場合
(b)の処理
(c) Search命令を用いた連続処理 (d、Se a r ch命令を用いない連続処理
図5.19:テープルの検索処理
マイクロプログラムで全て処理するならば、 (b)のように、アドレスチェック、データ・チェッ













































タイム処理や高級言語処理などを始めとする多様な応用に利用されている [5][4] [72] [24]。
QA-2では、図6.1に示すようにレジスタ.ALU部(RALU)と順序制御部(SCU)から成る
CPUと、主記憶管理プロセッサ(MMP)、システム管理プロセッサ(SVP)の3つの機能部分を




























































































90 CHAPTER 6. 
4 3 6 
a)演算制御部 OP LG MK 
9 9 8 
b) レジスタ制御部 L R 。
3 3 5 4 4 
c)主記憶制御部 竺竺J
7 7 4 7 
d)ステータス制御郁| CFO CF1 TF TSO 
3 12 
e)願序制御部 BR AD 
3 3 3 
f)タイ ミング制御郁 ITMS : TMA : TMD 
図 6.2:SVPのマイクロ命令
12 












6.2. SVPのマイクロ・アーキテクチャ 91 





レジスタ部には、 2ポートの汎用レジスタ (WR:Work Register)と、特殊レジスタ (SR:
S peci.al Register)および間接レジスタ・ファイル(IRF:Indirect Register File)が装備されてい
























n CHAPTER 6. システム制御部の構成 6.3. SVPのマクロ・アーキテクチャ 93 











あり、 MLGR(Mcmoryaccess L<>nGth Register)による間接指定も可能である。






盟主!'(A 1， AO) Q[ /0/ GO'1O AD， 
/1/ GO'1 0 AD+L 
/2/ GO 1 0 AD+2‘ 
/3/ GO 10 AD+3 
高速デ ター・ アクセス機構
テーブルを用いた間接分舷特殊レジスタである .JTPR( Jump Tablc Pointer Registcr )の内









ドレスにアクセス長を加えた他をアドレスとして再度読み出し SRs(Sequential Read 





il f(刻、110)辿息詰認 (IJR)of 
/0/ GOTO AD， 
/1/ GOTO AD+上





















































Module Data Base (MDB) 
オノてランド
8 8 8 8 
Type 1日 W同51MlNllN2|
8 8 8 8 16 
乃問21Ml N Tω|M|Nl1 N2 
8 16 8 16 8 
Type 3|M| N Type 71M| Nl 8 
8 32 8 16 16 

























































9 mod(mod(Nl )+N2) 
10 mod(mod(N 1 )+mod(N2)) 
1 stk(CBS+N) 
12 modjextjstk(stk( CBS+ N)) 
13 modjextjstk(stk( CBS+ ~))+ 
14 modjextjstk( stk( CBS+ ~))ー
15 modjextjstk(stk( CBS+N1 )+N2) 
16 modjextjstk(stk( CBS+N1 )+stk( CBS+N 2) 
17 modjextjstk(stk(CBS+N 1 )+mod( CBS+N 2) 
18 modj extj stk( modj extj stk( stk( CBS+ N))) 
19 modj extj stk( modj extj stk( stk( CBS+ N)))+ 
注)mod :モジ、ユー jレ・データ
針。k :スタック










































3 ~lBT(mod(X 1 ))+X2 
4 ~1BT(~10D( X 1 ))+stk(CBS+X 2) 





























































































































































? ???? Clf tPl Ul i. Q.4-2アーキテクチャの今日的意義 7.3. RISC風の操作(命令j記述 107 
7.2 低レベル並列処理機能 専用プロセッサの構成方式や、コンパイヲによる静的命令スケジューリングでほとんどの並列
性が検出できるような数値演算スーパーコンピュータの構成}j式として、評価されている。
低レベル並列処理機能は、 QA-2と同時期には、 H明 (FloatingPoint Systcms) tl:のAP-120B
[10]等があるが、その後、 Ya!('大学のFisherらによって、 ELI-512[14]が開発され、そこで提唱


































































































































































































































命令 1Io I A I T I B I E I W I 




































~tl tr;}肢を示す rpm と言う単位と同じ意味合いであり、 ~r'"機の性能を代』えする指標という意味合いでは用いない。













8.3.2 性能 を決める要素 ー 性能の定式化 ー
rtcその他のパイプラインの乱れによる遅れ
M IPS 1(1.は、













I=E+D+S (8.2) μTLB TLBのミスヒット率























1" . .、η この CPUに定義された全命令
T/(N 条件分岐の条件雌定による遅れ



































example 1 (SPV+PRB) example 3 (SPV) example 5σRB:COBOL) 
example 2 (SPV+PRB) ex回 ple4 (SPV) example 6伊R8:F官官制}









































































121 CH4J>TER 8. パイプライン処理と低レベル並列処理
- 命令レベル並タu処即を ;n人しでも、性能的に~:ワ寸るのは、 E 項だけであり、 lロj時に S 項
ペ:D項を削減する対践をfrわないと十分な効来が期待できない。これは、プロセツサの
ある部分を改良する、とによって得られる性能向上の度合に関する入rndahlの法則 [46]













































126 f・HAPTEn9. ¥'PP500スカラプロセサ 9.1. はじめに 127 




















PE (Processing element) 
: 222 PEs 
PE 
1 スカラプロセサー






… ? … ?
? 加減算パイプ乗算パイプ除算パイプ















































有し、 32ピット国定小数点演算、 IEEE754準拠の32/64ピット浮動小数点演算、 32ピット仮
想アドレス空間、 32ピット実アドレス空間およびコプロセサインタフェースを提供するがし用的







































l opcdl GR 1 GR IGR/FR 11OPCdl GRいndex(劫!Q_ IGR/FRI 
034 23 24 43 44 63 
load，store float add/sub/cnv float muVdiv 
nxed op.，shift float add/sub/cnv float muVdiv 
flXed op.，shift load，store，move float add/sub/muVdiv 
flXed op.，shift flXed op. float add/sub/muVdiv 
I faxed op.，shift ~仰tore，move i branch 
|7|加 dop.，shift lfaxed op. lbranch 
[IT!叫伽e，move |似ed叩
lfaxed op.，shift l faxed op.，load，ωre，mul 
logicalop・，multiply GR*GR・>GR GR*lmmedlate->GR 15 ~19 ...O-..".， 5 un '1Ot:UIClIt:->un (*1)お 39
10阿 IGR f GR I GR 1 [;Cdl GR 1 imm叫附(おbit)1 GR I 
pxed op・GR*叩・>GR GR*immediate->GR 
U :> 10 15 19 0 5 10 35 39 
10附 IGR I GR I GR 110阿 IGR I immedi仰(おbit)I GR I 
05 10 15 19 
10阿 IGR limrn.I GR I 
きhift GR*GR・，>GR GR*immedlate->GR 
U:> 10 15 19 
loPCdl GR 1 GR I GR 1 
05 10 15 19 








float add/sub/muVdiv I faxed op.，load，store，mul 
call PC・>GR.PC+lmmedlate->PC {・3)set immedlate->GR 。3 35 39 
l叩・| immediate(32bit) ~ 
float op. FR*FR・〉開
05 10 15 19 
|opcdl FR 1 FR I FR 1 
|C Iload，蜘'e，move，mulIωI，bran向 et
|D I faxed op.，shi仇|叫，bra帥，set
I EI float add/sub/m凶 divI call，branch，set tra3ch W(CO叫 P?21明吋勺PC (*3) 







』同 ωprocessor(v削 oretc.) 
coproc鎚sor




? 。 ? 59 
scaJar control 
GR: General register FR: Floating-point register 
図 9.3:操作の形式































































ドレジス夕、 2つの等フラグの論理和を示す lピット、後述する 7ピットの浮動小数点条件コー
ドレジスタの合ril'23ピットの中から 1ピットを指定し、そのまま用いるかまたは反転して用














































































































Hヂぶ各々独立に動作する 4 つのユニットから構成される。J(l、 ~le および l市の尖現には、ゲ一
ト遅延時附6ωOps吋(P町icωosecond)のGa
5個、キャッシュを合む Arの実現には、ゲート巡延時間 iOps，RA~1 アクセス時間 1600ps 、






巨ヨ IAQ I 
d FQ I 
-
.•. ....・・・・.'...・ . 
?










































• • • • •• • 
凶 9.4:スカラプロセサの構成
凶9.4にスカラプロセサの構成を示す。スカラプロセサは Ir( lnstruction control unit )、




























スタの説み出しを行う Dステージ、 j寅算を行う Eステージ、 i出n結果を汎用レジスタに格納
し、条件コードおよびPCを更新する W ステージから構成される。
P C R W 
命令フ:r"jチIPrioritv I ノ守イプヲイン Priority I Cache 
(AU) -----.， ~ead write 
D E W 
パイプライン






9.3. インプリメントの特徴 1 :l9





















:V1 U は、最大 l 個の乗算操作の非同期実行を可能とするキューイング機構および乗~器から

























バッファ、 TLB およびキャッシュからなる。 Al'はパイフライン化されており、 ì~記憶委主M~{掠
作を毎サイクル尖行開始することができる。また、データキャッシュから汎用レジスタおよび
浮動小数点レシスタへは、各々レジスタ 2本分の幅を有するデータパスを装備しており、JiiJに





Of ~ Ff 
浮動小数点泌trI E 
パイプライン I I 
(FU) Decode Fetch 
























Execute Execute Register 
write 
l~l 9.6:浮動小数点演岱バイプライン











































? R W 
SI I 




参照権を獲得する Pステージ、 TLBおよび、キャッシュを参照する fステージ、参照結果を得る








142 CIfAP11・m9. ¥，PP500スカヲプロセサ 9.5. おわりに 143 
スカラ juセサのサイクルタイムは 10nsである。最大2個の浮動小数点演t)・操作を毎サイ


























L:add Z ()・+4>Z() I 
ld ztb10}l ∞1 K;l，40 
ld Z(K+l~1 11 X(K)=Q+Y(K}・(R.Z(K孔O}+T'Z(Ktl1)) 
ld Z(K+:21 1 
????? ? ，
?












1 2000 113.71811 8 1440 52.574 
2 2000 73.723 1: 9 1700 19.3l2 
3 2000 73.748 10 900 22.827 
4 1020 34.436 1 1000 22.649 
5 2000 23.f)Rl 1 12 1000 10.804 
6 2000 23.2.13 13 896 8.370 
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