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We present a quantum simulation method that follows the dynamics of out-of-equilibrium many-body systems
of electrons and oscillators in real time. Its cost is linear in the number of oscillators and it can probe timescales
from attoseconds to hundreds of picoseconds. Contrary to Ehrenfest dynamics, it can thermalize starting from
a variety of initial conditions, including electronic population inversion. While an electronic temperature can
be defined in terms of a non-equilibrium entropy, a Fermi-Dirac distribution in general emerges only after
thermalization. These results can be used to construct a kinetic model of electron-phonon equilibration based on
the explicit quantum dynamics.
I. INTRODUCTION
Thermalization between electronic and vibrational degrees
of freedom arises in a range of physical situations spanning
widely different time and length scales. Examples include
Joule heating and dissipation in solid state and molecular
physics,1,2 equilibration of warm dense matter generated by
laser pulses3–5 and radiation cascades6 . The interest in cou-
pled dynamics of out-of-equilibrium electrons with vibra-
tions occurs in several fields, including transport in molec-
ular junctions7,8 and photoelectron spectroscopy,9 and has
triggered the development of new experimental techniques.10
Meanwhile, real-time atomistic simulations venture more and
more often into non-equilibrium problems where accounting
for electron-phonon thermalization is crucial11. A choice of
methods can capture the interaction between electrons and vi-
brations, from the phenomenological Boltzmann equation in
extended systems12 to its counter-part at the nanoscale, non-
equilibrium Green’s functions (NEGF).13
Nevertheless, the problem of thermal equilibration between
interacting degrees of freedom (DOF) is particularly difficult to
tackle from the simulation point of view. For purely classical
systems simulated via Molecular Dynamics, anharmonicities
in the potential lead - not without technical problems - to ther-
malization and energy equipartition.14 In harmonic or weakly
anharmonic systems, equilibration does not happen sponta-
neously: it requires the introduction of external thermostats.
The situation is even more complicated for quantum interacting
systems and it becomes especially critical in mixed quantum-
classical approaches. A widely used approach is the macro-
scopic two-temperature model where nuclear and electronic
motion is represented in terms of temperature fields coupled
via appropriate diffusion equations.15,16 This together with the
introduction of Langevin thermostats17 has proved successful
in interpreting measured quantities.18,19 This approach remains
of active interest and, in recent years, it has evolved into more
elaborate methodologies where the nuclear motion is taken into
account via classical molecular dynamics simulations while
electrons are treated at increasing levels of sophistication.20–25
The simplest approach to non-adiabatic electron-nuclear
atomistic simulation is Ehrenfest dynamics (ED)1 in which
classical nuclei interact with the mean electron density. ED is
tractable and simple but it fails to describe the spontaneous de-
cay of electronic excitations into phonons because of the lack
of microscopic detail in the electronic density and resultant
loss of electron-nuclear correlation.26 Vibrational DOF sponta-
neously cool down at the expense of increasing the electronic
energy, violating the second law of thermodynamics. What
is missing in ED are the collisions that drive the probability
distribution function towards equilibrium. The approach to
equilibrium can be reinstated via Boltzmann’s kinetic theory,
i.e. through phenomenological relaxation dynamics. However
to recover this in microscopic dynamics for a closed system
requires thermostating techniques; for quantum DOF this in-
troduces an additional layer of complexity.
Correlated electron-ion dynamics (CEID)26,27 is a method
that was developed to go beyond ED. It starts from the bare
electron-nuclear Hamiltonian and solves it approximately by a
perturbative expansion in powers of nuclear fluctuations about
the mean trajectory. However it scales between quadratically
and cubically with the number of nuclear DOF, becoming pro-
hibitive beyond a few DOF, along with difficulties in the choice
of closure strategy for the hierachy of perturbative equations
of motion. The computational bottleneck persists in alternative
expansion strategies for the electron-nuclear problem.28
Today there is a new impetus in the study of mesoscale
systems, as their technological applications and simulation ca-
pability meet.29 These systems mark a difficult middle ground
between bulk and the atomic scale. There is a serious need
for a methodology that includes the mechanisms of thermal
equilibration between electron and phonon DOF, and at the
same time is amenable to computer simulation with present
day resources.30 This need for an efficient approach to the dy-
namics of thermalization at the mesoscale, has motivated us to
develop a microscopic method for coupled real-time quantum
electron-phonon dynamics. We refer to it as Effective CEID
(ECEID).
ECEID advances beyond CEID in terms of conceptual and
computational tractability by exploiting a different starting
point: a system of electrons and harmonic vibrations, coupled
by an interaction linear in the generalized displacements. This
more specialized scenario maintains applicability to the large
family of problems involving harmonic nuclear motion, while
ar
X
iv
:1
51
1.
03
87
5v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
27
 Ja
n 2
01
6
2offering important advantages. This Hamiltonian starts from
the Born-Oppenheimer level of description, with the role of the
coupling being to generate the non-adiabatic corrections. By
contrast, the old CEID method above had the dual challenge
of first generating the Born-Oppenheimer behaviour (starting
from the bare full Hamiltonian), and then also going beyond.
Furthermore ECEID employs a non-perturbative closure strat-
egy, which enables the coupled electron-phonon dynamics to
be formulated in terms of a set of variables and equations of
motion that scale linearly with the number of vibrational DOF.
This opens the possibility of tackling problems previously out
of reach: in test runs we have been able to simulate up to
600 electrons interacting with 100 vibrational DOF on the pi-
cosecond time-scale, on an ordinary workstation. The next
section introduces the method, followed by examples, and crit-
ical comparisons with ED and with a kinetic model in Section
III. Section IV gives a summary and concluding remarks.
II. THE ECEID METHOD
To describe the ECEID method in its most general form, we
start from the Hamiltonian
Hˆ = Hˆe+
No
∑
ν=1
( Pˆ2ν
2Mν
+
1
2
Kν Xˆ2ν
)
︸ ︷︷ ︸
Hˆ0
−
No
∑
ν=1
Fˆν Xˆν . (1)
Here Hˆe is a general interacting or non-interacting many-
electron Hamiltonian in the absence of vibrations. Xˆν and
Pˆν are displacement and canonical momentum operators for
oscillator ν , with mass Mν and spring constant Kν , coupled
linearly to the electrons via the electronic operator Fˆν . No is
the number of blue harmonic vibrational DOF. Any harmonic
Hamiltonian in the vibrational DOF can be brought into this
form through a change of generalized coordinates.
The electronic density matrix (DM) ρˆe(t) = Tro(ρˆ(t)) is
obtained from the full electron-phonon DM ρˆ(t) by tracing
over the oscillator degrees of freedom and obeys the effective
Liouville equation26
˙ˆρe(t) =
1
ih¯
[Hˆe, ρˆe(t)]− 1ih¯
No
∑
ν=1
[Fˆν , µˆν(t)] (2)
where µˆν(t) = Tro(Xˆν ρˆ(t)). The full DM can be written ex-
actly as
ρˆ(t) = e−
i
h¯ Hˆ0t ρˆ(0)e
i
h¯ Hˆ0t − 1
ih¯
No
∑
ν=1
∫ t
0
e
i
h¯ Hˆ0(τ−t)×
×[Fˆν Xˆν , ρˆ(τ)] e− ih¯ Hˆ0(τ−t)dτ. (3)
We require equations of motion (EOM) for ρˆe(t) and the
mean oscillator occupations Nν(t) = Tr(Nˆν ρˆ(t)), where Nˆν =
aˆ†ν aˆν with aˆ
†
ν (aˆν ) the creation (annihilation) operator for os-
cillator ν . To close the equations, we place (3) in the defi-
nition of µˆν(t) above and make three approximations. First,
in µˆν(t) - but not earlier - we put ρˆ(τ) ≈ ρˆe(τ)ρˆo(τ). This
retains electron-phonon correlation exactly to lowest order in
the coupling Fˆν , and approximately to higher order, in anal-
ogy to the self-consistent Born approximation.1 Second, after
taking oscillator traces, we retain only terms diagonal in ν , sup-
pressing electron-mediated phonon-phonon correlation. Third,
we neglect terms of the form 〈aˆν aˆν〉, 〈aˆ†ν aˆ†ν〉, retaining only
single-phonon processes and excluding anharmonicity. From
this point, ν is omitted for simplicity of notation.
These approximations correspond to the low electron-
phonon coupling limit and yield
µˆ(t) =
i
Mω
∫ t
0
(N(τ)+ 12 ) e
i
h¯ Hˆe(τ−t)×
×[Fˆ , ρˆe(τ)] e− ih¯ Hˆe(τ−t) cosω(τ− t) dτ
− 1
2Mω
∫ t
0
e
i
h¯ Hˆe(τ−t)×
×{Fˆ , ρˆe(τ)} e− ih¯ Hˆe(τ−t) sinω(τ− t) dτ, (4)
where ω =
√
K/M is the oscillator angular frequency. The
full derivation of eq. (4) is given in Appendix A.
We calculate µˆ(t) as follows. We introduce four auxiliary
electronic operators (Cˆc, Aˆc,Cˆs, Aˆs) per oscillator, defined by
Cˆc(t) =
∫ t
0
(N(τ)+ 12 ) e
i
h¯ Hˆe(τ−t)×
×[Fˆ , ρˆe(τ)]e− ih¯ Hˆe(τ−t) cosω(τ− t) dτ (5)
Aˆc(t) =
1
2
∫ t
0
e
i
h¯ Hˆe(τ−t){Fˆ , ρˆe(τ)}e− ih¯ Hˆe(τ−t) cosω(τ− t) dτ
(6)
with Cˆs and Aˆs obtained by replacing cosine with sine above.
They obey the EOM
˙ˆCc(t) =− ih¯ [Hˆe,Cˆc(t)]+ωCˆs(t)+(N(t)+
1
2 )[Fˆ , ρˆe(t)] (7)
˙ˆCs(t) =− ih¯ [Hˆe,Cˆs(t)]−ωCˆc(t) (8)
˙ˆAc(t) =− ih¯ [Hˆe, Aˆc(t)]+ωAˆs(t)+
1
2
{Fˆ , ρˆe(t)} (9)
˙ˆAs(t) =− ih¯ [Hˆe, Aˆs(t)]−ωAˆc(t) (10)
and, in terms of these quantities, (4) becomes
µˆ(t) =
1
Mω
(i Cˆc(t)− Aˆs(t)). (11)
Analogous steps lead to
N˙(t) =
1
Mh¯ω
(
iTre(FˆCˆs(t))+Tre(FˆAˆc(t))
)
, (12)
giving an EOM for the oscillator occupation numbers. This
closes the system of EOM. Energy conservation is discussed
in Appendix B.
3A. Comparison with Ehrenfest dynamics
The terms involving [Fˆ , ρˆe(t)] are related to the electronic
friction (an effective dissipative force due to electron-hole
excitations by the oscillator), while those with {Fˆ , ρˆe(t)} cause
electronic noise and spontaneous phonon emission.31,32
To see this, consider the above problem within Ehren-
fest dynamics: electrons interacting with a classical oscilla-
tor, with phase φ , slowly varying amplitude A, displacement
X(t) = Asin(ωt−φ), and velocityV (t) = X˙(t). Next, average
over φ , to sample different initial conditions. The counterpart
of the earlier approximations reads 〈X(t)X(τ)ρˆe(τ,φ)〉φ ≈
〈X(t)X(τ)〉φ ρˆe(τ), together with suppression of oscillator
position-momentum correlations. This produces (11) with-
out the second term, and with N given by (N + 1/2)h¯ω =
Mω2A2/2. The phase-averaged power into the Ehrenfest oscil-
lator, 〈V (t)F(t)〉φ with F(t) = Tre(Fˆ ρˆe(t,φ)), becomes (12)
without the second term. Finally, the remaining first term in
(12) is the same as the mean rate of work by the electronic fric-
tion force due to the symmetric part of the velocity-dependent
force kernel in equation (16) in.32 Thus the ECEID EOM with
the anticommutator in (9) suppressed describe ED (with oscilla-
tor phase averaged out), physically dominated by electron-hole
excitations and electronic friction.
The second term in (12) corresponds instead to the power
delivered to the oscillators by the effective electronic-noise
force described by line 1 of equation (56) in:32 the key cor-
rection beyond the mean-field ED. The competition between
the two terms in (12) enables thermodynamic electron-phonon
equilibration,32 which is thus built into the ECEID method.
B. From many-electron to one-electron equations of motion
The EOM above are still many-electron equations. To be
able to apply the method to systems with large numbers of
electrons, as a practical necessity we express the EOM in one-
electron form. We do this by tracing out all but one electron
through NeTre,2,...,Ne , where Ne is the number of electrons. If
Hˆe and Fˆ are one-body operators, all operators in the EOM
can now be replaced by their one-electron counterparts, except
for the anticommutator term in eq. (9) {Fˆ , ρˆe}. Following,26 it
transforms into
{Fˆ(1)(1), ρˆ(1)e (1)}+2Tre,2
(
Fˆ(1)(2)ρˆ(2)e (1,2)
)
(13)
where superscripts (1) and (2) denote respectively one- and
two-electron operators. The simplest decoupling for the two-
particle DM is
ρˆ(2)e (12,1′2′) = ρˆ
(1)
e (11′)ρˆ
(1)
e (22′)− ρˆ(1)e (12′)ρˆ(1)e (21′),
(14)
which is valid for independent electrons. Using this in (13), we
obtain {Fˆ , ρˆe(t)}−2ρˆe(t)Fˆ ρˆe(t), where now ρˆe(t) is the one-
electron DM, and all other operators are also one-electron
operators33. The accuracy of (14) reduces with increased
electron-phonon coupling; corrections are discussed in.27
Screening can be included in a one-electron mean-field pic-
ture within a Hartree-Fock scheme following,27 or in a time-
dependent density-functional framework.34
To simulate a finite system, we must account for the
level-broadening and decoherence introduced by the environ-
ment. We replace [Hˆe, Qˆ] in (7-10) by HˆΓQˆ− QˆHˆ†Γ where
Qˆ = (Cˆc, Aˆc,Cˆs, Aˆs), HˆΓ = Hˆe− iΓIˆleads, and Iˆleads is the iden-
tity operator in the leads with Γ a small positive quantity.
The total energy E = Ee+Eo+Ec, where Ee = Tre(Hˆeρˆe(t)),
Eo = ∑ν h¯ων(Nν(t) + 1/2) and Ec = −∑ν Tre(Fˆν µˆν(t)), is
identically conserved, provided the damping self-energy and
the electron-phonon coupling Fˆ lie in different subspaces. The
derivation of this result is shown in Appendix B. In our exam-
ples, once Γ exceeds the energy-level spacing in the system,
transition rates resulting from ECEID dynamics become inde-
pendent of Γ. The role of Γ is to mimic an extended (infinitely
large) system without the extra cost.
III. RESULTS
Here we have implemented the ECEID method for the dis-
cretized electron-phonon Hamiltonian (15)
Hˆe−ph =
Hˆe︷ ︸︸ ︷
∑
i j
αi j cˆ†i cˆ j−∑
ν i j
Fˆν Xˆν︷ ︸︸ ︷
Fν i j cˆ
†
i cˆ j
aˆ†ν + aˆν√
2Mνων/h¯
(15)
+∑
ν
h¯ων
(
aˆ†ν aˆν +
1
2
)
where cˆ†(cˆ) are the fermion creation (annihilation) operators.
αi j are onsite energies and hoppings with {i, j} running over
the atomic sites. The electronic DM evolves according to eq.
(2). µˆν(t) is calculated using eq. (11), which is obtained from
the time evolution of the auxiliary operators (7-10). These
enter also in the EOM for the mean oscillator occupation (12).
The number of EOM scales linearly with No and so does the
computational cost.
FIG. 1. Schematic of our model system: a nearest-neighbour one-
dimensional lattice model of an atomic wire divided into a central
region between two leads. This embeds the sample in an environment,
and provides the framework for future transport calculations. Each of
the 3 regions has 32 sites, with 15 equispaced harmonic oscillators
coupled to the central region. Oscillator ν couples to site nν through
Fˆν = Fν
(
cˆ†nν+1cˆnν + cˆ
†
nν cˆnν+1− cˆ†nν cˆnν−1− cˆ†nν−1cˆnν
)
which corre-
sponds to independent atomic motion in a lattice description. The
extension from Einstein oscillators to normal modes is straightfor-
ward. The onsite energies are uniform, the hoppings α =−1 eV and
Γ= 0.08 eV. For all the oscillators M = 0.5 a.m.u., h¯ω = 0.2 eV and
F = 0.3 eV/Å.
We use these equations to simulate non-equilibrium electron-
phonon dynamics in the model in Fig. 1: a wire with an elec-
4tronic half-filled band with 96 spin-degenerate non-interacting
electrons coupled to 15 harmonic oscillators. The integration
of the EOM is highly efficient and parallelizable over the dif-
ferent oscillators. On a modern 20 processor machine, a 10 ps
simulation requires about one hour.
To track the evolution of the two subsystems, we use two
temperature-like parameters: T quanto for the oscillators and Te
for electrons. If N(t) = ∑Noν=1Nν(t)/No, then the oscillator
temperature is defined through N(t) = (eh¯ω/kBT
quant
o (t)−1)−1.
In the Ehrenfest case, this definition breaks down when the
energy of the classical oscilators goes down to 0 and N(t)→
−1/2. For that case, we employed an alternative semiclassical
definition of oscillator temperature kBT classo = (N(t)+
1
2 )h¯ω .
The electronic temperature is taken from Te = ∆Ee/∆Se where
∆Ee is the variation over 5 timesteps in electronic energy and
∆Se is the corresponding variation in electronic von Neumann
entropy Se =−kB∑n
(
fn log fn+(1− fn) log(1− fn)
)
, where
fn are the diagonal elements of ρˆe in the basis of Hˆe eigenstates,
the occupations of the unperturbed electronic energy levels. Te
is then inferred from a running average of its reciprocal. We
note that these temperatures are only observables, not an input
into the simulation.
As the system evolves, no macroscopic work is done, but
energy (heat) is exchanged between the electronic and the
oscillators subsystems. Having a microsocpic definition of the
entropy also allows us to give a time-local quantification of
the rate of heat exchange JQ =
dStotal
dt /(1/To− 1/Te), where
dStotal = dSo + dSe. In the weak-coupling limit, where the
correlation energy Ec is small, the heat current reduces to
JQ = dEo/dt, and on average dEo/dt =−dEe/dt.
A. Thermalization
Our first example starts with Te = 10000 K and T classo = 1400
K. This mimics a common situation in laser or irradiation ex-
periments in which electrons initially absorb energy faster that
ions. In Fig. 2 we compare the time evolution of the tem-
perature for ED and ECEID. After a short transient which
depends on the details of the initial state, a long-lived steady
state develops with a net energy flow from one subsystem to
the other. In ED, the absence of electronic noise (second term
in eq. (12)) results in a heat flow going in the wrong direc-
tion: from the cold oscillators into the hot electrons, until the
oscillators reach green temperature. In ECEID, the inclusion
of the electronic noise makes the exchange of heat physical
and the final thermalization possible (Fig. 2(a)). The heat flow
scales linearly with the temperature difference (Fourier’s law)
(Fig. 2(c)). In the equilibrium state reached in ECEID, the two
final temperatures agree within 1%.
B. Population inversion
Next, we test an extremely out-of-equilibrium phenomenon:
a complete population inversion. Initially, the electrons occupy
the upper half of the energy states in the wire, correspond-
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FIG. 2. Coupled dynamics of a closed system of electrons and
oscillators with the parameters given in the text. (a) Time evolution of
the electronic and oscillators temperature for ECEID and the phase-
averaged ED discussed above. (b) Rate of change of electronic and
oscillators energies. After a transient of 10 fs, the systems evolve
until eventually an equillibrium state (ECEID) or an unphysical state
(ED) is reached. (c) For ECEID a clear linear scaling (Fourier law
behavior) is observed for heat flow vs. temperature difference (up to a
time of 2.5 ps). The noise for high temperature differences is related
to the initial transient.
ing to an infinitesimal negative electronic temperature. The
oscillators are held at N = 0.5, or T quanto = 2112 K through-
out. This simulates coupling to an infinitely efficient external
thermostat, thus isolating just the electron dynamics. Fig. 3
shows snaphots of the electronic population dynamics and the
temperature. The electrons de-excite in both ECEID and ED.
FIG. 3. Population inversion simulation with the oscillators held at
constant temperature. We show snapshots of the population of the
electronic states in (a) ED at 0 ps, 0.5 ps, 10 ps, 50 ps, 160 ps and
(b) ECEID at 0 ps, 0.5 ps, 4 ps, 8 ps, 20 ps. (The arrows highlight
the overall initial-to-final transition in each case.) (c) Temperature
evolution during the simulation for ED and ECEID compared with
the fixed oscillator temperature.
5In ED this happens through negative friction.35 Comparing Fig.
3(a) and (b) at 0.5 ps, we see that the de-excitation is faster in
ECEID; this is because ECEID includes also the contribution
from spontaneous phonon emission. But the crucial differ-
ence is the final state: ECEID correctly takes the electrons
all the way down to a Fermi-Dirac distribution corresponding
to the oscillator temperature; ED by contrast gets stuck at a
distribution with roughly uniform occupancies.36 These two
ED features have a common origin. If electronic occupancies
f (E) depend only on energy E, then a rearrangement of the
result for the electronic friction in8 gives an integral containing
f ′(E) as a factor in the integrand. Hence the opposite signs for
the friction, at small negative and small positive temperatures.
Hence also the unphysical “equilibration” of the electrons at
f ′(E) = 0 in ED, when the friction vanishes and the main
electron-phonon interaction mechanism present in ED goes to
zero.
The role of Γ in these simulations is crucial for thermaliza-
tion because it provides a controlled way to embed a finite
system, that would not equilibrate, into an extended one that
does. In Fig. 4 we study the time evolution of a sample of
electronic states in ECEID for Γ = 0.08 eV and Γ = 0.8 eV
for the same initial population inversion as above. The results
are almost superimposable: for Γ larger than the average level
spacing ∼ 0.04 eV, ECEID is largely independent of Γ. We
observed that the dynamics of any level j is exactly symmetric
with that of level 96− j+1 for all times.
C. Kinetic model
FIG. 4. Comparison of the dynamics of electronic states for ECEID
with Γ = 0.08 eV, ECEID with Γ = 0.8 eV and the kinetic model
starting from an inverted population. In (a) we track state 1, state 20
and state 40; in (b) state 90, state 70 and state 50.
The rich pattern of population evolutions shown in Fig. 4 can
be understood with a kinetic model of the transitions between
electronic levels due to phonon absorption and emission. The
rate equation for the population f j of level j is
f˙ j(t) = ∑
k
1
τ jk
(−N f j(1− fk) +(N+1) fk(1− f j))
+
1
τk j
(N fk(1− f j) − (N+1) f j(1− fk)). (16)
The scattering rates 1/τ jk = (pi/Mω)No|Fjk|2G jk are given by
the Fermi Golden Rule (FGR). |Fjk|2 can be calculated analyti-
cally by using plane wave states with energies E j = 2α cosφ j,
(dimensionless) crystal momentum φ j = jpi/97, j = 1, . . . ,96
and by averaging over the two opposite signs of momentum
for the final state. G jk = e−((Ek−E j−h¯ω)/∆)
2
/(
√
pi∆) is a Gaus-
sian envelope with a width ∆. It mimics the δ -function that
appears in the FGR electron-phonon transition rates. We plug
the parameters of the population inversion simulation from Fig.
3 into the kinetic model with ∆ = 0.08 eV and in Fig. 4 we
compare it with ECEID simulations, showing close agreement.
The comparison with the kinetic model illustrates that
ECEID, owing to its scalability, can access time- and size-
domains where macroscopic thermodynamic behaviour is be-
ginning to emerge. In addition, the direct comparison between
inherently different descriptions provides a bottom-up path
to a validation, at the atomistic level, of kinetic models of
electron-phonon dynamics, without having to resort to the
relaxation-time approximation.
The response is fastest for states in the middle of the band,
where the step in the initial population is. The time that these
states take to settle into a long-lived half-occupied steady state
- about 0.5 ps - is comparable to the time needed for the ini-
tial temperature response - the small initial step-like feature
in the blue results in Fig. 3(c). (This transient response in
the electron-phonon dynamical simulation is absent in FGR,
because FGR by construction describes mean transition rates
in the long-time limit.) The results of the kinetic model show
little variation over the range 0.04 < ∆< 0.15 eV or for differ-
ent shapes of G jk. For this choice of parameters, the kinetic
model captures the main physics of the problem. The combi-
nation of the kinetic model and ECEID provides a direct way
to construct rate equations that allow thermodynamic electron-
phonon equilibration on the basis of a real-time quantum me-
chanical simulation.
IV. CONCLUSION
Our method can track the dynamics of interacting out-of-
equilibrium quantum many-body systems of electrons and
oscillators in real time. We have applied it to nanowires from
a range of initial conditions, to demonstrate its ability to de-
scribe thermalization. We show how an entropic definition of
temperature, combined with the microscopic ECEID dynamics,
produces a thermodynamically meaningful description of the
energy exchange between the two sybsystems, and their equili-
bration. A key aspect of the method is the linear scaling with
the number of vibrational DOF. This makes it possible to access
large size- and time-domains where macroscopic transition dy-
namics is beginning to emerge, and where ECEID provides
6a basis for suitable kinetic models. In contrast with kinetic
models, ECEID applies also to problems dominated by quan-
tum coherence, such as electron transport in atomic-scale open
systems. An implementation of ECEID for current-carrying
systems is under development.
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Appendix A: Derivation of µˆ(t)
For convenience, below we use the notation
Qˆt = e
i
h¯ Hˆ0tQˆe−
i
h¯ Hˆ0t (A1)
for a generic operator Qˆ. Inserting eq. (3) into the definition of
µˆν(t), we get
µˆν(t) =− 1ih¯ Tro
(
Xˆν
No
∑˜
ν=1
∫ t
0
[Fˆτ−tν˜ Xˆ
τ−t
ν ′ , ρˆ
τ−t(τ)] dτ
)
. (A2)
Here we assume for simplicity that the unperturbed motion
described by ρˆ−t(0) in (3) does not contribute to motion of the
oscillator centroids and to µˆ(t).
We expand the commutator and permute the operators within
the oscillator trace in eq. (A2) to obtain
µˆν(t) =− 1ih¯ Tro
No
∑
ν ′=1
(∫ t
0
Fˆτ−tν ′ Xˆν Xˆ
τ−t
ν ′ ρˆ
τ−t(τ) dτ
−
∫ t
0
ρˆτ−t(τ)Xˆτ−tν ′ Xˆν Fˆ
τ−t
ν ′ dτ
)
.(A3)
By time-differentiating Xˆτ−tν ′ twice and using the canonical
position-momentum commutation relation [Xˆν , Pˆν ′ ] = ih¯δνν ′ ,
we can see that
¨ˆXτ−tν =−
Kν
Mν
Xˆτ−tν . (A4)
The solution of (A4), with the initial conditions Xˆ0ν = Xˆν and
˙ˆX0ν = Pˆν/Mν and with the introduction of the characteristic
oscillator frequency ων =
√
Kν/Mν , is
Xˆτ−tν = Xˆν cosων(τ− t)+
Pˆν
Mνων
sinων(τ− t), (A5)
which can be rewritten in second quantization as
Xˆτ−tν =
√
h¯
2Mνων
(aˆ†νe
iων (τ−t)+ aˆνe−iων (τ−t)). (A6)
Now we apply the decomposition
AˆBˆ=
1
2
{Aˆ, Bˆ}+ 1
2
[Aˆ, Bˆ] (A7)
to both Xˆν Xˆτ−tν ′ and Xˆ
τ−t
ν ′ Xˆν in eq. (A3), leading to
µˆν(t) =− 12ih¯ Tro
No
∑
ν ′=1
(∫ t
0
[Fˆτ−tν ′ , ρˆ
τ−t(τ)]{Xˆν , Xˆτ−tν ′ } dτ
)
− 1
2Mνων
Tro
(∫ t
0
{Fˆτ−tν , ρˆτ−t(τ)}sinων(τ− t) dτ
)
,
(A8)
where we have used
No
∑
ν ′=1
[Xˆν , Xˆτ−tν ′ ] =
ih¯
Mνων
sinων(τ− t). (A9)
Eq. (A8) is exact.
The approximation ρˆ(τ) ≈ ρˆe(τ)ρˆo(τ) given in the main
text is now made in eq. (A8), yielding
µˆν(t) =− 12ih¯
No
∑
ν ′=1
∫ t
0
[Fˆτ−tν ′ , ρˆ
τ−t
e (τ)]Tro
(
ρˆτ−to (τ){Xˆν , Xˆτ−tν ′ }
)
dτ
− 1
2Mνων
∫ t
0
{Fˆτ−tν , ρˆτ−te (τ)}sinων(τ− t) dτ. (A10)
Next we take the oscillator trace, making the remaining ap-
proximations, namely retaining only terms diagonal in ν
and ignoring the double (de)excitations Tro(aˆν aˆν ρˆτ−to (τ)),
Tro(aˆ
†
ν aˆ
†
ν ρˆτ−to (τ)). This gives
Tro
No
∑
ν ′=1
(
{Xˆν , Xˆτ−tν ′ }ρˆτ−to (τ)
)
≈ h¯
Mνων
(2Nν(τ)+1)cosων(τ−t)
(A11)
Then eq. (A10) becomes
µˆν(t) =
i
Mνων
∫ t
0
(
Nν(τ)+
1
2
)
[Fˆτ−tν , ρˆ
τ−t
e (τ)]cosων(τ− t) dτ
− 1
2Mνων
∫ t
0
{Fˆτ−tν , ρˆτ−te (τ)}sinων(τ− t) dτ. (A12)
This is eq. (4).
Appendix B: Total energy conservation
The time-derivative of the total energy of the system is
E˙ = Tre(Hˆe ˙ˆρe(t))+∑
ν
(
h¯ων N˙ν(t)−Tre(Fˆν ˙ˆµν(t))
)
. (B1)
Plugging eq. (2) into the first term of eq. (B1) and using eq.
(11), we get
− 1
Mν h¯ων
Tre
(
[Fˆν ,Cˆνc ]Hˆe+ i[Fˆν , Aˆ
ν
s ]Hˆe
)
(B2)
and, with eq. (12), the second term becomes
1
Mν
Tre
(
iFˆνCˆνs + Fˆν Aˆ
ν
c
)
. (B3)
7Using the time derivative of eq. (11) together with eq. (7), (10)
the third term is
− 1
Mν h¯ων
Tre
(
Fˆν(HˆΓCˆνc −Cˆνc Hˆ†Γ)+ iFˆν(HˆΓAˆνs − Aˆνs Hˆ†Γ)
)
− 1
Mν
Tre
(
iFˆνCˆνs + Fˆν Aˆ
ν
c
)
. (B4)
So long as IˆleadsFˆν = 0, we can replace HˆΓ in eq. (B4) by Hˆe.
Then summing (B2), (B3) and (B4) gives E˙ = 0.
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