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Abstract
In the first half of this thesis we determine the connectivity of commuting graphs of
conjugacy classes of semisimple and some unipotent elements in GL(n, q). In the second
half we prove that the degree of an irreducible character of a finite simple group divides
the size of some conjugacy class of the group.
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Chapter 1
Introduction
In this thesis we consider two problems relating to conjugacy classes in finite groups. In
this short introduction we state our main theorems. Fuller introductions will be provided
for each part.
In the first half we consider commuting graphs of conjugacy classes in GL(n, q). Let
G = GL(n, q), x ∈ G and let Γ be the commuting graph for the conjugacy class of x. We
use clG(x) to denote the conjugacy class of x in G.
In Chapter 3, we assume x is a semisimple element in G, with characteristic polynomial
fx = f
z1
1 . . . f
zr
r , where each fi is irreducible over GF (q), deg fi = di and fi 6= fj for i 6= j.
Let ∆x be the graph with vertex set {f1, . . . , fr} and edge set
{{fi, fj} | i 6= j, dia = djb for some 1 6 a 6 zi, 1 6 b 6 zj}.
We say an edge {fi, fj} is exact if and only if dizi = djzj and dia 6= djb for all 1 6 a < zi,
1 6 b < zj. Note ∆x is a much smaller graph than Γ . The result is as follows.
Theorem 1.0.1 Let x ∈ G be semisimple with characteristic polynomial f = f z11 . . . f zrr ,
where fi is irreducible for 1 6 i 6 r and fi 6= fj for i 6= j.
(i) If r = 1 and z1 = 1, then Γ is disconnected.
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(ii) If r = 1 and z1 > 2, then Γ is connected.
(iii) If r > 1 then Γ is connected if and only if ∆x is connected, with at least one non-
exact edge.
In Chapter 4, we consider various unipotent elements of G. As we will see, this turns
into a very complicated problem. If SL(n, q) is contained in the stabilizer of a connected
component in Γ we say Γ is S-connected. Let ε be the exponent of PGL(2, q). We prove
the following.
Theorem 1.0.2 Suppose x ∈ G is unipotent.
(i) If x is of Jordan block type (n), then Γ is disconnected.
(ii) If x is of Jordan block type type (m1, . . . ,mk), with mi > mi+1 + 2 for 1 6 i < k,
then Γ is disconnected.
(iii) If x is of Jordan block type (m,m− 1), then Γ is connected if and only if m 6 ε.
(iv) If x is of Jordan block type (m,m), then Γ is S-connected if and only if (m, ε) = m.
Further, if (m, q − 1) = 1 then Γ is connected.
In the second half of the thesis we consider a conjecture from [26] which states that if
G is a finite group and χ is a primitive irreducible character of G, then there exists g ∈ G
such that χ(1) divides |clG(g)|. Our contribution is the following theorem.
Theorem 1.0.3 In a finite simple group the degree of any irreducible character divides
the size of some conjugacy class of the group.
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Chapter 2
Commuting Graphs
Definition 2.0.1 Let G be a group and X a subset of the elements in G. The commuting
graph Γ (G,X) = Γ for X is the graph with vertex set V (Γ ) = X and edge set E(Γ ) =
{x, y | x, y ∈ X, x 6= y, [x, y] = 1}.
Given a group G, there are various possibilities for the set X and a number of questions
that can be asked about Γ . We mention some here.
In [6], G is taken to be a finite simple group and X to be the set of elements of odd
prime order and the authors discuss the connectivity of Γ . In [37], G is a finite minimal
nonsolvable group and X = G \ {1}, and it is shown that the diameter of Γ is at least
3. In [25], G is taken to be either Sym(n) or Alt(n) and X = G \ {1}. It is shown that
either Γ is disconnected, or has diameter at most 5.
In [4], [3] and [5], X is taken to be a conjugacy class of involutions and G is the
symmetric group, a finite Coxeter group or the special linear group respectively. Questions
are answered about the connectivity, disc size and diameter of Γ .
A result which is particularly relevant for us is [8], where G = Sym(n) and X is any
conjugacy class. In order to state the result we need some definitions and notation.
Let x ∈ Sym(n) have cycle type ef11 . . . efmm . Define ∆ to be a graph with vertex set
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V (∆) = {1, . . . ,m} and edge set
E(∆) = {{i, j} | i 6= j, eihi = ejhj for some 1 6 hi 6 fi, 1 6 hj 6 fj}.
An edge {i, j} ∈ E(∆) is exact if eihi 6= ejhj for 1 6 hi < fi, 1 6 hj < fj, and eifi = ejfj.
Further, for 1 6 i 6 m, let
b(i) =
ei
lcm{d | d divides ei, d 6 fi} ,
and say an edge {i, j} ∈ E(∆) is special with source i if ejfj = ei and b(i) = ei. The
following two theorems are proved.
Theorem 2.0.2 (Bundy) Let G = Sym(n), x ∈ G have cycle type ef and set X =
clG(x). Then Γ (G,X) is connected if and only if b(1) = 1 or e 6 3 and f = 1.
Theorem 2.0.3 (Bundy) Let G = Sym(n), x ∈ G have cycle type ef11 . . . efmm for m > 2,
and set X = clG(x). Then Γ (G,X) is connected if and only if
(i) ∆ is connected with at least one edge non-exact;
(ii) gcd{b(i) | 1 6 i 6 m} = 1;
(iii) the vertex set of ∆ is not of the form E∪Y , with E∩Y = ∅ and E, Y 6= ∅ such that
(a) for all i, j ∈ E with i 6= j, {i, j} is an exact edge,
(b) there exists a vertex y ∈ Y such that for all i ∈ E, {i, y} is a special edge with
source y,
(c) no vertex of E is joined to a vertex of Y \ {y},
(d) gcd{b(i) | i ∈ Y } = ey.
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We note that these theorems are similar to our result for semisimple conjugacy classes
in GL(n, q) in Chapter 3 and indeed our results were inspired by his work. Since conjugacy
classes in Sym(n) and semisimple conjugacy classes in GL(n, q) are both determined by
partitions, perhaps this is not surprising. Further, in [2], the diameter and disc structure
of commuting graphs for conjugacy classes of Sym(n) is considered.
A related problem is considered in [7]. There the authors let C and D be similarity
classes of matrices in Mn(q) and say C and D commute if there exist X ∈ C, Y ∈ D such
that X and Y commute. They reduce the problem to the nilpotent classes and provide
a solution when the Jordan form corresponding to the similarity classes has two blocks.
In Chapter 4 we use some similar techniques when we are considering conjugacy classes
of unipotent elements. The difficulties that they encounter in the general case are similar
to the difficulties that we uncover.
We now include some general results which will be useful in our study of commuting
graphs. Let G be a finite group, x ∈ G, Γ = Γ (G, clG(x)) and let Γx be the connected
component of Γ containing x.
Lemma 2.0.4 Let x ∈ G and suppose g, h ∈ G with xg = xh. Then g = kh for some
k ∈ CG(x).
Proof. Since xg = xh, we have xgh
−1
= x and hence gh−1 ∈ CG(x). Then g ∈ CG(x)h and
the result follows. 
Lemma 2.0.5 Let G be a group, x ∈ G and set H = CG(x). Then CG(H) = Z(H).
Proof. As x ∈ H, we have CG(H) 6 CG(x) = H. Therefore CG(H) = H ∩ CG(H) =
Z(H). 
We see G acts transitively on the vertices of Γ by conjugation, and so the connected
components of Γ are conjugate.
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Lemma 2.0.6 Let x, g ∈ G. Then Γxg = (Γx)g.
Proof. We have x ∈ Γx and so xg ∈ (Γx)g. Therefore Γxg = (Γx)g. 
Lemma 2.0.7 Let x ∈ G. Then CG(x) 6 StabG(Γx).
Proof. Let g ∈ CG(x). Then Γx = Γxg = (Γx)g by Lemma 2.0.6, and so g ∈ StabG(Γx).
Lemma 2.0.8 Let x, g ∈ G. Then x and xg are connected in Γ if and only if g ∈
StabG(Γx).
Proof. Suppose g ∈ StabG(Γx). Then xg ∈ Γx and so, since x ∈ Γx and Γx is connected,
x and xg are connected in Γ .
Now suppose x and xg are connected in Γ . Then Γx = Γxg = (Γx)
g by Lemma 2.0.6,
and hence g ∈ StabG(Γx). 
Lemma 2.0.9 Let x ∈ G and suppose CG(x) is abelian. Then Γx has diameter 1.
Proof. If y ∈ CG(x)∩clG(x) we have CG(x) ⊆ CG(y) as CG(x) is abelian. Also, since CG(y)
is conjugate to CG(x), CG(y) is abelian and hence x ∈ CG(y) implies CG(y) ⊆ CG(x).
Thus CG(x) = CG(y).
Now if y ∈ Γx, there is a sequence of elements y1, . . . , yr ∈ Γx such that y1 ∈ CG(x),
yi ∈ CG(yi−1), for 1 < i 6 r, and y ∈ CG(yr). Then CG(x) = CG(y1) = . . . = CG(yr) =
CG(y). Therefore we have y ∈ CG(x) for all y ∈ Γx, and so, as CG(x) is abelian, the result
follows. 
We finish this chapter with a result which gives some justification for our strategy of
considering semisimple and unipotent elements separately.
Let G = GL(n, q), where q is a power of the prime p. Recall an element in G is
semisimple if it is a p′-element and unipotent if it is a p-element. Suppose g ∈ G. Then
g can be written uniquely as g = xy where x is semisimple, y is unipotent and [x, y] = 1.
This is known as the Jordan decomposition, [9, p.11].
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Lemma 2.0.10 Let g ∈ G have Jordan decomposition xy where x is semisimple and y is
unipotent. Suppose h ∈ G is such that [g, gh] = 1. Then [x, xh] = [y, yh] = 1.
Proof. Suppose o(x) = m and o(y) = pa. Then as (m, pa) = 1, we have
〈
xp
a〉
= 〈x〉
and 〈ym〉 = 〈y〉. Since 〈g, gh〉 is an abelian group, [g, gh] = 1 implies [gpa , (gh)pa ] =
[gm, (gh)m] = 1 and hence [xp
a
, (xh)p
a
] = [ym, (yh)m] = 1. Therefore
〈
xp
a
, (xh)p
a〉
=〈
x, xh
〉
and
〈
ym, (yh)m
〉
=
〈
y, yh
〉
are abelian groups and so [x, xh] = [y, yh] = 1 as
claimed. 
Theorem 2.0.11 Suppose g ∈ G has Jordan decomposition xy with x semisimple and y
unipotent. If Γ (G, clG(g)) is connected, then Γ (G, clG(x)) and Γ (G, clG(y)) are connected.
Proof. Let z ∈ clG(x). Then z = xh for some h ∈ G. We have gh ∈ clG(g) and so,
since Γ (G, clG(g)) is connected, there exists a path g
h1 , gh2 , . . . , ghr in Γ (G, clG(g)), where
h1 = 1, hr = h and g
hi ∈ CG(ghi−1) for 2 6 i 6 r. We note ghi = xhiyhi and [ghi−1 , ghi ] = 1
for 2 6 i 6 r. Therefore by Lemma 2.0.10 we have [xhi−1 , xhi ] = 1 for 2 6 i 6 r and hence
x, xh2 , . . . , xhr = z is a path between x and z in Γ (G, clG(x)). Therefore Γ (G, clG(x)) is
connected. The proof for Γ (G, clG(y)) is similar. 
Sadly the converse of this result is not true as the following example shows.
Example 2.0.12 Let G = GL(4, 2) and let x, y ∈ G with
x =

1 0 1 0
0 1 0 1
1 0 0 0
0 1 0 0

and y =

1 0 0 0
1 1 0 0
0 0 1 0
0 0 1 1

.
We see x has order 3 so is semisimple and y has order 2 so is unipotent. The characteristic
polynomial of x is fx(t) = (t
2 + t + 1)2 hence, by Theorem 1.0.1(ii), Γ (G, clG(x)) is
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connected. The type of y is (2, 2) and so Γ (G, clG(y)) is connected by Theorem 1.0.2(iv).
Now
xy =

1 0 1 0
1 1 1 1
1 0 0 0
1 1 0 0

,
and the centralizer of xy in G is abelian. Therefore Γxy has diameter 1 by 2.0.9, and
hence every element of Γxy commutes with xy. Finally note

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

−1
1 0 1 0
1 1 1 1
1 0 0 0
1 1 0 0


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

=

0 0 1 1
0 0 0 1
1 1 1 1
0 1 0 1

,
which does not commute with xy and therefore Γ (G, clG(xy)) is disconnected.
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Chapter 3
Commuting Graphs of Semisimple
Elements in GL(n, q)
In this chapter we determine the connectedness of commuting graphs for conjugacy classes
of semisimple elements in GL(n, q).
Let F be any field and V a finite dimensional vector space over F.
Definition 3.0.1 An element X ∈ GL(n,F) is semisimple if there exists a field extension
E of F over which X is diagonalizable.
3.1 Preliminary Results
Lemma 3.1.1 Suppose X, Y ∈ GL(n,F) are conjugate. Then X and Y have the same
characteristic polynomial.
Proof. Suppose Y = T−1XT for some T ∈ GL(n,F). Then the characteristic polynomial
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of Y is given by
det(Y − tIn) = det(T−1XT − tIn)
= det(T−1XT − T−1(tIn)T )
= det(T−1(X − tIn)T )
= det(T−1) det(X − tIn) detT
= det(X − tIn).
So X and Y have the same characteristic polynomial. 
Definition 3.1.2 Let f(t) =
∑d
i=0 ait
i be a monic polynomial in F[t]. Then the compan-
ion matrix of f is
C(f) =

0 1 0 . . . 0
...
. . .
...
. . .
0 1
−a0 −a1 . . . . . . −ad−1

.
Note f is the characteristic polynomial of C(f).
We write diag(α1, . . . , αn) for the matrix inGL(n,F) with diagonal entries α1, . . . , αn ∈
F, and write diag(A1, . . . , Ar) for the block diagonal matrix with blocks Ai ∈ GL(mi,F),
1 6 i 6 r, where
∑r
i=1 mi = n. We also use this notation to describe subgroups
of GL(n,F) consisting of block diagonal matrices e.g. diag(GL(m1,F), . . . , GL(mr,F)),∑r
i=1mi = n, is the subgroup of GL(n,F) consisting of all matrices of the form
diag(A1, . . . , Ar) with Ai ∈ GL(mi,F), 1 6 i 6 r. So diag(GL(m1,F), . . . , GL(mr,F))
is a subgroup of GL(n,F) which preserves a decomposition of V into a direct sum
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V = V1⊕ . . .⊕ Vr with dimVi = mi and an element diag(A1, . . . , Ar) maps (v1, . . . , vr) to
(v1A1, . . . , vrAr) where vi ∈ Vi.
Suppose X ∈ GL(n,F) is semisimple with characteristic polynomial
fX(t) = f1(t)
z1 . . . fr(t)
zr ,
where the fi(t) are distinct irreducible polynomials in F[t] of degree di, for i ∈ {1, . . . , r}.
Then X is conjugate to a matrix
diag(C(f1), . . . , C(f1)︸ ︷︷ ︸
z1 times
, . . . , C(fr), . . . , C(fr)︸ ︷︷ ︸
zr times
),
where C(fi) occurs zi times. See [21, p.262-270] for details. Note the minimal polynomial
mX of X is f1 . . . fr. Together with Lemma 3.1.1 we have the following lemma.
Lemma 3.1.3 Assume X, Y ∈ GL(n,F) are semisimple. Then X and Y are conjugate
if and only if they have the same characteristic polynomial.
We finish this section with a collection of results which will be used in Section 3.3.
Lemma 3.1.4 Let f(t) =
∑d
i=0 ait
i be a monic irreducible polynomial over GF (q) and
suppose ε is a root of f . Then the set of roots of f is {ε, εq, . . . , εqd−1} and f(t) =∏d−1
i=0 (t− εq
i
).
Proof. Let α be any root of f so f(α) = 0. Since aq = a for all a ∈ GF (q), we have
f(t)q =
(
d∑
i=0
ait
i
)q
=
d∑
i=0
aqi (t
i)q =
d∑
i=0
ai(t
q)i,
as ai ∈ GF (q) for 0 6 i 6 d− 1. Then
f(αq) =
d∑
i=0
ai(α
q)i = f(α)q = 0,
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and thus αq is also a root of f . Therefore ε, εq, . . . , εq
d−1
are roots of f . Note ε ∈ GF (qd),
and no proper subfield, so these roots are distinct.
Now let g(t) =
∏d−1
i=0 (t− εq
i
). Then g(t) is a polynomial of degree d which is a factor
of f(t). Therefore since both f(t) and g(t) are monic, f(t) = g(t) as claimed. 
Lemma 3.1.5 Suppose k,m ∈ N with k,m 6 n and k +m > n. Let
H =

 A 0
0 In−m

∣∣∣∣∣∣∣ A ∈ GL(m, q)
 ,
and
K =

 In−k 0
0 B

∣∣∣∣∣∣∣ B ∈ GL(k, q)
 .
Then 〈H,K〉 = GL(n, q).
Proof. Let Ei,j be the elementary matrix that is the same as the identity, but has a 1 in
the i, jth position. For 1 6 a 6 m and b = m + j with 1 6 j 6 n − m, let X = Em,b
and Y = Ea,m. Then X ∈ K, Y ∈ H and Ea,b = X−1Y XY −1. Likewise we can write any
Eab with a = m + i for 1 6 i 6 n−m, 1 6 b 6 m, as a product of matrices from H and
K. Therefore any elementary matrix in GL(n, q) can be written as a product of matrices
from H and K and so from [31, p.541], we have SL(n, q) ⊆ 〈H,K〉. Now note, for any
a ∈ GF (q)∗, 
a 0 . . . 0
0 1
...
...
. . . 0
0 . . . 0 1

∈ H,
and hence GL(n, q) ⊆ 〈H,K〉. 
Definition 3.1.6 A Singer cycle is an element of GL(n, q) of order qn − 1.
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Theorem 3.1.7 (Kantor) Assume G is a subgroup of GL(n, q) that contains a Singer
cycle. Then GL(n/s, qs) E G for some s ∈ Z, and embeds naturally into GL(n, q).
Proof. See [29]. 
Lemma 3.1.8 Let ∆ be a finite connected graph with |V (∆)| > 2, and fix an edge E in
E(∆). Then ∆ contains a spanning tree with edge set containing E.
Proof. Let ∆ be a counterexample with |E(∆)| minimal. Since ∆ is not a tree, it contains
a circuit. Let E ′ be an edge in the circuit such that E ′ 6= E. Then ∆ \E ′ is a connected
graph with E ∈ ∆ \ E ′. As ∆ does not contain a spanning tree with edge set containing
E, ∆ \ E ′ is a counterexample with |E(∆ \ E ′)| < |E(∆)|, contradicting the minimality
of |E(∆)|. 
Corollary 3.1.9 Let ∆ be a finite connected graph, with at least three vertices, and fix
an edge E in E(∆). Then there exists a vertex v ∈ V (∆) such that ∆\{v} is a connected
graph with edge set containing E.
Proof. By Lemma 3.1.8, ∆ contains a spanning tree with edge set containing E. A finite
tree has at least two vertices with valency 1, so as ∆ has at least three vertices, there
exists v ∈ V (∆) which is not incident to E. Then ∆ \ {v} is a connected graph with edge
set containing E. 
3.2 Centralizers
In this section we discuss the centralizers of semisimple elements in GL(V ) and GL(n,F).
Lemma 3.2.1 Let X ∈ GL(V ) be semisimple with minimal polynomial mX . Assume
that mX is irreducible over F. Then F 〈X〉 ∼= F[t]/(mX) is a field, where (mX) is the ideal
of F[t] generated by mX .
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Proof. We can define an algebra homomorphism φ : F[t] → F 〈X〉 by setting tφ = X
and extending linearly. Clearly φ is onto and has kernel (mX). Then F[t]/(mX) ∼= F 〈X〉.
Now, by hypothesis, mX is irreducible over F so F[t]/(mX) is a field [17, Th.29.4, Th.31.6],
and hence F 〈X〉 is a field. 
Keeping the conditions in Lemma 3.2.1, we let E = F 〈X〉 and degmX = d. Note
{1, X, . . . , Xd−1} is a basis for E over F and so |E : F| = d. We can make V into a vector
space V˜ over E by defining g · v = vg for g ∈ E, v ∈ V . Then we see dim V˜ = n/d. Note
X acts as a scalar matrix on V˜ .
Lemma 3.2.2 Let X ∈ GL(V ) be semisimple with minimal polynomial mX , and assume
mX is irreducible over F. Then CGL(V )(X) ∼= GL(V˜ ).
Proof. For any h ∈ CGL(V )(X), g ∈ E, v, w ∈ V , we have
(g · v + w)h = (vg + w)h = (vg)h+ wh = (vh)g + wh = g · (vh) + wh.
So h is a E-linear map on V˜ and hence h ∈ GL(V˜ ). Thus we can define a map
ψ : CGL(V )(X)→ GL(V˜ ), hψ = h,
for all h ∈ CGL(V )(X).
Now suppose h ∈ GL(V˜ ). Then for v ∈ V ,
v(Xh) = (vX)h = (X · v)h = X · (vh) = (vh)X = v(hX),
as h is an E-linear map. Therefore Xh = hX so h ∈ CGL(V )(X) and hence ψ is onto. So
we have CGL(V )(X) ∼= GL(V˜ ). 
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Corollary 3.2.3 Let X ∈ GL(n, q) be semisimple with characteristic polynomial fX =
f z, where f is irreducible over F and deg f = d. Then CGL(n,q)(X) ∼= GL(z, qd)
Proof. The minimal polynomial of X is mX = f , so by Lemma 3.2.2, CGL(V )(X) ∼=
GL(V˜ ), where V˜ is a vector space of dimension z over GF (q) 〈X〉. Now GF (q) 〈X〉 =
GF (qd) and so the result is clear. 
Corollary 3.2.4 Suppose X ∈ GL(n, q) is semisimple and has characteristic polynomial
fX = f
z1
1 . . . f
zr
r , with fi irreducible, fi 6= fj for i 6= j, and deg fi = di for 1 6 i 6 r. Then
CGL(n,q)(X) ∼= diag(GL(z1, qd1), . . . , GL(zr, qdr)).
Proof. Let V be an n-dimensional vector space over GF (q). Then V |X = W1 ⊕ . . . ⊕
Wr where each Wi is a direct sum of isomorphic irreducible 〈X〉-modules and X|Wi has
characteristic polynomial f zii . Let T ∈ CGL(V )(X). It is clear that T preserves the
decomposition V = W1 ⊕ . . . ⊕ Wr and so T |Wi ∈ GL(Wi) for 1 6 i 6 r. Therefore
T |Wi ∈ CGL(Wi)(X|Wi), so T ∈ diag(CGL(W1)(X|W1), . . . , CGL(Wr)(X|Wr)).
Now, for 1 6 i 6 r, X|Wi has characteristic polynomial fX|Wi = f
zi
i and by Corollary
3.2.3, CGL(Wi)(X|Wi) ∼= GL(zi, qdi). Therefore
CGL(n,q)(X) ∼= CGL(V )(X)
∼= diag(CGL(W1)(X|W1), . . . , CGL(Wr)(X|Wr))
∼= diag(GL(z1, qd1), . . . , GL(zr, qdr)). 
Corollary 3.2.5 Let X = diag(A1, . . . , Ar) ∈ GL(n,F) be semisimple, where for 1 6 i 6
r, Ai ∈ GL(dizi,F) has characteristic polynomial fAi = f zii , with fi irreducible. Then
CG(X) = diag(CGL(d1z1,F)(A1), . . . , CGL(drzr,F)(Ar)).
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Proof. This follows directly from Corollary 3.2.4. 
Lemma 3.2.6 Suppose A,B ∈ GL(n, q) are semisimple, commute and have characteris-
tic polynomials fA = f
z and fB = g
h1
1 . . . g
hr
r respectively, where f and gi are irreducible
over GF (q), for 1 6 i 6 r. Then for 1 6 i 6 r, deg f divides hi deg gi.
Proof. There exists D ∈ GL(n, q) such that
BD = diag(C(g1), . . . , C(g1)︸ ︷︷ ︸
h1 times
, . . . , C(gr), . . . , C(gr)︸ ︷︷ ︸
hr times
).
Then AD and BD commute, and fAD = fA, fBD = fB, so it is no loss to assume B =
diag(B1, . . . , Br) with Bi = diag(C(gi), . . . , C(gi)︸ ︷︷ ︸
hi times
), for 1 6 i 6 r.
Now A ∈ CGL(n,q)(B) and so by Corollary 3.2.5, A = diag(A1, . . . , Ar) where Ai ∈
CGL(hi deg gi,q)(Bi). Now note for 1 6 i 6 r, fAi = fwi for some 1 6 wi 6 z, as f is
irreducible. Then wi deg f = hi deg gi and hence deg f divides hi deg gi as claimed. 
Lemma 3.2.7 Assume A,B ∈ GL(n, q) are semisimple, commute and have characteris-
tic polynomials fA = f
z1
1 . . . f
zr
r , fB = g
h1
1 . . . g
hs
s respectively. Then for each i ∈ {1, . . . , s},
there exists k ∈ {1, . . . , r} such that a deg gi = b deg fk for some 1 6 a 6 hi, 1 6 b 6 zk.
Proof. As in Lemma 3.2.6 we may assume B = diag(B1, . . . , Bs) with
Bi = diag(C(gi), . . . , C(gi)︸ ︷︷ ︸
hi times
), for 1 6 i 6 s. We have A ∈ CGL(n,q)(B) and so by Corollary
3.2.5, A = diag(A1, . . . , As) where Ai ∈ CGL(hi deg gi,q)(Bi). Now for 1 6 i 6 s, Ai and
Bi commute, fAi = f
wi1
1 . . . f
wir
r for some 0 6 wij 6 zj, and fBi = ghii . Therefore by
Lemma 3.2.6, deg gi divides wij deg fj for 1 6 j 6 r, so there exists ai ∈ Z such that
ai deg gi = wij deg fj. Also hi deg gi =
∑r
j=1wij deg fj, so there exists k ∈ {1, . . . , r}
such that wik 6= 0. Hence ai deg gi = wik deg fk, with 1 6 ai 6 hi and 1 6 wik 6 zk as
claimed. 
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3.3 Commuting Class Graphs
In this section we assume F = GF (q) and set G = GL(n, q). We denote the class graph
we are considering by Γ and let ΓX be the connected component of Γ containing X.
First suppose n = 1. As GL(1, q) is an abelian group, all conjugacy classes have
size one and therefore the commuting class graph for each conjugacy class is trivially
connected.
Next we consider GL(2, 2). The only conjugacy class of semisimple elements contains
two elements of order 3. These commute and hence the class graph is connected.
From now on we assume n > 2 and GL(n, q) 6= GL(2, 2).
Lemma 3.3.1 Suppose X ∈ GL(n, q) is semisimple with characteristic polynomial fX =
f , where f is irreducible over GF (q). Then the class graph of X is disconnected.
Proof. By Corollary 3.2.3, CG(X) ∼= GL(1, qn), so is a cyclic group of order qn − 1.
Suppose Y ∈ CG(X) ∩ clG(X). Then CG(X) ⊆ CG(Y ), as CG(X) is abelian, and hence
CG(X) = CG(Y ). Suppose Γ is connected. Let A ∈ GL(n, q). Then XA ∈ clG(X) and
there exist Y1, . . . , Yk ∈ clG(X) such that Y1 ∈ CG(X), Yi ∈ CG(Yi−1) for 2 6 i 6 k, and
XA ∈ CG(Yk). By above we have CG(X) = CG(Y1) = · · · = CG(Yk) = CG(XA) and so
CG(X)
A = CG(X
A) = CG(X). Therefore CG(X) E GL(n, q).
Next we note CG(X) contains a Singer cycle, so NG(CG(X))/CG(X) = G/CG(X)
is a cyclic group of order n [23, p.187], and hence |clG(X)| = n. Suppose n > 2 or
q > 3. Then CG(X) E GL(n, q) implies either CG(X) is central or SL(n, q) ⊆ CG(X) [23,
p.185]. We have |CG(X)| = qn − 1 > q − 1 = |Z(GL(n, q))|, so CG(X) 6= Z(GL(n, q)).
Therefore SL(n, q) ⊆ CG(X) and hence, as Z(GL(n, q)) ⊆ CG(X), CG(X) = GL(n, q), a
contradiction. Now suppose n = 2, q = 3. Then |CG(X)| = 32 − 1 and so |clG(X)| = 6,
contradicting |clG(X)| = n. Therefore the class graph is disconnected. 
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Lemma 3.3.2 Assume X ∈ GL(n, q) is semisimple with characteristic polynomial fX =
f z, where f is irreducible of degree d. Then CM(n,q)(CGL(n,q)(X)) ∼= GF (qd) and hence
CM(n,q)(CGL(n,q)(X)) = GF (q) 〈X〉.
Proof. By Corollary 3.2.3, CGL(n,q)(X) ∼= GL(z, qd), and so acts irreducibly on V . There-
fore by Schur’s Lemma [27, p.4], CM(n,q)(CGL(n,q)(X)) is a division algebra and hence, as
it is finite, a field [21, p.319]. It is sufficient to determine the multiplicative group of
CM(n,q)(CGL(n,q)(X)). By Lemma 2.0.5,
CGL(n,q)(CGL(n,q)(X)) = Z(CGL(n,q)(X)) ∼= Z(GL(z, qd)) ∼= GF (qd)∗.
Also, by Lemma 3.2.1, GF (q) 〈X〉 is a field isomorphic to GF (qd) and so since
GF (q) 〈X〉 6 CM(n,q)(CGL(n,q)(X)) we have the result. 
Lemma 3.3.3 Assume A ∈ GL(n, q) is semisimple with characteristic polynomial fA =
f 2, where f is irreducible of degree d. Then the class graph of A is connected.
Proof. Let C be the companion matrix for f and let
X =
 C 0
0 C
 , Y =
 C 0
0 Cq
 .
Note if ε is an eigenvalue of C, εq is an eigenvalue of Cq. Therefore the characteristic
polynomial of Cq is the same as the characteristic polynomial of C by Lemma 3.1.4. Then
X and Y commute and are in the same conjugacy class as A by Lemma 3.1.3.
From Lemma 3.2.1, GF (q) 〈X〉 and GF (q) 〈Y 〉 are fields isomorphic to GF (qd). Sup-
pose w ∈ GF (q) 〈X〉 ∩ GF (q) 〈Y 〉. Then w = ∑di=0 aiX i = ∑di=0 biY i, for some ai, bi ∈
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GF (q), and so
 ∑di=0 aiCi 0
0
∑d
i=0 aiC
i
 =
 ∑di=0 biCi 0
0
∑d
i=0 bi(C
q)i
 .
We have
∑d
i=0 aiC
i =
∑d
i=0 biC
i, which implies ai = bi for 0 6 i 6 d, as {1, X, . . . , Xd−1}
is a linearly independent set and hence so is {1, C, . . . , Cd−1}. Then
d∑
i=0
aiC
i =
d∑
i=0
aiC
qi =
(
d∑
i=0
aiC
i
)q
,
as ai ∈ GF (q), which means
∑d
i=0 aiC
i ∈ GF (q) and hence w ∈ GF (q). Therefore
GF (q) 〈X〉 ∩GF (q) 〈Y 〉 ∼= GF (q) and is the subalgebra of scalar matrices.
Let H = 〈CG(X), CG(Y )〉. Then
CM(n,q)(H) = CM(n,q)(CG(X)) ∩ CM(n,q)(CG(Y )) = GF (q) 〈X〉 ∩GF (q) 〈Y 〉 ,
by Lemma 3.3.2, and so CM(n,q)(H) ∼= GF (q).
Since CG(X) contains a Singer cycle we have, by Theorem 3.1.7, GL(n/s, q
s)EH for
some s ∈ Z. First suppose H = GL(n/s, qs). Then
GF (qs)∗ ∼= Z(H) 6 CGL(n,q)(H) ∼= GF (q)∗,
so s = 1 and hence H = GL(n, q).
Now suppose GL(n/s, qs) C H for some s > 1. The normalizer of GL(n/s, qs) in
GL(n, q) is ΓL(n/s, qs) and ΓL(n/s, qs)/GL(n/s, qs) is cyclic. So [H,H] 6 GL(n/s, qs).
As GL(2, qd) ∼= CG(X) we have SL(2, qd) ∼= [CG(X), CG(X)]. So [CG(X), CG(X)] acts ir-
reducibly on V and hence by Schur’s Lemma, CM(n,q)(CG(X)) = CM(n,q)([CG(X), CG(X)]).
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Then
GF (qs) 6 CM(n,q)([H,H])
6 CM(n,q)(〈[CG(X), CG(X)], [CG(Y ), CG(Y )]〉)
= CM(n,q)([CG(X), CG(X)]) ∩ CM(n,q)([CG(Y ), CG(Y )])
= CM(n,q)(CG(X)) ∩ CM(n,q)(CG(Y ))
= GF (q) 〈X〉 ∩GF (q) 〈Y 〉
∼= GF (q),
a contradiction.
Therefore we have H = GL(n, q), so GL(n, q) stabilizes ΓX and hence the class graph
is connected. 
Corollary 3.3.4 Suppose A has characteristic polynomial fA = f
z, where f is irreducible
and z > 2. Then the class graph of A is connected.
Proof. We proceed by induction on z. The initial case is Lemma 3.3.3, so now suppose
z > 2. Let Xz = diag(C, . . . , C︸ ︷︷ ︸
z times
), where C = C(f), so Xz is conjugate to A. Now note
Xz = diag(C,Xz−1) = diag(Xz−1, C).
So by induction, the stabilizer of ΓXz contains diag(C,GL(d(z − 1), q)) and
diag(GL(d(z− 1), q), C), and so by Lemma 3.1.5 the stabilizer of ΓXz is GL(n, q). There-
fore the class graph is connected. 
Let X ∈ GL(n, q) be semisimple with characteristic polynomial fX = f z11 . . . f zrr , with
each fi irreducible over GF (q), deg fi = di and fi 6= fj for i 6= j. Following [8] we let ∆X
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be the graph with vertex set {f1, . . . , fr} and edge set
{{fi, fj} | i 6= j, dia = djb for some 1 6 a 6 zi, 1 6 b 6 zj}.
We say an edge {fi, fj} is exact if and only if dizi = djzj and dia 6= djb for all 1 6 a < zi,
1 6 b < zj.
We have the following theorem, whose proof will follow by a sequence of lemmas.
Theorem 3.3.5 Suppose T ∈ GL(n, q) is semisimple with characteristic polynomial fT =
f z11 . . . f
zr
r for r > 2, where fi is irreducible over GF (q) for 1 6 i 6 r and fi 6= fj for
i 6= j. Then the class graph of T is connected if and only if ∆T is connected with at least
one edge non-exact.
Example 3.3.6 Let X ∈ GL(36, q) be semisimple.
(i) Suppose fX = f
4
1 f
3
2 f
2
3 where deg f1 = 3, deg f2 = 4 and deg f3 = 6. Then E(∆X) =
{{f1, f2}, {f1, f3}, {f2, f3}}, where {f1, f2} and {f2, f3} are exact edges and {f1, f3}
is non-exact. Therefore by Theorem 3.3.5, Γ is connected.
(ii) Suppose fX = f
3
1 f
2
2 f3 where deg f1 = 4, deg f2 = 6 and deg f3 = 12. Then
E(∆X) = {{f1, f2}, {f1, f3}, {f2, f3}} where all edges are exact. By Theorem 3.3.5,
Γ is disconnected.
(iii) Suppose fX = f
4
1 f
2
2 f
2
3 f
2
4 where deg f1 = 2, deg f2 = 3, deg f3 = 5 and deg f4 = 6.
Then E(∆X) = {{f1, f2}, {f1, f4}, {f2, f4}}. So by Theorem 3.3.5, Γ is discon-
nected.
We now describe a technique for producing conjugates of certain matrices. Let f1 be
a monic irreducible polynomial over GF (q) of degree d, and let f = f z1 . Set m = dz
and fix a generator ε of GF (qm)∗. Let gε(t) =
∏m−1
i=0 (t − εq
i
). The coefficient of ti for
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0 6 i 6 m − 1 is a symmetric polynomial in {ε, εq, . . . , εqm−1} and hence is fixed under
the map α → αq. Therefore each coefficient of gε is in GF (q), so gε(t) ∈ GF (q)[t] and
C(gε) ∈ GL(n, q).
Note the roots of f1 lie in GF (q
d), and GF (qd) is a subfield of GF (qm), so we can find
k ∈ N such that εk is a root of f1. The eigenvalues of C(gε) are ε, εq, . . . εqm−1 , and so
the eigenvalues of C(gε)
k are εk, εkq, . . . εkq
m−1
. Since εk ∈ GF (qd), εkqd = εk and hence
the eigenvalues of C(gε)
k are εk, εkq, . . . εkq
d−1
, with each eigenvalue having multiplicity z.
Therefore C(gε)
k has characteristic polynomial
(∏d−1
i=0 (t− εkq
i
)
)z
= f z1 , by Lemma 3.1.4,
and hence C(gε)
k is conjugate to
diag(C(f1), . . . , C(f1)︸ ︷︷ ︸
z times
),
by Lemma 3.1.3.
Lemma 3.3.7 Assume A ∈ GL(n, q) is semisimple and has characteristic polynomial
fA = f
z1
1 f
z2
2 , where f1 and f2 are irreducible and f1 6= f2. Assume ∆A is connected with
a non-exact edge. Then the class graph of A is connected.
Proof. Set d1 = deg f1, d2 = deg f2 and let m = lcm(d1, d2). The edge {f1, f2} is non-
exact so either d1z1 > m or d2z2 > m. We may assume without loss of generality that
d1z1 > m. Let ε be a generator for GF (q
m)∗ and let gε(t) = (t− ε)(t− εq) . . . (t− εqm−1)
with companion matrix C(gε). Choose k1, k2 such that ε
k1 and εk2 are roots of f1 and f2
respectively.
First suppose d2z2 = m. Let
X = diag(C(gε)
k1 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C(gε)
k2)
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and
Y = diag(C(gε)
k2 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C(gε)
k1).
Then X and Y commute and are in the conjugacy class of A by the discussion before
the lemma. By Corollary 3.3.4, the stabilizer of ΓX contains diag(GL(d1z1, q), 〈C(gε)〉)
and the stabilizer of ΓY contains diag(〈C(gε)〉 , GL(d1z1, q)). Therefore by Lemma 3.1.5
the stabilizer of the connected component containing X and Y is GL(n, q). So the class
graph is connected in this case.
Now suppose d2z2 > m. This time let
X = diag(C(gε)
k1 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C(gε)
k2 , C(f2), . . . , C(f2)︸ ︷︷ ︸
z2−md2 times
),
so the stabilizer of ΓX contains diag(GL(d1z1, q), GL(d2z2, q)), and let
Y = diag(C(gε)
k2 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C(gε)
k1 , C(f2), . . . , C(f2)︸ ︷︷ ︸
z2−md2 times
),
so the stabilizer of ΓY contains
diag(〈C(gε)〉 , GL(d1z1, q), 〈C(f2)〉 , . . . , 〈C(f2)〉).
Again X and Y commute and are in the conjugacy class of A so ΓX = ΓY . Therefore the
stabilizer of ΓX is GL(n, q) by two applications of Lemma 3.1.5. 
Lemma 3.3.8 Assume A ∈ GL(n, q) is semisimple with characteristic polynomial fA =
f z11 . . . f
zr
r , where fi is irreducible for 1 6 i 6 r, and fi 6= fj for i 6= j. Assume ∆A is
connected with at least one non-exact edge. Then the class graph of A is connected.
Proof. Set di = deg fi, for 1 6 i 6 r. We proceed by induction on r. The case r = 2 is
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Lemma 3.3.7, so assume r > 2.
By Corollary 3.1.9, we can choose a vertex e in ∆A such that the graph ∆A \ {e}
is connected with at least one non-exact edge. Without lose of generality suppose e =
fr. Then ∆A \ {fr} is connected with at least one non-exact edge and so the class in
GL(n− drzr, q) corresponding to f ∗ = f z11 . . . f zr−1r−1 is connected by induction.
In ∆A, fr is connected to another vertex, say f1. Let m = lcm(d1, dr) and let ε
be a generator of GF (qm)∗. Choose k1, kr such that εk1 and εkr are roots of f1 and fr
respectively. Set
Ci = (C(fi), . . . , C(fi)︸ ︷︷ ︸
zi times
),
for 2 6 i 6 r − 1. There are three cases to consider.
First suppose the edge {f1, fr} is exact. Then let
X = diag(C(gε)
k1 , C2, . . . , Cr−1, C(gε)kr)
and
Y = diag(C(gε)
kr , C2, . . . , Cr−1, C(gε)k1).
Then by induction ΓX is stabilized by diag(GL(n− drzr, q), 〈C(gε)〉) and ΓY is stabilized
by diag(〈C(gε)〉 , GL(n − drzr, q)). Since X and Y commute we have ΓX = ΓY so ΓX is
stabilized by GL(n, q) by Lemma 3.1.5, and hence the class graph is connected.
Next suppose {f1, fr} is non-exact and drzr = m. We let
X = diag(C(gε)
k1 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C2, . . . , Cr−1, C(gε)kr),
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and
Y = diag(C(gε)
kr , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C2, . . . , Cr−1, C(gε))k1).
Then ΓX is stabilized by
diag(GL(n− drzr, q), 〈C(gε)〉),
and ΓY is stabilized by
diag(〈C(gε)〉 , GL(n− drzr, q)).
So again by Lemma 3.1.5 we see GL(n, q) stabilizes ΓX = ΓY and so the class graph is
connected.
Finally suppose {f1, fr} is non-exact and drzr > m. This time we let
X = diag(C(gε)
k1 , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C2, . . . , Cr−1, C(gε)kr , C(fr), . . . , C(fr)︸ ︷︷ ︸
zr−mdr times
),
and
Y = diag(C(gε)
kr , C(f1), . . . , C(f1)︸ ︷︷ ︸
z1−md1 times
, C2, . . . , Cr−1, C(gε)k1 , C(fr), . . . , C(fr)︸ ︷︷ ︸
zr−mdr times
).
Then by Lemma 3.3.4, the stabilizer of ΓX contains diag(GL(n − drzr, q), GL(drzr, q))
and the stabilizer of ΓY contains
diag(〈C(gε)〉 , GL(n− drzr, q), 〈C(fr)〉 , . . . , 〈C(fr)〉).
So by Lemma 3.1.5, ΓX = ΓY is stabilized by GL(n, q) and hence the class graph is
connected. 
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We now consider when the class graph Γ is disconnected.
Lemma 3.3.9 Suppose T ∈ GL(n, q) is semisimple with characteristic polynomial fT =
f z11 . . . f
zr
r , where fi is irreducible for 1 6 i 6 r, and fi 6= fj for i 6= j. Suppose also that
∆T is connected, but all edges are exact. Then the class graph of T is disconnected.
Proof. For 1 6 i 6 r, set di = deg fi. Since all the edges of ∆T are exact, we have d1z1 =
. . . = drzr = m. Let X = diag(A1, . . . , Ar), where Ai ∈ GL(m, q) has characteristic
polynomial f zii . Then X is conjugate to T . Suppose Y ∈ CGL(n,q)(X) ∩ clGL(n,q)(X). By
Corollary 3.2.5, Y = diag(B1, . . . , Br), where Bi ∈ GL(m, q) for 1 6 i 6 r. Since Y ∈
clG(X), Y also has characteristic polynomial fT and so for 1 6 i 6 r, fBi = fwi11 . . . fwirr
with 0 6 wij 6 zj.
Suppose there exists i ∈ {1, . . . , r} such that wik, wil 6= 0 for 1 6 k, l 6 r with k 6= l.
We may assume without loss of generality that k 6= i. Then as Ai and Bi commute, di
divides dkwik by Lemma 3.2.6. Then adi = dkwik for some a ∈ Z and since wik < zk, the
vertices fi, fk in ∆T are connected with a non-exact edge, a contradiction. Therefore for
each i ∈ {1, . . . , r}, there exists j ∈ {1, . . . , r} such that fBi = f zjj .
Now suppose Z ∈ ΓX . Then there exist Y1, . . . , Yt ∈ ΓX such that Y1 ∈ CG(X),
Yi ∈ CG(Yi−1) for 2 6 i 6 t, and Z ∈ CG(Yt). By using the above result on each of the
pairs (X, Y1),(Yi−1, Yi) for 2 6 i 6 t and (Yt, Z), we see Z has the form diag(B1, . . . , Br)
with Bi ∈ GL(m, q) and fBi = f zjj for some j.
Suppose Γ is connected. Then 〈clG(X)〉 ⊆ diag(GL(m, q), . . . , GL(m, q)) and so
SL(n, q) 6 〈clG(X)〉. Therefore as 〈clG(X)〉 E GL(n, q), 〈clG(X)〉 is central [Huppert
p.185], a contradiction. Thus the class graph is disconnected. 
Lemma 3.3.10 Suppose T ∈ GL(n, q) is semisimple and ∆T is disconnected. Then the
class graph of T is disconnected.
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Proof. Let fT = f
z1
1 . . . f
zr
r be the characteristic polynomial of T , where each fi is irre-
ducible over GF (q) and fi 6= fj for i 6= j. Since ∆T is disconnected, we may choose δ1 ,
δ2 such that {fi, fj} is not an edge of ∆T for all fi ∈ δ1, fj ∈ δ2. Relabelling if necessary,
suppose δ1 = {f1, . . . , fs} and δ2 = {fs+1, . . . , fr}.
Let X =
 A 0
0 B
 , where A and B have characteristic polynomials fA = f z11 . . . f zss
and fB = f
zs+1
s+1 . . . f
zr
r respectively. We have X and T are conjugate. Suppose Y ∈
CGL(n,q)(X) ∩ clGL(n,q)(X). By Corollary 3.2.5, Y =
 C 0
0 D
 , where C ∈ GL(d1z1 +
. . .+ dszs, q). Now C has characteristic polynomial fC = f
w1
1 . . . f
wr
r for 0 6 wi 6 zi with∑s
i=1 zi deg fi =
∑r
i=1wi deg fi. Suppose wi 6= 0 for some s + 1 6 i 6 r, then by Lemma
3.2.7, there exists k ∈ {1, . . . , s} such that a deg fi = b deg fk with 1 6 a 6 wi, 1 6 b 6 zk.
Therefore there is an edge between fi and fj in ∆T , a contradiction.
So we have wi = 0 for s+ 1 6 i 6 r and hence fC = fA. Therefore the only elements
in the connected component of the class graph containing X have the same shape as Y
and fC = fA, fD = fB. Let Z =
 B 0
0 A
 and note Z is conjugate to X, but fB 6= fA.
Therefore Z is not connected to X and hence Γ is disconnected. 
We can now prove Theorem 3.3.5.
Proof (of Theorem 3.3.5). By Lemma 3.3.8, we have the class graph of T is connected if
∆T is connected with at least one edge non-exact, and in Lemmas 3.3.9 and 3.3.10, we
showed the class graph of T is disconnected otherwise. 
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Chapter 4
Commuting Graphs of Unipotent
Elements of GL(n, q)
In this chapter we discuss the connectedness of commuting graphs for conjugacy classes
of unipotent elements in GL(n, q), where q = pa for some prime p and a ∈ N. Recall an
element x ∈ GL(n, q) is unipotent if it has order a power of p. Equivalently x is unipotent
if all of its eigenvalues are 1.
A Jordan block of size m is an m×m matrix of the form
Bm =

1 0 0 . . . 0 0
1 1 0 . . . 0 0
0 1 1 . . . 0 0
...
...
. . . . . .
...
...
0 0 . . .
. . . 1 0
0 0 . . . . . . 1 1

.
A matrix x = diag(Bm1 , . . . , Bmr), where each Bmi is a Jordan block of size mi, is in
Jordan normal form. Every unipotent element in GL(n, q) is conjugate to a matrix in
Jordan normal form, and we say y ∈ GL(n, q) has type (m1, . . . ,mr) if it is conjugate to
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diag(Bm1 , . . . , Bmr). Note
∑r
i=1mi = n.
Throughout this chapter we denote the class graph we are considering by Γ and let
Γx be the connected component of Γ containing x. In Sections 4.5 and 4.6 we will need
the exponent ε of PGL(2, q). We note here that if p is even, ε = p(q2− 1) and if p is odd,
ε = p(q2 − 1)/2.
4.1 Preliminary Results
In this section we record some standard results and definitions that will be used later in
the chapter. We start with some easy lemmas about matrices.
Lemma 4.1.1 Suppose M ∈ GL(2, q) is a non-scalar matrix. There exists a conjugate
of M with non-zero top right entry.
Proof. Let
M =
 a 0
b c
 ,
and suppose all elements in the conjugacy class of M also have a zero for their top right
entry. Conjugating M by  0 1
1 0

gives b = 0, and then conjugating by
 1 1
0 1

gives a = c. Therefore M is a scalar matrix. 
Lemma 4.1.2 Suppose M ∈ GL(2, q) is a non-scalar matrix with projective order α.
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Then for any k ∈ Z with k 6≡ 0 mod α, there is a conjugate of M with non-zero top right
entries in both itself and its kth power.
Proof. Let N = Mk. Since N is non-scalar, some conjugate NL, with L ∈ GL(2, q), must
have non-zero top right entry by Lemma 4.1.1. Then (ML)k = (Mk)L = NL. So ML is a
conjugate of M with a non-zero entry in the top right of its kth power. Since any power
of a lower triangular matrix is lower triangular, ML also has a non-zero top right entry.
Lemma 4.1.3 Suppose M ∈ GL(2, q) has non-zero top right entry, but zero top right
entry in its mth power. Let α be the projective order of M and set l = (α,m). Then the
top right entry of M l is zero.
Proof. As (α,m) = l, there exist s, r ∈ Z such that αr +ms = l. Then
M l = Mαr+ms = t(Mm)s
for some scalar t. Therefore M l is a scalar multiple of a power of a lower triangular matrix
and so has top right entry zero. 
Lemma 4.1.4 Let M ∈ GL(2, q) have top right entry non-zero and suppose Mm has top
right entry equal zero, where m ∈ Z. Then Mm ∈ Z(GL(2, q)).
Proof. Let
M =
 a b
c d
 and Mm =
 am 0
cm dm
 .
We note M ∈ CGL(2,q)(Mm) and so
 a b
c d

 am 0
cm dm
 =
 am 0
cm dm

 a b
c d
 .
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Hence  aam + bcm bdm
cam + dcm ddm
 =
 aam bam
acm + cdm bcm + ddm
 .
So since b 6= 0, we have am = dm and cm = 0. 
Lemma 4.1.5 Let a ∈ GF (q)∗ and suppose m ∈ Z>0 is even. There exists A ∈ GL(2, q)
such that A 6∈ Z(GL(2, q)), Am ∈ Z(GL(2, q)) and detA = a.
Proof. Let
A =
 0 1
−a 0
 .
Then A ∈ GL(2, q), A 6∈ Z(GL(2, q)) and detA = a. Also
Am = (A2)
m
2 =
 (−a)m2 0
0 (−a)m2
 ∈ Z(GL(2, q)). 
Lemma 4.1.6 Suppose gm ∈ GL(2m, q) with
gm =

a1 0 . . . 0 b1 0 . . . 0
∗ a2 . . . ... ∗ b2 . . . ...
...
. . . . . . 0
...
. . . . . . 0
∗ . . . ∗ am ∗ . . . ∗ bm
c1 0 . . . 0 d1 0 . . . 0
∗ c2 . . . ... ∗ d2 . . . ...
...
. . . . . . 0
...
. . . . . . 0
∗ . . . ∗ cm ∗ . . . ∗ dm

.
Then det gm =
∏m
i=1(aidi − bici).
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Proof. We proceed by induction. The result is clear for m = 1, so now consider m = k
for k > 1.
det gk =ak det

a1 0 0 b1 0 . . . 0
∗ . . . 0 ∗ . . . . . . ...
∗ ∗ ak−1 ∗ ∗ bk−1 0
c1 0 0 d1 0 . . . 0
∗ . . . 0 ∗ . . . . . . ...
∗ ∗ ck−1 ... . . . . . . 0
∗ . . . ∗ ∗ . . . ∗ dk

+ (−1)kck det

a1 0 0 b1 0 . . . 0
∗ . . . 0 ∗ . . . . . . ...
∗ ∗ ak−1 ... . . . . . . 0
∗ . . . ∗ ∗ . . . ∗ bk
c1 0 0 d1 0 . . . 0
∗ . . . 0 ∗ . . . . . . ...
∗ ∗ ck−1 ∗ ∗ dk−1 0

=(akdk − bkck) det gk−1
=
k∏
i=1
(aidi − bici),
by induction. 
Lemma 4.1.7 Let α be a generator of GF (q)∗ and let m be even. Then
〈
αm, α
m(m−1)
2
〉
=〈
α
m
2
〉
.
Proof. Let K =
〈
αm, α
m(m−1)
2
〉
and L =
〈
α
m
2
〉
. It is clear K 6 L. Also note, as m is
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even, m−2
2
∈ GF (q)∗, and
α
m(m−1)
2 (αm)−(
m−2
2
) = α
m
2 .
Therefore L 6 K. 
Let V be an n-dimensional vector space over GF (q) and set G = GL(n, q). Our
strategy in this chapter will be to consider whether there are any subspaces fixed by
all elements in Γx. If not we will then show the stabilizer in GL(n, q) of the connected
component Γx is irreducible. In Section 4.4 we show if StabG(Γx) is irreducible, then
SL(n, q) ⊆ StabG(Γx). The leads to the following definition.
Definition 4.1.8 A graph Γ is S-connected if SL(n, q) ⊆ StabG(Γx) for some x ∈ V (Γ ).
Once we have determined a graph is S-connected, we will consider whether it is connected.
We now introduce the subspaces of V we will be using.
Definition 4.1.9 Let x ∈ G. For any v ∈ V , let [v, x] = v(x − 1) and [V, x] = {[v, x] |
v ∈ V }. Set [V, x; 1] = [V, x], and for k > 1, write [V, x; k] = [[V, x; k − 1], x].
Lemma 4.1.10 Let x ∈ G. For any k ∈ Z>0, [V, x; k] is a CG(x)-invariant subspace.
Proof. Let y ∈ CG(x). Then for any v ∈ V ,
[v, x; k]y = v(x− 1)ky
= vy(x− 1)k
= [vy, x; k]
∈ [V, x; k]. 
Lemma 4.1.11 Suppose y ∈ CG(x) and [V, x] = [V, y]. Then [V, x; k] = [V, y; k] for any
k ∈ Z>0.
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Proof. We proceed by induction on k. Suppose [V, x; i] = [V, y; i] for all 1 6 i < k. Then
[V, x; k] = [[V, x; k − 1], x]
= [[V, y; k − 1], x]
= [[V, x], y; k − 1], as y ∈ CG(x),
= [[V, y], y; k − 1]
= [V, y; k]. 
Definition 4.1.12 Let x ∈ G. Then Soc(x) = {v ∈ V | [v, x] = 0}, and for k ∈ Z > 0,
Sock(x) = {v ∈ V | [v, x; k] = 0}. When we want to emphasize the space rather than the
element of G we use the notation Soc(V ) instead of Soc(x).
Lemma 4.1.13 For x ∈ G and k ∈ Z > 0, Sock(x) is a CG(x)-invariant space.
Proof. Let y ∈ CG(x), v ∈ Sock(x). Then
[vy, x; k] = vy(x− 1)k
= v(x− 1)ky
= [v, x; k]y
= 0.
So vy ∈ Sock(x). 
Lemma 4.1.14 Suppose y ∈ CG(x) and Soc(x) = Soc(y). Then Sock(x) = Sock(y) for
all k ∈ Z>0.
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Proof. Suppose v ∈ Sock(x). Then [v, x; k − 1] ∈ Soc(x) = Soc(y), and so [[v, x; k −
1], y] = 0. But [[v, x; k − 1], y] = [[v, y], x; k − 1] so [v, y] ∈ Sock−1(x). Inductively,
Sock−1(x) = Sock−1(y), hence [v, y] ∈ Sock−1(y). Then [v, y; k] = 0, therefore v ∈ Sock(y)
and so Sock(x) ⊆ Sock(y). The opposite containment is similar. 
Definition 4.1.15 A cyclic basis for x is a basis B of V such that [v, x] ∈ B or [v, x] = 0
for all v ∈ B. Let B be a cyclic basis for x, and B = {v ∈ B | [u, x] 6= v for all u ∈ B}.
Then B is a cyclic basis generating set for B.
Lemma 4.1.16 Let x ∈ G be unipotent. An element in the centralizer of x is completely
determined by its action on a cyclic basis generating set for x.
Proof. This is Lemma 3.6 in [7]. 
Lemma 4.1.17 Suppose x ∈ G is unipotent of type (m,m). Then any two linearly
independent vectors in V \ [V, x] can be used to generate a cyclic basis of V for x.
Proof. Let v1, u1 ∈ V \ [V, x] be linearly independent and set vi = [v1, x; i − 1], ui =
[u1, x; i− 1] for 2 6 i 6 m. Let B = {vi, ui | 1 6 i 6 m}. As v1, u1 ∈ V \ [V, x], we have
|B| 6 2m. Suppose B is not linearly independent. For each i, vi, ui ∈ [V, x; i−1]\ [V, x; i].
Let i be minimal such that vi, ui are not linearly independent. Then there exist λ, µ ∈
GF (q)∗ such that λvi + µui ∈ [V, x; i]. This implies
λvi−1 + µui−1 + [V, x; i− 1] ∈ Soc (V/[V, x; i]) = [V, x; i− 1]/[V, x; i].
Then λvi−1 + µui−1 ∈ [V, x; i− 1], contradicting the minimality of i. 
Definition 4.1.18 An element x ∈ GL(n, q) is regular unipotent if it is unipotent of
type (n).
35
We consider the class graph of a regular unipotent element in Section 4.2, but, as the
following lemma suggests, regular unipotent elements are also useful in some of the other
cases we consider.
Lemma 4.1.19 A regular unipotent element fixes precisely one subspace of V of each
dimension 1, . . . , n.
Proof. Let x ∈ G be regular unipotent and B be a cyclic basis for x. Then with respect
to B, x is in Jordan normal form and it is clear [V, x; i] is the unique subspace of V of
dimension n− i fixed by x, for 0 6 i < n. 
We now consider centralizers of general unipotent elements in G.
Definition 4.1.20 A matrix over GF (q) is triangularly striped if it has the form
(i) 
a1 0 . . . 0
a2 a1
. . .
...
...
. . . . . . 0
ar . . . a2 a1

,
(ii) 
0 . . . . . . 0
...
...
0 . . . . . . 0
a1 0 . . . 0
a2 a1
. . .
...
...
. . . . . . 0
ar . . . a2 a1

, or
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(iii) 
a1 0 . . . . . . . . . . . . 0
a2 a1
. . .
...
...
. . . . . . . . .
...
ar . . . a2 a1 0 . . . 0

,
with ai ∈ GF (q) for 1 6 i 6 r.
Lemma 4.1.21 Suppose x ∈ GL(n, q) is unipotent of type (m1,m2, . . . ,mt), written in
Jordan normal form. Then
CG(x) =


C11 . . . C1t
...
...
Ct1 . . . Ctt
 ∈ G
∣∣∣∣∣∣∣∣∣∣
Cij is a triangularly striped mi ×mj matrix
 .
Proof. This is [38, p.28]. 
Example 4.1.22 Let
x =

1 0 0 0 0
1 1 0 0 0
0 1 1 0 0
0 0 0 1 0
0 0 0 1 1

∈ GL(5, q).
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Then
CG(x) =


a1 0 0 0 0
a2 a1 0 b1 0
a3 a2 a1 b2 b1
c1 0 0 d1 0
c2 c1 0 d2 d1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1, d1 ∈ GF (q)∗, a2, a3, b1, b2, c1, c2, d2 ∈ GF (q)

.
We have the following corollaries to Lemma 4.1.21.
Corollary 4.1.23 Let x ∈ G be regular unipotent. Then |CG(x)| = (q − 1)qn−1.
Proof. Choose a basis of V so x is written in Jordan normal form. Then
CG(x) =


a1 0 . . . 0
a2 a1
. . .
...
...
. . . . . . 0
an . . . a2 a1

∣∣∣∣∣∣∣∣∣∣∣∣∣
a1 ∈ GF (q)∗, ai ∈ GF (q) for 2 6 i 6 n

,
by Lemma 4.1.21, and the result is clear. 
Corollary 4.1.24 Suppose x ∈ GL(2m, q) is unipotent of type (m,m). Then every ele-
ment in CG(x) has determinant an mth power.
Proof. Choose a basis of V so x is written in Jordan normal form and let g ∈ CG(x).
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Then t = 2 so by Lemma 4.1.21,
g =
 C1,1 C1,2
C2,1 C2,2
 =

a b
∗ . . . ∗ . . .
∗ ∗ a ∗ ∗ b
c d
∗ . . . ∗ . . .
∗ ∗ c ∗ ∗ d

,
for some a, b, c, d ∈ GF (q). Therefore by Lemma 4.1.6, det g = (ad− bc)m. 
Definition 4.1.25 Let V be an n-dimensional vector space over GF (q), with n > 2. A
transvection is an element of GL(V ) such that dim[V, t] = 1, dimCV (t) = n − 1 and
[V, t] ⊆ CV (t). An n− 1-dimensional subspace of V is a hyperplane and a 1-dimensional
subspace of V is a point. For a hyperplane H ⊂ V and a point P ⊆ H, let R(H,P ) =
〈t ∈ GL(V ) | H = CV (t), P = [V, t]〉. We say R(H,P ) is a subgroup of root type and
elements of R(H,P ) are root elements.
We note for any g ∈ G, R(H,P )g = R(Hg, Pg), so the conjugate of a root subgroup
is a root subgroup.
The following two results of McLaughlin [34, 35], about groups generated by subgroups
of root type, will be used in Section 4.4.
Theorem 4.1.26 Suppose F 6= GF (2), V is a vector space over F with dimV > 2, and
G is a subgroup of SL(V ) which is generated by subgroups of root type. Also suppose the
identity subgroup 1 is the only normal unipotent subgroup of G. Then for some s > 1,
V = V0 ⊕ V1 ⊕ . . .⊕ Vs and G = G1 × . . .×Gs, where
(i) The Vi are stable for the Gj;
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(ii) Gi|Vj = 1 if i 6= j;
(iii) Gi|Vi = SL(Vi) or Sp(Vi).
Theorem 4.1.27 Suppose F = GF (2), V is a vector space over F of dimension n > 2,
and G is an irreducible subgroup of SL(V ) which is generated by transvections. Then
either G = SL(V ) or n > 4 and G is a subgroup of Sp(V ).
We conclude this section with a few results about vector spaces with forms which will
also be used in Section 4.4. Let [V, T ] = {[v, t] | v ∈ V, t ∈ T} and Isom(V ) be the group
of isometries of V .
Lemma 4.1.28 Let V be a finite dimensional vector space over F which supports a non-
degenerate symmetric or symplectic form, and let U be a subspace of V . Then
dimU⊥ = dimV − dimU.
Proof. See [1, 19.2]. 
Lemma 4.1.29 Let V be a finite dimensional vector space over the field F. Suppose
( , ) is a nondegenerate symmetric or symplectic form on V and T 6 Isom(V ). Then
[V, T ]⊥ = CV (T ).
Proof. Let v, w ∈ V and t ∈ T . Then
([v, t], w) = (v(t− 1), w)
= (vt, w)− (v, w)
= (v, wt−1)− (v, w)
= (v, w(t−1 − 1))
= (v, [w, t−1]).
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So if w ∈ CV (T ) then [w, t−1] = 0 for all t ∈ T and so ([v, t], w) = 0 for all v ∈ V , t ∈ T .
Therefore w ∈ [V, T ]⊥. Conversely, if w ∈ [V, T ]⊥, then ([v, t], w) = 0 for all v ∈ V ,
t ∈ T and so (v, [w, t−1]) = 0 for all v ∈ V , t ∈ T . Then since the form is nondegenerate,
[w, t−1] = 0 for all t ∈ T and hence w ∈ CV (T ). 
Lemma 4.1.30 Suppose V is a vector space over F and T 6 Sp(V ) with dim[V, T ] = 1.
Then |T | 6 |F|.
Proof. Let 0 6= w ∈ [V, T ]. Then as dim[V, T ] = 1, for any v ∈ V , t ∈ T , there exists
λ ∈ F such that [v, t] = λw. So there are at most |F| elements in [V, T ].
Now, by Lemma 4.1.29, [V, T ]⊥ = CV (T ), and by Lemma 4.1.28,
dim[V, T ]⊥ = dimV − dim[V, T ].
So dimCV (T ) = dimV − 1 and we can choose u ∈ V \ CV (T ). Suppose there exist
t1, t2 ∈ T such that [u, t1] = [u, t2]. Then ut1 = ut2 and hence u ∈ CV (t1t−12 ). Clearly
CV (T ) ⊆ CV (t1t−12 ) and so since u 6∈ CV (T ) and dimCV (T ) = dimV − 1, we have
V = CV (t1t
−1
2 ). As t1t
−1
2 ∈ Aut(V ), we have t1 = t2 and hence [u, t1] = [u, t2] if and only
if t1 = t2. Then |{[u, t] | u ∈ V }| 6 |F| implies |T | 6 |F|. 
4.2 Regular Unipotent Classes
In this section we consider the commuting graph of a regular unipotent element in G =
GL(n, q).
Lemma 4.2.1 Let x ∈ G be regular unipotent. Then CG(x) is abelian.
Proof. Let {vn, vn−1, . . . , v1} be a cyclic basis for x. Then for 1 6 i < n, vn−i = [vn, x; i] =
vn(x − 1)i. Let y ∈ CG(x). By Lemma 4.1.16, the action of every element in CG(x) is
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completely given by its action on vn, so for some λi ∈ GF (q) we have
vny =
n∑
i=1
λivi
=
n∑
i=1
λivn(x− 1)n−i
= vn
n∑
i=1
λi(x− 1)n−i.
Let z = y −∑ni=1 λi(x− 1)n−i. Then vnz = 0 and for 1 6 i < n,
vn−iz = vn(x− 1)iz = vnz(x− 1)i = 0,
as z ∈ CG(x). Therefore z = 0 and hence y =
∑n
i=1 λi(x − 1)n−i. So every element of
CG(x) can be written as a polynomial in x− 1 and hence CG(x) is abelian. 
Corollary 4.2.2 The connected component Γx has diameter 1.
Proof. This follows from Lemma 2.0.9 as CG(x) is abelian by Lemma 4.2.1. 
Since, from Lemma 2.0.9 we see the elements in Γx are precisely the regular unipotent
elements in CG(x), we can count them and hence determine how many components Γ
has.
Lemma 4.2.3 Let x ∈ GL(n, q) be a regular unipotent element in Jordan normal form.
Then
CG(x)∩clG(x) =


1 0 . . . . . . 0
λ1 1
. . .
...
λ2 λ1
. . . . . .
...
...
. . . . . . . . . 0
λn−1 . . . λ2 λ1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λi ∈ GF (q) for 1 6 i 6 n− 1, λ1 6= 0

.
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Proof. Since all unipotent elements have characteristic polynomial f(t) = (t − 1)n, the
unipotent elements in CG(x) are those with 1’s on the leading diagonal.
Recall, a regular unipotent element fixes a unique 1-space. Let {vn, . . . , v1} be a cyclic
basis for x and let
y =

1 0 . . . . . . 0
λ1 1
. . .
...
λ2 λ1
. . . . . .
...
...
. . . . . . . . . 0
λn−1 . . . λ2 λ1 1

,
with λi ∈ GF (q), 1 6 i 6 n− 1. If λ1 = 0 then both 〈v1〉 and 〈v2〉 are fixed by y, and if
λ1 6= 0, the only space fixed by y is 〈v1〉. Therefore y is regular unipotent if and only if
λ1 6= 0. 
Corollary 4.2.4 The number of elements in Γx is q
n−2(q − 1).
Proof. We have seen above that the elements in Γx are precisely the conjugates of x in
CG(x), and from Lemma 4.2.3 we see |CG(x) ∩ clG(x)| = qn−2(q − 1). 
Theorem 4.2.5 Let x ∈ GL(n, q) be regular unipotent. Then the commuting class graph
of x consists of q
(n−2)(n−3)
2 (q + 1)
∏n
i=3(q
i − 1) components, each of which is a complete
graph with qn−2(q − 1) vertices.
Proof. We have |CG(x)| = qn−1(q − 1) by Corollary 4.1.23, so the number of conjugates
of x in G is q
(n−1)(n−2)
2
∏n
i=2(q
i − 1). Each component contains qn−2(q − 1) vertices, by
Corollary 4.2.4, and is a complete graph by Corollary 4.2.2. So the number of components
is q
(n−2)(n−3)
2 (q + 1)
∏n
i=3(q
i − 1) as claimed. 
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4.3 Classes where the Jordan block sizes differ by 2
or more
In this section we let x be unipotent of type x = (m1,m2, . . . ,mk) with mj > mj+1 + 2,
for 1 6 j < k. Let
B = {vi,j | 1 6 j 6 k, 1 6 i 6 mj}
be a cyclic basis for V with respect to x, where
[vi,j, x] =
 vi−1,j if i > 10 if i = 1.
So we can think as the basis as an array, where commutating any basis element with x
moves it down one row.
vm1,1
vm1−1,1
...
vm2,1 vm2,2
...
...
vmk,1 vmk,2 . . . vmk,k
...
... . . .
...
v1,1 v1,2 . . . v1,k
For 1 6 a 6 m1, let Wa = 〈vi,j | i+ j 6 a+ 1〉.
The next result requires our hypothesis on the structure of Jordan blocks of x.
Lemma 4.3.1 Let y ∈ CG(x)∩ clG(x). For 1 6 a 6 m1, Wa is a y-invariant subspace of
V and further, for 2 6 a 6 m1, we have [Wa, y] ⊆ Wa−1.
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Proof. First note, as m1 > m2, W1 = 〈v1,1〉 = [V, x;m1 − 1], and so is y-invariant and,
furthermore, [W1, y] = 0.
We now proceed by induction. Assume Wa−1 is y-invariant. It suffices to show
[Wa, y] ⊆ Wa−1 for 2 6 a 6 m1, or equivalently, since
B ∩Wa \Wa−1 = {vi,j ∈ B | i+ j = a+ 1} = {va+1−j,j ∈ B | mj > a− j} ,
[va+1−j,j, y] ∈ Wa−1 for all va+1−j,j ∈ B, with mj > a− j.
Suppose va+1−j,j ∈ B with mj + j > a. Let
Ua,j =
 Soc
a−j+1(x) ∩ [V, x;mj − (a− j)− 1], if mj − a > 0
Soca−j+1(x), if mj − a 6 0.
Since a + 1 − j is the smallest h ∈ Z such that va+1−j,j ∈ Soch(x), we see va+1−l,l 6∈
Soca−j+1(x) for l < j, as a+ 1− l > a+ 1− j. Similarly, for any va+1−l,l ∈ B ∩Wa \Wa−1,
ml − (a − l) − 1 is the largest h ∈ Z such that va+1−l,l ∈ [V, x;h]. Now, for l > j, since
mi > mi+1 + 2 for 1 6 i < k, we have mj > ml + 2(l − j). Then
ml − (a− l)− 1 6 mj − 2(l − j)− (a− l)− 1
= mj − (a− j)− 1 + j − l
< mj − (a− j)− 1,
and hence va+1−l,l 6∈ [V, x;mj − (a− l)− 1]. Therefore va+1−j,j is the only member of
B ∩Wa \Wa−1 which is also in Ua,j.
So (Ua,j+Wa−1)/Wa−1 is a y-invariant 1-space generated by va+1−j,j+Wa−1 and hence,
since y is unipotent, [va+1−j,j, y] ∈ Wa−1 as required. 
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Corollary 4.3.2 With x and y as in Lemma 4.3.1, W1 = [V, x;m1 − 1] = [V, y;m1 − 1]
and so is 〈x, y〉 invariant.
Proof. By repeated applications of Lemma 4.3.1, [V, y;m1 − 1] = [Wm1 , y;m1 − 1] ⊆
W1 = [V, x;m1 − 1]. Therefore, since dim[V, y;m1 − 1] = dim[V, x;m1 − 1] = 1, we have
[V, y;m1 − 1] = [V, x;m1 − 1], as required. Hence W1 is 〈x, y〉 invariant. 
Theorem 4.3.3 Suppose x is unipotent of type x = (m1,m2, . . . ,mk) with mi > mi+1+2,
for 1 6 i < k. Then the commuting graph for the conjugacy class in G of x is disconnected.
Proof. Let Γx be the connected component of the commuting graph containing x. From
Corollary 4.3.2 it is clear for any y ∈ Γx, we have [V, y;m1−1] = [V, x;m1−1]. Therefore
since we can find z ∈ clG(x) such that [V, z;m1−1] 6= [V, x;m1−1], the commuting graph
is disconnected. 
4.4 Components of Commuting Graphs Stabilized by
Irreducible Subgroups
Let x ∈ GL(n, q) be unipotent and H = 〈CG(y) | y ∈ V (Γx)〉, where Γx is the connected
component containing x. In this section we show that if H acts irreducibly on V , then
SL(V ) 6 H. This result will be used in the following sections.
Lemma 4.4.1 There is a subgroup of root type in CG(x).
Proof. Let B be a cyclic basis for x, so x is in Jordan normal form with respect to B. For
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any λ ∈ GF (q), let
tλ =

1 0 . . . . . . 0
0 1
. . .
...
...
. . . . . . . . .
...
0
. . . . . . 0
λ 0 . . . 0 1

,
and let R = 〈tλ|λ ∈ GF (q)〉. Then R = R(K,P ), where
K = 〈(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, . . . , 1, 0)〉 and P = 〈(1, 0, . . . , 0)〉. By Lemma
4.1.21, R 6 CG(x). 
For X ⊆ GL(V ) let R(X) be the set of subgroups of root type in X and set
H0 = 〈R(H)〉 .
Suppose H is irreducible. Recall for any group G, Op(G) is the largest normal p-subgroup
of G.
Lemma 4.4.2 We have H0 E H and Op(H0) = 1.
Proof. The conjugate of a root subgroup is a root subgroup, so for h ∈ H and R ∈ R(H),
Rh is a root subgroup of H and hence is in R(H). Since R(H) generates H0 we have
H0 E H.
Since Op(H0) is a characteristic subgroup of H0 and H0 E H, we have Op(H0) E H
and hence Op(H0) 6 Op(H). Suppose Op(H) 6= 1. For v ∈ CV (Op(H)), h ∈ H and
g ∈ Op(H), we have vhg = vhgh−1h = vh, and so CV (Op(H)) is a H-invariant subspace
of V . Therefore CV (Op(H)) = 0 or V as H is irreducible. Since Op(H) is a p-group we
cannot have CV (Op(H)) = 0, and since Op(H) is a group of automorphisms of V we also
cannot have CV (Op(H)) = V . Therefore Op(H) = 1 and hence Op(H0) = 1 as required.
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We can now use Clifford’s Theorem [27, Thm 6.5, p.80] to write
V |H0 = W1 ⊕ · · · ⊕Ws,
where the Wi are irreducible conjugate H0-modules, i.e. Wi = W1h for some h ∈ H.
Lemma 4.4.3 Let t be a root element in H. Then there is a unique i ∈ {1, . . . , s} such
that [Wi, t] 6= 0.
Proof. As t is a root element, dimCV (t) = dimV − 1. So since V = W1 ⊕ · · · ⊕Ws, t
cannot centralize all of the Wi’s else V ⊆ CV (t). Now suppose Wi,Wj 6⊆ CV (t), for some
i, j ∈ {1, . . . , s}, i 6= j, and let U = Wi ⊕Wj. Since t is in a root subgroup of H, t ∈ H0,
then as Wi,Wj are H0-invariant, we have [Wi, t] 6= [Wj, t]. Now [U, t] = [Wi, t] + [Wj, t],
and hence dim[U, t] = dim[Wi, t] + dim[Wj, t] = 2, a contradiction. 
Lemma 4.4.4 For some i ∈ {1, . . . , s}, Wi is x-invariant.
Proof. There is a root element t ∈ CG(x), by Lemma 4.4.1. This t is in a subgroup of root
type and so t ∈ H0. We may suppose, without loss of generality, W1 is not centralized by
t. We claim W1 is x-invariant. Suppose not. Note W1x is an irreducible H0-module and
so we have W1x ∼= Wi for some i ∈ {2, . . . , s}. Then, by Lemma 4.4.3, t centralizes Wi
and hence W1x. So
0 = [W1x, t]
= [W1x, t]x
−1
= W1x(t− 1)x−1
= W1(t− 1)xx−1 as t ∈ CG(x)
= [W1, t],
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a contradiction. 
Relabeling if necessary, assume from now on that W1 is x-invariant and t ∈ CG(x)∩H0
is a root element which doesn’t centralize W1. We set U = W2 ⊕ . . . ⊕Ws. Note U is
centralized by t and, since x ∈ H, Ux is a H0-module. Suppose U is not x-invariant, so
Ux+U > U . Now, V/U ∼= W1 is irreducible as a H0-module, and therefore Ux+U = V .
Then
[V, t] = [Ux+ U, t]
= [Ux, t] + [U, t]
= [Ux, t] as [U, t] = 0.
So, since [V, t] = [W1, t] 6= 0, and W1 is an irreducible H0-module, W1 ⊆ Ux. Then, as
W1 is x-invariant W1 = W1x
−1 ⊆ U , a contradiction.
Lemma 4.4.5 We have s = 1 and so H0 is irreducible.
Proof. Suppose s > 1. Let B1 be a cyclic basis of W1 for x, let B2 be a cyclic basis of U
for x and let B = {B1,B2}. Then with respect to B, x is written in Jordan normal form.
Since W1 and U are H0-invariant, with respect to B, any h ∈ H0 can be written
h =
 H1 0
0 H2
 ,
where H1 ∈ GL(W1), H2 ∈ GL(U). Let Ω be the set of matrices in MatdimW1×dimU(q)
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with non-zero bottom left entry and zeros everywhere else and let
T =

 I1 0
C I2

∣∣∣∣∣∣∣ C ∈ Ω
 ,
where I1 and I2 are appropriately sized identity matrices. Then T is a root subgroup in
CG(x), by Lemma 4.1.21, but is not contained in H0, a contradiction. Therefore s = 1
and hence H0 is irreducible. 
Now, by Lemma 4.4.5, H0 is an irreducible subgroup generated by subgroups of root
type such that Op(H0) = 1, so we can apply Theorems 4.1.26, 4.1.27 by McLaughlin to
see H0 is either SL(V ), Sp(V ) or, if q = 2, a subgroup of Sp(V ).
Suppose H0 = Sp(V ) or is a subgroup of Sp(V ). Assume x has type (m1, . . . ,mk),
with k > 1, and choose a basis of V so x is written in Jordan normal form. For any
λ ∈ GF (q) let
sλ =

Im1 0 . . . 0
Bλ Im2 . . . 0
...
. . .
...
0 . . . . . . Imk

,
and
tλ =

Im1 0 . . . 0
0 Im2 . . . 0
...
. . .
...
Cλ . . . . . . Imk

,
where Bλ and Cλ have the entry λ in their bottom left corners and zero everywhere else.
Then for all λ ∈ GF (q), sλ and tλ are transvections contained in CG(x) and hence H0. Let
T = 〈sλ, tλ | λ ∈ GF (q)〉, so |T | > q2. We have [V, sλ] = [V, tµ] for all λ, µ ∈ GF (q) and
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hence dim[V, T ] = 1. Then, by Lemma 4.1.30, we see T 6 Sp(V ) and hence H0 6 SP (V ).
Thus H0 = SL(V ).
We have shown the following.
Theorem 4.4.6 Let x ∈ GL(n, q) be unipotent and H = 〈CG(y) | y ∈ V (Γx)〉. If H is
irreducible, then SL(V ) 6 H.
Proof. Let H0 = 〈R(H)〉. Then by Lemma 4.4.2 we have H0 E H and Op(H0) = 1, and
by Lemma 4.4.5, H0 is irreducible on V . Therefore we can apply Theorems 4.1.26 and
4.1.27 to see H0 is either SL(V ), Sp(V ) or a subgroup of Sp(V ). Then by Lemma 4.1.30
and the discussion afterwards, we have H0 = SL(V ). Therefore SL(V ) 6 H as claimed.
4.5 Classes of Type (m,m− 1)
Suppose x ∈ G is unipotent of type (m,m− 1). Let
Bx = {vi,1, vj,2 | 1 6 i 6 m, 1 6 j 6 m− 1}
be a cyclic basis for x where, for k ∈ {1, 2},
[vi,k, x] =
 vi−1,k if i > 10 if i = 1.
Again we can think of the basis as an array as follows.
vm,1
vm−1,1 vm−1,2
vm−2,1 vm−2,2
...
v1,1 v1,2
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where commutating a basis vector with x moves it down a row.
For 1 6 k 6 m− 1,
Sock(x) = 〈vi,1, vi,2 | 1 6 i 6 k〉 ,
and
[V, x; k] = 〈vi,1, vj,2 | 1 6 i 6 m− k, 1 6 j 6 m− k − 1〉 .
Lemma 4.5.1 There exists a regular unipotent element in CG(x).
Proof. Let
ym =

J(m)
0 . . . 0
1
. . .
1
1 0
. . .
...
1 0
J(m− 1)

,
where J(i) is a Jordan block of size i. By Lemma 4.1.21, ym ∈ CG(x). We show ym is a
regular unipotent element.
We have
y2 =

1 0 0
1 1 1
1 0 1
 ,
so the characteristic polynomial of y2 is fy2(t) = (1− t)3. Now, proceeding by induction
and taking determinants along row 1 and then row m+ 1 in ym − I2m−1t we see
fym(t) = (1− t)2 det(ym−1 − I2m−3t) = (1− t)2m+1,
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where Ik is the k by k identity matrix. Therefore all of the eigenvalues of ym are 1 and
hence ym is unipotent.
Next we observe that the only 1-space of V fixed by ym is 〈(1, 0, . . . , 0)〉. So ym is a
unipotent element which fixes a single 1-space and therefore ym is regular unipotent. 
Corollary 4.5.2 There is exactly one CG(x)-invariant subspace of dimension d for d ∈
{1, . . . , n}.
Proof. First note that if d is even, d = 2k for some k ∈ {1, . . . ,m−1} and dim Sock(x) = d.
If d is odd, d = 2k − 1 for some k ∈ {1, . . . ,m− 1} and dim[V, x;m− k] = d. Therefore,
since the spaces Sock(x) and [V, x; k] are CG(x)-invariant for k ∈ {1, . . . ,m} by Lemmas
4.1.10 and 4.1.13, there is at least one CG(x)-invariant subspace of V of each dimension.
By Lemma 4.5.1 there is a regular unipotent element z ∈ CG(x) and, by Lemma 4.1.19,
z leaves invariant exactly one subspace of each dimension. The result follows. 
First we consider the case m = 2. Choose a basis of V such that x is given in Jordan
normal form, and let
y =

1 0 0
0 1 1
0 0 1
 and z =

1 0 0
0 1 0
1 0 1
 .
Then y, z ∈ CG(x) by Lemma 4.1.21, and y, z ∈ clG(x). Then only proper non-trivial
subspace of V are [V, x] and Soc(x) by Corollary 4.5.2. We have [V, x] = 〈(1, 0, 0)〉
and Soc(x) = 〈(1, 0, 0), (0, 0, 1)〉. Now note [V, y] = 〈(0, 0, 1)〉 6= [V, x] and Soc(z) =
〈(1, 0, 0), (0, 1, 0)〉 6= Soc(x). Let H = 〈CG(y) | y ∈ Γx〉. We have x, y, z ∈ H and so H
acts irreducibly on V .
We now assume m > 2. Let y ∈ CG(x) ∩ clG(x). Then the action of y on V is
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completely given by its action on vm,1 and vm−1,2 by Lemma 4.1.16, so let
[vm,1, y] =
m−1∑
i=1
λivm−i,1 +
m−1∑
i=1
µivm−i,2,
and
[vm−1,2, y] =
m−1∑
i=1
τivm−i,1 +
m−2∑
i=1
σivm−1−i,2.
Now we note that [V, y] is a CG(x)-invariant subspace by Lemma 4.1.10, and V/[V, y]
is a 2-space. Therefore as x is unipotent, [V, x; 2] ⊆ [V, y]. Since V/[V, x; 2] is a 4-space,
we can look at the 2-space [V, y]/[V, x; 2]. We have
[vm,1, y] + [V, x; 2], [vm−1,1, y] + [V, x; 2], [vm−1,2, y] + [V, x; 2] ∈ [V, y]/[V, x; 2],
and therefore these vectors must be linearly dependent. That is,
λ1vm−1,1 + µ1vm−1,2 + µ2vm−2,2 + [V, x; 2],
µ1vm−2,2 + [V, x; 2]
and
τ1vm−1,1 + σ1vm−2,2 + [V, x; 2]
are linearly dependent and so we see that either
τ1 = 0 or µ1 = 0. (4.5.3)
We first consider the case τ1 = 0.
Lemma 4.5.4 If τ1 = 0, then we have Soc
k(x) = Sock(y) for all k ∈ {1, . . . ,m}.
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Proof. Suppose u ∈ Soc(x). Then u = αv1,1 + βv1,2, for some α, β ∈ GF (q). Then
[u, y] = α[v1,1, y] + β[v1,2, y] = βτ1v1,1 = 0,
so u ∈ Soc(y). The lemma now follows from Lemma 4.1.14. 
Next we consider the case τ1 6= 0. Then µ1 = 0.
Lemma 4.5.5 If τ1 6= 0 and µ1 = 0, then for all k ∈ {1, . . . ,m}, we have [V, x; k] =
[V, y; k].
Proof. Note
[vm,1, y] =
m−1∑
i=1
λivm−i,1 +
m−1∑
i=2
µivm−i,2 ∈ [V, x],
and
[vm−1,2, y] =
m−1∑
i=1
τivm−i,1 +
m−2∑
i=1
σivm−1−i,2 ∈ [V, x].
Therefore [V, y] ⊆ [V, x], and hence [V, y] = [V, x]. The result now follows from Lemma
4.1.11. 
Continuing the assumption τ1 6= 0, µ1 = 0, for 0 6 k 6 m − 2 we restrict the map
defined by the commutator of y to
ψk : [V, x; k]/[V, x; k + 1]→ [V, x; k + 1]/[V, x; k + 2].
So
(vm−k,1 + [V, x; k + 1])ψk = λ1vm−k−1,1 + µ2vm−k−2,2 + [V, x; k + 2],
(vm−k−1,2 + [V, x; k + 1])ψk = τ1vm−k−1,1 + σ1vm−k−2,2 + [V, x; k + 2].
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For each k, the map ψk is given by the matrix
A =
 λ1 µ2
τ1 σ1
 .
Lemma 4.5.6 The matrix A is in GL(2, q).
Proof. First note [v1,1, y] = 0 and
[τ1v2,1 − λ1v1,2, y] = τ1[v2,1, y]− λ1[v1,2, y] = τ1λ1v1,1 − λ1τ1v1,1 = 0.
Therefore 〈v1,1, τ1v2,1 − λ1v1,2〉 ⊆ Soc(y) and, as τ1 6= 0, we have dim 〈v1,1, τ1v2,1 − λ1v1,2〉 =
2. Now suppose A is not invertible, so we have λ1σ1 − τ1µ2 = 0. Let
u = τ1v3,1 − λ1v2,2 + τ2v2,1 − λ2v1,2.
Then
[u, y] = τ1[v3,1, y]− λ1[v2,2, y] + τ2[v2,1, y]− λ2[v1,2, y]
= τ1(λ1v2,1 + λ2v1,1 + µ2v1,2)− λ1(τ1v2,1 + τ2v1,1 + σ1v1,2) + τ2λ1v1,1 − λ2τ1v1,1
= (τ1µ2 − λ1σ1)v1,2
= 0.
Therefore u ∈ Soc(y). As τ1 6= 0, u 6∈ 〈v1,1, τ1v2,1 − λ1v1,2〉 and hence dim Soc(y) > 2, a
contradiction. 
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Let ε be the exponent of PGL(2, q), and write
Ak =
 ak bk
ck dk
 .
Lemma 4.5.7 Fix k ∈ {1, . . . ,m} and suppose ε divides k. Then Sock(y) = Sock(x).
Proof. First note [V, x;m − k] = [V, y;m − k], by Lemma 4.5.5, and so [V, x;m − k] ⊆
Sock(y). Now Bx ∩ Sock(x) \ [V, x;m − k] = {vk,2}, and [vk,2, y; k] = ckv1,1. By Lemma
4.5.6, A ∈ GL(2, q), and so as ε divides k, Ak is scalar and hence ck = 0. Therefore
vk,2 ∈ Sock(y) and hence Sock(x) ⊆ Sock(y). So we have Sock(y) = Sock(x) as required.
Theorem 4.5.8 Suppose m > ε. Then Socε(x) = Socε(y), for all y ∈ CG(x) ∩ clG(x).
Proof. By 4.5.3, either τ1 = 0 or τ1 6= 0 and µ1 = 0. If τ1 = 0, then Lemma 4.5.4 gives
the result, and if τ1 6= 0 and µ1 = 0, Lemma 4.5.7 does. 
We now consider what happens when m 6 ε.
Lemma 4.5.9 Fix k ∈ {1, . . . ,m− 1} and assume ε does not divide k. Then there exists
y ∈ CG(x) ∩ clG(x) such that [V, x; k] 6= [V, y; k].
Proof. By Lemma 4.1.2, we can find A ∈ GL(2, q) with non-zero entries in the top right
of both A and Ak. Write
A =
 a b
c d
 and Ai =
 ai bi
ci di
 ,
so b, bk 6= 0. We define an element y ∈ CG(x) by [vm,1, y] = avm−1,1 + bvm−1,2 and
[vm−1,2, y] = cvm−2,1+dvm−2,2. First note [vm,1, y; i] = aivm−i,1+bivm−i,2 and [vm−1,2, y; i] =
civm−i−1,1 + divm−i−1,2. So [vm,1, y;m] = [vm−1,2, y;m] = 0 and hence the largest Jordan
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block of y has size at most m. Now observe {v1,1, v1,2} ∈ Soc(y) so dim Soc(y) > 2.
Suppose u ∈ Soc(y), where u = ∑mi=1 αivi,1 +∑m−1i=1 βivi,2. Then
0 = [u, y]
=
m∑
i=1
αi[vi,1, y] +
m−1∑
i=1
βi[vi,2, y]
=
m∑
i=2
αi(avi−1,1 + bvi−1,2) +
m−1∑
i=2
βi(cvi−1,1 + dvi−1,2)
= αm(avm−1,1 + bvm−1,2) +
m−1∑
i=1
((αia+ βic)vi−1,1 + (αib+ βid)vi−1,2).
Then αmb = 0 and for 2 6 i 6 m− 1, αia+ βic = αib+ βid = 0. So as b 6= 0, αm = 0 and
0 = αia+ βic = αiab+ βibc = −βiad+ βibc = βi(−ad+ bc).
Then A invertible implies βi = 0 and hence αi = 0, for 2 6 i 6 m − 1. Therefore
u = α1v1,1 + β1v1,2 ∈ 〈v1,1, v1,2〉 so dim Soc(y) = 2. Thus y has two Jordan blocks so we
see y has type (m,m− 1) and hence is conjugate to x.
Now, [vm,1, y; k] = akvm−k,1 + bkvm−k,2 ∈ [V, y; k], but since bk 6= 0, [vm,1, y; k] 6∈
[V, x; k]. Therefore [V, x; k] 6= [V, y; k] as required. 
Lemma 4.5.10 Fix k ∈ {1, . . . ,m− 1} such that ε does not divide k. Then there exists
y ∈ CG(x) ∩ clG(x) such that Sock(x) 6= Sock(y).
Proof. By Lemma 4.1.2, there exists M ∈ GL(2, q) with non-zero entries in the top right
of both itself and its kth power. Let
A =
 a b
c d

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be the transpose of M and write
Ai =
 ai bi
ci di
 ,
for i ∈ Z>0. We use A to define an element y ∈ CG(x). Let [vm,1, y] = avm−1,1+bvm−2,2 and
[vm−1,2, y] = cvm−1,1 + dvm−2,2. Now, [vm,1, y; i] = aivm−i,1 + bivm−1−i,2 and [vm−1,2, y; i] =
civm−i,1 + divm−1−i,2, so [vm,1, y;m] = [vm−1,2, y;m] = 0. Therefore the largest Jordan
block of y has size at most m.
Note 〈v1,1, cv2,1 − av1,2〉 ⊆ Soc(y), so since c 6= 0, dim Soc(y) > 2. Now suppose
u ∈ Soc(y), where u = ∑mi=1 αivi,1 +∑m−1i=1 βivi,2. Then
0 = [u, y]
=
m∑
i=1
αi[vi,1, y] +
m−1∑
i=1
βi[vi,2, y]
= α2av1,1 + β1cv1,1 +
m∑
i=3
αi(avi−1,1 + bvi−2,2) +
m−1∑
i=2
βi(cvi,1 + dvi−1,2)
= (α2a+ β1c)v1,1 +
m∑
i=3
αi(avi−1,1 + bvi−2,2) +
m∑
i=3
βi−1(cvi−1,1 + dvi−2,2)
= (α2a+ β1c)v1,1 +
m∑
i=3
((αia+ βi−1c)vi−1,1 + (αib+ βi−1d)vi−2,2),
so α2a + β1c = 0 and for 3 6 i 6 m, αia + βi−1c = αib + βi−1d = 0. Now c 6= 0, so for
3 6 i 6 m,
0 = αib+ βi−1d = αibc+ βi−1cd = αibc− αiad = αi(bc− ad).
We have A invertible, so αi = 0 and hence βi−1 = 0. Then
u = α1v1,1 + α2v2,1 + β1v1,2 = α1v1,1 + α2c
−1(cv2,1 − av1,2),
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as α2a + β1c = 0. So u ∈ 〈v1,1, cv2,1 − av1,2〉 and hence Soc(y) = 〈v1,1, cv2,1 − av1,2〉.
Therefore y has two Jordan blocks, so is of type (m,m − 1) and hence is conjugate to
x. Further, [vk,2, y; k] = ckv1,1 and ck 6= 0, so vk,2 6∈ Sock(y). But vk,2 ∈ Sock(x), and so
Sock(x) 6= Sock(y) as required. 
Theorem 4.5.11 Suppose m 6 ε and set H = 〈CG(y) | y ∈ Γx〉. Then H is an irre-
ducible subgroup of G.
Proof. For any k ∈ {1, . . . ,m − 1} we can find yk ∈ CG(x) ∩ clG(x) such that [V, x; k] 6=
[V, yk; k] by Lemma 4.5.9 and zk ∈ CG(x)∩clG(x) such that Sock(x) 6= Sock(zk) by Lemma
4.5.10. Now CG(yk), CG(zk) ⊆ H, for each k ∈ {1, . . . ,m−1}, and so H does not stabilize
[V, x; k] or Sock(x) for any 1 6 k 6 m− 1. These are all of the CG(x)-invariant subspaces
of V by Corollary 4.5.2, and hence H is irreducible. 
We now have the main result of this section.
Theorem 4.5.12 Let x ∈ GL(n, q) be unipotent of type (m,m − 1) and let ε be the
exponent of PGL(2, q). The class graph of x is connected if and only if m 6 ε.
Proof. By Theorem 4.5.8, if there exists k ∈ {1, . . . ,m−1} such that ε divides k, we have
Sock(x) = Sock(y) for all y ∈ CG(x)∩clG(x). Therefore for any y ∈ Γx, Sock(x) = Sock(y),
as x is arbitrary. Then, since there exists z ∈ clG(x) with Sock(x) 6= Sock(z), the class
graph is disconnected.
Now suppose ε does not divide k for any k ∈ {1, . . . ,m−1}. ThenH = 〈CG(y) | y ∈ Γx〉
is irreducible by Theorem 4.5.11. So by Theorem 4.4.6, SL(n, q) ⊆ H. Let g ∈ clG(x)
be in Jordan normal form, so there exists h ∈ GL(n, q) such that x = h−1gh. For
any a ∈ GF (q)∗, r = diag(a, . . . , a, a−1, . . . , a−1) ∈ CG(g) by Lemma 4.1.21, and so
h−1rh ∈ CG(x). Note deth−1rh = det r = a, so for any element a ∈ GF (q)∗, H contains
an element with determinant a. Therefore H = GL(n, q), thus GL(n, q) stabilizes Γx and
so the class graph is connected. 
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4.6 Classes of Type (m,m)
Throughout this section let x ∈ GL(2m, q) be unipotent of type (m,m). We proceed just
as in the last section.
Lemma 4.6.1 There exists a regular unipotent element in CG(x).
Proof. Let
ym =

J(m)
0 . . . 0 0
Im−1
0
...
0
Im J(m)

,
where J(m) is a Jordan block of size m and Im is the m×m identity. We have ym ∈ CG(x)
by Lemma 4.1.21 and now show ym is unipotent by induction on m.
First note
y2 =

1 0 0 0
1 1 1 0
1 0 1 0
0 1 1 1

,
and so the characteristic polynomial of y2 is
fy2(t) = det

1− t 0 0 0
1 1− t 1 0
1 0 1− t 0
0 1 1 1− t

= (1− t)4.
61
Now consider fym , the characteristic polynomial of ym. Taking determinants along
row 1 and then row m+ 1 in ym − I2mt we have
fym(t) = (1− t)2 det(ym−1 − I2m−2t) = (1− t)2m+2,
by induction. Therefore ym is unipotent. Next we note the only 1-space of V fixed by ym
is 〈(1, 0, . . . , 0)〉. Therefore ym is regular unipotent as claimed. 
Lemma 4.6.2 The only CG(x)-invariant spaces of V are Soc
k(x) = [V, x;m − k] for
1 6 k 6 m− 1.
Proof. Let
K =


a b
0
. . . 0
. . .
0 0 a 0 0 b
c d
0
. . . 0
. . .
0 0 c 0 0 d

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a, b, c, d ∈ GF (q), ad− bc 6= 0

.
By Lemma 4.1.21 K 6 CG(x) and it is easy to see K acts on [V, x; i − 1]/[V, x; i] as
GL(2, q), for 1 6 i 6 m. Therefore [V, x; i− 1]/[V, x; i] has no non-trivial CG(x)-invariant
subspaces for 1 6 i 6 m.
Suppose the lemma is false. Let U be a minimal dimensional CG(x)-invariant subspace
of V such that U is not a commutator of x. Consider [U, x]. This is a CG(x)-invariant
subspace of V , as U is, and we have dim[U, x] < dimU as x is unipotent. So by minimality
of U , [U, x] = [V, x; j] for some j. Now [U, x] = [V, x; j] implies U ⊆ [V, x; j − 1] and
since U is not a commutator, this containment is proper. Therefore [V, x; j] ⊂ U ⊂
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[V, x; j − 1] and hence U/[V, x; j] is a non-trivial CG(x)-invariant subspace of the 2-space
[V, x; j − 1]/[V, x; j], a contradiction. 
If m = 1, x is the identity so the class graph is trivially connected. Suppose m = 2 so
x is unipotent of type (2, 2). Let
Bx = {v2,1, v1,1, v2,2, v1,2 | [v2,1, x] = v1,1, [v2,2, x] = v1,2}
be a cyclic basis for x, so with respect to Bx, x is written in Jordan normal form. Let
y =

1 0 0 0
0 1 0 0
1 0 1 0
0 1 0 1

,
and note y ∈ CG(x) ∩ clG(x). We have Soc(x) = 〈v1,1, v1,2〉 and Soc(y) = 〈v1,1, v2,1〉 so
Soc(x) 6= Soc(y). Therefore H = 〈CG(z) | z ∈ Γx〉 > 〈CG(x), CG(y)〉 acts irreducibly on
V by Lemma 4.6.2 and hence by Theorem 4.4.6, SL(4, q) ⊆ H ⊆ StabG(Γx).
Now let ra = diag(a, 1, 1, 1) for a ∈ GF (q)∗, and note
r−1a xra =

1 0 0 0
a 1 0 0
0 0 1 0
0 0 1 1

∈ CG(x) ∩ clG(x),
and det r = a. So for any a ∈ GF (q)∗, ra stabilizes Γx and so there are elements in
StabG(Γx) with determinant a. Therefore GL(4, q) stabilizes Γx and the class graph is
connected.
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From now on assume m > 3. Let y ∈ CG(x)∩ clG(x). We know [V, x] is y-invariant by
Lemma 4.1.10 and so we can consider the action of y on V/[V, x]. First suppose y acts as
the identity on V/[V, x]. Then for any v ∈ V we have v+[V, x] = (v+[V, x])y = vy+[V, x]
giving [v, y] ∈ [V, x]. Therefore [V, y] ⊆ [V, x] and hence, as dim[V, y] = dim[V, x], we have
[V, y] = [V, x]. It follows from Lemma 4.1.11 that [V, x; k] = [V, y; k] for any k ∈ Z>0.
Now suppose y does not act as the identity on V/[V, x]. Then, since dimV/[V, x] = 2,
we can choose linearly independent vectors vm,1, vm,2 in V \ [V, x] such that y acts on
V/[V, x] as  1 1
0 1
 ,
with respect to the basis {vm,1 + [V, x], vm,2 + [V, x]}. By Lemma 4.1.17, {vm,1, vm,2}
generates a cyclic basis Bx of V with respect to x. As usual we think of this basis as an
array
vm,1 vm,2
vm−1,1 vm−1,2
...
...
v1,1 v1,2,
where commutating any basis element with x moves it down one row.
Note dimV/[V, y] = 2 and, since x and y commute, [V, y] is x-invariant. There-
fore [V, x; 2] ⊆ [V, y] as x is unipotent. From the dimensions of the spaces we see
dim[V, y]/[V, x; 2] = 2, and so
[vm,1, y] + [V, x; 2],
[vm,2, y] + [V, x; 2]
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and
[vm−1,1, y] + [V, x; 2]
are linearly dependent. Now
[vm,1, y] + [V, x; 2] = vm,2 + avm−1,1 + bvm−1,2 + [V, x; 2],
[vm,2, y] + [V, x; 2] = evm−1,1 + dvm−1,2 + [V, x; 2]
and
[vm−1,1, y] + [V, x; 2] = vm−1,2 + [V, x; 2],
for some a, b, d, e ∈ Z. It follows that e = 0.
Let Vm = V , V0 = 〈v1,2〉 and for 1 6 k 6 m − 1 let Vk = 〈vi,1, vi+1,2, v1,2 | 1 6 i 6 k〉.
Then [vm,1, y] ∈ avm−1,1 + vm,2 + Vm−2 and [vm,2, y] ∈ cvm−2,1 + dvm−1,2 + Vm−3, with
a, c, d ∈ GF (q), and we see [Vk, y] ⊆ Vk−1 for all k ∈ {1, . . . ,m}.
For 1 < k < m we restrict the map defined by the commutator of y to
φk : Vk/Vk−1 → Vk−1/Vk−2,
where
(vk,1 + Vk−1)φk = avk−1,1 + vk,2 + Vk−2
and
(vk+1,2 + Vk−1)φk = cvk−1,1 + dvk,2 + Vk−2.
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Then for each k the map φk is given by the matrix
A =
 a 1
c d
 .
Write
Ak =
 ak bk
ck dk
 ,
for k ∈ Z, where ak, bk.ck, dk ∈ GF (q), and note [vm,1, y; k] ∈ akvm−k,1 + bkvm−k+1,2 +
Vm−k−1 and [vm,2, y; k] ∈ ckvm−k−1,1 + dkvm−k+1,2 + Vm−k−2.
Lemma 4.6.3 The matrix A is invertible and bm = 0.
Proof. First note 〈v2,2 − dv1,1, v1,2〉 ⊆ Soc(y). Suppose A is not invertible, so ad− c = 0.
As v2,1, v3,2 ∈ V2, we have [v2,1, y] = av1,1 + v2,2 + ev1,2 and [v3,2, y] = cv1,1 + dv2,2 + fv1,2,
for some e, f ∈ GF (q). Let u = v3,2 − dv2,1 + ev2,2 − fv1,1. Then
[u, y] = [v3,2, y]− d[v2,1, y] + e[v2,2, y]− f [v1,1, y]
= cv1,1 + dv2,2 + fv1,2 − d(av1,1 + v2,2 + ev1,2) + dev1,2 − fv1,2
= (c− ad)v1,1
= 0.
So u ∈ Soc(y), and hence dim Soc(y) > 3, a contradiction. Therefore A is invertible.
Clearly [vi,1, y;m] = 0 for 1 6 i 6 m − 1, and [vi,2, y;m] = 0 for 1 6 i 6 m, however
[vm,1, y;m] = bmv1,2. Therefore bm = 0. 
Let ε be the exponent of PGL(2, q) and Γx be the connected component of the com-
muting graph containing x.
Lemma 4.6.4 Let (m, ε) = k. Then [V, x; k] = [V, y; k] for all y ∈ CG(x) ∩ clG(x).
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Proof. Let y ∈ CG(x)∩clG(x). We have already shown if y acts as the identity on V/[V, x]
then [V, x; i] = [V, y; i] for all i ∈ Z > 0. Now suppose y acts as a regular unipotent element
on V/[V, x] and let A be the matrix described above. We have A invertible and bm = 0,
by Lemma 4.6.3. Let α be the projective order of A, l = (m,α) and apply Lemma 4.1.3
to see bl = 0. Since l divides k, A
k is a power of a lower triangular matrix and so bk = 0.
We have [vi,1, y; k] ∈ [V, x; k] for 1 6 i 6 m−1, and [vi,2, y; k] ∈ [V, x; k] for 1 6 i 6 m,
and [vm,1, y; k] ∈ bkvm−k+1,2 + [V, x; k] = [V, x; k] as bk = 0. So [V, y; k] ⊆ [V, x; k] and
hence [V, x; k] = [V, y; k]. 
Theorem 4.6.5 Let x ∈ GL(2m, q) have type (m,m) and suppose (m, ε) < m. Then the
commuting graph of x is disconnected.
Proof. Suppose y ∈ Γx. Then there is a sequence y1, . . . , yr of conjugates of x such that
y1 ∈ CG(x), yi ∈ CG(yi−1) for 1 < i 6 r and y ∈ CG(yr). We now apply Lemma 4.6.4 to
each of the pairs (x, y1), (y1, y2), . . . , (yr, y), to see
[V, x; k] = [V, y1; k] = . . . = [V, yr; k] = [V, y; k].
Therefore [V, x; k] = [V, y; k] for all y ∈ Γx. Since there are conjugates of x with different
k-th commutators, the graph is disconnected. 
We now consider what happens when (m, ε) = m. Suppose A ∈ GL(2, q) with top
right entry non-zero, and Am ∈ Z(GL(2, q). Write
A =
 a b
c d
 ,
and for 1 < i 6 m,
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Ai =
 ai bi
ci di
 .
Note b 6= 0, bm = cm = 0 and am = dm. We use A to define y ∈ CG(x) ∩ clG(x).
By Lemma 4.1.16, we only need to specify the action of y on {vm,1, vm,2}, a cyclic basis
generating set for Bx. So let [vm,1, y] = avm−1,1 + bvm,2 and [vm,2, y] = cvm−2,1 + dvm−1,2.
We have y ∈ CG(x) by construction, but we need to check it is conjugate to x.
First note [vm,1, y; i] = aivm−i,1 + bivm−i+1,2 and [vm,2, y; i] = civm−i−1,1 + divm−i,2, for
1 6 i 6 m so [vm,1, y;m] = bmv1,2 = 0 as bm = 0, and [vm,2, y;m] = 0. Therefore the
largest Jordan block of y has size at most m. We have 〈v1,2, bv2,2 − dv1,1〉 ⊆ Soc(y), so
dim Soc(y) > 2. Now suppose u ∈ Soc(y), where u = ∑mi=1(αivi,1 + βivi,2). Then
0 = [u, y]
=
m∑
i=1
(αi[vi,1, y] + βi[vi,2, y])
= α1bv1,2 + β2dv1,2 +
m∑
i=2
αi(avi−1,1 + bvi,2) +
m−1∑
i=2
βi+1(cvi−1,1 + dvi,2)
= (α1b+ β2d)v1,2 + αm(avm−1,1 + bvm,2) +
m−1∑
i=2
((αia+ βi+1c)vi−1,1 + (αib+ βi+1d)vi,2),
so α1b+ β2d = 0, αma = αmb = 0, and for 2 6 i 6 m− 1, αia+ βi+1c = αib+ βi+1d = 0.
Then as b 6= 0, αm = 0 and
0 = αia+ βi+1c = αiab+ βi+1bc = −βi+1ad+ βi+1bc = βi+1(−ad+ bc).
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So since A is invertible, βi+1 = 0 and hence αi = 0. Then
u = α1v1,1 + β1v1,2 + β2v2,2 = β1v1,2 + β2b
−1(bv2,2 − dv1,1) ∈ 〈v1,2, bv2,2 − dv1,1〉 .
Therefore Soc(y) = 〈v1,2, bv2,2 − dv1,1〉 and so dim Soc(y) = 2. Thus y has two Jordan
blocks so is of type (m,m) and hence is conjugate to x.
Lemma 4.6.6 Fix 1 6 k 6 m− 1. There exists an element y ∈ CG(x)∩ clG(x) such that
[V, y; k] 6= [V, x; k].
Proof. Since m divides the exponent of PGL(2, q), there exists M ∈ GL(2, q) such that
Mm ∈ Z(GL(2, q)) but Mk 6∈ Z(GL(2, q)). Then by Lemma 4.1.2, there is a conjugate A
of M with non-zero entries in the top right corner of both itself and its k-th power. We use
A to define y as above. We have shown y ∈ CG(x)∩ clG(x). Now [vm,1, y; k] = akvm−k,1 +
bkvm−k+1,2 with bk 6= 0. Therefore [vm,1, y; k] 6∈ [V, x; k] and hence [V, y; k] 6⊆ [V, x; k]. 
Theorem 4.6.7 Let x ∈ GL(n, q) be unipotent of type (m,m) and suppose (m, ε) = m.
Let H = 〈CG(y) | y ∈ Γx〉. Then H is an irreducible subgroup of GL(n, q). Furthermore,
SL(n, q) ⊆ H.
Proof. For any k ∈ {1, . . . ,m− 1}, we can find yk ∈ CG(x) ∩ clG(x) such that [V, x; k] 6=
[V, yk; k] by Lemma 4.6.6. Each yk ∈ H and so H cannot stabilize [V, x; k] for any
k ∈ {1, . . . ,m − 1}. Therefore, since these are all of the CG(x)-invariant subspaces by
Lemma 4.6.2, we have H irreducible. We now apply Theorem 4.4.6 to see SL(n, q) ⊆ H.
Recall a class graph Γ is S-connected if SL(n, q) ⊆ StabG(Γx) for all x ∈ V (Γ ).
Theorem 4.6.8 Let x ∈ GL(n, q) be unipotent of type (m,m). The class graph of x is
S-connected if and only if (m, ε) = m. In particular, if Γ is connected, then m 6 ε.
Proof. This follows directly from Theorems 4.6.5 and 4.6.7 and the definition of S-connected.
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We now consider how many components there are in a graph which is S-connected and
hence determine when the class graph is connected. Recall the number of components in
Γ is given by |G : StabG(Γx)| for any x ∈ V (Γ ). If Γ is S-connected, SL(n, q) ⊆ StabG(Γx)
and so to work out |G : StabG(Γx)| we need to determine what values the determinants
of elements in StabG(Γx) take.
Let g ∈ StabG(Γx). Then xg ∈ Γx and so there exist y1, . . . , yr ∈ Γx with y1 = x,
yr = x
g, such that yi+1 ∈ CG(yi) for 1 6 i < r. For each pair (yi, yi+1), 1 6 i < r, we can
work out a change of basis matrix Bi from Byi to Byi+1 , where Bz is a cyclic basis for z.
Then xg = xB1...Br1 and therefore, by Lemma 2.0.4, g = kB1 . . . Br−1 for some k ∈ CG(x).
Then det g = det k detB1 . . . detBr−1.
Let x ∈ GL(n, q) be unipotent of type (m,m) and let vm,1, vm,2 generate a cyclic basis
Bx for x. First suppose y ∈ CG(x) ∩ clG(x) acts as the identity on V/[V, x]. Then the
action of y is completely given by
[vm,1, y] =
m−1∑
i=1
(λivm−i,1 + µivm−i,2),
and
[vm,2, y] =
m−1∑
i=1
(τivm−i,1 + σivm−i,2),
where
M =
 λ1 µ1
τ1 σ1
 ,
is invertible.
The matrix of y with respect to the basis Bx is
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
1 0 . . . . . . 0 0 . . . . . . . . . 0
λ1 1
. . .
... µ1
. . .
...
...
. . . . . . . . .
...
...
. . . . . .
...
...
. . . . . . 0
...
. . . . . .
...
λm−1 . . . . . . λ1 1 µm−1 . . . . . . µ1 0
0 . . . . . . . . . 0 1 0 . . . . . . 0
τ1
. . .
... σ1 1
. . .
...
...
. . . . . .
...
...
. . . . . . . . .
...
...
. . . . . .
...
...
. . . . . . 0
τm−1 . . . . . . τ1 0 σm−1 . . . . . . σ1 1

.
Now let um,1 = vm,1, um,2 = vm,2 and use these to generate a cyclic basis By for y. For
convenience we let λ1 = a, µ1 = b, τ1 = c and σ1 = d. So
M =
 a b
c d
 ,
and write
M i =
 ai bi
ci di
 ,
for i ∈ Z>0.
The change of basis matrix from Bx to By is given by
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B =

am−1 0 . . . . . . 0 bm−1 . . . . . . . . . 0
∗ . . . . . . ... ∗ . . . ...
...
. . . a2
. . .
...
...
. . . b2
...
...
. . . a 0
...
. . . b
...
∗ . . . . . . ∗ 1 ∗ . . . . . . ∗ 0
cm−1 . . . . . . . . . 0 dm−1 0 . . . . . . 0
∗ . . . ... ∗ . . . . . . ...
...
. . . c2
...
...
. . . d2
. . .
...
...
. . . c
...
...
. . . d 0
∗ . . . . . . ∗ 0 ∗ . . . . . . ∗ 1

.
Using Lemma 4.1.6 we see
detB = (a1d1 − b1c1)(a2d2 − b2c2) . . . (am−1dm−1 − bm−1cm−1)
= detM detM2 . . . detMm−1
= (detM)
m(m−1)
2 .
We have shown the following.
Lemma 4.6.9 Suppose y ∈ CG(x)∩clG(x) acts as the identity on V/[V, x]. Then detBy =
α
m(m−1)
2 , for some α ∈ GF (q)∗.
We also have the following converse.
Lemma 4.6.10 Given α ∈ GF (q)∗, there exists y ∈ CG(x) ∩ clG(x) such that detBy =
α
m(m−1)
2 .
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Proof. Let M ∈ GL(2, q) be such that detM = α. We use M to determine an element
y ∈ CG(x) as follows. Write
M =
 a b
c d
 ,
and let [vm,1, y] = avm−1,1 + bvm−1,2, [vm,2, y] = cvm−1,1 + dvm−1,2. It is clear [vm,1, y;m] =
[vm,2, y;m] = 0 and Soc(y) = 〈v1,1, v1,2〉, and therefore y is conjugate to x. Now by Lemma
4.6.9, detBy = (detM)
m(m−1)
2 = α
m(m−1)
2 . 
Now suppose y ∈ CG(x) ∩ clG(x) acts as a regular unipotent element on V/[V, x]. As
earlier in this section we choose linearly independent vectors vm,1, vm,2 ∈ V \ [V, x] such
that y acts on V/[V, x] as  1 1
0 1
 ,
with respect to the basis {vm,1 + [V, x], vm,2 + [V, x]}. Let Bx be the cyclic basis for x
generated by vm,1, vm,2. Then we know the action of y on V is completely determined by
[vm,1, y] = avm−1,1 + vm,2 +
m−1∑
i=2
(λivm−i,1 + µivm−i+1,2) + µmv1,2,
and
[vm,2, y] = cvm−2,1 + dvm−1,2 +
m−1∑
i=3
(τivm−i,1 + σivm−i+1,2) + σmv1,2,
where
A =
 a 1
c d
 ,
is invertible with the top right entry in its m-th power zero, and λi, µi, τi, σi ∈ GF (q) for
2 6 i 6 m.
The matrix of y with respect to the basis Bx is
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
1 0 . . . . . . 0 1 . . . . . . . . . 0
a 1
. . .
... µ2
. . .
...
λ2
. . . . . . . . .
...
...
. . . . . .
...
...
. . . . . . . . . 0
...
. . . . . .
...
λm−1 . . . λ2 a 1 µm . . . . . . µ2 1
0 . . . . . . . . . 0 1 0 . . . . . . 0
0
. . .
... d 1
. . .
...
c
. . . . . .
... σ3
. . . . . . . . .
...
...
. . . . . .
...
...
. . . . . . . . . 0
τm−1 . . . c 0 0 σm . . . σ3 d 1

.
Now let um,1 = vm,1, um,2 = vm−1,2 and use these to generate a cyclic basis By for y.
Again write
Ai =
 ai bi
ci di
 ,
for i ∈ Z>0.
The change of basis matrix from Bx to By is given by
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B =

am−1 0 . . . . . . 0 ∗ bm−1 . . . . . . 0
∗ . . . . . . ... ... . . . . . . ...
...
. . . a2
. . .
...
...
. . . b2
...
∗ . . . ∗ a 0 ∗ . . . . . . ∗ b
0 . . . . . . 0 1 0 . . . . . . 0 0
0 . . . . . . . . . 0 bm−1 0 . . . . . . 0
am−2
. . .
... ∗ . . . . . . ...
∗ . . . . . . ... ... . . . b2 . . . ...
∗ ∗ a . . . ... ∗ . . . ∗ 1 0
0 . . . 0 1 0 0 . . . . . . . . . 0

.
So using Lemma 4.1.6 we see
detB = −bm−1 det

am−1 bm−1
∗ . . . ∗ . . .
∗ ∗ a2 ∗ ∗ b2
am−2 bm−2
∗ . . . ∗ . . .
∗ ∗ a ∗ ∗ 1

= −bm−1(a2 − ab2)(a3b2 − a2b3) . . . (am−1bm−2 − am−2bm−1).
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Now we note
Ai = Ai−1A
=
 ai−1 bi−1
ci−1 di−1

 a 1
c d

=
 aai−1 + cbi−1 bai−1 + dbi−1
aci−1 + cdi−1 bci−1 + ddi−1
 .
So ai = aai−1 + cbi−1 and bi = bai−1 + dbi−1. Then for i > 2,
aibi−1 − ai−1bi = (aai−1 + cbi−1)(bai−2 + dbi−2)− (aai−2 + cbi−2)(bai−1 + dbi−1)
= (ad− c)(ai−1bi−2 − ai−2bi−1).
Also a2 − ab2 = (a2 + c)− a(a+ d) = −(ad− c). So aibi−1 − ai−1bi = −(ad− c)i−1 and
detB = (−1)m−1bm−1(ad− c)
(m−1)(m−2)
2 = (−1)m−1bm−1(detA)
(m−1)(m−2)
2 .
Now AAm−1 = Am = amI by Lemma 4.1.4. So
Am−1 = amA−1 =
am
detA
 d −1
−c a
 ,
and hence bm−1 = −am/ detA. Thus
detB = (−1)mam(detA)
m(m−3)
2 .
Also note a2m = det(A
m) = (detA)m.
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Suppose m is odd. Then m− 3 is even and so
detB = (−1)mam((detA)m)m−32
= (−1)mam(a2m)
m−3
2
= (−1)mam−2m
=
(−1)mamm
a2m
=
( −am
detA
)m
.
Now suppose m is even. Then am = ±(detA)m2 . So
detB = ±(−1)m(detA)m(m−2)2
= ±((detA)m−22 )m.
We have shown the following
Lemma 4.6.11 Suppose y ∈ CG(x) ∩ clG(x) acts as a regular unipotent element on
V/[V, x]. If m is odd, detBy = α
m for some α ∈ GF (q)∗, and if m is even, detBy =
±αm(m−2)2 for some α ∈ GF (q)∗.
We consider the cases for m even and m odd separately.
Lemma 4.6.12 Suppose m is odd and divides ε. The number of components in the class
graph is (m, q − 1).
Proof. Suppose g ∈ CG(x). Then det g is an mth power by Lemma 4.1.24 and further it is
clear for any α ∈ GF (q)∗, there exists g ∈ CG(x) such that det g = αm. Also by Lemmas
4.6.9 and 4.6.11 we see for any y, z ∈ V (Γx) such that [y, z] = 1, a change of basis matrix
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from By to Bz has determinant an mth power in GF (q)∗. Therefore the determinant map
det : StabG(Γx)→ GF (q)∗, g → det g,
has image set {αm | α ∈ GF (q)∗}, and hence |G : StabG(Γx)| = (m, q − 1). 
Lemma 4.6.13 Suppose m is even and divides ε. The number of components in the class
graph is at most (m
2
, q − 1).
Proof. If g ∈ CG(x) then det g is an mth power by Lemma 4.1.24 and for any α ∈ GF (q)∗,
there exists g ∈ CG(x) such that det g = αm. By Lemmas 4.6.9 and 4.6.10, if y acts
as the identity on V/[V, x] we have detBy = α
m(m−1)
2 and if α ∈ GF (q)∗ there exists
y ∈ CG(x) ∩ clG(x) such that detBy = αm(m−1)2 .
Therefore by Lemma 4.1.7 the determinant map
det : StabG(Γx)→ GF (q)∗, g → det g,
is onto {αm2 | α ∈ GF (q)∗}. Thus |G : StabG(Γx)| 6 (m2 , q − 1). 
Example 4.6.14 First note the exponent of PGL(2, 5) is 60 and the exponent of PGL(2, 7)
is 168.
(1) Let x ∈ GL(6, 5) be of type (3, 3). Then (m, ε) = (3, 120) = 3 so the class graph is
S-connected. Further (m, q − 1) = (3, 4) = 1 and so the class graph is connected.
(2) Let x ∈ GL(6, 7) be of type (3, 3). Then (m, ε) = (3, 168) = 3 so the class graph is
S-connected. However, (m, q−1) = (3, 6) = 3 and so the graph has three components.
(3) Let x ∈ GL(12, 5) be of type (6, 6). Then (m, ε) = (6, 120) = 6 so the class graph is
S-connected. Now note (m, q − 1) = (6, 4) = 2, but (m/2, q − 1) = (3, 4) = 1, so in
this case the graph is connected.
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(4) Let x ∈ GL(12, 7) be of type (6, 6). Then (m, ε) = (6, 168) = 6 so the class graph
is S-connected. Now, (m/2, q − 1) = (3, 6) = 3. So the graph has at most three
components.
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Chapter 5
Conjugacy Classes and Character
Degrees
The aim of the second half of this thesis is to prove the following theorem.
Theorem 5.0.1 In a finite simple group the degree of any irreducible character divides
the size of some conjugacy class of the group.
This problem is considered in [26] where the authors say they have verified this for all
groups in the Atlas, [12]. It would be nice if Theorem 5.0.1 could be extended to all finite
groups, however the extraspecial groups provide a counterexample. If we have E = p1+2n
then the set of character degrees of E is {1, pn} and the set of conjugacy class degrees is
{1, p}.
A character of a finite group G is imprimitive if it is induced from a proper subgroup
of G, otherwise it is primitive. In the extraspecial group E = p1+2n, those characters of
degree pn are imprimitive. This leads to the following conjecture in [26].
Conjecture 5.0.2 Let G be a finite group and let χ be a primitive irreducible character
of G. Then there exists g ∈ G such that χ(1) divides |clG(g)|.
In [26] this is considered for solvable groups and the following is proved.
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Lemma 5.0.3 Let G be a finite solvable group and let χ be a primitive irreducible char-
acter of G. Then there exists g ∈ G such that (χ(1))p divides |clG(g)|3 for any prime
divisor p of |G|, where (χ(1))p is the p-part of χ(1).
This has been improved in [20] to the following.
Lemma 5.0.4 Let G be a finite solvable group, let χ be a primitive irreducible character
of G and p a prime divisor of |G|. Then the number of g ∈ G such that (χ(1))p divides
|clG(g)|3 is at least 2|G|1+logp |G|p . Also if χ(1)p > 1 there exists a p
′-element g ∈ G such that
p3χ(1)p divides |clG(g)|3.
Similar problems have been also been considered. In [15] Dolfi showed if G is a solvable
group and distinct primes p and q divide the degree of an irreducible character then they
also divide the size of a conjugacy class of G. In [11] it was shown that the same result
holds without the condition that G is solvable.
In Chapter 6 we prove the result for both the symmetric groups and the alternating
groups and also for their double covers. Chapter 7 considers some combinatorial results
which will be used in Chapter 9. In Chapter 8 we introduce algebraic groups and go on
to discuss the finite groups of Lie type. Towards the end we concentrate on the conjugacy
classes of two particular types of element - regular unipotent and regular semisimple.
Finally in Chapter 9 we briefly discuss characters in the finite groups of Lie type and
go on to prove the result for groups of adjoint type. We then prove the theorem for the
simple groups of Lie type. Note the result for the sporadic groups has been checked from
the Atlas [12]. Our main theorem then follows from the classification of finite simple
groups.
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Chapter 6
The Symmetric Group
6.1 Conjugacy Classes
The symmetric group Sn is the set of permutations of the set Ω = {1, 2, . . . , n}. We start
with some basic properties of elements in Sn.
Any element of Sn can be written as a product of disjoint cycles, uniquely up to the
order of the cycles.
Definition 6.1.1 Let pi = (x1, x2, . . . , xr1)(y1, y2, . . . , yr2) . . . (z1, z2, . . . , zrk), be an
element of Sn written as a product of disjoint cycles. The cycle shape of pi is (r1, r2, . . . , rk).
Lemma 6.1.2 Suppose pi = (x1, x2, . . . , xr) ∈ Sn and τ is any element of Sn. Then
τ−1piτ = (x1τ, x2τ, . . . , xrτ).
Proof. For i < r, (xiτ)τ
−1piτ = xipiτ = xi+1τ . For i = r, (xrτ)τ−1piτ = xrpiτ = x1τ . 
Lemma 6.1.3 Conjugate elements of Sn have the same cycle shape.
Proof. Let pi = (x1, x2, . . . , xr1)(y1, y2, . . . , yr2) . . . (z1, z2, . . . , zrk) ∈ Sn and let τ ∈ Sn.
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Then
τ−1piτ = τ−1(x1, x2, . . . , xr1)(y1, y2, . . . , yr2) . . . (z1, z2, . . . , zrk)τ
= τ−1(x1, x2, . . . , xr1)ττ
−1(y1, y2, . . . , yr2)τ . . . τ
−1(z1, z2, . . . , zrk)τ
= (x1τ, x2τ, . . . , xr1τ)(y1τ, y2τ, . . . , yr2τ) . . . (z1τ, z2τ, . . . , zrkτ)
by Lemma 6.1.2. 
Lemma 6.1.4 Let pi, σ ∈ Sn. Then pi and σ are conjugate in Sn if and only if they have
the same cycle shape.
Proof. Suppose pi and σ have the same cycle shape. Let
pi = (x1, x2, . . . , xr1)(y1, y2, . . . , yr2) . . . (z1, z2, . . . , zrk) and
σ = (a1, a2, . . . , ar1)(b1, b2, . . . , br2) . . . (c1, c2, . . . , crk), and let
τ =
 x1 x2 . . . xr1 y1 y2 . . . yr2 . . . z1 z2 . . . zrk
a1 a2 . . . ar1 b1 b2 . . . br2 . . . c1 c2 . . . crk
 .
Then σ = τ−1piτ . The converse is Lemma 6.1.3. 
Definition 6.1.5 A partition of n is a set of positive integers λ = (λ1, λ2, . . . , λk) such
that
∑k
i=1 λi = n. Write λ ` n to show λ is a partition of n. We will assume λi > λi+1
for all 1 6 i 6 k, unless otherwise stated. We say λ = (λ1, λ2, . . . , λk) ` n is a strict
partition if λi > λi+1 for all 1 6 i 6 k.
From Lemma 6.1.4 we see that each conjugacy class of Sn corresponds uniquely to a
partition of n.
Lemma 6.1.6 The size of the conjugacy class in Sn corresponding to the partition λ ` n
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is
|clSn(λ)| =
n!
1m1m1!2m2m2! . . . nmnmn!
,
where mi is the number of cycles in λ of length i.
Proof. See [36, p.3]. 
6.2 Representations and Character Degrees
In this section we follow the development in [36].
Definition 6.2.1 Let λ = (λ1, λ2, . . . , λk) be a partition of n. A Young diagram for λ
consists of n nodes placed in k left-justified rows with |λi| nodes in row i. Label the nodes
(i, j) where i is the row number and j is the column number. We also use λ for the name
of the diagram.
Example 6.2.2 For λ = (6, 4, 3, 1) the Young diagram for λ is
• • • • • •
• • • •
• • •
•
Definition 6.2.3 Let λ = (λ1, λ2, . . . , λk) be a partition of n. A Young tableau for λ is
a Young diagram for λ with the nodes replaced by the integers 1, . . . , n in some order.
Let tλ denote a Young tableau for λ, and label the entries t(i, j) for 1 6 i 6 |λi|,
1 6 j 6 k.
Definition 6.2.4 Two Young tableaux for λ are equivalent if they contain the same num-
bers in each row. A Young tabloid for λ is an equivalence class for this equivalence
relation. We write {tλ}.
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For a Young tableau t, let
Rt = {pi ∈ Sn | pi stabilizes each row in t}
and
Ct = {pi ∈ Sn | pi stabilizes each column in t}.
Define R+t =
∑
pi∈Rt pi and C
−
t =
∑
pi∈Ct(sgnpi)pi, and note R
+
t and C
−
t are in the group
ring of Sn.
Definition 6.2.5 Let t be a Young tableau. The polytabloid of t is et = C
−
t R
+
t t = C
−
t {t}.
Definition 6.2.6 The Specht module corresponding to the partition λ is the module gen-
erated by the polytabloids et, where t runs over the tableaux for λ.
It can be shown that the Specht modules form a complete set of irreducible modules
for Sn, see [36, Th. 2.4.6, p.66]. Therefore we have a 1-1 correspondence between the
partitions of n and the irreducible modules, and hence characters, of Sn.
We now state a useful result which enables the character degree corresponding to the
partition λ to be calculated from the Young diagram for λ.
Definition 6.2.7 The hook length of a node in the Young diagram is the sum of the
number of nodes directly to the right of the node and the number of nodes directly beneath
the node, plus 1 for the node itself. Let h(i, j) be the hook number of the node (i, j).
Definition 6.2.8 The hook length diagram, H(λ), for a partition λ consists of the Young
diagram for λ with each node replaced by the hook length at that node.
Example 6.2.9 The hook length diagram for λ = (6, 4, 3, 1) is
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9 7 6 4 2 1
6 4 3 1
4 2 1
1
Theorem 6.2.10 The degree of the character χ, corresponding to the partition λ is given
by
χ(1) =
n!∏
(i,j)∈λ
h(i, j)
.
Proof. See [36, Th. 3.10.2, p.124]. 
Example 6.2.11 Let λ = (6, 4, 3, 1) ` 14. The degree of the character corresponding to
λ is
χ(1) =
14!
9× 7× 6× 4× 2× 1× 6× 4× 3× 1× 4× 2× 1× 1 = 50050.
Our result for the symmetric group is as follows.
Theorem 6.2.12 The degree of an irreducible character of Sn divides the size of some
conjugacy class of Sn.
Proof. Let λ be a partition of n corresponding to the irreducible character χ of Sn. The
set of hook lengths on the diagonal of H(λ) is {h(1, 1), h(2, 2), . . . , h(r, r)}. Each node
in H(λ) is counted by exactly one hook in the above set and therefore
∑r
i=1 h(i, i) = n.
Also h(i, i) > h(i + 1, i + 1) for 1 6 i 6 r. So µ = (h(1, 1), h(2, 2), . . . , h(r, r)) is a strict
partition of n with
|clSn(µ)| =
n!
r∏
i=1
h(i, i)
,
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from Lemma 6.1.6. By Theorem 6.2.10,
χ(1) =
n!∏
(i,j)∈λ
h(i, j)
=
n!
r∏
i=1
h(i, i)
∏
(i,j)∈λ,i 6=j
h(i, j)
,
which clearly divides |clSn(µ)|. So χ(1) divides the size of the conjugacy class correspond-
ing to the partition µ. 
We finish this section by considering a related question. Given a non-trivial conjugacy
class K in Sn can we find a non-linear irreducible character whose degree divides |K|? It
turns out that we cannot, as the following example shows.
Example 6.2.13 Let G = S19. Let K1 = clG((12)) and K2 = clG((123)). Then |K1| =
171 and |K2| = 1938 and there do not exist any non-linear irreducible characters of G
whose degrees divide the order of these classes.
6.3 The Alternating Group
Any element in Sn can be written as a product of transpositions. This product is not
unique, but either always contains an even number of transpositions, or always contains
an odd number of transpositions. We say an element of Sn is even if it can be written as
a product of an even number of transpositions. The alternating group An consists of all
the even permutations in Sn. The conjugacy classes and irreducible character degrees in
An can be calculated from those in Sn.
Lemma 6.3.1 Let pi ∈ An. The conjugacy class of pi in Sn splits into two conjugacy
classes of equal size in An if and only if pi does not commute with an odd element of Sn.
Otherwise it remains the same.
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Proof. First suppose pi commutes with an odd element of Sn, say τ . Let σ be any conjugate
of pi in Sn. Then for some δ ∈ Sn we have σ = δ−1piδ = (τδ)−1piτδ. Now, since τ is an
odd element, one of δ and τδ must be even and so σ ∈ clAn(pi).
Now suppose pi does not commute with any odd elements of Sn. Then CAn(pi) = CSn(pi)
and so |clAn(pi)| = |An||CAn (pi)| =
|Sn|
2|CSn (pi)| =
1
2
|clSn(pi)|. Let γ ∈ clSn(pi) \ clAn(pi). Then γ
cannot commute with any odd element, so by the same argument, |clAn(γ)| = 12 |clSn(pi)|.
Then clSn(pi) = clAn(pi) ∪ clAn(γ), where |clAn(pi)| = |clAn(γ)|. 
Lemma 6.3.2 Let χ be an irreducible character of Sn. If χ is non-zero somewhere outside
of An, χ restricted to An is irreducible. If χ is zero everywhere outside of An, it restricts to
the sum of two distinct irreducible characters of the same degree in An. All the irreducible
characters of An come from restrictions of irreducible characters of Sn in one of these
ways.
Proof. See [28, 20.13, p.219]. 
Definition 6.3.3 Let λ be a partition of n. The conjugate partition λ′ is the partition
obtained by reflecting along the diagonal in the Young diagram for λ. The Young diagram
for λ is symmetric if λ = λ′.
Example 6.3.4 Let λ = (6, 4, 3, 1). Then λ′ = (4, 3, 3, 2, 1, 1) and so λ is not symmetric.
Let µ = (5, 4, 2, 2, 1). Then µ = µ′ and so µ is symmetric.
Now we come to the result for the alternating groups.
Theorem 6.3.5 The degree of an irreducible character of An divides the size of some
conjugacy class of An.
Proof. Let λ be a partition of n corresponding to the irreducible character χ of Sn. Again
we consider the strict partition µ = (µ1, µ2, . . . , µr) given by the set of hook lengths on
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the diagonal of H(λ). Let pi be an element of Sn of shape µ and write pi = pi1pi2 . . . pir as
a product of disjoint cycles. There are several cases to deal with.
First suppose pi is an even element of Sn which commutes with an odd element.
By Lemma 6.3.1, the conjugacy class of pi in Sn does not split in An. Therefore χ(1)
divides |clAn(pi)| by Theorem 6.2.12, and so the degree of the irreducible characters of An
corresponding to χ divides |clAn(pi)| by Lemma 6.3.2.
Now suppose pi is an even element of Sn which does not commute with an odd element.
By Lemma 6.3.1 this means the conjugacy class of pi in Sn splits into two classes of equal
size in An. Also, h(i, i) must be odd for 1 6 i 6 r.
If the Young diagram of λ is symmetric, χ restricts to An as a sum of two irreducible
characters, each of degree 1
2
χ(1) by [14]. These character degrees clearly divide |clAn(pi)|.
If the Young diagram is not symmetric we must have h(x, y) = 2 for some (x, y) ∈ λ,
x 6= y. Then
|clAn(pi)| =
n!
2
r∏
i=1
h(i, i)
,
and
χ(1) =
n!∏
(i,j)∈λ
h(i, j)
=
n!
2
r∏
i=1
h(i, i)
∏
(i,j)∈λ,i 6=j,(i,j)6=(x,y)
h(i, j)
.
So again we have χ(1) divides |clAn(pi)| and hence by Lemma 6.3.2 so does the corre-
sponding irreducible character degrees in An.
Next we consider what happens when pi is an odd element of Sn. In this case, when pi
is written as a product of disjoint cycles, pi must have a cycle of even length. Let pim be
the smallest such cycle. Suppose m = r, and let pi∗ = pi1 . . . pir−1pi2m. This corresponds to
the partition µ∗ = (µ1, . . . , µr−1, 12µm,
1
2
µm). We have µ
∗ ` n and pi∗ ∈ An. There are two
cycles of the same length in pi∗ so its conjugacy class in Sn does not split in An. The size
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of the conjugacy class of pi∗ is
|clAn(pi∗)| = |clSn(pi∗)| =
n!
2
h(m,m)
2
h(m,m)
2
r−1∏
i=1
h(i, i)
=
n!
h(m,m)
2
r∏
i=1
h(i, i)
.
It is clear that 1
2
h(m,m) occurs somewhere on the hook of (m,m), say at (a, b). Then
χ(1) =
n!∏
(i,j)∈λ
h(i, j)
=
n!
h(m,m)
2
r∏
i=1
h(i, i)
∏
(i,j)∈λ,i 6=j,(i,j)6=(a,b)
h(i, j)
.
Therefore χ(1) divides |clAn(pi∗)|, and by Lemma 6.3.2, so will its irreducible constituents
in An.
Finally, suppose pi is an odd element of Sn and pim is the smallest cycle of even length,
but m 6= r. The hook diagram of λ has the form
. . .
l k + d+ 1 βb + d+ 1 · · · β1 + d+ 1 d · · · 1
k + c+ 1 k βb · · · β1
αa + c+ 1 αa
. . .
...
...
α1 + c+ 1 α1
c
...
1
where k and all entries on the diagonal below k are odd, and l = h(m,m) is even. From
the diagram we see l = k + c + d + 2 = (k + c + 1) + (k + d + 1) − k. So since l is
even and k is odd, we have k + c + 1 6= k + d + 1. Without loss of generality assume
k + d + 1 > k + c + 1. Then d > c and hence d > c + 1. So we have a hook number of
c + 1 on the hook through (m,m). Note (k + d + 1) + (c + 1) = l and so k + d + 1 and
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c+ 1 have the same parity. Let µ∗ = (µ1, . . . , µm−1, k + d+ 1, c+ 1, µm+1, . . . , µr).
If k + d + 1 is even, then k + d + 1, c + 1 6= µi for 1 6 i 6 r and µ∗ commutes with
an odd element of Sn. Therefore the conjugacy class corresponding to µ
∗ in Sn does not
split in An. We may rearrange µ
∗ into a strict partition so this is like the first case we
considered.
If k + d + 1 is odd, µm−1 > k + d + 1 > µm+1, but we may have c + 1 = µi for some
m+ 1 6 i 6 r. If c+ 1 6= µi for m+ 1 6 i 6 r, µ∗ can be rearranged to a strict partition,
so the conjugacy class of µ∗ in Sn splits in An. If c+ 1 = µi for some i, µ∗ commutes with
an odd permutation, so the conjugacy class does not split in An. Either way we have
|clAn(µ∗)| =
n!
2(k + d+ 1)(c+ 1)
∏
16i6r,i 6=m
h(i, i)
.
The hook diagram has an even number on its diagonal so it cannot be symmetric. There-
fore we must have a hook number equal 2 and so this is like the second case we considered.
This completes the investigation of all cases. 
6.4 S˜n
In this section we assume n > 4 and consider the double covers of the symmetric group.
Definition 6.4.1 We define S˜n to be the group generated by z, t1, . . . , tn−1, with the fol-
lowing relations.
(i) z2 = 1.
(ii) zti = tiz, for 1 6 i 6 n− 1.
(iii) t2i = z, for 1 6 i 6 n− 1.
(iv) (titi+1)
3 = z, for 1 6 i 6 n− 2.
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(v) titj = ztjti, for |i− j| > 1, 1 6 i, j 6 n− 1.
Lemma 6.4.2 The group S˜n satisfies the following.
(i) |S˜n| = 2|Sn| = 2n!.
(ii) Z = {1, z} ⊆ Z(S˜n) and S˜n/Z ∼= Sn.
Proof. See [22, Th. 2.8, p19]. 
Let θ : S˜n → Sn, tiθ = (i, i + 1) for 1 6 i < n. Suppose C is a conjugacy class in Sn.
Then θ−1(C) is either a conjugacy class in S˜n or a union of two conjugacy classes in S˜n,
[22, Th. 3.6, p.28]. We can calculate the sizes of conjugacy classes in S˜n from those in
Sn.
Lemma 6.4.3 Let λ ∈ Sn be written as a product of disjoint cycles and let λ˜ be a preimage
of λ in S˜n. Let mi be the number of cycles in λ of length i, for 1 6 i 6 n. If λ is an even
permutation,
|clS˜n(λ˜)| =
 |clSn(λ)| if m2i = 0, for 1 6 i 6
1
2
n,
2|clSn(λ)| otherwise.
If λ is an odd permutation,
|clS˜n(λ˜)| =
 |clSn(λ)| if mi = 0 or 1, for 1 6 i 6 n,2|clSn(λ)| otherwise.
Proof. See [22, Th. 3.8, p29]. 
There are two types of irreducible representations in S˜n, positive and negative. The
positive representations are the same as those for Sn and so have been dealt with in the
previous chapter. The negative representations come from projective representations of
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Sn. It is the characters of these we are interested in here. For each strict partition λ of n we
have an irreducible character θλ of S˜n. If λ is an odd partition, there is another irreducible
character θaλ, but θ
a
λ(1) = θλ(1), [22, p.77], so we don’t need to consider these characters.
These are all the irreducible characters of S˜n from the negative representations, [22, Th.
8.6, p.115].
Let λ = {λ1, . . . , λk} be a strict partition of n. We form the shifted diagram S(λ) of
λ by placing λ1 nodes in the first row and λi nodes in the ith row, starting from the ith
column.
Example 6.4.4 Let λ = (6, 4, 3, 1). Then S(λ) is
• • • • • •
• • • •
• • •
•
We then form the shift symmetric diagram, Y (λ) of λ, by placing λ1 nodes in the 0th
column and λi nodes in the (i − 1)th column beneath the i nodes already there. This is
a Young diagram for S2n.
Example 6.4.5 Let λ = (6, 4, 3, 1). Then Y (λ) is
◦ • • • • • •
◦ ◦ • • • •
◦ ◦ ◦ • • •
◦ ◦ ◦ ◦ •
◦ ◦ ◦
◦
We can now form the hook diagram of Y (λ) as in the case for Sn. Finally we delete
the nodes in the hook diagram of Y (λ) which are not in S(λ). This leaves H(λ).
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Example 6.4.6 Let λ = (6, 4, 3, 1). The hook diagram of Y (λ) is
12 10 9 7 6 4 1
10 8 7 5 4 2
9 7 6 4 3 1
7 5 4 2 1
4 2 1
1
and H(λ) is
10 9 7 6 4 1
7 5 4 2
4 3 1
1
Recall λ = {λ1, . . . , λk}. We can divide S(λ) into nodes of three types. The nodes in
column k are type 2. The nodes to the right of column k are type 1 and the nodes to the
left of column k are type 3.
Example 6.4.7 For λ = (6, 4, 3, 1) we have
type 3 type 2 type 1
• • • • • •
• • • •
• • •
•
Lemma 6.4.8 Let λ = (λ1, . . . , λk) be a strict partition of n. There are exactly
1
2
(n− r)
even numbers in H(λ), where r is the number of even parts in λ.
Proof. Consider the entries in H(λ) in row i. The type 2 node of row i has hook length
λi. The type 3 nodes have hook lengths λi + λi+1, . . . , λi + λk. The type 1 nodes have
hook lengths λi − 1, λi − 2, . . . , 2, 1 with λi − λi+1, . . . , λi − λk removed, see [22, p190].
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Clearly for i < j 6 k either λi + λj and λi − λj are both even or they are both odd. Let
x be the number of even hook lengths at type 3 nodes in row i.
If λi is an even number we have
1
2
(λi − 2) − x even hook lengths of type 1. So the
total number of even numbers in row i is
λi − 2
2
− x+ 1 + x = λi
2
.
If λi is an odd number we have
1
2
(λi − 1) − x even hook lengths of type 1. So the total
number of even numbers in row i is
λi − 1
2
− x+ 0 + x = λi − 1
2
.
Therefore the total number of even hook lengths in H(λ) is
∑
λiodd
λi − 1
2
+
∑
λieven
λi
2
=
n− r
2
. 
Recall θλ is the character corresponding to the strict partition λ. We have the following
Theorem from [22, Th. 10.7, p191].
Theorem 6.4.9 Let λ be a strict partition of n with length k. Then
θλ(1) =
2
1
2
(n−k−ε(λ))n!
h(λ)
,
where
ε(λ) =
 0 if λ is an even partition1 if λ is an odd partition
and h(λ) is the product of the hook numbers in H(λ).
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Let λ = (λ1, λ2, . . . , λk) be a strict partition of n. Reordering λ if necessary, write λ =
(λ1, . . . , λr, λr+1, . . . , λr+s), where λ1, . . . , λr are cycles of odd length and λr+1, . . . , λr+s
are cycles of even length, with λ1 > λ2 > . . . > λr and λr+1 > λr+2 > . . . > λr+s.
We use λ to define another partition, µ, of n. For r > s, let
µ = (λ1 + λr+1, . . . , λs + λr+s, λs+1, . . . , λr),
for r < s and s− r even, let
µ = (λ1 + λr+1, . . . , λr + λ2r, λ2r+1 + λ2r+2, . . . , λr+s−1 + λr+s),
and for r < s with s− r odd, let
µ = (λ1 + λr+1, . . . , λr + λ2r, λ2r+1 + λ2r+2, . . . , λr+s−2 + λr+s−1, λr+s).
Then µ can be rearranged to a strict partition of n. Let µ = (µ1, µ2, . . . , µl).
Example 6.4.10 If λ = (6, 4, 3, 1), then µ = (9, 5). If λ = (10, 9, 6, 5, 4, 2), then µ =
(19, 11, 6).
Theorem 6.4.11 Let λ and µ be as above and let µ˜ be a preimage of µ in S˜n. Then
θλ(1) divides |clS˜n(µ˜)|.
Proof. By Lemma 6.4.3, |clS˜n(µ˜)| = |clSn(µ)| or 2|clSn(µ)|, so it is sufficient to show θλ(1)
divides |clSn(µ)|. That is
2
1
2
(n−k−ε(λ))n!
h(λ)
divides
n!
µ1 . . . µl
.
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This is equivalent to
2
1
2
(n−k−ε(λ)) divides
h(λ)
µ1 . . . µl
.
We know µ1, . . . , µl−1 appear as type 3 hook numbers in H(λ). Also, µl is a hook number
in H(λ) of type 3 or type 2. So if we can show there are at least 1
2
(n − k − ε(λ)) even
numbers left in H(λ) after µ1, . . . , µl have been removed, we are done.
Let K(λ) be the set of hook numbers in H(λ) without µ1, µ2, . . . , µl. There are several
cases to consider.
First suppose 0 6 s 6 r. Then k > r and
µ = (λ1 + λr+1, . . . , λs + λr+s, λs+1, . . . , λr) = (µ1, . . . , µl).
For all 1 6 i 6 l, µi is an odd number, so the number of even numbers in K(λ) is 12(n−r)
by Lemma 6.4.8. Therefore we have
n− k − ε(λ)
2
6 n− r
2
as required.
Next suppose 0 6 r < s and s− r is even. Then k > s and
µ = (λ1 + λr+1, . . . , λr + λ2r, λ2r+1 + λ2r+2, . . . , λr+s−1 + λr+s) = (µ1, . . . , µl).
We have 1
2
(s− r) even numbers in µ and so we have
n− r
2
− s− r
2
=
n− s
2
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even numbers in K(λ), by Lemma 6.4.8. Then
n− k − ε(λ)
2
6 n− s− ε(λ)
2
6 n− s
2
.
Finally we suppose 0 6 r < s and s− r is odd. Then k > s and
µ = (λ1 + λr+1, . . . , λr + λ2r, λ2r+1 + λ2r+2, . . . , λr+s−2 + λr+s−1, λr+s) = (µ1, . . . , µl).
We have 1
2
(s− r − 1) + 1 even numbers in µ and so we have
n− r
2
−
(
s− r − 1
2
+ 1
)
=
n− s− 1
2
even numbers in K(λ).
If s is even, then λ is an even permutation so ε(λ) = 0. Also, r > 0 since s− r is odd,
so k > s and hence k > s+ 1. Then
n− k − ε(λ)
2
=
n− k
2
6 n− s− 1
2
.
If s is odd, then λ is an odd permutation so ε(λ) = 1. Then
n− k − ε(λ)
2
=
n− k − 1
2
6 n− s− 1
2
. 
6.5 A˜n
Again throughout this section we assume n > 4.
Definition 6.5.1 In Lemma 6.4.2 we stated that there is a projection of S˜n onto Sn. We
define A˜n to be the inverse image of An under this projection.
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We can calculate the sizes of the conjugacy classes in A˜n from those in An, and the
degrees of the irreducible negative representations from those in S˜n.
Lemma 6.5.2 Let λ ∈ An, written as a product of disjoint cycles, and let λ˜ be a preimage
of λ in A˜n. Let mi be the number of cycles in λ of length i, for 1 6 i 6 n.
|clA˜n(λ˜)| =
 |clAn(λ)| if m2i = 0, for 1 6 i 6
1
2
n, or if mi = 0 or 1, for 1 6 i 6 n,
2|clAn(λ)| otherwise.
Proof. See [22, Th. 3.9, p30]. 
Lemma 6.5.3 Let λ be a strict partition of n and let θλ be the corresponding character
in S˜n. If λ is an even partition, the restriction of θλ to A˜n is the sum of two distinct
irreducible characters, each of degree 1
2
θλ(1). If λ is an odd partition, the restriction
of θλ to A˜n is irreducible. This gives us all the characters of the irreducible negative
representation of A˜n.
Proof. See [22, Th. 8.6, p114]. 
Theorem 6.5.4 The degree of an irreducible character of A˜n divides the size of some
conjugacy class of A˜n.
Proof. Let λ be a strict partition of n and let θλ be the corresponding character in
S˜n. Let θ˜λ be an irreducible constituent of the restriction of θλ to A˜n. Write λ =
(λ1, . . . , λr, λr+1, . . . , λr+s), where λ1, . . . , λr are cycles of odd length and λr+1, . . . , λr+s
are cycles of even length, with λ1 > λ2 > . . . > λr and λr+1 > λr+2 > . . . > λr+s. Let µ
be as in the case for S˜n.
1. Suppose 0 6 s 6 r. Then µ is an even partition with only odd length cycles.
Therefore we have |clA˜n(µ˜)| = |clAn(µ)| = 12 |clSn(µ)| = 12 |clS˜n(µ˜)|. If s is even, then
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λ is an even partition and so θ˜λ(1) =
1
2
θλ(1). We know from Theorem 6.4.11, θλ(1)
divides |clS˜n(µ˜)|, so clearly θ˜λ(1) divides |clA˜n(µ˜)|. If s is odd, then λ is an odd
partition and so θ˜λ(1) = θλ(1). So we need to show
2
1
2
(n−k−ε(λ))n!
h(λ)
divides
n!
2µ1 . . . µl
.
Therefore if we can show there are at least 1
2
(n − k − ε(λ)) + 1 even numbers in
K(λ), we are done. Now, s is odd so s > 1 and thus k > r + 1. Also, λ is odd so
ε(λ) = 1. Therefore we have
n− k − ε(λ)
2
+ 1 =
n− k + 1
2
6 n− r
2
.
So by Lemma 6.4.8 this case is complete.
2. Suppose 0 6 r < s and µ is an even partition. We can rearrange µ to be a strict
partition and it has at least one even length cycle. Therefore |clA˜n(µ˜)| = |clAn(µ)| =
|clSn(µ)|. We know, from Theorem 6.4.11, θλ(1) divides |clSn(µ)|. So θλ(1) divides
|clA˜n(µ˜)|, and therefore θ˜λ(1) divides |clA˜n(µ˜)| as required.
3. Suppose 0 6 r < s, s−r is even, λ is even and µ is odd. Let µ∗ = (µ1, . . . , µl−1, λr+s−1, λr+s).
Then µ∗ can be rearranged to a strict partition of n, µ˜∗ ∈ A˜n, and |clA˜n(µ˜∗)| =
|clAn(µ∗)| = |clSn(µ∗)| = n!µ1...µl−1λr+s−1λr+s . Let K∗(λ) be the set of hook numbers
in H(λ) with µ1, . . . , µl−1, λr+s−1, λr+s removed. We have 12(n− r) even numbers in
H(λ), 1
2
(s− r) + 1 even numbers in µ∗, and so 1
2
(n− s− 2) even numbers in K∗(λ).
Since λ is even,
θ˜λ(1) =
1
2
θλ(1) =
2
1
2
(n−k)n!
2h(λ)
.
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We have
n− k
2
− 1 = n− k − 2
2
6 n− s− 2
2
,
so θ˜λ(1) divides |clA˜n(µ˜∗)|.
4. Suppose 0 < r < s, s−r is even, λ is odd and µ is odd. Let µ∗ = (µ1, . . . , µl−1, λr+s−1, λr+s).
Then, following the previous case we have 1
2
(n− s− 2) even numbers in K∗(λ). As
λ is odd,
θ˜λ(1) = θλ(1) =
2
1
2
(n−k−1)n!
h(λ)
.
We have k > s, so k > s+ 1. Therefore
n− k − 1
2
6 n− s− 2
2
,
so θ˜λ(1) divides |clA˜n(µ˜∗)|.
5. Suppose 0 < r < s, s− r is odd, λ is even and µ is odd.
Let µ∗ = (µ1, . . . , µl−2, λr+s−2, λr+s−1, λr+s). Then µ∗ can be rearranged to a strict
partition of n, µ˜∗ ∈ A˜n, and |clA˜n(µ˜∗)| = |clAn(µ∗)| = |clSn(µ∗)| = n!µ1...µl−2λr+s−2λr+s−1λr+s .
Let K∗(λ) be the set of hook numbers in H(λ) with µ1, . . . , µl−2, λr+s−2, λr+s−1, λr+s
removed. We have 1
2
(n− r) even numbers in H(λ), 1
2
(s− r + 1) + 1 even numbers
in µ∗, and so 1
2
(n− s− 3) even numbers in K∗(λ). Since λ is even,
θ˜λ(1) =
1
2
θλ(1) =
2
1
2
(n−k)n!
2h(λ)
.
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We have k > s, so k > s+ 1. Therefore
n− k
2
− 1 = n− k − 2
2
6 n− s− 3
2
,
and so θ˜λ(1) divides |clA˜n(µ˜∗)|.
6. Suppose 0 < r < s, s− r is odd, λ is odd and µ is odd.
Let µ∗ = (µ1, . . . , µl−2, λr+s−2, λr+s−1, λr+s). Then, as in the previous case we have
1
2
(n− s− 3) even numbers in K∗(λ). Note λ is odd so
θ˜λ(1) = θλ(1) =
2
1
2
(n−k−1)n!
h(λ)
.
We have s odd so must have r even and hence, since r > 0, k > s+ 2. Therefore
n− k − 1
2
6 n− s− 3
2
,
and so θ˜λ(1) divides |clA˜n(µ˜∗)|.
7. Finally suppose r = 0, λ is an odd permutation and µ is an odd permutation. Then
θ˜λ(1) = θλ(1). Let µ
∗ = (µ1, . . . , µl−1, 12µl,
1
2
µl). Then µ˜∗ ∈ A˜n and |clA˜n(µ˜∗)| =
2|clAn(µ∗)| = 2|clSn(µ∗)| = 2n!µ1...µl( 12µl) . We show θ˜λ(1) divides |clA˜n(µ˜
∗)|.
θ˜λ(1) =
2
1
2
(n−k−1)n!
h(λ)
,
so we need 2
1
2
(n−k−1)−1µ1 . . . µl(12µl) divides h(λ). Clearly
1
2
µl is the hook number
of a node in row k of H(λ), so µ1 . . . µl(
1
2
µl) divides h(λ). Let K
∗(λ) be the set of
hook numbers in H(λ) with µ1, . . . , µl,
1
2
µl removed. There are
1
2
n even numbers in
H(λ) so there are at least 1
2
n − 1
2
(s + 1) = 1
2
(n − s − 2) even numbers in K∗(λ).
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Then,
n− k − 1
2
− 1 = n− s− 3
2
<
n− s− 1
2
,
as required. 
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Chapter 7
Combinatorial Results
In this short technical chapter we consider some results which we will use in the following
chapters.
Lemma 7.0.1 Let m ∈ Z, m > 2 and let Lm =
(
m−1
2
)
+
(
m−2
2
)
+ . . .+
(
2
2
)
. Then
Lm =
m−1∑
i=1
(m− i)(i− 1).
Proof. We proceed by induction on m. Suppose m = 3. Then
Lm =
(
2
2
)
= 1 =
∑2
i=1(3− i)(i− 1). Now, by induction, we have
Lm+1 = Lm +
(
m
2
)
=
m−1∑
i=1
(m− i)(i− 1) + m(m− 1)
2
=
m−1∑
i=1
(m− i)(i− 1) +
m−1∑
i=1
i
=
m−1∑
i=1
(m− i)(i− 1) +
m∑
i=1
(i− 1)
=
m∑
i=1
(m+ 1− i)(i− 1)
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as required. 
Let α = (α1, α2, . . . , αm) be a sequence of length m. For such an α, define
Nα =
m−1∑
i=1
(m− i)(αi + i− 1)− Lm,
where Lm is as in Lemma 7.0.1.
Lemma 7.0.2 Let l be a positive integer and α = (α1, . . . , αm) be a partition of l+1 with
α1 6 α2 6 . . . 6 αm and m < l + 1. Then there exists a partition β = (β1, . . . , βm+1) of
l + 1, with β1 6 . . . 6 βm+1, such that Nα < Nβ.
Proof. Let j be minimal such that αj 6= 1. Let β = (1, . . . , 1, αj − 1, αj+1, . . . , αm), where
βj+1 = αj − 1. Note βi = αi−1 for i 6= j + 1. Then by Lemma 7.0.1
Nβ −Nα =
m∑
i=1
(m+ 1− i)(βi + i− 1)−
m∑
i=1
(m+ 1− i)(i− 1)−
m−1∑
i=1
(m− i)(αi + i− 1)
+
m−1∑
i=1
(m− i)(i− 1)
=
m∑
i=1
(m+ 1− i)βi −
m−1∑
i=1
(m− i)αi
=
m∑
i=1
(m+ 1− i)βi −
m∑
i=2
(m+ 1− i)αi−1
= mβ1 +
m∑
i=2
(m+ 1− i)(βi − αi−1)
= m+ (m+ 1− (j + 1))(βj+1 − αj)
= j
> 0. 
Definition 7.0.3 Let l ∈ Z, l > 2. An l-sequence of length m is a sequence α =
(α1, α2, . . . , αm) satisfying
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(i) αi ∈ Z>0 for all 1 6 i 6 m;
(ii) α1 6 α2 6 . . . 6 αm;
(iii) α2 6= 0;
(iv) αi 6= αi+2;
(v)
∑m
i=1 αi = l +
[(
m−1
2
)2]
, where [z] is the largest integer less than or equal to z.
Let α = (α1, α2, . . . , αm) be a sequence of length m. For such an α, define
Aα =
∑m−1
i=1 (m− i)αi −Mm, where Mm =
(
m−2
2
)
+
(
m−4
2
)
+ . . . +
(
x
2
)
, with x = 2 if m is
even and x = 3 if m is odd.
Lemma 7.0.4 Let m > 5 be odd and suppose α = (0, 1, 1, . . . , m−3
2
, m−3
2
, m−1
2
, l), with
l > m−1
2
. Then α is an l-sequence and Aα =
(
m−1
2
)2
.
Proof. It is clear α satisfies Definition 7.0.3(i)-(iv). We have
m∑
i=1
αi = 2
m−3
2∑
i=1
i+
m− 1
2
+ l
=
(
m− 3
2
)(
m− 1
2
)
+
m− 1
2
+ l
=
(
m− 1
2
)2
+ l.
Therefore α satisfies Definition 7.0.3(v) and so is an l-sequence.
We prove the second claim by induction on k = m−1
2
. For k = 2, α = (0, 1, 1, 2, l) and
Aα =
∑4
i=1(5 − i)αi −
(
3
2
)
= 4 as required. Now let β = (0, 1, 1, . . . , m−5
2
, m−5
2
, m−3
2
, l).
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Inductively we have Aβ = (
m−3
2
)2. Then
Aα = Aβ +
m−3∑
i=1
2αi + 2αm−2 + αm−1 −
(
m− 2
2
)
=
(
m− 3
2
)2
+ 4
m−3
2∑
i=1
i+
m− 1
2
− (m− 2)(m− 3)
2
=
(
m− 1
2
)2
. 
Lemma 7.0.5 Let m > 4 be even and suppose α = (0, 1, 1, . . . , m−2
2
, m−2
2
, l), with l >
m−2
2
. Then α is an l-sequence and Aα =
(
m−2
2
) (
m
2
)
.
Proof. Clearly α satisfies Definition 7.0.3(i)-(iv). We have
m∑
i=1
αi = 2
m−2
2∑
i=1
i+ l
=
(
m− 2
2
)(m
2
)
+ l
=
[(
m− 1
2
)2]
+ l.
Therefore α satisfies 7.0.3(v), so is an l-sequence.
The second claim is proved by induction on k = m−2
2
. For k = 1, α = (0, 1, 1, l) and
Aα =
∑3
i=1(4− i)αi−
(
2
2
)
= 2. Now let β = (0, 1, 1, . . . , m−4
2
, m−4
2
, l). Inductively we have
107
Aβ =
(
m−4
2
) (
m−2
2
)
. Then
Aα = Aβ +
m−3∑
i=1
2αi + 2αm−2 + αm−1 −
(
m− 2
2
)
=
(
m− 4
2
)(
m− 2
2
)
+ 4
m−4
2∑
i=1
i+ 3
(m− 2)
2
− (m− 2)(m− 3)
2
=
(
m− 4
2
)(
m− 2
2
)
+ 2
(
m− 4
2
)(
m− 2
2
)
+ 3
(m− 2)
2
− (m− 2)(m− 3)
2
=
(
m− 2
2
)(m
2
)
.
This proves the claim. 
Lemma 7.0.6 Let α = (α1, α2, . . . , αm) be an l-sequence and let
β = (α1, . . . , αj−1, αj + 1, αj+1, . . . , αk−1, αk − 1, αk+1, . . . , αm) = (β1, β2, . . . , βm).
Then Aβ = Aα + k − j.
Proof. We compute
Aβ =
m−1∑
i=1
(m− i)βi −Mm
=
j−1∑
i=1
(m− i)αi + (m− j)(αj + 1) +
k−1∑
i=j+1
(m− i)αi
+(m− k)(αk − 1) +
m−1∑
i=k+1
(m− i)αi −Mm
=
m−1∑
i=1
(m− i)αi −Mm + k − j
= Aα + k − j
as claimed. 
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Let m be odd and l > m−1
2
. Set
σ =
(
0, 1, 1, . . . ,
m− 3
2
,
m− 3
2
,
m− 1
2
, l
)
= (σ1, . . . , σm).
Note σ is an l-sequence by Lemma 7.0.4. Let β = (β1, . . . , βm) be an l-sequence of length
m. By Definition 7.0.3(v),
∑m
i=1 βi =
∑m
i=1 σi, and by Definition 7.0.3(ii),(iii),(iv), we see
βm 6 σm and βi > σi for 1 6 i < m. Therefore any l-sequence β of length m can be
obtained from σ by subtracting a positive integer from σm and distributing it among the
other σi’s to obtain the given βi’s.
Lemma 7.0.7 With σ and β as above, we have Aσ 6 Aβ.
Proof. This follows by Lemma 7.0.6. 
Lemma 7.0.8 Let β be an l-sequence of length m, with m odd. Then either m < 2l + 1
and Aβ 6 (l − 1)2, or m = 2l + 1 and Aβ = l2.
Proof. Let β = (β1, . . . , βm). First suppose m < 2l+1. In order for β to be an l-sequence,
we must have βm > m+12 . Each time we subtract 1 from σm and add it to another σi, we
increase Aσ by at most (m− 1) by Lemma 7.0.6. Therefore, by Lemma 7.0.4,
Aβ 6
(
m− 1
2
)2
+ (m− 1)
(
l − m+ 1
2
)
= 1 + 3 + . . .+ (m− 2) + (m− 1)
(
l − m+ 1
2
)
6 1 + 3 + . . .+ (m− 2) +m+ . . .+ (2(l − 1)− 1)
= (l − 1)2.
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Now suppose m = 2l + 1. By Definition 7.0.3, we must have
2l+1∑
i=1
βi = l +
(
(2l + 1)− 1
2
)2
= l(l + 1).
Therefore the only l-sequence of length 2l + 1 is β = (0, 1, 1, . . . , l, l). Then, by Lemma
7.0.4,
Aβ =
(
(2l + 1)− 1
2
)2
= l2.
Finally suppose we have m > 2l + 1. Then
m∑
i=1
βi > 2
m−1
2∑
i=1
i
=
(
m− 1
2
)(
m+ 1
2
)
=
(
m− 1
2
)2
+
m− 1
2
>
(
m− 1
2
)2
+
(2l + 1)− 1
2
=
(
m− 1
2
)2
+ l,
so β does not satisfy Definition 7.0.3. 
Now let m be even and l > m
2
. Set
σ =
(
0, 1, 1, . . . ,
m− 2
2
,
m− 2
2
, l
)
= (σ1, . . . , σm).
By Lemma 7.0.5, σ is an l-sequence. We can obtain any l-sequence β of length m as in
th case when m is odd.
Lemma 7.0.9 For any l-sequence of length m, we have Aσ 6 Aβ.
Proof. This follows by Lemma 7.0.6. 
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Lemma 7.0.10 Let β be an l-sequence of length m, with m even. Then either m < 2l
and Aβ 6 l(l − 2) or m = 2l and Aβ = l(l − 1).
Proof. Let β = (β1, . . . , βm) be an l-sequence. First suppose m < 2l. In order to satisfy
the conditions in Definition 7.0.3, we must have βm > m2 . Each time we subtract 1 from
σm and add it to another σi, we increase Aσ by at most (m−1) by Lemma 7.0.6. If β 6= σ,
βm−1 > σm−1 + 1. Therefore, by Lemma 7.0.5,
Aβ 6 Aσ + 1 + (m− 1)
(
l − m
2
− 1
)
= 2 + 4 + . . .+ (m− 2) + 1 + (m− 1)
(
l − m
2
− 1
)
6 2 + 4 + . . .+ (m− 2) +m+ . . .+ (2(l − 1)− 2) + 1
= (l − 2)(l − 1) + 1
6 l(l − 2).
Now suppose m = 2l. Then by Definition 7.0.3,
2l∑
i=1
βi = l +
[(
2l − 1
2
)2]
= l +
[
l2 − l + 1
4
]
= l2.
So we must have β = (0, 1, 1, . . . , l − 1, l − 1, l). Then by Lemma 7.0.5 we have
Aβ =
(
2l − 2
2
)(
2l
2
)
= l(l − 1).
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Finally suppose m > 2l. Then
m∑
i=1
βi > 2
m−2
2∑
i=1
i+
m
2
=
(
m− 2
2
)(m
2
)
+
(m
2
)
>
[(
m− 1
2
)2]
+ l,
so β does not satisfy Definition 7.0.3. 
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Chapter 8
Algebraic Groups and Finite
Groups of Lie Type
8.1 Root Systems
Let V be a finite-dimensional vector space over R, with an inner product (·, ·). Let
〈α, β〉 = 2(β,α)
(α,α)
, and define
rα(β) = β − 〈α, β〉α.
Then rα is a reflection in the hyperplane perpendicular to α.
Definition 8.1.1 A root system is a finite subset Σ of V such that, for all α, β ∈ Σ,
rα(Σ) ⊆ Σ, 〈α, β〉 ∈ Z, and cα ∈ Σ implies c = ±1. The elements of Σ are called roots.
Lemma 8.1.2 Let Σ be a root system. If α, β ∈ Σ, with α 6= ±β, then
〈α, β〉 〈β, α〉 ∈ {0, 1, 2, 3}.
Proof. We have 〈α, β〉 〈β, α〉 = 4(α,β)(β,α)
(α,α)(β,β)
= 4 cos2 θ, where θ is the angle between α and β.
So since 〈α, β〉 ∈ Z, we must have 〈α, β〉 〈β, α〉 ∈ {0, 1, 2, 3, 4}. Suppose 〈α, β〉 〈β, α〉 = 4.
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Then cos θ = ±1, which implies θ = 0 or pi, so α = ±β, a contradiction. Therefore we
have 〈α, β〉 〈β, α〉 ∈ {0, 1, 2, 3}. 
Corollary 8.1.3 Suppose (α, β) < 0. Then either 〈α, β〉 = −1 or 〈β, α〉 = −1.
Proof. Clearly (α, β) < 0 implies both 〈α, β〉 < 0 and 〈β, α〉 < 0. So the result follows
from Lemma 8.1.2. 
Definition 8.1.4 A fundamental system of a root system Σ is a linearly independent
subset Π, such that every element of Σ is either a non-negative or non-positive linear
combination of elements of Π.
For a fixed Π ⊆ Σ, let Σ+ be the subset of Σ consisting of those elements which can
be written as a non-negative linear combination of Π, and let Σ− be the subset of Σ
consisting of those elements which can be written as a non-positive linear combination of
Π. Note Σ = Σ+ ∪ Σ−.
Lemma 8.1.5 Suppose α, β ∈ Π with α 6= β. Then (α, β) 6 0 and hence 〈α, β〉 6 0.
Proof. See [33, p.270]. 
The root system Σ is irreducible if there do not exist non-empty disjoint subsets Σ1,Σ2
in Σ such that Σ = Σ1 ∪ Σ2 and (α, β) = 0 for all α ∈ Σ1, β ∈ Σ2.
Definition 8.1.6 A Dynkin diagram is a graph with vertex set Π and 〈α, β〉 〈β, α〉 edges
connecting the vertices α, β ∈ Π. If α and β are joined by at least one edge then, by
Corollary 8.1.3, at least one of 〈α, β〉 = −1 or 〈β, α〉 = −1 holds. If 〈α, β〉 6= −1 the
edges between α and β are labelled with an arrow.
A complete set of connected Dynkin diagrams is given in Table 8.1.
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Table 8.1: Dynkin Diagrams
An
s s s s s. . .
α1 α2 αn n > 1
Bn α2
s s s s s>. . .
α1 αn n > 2
Cn α2
s s s s s<. . .
α1 αn n > 2
Dn α2
s s s s ssXXX. . .α1
αn−1
αn
n > 4
En
s s s s s
s
. . .
α1 α5α3α2 αn n = 6, 7, 8
α4
F4
s s s s>
α1 α2 α3 α4
G2
s s>
α1 α2
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Theorem 8.1.7 The irreducible root systems correspond to the connected Dynkin dia-
grams.
Proof. [33, Th. 9.6]. 
Lemma 8.1.8 Suppose Π is a fundamental system of the root system Σ, with a connected
Dynkin diagram. Let α ∈ Π and δ = ∑τ∈Π τ . Then there exist positive roots β1 =
α, . . . , βl = δ such that βi = βi−1 + ρ, where ρ ∈ Π. In particular, δ is a root.
Proof. We use induction on |Π|. The case |Π| = 1 is clear so assume |Π| > 1. Let ∆ be a
subset of Π such that α ∈ ∆, |∆| = |Π| − 1 and ∆ has a connected diagram. Inductively
there exist positive roots β1 = α, . . . , βl−1 =
∑
τ∈∆ τ , spanned by ∆. Now let ω ∈ Π \∆.
Since ∆ is connected and the Dynkin diagram corresponding to Π is a tree, ω is joined to
a unique node λ ∈ ∆. Then 〈λ, ω〉 6= 0 and 〈µ, ω〉 = 0 for all µ ∈ ∆ \ {λ}, so we have
(βl−1, ω) =
∑
τ∈∆
(τ, ω) = (λ, ω) < 0.
Therefore, by Corollary 8.1.3, either 〈βl−1, ω〉 = −1 or 〈ω, βl−1〉 = −1. If 〈βl−1, ω〉 = −1,
then
rω(βl−1) = βl−1 − 〈βl−1, ω〉ω = δ,
and if 〈ω, βl−1〉 = −1, then
rβl−1(ω) = ω − 〈ω, βl−1〉 βl−1 = δ.
So δ is a positive root and the lemma holds. 
Let Π = {α1, . . . , αl} be a set of simple roots for the root system Σ. Let β ∈ Σ.
Then we can write β =
∑l
i=1 miαi, with mi ∈ Z and either all mi non-negative, or all mi
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non-positive. We define the height of β by ht(β) =
∑l
i=1 mi. The highest root is the root
with the greatest height, and is unique.
Example 8.1.9 Let Π = {α1, . . . , α7} be the set of fundamental roots in E7. Let α∗ be
the highest root. Then by [19, p.12], α∗ = 2α1 + 3α2 + 4α3 + 2α4 + 3α5 + 2α6 + α7.
Lemma 8.1.10 In E7, α
∗ − α1 is a root.
Proof. The only node in the Dynkin diagram of type E7 which α1 is joined to is α2, so by
Corollary 8.1.3, either 〈α1, α2〉 = −1 or 〈α2, α1〉 = −1, and 〈αj, α1〉 = 0 for j > 2. First
suppose 〈α1, α2〉 = −1. Then
rα∗(α1) = α1 − 〈α1, α∗〉α∗
= α1 − (3 〈α1, α2〉+ 2 〈α1, α1〉)α∗
= α1 − (−3 + 4)α∗
= α1 − α∗.
So α1 − α∗ is a root and hence so is α∗ − α1. Now suppose 〈α2, α1〉 = −1. Then
rα1(α
∗) = α∗ − 〈α∗, α1〉α1
= α∗ − (3 〈α2, α1〉+ 2 〈α1, α1〉)α1
= α∗ − (−3 + 4)α1
= α∗ − α1.
So again α∗ − α1 is a root. 
Example 8.1.11 Let Π = {α1, . . . , α8} be the set of fundamental roots in E8. The highest
root is given by α∗ = 2α1 + 4α2 + 6α3 + 3α4 + 5α5 + 4α6 + 3α7 + 2α8, see [19, p.12].
117
Lemma 8.1.12 In E8, α
∗ − α8 is a root.
Proof. The proof is similar to that of Lemma 8.1.10, using α8 in place of α1. 
8.2 Algebraic Groups
Let K be an algebraically closed field and let A = K[x1, . . . , xn] be the ring of polynomials
in n independent commuting variables over K. For any S ⊆ A, we define an algebraic set
to be the set of common zeros of S. That is, algebraic sets have the form
V(S) = {x ∈ Kn | f(x) = 0 for all f ∈ S}.
The sets V(S) for S ⊆ A form the closed sets of the Zariski topology on Kn.
Let X ⊆ Kn be an algebraic set. The vanishing ideal of X is
I(X) = {f ∈ A | f(x) = 0 for all x ∈ X}.
Let K[X] = A/I(X). This is the coordinate ring of X. Since K is algebraically closed,
I(X) is a radical ideal. If X is irreducible, I(X) is a prime ideal and hence K[X] is an
integral domain, see [18] for details.
Definition 8.2.1 An affine variety is a pair (X,K[X]) as defined above. Generally we
just say X is an affine variety.
Definition 8.2.2 Let K(X) be the quotient field of K[X]. The dimension of X is the
transcendence degree of K(X) over K.
Definition 8.2.3 Let K be an algebraically closed field. A linear algebraic group G over
K is a group which is also an affine variety over K. Let G and H be linear algebraic
groups. A map φ : G → H is an algebraic group homomorphism if φ is both a group
homomorphism and a morphism of affine varieties.
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Lemma 8.2.4 A group G is a linear algebraic group over K if and only if it is isomorphic
to a closed subgroup of GLn(K), for some n.
Proof. See [18, Cor. 2.4.4, p.135]. 
Definition 8.2.5 A topological space X is connected if it cannot be written as the union
of two disjoint non-empty open subsets.
Let G be a linear algebraic group. We denote the closed connected component con-
taining the identity by G◦, and note it has finite index in G, see [18, Prop. 1.3.13, p.31].
The dimension of G is defined to be the dimension of G◦ as an affine variety.
Definition 8.2.6 Let G be a connected linear algebraic group. The radical R(G) of G is
the largest closed connected solvable normal subgroup of G. The unipotent radical Ru(G)
is the largest closed connected unipotent normal subgroup of G. We say G is semisimple
if and only if R(G) = 1 and reductive if and only if Ru(G) = 1.
We have Ru(G) ⊆ R(G), so a semisimple group is reductive.
Definition 8.2.7 A connected linear algebraic group G is simple if any proper normal
subgroup of G is finite and contained in Z(G).
Definition 8.2.8 Let G be a linear algebraic group. A Borel subgroup of G is a maximal
closed connected solvable subgroup of G.
If G is a linear algebraic group, every element of G lies in some Borel subgroup of G,
and any two Borel subgroups of G are conjugate, see [18, Thm. 3.4.3, p.198].
Definition 8.2.9 Let Gm be the multiplicative group of K. A torus is isomorphic to a
direct product of finitely many copies of Gm. A torus is maximal in G if it is not properly
contained in any other torus in G. Suppose T is a torus in G with T ∼= Gm × . . .×Gm︸ ︷︷ ︸
k times
.
Then the dimension of T is k.
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If G is a linear algebraic group, any two maximal tori in G are conjugate and every
torus is contained in some Borel subgroup of G.
Definition 8.2.10 Let G be an algebraic group with maximal torus T . The rank of G
is the dimension of T . Let S be a maximal torus in G′, the derived subgroup of G. The
semisimple rank of G is the dimension of S.
Let G be a linear algebraic group and let B be a Borel subgroup of G. Since B is
solvable and connected, we can write B = Ru(B)T , where Ru(B) is the unipotent radical
of B and T is any maximal torus of B, see [19]. We say b ∈ B is unipotent if b ∈ Ru(B),
and semisimple if b ∈ T .
Definition 8.2.11 Let G be a linear algebraic group and x ∈ G. As above, x must lie in
some Borel subgroup B of G. Then x is unipotent in G if it is unipotent in B and x is
semisimple in G if it is semisimple in B. Also, x is regular if dimCG(x) = rank G.
Let T be a maximal torus of the connected reductive group G. The character group
X of T is the set of algebraic group homomorphisms from T to Gm, with multiplication
(χ1 + χ2)(t) = χ1(t)χ2(t) for all χ1, χ2 ∈ X, t ∈ T . We define the cocharacter group
Y to be the set of algebraic group homomorphisms from Gm to T , with multiplication
(γ1 + γ2)(λ) = γ1(λ)γ2(λ) for all γ1, γ2 ∈ Y , λ ∈ Gm. Write X = Hom(T,Gm) and
Y = Hom(Gm, T ) to denote these entities.
Lemma 8.2.12 Hom(Gm, Gm) ∼= Z.
Proof. Clearly f(x) = xj ∈ Hom(Gm, Gm) for all j ∈ Z. Conversely, suppose f ∈
Hom(Gm, Gm). Then since Hom(Gm, Gm) ⊆ K[x, x−1], f(x) =
∑
i∈Z aix
i with all but
a finite number of a′is zero. Let j be the smallest i such that aj 6= 0. Then g(x) =
f(x)x−j ∈ Hom(Gm, Gm) has non-zero constant term and no negative powers. Suppose
g has degree r. Define h(x) = g(x2)− g(x)2. As h has degree at most 2r, either h has 2r
120
roots in K or h = 0. Since g is a homomorphism, we have h(λ) = 0 for all λ ∈ Gm, and
hence h = 0. Let g(x) = brx
r + . . .+ b1x+ b0, where b0 6= 0. Then
h(x) = brx
2r + . . .+ b1x
2 + b0 − (brxr + . . .+ b1x+ b0)2 = 0.
So by equating coefficients we have b0 = 1 and bi = 0 for all i 6= 1. Therefore g = 1 and
hence f(x)x−j = 1, that is f(x) = xj. 
Let χ ∈ X be a character, and γ ∈ Y be a cocharacter. Then the composition χ ◦ γ is
a homomorphism from Gm to Gm, so there exists n ∈ Z such that (χ ◦ γ)(λ) = λn for all
λ ∈ K, by Lemma 8.2.12. Define 〈χ, γ〉 = n. We can then define a map ψ : X × Y → Z
by ψ((χ, γ)) = 〈χ, γ〉, for χ ∈ X, γ ∈ Y .
Lemma 8.2.13 We have X ∼= Hom(Y,Z) and Y ∼= Hom(X,Z).
Proof. For χ ∈ X, define ψχ : Y → Z by ψχ(γ) = 〈χ, γ〉 for γ ∈ Y . Similarly for γ ∈ Y
define ψγ : X → Z by ψγ(χ) = 〈χ, γ〉 for χ ∈ X. By [33, p.23, Prop. 3.6], the maps
χ → ψχ and γ → ψγ are isomorphisms from X to Hom(Y,Z) and Y to Hom(X,Z)
respectively. 
Again, fix a maximal torus T of G. Let Ga be the additive group of the field K.
Any subgroup of G which is isomorphic to Ga is called a one-parameter subgroup. A
root subgroup is a one-parameter subgroup of G which is normalized by T . Let H be a
root subgroup of G. Then T acts on H by conjugation, giving a homomorphism φ : T →
Aut Ga. So, since Aut Ga is isomorphic to Gm, we have φ ∈ X. Any such homomorphism
φ is called a root, and we let Φ denote the set of roots. We have Φ is a finite set and, up
to isomorphism, is independent of the choice of T . We say Φ is the root system of G. By
[9, p.77], Φ is a root system in the sense of Section 8.1.
121
Theorem 8.2.14 Let Xα be the root subgroup corresponding to the root α ∈ Φ. Then
G = 〈T,Xα | α ∈ Φ〉.
Proof. See [9, p.19]. 
Let G be a connected reductive group with maximal torus T and character and cochar-
acter groups X and Y respectively. Let Φ be the root system of G with respect to T ,
with fundamental system ∆. For any β ∈ Φ, there exists β∨ ∈ Y such that, for all α ∈ Φ,
〈α, β〉 = 〈α, β∨〉, where 〈α, β〉 is as in Section 8.1 and 〈α, β∨〉 is as above, [9, p.19]. Let
Φ∨ = {β∨ | β ∈ Φ}. This is the set of coroots of G and is a finite subset of Y . Clearly,
|Φ| = |Φ∨|.
Definition 8.2.15 Define (X,Φ, Y,Φ∨) to be the root datum for G.
Let G be a connected semisimple group. Given root datum (X,Φ, Y,Φ∨), we have
ZΦ 6 X and ZΦ∨ 6 Y , with both subgroups having finite index [9, p.23]. Let Ω =
Hom(ZΦ∨,Z). By restriction we have an injection Hom(Y,Z) → Ω, so since X ∼=
Hom(Y,Z), by Lemma 8.2.13, we may identify X with a subgroup of Ω. By [9, p.23],
|Ω : X| = |Y : ZΦ∨|, and so |X : ZΦ||Y : ZΦ∨| = |Ω : ZΦ|.
Let G be a connected reductive group with root system Φ. Let ∆ be the set of
fundamental roots of Φ. If ∆ has a connected Dynkin diagram, G is a simple group.
However, there is normally more than one linear algebraic group with a particular Dynkin
diagram. From a given Dynkin diagram, Φ and Φ∨ can be determined up to isomorphism
and hence so can Ω. Given G corresponding to a certain Dynkin diagram, there is a
subgroup X such that ZΦ ⊆ X ⊆ Ω which determines G up to isomorphism.
Definition 8.2.16 With G and X as above, G is called adjoint if X = ZΦ and simply
connected if X = Ω.
Definition 8.2.17 Let G and H be linear algebraic groups. An isogeny is a surjective
homomorphism ψ : G→ H such that ker ψ is finite.
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Let Gad and Gsc be the adjoint and simply connected groups corresponding to a given
Dynkin diagram. There is an isogeny Gsc → Gad, with kernel Hom(Ω/ZΦ, Gm). The
centre of Gsc is isomorphic to this kernel. Note Z(Gad) = 1.
Definition 8.2.18 Let G be a simple linear algebraic group and assume ∆ = {α1, . . . , αl}
is a set of fundamental roots. Let h =
∑l
i=1 miαi be the highest root. A prime p is bad
for G if p divides mi for some 1 6 i 6 l. A prime is good for G if it is not bad.
The bad primes for the simple algebraic groups are as follows, [33, p.117].
Group Type Bad Primes
Al none
Bl 2
Cl 2
Dl 2
G2 2,3
F4 2,3
E6 2,3
E7 2,3
E8 2,3,5
8.3 Finite Groups of Lie Type
In this section we discuss how the finite groups of Lie type can be obtained from the linear
algebraic groups.
Definition 8.3.1 [9, p.31] Let K be an algebraically closed field of characteristic p and
q some positive power of p. Define Fq : GLn(K) → GLn(K) by Fq((aij)) = (aqij). Now
let G be a linear algebraic group over K and F a homomorphism of G. Suppose there
exists an injective map i : G → GLn(K) such that i ◦ F = Fq ◦ i. Then F is a standard
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Frobenius map. A Frobenius map on G is a homomorphism F : G → G such that there
is some integer m > 0 with Fm a standard Frobenius map. Following [19], we say F is a
Frobenius map of level q
1
m .
Definition 8.3.2 Let G be a linear algebraic group and F be a Frobenius map on G. The
fixed point set of F on G is
GF = {g ∈ G | F (g) = g}.
Lemma 8.3.3 If G is a linear algebraic group and F is a Frobenius map on G, then GF
is a finite group.
Proof. See [18, Prop. 4.1.4, p.228]. 
Definition 8.3.4 Let G be a connected reductive group and F be a Frobenius map on G.
Then GF is called a finite group of Lie type.
Proposition 8.3.5 Let F be a Frobenius map on G, of level q0 and let H be a closed
subgroup of G. Then the restriction of F to H is a Frobenius map on H of level q0.
Proof. See [19, Prop. 2.1.10, p.34]. 
The following is the Lang-Steinberg Theorem.
Theorem 8.3.6 (Lang-Steinberg) Let G be a connected linear algebraic group over K,
with Frobenius map F . Then the map L : G→ G, L(g) = g−1F (g), is surjective.
Proof. See [9, p.32]. 
Definition 8.3.7 Let G be a connected linear algebraic group over K, with Frobenius
map F . A subgroup H of G is F -stable if F (H) = H.
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The following result is a standard application of the Lang-Steinberg Theorem.
Lemma 8.3.8 Let G be a connected reductive group with Frobenius map F . Then G
contains an F -stable Borel subgroup, and an F -stable maximal torus.
Proof. Let B be a Borel subgroup in G. Then F (B) is also a Borel subgroup and so, as
all Borel subgroups of G are conjugate in G, there exists g ∈ G such that F (B) = g−1Bg.
Now by the Lang-Steinberg Theorem, g = x−1F (x) for some x ∈ G. Then
F (xBx−1) = F (x)F (B)F (x)−1 = xgF (B)g−1x−1 = xBx−1.
So xBx−1 is an F -stable Borel subgroup in G. The proof is the same for maximal tori.
Definition 8.3.9 Let G be a connected reductive group with Frobenius map F . Let B be
an F -stable Borel subgroup and T an F -stable maximal torus of G. Then we say BF is a
Borel subgroup and T F is a maximal torus of GF .
Definition 8.3.10 Let G be a connected reductive group with Frobenius map F . A max-
imally split torus of G is an F -stable maximal torus T which is contained in an F -stable
Borel subgroup. Then T F is a maximally split torus of GF .
Lemma 8.3.11 Let G be a simple linear algebraic group with Frobenius map F . Let H be
the preimage of (G/Z(G))F in G under the natural homomorphism. Then ψ : H → Z(G),
ψ(h) = h−1F (h), is a surjective homomorphism with kernel GF .
Proof. Let g, h ∈ H. Then
ψ(gh) = (gh)−1F (gh) = h−1g−1F (g)F (h) = h−1ψ(g)F (h) = ψ(g)h−1F (h) = ψ(g)ψ(h),
since ψ(g) ∈ Z(G). So ψ is a homomorphism. Now let T be an F -stable maximal torus
of G. Note T is connected and Z(G) 6 T , see [19, Th. 1.9.5, p.14], so for any z ∈ Z(G)
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there is a t ∈ T such that z = t−1F (t), by the Lang-Steinberg Theorem. For any g ∈ G,
g ∈ H if and only if g−1F (g) ∈ Z(G). Therefore t ∈ H and hence ψ is surjective. Finally,
k ∈ ker ψ if and only if k−1F (k) = 1. So, since GF 6 H, we have ker ψ = GF . 
8.4 Dual Groups
Let G be a connected reductive group with root datum (X,Φ, Y,Φ∨). Then (Y,Φ∨, X,Φ)
is also the root datum for a connected reductive group G∗, [9, Prop 4.2.1, p.112]. We call
G∗ the dual group of G and note it is unique up to isomorphism.
Suppose F is a Frobenius map on G. We can define an action of F on X and Y as
follows. Let T be a maximally split torus of G with respect to F . For χ ∈ X, t ∈ T ,
let (F (χ))(t) = χ(F (t)), and for γ ∈ Y , λ ∈ Gm, let (F (γ))(λ) = F (γ(λ)). We have the
following definition from [9, Prop. 4.3.1, p.114].
Definition 8.4.1 Suppose G and G∗ are connected reductive groups with Frobenius maps
F and F ∗ respectively, and let T 6 G and T ∗ 6 G∗ be maximally split tori. Let the
corresponding root datum for G be (X,Φ, Y,Φ∨) and for G∗ be (X∗,Φ∗, Y ∗,Φ∗∨). Then
(G,F ) and (G∗, F ∗) are in duality if there exists an isomorphism δ : X → Y ∗ such that
(i) δ(Φ) = Φ∗∨;
(ii) 〈χ, α∨〉 = 〈α∗, δ(χ)〉 for all χ ∈ X, α ∈ Φ, where δ(α) = (α∗)∨;
(iii) δ(F (χ)) = F ∗(δ(χ)) for all χ ∈ X.
Parts (i) and (ii) of this definition show G and G∗ are dual groups.
Definition 8.4.2 Suppose (G,F ) and (G∗, F ∗) are in duality. Then GF and G∗F
∗
are
dual groups.
Lemma 8.4.3 Suppose GF and G∗F
∗
are dual groups. Then |GF | = |G∗F ∗|.
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Proof. See [9, Prop. 4.4.4, p.118]. 
Let G be a simple algebraic group with Frobenius map F . Generally, if GF is of
adjoint type, the dual group G∗F
∗
is the corresponding simply connected group with the
same root system. The only exceptions are GF = (Bl)ad(q), where G
∗F ∗ = (Cl)sc(q), and
GF = (Cl)ad(q), where G
∗F ∗ = (Bl)sc(q), [9, p.120].
8.5 Centralizers
For this section let G be a connected reductive group and fix a maximal torus T of G. Let
X be the character group of T and Φ the corresponding root system, with fundamental
system ∆. Recall every semisimple element in G is conjugate to an element of T .
Theorem 8.5.1 Let s be a semisimple element of T . Then s ∈ CG(s)◦ and CG(s)◦ is
reductive with root system Φ1 = {α ∈ Φ : α(s) = 1}, where CG(s)◦ is the connected
component of CG(s).
Proof. See [9, section 3.5]. 
Lemma 8.5.2 Suppose α ∈ ∆ with α(x) 6= 1, for x ∈ T . Then for any β ∈ Φ, if
α + β ∈ Φ, (α + β)(x) 6= 1.
Proof. From the definition of multiplication in X, we have (α+ β)(x) = α(x)β(x) 6= 1.
Let s ∈ T be a non-central semisimple element of G and let CG(s)◦ have root system
Φ1. If ∆ ⊆ Φ1, we have Φ ⊆ Φ1 and hence Φ = Φ1. This implies CG(s)◦ = G, a
contradiction. Therefore there exists α ∈ ∆ such that α /∈ Φ1. So by Lemma 8.1.8 there
are at least |∆| roots in Φ+ which are not in Φ+1 . This gives us the following lemma.
Lemma 8.5.3 With the above conditions, we have |Φ+1 | 6 |Φ+| − |∆|.
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Corollary 8.5.4 If the root system of G is not of type Al, we have |Φ+1 | 6 |Φ+|− |∆|−1.
Further, if the root system of G is of type E7 or E8, |Φ+1 | 6 |Φ+| − |∆| − 2.
Proof. The highest root α∗ is a positive root including α in its sum. Therefore, by Lemma
8.5.2, α∗(s) 6= 1 and so α∗ /∈ Φ1. For groups of type other than Al, the root α∗ is not one
of the βi, 1 6 i 6 l, in Lemma 8.1.8, so we are done. For groups of type E7 and E8 we
also have the roots given by Lemmas 8.1.10 and 8.1.12. 
We have the following lemma from [9, p.27].
Lemma 8.5.5 Let x be an element of an algebraic group G. Then CG(x) is a closed
subgroup of G.
Lemma 8.5.6 Let F be a Frobenius map on G and let x be an element in GF . Then
CG(x) is F -stable.
Proof. Let g ∈ CG(x). Then
F (g)−1xF (g) = F (g−1)F (x)F (g) = F (g−1xg) = F (x) = x,
and so F (g) ∈ CG(x). 
Corollary 8.5.7 Let F be a Frobenius map on G and let s be a semisimple element in
GF . Then F is a Frobenius map on CG(s).
Proof. This follows from Lemmas 8.3.5, 8.5.5 and 8.5.6. 
Lemma 8.5.8 Let F be a Frobenius map on G, let g ∈ GF and x ∈ G. Then gx ∈ GF if
and only if xF (x−1) ∈ CG(g).
Proof. Suppose gx ∈ GF . Then F (gx) = gx and hence F (g)F (x) = gx. Therefore, since
g ∈ GF , gF (x) = gx and so xF (x−1) ∈ CG(g). Conversely, if xF (x−1) ∈ CG(g), gx =
gF (x) = F (g)F (x) = F (gx) as required. 
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Lemma 8.5.9 Let G be a connected reductive group with root system Φ and let F be a
Frobenius map on G. Then a Sylow p-subgroup of GF has order q|Φ
+|.
Proof. See [9, p.74]. 
Corollary 8.5.10 Let G be a connected reductive group with Frobenius map F , and let
s ∈ GF be semisimple. Assume CG(s) is connected with root system Φ1. Then |CGF (s)|p 6
q(|Φ
+|−|∆|). Further, if G is not of type Al, |CGF (s)|p 6 q(|Φ+|−|∆|−1) and if G is of type E7
or E8, |CGF (s)|p 6 q(|Φ+|−|∆|−2).
Proof. By Corollary 8.5.7, F is a Frobenius map on CG(s). Therefore CG(s) is a connected
reductive group with Frobenius map F , so by Lemma 8.5.9 |CGF (s)|p = q|Φ+1 |. Hence by
Lemma 8.5.3 we have |CGF (s)|p 6 q(|Φ+|−|∆|) as required. The remainder follows from
Corollary 8.5.4. 
8.6 Regular Unipotent Conjugacy Classes
In this section, we assume G is a connected reductive group with a connected centre and
F is a Frobenius map on G.
Lemma 8.6.1 There exist regular unipotent elements in GF . The number of them is
|GF |
|Z(G)F |ql , where l is the semisimple rank of G.
Proof. See [9, Prop. 5.1.7, p.130, Prop. 5.1.9, p.131]. 
Lemma 8.6.2 Let u be a regular unipotent element in G. Then CG(u) is abelian.
Proof. See [16, Cor. 1.16, p.220]. 
Definition 8.6.3 Let H be an F -invariant subgroup of G. Define an equivalence relation
on H by x ∼ y if and only if there exists g ∈ H such that y = gxF (g−1). Let H1(F,H)
denote the equivalence classes of this relation.
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Lemma 8.6.4 Let H be a closed F -invariant subgroup of G. There is a bijection from
H1(F,H) to H1(F,H/H◦).
Proof. See [19, Thm. 2.1.4, p.32]. 
Corollary 8.6.5 Let u be a regular unipotent element in GF . Then there is a bijection
from H1(F,CG(u)) to H
1(F,CG(u)/CG(u)
◦).
Proof. We see CG(u) is closed and F -stable by Lemmas 8.5.5 and 8.5.6, so this follows by
Lemma 8.6.4. 
Lemma 8.6.6 Let u be an element in GF . Suppose ux, uy ∈ GF for x, y ∈ G. Then ux
and uy are conjugate in GF if and only if xF (x−1) ∼ yF (y−1) in CG(u).
Proof. Suppose there exists g ∈ GF such that ux = (uy)g. Then u = uygx−1 and so
ygx−1 ∈ CG(u). Let h ∈ CG(u) be such that ygx−1 = h. Then g = y−1hx and since
g ∈ GF , F (y−1hx) = y−1hx. This means yF (y−1) = hxF (x−1)F (h−1), and so xF (x−1) ∼
yF (y−1).
Conversely, suppose xF (x−1) ∼ yF (y−1). Then since xF (x−1), yF (y−1) ∈ CG(u) by
Lemma 8.5.8, there exists h ∈ CG(u) such that yF (y−1) = hxF (x−1)F (h−1). Then
y−1hx = F (y−1hx) and so y−1hx ∈ GF . Now, (uy)y−1hx = uhx = ux and so ux and uy are
conjugate in GF . 
Lemma 8.6.7 Let u be a regular unipotent element in GF . There is a bijection between
the set of regular unipotent conjugacy classes in GF and H1(F,CG(u)/CG(u)
◦).
Proof. By the Lang-Steinberg Theorem, every element of CG(u) can be written as xF (x
−1),
for some x ∈ G. From Lemmas 8.5.8 and 8.6.6, we have ux is conjugate to uy in GF if
and only if xF (x−1) ∼ yF (y−1) where ∼ is an the equivalence relation with equivalence
classes H1(F,CG(u)). The result now follows from Corollary 8.6.5. 
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Corollary 8.6.8 The number of conjugacy classes of regular unipotent elements in GF
is |H1(F,CG(u)/CG(u)◦)|.
Proof. This follows directly from Lemma 8.6.7. 
Now let g1, . . . , gs be representatives of the distinct classes of H
1(F,CG(u)). By the
Lang-Steinberg Theorem, there exist hi ∈ G such that gi = hiF (h−1i ) for 1 6 i 6 s. For
each i, let wi = u
hi . Then {w1, . . . , ws} is a set of conjugacy class representatives for the
regular unipotent conjugacy classes of GF . Let Fi = Fcg−1i , where cg is conjugation by g.
Lemma 8.6.9 For 1 6 i 6 s, the action of F on CG(wi) is equivalent to the action of Fi
on CG(u).
Proof. Let x ∈ CG(u). Then F (xhi) = F (x)F (hi) = (F (x)g−1i )hi = (Fi(x))hi , since gi =
hiF (h
−1
i ). 
Corollary 8.6.10 For 1 6 i 6 s, |CGF (wi)| = |CGFi (u)|.
Lemma 8.6.11 We have CGFi (u) = CGF (u) for 1 6 i 6 s.
Proof. x ∈ CGFi (u) if and only if x ∈ CG(u) and Fi(x) = x. So by Lemma 8.6.2, this is if
and only if x ∈ CGF (u). 
Corollary 8.6.12 The centralizers of all regular unipotent elements in GF have the same
size.
Proof. For 1 6 i 6 s, |CGF (wi)| = |CGFi (u)| = |CGF (u)|, by Corollary 8.6.10 and Lemma
8.6.11. 
Lemma 8.6.13 Let x be a regular unipotent element in GF . Then there is a unique
maximal connected unipotent subgroup U of G containing x. Furthermore we have the
following results.
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(i) CG(x) = Z(G)CU(x). So if G is of adjoint type, CG(x) = CU(x).
(ii) CU(x) is connected if and only if p is a good prime for G.
(iii) If G is simple and p is bad for G, the order of CU(x)/CU(x)
◦ is p unless G is of type
E7 or E8 and p = 2. In these cases CU(x)/CU(x)
◦ has order 4.
(iv) If G is simple and adjoint, the number of GF conjugacy classes of regular unipotent
elements is |CU(x)/CU(x)◦|.
Proof. See [16, p.220]. 
Theorem 8.6.14 Let G be a simple algebraic group of adjoint type. If p is a good prime
for G, there is only one conjugacy class of regular unipotent elements in GF and its order
is |G
F |
ql
. If p is a bad prime for G, every regular unipotent conjugacy class in GF has size
|GF |
pql
unless G is of type E7 or E8 and p = 2, in which case it has size
|GF |
4ql
.
Proof. Since G is of adjoint type, Z(G) = 1. The result is clear for good primes from
Lemmas 8.6.1 and 8.6.13. Now suppose p is a bad prime for G. From Lemma 8.6.13
there are p conjugacy classes of regular unipotent elements in GF , except if G is of type
E7 or E8 and p = 2, when there are four such classes. So, since by Corollary 8.6.12, the
centralizers of regular unipotent elements in GF all have the same order, we have the
result. 
8.7 Regular Semisimple Elements
Let G be a connected semisimple group with Frobenius map F .
Definition 8.7.1 Let x ∈ GF be semisimple. Then x is regular if and only if
|CGF (x)|p = 1.
Lemma 8.7.2 There exist regular semisimple elements in GFsc.
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Proof. This follows from [32, Th. 3.3]. 
Lemma 8.7.3 Suppose x ∈ GFsc is regular semisimple. Let Z = Z(GFsc) and K = GFsc/Z.
Then xZ is regular semisimple in K.
Proof. Let X = 〈x, Z〉, so CK(xZ) = CK(X/Z). Suppose xZ is not regular semisimple.
Then p divides |CK(X/Z)| and so there exists cZ ∈ CK(X/Z) which has order p. We have
(|Z|, p) = 1, so | 〈c, Z〉 | = p|Z|, and hence we may assume c has order p. Let C = 〈c〉.
Then (|C|, |X|) = 1 and so the action of C on X is coprime. Hence, by [30, 8.2.7, p.187],
[X,C] = [X,C,C] 6 [Z,C] = 1. Therefore C centralizes X and in particular c ∈ CGFsc(x)
which implies p divides |CGFsc(x)|, a contradiction. 
Corollary 8.7.4 There exist regular semisimple elements in GFad.
Proof. We have K ∼= (GFad)′ and so by Lemma 8.7.3, there is a regular unipotent element
z ∈ (GFad)′. Now note GFad/(GFad)′ is a p′-group, so |CGFad(z)|p = |C(GFad)′(z)|p = 1. Therefore
z is a regular unipotent element in GFad. 
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Chapter 9
Character degrees of Finite
groups of Lie Type
9.1 Characters
The aim of this section is to provide the character theoretic background needed to prove
our theorem. The theory is known as Deligne-Lusztig theory and is developed in [9].
Definition 9.1.1 Let χ1, . . . , χk be all the irreducible characters of a finite group G. A
generalized character of G is any function χ =
∑k
i=1 niχi, with ni ∈ Z for 1 6 i 6 k.
From now on, let G be a connected reductive group with a Frobenius map F . For any
maximal torus T F in GF , let T̂ F = Hom(T F ,C∗) be the set of complex characters of T F .
In [9], Carter defines an equivalence relation on the pairs (T, θ), where T is a maximal
F -stable torus of G and θ ∈ T̂ F . This is known as geometric conjugacy, see [9, p.107] for
details.
Lemma 9.1.2 Let G∗ be a connected reductive group with Frobenius map F ∗ and as-
sume (G,F ) and (G∗, F ∗) are in duality. Then there is a bijection between the geometric
conjugacy classes in G and the F ∗-stable semisimple conjugacy classes in G∗.
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Proof. See [9, Thm. 4.4.6, p.119]. 
In [13], Deligne and Lusztig defined a generalized character RT,θ for each F -stable
maximal torus T and each θ ∈ T̂ F . The theory is very complicated, and includes coho-
mology groups, so we shall just state a couple of facts about these characters, without
including the details.
Lemma 9.1.3 Let χ be an irreducible character of GF . Then χ is a constituent of RT,θ
for some F -stable maximal torus T and θ ∈ T̂ F .
Proof. See [9, Cor. 7.5.7, p.236]. 
Lemma 9.1.4 Suppose T and T ′ are F -stable maximal tori of G and let θ ∈ T̂ F and
θ′ ∈ T̂ ′F . If (T, θ) and (T ′, θ′) are not in the same geometric conjugacy class, then RT,θ
and RT ′,θ′ have no common irreducible constituents.
Proof. See [9, Th. 7.3.8, p.220]. 
Now suppose for some irreducible character χ of G, we have (RT,θ, χ) 6= 0 and
(RT ′,θ′ , χ) 6= 0, where T , T ′, θ and θ′ are as before. Then by Lemma 9.1.4, (T, θ) and
(T ′, θ′) must be in the same geometric conjugacy class. Thus, by Lemma 9.1.3, each
irreducible character of GF determines some geometric conjugacy class.
Definition 9.1.5 Let χi and χj be irreducible characters of G
F . We say χi and χj are
geometrically conjugate if they determine the same geometric conjugacy class.
We now need to assume our connected reductive group G has a connected centre.
Definition 9.1.6 Let χ be an irreducible character of GF . If its average value on the
regular unipotent elements of GF is nonzero then we say that χ is semisimple.
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Every geometric conjugacy class, κ, of irreducible characters of GF contains exactly
one semisimple character. This character is defined by
χκ = ±
∑
(T,θ)∈κ,modGF
RT,θ
(RT,θ, RT,θ)
,
where the sum is taken over one representative of each GF -orbit on κ and the sign is
chosen to make χκ(1) positive, [9, p.288].
An important result for us is the following.
Lemma 9.1.7 The degree of any semisimple character is coprime to p.
Proof. See [9, Th. 8.4.8, p.288]. 
The geometric conjugacy class containing the principal character is the one corre-
sponding to (T, 1), where T is any F -stable maximal torus of G.
Definition 9.1.8 Let χ be an irreducible character of GF . If χ is a constituent of RT,1
for any F -stable maximal torus of G then it is called unipotent.
Lists of the degrees of the unipotent characters of GF , for G simple, are given in [9,
Ch. 13].
There is the following Jordan decomposition for characters, see [9, 12.9, p.391]. This
will be very useful to us.
Lemma 9.1.9 Let χ be an irreducible character of GF . Then there exists a pair (χs, χu)
such that χ(1) = χs(1)χu(1), where χs is a semisimple character of G
F and χu is a
unipotent character of CG∗F∗ (s
∗), where s∗ is a semisimple element in the conjugacy class
of G∗F
∗
determined by χs as in Lemma 9.1.2.
At last our first concrete result.
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Lemma 9.1.10 Let G be a simple connected reductive group of adjoint type and let F be
a Frobenius map on G. Let χ be an irreducible character of GF which is not unipotent.
Then χ(1) divides |clGF (u)|, where u is any regular unipotent element in GF .
Proof. First, let p be a good prime for G. Then |clGF (u)| = |G
F |
ql
, by Theorem 8.6.14. We
know χ(1) divides |GF |, so we only need to consider the p-part of χ(1). Let (χs, χu) be the
Jordan decomposition of χ. By Lemma 9.1.7, (χs(1))p = 1 and since χ is not unipotent,
χs is not the principal character. Then s
∗ is a non-central element of G∗F
∗
. Now, χu
is a character of CG∗F∗ (s
∗), so χu(1) divides |CG∗F∗ (s∗)|. Therefore by Corollary 8.5.10,
(χu(1))p 6 q|Φ
+|−l, and so since |GF |p = q|Φ+|, χ(1) divides |GF |ql as required.
Now we consider the situation for bad primes. Let p be a bad prime for G, but assume
we do not have p = 2 and G of type E7 or E8. Then we have |clGF (u)| = |G
F |
pql
by Theorem
8.6.14. Clearly |G
F |
ql+1
divides |G
F |
pql
. So, since we have |CG∗F∗ (s∗)|p 6 q|Φ
+|−l−1 by Corollary
8.5.10, the result follows as above.
Finally we consider the case p = 2 and G of type E7 or E8. By Theorem 8.6.14,
|clGF (u)| = |G
F |
4ql
and so the result follows from Corollary 8.5.10 as before. 
9.2 The Steinberg Character
Definition 9.2.1 A group G, with subgroups B and N , is said to have a BN -pair if the
following are satisfied.
(i) G = 〈B,N〉.
(ii) H = B ∩N EN .
(iii) W = N /H is generated by a set S = {si | i ∈ I, s2i = 1}.
(iv) For i ∈ I, niBni 6= B, where ni ∈ N is any preimage of si.
(v) niBn ⊆ BninB ∪ BniB for n ∈ N and ni as before.
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Definition 9.2.2 Let G be a group with a BN-pair, B,N . Then G has a split BN-pair
if there exists a unipotent subgroup U E B such that:
(i) B = UH and U ∩H = {1};
(ii)
⋂
n∈N nBn−1 = H.
Example 9.2.3 Set G = GL(n,K). Let B be the subgroup of lower triangular matrices,
N be the subgroup of monomial matrices and U be the subgroup of lower unitriangular
matrices. Then B,N is a split BN-pair for G. Note H is the subgroup of diagonal
matrices.
Let G be a group with a BN -pair, B,N . For any J ⊆ I let WJ = 〈si : i ∈ J〉, and
NJ be such that NJ/H =WJ . Define PJ = BNJB. This is a subgroup by [9, Prop 2.1.4,
p.43].
Definition 9.2.4 We say PJ is a standard parabolic subgroup of G.
Definition 9.2.5 Let G be a finite group with a BN-pair. The Steinberg character of G
is given by
St =
∑
J⊆I
(−1)|J |(1PJ )G,
where (1PJ )
G is the principal character of PJ induced up to G.
Lemma 9.2.6 The Steinberg character is irreducible.
Proof. See [9, Cor. 6.2.4, p.190]. 
Theorem 9.2.7 Let G be a connected reductive group with Frobenius map F . Then
(i) G has a split BN-pair;
(ii) GF has a split BN-pair.
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Proof. Let B be an F -stable Borel subgroup in G and let T be an F -stable maximal torus
of G contained in B. Let N = NG(T ) and U = Ru(B), the unipotent radical of B. Note
N and U are also F -stable and B ∩ N = T . Then B,N is a split BN -pair for G and
BF , NF is a split BN -pair for GF . See [9, p.22,23,34] for details. 
From now on suppose G is a finite group of Lie type and PJ is a standard parabolic
subgroup of G. Then PJ is a semidirect product PJ = LJUJ where LJ ∩ UJ = 1 and UJ
is the largest normal unipotent subgroup of PJ . This is known as the Levi decomposition
of PJ and LJ is called a standard Levi subgroup. Furthermore, LJ is a finite group of Lie
type. See [10, p.119] for details.
The following lemma gives us a way to calculate the values of the Steinberg character
on G.
Lemma 9.2.8 Let StG and StLJ be the Steinberg characters of G and LJ respectively.
Then StG ↓PJ= StLJ ↑PJ .
Proof. See [9, p.191]. 
Lemma 9.2.9 Let G be a finite group of Lie type. Then StG(1) = |RU(B)|.
Proof. From Lemma 9.2.8 we have StG(1) = StLJ ↑PJ (1). Let J = ∅. Then PJ = LJUJ =
TRU(B) = B. So
StG(1) = StT ↑B (1) = 1|T |
∑
x∈B
StT (1) =
|B|
|T |StT (1) = |RU(B)|,
since T is abelian. 
Theorem 9.2.10 Let G be a connected reductive group with a Frobenius map F . Let g
be a regular semisimple element in GF . Then St(1) divides |clGF (g)|.
Proof. From Lemma 9.2.9, St(1) = |GF |p. So since |CGF (g)|p = 1, the result clearly
follows. 
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9.3 Unipotent Characters
The aim of this section is to prove the following result.
Theorem 9.3.1 Let G be a simple algebraic group of adjoint type, with Frobenius map F ,
and let χ be any irreducible unipotent character of GF , other than the Steinberg character.
Then χ(1) divides |clGF (u)| for any regular unipotent element u ∈ GF .
To prove this lemma, we need to consider the different types of root system separately.
We rely heavily on the results in [9, 13.8].
SupposeG is of typeAl. Then the unipotent characters are parameterized by partitions
of l + 1. Let α = (α1, . . . , αm) ` l + 1, with α1 6 α2 6 . . . 6 αm, and let λi = αi + i− 1,
for 1 6 i 6 m. Let χα be the character corresponding to α. Then from [9, p.465]
χα(1) =
l+1∏
k=1
(qk − 1)
∏
i,j,j<i
(qλi − qλj)
qLm
∏
i
λi∏
k=1
(qk − 1)
,
where
Lm =
(
m− 1
2
)
+
(
m− 2
2
)
+ . . .+
(
2
2
)
.
Lemma 9.3.2 Let χα be the irreducible unipotent character of G
F corresponding to
α ` l + 1. Then (χα(1))p = q
∑m−1
i=1 (m−i)αi.
Proof. We have
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(χα(1))p =
∏
i,j,j<i
qλj
qLm
= q
∑m−1
i=1 (m−i)λi−Lm
= q
∑m−1
i=1 (m−i)αi
from Lemma 7.0.1. 
Lemma 9.3.3 Theorem 9.3.1 holds for G of type Al.
Proof. From Lemma 7.0.2 we know the unipotent character with the largest p-part is given
by the partition (1, 1, . . . , 1) ` l+ 1. This corresponds to the Steinberg character. By the
same lemma, the character with the next largest p-part corresponds to α = (1, . . . , 1, 2) `
l + 1. By Lemma 9.3.2, for this α we have
(χα(1))p = q
∑l−1
i=1(l−i) = q
l(l−1)
2 .
There are no bad primes for Al, so for all p and regular unipotent u ∈ GF , |clGF (u)| =
|GF |
ql
, by Theorem 8.6.14, and hence |clGF (u)|p = q
l(l−1)
2 . So the result follows. 
Now suppose G is of type 2Al(q
2). The irreducible unipotent characters of GF are
parameterized by partitions of l + 1 as for Al. Let χα be the character corresponding to
α. Then from [9, p.465],
χα(1) =
l+1∏
k=1
(qk + (−1)k+1)
∏
i,j,j<i
(qλi − (−1)λi+λjqλj)
qLm
∏
i
λi∏
k=1
(qk − (−1)k)
,
where Lm is as above.
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Lemma 9.3.4 Theorem 9.3.1 holds for G of type 2Al.
Proof. Both the p-parts of the unipotent character degrees and the regular unipotent
conjugacy class sizes are the same as in the Al case. Therefore the proof is the same as
that of Lemma 9.3.3. 
Now suppose G is of type Bl or Cl. Let λ = (λ1, . . . , λa) with 0 6 λ1 < . . . < λa,
and µ = (µ1, . . . , µb) with 0 6 µ1 < . . . < µb. We consider pairs (λ, µ) such that
a − b is odd and positive and λ1 and µ1 are not both 0. The rank of (λ, µ) is given by∑a
i=1 λi+
∑b
j=1 µi−
(
a+b−1
2
)2
. Suppose GF is of rank l, then the unipotent characters of GF
correspond to the pairs of sequences with rank l. Let θ(λ,µ) be the character corresponding
to the pair (λ, µ).
First assume p is a good prime for G. Then from [9, p.467],
(θ(λ,µ)(1))p =
∏
i,i′,i′<i
qλi′
∏
j,j′,j′<j
qµj′
∏
i,j
qmin{λi,µj}
qMm
.
where Mm =
(
a+b−2
2
)
+
(
a+b−4
2
)
+ . . .+
(
3
2
)
.
Since we are only interested in the p-part of the character degrees, we may combine
the pair (λ, µ) to form an l-sequence α = (α1, . . . , αm), where m = a+ b, as in Definition
7.0.3.
Lemma 9.3.5 Let α be an l-sequence corresponding to the pair (λ, µ). Then
(θ(λ,µ)(1))p = q
Aα ,
where Aa =
∑m−1
i=1 (m− i)αi −Mm.
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Proof. We have
∑
i,i′,i′<i
λi′ +
∑
j,j′,j′<j
µj′ +
∑
i,j
min{λi, µj} =
∑
i,j,j<i
αj =
m−1∑
i=1
(m− i)αi,
and so the result follows. 
From Lemma 7.0.8, we see that if m = 2l + 1 we have the unique pair (λ, µ) with
λ = (0, 1, 2, . . . , l) and µ = (1, 2, . . . , l). It follows from Lemma 7.0.8 and Lemma 9.3.5
that (θ(λ,µ)(1))p = q
l2 and so this is the Steinberg character. By the same lemmas, if
m < 2l + 1 we have (θ(λ,µ))p 6 q(l−1)
2
.
Now, since p is a good prime for G, we have from Theorem 8.6.14, |clGF (u)| = |G
F |
ql
so |clGF (u)|p = ql(l−1), where u is any regular unipotent element in GF . Therefore for
a+ b < 2l + 1, θ(λ,µ)(1) divides |clGF (u)| as required.
The only bad prime for G = Bl is p = 2. In this case we have
(θ(λ,µ)(1))p =
∏
i,i′,i′<i
qλi′
∏
j,j′,j′<j
qµj′
∏
i,j
qmin{λi,µj}
2(
a+b−1
2 )qMm
.
where Mm =
(
a+b−2
2
)
+
(
a+b−4
2
)
+ . . .+
(
3
2
)
.
By Theorem 8.6.14, for any regular unipotent element u ∈ GF , we have |clGF (u)| =
|GF |
2ql
and hence |clGF (u)|2 = ql(l−1)2 . Then for any unipotent character θ(λ,µ), except the
Steinberg character, we have
(θ(λ,µ)(1))2 6 q(l−1)
2
6 ql(l−1)−1
6 q
l(l−1)
2
= |clGF (u)|2.
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Therefore we have proved the following.
Lemma 9.3.6 Theorem 9.3.1 holds for G of type Bl or Cl.
Now suppose G is of type Dl. Let λ = (λ1, . . . , λa) with 0 6 λ1 < . . . < λa and
µ = (µ1, . . . , µb) with 0 6 µ1 < . . . < µb. We consider pairs (λ, µ) such that a−b is divisible
by 4 and λ1 and µ1 are not both 0. The rank of (λ, µ) is
∑a
i=1 λi +
∑b
j=1 µi−
[(
a+b−1
2
)2]
.
Suppose GF is of rank l, then the unipotent characters of GF correspond to the pairs of
sequences with rank l, where (µ, λ) corresponds to the same character as (λ, µ), and if
λ = µ, there are two characters of the same degree. Let θ(λ,µ) be a character corresponding
to the pair (λ, µ).
Let p be a good prime for G. Then we have, from [9, p.471],
(θ(λ,µ)(1))p =
∏
i,i′,i′<i
qλi′
∏
j,j′,j′<j
qµj′
∏
i,j
qmin{λi,µj}
qMm
.
where Mm =
(
a+b−2
2
)
+
(
a+b−4
2
)
+ . . .+
(
3
2
)
.
Again we may combine the pair (λ, µ) to form an l-sequence α = (α1, . . . , αm), where
m = a+ b, as in Definition 7.0.3. Lemma 9.3.5 also holds here and so we have
(θ(λ,µ)(1))p = q
Aα .
From Lemma 7.0.10, if m = 2l we have λ = (0, 1, . . . , l − 1) and µ = (1, . . . , l − 1, l)
and so (θ(λ,µ)(1))p = q
l2 , hence this is the Steinberg character. Also from Lemma 7.0.10,
if m < 2l we have (θ(λ,µ)(1))p 6 ql(l−2). So, since by Theorem 8.6.14 we have |clGF (u)|p =
ql(l−2) for any regular unipotent u ∈ GF , the result follows.
Now suppose p = 2. Then from [9, p.471],
(θ(λ,µ)(1))p =
∏
i,i′,i′<i
qλi′
∏
j,j′,j′<j
qµj′
∏
i,j
qmin{λi,µj}
2cqMm
.
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where
c =

[
a+b−1
2
]
ifλ 6= µ
a = b ifλ = µ
,
and Mm is as before.
Let u be any regular unipotent element in GF . Then by Theorem 8.6.14
|clGF (u)|p = ql(l−2)2 > ql(l−2)−1. Then for any unipotent character, except the Steinberg
character, by Lemma 7.0.10 we have
(θ(λ,µ))2 6 q(l−2)(l−1)+1 6 ql(l−2)−1 6 |clGF (u)|p.
Therefore we have proved the following lemma.
Lemma 9.3.7 If G has type Dl then Theorem 9.3.1 holds.
We can now complete the proof of Theorem 9.3.1.
Proof (Theorem 9.3.1). Lemmas 9.3.3, 9.3.4. 9.3.6 and 9.3.7 show the result for G of
types Al,
2Al, Bl, Cl and Dl. For G of type
2Dl the proof is similar to that of Dl except
we have a − b ≡ 2 mod 4. Finally, if GF is one of G2(q), 3D4(q3), F4(q), E6(q), 2E6(q2),
E7(q), E8(q),
2B2(q),
2G2(q) or
2F4(q), we can check the unipotent character degrees
directly from [9, Ch. 13] to see the theorem holds, including for bad primes. 
9.4 The Simple Groups
Let G be a simple algebraic group with Frobenius map F . Then
K = (GFad)
′ ∼= GFsc/Z(GFsc)
is a finite simple group, except in a few small cases. In this section we prove the following.
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Theorem 9.4.1 Let K be as above. Then for any irreducible character χ of K there
exists x ∈ K such that χ(1) divides |clK(x)|.
In fact we prove the following corollary.
Corollary 9.4.2 There exist two conjugacy classes in K such that the degree of any
irreducible character of K divides the order one of them.
Lemma 9.4.3 Let x be any regular unipotent element in GFad. Then
(|Z(G∗F ∗)|, |CGFad(x)|) = 1.
Proof. By Lemma 8.6.1 |CGFad(x)| = ql. The order of |Z(G∗
F ∗)| = |Z(GFsc)| is p-prime by
[19, p.19]. 
Lemma 9.4.4 Let u ∈ GFad be unipotent. Then u ∈ K.
Proof. A unipotent element in GF has order a power of p, see [16]. Therefore, since
|GFad : K| = |Z(GFsc)| has p-prime order we have the result. 
Lemma 9.4.5 Let x be a regular unipotent element in GF . Then CK(x) = CGF (x).
Proof. By Lemma 8.6.13, CG(x) = CU(x) where U is a maximal connected unipotent
subgroup of G containing x. Therefore all the elements in G which centralize x are
unipotent and so the same must be true in GF . Hence CGF (x) 6 K, and we have
CK(x) = CGF (x). 
Lemma 9.4.6 Let x be a regular unipotent element in GF . Then |clK(x)| = |clGF (x)||Z(G∗F∗ )|
Proof. We have |clK(x)| = |K||CK(x)| =
|GF |
|Z(G∗F∗ )||C
GF
(x)| =
|cl
GF
(x)|
|Z(G∗F∗ )| . 
Lemma 9.4.7 Let χ be an irreducible unipotent character of GF which is not the Stein-
berg character, and let x be a regular unipotent element of K. Then χ(1) divides |clK(x)|.
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Proof. If χ is a unipotent character of GF , then it is also a unipotent character of G∗F
∗
. So
χ(1) divides |G
∗F∗ |
|Z(G∗F∗ )| by [24, Th. 6.5, p.68]. We also have χ(1) divides
|GF |
|C
GF
(x)| by Theorem
9.3.1. Therefore, since (|Z(G∗F ∗)|, |CGF (x)|) = 1, we have χ(1) divides |G
F |
|Z(G∗F∗ )||C
GF
(x)| =
|clK(x)| by Lemma 9.4.6. 
The following lemma is from [9, p.288].
Lemma 9.4.8 Let χs be a semisimple character of G
F . Let s∗ be a semisimple element
in the conjugacy class of the dual group determined by χs, as in Lemma 9.1.2. Then
χ(1) = |G∗F ∗ : CG∗F∗ (s∗)|p′.
Lemma 9.4.9 Let χ be an irreducible character of GF which is not unipotent and let x
be a regular unipotent element of K. Then χ(1) divides |clK(x)|.
Proof. By Lemma 9.1.9, we have χ(1) = χs(1)χu(1), where χs is a semisimple char-
acter of GF and χu a unipotent character of CG∗F∗ (s
∗) for s∗ a semisimple element of
G∗F
∗
in the conjugacy class determined by χs. Then χu(1) divides
|C
G∗F∗ (s
∗)|
|Z(C
G∗F∗ (s
∗))| by [24,
Th. 6.5, p.68], and χs(1) divides
|G∗F∗ |
|C
G∗F∗ (s
∗)| by Lemma 9.4.8. So χs(1)χu(1) divides
|G∗F∗ |
|Z(C
G∗F∗ (s
∗))| and hence
|G∗F∗ |
|Z(G∗F∗ )| . By Lemma 9.1.10, χs(1)χu(1) divides |clGF (x)| and so,
since (|Z(G∗F ∗)|, |CGF (x)|) = 1, χs(1)χu(1) divides |G
F |
|Z(G∗F∗ )||C
GF
(x)| = |clK(x)|. 
Lemma 9.4.10 Let χ be the Steinberg character of GFad. The there exists x ∈ K such
that χ(1) divides |clK(x)|.
Proof. By Lemma 8.7.3 there exists a regular semisimple element x inK. Then |clK(x)|p =
|K|p
|CK(x)|p = |K|p = |G|p since |Z(GFsc)| is p-prime. Therefore the result follows by Theorem
9.2.10. 
Proof (Theorem 9.4.1). Since K is a normal subgroup of GFad, the degree of any irreducible
character of K must divide the degree of some irreducible character of GFad. By Lemmas
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9.4.7, 9.4.9 and 9.4.10 we have shown the degree of any irreducible character of GFad divides
the size of some conjugacy class of K. Therefore the result follows. 
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