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Abstract—In this paper, we aim to find a robust network formation strategy that can adaptively evolve the network topology against
network dynamics in a distributed manner. We consider a network coding deployed wireless ad hoc network where source nodes are
connected to terminal nodes with the help of intermediate nodes. We show that mixing operations in network coding can induce packet
anonymity that allows the inter-connections in a network to be decoupled. This enables each intermediate node to consider complex
network inter-connections as a node-environment interaction such that the Markov decision process (MDP) can be employed at each
intermediate node. The optimal policy that can be obtained by solving the MDP provides each node with optimal amount of changes in
transmission range given network dynamics (e.g., the number of nodes in the range and channel condition). Hence, the network can be
adaptively and optimally evolved by responding to the network dynamics. The proposed strategy is used to maximize long-term utility,
which is achieved by considering both current network conditions and future network dynamics. We define the utility of an action to
include network throughput gain and the cost of transmission power. We show that the resulting network of the proposed strategy
eventually converges to stationary networks, which maintain the states of the nodes. Moreover, we propose to determine initial
transmission ranges and initial network topology that can expedite the convergence of the proposed algorithm. Our simulation results
confirm that the proposed strategy builds a network which adaptively changes its topology in the presence of network dynamics.
Moreover, the proposed strategy outperforms existing strategies in terms of system goodput and successful connectivity ratio.
Index Terms—Network Formation, Network Topology Design, Markov Decision Process, Network Coding, Wireless Ad Hoc Networks,
Mobile Network, Dynamic Network
F
1 INTRODUCTION
The connected world which began with representative
services such as connected cars, networked unmanned
aerial vehicles (UAVs), multi-robot systems, and the In-
ternet of things (IoT), results in networks with inherent
dynamics. The network entities of such services generally
have high mobility, which causes frequent changes in mem-
ber nodes associated with these networks. Moreover, the
links between the network entities may be under unstable
channel conditions with high link failure rates. Hence, it
is essential to form robust networks against such dynam-
ics by adaptively reformulating inter-connections among
network entities. However, solving this problem based on
conventional centralized solutions requires very high com-
putational complexity such that it cannot be practically
considered. Rather, it can be solved by decentralized and
spontaneous network formation strategies that enable each
network entity to make proactive and adaptive decisions
on network topology against the network dynamics. In
wireless ad hoc networks, for example, source nodes are
connected to terminal nodes via mobile intermedia nodes.
Then, the network topology can be determined in a dis-
tributed manner based on decisions of mobile intermediate
nodes for transmission ranges.In order to overcome network
dynamics, each mobile intermediate node may strategically
change its transmission range. Such distributed strategies
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Fig. 1: An illustrative example of wireless ad hoc network
where source nodes are connected to terminal nodes via
mobile intermedia nodes with network coding functionality.
for network formation can be essential in circumstances
where only limited infrastructures can be available, e.g.,
disaster networks or military networks.
However, it is not straightforward to design decentral-
ized strategies that enable each network entity to make its
own and optimal decisions, because the network entities are
intimately coupled. Specifically, the network entities can be
tightly inter-connected, so that the impact of small changes
from a network entity may propagate over a large number
of entities. Thus, each network entity should consider the
corresponding responses associated with its decisions to
make optimal decisions. This may require significantly high
computational complexity or may not be feasible in practice.
Therefore, it is essential for the design of decentralized
strategies to decouple the inter-connections among network
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2entities.
In this paper, we show that the inter-connections among
network entities can be decoupled by deploying network
coding, which is referred to as network decoupling. Unlike
the conventional store-and-forward approach, network cod-
ing [1] allows an intermediate entity to combine multiple
packets that it has received and to forward the mixed pack-
ets. For a network coding enabled wireless ad-hoc network
(which is widely considered as a network model of a con-
nected world), a packet passes through many intermediate
entities. Thus, it can be mixed with other packets multiple
times. This leads to packet anonymity, where all packets in
the network eventually have identical information including
their terminal nodes. Packet anonymity allows an entity
to consider the other entities as its environment. Hence,
complicated inter-connections among network entities can
be decoupled, and only the connection directly associated
with the entity is considered as a one-hop connection. This
leads to network decoupling so that the interactions between
network entities can be interpreted as a node-environment
interaction at each entity. An illustrative example of wireless
ad hoc network with network coding is shown in Fig. 1.
In this example, source nodes are connected to terminal
nodes via mobile intermedia nodes with network coding
functionality.
Motivated by the node-environment interaction, we use
an MDP to find a decentralized strategy which is referred to
as a policy for network formation. We consider wireless enti-
ties to be autonomous decision-making agents and the state
of an agent is defined as the number of effective nodes. Here,
effective nodes are the entities that have successfully received
packets from the agent. The probability density function of
the states is modeled by the Poisson point process (PPP),
which is widely used to characterize the behavior of mobile
nodes. The action of an agent is defined as the amount of
increasing or decreasing transmission range, which is the
outcome of the policy for the current state of the agent. The
policy is optimal if it enables the agent to maximize long-
term utility.
As a node increases its transmission range, the number
of hops required to reach the terminal node decreases, with-
out loss of generality, leading to an improvement in network
throughput. However, extending the transmission range
increases transmission power consumption and causes more
inter-node interference. This is explicitly captured by the
utility function, which represents both network throughput
improvement and the additional transmission power. There-
fore, the optimal policy enables each entity to successively
determine the optimal changes in transmission range at each
state, such that the entities can strike a balance between
network throughput gain and power consumption. Finally,
the consequences of the distributed decisions from each
entity eventually determine the network topology.
Note that the proposed strategy allows the resulting
network topology to evolutionarily adapt against network
dynamics. This is because the state is defined by the ef-
fective nodes, which are directly dependent on link failure
rates (i.e., channel condition) and node mobility (i.e., node
distribution). For example, a larger transmission range may
be required in a channel with higher link failure rates for
the target number of effective nodes. Similarly, an agent can
increase its transmission range to sustain connectivity in the
case of sparse node density. The proposed strategy is also
robust against frequent changes in member nodes of the
considered network, which is widely observed in mobile
networks. This is because the behavior of existing nodes is
not affected by individual network members, instead it is
only affected by the number of effective nodes included in its
own transmission range.
Unlike conventional optimal solutions that focus on
maximizing immediate utility, the proposed optimal policy
determined by the MDP can provide a long-term strategy,
which determines actions by explicitly considering future
dynamics in the network. Specifically, the actions taken by
the optimal policy can maximize the long-term utilities,
which are expressed as the sum of discounted utilities over
time. The discount factor can be determined by considering
the consistency of network conditions. Therefore, the actions
determined by the proposed policy can consider both cur-
rent and future network dynamics.
The proposed system consists of two phases: initializa-
tion and adaptation. In the initialization phase, the optimal
policy for each intermediate node is found and the state
can be initialized. As will be shown in this paper, optimal
actions can lead the network formation result to certain
topologies, referred to as stationary networks. Hence, we de-
sign the initial network to be close to the stationary network.
In the adaptation phase, each node adaptively and optimally
changes its transmission range based on the optimal policy
for the current state induced by network dynamics.
The main contributions of this paper are summarized as
follows.
• We show that network coding can lead to packet
anonymity where both the information and terminal of
all packets in network asymptotically become identical,
• We show that the packet anonymity of network coding
allows inter-connections among network nodes to be
decoupled into node-environment interactions at each
node, which is referred to as network decoupling,
• We formulate the problem of network topology forma-
tion in an MDP framework and provide a decentralized
solution to the network formation strategy,
• The proposed strategy improves network robustness
by adaptively rebuilding its topology in the presence
of network dynamics which includes unstable channel
conditions with high link failure rates, and high mo-
bility of network nodes that causes frequent changes in
member nodes associated with the considered network,
• The proposed strategy is a foresighted strategy that
chooses the action maximizes a long-term utility by
considering future network dynamics,
• The proposed strategy can determine the optimal trans-
mission range that balances network throughput im-
provement and transmission power consumption,
• The resulting network of the proposed strategy con-
verges to stationary networks, and
• We propose how to initialize a network such that the
speed of convergence to the stationary network can be
improved.
Note that the focus of this paper is neither on the
code design for network coding which has been extensively
studied in prior works [2], [3], [4], [5], [6], [7], [8], [9], nor on
3perfect delivery which needs 100% reliability. Rather, our
focus is on robust network formation based on network
coding, which can proactively reform network topology
against network dynamics in a decentralized manner.
The rest of the paper is organized as follows. In Section 2,
we briefly review related works. The wireless model for
mobile users and detailed process of data delivery based on
network coding are discussed in Section 3. The MDP-based
framework and a distributed network formation strategy
are proposed in Section 4 and Section 5, respectively. Simu-
lation results are presented in Section 6, and conclusions are
drawn in Section 7.
For the reader’s convenience, we summarize notations
frequently used in this paper in Table 1.
2 RELATED WORKS
Since network coding was first introduced in [1], it has
shown excellent ability to improve throughput, robustness
and complexity. The beginning of network coding was for
throughput gain in a multicast scenario. In [1], it is shown
that network coding can achieve maximum throughput via
the max-flow min-cut theorem, and it is further proved
that linear network coding can achieve the upper bound
of capacity in [10]. Many works in network coding have
been studied for random linear network coding (RLNC) [11]
as it is a simple, randomized encoding approach that is
decentralized [12], [13]. As well as throughput gain, it has
been shown that network coding also enhances robustness
against packet loss in lossy wireless networks [14], [15], [16].
Another advantage of network coding is that there is a
lower complexity requirement for network formation com-
pared to a conventional store-and-forward approach. In a
conventional store-and-forward approach, it is difficult to
find the optimal routing path that can achieve the capacity
upper bound. Even though an optimal routing solution
exists in some cases, such as the Steiner tree in multicast
routing, finding the solution is still very complex within
a centralized setting [17]. Network coding, however, can
transform complex network formation problems into low-
complexity distributed problems. For example, a distributed
solution that satisfies optimality condition to minimum
delay and minimum energy consumption is proposed in
[18]. Decentralized algorithms for network formation that
can minimize cost per unit capacity are proposed in [19].
Even though network coding can reduce complexity in
general, it is known that finding an optimal solution in
network coding with multiple multicasts is an NP-hard
problem [20]. Hence, suboptimal but practical solutions are
often studied [21], [22]. A well-known practical solution to
network formation is proposed based on linear optimization
in [21]. In [22], a distributed network formation solution is
developed for network coding deployed wireless networks
that includes multi-source multicast flows. Using a game
theoretical approach, each node in the network determines
its transmission power and the use of network coding
operations.
Network formation strategies for dynamic network con-
ditions in conventional routing schemes have been widely
studied in the context of a self-organizing network. Proto-
cols for self-organization of wireless sensor networks where
there exists a large number of static nodes with energy
constraints are described in [23]. In [24], an emergency com-
munication system based on UAV-assisted self-organizing
network is considered. In this work, UAVs are used as a
strong relay node to form a relay network in the air, and
the nodes on the ground formed a self-organizing network
automatically with the help of UAVs. In [25], a dynamic
topology control that prolongs the lifetime of a wireless
sensor network is proposed based on a non-cooperative
game.
However, there have been few studies in network coding
deployed network formation strategies that are robust in the
presence of network dynamics.
3 NETWORK CODING DEPLOYED WIRELESS AD
HOC NETWORKS
3.1 Wireless Ad Hoc Network Model
We consider a wireless ad hoc network modeled by a
directed graph Gτ , comprising a set V(Gτ ) of nodes together
with a set E(Gτ ) of directed links at time τ . Let vi ∈ V(Gτ ) be
the i-th element in V(Gτ ), and there are three types of nodes
in the network: source, intermediate and terminal. Let H
be an index set of source nodes and its element is denoted
as h ∈ H. An index set of terminals for a source node vh
is denoted as Th, and the data that vh generates at time τ
are denoted as xh,τ . In this paper, we consider the multi-
source multicast flows that have multiple source nodes, and
each source node has an independent set of terminal nodes.
Specifically, a source node vh for h ∈ H aims to deliver its
data xh,τ to multiple terminal nodes vt,∀t ∈ Th so that∑
h∈H |Th| flows are simultaneously considered, where | · |
denotes the size of a set. The total index set of all terminals
in Gτ is denoted as T =
⋃
h∈H Th, and the number of source
nodes and terminal nodes are denoted by NH and NT ,
respectively. The source nodes can only transmit data but
cannot receive data, and the terminal nodes can only receive
data but cannot transmit data, unlike the source nodes.
In cases where the source nodes are not able to directly
transmit data to the terminal nodes, intermediate nodes can
relay the data by receiving and transmitting the data. Let
vi for i ∈ V be an intermediate node where V denotes an
index set of intermediate nodes, and NV be the number of
intermediate nodes. Then, the total number of nodes in the
network can be represented by |V(Gτ )| = NH +NV +NT .
We consider the intermediate nodes as wireless mobile
devices that can move around in a bounded region with
energy constraints. We use a stochastic geometry model
to capture the distribution of intermediate nodes to model
the characteristics of mobility; the number of intermediate
nodes in a bounded region follows an independent homo-
geneous PPP with node density λ, which is the expected
number of Poisson points [26], [27]. Moreover, each in-
termediate node can adjust its transmission power, which
determines the range of potential delivery of data from the
node, which is referred to as transmission range. Let δ¯i,τ and
δi,τ (vj) be the radius of the transmission range of vi and
the Euclidean distance from node vi to node vj at time τ ,
respectively. Then, vj is located in the transmission range of
4TABLE 1: Summary of Notations
Notation Description Notation Description
vi a node with index i S state space
Ht an index set of source nodes for a terminal
node vt
s a state
H an index set of source nodes A action space
Th an index set of terminals for a source node
vh for h ∈ H
a an action
T total index set of all terminals in Gτ a¯τ transmission range at time τ
V an index set of intermediate nodes ρ discount factor
λ node density in network ω weight in (12)
Γi,τ (vj ,Th) node value function R(s, s′) reward
δi,τ (vj) the Euclidean distance from node vi to
node vj at time τ
pi policy
δ¯i,τ the radius of intermediate node vi’s trans-
mission range at time τ
Vτ (s) state-value function
∆τ (vj , vt) the number of hops between vj and vt at
time τ
σ limiting distribution
∆τ (vj ,Th) a set of ∆τ (vj , vt) for all t ∈ Th σs limiting probability of state s
Φ network coding function P state transition matrix
vi if δi,τ (vj) ≤ δ¯i,τ and vj can receive the data from vi. We
assume that links between nodes may be disconnected with
probability β, which is referred to as the link failure rate.
Hence, the probability that vj in the transmission range of
vi can successfully receive the data from vi is given by 1−β.
The deployment of intermediate nodes naturally leads to
a multi-hop ad hoc network, and thus, the network through-
put highly depends on the selection of paths constructed by
the nodes. Therefore, node vi needs to choose a node vj ,
which can relay the data to terminal nodes Th better than
other neighbor nodes in terms of node values. The node
value of vj from the perspective of vi is evaluated by the
node value function Γi,τ (vj ,Th), expressed as
Γi,τ (vj ,Th) = f(δi,τ (vj),∆τ (vj ,Th)) (1)
where ∆τ (vj ,Th) = {∆τ (vj , vt)|∀t ∈ Th} and ∆τ (vj , vt)
denotes the number of hops between vj and vt at time τ .
The function f(δi,τ (vj),∆τ (vj ,Th)) : (R,W|Th|×1) → R is
a decreasing function of δi,τ (vj) and ∆τ (vj ,Th), where R
denotes the field of real numbers and W = {0,Z+} denotes
the whole numbers which includes zero and the positive
integers Z+. By defining the node value as a decreasing
function of the distance and the number of hops from vj
to vt, Γi,τ (vj ,Th) increases as vj is located closer to vi,
and vj is connected to vt,∀t ∈ Th with a smaller number
of hops. Therefore, vi consumes lower transmission power
with a smaller transmission range and reduces delay for
data delivery for appropriate selection of vj .
3.2 Network Coding Based Encoding Process
A source node vh for h ∈ H generates a set of data
xh,τ =
{
x
(1)
h,τ , . . . , x
(L)
h,τ
}
at time τ and it broadcasts xh,τ
with the transmission power a¯h = g(δ¯h), where the function
g : R → R is determined based on a path loss model of
wireless channels. We assume that the radius of transmis-
sion range δ¯h of vh is stationary (i.e., time independent), so
that the subscription τ is omitted. If an intermediate node
vi is located in the transmission range of vh at time τ , vi
receives xh,τ , and puts xh,τ into its buffer Li, i.e., xh,τ ∈ Li
wherein data are sorted by time stamp τ with the oldest time
stamp at the head of the queue [28]. Note that the packet
has a limited life span (e.g., time to live (TTL) in an internet
packet) such that the packets with an expired time stamp
can be discarded. For simplicity, we assume that the output
capacity of a node is a single packet size such that a node
transmits a single packet per unit time [29], [30], [31],and
a node can receive multiple individual packets by applying
multipacket reception techniques [32], [33].
The intermediate node vi performs network coding op-
erations by combining packets with the same time stamp in
Li and generates encoded data yi,τ+1 at time τ+1 expressed
as
yi,τ+1 =
NH∑
h=1
⊕
(Chi,τ+1 ⊗ xh,τ ) (2)
where Chi,τ+1 denotes the global coding coefficient of vi
for source data xh,τ . The network coding operations are
performed in the Galois field (GF) and the operators ⊕ and
⊗ denote the addition and multiplication in GF, respectively.
When the encoding process is performed in (2), the source
data with the same time stamp are combined together, and
a packet pi,τ+1 is constructed as
pi,τ+1 = [τ, C1i,τ+1, . . . , CNH i,τ+1, yi,τ+1]
which has the time stamp of the combined source data τ ,
the global coding coefficient Chi,τ+1,∀h ∈ H as the header,
and the encoded data yi,τ+1 as a payload. An index set of
terminals for pi,τ+1 denoted by Tpi,τ+1 can be expressed as
Tpi,τ+1 = ∪h∈{h|Chi,τ+1 6=0,h∈H}Th. (3)
This is because pi,τ+1 needs to be delivered to all termi-
nals of combined source data, i.e., for all vt ∈ Th and
h ∈ {h|Chi,τ+1 6= 0,∀h ∈ H}.
If the intermediate node vi receives the encoded packets
yh,τ+α at time τ + α , it recombines the received data and
generates the encoded data yi,τ+α+1 at time τ + α+ 1, i.e.,
yi,τ+α+1
=
∑
yj,τ+α∈Li
⊕
(cji ⊗ yj,τ+α) (4)
=
∑
yj,τ+α∈Li
⊕(
cji ⊗
(
NH∑
h=1
⊕
(Chj,τ+α ⊗ xh,τ )
))
5=
NH∑
h=1
⊕ ∑
yj,τ+α∈Li
⊕
(cji ⊗ Chj,τ+α)
⊗ xh,τ
=
NH∑
h=1
⊕
(Chi,τ+α+1 ⊗ xh,τ )
where α > 0, and cji1 denotes the local coding coefficient
for data from vj to vi. In this paper, network coding is
implemented based on RLNC [34] so that cji is uniformly
and randomly chosen from GF with a size of 2M (GF(2M )),
i.e., cij ∈ GF(2M ). However, the proposed strategy is not
limited to RLNC, and deterministic code designs [2], [3],
[4], [5], [6], [7], [8], [9] can be considered as well.
For a large-scale multi-hop wireless network, the process
of recombining incoming packets in (4) can be performed
significantly many times, which eventually allows the re-
combined packet to include all source data. Therefore, the
terminal set of all packets in the network asymptotically
converges to T by making all packets identical. This is
defined as packet anonymity of network coding, which is
expressed in Proposition 1.
Proposition 1 (Packet Anonymity). Network coding can
asymptotically make both the information and terminal of each
packet identical.
We next consider the impact of the packet anonymity on
the node value. Let Φ be the network coding function in
(4). Then, the node value function Γi,τ (vj ,Th) in (1) that
is transformed by the network coding function Φ can be
expressed as
Φ(Γi,τ (vj ,Th)) = Φ (f(δi,τ (vj),∆τ (vj ,Th))) (5)
= f(δi,τ (vj),∆τ (vj ,T)) (6)
= Γi,τ (vj ,T). (7)
The equality between (5) and (6) is based on packet
anonymity. T in (6) is constant, so that the node value is
only a function of vj , which concludes (7). Therefore, we
conclude that if the network coding function Φ is employed
in intermediate nodes, multi-hop connections to terminals
(i.e., Th) need not be considered for node vi. Rather, only the
links directly associated with it should be considered as in
a one-hop connection (i.e., vj), leading to network decoupling
described in Proposition 2.
Proposition 2 (Network Decoupling). Network coding can
decouple one-hop connections from the overall network formation.
Network decoupling can lead to the design of decen-
tralized solutions by only considering node-environment
interactions at each node, which are captured by the MDP
framework introduced in Section 4. The characteristics of
network coding function Φ are shown in Fig. 2.
3.3 Source Reconstruction at Terminal Nodes
We next discuss the decoding process. Let Ht = {h|t ∈
Th,∀h ∈ H} be an index set of source nodes for a terminal
node vt and p˜1, · · · , p˜K ∈ Lt be the packets with the same
1. The time stamp for cji is omitted because the local coding coeffi-
cient is used only for one time slot.
 
x1,⌧ ,T1
x2,⌧ ,T2
xNH ,⌧ ,TNH
pi,⌧ ,T...
Packet Anonymity Network Decoupling
 
identical information and destinations node - environment interpretation
Environment
Fig. 2: Two characteristics of the network coding function Φ.
time stamp of source data that vt received. Then, we can
construct a vector of network coded data y˜ = [y˜1, · · · , y˜K ]T
and the global coding coefficient matrix C˜ is expressed as
C˜ =
 C˜11 · · · C˜NH1...
C˜1K · · · C˜NHK
 = [c˜1, · · · , c˜NH ] (8)
where c˜h = [C˜h1, · · · , C˜hK ]T for 1 ≤ h ≤ NH .
Node vt is then able to perfectly reconstruct its source
data, if C˜ satisfies the following two conditions: 1) c˜h 6= 0K
for all h ∈ Ht, where 0K denotes all zero vector with
length K , and 2) C˜′ is full-rank, where C˜′ is the matrix
where all c˜h = 0K for 1 ≤ h ≤ NH are removed from C˜.
Condition 1) ensures that the received packets include all
data that should be reconstructed. This is a widely accepted
condition under the wireless network settings because of
the broadcasting nature of wireless communications [35],
[36]. The condition 2) guarantees that the decoding process
can uniquely reconstruct data xˆh for all h ∈ Ht. Because
it is shown that RLNC makes the global coding coefficient
matrix be full-rank with high probability [12], [13]2, the
condition 2) can be satisfied. The decoding process can then
be implemented based on well-known approaches such as
Gaussian elimination in a GF [37].
While the conditions for perfect reconstruction can gen-
erally be satisfied with high probability, some special appli-
cations (e.g., delay-sensitive applications, error-prone net-
works with a high packet loss rate, etc.) may cause a perfect
reconstruction to fail. That is, random mixing in the inter-
session network coding may lead to an increased decoding
delay if only a subset of the coded sources of interest arrives
at the terminal node. In this case, alternative decoding
algorithms [38], [39], [40], [41] can be deployed.
In the rest of this paper, we propose a distributed strat-
egy for robust network formation.
4 MDP-BASED NETWORK FORMATION
In this section, we propose an MDP-based framework for
network formation, where intermediate nodes vi,∀i ∈ V of
the network are considered as autonomous decision making
agents to find the optimal strategy. An illustrative overview
for the proposed framework is shown in Fig. 3.
2. It is shown in [12] that if RLNC is employed, the probabil-
ity that the global coding coefficient matrix is full-rank is at least
(1− |D|/2M )|E(G)|. In general settings, a GF size of 2M is significantly
larger than the number of terminals |D| in the network. Hence, it is
widely accepted that the global coding coefficient matrix is full-rank
with high probability if RLNC is used.
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Fig. 3: An illustrative overview of the proposed system.
For an agent vi, an MDP is a tuple 〈S,A,
P (s′|s, a), U(s, a, s′), ρ〉, where S is the state space, A is the
action space, and P (s′|s, a) : S×A× S→ [0, 1] is the state
transition probability that action a ∈ A in state s ∈ S leads
to the next state s′ ∈ Si, which is a real number between 0
and 1. U(s, a, s′) : S×A× S→ R is a utility obtained after
transition to state s′ from state s with action a, and ρ ∈ [0, 1]
is the discount factor. The details are explained as follows.
4.0.1 State Space S
A state s ∈ S represents the expected number of effective
nodes in the transmission range of the agent. Since a node
can always be the effective node, at most (NV +NT ) nodes
can be located in the transmission range, so that 1 ≤ s ≤
d(NV + NT )/(1 − β)e in the channel with a β link failure
rate.
Note that the definition of the state allows the network
to be robust against network dynamics since a node can
adaptively change its transmission ranges by considering
node mobility and channel condition. If the network is static
with node density λ, simply determining δ¯i,τ can provide a
solution for network topology, which directly determines
the number of successfully received nodes, i.e., s, based
on node density λ. If the network is dynamic, however,
s at time τ cannot be directly determined by δ¯i,τ since λ
may not be a true value in the transmission range of the
agent because of node mobility and the link failure of the
channel. Hence, we design topology based on s rather than
δ¯i,τ , which allows a node to adaptively change δ¯i,τ against
network dynamics, leading to a robust network.
4.0.2 Action Space A
An action a ∈ A represents the increases in the transmission
range as compared to a previous transmission range. Hence,
the action at time τ becomes a = a¯τ − a¯τ−1, where a¯τ and
a¯τ−1 denote the transmission ranges at time τ and τ − 1,
respectively. If a > 0, the agent increases the transmission
range (i.e., a¯τ > a¯τ−1). Similarly, if a < 0, the agent
decreases the transmission range (i.e.,a¯τ < a¯τ−1). The agent
may keep the same transmission range by taking action
a = 0.
4.0.3 State Transition Probability P (s′|s, a)
A state transition probability represents the probability that
a node in state s moves to state s′ if action a is taken.
Thus, P (s′|s, a) means the probability that s′ effective nodes
will be included in the transmission range of the node
in the next time stamp by taking action a from current s
effective nodes. Since the number of intermediate nodes in a
bounded region follows an independent homogeneous PPP
with node density λ, the state transition probability can be
described as in Theorem 3.
Theorem 3. The state transition probability P (s′|s, a) is given
by
P (s′|s, a) =

(λa)ξ
′−ξ·e−λa
(ξ′−ξ)! a > 0
1 a = 0( ξ
ξ′
)
(1− |a|a¯τ )
ξ′
( |a|a¯τ )
ξ−ξ′
a < 0.
(9)
where ξ , d s1−β e and ξ′ , d s
′
1−β e.
Proof. Based on the Kolmogorov definition of conditional
probability, the state transition probability given in (9) can
be expressed as
P (s′|s, a) · P (s) = P (s|s′,−a) · P (s′). (10)
Let ξ be the number of nodes at time τ included in a¯τ ,
and thus, the corresponding probability is given by
Pr{ξ; a¯τ} = (λa¯τ )
ξ · e−λa¯τ
ξ!
. (11)
By considering the link failure rate β of the channel, the
expected number of effective nodes becomes s = (1− β) · ξ.
Hence, P (s) = Pr{ξ; a¯τ} with integer value ξ , d s1−β e.
We assume that the state transition interval is short
enough under mild regularity conditions [42]. Hence, a = 0
(which does not change the transmission range) does not
lead to a state transition, i.e., s′ = s. Therefore,
P (s′|s, a) · P (s) = 1 · P (s)
= 1 · P (s′) = P (s|s′,−a) · P (s′).
If a > 0 (which enlarges the transmission range), more
nodes can be included in the transmission region. Hence,
s′ ≥ s. In this case, P (s′|s, a) · P (s′) in (10) can be derived
as
P (s′|s, a) · P (s)
= P (s′|s, a) · Pr{ξ; a¯τ}
=
(λa)ξ
′−ξ · e−λa
(ξ′ − ξ)! ·
(λa¯τ )
ξ · e−λa¯τ
ξ!
=
(λ(a¯τ+1 − a¯τ ))ξ′−ξ · e−λ(a¯τ+1−a¯τ )
(ξ′ − ξ)! ·
(λa¯τ )
ξ · e−λa¯τ
ξ!
=
(λ(a¯τ+1 − a¯τ ))ξ′−ξ · e−λ(a¯τ+1)(λa¯τ )ξ
(ξ′ − ξ)!ξ! ·
(λa¯τ+1)
ξ′
(λa¯τ+1)ξ
′ ·
ξ′!
ξ′!
=
(λa¯τ+1)
ξ′e−λ(a¯τ+1)
ξ′!
· ξ
′!
(ξ′ − ξ)!ξ! · (1−
a¯τ
a¯τ+1
)ξ
′−ξ · ( a¯τ
a¯τ+1
)ξ
= Pr{ξ′; a¯τ+1} ·
(
ξ′
ξ
)
· ( a
a¯τ+1
)ξ
′−ξ · (1− a
a¯τ+1
)ξ
= P (s|s′,−a) · P (s′).
Similarly, P (s′|s, a) ·P (s) = P (s|s′,−a) ·P (s′) in (10) is
obtained for a < 0.
7Therefore, we conclude that the state transition probabil-
ity can be expressed as (9).
Theorem 3 implies that the state transition probability
is the probability that (ξ′ − ξ) nodes are included in the
transmission range a for a > 0. If a < 0, the probability that
ξ′ nodes are in a¯τ+1 given ξ nodes in a¯τ is the probability
that (ξ − ξ′) nodes are included in |a|.
4.0.4 Utility Function U(s, a, s′)
We define the utility function of node vi as a quasi-linear
function that consists of a reward and a cost, i.e.,
U(s, a, s′) = u+ ω ·R(s, s′)− (1− ω) · a (12)
where R(s, s′) is the reward function that represents im-
mediate throughput improvement given the state transition
from s to s′ at the cost of taking action a, which increases
the transmission range. The cost intrinsically includes trans-
mission power consumption at the node as well as the
penalty for causing wireless inter-node interference. The
weight ω(0 ≤ ω ≤ 1) can be used to balance the reward
and the cost. For example, if ω = 1, the cost associated
with taking action a can be ignored, but only the throughput
improvement is considered. Since a utility is generally non-
negative, a constant u is introduced in (12), and it can be
set such that U(s, a, s′) ≥ 0. The reward function R(s, s′) is
defined as
R(s, s′) = γ(s′)− γ(s)
where γ(s) denotes network throughput when the node is
in state s, which is a concave increasing function.
4.0.5 Discount Factor ρ
The discount factor ρ ∈ [0, 1] represents the degree of utility
reduction over time, so that it determines the cumulative
long-term utility. The discount factor can be determined
based on the consistency of the network condition (e.g., [43],
[44]). For example, if the network condition is static, a large
value of ρ can be used by imposing a high weight on the
predicted future utilities whereas a lower value of ρ needs to
be used in more dynamically changing network conditions.
Next, we show that the proposed framework satisfies the
Markov property.
Theorem 4. The tuple 〈S,A, P (s′|s, a), U(s, a, s′), ρ〉 satisfies
the Markov property.
Proof. Let 〈s1, a1〉 , 〈s2, a2〉 , . . . , 〈sτ , aτ 〉 be the sequence of
events, where 〈sτ , aτ 〉 is an event which includes an action
at time τ (i.e., aτ ) and a corresponding resulting state (i.e.,
sτ )3. The initial transmission range and corresponding state
are denoted by a¯0 and s1, respectively. To show that the
tuple 〈S,A, P (s′|s, a), U(s, a, s′), ρ〉 satisfies the Markov
property, our aim is to prove
P (sτ+1| 〈sτ , aτ 〉 , . . . , 〈s1, a1〉) = P (sτ+1|sτ , aτ ).
The state transition probability that action a1 leads a
node in state s1 to a new state s2 can be expressed as
P (s2|s1, a1) = Pr{s1 + (s2 − s1); a¯0 + a1|s1; a¯0}
3. In this proof, we add time stamps τ on the notation of states and
actions, e.g., sτ and aτ , to clearly specify the time that an action is
taken.
agent
intermediate node
effective node
 ¯i,⌧
 ¯i,⌧+1
a > 0
a
a¯⌧
a¯⌧+1
time ⌧ : ⇠ = 5, s = 4 time ⌧ + 1 : ⇠0 = 10, s0 = 7
Fig. 4: An illustrative explanation of the proposed frame-
work.
which implies that (s2 − s1) nodes are additionally in-
cluded in the transmission range expanded by a1. Similarly,
P (s3| 〈s2, a2〉 , 〈s1, a1〉) can be expressed as
P (s3| 〈s2, a2〉 , 〈s1, a1〉)
= Pr{s1 + (s2 − s1) + (s3 − s2); a¯0 + a1 + a2
|s1 + (s2 − s1); a¯0 + a1}
= Pr{s1 +
2∑
t=1
(st+1 − st); a¯0 +
2∑
t=1
at
|s1 +
1∑
t=1
(st+1 − st); a¯0 +
1∑
t=1
at}
= Pr{s3 − s2; a2} = P (s3|s2, a2).
By induction, P (sτ+1| 〈sτ , aτ 〉 , . . . , 〈s1, a1〉) can be ex-
pressed as
P (sτ+1| 〈sτ , aτ 〉 , . . . , 〈s1, a1〉)
= Pr{s1 +
τ∑
t=1
(st+1 − st);λ(a¯0 +
τ∑
t=1
at)
|s1 +
τ−1∑
t=1
(st+1 − st);λ(a¯0 +
τ−1∑
t=1
at)} (13)
= Pr{sτ+1 − sτ ;λ · aτ} (14)
= P (sτ+1|sτ , aτ ).
The equality between (13) and (14) can be derived by
st+1 − st =
τ∑
t=1
(st+1 − st)−
τ−1∑
t=1
(st+1 − st)
and
λ · aτ = λ(a¯0 +
τ∑
t=1
at)− λ(a¯0 +
τ−1∑
t=1
at)
which completes the proof.
Theorem 4 shows that the proposed framework in this
section can be modeled by the MDP. Fig. 4 shows an
illustration of the proposed framework.
In the next section, we show how the strategy enables
each node to make its own optimal decisions.
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5.1 MDP-Based Optimal Strategy for Network Forma-
tion
The solution to an MDP is the optimal policy that maps the
optimal actions performed in a particular state. Specifically,
the policy is a function pi : S → A which returns an action
for a state, i.e, pi(s) = a. The policy pi is optimal if it can
maximize the state-value function Vτ (s).
The state-value function Vτ (s) represents a cumulative
utility at time τ , starting from state s, expressed as
Vτ+1(s) = U(s, a, s
′) + ρU(s′, a, s′′) + ρ2U(s′′, a, s′′′) + · · ·
= U(s, a, s′) + ρVτ (s′) (15)
where state s sequentially moves into s′, s′′, and s′′′. In
(15), Vτ (s) includes the immediate utility U(s, a, s′) and the
discounted state-value of successive states ρVτ (s′). The ex-
pected value for the state-value function is thus expressed
as
E(Vτ+1(s)) =
∑
s′∈S
P (s′|s, a) (U(s, a, s′) + ρVτ (s′)) . (16)
The optimal state-value function V ∗(s) is the maximum state-
value function over all policies, i.e,
V ∗(s) = max
pi
E(V pi(s)) (17)
where V pi(s) is the state-value achieved by the actions
determined by policy pi at every state. Finally, the optimal
policy pi∗ is the policy that leads to V ∗(s), and it is defined
as
pi∗ = arg max
pi
E(V pi(s)),∀s ∈ S (18)
This is also known as the Bellman optimality equation [45].
Given the optimal policy pi∗, optimal action a∗ for each state
s can be determined such that
a∗ = pi∗(s)
= arg max
a∈A
∑
s′∈S
P (s′|s, a) (U(s, a, s′) + ρV ∗(s′)) .
In practice, a near-optimal policy is widely used as it
requires lower computational complexity. pi∗ is an -optimal
policy if
||V pi∗ (s)− V ∗(s)||∞ ≤ 
which means that the error between V pi
∗
 (s), the state-value
derived by pi∗ , and V
∗(s) is bounded by the optimality level
. The -optimal policy can be found using Algorithm 1.
Using stopping criteria, we show that Algorithm 1 con-
verges to -optimal policies in Theorem 5.
Theorem 5. The -optimal policy can be achieved by Algorithm 1
if the iteration stops with condition
||Vτ (s)− Vτ−1(s)||∞ ≤ 1− ρ
2ρ

for all s ∈ S.
Proof. See Appendix B.
Algorithm 1 Algorithm for -Optimal Policy
Require: state space S, action space A, utility function
U(s, a, s′), weight ω, discount factor ρ, state transition
probability P (s′|s, a), optimality level 
1: Initialize: V0(s)← 0,∀s ∈ S, τ ← 0
2: while Vτ (s)− Vτ−1(s) > 1−ρ2ρ  for any s ∈ S do
3: for ∀s ∈ S do
4: update Vτ+1(s)← maxa∈A
(∑
s′∈S P (s
′|s, a)
×(U(s, a, s′) + ρVτ (s′)))
5: τ ← τ + 1
6: choose -optimal policy pi
∗
(s) ← arg maxa Vτ (s),∀s ∈
S
7: return -optimal policies pi
∗
It can also be shown in Theorem 6 that Algorithm 1
converges to the optimal policy pi∗ by setting  = 0.
Theorem 6. The optimal policy pi∗ can always be achieved by
setting  = 0 in Algorithm 1, i.e.,
lim
τ→∞Vτ (s) = V
∗(s) (19)
for all s ∈ S.
Proof. See Appendix C.
The proof of Theorem 6 is shown in (56) in Appendix C,
Based on this proof, we concluded that
lim
τ→∞ ||Vτ (s)− V
∗(s)||∞ ≤ lim
τ→∞ ρ
τ ||V0(s)− V ∗(s)||∞
where ‖‖∞ denotes the infinite norm. This shows that the
convergence speed of Algorithm 1 significantly depends on
the discount factor ρ. Hence, the convergence speed can be
controlled by discount factor ρ.
Using the optimal policy, a node now can adaptively
change its transmission range against network dynamics,
which leads to a robust network. It is worth noting that
the complexity to find the optimal policy at each node does
not change, even if the total number of nodes in network
increases. Hence, as the number of nodes increases, the total
complexity to find the optimal policies of all nodes in the
network increases linearly. This is because the proposed
MDP framework of each node is not affected by individual
network member nodes, instead it is only affected by node
density λ in network. In the next section, we study how to
determine the initial state for each node which determines
the initial transmission range.
5.2 Stationary Network with Optimal Policy
Each node can periodically change its transmission range
according to the optimal policy obtained from Algorithm 1.
The resulting network can be in stationary, i.e., the number
of network nodes is unchanged if each node takes action
based on the optimal policy. In this section, we discuss
how to initial conditions are determined such that the
convergence speed for the optimal policy can be expedited
in practice.
With the optimal policy pi∗, the proposed MDP frame-
work is reduced to the Markov chain with a state transition
9matrix P whose element at (s, s′) is denoted by P(s, s′),
which is expressed as
P(s, s′) = P (s′|s, pi∗(s)) (20)
This is the state transition probability P (s′|s, a) in (9)
with the optimal action a = pi∗(s). The state transition
probability P(s, s′) provides the probability that a sin-
gle state transition changes a node in s to s′. Then, the
limiting matrix limn→∞Pn and the limiting distribution
σ = [σ1, . . . , σs, . . . , σ|S|] which can be obtained as
σs = lim
n→∞
∑
s′∈S P
n(s′, s)∑
s∈S
∑
s′∈S Pn(s′, s)
(21)
where σs denotes the probability of being in state s after an
infinite number of state transitions. Finally, the initial state
s† can be determined by choosing the state with the highest
limiting distribution, i.e.,
s† = args∈S maxσs (22)
which allows the initial network to be formed close to the
stationary network with the highest probability.
5.2.1 The optimal action includes no change of transmis-
sion range
If the optimal action at a state s∗ is not to change its
transmission range, i.e., a∗ = pi∗(s∗) = 0, the s∗th row of P
can be expressed by the definition of P (s′|s, a) in (9) as
P(s∗, s′) =
{
1, s′ = s∗
0, s′ ∈ {S\s∗} (23)
where S\s∗ denotes the set of elements in S excluding s∗.
This allows the state transition matrix P to be formulated in
canonical form as
P =
(
Q R
0 I
)
(24)
where Q ≥ 0 is a nonnegative matrix, R > 0 is a strictly
positive matrix, 0 denotes the matrix with zeros and I
denotes the identity matrix. The size of matrix I becomes
the number of states whose actions are zero.
Then, the limiting matrix of P in (24) becomes
lim
n→∞P
n = lim
n→∞
(
Qn Qn−1R + · · ·+ QR + R
0 I
)
=
(
0 FR
0 I
)
(25)
where F = (I − Q)−1 is the fundamental matrix of Q.
limn→∞Qn = 0 as the element of Q is in [0, 1). Then, an
element σs in the limiting distribution σ can be obtained
based on (21)
σs =
∑
∀i (FR)ij
ζ
where (FR)ij denotes the (i, j)th element of the matrix FR
and ζ =
∑
∀j
(∑
∀i (FR)ij + 1
)
is a constant. Therefore, the
initial state s† can be determined as
s† = args∈S maxσs
= argj max
∑
∀i
(FR)ij . (26)
In the case where the set of optimal actions does not
include no change in transmission range, the state transition
matrix P cannot be formulated as shown in (24). This is
discussed next.
5.2.2 Optimal action includes change of transmission
range
Since a∗ = pi∗(s∗) = 0 is not available as an action, the opti-
mal actions are either to enlarge or reduce the transmission
range.
If the optimal action at a state s is to enlarge the trans-
mission range (i.e., a∗ = pi∗(s∗) > 0), the sth row of P
becomes
P(s, s′) =
{
0, s′ < s
(λa)ξ
′−ξ·e−λa
(ξ′−ξ)! , s
′ ≥ s . (27)
Similarly, if the optimal action at a state s is to reduce the
transmission range (i.e., a∗ = pi∗(s∗) < 0), the sth row of P
becomes
P(s, s′) =

( ξ
ξ′
)
(1− |a|a¯τ )
ξ′
( |a|a¯τ )
ξ−ξ′
, s′ ≤ s
0, s′ > s
. (28)
The state transition matrix P can be correspondingly ex-
pressed as a canonical form of
P =
(
U Q1
Q2 L
)
(29)
where U and L denote the upper and lower triangular
matrices and Q1 and Q2 are strictly positive matrices. Since
the optimal actions are determined by considering both
rewards and costs, an optimal action can be determined to
enlarge the current transmission range if a node is in a state
with too few nodes. On the other hand, if a node is in a state
with too many nodes, the optimal policy may determine the
optimal action that reduces the transmission range such that
the cost can be reduced. Hence, the state transition matrix P
in (29) consists of (U Q1) and (Q2 L).
Note that Pn for n ≥ 2 is a strictly positive matrix. For
example,
P2 =
(
U Q1
Q2 L
)(
U Q1
Q2 L
)
=
(
U2 + Q1Q2 UQ1 + Q2L
Q2U + LQ2 Q2Q1 + L
2
)
which becomes a strictly positive matrix. Hence, Perron-
Frobenius theorem [46] guarantees that there is a unique
largest eigenvalue and the largest eigenvalue is 1 since P is a
stochastic matrix. Therefore, the unique limiting distribution
σ can be found as a row eigenvector of P associated with
eigenvalue 1, i.e., σP = σ, and the initial state becomes the
state with the largest limiting distribution as shown in (22).
The initialization phase of the proposed system can be
expedited by choosing the initial state of each node that
leads to the initial network.
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Algorithm 2 Algorithm for adaptation phase with packet
transition
Require: optimal policy pi∗
1: Initialize: s ← s† // build a stationary
network
2: while network is active do
3: // receive and combine packets
store received packets in buffer
4: if Li 6= ∅ then
5: //if the buffer is not empty
build a network coded packet based on (4)
6: // update network topology
check the current state s
7: find the optimal action: a∗ ← pi∗(s)
8: update the transmission range: a¯τ+1 ← a¯τ + a
9: broadcast the network coded packet
10: τ ← τ + 1
6 SIMULATION RESULTS
In this simulation, we consider a wireless ad hoc network
with multi-source multicast flows where multiple interme-
diate nodes aim to relay source data to multiple terminal
nodes using network coding. All intermediate nodes are
policy-compliant, meaning that each node builds its own
optimal policy and correspondingly changes its transmis-
sion range based on the number of nodes included in its
transmission range. In this section, we present a network
formation result based on the proposed strategy, and then
we show a performance comparison with other existing net-
work formation strategies in applications with Wi-Fi Direct.
The proposed algorithms are designed and implemented
by MATLAB and all the simulations are performed on a
Windows 7 system configured by a Core i7 3.40GHz CPU
with 8GB of RAM.
6.1 Numerical Results for the Proposed Strategy
We consider a network with two source nodes, two terminal
nodes and multiple intermediate nodes. The number of
intermediate nodes follows the PPP with a node density
of 4/5. The network size denotes the size of the area in the
network, and three different network sizes are considered.
The results presented in this section are based on 1, 000 in-
dependent experiments with a randomly generated number
of nodes in a network size.
Fig. 5 shows the number of nodes in given network areas
that are determined by the PPP with a node density of λ =
4/5. The line in the middle of each box in Fig. 5 denotes
the median of the experiments, which are 29, 51, and 80
for network sizes of 36, 64, and 100, respectively. The top
and bottom of each box are the 25th and 75th percentiles,
respectively. Hence, it is confirmed that intermediate nodes
are well generated by the PPP based on the node density.
Each agent builds -optimal policy based on Algorithm 1
with the parameter  = 0.01, twenty states and five actions,
i.e., |S| = 20 and |A| = 5. Fig. 6 shows the values of
Vτ (s) − Vτ−1(s) for all s ∈ S over iterations and it is
observed that Vτ (s) − Vτ−1(s) approaches 0 as the number
36 64 100
Network Size (Area)
20
40
60
80
100
120
Th
e 
N
um
be
r o
f N
od
es
Fig. 5: The number of appeared nodes for given network
size with a node density of λ = 4/5.
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Fig. 6: Convergence process in Algorithm 1
of iterations increases. Specifically, the iteration is termi-
nated if Vτ (s) − Vτ−1(s) ≤ 1−ρ2ρ , and thus eventually
Vτ (s) = Vτ−1(s) with large enough iterations. Therefore,
we conclude that the proposed algorithm converges. The
convergence speed is dependent on the discount factor ρ as
shown in Fig. 7. For larger ρ, which takes into account longer
future utilities, it takes a longer time (i.e., more iterations)
to find -policy. On the other hand, it takes less time to find
the -policy for a small ρ.
We next study the resulting network in terms of two
connectivity measures: the number of constructed links and
algebraic connectivity [47]. The number of links constructed
in the network reflects the extrinsic connectivity and can be
quantified by counting the number of links in the network.
In contrast, the algebraic connectivity is the measure of
intrinsic connectivity, i.e., how well the overall network
is constructed. Fig. 8 shows the impact of weight ω in
utility function (12) on network connectivity. Since ω is the
weight of reward in the utility function, it is expected that
the resulting networks are formed such that the rewards
(or the cost) are given more weight than the cost (or the
rewards) if ω is high (or low). In the simulations, we assume
that there is no link failure in the channels (i.e., β = 0)
and the discount factor is ρ = 0.5. Fig. 8(a) shows that
the number of links is proportional to both network size
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Fig. 7: Convergence speed of Algorithm 1 as a function of
discount factor
and ω. A node with high ω may increase the transmission
range such that a larger number of links can be covered,
leading to throughput gain over power consumption. This
is also confirmed in Fig. 8(b), which shows high algebraic
connectivity with high ω. However, Fig. 8(b) shows that the
algebraic connectivity decreases as network size increases.
This is because the proposed strategy does not consider to
retain the same algebraic connectivity. Hence, if the same
algebraic connectivity is required, a higher ω should be
considered in a larger network.
The network connectivity as a function of the link failure
rate β (0 ≤ β ≤ 0.3) is shown in Fig. 9. Fig. 9(a) shows that
the proposed strategy enables nodes to make more links as
β increases. This enables the networks to maintain approx-
imately the same number of effective nodes. Moreover, it
is confirmed from Fig. 9(b) that the algebraic connectivity
increases as β increases. This is because the proposed ap-
proach increases the degree of connectivity of the network
to overcome unstable channel conditions. Therefore, we con-
clude that the proposed strategy is successful at adaptively
changing network topology by explicitly considering the
link failure rates of the channels.
6.2 Performance Comparison in Wi-Fi Direct Applica-
tion
In this section, we consider an illustrative application with
Wi-Fi Direct where data are transmitted over dynamic wire-
less networks in a 60 × 60 [m2] area. Mobile nodes are lo-
cated at a density of 8×10−3[nodes/m2] and are connected
by Wi-Fi Direct with IEEE 802.11ac standard MCS-9. The
parameters used in the simulations are shown in Table 2,
and they are specified by the IEEE 802.11ac standard [48],
[49]. The RLNC is used in the GF(28). The performance
of the proposed strategy is evaluated based on the system
goodput [50], which is defined as the sum of data rates
successfully delivered to terminal nodes, expressed as
NH∑
h=1
∑
vt∈T˜h
L
τ¯(xh, vt)
where T˜h ⊆ Th denotes a set of successfully delivered
terminal nodes of xh, L represents the size data set xh, and
TABLE 2: Simulation Parameters
Parameter Value Parameter Value
η 1 α 2
Channel Bandwidth 80 MHz TX-RX Antennas 3× 3
Modulation Type 256-QAM Coding Rate 5/6
Guard Interval 400ns PHY Data Rate 1300 Mbps
MAC Efficiency 70% Throughput 910 Mbps
τ¯(xh, vt) denotes the travel time4 for data set xh to arrive to
a terminal node vt ∈ T˜h. Moreover, the transmission power
is measured by a path loss model, expressed as
PTX = PRX ·
(
4pi
λ
· d
)α
= η · dα
where PTX , PRX , λ, and d denote transmission power,
receive power, wave length, and the distance between trans-
mitter and receiver, respectively.
In this simulation, we simultaneously consider three
types of network dynamics: changes in member nodes of
considered network, link failure rates, and node locations.
To produce realistic dynamic network settings, the location
of network nodes is changed in every time stamp, and the
network member is updated, and the link failure rates β
are updated (i.e., randomly selected in [0, 0.3]) every 5 time
stamps. The simulation parameters are set to ω = 0.53,
u = 0.2,  = 0.01, |S| = 18 and |A| = 7.
We compare the performance of the proposed strategy
with the following three existing network formation strate-
gies.
1) Myopic: A myopic strategy is a special case of the
proposed strategy with the setting of ρ = 0 in (18). The
myopic solution does not consider the future utilities.
Rather, it focuses on maximizing the immediate utility
only, i.e.,
pimyop = arg max
a∈A
∑
s′∈S
P (s′|s, a)U(s, a, s′),∀s ∈ S.
2) Traskov [21]: A well-known centralized network forma-
tion strategy for network coding deployed networks.
Traskov can provide a static network topology for a
given node distribution by exploiting network coding
opportunities. Hence, in the simulations, we consider
the network where (network size × λ) nodes are uni-
formly distributed, and we find the network topology
based on Traskov. Since Traskov determines individual
links, the transmission range of a node is assigned to
include all links determined from Traskov. To ensure
a fair comparison, the assigned transmission range is
not changed over time since the computational com-
plexity for Traskov is much higher than that of other
distributed strategies.
3) TCLE [25]: A state-of-the-art distributed strategy for
network formation based on a non-cooperative game.
In this strategy, a node chooses its transmission power
by balancing the target algebraic connectivity against
transmission energy dissipation. To ensure a fair com-
parison, the same set of actions are employed as the
4. The travel time refers to the time taken for a data set to be
transmitted across a network from source to terminal node. It includes
processing delay, transmission delay, propagation delay and queuing
delay.
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Fig. 8: The impact of ω on network connectivity (β = 0, ρ = 0.5)
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Fig. 9: Network connectivity over link failure rate (0 ≤ β ≤ 0.3, ω = 0.55, ρ = 0.5)
proposed strategy and the target algebraic connectivity
of TCLE is set as 0.1, which is the average algebraic
connectivity of the proposed strategy with ω = 0.53.
Note that the network topology determined by TCLE
does not adaptively change
To combat network dynamics, we allow TCLE to re-
calculate its solution every 5 time stamps. Note that in
terms of computational complexity, these TCLE settings
require higher complexity than the proposed and my-
opic strategies, where nodes simply lookup the optimal
policies during all the simulations, which are obtained
in the beginning of the simulations.
The average numerical results from 1, 000 time stamps
are summarized in Table 3, and illustrative results in the
time stamp range of [380, 440] are shown in Fig. 10 and
Fig. 11 for the radius of transmission range of a node and the
number of total links in the overall network, respectively.
As shown in Table 3, the proposed strategy provides the
highest system goodput as well as high successful connec-
tivity ratio. The proposed strategy always outperforms the
myopic strategy. This is because the policy of the myopic
strategy focuses only on the immediate utility, while the pro-
posed strategy considers not only the immediate utility but
also future utilities. For example, time stamps in [430, 440]
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Fig. 10: Radius of transmission range of a node in presence
of network dynamics.
of Fig. 11 show that the proposed strategy more proactively
responds to network dynamics than the myopic strategy by
changing larger number of network links. Moreover, it is
confirmed that the myopic strategy tends to result in smaller
transmission ranges (shown in Fig. 10), which leads to a
lower number of total active links in the network (shown in
Fig. 11). Since small transmission range requires lower trans-
mission power consumption, the myopic strategy consumes
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TABLE 3: Numerical Results of Wi-Fi Direct Application
Strategy System Goodput [Mbps] Successful Connectivity Ratio [%] Power Consumption [dBm]
Proposed 324.60 75.63 89.07
Myopic 276.51 70.28 80.17
Traskov 226.59 38.19 103.14
TCLE 317.36 45.68 76.22
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Fig. 11: The number of links in the resulting network in the
presence of network dynamics.
lower power compared to the proposed strategy. However,
in terms of power efficiency which can be computed as system
goodput per unit power [Mbps/dBm] from Table 3, the
proposed strategy has 3.644 which is higher than myopic
strategy that is 3.449, leading to improved system goodput
given power budgets.
While the second highest system goodput is achieved by
the TCLE, it shows the second lowest successful connectiv-
ity ratio in Table 3. This implies that the TCLE can make
successful connections between a source and a terminal
based on significantly short paths. However, the TCLE is
not an appropriate solution for applications that count on
successful delivery over throughput. Rather, it is the most
energy-efficient strategy (Table 3) as highlighted in [25], and
it can determine smaller transmission ranges (in Fig. 10).
Traskov shows the lowest performance in terms of sys-
tem goodput and successful connectivity ratio while it re-
quires the highest power consumption. As shown in Fig. 10,
Traskov does not change the transmission range once it is
determined in the beginning of the simulation such that
the result of network formation fails to overcome network
dynamics.
7 CONCLUSIONS
In this paper, we focus on a distributed network formation
strategy that can build a robust network against network
dynamics. We show that network coding induces packet
anonymity and network decoupling such that the MDP
framework can be employed at each intermediate node.
The intermediate nodes determine an optimal policy based
on MDP, and the policy allows the nodes to determine
optimal transmission ranges that maximize the long-term
cumulative utilities. The optimal transmission ranges are
determined by explicitly considering current network con-
ditions and future network dynamics. We further show that
the resulting network of the proposed strategy converges to
the stationary networks, and we propose how to determine
an initial network that can rapidly converge to the station-
ary network. Simulation results confirm that the resulting
network of the proposed strategy can adaptively change by
responding to network dynamics such as unstable channel
condition with high link failure rate, node mobility, and
corresponding changes in member nodes associated with
the considered network.
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APPENDIX A
BELLMAN OPERATION AND ITS PROPERTIES
Let T ∗ be the Bellman optimality operator [45] for Vτ (s), which maps a foresighted state-value function to a foresighted
state-value function (i.e., T ∗ : R|S| → R|S|), defined as,
(T ∗Vτ )(s) = max
a∈A
(∑
s′∈S
P (s′|s, a) (U(s, a, s′) + ρVτ (s′))
)
. (30)
This updates the state-value function with the action that provides the maximum expected long-term state value.
The Bellman optimality operator T ∗ has monotonicity, additivity and ρ-contraction properties as shown below.
Property 7. (Monotonicity of Bellman Optimality Operator) Vτ (s) ≤ V ′τ (s),∀s⇒ (T ∗Vτ )(s) ≤ (T ∗V ′τ )(s)
Proof. For the optimal action a∗ = pi∗(s) = arg maxa
∑
s∈S P (s
′|s, a) (U(s, a, s′) + ρV ∗(s′)) and when Vτ (s) ≤ V ′τ (s),∀s,
(T ∗Vτ )(s)− (T ∗V ′τ )(s) becomes:
(T ∗Vτ )(s)− (T ∗V ′τ )(s)
=
(∑
s′∈S
P (s′|s, a∗) (U(s, a∗, s′) + ρVτ (s′))
)
−
(∑
s′∈S
P (s′|s, a∗) (U(s, a∗, s′) + ρV ′τ (s′))
)
= ρ
∑
s′∈S
P (s′|s, a∗) (Vτ (s′)− V ′τ (s′)) (31)
≤ 0 (32)
The inequality between (31) and (32) is satisfied because 0 < ρ < 1, P (s′|s, a∗) ≥ 0, and Vτ (s′)− V ′τ (s′) ≤ 0. Therefore, if
Vτ (s) ≤ V ′τ (s), then (T ∗Vτ )(s) ≤ (T ∗V ′τ )(s).
Property 8. (Additivity of Bellman Optimality Operator) (T ∗Vτ + d)(s) = (T ∗Vτ )(s) + ρd,∀s ∈ Si
Proof.
(T ∗Vτ + d)(s)
= max
a∈A
(∑
s′∈S
P (s′|s, a) (U(s, a, s′) + ρ(Vτ (s′) + d))
)
= max
a∈A
(∑
s′∈S
P (s′|s, a) (U(s, a, s′) + ρVτ (s′)) (33)
+ρd
∑
s′∈S
P (s′|s, a)
)
(34)
=(T ∗Vτ )(s) + ρd
where
∑
s′∈S P (s
′|s, a) = 1 in (34). Therefore, (T ∗Vτ + d)(s) = (T ∗Vτ )(s) + ρd,∀s ∈ S.
Property 9. (ρ-Contraction Property of Bellman Optimality Operator) ||T ∗Vτ (s)− T ∗V ′τ (s)||∞ ≤ ρ||Vτ (s)− V ′τ (s)||∞,∀s ∈ S
Proof. We define d as,
d = ||Vτ (s)− V ′τ (s)||∞, (35)
2where || · ||∞ denotes the infinite norm, defined as
||Vτ (s)||∞ = sup {|Vτ (s)| : s ∈ S} . (36)
Then the following equations can be obtained from (35).
Vτ (s)− d ≤ V ′τ (s) ≤ Vτ (s) + d (37)
T ∗(Vτ (s)− d) ≤ (T ∗V ′τ )(s) ≤ T ∗ (Vτ (s) + d) (38)
T ∗Vτ (s)− ρd ≤ (T ∗V ′τ )(s) ≤ T ∗Vτ (s) + ρd (39)
||T ∗Vτ (s)− T ∗V ′τ (s)||∞ ≤ ρd (40)
The Bellman optimality operator is used between (37) and (38), and Property 8 is used between (38) and (39). By substituting
d in (40) for (35), we conclude the following equation.
||T ∗Vτ (s)− T ∗V ′τ (s)||∞ ≤ ρ||Vτ (s)− V ′τ (s)||∞
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In this proof, we show that for all s ∈ S,
||Vτ (s)− Vτ−1(s)||∞ ≤ 1− ρ
2ρ
⇒ ||V ∗(s)− V ∗(s)||∞ < . (41)
By using the definition of infinite norm, ||V ∗(s)− V ∗(s)||∞ can be written as follow.
||V ∗(s)− V ∗(s)||∞ (42)
≤ ||V ∗(s)− Vτ (s)||∞ + ||Vτ (s)− V ∗(s)||∞ (43)
We now bound each part of the summation in (43) individually:
||V ∗(s)− Vτ (s)||∞ (44)
= ||T ∗V ∗(s)− Vτ (s)||∞ (45)
≤ ||T ∗V ∗(s)− T ∗Vτ (s)||∞ + ||T ∗Vτ (s)− Vτ (s)||∞ (46)
= ||T ∗V ∗(s)− T ∗Vτ (s)||∞ + ||T ∗Vτ (s)− T ∗Vτ−1(s)||∞ (47)
≤ ρ||V ∗(s)− Vτ (s)||∞ + ρ||Vτ (s)− Vτ−1(s)||∞ (48)
≤ ρ
1− ρ ||Vτ (s)− Vτ−1(s)||∞
where T ∗ denotes the Bellman -optimality operation and it satisfies V ∗(s) = T ∗V ∗(s) because V ∗(s) is the fixed point
of T ∗ , which is used in (45). The inequality between (45) and (46) is obtained by using the definition of infinite norm.
Since pi
∗
is maximized over the actions using Vτ (s) in (47), this implies that T ∗Vτ (s) = T ∗Vτ (s). The inequality between
(47) and (48) is based on Property 9.
Similarly, the second part of the summation in (43) becomes
||Vτ (s)− V ∗(s)||∞ (49)
≤ ||Vτ (s)− T ∗Vτ (s)||∞ + ||T ∗Vτ (s)− V ∗(s)||∞
≤ ρ||Vτ−1(s)− Vτ (s)||∞ + ||Vτ (s)− V ∗(s)||∞
≤ ρ
1− ρ ||Vτ (s)− Vτ−1(s)||∞. (50)
By substituting (48) and (50) in (43) and using the condition ||Vτ − Vτ−1||∞ ≤ 1−ρ2ρ  in (41), we conclude the following.
||V ∗(s)− V ∗(s)||∞ ≤ 2ρ
1− ρ ||Vτ (s)− Vτ−1(s)||∞
<
2ρ
1− ρ
1− ρ
2ρ

= 
Therefore, for all s ∈ S, (41) is satisfied.
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In this proof, we show that Algorithm 1 converges to the optimal policies pi∗ by showing that the infinite interactions of
the Bellman optimality operation converge to the optimal state-value function V ∗(s), such as
lim
τ→∞Vτ (s) = V
∗(s),∀s ∈ S. (51)
This is identical to the following equation based on the definition of the infinite norm in (36).
lim
τ→∞ ||Vτ (s)− V
∗(s)||∞ = 0,∀s ∈ S (52)
Hence, in this proof, we prove (52) as below.
lim
τ→∞ ||Vτ (s)− V
∗(s)||∞ (53)
= lim
τ→∞ ||T
∗Vτ−1(s)− T ∗V ∗(s)||∞ (54)
≤ lim
τ→∞ ρ||Vτ−2(s)− V
∗(s)||∞ (55)
≤ · · · ≤ lim
τ→∞ ρ
τ ||V0(s)− V ∗(s)||∞ (56)
= 0
Based on the definition of V ∗(s) in (17), V ∗(s) = T ∗V ∗(s) is used in (54), and the inequality between (54) and (55) is
based on Property 9. Since 0 < ρ < 1, limρ→∞ ρτ = 0 in (56). Therefore, limτ→∞ ||Vτ (s) − V ∗(s)||∞ = 0,∀s ∈ S so that
limτ→∞ Vτ (s) = V ∗(s),∀si,τ ∈ S.
