Abstract-This paper considers a device-to-device (D2D) fogradio access network wherein a set of devices are required to store a set of files. The D2D devices are connected to a subset of the cloud data centers and thus possess a subset of the data. This paper is interested in reducing the total time of communication, i.e., the completion time, needed to disseminate all files among the devices using instantly decodable network coding (IDNC). Unlike previous studies that assume a fully connected communication network, this paper tackles the more realistic scenario of a partially connected network in which devices can only target devices in their transmission range. The joint optimization of selecting the transmitting device(s) and the file combination(s) is first formulated and its intractability exhibited. The completion time is approximated using the celebrated decoding delay approach by deriving the relationship between the quantities in a partially connected network. The paper introduces the cooperation graph and demonstrates that under the collisionfree transmissions assumption, the problem is equivalent to a maximum weight clique problem over the newly designed graph. Extensive simulations reveal that the proposed solution provides noticeable performance enhancement and outperforms previously proposed IDNC-based schemes.
Network Coding (NC) relies on the idea that not only the source and destination can perform coding and decoding operations but also the intermittent nodes in the network. NC has shown remarkable abilities in significantly improving the network capacity and reducing the delay of wireless broadcast configurations [9] . NC is also a suitable complementary solution [10] , [11] for D2D systems in which devices exchange packets over a short range and possibly more reliable channels. These properties are important in providing reliable and secure data communications over ad-hoc networks such that Internet of Things (IoT) and wireless sensor networks (WSNs).
While random NC schemes require computationally expensive matrix inversion, Instantly Decodable Network Coding (IDNC) [12] is an important subclass of NC that is suitable for battery-powered D2D communications. IDNC provides an incredibly fast, or as it name indicates instantly, encoding and decoding through simple binary XOR operations which are particularly well-adapted for the network of interest in this paper wherein devices are highly limited in terms of computation complexity. Besides, IDNC provides progressive decoding which is a fundamental feature that makes files ready-to-use from their reception instant. For its aforementioned benefits, IDNC is employed in various settings [12] [13] [14] [15] [16] [17] [18] [19] . This paper considers a D2D fog-radio access network (F-RAN) wherein a set of devices are required to store a set of files. The D2D devices are connected to a subset of the cloud data centers and thus possess a subset of the data. This paper is interested in reducing the total time of communication, i.e., the completion time, needed to disseminate all files among the devices using instantly decodable network coding (IDNC). Unlike previous studies that assume a fully connected communication network, this paper tackles the more realistic scenario of a partially connected network in which devices can only target devices in their transmission range. However, the assumption of a global coordinator in the network is preserved and can be alleviated in future work using a game theoretical approach similar to the one proposed in [20] .
Reducing the number of transmissions is intractable due to the dynamic nature of the channels. Various approximations of the completion time have been suggested in the literature among which the decoding delay approach in [21] , [22] that allowed reducing the completion time below its best-known bound. Similar to the completion time, finding the optimal schedule for decoding delay minimization is intractable [18] , [23] . However, the authors in [17] propose an efficient online decoding delay minimization scheme. This paper suggests using a similar approach by deriving the relationship between the completion time and the decoding delay in the partially connected network of interest and using the decoding delay expressions provided in [24] to obtain an online completion time minimization scheme. The paper's main contribution is to propose an efficient method for disseminating the files among the devices on a partially connected D2D F-RAN. The joint optimization of selecting the transmitting device(s) and the file combination(s) is first formulated and its intractability exhibited. Due to the intractability of the completion time, the paper proposes approximating the metric by deriving its relationship to the decoding delay. Afterward, using the expressions of the decoding delay available in the literature, the paper designs the cooperation graph and shows that under collision-free transmission assumption, the relaxed problem is equivalent to a multi-layer maximum weight clique problem. Simulation results reveal that the proposed solution outperforms previously IDNC-based schemes in partially connected communication systems. Due to space limitation, proofs, and additional simulations can be found in the online technical report [25] .
The rest of this paper is organized as follows: Section II presents the system model and relevant definitions. The completion time is expressed, and the problem is formulated in Section III. In Section IV, the cooperation graph is constructed, and the solution to the collision-free scenario is suggested. Finally, before concluding in Section VI, simulation results are provided in Section V.
II. SYSTEM MODEL AND DEFINITIONS

A. System Model and Parameters
Consider a D2D F-RAN consisting of a set U of U devices. Initially available at the data centers, the central controller aims to store F files (denoted by the set F) at all devices. Each device u is connected to some data centers from which it obtained a subset of the files H u ⊆ F. Call the missing files at the u-th device its Wants set and denote it by W u . The central controller aims to design a transmission protocol so that each device receives a copy of all its missing files. For devices to be able to receive all data, each file is assumed to be possessed by at least one device, i.e., f ∈ u∈U H u , ∀ f ∈ F.
The network topology is captured by a symmetric, unit diagonal, U × U connectivity matrix C = [c uu ′ ] wherein the entry c uu ′ is equal to 1 if devices u and u ′ are in the transmission range of each others. Furthermore, the paper assumes that the network (and thus the matrix C) is connected, i.e., each device can target any other device through a single or a multi-hop transmission. If some part of the network is disconnected, it can be considered as an independent network and optimized separately. The coverage zone C u of the u-th device is defined as the set of devices in the transmission range of the u-th device. In other words, C u is defined by:
(1) The paper considers that the D2D transmissions are subject to independent but not necessarily identical erasures. The erasure probabilities are represented by the zeros diagonal U × U matrix E = [ǫ uu ′ ] wherein ǫ uu ′ represents the probability that the transmission from the u-th device is erased at the u ′ -th device. The erasures probabilities are assumed to be known by
Fig . 1 . An example of a schedule in a partially connected D2D-enable network composed of 7 devices and 3 files. In the first time slot both devices U 1 and U 3 transmit. In the second time slot device U 4 transmits.
the central unit and to remain constant during the transmission of a single file combination. Due to the asymmetry of the channels and to a potential difference in the transmit power, the erasures ǫ uu ′ and ǫ u ′ u are not necessarily equal. Devices cooperate to complete the reception of all files by exchanging XOR-encoded files to devices in their transmission range. This paper assumes the central controller has full knowledge of the distribution of lost and received files at each device which can be accomplished by the exchange of positive and negative acknowledgments (ACKs and NACKs) through a dedicated feedback channel.
B. Definitions and Notation
This subsection gathers the relevant definitions and notation used throughout the paper. Let S denote a schedule formed from the transmitting devices and the file combination for each time slot. The paper aims to find the schedule S that minimizes the total number of transmissions, known as the completion time T and defined as follows: Figure 1 represents an example of a schedule in a partially connected D2D F-RAN. Unlike fully connected D2D systems, multiple devices are able to transmit simultaneously. The individual completion time of devices U 6 and U 7 is one unit. However, the overall completion time is 2 units so as to satisfy all devices.
Definition 1 (Individual Completion Time). The individual completion time T u (S) of the u-th device after the transmission of the schedule S is the number of transmissions required until the device obtains all its missing files.
Definition 2 (Completion Time). The overall completion time T (S) experienced by following the schedule S is the number of transmissions required until all devices obtains their missing files. In other words, T (S) = max u∈U T u (S)
Inspired by the work in [21] , this paper employs a decoding delay approach to efficiently reduce the completion time.
To define the decoding delay, first introduce the different reception options for the u-th device as follows: The rationale behind the definition of the decoding delay is that it only accounts for delays caused by the transmitting devices and the coding decisions. Hence, the channel erasures are not considered in the definition. In Figure 1 , the decoding delay is computed as follows:
• Device U 1 experience one unit of delay as it transmits in the first time slot. In the second time slot, it receives an instantly decodable file and hence no additional delay.
• Device U 2 and U 5 experience one unit of delay as U 2 is in interference and U 5 is out of the transmission range during the first time slot. Hence, they cannot hear exactly one transmission.
• Device U 3 and U 4 do not experience any delay as U 3 has an empty Wants set and U 4 also has an empty Wants set when it transmits. The notation used in the paper are the following. Matrices are represented by bold upper case characters, e.g., X. The entry at the i-th row and j-th column of X is denoted by x ij . Sets are indicated by calligraphic letters, e.g., X . The notation X and |X | represent the complement and the cardinal of the set X . The power set of X is represented by P(X ).
III. COMPLETION TIME EXPRESSION
This section first formulates the completion time minimization problem in partially connected D2D F-RAN. Due to the intractability of minimizing the completion time, the section proposes approximating the completion time by a more tractable metric known as the anticipated completion time that matches the genuine completion time for a large number of decoding delay-free transmissions. Using the anticipated completion time, the problem is reformulated as a joint online optimization over the set of transmitting devices and file combinations.
A. Problem Formulation and Completion Time Expression
The completion time problem is the one of finding the set of transmitting devices and file combinations for each time slot so as to minimize the number of transmissions. Formally, the problem is expressed as follows:
where S is the set of all feasible schedules. The optimization problem (2) is intractable as it depends on future channel realizations. Furthermore, even for erasure-free transmission, the search space S is prohibitively huge for any moderate sized network and number of files [26] .
In order to efficiently reduce the completion time with a reasonable complexity, the following lemma suggests reexpressing it using an expression involving the decoding delay: Lemma 1. The individual completion time T u (S of the u-th can be expressed as follows:
where E u (S) is the number of erased files during the transmission of the schedule S.
Proof: The lemma is demonstrated by identifying all possible transmissions at the u-th device and translating their effect on the completion time. The complete proof can be found in Appendix A of the ArXiv version [25] .
The following theorem exploits the expression in Lemma 1 to approximate the completion time. 
where Proof: To show the theorem, the mean expression of the completion time is derived using the expected erasure probability. With such expression, the probability distribution of the erased files is computed, and their sum approximated using the law of large numbers. Finally, the expected erasure probability is shown to coincide with the ǫ u for collision-free transmission and uniform distribution of transmitting devices. The complete proof can be found in Appendix B of the ArXiv version [25] .
The rest of the paper uses the approximation in Theorem 1 as an equality as it holds for a large number of files, devices, and the collision-free scenario under investigation in this paper. It also neglects the set of devices out of the transmission range as the assumption holds for moderately connected networks.
B. Online Completion Time Reduction
The completion time reduction problem can be approximated using the expression provided in Theorem 1 as follows:
Even though the above expression is challenging to optimize, it allows to conclude that the term that affects the most the completion time is the maximum decoding delay. Hence, the philosophy of the proposed online solution is to reduce the probability of increase in the anticipated completion time defined at the t-th transmission as follows:
where D u (t) is the decoding delay experienced until the ttransmission. Note that the anticipated completion time (6) matches the genuine completion time (4) if the device does not experience any additional decoding delay for the remaining transmissions.
To reduce the probability of increase of the anticipated completion time, define L(t) as the critical devices 1 as those that can potentially increase the maximum anticipated completion time at the t-th transmission as:
whereŨ is the set of devices with non-empty Wants set. Let A ∈ P(U ) denote the set of transmitting devices, I ⊂Ũ the set of devices in collision, i.e., can hear multiple transmissions, and J ⊂Ũ the set of devices out of the transmission range of the transmitting devices 2 . The joint optimization over the transmitting devices a ∈ A and their file combinations κ a (A) is given in the following paper's main theorem:
Theorem 2. The set of transmitting devices and their file combinations that minimizes the probability of increase in the anticipated completion time is the solution to the following joint optimization problem:
where τ a (κ * a (A)) is the set of targeted devices when device a transmits the file combination κ a , and R(L) is the set of feasible cooperation defined as follows:
The theorem is shown by expressing the probability of an increase in the anticipated completion time. The joint optimization over the set of transmitting devices and the file combinations is formulated. Using the definition of the critical set and the network topology, the problem can be reformulated as a constrained optimization wherein the objective function represents the set of transmitting devices and the constraint the file combinations. Finally, using the expression of the decoding delay provided in [24] , the optimization problem is explicitly formulated. The complete proof can be found in Appendix C of the ArXiv version [25] .
IV. COLLISION-FREE SOLUTION
This section proposes solving the optimization problem in Theorem 2 in the particular scenario of cooperation without collision. It suggests choosing the limited set of transmitting devices and file combination in such a way that minimize the likelihood of an increase of the anticipated completion time. In particular, the section shows that the global solution of (7) can be efficiently reached when imposing restrictions on the set of transmitting devices through a graphical formulation. The relaxed completion time problem is shown to be equivalent to a maximum weight clique problem in the cooperative graph wherein the weight of each vertex is obtained by solving a multi-layer maximum weight clique in the local IDNC graph.
A. Problem Relaxation
Due to the high interdependence between the optimization variables in (7), both problems cannot be solved separately. This is mainly due to collision at certain devices upon which depends the optimal file combination. Collision occurs in a scenario wherein the transmitting devices have a non-empty intersection of coverage zone. Hence, this section focuses on cooperation without collision, i.e., I = ∅. The set N of such cooperation can be expressed as:
The problem is challenging to solve. However, by imposing extra limitation on the possible cooperation, the optimization problem becomes more tractable. Indeed, under the collisionfree cooperation constraint (9), the optimization variables can be decoupled as shown in the following preposition.
Preposition 1. Under the cooperation limitation (9), the optimal set of transmitting devices and their optimal file combination can be expressed as follows:
As shown in (10a) and (10b), the optimization problem are decoupled which allows solving efficiently each separately. Equation (10b) translates the contribution of device a to the network and equation (10a) optimizes the sum of the contribution under cooperation restrictions.
B. Proposed Solution
As shown in the previous subsection, the optimization problem (10b) reflects the contribution of the transmitting u-th device to the network. The problem can be efficiently solved using the multi-layer local IDNC graph formulation suggested in [21] 3 . The multi-layer graph is generated by associating each device u ′ in the transmission range of the u-th device and a missing file f to a vertex v u ′ f . Vertices are connected by an edge if the resulting file combination is instantly decodable for both devices represented by the vertices.
The set of transmitting devices, i.e., problem (10a), is chosen by using a modified version of the cooperation graph introduced in [24] . The cooperation graph G(V, E) is build by generating a vertex of each non-critical device in the network, i.e., V = N ∩ R(L). Two device are connected if their satisfy the cooperation restriction in (9) which implies the condition (8) . In other words, vertices v u and v u ′ are connected by an edge in E if the following condition holds:
The following theorem reformulates the completion time reduction problem in collision-free scenarios as a graph theory problem over the cooperation graph. 
and κ u is obtained by solving the maximum weight clique problem in the multi-layer local graph of the u-device wherein the weight of each vertex v u ′ f is:
Proof: The theorem is shown reformulating both problems (10a) and (10b) as graph theory problems in the cooperation and local IDNC graph, respectively. The steps in showing that (10b) correspond to the maximum weight clique in the local IDNC graph are similar to the ones used in [21] . Afterward, the proof establishes a one-to-one mapping between the set of possible cooperation and the set of cliques in the cooperation graph. Finally, given that the weight of each clique corresponds to the objective function in (10a), the paper concludes that the optimal solution is the maximum weight clique. A complete proof can be found in Appendix D of the ArXiv version [25] .
V. SIMULATION RESULTS
This section attests the performance of the proposed solution to efficiently reduce the completion time. The collision or interference-free algorithm is compared against the following schemes:
• The PMP system in which the central controller is responsible for disseminating the data among devices. The average erasure probability from the controller to the devices is denoted by P .
• The fully-connected D2D system in which a single device transmits at each round.
• The optimal partially-connected D2D which represents the optimal solution to the joint optimization problem in (7). The number of devices, files, and the connectivity index are variables in the simulations so as to study multiple scenarios. Given that the device-to-device channel is more reliable than the controller-to-device one, then P is fixed to P = 2E in all simulations. Figure 2 shows the average number of transmission against the connectivity index C for a network composed of U = 60 device, F = 30 files and device-todevice erasure E = 0.1. The proposed solution provides a significant performance improvement as compared with the fully-connected algorithm for poorly connected devices. This can be explained by the fact that for a poorly connected network, a probability of devices transmitting simultaneously while preserving the collision-free constraint is high. However, as the connectivity increases, both the collision-free and the fully connected solution provide the same performance as a single device is allowed to transmit. For highly connected networks, all D2D solutions produce the same performance as the collaboration between devices boils down to a single transmitting device. Figure 3 plots the completion time against the number of devices U for a network composed of F = 30 files, a connectivity index C = 0.1, and an average device-to-device erasure E = 0.1. For a low connectivity index, the collisionfree solution provides a performance gain over the point-tomultipoint solution even though the controller can encode all combinations. This can be explained by the fact that the proposed solution allows multiple devices to transmit simultaneously. However, in the PMP solution and fully connected schemes only a single transmitting device, and thus a single combination, can be communicated at each time slot. Figure 4 illustrates the completion time against the number of files F for a network composed of U = 60 devices, a connectivity index C = 0.4, and an average device-todevice erasure E = 0.1. For a small number of files, the degradation of the collision-free solution against the optimal one is negligible as compared with the gain in computation complexity.
VI. CONCLUSION
The joint problem over the set of transmitting devices and the file combinations is formulated and solved in the particular case of collision-free transmissions. The proposed solution relies on finding the file combination using the local IDNC graph and using it to construct the cooperation graph and solve a maximum weight clique problem. Simulation results show that the proposed solution largely outperform conventional approaches for poorly connected networks. As a future research direction, the optimal solution to the joint optimization problem can be considered by the introduction of collision-free virtual devices in the network. Further, distributed schemes relying on game theoretical approach are an exciting research direction.
