AppendixH Estimation
The generalization of the signal detection or classification paradigm, from the task of choosing the most likely of two signals to that of selecting the most likely of the universe of signals, is called estimation and plays a critical role in contemporary quantitative image analysis. When the entire universe of signals serve as candidates for the estimation process, we speak of estimation with no a priori knowledge of parameters of the candidate signals. In this case, the most commonly used estimation scheme is referred to as maximum likelihood ML estimation, whichwhen the noise is additive and Gaussian -reduces to simple inverse filtering of the image data (if the matrix H-l exists). The technique is discussed in many texts (e.g., Whalen, 1971 ) and the resulting estimates have statistical properties similar to those found here for likelihood functions in Appendix C and Chapter 3.
The next level of estimation involves having a model or probability distribution of the class of objects expected in the image. A common technique used here is maximum a posteriori (MAP) estimation; one maximizes the a posteriori probability of a given object using a prior model of the objects to be expected together with the conditional probability for the data given a particular object. Several authors (Andrews and Hunt, 1977; Barrett, 1986; Hanson, 1987) have pointed out that many commonly used estimation techniques can be understood in terms of MAP estimation.
The mean-square errors (MSE) in the estimation tasks can be calculated for some broad classes of practical problems of interest. For example, the estimate f' of an object f in an image reconstruction problem can be written as f' = f + b + m, where b is the bias and m is the noise in the reconstruction. The error matrix can be written (Barrett, 1990) (H.1) when bias and noise are uncorrelated. The expectation is taken over all objects in the class or classes of interest (e.g., normal plus diseased livers) and all realizations of the noise. This is often referred to as the error correlation matrix. The first term on the right hand side of this expression is the bias matrix and the second the covariance matrix of the reconstruction noise. The trace of the error correlation matrix is referred to as the mean-square error. Mean square errors can be either calculated or bounded in terms of the inverse of a quantity called the Fisher Information Matrix (FIM) (van Trees, 1968) . For the case of additive Gaussian noise and no prior object model, the FIM takes the form HtC~IH, in the notation of Section 3.2 and Appendix C. This form -the matrix generalization of the quantity K2MTF2(v)/W (v), identified as NEQ( v) (Section 3.4) -is frequently referred to as the system measurement matrix.
For the problem of ML estimation in the case of Equation 3.8, with additive Gaussian noise, the estimate is unbiased, so the error matrix is equal to the covariance matrix. It is shown in many places (e.g., Whalen, 1971 ) that the covariance matrix of the ML estimator is the inverse of the FIM above, i.e., the inverse ofHtC~IH, when the inverse exists. When the inverse does not exist (i.e., almost always), one means of protection against its poor conditioning is provided by MAP estimation. Then, the error matrix for the MAP estimator may be readily calculated if the prior distribution function for the object classes is Gaussian with covariance matrix Cf. The error matrix for the MAP estimator is then found as the inverse of the total FIM (van Trees, 1968); for this case the total FIM is (HtC~IH + Cillo The difficulty in applying this measure is that the second term is only accurately known if the universe, or ensemble of possible images, is specified. Estimation of the prior distribution function for a class of objects has become a significant research field itself (Gull and Skilling, 1984; 1989) . For distributions more complicated than the straightforward Gaussian cases considered here, it remains possible, in principle, to calculate the Fisher Information Matrix. Its inverse in the non-Gaussian case then provides only a lower bound on the mean-square estimation errors. More conservative bounds are provided by the Barankin bound (van Trees, 1968; Mulleretal., 1990) .
The trace of the error matrix for an estimator yields the MSE, which is proportional to the average pixel variance (plus squared bias, if the estimator is biased). A major outstanding problem in this field concerns the fact that there is generally no immediate connection between average pixel variance and task performance. This problem can be addressed by weighting the error matrix with weight factors appropriate to the task (Barrett, 1990; Gull and Skilling, 1989) in a manner similar to that given above in the Bayesian signal detection section. Although Bayesian techniques for image estimation problems and optimal image restoration are evolving at a rapid rate (see, for example, Loredo, 1990) , at the moment, ambiguities exist concerning the specification of the task for which the image is to be used.
A rigorous analysis of the image restoration and estimation problem requires a distinction between two complementary spaces: the measurement space, or the space sampled by the measurements, and the null space, or the space not sampled by them. A fundamental limitation to reconstruction problems results from the fact that objects which differ from each other by a null function result in identical images. The deficiency of the sampling by the measurement system leads to deterministic, scene dependent artifacts in the reconstructed image which can often be reduced if appropriate prior information is supplied to the reconstruction algorithm. Common forms of prior information include the "positivity constraint" that limits image intensities to non-negative values, and the "finite-support" constraint that enforces our knowledge that objects are of limited spatial extent.
Artifacts due to the existence of the null space frequently take the form of streaks, i.e., structures with only low-frequency information in a particular direction for which the high-frequency information is missing. Even though the artifact is due to something missing, investigators frequently speak of "ghosts" from the null space. These artifacts are related to the commonly encountered phenomenon of aliasing, which results from insufficiently sampled highfrequency information and an overestimate of lowfrequency image content.
A common feature of many estimation procedures is that they trade off variance reduction for bias in the estimation procedure. An interesting example of this is taken from work on spectral estimation (Wear et al., 1994 and personal communication) . Although it is generally well-known that spectral smoothing reduces the variance in the estimate at the expense of bias if the spectrum has curvature, the function that exhibits this trade-off is hardly discussed. Figure H .l presents results for the trade-off between variance and bias using the FFT and autoregressive model of spectral estimation. It is recommended that this relation be generated and analyzed for simulated images when image restoration or estimation tasks are performed, so that the user will know the advantages and disadvantages of image processing techniques intended for new applications.
Barrett has recently given an elaborate development of the relationship between figures of merit for detection or classification and figures of merit for estimation (Barrett, 1990) for the case of linear (0). Spectra were estimated from ultrasonic echoes from a tissue mimicking phantom. The different points for the FFT were generated by varying the width of the spectral smoothing window. The points with relatively low bias and high coefficient of variation correspond to little or no spectral smoothing. The points with higher bias and lower coefficient of variation correspond to more spectral smoothing. The different points for the AR model were generated by varying the order of the model. The AR model outperforms the FFT; for a given coefficient of variation, the AR exhibits a much smaller bias than the fast Fourier transform (Wear et al., 1994 and personal communication). classifiers and estimators. Barrett and colleagues (1995) have shown how the use of the FIM leads to bounds on imaging system performance for both estimation and classification that are very similar to the ideal and Hotelling observer SNRs discussed in this Report. Their approach does not require the usual assumptions of shift-in variance and noise stationarity and indicates that the concept of NEQ and its generalization (Equation E.9) are much more widely applicable than generally assumed. It is clear from this work that unambiguous objective quantitative assessment of imaging system performance can be carried out once the task is clearly specified -at least for linear classifiers and estimators. Muller et al. (1990) and Hanson and colleagues (Hanson, 1990; Myers and Hanson, 1990; 1991) have developed quantitative approaches to assessment based on task performance for non-linear estimators and classifiers. Rigorous formulations ofthe problem of image assessment for image reconstruction and restoration algorithms are in progress. They will depend on the task which the imaging system faces and involve rigorous statistical assessment of the algorithm under independent repeated trials. 
