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Before global-scale quantum networks become operational, it is important to consider how to evaluate their
performance so that they can be suitably built to achieve the desired performance. In this work, we consider
three figures of merit for the performance of a quantum network: the average global connection time, the average
point-to-point connection time, and the average largest entanglement cluster size. These three quantities are
based on the generation of elementary links in a quantum network, which is a crucial initial requirement that
must be met before any long-range entanglement distribution can be achieved. We evaluate these figures of merit
for a particular class of quantum repeater protocols consisting of repeat-until-success elementary link generation
along with entanglement swapping at intermediate nodes in order to achieve long-range entanglement. We
obtain lower and upper bounds on these three quantities, which lead to requirements on quantum memory
coherence times and other aspects of quantum network implementations. Our bounds are based solely on the
inherently probabilistic nature of elementary link generation in quantum networks, and they apply to networks
with arbitrary topology.
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2I. INTRODUCTION
Progress is being made on realizing the quantum internet [1–4], with networks consisting of a handful of nodes currently
being developed [5]. The promise of a quantum internet is the ability to perform quantum information processing tasks, such
as quantum teleportation [6, 7], quantum key distribution [8–11], quantum clock synchronization [12–14], distributed quantum
computation [15], and distributed quantum metrology and sensing [16–18], on a global scale. Realizing these capabilities in
practice, especially in the near term, is a challenging task.
Currently, one of the most common methods for creating long-distance entangled links is to transmit photonic qubits through
either free space or optical fiber [19, 20]. However, each of these media is lossy, and as a consequence the photons are lost
with some probability. In the case of free-space or fiber-optic transmission, the probability of successfully transmitting a photon
decays exponentially with the distance between the end points [21, 22]. Other sources of loss, such as source and detector
inefficiencies, as well as read/write inefficiencies of quantum memories, ultimately make the task of establishing links in a
quantum network with photonic qubits inherently probabilistic.
A quantum repeater is a device that can be used to increase the success probability of obtaining long-range entanglement in a
quantum network. The original quantum repeater protocol [23, 24] involves breaking up the link between the end points of the
transmission channel into a chain of several shorter, elementary links. At the ends of each elementary link is a quantum repeater.
Entanglement generation is attempted on the elementary links, and once they have been established, the quantum repeaters
perform entanglement swapping [6, 25] to successively increase the range of entanglement. The entanglement swapping attempts
can be interleaved by an entanglement purification step [26–28], which can be used to increase the fidelity of the entanglement
shared between the end points.
The original quantum repeater protocol can be extended beyond a linear chain of repeaters to a graph-based topology in which
each node corresponds to a quantum repeater and each edge corresponds to an elementary link along which bipartite entangle-
ment can be shared between the nodes connected by that edge; see Fig. 1(a) below. Then, once the required elementary links
have been established, instead of just entanglement swapping measurements, it is possible to perform multiqubit measurements
in order to generate multipartite entanglement between nodes in the network.
Crucial to the success of any quantum-repeater protocol is having quantum memories with sufficiently long coherence times
to allow for classical communication between neighboring nodes to take place in order to herald the arrival of photons at both
nodes. The coherence times must also be long enough to reliably execute gate operations on the qubits. Furthermore, the
quantum memory architecture must have sufficiently low gate errors in order to perform coherent operations between qubits,
for the purpose of entanglement swapping and entanglement purification. Without quantum memories, the repeater stations act
effectively as quantum relays [29–31], which can help to extend the range of entanglement but cannot overcome the exponential
decay of the success probability and fidelity with distance.
While repeaters with quantum memories can help to overcome the exponential scaling of the end-to-end success probability
with distance, the elementary link generation is still probabilistic. This is generally true even in repeater protocols making use
of quantum error correction [32–39] instead of entanglement swapping and entanglement purification. Furthermore, before any
bipartite or multipartite entanglement can be shared between distant nodes in the network, the required elementary links have to
be established. Elementary link generation is thus a significant limiting factor in the execution of protocols in quantum networks.
How limiting is the probabilistic nature of elementary link generation in quantum networks? In other words, how robust is
a particular quantum network architecture against the probabilistic nature of entanglement generation along elementary links?
We address this question in this work by considering three figures of merit that can be used to evaluate the performance of
elementary link generation in quantum networks:
1. Global connection time;
2. Point-to-point connection time; and
3. Largest entanglement cluster size.
We define the global connection time as the time needed to establish all of the elementary links in the network. Similarly, the
point-to-point connection time is defined as the time needed to obtain a chain of established elementary links between two given
points in the network. Finally, the largest entanglement cluster size in a network is defined to be the size of the largest cluster
of nodes that are connected to each other via established elementary links according to the topology of the corresponding graph.
We use the term “entanglement cluster” since every edge in a graph corresponds to an elementary link in the network, and every
established elementary link corresponds to shared bipartite entanglement. Clusters in a graph-theoretic sense are thus in direct
correspondence with clusters of bipartite nearest-neighbor entanglement in a quantum network.
The three quantities defined above are a function of the elementary link generation probabilities. Since the devices used
to implement a quantum network are what ultimately lead to the probabilistic nature of the elementary link generation (as
described above), these three quantities can be used to evaluate the performance of the devices used in an actual quantum
network implementation, and they can be used to set device requirements for achieving particular values of these quantities. All
three of these quantities can also be viewed as measures of the robustness of a network to link failures, where the “failure” of a
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1.
L1 L2
Attempts are made to establish links L1 and L2.
2.
L1 L2
If L1 is established first, then hold qubits in memory
for up to time t? until L2 is established.
3.
L1 L2
If L2 is established within time t? of L1 being established,
then perform a Bell measurement at the central node.
Otherwise, go back to Step 1.
(b)
FIG. 1. (a) The network architectures that we consider in this work are based on graphs of arbitrary topology. The vertices of the graph
correspond to the nodes in the network, and the edges correspond to the elementary links. At the center of each elementary link is a source
of entangled photonic qubits (indicated in blue) that fires entangled photons towards the nodes at the ends of the link, where they are held in
quantum memories (indicated in red). (b) An example of the general procedure to create bipartite entanglement between two non-adjacent
nodes that are connected to a common node.
link is defined as the non-existence of a particular elementary link between neighboring nodes due to the probabilistic nature of
the elementary link generation.
We obtain upper and lower bounds on the three figures of merit defined above for a particular class of quantum repeater pro-
tocols based on a repeat-until-success strategy executed on a graph-based network topology. These bounds represent limitations
on quantum networks based solely on the elementary link generation probabilities. We also provide examples to illustrate how
these bounds can be used to put requirements on the elementary link generation probabilities that can be achieved in any practical
implementation of a quantum network.
We start in Sec. II by defining the class of quantum repeater protocols and network architectures that we consider in this
work. Then, in Sec. III, we consider the average global connection time, i.e., the average time needed to obtain a fully connected
network, and provide upper and lower bounds on this quantity. In Sec. IV, we consider the average connection time between
two given nodes, in which case the number of available paths between the two nodes, and hence topology of the network, plays
an important role. Finally, in Sec. V, we investigate the long-range connectivity in a network, by considering the average largest
entanglement cluster size, i.e., the size of the largest cluster of nearest-neighbor entangled pairs, in the network.
II. NETWORK ARCHITECTURES& ENTANGLEMENT DISTRIBUTION PROTOCOLS
The network architecture that we consider in this work is illustrated in Fig. 1(a). The network corresponds to an undirected
graph G = (V, E), where V = {vi : 1 ≤ i ≤ N} is the set of vertices and E = {(vi, v j) : vi, v j ∈ V} is the set of edges. The vertices of
the graph correspond to the nodes in the network, and we let N denote the number of nodes. The edges of the graph correspond
to the elementary links in the network, and we let M denote the number of elementary links. The elementary links are used to
generate bipartite entanglement between the nodes at the ends of the edges.
Consider the situation depicted in Fig. 1(b), in which two end nodes are separated via elementary links by a common central
node. Generating bipartite entanglement between these end nodes is the most basic element of any long-distance entanglement
distribution scheme. Our protocol for establishing entanglement between the end nodes is the following repeat-until-success
procedure, which is based on the schemes presented in Refs. [40–43].
1. Elementary link generation attempts are continuously made at a rate of R trials per second. In each trial, a pair of entangled
photons is fired from a source station placed at the center of an elementary link towards the nodes at the ends of the link. At
the end of each trial, neighboring nodes at the ends of the elementary link communicate classically to confirm the arrival
4of both photons.
2. Once an elementary link has been established, the corresponds qubits are stored in quantum memory for up to some cutoff
time t?. If this time is reached and the other elementary link has not been established, then the effects of decoherence on
the stored qubits are considered to be too great and the link must be re-established.
3. Once both elementary links have been established, an entanglement swapping measurement is performed on the memory
qubits in the central node in order to establish entanglement between the end nodes.
We now elaborate on the essential elements of this protocol. First, the sources placed at the center of each elementary link
produce entangled photonic qubits in a maximally-entangled Bell state. The qubits are encoded into single photons in one of
two distinct modes, which are usually horizontal and vertical polarization modes.
The transmission of photons from the source to the neighboring nodes typically occurs through either free space or optical
fiber. In each case, loss is the dominant source of noise, which makes the transmission of photons to the nodes probabilistic. In
particular, the probability that a photon arrives at a node decreases exponentially with the distance that the photon travels. If we
let ηi, j be the probability that both photons of a pair fired along the edge (vi, v j) reach the nodes vi and v j, then
ηi, j = e−α`i, j , (1)
where `i, j is the length of the edge and α is a value that characterizes the medium. Typically, α = 1/22 km [44]. In the context
of dual-rail photonic qubits that we consider here, loss corresponds to an erasure channel between the links (see, e.g., Ref. [45]),
so that with probability ηi, j both photons arrive at their destination with perfect fidelity, and with probability 1 − ηi, j at least one
of the photons is lost, meaning that the state in the corresponding mode is the vacuum state.
Each node vi in the network contains di quantum memories, where di is the degree of the node vi. (The degree of a node
is defined to be the number of edges connected to that node.) Several different platforms have been considered for quantum
memories in quantum repeater networks, such as trapped ions [46], Rydberg atoms [47, 48], atom-cavity systems [49, 50], NV
centers in diamond [43, 51–55], individual rare-earth ions in crystals [56], and superconducting processors [57].
Each node also has locally an optical Bell measurement device. To store the arriving photonic qubit state in the quantum
memory, a memory-photon entangled state is generated, and a Bell measurement is performed on the photon from the memory-
photon pair and the incoming photon from the source. This strategy allows for direct knowledge about the arrival of the photon,
which is then communicated to the neighboring node (see, e.g., Ref. [54]). At the same time, conditioned on the success of
the Bell measurement, the state of the photonic qubit is transferred to the memory qubit. Linear-optical Bell measurements are
limited to a success probability of 50% [58–60], although higher success probabilities are in principle possible using non-linear
elements or by increasing the number of photons [49, 61–64].
The protocol described above for generating bipartite entanglement between two nodes separated by one central node gener-
alizes straightforwardly to both bipartite entanglement generation through a longer chain of elementary links and to multipartite
entanglement generation over a collection of adjacent elementary links. In these cases, an elementary link must be re-established
after the cutoff time, which means that all of the relevant elementary links must be established before the cutoff of any one of
the elementary links is reached. Once all of the relevant elementary links have been established, measurements can be made on
the intermediate nodes in order to generate bipartite or multipartite entanglement between the end nodes. Bell measurements
are typically used to obtain long-range bipartite entanglement, while multi-qubit measurements can be made in order to generate
multipartite entanglement; see, e.g., Refs. [65–76].
In addition to loss due to the transmission of photons through free space or optical fiber, there are other sources of loss, such as
source inefficiency, detector inefficiency, and quantum memory read/write inefficiency. We can combine all of these loss factors
into a single probability pi, j for establishing a link between neighboring nodes vi and v j.
In this network architecture, we allow for the possibility of having multiple parallel links along the edges connecting two
neighboring nodes. This can be achieved using multiple optical fibers between the two nodes, or by employing spectral multi-
plexing to simultaneously transmit multiple photons of different frequencies in the same fiber; see, e.g., Refs. [53, 77, 78]. If
pi, j is the probability of establishing a connection along the edge (vi, v j) for one of the parallel links, and there are n > 1 parallel
links, then the probability of establishing a connection increases from pi, j to 1 − (1 − pi, j)n. In other words, with probability
1 − (1 − pi, j)n, at least one of the parallel links successfully connects the two neighboring nodes.
A slight modification of the entanglement generation protocol given above is based on the scheme presented in Ref. [79].
In this alternate scheme, we place a linear-optical Bell measurement station at the center of each elementary link instead of a
source producing photonic-qubit Bell states. An entangled state between a quantum memory and a photon is generated locally
at two neighboring nodes. The photon from each node is then transmitted towards the center of the elementary link connecting
the two nodes. A Bell measurement is then performed on the two arriving photons. Success of this Bell measurement heralds
the generation of entanglement between the two memory qubits at the neighboring nodes. All of the results presented here apply
equally to this method. Another modification of the protocol is one in which there is no initial entanglement distribution along
elementary links. Instead, the desired entangled state to be shared and/or the quantum information to be transmitted is generated
locally at a particular node and transmitted in encoded form (using a quantum error-correction code) towards the desired end
nodes along the elementary links. The intermediate nodes, instead of performing entanglement swapping measurements, execute
5recovery operations to mitigate the effects of loss and noise (see, e.g., Refs. [36, 38]). Such a “one-way” quantum repeater
protocol does not require two-way classical communication between neighboring nodes and is an altogether different kind of
protocol than the one being considered here.
We remark that, with non-ideal quantum memories, the entanglement distribution protocol described above will in general
generate a mixed entangled state between the end nodes with non-unit fidelity to the ideal state. In order to increase the fi-
delity, one can perform entanglement purification1 at the intermediate nodes before performing the measurements that increase
the range of entanglement. Since entanglement purification protocols are generally probabilistic, the success probability of en-
tanglement purification can be incorporated into the probability pi, j of successfully obtaining an entangled link along the edge
(vi, v j). Our results thus apply even in the case that entanglement purification between neighboring nodes is incorporated into
the entanglement distribution protocol. For an analysis of how the initial entangled state propagates through a repeater chain
with non-ideal quantum memories in the bipartite case, see Refs. [86–89].
The cutoff t? in our protocol is a time duration that can take into account not only the coherence times of the quantum mem-
ories, but also other more stringent practical requirements. For example, for protocols making use of entanglement purification,
the cutoff time should be such that the end-to-end shared entangled states have sufficiently high fidelity in order to perform the
desired entanglement purification protocol.
To summarize, we consider in this work a quantum repeater protocol in which the elementary link generation is inherently
probabilistic. All that matters for the results we present below is the probability pi, j for successfully establishing the elementary
link along the edge (vi, v j). We do not focus on any particular implementation and the corresponding parameters that may lead to
specific values for the probabilities pi, j. This allows our results to be completely general and applicable to any practical quantum
network implementation.
III. THE GLOBAL CONNECTION TIME
As mentioned in the previous section, an important prerequisite for any bipartite or multipartite entanglement-distribution
protocol is that entanglement in all of the relevant elementary links has to be established. Once they have been established,
measurements at the intermediate nodes, as described above, can be used to generate entanglement between the end nodes. Due
to the probabilistic nature of entanglement generation along the elementary links, all of the relevant elementary links will not
always be established simultaneously. This leads to the question of how long it takes for all of the required elementary links to
be established.
Consider a network described by a graph G = (V, E) with M = |E| edges. We start by asking the question of how long it takes
for all M elementary links in the network to be established. In other words, we ask how long it takes for the network to become
fully connected. We refer to this time as the global connection time. In Sec. IV, we consider how long it takes for a path of
elementary links to be established between two specific nodes in the network.
For simplicity, in what follows let us assume that all of the elementary links in the network have the same success probability
p ∈ [0, 1], i.e., pi, j = p for all (vi, v j) ∈ E.
Given a cutoff time of t?, the repetition rate R of the trials in the entanglement distribution protocol, as described in the
previous section, leads to a cutoff number of trials n? B bRt?c, beyond which an elementary link must be re-established. We
then define Nfull(M, n?) to be the number of trials needed to establish all of the elementary links in the network. We are interested
in the quantity
E
[
Nfull(M, n?)
]
, (2)
which is the average number of trials needed to establish all of the elementary links in the network. Note that Nfull(M, n?) has
no explicit dependence on the graph G describing the network. Indeed, it depends only on the number M of elementary links in
the network, since all elementary link attempts are independent of each other. In particular, the quantity Nfull(M, n?) does not
depend on the topology of the network. Let us also remark that, in practice, the cutoff n? cannot be based solely on the coherence
times of the individual qubits. The cutoff must take into account other requirements such as, e.g., that the fidelity of the shared
end-to-end entangled states meets a certain threshold in order to perform entanglement purification.
The average time needed to establish all of the links in the network is E
[
Nfull(M, n?)
]
/R. Note that the repetition rate R is
limited by the latency caused by the need to perform two-way classical communication between neighboring nodes2. Throughout
the rest of this paper, we thus take R = c/`, where c is the speed of light and ` is the length of an elementary link, which means
that
E
[
Tfull(M, n?)
]
B
`
c
E
[
Nfull(M, n?)
]
(3)
1 See Refs. [26–28] for bipartite entanglement purification protocols, and Refs. [80–85] for examples of multipartite entanglement purification protocols.
2 Other factors contribute to the latency, such as the time needed to write into the quantum memory; see, e.g., Ref. [44].
6is the average time needed to establish all of the elementary links in the network, assuming that all elementary links have the
same length `.
The unavoidable classical-communication time between neighboring nodes also means that the quantum memories at the
nodes must have a certain minimum coherence time. With R = c/`, we get that all quantum memories should have a coherence
time tcoh satisfying tcoh > `/c. In practice, especially for long-range entanglement distribution, the nodes in a long chain of
elementary links will require quantum memories with significantly longer coherence times than the ones imposed solely by the
classical communication time.
In Ref. [90, Eq. (5)], it was shown that for M = 2 elementary links,
E
[
Nfull(2, n?)
]
=
3 − 2p(1 − (1 − p)n? ) − 2(1 − p)n?
2(2 − p(1 − 2(1 − p)n? ) − 2(1 − p)n? ) . (4)
Note that E
[
Nfull(2, n?)
]
decreases monotonically in n? for all p ∈ [0, 1], meaning that E [Nfull(2, n? + 1)] < E [Nfull(2, n?)] for
all n? ≥ 0. This is expected, since quantum memories with higher cutoffs should help to decrease the number of trials needed to
obtain a fully connected network.
For higher values of M in the case n? = ∞, it holds that
Nfull(M,∞) = max {N1,N2, . . . ,NM} , (5)
where Ni, 1 ≤ i ≤ M, is a geometric random variable with success probability p, which indicates the number of trials needed to
establish a connection in the ith edge. Indeed, in the case of an infinite cutoff time, once an elementary link is established it is
possible to wait as long as required for all of the other links to be established. This implies that the number of trials needed to
establish all of the elementary links is equal to the number of trials for the elementary link that was established last.
We now determine the probability distribution of Nfull(M,∞) and provide an expression for E [Nfull(M,∞)].
Proposition 1. Consider a network given by a graph with M edges, such that the success probability of every elementary link is
p. If the cutoff number n? = ∞, then the probability that n trials are needed to obtain a fully connected network is
Pr [Nfull(M,∞) = n] = (1 − (1 − p)n)M −
(
1 − (1 − p)n−1
)M
, (6)
and the average number of trials needed to obtain a fully connected network is
E [Nfull(M,∞)] =
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M)
. (7)
Proof. See Appendix A. 
Now, for cutoffs n? < ∞, note that the number of trials needed to obtain a fully connected network can never be less than the
number of trials it takes for any one of the elementary links to be established, meaning that Nfull(M, n?) ≥ Ni for all 1 ≤ i ≤ M.
In particular, then, Nfull(M, n?) ≥ max {N1, . . . ,NM} = Nfull(M,∞), which implies that
E
[
Nfull(M, n?)
]
≥ E [Nfull(M,∞)] , (8)
for all n? ≤ ∞. Furthermore, the most number of trials are required when there are no quantum memories, which is equivalent
to setting n? = 0. Therefore,
E
[
Nfull(M, n?)
]
≤ E [Nfull(M, 0)] , (9)
for all n? ≥ 0. In the case n? = 0, all of the elementary links have to be established in the same trial, and the probability that
this occurs is pM . This means that Nfull(M, 0) is a geometric random variable such that Pr [Nfull(M, 0) = n] = pM
(
1 − pM
)n−1
.
Therefore, E [Nfull(M, 0)] = 1/pM . Combining Eq. (8) and Eq. (9) thus gives us the following lower and upper bounds on the
average number of trials needed to obtain a fully connected network.
Theorem 2. Consider a network given by a graph with M edges, such that the success probability of every elementary link is p.
For a cutoff n? such that 0 ≤ n? ≤ ∞, the average number E [Nfull(M, n?)] of trials needed to obtain a fully connected network
satisfies E[Nfull(M,∞)] ≤ E[Nfull(M, n?)] ≤ E[Nfull(M, 0)], i.e.,
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M) ≤ E [Nfull(M, n?)] ≤ 1pM . (10)
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FIG. 2. (a) The upper and lower bounds E [Nfull(M, 0)] and E [Nfull(M,∞)], respectively, from Theorem 2, for networks with M =
10, 50, 100, 250 elementary links. (b) The same upper bounds in terms of the average global connection time, calculated via Eq. (3), for
networks in which all nodes are assumed to be the same distance ` from each other and the photon transmission medium is the only source of
loss, so that p = e−α` for all elementary links, with α = 1/22 km. (c) Average global connection times for quantum memories with finite cutoffs
n? for networks with M = 5 and M = 10 elementary links, with all of the nodes the same distance ` apart and p = e−α` for all elementary links.
Theorem 2 gives us a lower bound on the connection time for any network, and it depends only on the total number M of
elementary links in the network, as well as the elementary link success probability p (assuming that all elementary links have
the same success probability).
See Fig. 2(a) for plots of E [Nfull(M, 0)] and E [Nfull(M,∞)] for various values of M. As expected, without quantum memories,
the average number of trials grows exponentially with M. On the other hand, in the case of infinite cutoff times, the average
number of trials is significantly lower. Furthermore, suppose that we would like to construct a network with M = 10 elementary
links, and we would like the network to be fully connected within 10 trials. Then, in the best-case scenario of n? = ∞, we see
from Fig. 2(a) that we would require a link success probability p of at least 0.25. Recalling that p here represents the product
of all loss elements in the network architecture, as described in Sec. II, we see that Theorem 2 allows us to give estimates on
the amount of loss and other imperfections that can be tolerated in the network given a certain performance requirement (in this
case, a requirement on the number of trials needed to obtain a fully connected network).
If we assume that p = e−α` (with α = 1/22 km), so that the photon transmission medium is the only source of loss, and
that all elementary links have the same length `, then we obtain the plots in Fig. 2(b) for the average global connection times,
calculated via Eq. (3). We find that, even for an inter-nodal distance of ` = 40 km, the average global connection time for a
network with M = 100 elementary links and no quantum memories is approximately 1074 seconds, which is longer than the age
of the universe. On the other hand, with quantum memories and a cutoff n? = ∞, the average connection time is less than 10−2
seconds. Note that 10−2 seconds is the optimal connection time, meaning that any network with M = 100 elementary links and
an inter-nodal distance of ` = 40 km making use of the protocol described in Sec. II will require at least 10−2 seconds to become
fully connected. We also see from Fig. 2(b) that for a network with M = 10 elementary links and an inter-nodal distance of
` = 30 km, it is not possible to obtain a fully connected network in less than 10−3 seconds.
To obtain tighter estimates of E
[
Nfull(M, n?)
]
, for 0 < n? < ∞, we resort to numerical simulations and estimate E [Nfull(M, n?)]
8p
M
10 20
0.01 655 745
0.03 210 250
0.05 125 150
0.1 65 70
0.3 18 20
0.5 9 10
TABLE I. Minimum cutoffs n?min beyond which the average number Nfull(M, n
?
min) of trials is approximately within 1% of the optimal value,
which is E [Nfull(M,∞)]. The values for Nfull(M, n?min) are estimated using Eq. (11) with r = 100, 000 samples.
by calculating the sample average
Nfull(M, n?) B
1
r
r∑
j=1
N( j)full(M, n
?), (11)
where r is the number of rounds and N( j)full(M, n
?) is the number of trials needed to obtain a fully connected network in the jth
round. By taking r = 25, 000 rounds, we obtain the plots in Fig. 2(c) for Tfull(M, n?) B `c Nfull(M, n
?) when M = 5, 10, in the
case that p = e−α` and all elementary links have the same length `. For example, suppose that we have a network with M = 10
elementary links and we would like to obtain a fully connected network within one second. Then, with quantum memories such
that n? = 2, we see from Fig. 2(c) that the maximum possible inter-nodal distance is ` ≈ 37 km, and this maximum distance
corresponds to a cutoff time of t? = 2 · 37 km/c = 246 µs. More generally, if we impose a particular cutoff time t?, then the
maximum inter-nodal distance is ` = ct?/2, which corresponds to n? = 2, and in this case the average global connection time
also maximal. By taking higher values of n?, the average global connection time can be decreased at the cost of decreasing the
maximum inter-nodal distance.
Finally, we note that Theorem 2, in particular the lower bound in Eq. (10), imposes requirements on the cutoff number n? of
trials in order to obtain a fully connected network in the fewest possible number of trials on average, which is E [Nfull(M,∞)]. In
Table I, we show the minimum cutoff, denoted by n?min, that is required in order to obtain a fully connected network in a number
of trials that is within 1% of the optimal number E [Nfull(M,∞)] of trials. For values of the link success probability p less than
0.1, we require a cutoff on the order of hundreds of trials. For example, if we assume that p = e−α` for all elementary links, and
that all elementary links have the same length `, then p = 0.01 implies ` ≈ 100 km, so that for a network of M = 10 elementary
links the required cutoff time is approximately t? = 655 · `/c = 0.2 seconds.
IV. THE POINT-TO-POINT CONNECTION TIME
Instead of asking for the average time required to establish all of the elementary links in a network, in some cases it might be
of interest to simply obtain the average time needed to obtain a connected path between two given nodes in the network. By a
connected path, we mean a chain of established elementary links. The quantity E
[
Tfull(M, n?)
]
can be used to obtain this time by
taking M to be the number of elementary links separating the two nodes along a fixed path. If the network is highly connected,
however, then several possible paths could exist between the two given nodes, in which case it might be possible to obtain an
average time less than E
[
Tfull(M, n?)
]
. The existence of multiple paths between points in a network also opens up the possibility
of performing routing protocols, which can help to decrease the time even further. See Refs. [91–93] for detailed discussions on
routing in quantum networks.
Here, we investigate the extent to which simply having multiple paths in a network can help to decrease the time needed to
obtain a connected path, without considering particular routing protocols. In particular, let us consider two points, A and B, in
the network. Then, consider a fixed set of nP(A, B) edge-disjoint paths between A and B, where
nP(A, B) = min{dA, dB}, (12)
and dA and dB are the degrees of the nodes A and B, respectively. By edge-disjoint paths, we mean paths that do not share any
edges3. The quantity nP(A, B) is also the maximum possible number of bipartite entangled pairs that can be shared between A
3 Allowing for paths with common edges necessitates the use of routing and/or scheduling protocols to determine which paths should be used in cases when
both paths with common edges have all the required links established. Such protocols are considered in [91–93].
9and B. Note that nP(A, B) is not necessarily the maximum number of pairwise edge-disjoint paths between A and B, which is
given by Menger’s theorem [94, 95] as the minimum number of edges that need to be removed in order to disconnect A and B.
Also, note that the choice of nP(A, B) edge-disjoint paths between A and B is not necessarily unique. In what follows, we drop
the dependence on A and B in nP(A, B) when there is no cause for confusion.
Let us also suppose that there are Mi elementary links in the ith path from A to B, where 1 ≤ i ≤ nP. We are interested in
the quantity E
[
NAB(G, n?)
]
, where NAB(G, n?) is defined to be the number of trials needed to establish a connection between A
and B given a network described by a graph G with a cutoff of n?. With a repetition rate of R = c/`, as in Eq. (3) we get that
TAB(G, n?) B `/c · NAB(G, n?) is the average time needed to establish a connected path between A and B if we assume that all
elementary links have the same length `, so that
E
[
TAB(G, n?)
]
=
`
c
E
[
NAB(G, n?)
]
. (13)
Now, it holds that
E [NAB(G,∞)] ≤ E
[
NAB(G, n?)
]
≤ E [NAB(G, 0)] , (14)
for all 0 ≤ n? ≤ ∞. In other words, with an infinite cutoff time, we can achieve the lowest number of trials, while the worst-case
scenario is the one in which we have no quantum memories, which means that the number of trials will be the highest.
Without quantum memories, i.e., in the case n? = 0, NAB(G, 0) is simply a geometric random variable in which the correspond-
ing success probability psucc is given by the probability that at least one of the nP paths has all of its elementary links established.
For simplicity, as before, we suppose that each elementary link has a success probability of p. Then, psucc = 1 −∏nPi=1 (1 − pMi).
This holds due to the fact that the ith path is connected with probability pMi . Then, with probability 1 − pMi , at least one of
the elementary links in the ith path fails. Then, since all paths are independent of each other, the probability that they all fail is∏nP
i=1
(
1 − pMi
)
. We thus have that
E [NAB(G, 0)] =
1
1 −
nP(A,B)∏
i=1
(
1 − pMi
) . (15)
Let us now determine NAB(G, n?) in the case that n? = ∞. To start, let N ij be the number of trials needed to establish the jth
elementary link in the ith path, where 1 ≤ j ≤ Mi. Furthermore, let N iAB(Mi,∞) be the number of trials needed to establish the ith
path between A and B. Note that N iAB(Mi,∞) ≡ Nfull(Mi,∞). Then, the number of trials needed to establish one of the nP paths
between A and B depends on which of the paths gets established first. We thus obtain
NAB(G,∞) = min
{
N1AB(M1,∞),N2AB(M2,∞), . . . ,NnPAB(MnP ,∞)
}
. (16)
If we assume that Mi = M for all 1 ≤ i ≤ nP — in other words, if we assume that all of the nP paths have the same number of
elementary links — then we obtain the following result.
Proposition 3. Consider a network described by a graph G in which every elementary link has a success probability of p, and
suppose that the cutoff number of trials is n? = ∞. Given two distinct points A and B in the network and a particular set of
nP(A, B) = min{dA, dB} edge-disjoint paths between A and B, all with the same number M of elementary links, the probability
that n trials are needed to obtain a connected path between A and B is
Pr [NAB(G,∞) = n] =
(
1 −
(
1 − (1 − p)n−1
)M)nP − (1 − (1 − (1 − p)n)M)nP , (17)
and the average number of trials needed to obtain a connected path between A and B is
E [NAB(G,∞)] =
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M)nP
. (18)
Proof. See Appendix B. 
Combining Eq. (14) with Eq. (15) and Eq. (18) leads to the following.
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FIG. 3. (a) Plots of E [NAB(G, 0)] and E [NAB(G,∞)], as given by Eq. (15) and Eq. (18), respectively, for a network with M = 10 elementary
links between points A and B. (b) Plots of E [TAB(G, 0)] and E [TAB(G,∞)] in the case that p = e−α` for a network with M = 10 elementary
links between A and B, all with the same length `, and α = 1/22 km.
Theorem 4. Consider a network described by a graph G in which every elementary link has a success probability of p, and
suppose that the cutoff number n? of trials satisfies 0 ≤ n? ≤ ∞. Given two distinct points A and B in the network and a
particular set of nP(A, B) = min{dA, dB} edge-disjoint paths between A and B, all with the same number M of elementary links,
the average number E
[
NAB(G, n?)
]
of trials needed to establish a connected path between A and B satisfies
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M)nP ≤ E [NAB(G, n?)] ≤ 1
1 −
(
1 − pM
)nP . (19)
Note that, unlike the results of the previous section, the bounds in Theorem 4 depend on the topology of the network, since
the degrees of the nodes A and B appear in Eq. (19).
In Fig. 3(a), we plot E [NAB(G, 0)] and E [NAB(G,∞)] in the case that there are M = 10 elementary links between A and B.
As expected, as a function of the number of edge-disjoint paths nP between A and B, the average number of trials decreases as
nP increases. In other words, since nP effectively quantifies the number of available paths between A and B, we find that having
a higher number of paths between A and B reduces the number of trials needed to obtain a connected path. Similarly, for the
plots in Fig. 3(b), assuming p = e−α` for all elementary links, and that all elementary links have the same length `, we find
that the average time needed to establish a connected path between A and B increases with distance for the values nP = 5, 20.
Interestingly, we do not find a dramatic difference in the connection time between nP = 5 and nP = 20 when n? = ∞, even for a
relatively large inter-nodal distance.
The bounds in Theorem 4 allow us to make statements about the minimum required values for the link success probability
p in order to obtain a connected path between A and B within a certain number of trials. For example, from Fig. 3(a), we see
that, in the case that there are M = 10 elementary links between A and B, if we demand that A and B be connected within
approximately 7 trials, then in the best-case scenario of an infinite cutoff time, the link success probability p must be at least 0.2,
which corresponds to nP = 10.
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FIG. 4. (a) A two-dimensional pyramid network with n4L = 5 layers. Shown are two paths from the node A at the center of the bottom layer to
B at the very top of the pyramid. (b) The average number of trials when A is at the center of the bottom layer of the pyramid and B is at the
top of the pyramid as a function of the number n4L of layers in the pyramid. We set n
? = 2 and p = 0.1. (c) The average number of trials as a
function of the position x of A on the bottom layer of the pyramid, with x = 1 being the left-most corner. The node B is again at the top of the
pyramid, and we again set n? = 2 and p = 0.1. (d) The average number of trials as a function of n? when A is at the center of the bottom layer
and B is at the top, with p = 0.1.
In the case of finite non-zero n?, we can estimate E
[
NAB(G, n?)
]
by calculating the sample average
NAB(G, n?) B
1
r
r∑
i=1
N( j)AB(G, n
?), (20)
where r is the number of rounds and N( j)AB(G, n
?) denotes the number of trials needed to obtain a connected path between A and
B in the jth round.
Example: Triangular pyramid network
Let us now consider the example of a network with the topology of a two-dimensional pyramid, as shown in Fig. 4(a). We
assume that all of the elementary links have the same success probability p. We let n4L denote the number of layers in the network.
The pyramid network has been considered in prior work for the purpose of distributing GHZ states [68, 96].
How many trials does it take, on average, to obtain a connected path from the node at the top of the network to one of the nodes
at the bottom? Note that the scenario being considered here is more general than the one considered in Theorem 4, since all of
the possible edge-disjoint paths between A and B do not have the same number of elementary links. To answer the question,
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therefore, we take the sample average over 25, 000 rounds, checking in each round how many trials are needed to establish a
connection between A and B. We let p = 0.1, and we let A be at the center of the bottom layer of the pyramid and B be at the
very top of the pyramid. The results we obtain are in Fig. 4(b) for n4L = 3, 4, 5, 6, 7, 8 and n
? = 2. We see that as the size of the
network grows, so too does the required number of trials.
Next, we consider the distribution of trials for the nodes on the bottom layer. We again let p = 0.1 and n? = 2. The results we
obtain are shown in Fig. 4(c). The number of trials is symmetric around on the center of the bottom layer for all values of n4L . In
particular, placing A at the center of the bottom layer results in the fewest number of trials, while placing A at either one of the
two edges of the bottom layer results in the highest number of trials.
Finally, we consider the effect of having longer cutoffs n?. In Fig. 4(d), we plot the average number of trials needed when A
is at the center of the bottom layer and B is at the top, for n4L = 3, 5, 7 and p = 0.1. As expected, as n
? increases, the number of
trials decreases. Interestingly, for all three network sizes corresponding to n4L = 3, 5, 7, the average number of trials appears to
approach a value close to eight, suggesting that eight is the fewest number of trials in which a connection between A and B can
be established, at least for pyramid networks with an odd number of layers.
V. THE LARGEST ENTANGLEMENT CLUSTER SIZE
In the previous two sections, we considered the average time needed to either establish all of the elementary links in a network
or to establish a connected path between two given points A and B in a network. Another important quantity to consider, in
order to get a sense of the long-range connectivity of a network, is the size of the largest cluster of established elementary links
that can be achieved in the network within a certain period of time. By a cluster, we mean a collection of nodes in the network
all of which are connected to each other via established elementary links according to the topology of the corresponding graph.
We define the size of a cluster in a network by the number of established elementary links contained in the cluster. Since every
established elementary link corresponds to a shared bipartite entangled state between neighboring nodes, we can refer to a cluster
as an entanglement cluster, and we can refer to the size of a cluster in terms of the number of nearest-neighbor entangled pairs
in the cluster.
Let S maxn (G, n
?) denote the size of the largest entanglement cluster after n ≥ 1 trials in a network described by the graph
G = (V, E) with cutoff n?. We are interested in the quantity E
[
S maxn (G, n
?)
]
, which is the average size of the largest entanglement
cluster in the network after n trials. In general, finding the largest entanglement cluster in a network involves executing either a
depth-first or a breadth-first search algorithm [95]. Note, however, that the size of the largest entanglement cluster in a network
after a certain number of trials can never exceed the number of established elementary links, i.e., the number of nearest-neighbor
entangled pairs, in the network after the same number of trials. If we let Ln(M, n?) denote the number of nearest-neighbor
entangled pairs after n trials in the network of M = |E| total elementary links, we thus have the upper bound
S maxn (G, n
?) ≤ Ln(M, n?). (21)
This conclusion leads us to ask the following question that is complementary to the one considered in Sec. III: how many nearest-
neighbor entangled pairs can be established in the network in a certain fixed period of time when we start with a network with all
possible elementary links unestablished? As before, we work more generally with the number of trials instead of with the time,
and we assume that all elementary links have the same success probability p. We are interested in the quantity E[Ln(M, n?)]/M,
which is the average number of nearest-neighbor entangled pairs in the network after n trials normalized by the total number M
of elementary links in the network. Observe that Ln(M, n?) does not depend explicitly on the graph G, similar to the quantity
Nfull(M, n?) that we considered in Sec. III, since all of the elementary link attempts are independent of each other.
Without quantum memories, i.e., for n? = 0, all established elementary links are reset after one trial, so this scenario is
equivalent to asking how many nearest-neighbor entangled pairs can be established in one trial. In other words, Ln(M, 0) =
L1(M, 0) for all n > 1. Furthermore, since all elementary link attempts are independent of each other, we have that
Pr[Ln(M, 0) = x] =
(
M
x
)
px(1 − p)M−x, (22)
which means that
1
M
E[Ln(M, 0)] = p. (23)
With quantum memories and a cutoff n? > 0, we can obtain a higher number of nearest-neighbor entangled pairs in the network
after n trials. Furthermore, the number of nearest-neighbor entangled pairs cannot exceed what can be obtained with an infinite
cutoff, i.e., with n? = ∞. Therefore,
E[Ln(M, 0)] ≤ E[Ln(M, n?)] ≤ E[Ln(M,∞)] (24)
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for all 0 ≤ n? ≤ ∞.
In the case n? = ∞, once a nearest-neighbor entangled pair is established, it never vanishes. This means that if x1 nearest-
neighbor entangled pairs were established in the first trial, then in the second trial there are only M − x1 nearest-neighbor
entangled pairs that can be established. This observation allows us to obtain an analytic expression for E[Ln(M,∞)].
Proposition 5. Consider a network described by a graph with M edges, such that every elementary link has a success probability
of p. If the cutoff n? = ∞, then the average number of nearest-neighbor entangled pairs in the network after n ≥ 1 trials is
E[Ln(M,∞)] = M(1 − (1 − p)n). (25)
Proof. See Appendix C. 
Using Eq. (23) and Eq. (25), along with Eq. (24), we obtain the following result.
Theorem 6. Consider a network described by a graph G with M edges, such that every elementary link has a success probability
of p. If the cutoff number n? of trials satisfies 0 ≤ n? ≤ ∞, then the average number of nearest-neighbor entangled pairs in the
network after n trials satisfies
p ≤ 1
M
E[Ln(M, n?)] ≤ 1 − (1 − p)n. (26)
Furthermore, for the average size of the largest entanglement cluster in the network after n trials, it holds that
1
M
E[S maxn (G, n
?)] ≤ 1 − (1 − p)n (27)
for all 0 ≤ n? ≤ ∞.
Observe that both the upper and lower bounds in Theorem 6 are independent of the total number M of elementary links in the
network, and that they depend only on the elementary link success probability p and the desired number n of trials. The bounds
are thus independent of the structure of the network, just like the global connection time bounds in Sec. III.
The upper bound in Theorem 6 can be used to obtain a lower bound on the number of trials needed to obtain a certain
fraction of nearest-neighbor entangled pairs in the network. In particular, suppose that we would like a desired fraction f ≡
E
[
Ln(M, n?)
]
/M of nearest-neighbor entangled pairs in the network for a given elementary link success probability p. Then,
Eq. (26) tells us that, no matter what the cutoff n? is, we require at least n = dlog(1 − f )/ log(1 − p)e trials in order to achieve
the desired fraction f of nearest-neighbor entangled pairs.
To obtain more refined estimates of E
[
Ln(M, n?)
]
/M for 0 < n? < ∞, and hence of the number of trials needed to obtain a
desired fraction of nearest-neighbor entangled pairs in the network, we can estimate E[Ln(M, n?)] by taking the sample average,
i.e.,
Ln(M, n?) B
1
r
r∑
j=1
L( j)n (M, n?), (28)
where r is the number of rounds and L( j)n (M, n?) is the number of nearest-neighbor entangled pairs in the network after n trials
in the jth round. Similarly, we define the sample quantity
S maxn (G, n?) B
1
r
r∑
j=1
S max,( j)n (G, n?) (29)
for the size of the largest entanglement cluster in the network after n trials, where S max,( j)n (G, n?) is the size of the largest
entanglement cluster after n trials in the jth round.
See Fig. 5 for a plot of the average number of nearest-neighbor entangled pairs estimated via Eq. (28), with r = 2000, for
a variety of finite non-zero cutoffs n?. The plots are made by taking M = 40 elementary links in the network; however, after
comparing the results with various other values of M, we find that the average number of nearest-neighbor entangled pairs does
not depend on M, exactly as with the upper and lower bounds in Theorem 6. Furthermore, we find in some cases that having
a higher value of n? is unhelpful for obtaining a higher number of established elementary links for certain values of p. For
example, in the case of n = 30 trials, we find that for p roughly between 0.30 and 0.70, the average number of nearest-neighbor
entangled pairs with n? = 6 is higher than the average number of nearest-neighbor entangled pairs with n? = 8. This behavior
is due to the fact that, with a finite cutoff, there are times at which several nearest-neighbor entangled pairs are simultaneously
14
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 5
(M
,n
?
)
n = 5
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 1
0(
M
,n
?
)
n = 10
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 1
5(
M
,n
?
)
n = 15
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 2
0(
M
,n
?
)
n = 20
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 2
5(
M
,n
?
)
n = 25
0.00 0.25 0.50 0.75 1.00
p
0.00
0.25
0.50
0.75
1.00
1 M
L 3
0(
M
,n
?
)
n = 30
n? = 0 n? = 2 n? = 4 n? = 6 n? = 8 n? = ∞
FIG. 5. The average normalized number Ln(M, n?) of nearest-neighbor entangled pairs in a network with M = 40 elementary links for various
values of the cutoff n?. The quantities E [Ln(M, 0)] /M and E [Ln(M,∞)] /M are given by Eq. (23) and Eq. (25), respectively. For 0 < n? < ∞,
we estimate E
[
Ln(M, n?)
]
/M by calculating the sample average using Eq. (28) with r = 2000 samples.
(a) (b)
FIG. 6. Triangular and square lattices of size 5.
removed as a consequence of reaching the cutoff number of trials, especially when the elementary link success probability p is
high. Interestingly, therefore, unlike the quantity Nfull(M, n?), the quantity Ln(M, n?) does not increase monotonically with n?
for all values of n and p.
Let us now focus on the average largest entanglement cluster size E
[
S maxn (G, n
?)
]
. The upper bound in Eq. (27) based on
the average number Ln(M, n?) of nearest-neighbor entangled pairs generally provides a loose estimate of the average largest
entanglement cluster size, especially for small values of the elementary link success probability p, since S maxn (G, n
?) is highly
dependent on the structure of the network, while Ln(M, n?) has no dependence on the structure of the network. However, for
higher values of p, we would expect the gap between S maxn (G, n
?) and Ln(M, n?) to become narrower.
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FIG. 7. The average largest entanglement cluster size S maxn (G, n?) with n = 10 trials for (a) square lattices and (b) triangular lattices; see Fig.
6. To calculate S maxn (G, n?), we used Eq. (29) with r = 2000 samples.
n? Square Triangular
0 0.515 0.369
2 0.258 0.168
4 0.178 0.110
TABLE II. Values of the critical elementary link success probability pcrit, as obtained from the inflection points of the curves of Fig. 7.
Example: regular lattices
We consider the regular square and triangular lattices, shown in Fig. 6. We assume that all elementary links in the network
have the same success probability p. Then, taking r = 2000 samples in Eq. (29), along with n = 10 trials, we obtain the plots
in Fig. 7 for the quantity S max10 (G, n
?) as a function of p for various sizes of the networks and various cutoffs. The sizes of the
square and triangular lattices are based on the number of nodes in each row and column of the lattice.
In all cases, with and without quantum memories, we observe that all of the curves have the same inflection point at a particular
value of p, call it pcrit. At this critical point, the average size of the largest entanglement cluster after 10 trials undergoes a
transition: below pcrit, the average size of the largest entanglement cluster after 10 trials decreases monotonically towards zero
as the size of the lattice increases, while beyond pcrit the average size of the largest entanglement cluster after 10 trials grows
monotonically to one. We also observe that pcrit depends on the cutoff n? for both lattices. In particular, we observe that as n?
increases pcrit decreases. We tabulate the estimated values of pcrit in Table II.
The critical elementary link success probability pcrit can be regarded as the minimum value that must be attained in any
practical implementation of a large-scale quantum network. In other words, all of the elements that contribute to the link success
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probability, such as the source inefficiency, the transmission loss, the quantum memory read/write inefficiencies, and the success
probability of entanglement purification, all have to combine to be greater than pcrit in order to have a good large-scale quantum
network. In this context, the values in Table II imply that the triangular lattice topology is more suitable for large-scale quantum
networks since it has a lower critical elementary link success probability for every cutoff value considered.
We remark that the existence of a critical elementary link success probability as observed here is reminiscent of bond per-
colation [97]. Percolation in the context of entanglement distribution in quantum networks has been previously considered in
[72, 98–101] in the context of random graphs and infinite lattices. What we have found here is a similar phenomenon in the case
of finite non-random graphs with quantum memories.
VI. SUMMARY & OUTLOOK
We have considered a quantum repeater protocol executed on arbitrary graph-based network topologies consisting of a repeat-
until-success strategy for elementary link generation followed by measurements at intermediate nodes to generate long-distance
bipartite or multipartite entanglement. Generation of all of the required elementary links is a crucial first step to obtaining this
long-distance entanglement. We thus asked the question of what limits are imposed on certain aspects of the quantum repeater
protocol as a consequence of the inherently probabilistic nature of the elementary link generation. Specifically, we considered
three quantities that depend directly on the elementary link generation probabilities: the average global connection time, the
average point-to-point connection time, and the average size of the largest entanglement cluster after a set number of trials. We
provided lower and upper bounds on all three of these quantities, which led to requirements on the coherence times of quantum
memories and on other implementation-related components of quantum networks.
One direction for future work is to investigate the trade-off between each of the three quantities considered here and the fidelity
of the shared entangled state at the end of the protocol. By considering more general operations at the intermediate nodes, one
could then aim to determine quantum repeater protocols that are optimal for these three quantities, similar to the investigation in
Ref. [102] on the trade-off between fidelity and success probability in entanglement purification protocols.
Another direction for future work is to explore how the results obtained here can be generalized to “one-way” quantum repeater
protocols, in which the entanglement to be shared and/or the quantum information to be transmitted is generated entirely locally
at a particular node and sent through elementary links to the desired end nodes. Such protocols do not require the two-way
classical communication that is required in the protocols that we consider; however, these protocols require the use of quantum
error-correction codes, which typically results in a significant resource overhead in terms of the number of required physical
qubits.
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Appendix A: Proof of Proposition 1
We start by determining the probability distribution of Nfull(M,∞). Since Nfull(M,∞) = max{N1, . . . ,NM}, we first characterize
the set Sn B {(n1, n2, . . . , nM) : max{n1, n2, . . . , nM} = n}. Observe that SM,n can be written as the disjoint union SM,n = unionsqMj=1S jM,n
of the sets S jM,n, which are given by
S
j
M,n B
⊔
1≤k1<···<k j≤M
{
(i1, i2, . . . , iM) : ik1 = · · · = ik j = n, 1 ≤ i` ≤ n − 1, ` < {k1, . . . , k j}
}
. (A1)
In other words, the set S jM,n consists of all M-tuples in which j elements of the tuple are equal to n and the rest are between 1
and n − 1. The largest element of each M-tuple is thus equal to n, as required. For example, in the case M = 3, we have
S13,n = {(i, j, n) : 1 ≤ i, j ≤ n − 1} ∪ {(i, n, j) : 1 ≤ i, j ≤ n − 1} ∪ {(n, i, j) : 1 ≤ i, j ≤ n − 1}, (A2)
S23,n = {(i, n, n) : 1 ≤ i ≤ n − 1} ∪ {(n, i, n) : 1 ≤ i ≤ n − 1} ∪ {(n, n, i) : 1 ≤ i ≤ n − 1}, (A3)
S33,n = {(n, n, n)}. (A4)
Since all of the sets S jM,n are disjoint, and S
j
M,n is itself a disjoint union of sets, we obtain
Pr[Nfull(M,∞) = n] =
M∑
j=1
Pr
[
S
j
M,n
]
(A5)
=
M∑
j=1
∑
1≤k1<···<k j≤M
∑
1≤i`≤n−1,
`<{k1,...,k j}
Pr
[
N1 = i1,N2 = i2, . . . ,NM = iM : ik1 = · · · = ik j = n
]
(A6)
Since all of the random variables Ni are independent, we obtain
Pr[Nfull(M,∞) = n] =
M∑
j=1
∑
1≤k1<···<k j≤M
j∏
i=1
Pr[Nki = n]
∏
`<{k1,...,k j}
n−1∑
i`=1
Pr[N` = i`] (A7)
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By definition, Pr[Nki = n] = p(1 − p)n−1, and it is straightforward to show that
n−1∑
i=1
(1 − p)i−1 = 1 − (1 − p)
n−1
p
. (A8)
Therefore, since there are
(
M
j
)
elements in the set {(k1, . . . , k j) : 1 ≤ k1 < · · · < k j ≤ M}, we obtain
Pr[Nfull(M,∞) = n] =
M∑
j=1
(
M
j
) (
1 − (1 − p)n−1
p
)M− j
pM
(
(1 − p)n−1
) j
, (A9)
which can be simplified to
Pr[Nfull(M,∞) = n] = (1 − (1 − p)n)M −
(
1 − (1 − p)n−1
)M
. (A10)
Next, to find E [Nfull(M,∞)], we use the fact that
E [Nfull(M,∞)] =
∞∑
n=1
Pr [Nfull(M,∞) ≥ n] =
∞∑
n=1
(1 − Pr [Nfull(M,∞) < n]) . (A11)
Then, since Nfull(M,∞) = max{N1, . . . ,NM}, and since max{N1, . . . ,NM} < n if and only if Ni < n for all 1 ≤ i ≤ M, we obtain
E [Nfull(M,∞)] =
∞∑
n=1
(1 − Pr [N1 < n] · · · Pr [NM < n]) =
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M)
, (A12)
as required, where to obtain the last equality we used Eq. (A8), which implies that
Pr [N` < n] =
n−1∑
i=1
p(1 − p)i−1 = 1 − (1 − p)n−1 (A13)
for all 1 ≤ ` ≤ M. This completes the proof.
Appendix B: Proof of Proposition 3
The proof of Proposition 3 proceeds similarly to the proof of Proposition 1. Since NAB(G,∞) = min
{
N1AB(M1,∞), . . . ,NnPAB(MnP ,∞)
}
,
the main task is to characterize the set S˜nP,n B {(n1, n2, . . . , nnP ) : min{n1, n2, . . . , nnP } = n}. It holds that S˜nP,n = unionsqnPj=1S˜ jnP,n, where
S˜
j
nP,n B
⊔
1≤k1<···<k j≤nP
{
(i1, i2, . . . , inP ) : ik1 = · · · = ik j = n, i` > n, ` < {k1, . . . , k j}
}
. (B1)
Since all of the sets S˜ jnP,n are disjoint, and S˜
j
nP,n is itself a disjoint union, we obtain
Pr [NAB(G,∞) = n]
=
nP∑
j=1
Pr
[˜
SnP,n
]
(B2)
=
nP∑
j=1
∑
1≤k1<···<k j≤nP
∞∑
i`=n+1,
`<{k1,...,k j}
Pr
[
N1AB(M1,∞) = i1,N2AB(M2,∞) = i2, . . . ,NnPAB(MnP ,∞) = inP : ik1 = · · · = ik j = n
]
(B3)
=
nP∑
j=1
∑
1≤k1<···<k j≤nP
j∏
i=1
Pr
[
NkiAB(Mki ,∞) = n
] ∏
`<{k1,...,k j}
∞∑
i`=n+1
Pr
[
N`AB(M`,∞) = i`
]
. (B4)
Now, let us recall from Eq. (6) that for n? = ∞ we have that
Pr
[
N`AB(M`,∞) = i
]
=
(
1 − (1 − p)i
)M` − (1 − (1 − p)i−1)M` (B5)
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for all 1 ≤ ` ≤ nP, where we recall that M` is the number of elementary links in the `th path. Since
∞∑
i`=n+1
Pr
[
N`AB(M`,∞) = i`
]
= 1 −
n∑
i`=1
Pr
[
N`AB(M`,∞) = i`
]
= 1 − (1 − (1 − p)n)M` , (B6)
and if we assume that Mi = M for all 1 ≤ i ≤ nP, then we find that
Pr [NAB(G,∞) = n] =
nP∑
j=1
(
nP
j
) (
(1 − (1 − p)n)M −
(
1 − (1 − p)n−1
)M) j (
1 − (1 − (1 − p)n)M
)nP− j
(B7)
=
(
1 −
(
1 − (1 − p)n−1
)M)nP − (1 − (1 − (1 − p)n)M)nP , (B8)
as required.
Next, to find E [NAB(G,∞)], we use the fact that
E [NAB(G,∞)] =
∞∑
n=1
Pr [NAB(G,∞) ≥ n] . (B9)
Since NAB(G,∞) = min
{
N1AB(M1,∞), . . . ,NnPAB(MnP ,∞)
}
, and since min
{
N1AB(M1,∞), . . . ,NnPAB(MnP ,∞)
}
≥ n if and only if
N iAB(Mi,∞) ≥ n for all 1 ≤ i ≤ nP, we obtain
E [NAB(G,∞)] =
∞∑
n=1
Pr
[
N1AB(M1,∞) ≥ n
]
· · · Pr
[
NnPAB(MnP ,∞) ≥ n
]
=
∞∑
n=1
(
1 −
(
1 − (1 − p)n−1
)M)nP
, (B10)
where to obtain the last equality we made use of the assumption Mi = M for all 1 ≤ i ≤ nP and the fact that
Pr
[
N iAB(Mi,∞) ≥ n
]
= 1 − Pr
[
N iAB(Mi,∞) < n
]
= 1 −
n−1∑
j=1
Pr
[
N iAB(Mi,∞) = j
]
= 1 −
(
1 − (1 − p)n−1
)Mi
(B11)
for all 1 ≤ i ≤ nP, which follows from Eq. (B6). This completes the proof.
Appendix C: Proof of Proposition 5
We start by determining the probability distribution of Ln(M,∞). In the case of n? = ∞, observe that once an elementary link
has been established in the network, it never vanishes. This means that if x1 elementary links are established in the first trial, then
there are only M − x1 elementary links available to be established in the next trial. The probability of obtaining x1 elementary
links in the first trial is
Pr [x1 links in the first trial] =
(
M
x1
)
px1 (1 − p)M−x1 . (C1)
Then, given that x1 elementary links were established in the first trial, the probability of establishing x2 elementary links in the
second trial is
Pr
[
x2 links in the second trial
∣∣∣ x1 links in the first trial] = (M − x1x2
)
px2 (1 − p)M−x1−x2 . (C2)
At the end of the two trials, x1 + x2 elementary links have been established. The probability of obtaining x1 + x2 elementary links
in two trials is thus
Pr[L2(M,∞) = x1 + x2] = Pr [x1 links in the first trial] · Pr
[
x2 links in the second trial
∣∣∣ x1 links in the first trial] (C3)
=
(
M
x1
)(
M − x1
x2
)
px1 px2 (1 − p)M−x1 (1 − p)M−x1−x2 . (C4)
We now generalize this to an arbitrary number n of trials.
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Let L( j)(M,∞) be the number of links established in the jth trial. Then,
Ln(M,∞) =
n∑
j=1
L( j)(M,∞). (C5)
For brevity, in what follows we drop the dependence on M and n? in Ln(M,∞) and L( j)n (M,∞).
Using Eq. (C5), we get
Pr[Ln = x] = Pr
 n∑
j=1
L( j) = x
 (C6)
=
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
Pr
[
L(1) = x1, L(2) = x2, . . . , L(n−1) = xn−1, L(n) = x − x1 − x2 − · · · − xn−1
]
(C7)
=
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
Pr[L(1) = x1] Pr[L(2) = x2|L(1) = x1] Pr[L(3) = x3|L(1) = x1, L(2) = x2] × · · ·
× Pr[L(n−1) = xn−1|L(1) = x1, L(2) = x2, . . . , L(n−2) = xn−2]
× Pr[L(n) = x − x1 − x2 − · · · − xn−1|L(1) = x1, L(2) = x2, . . . , L(n−1) = xn−1] (C8)
Using Eq. (C4), we obtain
Pr[Ln = x] =
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
(
M
x1
)(
M − x1
x2
)
· · ·
(
M − x1 − · · · − xn−1
x − x1 − · · · − xn−1
)
px1 · · · pxn−1 px−x1−···−xn−1
× (1 − p)M−x1 (1 − p)M−x1−x2 · · · (1 − p)M−x1−···−xn−1−(x−x1−···−xn−1) (C9)
=
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
(
M
x1
)(
M − x1
x2
)
· · ·
(
M − x1 − · · · − xn−1
x − x1 − · · · − xn−1
)
px(1 − p)nM−(n−1)x1−(n−2)x2−···−x (C10)
=
M!
(M − x)!
(
p
1 − p
)x
((1 − p)n)M
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
1
x1!x2! · · · xn−1!(x − x1 − x2 − · · · − xn−1)!
(
1
1 − p
)∑n−1
j=1 (n− j)x j
(C11)
=
(
M
x
) (
p
1 − p
)x
((1 − p)n)M
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
(
x
x1
)(
x − x1
x2
)
· · ·
(
x − x1 − · · · − xn−2
xn−1
) (
1
1 − p
)∑n−1
j=1 (n− j)x j
, (C12)
where to obtain the last line we used the fact that
1
x1!x2! · · · xn−1!(x − x1 − x2 − · · · − xn−1)! =
1
x!
(
x
x1
)(
x − x1
x2
)
· · ·
(
x − x1 − · · · xn−2
xn−1
)
. (C13)
Now, it can be shown using mathematical induction on n that
x∑
x1=0
x−x1∑
x2=0
· · ·
x−x1−···−xn−2∑
xn−1=0
(
x
x1
)(
x − x1
x2
)
· · ·
(
x − x1 − · · · − xn−2
xn−1
) (
1
1 − p
)∑n−1
j=1 (n− j)x j
=
(
1 − (1 − p)n
p(1 − p)n−1
)x
. (C14)
Therefore,
Pr[Ln(M,∞) = x] =
(
M
x
)
(1 − (1 − p)n)x ((1 − p)n)M−x , (C15)
which implies that
E[Ln(M,∞)] =
M∑
x=0
x Pr[Ln(M,∞) = x] = M(1 − (1 − p)n), (C16)
as required.
