We investigate the large N behavior of the smallest eigenvalue, λ N , of an (N + 1) × (N + 1) Hankel (or moments) matrix H N , generated by the weight w(x) = x α (1 − x) β , x ∈ [0, 1], α > −1, β > −1. By applying the arguments of Szegö, Widom and Wilf, we establish the asymptotic formula for the orthonormal polynomials P n (z), z ∈ C \ [0, 1], associated with w(x), which are required in the determination of λ N . Based on this formula, we produce the expressions for λ N , for large N .
Introduction
Let µ(x) be a positive measure with the bounded support I(⊆ R) and define the moment sequence of µ(x) by It is known that the smallest eigenvalue of the Hankel matrix is intimately related to the distribution function µ(x). We are motivated by the fact that the smallest eigenvalue depends µ (x) in a non-trivial way.
Let I = [a, b] , where a and b are fixed constants, such that the Szegö condition, with w(x) = µ (x) is satisfied. The asymptotic behavior of the Hankel determinants for large enough N is given by Szegö [2] [3] [4] [5] . Let λ N denote the smallest eigenvalue of H N . The behavior of λ N , N large, has attracted a lot of attention. See e.g. Szegö [3] , Widom and Wilf [7] , Chen et al. [11, 12, 16] , Berg et al. [16, 17] , etc. Szegö [3] studied the special cases for w(x), defined on I, which can either be a finite or infinite. For finite cases, if w(x) = 1, x ∈ (−1, 1) or w(x) = 1, x ∈ (0, 1), the smallest eigenvalues for large N are given, respectively, by * λ N 2 Widom and Wilf [7] found a kind of 'universal' law, where they show that if w(x) > 0, x ∈ [a, b], and the Szegö condition (1.3) is satisfied, then
where A and B are computable constants depending on w(x), a, b, and are independent of N . For cases of an infinite interval, Szegö [3] chose the Gaussion weight (w(x) = e −x 2 , x ∈ R) and Laguerre weight (w(x) = e −x , x ≥ 0). The corresponding smallest eigenvalues are approximated, respectively, by λ N e2 Chen and Lawrence generalized the results of Szegö in [3] . By means of Dyson's Coulomb fluid method, they deduced the case for w(x) = e −x β , x ∈ [0, +∞), β > 1 2
and then gave two asymptotic formulas of λ N for β = n + 1/2 and β = n + 1/2, n = 1, 2, 3, · · · , respectively. See [11] for details.
We note that the smallest eigenvalues of the examples given above are exponentially small. Hence, it's hard to determine the smallest eigenvalues of the Hankel matrices associated with these weights by numerical techniques. This paper is organized as follows, firstly, we establish the asymptotic formula for the orthonormal polynomials P n (z) associated with the weight w(x) in Theorem 2.1. Then in Theorem 2.2, we give the specific asymptotic expression of λ N . Finally, we present some numerical results compared with our theoretical results in section 3.
In order to meet the demands of some proofs in our results, we define the whole complex plane by C ∪ {∞}, and the unit disc by
with its boundary (unit circle) ∂D := {z ∈ C |z| = 1}.
Main results
In this section, we shall produce the asymptotic expression for λ N , the smallest eigenvalue of the (N + 1) × (N + 1) Hankel matrix H N . We consider the weight
which satisfies
The N + 1 by N + 1 Hankel matrix H N is defined by
where h m+n is the (m + n)th moment with respected to w(x), reads
By the definition of the Gamma function
and the Beta function
with the relationship
we have
2)
The Hankel matrix for α = β = 0 is the Hilbert matrix
, for which some partial results were obtained in [3] [4] [5] [6] , [7] (in which the factor −1/2π of Lemma 2 should be changed to −1/4π). The following two examples give H N for some special choices of α and β. 
, x ∈ [0, 1], the Hankel matrix is given by
For generic α and β, we shall show that there is an asymptotic formula for λ N , the smallest eigenvalues of the Hankel matrices, in the following form
, where ψ(α, β) = 2
See details in the proof of the Theorem 2.2. Let {P n (x)} ∞ n=0 be the orthonormal polynomials associated with our weight w(x), i.e.,
We define P n (x) and the kth moment h k of w(x) to be
Then, the orthogonality relation can be rewritten as
a m,i h i+j a n,j , m, n = 0, 1, · · · , N, which, in matrix form, reads
where
From (2.3), we find
. This is not a new result, for more details, see [3, 5, 7] . Denoting by σ m,n the (m, n)th entry of A N A T N , we have
We shall make use of P n (z) to study the behavior of σ m,n and thus of λ N . Szegö [2] has proved the case of the interval [−1, 1] if µ(x) is absolutely continuous and, Geronimus has proved that case in [1] for general µ(x). We can deduce the case 
Theorem 2.1. The asymptotic behavior of the orthonormal polynomials P n (z) with respect to the weight w(
with the square roots taking the positive values as z → ∞, and noting that
Lemma 2.1. The maximum of ζ e iθ , for 0 ≤ θ < 2π, is attained at θ = π, and
Proof. From (2.4), we have 
Proof. Recall that
According to Theorem 2.1, the asymptotic behavior of σ m,n depends on the factor ζ n (z). Note that ∂D ∩ [0, 1] = 1, so for any ε > 0, we have
Here, we have used P n e −iθ = P n (e iθ ), and C 0 is a constant.
We first deal with the second integral of (2.7). Since
ln ζ e iθ θ=π = 0. Applying the formula (2.6), we have
8) and it is immediate that,
Applying the Laplace method when m + n large enough, we get
where C 1 is also a constant. So for all m, n there is another suitable constant C such that
To estimate the first integral in (2.7), let R ε be a rectangle with its four vertices cos ε ± i sin ε, 1 ± i tan ε. The arc of ∂D given by |θ| ≤ ε is contained within R ε . Applying the Theorem 3.3.1 of [2] , the polynomials P m (z)P n (z) has only real zeros, so its maximum absolute value on R ε must be attained on the horizontal sides of R ε . Hence, according to the Theorem 2.1, we have lim sup
> ζ e i(ε+O(ε 2 )) if ε → 0. Hence, as ε → 0, we have
since by Lemma 2.1, ζ e iθ attains its maximum modulus at θ = π, and not at θ = 0. Thus the Lemma 2.2 is proved based on formulas (2.7), (2.9) and (2.10). 
where g assumes a strict minimum over [a, b] at an interior critical point c, such that
Lemma 2.3. For z = e iπ = −1, we find
, then (b) and (c) are zero, this is Example 2.2. Applying the Residue theorem, the integral (a) can be rewritten as ln 2 4πi |z|=1 1 + 2η cos t + η 2 dt (x := cos t) 1 + 2
.
Proof. Based on the discussion in Theorem 2.1 and Lemma 2.2, we find
where sgn(z) := z |z| , z ∈ C. It should now be easy to determine the asymptotic behavior of the entries, {σ m,n } N m,n=0 , as m, n → +∞ with m − n bounded. We know that the maximum of ζ e iθ occurs at θ = π, and by the Laplace method for asymptotic expansion of an integral, combined with Lemma 2.1., we get
where m, n → +∞ with m − n bounded. We will now find the behavior of the eigenvalue λ N , for large N . Let
From (2.4), we can get
Hence, from (2.11), and an easy computation gives ψ(α, β) = 2 Fixing an ε and a sufficiently large N ε . It follows from (2.15) that if m and n are sufficiently large, but |m − n| ≤ N ε , we shall have
Therefore if N is sufficiently large and much larger than
where ε 1 , ε 2 are arbitrary small. It follows from Lemma 2.2 that for all m, n, 
where C 2 is another constant. Assuming N ε to be sufficiently large in comparison to ε, this will simply for large enough N to N ε 
and so for sufficiently large N , we have
where η = 1 + √ 2 2 and ψ(α, β) = 2 
Hence, . Remark 2.2. Putting α = β = 0, Szegö's classical result [3] for the weight function w(x) = 1 is recovered:
Comparing with numerical results
It is well known that Hankel matrices (moment matrices) of this form are extremely ill-conditioned. This can also been seen from the analytic formula, where the dominant term of λ N is 1 + √ 2 −4(N +1) . Due to the ill-conditioned nature of these matrices, standard eigensolver packages based on double precision floating values can only solve for small values of N , for example N < 20, before the available precision is exhausted (53 bit in the mantissa, 11 bits in the exponent).
In [14] , Emmart, Chen and Weems developed an efficient parallel algorithm based on arbitrary precision arithmetic and the Secant method that can handle the extreme ill-conditioning and we employ their algorithms here for our numeric computations. We use the numeric results to test the convergence of our asymptotic formulas to the actual smallest eigenvalues for various N and several values of the parameters α and β. Even with efficient software, the computation times for the largest size, N = 1000, require almost 10 hours of CPU time on a modern Core i7 processor. Tables 1-3 give samples of numerical λ N compared with theoretical λ N . The errors of λ N for some special choices of α and β are illustrated by Figures 1-4 . In the following, we will present some of our other numerical results. 
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From Tables 1-3 and Figures 1, 2 , We note that the Theoretical λ N is slightly less than the Numerical λ N for the the cases αβ > 0 and αβ < 0. And the other way around for α = β = 0. What's more, for the case α < 0, β = 0, we can find an interesting point α = − and the values % error in Figure 1 ,3,4 and Table 1 -3 are given by the absolute values of (3.1).
Remark 3.2. Figure 3 and 4 (given by 576 points) show that the contour lines of the error have elliptical shapes, because the value of the integral (b) is approximately double the value of (c), which can be seen from (2.14) and (2.15).
Appendix
The integrals identities listed below, can be found in [13] and [23] . For t ≥ 1, 
