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POISSON AND HOCHSCHILD COHOMOLOGY AND THE
SEMICLASSICAL LIMIT
MATTHEW TOWERS
Abstract. Let A be a quantum algebra possessing a semiclassical limitA. We
show that under certain hypotheses Ae can be thought of as a deformation of
the Poisson enveloping algebra of A, and we give a criterion for the Hochschild
cohomology of A to be a deformation of the Poisson cohomology of A in the
case that A is Koszul. We verify that condition for the algebra of 2×2 quantum
matrices and calculate its Hochschild cohomology and the Poisson cohomology
of its semiclassical limit.
Certain quantum algebras A admit a semiclassical limit: that is, a Poisson al-
gebra structure on their q → 1 limit A which preserves some noncommutative
information from A. A simple example is the quantum plane
A =
k(q)〈x, y〉
(xy − qyx)
whose semiclassical limit is the polynomial ring k[x, y] with Poisson structure de-
termined by {x, y} = xy. Various authors have investigated to what extent the
Hochschild (co)homology of A is determined by the Poisson (co)homology of its
semiclassical limit, for example [VdB94, FT91], usually using spectral sequence
methods, and a related situation where there is a Poisson structure on an associated
graded algebra is dealt with in [Kas88, The´ore`me, p.223]. The famous Kontsevich
quantization theorem also guarantees a relationship between the cohomology of a
Poisson algebra and that of its canonical quantization.
In this paper we study the link between Poisson and Hochschild cohomology by
showing that if A is graded with a PBW basis of polynomial type with a polynomial
semiclassical limit A, the enveloping algebra Ae is a deformation of the Poisson
enveloping algebra P (A) (Section 2). The restriction to A being polynomial allows
us to describe P (A) by generators and relations (Lemma 2): when the Ka¨hler
differentials of A are not free as an A-module, additional relations are required.
If A is Koszul with quadratic dual A! the Hochschild cohomology of A is computed
by a differential graded algebra whose underlying algebra is A⊗A!. If A has a PBW
basis of polynomial type we show that this DGA is a deformation of the DGA A⊗A!
that computes Poisson cohomology of the semiclassical limit A (Proposition 26).
This leads to a condition for HH(A) to be a deformation of HP(A); in particular
when this holds the Hochschild and Poisson cohomologies have the same bigraded
Hilbert series (Corollary 27).
Two algebras to which our results can be applied are the coordinate ring A(n) of
quantum affine n-space and the algebra M of 2× 2 quantum matrices. We discuss
the cohomology of the quantum plane and its semiclassical limit in Section 4 as
an example of our methods; Hochschild cohomology for quantum affine spaces and
Poisson cohomology of their semiclassical limits are already known, for example
[Wam93, §6], [BGMS05], [LR07, Proposition 2.2.1], [Sit05, §3.3].
In Section 5 we show that the Hochschild cohomology for 2×2 quantum matrices
is a q-deformation of the Poisson cohomology of the semiclassical limit, and cal-
culate this Poisson cohomology explicitly in Theorem 29. These computations are
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new, although some low-dimensional Hochschild cohomology groups for quantum
matrices have appeared in the literature: the zeroth Hochschild cohomology group
is known to be generated by the quantum determinant, and the structure of the
first cohomology group as a module over the centre was determined in [LL07]. An
interesting feature of these computations is the action of the Poisson centre on the
Poisson cohomology groups, which acts freely except for a single trivial summand
in the top cohomological dimension. This is in contrast to [VdB94, Theorem 4.1]
for example, where the action is free.
0.1. Notation and conventions. Throughout this article q is a transcendental
element over a field k of characteristic zero. k[q±1] is the ring of Laurent polynomials
in q and k(q) its field of fractions. “Graded” means Z≥0-graded unless otherwise
stated. The nth graded component of a graded algebra Λ is denoted Λn, and if
λ ∈ Λn we write |λ| = n.
1. Poisson algebras and Poisson cohomology
1.1. The Poisson enveloping algebra. LetA be a Poisson k-algebra with bracket
{−,−}; that is, A is a commutative associative k-algebra with unit, {−,−} is a Lie
bracket on A, and for any a ∈ A the map
b 7→ {a, b}
is a derivation. A left Poisson module over A is a k-vector space M which is a
simultaneously a left module for A as an associative algebra and a left module for
the Lie algebra (A, {−.−}), satisfying
{x, ym}M = {x, y}m+ y{x,m}M
{xy,m}M = x{y,m}M + y{x,m}M
for any x, y ∈ A and m ∈ M , where {a,m}M denotes the Lie algebra action and
am the associative algebra action of a ∈ A on m ∈M .
Let Ω(A) be the A-module of Ka¨hler differentials of A. This is the free left
A-module on generators Ω(a) for a ∈ A quotiented by the submodule generated by
all elements of the form
(1) Ω(α), Ω(a+ b)− Ω(a)− Ω(b), Ω(ab)− aΩ(b)− bΩ(a)
for α ∈ k and a, b ∈ A. If we define
[aΩ(x), bΩ(y)] = a{x, b}Ω(y) + b{a, y}Ω(x) + abΩ({x, y})
then Ω(A) becomes a k-Lie algebra: see [Hue90, Theorem 3.8].
There is an associative algebra U(A,Ω(A)) called the Poisson enveloping al-
gebra satisfying a universal property such that the category of left U(A,Ω(A))-
modules is equivalent to the category of left Poisson modules over A. A more
general construction of which the Poisson enveloping algebra is a special case given
in [Hue90, §1].
In the rest of this section A = k[x1, . . . , xn] will be a polynomial algebra so that
the Ka¨hler differentials are freely generated as an A-module by Ω(x1), . . . ,Ω(xn)
[Wei94, §8.8]. We will need a presentation of the Poisson enveloping algebra by
generators and relations in this special case. To this end, let P (A) be the k-algebra
generated by yi and Ω(yi) for 1 ≤ i ≤ n, subject to two sets of relations. The first
set says that the yis commute:
(2) yiyj = yjyi 1 ≤ i < j ≤ n
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so there is an algebra homomorphism ιA : A→ P (A) determined by xi 7→ yi. The
second set of relations is
Ω(yi)yj − yjΩ(yi) = ιA({xi, xj}) 1 ≤ i, j ≤ n(3)
Ω(yi)Ω(yj)− Ω(yj)Ω(yi) =
∑
k
ιA
(
∂{xi, xj}
∂xk
)
Ω(yk) 1 ≤ i < j ≤ n.(4)
The map ιA : A→ P (A) makes P (A) into an A-module. Let ιΩ(A) : Ω(A)→ P (A)
be the map of A-modules such that Ω(xi) 7→ Ω(yi), and regard P (A) as a k-Lie
algebra by defining [u, v] = uv − vu.
Lemma 1. ιΩ(A) is a homomorphism of k-Lie algebras.
Proof. Firstly note that
(5) Ω(yi)ιA(b)− ιA(b)Ω(yi) = ιA({xi, b})
for any b ∈ A. When b is a monomial this can be proved by induction on the length
using (3), and the result extends to arbitrary b ∈ A by linearity.
To prove that ιΩ(A) is a Lie algebra homomorphism we must show that for any
a, b ∈ A and 1 ≤ i, j ≤ n,
ιΩ(A)([aΩ(xi), bΩ(xj)]) = ιA(a{xi, b})Ω(yj) + ιA(b{a, xj})Ω(yi)
+ ιA(ab)
∑
k
ιA
(
∂{xi, xj}
∂xk
)
Ω(yk)
is equal to
ιΩ(A)(aΩ(xi))ιΩ(A)(bΩ(xj))− ιΩ(A)(bΩ(xj))ιΩ(A)(aΩ(xi)) =
ιA(a)Ω(yi)ιA(b)Ω(yj)− ιA(b)Ω(yj)ιA(a)Ω(yi)
for any a, b ∈ A and any i, j.
Using (5) gives
ιA(a)Ω(yi)ιA(b)Ω(yj)− ιA(b)Ω(yj)ιA(a)Ω(yi)
= ιA(a)(ιA(b)Ω(yi) + ιA({xi, b}))Ω(yj)− ιA(b)(ιA(a)Ω(yj) + ιA({xj , a}))Ω(yi)
= ιA(ab)(Ω(yi)Ω(yj)− Ω(yj)Ω(yi)) + ιA(a{xi, b})Ω(yj) + ιA(b{a, xj})Ω(yi)
and the result follows from (4) 
Lemma 2. The Poisson enveloping algebra U(A,Ω(A)) is isomorphic to P (A).
Proof. We will verify that (P (A), ιA, ιΩ(A)) has the universal property of [Hue90,
1.6]. We must show that given an associative k-algebra B equipped with the Lie
bracket [b1, b2] = b1b2 − b2b1, a morphism of k-Lie algebras φΩ(A) : Ω(A)→ B and
a morphism of k-algebras φA : A→ B such that
φA(a)φΩ(A)(bΩ(xi)) = φΩ(A)(abΩ(xi))(6)
φΩ(A)(bΩ(xi))φA(a)− φA(a)φΩ(A)(bΩ(xi)) = φA(b{xi, a})(7)
for any a, b ∈ A and any i, there is a unique homomorphism Φ : P (A) → B of
k-algebras such that Φ ◦ ιA = φA and Φ ◦ ιΩ(A) = φΩ(A).
If these are to hold, Φ must satisfy Φ(yi) = φA(xi) and Φ(Ω(yi)) = φΩ(A)(Ω(xi)).
Since the elements yi and Ω(yi) generate P (A), if such a Φ exists it is unique.
In order to show that such a Φ exists we need only show that the elements
φA(xi) and φΩ(A)(Ω(xi)) satisfy the relations (2), (3) and (4) of P (A). Certainly
the φA(xi) commute since φA : A → B is an algebra homomorphism, so (2) is
satisfied. Next,
φΩ(A)(Ω(xi))φA(xj)− φA(xj)φΩ(A)(Ω(xi)) = φA({xi, xj})
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by (7), and therefore (3) is satisfied. Finally,
φΩ(A)(Ω(xi))φΩ(A)(Ω(xj))− φΩ(A)(Ω(xj))φΩ(A)(Ω(xi))
= φΩ(A)([Ω(xi),Ω(xj)]) = φΩ(A)(Ω({xi, xj})
because φΩ(A) is a homomorphism of Lie algebras, and applying φΩ(A) to
Ω({xi, xj}) =
∑
k
∂{xi, xj}
∂xk
Ω(xk)
and using (6) gives
φΩ(A)(Ω({xi, xj})) =
∑
k
φA
(
∂{xi, xj}
∂xk
)
φΩ(A)(Ω(xk))
and so (4) is also satisfied. 
Corollary 3. P (A) has a PBW basis consisting of all elements of the form
ya11 · · · y
an
n Ω(y1)
b1 · · ·Ω(yn)
bn
for ai, bi ≥ 0.
Proof. This is a consequence of a result of Rinehart [Hue90, Theorem 1.9] which
shows that the Poisson enveloping algebra is isomorphic as a vector space to the
symmetric A-algebra on Ω(A) via the canonical map. 
1.2. Poisson cohomology. In this section A = k[x1, . . . , xn] is once again a poly-
nomial algebra so that Ω(A) is a free A-module, and we may consider its mth
A-exterior power ΛmA (Ω(A)). This is the quotient of the tensor product over A of m
copies of Ω(A) by the submodule generated by all tensors with two equal factors.
Write
Ω(a1) ∧ · · · ∧ Ω(am)
for the image of the pure tensor
Ω(a1)⊗A · · · ⊗A Ω(am)
in
∧m
A (Ω(A)). As an A-module,
∧m
A (Ω(A)) is free on all elements of the form
Ω(xi1 ) ∧ · · · ∧ Ω(xim)
for 1 ≤ i1 < i2 < · · · < im ≤ n, so it is isomorphic to A⊗k Λ
m(V ) where Λm(V ) is
the mth exterior power of the vector space V spanned by the Ω(xi).
Definition 4. AltmA (Ω(A), A) is HomA(
∧m
A (Ω(A)), A)
This is what Huebschmann calls the space of A-multilinear alternating func-
tions from Ω(A) to A. The direct sum Alt∗A(Ω(A), A) =
⊕
m≥0Alt
m
A (Ω(A), A) is
a differential graded algebra when equipped with the Cartan-Chevalley-Eilenberg
differential
df(Ω(xi1 ) ∧ · · · ∧ Ω(xim)) =∑
j≥1
(−1)j+1Ω(xij )f(Ω(xi1 ) ∧ · · · ∧ Ω̂(xij ) ∧ · · · ∧Ω(xim ))
+
∑
1≤j<k≤m
(−1)j+kf([Ω(xij ),Ω(xik )]∧Ω(xi1 )∧· · ·∧Ω̂(xij )∧· · ·∧Ω̂(xik )∧· · ·∧Ω(xim))
and the shuffle product
(f ∧ g)(Ω(a1) ∧ · · · ∧ Ω(a|f |+|g|)) =∑
i
sgn(i)f(Ω(ai1) ∧ · · · ∧ Ω(ai|f|))g(Ω(ai|f|+1 ) ∧ · · · ∧ Ω(ai|f|+|g|))
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where f ∈ Alt
|f |
A (Ω(A), A), g ∈ Alt
|g|
A (Ω(A), A), the sum is over all i = (i1, . . . , i|f |+|g|)
such that i1 < · · · < i|f | and i|f |+1 < · · · < i|f |+|g|, and sgn(i) is the sign of the
permutation r 7→ ir. The shuffle product on the space of alternating forms is
obtained by transferring the natural multiplication on A ⊗k Λ
∗(V ∗) through the
isomorphisms
AltA(Ω(A), A) ∼= HomA(A⊗ Λ
∗(V ), A) ∼= Homk(Λ
∗(V ), A) ∼= A⊗k Λ
∗(V ∗).
Definition 5. The Poisson cohomology HP∗(A) of a Poisson algebra A is the
cohomology of the differential graded algebra Alt∗A(Ω(A), A).
If A is a graded algebra and its Poisson bracket respects the grading then the
Poisson cohomology groups are bigraded; in this case we write HPij(A) for the part
in homological degree i and internal degree j.
When the Ka¨hler differentials are projective as an A-module, so in particular
when A is polynomial, P (A) ⊗A Λ
∗
A(Ω(A)) is a projective resolution of A as a
P (A)-module and the Poisson cohomology of A is isomorphic as an algebra to
Ext∗P (A)(A,A) [Hue90, p.81].
2. The semiclassical limit and q-deformations
Let A be a k[q±1]-algebra which is a torsion-free k[q±1]-module and suppose
A = A/(q − 1)A is commutative. If u ∈ A write u¯ for its image in A. Then A is a
Poisson algebra with bracket
{a¯, b¯} := β(a, b)
where β(a, b) is the unique element of A such that ab− ba = (q − 1)β(a, b).
Definition 6. With A, {−,−} and A as above we say that A is the semiclassical
limit of A.
See for example [Dum11, Goo10].
Definition 7. A k[q±1]-subalgebra R of a k(q)-algebra R is called a k[q±1]-form
of R if the natural map R ⊗k[q±1] k(q) → R is an isomorphism. We say R is a q-
deformation of the k-algebra R via the k[q±1]-form R if R/(q − 1)R is isomorphic
as a k-algebra to R.
We will use an analogous notion of q-deformation for differential graded algebras,
obtained by replacing ‘algebra’ and ‘subalgebra’ by ‘DG-algebra’ and ‘sub-DG-
algebra’ everywhere in the above definition. Note that if R is (bi)graded then so is
R, and they have the same Hilbert series.
Suppose A is a k[q±1]-form of a k(q)-algebra A and that A has a semiclassical
limit A. We want to relate the Poisson enveloping algebra P (A) and the enveloping
algebra Ae = A ⊗k(q) A
op of A using the notion of q-deformation. The subalgebra
of Ae generated by A ⊗ 1 and 1 ⊗ Aop is not suitable as a k[q±1]-form because it
is commutative modulo q − 1, and P (A) is in general noncommutative. To help us
define a suitable k[q±1]-form we need some special elements of Ae.
Definition 8. Let a ∈ A. Then Ω˜(a) is
a⊗ 1− 1⊗ a
q − 1
∈ Ae.
Lemma 9. Let x, y ∈ A. Write x and y for the elements x ⊗ 1 and y ⊗ 1 of Ae.
Then in Ae,
Ω˜(xy) = xΩ˜(y) + yΩ˜(x) + (q − 1)Ω˜(y)Ω˜(x)(8)
Ω˜(x)y − yΩ˜(x) = β(x, y) ⊗ 1(9)
Ω˜(x)Ω˜(y)− Ω˜(x)Ω˜(y) = Ω˜(β(x, y)).(10)
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The proof is a simple computation. This lemma shows that the Ω˜(a) behave like
q-analogues of the Ka¨hler differentials of A — compare (8) with (1) and (9), (10)
with (3), (4).
Remark 10. If A is a quadratic algebra generated by homogeneous elements xi of
degree one with a basis of the form xa11 · · · x
an
n for ai ≥ 0, these relations, together
with the relations of A, are enough to give a presentation of Ae. This follows by
counting the dimension of the spaces of relations.
For the rest of this section we assume that A is graded, that x1, . . . , xn is a
homogeneous generating set for A, and that A is polynomial on the images xi of
the xi. Let yi be the generator of P (A) corresponding to xi; then P (A) is graded
by putting yi in the same degree as xi.
Lemma 11. Let A′ be the k[q±1]-subalgebra of Ae generated by xi ⊗ 1 and Ω˜(xi)
for 1 ≤ i ≤ n. Then there is a surjection of graded algebras P (A)։ A′/(q − 1)A′
defined by yi 7→ xi ⊗ 1 and Ω(yi) 7→ Ω˜(xi).
Proof. We must show that if we substitute xi ⊗ 1 for yi and Ω˜(xi) for Ω(yi) in the
defining relations (2), (3), (4) of P (A), the resulting expressions lie in (q − 1)A′.
This is true of the relations (2) because the semiclassical limit exists.
(3): we need
Ω˜(xi)(xj ⊗ 1)− (xj ⊗ 1)Ω˜(xi) = β(xi, xj)⊗ 1 mod (q − 1)
but this is immediate from (9).
(4): Suppose first that β(xi, xj) = xi1 · · ·xiN is a monomial. We need
Ω˜(xi)Ω˜(xj)− Ω˜(xj)Ω˜(xi) =
∑
j
(xi1 · · · x̂ij · · · xiN ⊗ 1)Ω˜(xij ) mod (q − 1)
but this follows easily by induction on N using (8). The general case, when β(xi, xj)
is not assumed to be a monomial, follows by linearity. 
Lemma 12. Let z1, . . . , zn be a homogeneous generating set for a graded k(q)-
algebra B and let B be the k[q±1]-subalgebra of B generated by z1, . . . , zn. Then
B ⊗k[q±1] k(q) ∼= B as graded algebras.
Proof. The assignment zi 7→ zi ⊗ 1 determines a graded surjective homomorphism
of algebras B → B ⊗k[q±1] k(q). Suppose the kernel contains a non-zero element
X =
∑
i(ai/bi)zi where ai, bi ∈ k[q
±1] and zi = zi1 , . . . , ziN . We may assume all the
bi are equal to 1 by multiplying by an appropriate element of k[q
±1], so that X ∈ B.
Now B is a free k[q±1]-module as it is the direct sum of its graded pieces which are
finitely generated k[q±1]-submodules of a k(q)-module and therefore torsion-free.
Therefore the map B → B⊗k[q±1]k(q) is injective and soX = 0, a contradiction. 
It follows that A′ is a k[q±1]-form of Ae.
Corollary 13. If dimk P (A)m = dimk(q) A
e
m for all m then A
e is a q-deformation
of P (A) via the k[q±1]-form A′.
Proof. If we regard k as a k[q±1]-module with q acting as 1 then
A′/(q − 1)A′ ∼= A′ ⊗k[q±1] k
as graded algebras. Each graded piece of A′ is a free k[q±1]-module, since it embeds
into a k(q)-module Ae and is therefore torsion free. So for any m,
dimk(A
′ ⊗k[q±1] k)m = dimk(q)(A
′ ⊗k[q±1] k(q))m = dimk(q) A
e
m = dimk P (A)m
where the second equality is because of Lemma 12. It follows that the surjection
of Lemma 11 has to be injective. 
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When A has a PBW basis of polynomial type we can apply the previous corollary
to get:
Theorem 14. Suppose the set of elements of the form xa11 · · · x
an
n for ai ≥ 0 form
a basis of A. Then Ae is a q-deformation of P (A) via the k[q±1]-form A′.
Proof. Lemma 3 says that P (A) has a PBW basis consisting of the elements
ya11 · · · y
an
n Ω(y1)
b1 · · ·Ω(yn)
bn
for ai, bi ≥ 0, where yi is the generator of P (A) corresponding to xi. Our assump-
tions on A mean that Ae has a PBW basis consisting of
(x1 ⊗ 1)
a1 · · · (xn ⊗ 1)
an(1⊗ x1)
b1 · · · (1 ⊗ xn)
bn
for ai, bi ≥ 0, therefore the hypothesis of Corollary 13 holds. 
2.1. Example: the quantum plane.
Definition 15. The coordinate ring of the quantum plane is the k(q)-algebra A
generated by x, y subject to the relation xy = qyx.
A is graded with |x| = |y| = 1; it is a quadratic algebra with basis consisting of all
elements xayb with a, b ≥ 0. The k[q±1]-form A generated by x, y has semiclassical
limit A which is polynomial on the images x, y of x, y and has Poisson structure
determined by {x, y} = xy. By Lemma 2 the Poisson enveloping algebra P (A) is
generated by x, y and Ω(x),Ω(y) subject to
xy = yx,Ω(x)y − yΩ(x) = xy,Ω(y)x − xΩ(y) = −xy
Ω(x)Ω(y)− Ω(y)Ω(x) = xΩ(y) + yΩ(x)
Theorem 14 shows Ae is a q-deformation of P (A) via the k[q±1]-form generated
by x, y and Ω˜(x), Ω˜(y). By Lemma 9, the following relations hold in Ae:
xy = qyx, Ω˜(x)y − yΩ˜(x) = xy, Ω˜(y)x − xΩ˜(y) = −xy
qΩ˜(x)Ω˜(y)− Ω˜(x)Ω˜(y) = xΩ˜(y) + yΩ˜(x).
In fact by counting the dimension of the relation space they are sufficient to give a
presentation of Ae.
2.2. Example: 2× 2 quantum matrices.
Definition 16. The algebra of 2× 2 quantum matrices M is the k(q)-algebra gen-
erated by a, b, c, d subject to the relations
ab = qba ac = qca bc = cb bd = qdb cd = qdc(11)
ad− da = (q − q−1)bc.
M is graded with a, b, c, d in degree 1; it is a quadratic algebra which admits a
basis consisting of all elements aibjckdl for i, j, k, l ≥ 0.
The k[q±1]-subalgebraM generated by a, b, c, d has semiclassical limit M which
is polynomial on the images a, b, c, d of a, b, c, d with Poisson structure determined
by
{a, b} = ab {a, c} = ac {a, d} = 2bc {b, c} = 0 {b, d} = bd {c, d} = cd.
(12)
By Lemma 2 the Poisson enveloping algebra P (M) is generated by a, b, c, d,Ω(a),Ω(b),Ω(c),Ω(d)
subject to relations saying that a, b, c, d commute, and
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Ω(a)a− aΩ(a) = 0 Ω(a)b− bΩ(a) = ab
Ω(a)c− cΩ(a) = ac Ω(a)d− dΩ(a) = 2bc
Ω(b)a− aΩ(b) = −ab Ω(b)b− bΩ(b) = 0
Ω(b)c− cΩ(b) = 0 Ω(b)d− dΩ(b) = bd
Ω(c)a− aΩ(c) = −ac Ω(c)b− bΩ(c) = 0
Ω(c)c− cΩ(c) = 0 Ω(c)d− dΩ(c) = −cd
Ω(d)a− aΩ(d) = −2bc Ω(d)b − bΩ(d) = −bd
Ω(d)c− cΩ(d) = −cd Ω(d)d− dΩ(d) = 0
Ω(a)Ω(b)− Ω(b)Ω(a) = aΩ(b) + bΩ(a)
Ω(a)Ω(c)− Ω(c)Ω(a) = aΩ(c) + cΩ(a)
Ω(a)Ω(d)− Ω(d)Ω(a) = 2bΩ(c) + 2cΩ(b)
Ω(b)Ω(c)− Ω(c)Ω(b) = 0
Ω(b)Ω(d)− Ω(d)Ω(b) = bΩ(d) + dΩ(b)
Ω(c)Ω(d)− Ω(d)Ω(c) = cΩ(d) + dΩ(c)
Theorem 14 shows Me is a q-deformation of P (M) via the k[q±1]-form generated
by a, b, c, d and Ω˜(a), Ω˜(b), Ω˜(c), Ω˜(d).
By Lemma 9, the following relations hold in Me:
Ω˜(a)a− aΩ˜(a) = 0 Ω˜(a)b− bΩ˜(a) = ab
Ω˜(a)c− cΩ˜(a) = ac Ω˜(a)d− dΩ˜(a) = (1 + q−1)bc
Ω˜(b)a− aΩ˜(b) = −ab Ω˜(b)b− bΩ˜(b) = 0
Ω˜(b)c− cΩ˜(b) = 0 Ω˜(b)d− dΩ˜(b) = bd
Ω˜(c)a− aΩ˜(c) = −ac Ω˜(c)b− bΩ˜(c) = 0
Ω˜(c)c− cΩ˜(c) = 0 Ω˜(c)d− dΩ˜(c) = −cd
Ω˜(d)a− aΩ˜(d) = −(1 + q−1)bc Ω˜(d)b− bΩ˜(d) = −bd
Ω˜(d)c− cΩ˜(d) = −cd Ω˜(d)d− dΩ˜(d) = 0
qΩ˜(a)Ω˜(b)− Ω˜(b)Ω˜(a) = aΩ˜(b) + bΩ˜(a)
qΩ˜(a)Ω˜(c)− Ω˜(c)Ω˜(a) = aΩ˜(c) + cΩ˜(a)
Ω˜(a)Ω˜(d)− Ω˜(d)Ω˜(a) = (1 + q−1)bΩ˜(c) + (1 + q−1)cΩ˜(b)− (q − q−1)Ω˜(b)Ω˜(c)
Ω˜(b)Ω˜(c)− Ω˜(c)Ω˜(b) = 0
qΩ˜(b)Ω˜(d)− Ω˜(d)Ω˜(b) = bΩ˜(d) + dΩ˜(b)
qΩ˜(c)Ω˜(d)− Ω˜(d)Ω˜(c) = cΩ˜(d) + dΩ˜(c)
3. Koszul algebras and modules
We refer to [PP05] for general background on quadratic and Koszul algebras. Re-
call that a graded k-algebra Λ is called quadratic if it there is a finite-dimensional
vector spce V and a subspace R ≤ V ⊗k V such that Λ ∼= T (V )/(R) where T (V )
denotes the tensor algebra. The quadratic dual Λ! of Λ is T (V ∗)/(R⊥) where
V ∗ = Homk(V, k) and R
⊥ is the image of the annihilator of R under the canonical
isomorphism of (V ⊗k V )
∗ with V ∗ ⊗k V
∗.
Example 17. The quadratic dual M! of M is generated by a∗, b∗, c∗, d∗ subject to
a∗2, b∗2, c∗2, d∗2, b∗c∗ + c∗b∗ + (q − q−1)a∗d∗
qa∗b∗ + b∗a∗, qa∗c∗ + c∗a∗, a∗d∗ + d∗a∗, qb∗d∗ + d∗b∗, qc∗d∗ + d∗c∗.
A graded left Λ-module M is called quadratic if it is isomorphic as a graded
module to one of the form (Λ⊗k M0)/ΛH where M0 is a finite-dimensional vector
space, H ≤ Λ1 ⊗M0, and M0 is homogeneous with respect to the grading. The
quadratic dualM ! ofM is the left Λ!-module (Λ!⊗kM
∗
0 )/(Λ
!H⊥) whereH⊥ denotes
the image of the annihilator of H under the canonical isomorphism between (Λ1⊗k
M0) and Λ
∗
1 ⊗k M
∗
0 = (Λ
!)1 ⊗k M
∗
0 . If M and N are graded left Λ-modules,
Ext∗Λ(M,N) is bigraded, by homological degree and by internal degree. We write
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ExtijΛ (M,N) for the part with homological degree i and internal degree j. Write
k for the trivial Λ-module Λ/
⊕
i>0 Λi. A quadratic algebra Λ is called Koszul if
ExtijΛ (k, k) is zero whenever i 6= j, in which case Ext
∗
Λ(k, k)
∼= Λ! as algebras. A
graded module M over a Koszul algebra Λ is called Koszul if ExtijΛ (M,k) is zero if
i 6= j, or equivalently ifM admits a linear projective resolution, that is, a projective
resolution P∗ ։M such that Pi is generated by its component of degree i.
3.1. Hochschild cohomology of Koszul algebras. If Λ is Koszul then Λe is
Koszul: Λop is Koszul by [PP05, remark on p.20], and tensor products of Koszul
algebras are Koszul by [PP05, Corollary 3.1.2]. Furthermore Λ is a Koszul Λe-
module by [GHMS05, Corollary 2.2].
Lemma 18. The quadratic dual (ΛeΛ)
! of the Λe-module Λ is isomorphic as a
vector space to the dual quadratic algebra Λ!.
Proof. Let Λ = T (V )/(R) so that Λe = T (V ⊕ V ′)/(R ⊕ R′ ⊕ C) where V ′ is
isomorphic to V via a map that sends v ∈ V to v′, R′ is the image of R under the
twist map τ : v ⊗ w 7→ w′ ⊗ v′ and C has basis xi ⊗ x
′
j − x
′
j ⊗ xi where x1, . . . , xn
is some fixed basis of V .
Thus (Λe)! is isomorphic to T (V ∗ ⊕ V ′∗)/(R⊥ ⊕R′⊥ ⊕D) where D has a basis
consisting of all tensors of the form x∗i ⊗x
′∗
j +x
′∗
j ⊗x
∗
i where the x
∗
i are the basis of
V ∗ dual to x1, . . . , xn. It follows (Λ
e)! ∼= Λ!⊗ˆk(Λ
!)op where ⊗ˆk denotes the graded
commutative tensor product: (λ1⊗ˆµ1) · (λ2⊗ˆµ2) = (−1)
mnλ1λ2⊗ˆµ1µ2 for λ2, µ1
homogeneous of degrees m and n respectively.
As a Λe = T (V ⊕ V ′)/(R ⊕ R′ ⊕ C)-module, Λ = Λe/(xi − x
′
i : i = 1, . . . , n).
Therefore the quadratic dual of ΛeΛ is (Λ
e)!/(x∗i + x
′∗
i : i = 1, . . . , n). This ideal
corresponds to the ideal (x∗i ⊗ 1 + 1⊗ x
′∗
i ) under the isomorphism between T (V ⊕
V ′)/(R⊕R′⊕C) and Λ!⊗ˆk(Λ
!)op. There is an exact sequence of Λ!⊗ˆ(Λ!)op-modules
0→ (x∗i ⊗ 1 + 1⊗ x
′∗
i )→ Λ
!⊗ˆk(Λ
!)op → Λˆ! → 0
where Λˆ! is the Λ!⊗ˆk(Λ
!)op-module which is Λ! as a vector space, and with action
(λ⊗ˆµ′) · x = (−1)|µ||x|+|µ|(|µ|+1)/2λxµ for λ, x, µ ∈ Λ!, homogeneous, and the map
Λ!⊗ˆk(Λ
!)op → Λˆ! is determined by 1⊗ 1 7→ 1. This completes the proof. 
Definition 19. Let M be a Koszul left-module for the Koszul k-algebra Γ =
T (V )/(R) and let eΓ ∈ Γ ⊗k Γ
! be
∑
i vi ⊗ v
∗
i where vi runs over a basis of V
and v∗i is the corresponding dual basis element of V
∗ = Γ!1. Then the Koszul
resolution KΓ(M) is Γ⊗k (M
!)∗ with differential given by right-multiplication by
eΓ, and the Koszul cocomplex K¯Γ(M) is M ⊗k M
! with differential given by
left-multiplication by eΓ
[PP05, §2.3] shows that KΓ(M) is a minimal free resolution of M , so that
Ext∗Γ(M,M) is computed by cohomology of the cocomplexes
HomΓ(Γ⊗k (M
!)∗,M) ∼= Homk((M
!)∗,M) ∼=M ⊗k M
! = K¯Γ(M).
Consider the special case when Γ = Λe for some Koszul algebra Λ andM = ΛeΛ.
By Lemma 18, (ΛeΛ)
! is Λˆ! so K¯Λe(Λ) is isomorphic to Λ ⊗k Λ
! as a vector space.
The corresponding differential is
(13) λ⊗ µ 7→
∑
i
(xiλ⊗ x
∗
i µ+ (−1)
|µ|+1λxi ⊗ µx
∗
i )
for µ homogeneous of degree |µ| – see [VdB94, p.5]. This differential makes Λ⊗kΛ
!,
with its natural multiplication, into a differential graded algebra.
This means that the Hochschild cohomology ring HH(Λ) = Ext∗Λe(Λ,Λ) has two
multiplications: one it inherits as the cohomology of the differential graded algebra
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Λ ⊗k Λ
! and one from the Yoneda product on Ext. We want to show that they
agree.
Lemma 20. The cohomology of the differential graded algebra Λ ⊗k Λ
! equipped
with the differential (13) is isomorphic as an algebra to HH∗(Λ).
Proof. We already know that the cohomology of Λ⊗kΛ
! with this differential agrees
with HH∗(Λ) as a vector space. To show that the two products are the same we
need to examine the Koszul resolution more closely. If Λ = T (V )/(R) then Λ!m is
equal to
(V ∗)⊗m∑m−2
i=0 (V
∗)⊗i ⊗R⊥ ⊗ (V ∗)⊗(m−2−i)
(the denominator is to be interpreted as zero if m = 0 or 1). For m ≥ 2 the
denominator is the annihilator of
Nm =
m−2⋂
i=0
V ⊗i ⊗R⊗ V ⊗(m−2−i)
so we can identify (Λ!m)
∗ with Nm, and the Koszul resolution KΛe(Λ) of Λ over Λ
e
can be written as
(14) KΛe(Λ)m = Λ ⊗Nm ⊗ Λ
where N1 = V and N0 = k. As before let x1, . . . , xn be a basis of V , and given a
sequence i = (i1, . . . , im) write xi for xi1 ⊗ · · · ⊗ xim ∈ V
⊗m. The differential on
(14) is
1⊗
(∑
i
αixi
)
⊗ 1 7→
∑
i
αi(xi1 ⊗ x(i2,...,im) ⊗ 1− 1⊗ x(i1,...,im−1) ⊗ xim)
where αi ∈ k.
Write B∗ for the standard (bar) complex of Λ [CE99, IX.6], whose mth term is
Bm = Λ
⊗(m+2). The inclusion V →֒ Λ induces a map
ι : KΛe(Λ)∗ → B∗
which is a morphism of chain complexes [VdB94, Proposition 3.3]. The bar complex
of Λ admits a comultiplication ∆ : B∗ → B⊗Λ B defined by
∆(λ⊗ yi ⊗ µ) =
∑
r
(λ ⊗ y(i1,...,ir) ⊗ 1)⊗ (1 ⊗ y(im+1,...,im) ⊗ µ)
where yi = yi1 ⊗ · · · ⊗ yim ∈ Λ
⊗m. We will show that
(15) ∆(im ι) ⊆ (im ι)⊗Λ (im ι)
so that ∆ induces a comultiplication on KΛe(Λ). This is equivalent to proving that
if
∑
i αixi ∈ Nm then∑
i
αix(i1,...,ir) ⊗ x(ir+1,...,im) ∈ Nr ⊗Nm−r
for any r ≤ m. Corollary 3.3 of [Pri70] says that for any sequence j of length m− r,∑
i:(ir+1,...,im)=r
αix(i1,...,ir) ∈ Nr
Thus∑
i
αix(i1,...,ir)⊗x(ir+1,...,im) =
∑
j
 ∑
i:(ir+1,...,im)=r
αix(i1,...,ir)
⊗xj ∈ Nr⊗V ⊗m−r
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Similarly it lies in V ⊗r ⊗Nm−r, so in
(Nr ⊗ V
⊗m−r) ∩ (V ⊗r ⊗Nm−r) = Nr ⊗Nm−r
completing the proof of (15).
If we identify Λ ⊗Λ Λ with Λ then B∗ ⊗Λ B is a free resolution of Λ and ∆ is a
chain map lifting the identity map on Λ. Because of (15) the same holds forKΛe(Λ).
[BGSS08, p.4] point out that the Yoneda product on HH(Λ) can be computed as
follows: if f : KΛe(Λ)r → Λ and g : KΛe(Λ)s → Λ are cocycles, the product of the
cohomology elements they represent is represented by f ∗ g = (f ⊗Λ g) ◦∆ where
f ⊗Λ g : KΛe(Λ)r ⊗Λ KΛe(Λ)s → Λ is κ⊗ κ
′ 7→ f(κ)g(κ′).
There is a linear isomorphism φ : Λ⊗Λ! 7→ HomΛe(KΛe(Λ)∗,Λ) that sends λ⊗µ
to
1⊗ n⊗ 1 7→ 〈µ,n〉λ
where µ ∈ Λ!m, n ∈ Nm and 〈−,−〉 is the pairing between Λ
!
m and Nm. We will
show this is is a homomorphism of algebras when HomΛe(KΛe(Λ)∗,Λ) is equipped
with the product ∗.
Since the product in Λ! is induced by tensor multiplication in T (V ∗), if µ =
µˆ+Ann(Nr) ∈ Λ
!
r and µ
′ = µˆ′ +Ann(Ns) ∈ Λ
!
s then
φ(λλ′ ⊗ µµ′)(1⊗
(∑
i
αixi
)
⊗ 1) =
∑
i
αiµˆ(x(i1,...,ir))µˆ
′(x(ir+1,...,ir+s))λλ
′.
On the other hand
(φ(λ ⊗ µ) ∗ φ(λ′ ⊗ µ′))(1 ⊗
(∑
i
αixi
)
⊗ 1)
= φ(λ ⊗ µ)⊗ φ(λ′ ⊗ µ′)
∑
i
αi(1⊗ x(i1,...,ir) ⊗ 1)⊗ (1⊗ x(ir+1,...,ir+s) ⊗ 1)
=
∑
i
αiµˆ(x(i1,...,ir))µˆ
′(x(ir+1,...,ir+s))λλ
′.
This completes the proof. 
3.2. Quadratic Poisson enveloping algebras are Koszul. A polynomial Pois-
son algebra A = k[x1, . . . , xn] is a left Poisson module over itself in the obvious
way. A is therefore a P (A)-module, isomorphic to the quotient of P (A) by the left
ideal generated by the Ω(yi).
Lemma 21. Let A = k[x1, . . . , xn] be a polynomial algebra, graded with each xi in
degree one, equipped with a Poisson bracket {−,−} such that {xi, xj} ∈ A2 for all
i and j. Then P (A) is a Koszul algebra and A is a Koszul P (A)-module.
A Poisson algebra or bracket with this property will be called quadratic.
Proof. If we place all yi and Ω(yi) in degree one, the defining relations (2), (3) and
(4) of P (A) are homogeneous of degree two. Applying Corollary 3 shows that P (A)
is a quadratic algebra with a PBW basis, and such algebras are Koszul by a result
of Priddy [PP05, Theorem 4.3.1].
When Ω(A) is a projective A-module, which holds when A is polynomial, Hueb-
schmann [Hue90, p.66] points out that P (A)⊗AΛ
∗
A(Ω(A)) with the Cartan-Chevalley-
Eilenberg differential is a projective resolution of A over P (A). Since this is clearly
a linear resolution, A is a Koszul P (A)-module by [PP05, p.20]. 
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Corollary 22. P (A)! is generated by y∗i and Ω(y
∗
i ) subject to
Ω(yi)
∗Ω(yj)
∗ +Ω(yj)
∗Ω(yi)
∗ 1 ≤ i ≤ j ≤ n
Ω(ym)
∗y∗n + y
∗
nΩ(ym)
∗ +
∑
i<j
∂{xi, xj}
∂xm∂xn
Ω(yi)
∗Ω(yj)
∗
y∗my
∗
n + y
∗
ny
∗
m −
∑
i<j
∂{xi, xj}
∂xm∂xn
(Ω(yi)
∗y∗j − Ω(yj)
∗y∗i ).
The subalgebra O = 〈Ω(y1)
∗, . . . ,Ω(yn)
∗〉 of P (A)! is exterior of rank n.
Proof. The given presentation for P (A)! follows from the presentation of P (A) given
by relations (2), (3) and (4).
[PP05, Corollary 2.2] says that if M is a Koszul module over a Koszul alge-
bra Λ and M !, Λ! are their Koszul duals then hΛ(t)hΛ!(−t) = 1 and hM !(t) =
hΛ!(t)hM (−t) where hM (t), hΛ(t), hM !(t), hΛ! are the Hilbert series of M.Λ,M
!,Λ!.
Applying this with M = A whose Hilbert series is (1 − t)−n and Λ = P (A) whose
Hilbert series is (1 − t)−2n shows that hP (A)! = (1 + t)
2n and the Koszul dual of
the P (A)-module A has Hilbert series (1 + t)n.
By definition, A! = P (A)!/P (A)!(y∗1 , . . . , y
∗
n) and it follows by repeatedly using
the second relation that this quotient is spanned by O + P (A)!(y∗1 , . . . , y
∗
n). But
dimA! = 2n, so dimO ≥ 2n. Since O is certainly a quotient of an exterior algebra
of rank n we in fact have dimO = 2n. The last statement follows. 
At the moment A! could mean two different things: the Koszul dual of the
algebra A and the quadratic dual of the P (A)-module A. In what follows A! always
refers to the algebra O with P (A)-module structure induced by the vector space
isomorphism betweenO and P (A)!/P (A)!(y∗1 , . . . , y
∗
n) from the proof of the previous
corollary.
Remark 23. The quadratic dual of P (A) can be described as follows. A Poisson
superalgebra (or graded Poisson algebra) B is a graded-commutative algebra, that
is ab = (−1)|a||b|ba for a, b homogeneous, equipped with a bilinear bracket {−,−}
such that
{a, b} = (−1)1+|a||b|{b, a}
(−1)|a||c|{a, {b, c}}+ (−1)|a||b|{b, {c, a}}+ (−1)|b||c|{c, {a, b}} = 0
{a, bc} = {a, b}c+ (−1)|a||b|b{a, c}
for all homogeneous a, b, c ∈ B.
A quadratic Poisson bracket on the polynomial algebra A is determined by a map
b : Λ2(A1) → S
2(A1), where Λ
2 and S2 are the exterior and symmetric squares
and A1 is the vector space spanned by the xi. The dual map b
∗ : S2(A∗1)→ Λ
2(A∗1)
allows us to define a quadratic Poisson superalgebra structure on the exterior algebra
generated by the x∗i by
{x∗i , x
∗
j} := b
∗(x∗i , x
∗
j ).
The quadratic dual of P (A) is isomorphic to the Poisson enveloping algebra of the
exterior algebra generated by the x∗i with graded Poisson bracket determined by b
∗.
Corollary 24. Let A be a polynomial algebra with a quadratic Poisson bracket.
Then the Koszul cocomplex K¯P (A)(A) = A⊗kA
! with its natural multiplication and
differential eP (A) is a differential graded algebra whose cohomology is isomorphic
as an algebra to HP∗(A).
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Proof. We will show that K¯P (A)(A) with differential eP (A) is isomorphic as a differ-
ential graded algebra to Alt∗A(Ω(A), A). As in Subsection 1.2 we identify this with
A⊗Λ∗(V ∗) where V ∗ is the span of the Ω(xi)
∗, and map A⊗kΛ
∗(V ∗)→ K¯P (A)(A)
by φ : a⊗Ω(xi)
∗ 7→ a⊗Ω(yi)
∗. This is clearly an isomorphism of algebras; we only
have to show that it respects the differential. Since A ⊗k Λ
∗(V ∗) is generated as
an algebra by the xi ⊗ 1 and 1 ⊗ Ω(xi)
∗ it is enough to check that φ(δ(xi ⊗ 1)) =
eP (A)(x1 ⊗ 1) and φ(δ(1 ⊗Ω(xi)
∗)) = eP (A)(1⊗Ω(yi)
∗), where δ is the differential
corresponding to the Cartan-Chevalley-Eilenberg differential d on Alt∗A(Ω(A), A).
The element xi⊗ 1 ∈ A⊗k Λ
∗(V ∗) corresponds to fi : 1⊗ 1 7→ xi ∈ Alt
∗
A(Ω(A), A),
and
d(fi)(1⊗ Ω(xj)) = Ω(xj)f(1⊗ 1) = {xj , xi}
so that δ(xi⊗1) =
∑
j{xj , xi}⊗Ω(xj)
∗, and the image of this under φ is
∑
j{xj , xi}⊗
Ω(yj)
∗. Applying
eP (A) =
∑
j
(
yj ⊗ y
∗
j +Ω(yj)⊗ Ω(y
∗
j )
)
to xi ⊗ 1 gives
∑
j Ω(yj) · xi ⊗ Ω(yj)
∗ =
∑
j{xj , xi} ⊗ Ω(yj)
∗, so φ(δ(xi ⊗ 1)) =
eP (A)(x1 ⊗ 1) holds.
1⊗Ω(xi)
∗ corresponds to the element fi of AltA(Ω(A), A) that sends 1⊗Ω(xj)
to 1 if i = j and 0 otherwise. Therefore
dfi(1⊗ Ω(xj) ∧ Ω(xk)) = −dfi(1⊗A Ω({xj , xk})
which is equal to minus the coefficient of Ω(xi) in Ω({xj , xk}). Therefore
δ(1⊗ Ω(xi)
∗) = −
∑
j<k
cijk ⊗ Ω(xj)
∗ ∧ Ω(xk)
∗
where cijk is the coefficient of Ω(xi) in Ω({xj , xk}). On the other hand, applying
eP (A) to 1⊗ Ω(yi)
∗ gives
∑
r
yr ⊗ y
∗
rΩ(yi)
∗ = −
∑
j<k
(∑
r
yr
∂{xj , xk}
∂xr∂xi
)
⊗ Ω(yj)
∗Ω(yk)
∗
using the second relation from Corollary 22, which completes the proof. 
The polynomial algebra A = k[x1, . . . , xn] admits derivations ∂i =
∂
∂xi
defined in
the usual way. Similarly its quadratic dual A! = k〈Ω(y1)
∗, · · · ,Ω(yn)
∗〉 has graded
derivations ∂∗i defined by
∂∗i (Ω(y)
∗b) = (−1)
∑
j<i bjbiΩ(y)
∗b−ei
where ei is the vector with a 1 in position i and zeroes elsewhere and Ω(y)
∗b
denotes Ω(y1)
∗b1 · · ·Ω(yn)
∗bn . We can use these to build a derivation on the Koszul
cocomplex:
Lemma 25. Let A = k[x1, . . . , xn] be a quadratic Poisson algebra and let A⊗k A
!
be the Poisson cocomplex computing HP∗(A) with differential e = eP (A). Let h =∑
i ∂i ⊗ ∂
∗
i . Then
(16) he+ eh =
∑
i
∂iHi ⊗ 1 + 1⊗ ∂
∗
iH
∗
i
where Hi(x) = {xi, x} and H
∗
i (X) = {Ω(yi)
∗, X} = y∗i ·X.
Proof. Since h and e are (graded) derivations, so is he+ eh. We first show that the
right hand side of (16) is a derivation.
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Since {−,−} and its dual are (graded) derivations when one argument is fixed,
{x, y} =
∑
i
∂i(x)Hi(y) = −
∑
i
∂i(y)Hi(x)(17)
{z, w} = (−1)|z|+1
∑
i
∂∗i (z)H
∗
i (w) = (−1)
|z||w|+|w|
∑
i
∂∗i (w)H
∗
i (z)
for z, w ∈ A! and x, y ∈ A. Furthermore
∂iHi(xy) = ∂i(x)Hi(y) + x∂iHi(y) + ∂iHi(x)y +Hi(x)∂i(y)
so summing over i and applying (17) shows
∑
i ∂iHi is a derivation. Similarly so is∑
i ∂
∗
iH
∗
i , and thus
∑
i ∂iHi ⊗ 1 + 1⊗ ∂
∗
iH
∗
i is a derivation.
It is easy to see that he+ eh and
∑
i ∂iHi ⊗ 1 + 1 ⊗ ∂
∗
iH
∗
i agree on xr ⊗ 1 and
1⊗Ω(yr)
∗ for any r. Since these elements generate A⊗A!, the two derivations are
equal. 
The utility of this result is that in some cases, including that of the semiclassical
limits we are interested in, he+eh sends each element of the PBW basis to a scalar
multiple of itself. Therefore some multiple of h will be a contracting homotopy for
certain parts of the Koszul cocomplex.
3.3. q-deformations of the Koszul cocomplex. Let A be a Koszul k(q)-algebra
which has a semiclassical limit A such that Ae is a q-deformation of P (A) Then
HH∗(A) is computed by the differential graded algebra A⊗ A! with the differential
eAe and HP
∗(A) is computed by A ⊗ A! with differential eP (A). We want to show
that the first of these DGAs is a q-deformation of the second.
Proposition 26. Let A be a Koszul k(q)-algebra minimally generated by x1, . . . , xn
and let A be the k[q±1]-form of A generated by the xi and admitting a semiclassical
limit A which is polynomial on the images of the xi. Suppose the map P (A) ։
A′/(q− 1)A′ of Lemma 11 is an isomorphism. Then the differential graded algebra
K¯Ae(A) is a q-deformation of K¯P (A)(A).
Proof. We split the proof into sections.
Hilbert series. Under our hypotheses,
dimAr = rankAr = dimAr
for any r. The first equality holds because Ar is free as a k[q
±1]-module, be-
ing finitely-generated torsion-free. For the second, if b1, . . . is a basis of Ar then
by multiplying by an appropriate scalar we may assume the bi lie in Ar. Thus
rankAr ≥ dimAr. But any k[q
±1]-linearly independent set in Ar is k(q)-linearly
independent in Ar, so the opposite inequality holds. We get that A has the same
Hilbert series as the polynomial algebra A. The Hilbert series of a Koszul algebra
determines that of its Koszul dual by [PP05, Corollary 2.2.2], so A! has the same
Hilbert series as the exterior algebra A!.
Relations in A!. Write A = T (V )/(R) as a quadratic algebra where V has a basis
v1, . . . , vn whose images in A are x1, . . . , xn. Existence of the semiclassical limit
implies that for each i < j there is an element rij of R of the form
vi ⊗ vj − vj ⊗ vi − (q − 1)βˆij
where βˆij lies in the k[q
±1]-span of the vs ⊗ vt. By substituting rst into the βˆij we
obtain elements r′ij of R of the form
vi ⊗ vj − vj ⊗ vi − (q − 1)βˆ
′
ij + (q − 1)
2γij
POISSON AND HOCHSCHILD COHOMOLOGY AND THE SEMICLASSICAL LIMIT 15
where only tensors of the form vs ⊗ vt for s < t appear in β
′
ij , and the image of
βˆ′ij in A is {xi, xk}. These r
′
ij are k(q)-linearly independent since they are even
linearly independent modulo q− 1. They form a k(q)-basis of R, for if R had larger
dimension dimA2 would be smaller than n(n+ 1)/2.
Let v∗1 , . . . , v
∗
n be the basis of V
∗ dual to v1, . . . , vn. For r < s define
ρrs = v
∗
r ⊗ v
∗
s + v
∗
s ⊗ v
∗
r − (q − 1)
∑
k<l
{xk, xl}
∂xr∂xs
v∗l ⊗ v
∗
k
where xi is the image of xi in A. Furthermore define
ρrr = v
∗
r ⊗ v
∗
r − (q − 1)
∑
k<l
1
2
{xk, xl}
∂x2r
v∗l ⊗ v
∗
k
Then for any r ≤ s and any i < j we have ρrs(rij) ∈ (q − 1)
2k[q±1]. As before, the
ρrs are linearly independent and there are some elements εrs in the k[q
±1]-span of
the v∗i ⊗ v
∗
j such that
(18) ρrs + (q − 1)
2εrs r ≤ s
is a basis of R⊥. Recall that A! = T (V ∗)/(R⊥) and write x∗i for the image of v
∗
i in
A!. Let B be the k[q±1]-subalgebra of A! generated by the elements (1− q)x∗i . The
relations (18) show that
x∗i x
∗
j + x
∗
j x
∗
i = 0 mod (q − 1)
Since A! and hence B has the same Hilbert series as A!, B/(q − 1)B is isomorphic
to the exterior algebra A!.
Let B′ be the subalgebra of A! ⊗k(q) (A
!)op generated by x∗i ⊗ 1 + 1 ⊗ x
∗
i and
(1− q)⊗ x∗i for 1 ≤ i ≤ n.
A is a A′-module, B is a B′-module. A is a Ae-module, and we claim that
the action of A′ ⊆ Ae preserves A. Certainly elements xi ⊗ 1 preserve A, and
(xi ⊗ 1− 1⊗ xi) · A ⊆ (q − 1)A because of the existence of the semiclassical limit.
Recall that the action of A! ⊗k(q) (A
!)op on A! is
(λ⊗ µ′) · x = (−1)|µ||x|+|µ|(|µ|+1)/2λxµ.
Clearly the action of (1 − q) ⊗ x∗i preserves B. The relations (18) show that the
elements x∗i ⊗1+1⊗x
∗
i send generators of B to B; the general result follows because
x∗i ⊗ 1 + 1⊗ x
∗
i acts by graded derivations on B.
Let C = A⊗k[q±1] B, and eC : C → C be the map induced by left-action of∑
i
(
(xi ⊗ 1)⊗ (x
∗
i ⊗ 1 + 1⊗ x
∗
i ) +
xi ⊗ 1− 1⊗ xi
q − 1
⊗ ((1− q)⊗ x∗i )
)
∈ A′ ⊗ B′
This makes it clear that C with differential eC is a DGA which is a k[q
±1]-form of
K¯Ae(A). Therefore all we need to complete the proof is:
C/(q− 1)C is isomorphic as a DGA to K¯P (A)(A). We consider K¯P (A)(A) as the
complex A⊗k A
! as in the proof of Corollary 24.
K¯P (A)(A) is isomorphic as an algebra to C/(q−1)C ∼= (A/(q−1)A)⊗(B/(q−1)B).
Write φ : K¯P (A)(A) → (A/(q − 1)A) ⊗ (B/(q − 1)B) for the algebra isomorphism
that sends xi ⊗ 1 to the image of xi ⊗ 1 and 1⊗Ω(yi)
∗ to the image of (1− q)⊗ x∗i
in C/(q − 1)C. We claim φ respects the differentials on these DGAs, and since
K¯P (A)(A) is generated by the xi ⊗ 1 and 1 ⊗ Ω(yi)
∗ it is enough to check these
elements.
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eP (A)(xi ⊗ 1) =
∑
j
{xj , xi} ⊗ Ω(yj)
∗
eC(xi ⊗ 1) =
∑
j
β(xj , xi)⊗ (1− q)x
∗
j
so φ(eP (A)(xi ⊗ 1)) equals eC(φ(xi ⊗ 1)) + (q − 1)C.
eP (A)(1⊗ Ω(yi)
∗) = −
∑
j<k
∑
r
∂{xj , xk}
∂xi∂xr
xr ⊗ Ω(yj)
∗Ω(yk)
∗
eC(1⊗ (1 − q)x
∗
i ) ≡
∑
r
xr ⊗ (1− q)(x
∗
rx
∗
i + x
∗
i x
∗
r)
=
∑
r
∑
j<k
∂{xj , xk}
∂xi∂xr
x∗r ⊗ (1 − q)
2x∗kx
∗
j
modulo (q − 1)C. 
If α ∈ k[q±1] and M is a k[q±1]-module we say M has α-torsion if there is a
non-zero element of M annihilated by α.
Corollary 27. If H∗(C) has no (q− 1)-torsion then HH∗(A) is a q-deformation of
HP∗(A).
Proof. C ⊗k[q±1] k ∼= K¯P (A)(A) so H
∗(C ⊗k[q±1] k) ∼= HP
∗(A), and C ⊗k[q±1] k(q) ∼=
K¯Ae(A) so HH
∗(A) ∼= H∗(C ⊗k[q±1] k(q)) ∼= H
∗(C)⊗k[q±1] k(q).
We first show that HPr(A) and HHr(A) have the same Hilbert series for any r.
The universal coefficient theorem gives an exact sequence of graded modules
(19) 0→ Hrj(C)⊗k[q±1] k → H
rj(C ⊗k[q±1] k)→ Tor
k[q±1 ]
1 (H
r−1,j(C), k)→ 0
for any j. Because k[q±1] is a principal ideal domain,
Tor
k[q±1 ]
1
(
k[q±1]
(f)
, k
)
= ker(k
f ·
→ k)
and the Tor group in (19) vanishes under our hypothesis. So for any r, j, HPrj(A) ∼=
Hrj(C)⊗k[q±1] k which has the same dimension as H
rj(C ⊗k[q±1] k(q)) ∼= HH
rj(A).
Consider the k[q±1]-formH∗(C)⊗k[q±1]1 ofH
∗(C)⊗k[q±1]k(q). This is isomorphic
as a k[q±1]-algebra to the quotient of H∗(C) by its torsion ideal T (the ideal of all
elements annihilated by some α ∈ k[q±1] \ {0}). Under our hypothesis − ⊗k[q±1] k
kills all torsion summands of H∗(C), so H∗(C) ⊗k[q±1] k ∼= (H
∗(C)/T ) ⊗k[q±1] k.
Thus HH∗(A) ∼= H∗(C)⊗k[q±1] k(q) is a q-deformation of HP
∗(A) ∼= H∗(C)⊗k[q±1] k
via the k[q±1]-form H∗(C)⊗ 1 ∼= H∗(C)/T . 
In practise the hypothesis of Corollary 27 can be checked using the following
lemma.
Corollary 28. If every element of ker(eC ⊗k[q±1] k) lifts to an element of ker eC,
then H∗(C) has no (q − 1)-torsion.
Proof. It is enough to show that C/ im eC has no (q−1)-torsion under these hypothe-
ses. Since k[q±1] is a principal ideal domain, maps between free k[q±1]-modules can
be written in Smith Normal Form. It follows easily that C/ im eC has (q−1)-torsion
if and only if rank(eC ⊗ k) < rank eC on some graded piece, if and only if the kernel
of eC ⊗ k has rank larger than that of eC on that graded piece. If every element of
ker(eC ⊗ k) lifts, this cannot happen. 
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4. The quantum plane
In this section we illustrate some of the results of the previous sections in the case
of the quantum plane. The Hochschild cohomology of quantum affine space was
described in [Sit05, §3.3] (though it appears difficult to obtain an explicit expression
for arbitrary n), and it is known ([LR07, Corollary 3.5.2], [Mon02]) that it agrees
with the Poisson cohomology of the semiclassical limit.
The coordinate ring A of the quantum plane as defined in Section 2.1 is Koszul
since it is a quadratic algebra with a PBW basis of polynomial type. Therefore by
Theorem 14 and Proposition 26, K¯Ae(A) is a q-deformation of K¯P (A)(A), where A
is the semiclassical limit of A.
The Koszul dual of A is the quantum exterior algebra A!, generated by x∗, y∗
subject to x∗2 = y∗2 = 0 and qx∗y∗ + y∗x∗ = 0 .
Using this and (13) we can compute the Koszul cocomplex K¯Ae(A). For m ∈ Z
write [m] for the q-integer q
m−1
q−1 . The maps in the Koszul cocomplex are
e0(y
bxa) = [b]xa+1yn ⊗ x∗ − [a]xayb+1 ⊗ y∗
e1(y
bxa ⊗ x∗) = [a− 1]xayb+1 ⊗ x∗y∗
e1(y
bxa ⊗ y∗) = [b− 1]xa+1yb ⊗ x∗y∗
so, noting that gcd([a], [b]) = [gcd(a, b)] in k[q±1],
ker e0 = k[q
±1]·1, (ker e1)n+1 = k[q
±1]
〈
[b]ybxn−b ⊗ x∗ − [n− b− 1]yb+1xn−1−b ⊗ y∗
[gcd(b, n− b− 1)]
〉
Therefore H0(C) = k[q±1] · 1,
H1(C) ∼= k[q±1]x⊗ x∗ ⊕ k[q±1]y ⊗ y∗ ⊕ T1
H2(C) ∼= k[q±1]⊗ x∗y∗ ⊕ k[q±1]yx⊗ x∗y∗ ⊕ T2
where T1 and T2 are direct sums of k[q
±1]-modules of the form k[q±1]/([a]) for
a ∈ Z. Therefore there is no (q−1)-torsion in H∗(C), and HH(A) is a q-deformation
of HP(A). Furthermore HH(A) is one-dimensional in homological degree zero and
two-dimensional in degrees 1 and 2.
In fact, for any quantum affine space two the Koszul cocomplexes are actually
isomorphic after a change of base field: K¯Ae(A) ∼= K¯P (A)(A)⊗k k(q) as complexes.
5. 2× 2 quantum matrices
In this section we will compute the Poisson cohomology of M , showing that it
agrees with the Hochschild cohomology of M. In describing elements of K¯P (M)(M)
we write Ωijkl for Ω(a)
∗iΩ(b)∗jΩ(c)∗kΩ(d)∗l and we omit the ⊗ symbol. Similarly in
K¯Me(M) we write f
ij
kl for d
lckbjai and Ω˜ijkl for Ω˜(a)
∗iΩ˜(b)∗jΩ˜(c)∗kΩ˜(d)∗l and omit
the ⊗ symbol.
We begin by summarizing the results.
Theorem 29. HH∗(M) is a q-deformation of HP∗(M). The Poisson centre of M
is polynomial in ∆ = ad − bc, and for i ≤ 3, HPi(M) is a free k[∆]-module freely
generated by the images of the following elements:
i Representatives of generators of HPi(A)
0 1
1 aΩ1000 + dΩ
00
01, aΩ
10
00 + cΩ
00
10, bΩ
01
00 + dΩ
00
01
2 bjΩ1001, c
kΩ(a)1001 for j, k 6= 2, bcΩ
01
10−abΩ
11
00+acΩ
10
10, b(aΩ
11
00+dΩ
01
01), c(aΩ
11
00+
dΩ0101), b(aΩ
10
10 + dΩ
00
11), c(aΩ
10
10 + dΩ
00
11)
3 bjΩ1101, c
kΩ1101, b
kΩ1011, c
jΩ1011 for j 6= 3 and b
jck(aΩ1110 − dΩ
01
11) for j + k = 2.
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As a k[∆]-module, HP4(M) is the direct sum of a trivial module generated by Ω1111
and free summands generated by bcΩ1111, b
jΩ1111 and c
kΩ1111 for j, k > 0.
The theorem is proved as follows. Firstly, M has a PBW basis of polynomial
type, so we may apply Theorem 14 and Proposition 26 to get that K¯Me(M) is
a q-deformation of K¯P (M)(M). We compute HP
∗(M) directly using the Koszul
cocomplex and show that each cocycle lifts to one for K¯Me(M), so that Corollary
28 applies and HH∗(M) is a q-deformation of HP∗(M). This is simplified by two
observations: first, the boundary of dlckbjaiΩi
′j′
k′l′ lifts to that of d
lckbjaiΩ˜i
′j′
k′l′ so we
only need to lift non-bounding cocycles, and second ∆ = ad−bc lifts to ∆q = ad−qbc
so we only need lift a k[∆]-generating set for the non-bounding cocycles. In practise
the lifting is always the most straightforward one possible: aΩ1000 + bΩ
01
00 lifts to
aΩ˜1000 + bΩ˜
01
00 and so on.
We need to know the differentials on both Koszul cocomplexes explicitly to check
the lifting condition. Since the differential on K¯P (M)(M) is the ‘reduction mod q−1’
of that for K¯Me(M), we give the latter in the tables that follow.
e0(f
ij
kl) = ([j + k]f
i+1,j
kl + q
−1[2l]fi,j+1k+1,l−1)Ω˜
10
00 + ([l]− [i])(f
i,j+1
k,l Ω˜
01
00 + f
ij
k+1,lΩ˜
00
10)
− ([j + k]fijk,l+1 + q
−1[2i]fi−1,j+1k+1,l )Ω˜
00
01
x e1(f
ij
klΩ(x)
∗)
a q−1([i]− [l + 1])(fi,j+1kl Ω˜
11
00 + f
ij
k+1,lΩ˜
10
10) + ([j + k]f
ij
k,l+1 + q
−1[2i]fi−1,j+1k+1,l )Ω˜
10
01
b ([j+k−1]fi+1,jkl + q
−2[2l]fi,j+1k+1,l−1)Ω˜
11
00+([i]− [l])f
ij
k+1,lΩ˜
01
10− q
i−1[2]fijk+1,lΩ˜
10
01+
([j + k − 1]fijk,l+1 + q
−2[2i]fi−1,j+1k+1,l )Ω˜
01
01
c ([j+k−1]fi+1,jkl + q
−2[2l]fi,j+1k+1,l−1)Ω˜
10
10+([l]− [i])f
i,j+1
kl Ω˜
01
10− q
l−1[2]fi,j+1kl Ω˜
10
01+
([j + k − 1]fijk,l+1 + q
−2[2i]fi−1,j+1k+1,l )Ω˜
00
11
d ([l − 1]− [i])(fi,j+1kl Ω˜
01
01 + f
ij
k+1,lΩ˜
00
11) + ([j + k]f
i+1,j
kl + q
−1[2l]fi,j+1k+1,l−1)Ω˜
10
01
x, y e2(f
ij
klΩ(x)
∗Ω(y)∗)
a, b q−1([l + 1]− [i])fijk+1,lΩ˜
11
10 − ([j + k − 1]f
ij
k,l+1 + q
−2[2i]fi−1,j+1k+1,l )Ω˜
11
01
a, c q−1([i]− [l + 1])fi,j+1kl Ω˜
11
10 − ([j + k − 1]f
ij
k,l+1 + q
−2[2i]fi−1,j+1k+1,l )Ω˜
10
11
a, d q−1([i]− [l])(fi,j+1kl Ω˜
11
01 + f
ij
k+1,lΩ˜
10
11)
b, c ([j+k−2]fi+1,jkl +q
−3[2l]fi,j+1k+1,l−1)Ω˜
11
10−q
l−2[2]fi,j+1kl Ω˜
11
01+q
i−2[2]fijk+1,lΩ˜
10
11−
([j + k − 2]fijk,l+1 + q
−3[2i]fi−1,j+1k+1,l )Ω˜
01
11
b, d ([j + k − 1]fi+1,jkl + q
−2[2l]fi,j+1k+1,l−1)Ω˜
11
01 + ([i]− [l − 1])f
ij
k+1,lΩ˜
01
11
c, d ([j + k − 1]fi+1,jkl + q
−2[2l]fi,j+1k+1,l−1)Ω˜
10
11 + ([l − 1]− [i])f
i,j+1
kl Ω˜
01
11
i′, j′, k′, l′ e3(f
ij
klΩ˜
i′j′
k′l′)
1, 1, 1, 0 [j + k − 2]fijk,l+1Ω˜
11
11 + q
−3[2i]fi−1,j+1k+1,l Ω˜
11
11
1, 1, 0, 1 q−1([l]− [i])fijk+1,lΩ˜
11
11
1, 0, 1, 1 q−1([i]− [l])fi,j+1kl Ω˜
11
11
0, 1, 1, 1 [j + k − 2]fi+1,jkl Ω˜
11
11 + q
−3[2l]fi,j+1k+1,l−1Ω˜
11
11
The formulas are obtained by computing directly using the definition of the
Koszul cocomplex and the presentations of M and M! given in (11) and Example
17.
We want to find a contracting homotopy to show that certain portions of K¯P (M)(M)
are exact. To this end we define another grading on K¯P (M)(M):
Definition 30. The grade of aibjckdlΩi
′,j′
k′,l′ ∈ K¯P (M)(M) is i− i
′ − l + l′.
The differential eP (M) preserves grade, as is easily seen from the tables above.
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Lemma 31. (he+ eh)(f ijklΩ
i′j′
k′l′) = 2(l − l
′ − i+ i′)f ijklΩ
i′j′
k′l′
Proof. This is an application of Lemma 25. Computing using the bracket formulas
(12) shows
(∂aHa + ∂bHb + ∂cHc + ∂dHd) f = 2(l − i)f
ij
kl .
Next, the second relation of Corollary 22 gives the following description of the
action of P (M)! on M ! (with a slight abuse of notation):
a∗ · Ω(b)∗ = b∗ · Ω(a)∗ = −Ω(a)∗Ω(b)∗
a∗ · Ω(c)∗ = c∗ · Ω(a)∗ = −Ω(a)∗Ω(c)∗
a∗ · Ω(d)∗ = d∗ · Ω(a)∗ = 0
b∗ · Ω(c)∗ = c∗ · Ω(b)∗ = −2Ω(a)∗Ω(d)∗
b∗ · Ω(d)∗ = d∗ · Ω(b)∗ = 0
c∗ · Ω(d)∗ = d∗ · Ω(c)∗ = −Ω(c)∗Ω(d)∗
and that x∗ · Ω(x)∗ = 0 for x = a, b, c, d. From these, a tedious calculation shows
that
(∂∗aH
∗
a + ∂
∗
bH
∗
b + ∂
∗
cH
∗
c + ∂
∗
dH
∗
d )Ω
i′j′
k′l′ = 2(i
′ − l′)Ωi
′j′
k′l′ .
Putting these together gives the formula claimed. 
This means that a suitable scalar multiple of h is a contracting homotopy on
any summand of K¯P (M)(M) with nonzero grade. Write K0(M) for the subcomplex
of K¯P (M)(M) consisting of all elements of grade zero, and let En be the induced
differential in homological degree n. Then HP∗(M) ∼= H∗(K0(M), E), so we work
only with the cocomplex K0(M).
5.1. Computations.
Lemma 32. HP0(M) = k[∆], and ∆ lifts to ∆q = ad− qbc.
Proof. K0(M)0 consists of elements of the form
∑
λijk(ad)
ibjck, and such an ele-
ment is in kerE0 if and only if it has trivial bracket with a, if and only if
2iλi,j−1,k−1 = −(j + k)λi−1,j,k
for all i, j, k, where λijk should be interpreted as zero if any of its indices are
negative. If λijk is a solution of this recurrence and j > k then λijk = 0: if k
is minimal such that there exists j > k with λijk 6= 0 then (j + k)λijk = −2(i +
1)λi+1,j−1,k−1 = 0 contradicting λijk 6= 0. By symmetry λijk = 0 if j 6= k.
Writing λij for λijj gives
iλi,j−1 = −jλi−1,j
For fixed i+j, any solution is a scalar multiple of λij = (−1)
i
(
i+j
i
)
, thus
∑
λij(ad)
i(bc)j
is a polynomial in ∆. The claim about lifting is easily verified. 
Therefore E0 is a k[∆]-map with kernel equal to k[∆]. As a k[∆]-module,
K0(M) = 〈(ad)
ibjck : i, j, k ≥ 0〉 is free on the generators bjck, so imE0 is free
on the image of bjck for j, k not both zero. Using the description of the differential
above, we get:
Lemma 33. imE0 is freely generated by b
jck(aΩ1000 − dΩ
00
01) for j, k not both zero.
In the above Lemma and from now on, the terms ‘free generators’ and ‘freely
generated’ refer to the k[∆]-module structure.
Lemma 34. kerE1 is freely generated by bΩ
01
00+aΩ
10
00, aΩ
10
00+cΩ
00
10 and all b
jck(aΩ1000−
dΩ0001) with j, k ≥ 0.
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Proof. K0(M)1 is spanned by elements of the form (ad)
iabjckΩ1000, (ad)
ibjckΩ0100,
(ad)ibjckΩ0010, (ad)
idbjckΩ0001 and is therefore freely generated by the elements ab
jckΩ1000,
bjckΩ0100, b
jckΩ0010, db
jckΩ0001. The images under E1 of these free generators are
E1ab
jckΩ1000 = E1db
jckΩ0001 = ((j + k + 2)b
j+1cj+1 + (j + k)∆bjck)Ω1001
E1b
jckΩ0100 = (j + k − 1)b
jck(aΩ1100 + dΩ
01
01)− 2b
jck+1Ω1001
E1b
jckΩ0010 = (j + k − 1)b
jck(aΩ1010 + dΩ
00
11)− 2b
j+1ckΩ1001
Therefore if pjk, qjk, rjk , sjk are polynomials, the image of
(20)
∑
pjk(∆)ab
jckΩ1000 + qjk(∆)b
jckΩ0100 + rjk(∆)b
jckΩ0010 + sjk(∆)db
jckΩ0001
is ∑
(j+k−1)qjk(∆)(ab
jckΩ1100+db
jckΩ0101)+
∑
(j+k−1)rjk(∆)(ab
jckΩ1010+db
jckΩ0011)
+
∑
(pjk(∆) + sjk(∆))((j + k + 2)b
j+1ck+1 + (j + k)∆bjck)Ω1001
−
∑
(2qjk(∆)b
jck+1 + 2rjk(∆)b
j+1ck)Ω1001
The terms abjckΩ1010 are free generators of the Ω
10
10 component of K0(M)2, and
so the only way for the Ω1010 component of this expression to vanish is if rjk = 0 for
j + k 6= 1. Similarly we must have qjk = 0 for j + k 6= 1.
The coefficient of c2Ω1001 in this sum is 2q01(∆)c
2Ω1001, therefore q01 = 0, and
similarly r10 = 0. The condition for (20) to be in kerE1 is therefore that rjk =
qjk = q01 = r10 for j + k 6= 1 and
−q10 − r01 + p00 + s00 = 0
pjk + sjk = 0
for j, k not both zero. This is equivalent to our claim about the kernel generators.

We say an element
∑
αi
′j′k′l′
ijkl f
ij
klΩ
i′j′
k′l′ of kerE∗ lifts trivially if
∑
αi
′j′k′l′
ijkl f
ij
klΩ˜
i′j′
k′l′
is a cocycle for K¯Me(M).
Corollary 35. HP1(M) is freely generated by the images of bΩ0100 + aΩ
10
00, aΩ
10
00 +
cΩ0010 and aΩ
10
00 − dΩ
00
01. Each of these elements lifts trivially to an element of
HH1(M).
Proof. The first part follows immediately from the previous two lemmas. The
second follows from the description of the differential in K¯Me(M) given earlier. 
Lemma 36. imE1 is freely generated by c
2Ω1001, b
2Ω1001, (b
j+1ck+1+ j+kj+k+2∆b
jck)Ω1001
for j, k ≥ 0 and for j + k 6= 1,
bjck(aΩ1100 + dΩ
01
01)−
2
j + k − 1
Ω1001
bjck(aΩ1010 + dΩ
00
11)−
2
j + k − 1
Ω1001.
Proof. From our description of kerE1 it follows that imE1 is freely generated by
the images of abjckΩ1000 for any j, k, b
jckΩ0100 and b
jckΩ0010 for j + k 6= 1 and cΩ
01
00
and bΩ0010. These images are non-zero scalar multiples of the given elements. 
Lemma 37. kerE2 is freely generated by b
kck(aΩ1100 + dΩ
01
01), b
jck(aΩ1010 + dΩ
00
11),
bjckΩ1001 for j, k ≥ 0 and bcΩ
01
10 − abΩ
11
00 + acΩ
10
10.
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Proof. E2 kills b
jckΩ1001 and acts on the other free generators of K0(M)2 as follows:
E2ab
jckΩ1100 = −E2db
jckΩ0101 = ((j + k + 1)b
k+1ck+1 + (j + k − 1)∆bjck)Ω1101
E2ab
jckΩ1010 = −E2db
jckΩ0011 = ((j + k + 1)b
k+1ck+1 + (j + k − 1)∆bjck)Ω1011
E2b
jckΩ0110 = (j + k − 2)b
jck(aΩ1110 − dΩ
01
11) + 2b
jck(cΩ1011 − bΩ
11
01)
As in the calculation of kerE1 we see by considering the Ω
11
10 term that a kernel
element of the form∑
pjk(∆)ab
jckΩ1100+qjk(∆)ab
jckΩ1010+rjk(∆)b
jckΩ0110+sjk(∆)db
jckΩ0101+tjk(∆)db
jckΩ0011
must have rjk = 0 unless j + k = 2, and since the b
3Ω1101 and c
3Ω1011 coefficients
must vanish rjk = 0 unless j = k = 1. The condition for an element obeying these
restrictions on rjk to lie in the kernel is that
r11 + q01 − t01 = 0 −r11 + p10 − s10 = 0
pjk − sjk = 0 qlm − rlm = 0
for (j, k) 6= (1, 0) and (l,m) 6= (0, 1). It follows that the kernel is as claimed. 
Corollary 38. HP2(M) is freely generated by the images of
b(aΩ1100 + dΩ
01
01), b(aΩ
10
10 + dΩ
00
11), c(aΩ
11
00 + dΩ
01
01), c(aΩ
10
10 + dΩ
00
11),
bcΩ0110 − abΩ
11
00 + acΩ
10
10, b
rΩ1001, c
rΩ1001
for r 6= 2. Each of these elements lifts trivially to an element of HH2(M).
Proof. The first statement follows from our calculation of kerE2 and imE1, the
second by computing using the description of the differential on K¯Me(M) given
earlier. 
Lemma 39. imE2 is freely generated by (b
j+1ck+1+ j+k−1j+k+1∆b
jck)Ω1101, (b
j+1ck+1+
j+k−1
j+k+1∆b
jck)Ω1011 for any j, k ≥ 0, b
jck(aΩ1110 − dΩ
01
11) + 2b
jck(cΩ1011 − bΩ
11
01) for
j + k 6= 2, b3Ω1101 and c
3Ω1011.
Proof. The computation of kerE2 shows that imE2 is free on the images of b
jckaΩ1100,
bjckaΩ1010, b
jckΩ0110 for j+ k 6= 2, b
2Ω0101+ abΩ
10
10 and c
2Ω0110− acΩ
11
00 which are, up to
a scalar multiple, the given generators. 
Lemma 40. kerE3 is freely generated by b
jckΩ1011, b
jckΩ1101, and b
jck(aΩ1110− dΩ
01
11)
for all j, k ≥ 0.
Proof. E3 kills b
jckΩ1011 and b
jckΩ1101 and sends b
jckaΩ1110 and b
jckdΩ0111 to ((j +
k)bj+1ck+1 + (j + k − 2)∆bjck)Ω1111. The result follows immediately. 
Again we can read off the cohomology group:
Corollary 41. HP3(M) is freely generated by the images of
bjΩ1101, c
kΩ1101, b
kΩ1011, c
jΩ1011
for j 6= 3 together with axΩ1110 − dxΩ
01
11 for x = b
2, bc, c2. Each of these elements
lifts trivially to an element of HH3(M).
Lemma 42. imE3 is freely generated by ∆Ω
11
11 and (b
j+1ck+1+ j+k−2j+k b
jck)Ω1111 for
j, k not both zero.
Proof. Our computation of kerE3 shows that imE3 is free on the images of b
jckaΩ1110,
which up to a nonzero scalar multiple are the generators given. 
Corollary 43. HP4(M) is generated as a k[∆]-module by Ω1111, b
jΩ1111 and c
jΩ1111
for j, k ≥ 0. k[∆] acts trivially on Ω1111 and freely on the other generators.
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Since E4 = 0, all kernel elements lift trivially.
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