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Abstract
e exciton diﬀusion length, which is the distance an exciton can diﬀuse in its lifetime, is an
important parameter that has a critical impact on the operation of many organic optoelec-
tronic devices, including organic solar cells, light emitting diodes and lasers. Knowledge of
the exciton diﬀusion length can be a powerful aid for the design and optimisation of these
devices.
is thesis details the development of techniques based on time-resolved ìuorescence for
measuring the exciton diﬀusion in organic semiconductors. Two main methods were used
to investigate exciton diﬀusion in the conjugated polymers P3HT, MEH-PPV and F8BT:
the surface quenching technique and exciton-exciton annihilation. In particular, the surface
quenching technique was adapted to avoid some of the potential pitfalls that have plagued
earlier measurements. Using a titania quencher, measurements were performed using the
surface quenching technique and ëtted with an exciton diﬀusion model, allowing the cal-
culation of the exciton diﬀusion length. Results from measurements of the exciton-exciton
annihilation rate, which is a diﬀusion controlled process, where in good agreement with
those from surface quenching, conërming the robustness of this twofold approach.
A novel method for the control of the -phase conformation in PFO ëlms was used to
produce ëlms containing varying concentrations of -phase. Exciton-exciton annihilation
was used to investigate exciton diﬀusion in these ëlms, revealing a gradual rise with in-
creasing -phase fraction due to improved interconnectivity. is work demonstrates how
simple processing techniques can be used to control both ëlm morphology and the exciton
diﬀusion.
e thickness dependence of the photoluminescence lifetime in conjugated polymers is a
phenomenon that has so far received little attention and, thus, remained unexplained. is
study demonstrates that it is not due to exciton quenching by external factors, but can be
explained by a change in the morphology with decreasing ëlm thickness.
e use of resonance energy transfer as a means for the transfer of excitation over distances
greater than by exciton diﬀusion alone was investigated. Results demonstrate eﬃcient en-
ergy transfer that could provide a means of enhancing the performance of organic solar
cells.
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CHAPTER 1
Introduction
e increase in the global demand for energy and the realisation that this cannot be sus-
tained by fossil fuel consumption has resulted in a situation generally referred to as the “En-
ergy Crisis”.[1, 2] ere is also a growing consensus that fossil fuel usage and the associated
atmospheric emissions have reached dangerous levels that must be reduced if the potential
impact of climate change is to be mitigated.[3] One of the most high proële reviews into
the eﬀects of climate change, the Stern report, approached the issue from a global economic
perspective.[3] One of its main conclusions was that in order to counter the worst eﬀects
of climate change in the future, it was essential that investment be made in the present.
Renewable energy sources have been heralded as a solution to both the energy crisis and
climate change.[4] ey also provide a means for nations to obtain some level of energy
security by reducing their reliance on overseas providers. e European Union has set a
target that member nations should obtain 20% of their power from renewables by 2020,
withmost of this expected to bemet by wind and solar. In terms of the total energy available,
solar power is the most abundant and yet it is one of the least used power sources.[5, 6]
First developed in the 1950s, silicon-based photovoltaic cells convert solar energy directly
into electricity and have been commercially available since the 1970s.[7] However, their
high costs, due primarily to the expensive processing of silicon, have greatly limited their
1
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uptake. Inorganic semiconductor photovoltaic devices with eﬃciencies as high as 40% have
been reported,[8] but those available commercially are generally in the range of 12-17%.[9]
Modern organic semiconductor research builds on the discoveries of electroluminescence
in organic small molecule [10] and conjugated polymer diodes.[11] Since then the scope of
the research has expanded and now includes a broad range of potential applications, includ-
ing displays,[12] solar cells,[13] transistors,[14] ìexible electronics [15] and lasers.[16, 17]
While electronically similar to their inorganic counterparts, organic semiconductors and
conjugated polymers in particular, possess a number of advantages. Perhaps the most sig-
niëcant of these is their solution processability, which enables simple, cheap processing
techniques such as spin-coating, ink-jet printing [18, 19] and screen-printing [20, 21] to
be used. e properties of organic semiconductors can also be tuned through chemical
modiëcation of their structure, allowing materials to be engineered for speciëc applications.
Early polymer solar cells employed a simple device structure with a polymer sandwiched
between an indium tin oxide (ITO) anode and an electron acceptor, which in turn was in
contact with the cathode.[22, 23] e high absorption coeﬃcients of conjugated polymers
are such that a ëlm 100-200 nm thick will absorb nearly all of the incident light. Ab-
sorption of a photon by the polymer results in the formation of a bound electron-hole pair
excited state, called an exciton. Excitons in organic semiconductors have binding energies
on the order of 0.3-1 eV,[24–26] so they are not easily dissociated, a process that is essen-
tial if the device is to produce a current. e inclusion of an electron acceptor provides
an interface where excitons are dissociated into charges. ese early devices had eﬃcien-
cies on the order of 1% and highlighted one of the limitations of organic semiconductors
and, in particular, conjugated polymers. ough the absorption length of a polymer ëlm
is 100-200 nm the resulting excitons, despite being mobile through a process of exciton
diﬀusion, can only travel a distance on the order of 10 nm.[23, 27–30] is is the exciton
diﬀusion length and it has a profound impact on device performance as only those excitons
within a diﬀusion length of the electron acceptor will be able to contribute towards the
photocurrent.
A major development was the blending of the conjugated polymer with a fullerene-based
electron acceptor,[31, 32] which increased the exciton dissociation by reducing the distance
to electron acceptor sites. A blend oﬀers little control of the morphology with losses oc-
curring due to poor charge extraction or exciton recombination. However, optimising the
blend so that the polymer and electron acceptor undergo a certain level of phase separa-
tion has led to devices with eﬃciencies of 5%.[33–36] Crucially, the optimum level of
phase separation is one where the size of the polymer domains is on the order of the exciton
diﬀusion length.
3Knowledge of the exciton diﬀusion length is therefore a powerful aid for the design and
optimisation of organic solar cells and solar cell materials. Accurate measurements of the
exciton diﬀusion length can provide a platform for separately testing materials, blends and
processing conditions outside of a solar cell device. e applications of exciton diﬀusion
measurements also extends to other organic optoelectronic devices, where it typically con-
trols loss mechanisms.
Knowing how far excitons can diﬀuse is useful in organic light-emitting diodes (OLEDs) for
calculating the number of excitons that will be quenched through diﬀusion to the contacts
or by exciton-exciton annihilation, which is a diﬀusion-controlled process.[37, 38] Exciton
diﬀusion is particularly relevant to the development of white OLEDs based on multilayer
structures where migration of excitons outside of the intended emissive layer would alter the
colour of the light output.[39, 40] In devices which operate under high exciton densities,
such as organic lasers and optical ampliëers, performance is limited by losses to exciton-
exciton annihilation.[41]
A further motivation for this work is the broad range of values that have been reported
for exciton diﬀusion lengths in conjugated polymers, including a number of conìicting
reports for the same materials.[29, 42–44] Many of these discrepancies arise from ìaws in
the original measurement, highlighting the need for a reliable technique.
is thesis presents the development of techniques based on time-resolved ìuorescence for
the measurement of exciton diﬀusion in conjugated polymers with results for some of the
most widely researched materials. It will begin by providing an overview of the structure
and operation of organic solar cells in Chapter 2, before introducing the photophysics of
conjugated polymers. Chapter 3 contains information on the conjugated polymers used in
this work, together with descriptions of the equipment and techniques used to characterise
thin ëlms of the conjugated polymers and perform time-resolved ìuorescence experiments.
Before introducing the experimental results, Chapter 4 gives an overview of the modelling
of exciton diﬀusion, which has proved essential for the interpretation of results and is a key
part of this thesis.
Chapter 5 describes the development of the surface quenching technique to provide a re-
liable method, based on time-resolved ìuorescence, for performing exciton diﬀusion mea-
surements. It also contains the results of measurements on the polymers poly(3-hexylthio-
phene) (P3HT), poly[2-methoxy-5-(2’-ethylhexyloxy)-p-phenylene vinylene) (MEH-PPV)
and poly(9, 9-dioctylìuorene-co-benzothiadiazole) (F8BT). Exciton diﬀusion is further in-
vestigated in these materials via measurements of the exciton-exciton annihilation rate in
Chapter 6, which when combined with the results from the previous chapter provide addi-
tional insight into the mechanism behind annihilation.
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Exciton-exciton annihilation is also employed to investigate exciton diﬀusion in poly(9,9-
dioctylìuorene) (PFO) ëlms containing varying concentrations of chromophores in the
-phase conformation. e results show how exciton diﬀusion measurements can be used
to investigate morphology in mixed-phase systems and are contained in Chapter 7.
Chapter 8 contains the results of an investigation into the thickness dependence of the
photoluminescence lifetime in conjugated polymers, a phenomenon that has so far received
little attention in the literature.
Finally, Chapter 9 is an investigation into how energy transfer can be potentially used to
transport excitation between two diﬀerent conjugated polymers over distances greater than
the exciton diﬀusion length. e results of this work demonstrate a means for improving
exciton harvesting in organic solar cells.
CHAPTER 2
The Theory of Solar Cells & Conjugated Polymers
2.1 Organic Solar Cells
2.1.1 Device Structure & Operation
A simple organic solar cell consists of an organic semiconductor layer sandwiched between
suitable electrical contacts as illustrated in Fig. 2.1. To allow light to enter the device one
of the electrodes must be transparent, which is usually indium tin oxide (ITO) coated glass
as the anode. For the device cathode a metal such as aluminium or silver is used.
e organic semiconductor, which will be assumed to be a conjugated polymer, forms the
active layer and is responsible for the majority of the solar cell’s photon absorption. e
absorption coeﬃcients of conjugated polymers are very high, typically of the order of 105
cm 1. e absorption length, which is the distance over which the incident light intensity
falls to 1/e, is therefore on the order of 100-200 nm for visible light. Incorporating a
polymer ëlm with this thickness within an organic solar cells will ensure it is capable of
absorbing most of the incident visible light.
e absorption of a photon by the conjugated polymer results in the formation of an ex-
5
Chapter 2. e eory of Solar Cells & Conjugated Polymers
ITO
+­
+
Cathode
­
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Electron    Acceptor
Polymer
Intensity (z)
z
Figure 2.1: Diagram of a bilayer polymer solar cell. Any excitons located farther than a
diﬀusion length LD from the electron acceptor will not be dissociated. Also shown, as a
shaded area, is the decreasing intensity of the incident light as it is absorbed by the polymer.
citon, which must be dissociated into its constituent charges if the solar cell is to produce
a current. In contrast to inorganic semiconductors, the high binding energy of exciton in
organic semiconductors, usually in the range of 0.3-1 eV,[22, 24–26] must be overcome for
this to happen. e inclusion of a high electron aﬃnity material within the device that can
extract the electron from the exciton,[45, 46] has been shown to eﬃciently quench excitons
at the interface between it and the polymer. Excitons are able to diﬀuse through the poly-
mer by a random walk process and it is therefore critical that excitons are able to reach this
interface to ensure dissociation. Any excitons that fail to do so will undergo recombination
and make no contribution to the solar cell’s photocurrent.
Unfortunately, the exciton diﬀusion length of conjugated polymers, which is the distance an
exciton travels in its lifetime, is less than 20 nm and crucially, much less than the absorption
length.[23, 27–30, 42, 47, 48] is poses a big constraint on the thickness of the polymer
ëlm and ultimately the performance of a bilayer heterojunction device.[22, 23, 49] e
problem is illustrated in Fig. 2.1, which shows that for a thick ëlm a very small amount of
the excitons are within a diﬀusion length of the electron acceptor.
To counteract this limitation the polymer is blended with a soluble electron acceptor to form
an interpenetrating network called a “bulk heterojunction”.[31, 32] e active layer in Fig.
2.2 is representative of this structure, with the polymer in white and the electron acceptor
as the grey speckled area. is geometry allows the combination of the thick active layer to
maximise absorption with eﬃcient exciton dissociation. However, the blend morphology
7ITO
+­
+­
Cathode
+­ (a)
(b)
Figure 2.2: Diagram of the structure of a bulk heterojunction organic photovoltaic de-
vice incorporating a polymer:electron acceptor blend as the active layer. Two examples are
shown: (a) the exciton diﬀuses to the heterojunction, is dissociated and the charges ex-
tracted (b) the diﬀusion length is insuﬃcient to reach the electron acceptor and the exciton
undergoes recombination.
has a profound impact on the device’s performance and must be optimised.[33, 50–58] As
with the bilayer heterojunction device the exciton diﬀusion length is still an issue with any
absorbing sites within the polymer having to be within an exciton diﬀusion length of the
electron acceptor. is is illustrated in Fig. 2.2, which shows two possible outcomes for
excitons generated in the polymer from photon absorption. In case (a) the exciton is able
to diﬀuse to the heterojunction, where it is dissociated into charges. e electron travels
through the electron acceptor and is collected at the cathode and the hole is transported
through the polymer until it reaches the anode. In case (b) the exciton does not reach the
electron acceptor and undergoes recombination, making no contribution to the solar cell’s
photocurrent.
2.1.2 Optimisation
e operation of an organic solar cell can be summarised in terms of three processes, each
of which need to be optimised for eﬃcient devices. ese are:
1. Photon Absorption. e absorption of the device needs to be maximised by using
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an organic material with absorption tuned to that of the solar spectrum. At present most
conjugated polymers absorb in the visible spectrum, but most solar ìux is in the infrared
as shown in Fig. 2.3. Also included in the ëgure is the absorbance spectrum of poly(3-
hexylthiophene) (P3HT), the best performing polymer for solar cells, which illustrates how
much of the solar spectrum is not being accessed. To address this shortcoming, low band-
gap polymers with absorption in the near infrared have been developed,[59, 60] but these
have yet to better the performance of P3HT-based devices.
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Figure 2.3: e AM1.5 standard solar spectrum, with the shaded area indicating the ab-
sorbance spectrum of P3HT in arbitrary units.
2. Charge Separation. As described in Section 2.1.1 a critical step in the operation of
a photovoltaic device is the dissociation of the exciton into its constituent charges at the
interface between the polymer and the electron acceptor. e exciton diﬀusion length of
the polymer must be suﬃcient to ensure that all photon-absorbing sites within the polymer
are within reach of the electron acceptor interface. Knowledge of the exciton diﬀusion
length can therefore be of great beneët for the identiëcation of novel solar cell materials
and investigating the eﬀects of processing and morphology.
3. Charge Extraction. Once the exciton has been dissociated it becomes essential that
the charges are extracted before they undergo recombination. However, while bulk hetero-
junctions may be able to maximise exciton dissociation they are fundamentally disordered
structures with no guarantee of a continuous pathway for the dissociated charges to reach
9their respective electrode. Any “islands” of polymer or electron acceptor will trap charge and
reduce the solar cell’s photocurrent. Conjugated polymers are p-type semiconductors with
low hole mobilities on the order of 10 5-10 4 cm2 V 1 s 1 for bulk measurements,[61, 62]
due to the disordered morphology.
2.1.3 Materials & Blends
To date the best performing devices have been based on a blend of the conjugated polymer
poly(3-hexylthiophene) (P3HT) with the soluble fullerene [6,6]-phenyl-C61butyric acid
methyl ester (PCBM) with maximum power conversion eﬃciencies of 4-5%.[33, 36, 63]
e reason for this is that P3HT:PCBM blends undergo phase separation upon thermal
annealing at 140 C, which if the blend ratio is optimised, results in the formation of an
interpenetrating network of P3HT-rich and PCBM-rich domains.[52] Crucially, the size
of the P3HT domains must be on the order of a diﬀusion length,[57, 58] resulting in very
eﬃcient exciton dissociation. e chemical structures of P3HT and PCBM are shown in
Fig 2.4. e energy level structure for a simple P3HT:PCBM device with an ITO anode
S
n
(a) P3HT.


(b) PCBM.
Figure 2.4: Molecular structures for P3HT and PCBM.
and an aluminium cathode is illustrated in Fig. 2.5. is shows the dissociation of the
exciton between the P3HT and PCBM with the electron being transferred from the lowest
unoccupiedmolecular orbital (LUMO) of the P3HT to that of the PCBMand the transport
of the hole through the highest occupied molecular orbital (HOMO) of the P3HT to the
ITO anode. e energy oﬀset between the LUMO of the P3HT and that of the PCBM,
EDA must be greater than the exciton binding energy for dissociation to occur.
Polythiophenes have so far proved to be the best performing polymers, but poly(phenylene-
vinylene)-based polymers such as MEH-PPV and MDMO-PPV have yielded bulk hetero-
junction devices with eﬃciencies of1-2%.[55] Alternatives to PCBM include metal oxide
semiconductors such as TiO2 and ZnO,[64–66] nanocrystals such as CdSe,[67–69] carbon
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Figure 2.5: Energy level diagram (in eV) for a P3HT/PCBM bulk blend with ITO and
aluminium electrodes.
nanotubes [70] and conjugated polymers.[71, 72] However, none of these combinations
have matched the performance of P3HT:PCBM devices.
2.2 The Electronic Structure of Conjugated Polymers
e typically held view of polymers is that of insulating plastic materials, but there is a class
of polymers, called conjugated polymers, which are capable of charge conduction. e
electron conëguration of carbon is 1s22s22p2 where s and p are electron orbitals. e s
orbitals are spherical distributions of electrons (see Fig. 2.6) each ëlled with two electrons
and the p orbital is dumbell shaped and contains two electrons out of a maximum capacity
of six.
However, the default electron conëguration cannot account for the vast number of carbon-
based compounds that exist and the reality is that the s and p orbitals can be hybridised
to give alternative electron arrangements. is is why carbon can form a number of al-
lotropes, such as diamond, graphite and fullerenes, all of which are stable, yet have very
diﬀerent physical, chemical and electrical properties. With sp3 hybridisation four  bonds
are formed in a tetrahedral arrangement, a good example of which is diamond, shown in
Fig. 2.7(a).
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(a) 1s orbital. (b) 2s orbital. (c) 2p orbital.
Figure 2.6: Electron distribution for the 1s, 2s and 2p orbitals (images created with the
application “Atom in a Box”).
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Figure 2.7: e bond structures of diamond and graphite, two allotropes of carbon.
Graphite on the other hand, shown in Fig. 2.7(b), is a consequence of sp2 hybridisation;
three  bonds connect each carbon with three of its neighbours and a  bond contributes to
a shared orbital across the bulk of the molecule. With this arrangement the three  bonds
all lie in the same plane with the  orbitals located above and below, where they form a
delocalised electron cloud. It is this shared  orbital that makes graphite an excellent con-
ductor along the plane of the molecule. Fullerenes, such as carbon nanotubes, are also the
result of sp2 hybridisation, and can exist as both conductors or semiconductors, depending
on the chirality of the structure.[73]
sp2 is the same type of orbital hybridisation that diﬀerentiates conjugated polymers from
other polymers. Conjugated polymers contain a chain of carbon molecules with sp2 hy-
bridisation, which results in overlapping  orbitals along the chain. is permits the elec-
trons in these orbitals to be delocalised over the length of the conjugation. All of the poly-
mers shown in Fig. 2.8 feature such electron delocalisation, which is represented by an
Chapter 2. e eory of Solar Cells & Conjugated Polymers
S
C6H13
n
 
(a) P3HT.
n
 
O
O
(b) MEH-PPV.
H17C8 C8H17 n
 
(c) PFO.
Figure 2.8: ree of the most widely researched conjugated polymers.
alternating single and double bond carbon chain along the polymer backbone. e pres-
ence of the  bonding also imparts torsional rigidity along the polymer chain.
ough polymer chains are assembled from thousands of monomer units the extent of the
electron delocalisation is unlikely to extend across the entire chain. e ìexible nature
of polymer chains means that twists or other local deformities will break the conjugation
[74–77], resulting in a distribution of conjugation lengths [78] and slightly broadening the
emission spectrum of the material. e shorter the conjugation length the more conëned
the electrons will be and the greater the energy. e intrinsic disorder of conjugated poly-
mers will also cause the  orbitals of one chain to come into contact with those of a separate
chain, resulting in interchain excited states and decay pathways.
2.3 Energy Level Structure
Organic semiconductors feature two energy bands: the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO). ese correspond to the
 and  orbitals respectively and are analogous to the valence and conduction bands in
inorganic semiconductors, with the energy gap given by the diﬀerence between the two.
e HOMO and LUMO of ethene, which is the most simple -bonded organic molecule,
are shown in Fig. 2.9. e reduced electron density between the carbon atoms for the
LUMO is the reason the  bond is referred to as anti-bonding.
e energy level structure and transitions are summarised in the diagram shown in Fig.
2.10. Each energy level is further subdivided into a series of vibrational levels denoted
0,1,2 though there are many more in reality. e absorption of a photon by an electron
in the ground state S0 leads to its promotion to a higher energy level, represented by S1
and S2 in Fig. 2.10. Depending on which vibrational level it is in, the excited state will
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(a) HOMO. (b) LUMO.
Figure 2.9: e HOMO and LUMO orbitals for ethene (images generated by Chem 3D
Pro).
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Figure 2.10: Energy level diagram illustrating the transitions between the ground state (S0)
and the excited singlet states (S1 and S2).
either decay back to the ground state, which can be by photon emission, or cascade down
the vibrational levels by internal conversion before relaxing to the ground state. Internal
conversion is very fast and typically occurs on femtosecond (fs) timescales.[79–81]
e population of the vibrational levels within an excited state from excitons photo-excited
from the ground state is governed by the Frank-Condon principle,[83, 84] which states
the probability of a transition is proportional to the wavefunction overlap between the
initial and ënal vibrational states and is illustrated in Fig. 2.11. is explains the presence
of vibronic structure in the absorption and photoluminescence spectra. However, many
organic materials have broad absorption spectra due to the absorption of multiple molecular
conformations. In these cases the ìuorescence spectra may still have vibronic structure due
to internal conversion and diﬀusion of excitons to sites with strong wavefunction overlap
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Figure 2.11: Frank Condon diagram, illustrating the wavelength overlap between ground
state and excited state transitions.[82]
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with the ground state.
2.3.1 Singlet and Triplet Spin States
e excitation of an electron to a higher energy level, results in the formation of an exciton;
this is a coulombically bound state between the electron and the hole in the ground state
with a binding energy in the range of 0.3-1.0 eV.[22, 24–26] e binding of an electron
and hole means there are four possible orientations of their spins states, as shown below in
Fig. 2.12. Of these only one is anti-symmetric with total spin 0 and this is the singlet state.
e three remaining orientations all have spin 1 and are called triplet states.
j ""i
Singlet (S = 0): 1p
2
(j "#i   j #"i) Triplet (S = 1): 1p
2
(j "#i+ j #"i)
j ##i
Figure 2.12: e singlet and triplet wavefunctions.
Singlet-singlet and triplet-triplet transitions are allowed due to spin conservation but, as
the ground state of organic semiconductors is a singlet state, decay from the triplet state is
forbidden by spin selection rules. Electrons in the ground state are typically singlets as it
is a ëlled energy level. In photoluminescence experiments excitons are formed by exciting
electrons from the ground state, therefore photoexcitations are primarily singlets.[85] e
singlet decay back to the ground state is an allowed transition and occurs very quickly,
typically with a <1 ns lifetime. e emission from the decay of the singlet state is called
ìuorescence.
Triplet generation can occur by intersystem crossing from the singlet state as illustrated in
Fig. 2.10. is is a very slow process in conjugated polymers and therefore results in a low
triplet yield.[86–88] e intersystem crossing rate can be accelerated via the addition of a
heavy element with strong spin-orbit coupling, such as iridium, platinum etc.[89, 90]ese
heavy metals result in eﬃcient spin mixing and increase the intersystem crossing rate. ey
also allow the triplet state to decay radiatively to the singlet ground state, a transition that
would otherwise be forbidden. Emission from the triplet state is called phosphorescence
and is slower than ìuorescence with a s-ms lifetime.
In electroluminescence, where the charges are injected directly into the organic layer the
incidence of singlet and triplet excitons occurs at the natural branching ratio of 1:3. is
greatly limits the performance of ìuorescent materials for OLEDs as statistically for every
four excitons formed only one will decay radiatively (25% internal quantum eﬃciency).[12,
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91] Phosphorescent materials, where radiative decay of the triplet is much faster, have been
shown to have close to 100% internal quantum eﬃciency.[92, 93] ere are reports that
the internal structure of some conjugated polymers may result in enhanced singlet exciton
formation, thus breaking the natural branching ratio,[94–99] but this theory has proved
controversial and has been disputed.[91, 100]
2.4 Light Emission
e decay of an exciton back to the ground state can result in the emission of ìuorescence,
but there are competing non radiative relaxation pathways available. us if measuring the
decay rate k of the ìuorescence of a conjugated material, this will be equal to
k = kR + kNR; (2.1)
where kR is the radiative rate and kNR the non-radiative rate. e decay rate k is obtained
from time-resolved measurements of a material’s ìuorescence, by ëtting to the exponential
decay with
I(t) = Ioe kt; (2.2)
where Io is the initial ìuorescence intensity. As the photoluminescence (PL) decays much
faster in ìuorescent materials compared to phosphorescent materials, the radiative rates are
similarly much faster in ìuorescent materials. To be able to determine the contributions of
the radiative and non-radiative rates to the total decay, it is necessary to know the fraction
of singlet state decaying radiatively. is quantity is called the photoluminescence quan-
tum yield (PLQY) and is an important property of organic semiconductors.[85, 101] It is
obtained by measuring howmany photons are emitted on average for each absorbed, which
is related to the the radiative kR and non-radiative kNR rates by
PLQY = photons emittedphotons absorbed =
kR
kR + kNR
: (2.3)
2.5 The Excited States of Conjugated Polymers
So far all excitation in organic semiconductors has been referred to as “excitons”, but this
is not the sole excited state species that can form. In general, photoexciting a polymer will
result in the formation of intrachain and interchain excited species though the relative pro-
portion of each will depend on the materials and the intensity and energy of the excitation.
e diﬀerent excited state species and their origins are:
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• Excitons. Coulombically bound electron-hole pair with a high binding energy that
is able to diﬀuse along or between polymer chains. Recombination of the charges can
result in photon emission.
• Polarons. A polaron is an intrachain excitation composed of a charge and an asso-
ciated distortion of the local molecule. A polaron pair is formed when the electron
and hole pair are located on separate chains.[102] Polaron formation is generally un-
desirable as it is non-emissive and can reduce electroluminescent and photovoltaic
device performance by quenching excitons. is problem is exacerbated by the fact
that polaron lifetime is generally longer than that of excitons.
• Excimers. An excimer is a short-lived excited state shared between two neighbouring
molecules that results in the formation of a dimer, which can decay radiatively.[103–
106] It can only occur where the molecules are closely packed together, such as in thin
ëlms. If a trimer or higher order complex is formed then the excited state is referred
to as an exciplex.
• Aggregates. e term aggregates is used to deëne the situation where adjacent poly-
mer molecules are in suﬃcient proximity to each other that there is overlap of their
electronic structure. Both excimers and aggregates are interchain species with the
distinction that aggregates also exist in the ground state and are therefore permanent
states. Emission from aggregate states is generally longer lived than that from exci-
tons.
2.6 Resonant Energy Transfer of Excitation
Resonant energy transfer or Förster transfer is a fundamental mechanism for the transfer
of excitation between organic chromophores.[107] It is a radiationless long range dipole-
dipole interaction and in the case of point dipoles, such as would be found in a solution or a
dilute blend, it is characterised by a strong r 6 distance dependence where r is the separation
between the donor and acceptor molecules (see Fig. 2.13). e rate of the energy transfer
kET is described by
kET =
1


R0
r
6
; (2.4)
where  is the lifetime of the excited state on the donor and R0 is the Förster radius, which
corresponds to the donor-acceptor separation where the rate of energy transfer equals the
natural decay rate, i.e. the distance for which half of the energy is transferred.
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Donor Acceptor
r
Figure 2.13: Donor-acceptor pair of point dipoles separated by distance r.
e r 6 roll-oﬀ means that the transfer eﬃciency decreases rapidly beyond R0. e value
of R0 therefore plays a crucial role, deëning the distance over which the interaction dom-
inates. It can be calculated from the spectral overlap of the donor’s ìuorescence spectrum
fD() (normalised by area) with the acceptor’s molar extinction coeﬃcient "A() using the
equation
R60 =
90002Dln10
1285n4NA
1Z
0
fD()"A()4d; (2.5)
where  is the wavelength, 2 is an orientation factor, D is the donor’s PLQY, n is the
refractive index of the medium and NA is Avogadro’s number. e integral calculates the
spectral overlap, which relates to the strength of the dipole interaction between the donor
and acceptor molecules.
CHAPTER 3
Materials, Experimental Methods and Equipment
3.1 Conjugated Polymers Used in this Thesis
A number of conjugated polymers were used in the work detailed in this thesis. e at-
tributes of these materials are described in this section.
Poly(3-hexylthiophene) (P3HT)
All experiments included in this thesis involving P3HT were performed with material ob-
tained from Merck with batch number 05Fa124-3. is had a molecular weight MW of
72,800 D, a polydispersity of 2.1 and a regio-regularity of 98.5%.
Regio-regularity is a measure of the order in the arrangement of the sidechains. In P3HT,
there are two sites on the thiophene ring that the sidechain can attach to, which will de-
termine their orientation, as shown in Fig. 3.1. If all of the sidechains in a molecule are
attached to the same site then a highly regular arrangement results and the polymer is said
to be regio-regular.[108] As with any organic chemistry synthesis the yield is never perfect
and thus not all of the side chains will be correctly attached. Hence, the regio-regularity is
expressed as a percentage.
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Figure 3.1: Two possible arrangements of the sidechains in P3HT, resulting in regio-
random and regio-regular structures.
Poly[2-methoxy-5-(2’-ethylhexyloxy)-p-phenylene vinylene] (MEH-PPV)
Two diﬀerent batches ofMEH-PPVwere used in this thesis, both purchased fromAmerican
Dye Source Ltd (ADS Ltd) under the product name of ADS100RE. e ërst, used in the
surface quenching measurements in Chapter 5, was from batch DDSX-1018 and had a
molecular weightMW of 185,000D and a polydispersity of 2.0. e second batch, number
05L066A, had a molecular weight of 950,000 D and a polydispersity of 1.6. is was used
in the work included in Chapters 6 and 8. e molecular structure of MEH-PPV is shown
in Fig. 3.2.
n
 
O
O
Figure 3.2: e molecular structure of MEH-PPV.
Poly(9,9-dioctyløuorene) (PFO)
is was given as part of a collaboration with Prof. Guillermo Bazan at the University of
California, Santa Barbara. e polymer was originally obtained from ADS Ltd under the
product name ADS329BE with batch number 07C013A.is had a molecular weightMW
of 80,000 D with a polydispersity of 2.3. It was used for the results presented in Chapters
7 and 8, with its structure shown in Fig. 3.3.
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Figure 3.3: e molecular structure of PFO.
Poly(9, 9-dioctyløuorene-co-benzothiadiazole) (F8BT)
A single batch was obtained from ADS Ltd under the product name of ADS133YE and
batch number 08F046A.is has a molecular weightMW of 29,000 D and a polydispersity
of 4.4. is is an alternating copolymer of ìuorene (F8) and benzothiadiazole (BT). It was
used in the work included in Chapters 5, 6 and 8. e molecular structure is shown in Fig.
3.4.
n
N N
S
C8H17C8H17
Figure 3.4: e molecular structure of F8BT.
Poly[(9,9-dioctyløuorenyl-2,7-diyl)-co-(1,4-benzo-{2,1’,3}-thiadiazole)] (PFOBT)
is is a ìuorene and benzothiadiazole copolymer, like F8BT, but with the two constituents
present in the ratio of 9:1 as shown in Fig. 3.5. Two batches were used, both obtained from
ADS Ltd under the product name of ADS233YE. e ërst, with batch number 06H096A
has a molecular weight MW of 15,000 D and a polydispersity of 2.3. It was used in the
experiments in Chapters 8 and 9.
e second batch, number 08G009A with a molecular weight MW of 138,000 and a poly-
dispersity of 11.6 was used in Chapter 6. is batch is also reported to have a metal content
of 44 ppm, whereas in batch 06H096A it was <1 ppm.
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Figure 3.5: e molecular structure of PFOBT.
3.2 Steady-State Photophysics
3.2.1 Absorption
All absorption spectra included in this thesis were measured with a Varian Cary 300 UV-Vis
spectrophotometer. e absorbance A of a material is a dimensionless unit related to the
transmission T by
A =  log (T ) : (3.1)
e instrument contains two channels: one for a reference substrate and the other for the
sample. A clean substrate is placed in the reference channel in order to account for any
absorption by the substrate. e absorbance of an organic ëlm can be used to calculate its
thickness, though reìections from the interfaces within the sample can introduce signiëcant
errors. To counter this ellipsometry was used to predict the impact of reìections on the
absorbance and is described in Section 3.4.3.
3.2.2 Fluorescence
Fluorescence spectra were measured with a Jobin-Yvon Fluoromax 2 ìuorimeter. A xenon
lamp coupled through a monochromator provides a range of excitation wavelength. Emis-
sion was collected from the sample with a lens and relayed via a monochromator to a pho-
tomultiplier tube (PMT). e sensitivity of the PMT falls oﬀ rapidly with wavelength and
therefore measurements are limited to wavelengths <800 nm.
In general, ìuorescence spectra of samples were coupled with time-resolved measurements.
e same excitation wavelength was used for both measurements, which was typically 400
nm, though exceptions are noted in the text.
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3.2.3 Film Photoluminescence Quantum Yield
e photoluminescence quantum yield (PLQY), is the ratio of the number of photons
emitted to photons absorbed and is a measure of how luminescent a material is. How-
ever, measuring the PLQY of a ëlm is problematic, because of the lack of suitable standards
and the complicated angular distribution of emission.[85] e emission from ëlms is not
isotropic due to total internal reìection and waveguiding so a detector would measure dif-
ferent intensities, depending on its orientation relative to the sample. is issue is resolved
with the use of an integrating sphere to collect all emission from the sample. e interior
surface of the sphere is coated with a scattering layer, which uniformly redistributes the
emission.
excitation
sample
baffle
filter
photodiode
Figure 3.6: Diagram of the experimental set-up for measuring the PLQY of organic thin
ëlms.
e experimental setup is illustrated in Fig. 3.6. e sample is placed in an integrating
sphere, which scatters the emission from the organic ëlm. e resulting intensity is mea-
sured with a photodiode. A baﬄe prevents the sample’s emission from directly irradiating
the photodiode and a ëlter blocks any residual laser excitation. e beam power is mea-
sured with a powermeter and attenuated to leave 0.2 mW to excite the sample with. To
decrease the rate of photodegradation the integrating sphere is ìushed with nitrogen gas
during the measurement, which is performed as follows:
1. e intensity of the excitation laser is measured with the photodiode without the
sample or the ëlter present. is quantity is Xlaser.
2. With the sample directly in the path of the excitation and the ëlter back in place the
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voltage from the photodiode is measured. is corresponds to Xsample.
3. e cap is removed from the integrating sphere and the transmitted excitation power
is measured with a power meter.
4. e sample is moved out of the beam path and the photodiode voltage is measured
again. is quantity isXsphere and is the sample emission due to secondary excitation
from the scattered excitation.
5. Last of all, the reìected excitation power from the sample is measured outside of the
integrating sphere with a powermeter.
e PLQY  is calculated from
 =
x
y
; (3.2)
where the term x is given by
x =
Xsample   (R+ T )Xsphere
(1 R  T )Xlaser ; (3.3)
where R and T are the reìectivity and transmission of the sample respectively. It is impor-
tant that the ëlm is strongly absorbent at the excitation wavelength with an absorbance on
the order of 0.3 or more, otherwise the transmission and reìectivity values introduce large
errors into the measurement.
e term y is a correction factor deëned as
y =
Z
Ssphere ()L ()G ()F () d

Ssphere (ex)G (ex)
Z
L () d
 1
; (3.4)
where Ssphere is the spectral response of the integrating sphere, L is the emission spectrum
of the sample, G is the spectral response of the photodiode, F is the ëlter transmission
spectrum and ex is the excitation wavelength.
e measurement can also be performed with a CCD spectrometer in place of the photo-
diode [109] or with a ìuorimeter to provide the excitation and measure the emission.[110]
3.2.4 Calculating the Förster Radius
As introduced in Section 2.6, energy transfer is an important process for the transfer of
excitation between chromophores. It is characterised by the distance over which half the
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excitation is transferred, known as the Förster Radius. e value of the Förster radius can
be calculated from the following equation
R60 =
90002Dln10
1285n4NA
1Z
0
fD()"A()4d; (3.5)
where 2 is an orientation factor equal to 2/3 for randomly orientated point dipoles, D
is the donor’s PLQY, n is the refractive index of the medium separating the donor and
acceptor and NA is Avogadro’s constant. e integral is the spectral overlap in terms of the
wavelength , where fD() is the donor’s emission spectrum normalised by area and A()
is the molar extinction coeﬃcient. As the units of the molar extinction coeﬃcient are M 1
cm 1, the wavelength and spectra must also be in terms of cm.
To measure the molar extinction coeﬃcient of the acceptor a weak solution of known con-
centration is measured and the resulting absorbance scaled to give the equivalent spectrum
for a molar solution. A problem arises if the calculation is performed for a polymer accep-
tor because each polymer chain can have multiple chromophores located at diﬀerent points
along the same chain, in which case the molar concentration does not reìect the chro-
mophore concentration. For this reason, the extinction coeﬃcient needs to be calculated
in terms of the chromophore concentration.
e extinction coeﬃcient  can be calculated from the absorbanceA of a solution of known
concentration c using the relationship
A = cl; (3.6)
where l is the path length in cm. e chromophore concentration c is given by
c = 1000

Mc
; (3.7)
where  is the ëlm density andMc is the molecular weight of a chromophore. Film densities
of conjugated polymers are typically on the order of 1.0-1.1 g cm 3.[111] e weight
of a chromophore will depend on the number of repeat units, a quantity known as the
conjugation length.
For Förster transfer between donor and acceptor molecules in ëlms the spectra of the chro-
mophores in ëlm should be used. ere can be a substantial diﬀerence in both absorption
and ìuorescence spectra between solutions and ëlms, which would inevitably result in dif-
ferent calculations of the spectral overlap.
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3.3 Time-Resolved Photophysics
3.3.1 Streak Camera
5
Fig.1 Operating Principle of the Streak Tube
Fig. 2 Operation Timing (at time of sweep)
In order to measure ultra-high speed optical phenomena using
a streak camera, a trigger section and a readout section are
required. The basic configuration of this system is shown below.
The trigger section controls the timing of the streak sweep. This
section has to be adjusted so that a streak sweep is initiated
when the light being measured arrives at the streak camera. For
this purpose, we use a delay unit, which controls how long the
trigger signal which initiates the streak sweep is delayed, and a
frequency divider, which divides the frequency of the external
trigger signal if the repetition frequency of the trigger signal is too
high. Also, in cases where the trigger signal cannot be produced
from the devices such as a laser, it has to be produced from the
light being measured itself, and this requires a PIN photodiode.
The readout section reads and analyzes streak images pro-
duced on the phosphor screen, which is on the output side of the
streak camera. Because the streak image is faint and disap-
pears in an instant, a high-sensitivity camera is used. Analysis
of streak images is done by transferring the images through a
frame grabber board to a computer.
In addition to the units which make up this basic configuration,
there are spectroscopes, optics, and other peripheral equipments
which can be used depending on each applications.
Fig. 3 Basic System Configuration of Streak Camera
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Figure 3.7: e operation of a streak camera. Diagram from Hamamatsu.[112]
e streak camera is an electronic device that is able to resolve photons in terms of time
and position. With a maximum temporal resolution of 1 ps it is the fastest means for
direct detection of photons. When coupled with a spectrograph it is able to simultaneously
resolve emission in terms of time and wavelength, making it a powerful spectroscopic tool.
e principles of its operation are shown in Fig. 3.7.
Incoming light is horizontally dispersed in terms of wavelength by the spectrograph and
enters the streak camera through a slit, where it is focussed onto a photocathode. Light
striking the photocathode generates electrons, the number of which is proportional to the
intensity of the light. If there are a series of light pulses these will strike the phot cathode in
sequence, thus generating a series of electron “bursts”. e generated electrons are acceler-
ated t rough a time-varying electric ëeld, which deìects them. e extent of the deìection
will depend on when the ele trons arrive at the ëel , so they are eﬀectively sorted vertically
by arrival time. e deìected electrons strike a micro-channel plate, where their numbers
are multiplied, after which they hit a phosphor screen. At this point the signal is converted
back to photons that are imaged by a CCD detector. A typical image from a streak camera
measurement is shown in Fig. 3.8.
e position of photons on the phosphor screen corresponds to the time they arrived with
the earliest placed at the top. e horizontal position is determined by the horizontal po-
sition of the photons upon entering the streak camera and therefore corresponds to the
energy of the photons as these were dispersed by the spectrograph. e image from the
CCD is integrated over time with the intensity representing the relative distribution of the
energies and arrival times of the photons.
Synchronisation of the time-varying electric ëeld with the arrival of photons at the streak
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Figure 3.8: e photoluminescence from a F8BT ëlm exposed to high intensity excitation,
as measured with the streak camera. Superimposed on the image are the horizontally and
vertically integrated data, which give the PL decay and spectrum respectively. e dips in
the spectrum are a consequence of prior damage to the detector.
Window (ps) Resolution (ps)
Range 6 2000 40
Range 5 1000 20
Range 4 500 10
Range 3 200 5
Range 2 100 3.5
Range 1 50 -
Table 3.1: Summary of the time ranges available by default on the streak camera and their
temporal resolutions.
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camera is essential. An external trigger allows the streak camera to operate in synchroscan
mode and match the 80 MHz repetition rate of the Ti:sapphire oscillator. If the oscilla-
tor output was ampliëed to give pulses at a repetition rate of 50 kHz or 5kHz, then the
ampliëed beam was also used to drive the trigger.
e electric ëeld cycling can be changed to give diﬀerent time ranges for the measurement.
ere are six in total with Range 6 giving the largest time window of 2 ns (as shown in
3.8) down to  50 ps for Range 1. e temporal resolution varies with time ranges so in
cases where the PL decay might have both fast and a long-lived components Range 2 data
and Range 6 may be combined to give a complete decay. Range 1 was not used at any
point as the synchronisation is very sensitive to ìuctuations in the laser, which limits any
temporal resolution it might have over Range 2.
Fits to the PL decays were not generally convolved with the instrument response function
(IRF), which had a Gaussian proële, unless declared otherwise as the decay lifetimes were
much longer than the width of the IRF. e window of each time range and the FWHM
of their respective IRF are summarised in Table 3.1.
3.3.2 Calculating the Photoluminescence Decay Lifetime
e PL decay of a polymer can provide a great deal of information on the kinetics of the
excitons. When coupled with measurements of the PLQY it allows the radiative and non-
radiative rates to be calculated. It essentially represents the singlet exciton population in
the sample and their total decay due to various processes. e PL decay of many polymers
is mono-exponential when in solution, as shown in Fig. 3.9(a) for P3HT, due to the lack
of interchain interactions between the isolated molecules in the solvent. In such cases the
decay lifetime  can be calculated by ëtting to the PL intensity data with the exponential
decay function
I(t) = Ioe 
t
 ; (3.8)
where I(t) is the PL intensity at time t and Io represents the initial intensity. Equation 3.8
can also be written in terms of the decay rate k, where k = 1/ .
In ëlms, where the polymer chains are likely to be in contact with their neighbours, the
exciton kinetics are complicated by the possibility of interchain interactions with excitons
hopping to adjacent molecules. Exciton diﬀusion increases the chances of excitons reaching
trap sites and is the reason why the PLQY for a given material is usually lower in ëlms
than it is in solution. Furthermore, the close packing of chains can result in aggregate
formation, where the exciton decay rate is lower. For these reasons, the PL decay of a
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(a) P3HT in solution. Fit with I(t) = Ioe t/ .
0 200 400 600 800 1000 1200
e-3
e-2
e-1
e0
τ = 529 psA1 = 0.2
τ1 = 18.2 ps
A2 = 0.2
τ2 = 188 ps
A3 = 0.6
τ3 = 813 ps
P L
 I n
t e
n
s i
t y
 
( a .
u
. )
Time (ps)
(b) 140 nm P3HT ëlm. Fit with I(t) = I0
P
iAie
 t/i .
Figure 3.9: e PL decay of P3HT in solution and in ëlm with ëts to the decays.
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polymer ëlm is usually not exponential as shown in Fig. 3.9(b) for P3HT. However, unless
a high-resolution instrument such as the streak camera is used any fast initial decay may be
unresolved and the decay might appear mono-exponential.
In general, it is necessary to ët to the PL decays of ëlms with a weighted sum of exponentials,
as given by
I(t) = I0
X
i
Aie
 t/i ; (3.9)
wherePiAi = 1.
Typically two or three exponentials are required to give a good ët, as shown in Fig. 3.9(b),
with the average PL decay lifetime  calculated using
 =
X
i
Aii: (3.10)
e average PL decay lifetime provides a means of quantifying non-exponential decays in
terms of a number, which is representative of the overall decay. However, it does not have a
clear physical meaning and its use as part of photophysical calculations should be avoided.
3.4 Ellipsometry
All of the ellipsometry presented in this thesis was performed with a J. A. Woollam Co. Inc.
M-2000DI spectroscopic ellipsometer, which has a spectral range of 193-1700 nm and a
CCD spectrograph detector.
3.4.1 Principles of the Technique
Ellipsometry is a powerful technique for determining the optical constants and thicknesses
of thin ëlms. Linearly polarised white light is reìected oﬀ the sample at an angle  and
onto a detector. e interaction of the light with the sample results in a phase change and
the reìected light becomes elliptically polarised. By measuring the relative phase change
of the reìected beam as a function of angle (45-75) and wavelength (200-1700 nm) it
is possible to characterise the sample in terms of its optical constants. A diagram of an
ellipsometry measurement is shown in Fig. 3.10.
e ellipsometer measures the ratio  of the Fresnel coeﬃcients for p-polarised ~Rp and s-
polarised ~Rs light. e data is actually expressed in terms of two parameters, 	 and ,
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Figure 3.10: Measuring optical constants with ellipsometry. Diagram from Woollam Co.,
Inc.[113]
related by
 =
~Rp
~Rs
= tan (	) ei; (3.11)
where tan(	) is the magnitude of the ratio of Rp to Rs and  is the phase diﬀerence
between Rp and Rs. As the measurement is of the ratio of two polarisations it is therefore
independent of the signal intensity and, hence, does not require a reference.
Since very small changes in the thickness of the layers or optical constants will alter the
phase of reìected light, ellipsometry can be used to obtain very accurate measurements of
optical constants and ëlm thicknesses.
Figure 3.11 contains ellipsometry data for a thin ëlm of the conjugated polymer PFO.
Between the angles of 55 and 60 there is an abrupt change in the value of from 180 to
0. is occurs at Brewster’s angle and is a unique data feature that greatly aids the ëtting
process.
3.4.2 Analysis of Ellipsometry Data
An essential part of the analysis of ellipsometry data is the construction of an optical model
that represents the sample under measurement. An isotropic optical model can be used
for simple samples, such as an amorphous organic thin ëlm on a substrate, as illustrated
by the diagram in Fig. 3.12(a). In the case of crystalline materials, which may exhibit
birefringence, a uniaxial model is more appropriate. In a uniaxial model, the ordinary and
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Figure 3.11: Ellipsometry data for a 60 nm thick PFO ëlm for angles ranging over 45-75.
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Figure 3.12: Isotropic and uniaxial optical models for P3HT on a fused silica substrate.
extraordinary optical constants are enclosed within a single uniaxial layer of thickness d, as
shown in Fig. 3.12(b). In both isotropic and anisotropic models, the optical constants of
the substrate are usually measured in advance so the organic layer is the only unknown.
Each layer can be deëned in terms of three parameters: the refractive index n, the extinction
coeﬃcient  and the ëlm thickness d. An important consideration is that in general there
will be correlation between the parameters, particularly between the extinction coeﬃcient
and the ëlm thickness. For this reason, in the case of multi-layered samples, it is best to
measure the optical constants of individual materials ërst, to reduce the number of ëtting
parameters.
e problem of parameter ëtting can be minimised by exploiting the fact that many organic
semiconductors absorb only in the visible and are transparent at longer wavelengths. As the
ellipsometer measures at wavelengths up to 1700 nm, a signiëcant proportion of the data
will fall in the region where there is no absorption and, hence, have  = 0. erefore, the
data over this region can be ëtted to solely in terms of the refractive index n and the ëlm
thickness d, and should give a unique solution.
e model that is used to describe a transparent material is the Cauchy equation, an em-
pirical formula that describes the dispersion of a material over the spectrum where it is
transparent and is given by
n() = A+
B
2
+
C
4
+ : : : ; (3.12)
where  is the wavelength and A, B and C are coeﬃcients. In general, the ërst two terms
are enough to secure a good ët. is allows the ëlm thickness to be determined and reduces
the parameters needed to ët to all the data to n and . To obtain the optical constants over
the full spectral range the ëlm thickness is set and n and  are selected as ëtting parameters.
is method was used to obtain the optical constants of the polymers P3HT, MEH-PPV,
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Figure 3.13: e optical constants of P3HT as derived using a uniaxial model.
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Figure 3.14: e optical constants of MEH-PPV as derived using a uniaxial model.
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Figure 3.15: e optical constants of PFO as derived using an isotropic model.
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Figure 3.16: e optical constants of F8BT as derived using an isotropic model.
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PFO and F8BT, which are displayed in Fig. 3.13-3.16. P3HT (see Fig. 3.13) and MEH-
PPV (see Fig. 3.14) were found to be anisotropic and therefore were not well described by
a single Cauchy layer. In such cases, a uniaxial model was used.
3.4.3 Measuring the Thickness of Organic Thin Films
Many of the experiments contained within this thesis require accurate measurements of
ëlm thickness. e easiest method to achieve this with is a surface proëler such as a Veeco
Dektak 150. Using a sharp point, such as the tips of a pair of tweezers, two trenches are
scored in the ëlm. e tip of the proëler scans across the ëlm and measures the depth of
the trenches, which correspond to the ëlm thickness. An example of such a trace is shown
in Fig. 3.17 for a 40 nm thick PFO ëlm. is method works very well for thick ëlms,
but for very thin ëlms (<20 nm) it is less accurate.
In order to measure the thicknesses of thin ëlms, variable angle spectroscopic ellipsometry
measurements were performed on multiple thin ëlms of organic material with thicknesses
of up to 200 nm. e accuracy of the optical model is improved by including multiple
samples in the analysis with 5-10 found to give reliable ëts. An important consideration
is the choice of substrate upon which the organic material is deposited. A transparent
substrate allows the transmission to be measured, which is useful for the ëtting of the ex-
tinction coeﬃcient . However, reìections from the back of the substrate interfere with the
measurement and need to be included in the modelling through an additional parameter.
ough opaque substrates such as silicon prevent transmission measurements, no correc-
tion for back reìections is required and their optical constants eﬀectively “contrast” with
those of organic semiconductors.
When the optical constants of a conjugated polymer are known the transmission and re-
ìection of a ëlm on a substrate can be simulated using the WVase32 ellipsometry software.
An example of this is shown in Fig. 3.18, which shows the simulated trend in absorbance
with ëlm thickness alongside the data points of the ëlms used to derive the optical model.
e most important thing to notice about the derived trend is that for very thin ëlms there
is a deviation from the linear behaviour. In general, the thickness of a ëlm d is linearly
proportional to its absorbance A via the relationship
d =
Aln10

; (3.13)
where  is the absorption coeﬃcient. is relationship is widely used to calculate ëlm
thicknesses, but in the case of thin ëlms, it will overestimate the thickness due to reìections
from the substrate. As ellipsometry is able to simulate these reìections it therefore provides
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Figure 3.17: Surface proële of a scored 40 nm thick PFO ëlm.
a more accurate value for the ëlm thickness. A simple method to determine  is to measure
the absorbance of a thick ëlm and then its thickness directly with a surface proëler. is
approach can work well for thick ëlms, but is not suitable for ëlms less than50 nm thick.
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Figure 3.18: e absorbance at 470 nm of a series of thin ëlms of F8BT, where the thickness
was measured with the ellipsometer, is represented by open circles. e dashed line shows
the linear thickness dependence of the absorbance described by Eq. 3.13. e solid line is
generated with the isotropic model for F8BT that gave the optical constants shown in Fig.
3.16 and includes the impact of reìections, which distort the absorbance for the thinnest
ëlms.
CHAPTER 4
Modelling Exciton Diﬀusion in Polymer Films
4.1 Introduction
e exciton diﬀusion length of an organic material is of great interest to those involved in
solar cell research as it can assist in the optimisation of devices. Exciton diﬀusion is the
product of a number of processes, such as hopping by electron exchange or energy transfer,
all of which result in the transfer of excitons along and between polymer chains. However,
the excitons themselves are not objects that can be traced nor their movements recorded.
erefore, experiments to measure the diﬀusion coeﬃcient are often based on the addition
of a quencher to a polymer ëlm. Excitons that interact with the quencher will be unable to
undergo radiative decay, resulting in a reduction of the polymer’s photoluminescence. By
comparing the polymer’s emission with and without the quencher present a value for the
diﬀusion coeﬃcient can be extracted.
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4.2 The Mathematics of Exciton Diﬀusion
dx
x
y
z
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AAflow in flow out
Figure 4.1: Exciton diﬀusion through the sides of area A of the volume dx dy dz.
e change in the exciton population due to diﬀusion and decay can be derived by con-
sidering a small cubic volume of dimensions dx dy dz, as shown in Fig. 4.1. e change in
the exciton population n(x; y; z; t) with time t for excitons diﬀusing in the x-direction will
be given by
@
@t
n (x; y; z; t)Adx = AD
@
@x
n (x+ dx; y; z; t) AD @
@x
n (x; y; z; t)+(g r)Adx; (4.1)
where A = dy dz is the area of the side, dx is the width of the volume, D is the diﬀusion
coeﬃcient and g and r represent the generation and loss of excitons respectively. Dividing
by Adx in the limit where dx is inënitesimally small results in
@
@t
n (x; y; z; t) = D
@2
@x2
n (x; y; z; t) + g   r: (4.2)
Extending this derivation to exciton diﬀusion in all three dimensions gives
@
@t
n (x; y; z; t) = Dr2n (x; y; z; t) + g   r: (4.3)
For an initial exciton population decaying at a rate k, which is representative of the natural
decay of excitons in a ëlm following on from photoexcitation, the system is described by
@
@t
n (x; y; z; t) = Dr2n (x; y; z; t)  k n (x; y; z; t) : (4.4)
is approach to exciton diﬀusionmay be simplistic, especially as advancedmodels based on
quantum calculations have been devised,[114] but it does not require advanced knowledge
of intrachain and interchain processes.
In the case of a polymer ëlm with no quencher present, the only exciton loss mechanism
will be via natural decay, which is assumed to be uniform across the whole ëlm. Hence,
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Eq. 4.4 will simplify to
@n (x; y; z; t)
@t
=  k n (x; y; z; t) ; (4.5)
which has the solution
n (t) = n (0) e kt: (4.6)
e distance travelled by an exciton by diﬀusion during its lifetime  = 1/k or the diﬀusion
length LD is
LD =
p
mD; (4.7)
where m is the dimensionality of the exciton diﬀusion in the system.
4.3 Diﬀusion to a Surface Quencher
Many organic devices consist of multiple layers, forming a series of heterojunction. In the
case where an organic layer is in contact with a quencher there will be a loss of excitons at
that interface, as illustrated in Fig. 4.2.
is scenario can be described by either changing the boundary conditions used to solve Eq.
4.4 or the addition of a quenching term. e latter approach is frequently implemented
with the boundary condition
n (z = 0; t) = 0; (4.8)
where z = 0 is the location of the interface. is corresponds to a“perfect quencher” as no
excitons will exist at z = 0. e boundary condition for the other interface is also crucial for
the model as excitons are essentially reìected oﬀ it and back into the ëlm. is corresponds
to the condition of
@n (z = d; t)
@z
= 0; (4.9)
where d is the thickness of the polymer ëlm. e “perfect quencher” approach is suitable
for describing the behaviour of very eﬀective quenchers such as titania (TiO2) or buckmin-
sterfullerene (C60), which have high electron capture rates.
e just described model for exciton diﬀusion was simulated using the program “Mathe-
matica” by Wolfram Research and solved numerically using the NDSolve routine. Figure
4.2 shows a simulation for the quenching of excitons in a 10 nm thick polymer ëlm in
contact with a perfect quencher. e exciton diﬀusion coeﬃcient is D = 210 3 cm2 s 1
and the excitons have a lifetime of 300 ps, giving a diﬀusion length of 7.7 nm. e PL
decay of this polymer ëlm can be generated by integrating the exciton population in the
ëlm for a series of timesteps, as shown in Fig. 4.3.
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Figure 4.2: Diagram of the geometry of the surface quencher system, with the perfect
quencher located at z = 0. e dashed lines represent the proëles of the exciton distribution
across the ëlm at t = 10, 100, 500 and 1000 ps. At t = 0 the volume of the ëlm is ëlled
with excitons.
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Figure 4.3: Simulated PL decays for various ëlm thicknesses on perfectly quenching sub-
strates. e“reference” is the PL decay on a non-quenching substrate and has a PL lifetime
of 300 ps.
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e initial condition of the domain speciëes a uniform distribution of the exciton popu-
lation in the sample at time t = 0. However, a potential conìict exists between the initial
and boundary conditions since the exciton population must be zero at z = 0 at all times,
including t = 0. is conìict was overcome by multiplying the initial exciton distribution
n(z; t = 0) by tanh(100z), where z is expressed in units of nm. is ensures that there is
no exciton population at z = 0, without signiëcantly changing the value of n(z; t = 0) for
all other values of z.
In cases where there is weak quenching that could result in a ënite exciton population at
the heterojunction, the addition of a quenching term S(z) to Eq. 4.4 gives
@n (x; y; z; t)
@t
= D
@2n (x; y; z; t)
@z2
  k n (x; y; z; t)  S (z)n (x; y; z; t) : (4.10)
To solve Eq. 4.10 both interfaces are treated as reìective and, thus,
@n (z = 0; t)
@z
=
@n (z = d; t)
@z
= 0; (4.11)
though n(z = 0; t) 6= n(z = d; t) due to the eﬀects of the quenching term S(z). An example
of a ënite quencher model is shown in Fig. 4.4, which contains a plot of the quenching
term S(z) and the resulting PL decays for a range of ëlm thicknesses.
4.4 Diﬀusion to a Volume Quencher
One of the advantages of the solution processability of conjugated polymers is that they
can be easily mixed or doped with another material to enhance absorption, PLQY etc. If
low concentrations of the dopant are used then it will generally be fully dispersed within
the polymer. Under such circumstances the quenching rate kq can be described with the
Smoluchowski equation [115]
kq = 4RqDNq

1 +
Rqp
Dt

; (4.12)
whereNq is the quencher concentration (per cm3), Rq is the capture radius of the quencher
andD is the diﬀusion coeﬃcient. e equation also includes a time-dependent component
since the remaining excitons will be those located farther from the quenchers as time elapses,
resulting in a slowdown of the quenching rate.
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(a) Plot of the quenching term S(z).
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(b) Simulated PL decays for multiple ëlm thicknesses.
Figure 4.4: Example of a ënite quencher model, with the quencher described by the proële
in (a) and the resulting PL decays for a series of ëlm thicknesses in (b). e diﬀusion
coeﬃcient D = 2  10 3 cm2 s 1 and exciton lifetime  = 300 ps are the same as those
used Fig. 4.3.
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4.5 Incorporation of Time-Dependent Decay Rates
Up to this point in this chapter the excitons have been assumed to decay with a single decay
rate k. While this is true for some conjugated polymers, the disordered nature of polymer
ëlms results in signiëcant interchain interactions and aggregate formation, both of which
provide additional pathways for exciton decay that result in non-monoexponential decay.
Under these circumstances the decay rate constant k is replaced with the variable decay rate
k(t), given by
k(t) =
3X
n=1
ankne
 knt
ane knt
; (4.13)
where kn represents a series of decay rates (between 1 and 3) and an their relative amplitude.
4.6 The Exciton Distribution in a Polymer Film
An important consideration when modelling exciton diﬀusion is the initial distribution of
the excitons upon excitation. In the case where there is a localised quencher or any other
spatially varying decay rate, knowing how the exciton population is distributed across the
ëlm is very important. e simplest decription uses the Beer-Lambert law for absorption
n (z) = n (0) e z; (4.14)
which gives an exponentially decreasing population as the incident excitation is absorbed.
However, this equation neglects the impact that reìections from the interfaces with other
layers have on the electric ëeld proële.[116] Good examples of this are organic photovoltaic
devices where interference from reìections between the various layers can greatly distort the
distribution of the incident energy within the device.[117, 118] is eﬀect is illustrated in
Fig. 4.5, which shows how varying the cathode metal in a solar cell can change the electric
ëeld intensity distribution within the device. By varying the thickness and composition
of the layers the location of the ëeld maximum can be tuned to coincide with the organic
layer.[119]e same principle applies to simple structures such as a simple bilayer structure
on a substrate. e plot in Fig. 4.5 was generated with a transfer function matrix for all
of the layers in the device,[118] and is fully deëned by the thickness of each layer and its
optical constants. e full description of the method is included in Appendix B.
Chapter 4. Modelling Exciton Diﬀusion in Polymer Films
0 50 100 150 200 250 300 350
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
M
et
al
 (A
g/
A
l/C
a)BC
P
IT
O
C
60
P
en
ta
ce
ne
G
la
ss
R
el
at
iv
e 
E
le
ct
ric
 F
ie
ld
 In
te
ns
ity
z (nm)
 Silver
 Aluminium
 Calcium
Figure 4.5: Simulations of the electric ëeld distribution in a pentacene photovoltaic device
for incident light of 670 nm for three diﬀerent cathode metals.
CHAPTER 5
Measurements of Exciton Diﬀusion by Surface
Quenching
5.1 Introduction
Whatever combination of materials are used in a device, it is critical that the excitons are dis-
sociated at the polymer-electron acceptor interface and from there the constituent charges
extracted from the device.[120] e harvesting of the excitons is greatly inìuenced by how
far an exciton can travel in its lifetime before it undergoes spontaneous decay. is dis-
tance is known as the diﬀusion length and varies between materials, but in the case of
conjugated polymers, values in the range of 3-20 nm have been reported.[23, 27–30, 42–
44, 47, 48, 118, 121–125] Knowledge of the exciton diﬀusion length can aid the optimi-
sation of the blend ratio and, therefore, device performance. It also provides a means of
identifying new solar cell materials and determining howmorphology, altered by processing
conditions, can alter the exciton diﬀusivity.
is chapter will concentrate on one method for directly measuring exciton diﬀusion in
organic semiconductors and is therefore of great interest: the surface quenching technique.
However, there are a number of potential pitfalls associated with the execution of the surface
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quenching technique, which can compromise its accuracy. In this chapter, I will review pre-
vious work and highlight some of these problems, before outlining a method that addresses
these and thus provides a robust platform for performing exciton diﬀusion measurements.
e method was applied to three of the most extensively researched conjugated polymers,
including poly(3-hexylthiophene) (P3HT), which is widely used in solar cell research.
5.2 The Surface Quenching Technique
e surface quenching technique is based on the principle that when an organic material
is deposited onto a suitable quencher, excitons will be dissociated at the heterojunction
between the two, resulting in a loss of luminescence. e level of quenching present will
be a function of the diﬀusion length, the thickness of the organic ëlm and the dissociation
rate at the interface as illustrated below in Fig. 5.1.
LD
+­
+­+ ­
+­
+­ +­
+­
+­
+­
+­
+ ­
+ +
+­
Quencher ­­
Figure 5.1: Diagram illustrating how only those excitons within the shaded area, i.e. within
an exciton diﬀusion length (LD), will be able to diﬀuse to the quencher.
In time resolved measurements quenching appears as an increase in the decay rate, so the
emission from a polymer in contact with a quencher decays faster than that on a non-
quencher. is is shown in Fig. 5.2 where the PL decays for a P3HT ëlm on the quencher
TiO2 is compared with the control ëlm on fused silica, which is non-quenching.
Markov et al. have reported several studies on exciton diﬀusion in poly(p-phenylene viny-
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Figure 5.2: PL decays for a 9 nm thick P3HT ëlm on fused silica (non-quenching) and
TiO2 (quenching).
lene) (PPV) derivatives using time resolvedmeasurements of ìuorescence.[28, 44, 122, 123]
In each report a polymerised form of C60 called poly(F2D) was used as a quencher with
thin ëlms of conjugated polymer of varying thickness spin-coated on top. e photolumi-
nescence decays were measured by time-correlated single photon counting (TSCPC) and
ëtted to using a diﬀusion model akin to the one described in Section 4.3 to extract values
for the diﬀusion coeﬃcients. However, their results were limited by the 30 ps resolution
of their TSCPC setup, which prevents the measurement of very fast PL decay. is is very
important in the surface quenching technique as the ëlms which exhibit the strongest exci-
ton quenching and are, therefore, the most sensitive to the value of the diﬀusion coeﬃcient
will have very fast PL decays.
Doubts have also been cast over Markov et al.’s use of a fullerene based quencher by Scully
& McGehee,[43] because fullerenes absorb slightly over the full visible spectrum and can,
therefore, accept excitation by energy transfer and not just electron capture.[126] ough
the overlap is small and hence the energy transfer weak (except at very small separations), it
would result in an overestimation of the quenching and therefore the diﬀusion coeﬃcient.
It was also suggested by Scully &McGehee that the lack of variation in the diﬀusion lengths
(5-7 nm) measured by Markov et al. could be due to their overlooking of energy transfer
to the quencher.
Chapter 5. Measurements of Exciton Diﬀusion by Surface Quenching
550 600 650 700 750 800
0
5
10
15
20
25
 Fused silica
 TiO2
P L
 I n
t e
n
s i
t y
 
( a .
u
. )
Wavelength (nm)
Figure 5.3: Steady-state ìuorescence spectra of a 13 nm thick P3HT ëlm on fused silica
and TiO2 substrates. Both ëlms were excited at 400 nm.
e surface quenching technique is more frequently performed in the steady-state by mea-
suring the intensity of the organic ëlm’s emission on both quenching and non-quenching
substrates.[27, 29, 30, 43] e ëlms on the quencher exhibit lower photoluminescence in-
tensities than their counterparts on non-quenching substrates, with the diﬀerence due to
exciton dissociation by the quencher. e eﬀect is shown in Fig. 5.3 for a ëlm of the poly-
mer P3HT on TiO2, with the total intensity calculated by integrating the area of the PL
spectra.
ough it may appear that a measurement can be performed more simply with just a
spectrometer, there are a number of diﬃculties with this approach. It requires absolute
measurements of the PL intensity, which can be distorted by reìections and thin ëlm
eﬀects.[43, 117] is is particularly the case when a high refractive index layer is present as
the quencher. As previously described in Section 4.6, the electric ëeld proële is very sensi-
tive to changes in refractive index and ëlm thicknesses, which would alter the distribution
proële of excitons within the organic ëlm. Hence, the measured PL spectrum must be cor-
rected to include these factors, complicating the analysis. Film emission is also anisotropic
so the ìuorescence needs to always be measured in relation to the same spot or with an
integrating sphere. One way of simplifying the analysis is to use a very thin quencher ( 5
nm),[43] which minimises reìections, but this introduces additional diﬃculties associated
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with the quality and coverage of such thin ëlms.
eander et al. used steady-state PL measurements of polythiophene thin ëlms, which were
partly covered with an evaporated layer of C60 to measure the exciton diﬀusion.[30] Having
quenched and non-quenched polymer on the same substrate ensured that errors due to small
sample variations were minimised. e authors included the impact of optical interference
from reìections at the polymer:C60 interface and obtained a diﬀusion length of 5.3 nm.
However, as previously mentioned C60 is not an ideal quencher due to the possibility of
energy transfer from the polymer to the C60, which was not included by eander et al. in
their analysis. e problem is compounded by the use of evaporated C60, which has been
shown to interdiﬀuse with polythiophenes at room temperature over as little as 15 minutes
from deposition.[127]
Haugeneder et al. looked at exciton diﬀusion in a ladder-type poly(p-phenylene) (LPPP) by
using a soluble fullerene derivative in both blends and planar heterojunction geometries.[27]
e ìuorescence quenching as a function of blend ratio was studied using the time-resolved
technique of transient absorption, yielding a diﬀusion length for the LPPP of about 6 nm.
e LPPP:fullerene heterostructures were studied using steady-state PLmeasurements, with
the fullerene deposited as a self-assembled monolayer to prevent interdiﬀusion with the
polymer. A diﬀusion length of 13 nm was obtained, though the authors could not fully
account for the discrepancy between the two techniques. It is possible that energy transfer
to the fullerene could have been enhanced by the planar geometry of the heterojunction,
resulting in greater quenching than would otherwise be expected.[128, 129]
One of the ërst reports of the use of TiO2 as a quencher is by Savenije et al. to measure
exciton diﬀusion in MEH-PPV from steady-state photoluminescence quenching.[29] A
diﬀusion length of about 20 nm was obtained, one of the largest values ever reported for a
conjugated polymer. However, the authors ignored the possible impact of interference from
reìections oﬀ the TiO2 interface, which have been shown to distort the exciton distribution
in the polymer ëlm from what would be expected from absorption alone.[43]
Many of the problems associated with performing exciton diﬀusion measurements in the
steady-state have been recently addressed by Scully & McGehee, speciëcally the impact of
optical interference and energy transfer.[43]However, measuring the absolute luminescence
intensities for thin ëlms is still problematic and a signiëcant source of errors. An inherent
advantage of using time-resolved techniques is that the decay of the exciton population is
being measured and, therefore, there is no need for absolute measurements of the intensity.
An alternative steady-state technique is to simulate the photocurrent from an organic solar
cell under illumination.[118, 119, 125, 130] Such models are complex as they need to in-
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clude the eﬀects of optical interference, exciton diﬀusion, charge separation and extraction.
e range of processes and parameters involved means it is diﬃcult to accurately isolate the
contribution of just one process. Furthermore, as devices often use PCBM as the electron
acceptor, there are two exciton diﬀusion lengths in the active layer: that of the polymer and
that of the PCBM. For these reasons photocurrent mapping, while a very powerful method
for simulating device performance, is not suited to accurate measurements of the exciton
diﬀusion. Conversely, accurate measurements of exciton diﬀusion can be used to optimise
device models by ëxing the value of parameters.
5.2.1 Choosing a Quencher
e choice of quencher is crucial to the success of the surface quenching technique and
should ideally have a high capture rate over a short capture distance, while providing a
stable well deëned interface. ough metals such as aluminium are known to quench
excitons in OLEDs, they are unsuitable for such experiments because quenching is not
restricted to the interface between the metal and the polymer.[131] Mirror charge eﬀects
cause quenching deep inside the device, complicating any analysis.[132, 133] C60-based
compounds have proved to be very eﬀective electron acceptors and have been used in surface
quenching experiments to investigate exciton diﬀusion in conjugated polymers,[23, 27, 30]
but interdiﬀusion and energy transfer with polymers are likely to lead to overestimates of
the diﬀusion length.
Two possible alternatives to fullerenes are indium tin oxide (ITO) and titania (TiO2). Both
are semiconductors and should act as charge acceptors. Neither material is an absorber
across the visible spectrum (see Fig. 5.5) so there will be no energy transfer between them
and the polymer, thus charge transfer should be the sole quenching mechanism.[45] How-
ever, when identical ëlms of the polymer P3HT were spin-coated onto ITO-coated glass
and fused silica there was no signiëcant quenching. e results in Fig. 5.4 are for a 5 nm
thick P3HT ëlm on fused silica and ITO-coated glass. e two PL decays are very similar,
particularly considering the thickness of the ëlm, indicating that ITO is not quenching the
excitons from the P3HT.
TiO2 is an established exciton quencher, particularly in the context of dye-sensitised solar
cells,[6, 134] but it is also known to quench conjugated polymer emission.[29, 135] e
quenching mechanism has been shown to be electron transfer,[136] with no energy transfer
as the material is transparent. As a crystalline material it forms stable, deëned interfaces
that are suitable for spin-coating onto. In general, measurements of the PL decay on TiO2-
coated substrates were found to be consistently faster than those on fused silica. For the
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Figure 5.4: PL decays for a 5 nm thick P3HT ëlm on fused silica and ITO-coated glass.
above reasons TiO2 was choosen over C60 and ITO as the quencher.
5.3 Experiment
5.3.1 Preparation of TiO2 Substrates
e TiO2 coated substrates were prepared by depositing an 80 nm thick ëlm at a rate
of 0.1 nm s 1 in an electron beam evaporator. e ëlm was then sintered in air for two
hours at 450 C to maximise the anatase content of the ëlm. TiO2 can exist in three phases:
rutile (the most common), anatase and brookite. ough the conversion to anatase does
not increase the ability of the TiO2 to quench excitons it does result in a more crystalline
morphology with an increased refractive index, reducing any potential diﬀerences that may
arise between evaporated ëlms. Figure 5.5 contains the optical constants for a TiO2 ëlm
prior to and after sintering, with the strong enhancement in the UV due to the conversion
to anatase. AFM measurements, such as the one shown in Fig. 5.6, conërmed that the
TiO2 ëlms were smooth with average surface roughnesses <1 nm.
e higher refractive index of TiO2 (see Fig. 5.5) compared to that of most conjugated
polymers (1.7), means there will potentially be substantial reìections from its interface.
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Figure 5.5: Optical constants of an evaporated 80 nm thick TiO2 ëlm, prior to (dashed
line) and after (solid line) sintering.
Figure 5.6: Surface roughness measurement with an AFM.e proëles and their associated
data are for the three traces across the image (from top to bottom). Measurement performed
by Dr Georg Haener and Neal McLoughlin.
Fig. 5.7 shows the incident ëeld intensity distribution in a P3HT and TiO2 heterojunction
on fused silica for a range of TiO2 ëlm thicknesses, calculated from the transfer matrix
function (see Appendix A). It illustrates how small changes in the thickness of one layer can
greatly impact the ëeld within another. For the 80 nm thickness used in this work reìections
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were minimised and the exciton distribution was described by the polymer’s absorbance.
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Figure 5.7: Simulations of the electric ëeld distribution in a 20 nm thick polymer ëlm for
three thicknesses of TiO2 for incident light of 400 nm.
5.3.2 Time-Resolved Photoluminescence Setup
e experimental setup used for performing time-resolved PL measurements is illustrated
in Fig. 5.8. e sample is stored under a vacuum on the order of 510 5 mbar with the
polymer ëlm closest to the incoming laser. e excitation source is a Spectra-Physics Mai-
Tai Ti:sapphire oscillator which outputs 800 nm wavelength pulses of 100 fs duration at
a repetition rate of 80 MHz, which are frequency doubled by a BBO crystal to 400 nm.
A blue ëlter blocks any residual 800 nm excitation from reaching the sample and being
scattered. e intensity of the excitation is below the onset of exciton-exciton annihilation,
which would otherwise provide additional quenching.
e sample’s emission is collected with a lens and focussed into the Chromex imaging spec-
trograph (model 250is). A ëlter at the spectrograph’s aperture blocks any scattered laser
light. e selected emission range is then reìected into the Hamamatsu streak camera
(model C6860). In the experiments detailed in this chapter, the PL decays were measured
on both short (Range 2 - 100 ps) and long (Range 4-5) time ranges to ensure both fast and
longer-lived decay components were captured (see Section 3.3.1 for more information).
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Figure 5.8: Illustration of the setup used to perform the surface quenching experiment.
5.4 Exciton Diﬀusion in Poly(3-hexylthiophene)
e conjugated polymer poly(3-hexylthiophene) (P3HT) has yielded the most eﬃcient
organic photovoltaic devices to date.[33, 35, 36] is is a consequence of its broad ab-
sorbance spectrum, its high hole mobility and its ability to self-organise into a crystalline
phase.[137, 138] However, of most importance is the fact that when a blend of P3HT
and PCBM is thermally annealed at approximately 150C the ëlm undergoes a rapid phase
change with demixing of the two compounds into domains.[52] e size of these domains
is inìuenced by the blend ratio and the annealing conditions and, in the optimum case,
results in domains small enough to ensure eﬃcient exciton dissociation, but with suﬃcient
interconnectivity to allow eﬃcient charge extraction.[57] To maximise exciton harvesting
the size of the polymer domains should be on the order of an exciton diﬀusion length.
Hence, knowledge of the exciton diﬀusion length can play an important role in the identi-
fcation of the optimum blend ratios and processing conditions.
Kroeze et al. reported a diﬀusion length of 2.6-5.3 nm from time-resolved microwave con-
ductivity measurements, depending on whether or not excitons were reìected at the poly-
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mer/air interface.[121] Using oxygen-induced ìuorescence quenching in ëlms of P3HT,
Lüer et al. calculated a minimum diﬀusion coeﬃcient of 510 4 cm2 s 1, corresponding
to a diﬀusion length of at least 4 nm.[139]
McGehee and coworkers have two reports of exciton diﬀusion measurements in P3HT
from steady-state PL quenching experiments with TiO2. e ërst investigated the use of
interface modiëers to tune the energy oﬀset of the TiO2:polymer interface.[140] In the case
of bare TiO2 they measured an exciton diﬀusion length of 3 nm but upon treating the TiO2
surface with a series of organic acids they observed increased PL quenching consistent with
an exciton diﬀusion length in the range of 6.5-8.5 nm. is apparent increase was attributed
to the increased electron aﬃnity of modiëed TiO2 but it is possible that long range dipole
interactions between the interface modiëers and the P3HT were also contributing towards
the quenching. However, in their second publication an exciton diﬀusion length of 3 nm
was derived from measurements with an amorphous silicon quencher.[42]
Huijser et al. used analysis of the incident photon to current eﬃciency (IPCE) for P3HT
and porphyrin-based bilayer to extract a value of the diﬀusion length of P3HT of 18
nm.[124] However, this value includes energy transfer between the P3HT and the por-
phyrin, which can greatly enhance exciton harvesting.[43, 129]
5.4.1 Film Preparation
e details of the P3HT batch used are listed in Section 3.1. Solutions with concentrations
in the range of 1-4 mg/ml were prepared by dissolving in chloroform while heated to
50 C for the ërst two hours and stirred overnight. P3HT is known to exhibit both ther-
mochromism and solvatochromism so to ensure repeatability preparation conditions were
consistent for all solutions.[141, 142] Films were spin-coated onto fused silica and TiO2
substrates at 2000 rpm to give good ëlm uniformity.
5.4.2 Results & Discussion
e absorbance spectra for four ëlm thicknesses of P3HT on fused silica are shown in Fig.
5.9. Film thicknesses are a critical element in the surface quenching technique so these
where measured from the absorbance using the method described in Section 3.4.3, which
takes into account distortions due to reìections. e time-resolved photoluminescence data
for the same four ëlms are shown in Fig. 5.10 and 5.11, alongside the counterpart ëlm on
a TiO2 substrate.
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Figure 5.9: Absorbance spectra for four P3HT ëlms of varying thickness.
Starting with the thinnest P3HT ëlm in Fig. 5.10(a) the decay of the PL is substantially
faster on the TiO2 substrate than the fused silica. is is due to the diﬀusion of excitons
within the P3HTëlm to the TiO2 interface where they are quenched. e initial quenching
is very fast and shows why high temporal resolution is necessary to make accurate measure-
ments of exciton diﬀusion when using time-resolved techniques.
As the ëlm thickness increases in Fig. 5.10(b), 5.11(a) and 5.11(b), the diﬀerences between
the PL decay on TiO2 gradually decrease, though for each ëlm the PL always decays faster
on TiO2. is trend occurs because the exciton diﬀusion length in P3HT is limited and,
as the polymer thickness increases there is a reduction in the proportion of excitons able to
reach the TiO2 interface and undergo dissociation.
To extract the value of the diﬀusion coeﬃcient from the PL decays in Fig. 5.10 and 5.11 the
data were ëtted to using the perfect quencher model described in Section 4.3. e model
assumes that the TiO2 is a perfect quencher, i.e. that all excitons that reach the TiO2
interface at z = 0 are quenched and that at the vacuum interface z = d all excitons are
simply reìected back into the ëlm. e assumption of the TiO2 being a perfect quencher
is reasonable as it has been shown to quench MEH-PPV in approximately 100 fs [135] and
terthiophene on a timescale shorter than 1 ps.[143]
For each ëlm thickness the PL decay of the ëlm on fused silica was used as a reference
for the ëlm on TiO2. It was not possible to use a single reference PL decay across all the
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(a) 6.5 nm P3HT ëlm.
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(b) 12 nm P3HT ëlm.
Figure 5.10: Time resolved photoluminescence decays for 6.5 nm and 12 nm thick ëlms
of P3HT on fused silica (square data points) and TiO2 (circle data points). Fits to the data
using the model described in Section 4.3 are shown as solid lines. Each ët corresponds to
D = 1:8 10 3 cm2 s 1.
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(a) 21 nm P3HT ëlm.
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(b) 32 nm P3HT ëlm.
Figure 5.11: Time resolved photoluminescence decays for 21 nm and 32 nm thick ëlms of
P3HT on fused silica (square data points) and TiO2 (circle data points). Fits to the data
using the model described in Section 4.3 are shown as solid lines. Each ët corresponds to
D = 1:8 10 3 cm2 s 1.
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ëlms as the PL lifetime varies with ëlm thickness. e thickness dependence of the PL
decay will be discussed in detail in Chapter 8. As ëlm thicknesses were measured, the only
ëtting parameter in the model is the exciton diﬀusion coeﬃcientD. Each ëlm was ëtted to
individually with the PL decays of the thinnest ëlms, which exhibit the greatest sensitivity to
changes in the diﬀusion coeﬃcient, used to determine the range of values for the diﬀusion
coeﬃcient that were consistent with the data.
In Fig. 5.10(a) the best ët to the PL decay of the 6.5 nm thick P3HT ëlm on TiO2 was ob-
tained forD = 1.810 3 cm2 s 1. Extending the ëtting to the thicker ëlms, these were also
found to be well approximated by the model for a diﬀusion coeﬃcient of (1.80.3)10 3
cm2 s 1. e error in the value of the diﬀusion coeﬃcient was estimated by the range of
values over which the ët to the data remained acceptable. e excellent agreement across
all these ëlm thickness suggests that there is no variation in the diﬀusion coeﬃcient with
ëlm thickness.
e modelling of the data gives us the diﬀusion coeﬃcient D, but a more useful and in-
tuitive quantity is the exciton diﬀusion length LD, introduced in Section 4.2, which is the
typical distance travelled by an exciton in its lifetime  and is deëned as
LD =
p
D (5.1)
where D is the diﬀusion coeﬃcient. is form of the equation corresponds to one di-
mensional exciton diﬀusion, which is consistent with the experiment as it only measures
diﬀusion in the direction of the TiO2 interface. e exciton lifetime corresponds to the PL
decay lifetime for a P3HT ëlm in the absence of quenching. In this case the lifetime for a
thick ëlm is 400 ps, which gives an exciton diﬀusion length of 8.50.7 nm.
is value is at the upper limit of previously reported diﬀusion lengths for P3HT,[140]
suggesting that excitons diﬀuse farther than previously thought.[121, 139] e value of 4
nmmeasured by Lüer et al. from ìuorescence quenching by oxygen, represents a minimum
as it was derived assuming perfect quenching by the oxygen.[139]
Kroeze et al. used time-resolved microwave conductivity to study exciton dissociation in
P3HT:TiO2 bilayer samples, obtaining a diﬀusion length of 5.3 nm on the assumption that
the TiO2 interface was the only quencher present.[121] However, the impact of optical
interference was not included in their analysis, which might account for the diﬀerences
between the exciton diﬀusion length they measured and the value reported in this chapter.
e results are consistent with spatial Fourier transform analysis of transmission electron
microscope (TEM) images of an optimised P3HT:PCBM blend, which was used to investi-
gate their morphology by identifying the presence of periodic structures. is revealed that
upon thermal annealing there was demixing of the P3HT and PCBM and an increase of the
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peak periodicity from 14 to 20 nm, where each period consists of an adjacent P3HT and
PCBM region. It is important to realise that these results are extracted from a projection of
the three dimensional structure into an image and as such can be diﬃcult to interpret. e
8.50.7 nm exciton diﬀusion length is for one-dimensional diﬀusion (i.e towards or away
from the quencher), hence for comparison with the TEM data the two dimensional diﬀu-
sion coeﬃcient is more appropriate, though this may not be entirely reliable as the TEM
data is a projection of a three dimensional structure. is is calculated by using m = 2 in
Eq. 4.7 to give a value of 121 nm. As the size of each periodic element is shared between
the two components it is not known exactly how big each P3HT or PCBM domain is.
However, as the two-dimensional diﬀusion length is greater than half the period it is likely
to be close to the size of the P3HT domains.
5.5 Temperature-Dependence of Exciton Diﬀusion in P3HT
e results presented in Section 5.4.2 give an overall measure of how far excitons diﬀuse in
P3HT, but oﬀer little insight into the processes that contribute towards the motion of exci-
tons. Low temperature measurements provide a means of freezing out individual processes
and, thus, enable their respective contributions to the overall diﬀusion to be determined.
Mikhnenko et al. published measurements of exciton diﬀusion in MDMO-PPV over the
temperature range of 4-293 K.[48] ey observed a gradual decrease in the exciton diﬀu-
sion length when cooling from room temperature down to 150 K, which they attributed to
thermally activated hopping being gradually frozen out. Below 150 K the diﬀusion coeﬃ-
cient was constant and attributed to downhill migration. Similar behaviour has also been
reported in PFO.[144] Here, I will consider the eﬀects of temperature, through the use of
surface quenching measurements, on the exciton diﬀusion of P3HT.
5.5.1 Film Preparation
e P3HT was spin-coated from a chloroform solution onto fused silica and TiO2 sub-
strates. In contrast to the ëlm preparation in Section 5.3.1, the TiO2 ëlm was prepared
from a nanoparticle paste (Solaronix SA, Ti-Nanoxide HT) and spread over a glass slide
using the doctor blade technique.[145] Once dry these were then sintered in air for one
hour at 450 C to induce conversion to the anatase phase. is method generates rougher
ëlms than those produced from evaporation that would normally not be suitable for sur-
face quenching measurements. However, in this case the aim of the experiment was to
investigate the temperature dependence and having a rough interface magniëes the eﬀects
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of exciton diﬀusion.
A 34 nm thick P3HT ëlm was prepared on fused silica and TiO2 substrates by spin-coating
from a 4 mg/ml chloroform solution at 2000 rpm. Solutions were stirred overnight and
heated to 50 C for the ërst 2 hours. Film thickness was determined from absorbance
as described in Section 3.4.3. e ëlms on fused silica and TiO2 were mounted together
in the sample holder of the cryostat, which is designed for 2 cm width substrates; it can
therefore accommodate two 1.2 cm width substrates if these protrude slightly from the top
and bottom of the holder. is has the advantage that both ëlms are simultaneously exposed
to the same environment and can be measured individually by moving the excitation beam
between them.
For the temperature dependent absorbance and PL a 75 nm thick P3HT ëlm was used,
which had been spin-coated onto a 2 cm fused silica substrate at 2000 rpm from a 5 mg/ml
chloroform solution. A thicker ëlm was required to ensure strong PL signal, due to the low
PLQY of the P3HT’s and the limited sensitivity of the spectrometer in the red end of the
spectrum.
5.5.2 Results & Discussion
Fig. 5.12 shows the photoluminescence spectrum of a 75 nm thick P3HT ëlm on fused
silica as a function of temperature. ere are clear trends of narrowing and redshifting
of the emission peaks. Both of these trends are fully reversible upon warming back to
room temperature as illustrated in Fig. 5.13. e absorbance, shown in Fig. 5.14 also
shows a redshift with decreasing temperature, which implies increased order in the chain
conformations.
e time-resolved PL for a 34 nm thick P3HT ëlm on fused silica is shown in Fig. 5.15,
on both cooling down to 77 K and warming back to room temperature. On cooling (see
Fig. 5.15(a)) the PL decays change and there appears to be two distinct trends. Firstly, the
initial decay gets faster as the temperature is reduced to 240 K, beyond which it remains
unchanged. At later times the decay suddenly becomes longer lived at temperatures below
220 K and continues to increase with decreasing temperature.
Upon warming back to room temperature (see Fig. 5.15(b)) there is a gradual decrease
in the long lifetime component of the PL decay, but no clear recovery of the early decay.
e trend is summarised in Fig. 5.17, which shows the average PL lifetime obtained by
ëtting to the decays with a weighted three exponential ët (see Section 3.3.2) as a function
of temperature.
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Figure 5.12: Change in the PL spectrum of the 75 nm P3HT ëlm on fused silica with
temperature.
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Figure 5.13: Shift in the PL emission peak of the 75 nm P3HT ëlm upon thermal cycling
from room temperature to 77 K and back.
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Figure 5.14: Change in absorbance of the 75 nm P3HT ëlm with temperature.
ese show a decrease in the overall lifetime with cooling until 220 K, beyond which it is
more or less constant. Upon warming back to room temperature there is a decrease in the
lifetime for temperatures greater than 220 K. e net eﬀect is that upon thermal cycling
the PL lifetime of the P3HT ëlm is reduced. It is not clear if this process is irreversible, but
there was no recovery 12 hours after the sample was returned to room temperature. is
suggests that the cooling process induces a morphological change in the P3HT ëlm, which
is retained upon warming back to room temperature. is behaviour is reminiscent of the
formation of -phase chains in PFO upon thermal cycling.[146]
In the case of P3HT on TiO2 (see Fig. 5.16(a)) there is very little change in the PL decay
with cooling until below 120 K, when there was a sudden decrease in the PL lifetime. e
reason for this particular feature in unknown, but the PL decay returned to normal upon
warming the ëlm (see Fig. 5.16(b)). Any decrease in the exciton diﬀusion coeﬃcient would
lead to an increase in the PL lifetime, with the lack of such behaviour in the data implying
that at least until T = 120 K exciton diﬀusion is largely temperature independent.
e irreversible changes in the form of the PL decay with temperature and particularly the
fact that the changes are diﬀerent for the ëlms on fused silica and TiO2, complicates the
analysis of the data as it implies that the morphologies of the two ëlms are not changing in
the same way. It would appear that interactions with the substrate inìuence themorphology
of the P3HT and its ability to reorganise.
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(a) Change in PL decay upon cooling to 77 K.
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(b) Change in PL decay upon warming back to 290 K.
Figure 5.15: e PL decays for the 34 nm P3HT ëlm on a fused silica substrate upon
thermal cycling between room temperature and 77 K.
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(a) Change in PL decay upon cooling to 77 K.
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(b) Change in PL decay upon warming to 290 K.
Figure 5.16: e PL decays for the 34 nm P3HT ëlm on a TiO2 substrate upon thermal
cycling between room temperature and 77 K.
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Figure 5.17: e average PL lifetime of the 34 nm P3HT ëlm on a fused silica substrate
upon thermal cycling between 290 K and 77 K.
Calculating the quenching eﬃciency from the PL decays provides a measure of the relative
fraction of excitons that are being quenched. Any reductions in the diﬀusion coeﬃcient
would bring about a decrease in the quenching eﬃciency and it, therefore, provides a means
of detecting such changes without modelling. It is calculated with the following equation
 =
Z 1
0
[Iref (t)  Iq(t)]dtZ 1
0
Iref (t)dt
; (5.2)
where Iref (t) and Iq(t) are the PL decays of the polymer on fused silica and TiO2 respec-
tively. e quenching eﬃciency upon cooling from room temperature to 77 K and back
is shown in Fig. 5.18 and reveals little change apart from an unexplained rise at 77 K,
suggesting that exciton diﬀusion in P3HT is only weakly temperature dependent.
5.6 Exciton Diﬀusion in MEH-PPV
epolymer poly(2-methoxy,5-(2’-ethyl)-hexyloxy-p-phenylenevinylene) (MEH-PPV) is a
highly researched and versatile organic semiconductor, which has been used in OLEDs,[42,
147] solar cells,[148, 149] lasers [150] and broadband ampliëers.[151] It has also been
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Figure 5.18: Quenching eﬃciency as a function of temperature as calculated using Eq. 5.2.
the subject of extensive photophysical studies,[78, 79, 152, 153] with several investigating
exciton diﬀusion using the surface quenching technique.
Savenije et al. used chemical vapour deposited TiO2 to form smooth quenching substrates
onto which the MEH-PPV was spin-coated.[29] steady-state PL measurements were used
to calculate a diﬀusion length of 20 nm, but the impact of reìections from the TiO2
substrate was not included in their analysis, compromising their result.
More recently, Markov et al. have measured the exciton diﬀusion by time-resolved photo-
luminescence measurements on MEH-PPV ëlms on polymerised C60 quencher, obtaining
a diﬀusion length of 7 nm.[44] e 30 ps temporal resolution of their measurement may
have greatly limited the accuracy of their result and led to an underestimation of the exciton
diﬀusion. Ultrafast polarisation anisotropy measurements by Grage et al. on MEH-PPV
revealed very fast ìuorescence depolarisation consistent with a high exciton hopping rate
and fast exciton diﬀusion.[154]
e large variation of exciton diﬀusion lengths reported for MEH-PPV may be due to
limitations or oversights in the original measurements or their analysis. To resolve the
question of the exciton diﬀusion length inMEH-PPVmeasurements were performed using
the surface quenching technique outlined in this chapter.
Chapter 5. Measurements of Exciton Diﬀusion by Surface Quenching
5.6.1 Film Preparation
MEH-PPV (batch details can be found in Section 3.1) solutions in chlorobenzene were
dissolved while continuously stirred. e 8 nm thick ëlm was obtained by spin-coating
a 2mg/ml solution at 5000 rpm and the 16 nm thick ëlm was made from a 3 mg/ml
solution spin-coated at 2500 rpm. Both ëlms were spin-coated in air with their thicknesses
determined from the absorbance spectra using the method described in Section 3.4.3. TiO2
substrates were used as quenchers and were prepared as described in Section 5.3.1.
5.6.2 Results & Discusson
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Figure 5.19: Absorbance spectra for the 16 nm and 7 nm thick MEH-PPV ëlms.
e absorbance spectra for the 7 nm and 16 nm thick ëlms of MEH-PPV on fused silica
substrates are shown in Fig. 5.19. e PL decays for these two ëlms and the ëlms of equal
thickness on TiO2 substrates are shown in Fig. 5.20. As was observed with the P3HT
ëlms, the decay of the emission is faster for the ëlms on TiO2 than the fused silica control.
Also, the diﬀerence between the PL decay on fused silica and that on TiO2 increases with
decreasing ëlm thickness.
e ëts to the data in Fig. 5.20 were achieved using the perfect quencher model described
in Section 4.3. Both ëlm thicknesses yield similar values for the diﬀusion coeﬃcient, with
(3.70.2)10 3 cm2 s 1 obtained from the 7 nm ëlm and (4.00.2)10 3 cm2 s 1 from
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(a) 16 nm MEH-PPV ëlm. Fitted with D = 4:0 10 3 cm2 s 1.
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(b) 7 nm MEH-PPV ëlm. Fitted with D = 3:7 10 3 cm2 s 1.
Figure 5.20: Fits to surface quenching data for two thickness of MEH-PPV ëlms on fused
silica and TiO2.
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the 16 nm thick ëlm. e error on the diﬀusion coeﬃcients are estimated from the range
of values over which ëts to the data are acceptable. Taking the average of the diﬀusion
coeﬃcient values from the two ëlms gives (3.90.3)10 3 cm2 s 1.
is result demonstrates that exciton diﬀusion is approximately twice as fast in MEH-PPV
as it is in P3HT, which is consistent with the ëndings from polarisation anisotropymeasure-
ments by Grage et al..[154] It is also faster than the 1.110 3 cm2 s 1 reported by Markov
et al. for surface quenching experiments with a polymerised fullerene as the quencher,[44]
which can be explained by the 30 ps resolution of their time-resolved PL measurements.
From Fig. 5.20(b) it is clear that there is substantial quenching in the ërst 20-30 ps, that,
if not resolved, would lead to an underestimation of the diﬀusion coeﬃcient.
Using Eq. 4.7 with n = 1 and  = 300 ps a one-dimensional exciton diﬀusion length
of 10.50.4 nm is obtained. is is still somewhat less than upper value of 20 nm that
was reported by Savenije et al. from measurements on TiO2,[29] highlighting the impact
optical interference can have on steady-state measurements.[43]
5.7 Exciton Diﬀusion in F8BT
e polymer poly(9,9-dioctylìuorene-co-benzothiadiazole) (F8BT) is a ìuorene copoly-
mer that has been applied to a diverse range of devices, including solar cells,[72, 155, 156]
OLEDs [157, 158] and ampliëers.[159, 160] As a copolymer it is quite diﬀerent from
P3HT and MEH-PPV as the benzothiadiazole (BT) unit is of lower energy than the ìu-
orene unit and therefore acts as a trap, reducing exciton diﬀusion. is is beneëcial for
phenomena were long lived excited states are required, such as gain, which makes F8BT
and similar copolymers good candidates for polymer ampliëers and lasers.[159, 161, 162]
As far as I am aware, to date there have been no reports of exciton diﬀusionmeasurements in
F8BT using the surface quenching technique. Stevens et al. used measurements of exciton-
exciton annihilation in F8BT to calculate the exciton diﬀusion coeﬃcieint, obtaining D =
2.610 4 cm2 s 1.[163] Exciton-exciton annihilation is a bimolecular recombination pro-
cess that is diﬀusion controlled and can, therefore, be used to measure diﬀusion. Chapter
6 is dedicated to measurements of the exciton-exciton annihilation rate and will cover this
topic in detail.
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5.7.1 Film Preparation
e F8BT (batch details can be found in Section 3.1) was dissolved in toluene overnight
while continuously stirred. A 2 mg/ml and 4 mg/ml solution were spin cast at 2000 rpm
in air to give ëlms with thicknesses of 7 nm and 15 nm respectively. Film thicknesses were
determined from the absorbance spectra using the method described in Section 3.4.3. TiO2
substrates were used as quenchers and were prepared as described in Section 5.3.1.
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Figure 5.21: Absorbance spectra of the 15 nm and 7 nm thick F8BT ëlms.
5.7.2 Results & Discusson
e absorbance spectra for two F8BT ëlms on fused silica substrates with 7 nm and 15
nm thickness are shown in Fig. 5.21. e PL decays for the two ëlms with identical
ëlms on TiO2 are shown in Fig. 5.22. ese are consistent with the trend observed in
P3HT and MEH-PPV with the PL of the ëlms on TiO2 decaying faster than its fused
silica counterpart. It is also clear that the eﬀect is weaker as there is little diﬀerence between
the decays of the 15 nm ëlms (see Fig. 5.22(a)), which indicates slow exciton diﬀusion.
When ëtting to the PL decays with the perfect quencher model described in Section 4.3,
a diﬀusion coeﬃcient of (1.50:3)10 4 cm2 s 1 was obtained for the 7 nm thick ëlm
and (1.00:3)10 4 cm2 s 1 for the 15 nm ëlm, giving an average of (1.30:4)10 4
cm2 s 1. is is an order of magnitude less than that of P3HT and MEH-PPV, but it
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(a) 15 nm F8BT ëlm. Fitted with D = 1:0 10 4 cm2 s 1.
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(b) 7 nm F8BT ëlm. Fitted with D = 1:5 10 4 cm2 s 1.
Figure 5.22: Fits to surface quenching data for two thickness of F8BT ëlms on fused silica
and TiO2.
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is important to remember that the exciton lifetime in F8BT is much longer. is is why
even though there appears to be substantial quenching of the PL of the 7 nm thick ëlms in
Fig. 5.22(b), the diﬀusion coeﬃcient is actually very low. Using the PL lifetime for thick
ëlms of 1200 ps the one-dimensional diﬀusion length was calculated using Eq. 4.7 to be
4.20.7 nm.
5.8 Conclusions
is chapter has detailed how the surface quenching technique, when combined with time-
resolved measurements of ìuorescence, can be used to obtain reliable estimates of the ex-
citon diﬀusion length in conjugated polymers. A signiëcant aspect of this work was to
address the potential pitfalls that have been associated with earlier measurements of exciton
diﬀusion,[43] which sometimes resulted in a wide range of values being reported for the
same material.[29, 44]With this goal in mind the surface quenching technique was reëned,
incorporating the following features:
• in ëlms of evaporated TiO2 used as the quencher, providing a stable deëned in-
terface that dissociates excitons, solely by electron transfer.
• e thickness of the TiO2 ëlm optimised to minimise optical interference.
• e thickness of the polymer ëlm determined from absorbance by comparison with
an ellipsometric model, accounting for distortions due to reìections.
• e use of time-resolved techniques to eliminate the need for absolute measurements
of the PL intensity.
• e use of a streak camera ensures any fast decay components in the photolumines-
cence resulting from quenching are captured.
Fits to the data for P3HT with a diﬀusion model for a perfectly quenching interface were
consistent across a range of ëlm thicknesses for a single value of the diﬀusion coeﬃcient of
(1.80.3)10 3 cm2 s 1. For an exciton lifetime of 400 ps, this corresponds to 8.50.7
nm, which is longer than previously reported.[42, 121, 139] e exciton diﬀusion coef-
ëcient in P3HT was found to be temperature independent until 120 K, indicating it is
primarily driven by downhill migration.
Previous measurements of the exciton diﬀusion length of the polymer MEH-PPV have
given values in the range of 7-20 nm,[29, 44] with doubts cast over the validity of these
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results.[43] Measurements of the PL decay on TiO2 were consistent with a diﬀusion coef-
ëcient of (3.90.3)10 3 cm2 s 1 and a diﬀusion length of 10.50.4 nm.
e copolymer F8BT was found to have the slowest exciton diﬀusion of all of the polymers
tested as part of this research with a diﬀusion coeﬃcient of (1.30:75)10 4 cm2 s 1,
which is an order of magnitude less than in P3HT and MEH-PPV. For the exciton lifetime
of 1.2 ns this corresponds to 4.20.7 nm. ese results indicate the potential beneëts of
F8BT in devices due to low losses to diﬀusion controlled processes.
CHAPTER 6
Exciton-Exciton Annihilation in Conjugated Polymers
6.1 Introduction
e surface quenching technique described in Chapter 5 provides a direct way for mea-
suring the exciton diﬀusion coeﬃcient in a material, but an alternative way for measuring
diﬀusion is by studying diﬀusion controlled reactions between excitons. One such process is
exciton-exciton annihilation,[47, 163–171] which is a bimolecular process. It occurs when
pairs of excitons fuse to give a single higher energy exciton, which rapidly relaxes back to the
lowest excited state by internal conversion, with the net eﬀect that one exciton has been lost
to a non-radiative process. e rate at which annihilation occurs is highly dependent on
the excitons being suﬃciently close to each other such that they can interact and, therefore,
annihilation only occurs at high excitation densities. Optoelectronic devices, such as lasers
and ampliëers, rely on high excitation densities to provide gain so annihilation is detrimen-
tal to their performance. Exciton-exciton annihilation measurements can therefore be used
to identify materials that may be suitable as gain media.
Immediately after photo-generation any excitons that are within an interaction radius of
each, called the annihilation radius Ra, will automatically fuse together but the majority
will not be in such a position. However, through exciton diﬀusion theymay still drift within
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Figure 6.1: Illustration of how, through diﬀusion, excitons can reduce their separation to
within an annihilation radius Ra and undergo annihilation, resulting in the loss of one
exciton.
an Ra of a neighbour and therefore undergo annihilation, as illustrated in Fig. 6.1. In an
isotropic system the annihilation rate  in a polymer is related to the diﬀusion coeﬃcient
D by the relationship [172]
 = 4RaD: (6.1)
While the surface quenching technique provides a one-dimensional measure of diﬀusion,
there is no such discrimination with the annihilation rate since it is measured in the bulk
of the ëlm. e onset and impact of exciton annihilation can be seen by measuring the PL
decay of an organic semiconductor over a range of initial excitation intensities as shown in
Fig. 6.2 for MEH-PPV. At high intensities the PL decays much faster, which is caused by
the loss of excitons to annihilation.
Measurements of the annihilation rate are relevant to any organic optoelectronic device
that requires high excitation densities, such as OLEDs, lasers and ampliëers. In the case of
OLEDs, losses to exciton annihilation arise at high current densities and are a greater prob-
lem for phosphorescent devices[173] because of the long lifetime of the triplet exciton.[174,
175] e problem is more severe in lasers, where high excitation densities are an essential
requirement for operation. Currently organic lasers are all driven by optical pumping,[16,
161, 176] but electrical pumping is regarded as the ultimate goal.[177]
Exciton-exciton annihilation is usually studied by time resolved techniques such as ìuores-
cence measurements [47, 165, 166, 169] and transient absorption.[163, 164, 168] Steady-
state measurements are also possible.[163] As the emission of conjugated polymers is from
the singlet exciton, exciton-exciton annihilation rates obtained from photoluminescence
measurements apply to singlet excitons. However, though the emission is purely from the
singlet excitons, annihilation can also occur via interaction between singlet excited states
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Figure 6.2: Time-resolved PL decays from a 51 nm MEH-PPV ëlm for four excitation
densities. e increase in the decay rate is due to exciton-exciton annihilation losses.
and other species such as polarons and triplet excitons.[178, 179] Transient absorption de-
tects both emissive and non-emissive states, such as polarons; assignment of the transient
absorption data to individual species can be complicated as these may overlap in their ab-
sorption.
e conjugated polymer MEH-PPV has been extensively used to study exciton-exciton an-
nihilation. One of the earliest reports by Dogariu et al. used transient absorption to study
the exciton dynamics in solutions and ëlms.[167] From their results the authors deduced
that exciton diﬀusion played a small role and that exciton-exciton annihilation was assisted
by Förster transfer, enabling excitons to interact over separations of 10 nm or more. How-
ever, most measurements in this study were performed at excitation densities on the order
of 11018 cm 3 and higher, where exciton separation is low and the contribution from
diﬀusion potentially reduced.
A study into the relationship between the eﬀects of chain morphology and aggregation in
MEH-PPV on exciton-excitons annihilation was performed by Nguyen et al. using tran-
sient absorption measurements.[164] eir results showed that changes to the ëlm mor-
phology, as a consequence of diﬀerent processing conditions, gave diﬀerent degrees of in-
terchain interactions, which had an impact on the exciton-exciton annihilation rate.
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e link between annihilation and morphology was further investigated by Martini et al.
with time-resolved ìuorescence measurements using a streak camera.[166] is qualitative
study found that the number of interchain species increased nonlinearly with excitation
density, indicating that exciton-exciton annihilation was resulting in polaron pair forma-
tion.
More recently Lewis et al. used time-resolved ìuorescence measurements to measure the
annihilation rate in MEH-PPV.[47] eir results were consistent with diﬀusion-controlled
annihilation and could be explained in terms of a time-dependent annihilation rate.
A detailed investigation into exciton-exciton annihilation in the polymer PFO and its copoly-
mer F8BT, was performed by Stevens et al. using a combination of steady-state PL and
transient absorption.[163] Despite the similarities in the structures of PFO and F8BT the
authors reported some signiëcant diﬀerences in terms of exciton-exciton annihilation. In
PFO annihilation was diﬀusion controlled, whereas in F8BT, it was suggested that Förster
transfer played a signiëcant role, allowing excitons to eﬃciently annihilate across separa-
tions of 4 nm.
An alternative method was used by Dicker et al. to determine the exciton-exciton annihila-
tion rate from time-resolvedmicrowave conductivity.[180]ismeasures the photoinduced
change in the polymer’s conductivity over a range of excitation intensities. At high excita-
tion densities losses to exciton-exciton annihilation results in a sublinear dependence of the
photoconductivity on the intensity of the excitation. Modelling of this behaviour allows
the value of the annihilation rate to be extracted from the data.
In this chapter, I will present the result of an investigation into how singlet exciton-exciton
annihilation can be studied with time-resolved PL measurements and used to calculate the
exciton diﬀusion. I will also show how the combination of surface quenching and exciton-
exciton annihilation can provide an estimate of the annihilation radius.
6.2 Models for Exciton-Exciton Annihilation
As a recombination process, the annihilation rate can be incorporated into the rate equation
for the decay of the excited state population n(t) by the addition of a quadratic term with
the coeﬃcient  to give
dn(t)
dt
=  kn(t)  (t)n2(t); (6.2)
where k is the natural decay rate of excitons in the absence of annihilation. Time depen-
dence arises in diﬀusion controlled reactions such as exciton-exciton annihilation when
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the typical exciton separation greatly increases as the excitons annihilate with their nearest
neighbours. is means that the time between successive interactions increases as on av-
erage the excitons have to diﬀuse farther than for the previous interaction, thus decreasing
the rate of annihilation. A
p
t time dependence is observed in one-dimensional systems,
which can be the case in organic materials that exhibit strong molecular alignment, thus
favouring exciton diﬀusion in one direction.[181–183] In such systems the annihilation
rate is described via the Smoluchowski-type equation
(t) = 4RaD

1 +
Rap
Dt

; (6.3)
which is a time-dependent form of Eq. 6.1. e more disordered (i.e. amorphous) a
material is, the more pathways available for exciton diﬀusion and the weaker the time de-
pendence. For diﬀusion controlled systems, where the interacting species are not ëxed,
going from a one-dimensional to a two or three-dimensional geometry results in a loss of
the time dependence.[183]
Time dependence can also occur if exciton-exciton annihilation is occurring primarily via
point dipole Förster transfer with the nearest exciton. Again, the average distance between
the excitons will increase with time, resulting in a drop in the interaction rate.
6.2.1 Time-Independent Exciton-Exciton Annihilation
If the annihilation rate is time-dependent then the rate equation is
dn(t)
dt
=  kn(t)  n2(t); (6.4)
which has the solution
n(t) =
n(0)exp( kt)
1 + k [1  exp( kt)]
; (6.5)
where n(0) is the initial exciton density. Eq. 6.5 can be rearranged into the linear form
1
n(t)
=

1
n(0)
+

k

exp(kt)  
k
: (6.6)
From Eq. 6.6 it is possible to calculate the annihilation rate , by simply plotting 1/n(t)
versus exp(kt) and measuring the gradient or intercept. As discussed in Section 6.1 in the
introduction the annihilation rate  is proportional to the diﬀusion rate D
 = 4RaD; (6.7)
where Ra is the annihilation radius. is corresponds to the exciton separation at which
annihilation will spontaneously occur. e calculation of the diﬀusion coeﬃcient therefore
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depends critically on the value of Ra. As the annihilation radius is an interaction between
two excited states, its exact calculation requires the excited state spectral overlap. It is often
assumed to be on the order of 1 nm in organic semiconductors,[115, 121, 180, 182, 184,
185] though there have been reports of values on the order of 4 nm [163] and greater
[47, 167] in conjugated polymers. In general, a short annihilation radius is consistent with
the typical exciton hopping distance in conjugated polymers.
As described earlier in Section 4.2 the diﬀusion length LD, which is the distance travelled
by an exciton during its lifetime  , is given by
LD =
p
mD; (6.8)
where m is the dimensionality. For comparison with the surface quenching data, which
measures the exciton diﬀusion in one direction, m = 1.
e initial excitation density n(0) was calculated using
n(0) =
P
V

hc
(1  10 A); (6.9)
where P is the pulse energy, V is the volume of the ëlm illuminated by the excitation, 
is the excitation wavelength, A is the absorbance of the ëlms, c is the speed of light and
h is Plank’s constant. e calculation of n(0) is a signiëcant source of errors as it assumes
a uniform density of excitons. e actual beam proële is Gaussian so within the spot size
measurement there will be a range of excitation densities. As losses to annihilation are
given by the square of the exciton density these will vary across the excitation spot. ough
the higher than average annihilation rate in the centre of the spot will cancel out to some
degree with the lower annihilation rate at the periphery, a potential error of 50% should
be associated with the calculated annihilation values. However, as the same excitation spot
was used for all of the measurements on the polymers P3HT, MEH-PPV and F8BT, direct
comparison between their results is valid.
6.3 Experiment
e aim of this experiment was to measure the annihilation rate of the conjugated polymers
P3HT, MEH-PPV and F8BT. In each case three ëlm thicknesses were prepared to inves-
tigate whether there was any thickness dependence of the annihilation rate, which might
reveal a change in morphology. Chapter 8 contains results that show the PL decay of con-
jugated polymers to decrease with ëlm thickness. Exciton diﬀusion may also be inìuenced
by ëlm thickness, which would translate to a dependence of the annihilation rate. Also
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included in these results are an annealed ëlm of P3HT to investigate whether the increased
crystallinity favours exciton diﬀusion and, therefore, annihilation. e results for a single
ëlm of PFOBT, which is an F8BT-like copolymer where the PFO and BT monomers are
in the ratio of 9:1, are included for comparison with F8BT.
6.3.1 Film Preparation
Details of the polymers used in this chapter, including their structures and batch charac-
teristics, can be found in Section 3.1.
To obtain the range of ëlm thicknesses required, both the solution concentration and spin
speed were varied with all ëlms spin-coated onto fused silica substrates. Film thicknesses
were determined from absorbance measurements as described in Section 3.4.3.
• e P3HT ëlms were prepared from three chloroform solutions with concentrations
of 17 mg/ml, 6 mg/ml and 3 mg/ml. e ërst two were spin-coated at 2000 rpm to
give ëlms of 49 nm and 183 nm thickness. e 3 mg/ml solution was spin-cast at
4000 rpm to give a 17 nm thick ëlm. A second ëlm spin-coated from the 17 mg/ml
solution was annealed in the nitrogen atmosphere of the glovebox for one hour at
140 C.
• e MEH-PPV ëlms were made from chlorobenzene solutions of 7 mg/ml and 4
mg/ml. spin-coating both solutions at 1800 rpm resulted in ëlms 157 nm and 51
nm thick respectively. A 31 nm thick ëlm was obtained by spin-coating the 4 mg/ml
solution at 5000 rpm.
• F8BT ëlms were prepared from three toluene solutions with concentrations of 20
mg/ml, 10 mg/ml and 4 mg/ml. e ërst two were spin-coated at 1500 rpm to give
120 nm and 44 nm thick ëlms respectively. e 4 mg/ml solution was spin-coated
at 4000 rpm, giving a ëlm 11 nm thick.
• e PFOBT ëlm was spin-coated from an 8 mg/ml toluene solution at 2000 rpm,
giving a ëlm 47 nm thick.
6.3.2 Time-Resolved Photoluminescence Setup
e experimental setup used is shown in Fig. 6.3. e 800 nm wavelength output from
the Ti:sapphire oscillator is ampliëed with a Spectra-Physics Spitëre regenerative ampliëer
to give pulses of the same wavelength and duration at a rate of 50 kHz. ese are then
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Figure 6.3: Illustration of the setup used to measure exciton-exciton annihilation.
frequency doubled with a BBO crystal to give the desired 400 nm excitation. Emission
from the ëlms is collected with a Chromex spectrograph and relayed to the Hamamatsu
streak camera. A diﬀerent arrangement was used for the PFOBT ëlm, with the ëlm excited
by 400 nm pulses of 100 fs duration from a SpectraPhysics Hurricane regenerative ampliëer
at a repetition rate of 5 kHz.
For each ëlm the PL decay was measured as a function of excitation intensity. In the case
of the 157 nm thick MEH-PPV ëlm the range of intensities was limited due to the onset
of ampliëed spontaneous emission in the PL.e emission was measured using a long time
range appropriate for the polymer’s natural lifetime and Range 2, corresponding to a 100
ps window (see Table 3.1), to ensure any fast decay was also resolved. e two PL decays
were spliced together to give a single decay.
e excitation spot size, which is essential for calculating the excitation density, was mea-
sured with a LaserCam IIID beam proëler to have a diameter of 160 m at 1/e2 of the peak
intensity and is shown in Fig. 6.4.
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Figure 6.4: Beam proële as measured with a LaserCam IIID.
6.4 Results & Discussion for P3HT
e absorbance and PL spectra for the three P3HT ëlms are shown in Fig. 6.5. As the ab-
sorbance of P3HT at 400 nm is low the excitons can be assumed to be uniformly distributed
throughout the ëlm.
e PL decays were linearised as deëned in Eq. 6.6 with the data for the 49 nm thick
P3HT ëlm plotted in Fig. 6.6. e value of k, the decay rate in the absence of annihilation,
was calculated by ëtting an exponential to the PL decay of the ëlm under low excitation
intensities. For the 49 nm ëlm the PL lifetime at the lowest intensity used was 410 ps,
giving k = 2.44109 s 1. is is consistent with the PL lifetimes measured for similar ëlms
using the standard laser oscillator output at much lower excitation densities. Figure 6.6
shows that there is a clear linear relationship between the left and right-handside function
of t in Eq. 6.6, thus supporting the use of a time-independent annihilation rate in the
analysis. e ëts to the data with a straight line are also included in Fig. 6.6, from which
the gradient and intercept were used to calculate the annihilation rate , as per Eq. 6.6.
e values of the annihilation rates calculated from the gradients and intercepts of the
four highest excitation densities are summarised in Table 6.1. e values obtained from
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Figure 6.5: Absorbance and ìuorescence spectra for the three P3HT ëlms of varying thick-
ness.
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Figure 6.6: A selection of the linearised PL decays for the 49 nm P3HTwith their associated
ëts.
n(0) (cm 3) gradient  (cm3 s 1) intercept  (cm3 s 1)
4.31018 3.210 9 2.210 9
2.61018 3.910 9 2.810 9
1.61018 3.810 9 2.210 9
6.61017 5.010 9 2.110 9
Average (4.00.8)10 9 (2.30.3)10 9
Table 6.1: Annihilation rates calculated from the gradient and intercept of the linear ëts to
the data in Fig. 6.6.
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the intercept and gradient should be in good agreement if the data fully linearises, but
this is not always possible if the natural decay is not exponential. In the case of P3HT
the annihilation rate measured from the gradient is consistently higher than that from the
intercept. In general, errors associated with the intercept were found to be larger than the
gradient, particularly for the noisy PL decays of the thinnest ëlms. For this reason, the
gradient will be used in all calculations in the remainder of this chapter.
e same analysis was performed for the 183 nm and 17 nm thick ëlms to obtain anni-
hilation rates of (3.50.4)10 9 cm3 s 1 and (4.00.6)10 9 cm3 s 1 respectively. It
is important to note that the value of the natural decay rate k is not the same for all of
the ëlms, but increases with decreasing ëlm thickness. is applies to all of the polymers
included in this chapter and is due to the thickness dependence of the PL lifetime, which
is the subject of Chapter 8. e good agreement between all three P3HT samples sug-
gests there is little change in the exciton diﬀusion coeﬃcient with ëlm thickness. is is
a surprising result given the variation of k and averaging between all three ëlms gives  =
(3.80.6)10 9 cm3 s 1.
An existing study by Dicker et al. on exciton-exciton annihilation by P3HT using time-
resolved microwave photoconductivity measurements obtained a value of (0.90.8)10 8
cm3 s 1.[180] is is about twice the value I have measured, but the diﬀerences could be
due to the nature of the samples. Dicker et al. used a very low molecular weight P3HT
with about 55 repeat units deposited by drop casting, yielding a more crystalline ëlm.
6.4.1 Eﬀect of Annealing
P3HT is known to self-organise by - stacking to form lamellae structures.[137, 186]
is process is enhanced by the thermal annealing or solvent treatment of ëlms and has
been found to improve solar cell performance.[34, 63, 187] In fact, the natural tendency of
P3HT to form crystalline regions has been reported to aid domain formation in P3HT:PCBM
blends.[52]
An interesting question regarding thermal annealing of P3HT is whether the crystalline
morphology leads to an increase in the exciton diﬀusion length, which in turn contributes
towards the higher performance of annealed devices. To investigate this question, mea-
surements of the exciton-exciton annihilation rate were performed on a thermally annealed
P3HT ëlm. To date there have been no speciëc studies on the impact of thermal annealing
on the exciton diﬀusion coeﬃcient of P3HT.
e absorbance and PL spectra for a pristine and an annealed 180 nm thick P3HT ëlm
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Figure 6.7: A selection of the linearised PL decays for the annealed P3HT ëlm with their
associated ëts.
are shown in Fig. 6.8. e enhanced vibronic structure in the absorbance (Fig. 6.8(a)) and
redshifting of the emission (Fig. 6.8(b)) of the annealed ëlm compared to the pristine one
are both consistent with molecular reorganisation.
As with the pristine P3HT ëlm, the time-resolved PL data for the annealed ëlm were anal-
ysed using Eq. 6.6, with the results displayed in Fig. 6.7. From measurements of the gra-
dient the annihilation rate is calculated to be (4.51.1)10 9 cm3 s 1, which is slightly
higher than the value of (3.50.4)10 9 cm3 s 1 obtained for the pristine ëlm of the same
thickness, but close to the average annihilation rate of all the pristine thin ëlms. ese re-
sults suggest that thermal annealing may have some eﬀect on the diﬀusion of excitons,
though other factors such as the lengthscale of phase separation in the blends used must be
more important.
6.5 Results & Discussion for MEH-PPV
e absorbance and PL spectra for the three MEH-PPV ëlms are shown in Fig. 6.9. As
with P3HT, the absorption at 400 nm is weak so the exciton distribution can be assumed
to be uniform throughout the ëlm.
e PL lifetime of the 51 nm thick MEH-PPV ëlm at excitation intensities below the onset
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Figure 6.8: Absorbance and ìuorescence spectra for the pristine and annealed P3HT ëlms.
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Figure 6.9: Absorbance and ìuorescence spectra for the three MEH-PPV ëlms of varying
thickness.
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with their associated ëts.
of annihilation was 235 ps, giving the decay rate k = 4.24109 s 1. e linearised PL decays
for the 51 nm thick MEH-PPV ëlm are shown in Fig. 6.10. e results of the ëts to the PL
decays from higher excitation densities are shown in Table 6.2, with an average annihilation
rate  of (9.53.7)10 9cm3 s 1 obtained from the gradient values.
n(0) (cm 3) gradient  (cm3 s 1) intercept  (cm3 s 1)
6.51018 7.110 9 6.910 9
4.01018 7.210 9 6.910 9
2.21018 6.310 9 5.710 9
9.21017 1.410 8 8.210 9
5.31017 1.310 8 1.110 8
Average (9.53.7)10 9 (7.72.0)10 9
Table 6.2: Annihilation rates calculated from the gradient and intercept of the linear ëts to
the data in Fig. 6.10.
For the 183 and 31 nm thick ëlms the annihilation rates are calculated to be (8.90.7)10 9
cm3 s 1 and (9.92.9)10 9 cm3 s 1 respectively. Averaging the annihilation rates across
the three ëlm thicknesses yields an overall value for MEH-PPV of (9.52.7)10 9 cm3
s 1. Again, the value of the natural decay rate k increase with ëlm thickness so it is surpris-
ing that there is no signiëcant diﬀerence in the annihilation rates.
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As discussed in Section 6.1 there are several existing studies on exciton-exciton annihilation
in MEH-PPV, though not all of these are quantitative. It is important to also bear in mind
that calculations are usually based on a uniform exciton density, which is an approximation.
Using transient absorption measurements Dogariu et al. obtained an annihilation rate of
1.110 8 cm3 s 1,[167] which is in excellent agreement with the value I have measured.
Nguyen et al. also investigated exciton-exciton annihilation in MEH-PPV using transient
absorption, analysing their data using a time-dependent model.[164] Depending on the
solvent used the morphology of the MEH-PPV ëlm would vary and so would the annihi-
lation rate. us, they obtained time-dependent annihilation rates in the range of (4.3-
35)10 8 cm3 s 1/2, which are much higher than the value I have measured. One possible
reason for this diﬀerence is that the higher resolution of the transient absorption setup used,
enabled the detection of additional fast decay within the ërst 5 ps. It could also be due to
the polymer itself, which was synthesised by the authors and appears to be very sensitive to
processing conditions.
In a report by Amarasinghe et al. on the use of MEH-PPV as the gain media in an
ampliëer,[151] exciton-exciton annihilation was considered as a mechanism for the ob-
served gain saturation at high excitation densities. ey obtained an annihilation rate of
(31)10 9 cm3 s 1 by ëtting to the data, which is perhaps the lowest value yet reported.
It is possible that the actual value was underestimated as an exciton lifetime of 140 ps was
used in the calculation, which appears short for a thick ëlm. is work is a good example of
how relevant measurements of the exciton-exciton annihilation rate are to the understand-
ing and development of polymers as gain media.
Lewis et al. used time-resolved ìuorescence measurements to investigate exciton-exciton
annihilation,[47] reporting a value of (2.80.5)10 8 cm3 s 1 for the actual rate. How-
ever, a range of annihilation rates were obtained from the measurements with  1.510 9
cm3 s 1 for the highest excitation density used, which is close to the value reported in this
thesis.
6.6 Results & Discussion for F8BT
e absorbance and PL spectra for the three F8BT ëlms used are shown in Fig. 6.11. e
PL lifetime at low intensity was measured to be 900 ps, giving a decay rate k = 1.1109
s 1. A selection of the linearised PL decays for the 44 nm thick ëlm are shown in Fig.
6.12, with the associated values for the annihilation rates obtained from the gradient and
intercept displayed in Table 6.3. ese are in excellent agreement with each other with
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an average value for the annihilation rate of (1.60.2)10 9 cm3 s 1 obtained from the
gradients.
e same analysis was performed on the PL decays of the 120 nm and 11 nm thick ëlms,
giving annihilation rates of (1.50.2)10 9 cm3 s 1 and (1.50.3)10 9 cm3 s 1 re-
spectively. us, the average annihilation rate across all three ëlms is (1.50.3)10 9 cm3
s 1, which is lower than the values obtained for both MEH-PPV and P3HT. No ampliëed
spontaneous emission was observed from the 120 nm F8BT ëlm.
n(0) (cm 3) gradient  (cm3 s 1) intercept  (cm3 s 1)
9.51018 1.510 9 1.510 9
5.11018 1.310 9 1.210 9
2.51018 1.810 9 1.810 9
1.31018 1.610 9 1.610 9
5.41017 1.810 9 1.410 9
2.61017 1.710 9 9.610 10
Average (1.60.2)10 9 (1.40.3)10 9
Table 6.3: Annihilation rates calculated from the gradient and intercept of the linear ëts to
the data in Fig. 6.12.
Exciton-exciton annihilation was previously investigated in F8BT by Stevens et al., using
a combination of transient absorption and steady-state PL measurements.[163] ey ob-
served that singlet excitons were the only species in F8BT with an annihilation rate of
1.510 9 cm3 s 1, which is in excellent agreement with the results presented in this thesis.
is supports the reliability of the data for this polymer but also the data for P3HT and
MEH-PPV, which were measured using the same experimental setup and excitation spot.
As touched on earlier, the assumption of uniform excitation density across the excitation
area can be a signiëcant source of error, so annihilation measurements are better suited for
relative comparisons between materials measured under the same conditions.
Stevens et al. also reported that a signiëcant amount of annihilation at high excitation
densities occurred via a Förster interaction, as they detected a fast initial component in the
exciton population decay. It is possible that due to the sub-picosecond temporal resolution
they were able to resolve additional fast decay, but the consistency of the F8BT data in
this chapter across a range of excitation densities rules out the presence of any additional
excitation density dependent process.
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Figure 6.11: Absorbance and ìuorescence spectra for the three F8BT ëlms of varying thick-
ness.
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Figure 6.12: A selection of the linearised PL decays for the 44 nm thick F8BT ëlm with
their associated ëts.
6.7 Results & Discussion for PFOBT
Both F8BT and PFOBT are copolymers of ìuorene and benzothiadazole, with the F8BT
chain consisting of alternating monomers and the PFOBT containing nine ìuorene repeat
units for each benzothiadazole (see Fig. 3.4 and 3.5). ese polymers have proved to have
attractive gain characteristics, due to their long exciton lifetime.[41, 159]
Although they share the same component monomers, they have signiëcantly diﬀerent ab-
sorbance spectra. at of PFOBT (see Fig. 6.13) is dominated by a peak at 380 nm,
which is the same as that of pure PFO, with a shoulder for the F8BT chromophore. is
is consistent with the 9:1 ratio of the components in its molecular structure, which would
result in both conjugated PFO segments and F8BT chromophores.
In contrast, the absorbance of F8BT (see Fig. 6.11(a)) is distinct from that of PFO with no
shared features. e emission from F8BT and PFOBT are the same (Fig. 6.11(a) and 6.13),
supporting the view that both polymers share the same chromophore. It also indicates
that in PFOBT, though both the PFO and F8BT are absorbing photons, all the generated
excitons are being transferred to the F8BT chromophore.
e measurement of the annihilation rate of PFOBT was performed separately from that
of the other polymers and there are some associated diﬀerences in the experimental setup.
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Figure 6.13: Absorbance (solid line) and ìuorescence (dashed line) spectra for the 47 nm
thick PFOBT ëlm.
e 400 nm excitation was delivered at a lower rate of 5 kHz and the beam spot size was
measured to be 670 m. e PL lifetime was measured to be 1250 ps at low excitation
density by swapping the excitation source to the output of the Spectra-Physics Mai-Tai
Ti:sapphire oscillator. e linearised PL decays and their ëts are shown in Fig. 6.14.
ere is very good agreement between the annihilation rates calculated from the gradi-
ents and those from the intercepts. Taking the average of the gradient values we obtain
(1.50.1)10 9 cm3 s 1, which is the same value as was measured for F8BT.is is some-
what surprising as exciton diﬀusion would be expected to be slower in PFOBT due to the
increased dilution of the chromophores between higher energy PFO segments. Excitons
would therefore have to hop further between sites, thus resulting in a decrease of the diﬀu-
sion coeﬃcient.
e measurement of the same annihilation rate for F8BT and PFOBT would suggest that
the increased dilution of the chromophore in PFOBT is not enough to reduce exciton
diﬀusion. is is not supported by measurements of the PL lifetime in thick ëlms, which
reveal a PL decay lifetime of 3.4 ns for PFOBT [188] and 1.2 ns for F8BT. Longer PL
lifetimes are consistent with slow diﬀusion and trapping of excitons.
e annihilation rate of PFOBT has been previously measured by Amarasinghe et al. in
a 409 nm thick ëlm, by ëtting to the PL decay across a range of excitation intensities,
obtaining a value of (43)10 10 cm3 s 1.[41] is is consistent with reduced exciton
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Figure 6.14: Linearised PL decays and their associated ëts for the 47 nm PFOBT ëlm.
n(0) (cm 3) gradient  (cm3 s 1) intercept  (cm3 s 1)
3.21018 1.510 9 1.410 9
2.11018 1.410 9 1.410 9
9.41017 1.610 9 1.610 9
3.81017 1.510 9 1.410 9
1.51017 1.310 9 1.210 9
Average (1.50.1)10 9 (1.40.2)10 9
Table 6.4: Annihilation rates calculated from the gradient and intercept of the ëts to the
data in Fig. 6.14.
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diﬀusion compared to F8BT.
One possible explanantion for the discrepancy in themeasured annihilation rates for PFOBT
is the quality of the polymer batch used. e measurements by Amarasinghe et al., Turn-
bull et al.[188] and in the rest of this thesis were all performed using the same polymer
batch (06H096A), with a diﬀerent batch (08G009A) used for the annihilation measure-
ments presented in this chapter. Looking at the batch characteristics in Section 3.1, the
PFOBT used for this study contained a high metal content of 44 ppm, which could result
in increased inter-system crossing. is would explain the relative short PL lifetime of 1250
ps measured for the PFOBT ëlm used in this experiment.
6.8 Comparison with the Results from Surface Quenching
As previously mentioned in Section 6.1, the annihilation rate  is related to the diﬀusion
coeﬃcient D by  = 4RaD, where Ra is the annihilation radius. Provided there are no
large diﬀerences in the value of Ra between organic semiconductors, polymers with higher
annihilation rates should also have faster diﬀusion coeﬃcients.
For P3HT, MEH-PPV and F8BT the diﬀusion coeﬃcient has been measured with the
surface quenching technique and can be used together with the measurements of the anni-
hilation rate to calculate the value of Ra. e diﬀusion coeﬃcients, annihilation rates and
annihilation radii for the three polymers are summarised in Table 6.5.
Polymer  (cm3 s 1) Ra (nm) D (cm2 s 1)
P3HT (3.80.6)10 9 1.70.4 (1.80.3)10 3
MEH-PPV (9.52.7)10 9 2.00.3 (3.90.3)10 3
F8BT (1.50.3)10 9 9.23.4 (1.30.4)10 4
Table 6.5: Summary of the annihilation rates  and diﬀusion coeﬃcients D of P3HT,
MEH-PPV and F8BT, with the calculated annihilation radii Ra.
e trend in the annihilation rates is consistent with the results from the surface quench-
ing measurements: exciton diﬀusion is fastest in MEH-PPV, followed by P3HT and F8BT.
Agreement between exciton diﬀusion coeﬃcient and annihilation rate for P3HT andMEH-
PPV, is obtained for annihilation radii of 1.70.4 nm and 2.00.3 nm respectively. How-
ever, for F8BT the calculation yields an annihilation radius of 9.23.4 nm, which is very
large.
e diﬀusion coeﬃcient and annihilation rate for F8BT are in good agreement with the
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values reported by Stevens et al.,[163] who also calculated the annihilation radius to be 4
nm. However, they assumed that  = 8RaD, which accounts for the apparent discrepancy
between our calculations. is form of the equation would apply to annihilation between
two identical reagents where both are lost in the process.[172] However, if the reaction
leads to the loss of one of the two interacting species, as occurs in singlet exciton-exciton
annihilation, then the rate is halved and  = 4RaD.
e large annihilation radius calculated from the data in Table 6.5 could be explained if a
proportion of exciton-exciton annihilation in F8BT were resulting in the formation of free
charges rather than singlet excitons. e free charges would interact with singlet excitons,
resulting in further loss of emission. It is also possible that charges are generated during
the initial photoexcitation of the polymer. Both types of charge generation would result
in an overestimation of the annihilation rate but would not inìuence the results of the
surface quenching experiment. However, the work by Stevens et al. indicated that singlet
excitons were the predominant excited state of F8BT. It is therefore possible, as Stevens et
al. calculated, that F8BT has a large annihilation radius due to strong overlap of the excited
state emission with the excited state absorption.
e value of the annihilation radius is generally assumed to be on the order of 1 nm for
organic semiconductors,[115, 121, 180, 182, 184, 185] which is a typical hopping dis-
tance. However, there are reports, including the aforementioned Stevens et al., where the
annihilation radius has been calculated.
King et al. calculated the annihilation radius of the polyìuorene PF2/6 from the spectral
overlap of the singlet excited state to be 1.10.5 nm. e authors observed that the short
annihilation radius was inconsistent with fast exciton-exciton annihilation and that perhaps
the size of the exciton delocalisation was more important.
An upper estimate for the annihilation radius Ra of MEH-PPV was calculated by Lewis et
al. using the relationship
Ra = a

Re
Rg
 3
2
; (6.10)
where a is the average hopping distance, Re and Rg are the Förster radii for transfer to an
excited chromophore and ground state chromophore respectively. Using Re/Rg = 4 with a
1 nm hopping distance an upper estimate for the annihilation rate of 8 nm was calculated.
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6.9 Conclusions
Measurements of the exciton-exciton annihilation rate are a powerful technique for investi-
gating exciton diﬀusion in organic semiconductors, particularly when used in combination
with the results from surface quenching experiments.
In the case of P3HT, the measured annihilation rate of (3.80.6)10 9cm3 s 1 is in agree-
ment with the diﬀusion coeﬃcient of (1.80.3)10 3cm2 s 1 obtained from the surface
quenching experiment in Chapter 5 for an annihilation radius of 1.70.4 nm. ermal
annealing was found to have little impact on the annihilation rate, indicating that the in-
creased crystallinity does not greatly change the exciton diﬀusion characteristics of P3HT.
e annihilation rate in MEH-PPV was found to be the highest of all of the materials pre-
sented in this chapter at (9.52.7)10 9cm3 s 1. Similarly, the diﬀusion coeﬃcient of
(3.90.3)10 9cm2 s 1, measured in Chapter 5 was also the highest amongst the three
polymers, together yielding an annihilation radius of 2.00.3 nm. Both the results from
exciton-exciton annihilation and surface quenching show that out of the polymers studied
in this chapter, exciton diﬀusion is fastest in MEH-PPV, indicating that it has been pre-
viously underestimated.[42, 44] MEH-PPV is a popular material for a range of optoelec-
tronic devices, including lasers and ampliëers,[189, 190] which operate at high excitation
densities. ese results indicate that the performance of MEH-PPV in these devices will be
limited by losses to exciton-exciton annihilation.
e annihilation rate of F8BT was measured to be (1.50.3)10 9cm3 s 1, which is con-
sistent with a previous literature report.[163] Both the annihilation rate and the surface
quenching data agree in that exciton diﬀusion is signiëcantly slower in F8BT than both
P3HT and MEH-PPV. However, reconciling the diﬀusion coeﬃcient with the annihila-
tion rate requires a large annihilation radius, which would be consistent with a long range
dipole-dipole interaction.
Measurement on the copolymer PFOBT resulted in the same annihilation rate as for the
structurally similar F8BT, which is surprising given the relative dilution of the chromophores
in PFOBT. e unusually short PL decay for the batch of PFOBT used, compared to oth-
ers, could be explained by an increase in the rate of intersystem crossing due to an unusually
high metal content in that particular batch.
An important result derived from themeasurements on P3HT,MEH-PPV and F8BT across
three diﬀerent ëlm thicknesses was that the annihilation rate remained largely unchanged
despite the PL lifetime of the ëlms varying. is indicates that exciton diﬀusion is not very
sensitive to changes in morphology that may occur with decreasing ëlm thickness. is
Chapter 6. Exciton-Exciton Annihilation in Conjugated Polymers
observation will be revisited in Chapter 8, which will focus on the thickness dependence of
the PL lifetime in conjugated polymers.
CHAPTER 7
Exciton-Exciton Annihilation in Mixed Phase
Polyøuorene Films
7.1 Introduction
e ability to tune the properties of conjugated polymers by modiëcation of their chemical
structure oﬀers enormous potential for tailoringmaterials to speciëc applications. However,
even without chemical modiëcation it is possible to alter a polymer’s properties through
control of its morphology and conformation via processing.[147, 191, 192] e polymer
poly(9,9-dioctylìuorene) (PFO) forms glassy amorphous ëlms, but it can also adopt a more
rigid conformation with enhanced planarity and conjugation length, called the -phase,
under speciëc processing conditions.
e work presented in this chapter was part of a collaboration with Prof. Guillermo Bazan
and Dr Jeﬀrey Peet at the University of California, Santa Barbara who developed a novel
and simple method for tuning the -phase content in PFO ëlms by using an additive in
the precursor solutions. Using this method ëlms were made with 6-42% -phase , which
were characterised as part of an investigation into this new technique. Time-resolved mea-
surements of ìuorescence were used to measure the exciton-exciton annihilation rate and
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determine the impact of the chain conformation on the exciton diﬀusion.
7.2 The-Phase Conformation of PFO
e -phase of PFO is an ordered planar molecular conformation consisting of backbone
monomers with sidechains of alternating orientation with respect to their neighbours as
illustrated in Fig. 7.1.[146, 193, 194]
H17C8 C8H17
H17C8 C8H17
H17C8 C8H17
Figure 7.1: e conformation of the -phase chains.
is distinct phase results in a signiëcant change in the absorption spectrum with the emer-
gence of an additional peak at 437 nm and associated vibronic structure superimposed with
the glassy phase PFO absorption (see Fig. 7.2). is is accompanied by a redshifting of the
emission compared to the glassy phase PFO with clear vibronic structure, a reduced Stokes
shift and lower Huang-Rhys factors.[195, 196]ese spectral features are all consistent with
strong molecular ordering and an increase in the conjugation length. Estimates place the
conjugation length of the glassy phase at 12 repeat units and that of the -phase as high
as 30 repeat units.[144, 194, 197, 198]
e absorption spectrum of the -phase can be isolated from that of a mixed-phase ëlm by
ërst normalising the absorption of a pure glassy phase ëlm to the absorption of a mixed-
phase ëlm at 354 nm, where there is no -phase absorption. Subtracting the glassy phase
spectrum from that of themixed-phase ëlm,[199] leaves the absorption of the -phase. is
is plotted in Fig. 7.3 with the -phase emission spectrum, conërming there is signiëcant
spectral overlap and a small Stokes shift.
It has been observed that even in ëlms with very small concentrations of the -phase, it
dominates the emission,[200] which is consistent with very eﬃcient energy transfer from
the glassy phase to the -phase. Khan et al. obtained a Förster radius of 8.2 nm for energy
transfer between the glassy and the -phase by ëtting to time resolved photoluminescence
(PL) decays of ëlms containg 25 % -phase.[196] As the absorption of the glassy phase
is blue-shifted compared to that of the -phase, there will be less spectral overlap with the
-phase excited state so back transfer from the -phase to the glassy phase will be slower
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Figure 7.2: Absorbance (solid lines) and PL (dashed lines) of a glassy phase PFO ëlm and
one containing -phase.
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Figure 7.3: e absorption (solid line), after subtraction of the glassy phase contribution,
and emission (dashed line) spectra of -phase PFO.
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than to the -phase. erefore, once excitons migrate to the -phase they are likely to stay
there, which explains why there is no glassy phase emission from mixed phase ëlms. e
short range of Förster transfer also indicates that the -phase must be dispersed throughout
the ëlm.
Studies on single molecules [201] and dilute solutions [202] both conërmed that the -
phase can exist as an isolated molecule and that the emission is from an intrachain excited
state. is is an important result as it suggests that the creation of the -phase is not the
result of a co-operative process between -phase chains. ough the exact mechanism for
-phase formation is unknown, the application of mechanical stress to the backbone from
the surrounding environment is believed to be an important factor,[197, 201] resulting in
planarisation of the chain.
ere are multiple methods for inducing the -phase conformation in PFO ëlms. Slow
thermal cycling down to 80 K and back to room temperature has been shown to result in
25% conversion to the -phase.[146] is was the ërst method discovered for inducing
-phase formation,[193] but it oﬀers little control over the ënal ëlmmorphology. Exposure
to solvent vapours, typically those of toluene, is known to produce ëlms with up to 40%
-phase, but again this process is diﬃcult to control.[144, 200]e exposure to the solvent
causes the ëlm to swell, providing the necessary mechanical stress for the PFO chains to
adopt the -phase conformation.
It is also possible to induce -phase formation in spin-coated ëlms by the choice of solvent
used for spin-coating. is has the advantage that post-processing of the ëlms is not re-
quired, thus simplifying the procedure. Khan et al. showed that ëlms made from solutions
with high boiling point solvents contained higher fractions of -phase conformation (up
to 25%) than those from low boiling point solvents.[196] ough it was possible to vary
the -phase content by the choice of solvent, not all solvents oﬀered consistent results and
none gave ëlms with very high -phase content.
I
I
Figure 7.4: e molecular structure of the high boiling point solvent 1,8-diiodooctane
(DIO).
A more elegant approach that oﬀers ëne control of the ënal -phase fraction in the ëlm
has been demonstrated by Peet et al., using mixtures of dissimilar solvents.[199] By adding
varying quantities of a high boiling point additive such as 1,8-diiodooctane (DIO) (see Fig.
7.4 for the chemical structure), which is a poor solvent for PFO, to a good solvent such
107
as toluene or xylene it is possible to control the ënal fraction of the ëlm in the -phase
conformation up to a maximum of 45%. Upon spin-coating the lower boiling point
solvent rapidly evaporates, but the ëlm is still wet with the additive, which in the case of
DIO takes 48 hours to fully evaporated. By measuring the absorption of the ëlm as it dried,
Peet et al. observed that the emergence of the -phase occurred when the low boiling point
solvent had evaporated. ey suggested that the resulting shift in solvation was responsible
for applying stress to the PFO chains and inducing the planar chain conformation of the
-phase. It is this last method that was used in this work.
7.3 Exciton-Exciton Annihilation and Diﬀusion in PFO
As an eﬃcient blue emitter there is signiëcant interest in PFO as a material for OLED
[203, 204] and laser [205–207] applications. e presence of -phase in PFO ëlms has
been shown to improve the performance of OLEDs [199] and alter the emission from PFO
lasers,[208] demonstrating the potential beneëts of conformation control. e aim of this
work is to explore how exciton diﬀusion in PFO depends on the amount of -phase present,
and while there have been multiple investigations into exciton diﬀusion in the glassy phase,
there have been no quantitative investigations into exciton diﬀusion in the -phase. It
also provides an opportunity to explore the relationship between chain conformation and
exciton diﬀusion.
Stevens et al. used steady-state photoluminescence (PL) and transient absorption spec-
tra and dynamics to investigate exciton-exciton annihilation in PFO and F8BT.[163] In
PFO exciton-exciton annihilation was measured to be 2.510 8 cm3 s 1 with no time-
dependence. Assuming an annihilation radius Ra of 1 nm, they calculated the diﬀusion
coeﬃcient D to be 2.010 2 cm2 s 1, one of the highest values ever reported for a conju-
gated polymer. However, they also observed that when the excitation ìuence was increased
beyond the point where the ground state was depleted (100 J cm2), there was still a rise
in photoinduced absorption. ey attributed this to secondary excitation of the singlet ex-
citons to a higher energy excited state, which had a higher probability of forming charged
or triplet states.
e diﬀusion coeﬃcient of PFO was measured by Lyons & Monkman by doping a PFO
ëlm with tetraphenyl porphyrin and measuring the steady-state ìuorescence of the por-
phyrin as a function of dopant concentration and temperature.[209] e intensity of the
porphyrin’s ìuorescence was analysed in terms of exciton diﬀusion in the PFO and energy
transfer to the dopant, with a diﬀusion coeﬃcient of 1.4410 2 cm2 s 1 obtained for
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PFO.
ere has been some debate on the relative proportion of photogenerated species in PFO
and their contributions towards the singlet exciton-exciton annihilation rate. Korovyanko
& Vardeny used photoinduced absorption and transient absorption to compare the forma-
tion of excitons and polarons in glassy and -phase PFO at high excitation densities.[178]
ey observed that ëlms containing -phase conformation PFO exhibited near equal levels
of polaron and singlet exciton formation, which was not the case in purely glassy phase
ëlms. A large polaron population would have to be accounted for in the analysis of exciton
annihilation data as an additional annihilation interaction.
However, more recent studies of exciton annihilation using photoinduced absorption have
not observed signiëcant polaron formation in PFO.[165] King et al. measured a time de-
pendent annihilation rate with an initial value of 2.510 8 cm3 s 1 which decreased to
become 110 8 cm3 s 1 after 20 ps.[165] It was also observed that singlet-singlet an-
nihilation was the dominant process in contrast to the work of Korovyanko & Vardeny.
In general, transient absorption measurements can be diﬃcult to interpret as a variety of
excited states are probed and need to be identiëed. An advantage of time-resolved ìuores-
cence measurements is that they speciëcally target the singlet exciton population, which is
the origin of the emission.
To summarise, there is good agreement between the published exciton annihilation rates
and diﬀusion coeﬃcients of glassy phase PFO, which are in the range of (1-2.5)10 8 cm3
s 1 and (1.44-2)10 2 cm2 s 1 respectively. is provides an eﬀective benchmark upon
which the results from this chapter can be compared.
7.4 Experiment
7.4.1 Film Preparation
Details of the batch of PFO used for this experiment can be found in Section 3.1. e
preparation of PFO ëlms containing varying amounts of chains in the -phase was achieved
using solventmixtures as described by Peet et al.[199] PFO solutions with a concentration of
5 mg/ml were made with toluene and a volume fraction of the additive diiodooctane (DIO)
varying between 0.25% and 16%. is is a high boiling point additive that is a poor solvent
for PFO, but in the low concentration mixtures just described, does not appear to prevent
solvation e solutions were stirred overnight at 50 C and ëltered through a 45m pore
ëlter.
109
e solutions were then spin-coated onto fused silica substrates at 1400 rpm in the nitrogen
atmosphere of the glovebox. As it has a boiling point of 170 C, the DIO remains in the
ëlm long after the toluene has evaporated and it is necessary to leave the ëlm to dry in the
glovebox for two days after spinning to ensure it has fully evaporated.
7.4.2 Time-Resolved Photoluminescence Setup
e experimental setup used for the time-resolved photoluminescence measurements is the
same as was described in Section 6.3.2 and shown in Fig. 6.3. with a few diﬀerences in
the excitation sources. For low excitation densities, the 80 MHz output from the Spectra-
Physics Mai-Tai Ti:sapphire oscillator was used after frequency doubling to 400 nm. High
excitation densities were obtained with a Spectra-Physics Hurricane ampliëer to give pulses
of 800 nm wavelength and 100 fs duration at 5 kHz, which were also frequency doubled
to give the required 400 nm.
Spot size was measured with a LaserCam IIID beam proëler with diameters for the 80MHz
and 5 kHz beams of 245 m and 670 m respectively at 1/e2 of the peak intensity. As
discussed previously in Chapter 6, the size of the excitation spot is crucial to the calculation
of the annihilation rate and is a signiëcant source of error as the excitation density is assumed
to be uniform throughout the spot.
Each ëlm was excited over a range of excitation intensities with the PL decay measured at
each intensity. e beam power was measured with a Coherent FieldMaster powermeter.
Emission from the ëlms was collected with a Chromex Spectrograph over the wavelength
range of 415-550 nm and relayed to the Hamamatsu streak camera. Filters blocked any
residual 400 nm excitation, though the strong absorbance at this wavelength by the PFO,
results in little transmission. e decay of the photoluminescence was measured over short
(Range 2 - 100 ps window, see Section 3.3.1) and long time ranges (Range 5 - 1000 ps
window), which were then combined to ensure that both the fast and long lived components
were resolved.
7.5 Results & Discussion
7.5.1 Film Characterisation
e absorbance spectra for a selection of the ëlms are shown in Fig. 7.5. All of the
ëlms spin-coated from DIO-containing solutions exhibited an additional peak at 435
Chapter 7. Exciton-Exciton Annihilation in Mixed Phase Polyîuorene Films
325 350 375 400 425 450 475
0.0
0.2
0.4
0.6
0.8
1.0
A b
s o
r b
a n
c e
 ( a
. u
. )
Wavelength (nm)
DIO Concentration
 0%
 0.25%
 0.5%
 2%
 4%
 16%
Figure 7.5: e absorption spectra for PFO ëlms produced from solutions containing vary-
ing concentrations of the additive DIO.
nm, which increased in magnitude with the proportion of DIO in the precursor solutions.
ere is also an overall redshifting of the     absorption band and a gradual emergence
of vibronic structure with increasing concentrations of the DIO additive. All these changes
are caused by the presence of -phase PFO in the ëlms, the quantity of which increases
with DIO concentration.
It is possible to calculate the proportion of the ëlm in the -phase from the absorption
spectrum by subtracting the absorption of the glassy phase, as described earlier in Section
7.2. e spectra of a mixed phase ëlm, a normalised glassy phase and the resulting -phase
are shown in Fig. 7.6. Taking the ratio of the separately integrated absorption spectra of
the isolated -phase and mixed-phase, gives the fraction of the -phase in the mixed-phase
ëlm. By performing this calculation with the absorption spectra of all the ëlms spin-coated
from DIO-containing solutions, the relationship between the additive concentration and
the resulting -phase fraction can be determined.
e change in -phase fraction with the concentration of the DIO additive, shown in Fig.
7.7, reveals that this method is most sensitive for concentrations <4%, with diminishing
returns on anything beyond this. is degree of control is a signiëcant advantage of this
process over thermal cycling and solvent vapour exposure.
e emission spectra for the glassy PFO, the lowest (6%) and highest (42%) -phase frac-
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Figure 7.6: e absorbance spectra of a mixed-phase PFO ëlm (solid line) with that of a
glassy ëlm normalised to the absorbance of the mixed phase ëlm at 354 nm (dotted line).
Subtracting the glassy phase spectrum leaves the absorbance of the -phase (dashed line).
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Figure 7.7: Fraction of PFO ëlms in the -phase conformation as a function of the DIO
concentration in the precursor solution.
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Figure 7.8: Emission spectra of the glassy PFO and the lowest and highest -phase fraction
ëlms. Excitation was at 380 nm.
tion ëlms are shown together in Fig. 7.8. ere is a signiëcant redshifting of the emission
for ëlms containing even a small quantity of the -phase and more vibronic structure. Even
with only 6% -phase, there is no emission from the glassy phase and this is consistent with
very eﬃcient energy transfer to the -phase. Increasing the -phase fraction up to 42% re-
sults in a small additional redshift, with some narrowing of the peaks, but with no change
to the structure. is suggests that even in the higher fraction ëlms the emission is still
from the same intrachain excited state and that there is little, if any, aggregation.
e characteristics of each ëlm used in the experiment presented in this chapter are sum-
marised in Table 7.1. In the case of the peak absorption the value for the overall spectra
is shown with the value for solely the -phase in brackets. ese conërm the observation
that there is little added beneët for ëlms processed from solutions containing more than
4% DIO.
Film thicknesses were measured with a Veeco Dektak 150 surface proëler as described in
Section 3.4.3 and found to be in the range of 40-60 nm. As the ëlm morphology varies
between each ëlm, due to the diﬀerent -phase concentrations, ellipsometry is unsuitable
because each concentration would require its own optical model.
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DIO Conc. (%)  Content (%) Peak Abs. (nm) 0-0 Emission (nm)
0 0 393 423
0.25 5.8 398 (433) 437
0.5 15.6 400 (435) 438
1 21.7 401 (436) 439
2 27.4 403 (437) 439
4 35.7 405 (437) 440
8 39.3 405 (437) 440
16 42.1 405 (437) 440
Table 7.1: Summary of the characteristics of the PFO ëlms used for this work. e “Peak
Abs.” column lists the peak wavelength of the mixed-phase ëlm’s absorption with the peak
of the isolated -phase in brackets.
7.5.2 Energy Transfer in Mixed-Phase PFO
Energy transfer plays a critical role in the photophysics of mixed-phase PFO ëlms as even
when present in low concentrations the -phase dominates the PL emission (see Fig. 7.8).
As introduced in Section 2.6, the rate of energy transfer kET between a donor and acceptor
molecule separated by a distance r is described by the Förster equation
kET =
1


R0
r
6
; (7.1)
where  is the lifetime of the excited state of the donor andR0 is the Förster radius.[107]e
Förster radius corresponds to the donor-acceptor separation for which half of the energy is
transferred. e r 6 roll-oﬀ means that the eﬃciency rapidly decreases for distances greater
than R0, so energy transfer can be used as a means of probing nanometre-scale distances.
Using the absorbance and emission spectra of the glassy and -phase it is, therefore, possible
to calculate the Förster radius for energy transfer between the diﬀerent conformations. e
method used to perform this calculation for ëlms is presented in Section 3.2.4. As the -
phase occupies a reduced volume of the ëlm a modiëcation is required to the calculation
of the chromophore concentration c, given by Eq. 3.7, so that it becomes
c = 1000

Mc
; (7.2)
where  is the ëlm density (assumed to be 1 g cm 3),  is the fraction of the ëlm in the
-phase conformation andMc is the molecular weight of a chromophore. e ëlm with the
highest -phase fraction of 42%was used to perform the calculation of the molar extinction
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coeﬃcient , using the absorbance at 435 nmwhere there is no glassy phase absorption. e
chromophore weight Mc was calculated assuming a conjugation length of 30 repeat units
for -phase PFO.[144, 194, 197] e ëlm thickness, which was measured to be 52 nm,
was used as the path length l, giving a peak extinction coeﬃcient at 435 nm of 1.07106
M 1 cm 1. is value is higher than the peak molar extinction coeﬃcient of glassy phase
PFO, which was calculated to be 9.08105 M 1 cm 1 at 385 nm for a chromophore of
12 repeat units.
To calculate the Förster radius, using Eq. 3.5, a value of 55% was used for the -phase
PLQY [200] and a refractive index n of 2, measured in glassy PFO ëlms using ellipsometry
(see Fig. 3.15). is gave a Förster radius of 5.4 nm for energy transfer between -phase
chromophores. Repeating the calculation with a glassy phase donor with a PLQY of 53%
[200] and a -phase acceptor, the Förster radius was also estimated to be 5.4 nm. is
is signiëcantly less than the Förster radius of 8.2 nm for energy transfer from the glassy
phase to the -phase that was obtained by Khan et al. from ëtting to PL decay kinetics of
mixed-phase PFO ëlms.[196]e diﬀerence may be due to the analysis of their data; energy
transfer was assumed to be solely responsible for the transfer of excitations but this process
could have been enhanced by exciton diﬀusion, which was not included. Nonetheless, 5.4
nm is still a very large Förster radius, which would indicate very eﬃcient energy transfer.
When the calculation is repeated for energy transfer to the glassy phase, Förster radii of 4.0
nm and 3.7 nm are obtained for glassy and -phase donors respectively. ese calculations
show why energy transfer to the -phase is so eﬃcient and why there is little, if any, energy
transfer from the -phase back to the glassy phase.
7.5.3 Time-Resolved Photoluminescence Measurements
As described previously in Chapter 6, the singlet exciton population over time n(t) and,
thus, the PL decay can be described by the rate equation
dn(t)
dt
=  k n(t)  (t)n2(t); (7.3)
where k is the decay rate below the onset of annihilation and  is the annihilation rate. e
annihilation rate can be time-dependent in systems where exciton diﬀusion is limited by the
system’s geometry. For example, where exciton diﬀusion is only possible in one direction
there will be a rapid decrease in the annihilation rate once excitons have interacted with their
nearest neighbours as any further interactions will require them to diﬀuse a greater distance.
Increasing the dimensionality reduces the time-dependence as the average separation scales
more slowly than in the one-dimensional case, with no expected time dependence for two
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or three dimensional exciton diﬀusion.[183]
e analysis assumes that each absorbed photon results in the generation of a single exciton
and that there is no sequential excitation, which is the absorption of a photon by a singlet
exciton. Sequential excitation was reported by Stevens et al. [163] in ëlms excited with
ìuences of 100 J cm2, which is signiëcantly more than the maximum ìuence of 30
J cm2 used in the present work.
e time resolved PL decays for the glassy PFO ëlm (integrated over 415-440 nm) and the
6% and 42% -phase ëlms (both integrated over 425-450 nm) are shown in Fig. 7.9, 7.10
and 7.11 respectively. At low excitation densities, the PL decays are close to exponential in
this spectral region, whereas at longer wavelengths the emission is not exponential due to
strong exciton migration to low energy sites.[144]
e PL decays for the ëlms shown in Fig. 7.9-7.11 all display a signiëcant increase in
the decay rate with increasing excitation density (as did the remainder of the mixed-phase
ëlms, which are not shown) and is consistent with the presence of exciton-exciton annihi-
lation. Ampliëed spontaneous emission was not observed because the ëlms were too thin
to support waveguiding of the emission. In all of the ëlms, the onset of exciton-exciton
annihilation occurred at an excitation density of 11017 cm 3, which is consistent with
previous reports.[163, 165]
At low excitation densities the PL decay of the PFO ëlm with 6% -phase is slower than
that of the pure glassy phase ëlm (see Fig. 7.9 and 7.10). As the -phase fraction of the
ëlm increases the PL decays faster with the trend shown in Fig. 7.12. is observation
is consistent with the trapping of excitons on chains in the -phase conformation due to
reduced exciton diﬀusion between chains.
Trapping of excitons on -phase chains would be expected to introduce time-dependence to
the annihilation rate as excitons would be able to interact rapidly with any adjacent excitons,
but the reduced diﬀusion would mean subsequent interactions with farther excitons would
be slower. e best ëts to the data with Eq. 7.3 are shown in Fig. 7.9-7.11 as solid
lines, where obtained with a time-independent annihilation rate. is implies that exciton
diﬀusion within each phase is three dimensional or that perhaps any time-dependence of
the exciton diﬀusion is occurring faster than the streak camera is able to resolve.
e ëts to the glassy PFO ëlm, shown in Fig. 7.9, yield an average annihilation rate of
(1.50.1)10 8 cm3 s 1, consistent with the 2.510 8 cm3 s 1 reported by Stevens et al.
from steady state PL and 110 8 cm3 s 1 measured by King et al. for t > 20 ps.[163,
165]
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Figure 7.9: Time resolved PL decays for the glassy PFO ëlm for a range of excitation den-
sities. Fits to the data, represented by the solid lines, were achieved using Eq. 7.3.
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Figure 7.10: Time resolved PL decays for the 6% -phase PFO ëlm for a range of excitation
densities. Fits to the data, represented by the solid lines, were achieved using Eq. 7.3.
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Figure 7.11: Time resolved PL decays for the 42% -phase PFO ëlm for a range of exci-
tation densities. Fits to the data, represented by the solid lines, were achieved using Eq.
7.3.
Compared with the values measured in Chapter 6 for a range of conjugated polymers, PFO
has the highest exciton-exciton annihilation rate, though at (9.52.7)10 8 cm3 s 1 the
value for MEH-PPV is very close and within the error margin. What is also interesting is
that the annihilation rates of the two ìuorene copolymers, F8BT and PFOBT, are an order
of magnitude lower at 1.510 9 cm3 s 1, suggesting that the BT units act as an eﬃcient
exciton trapping site.
e diﬀusion coeﬃcient was calculated from the exciton-exciton annihilation rate, us-
ing Eq. 6.1 and assuming an annihilation radius Ra of 1 nm [163, 165] to give D =
(1.20.1)10 2 cm2 s 1. Taking the PL lifetime of a thick PFO ëlm of 250 ps, the exci-
ton diﬀusion length was calculated using Eq. 6.8 to be 17.30.7 nm, which is the longest
value amongst all of the polymers included in this thesis.
Fitting to the PL decay data of the 6% -phase ëlm, an annihilation rate of (1.70.2)10 8
cm3 s 1 was obtained, which is a small increase on the value measured in the glassy phase
PFO.is is a surprising result, as for a small fraction of -phase a reduction in themeasured
annihilation rate would be expected, due to the strong possibility of exciton trapping. is
is supported by the fact that at low excitation densities the exciton lifetime is longer in ëlms
containing small quantities of -phase than it is in the glassy phase (see Fig. 7.12).
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Figure 7.12: PL lifetime of the mixed-phase PFO ëlms as measured by ëtting with a single
exponential. e PL lifetime of the glassy phase ëlm is represented by an open circle.
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Figure 7.13: e annihilation rate as a function of the -phase fraction in mixed-phase
PFO ëlms. e annihilation rate of the glassy phase ëlm is represented by an open circle.
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e 39% -phase ëlm was found to have the highest annihilation rate, which at (3.30.4)
10 8 cm 3 s 1 is more than double the value in the glassy phase. In general the anni-
hilation rate was found to increase with increasing -phase content, with the trend shown
in Fig. 7.13. e gradual increase in the annihilation rate with the -phase fraction sug-
gests improving interconnectivity and, therefore, enhanced exciton diﬀusion between the
-phase chains. Surprisingly, even with low -phase concentrations exciton-exciton anni-
hilation still occurs at approximately the same rate as in the glassy phase.
e lack of obvious time-dependence in the annihilation data is unexpected, particularly
for the ëlms with the lowest -phase fraction. One method for directly extracting the
annihilation rate from the PL decays, rather than through ëtting, is by considering the
following new variable [165, 167]
y(t) =
e t/
n(t)
; (7.4)
where  is the exciton lifetime in the absence of annihilation and n(t) is the exciton popu-
lation under annihilation. Substituting Eq. 7.4 into Eq. 7.3, yields a simpler form of the
rate equation, which can be used to extract the annihilation rate 
dy(t)
dt
= (t)e t/ : (7.5)
Performing this calculation with experimental data is problematic, because the diﬀerenti-
ation greatly increases any noise in the data. To circumvent this issue, the ërst 50 ps of
the PL decays were ëtted to with a multi-exponential decay convolved with the instrument
response function. is multi-exponential decay approach is shown in Fig. 7.14 for the
glassy PFO ëlm at two excitation intensities. is technique enable smooth replicas of the
original decays to be generated, which can be used to calculate  from Eq. 7.5.
e resulting plots of the annihilation rate with time, for the glassy PFO ëlm and a range of
mixed-phase ëlms, are shown in Fig. 7.15(a). For the glassy ëlm, there is a steady decrease
in the annihilation rate from 3.810 8 cm3 s 1 to 1.410 8 cm3 s 1 over the ërst 15 ps,
after which the annihilation rate stabilises. A similar behaviour was observed by King et al.
from transient absorption data at 10 K with the annihilation rate decreasing over the ërst 20
ps.[165] e diﬀerences in the decay time could be due to the diﬀerences in temperature,
with all measurements in this chapter performed at room temperature.
For the mixed-phase ëlms, the magnitude of the time-dependence of the annihilation rate
was found to increase with the quantity of -phase in the ëlm (shown in Fig. 7.15(b)),
though still with a decrease in the ërst 15 ps. However, no time-dependence was observed
for the ëlm containing 6% -phase, which is unexpected as this would be the ëlm with the
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Figure 7.14: Fits to the initial PL decays for the glassy phase PFO ëlm at two excitation
densities, using the Spectra-Solve application.
most dispersed -phase chains and, therefore, the slowest exciton diﬀusion. One possible
explanation is that the transfer of the excitons to the -phase and their eﬀective concentra-
tion and conënement results in very fast annihilation on a sub-picosecond timescale that
the streak camera cannot resolve.
Time-dependent annihilation due to diﬀusion controlled “collisions” between excitons, can
be described empirically by
(t) = 4RaD

1 +
Rap
Dt

; (7.6)
where D is the diﬀusion coeﬃcient and Ra is the annihilation radius.[210, 211] Substi-
tuting in Ra = 1 nm and D = 1.210 2 cm2 s 1, the predicted time-dependence of the
annihilation rate was calculated and is shown in Fig. 7.15(a). e steady decrease in the
annihilation rate is not replicated by Eq. 7.6, which indicates that it is not a consequence
of increasing time between subsequent annihilation interactions. e poor match could be
explained by a change in the diﬀusion coeﬃcient, arising from spectral diﬀusion in the ërst
15 ps.
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(a) Time-dependence of  in glassy phase PFO (open squares) with the predicted
behaviour using Eq. 7.6 (solid line).
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(b) Time-dependence of  in -phase PFO for four -phase concentrations.
Figure 7.15: Time-dependence of the annihilation rate  in glassy and mixed-phase PFO
ëlms.
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7.5.4 Morphology of Mixed-Phase PFO Films
e exact form of the morphology in mixed-phase ëlms is unknown, but measurements of
the exciton annihilation could provide some insight into how the ëlm morphology changes
with increasing -phase content. ree possible scenarios will be presented with comments
on their consistency with the data.
1. Phase-Separated. ere is large scale phase-separation of the two conformations, result-
ing in distinct regions of glassy and -phase PFO. is possibility can be discounted as it
is inconsistent with the eﬃcient energy transfer from the glassy phase to even low -phase
fractions,[144, 196, 200] which implies a more ënely mixed morphology.
2. Clustered. It is possible that the -phase forms in small clusters intermixed with glassy
phase PFO. e size of these clusters must be small enough to support eﬃcient energy
transfer from the glassy phase even with low quantities of -phase present. However, it
has been reported that -phase formation is not assisted by the proximity of other -phase
chains and can arise in isolated molecules provided there is suﬃcient mechanical stress
applied to the chain.[194, 197, 201] If -phase chains were to cluster in ëlms with low -
phase concentrations then as the concentration increased the clusters would be expected to
grow in size, ultimately leading to phase separation. erefore, clustering is only a plausible
morphology if the size of the clusters remains small.
3. Molecular Intermixing. In this scenario there is molecular level intermixing of the two
phases. is is consistent with the observations that -phase chains can exist in isolation
and phase separation has never been reported.[201, 202]
Both the “clustered” and “molecular intermixing” morphologies are consistent with the
eﬃcient energy transfer from the glassy to the -phase that was observed in all ëlms with
-phase content. e increase in the annihilation rate with increasing -phase fraction
shown in Fig. 7.13 indicates that there is a gradual change in morphology. In the case
of a “clustered” morphology, this can only be explained by the emergence of new clusters
and consequently additional pathways for exciton to diﬀuse between chains, rather than
the growth of existing -phase clusters.
With a “molecular intermixing” morphology of the two phases any additional -phase
would automatically provide a new pathway for exciton diﬀusion and, therefore, an increase
in the annihilation rate. At low concentrations there would be a strong possibility of the
-phase chains being eﬀectively isolated from each other, reducing the diﬀusion-controlled
annihilation rate. However, if the average interchain separation in the 6% -phase ëlm
allows excitons to hop between the chains then “molecular intermixing” is consistent with
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the absence of strong time-dependence and the gradual increase in the annihilation rate
observed in the data (see Fig. 7.13).
e “molecular intermixing” morphology is the simplest model that is consistent with the
data without having to impose restrictions. It also represents a limiting case and, as such,
is a good candidate for the interpretation of the results.
7.5.5 Modelling of Exciton-Exciton Annihilation in Mixed-Phase Films
(a) (t = 0) Upon generation the excitons are
shared between the two phases.
(b) (t < 2 ps) Eﬃcient energy transfer results
in the rapid transfer of excitons to the nearest
-phase segment.
Figure 7.16: Two-dimensional illustration of the exciton distribution in amixed-phase PFO
ëlm, with the white ellipses representing -phase segments, the grey background glassy PFO
and the black dots excitons.
An important consideration in the interpretation of the results concerning the mixed-phase
ëlms is that following excitation all of the excitons are rapidly transferred onto -phase
chains. Highly eﬃcient energy transfer is supported by both steady-state and time-resolved
PL measurements, which reveal no glassy phase emission for any of the mixed-phase ëlms.
erefore, energy transfer must be occurring within 2 ps of exciton generation as this is
the resolution of the streak camera. Calculations of the Förster radii in Section 7.5.2 show
that energy transfer to the -phase is strongly favoured in mixed-phase ëlms, with little
back-transfer to the glassy phase.
e rapid concentration and trapping of excitons within the -phase is illustrated in Fig.
7.16, which though a simpliëed representation does raise some questions about the inter-
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pretation of the annihilation data. e concentration and conënement of excitons into the
-phase would result in higher than calculated exciton densities on -phase chains, greatly
increasing the potential for exciton-exciton annihilation. However, overall annihilation
might be expected to be slower as the excitons have to hop further to reach nearby -phase
sites. ere may be “shortcuts” or even contact points due to the extended planar structure
of the -phase chromophores, which would allow for faster exciton diﬀusion, but overall
exciton diﬀusion would be expected to be slower than in the glassy phase.
e impact of the increased hopping distance on the annihilation rate may be oﬀset by
the fact that, due to their conënement to the -phase, excitons will only hop to other -
phase sites. Hence, there will be a limited number of hopping sites available, which would
naturally increase the chance of excitons being in proximity of each other. is bias in
exciton diﬀusion would increase the probability of exciton-exciton annihilation.
Earlier, in Section 7.5.2. calculation of the Förster radii for energy transfer between the
diﬀerent phases showed that energy transfer to and between -phase chains is very eﬃcient.
It will also be the case that energy transfer between separate -phase chromophores will be
the dominant process for the transfer of excitons. e diﬀusion coeﬃcient D is related to
the hopping rate kh of the excitons via
D = r2
kh
3
; (7.7)
where r is the hopping distance. In the case of energy transfer dominated diﬀusion the
hopping rate kh can be replaced by the energy transfer rate kET (see Eq. 7.1) to give
D = r2
kET
3
: (7.8)
e annihilation rate  and the diﬀusion coeﬃcient D are related by
 = 4RaD; (7.9)
where Ra is the annihilation radius, the exciton separation at which annihilation spon-
taneously occurs. Substituting Eq. 7.8 into Eq. 7.9, the following expression for the
annihilation rate  in terms of the energy transfer rate kET is obtained
 = 4Ra
r2kET
3
: (7.10)
e annihilation radius, which is the exciton separation at which annihilation sponta-
neously occurs, is often assumed to be on the order of the hopping distance.[115] As the
chain separation corresponds to the shortest hopping distance, Ra  r and Eq. 7.10 can
be simpliëed to give
 = 4r3
kET
3
: (7.11)
125
e Förster equation, introduced in Section 2.6 and shown here in its expanded form,
kET =
1

90002Dln10
1285n4NAr6
1Z
0
fD()"A()4d; (7.12)
is used to calculate the energy transfer between point dipoles.
Polymers by their very nature are extended structures and, therefore, should not be treated
as point dipoles, particularly over small separations. is is particularly true of PFO in
the -phase conformation, which may form conjugated segments on the order of 30 re-
peat units long. To calculate the energy transfer between polymers over short distances,
the line dipole approximation should be used.[212–214] More accurate methods based on
quantummechanical calculations exist, but these are much more complex and do not diﬀer
substantially from the line dipole approximation in their ënal output.[114, 215]
e line dipole calculation presented here was adapted from the theory published by Beenken
& Pullerits,[214] and incorporates some of the changes reported by Westenhoﬀ et al.[213]
To calculate the energy transfer between two polymer chromophores, the donor and accep-
tor are both treated as a series of small dipoles, with the total interaction calculated from
the sum of the interactions between these individual dipoles. is will be highly dependent
on the orientation of the polymers relative to each other, so both the donor and acceptor
chromophores are deëned in terms of the vectors d and a respectively.
Fermi’s golden rule allows the calculation of the transition rate between two states. For
energy transfer from a donor D to an acceptor A the rate can be expressed as
kD!A =
42
h
IDAV
2
DA; (7.13)
where IDA is the spectral overlap, which quantiëes the strength of the donor and accep-
tor dipoles and VDA is the Coulomb coupling between the donor and acceptor, described
approximately by
VDi;Aj 
LdX
i=1
LaX
j=1
 i(d)
di  aj
jri;j j3  
3 (di  ri;j) (aj  ri;j)
jri;j j5

 j(a); (7.14)
where i and j denote segments of the acceptor and donor polymers respectively, separated
by the distance jri;j j. e total number of donor segments is Ld, where d is the size of a
donor segment with the acceptor similarly deëned in terms of La and a. e terms  i(d)
and  j(a) are wavefunctions representing the lowest excited state of a linear segment and
are
 i(d) =
sin(kii)P
d sin(kid)
; (7.15)
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 j(a) =
sin(kjj)P
a sin(kja)
; (7.16)
where ki = /(Ld + 1) and kj = /(La + 1).
e distance dependent terms in Eq. 7.14 reìect the orientation of the dipoles with respect
to each other (for point dipoles they become the (/r3)2 in Eq. 7.12).
Equation 7.14 can be incorporated into Eq. 7.12, replacing 2 and r 6 to give the Förster
equation for line dipoles
kET =
1

9000Dln10
1285n4NA
IDA24 LdX
i=1
LaX
j=1
 i(d)
di  aj
jri;j j3  
3 (di  ri;j) (aj  ri;j)
jri;j j5

 j(a)
352 ; (7.17)
where IDA is the spectral overlap integral, which remains unchanged from the point dipole
form. Note that the energy transfer rate can no longer be deëned in terms of a Förster radius
R0, as is the case for point dipoles, because the donor-acceptor separation at which half the
excitation undergoes energy transfer will depend on the size and relative orientations of the
donor and acceptor chains.
To ët to the annihilation trend in Fig. 7.13 with Eq. 7.11, where kET is described by Eq.
7.17, the separation of the polymer chains is required as this will equate to the hopping
distance. Assuming 30 repeat units for a -phase chromophore, the density of the chro-
mophores was calculated. e reciprocal of the density gives the average volume of the ëlm
per chromophore and is shown in Table 7.2.
Assuming each -phase chromophore is a point in the centre of a cube the average separation
was calculated to range from 6.9 nm to 3.6 nm, depending on the -phase concentration.
With 30 monomers, each 0.84 nm in length,[192] a chromophore will therefore be 25.2
nm long. is is much greater than the average separation predicted for a point geometry
so the point distribution calculation is not going to reìect actual separations.
To account for the extended structure of the -phase, each chromophore was considered to
occupy a cylindrical volume capped with a hemisphere at each end (like a capsule), where
the length of the cylinder was equal to the length of the chromophore. e radius of the
cylinder gave half the chain separation, with the full separations given in Table 7.2. is
represents an idealised scenario with perfect ordering of the -phase chromophores and, as
such, is a lower limiting case. Any disorder will inevitably result in chromophores being
closer to each other at some point along the chain, thus increasing the potential for exciton
diﬀusion between them.
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 Fraction Volume (nm3) Point Separation (nm) Rod Separation (nm)
0.058 333 6.93 3.91
0.156 124 4.99 2.43
0.217 89 4.47 2.07
0.274 71 4.13 1.84
0.357 54 3.78 1.62
0.393 49 3.66 1.54
0.421 46 3.58 1.49
Table 7.2: Estimates for the separations of the -phase chains assuming rod and point
geometries.
1 2 3 4 5
1
2
3
4
5
A n
n i
h i
l a
t i o
n
 R
a t
e
 ( x
1 0
8  
c m
3  
s-
1 )
Hopping Distance/Chain Separation (nm)
Figure 7.17: Annihilation rate data as a function of maximum chain separation. e ët
to the data using Eq. 7.11 with the line dipole approximation for exciton delocalised over
three repeat units on two parallel chains is represented by the solid line. e predicted trend
from the point dipole model is shown as a dashed line.
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e annihilation data in terms of the -phase separation or hopping distance is shown in
Fig. 7.17. e PL lifetime of 75 ps from the decay of the 42% -phase was used for
the value of  with the refractive index set to 2. e length of the donor and acceptor
chromophores, Ld and La, were assumed to be the same and used as a ëtting parameter.
e trend predicted by the model for energy transfer between two parallel chains with an
exciton delocalised over 2.5 nm is consistent with the measured annihilation rates, with
the exception of the ëlm with the lowest -phase concentration. is suggests that for the
6% -phase ëlm the hopping distance is at least 1 nm less than calculated. e predicted
exciton delocalisation corresponds to three repeat units. It is important to note that the
hopping distances represent an upper limiting case and that in a disordered system shorter
chain separations will exist that will allow faster exciton diﬀusion. erefore, the exciton
will be delocalised over at least three repeat units.
7.6 Conclusions
eexciton diﬀusion in -phase PFOwas investigated throughmeasurements of the exciton-
exciton annihilation rate. Using a recent advance in processing,[199] ëlms with -[phase
concentrations ranging between 6% and 42% were produced, enabling the change in the
annihilation rate with -phase concentration to be studied.
From the steady state spectra the Förster radii for energy transfer between the glassy and
-phase conformations were calculated. ese revealed that energy transfer to the -phase
from either phase was very eﬃcient with a Förster radius of 5.4 nm. Transfer to the glassy
phase was signiëcantly reduced with Förster radii of 4.0 nm and 3.7 nm for the glassy and -
phase respectively. ese calculations show why small quantities of -phase in mixed-phase
ëlms dominate the emission spectrum.
Using time-resolved photoluminescence the annihilation rate was measured for each ëlm.
e annihilation rate in a glassy phase PFO ëlm was measured to be (1.50.1)10 8 cm3
s 1. From this a diﬀusion coeﬃcient of (1.20.1)10 2 cm2 s 1 was calculated, which
at 17.30.7 nm, gives PFO the longest diﬀusion length of the polymers measured in this
thesis.
e annihilation rate of the mixed phase ëlms was observed to gradually increase from the
measured value for the glassy phase to a maximum of (3.30.4)10 8 cm3 s 1 for the 39%
-phase ëlm. is behaviour indicates that despite occupying a limited volume of the ëlm
exciton diﬀusion between -phase chains is not strongly hindered and is faster than in the
glassy phase.
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e increase in the annihilation rate with -phase fraction was modelled with the line dipole
approximation, in terms of Förster transfer between isolated parallel-orientated extended
-phase chromophores. e data was found to be consistent with the model for excitons
delocalised across three repeat units on the donor and acceptor chains. e gradual increase
in the annihilation rate with -phase is consistent with a decrease in the chain separation,
supporting the view that the chains are uniformly dispersed.
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CHAPTER 8
Thickness Dependence of the Photoluminescence
Lifetime in Conjugated Polymers
8.1 Introduction
One of the most attractive properties of conjugated polymers is that their solution process-
ability enables cheap and versatile processing. e performance of thin ëlm devices such
as organic light-emitting diodes (OLEDs) and organic ëeld eﬀect transistors (OFETs) has
been shown to be inìuenced by the morphology of the ëlm,[137, 138, 147] which in turn
can be manipulated by the processing conditions. In the case of OFETs, the morphology
of the ërst few monolayers is crucial to the device’s performance.[191] Photophysical mea-
surements enable speciëc excitonic processes of materials to be investigated, providing a
clearer view of the properties that underpin devices.
In Chapters 5 and 6 it was noted that the PL decay lifetime varied as a function of ëlm
thickness for the conjugated polymers P3HT, MEH-PPV and F8BT. However, the anni-
hilation rate was found to be constant with ëlm thickness despite the change in exciton
lifetime, indicating that the diﬀusion coeﬃcient was not thickness dependent. is chap-
ter will investigate the phenomenon and the possible causes behind it. An example is shown
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in Fig. 8.1 with the PL decays for a series of MEH-PPV ëlms of varying thickness. ere
is a clear trend in PL lifetime, with the thinnest ëlms decaying much faster; this eﬀect is
strongest for ëlms less than 50 nm thick. e average PL lifetimes as functions of thickness
are shown in Fig. 8.2 for MEH-PPV ëlms together with P3HT and PFO, demonstrating
the broad nature of this phenomena.
Ribierre et al. investigated the phenomena in two bisìuorene dendrimers,[216] which
shared the same bisìuorene core with diﬀerent dendrons. Both materials exhibited thick-
ness dependence of the PL lifetime to diﬀerent extents, indicating that the eﬀect was inìu-
enced by the dendrons and possible changes to the intermolecular interaction. Measure-
ments of the PLQY revealed a decrease with ëlm thickness that when combined with the
decrease in the PL lifetime, indicated that the change in lifetime was due to an increase in
the non-radiative decay rate. Blending low concentrations of the bisìuorene dendrimers
with CBP was found to result in ëlms with no thickness dependence, again indicating that
the eﬀect was related to intermolecular interactions.
One of the few reports on the phenomena in conjugated polymers by Kim et al.,[158]
noted that the PL decay lifetime in F8BT was thickness dependent, decreasing gradually
from 2.70 ns for a 110 nm ëlm to 1.95 ps for a 30 nm ëlm. e PLQY values of the
same ëlms were found to remain almost constant at 0.65-0.70, indicating that the change
in the PL lifetime was due to an increase in the radiative lifetime. is is in contrast to the
increase in the non-radiative rate reported by Ribierre et al., but the data of Kim et al. may
have been limited by the accuracy of their PLQYmeasurements. e thickness dependence
was attributed to the presence of various emissive states within the ëlms, with the relative
proportion of the emissive states varying with ëlm thickness.
An article by Mikhnenko et al. noted the thickness dependence in the PL decay in thin
ëlms of poly[2-methyl-5-(3’,7’-dimethyloctyloxy)-p-phenylenevinylene] (MDMO-PPV)
as part of a surface quenching experiment into the temperature dependence of exciton
diﬀusion.[48] ey observed that the eﬀect was most pronounced over ëlm thicknesses
in the range of 5-50 nm, with no variation for ëlms of 200 nm or thicker. e thick-
ness dependence was attributed to quenching at the free surface and described in terms of
a perfectly quenching interface. Films on quenching substrates were, therefore, modelled
assuming two perfectly quenching interfaces.
e reports detailed above are all concerned with diﬀerent organic semiconductor materials,
suggesting the phenomena could be linked to a common factor in the processing of the ëlms
rather than a speciëc molecular structure or defect. Possible factors that may be responsible
for the eﬀect will be summarised in following sections.
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Figure 8.1: e PL decay forMEH-PPV on fused silica substrates, under 400 nm excitation
for a range of ëlm thicknesses.
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Figure 8.2: Average PL lifetimes for P3HT, MEH-PPV and PFO on fused silica substrates
across a range of ëlm thicknesses.
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8.1.1 Oxygen Quencing
Oxygen is known to be an eﬀective exciton quencher and its presence in an organic ëlm
leads to a loss of PL.[139, 217–220] In addition to direct quenching by electron trans-
fer, oxygen can sometimes react with the excited chromophores to form a new structure,
such as keto defects in polyìuorene [221–223] and carbonyl defects in poly(p-phenylene
vinylene).[224] is reaction leads to permanent photodegradation of the polymer.
Abdou et al. reported that, in the case of polythiophenes, a reversible charge-transfer com-
plex is formed by the transfer of an electron to the oxygen molecule.[220] Lüer et al. used
oxygen quenching to measure the exciton diﬀusion coeﬃcient in P3HT,[139] observing
that there were two components to the ìuorescence quenching. Fast quenching of the
ìuorescence was assigned to collisional quenching between singlet excitons and oxygen
molecules, while a slow component was attributed to quenching by the formation of charge-
transfer complexes.
8.1.2 Interface Quencing
As previously shown in Chapter 5, the presence of a quencher in contact with the polymer
results in exciton dissociation at the interface and a decrease in the PL lifetime. e mag-
nitude of the decrease is dependent on the exciton diﬀusion coeﬃcient, the eﬃciency of
the quencher and the thickness of the polymer ëlm. e change in the PL lifetime with
ëlm thickness for ëlms on fused silica substrates, as shown in Fig. 8.1 for MEH-PPV, is
reminiscent of surface quenching even though fused silica is generally regarded as a non-
quenching.
In Chapter 5, ëlms on fused silica were used as a reference for ëlms deposited on TiO2,
with the PL lifetime consistently shorter for the latter. Consequently, if fused silica is a
quencher it must be a weak one. Silica (SiO2) interfaces contain SiOH silanol groups, which
can capture electrons, are believed to prevent n-type conduction in OFETs by forming a
negative ëeld at the organic/SiO2 interface.[225, 226] Treatment with a surface passivator
such as octadecyltrichlorosilane (OTS), results in a reaction with the SiOH that attaches
the OTS molecule to the surface.[227, 228] However, not all SiOH sites are passivated as
the performance of OFETs treated this way has been observed to eventually degrade,[229]
suggesting that the OTS may only be acting as a barrier. erefore, it is possible that silanol
surface groups in fused silica substrates may be weakly quenching excitons.
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8.1.3 Polymer Morphology
e observed changes in the PL lifetime could be caused by changes of the ëlmmorphology
with thickness. ere are several ways in which a change in the ëlmmorphology could alter
its emission. Interactions with the substrate might restrict the conformation of adjacent
polymer chains, forming defect sites that could quench excitons. e packing of the chains
could also vary with ëlm thickness, resulting in diﬀerent degrees of interchain interactions
that would alter the decay pathways. Changes in the ëlm density would inìuence the
intermolecular forces and, thus, the vibrational modes of themolecule and the non-radiative
decay rates.
One quantity that can be used to gauge changes in ëlm morphology is the glass transition
temperature Tg, which is a a second order phase transition. Below Tg the polymer chains are
in a glassy phase, held in place by intermolecular bonds. For temperatures above Tg there
is a relaxation of the intramolecular bonds, which allows the polymer chains to mobilise
and reorganise. erefore, chains in low density regions of the ëlm will experience weaker
intermolecular forces and, consequently, have lower Tg values.
ere are many reports of a decrease from the bulk Tg in ëlms of non-conjugated poly-
mers such as poly(methyl methacrylate) (PMMA) and polystyrene (PS) less than a 100 nm
thick.[230–240]
An important question is the role of the substrate and its interaction with the ëlm. Using
Brillouin light scattering and ellipsometry Forrest et al. measured the Tg of PS ëlms,[232]
that were either freely standing, spin-coated onto SiOx or sandwiched between SiOx layers.
ey observed a strong reduction of the Tg of60 K for freely standing ëlms less than60
nm thick. e ëlms spin-coated onto SiOx or sandwiched between two SiOx layers were
very similar, with a gradual reduction in Tg of 10 K for ëlms less than 40 nm thick when
compared to the bulk.
e role of interfacial energy on the Tg of PS and PMMA ëlms was investigated by Fryer
et al.[234] rough controlled exposure to X-rays in air, the surface energy of OTS-treated
substrates was altered. Using ellipsometry, local thermal analysis and X-ray reìectivity the
authors observed lower than bulk Tg values for low surface energies and higher than bulk
Tg values for high surface energies.
Both of the above studies indicated that the morphology of the ëlm was changing but it
was not clear where in the ëlm the changes were occurring. Ellison & Torkelson were able
to determine the distribution of Tg across thin ëlms of PS and, therefore, the cause of the
eﬀect by using multilayer samples where one of the layers used pyrene-labelled PS.[231]e
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authors measured the PL intensity of the samples over a range of temperatures and were able
to identify Tg by a change in the gradient. e temperature dependence of the ìuorescence
intensity was due to a change in the ëlm density, with lower density ëlms accommodating
more molecular vibrational modes and, therefore, higher non-radiative decay rates.
e authors identiëed a region within 14 nm of the free surface in ëlms of 60 nm or thicker,
where the Tg was approximately 30 K lower than the bulk value. When the thickness was
decreased from 60 nm to 25 nm the Tg of the surface layer began to rise and approach the
average Tg across the whole ëlm. For ëlms less than 25 nm thick it was not possible to
distinguish between the ëlm average Tg and that of the surface layer.
e work of Ellison & Torkelson reveals that the morphology of the free surface is diﬀerent
from that of the underlying ëlm, but as the ëlm thickness decreases the conënement of
the chains causes the free surface to adopt a morphology closer to that of the ëlm at the
substrate. Overall this work is very important as the authors have shown that ìuorescence
is sensitive to changes in Tg, which reìects variations in the local ëlm morphology. ey
have also shown that the morphology of the ëlm varies with thickness and, that, in the case
of thin ëlms, it is dominated by conënement eﬀects at the substrate.
ere appears to be only one similar report for conjugated polymers,[241] where ellipsom-
etry was used to measure the change in ëlm thickness and, thus, Tg with temperature for
ëlms of the polymers PFO and F8BT. In PFO a 12 C increase in Tg was observed for
ëlms approximately 75 nm thick, which decreased to values below the bulk value of Tg for
thinner ëlms. In F8BT, the eﬀect was weaker with a decrease in Tg for ëlms less than 100
nm thick. is rise and fall in Tg was also reported by Ellison & Torkelson and reìects
the balancing between the morphologies at the interface with the substrate and free surface
layer.[231] e results of ellipsometry measurements revealed a variation in the extinction
coeﬃcient that mirrored the change in Tg, indicating that the electronic properties are also
aﬀected by the change in morphology. Such changes could conceivably result in a change
to the ëlm’s ìuorescence.
Oxygen quenching, interface quenching and polymer morphology are all possible causes of
the thickness dependence and will be considered throughout the course of this chapter.
8.2 Surface Passivation with Self-Assembled Monolayers
In the previous section, the use of surface passivators to change the interaction between the
substrate and the organic ëlm was introduced. One of the most used surface passivators is
OTS,[227] particularly in relation to organic ëeld eﬀect transistors (OFETs).[228, 242]
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Figure 8.3: e chemical structure of octadecyltrichlorosilane (OTS).
e chemical structure of OTS is shown in Fig. 8.3 with the molecule composed of two
parts: the trichlorosilane (SiCl3) end is polar and capable of bonding to silicon oxides and
the other part is a long (CH2)17CH3 carbon chain. Treating SiO2 surfaces results in the
bonding of the trichlorosilane to the interface and the formation of a self-assembled mono-
layer (SAM), with the long-chain alkyl group directed away from the substrate and provid-
ing a new highly hydrophobic interface.
e high ëeld eﬀect hole mobility of the conjugated polymer P3HT, which is in the range of
0.1-0.3 cm2 V 1 s 1,[14, 137, 243] has made it a popular material for use in OFETs.[243–
245] In OFETs the charge conduction occurs in a very thin layer of the ëlm, at the in-
terface with the substrate,[244, 246] and it has been shown that the crystallinity of the
P3HT in this thin region greatly impacts the charge mobility.[14, 138, 247] e substrate
plays a crucial role and surface passivators such as OTS have been shown to enhance crys-
tallinity and control polymer orientation in the conduction layer of the ëlm, thus inìuenc-
ing mobility.[137, 228, 248, 249] e use of OTS has also been shown to enable n-type
behaviour by passivating silanol surface groups.[242]
e role of surface passivators, such as OTS, is twofold: passivation of the substrate and
provision of a surface conducive for self-orientation of the polymer chains. In this chapter,
OTS will be used primarily for substrate passivation, though the potential impact on the
polymer ëlm morphology will also be considered.
8.3 Experiment
e detailed speciëcations of the polymers used in this work were summarised in Section
3.1.
PFO was dissolved in toluene to make solutions with concentrations in the range of 5-30
mg/ml. ese were left stirring overnight at 50 C to aid dissolution. It was not possible
to ëlter the solutions with concentrations greater than 20 mg/ml and so the lower concen-
trations were also not ëltered in order to keep processing conditions the same across all of
the ëlms. Nonetheless, ëlms appeared uniform with no signs of undissolved material.
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Figure 8.4: Simulated exciton proëles for a 100 nm thick PFO ëlm deposited on a quencher
at times t = 10 ps and t = 100 ps for substrate/quencher-side (solid lines) and polymer
(dashed lines) excitation.
e P3HT was dissolved overnight in chloroform at 40 C while stirred. Where degassed
solvent was used this was obtained by subjecting the solvent to three freeze-pump-thaw
cycles. Film thickness was controlled by varying the concentration, with ëlms spin-coated
at 2000 rpm to give good ëlm uniformity. All ëlms were spin-coated in the glovebox under a
nitrogen atmosphere unless otherwise noted. Any ëlms spin-coated in air, where transferred
to the the glovebox for storage. Film thickness was determined from absorbance using the
method described in Section 3.4.3.
Time-resolved measurements of the photoluminescence were performed using the same
experimental setup used previously for exciton diﬀusion measurements in Chapter 5 (see
Fig. 5.8 for a diagram). e ëlms were excited with pulses of 400 nm wavelength excitation
of 100 fs duration at a repetition rate of 80 MHz. Films were loaded into a sealed sample
chamber in the glovebox and kept under a nitrogen atmosphere for the duration of the
measurement.
e absorption coeﬃcient of PFO at 400 nm is 1.72105 cm 1, giving an absorption
length of just 58 nm for the excitation. erefore, it is possible to excite a thicker ëlm from
both the substrate- and the polymer-side in the knowledge that very little excitation reaches
the other side of the ëlm. If one of the interfaces is quenching, then exciting from the same
side will result in a higher proportion of excitons being closer to the quencher than if the
ëlm were excited from the opposite side as shown in Fig. 8.4. e PL would therefore
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decay faster when the ëlm was excited through the quencher.
OTS coated substrates were prepared by leaving fused silica substrates overnight in a very
dilute OTS solution, measured out as one drop of OTS solution (obtained from Sigma-
Aldrich) in 20 ml of toluene. OTS readily reacts with moisture in the air to form a white
precipitate so to prevent this, and maintain the quality of the solution, all deposition was
done in the glovebox. After deposition the substrates were rinsed in toluene to remove any
excess OTS or sediment and dried with a nitrogen gun. e presence of OTSwas conërmed
by visually testing the hydrophobicity with water drops.
8.4 Results & Discussion for PFO
e absorbance and PL spectra for ëve PFO ëlms, ranging in ëlm thickness from 31-356
nm and all spin-coated in the glovebox, are shown in Fig. 8.5. e absorbance spectra for
the 84, 190 and 356 nm ëlms contain a small shoulder at 435 nm, which indicates the
presence of a small quantity of -phase. e size of the feature makes it very diﬃcult to
calculate precisely how much -phase is present but it appears to be on the order of 1%.
e PL spectra for the same ëlms show simultaneous emission from both the glassy and
-phase PFO. It is interesting to note that even in very small quantities the impact on the
emission spectrum is signiëcant due to the very eﬃcient energy transfer to the -phase.
e absorbance and PL spectra of the ëlms spin-coated in air are shown in Fig. 8.6 and
reveal similar trends to those observed for the ëlms spin-coated in a nitrogen atmosphere.
ere is a redshift of the absorbance for ëlms on the order of 50 nm or less, which is
consistent with a more ordered conformation. e ëlms appear to contain little or no -
phase from their absorbance and PL spectra. e PL emission appears to be slightly broader
than that from the glovebox ëlms, though they are more consistent in shape across the range
of ëlm thicknesses.
To test the impact of oxygen exposure, ëlms were spin-coated in air and the nitrogen atmo-
sphere of the glovebox. A selection of the PL decays for the ëlms spin-coated in nitrogen
and in air, when excited from the substrate- and polymer-side, are shown in Fig. 8.7 and
Fig. 8.8 respectively. For the ëlms spin-coated in nitrogen, the PL decay measured from
the substrate-side decays slightly faster than when excited from the polymer-side, suggesting
that quenching may be occurring at or near the substrate.
Fitting to the PL decays for the ëlms spin-coated in air and nitrogen atmospheres with a sum
of exponentials, as described in Section 3.3.2, the average lifetimes were calculated and are
shown in Fig. 8.9. For each ëlm the PL lifetimes are given for substrate- and polymer-side
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Figure 8.5: Absorbance and PL spectra of PFO ëlms spin-coated in a nitrogen atmosphere.
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Figure 8.6: Absorbance and PL spectra of PFO ëlms spin-coated in air.
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excitation.
From the trends in Fig. 8.9, it is clear that the exposure to air during the spin-coating
process must introduce oxygen into the ëlms, which quenches some of the emission. e
PL lifetimes of the ëlms spin-coated in nitrogen atmospheres are consistently longer than
those spin-coated in air. e fact that there is little variation in the PL lifetime for the ëlms
spin-coated in air with thicknesses greater than 100 nm indicates that oxygen is dispersed
throughout the ëlm. If it were not and as an example oxygen molecules were only located
in the topmost 50 nm of the ëlm, then one would expect to see increased quenching in a
100 nm ëlm compared to a 250 nm ëlm, which is not the case.
e impact of oxygen on the PL lifetime of thick ëlms highlights the importance of spin-
coating ëlms in the glovebox for measurements such as ëlm PLQY, which may otherwise be
compromised. e thickness dependence is weakened for the ëlms spin-coated in nitrogen
with no signiëcant diﬀerence in the PL lifetime for ëlms of 80 nm or thicker. Crucially,
the thickness dependence is not eliminated, which implies that while oxygen quenching
may contribute to the eﬀect there are additional factors involved.
A signiëcant diﬀerence between the two sets of trends in Fig. 8.9 is that for the air exposed
ëlms the PL decays faster from the polymer side, whereas in the nitrogen atmosphere pro-
duced ëlms the opposite is the case and the PL decays faster from the substrate side. is re-
sult implies that there are quenchers located at the interface with the substrate. Mikhnenko
et al. assigned the ëlm thickness of MDMO-PPV to quenching at the free interface of the
ëlm.[48] However, all ëlms were spin-coated in a nitrogen atmosphere, which would im-
ply that the polymer was self-quenching. Kim et al. suggested that the relative proportion
of diﬀerent emissive states varied with ëlm thickness, which would be consistent with a
change in the ëlm morphology close to either or both the substrate and free surface.[158]
Cheun et al. investigated the steady state absorption and PL for a number of polyìuorene
homopolymers and copolymers, including PFO.[250] ey observed an asymmetry in the
morphology of PFO ëlms spin-coated on sapphire substrates, which they attributed to a
small quantity of -phase conformation at the free interface. e authors did not specify
whether the ëlms were spin-coated in air, but measurements were performed with the ëlms
under vacuum.
e absorption of the thicker PFO ëlms, spin-coated in a nitrogen atmosphere all contained
some -phase emission yet the PL was shorter from the substrate-side. Although it is possi-
ble that -phase formation may preferentially occur at the free interface, it is unlikely to be
responsible for the thickness dependence. is is because the steady-state spectra indicate
there is little, if any, -phase present in ëlms less than 50 nm thick, where the thickness
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Figure 8.7: PL decays for the ëlms spin-coated in a nitrogen atmosphere when excited from
the substrate-side (ëlled shapes) and polymer-side (open shapes).
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Figure 8.8: PL decays for the ëlms spin-coated in air when excited from the substrate-side
(ëlled shapes) and polymer-side (open shapes).
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Figure 8.9: e change in PL lifetime between exciting from the substrate- and polymer-
side of the sample.
dependence is strongest. e results of Chapter 7 did not indicate any tendencies of the -
phase to form preferentially in thicker ëlms and the results were consistent with a dispersed
morphology.
e eﬀects of quenchers at an interface can be simulated through modelling of the exciton
diﬀusion. As described earlier in Chapter 4, very eﬃcient quenching can be described in
terms of a perfect quencher where no excitons can exist at the interface. In Chapter 5, ëlms
on fused silica were used as a reference for ëlms deposited on TiO2, with the PL lifetime
consistently shorter for the latter. Consequently, if fused silica is able to quench excitons it
must be doing so weakly. However, the perfect quencher does represent a limiting case and
could oﬀer insight into how weakly the excitons are actually being quenched. e results
from Chapter 6 showed that despite the changes in PL lifetime the diﬀusion coeﬃcient
appears to remain constant with ëlm thickness. Hence, all of the modelling in this chapter
will assume a single exciton diﬀusion coeﬃcient for all ëlm thicknesses.
Assuming a perfect quencher at the interface with the substrate the PL lifetime for substrate-
and polymer-side excitation was calculated with the diﬀusion coeﬃcient of glassy PFO of
1.210 2 cm2 s 1 as measured in Chapter 7 and an absorption coeﬃcient of 1.72105
cm 1 were used in this calculation. As there is very little variation of the PL lifetime of the
oxygen-free PFO ëlm with thicknesses greater than 80 nm, the lifetime of 282 ps was taken
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(dashed line), which was used to obtain the ënite quencher ët in Fig. 8.10.
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as the exciton lifetime in the absence of quenching.
e predicted trend, shown in Fig. 8.10 with a solid black line, indicates that the perfect
quencher model overestimates the extent of the thickness dependence. It also predicts a
much greater diﬀerence between exciting the sample from either side due to the high exciton
diﬀusion coeﬃcient and strong absorption at the excitation wavelength.
Using a ënite quencher model, as described previously in Section 4.3, a weaker quencher
S(z) can be deëned
S(z) =
kq
2
h
1  tanh
z
2
  2
i
(8.1)
where kq is the quenching rate and  the quenching depth. A plot of the quenching term
S(z) is shown in Fig. 8.11 for a quenching rate of kq = 0.02 ps 1 and a quenching depth of
 = 3 nm. Using a ënite quencher model, the best ët to the PL lifetimes of the thicker ëlms
was obtained for a quenching depth of  = 1 nm and a quenching rate of kq = 0.02 ps 1.
e form of the quenching term S(z) for these values is also shown in Fig. 8.11. ese pa-
rameters deëne a very shallow quenching layer, which describes the PL lifetime diﬀerences
observed in ëlms of 100 nm or thicker, but overestimates the lifetime of thinner ëlms.
Adjusting the quenching term in an attempt to ët to all of the data proved unsuccessful as
any increase in the quenching rate (needed to ët to the thinner ëlms) results in a larger life-
time diﬀerence for the thicker ëlms. e inability to ët to the data with a single quenching
term indicates that the thickness dependence may be due to a combination of factors, one
of which only emerges in ëlms less than 100 nm thick.
8.4.1 Quenching by Keto Defects
e eﬀect of air exposure on the PL lifetime of PFO raises questions about the quenching
mechanism. PFO is sensitive to oxygen, which forms keto defects on the polymer chain
that results in green emission.[221, 223, 251]e chemical structure of the keto defect site
on the polyìuorene chain is shown in Fig. 8.12. e formation of these states has been
shown to be enhanced under electroluminescence or photo-oxidation.[223, 252]
H17C8 C8H17
O
Figure 8.12: PFO chain with a keto site.
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Figure 8.13: e change in absorbance and emission of a PFO ëlm upon combined expo-
sure to air and UV.
Figure 8.13 shows the absorbance and emission of a 270 nm thick PFO ëlm in its pristine
state, after two hours exposure to a UV lamp in air and after two days exposure to sunlight.
ere is a signiëcant decrease in the absorbance of the     transition (see Fig. 8.13(a)),
consistent with a loss of conjugation to keto defect sites. From the emission spectra in
Fig. 8.13(b) there is a clear emergence of green emission that after two days exposure
completely dominates the ìuorescence. e form of the keto emission can be isolated from
the spectrum by subtracting the emission spectrum of pristine PFO, revealing a broad peak
with a maximum at 560 nm.
e absence of green emission in Fig. 8.6(b) suggests that keto defects are not responsible
for the additional quenching of PFO ëlms spin-coated in air, but that molecular oxygen
is. It is possible that keto sites will form as a consequence of photo-excitation but in the
freshly spin-coated ëlms used for the thickness dependence measurements this had yet to
happened.
As previously mentioned, the diﬀerence in the thickness dependence of the ëlms spin-
coated in nitrogen and air is consistent with the presence of oxygen molecules dispersed
throughout the ëlm. e oxygen concentration can be estimated from the diﬀerences in
the PL lifetimes between the ëlms spin-coated in nitrogen and those in air.
e quenching rate of excitons by oxygen molecules at the rate kq will be a diﬀusion con-
trolled reaction described by the Smoluchowski equation
kq = 4RNO2 (D +DO2) ; (8.2)
where R is the reaction radius, NO2 is the concentration of oxygen molecules, D is the
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exciton diﬀusion coeﬃcient of the polymer and DO2 is the diﬀusion coeﬃcient of the oxy-
gen molecules. From Lüer et al., the diﬀusion coeﬃcient of O2 in P3HT is approximately
1.510 7 cm2 s 1,[139] which is ëve orders of magnitude lower than the diﬀusion coeﬃ-
cient of singlet excitons in PFO.ough there are structural and morphological diﬀerences
between PFO and P3HT, they both have similar densities so the diﬀusion coeﬃcient of O2
should not vary much between them. As the contribution from the diﬀusion coeﬃcient of
oxygen will be negligible the expression for the quenching rate can therefore be simpliëed
to give
kq = 4RNO2D: (8.3)
Including Eq. 8.3 into the diﬀusion equation (Eq. 4.4) as a quenching term gives
@n (z; t)
@t
= D
@2n (z; t)
@z2
  (k + kq)n (z; t)  S (z)n (z; t) ; (8.4)
where k is the decay rate in the absence of quenching. e value of the reaction radius will
probably be small due to the size of oxygen molecules and was therefore assumed to be 0.5
nm, as was used previously by Lüer et al..[139] Equation 8.4 is solved for the boundary
condition that both ëlm interfaces are reìective and, thus,
@n (z = 0; t)
@z
=
@n (z = d; t)
@z
= 0
where d is the thickness of the ëlm. e only ët parameter is, therefore, the oxygen con-
centration NO2 .
e quenching term S(z) was retained to describe the small quenching eﬀect observed at
the interface with the substrate. For polymer-side excitation, the best ët was obtained for
an oxygen concentration of NO2 = 1.11018 cm 3.
8.4.2 Impact of Substrate Passivation
e impact of the substrate polarity on the polymer ëlm morphology was investigated by
Plank et al. for PFO and a tri-block ìuorene copolymer.[253] ey found that highly
polar mica substrates resulted in the formation of an ordered monolayer, which inìuenced
the morphology of the ërst 1-2 nm of a spin-cast ëlm. In the case of PFO, this ordered
morphology did not transfer beyond the ërst monolayer, with the remainder of the ëlm
being amorphous. Dipole-dipole interactions between the polar substrate and the PFO
were given as the mechanism for the ordered monolayer formation.
e impact of surface passivation was explored with OTS-treated substrates. ere are two
ways in which the OTS could change the PL lifetime of the ëlm: by blocking quenching
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Figure 8.14: Fit to the oxygen quenching data using Eq. 8.3.
sites at the substrate interface or by providing an alternative surface that results in a diﬀerent
polymer conformation. Both fused silica and OTS are low polarity and should not induce
the formation of an ordered monolayer as reported by Plank et al.[253] e absorbance
spectra for thinner ëlms are shown in Fig. 8.15 and display no clear diﬀerence between the
ëlms on fused silica and those on OTS, suggesting the two share similar morphologies.
e results from time-resolved PL measurements for a series of ëlms on fused silica and
OTS substrates with thicknesses ranging between 10-150 nm are shown in Fig. 8.16.
Both sets of samples exhibit the same thickness dependence trend, though the lifetimes of
the thicker ëlms on OTS are generally longer than the counterparts on fused silica and
show little diﬀerence between substrate- and polymer-side excitation. is implies that
silanol groups at the fused silica surface may be quenching some of the excitons and that
these are passivated by the OTS. However, this fails to account for the thickness dependence
observed in the ëlms on OTS-treated substrates. e absence of a clear quencher supports
the theory that the thickness dependence may be the result of an intrinsic variation in the
ëlm morphology with thickness.
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Figure 8.15: Absorbance spectra for the thin PFO ëlms on fused silica and OTS-treated
fused silica substrates.
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Figure 8.16: PL lifetimes for PFO ëlms on fused silica and OTS-treated fused silica sub-
strates, as measured by exciting from the substrate- and polymer-side.
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8.5 Results & Discussion for P3HT
e absorbance and PL spectra for a range of ëlm thicknesses, all spin-coated on fused silica
substrates from degassed solutions in the nitrogen atmosphere of the glovebox, are shown
in Fig. 8.17. e spectra for ëlms spin-coated in air from the same degassed solutions are
shown in Fig. 8.18.
For both the ëlms spun in nitrogen and air, there is a redshift in the absorbance with de-
creasing ëlm thickness, which suggests a more ordered conformation. However, there is
no increase in the prominence of the vibronic peaks to suggest an increase in crystallinity.
PL spectra are similar for the two sets of ëlms though PL intensity was lower for those
spin-coated in air.
e time-resolved PL decays for P3HT ëlms spin-coated from degassed solutions in the
nitrogen and air atmospheres are shown in Fig. 8.19. e PL of the ëlms spin-coated in
the glovebox (see Fig. 8.19(a)) decay slower than those spin-coated in air (see Fig. 8.19(b))
and display a more gradual change in the PL decay with ëlm thickness. e faster PL
decay of the ëlms spin-coated in air is likely due to the introduction of oxygen into the
ëlms during the spin-coating process. e same behaviour was observed in ëlms of PFO
in Section 8.4, thus highlighting the general sensitivity of conjugated polymers to oxygen.
Fitting to the PL decays with a sum of three exponentials, as described in Section 3.3.2,
the average PL lifetimes were calculated and these are shown in Fig. 8.20 as a function of
ëlm thickness. To determine the extent of the sensitivity to oxygen, two additional sets of
P3HT ëlms, prepared using non-degassed solvents, were spin-coated in air and nitrogen
atmospheres. e average lifetimes for the PL decays of these ëlms are also shown in Fig.
8.20.
From the average PL lifetimes it appears that the use of degassed or non-degassed solvents
has very little impact on the ëlm’s PL since there is very good agreement between the data
for the ëlms spin-coated in air and those in nitrogen. us, as was also observed to be
the case for PFO in Section 8.4, it would seem that spin-coating in air is the dominant
mechanism for the introduction of oxygen into organic thin ëlms.
Mikhnenko et al. modelled the thickness dependence they observed in MDMO-PPV ëlms
in terms of an additional perfectly quenching interface, which they claimed described the
data.[48] Using the exciton diﬀusion model described in Section 4.3, the predicted thick-
ness dependence of the PL lifetime for P3HT was simulated. e lifetime of the thickest
ëlms of 530 ps was taken as the exciton lifetime in the absence of a quencher. Films were
excited through the substrate, with the absorption coeﬃcient of 0.4105 cm 1 at 400 nm
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Figure 8.17: Absorbance and PL spectra for a range of P3HTëlm thicknesses all spin-coated
from degassed solutions in a nitrogen atmosphere.
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Figure 8.18: Absorbance and PL spectra for a range of P3HTëlm thicknesses all spin-coated
from degassed solutions in air.
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(a) Spin-coated in nitrogen.
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Figure 8.19: e PL decays for P3HT ëlms spin-coated in (a) nitrogen and (b) air atmo-
spheres for a series of ëlm thicknesses.
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Figure 8.20: PL lifetimes for P3HT ëlms over a range of ëlm thicknesses, prepared from
degassed (squares) and non-degassed (circles) solutions and spin-coated in air (open shapes)
and in nitrogen (ëlled shapes) atmospheres. Fits to the data with a perfect quencher model
(black line), two perfectly quenching interfaces (dotted line) and a combination of perfect
quencher with oxygen quenching (dashed line) are also shown.
obtained from ellipsometry measurements. Assuming a perfect quencher, the predicted
trend is shown in Fig. 8.20 and is found to reasonably describe the trend observed for ëlms
spin-coated in air.
However, the agreement between the thickness dependence in P3HT and the trend pre-
dicted by the perfect quencher model is coincidental as there is no perfectly quenching
interface. Yet, it can still be used as a base for modelling the additional quenching of exci-
tons by oxygen. e addition of a second perfectly quenching interface at the free surface
of the model fails to describe the large diﬀerence in lifetimes seen for the thicker ëlms spin-
coated in air (see Fig. 8.20), supporting the idea that oxygen acts as a volume quencher.
e diﬀusion equation used to describe the oxygen quenching in PFO (Eq. 8.3) can also
be applied to the P3HT data with a few modiëcations. e ënite quencher term S(z) is no
longer required and is replaced by the boundary condition n (z = 0; t) = 0, which broadly
described the thickness dependence of ëlms that are oxygen-free to give
@n (z; t)
@t
= D
@2n (z; t)
@z2
  (k + kq)n (z; t) ; (8.5)
where the second boundary condition @n (z = d; t) /@z = 0 describes a reìecting free sur-
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Figure 8.21: PL lifetime comparison for P3HT ëlms on fused silica and OTS treated sub-
strates.
face at the ëlm thickness d. e quenching term remained unchanged as kq = 4RNO2D
with the reaction radius R again assumed to be 0.5 nm, leaving the oxygen concentration
NO2 as the only ët parameter. Fitting to the PL lifetime of the thicker ëlms yielded a
value for the oxygen concentration of NO2 = 71017 cm 3, which is lower than the value
obtained for PFO.
As a result of OFET research, it has become clear that the morphology of P3HT ëlms
varies with ëlm thickness, particularly on surface passivated substrates. e region of the
ëlm closest to the substrate adopts an ordered crystalline geometry with stacked P3HT
chains.[137, 138, 191, 248] e packing of conjugated polymers will depend on their
structure, so this cannot be assumed to be a general phenomenon.
To further investigate the role of the substrate in the thickness dependence of PL lifetime,
thin ëlms of P3HT were also spin-coated onto fused silica substrates treated with OTS.e
average PL lifetimes were calculated by ëtting to the decays, as described in Section 3.3.2,
with the resulting values plotted in Fig. 8.21, alongside the lifetimes for ëlms spin-coated
directly onto fused silica. It is clear that the thickness dependence is also present in P3HT
ëlms on OTS, ruling out quenching by silanol groups located at the substrate surface.
e apparent lack of a quencher supports the view that the thickness dependence of the
PL may be due to changes in the ëlm morphology with thickness. e fact that the use of
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OTS-treated substrates had no clear impact on the thickness dependence suggests that it
is not caused by a change in morphology at the interface with the substrate. e work of
Ellison & Torkelson showed that morphology is diﬀerent at the substrate and free side of
polymer ëlms,[231] and that as the ëlm thickness decreases there is an adjustment of the
morphology of the ëlm between the two interfaces.
8.6 Conclusions
In this chapter the thickness dependence of the PL lifetime of conjugated polymers, an
eﬀect that has been observed in all of the polymers included in this thesis, was investigated.
Concentrating on PFO and P3HT, three possible causes of the phenomenon were studied:
oxygen quenching, substrate quenching and polymer morphology.
By comparing the PL emission from ëlms spin-coated in air with those spin-coated under
a nitrogen atmosphere, it is clear that the former exhibit a loss of luminescence due to the
introduction of oxygen into the ëlm. In the case of PFO, the PL quenching of air-exposed
ëlms can be described by the presence of dispersed oxygen molecules with a concentration
of 1.11018 cm 3, while for P3HT it is lower at 71017 cm 3. e diﬀerences may be
down to the diﬀerent drying rates of the solvents used or the diﬀerent ëlm morphologies.
However, the thickness dependence was still observed in the oxygen-free ëlms conërming
that oxygen is not responsible.
Comparing the PL decays of PFO ëlms excited from the substrate-side and the polymer-
side, the lifetime was lower when the ëlm was excited through the substrate. is behaviour
can be described by the presence of a weak quencher at the interface with the substrate.
Treating the substrate with OTS was found to weaken the eﬀect , which could be due to
either weak quenching by silanol groups or a local change in morphology. For both PFO
and P3HT, treating the substrate with OTS did not alter the thickness dependence, ruling
out quenching by the interface as a cause of the thickness dependence.
e results indicate that the thickness dependence is not caused by external quenching but
rather changes to the morphology of the ëlm. e fact that the eﬀect has been observed in
all of the conjugated polymers used in this thesis, albeit to diﬀerent extents, does suggest
that it is an intrinsic property of ëlms of conjugated polymers.
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CHAPTER 9
Inter-Polymer Resonance Energy Transfer
9.1 Introduction
e results from Chapters 5, 6 and 7, which cover a range of the most widely used conju-
gated polymers, all show that the exciton diﬀusion length is short, with values in the range
of 4-17 nm. As the absorption length of these same polymers is typically on the order of
100-200 nm, the use of a bulk heterojunction interface in organic solar cells is crucial for
eﬃcient exciton harvesting.
One suggestion for overcoming the limitations of the exciton diﬀusion length, ërst pro-
posed by McGehee and co-workers, is to use resonant energy transfer as a means of trans-
porting excitation over distances greater than the exciton diﬀusion length.[49] Resonant
energy transfer or Förster transfer (see Section 2.6) is a well known mechanism for the
transfer of excitation from a donor to an acceptor molecule,[107] governed by the spectral
overlap between the donor molecule’s ìuorescence and the acceptor’s absorption spectrum.
McGehee and co-workers showed that the power conversion eﬃciency of a P3HT:titania
planar heterojunction could be tripled by incorporating a thin layer (5 nm) of the low
band-gap polymer PTPTB at the interface between the two.[49] Excitons would undergo
energy transfer from the P3HT ëlm to the PTPTB, where they would be dissociated.
159
Chapter 9. Inter-Polymer Resonance Energy Transfer
is work was extended to show that, through a better matched donor-acceptor pair, long-
range energy transfer could allow 80% of the excitons to be harvested from a 30 nm
thick ëlm.[129] is level of performance would translate into an eﬀective exciton diﬀu-
sion length of 27 nm, a signiëcantly larger ëgure than normally measured in conjugated
polymers. is is a very surprising result as the Förster radius of the materials used was just
3.7 nm, which is less than the typical exciton diﬀusion length. is paradox was explained
by the authors as due to a weakening of the distance dependence, brought about by the
geometry of the system.
Energy transfer also plays a critical role in the development of white OLEDs for lighting,
which typically use simultaneous emission frommultiple chromophores to give the required
broad spectrum. It is generally necessary to blend the chromophores with a host to control
their separation and limit energy transfer,[254–256] but using a non-emissive scaﬀold has
proved more eﬀective as it oﬀers greater control of the morphology.[257, 258]
erefore, a better understanding of the energy transfer process and in particular its rela-
tionship with the system’s geometry is relevant to organic optoelectronic devices in general
and will be investigated in this chapter.
9.2 Relationship Between Energy Transfer and Geometry
As described previously in Section 2.6, in its originally published form Förster theory applies
to the case of a random distribution of point dipoles, such as would be found in a solution
or dilute blend. It is characterised by a strong r 6 distance dependence where r is the
separation between the donor and acceptor molecules (see Fig. 9.1(a)). e rate of energy
transfer kET is described by the following equation
kET =
1


R0
r
6
; (9.1)
where  is the lifetime of the excited state on the donor and R0 is the Förster radius, which
corresponds to the donor-acceptor separation where the rate of energy transfer equals the
natural decay rate, i.e. the distance for which half of the energy is transferred. e r 6
roll-oﬀ means that the transfer eﬃciency decreases rapidly beyond R0. e value of R0
therefore plays a crucial role, deëning the distance over which the interaction dominates.
On this basis, resonant energy transfer does not account for the large enhancement observed
by Scully et al.[129]
Förster theory was derived speciëcally for the case of randomly distributed point dipoles,
but what about more ordered systems such as heterojunctions? It has been shown that the
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Figure 9.1: Energy transfer rate dependence for the (a)“point to point”, (b)“point to plane”,
(c)“point to slab” and (d)“plane to plane” geometries.
geometry of the system will alter both the distance dependence and the critical transfer
distance d0,[128, 259] where the latter is a generalised form of the Förster radius applied to
a speciëc geometry. Figure 9.1 includes the standard point dipole case and three alternative
geometries and their corresponding energy transfer rate equations.
Comparing the “point to point” (Fig. 9.1(a)) and “point to plane” (Fig. 9.1(b)) geometries
it is clear that in the latter there are many more acceptors that the donor can transfer its
excitation to. Integrating the total energy transfer rate over the plane of acceptors results
in a decrease of the power dependence from -6 to -4. In the case of the planes, these
are assumed to be monolayers with a deëned absorption. It is important to note that the
“planes” and “slabs” are still composed of arrays of point dipoles, with the exception of the
“plane to plane” geometry shown in Fig. 9.1(d). is particular scenario is derived from
the assumption that the dipoles, which lie within the plane, are longer than the separation
between the planes and, therefore, the donor dipoles appear to the acceptor as isolated
charges.
In the point dipole geometry, shown in Fig. 9.1(a), the energy transfer rate is characterised
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by the Förster radius R0 but in the alternative geometries, shown in Fig. 9.1, it is replaced
by the critical transfer distance d0. e two parameters both represent the distance at which
half the excitation is transferred. ough d0 is used for the “point to plane”, “point to slab”
and “plane to plane” geometries, its exact value will diﬀer in each due to the change in
the power dependence, but it is still based on the principle of the spectral overlap. e
exact forms are described in detail by Kuhn for the “point to plane” and “plane to plane”
geometries,[128] and Haynes et al. for the “point to slab”.[259]
When dealing with conjugated polymers, where the dipoles are going to be extended across
conjugated segments, problems could be expected from using the point dipole approxi-
mation but its limitations are not clearly established. Advanced models for energy transfer
requiring the use of the line dipole approximation or quantummechanical calculations have
been developed,[214, 215, 260] but these are complex calculations that can be diﬃcult to
apply. It is also unclear which geometry and, consequently, which power dependence best
describes energy transfer between two polymer chains.
Hill et al published an investigation into the distance dependence of energy transfer between
layered Langmuir-Blodgett ëlms of PFO and F8BT, separated by a stearic acid monolayer
spacer.[261] By varying the number of monolayers deposited the thickness of the spacer
layer and, thus, the separation z of the two ëlms was controlled. e PL decay lifetime of
the PFO ëlm was observed to decrease with decreasing spacer thicknesses, consistent with
increased proportions of excitons undergoing energy transfer to the F8BT. Fitting to the
PL decays with an energy transfer model, the authors obtained a z 2 distance dependence
that is consistent with energy transfer between extended dipoles in monolayers.[128, 262]
In contrast, McGehee and coworkers assumed a 1/z3 distance dependence for modelling
energy transfer in a donor-acceptor polymer heterojunction.[49, 129] eir work utilised
two polymer ëlms in contact with each other, thus there was a range of separations between
the donor and acceptor molecules and it did not provide a clear test of the scaling of energy
transfer with distance.
e aim of the work presented in this chapter is to investigate systematically the scaling of
energy transfer with donor-acceptor separation and the limits of the point dipole approx-
imation in relation to conjugated polymers. Using time-resolved PL measurements with
a deëned system geometry of two polymer ëlms separated by an inert silica spacer layer,
the distance dependence of the energy transfer rate can be measured. e spacer layer not
only deënes the closest separation of the donor and acceptor molecules, but also serves as a
barrier that prevents intermixing of the two polymers and, thus, eliminates any additional
excitation transfer processes that would otherwise occur at the interface.[263]
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9.3 Experiment
9.3.1 Sample Preparation
To maximise the rate of energy transfer between the donor and acceptor the two polymers
used were selected to have strong spectral overlap and, therefore, a large Förster radius. e
ìuorene copolymer PFOBT was chosen as the donor for its high PLQY of 81%. P3HT
was chosen as the acceptor for its strong spectral overlap with the emission from PFOBT,
as shown in Fig. 9.2. e structures and batch details of the polymers used can be found in
Section 3.1. Another reason for choosing P3HT is that it is an eﬀective organic photovoltaic
device material that has yielded the most eﬃcient single bulk heterojunction devices.[33,
63]
e P3HT was spin-coated onto fused silica substrates from a 10 mg/ml chloroform so-
lution at 1600 rpm, yielding a ëlm 812 nm thick. Film thickness was calculated from
the absorbance using the method described in Section 3.4.3. A thick acceptor ëlm will
maximise the energy transfer rate and potentially eliminate the thickness of the ëlm as a
factor, thus simplifying the analysis.
e silica spacer was deposited by electron-beam evaporation on top of the P3HT at a rate
of 0.05-0.1 nm s 1 to minimise potential damage to the ëlm and also ensure a uniform
coating. e silica provides a surface and a barrier onto which the PFOBT was spin-coated
from a 2 mg/ml toluene solution at 4000 rpm. e resulting PFOBT ëlm was measured
to be 4.90.2 nm thick.
As the energy transfer rate is very sensitive to donor-acceptor separation, the ëlm thickness
of the donor becomes an important factor to consider. e energy transfer rate at the
bottom of the donor ëlm (closest to the acceptor) will be faster than from the top, which
will be farther away by a distance equal to the ëlm thickness. erefore, the energy rate will
vary across the ëlm, with the diﬀerences reduced for thinner ëlms. For this reason, a thin
donor ëlm was chosen to minimise the impact of the varying rates.
For each spacer thickness two samples were prepared: one with a P3HT acceptor ëlm and
the other without, as illustrated in Fig. 9.3, to account for any impact the evaporated silica
might have on the PL decay of the PFOBT ëlm.
e rate of energy transfer is very sensitive to the donor-acceptor separation and thus it is
crucial that the thicknesses of the spacer layers are accurately determined. is was accom-
plished by including silicon wafers with the samples during the evaporation of the silica.
Ellipsometry measurements were performed on these wafers prior to and after the evapo-
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Figure 9.2: e spectral overlap of the absorbance of P3HT (solid line) with the emission
spectrum for PFOBT (dashed line).
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Figure 9.3: Schematic of the two sample structures used.
ration, yielding values for the thicknesses of the spacer layers that ranged from 2.1 to 27.2
nm. e ellipsometry data and ëts for the 2.1 nm and 27.2 nm spacers are shown in Fig.
9.4
An important consideration is the roughness and quality of the evaporated silica layers.
Variations could result in preferential energy transfer were the spacer is thinnest. Surface
roughness measurements were performed with an AFM and revealed the spacer ëlms to be
smooth, with an average roughness of 0.4 nm.
e main source of roughness within the stacked ëlm samples came from the P3HT inter-
face, which had an average surface roughness of 1.2 nm. e addition of the spacer layer
onto the P3HT would eﬀectively smooth the interface with an overall error of 0.8 nm for
the spacer thickness values.
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Figure 9.4: Ellipsometry 	 data for the 2.1 nm and 27.2 nm spacers on silicon. Fits to the
data with WVase32 software are shown with solid lines.
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9.3.2 Time-Resolved Photoluminescence Setup
Time resolved measurements of the ìuorescence were performed using the setup described
in Section 5.3.2 and illustrated in Fig. 5.8. Samples were stored under a vacuum of
510 5 mbar with excitation in the form of 100 fs pulses of 400 nm wavelength at a
rate of 80 MHz. e photoluminescence was detected with a Hamamatsu C6860 streak
camera in synchroscan mode over the wavelength range of 460-600 nm, thus excluding any
emission from the P3HT.
9.4 Calculating the Förster Radius
e Förster radius for PFOBT and P3HT was calculated using the method described in
Section 3.2.4. is calculation is usually performed with the spectra and PLQY of the ma-
terials in solution but, in general, the spectra of polymers are not the same in solution and
in ëlms and, thus, the spectral overlap will also diﬀer. In the case of P3HT, the ëlm absorp-
tion is redshifted compared to the solution with vibronic structure. Hence, the calculation
was performed using the spectra obtained from ëlms.
To calculate the extinction coeﬃcient of the P3HT, a density of 1.10 g cm 3 [186] was
used with a chromophore size of 10 repeat units as deduced from the emission spectra
of oligothiophenes.[264] e PLQY of the PFOBT was measured to be 81% using the
method described in Section 3.2.3. e refractive index of the fused silica was used for the
calculation as this is the main medium over which energy transfer occurs; it was measured
to be1.5 at the wavelengths of the PFOBT emission. With these values the Förster radius
of PFOBT and P3HT was calculated to be 5.2 nm.
9.5 Results & Discussion
e ìuorescence spectra for four spacer thicknesses are shown in Fig. 9.5. ese show a
substantial decrease in the intensity of the emission from the PFOBT ëlm with decreasing
spacer thickness. Overall, there was no clear indication of a corresponding increase in the
emission from the P3HT ëlm, but this is consistent with its low PLQY of 4 % and the
poor sensitivity of the Fluoromax PMT at the red end of the spectrum.
e same trend was observed with the time-resolved PL data, shown in Fig. 9.6, where
the rate of the PL decay increases with decreasing spacer thickness. is is consistent with
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Figure 9.5: Fluorescence spectra for four spacer thicknesses. Films were excited with 400
nm light.
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Figure 9.6: Normalised PL decays for the PFOBT without the acceptor layer (ëlled circle)
and with the P3HT ëlm separated by a spacer of varying thickness (open symbols).
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increased energy transfer as the thickness of the spacer decreases. e PL decays of the
PFOBT control ëlms (without a P3HT ëlm) showed no variation with spacer thickness
and were averaged to obtain a single reference decay.
In order to calculate the energy transfer from the PL decay data I will consider the decay
of excitons in the PFOBT ëlms. e measured PL intensity IPL is proportional to the
number of excitons within the donor ëlm
IPL(t) / A
s+dZ
s
n(z; t)dz; (9.2)
where n(z; t) is the exciton concentration at the distance z from the acceptor ëlm, A is the
area excited, s is the spacer thickness and d is the donor ëlm thickness. With the acceptor
present
n(z; t) = nref (z; t)e kET (z)t; (9.3)
where nref (z; t) describes the exciton distribution in the donor ëlm in the absence of an
acceptor. nref (z; t) can be assumed to be uniform across the ëlm because PFOBT absorbs
weakly at 400 nm and the ëlm is very thin. erefore, nref (t) is independent of z and,
assuming that the natural decay of the exciton is the same throughout the ëlm, I obtain
IPL(t) / nref (t)
s+dZ
s
e kET (z)tdz; (9.4)
and in the case of the reference decay,
Iref (t) / nref (t): (9.5)
From Eq. 9.4 and 9.5 it is possible to isolate the decay due solely to energy transfer by
dividing IPL(t) by Iref (t). e resulting ratio gives the energy transfer kinetic and these
are shown in Fig. 9.7 for each spacer thickness.
ese kinetics are single exponential decays except for the samples with the two thinnest
spacer layers of 2.1 nm and 5.2 nm. is is in contrast to energy transfer in molecular guest-
host systems which occurs with a time-dependent rate due to the distribution of donor-
acceptor separations.[210]
e energy transfer rate is very sensitive to the donor-acceptor separation with the excitons
closest to the acceptor undergoing energy transfer at a much faster rate than those further
away. As the donor molecules closest to the acceptor become depleted of excitation, the
total energy transfer rate will decrease as all of the remaining excitons will be further from
the acceptor.
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Figure 9.7: e energy transfer kinetics for each spacer thickness. e solid lines represent
ëts to the data with Eq. 9.7 and the d0 values shown in Fig. 9.8. e predicted energy
transfer kinetics for the 2.1 and 5.2 nm spacers using Eq. 9.7 for d0 = 12.2 nm are shown
with short-dashed and long-dashed lines respectively.
e reason we do not observe a time-dependent rate for all but the two thinnest spacers
is that the spacer limits the donor-acceptor separation, thus preventing the region of the
donor ëlm closest to the acceptor from becoming rapidly depleted. In the case of the 5.2
nm spacer sample, time-dependent energy transfer is only observed for t > 300 ps by which
time more than 50% of excitation have transferred.
For energy transfer between two point dipoles a strong r 6 distance dependence is pre-
dicted by Förster theory, where r is the donor-acceptor separation. However, as previously
described in Section 9.2, the power dependence of the energy transfer rate is greatly inìu-
enced by the geometry of the system. Replacing the single point acceptor molecule with a
monolayer of acceptor molecules increases the number of acceptors for energy transfer to
occur with and leads to a r 4 distance dependence.[128] e potential for energy transfer
is further increased if the acceptor plane is given a thickness and the distance dependence
weakens to r 3.[259] In these last two scenarios the donor and acceptor molecules are still
considered to be point dipoles. When the donor and acceptor dipoles are assumed to be
line dipoles lying in a plane (see Fig. 9.1(d)) and the separation of these two planes is less
than the length of the dipoles a weak r 2 is predicted.[128, 262]
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Of the aforementioned geometries, the point to a thick plane is a logical candidate for
describing the system for the simple reason that the samples contain a thick P3HT acceptor
ëlm. From Haynes et al.,[259] the general equation to describe energy transfer at rate
kET (z) between a point donor and an acceptor ëlm of thickness  is
kET (z) =
d30


1
z3
  1
(z +)3

; (9.6)
where z is the distance between the excited donor molecule and the acceptor ëlm,  is the
donor’s PL decay lifetime in the absence of energy transfer and d0 is the critical transfer
distance. is last parameter is analogous to the Förster radius R0 and corresponds to the
donor-acceptor separation at which the energy transfer rate equals the natural decay rate
and, therefore, half the donor’s excitation undergoes energy transfer. It is important to note
that by varying the geometry and, thus, the power dependence the exact calculation of d0
also varies. Substituting Eq. 9.6 into Eq. 9.4 we obtain
IPL(t)
Iref (t)
/
s+dZ
s
e
  d
3
0

h
1
z3
  1
(z+)3
i
t
dz; (9.7)
where d is the thickness of the donor ëlm, s is the spacer thickness and d0 the critical
transfer distance. e average PL decay time  was calculated to be 1015 ps by ëtting
to the reference PL decay in Fig. 9.6 with a three-exponential function as described in
Section 3.3.2. Fits to the data in Fig. 9.7 were achieved using Eq. 9.7 with d0 as the ëtting
parameter. e best ët values of d0 for each spacer thickness are shown in Fig. 9.8.
Exciton diﬀusion has not been included in the analysis because, as discussed in Chapter 6,
it is expected to be slower in PFOBT than F8BT due to the dilution of the chromophores
between higher energy PFO segments. Measurements of the annihilation rate by Amaras-
inghe et al. gave a value of (43)10 10 cm3 s 1 for the same batch of PFOBT as used in
this experiment, which is about four times lower than the annihilation rate of F8BT mea-
sured in Chapter 6; this would indicate a similar decrease in exciton diﬀusion.[41] As the
exciton diﬀusion length in F8BT is approximately 4 nm (see Chapter 5), that of PFOBT
will be <5 nm.
For spacer thicknesses of 8 nm and greater, the best ëts were obtained for an average d0
= 12.2 nm, which is much greater than the calculated Förster radius of 5.2 nm. For the
2.1 and 5.2 nm spacers there is a change in the energy transfer behaviour with an apparent
reduction in the critical transfer distance d0. For the 2.1 nm spacer the best ët gives d0 
9 nm, which indicates that energy transfer is slower than predicted by Eq. 9.7. To further
illustrate this point, the kinetics expected for the 2.1 and 5.2 nm spacers with d0 = 12.2 nm
are shown as dashed lines in Fig. 9.7.
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is discrepancy can be explained by the breakdown of the point dipole approximation
when the spacer thickness is approaching the dimensions of the donor and acceptor chro-
mophores. e PFOBT chromophore is an F8BT unit (they have identical emission spec-
tra), which has been previously estimated to be approximately 1.5 nm in size.[265] e
chromophore in P3HT is even longer, at approximately 10 repeat units.[264] e line
dipole approximation was previously used in Chapter 7 to model the limiting case of energy
transfer between chromophores on two parallel planar conformation PFO chains. How-
ever, the aim of this work was to investigate long range energy transfer, primarily over
distances where the point and line-dipole models predict the same behaviour. As the line
dipole model requires an orientation for each donor acceptor pair, when dealing with a
large number of donor acceptor pairs it becomes computationally demanding.
ework of Hill et al. investigated energy transfer between a PFO and F8BT ëlm, separated
by stearic acid monolayers.[261] ey observed a 1/z2 distance dependence with a critical
transfer distance of 37.7 Å, which would be consistent with transfer between monolayers
(see Fig. 9.1(d)). However, they did not include the thicknesses of the ëlms in their analysis,
so the actual distance dependence might have been stronger than they observed. It is also
possible that self-organisation of the polymers during deposition could have a signiëcant
eﬀect on dipole-dipole interactions,[253] which might also account for the 1/z2.
e inclusion of the acceptor thickness term  in Eq. 9.6 is important as it becomes a
factor in the calculation of d0. is is because the energy transfer rate is dependent on the
acceptor thickness and if d0 is deëned as the separation at which the energy transfer rate
equals the decay rate then it will vary with the acceptor thickness. erefore, the calculation
of d0 is fundamentally diﬀerent from the Förster radius, which is purely a property of the
materials. However, if a thick acceptor is used the second distance term becomes negligible
and Eq. 9.6 is simpliëed to
kET =
1


d1
z
3
; (9.8)
where d1 is the critical transfer distance for an inënitely thick acceptor, which is deëned
[259] as
d31 =
3
2(4n)4
1Z
0
A()fD()4d; (9.9)
where  is the PLQY of the donor, n is the refractive index of the medium, A() is the ab-
sorbance per unit length of the ëlm and fD() is the donor’s emission spectrum normalised
by area. For geometries with a thin acceptor, the second distance term in Eq. 9.6 cannot
be ignored and there will be a reduction in the critical transfer distance from d1 to d0 as
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Figure 9.8: e best ët value of d0 for each spacer thickness as obtained by ëtting to the
energy transfer kinetics in Fig. 9.7 with Eq. 9.7. e uncertainty of 0.8 nm in the spacer
thickness was used to obtain the uncertainty in d0 values (vertical error bars). e dashed
line corresponds to d0 = 12.2 nm, which is the average value of d0 for spacers of 8 nm and
thicker.
per the following equation
1
d31
=
1
d30
  1
(d0 +)3
: (9.10)
Using Eq. 9.9 we calculate d1 to be 18.6 nm, which is larger than the 12 nm value
extracted from ëts to the data. is discrepancy may be due to an overestimation of the
spectral overlap in Eq. 9.9, which was derived for homogeneously broadened spectra. In-
homogeneous broadening of the experimental PL and, in particular, the absorption spectra
lead to the overestimation of the spectral overlap and d1 in Eq. 9.9.
In terms of devices and applications, the transfer eﬃciency is a more useful quantity. is
was calculated by integrating the normalised PL decays to obtain the lifetime. In the case
of the longer lived decays a ët to the PL decay was integrated. e transfer eﬃciency  is
deëned as
 =
Z 1
0
[Iref (t)  IPL(t)]dtZ 1
0
Iref (t)dt
: (9.11)
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Figure 9.9: Transfer eﬃciency as a function of spacer thickness. e ët to the data is with
Eq. 9.11 for d0 = 12.2 nm.
e transfer eﬃciency data and the ët to it using Eq. 9.11 with d0 = 12.2 nm are shown in
Fig. 9.9, with very good agreement for spacer thicknesses of 8 nm and greater. e transfer
eﬃciency is overestimated by 7% for the 5.2 nm and 10% for the 2.1 nm spacer when using
the point-dipole approximation.
e transfer eﬃciency exceeds 50% for a spacer thickness of 10 nm or less and it is worth
noting that even at large spacer separations there is still notable energy transfer, so excitation
is being transferred over distances far greater than the diﬀusion length.
Scully et al. measured very high transfer eﬃciencies from a ëlm of the polymer DOW
Red in contact with a ëlm of the low band-gap polymer PTPTB, with more than 50% of
the excitation transferred from a ëlm 40 nm thick.[129] As their system did not contain a
spacer layer, energy transfer rates across the donor ëlm were maximised, which could have
been further enhanced by intermixing at the donor-acceptor interface.
9.6 Conclusions
e results presented in this chapter show that resonant energy transfer provides a means for
the transport of excitation over distances greater than the exciton diﬀusion length and that
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it is, therefore, a viable mechanism for improving exciton harvesting in organic solar cells.
rough the use of a thick P3HT acceptor the energy transfer from the donor PFOBT ëlm
is maximised, with more than 50% of excitation transferred from the donor ëlm across a 10
nm spacer layer. is distance is greater than the diﬀusion length of PFOBT and also the
5.2 nm Förster radius between PFOBT:P3HT, demonstrating the impact of the system’s
geometry on the energy transfer distance dependence.
More speciëcally, I have shown that the energy transfer kinetics between ëlms of conju-
gated polymers can be described with a z 3 dependence of the transfer rate for z > 5 nm,
where z is the distance between the excited donor segment and the acceptor ëlm. is is
consistent with the point-dipole approximation, yielding a value of 12 nm for the critical
transfer distance. For z  5 nm the point-dipole approximation overestimates the energy
transfer rate and eﬃciencies. ese results highlight the limitations of the point-dipole ap-
proximation in describing energy transfer between conjugated polymers on a nanometer
scale.
Conclusions
e exciton diﬀusion length plays an important role in the operation of many organic op-
toelectronic devices. In solar cells, the diﬀusion of excitons to a heterojunction is crucial
for photocurrent generation and has shaped the design of current devices. In OLEDs, ex-
citon diﬀusion to defects or interfaces leads to a reduction in eﬃciency. For applications
such as lasers and ampliëers, where high excitation densities are required to achieve optical
gain, exciton diﬀusion controls the rate of annihilation, which can signiëcantly limit perfor-
mance. Measurements of exciton diﬀusion provide a way of identifying the best materials
for individual applications and assessing the impact of processing on the exciton diﬀusion
length. is knowledge would be a valuable aid in the design and optimisation of materials,
processing and device structures.
is thesis has detailed the results of an investigation into the measurement of exciton
diﬀusion in conjugated polymers, based on time-resolved measurements of ìuorescence.
A signiëcant aspect of this work was to establish a reliable method for measuring exciton
diﬀusion, which addressed the shortcomings of earlier measurements.[43]With this goal in
mind, the surface quenching technique was reëned, incorporating the following features:
• in ëlms of evaporated TiO2 used as the quencher, providing a stable, deëned in-
terface that dissociates excitons solely by electron transfer.
• e thickness of the TiO2 ëlm optimised to minimise optical interference.
• e thickness of the polymer ëlm determined from absorption by comparison with
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an ellipsometric model, accounting for distortions due to reìections.
• e use of time-resolved ìuorescence over steady state to eliminate the need for ab-
solute measurements of the PL intensity.
• e use of a streak camera to ensure any fast decay components in the photolumines-
cence resulting from quenching are captured.
e surface quenching technique was used to measure exciton diﬀusion on the conjugated
polymers P3HT, MEH-PPV and F8BT, all of which are widely used in optoelectronic de-
vices. Fits to the data for P3HT with a diﬀusion model for a perfectly quenching interface
were consistent across a range of ëlm thicknesses for a single value of the diﬀusion coeﬃ-
cient of (1.80.3)10 3 cm2 s 1. For an exciton lifetime of 400 ps, this corresponds to
8.50.7 nm, which is longer than previously reported.[42, 121, 139]e exciton diﬀusion
coeﬃcient in P3HT was found to be temperature independent until 120 K, indicating it is
primarily driven by downhill migration.
Previous measurements of the exciton diﬀusion length of the polymer MEH-PPV have
given values in the range of 7-20 nm,[29, 44] with doubts cast over the validity of these
results.[43] From measurements of the PL decay on TiO2 substrates a diﬀusion coeﬃcient
of (3.90.3)10 3 cm2 s 1 and a diﬀusion length of 10.50.4 nm were determined. e
copolymer F8BT was found to have the slowest exciton diﬀusion of all of the polymers
tested as part of this research. Its diﬀusion coeﬃcient of (1.30:75)10 4 cm2 s 1 is an
order of magnitude less than in P3HT, PFO and MEH-PPV. For the exciton lifetime of
1.2 ns this corresponds to a diﬀusion length of 4.20.7 nm.
In Chapter 6, the principle of exciton-exciton annihilation was introduced and how, as a
diﬀusion-controlled process, it can be used to calculate the exciton diﬀusion coeﬃcient.
Measurements of the exciton-exciton annihilation rate were performed on ëlms of P3HT,
MEH-PPV and F8BT of three diﬀerent thicknesses. For each material, the annihilation
rate was found to be independent of ëlm thickness, which indicates that exciton diﬀusion
is also unchanged. is result is important because the PL lifetime and, therefore, the sin-
glet exciton lifetime does change with ëlm thickness. It is also consistent with the results
from the surface quenching measurements, where the PL decays for multiple ëlm thick-
nesses could be described in terms of a single diﬀusion coeﬃcient. e exciton-exciton
annihilation data exhibited the same trend as the surface quenching data with exciton dif-
fusion fastest in MEH-PPV, followed by P3HT and F8BT. Both MEH-PPV and F8BT are
attractive as gain media for lasers and ampliëers, with these results indicating signiëcantly
lower losses to exciton-exciton annihilation in F8BT.
Exciton-exciton annihilation measurements were also used to study exciton diﬀusion in
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mixed-phase PFO ëlms. Using a recently developed technique,[199] where a high boiling
point additive is added to the polymer solution, ëlms containing varying concentrations of
chains in the -phase conformation were made. e annihilation rate for glassy PFO was
measured to be (1.50.1)10 8 cm3 s 1, which is the highest rate of all of the polymers
used in this thesis. In ëlms containing -phase, the annihilation rate was observed to grad-
ually rise up to a maximum of 3.310 8 cm3 s 1, which would imply exciton diﬀusion
is twice as fast in the -phase. e increase in annihilation rate with increasing -phase
content was consistent with hopping between -phase chains mediated by energy transfer
and implies a fully interdispersed morphology. e eﬃcient energy transfer from the glassy
phase to the -phase was explained by the calculation of the Förster radii between the two
phases. Transfer from either phase to the -phase was found to be the most eﬃcient process
with a Förster radius of 5.4 nm. Transfer from the -phase to the glassy phase is the weakest
transition, with a Förster radius of 3.7 nm. ese values for the Förster radii demonstrate
why there is little or no back-transfer from the  to the glassy phase. is work shows how
through simple processing techniques, the morphology of the polymer can be manipulated
to give an alternate conformation with enhanced exciton diﬀusion.
e thickness dependence of the PL lifetime in conjugated polymers is a phenomenon
that to date has received little attention in the literature.[216] e decrease in the PL life-
time with ëlm thickness suggests that excitons are being quenched by an interface or layer.
Treatment of the substrate with a self-assembled monolayer of OTS did not weaken the
thickness dependence, thus ruling out the substrate as a direct cause of the eﬀect. e
possibility of oxygen quenching was also discounted, though measurements revealed that
spin-coating in air resulted in the dispersion of oxygen molecules throughout the ëlm. Re-
sults are consistent with the thickness dependence being related to a change in the polymer
ëlm morphology possibly through alignment at the substrate, a change in the ëlm density
or conënement. e work of Ellison & Torkelson showed that ìuorescence was suﬃciently
sensitive to changes in the ëlm morphology that they were able to reliably identify the glass
transition temperature from it.[231] Knowledge of how a conjugated polymers ëlm’s ìu-
orescence is inìuenced by its morphology could be used to optimise ëlm processing for
optoelectronic devices.
Finally, resonant energy transfer was shown to be capable of eﬃcient energy transfer over
distances greater than the exciton diﬀusion length, with 50% transfer eﬃciency between
PFOBT and P3HT across a 10 nm separation. is result highlights the potential for res-
onant energy transfer to improve exciton harvesting in organic solar cells.[49] e depen-
dence of the energy transfer rate on distance also reveals the limitations of the point dipole
approximation for describing energy transfer between conjugated polymers on nanometer
scale distances.
Conclusions
e work presented in this thesis represents the foundations for a sustained investigation
into exciton diﬀusion in organic semiconductors. In particular, by enabling reliable mea-
surements it provides the basis for exploring the factors controlling exciton diﬀusion. It
should allow structure-property relations for exciton diﬀusion to be reëned, leading to the
development of materials with improved exciton diﬀusion length. It will also allow the
inìuence of morphology and processing on exciton diﬀusion to be studied, potentially
leading to new ways of enhancing exciton diﬀusion.
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APPENDIX B
The Transfer Matrix Function
An elegant method for calculating the electric ëeld distribution in a multi-layered structure
is by using matrices. is derivation is adapted from that published by Pettersson et al.[118]
To illustrate how the method functions, consider the structure shown in Fig. B.1, with an
incident electric ëeld propagating from left to right.
Layer j Layer j+1Layer j­1Layer 1 Layer mAmbient Substrate
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Figure B.1: Illustration of the electric ëeld components in a multi-layered structure.
Each layer j is deëned in terms of its complex refractive index ~nj = j+ ij , where  and 
are the refractive index and extinction coeﬃcient respectively, and its thickness dj . At each
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interface a proportion of the incident radiation will be reìected, the amount of which will
be a function of the optical constants of the cofacial layers and can be described in terms of
the interface matrix
Ijk =
1
tjk
"
1 rjk
rjk 1
#
; (B.1)
where rjk and tjk are the Fresnel complex reìection and transmission coeﬃcients at the
interface between layers j and k. For normal incidence light with the electric ëeld perpen-
dicular to the interface the complex reìection and transmission coeﬃcients, rjk and tjk,
are given by
rjk =
~nj   ~nk
~nj + ~nk
; (B.2)
tjk =
2~nj
~nj + ~nk
: (B.3)
e electric ëeld in any one of the layers is composed of a transmitted and reìected com-
ponent and can be described in terms of the layer matrix Lj , given by
Lj =
"
e ijdj 0
0 eijdj
#
; (B.4)
where jdj describes the phase change as the wave propagates through layer j, where
j =
2

~nj : (B.5)
e overall transmission and reìection for a multi-layer structure is therefore a product of
the propagation and interface matrices for all of the constituent layers and is known as the
system transfer matrix S, which can be written as
S =
"
S11 S12
S21 S22
#
=
 mY
=1
I( 1)L
!
:Im(m+1) (B.6)
It is worth noting that both the layer Lj and interface Ijk matrices are fully deëned by the
optical constants of the layers involved and, therefore, so is S. Hence, the incident and
transmitted electric ëelds are related by"
E+0
E 0
#
= S
"
E+m+1
E m+1
#
; (B.7)
wherem is the total number of layers and the + and   superscripts denote the propagation
direction of the electric ëeld. e complex reìectivity r and transmission t coeﬃcients of
the whole system are therefore
r =
E 0
E+0
=
S21
S11
; (B.8)
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t =
E m+1
E+0
=
1
S11
: (B.9)
To calculate the electric ëeld in any one of the layers, i.e. Lj , the system transfer matrix S
can be split into two subsystems S0j and S
00
j , each one either side of Lj , to give
S = S0jLjS
00
j : (B.10)
e two subsystem transfer matrices are deëned as
S0j =
"
S
0
11 S
0
12
S
0
21 S
0
22
#
=
 
j 1Y
=1
I( 1)L
!
I(j 1)j ; (B.11)
S00j =
"
S
00
11 S
00
12
S
00
21 S
00
22
#
=
0@ mY
=j+1
I( 1)L
1A Im(m+1): (B.12)
e complex reìection and transmission coeﬃcients for the interfaces of layer j can there-
fore be deëned as
r
0
j =
S
0
j21
S
0
j11
; (B.13)
t
0
j =
1
S
0
j11
; (B.14)
r
00
j =
S
00
j21
S
00
j11
; (B.15)
t
00
j =
1
S
00
j11
: (B.16)
Considering the incident electric ëeld in layer j at the point of the interface (j   1)j, the
transmission coeﬃcient t+j for the electric ëeld propagating in the positive direction will be
t+j =
E+j
E0
=
t
0
j
1  r0j r00j ei2jdj
; (B.17)
where r0j  is the reìection coeﬃcient for a wave reìected back into layer j after being
ërst reìected oﬀ the interface j(j + 1). e transmission coeﬃcient for the electric ëeld
propagating in the negative direction, after being reìected oﬀ the interface j(j + 1), will
simply be
t j =
E j
E0
= t j r
00
j e
i2jdj : (B.18)
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Hence, the electric ëeld at any point in layer j can be deëned in terms of the electric ëeld
propagating in the positive and negative directions to give
Ej(x) = E+j (x) + E+j (x): (B.19)
Substituting Eq. B.17 and B.18 into Eq. B.19 gives
Ej(x) =
h
t+j e
ijx + t j e
ijx
i
E+0 ;
= t+j
h
eijx + r
00
j e
ij(2djx)
i
E+0 :
(B.20)
Equation B.20 can be expressed in terms of the subsystem transfer matrices as
Ej(x) =
S
00
j11e
 ij(dj x) + S00j21e
ij(dj x)
S
0
j11S
00
j11e
 ijdj + S0j12S
00
j21e
ijdj
E+0 : (B.21)
For a multi-layer system, where the optical constants and thickness of each layer are known,
the electric ëeld distribution throughout the whole system can be calculated by evaluating
Eq. B.21 for each layer.
