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Stochastic Simulation of Acoustic Communication
in Turbulent Shallow Water
Christian Bjerrum-Niese and René Lützen
Abstract—This paper presents a stochastic model of a turbulent
shallow-water acoustic channel. The model utilizes a Monte Carlo
realization method to predict signal transmission conditions. The
main output from the model are statistical descriptions of the
signal-to-multipath ratio (SMR) and signal fading. Probability
density functions of signal envelope are evaluated by Pearsons’s
Skew-Kurtosis Chart, generally predicting Ricean fading. Dy-
namic calculations of SMR by the model overcome the main
inconveniences of deterministic calculations, providing “smooth”
instead of “noisy” curves as a result. Dynamic calculations of SMR
and fading are concluded to provide more intelligible and realistic
results than deterministic calculations.
Index Terms—Signal-to-multipath ratio, stochastic modeling,
turbulence, underwater communication.
I. INTRODUCTION
COHERENT acoustic communication has been receivingconsiderable attention in recent years. The use of this tech-
nology has obvious applications in shallow water, yet there is a
tendency of failure of the communications systems in the hori-
zontal shallow-water channel. On the other hand, the successful
implementations often depend highly on the local environment.
Hence, such prototype systems are not suitable for commercial-
ization.
Present focus is placed on very shallow water as one of the
most challenging communication channels. Examples of this
type of channel are the North Sea, the Baltic Sea, and the inner
Danish waters connecting these seas. These channels are charac-
terized by seasonally dependent stratification. The sound speed
profile is perturbed by mixing caused by currents, freshwater
run-off, and weather conditions.
The aim of this paper is to develop a simulation tool to be
used for estimation of the performance of acoustic communi-
cations systems in a variety of shallow-water channels. The pri-
mary output of this model is a parameter to classify the quality of
the communication channel. The simulation should provide fur-
ther insight into the physical limitations of the channel and how
the system should be designed to overcome these limitations.
Therefore, emphasis is placed on a physically realistic channel
model rather than by studying receiver architectures.
This paper is organized as follows. The development of the
simulation tool will be related to previous studies in Section II.
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The features of a ray model and the establishment of the
performance evaluation parameter are presented in Section III.
Next, the theory for introducing channel dynamics through
turbulence-induced sound speed fluctuations is presented in
Section IV. The turbulence model is related to the propagation
model in Section V. The study is completed in Section VI by
a numerical case study including statistical tools to describe
the pressure field fluctuations. Conclusions are drawn in
Section VII.
II. MODELING OF THE UNDERWATER COMMUNICATION
CHANNEL—A REVIEW
A simulation tool to model the communication link in shallow
water may be of value during both the system design phase and
operations in the field. A model will always be inaccurate to
some degree due to model imperfection and to input parameter
uncertainties. Therefore, a model should not be used for opti-
mization but rather to provide guidelines and trends. While de-
signing a system, a simulation tool can be used to test different
system configurations. When operating the system in the field,
this tool may explain poor performance of the link, for instance,
that the receiver depth should be changed—if possible.
When developing a realistic model, it is important to include
the most critical features. The limitations of the shallow-water
communication channel are described by two features: inter-
symbol interference (ISI) and signal fading. The multipath prop-
agation of sound will cause a time spread of the impulse re-
sponse of the channel, causing ISI. The dynamic properties of
the channel cause a frequency spread of every spectral compo-
nent of the transmitted signal, leading to amplitude and phase
fluctuations.
Several approaches have recently been made to simulate a
communication system. Studies emphasizing a realistic model
of the complex propagation conditions will be reviewed in the
following. The physical properties of the multipath channel are
conveniently related to the signal characteristics of the commu-
nication system through the establishment of the time-varying
impulse response function of the underwater medium.
The channel impulse response function should be related to
the source and receiver functions, as well as to the signal modu-
lator and demodulator, and possibly also to further receiver pro-
cessing modules. This concept was examined by Bjerrum-Niese
et al. in [1]. A detailed model was presented which included all
the features mentioned above in a modular structure. The output
of this model is a synthetic time —series generator to be used as
an alternative to in situ recordings. The drawback of this strategy
is, however, the difficulties in pointing out the limiting factor
0364–9059/00$10.00 © 2000 IEEE
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and relating it to the acoustical properties of the channel, be-
cause no reduction of the data output was attempted.
A similar, though somewhat simpler, model was presented
by Essebar and Vercelloni [2]. Temporal variations due to rel-
ative motion between the source and receiver are included in
this model. However, the physical aspects of the communication
channel are only modeled for a single environmental case. Es-
sebar et al. [3] model the shallow-water communication channel
by use of the ray method. The seasonal variations of time spread
and transmission loss are examined and found to be consider-
able. They claim frequency spread to be negligible and hence
ignore all dynamic features of the channel. In our opinion, this
assumption is questionable.
Galvin and Coates include fluctuations in their shallow-water
ray model [4]. These temporal fluctuations are modeled as being
induced by rough surface variability, specifically by claiming
the amplitude of the scattered sound to be Rayleigh-distributed
and the phase to be Gaussian-distributed. The assumption of
Rayleigh-distributed amplitude may hold for specific cases, but
not in general. This approach was extended in [5], where a pro-
cedure to generate random time series of prescribed spectral
density and probability density functions is derived specifically
for a Rayleigh channel. A random series generator such as this is
useful for testing receiver processing architectures. On the other
hand, the study of the physical processes to generate the fluctu-
ations is not emphasized.
Plaisant [6] and Cristol [7] studied the sound field when trans-
mitting with a parametric array in deep water over a long range.
They included internal waves as a dynamic feature and directly
solved the transport equation in the ray method. Though this
work may prove to be important, it is presently limited to the in-
clusion of the upper part of the internal wave spectrum in deep
water, and, therefore, it does not apply to the present study of
shallow-water propagation.
Assuming that the channel is not noise-limited but rather mul-
tipath-limited, a convenient parameter to describe the quality
of the communication channel is the signal-to-multipath ratio
(SMR). Zielinski et al. [8], [9] introduce the SMR parameter to
quantify the ISI of the communication channel. Their propaga-
tion model is a deterministic sound speed ray model. Impressive
performance of a communication system is predicted, which is
surely due to the simplified propagation model.
The approach of evaluating the multipath channel through the
SMR parameter was further developed by Bjerrum-Niese and
Bjørnø in [10]. Here, a deterministic refractive ray model rather
than a straight line (constant sound speed) ray model was used
to model the impulse response function. Predictions of optimum
receiver depths were sought. The numerical results were, how-
ever, difficult to analyze due to strong fluctuations of the SMR.
This can be explained by the fact that a deterministic ray model
only provides a snapshot image of the channel with an interfer-
ence pattern of many rays leading to arbitrary transmission loss
at the receiver.
Stochastic features induced by a time-varying surface reflec-
tion coefficient was examined by Bjerrum-Niese in [11]. The
prediction of a stochastic SMR became possible through a real-
ization technique using a randomly varying surface. However,
this technique is only useful if a dominating part of the trans-
mitted sound has interacted with the sea surface. For a strongly
downward refracting channel, the dynamic sea surface will have
little influence.
This fact has motivated the present study, where the medium
rather than the sea surface is modeled as time-varying. Internal
waves have little influence in the shallow seas of interest in this
study. The channel is characterized by the significant temporal
variability of both the temperature and salinity and the corre-
sponding stratification. This has led to the development of a sto-
chastic propagation model based on turbulence-induced sound
speed fluctuations. Other dynamic features such as rough sur-
face variability and relative motion between the source and re-
ceiver are purposely not included here, not because they are
unimportant, but rather to be able to study the physical fea-
tures independently. Extensions to include these features may
be implemented in a straightforward manner following [1], for
instance.
III. PROPAGATION MODEL AND PERFORMANCE EVALUATION
This section will present the deterministic propagation model.
Next, we carry out the evaluation of the communication system
performance by computation of the SMR. To compute the SMR
and the dynamic features presented in Section V, the ray method
given here is not the only approach to model the sound propa-
gation.
A. The Deterministic Ray Model
A numerical ray model has been implemented. To improve
efficiency of the model, the propagation algorithm is semian-
alytical. It applies solutions for sound speed profiles that are
piecewise linear in depth and range-independent, i.e., the paths
follow either straight lines or circular arcs.
Boundary interaction is very important in the shallow-water
channel. It is not unlikely that even the strongest paths are re-
fracted and have been multiply reflected or scattered from ei-
ther the bottom or the sea surface. Surface loss is modeled as
deterministic, knowing that it is actually stochastic. This was
chosen to separate the dynamic influence of the physical fea-
tures. Hence, we have chosen to model surface loss by intro-
ducing a wind-driven absorptive bubble layer, following an em-
pirical expression obtained by Dahl [12].
Bottom interaction is modeled by assuming that the bottom
will be a reflector with a complex impedance given by the
sound speed, density, and absorption coefficient. Changes in
the bathymetry and small-scale roughness are ignored.
The output of the deterministic ray model will be the impulse
response function of the channel . It is assumed to be a sum
of delta functions with complex amplitude and delay :
(1)
By identifying all eigenrays for a specific channel geometry,
the ray model output is an estimate of all coefficients .
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B. Performance Evaluation Through the
Signal-to-Multipath Ratio
This section will present the tools for analyzing the output
of the ray model in terms of parameters that may evaluate the
performance of a communication system. The SMR introduced
by Zielinski et al. [9] is a convenient measure for evaluating
the communication link quality of the channel. This algorithm
was further analyzed in [10] and [11] and is presented here in a
slightly modified version.
Corresponding to the impulse response function of the
channel, every delayed version of the transmitted symbol
will corrupt the received signal. This is known as ISI. The
corruption is proportional to the ratio of the delay to the symbol
period . Two parameters are formed: the signal strength
and the multipath strength .
The signal strength is defined as the amplitude of the co-
herent sum of the direct path and the self-multipath, where the
self-multipath is the part of the multipath structure that is present
within the time frame of the currently received symbol
(2)
where is the number of self-multipaths, each represented as a
phasor, , and is taken w.r.t. the strongest arrival.
The corruptive multipath strength is defined as the co-
herent sum of delayed multipaths, i.e., the tail of the previously
received signal present in the time frame of the current signal de-
noted the cross-multipath. The definition of multipath strength
is the amplitude of the coherent sum of interference from the
adjacent symbol and of previous signals with delays :
(3)
Error-free transmission can be shown [21] to be obtained
when the SMR is sufficiently large as
SMR (4)
for quasi-phase shift keying (QPSK) modulation (four phase
levels). The general requirement for error-free transmission for
( )PSK is
SMR (5)
IV. CHANNEL DYNAMICS
The stochastic model is an extension to the deterministic ray
model. The geometrical definition of the acoustic channel is the
same for both models.
The shallow-water channel is divided into layers (Fig. 1).
Each layer corresponds to a certain turbulence structure charac-
terized by its parameter of local relative sound speed fluctuation
. For each layer, a maximum turbulence length scale is as-
sumed to be equal to the height of the layer.
Fig. 1. A three-layer turbulent acoustic channel model.
A. Converting Turbulence to Sound Speed Fluctuations
Assuming range independence, the sound speed can be ex-
pressed as
(6)
(7)
where is the time, the depth, and the mean sound speed
profile. Also, is a measure of the local relative sound
speed fluctuation, which is related to the refractive index . The
distribution of is assumed Gaussian, being a fair assumption
according to [13].
According to [13]–[15], the three-dimensional (3-D) spec-
trum of the local relative sound speed fluctuations in a homo-
geneous and locally isotropic turbulent layer can be represented
by
(8)
where is a wavenumber representing the turbulence
length scale. The structure parameter represents the level of
fluctuation and has dimensions . and are the outer
and inner scales of the turbulence, referred to as the energy-
containing scale and the dissipation scale, respectively. In [14],
(8) was found to well describe a turbulent channel.
Also, the turbulence may be split into two parts, one regarding
fluctuations due to the flow velocity and the other regarding
temperature and salinity fluctuations. Thus, the structure param-
eter is [14] (slightly modified after consulting the authors)
In [14], measurements in a tidal channel showed
of the order at most, and generally less.
The order of magnitude, however, depends on the oceanograph-
ical conditions. In this text, to include effects from velocity, tem-
perature, and salinity fluctuations, is defined as
(9)
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where is an order of magnitude parameter in the range
. The local relative sound speed fluctua-
tion spectrum and the turbulent energy dissipation rate
are related by [14] assuming homogeneous and locally isotropic
turbulence and by using (9)
(10)
where
(11)
has the dimensions of . In the above expression,
is the value of the mean sound speed profile at the depth con-
sidered. The turbulent energy dissipation rate and the sound
speed profile are the fundamental input parameters of this mod-
eling approach.
A mean value of and will be assigned to a particular
layer. If the dissipation rate and the upper limit of the
turbulence length scale are known together with the mean
sound speed profile, is described statistically by integrating
the 3-D spectrum of . The integration limits are the wavenum-
bers given by the upper length scale and the lower length
scale , respectively. However, in actual turbulence, is very
small and the corresponding energy is negligible [14]. Hence,
the wavenumber representing is assumed to be infinity.
This integration is performed in [14], and, together with (11),
it leads to
(12)
B. Distribution of Dissipation Rate
The physical meaning of the dissipation rate (dissipation
rate per unit mass [m /s ]) is the rate by which turbulent kinetic
energy is dissipated, i.e., converted to heat.
In the case of a negligible rate of change in the control volume
and transportation of turbulent kinetic energy across the bound-
aries (this is the case of turbulent boundary layers [14]), the en-
tire production of turbulent energy equals the dissipation rate.
In this modeling approach, the key assumption is that the entire
turbulent energy production is dissipated. Furthermore, effects
from medium inhomogeneities such as wave-induced bubble
plumes are ignored.
Referring to Fig. 2, the following observations are made.
• At the surface, the wind will supply energy to the water
mass; thus assumes a high value at the surface. Due
to the viscosity of the water, the energy produced at the
surface will be transmitted to the molecules beneath, but
with dissipation losses. An expression for is given in
Fig. 2. Exemplified variation of the dissipation rate  in a two-layer stratified
channel.
[16] in the surface boundary layer measured in the North
Sea.
• At the stratification interface, two fluids of different den-
sities meet. Due to the friction between the layers and the
constant motion of the molecules, the fluids will mix at
the interface. This mixing of fluids causes turbulence to
arise and will assume a high value at the interface, de-
creasing with the distance from the interface due to the vis-
cosity. No analytical expression of for this particular
case has been found in the literature, but will be as-
sumed to decrease proportionally to , being the dis-
tance from the interface. This assumption is based on the
similarity of the viscous effects in the interface boundary
layer and in the surface and bottom boundary layers (fol-
lowing [17]).
• At the bottom of the channel, a turbulent boundary layer
will grow as at the other interfaces. Turbulent energy will
arise from the friction between the fluid and the bottom.
In [16], an expression for in the bottom layer is given,
measured in the North Sea.
V. CONVERTING SOUND SPEED FLUCTUATIONS TO
TRAVEL-TIME FLUCTUATIONS
This section deals with the stochastic time delay caused
by one layer alone. A more detailed presentation is given in
[18]. A ray traveling through a nonfluctuating medium spends
an amount of time in a layer . This deterministic travel
time is calculated by the deterministic ray model. In the case
of a fluctuating medium, the travel time through the th layer
becomes
Thus, when the medium causes to fluctuate, so will . This
leads to a probability density distribution of with mean .
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Fig. 3. Outline of a ray and the corresponding probability function P (z).
A. Probability Function
The above mentioned contains information on the duration
of the passage of the ray through layer . This duration corre-
sponds to a fraction of the total distance. As a useful tool, we
introduce the probability function illustrated in Fig. 3 that
contains information on the fraction of the passage through a
particular layer, measured in meters, relative to the total traveled
distance . Hence, is derived only from the geometry
of the ray. Thus, means that the ray spends 12% of
its journey in layer . It should be noted that is only used to
make nondimensional and may therefore be chosen at one’s
convenience. In this case, is chosen so that .
For a ray traveling in a straight line from to ,
the definition of is
(13)
For a ray traveling in a circular arc of radius from
to (see Fig. 4), the definition of is
(14)
B. Space
Following [13] and assuming isotropic turbulence as in [14],
the fluctuations of the acoustic medium are described by the two
parameters and . These characterize fluctuation strength and
the size of the inhomogeneities, respectively. With
the acoustic wavenumber, the correlation length (defined in
Section V-C), and the total distance traveled by the ray, the
definition of the parameters becomes
The size parameter measures the influence of diffraction of
the acoustic wave.
A diagram is shown in Fig. 9. In the saturated region
( ), each transmitted ray is split into several rays,
Fig. 4. Illustration of the arclength S.
so-called micromultipaths (the number of micromultipaths per
ray is approximately ). The ray approximation will not hold
due to the existence of several micromultipaths.
In the unsaturated region ( ), the transmitted ray
remains undivided. In the geometrical acoustics regime ( ,
) perturbations cause vertical displacements of only
small fractions of the correlation length. In the diffractive but
unsaturated region ( , ), the ray approximation
breaks down due to diffraction.
Generally, the interface between saturated and unsaturated re-
gions forms an upper performance bound for coherent acoustic
communication [19].
The validity area of the fluctuation model coincides with that
of the ray model. Therefore, and must be calculated for
each simulation to relate it to the validity area in space,
which is the area of the geometrical acoustics approximation.
C. Method
According to [13], the structure coefficient of homogeneous
and isotropic turbulence is defined by
(15)
Using from (12) and from (11), the correlation length
of the turbulence is calculated from the expression
(16)
This correlation length is an important parameter in the defini-
tion of the strength parameter and the size parameter .
Using the probability function defined in Section V-A, and
are related to a particular layer by
(17)
(18)
In the case of the geometrical acoustics approximation, the ap-
plicability of and is due to the relation [13]:
(19)
where is the phase in radians of the received signal. In the case
, has a Gaussian probability distribution [13]. Hence,
the probability distribution of is Gaussian as well. With as
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the frequency of the signal, this determines the distribution of
(20)
Joining the set of equations (17), (19), and (20), the
method becomes
(21)
in which, using (11), (12), and (16),
(22)
and
(23)
As for amplitude fluctuations of a transmitted ray, the work
in [13] states that, within the geometrical acoustics region, the
pressure amplitude is log-normal distributed. Thus, amplitude
fluctuations are calculated from
(24)
Therefore, the log-amplitude is a Gaussian-distributed random
variable. As mentioned above, this method is confined to the
case , , i.e., high frequency, limited transmis-
sion range, and small sound speed fluctuations.
D. Combination of Layered Travel-Time Fluctuations
Each layer of the medium contributes to the resulting sto-
chastic part of the time of arrival (t.o.a) by a Gaussian-
distributed . The layered channel is modeled as a series of
stationary time-varying filters acting subsequently on the trans-
mitted signal. Thus, the superposition of subsequent layers/fil-
ters is achieved by convolving their impulse responses.
The medium is assumed linear so that the time delays from
each layer may be added. Since the filters are linear, the filter
calculations will be reduced. The filtering of one layer is only
performed once, although the ray may have passed at different
times.
The ’s of the different layers are zero-mean Gaussian-
distributed random variables. Thus, the superpositions will also
be Gaussian and zero-mean, and only the second-order moment
of the resulting distribution is left to be expressed.
It follows from the linearity that a simple addition of the
’s of the different layers is sufficient to describe the
resulting distribution of the . Thus,
(25)
For the method, the second-order moment of the sto-
chastic part of the t.o.a. becomes
(26)
in which is given by (22) and by (12).
The method is valid for and (tr
transmission). Here, is the largest of all while is the
largest of all , where is the number of layers.
VI. NUMERICAL RESULTS
A. Implementation of the Fluctuation Model
The above described - method is implemented as a fluc-
tuation model using Monte Carlo simulation. The procedure is
as follows.
1) Deterministic impulse response and propagation data are
calculated by a deterministic ray model.
2) From turbulence and propagation data, oceanographical
parameters and are assigned to each transmitted ray.
3) Phase and log-amplitude variances for each ray are deter-
mined from and .
4) The deterministic impulse response is repeatedly per-
turbed slightly according to Monte Carlo realizations of
amplitude and phase. For each realization, thte signal
envelope and SMR are evaluated.
5) Finally, the set of realizations (typically ) is
subjected to statistical analysis.
B. Ricean Statistics and Pearsons’s Skew–Kurtosis Chart
We introduce some statistical concepts that are used in re-
lation to the fluctuation model. The probability density func-
tion of the Ricean distribution, of which both the Gaussian and
Rayleigh distributions can be treated as special cases, is re-
viewed in the Appendix.
The use of Pearsons’s Skew–Kurtosis Chart is a technique
to classify the unknown PDF of a fluctuating signal. It is par-
ticularly useful for modeling purposes where stationarity and
convergence are controlled. It is based on the calculation of the
skew and kurtosis, defined as
Skew:
Kurtosis:
where is the stochastic variable and is the central
moment of order .
In this work, skew and kurtosis will be calculated from ampli-
tude PDF’s and plotted on the Pearsons’s Chart, thus facilitating
comparison with the above mentioned theoretical distributions.
An example is shown in Fig. 13.
C. Numerical Test Case
To demonstrate the features of the fluctuations model, the
channel configuration shown in Table I was simulated.
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TABLE I
CHANNEL PARAMETERS
Fig. 5. Sound speed profile and dissipation rate profile, leading to four layers
in the model. Solid line: sound speed; dashed line: dissipation rate.
Fig. 6. Deterministic raytrace.
The corresponding sound speed profile and turbulent
dissipation rate profile are shown in Fig. 5. Both represent
approximations to typical profiles found in the North Sea (see
Section IV-B). It is apparent from the deterministic raytrace in
Fig. 6 that the channel provides a severe multipath environment
for communication purposes. The transmission loss, shown in
Fig. 7, is about 70–80 dB, expect within the near-surface bubble
Fig. 7. Transmission loss curve (rays summed coherently and incoherently).
The spikey nature of the incoherent transmission loss arises from the caustics
observed in Fig. 6.
Fig. 8. Deterministic channel impulse response for a receiver at 50 m.
layer. This fact indicates that a standard commercial acoustic
transmitter (source level 180 dB re 1 Pa) will provide a
sufficient signal-to-noise ratio (SNR).
1) Impulse Response, SMR Realizations, and PDF’s for One
Depth of the Receiver: Simulations of transmission with the re-
ceiver positioned 50 m below the surface are described in the
following. The model simulates transmission of a QPSK mod-
ulated signal having a pressure amplitude of 1 (dimensionless).
The deterministic transmission loss curve is shown in Fig. 7 and
the impulse response function is shown in Fig. 8. The trans-
mission at this particular depth of receiver is characterized by a
few strong arrivals followed by several weaker arrivals. Hence,
Ricean fading is expected according to [20]. Oceanographical
parameters and for the transmission (marked by an “ ”)
are shown in Fig. 9. It is seen that the transmission is inside the
validity area of the model, which is the geometrical acoustics
region. Each “ ” in the figure represents the passage of one ray
through a layer of the channel. Each group of ’s represents a
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Fig. 9. - diagram for a receiver at 50 m. Three groups of o’s are observed
corresponding to each turbulent layer.
Fig. 10. Realizations of the envelope for a receiver at 50 m.
layer, in which the ’s and ’s of the rays only differ a little in
and due to different ray angles.
Now, realizations of signal transmission are performed ac-
cording to the - method described above. A subset of the re-
sulting envelope realizations is shown in Fig. 10 and statistical
analysis of the entire set gives the Ricean PDF in Fig. 11 with
randomicity .
2) Stochastic versus Deterministic SMR Calcula-
tions: When SMR is calculated through the deterministic
propagation for all receiver depths, the curve becomes rather
“noisy” (see Fig. 12). The numerous peaks are caused by local
constructive or destructive interference of the rays.
Before performing stochastic calculations of the mean SMR
versus depth, oceanographical parameters and were cal-
culated for all depths and were found to be sufficiently limited
as required in Section V-B. At this point, 10 000 realizations
of the SMR were performed for each depth of the receiver in
steps of 0.2 m down through the channel. The result is plotted
in Fig. 12. The following observations are made. The stochastic
Fig. 11. Envelope PDF for a receiver at 50 m, over 10 000 realizations.
Fig. 12. Stochastic mean and deterministic SMR for all receiver depths, 10 000
realizations, and a data rate of 6 kbit/s. Solid bold line: stochastic SMR; solid
line: deterministic SMR; dashed line: QPSK threshold (p2 = 3 dB).
Fig. 13. Pearson’s Skew-Kurtosis chart for all receiver depths, 10 000
realizations. A few outliers are observed.
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Fig. 14. Randomicity as a function of depth, 10 000 realizations.
results (SMR ) are a “smoothened” version of the determin-
istic results (SMR ). SMR follows SMR , increasing and
decreasing at the same intervals of depth. Finally, the level of
SMR is above (3 dB), so that optimum conditions for
communication are expected for the receiver at depth intervals
between 30–35 m. Skew and Kurtosis were calculated for enve-
lope PDF’s for each depth of the receiver and plotted in a Pear-
sons diagram (see Fig. 13). The envelope simulations appear to
follow the theoretical Rice distribution, with Kurtosis somewhat
lower than the theoretical one.
Following the simulations, the randomicity was calculated
and is shown in Fig. 14. The numerical case exhibits Ricean
fading with randomicity generally below 0.55. This relatively
high degree of randomicity should also be expected from the
raytrace in Fig. 6 which indicates no presence of a direct path.
The relation between the randomicity distribution and the mul-
tiple input parameters is, however, difficult to establish due to
the complexity of the problem.
VII. CONCLUSIONS
A model was presented for the simulation of sound propa-
gation in a turbulent shallow-water channel. This model can
be used to determine several critical parameters in relation to
acoustic communications under water. The model predicted
Ricean amplitude fading with a depth-varying degree of
randomicity, consistent with theoretical and experimental
expectations. Also, deterministic calculations of SMR were
compared to stochastic calculations including fluctuation
effects due to turbulence. Where deterministic calculations
returned “noisy” curves with many sudden peaks, the cor-
responding stochastic calculations provided “smoother”
curves yielding a simpler interpretation. It is concluded that
stochastic simulations of turbulent shallow-water channels
provide different, and more realistic, results than deterministic
simulations.
Verifying the model is a quite difficult task due to the combi-
nation of input parameter sensitivity and model complexity.
The presented model may be extended so as to investigate
the influence of other time-varying effects, such as sea surface
interaction and moving transducers.
APPENDIX
PROBABILITY DENSITY FUNCTIONS
According to [20] and [21], the Ricean PDF is suitable in un-
derwater acoustics for describing signal fading. The Rice PDF
includes both the Gaussian PDF and the Rayleigh PDF as ex-
treme cases. It provides a suitable description of statistical sam-
ples with both a deterministic part and a stochastic part. The
power fraction of the deterministic and random parts are and
, respectively. The analytical expression for the PDF of the
stochastic variable is
(27)
where is the zeroth-order Bessel function of the first kind.
The Rice PDF is characterized by the randomicity parameter
(28)
It is easily seen that, for , the Rice PDF becomes Rayleigh
and that, for low randomicity , it becomes Gaussian.
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