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Manipulation of single cells and particles is important to biology and nanotechnology. 
Our electrokinetic (EK) tweezers manipulate objects in simple microfluidic devices using 
gentle fluid and electric forces under vision-based feedback control. In this dissertation, I 
detail a user-friendly implementation of EK tweezers that allows users to select, position, 
and assemble cells and nanoparticles. This EK system was used to measure attachment 
forces between living breast cancer cells, trap single quantum dots with 45 nm accuracy, 
build nanophotonic circuits, and scan optical properties of nanowires. With a novel multi-
layer microfluidic device, EK was also used to guide single microspheres along complex 
3D trajectories. The schemes, software, and methods developed here can be used in many 
settings to precisely manipulate most visible objects, assemble objects into useful 
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The connection table for connecting the electrodes with the DAC (Measurement Computing USB-3101). 21 
Fig. 4 Microfluidic control device for one object. The microfluidic device (left) consists of two 
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Fig. 5 Model of the four flow modes resulting from voltages applied to each electrode.
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desired correcting velocity, at any particle location, can be created by combining these four actuation 
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Fig. 7 Graphical user interface (GUI) and coordinate calibration. This simple GUI allows users to 
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1 
Chapter 1  
Introduction 
1.1 Background 
Precise manipulation of things at the nano and microscale is needed to advance 
important research areas like biology and nanotechnology. In biology, for example, direct 
manipulation of cells, DNA, and proteins can help to better understand complex cellular 
processes.
1
 In nanotechnology, the ability to make and test structures at the nanoscale can 
help to make smaller, more powerful computers.
2
 
Manipulation of single cells is needed to improve our understanding of complex 
biological processes. The ability to address and manipulate single cells is important for 
characterizing the heterogeneity of large populations of cells as well as focusing on their 
individual properties. Typically, in vitro biological studies are performed on large 
populations of cells of the same genotype. However, the stochastic nature of gene and 
protein expression leads to heterogeneity in these populations, and results in noisy data 
that does not accurately reflect all its members.
3
 Other populations, as from blood, are 
known to be heterogeneous, but are difficult to sort through to identify markers of 
disease.
4–6
 To fully characterize these populations, each cell must be addressed and 
processed with high precision.  
Precise manipulation of single nanoparticles is essential for developing smaller, 
faster computers that use light instead of electricity. Light is an ideal candidate to replace 
electricity because it offers more bandwidth
7





As a natural distributor of quantum of information, light can be used for secure 
communications
9
 and fast information processing.
10
 Computing logic is implemented 
with optical switches that employ quantum mechanics
11
 and plasmon resonance
12
 to 
allow efficient interaction between light and matter at the nanoscale. To build the next 
generation of computer, circuits of optical switches must be assembled and tested with 
tools that select and position nanoparticles with nanometer precision. 
Microfluidic devices make it possible to address and manipulate single nano and 
microscopic objects.
13,14
 Microfluidic devices are made up of networks of channels with 
dimensions as small as 1 µm that handle small volumes of fluid appropriate for 
addressing single cells (1-100 µm) and nanoparticles (1-100 nm).
15
 The physics of fluids 
in a microfluidic channel are simpler than at larger scales and can be exploited to 
miniaturize sample preparation steps. Integrating multiple sample preparation steps with 
microelectromechanical and optical elements forms robust "lab on a chip" systems that 
replace whole laboratory procedures. Microfluidic devices have been used in biology, for 
example, to mimic whole organs, detect disease, and filter biomolecules and cells out of 
unpurified samples.
16–20
 Other systems carefully synthesize nanoparticles, test their 
biocompatibility against cells, or employ them for their electronic and optical 
properties.
21,22
 However, microfluidic systems like these typically handle many objects as 
they pass through, or passively filter them for later analysis. Additional methods are 
needed to deterministically select and position single objects. 
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1.2 Methods that manipulate nano and microscopic objects 
Many methods manipulate single nano and microscopic objects, but they all have 
drawbacks to consider when choosing the right one for an application. The following 
briefly summarizes the physics, applications, and disadvantages of methods that use 
mechanical, optical, electrical, magnetic, acoustic, and fluid forces. 
Direct tactile contact is reliable method for directly handling objects at the nano 
and microscale. Tactile manipulators pick and place microscopic objects like cells with 
great accuracy or can transfer them between vessels for parallel assays and 
cataloging.
23,24
 Objects are grabbed by a small gripper or pipette and moved by hand or a 
motorized translation stage. Micromanipulators have been used extensively to automate 
single cell analysis for fertility, genomics, and proteomics.
24–26
 Nanoscopic objects can be 
manipulated with sophisticated systems that use piezoelectric cantilevers integrated with 
scanning probe or scanning electron microscopes. Due to their cost, size, and complexity, 
these nanomanipulators are primarily used for imaging nanoscale features and 
characterizing nanoscale forces, such as the material properties of carbon nanotubes.
27,28
 
Laser tweezers manipulate objects that scatter light and are the gold standard for 
non-tactile manipulation of single microscopic objects.
29–35
 Standard laser tweezer 
systems trap objects near the focal point of a tightly focused laser beam. When an object 
with an index of refraction less than the surrounding fluid moves away from the focal 
point, it refracts light away from the center of the beam, causing a change in momentum 
that is balanced by pushing the object back to the focal point.
29,31
 Laser traps can be 
moved relative to a container by directing the laser beam using actuated optics, or by 
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moving the container itself. Holographic laser tweezers can trap as many as 400 objects 
at the same time in three dimensions by quickly moving the one laser beam between 
different points or using many beams in parallel.
36–39
 
Laser tweezers have several drawbacks. While impressive in terms of accuracy 
and throughput, laser tweezers are sophisticated desktop systems that require significant 
investment of lab space and funds, and have important limitations when working with 
nanoparticles and biological samples. Entry level systems that only create one trap cost 
~US$15,000,
40
 and more sophisticated systems cost significantly more. Laser traps are 
less effective at trapping single nanoparticles than single microparticles, and are 
nonselective. Optical trapping forces scale with the volume of the object being controlled 
(~  )29,32,33,36,41 and can be easily overcome by Brownian motion, which scale inversely 
with radius (~ ),42,43 and fluid disturbances, which scale with radius.44,45,42 Stable traps 
attract all objects in the vicinity, so objects must be sufficiently dilute to only trap one. 
Biological samples must also be purified to work with the precisely calibrated optics of 
laser tweezers, and prolonged exposure to lasers can lead to photodamage in cells.
46–48
  
Several systems use dielectrophoresis to manipulate objects. Dielectrophoresis 
(DEP) occurs when a non-uniform electric field is applied to a medium.
49–53
 Objects in 
the medium polarize and move to or away from regions of high electric field strength, 
depending on how the objects polarize relative to the medium and the frequency of the 
electric field. Typically, objects are trapped or deflected by stationary electrodes 
patterned onto a surface,
54–58
 but can be also be precisely positioned by moving the 
electrodes or altering the electric field using vision-based feedback control similar to the 
work discussed here.
59–61
 Optoelectronic tweezers create thousands of movable DEP traps 
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that by projecting light onto a photoconductive surface with a video projector.
62–64
 Like 
laser tweezers, DEP forces are nonselective and are ineffective on nanoparticles because 
they scale with the volume of the object. Precise DEP manipulation has so far been 
limited to two dimensions. 
Acoustic tweezers trap objects using ultrasound waves.
65,66
 In many acoustic 
trapping systems, piezoelectric transducers send standing ultrasound waves into a 
microfluidic device. Object in the device scatter the waves and are pushed to either a 
node or anti-node of the standing wave, depending on the density and deformability of 
the objects relative to the fluid.
67–70
 An object trapped in a node can be positioned by 
changing the phase of the wave.
66,71–74
 Like with laser tweezers and DEP, acoustic forces 
are nonselective and scale with the volume of the object being controlled. While acoustic 
tweezers create many traps at the same time, the traps are arranged according to the 
period of the sound wave and are not necessarily independent. Acoustic tweezers have 
also been limited to two dimensions so far. 
Magnetic objects can be controlled using magnetic forces.
75–82
 In many cases, 
magnetic objects are controlled using large, powerful electromagnets placed away from 
the trapping location. To trap objects at a point in the trapping region, they must be 
repeatedly pulled from where they are to the trapping location by changing the magnetic 





 Magnetic forces also scale with the radius of the 
particle, making control of nanoparticles difficult, and rapidly decrease with distance 
away from the magnet,
89,90
 so only powerful electromagnets produce useful fields in the 
trapping location. Other methods directly integrate magnets into microfluidic chips using 
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microelectronics manufacturing methods to overcome these scaling difficulties.
79,91
 In 
any case, magnetic tweezers can only control magnetic objects, so non-magnetic objects 




Electrically charged objects can be controlled using electrostatic forces. Under 
electrophoresis (EP), charged objects move toward regions of opposite charge when an 
electric field is applied. Since many biological objects carry an inherent charge, EP is 
frequently used in laboratories to separate cells and DNA, and its biological effects are 
well understood.
92
 EP is easily generated in microfluidic devices using wires or patterned 
electrodes, and has been used to separate, deflect, and trap objects.
93
 With feedback 
control, EP has also been used to precisely manipulate and suppress the Brownian motion 
of single molecules.
94–96
 The force of EP on an object is influenced by charges that form 
at its surface, so EP generally scales with surface area rather than volume.
97
 Electric 
fields used for EP manipulation are typically much lower than those used to lyse cells 
(> 100 V/cm for red blood cells
98
), but prolonged application of even low electric 
potential leads to electrolysis and electrochemical changes that fowl microfluidic 
devices.
99
 Electrochemical affects can be mitigated by using non-reactive platinum 
electrodes and salt bridges.
100
 
Hydrodynamic forces are better able to manipulate nanoparticles than optical, 
DEP, acoustic, and magnetic forces. Fluid flow is integral to the function of microfluidic 
devices and can be manipulated using syringe pumps, peristaltic pumps, air pressure, and 
many other methods. Drag forces scale only with the radius of an object, rather than 
volume, and do not depend on the material properties of the object, making them an 
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excellent choice to manipulate nanoparticles. Microfluidic devices designed to exploit 
hydrodynamic forces can separate, focus, and trap objects such as chemical analytes and 
cells.
101
 Nanoparticles have also been precisely positioned in 2D by controlling pressure 
in a microfluidic device using valves and feedback control.
102–104
 Fluid flow driven by 
pumps and air pressure enables steady high-throughput chemical analysis, but requires 
sophisticated valves and sensors for high resolution control. 
Electroosmosis generates hydrodynamic forces using electric fields.
14,105–107
 When 
water fills a microfluidic device made of glass and/or PDMS, silanol groups at the walls 
of the device dissociate, losing one hydrogen ion and exposing a stationary negative 
charge.
108
 Positively charged ions in the fluid gather in a cloud at the newly charged 
surface. When an electric field is applied, the cloud moves under electrophoresis and 
drags the rest of the fluid in the device with it. The motion of the fluid at the walls of the 
device causes the resulting electroosmotic (EO) flow to be essentially uniform, rather 
than parabolic as for flows induced with external pressure. EO is easily generated using 




1.3 Electrokinetic tweezing 
Together, electrophoresis and electroosmosis create electrokinetic forces at low 
voltages that are ideal for manipulating single cells and nanoparticles, but do not 
naturally trap them. EP and EO are easily applied in a microfluidic device using 
relatively inexpensive voltage output devices or microcontrollers. Cells in the electric 
field are safe as long as electric fields are kept low.
98
 While optical, DEP, acoustic, and 
Introduction 
8 
magnetic forces all scale with the volume of an object,
31,64,70,111
 the electrostatic forces EP 
creates scale with surface area and the hydrodynamic forces EO creates scale only with 
radius, making them better for manipulating nanoparticles.
44,45,42
 However, EP and EO 
cannot create movable, stable traps without additional control. 
 
Fig. 1 Schematic of vision-based electrokinetic feedback control in two dimensions. The system is 
shown manipulating a neutral particle with electroosmotic (EO) flow only. A microfluidic device, control 
algorithm, and particle tracking system are connected in a real-time feedback loop. The vision tracking 
system measures the position of a particle chosen by a user. The control algorithm then calculates which 
EO fluid flow will carry this particle from its current towards its desired position, and electrodes then 
actuate the necessary fluid flow. This feedback loop repeats continually and at each time moves the chosen 
particle closer to its desired position, thus either trapping it in place or steering it along any desired 
trajectory. 
Our research group developed a vision-based feedback control system that traps 
and moves objects in simple microfluidic devices using electrokinetic forces. As shown 
in Fig. 1, objects suspended in a fluid are entered into a microfluidic device. Their 
positions are tracked using microscope optics and image processing. One or more objects 
are selected by a user and moved to a desired location by calculating and applying an 
electric field that will push them in the right direction. This process is repeated to account 




1.4 Outline for the rest of this dissertation 
The rest of this dissertation discusses the theory and implementation of EK 
tweezers for biology and nanotechnology. Chapter 2 details the EK physics and control 
algorithm that manipulate objects. Chapter 3 outlines an implementation of EK tweezers 
that uses commonplace research equipment and software, and demonstrates the use of 
this system in manipulating microbes, measuring attachment forces between cancer cells, 
and positioning and immobilizing nanoscopic quantum dots. In Chapter 4, metallic 
nanowires are assembled into nanostructures with several important modifications to this 
implementation which account for non-spherical objects. In Chapter 5, spatial optical 
properties of metallic nanowires are imaged with nanometer resolution by automatically 
scanning quantum dot probes in their vicinity. In Chapter 6, EK tweezing is extended into 
three spatial dimensions with a 3D microfluidic device and 3D imaging. Chapter 7 
summarizes the developments presented in this dissertation, discusses their importance, 
and proposes future research opportunities. Finally, the intellectual contributions of the 
author are outlined relative to the group of collaborators. 
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Chapter 2  
Principles of Electrokinetic Tweezing 
2.1 Vision-based feedback control 
Electrokinetic tweezers move objects by a vision-based feedback control loop 
made up of a microfluidic control device, a control algorithm, and an object tracking 
system. Before control, a user or program chooses the object to be controlled and where 
the object should move to. At each time step during control, the object is found by the 
object tracking system and pushed toward its desired position by calculating and applying 
the electric field that will create the needed electrokinetic forces. Each time the loop 
repeats, the chosen object is pushed closer to its desired position, trapping it in one 
position or dragging it along a complex trajectory.
112–116
 EK tweezers are robust to 
imperfections in the microfluidic device and modelling, allowing the object to quickly 
reach its target as long as the control algorithm knows how to move it closer. Optimized 
EK tweezers manipulate objects with nanoscale accuracy.
115,117
  
When an electric field is created in the control device, objects move due to 
electrophoresis and electroosmosis. The electric field in the microfluidic device is created 
by a voltage generator. In electrophoresis, a small charged particle is attracted to a region 
of opposite charge and quickly reaches a steady-state velocity in line with the applied 
electric field.
118–120
 In electroosmosis, the movement of many charged particles at the 
walls of a fluid channel causes all the fluid in the device to move.
44
 When an electrolyte 
solution is introduced into a channel made of glass or plastic, the walls of the channel 
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become negatively charged and attract a ~10 nm thick cloud of positively charged 
particles. When this cloud is pulled by electrophoresis it drags along the rest of the fluid 
and anything in it. The amount an object is moved by these forces depends on the 
strength of its own charge and the strength of the charge of the cloud at the walls. 
Objects are controlled by creating EK forces that push them toward their desired 
positions. The microfluidic device must be able to create the needed EK forces. First, 
consider control in one dimension. An object is floating in a straight microchannel that 
has an electrode at each end. A voltage applied between the two electrodes moves the 
object to the right. When the voltage is reversed, the object moves to the left. If the object 
is to the left of its desired point, voltage is applied to push it to the right. Voltage is 
stopped as soon as the object reaches it. If the object passes the desired position, the 
voltage is reversed and the process is repeated. Naively, an object could be controlled in 
two dimensions at the intersection of two straight microchannels: one each to control the 
  and   axes. However, these two microchannels are not insulated from each other, and 
the electric field is more complex. A more complete understanding of the EK physics in a 
microfluidic device is required to control objects in two and three dimensions. 
2.2 Physics 
The total EK velocity of an object is the sum of its EP and EO velocities, i.e. 
              . The EP velocity      is the steady-state velocity of a charged object in 
a still fluid when an electric field is applied. The EO velocity      is the steady-state 
velocity of a neutral object in the flow caused by an electric field. In each case the object 
reaches a steady-state velocity quickly relative to the period of control.   
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           (1) 
where    is the electrokinetic “zeta” potential of the object,   is the dynamic viscosity of 
the liquid,    is the dielectric constant of vacuum, and    is the relative dielectric constant 
of the liquid. The properties of the object and liquid are encapsulated by the 
electrophoretic mobility    , which can be measured directly by applying a known 
electric field    and observing the velocity of the object. The electric field is given by 
Laplace's equation        with boundary conditions that reflect the electric potentials 
applied to the channel-end electrodes. 
EO velocity      of an object in an electrolyte solution is the same as the EO 
velocity of the fluid. The flow everywhere in a microfluidic device is accurately 
described by the Stokes equations  
         
           
(2) 
for mass (top) and momentum (bottom), where   is the pressure of the fluid.44 The 
boundary condition for equation 2 is the velocity of the cloud at the walls 
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where the cloud at the wall has an electrophoretic mobility    and a zeta potential   . In 
many cases, the flow everywhere in the device is well aligned with the electric field, and 
it is convenient to use the simpler approximation  
            (4) 
where     is the electroosmotic mobility of the fluid in the device. Under this simple 
approximation, the EK velocity of an object in the device is given by 
                 
        
(5) 
where             is the electrokinetic mobility of an object in a fluid in that 
device. 
2.3 Control 
An object is positioned by repeatedly changing its EK velocity to point from 
where it is to where it should be. For simplicity, this velocity is set by proportional 
control 
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                (6) 
where    is the current position of the object,     is the desired position, and   is a 
multiplier used to tune control performance. Integral and derivative terms may be added 
to account for steady-state error and slow response. 
The voltage needed to create the control velocity is found by inverting the model 
of electrokinetic physics. The Laplace and Stokes equations are both linear (i.e.      
               ) with respect to voltage. By treating the set of   electrode 
potentials as a vector              
 , it can be written as a sum of basis vectors 
                      , where           
 ,           
 , …, 
          . Therefore      can be decomposed into 
                                   
                                       
(7) 
which is a sum of   basis models each multiplied by the associated electrode potential. 
In matrix notation, equation 7 is rewritten as  
                                           
  
      
(8) 
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where the matrix   is a linear map between the voltage     being applied and the resulting 
electrokinetic velocity of an object     . Equation 8 is a standard linear system and     can 
be solved for in several ways. The voltage with the smallest magnitude is found by the 
method of least squares, 
                   (9) 
Substituting equation 6 for desired velocity into equation 9, the voltage that will push an 
object to its desired position is 
                        (10) 
Repeatedly solving equation 10 at a fast rate traps selected objects with high accuracy at 
stationary positions or steers them along complex trajectories. 
Multiple objects can be controlled at the same time by simultaneously solving 





      
      
 









      
(11) 
where        is the electrokinetic velocity and    is the model matrix for object  . 
Equation 11 can be solved for by least squares as in equation 9. While an exact solution is 
possible as long as there are as many electrodes as components of velocity to control (e.g. 
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a device with eight electrodes could theoretically control four objects in two dimensions), 
the maximum voltage that can be applied limits the number of objects that can be 




Fig. 2 Velocities available for control. As long as there are more electrodes than components of velocity 
to control, there are many possible solutions to the control problem. However, some solutions require high 
voltages that are impossible to create in practice. Here are shown the velocities it is possible to create to 
control the 1st, 2nd, 3rd, and 4th object (a, b, c, and d). Around each grid point (magenta), a region (blue) is 
drawn in which it is possible to achieve the control velocity for each additional object. a) The first object 
can be easily controlled in any direction anywhere in the control region. b-c) As the number of controlled 
objects increases, the range of velocities available for the next one decreases, especially in the vicinity of 
the objects. d) Control of 3 objects consumes most of the available velocity, despite there being two more 
electrodes than components of velocity to control. 
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Fig. 2 illustrates how control effort is consumed as an increasing number of 
objects are controlled at once in a microfluidic control device with four intersecting 
channels. Each pane simulates what velocities are available to control the 1st, 2nd, 3rd, 
and 4th object. In each scenario, there is a set of voltages that will achieve the desired 
control velocity, of which equation 10 is a member. The velocity field that each possible 
voltage will produce is illustrated for several grid points. Around each grid point 
(magenta) a region (blue) is drawn that bounds all the velocity vectors it is possible to 
control for each additional object. Controlling a new object shrinks the range of available 
velocities, especially in the vicinity of the object. The object selected first can be moved 
with adequate velocity anywhere in the control area (Fig. 2(a)). Once controlled, the 
bounding regions near the first object shrink (Fig. 2(b)), showing how difficult it is to 
control two objects in the same vicinity. Subsequent objects (Fig. 2(c and d)) limit the 
available velocities even further until control of a fourth object is unlikely unless it is 
kept still (Fig. 2(d)). Controlling many objects in close proximity leads to voltages that 
are unstable or impossible to achieve in practice. 
2.4 Summary 
Electrokinetic tweezers move objects by feedback control in simple microfluidic 
devices actuated by electric fields. An electric field created in the device by electrodes 
gives rise to electrophoresis (EP) and electroosmosis (EO). Under EP, objects move with 
the electric field according to their charge. Under EO, a dense cloud of charged particles 
gathered at the surface of the microfluidic device moves under EP, dragging all the fluid 
and objects in the device with them. Based on this model of electrokinetic forces, the 
control algorithm calculates the electric field that will move objects from where they are 
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to where they should be. Multiple objects can be independently controlled as long as the 
electric field is created by more electrodes than there are components of velocity to 
control, and objects are kept far apart from each other. Repeating this control algorithm 




Chapter 3  
Implementation of Electrokinetic Tweezing 
3.1 Motivation 
An effective implementation of electrokinetic tweezers should be adaptable to 
many applications and easy to use. In general, EK tweezers are made up of a microfluidic 
control device, a microscopic imaging system, and control software. While the objective 
is always to precisely move an object to a desired position, the control device and 
imaging system may need to be modified to accommodate the properties of the objects 
and fluids being controlled. As a result, the control software must be able to work with 
many different control models, imaging methods, video cameras, and voltage output 
devices. The software should also allow users to easily interact with objects in the control 
region and alter control parameters so that they are able to carry out and repeat 
experiments without intimate knowledge of the control system.  
Our group's first electrokinetic tweezers system used a smart camera and desktop 
computer. Objects were controlled at the intersection of two or more microchannels. The 
control region was magnified by microscope and watched by a camera with a digital 
signal processing (DSP) chip. Image processing software on the DSP chip located objects 
in real time. In parallel, a LabVIEW program on the computer downloaded the position 
of the objects from the camera over an Ethernet connection, calculated control, and then 
applied control through a digital-to-analog converter. Video feedback was received from 
the camera through an analog video port, digitized, and displayed on screen for user 
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interaction. Users selected objects to control and where to move them to by single mouse 
clicks. Using this system, our group controlled single and multiple microspheres and 
yeast cells with ~1 µm accuracy, the first demonstration of electrokinetic tweezing.
112–114
 
This first system had several disadvantages. Changes to the image processing 
software on the camera's DSP chip were slow because it had to be compiled and uploaded 
to the camera before control. As a result, imaging conditions needed to be known ahead 
of time and the code had to be properly debugged. Communication between the camera 
and computer required custom programs and protocols. The positions of the objects being 
controlled were sent over an internet server to a client running on the computer. The 
image being processed from the camera was only available in real-time through an analog 
video port, so an extra analog-to-digital video converter was needed to display the image 
on the computer for user interaction. The computer calculated control and interacted with 
the user through a LabVIEW program, but the control calculation itself was a MATLAB 
script, and user interaction was primarily limited to selecting objects with one mouse 
click and the desired position with another. This system had limited functionality and 
would be difficult and time consuming to replicate. 
A new system was developed to streamline development and bring EK tweezers 
to non-specialists. In this new system imaging, control, and user interaction are all 
handled in a program written for the MATLAB software platform. MATLAB is used 
frequently in engineering and provides many functions that process images, communicate 
with hardware instruments, and interact with users. MATLAB is compatible with many 
cameras and voltage output devices, so it is easy to set up a new system using devices 
chosen specifically for a control application. MATLAB also provides a toolkit for 
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designing and developing graphical user interfaces (GUIs). The responsive GUI 
described here allows user to select and manipulate objects as if playing a game, program 
complex trajectories, and record experiments for later analysis. 
3.2 Hardware 
 
Fig. 3 Schematic of the experimental setup. (a) A CCD camera images the cells in bright-field or 
fluorescence illumination. A cell-tracking algorithm computes the position of the chosen cell and a control 
algorithm then determines the needed actuation voltages which are applied through a digital-to-analog 
converter (DAC) and platinum electrodes to the microfluidic device. (b) Photograph of the experimental 
setup with zoomed view of a microfluidic device. Here the yellow round shapes are the four reservoirs, 
platinum wire electrodes are brought in contact with the cell buffer fluid in these reservoirs. Left corner: 
The connection table for connecting the electrodes with the DAC (Measurement Computing USB-3101). 
Fig. 3 shows an example of the new EK tweezing system. It consists of a 
microfluidic control device, inverted microscope, camera, voltage output device, and 
computer. The microfluidic device is placed on the stage of an inverted microscope 
(Eclipse TS100, Nikon, Tokyo, Japan) and is watched by the camera (Guppy F-033B, 
Allied Vision Technologies, Stadtroda, Germany). Platinum electrodes are held in each of 
four channel-end reservoirs with adhesive putty and connected to a digital-to-analog 
converter (DAC) (Measurement Computing, Norton, MA, USA) for voltage output. 
MATLAB software on the computer tracks objects imaged by the camera and calculates 
the control voltage to be applied by the DAC. The hardware shown here can be easily 
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replaced as long as the camera and voltage output device can communicate with 
MATLAB.  
3.3 Microfluidic control device 
 
Fig. 4 Microfluidic control device for one object. The microfluidic device (left) consists of two 
intersecting microchannels each ~2 cm long made from PDMS using standard soft lithography techniques. 
Each channel is 10 µm deep and 300 µm wide except at the intersection (right), where it is narrows to a 
width of 50 µm to concentrate electrokinetic forces.  
A microfluidic device with two intersecting microchannels is used for 2D control 
of a single object at a time. As shown in Fig. 4, the microfluidic control device is made of 
polydimethylsiloxane (PDMS).
121–124
 The porous structure of PDMS provides good 
permeability for oxygen and carbon dioxide, making it safe for handling cells.
123,125
 
PDMS microfluidic devices are usually made by soft lithography.
126
 First, a mold is 
created consisting of a silicon wafer on which the features of the microfluidic device are 
raised. The features can then be repeatedly copied by pouring a two-part liquid PDMS 
pre-polymer over the mold (e.g. Sylgard 184, Dow Corning, Auburn, MI, USA), curing it 
with heat until it is like rubber, and peeling it away from the mold. Functional elements 
such as valves, pumps, and sensors can be incorporated with additional processes. 
Microfluidic devices can also be made in plastic or glass by knife plotting, laser cutting, 
micromilling, and many other techniques.
15
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3.4 Modeling 
Applying a voltage across the electrodes in the microfluidic device creates the 
electrokinetic forces used for control. Before control, the basic electric fields of the 
device are simulated in COMSOL. Fig. 5 shows the four basis electric fields for a 
microfluidic device with four electrodes. For each field, the end of one channel is set to 
1 V while the other ends are set to 0 V, and all other boundaries act as electric insulation. 
All the fields are saved as grids that can be quickly referenced during control. Combining 
them according to the control algorithm creates an electrokinetic velocity that pushes the 
selected object from where it is towards where it should be. 
 
Fig. 5 Model of the four flow modes resulting from voltages applied to each electrode.114,118 Any 
desired correcting velocity, at any particle location, can be created by combining these four actuation 
modes. Black arrows show the microfluidic velocities, color shows the applied electric potential, and the 
enlarged black arrows show an example of velocity decomposition. 
3.5 Object tracking 
Objects in the control area are monitored by microscope optics and a video 
camera. A basic setup is shown in Fig. 3. The microfluidic control device is put on the 
stage of an inverted microscope (TS100, Nikon, Tokyo, Japan) and viewed through a 20× 
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objective lens (Plan Fluor, Nikon, Tokyo, Japan). A video camera (Guppy F-033B, Allied 
Vision Technologies, Stadtroda, Germany) monitors the device and is connected to the 
desktop computer through an IEEE 1394 interface. The microscope and camera shown 
here can be easily replaced to meet the needs of other control applications as long as the 
position of the objects can be measured with enough resolution and speed. 
 
Fig. 6 Object detection imaging algorithm. Before tracking an object, a background image is saved when 
few objects are present in the device. During tracking, objects are detected by looking for groups of pixels 
that are brighter (or darker) than the background. First, the background is subtracted to remove device 
features. Next, the background-subtracted image is converted to black and white, where pixels greater than 
some intensity are set to 1 while all others are 0. The centroid of each group of bright pixels is found by 
averaging the position of each constituent pixel. If there is more than one object in the image, the centroid 
nearest the predicted position is accepted. The predicted position is found using a Kalman filter that 
accounts for noise in the system, and allows objects to be tracked in the presence of many other objects. To 
limit computational intensity, this algorithm is performed in a small window that follows each selected 
object. 
Objects are detected in each new image by an image processing algorithm. For 
bright-field and fluorescent microscopy, it is often convenient to identify regions of 
pixels with values higher or lower than the background image, as outlined in Fig. 6 for 
bright objects on a dim background. Each image acquired from the camera is subtracted 
by a background image taken at some time when the control region was relatively free of 
particles, removing static device features. A binary image is produced from the difference 
image by setting pixels above (or below) a threshold to one, and all other pixels to zero. 
The binary image allows rapid morphological transforms such as hole filling and edge 
smoothing, if necessary. To account for the possibility that multiple particles are in the 
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search window, contiguous regions of pixels are labelled. The centroid of each 
contiguous region is calculated by averaging the position of each constituent pixel. 
Objects are tracked between successive images by predicting their next positions. 
The initial position of an object is defined by a user, who clicks on the image in the 
vicinity of the selected object, or by automatically running the image processing 
algorithm over some region. In each subsequent frame, the precise centroid of the object 
is found by running the image processing algorithm for a small window around the 
predicted position of the object. If there are several objects in the search window, the 
accepted centroid is the one nearest the predicted position. Accurate prediction allows 
objects to be tracked through crowded populations of other objects. 
The position of a tracked object is predicted by a Kalman filter. While it may be 
convenient to predict the position of an object based on the last control velocity, or to 
assume the object will be the nearest in the search window to its previous position, these 
approaches require careful control over device conditions. In practice, the microfluidic 
control device will have defects caused by mistakes made during fabrication or fowling 
from prolonged use. In addition, noise is introduced by the imaging and voltage output 
system. A Kalman filter accounts for these sources of noise and provides an accurate 
estimate of the actual and predicted position of an object in real-time.
127
 For simplicity, it 
is assumed that an object moves in a straight line between successive images with the 
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Implementation of Electrokinetic Tweezing 
26 
where    is the position of the object,     is its velocity, and    is the period between the 
successive images at step     step    (e.g.    = 0.05 s for a 20 Hz control loop). The 
Kalman accounts for noise not considered by equation 12 to estimate and predict the 
position of an object. The expected noise in the system can be estimated, or measured 
using an auto-regressive filtering technique.
128
 Filtered positions from the Kalman filter 
allow stable tracking and control of objects in the presence of other objects, imaging 
noise, and control noise. 
3.6 MATLAB control program 
The control program was written for the MATLAB software environment. 
MATLAB is a standard problem solving tool in engineering due to its stability, maturity, 
and ease of use.
129,130
 MATLAB uses a scripting language that makes it easy to program 
linear algebra problems in control, and has toolboxes for image processing, hardware 
interfacing, and graphical user interfaces. For these reasons it is a convenient choice for 
developing our control system. Once mature, the system can be translated into a fast 
compiled language such as C and integrated into dedicated microcontrollers. 
The control program runs in a loop at a fixed rate. At the beginning of each 
execution of the control loop, the most recent image is downloaded from the camera 
using MATLAB’s Image Acquisition Toolbox. This image is displayed to the user in a 
graphical user interface (GUI) and processed by the image processing algorithm. The 
user can select an object visible in the image to control by clicking on it. The user can 
then set the desired position of the object by clicking and dragging it, or by drawing a 
trajectory for it to follow. A small image subregion around the predicted position of each 
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selected object is extracted from the camera image. Objects in the image are detected 
using image processing functions from MATLAB’s Image Processing Toolbox. Positions 
are filtered by the Kalman filter and used by the control algorithm to calculate the control 
signal. The control voltage is applied to the microfluidic control device through a voltage 
output device using MATLAB’s Data Acquisition Toolbox, and fed back to the Kalman 
filter to predict the next position of the objects. This loop repeats as quickly as possible, 
selected objects to their desired positions. 
3.7 Graphical user interface 
3.7.1 Overview 
The GUI lets users interact with the control program. As shown in Fig. 7, the GUI 
has four regions (from top to bottom): a menu, a toolbar, a video display, and a bar for 
control information and settings. The menu gives access to infrequently used functions 
that handle hardware configuration and recordings. The toolbar gives easy access to 
frequently used functions for control: on/off, geometry calibration, trajectory drawing, 
and experiment recording. The video display shows the current camera image, icons 
showing the estimated (square) and desired (circle) positions of selected particles, and an 
outline of the device geometry. The left side of the bar on the bottom of the window 
shows the current frequency of control. The right side of the same bar provides fields that 
set the gain of the control algorithm and the velocity at which a selected object follow 
trajectories. 
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Fig. 7 Graphical user interface (GUI) and coordinate calibration. This simple GUI allows users to 
select objects, drag them by mouse, draw trajectories for objects to follow, and record experiments. To 
properly transform between the coordinates used for image processing and those used for control 
calculations, a schematic of the control device must be dragged, rotated, and scaled to match the image. 
3.7.2 Setup and initialization 
Before control, the voltage output device and video camera must be configured in 
MATLAB. Communication with DACs is supported through MATLAB’s Data 
Acquisition Toolbox, but may differ between manufacturers, so initialization and voltage 
update functions must be programmed manually. Functions for two common 
manufacturers (Measurement Computing and National Instruments) are included with the 
program. Microcontrollers used for voltage output and some DACs can be controlled 
through a serial interface with functions from the Instrument Control Toolbox. Cameras 
often use standardized protocols such as DCAM and GigE that are well supported by the 
Image Acquisition Toolbox. To choose a supported camera, open the control GUI and 
select the device and resolution from the list of cameras in the "Video Input" menu. 
Camera settings, which may differ between manufacturers, are tuned in MATLAB’s 
image acquisition GUI or in the initialization function of the control program. Cameras 
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that use proprietary protocols can be used by manually programming drivers when an 
appropriate programming interface is available. 
During control, object positions are first measured relative to the camera image 
and need to be transformed into positions relative to control model. The transformation 
between image and model coordinates is defined by aligning a schematic of the model 
drawn on top of the image. To start alignment, press the "Channel Geometry" button at 
the left-most position on the toolbar, as shown in Fig. 7. Translate the schematic by 
dragging the white cross-hair at the center of the model to the center point of the control 
area. Rotated and scale by dragging the circular white handle at the edge of the control 
region (white dash). To rotate alone, hold the control key while dragging, or scale alone 
by holding the shift key while dragging. Repeat until the schematic matches the edges of 
the device. For symmetric control devices it is also important to make sure that the 
schematic is rotated so that the channel labels on the schematic match the channels of the 
control device. End alignment by pressing the “Channel Geometry” button again. This 
process is usually more convenient than aligning the microfluidic device on the 
microscope stage, and can be automated in the future with image processing that finds the 
edges of the channel. 
To start or stop control, press the “Control on/off” toggle button to the right of 
“Channel Geometry.” Object tracking works regardless of whether control is activated. 
3.7.3 Manual control by mouse 
The easiest way to interact with objects is to click and drag them by mouse. Select 
an object for control by left-clicking in its vicinity. A square icon and a circle icon will 
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appear around the object as shown in Fig. 8. The square icon displays the estimated 
position of the object and will follow the object around. The circle icon represents the 
desired position of the object. To move an object by mouse, drag the circle icon to the 
desired position. If control is fast enough, the object will closely follow the circle and the 
mouse. To stop tracking and control of an object, right-click either icon. 
 
Fig. 8 Clicking and dragging objects. Left-clicking on an object initiates a new instance of the image 
processing and tracking algorithm. The square marker around the object indicates the current estimated 
position from the Kalman filter and the circle marker indicates the desired position. Objects are moved by 
clicking and dragging the circle marker to any point in the control region. The object will closely follow the 
mouse cursor if control is fast enough. 
Clicking and dragging allows manual control of objects in the device similar to 
using tweezers in real life. This is especially useful for testing new fluids and objects. 
Fig. 8 shows manual trapping and manipulation of a swimming microbe. For this 
experiment, we used untreated water from a nearby stream. In addition to organic debris, 
there were many relatively fast swimming microbes. Despite the speed of the microbe, 
the feedback control algorithm is able to push it toward the mouse anywhere in the 
control region. Once control was ended, the microbe quickly escaped the trap and swam 
to the wall of the channel.  
Implementation of Electrokinetic Tweezing 
31 
3.7.4 Automated control along trajectories 
Control tasks can be automated and repeated by programs that replace mouse 
control. It is important to be able carry out and repeat precise experiments, but difficult to 
achieve using the mouse alone. Instead, programs run in parallel to the control program 
can replace mouse control by automatically selecting objects and setting their desired 
positions. For example, objects can be positioned along complex trajectories, positioned 
relative to specific features of the device, or scanned over a grid. Automation of tasks like 
these is vital to the experiments discussed in this dissertation. 
    
 (a) (b) (c) 
Fig. 9 Trajectory automation. (a) Trajectories can be drawn by clicking points in the control area. (b) 
Save and load trajectories using the “Trajectories” menu for repeated experiments. (c) Attach objects to 
trajectories by holding the shift key while dragging objects to the start of the trajectory. Double-click to 
start trajectory following. 
Basic automation built into the program moves objects along trajectories drawn 
by the user. Trajectories can be drawn relative either to the microfluidic channels or the 
camera image. To start drawing a trajectory relative to the channels, click the “Edit 
Channel Trajectories” button on the toolbar. Channel trajectories transform along with 
the calibration schematic and are useful when objects must interact with a feature of the 
control device, or when saving and loading trajectories to repeat experiments. To start 
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drawing a trajectory relative to the image, click the “Edit Pixel Trajectories” button. Pixel 
trajectories do not transform and are useful for control tasks that do not need to be 
calibrated or for control demonstrations that should be kept at a certain orientation on the 
image. Start a new trajectory by left-clicking any image region not already occupied by a 
trajectory. As shown in Fig. 9(a), left-clicking another point draws a line from the 
previous point to the new one. Repeat to draw the desired trajectory. To move a point on 
a trajectory, click and drag it to a new position. To move an entire trajectory, hold the 
shift key while clicking and dragging any point on the trajectory. To delete the trajectory, 
right-click any point on it. To start a new trajectory, right-click any region of the image 
not already occupied by a trajectory. To finish trajectory drawing, click either the “Edit 
Channel Trajectories” or “Edit Pixel Trajectories” toolbar button again. 
Trajectories can be saved and opened for later experiments using the 
“Trajectories” menu (Fig. 9(b)). Trajectories are saved as MATLAB data files that 
contain the positions of each point in the order they were drawn. Precise, high resolution 
trajectories can be created with MATLAB scripts or CAD programs by following this 
format.  
For control, the desired position of the object is repeatedly set to a position along 
the linked trajectory (Fig. 9(c)). To link an object to a trajectory, hold the shift key while 
dragging the object to the start of the trajectory. To set the velocity of the object on a 
trajectory, set the “Velocity” field of the control settings toolbar. To start or stop 
trajectory following, double-click either the object markers. If there are multiple objects 
linked to trajectories, start all of them at once by clicking the “Play All Trajectories” 
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button in the toolbar. Trajectory following automatically stops when the end of the 
trajectory has been reached. 
3.8 Manipulation of circulating tumor cells 
One application for EK tweezing is monitoring and testing free-floating 
circulating tumor cells. Circulating tumor cells (CTCs) are cancer cells that are shed by a 
primary tumor into the bloodstream, travel some distance, reattach in another tissue, lay 
dormant for some time, then finally develop into metastatic tumors.
4–6
 Tumors seeded by 
CTCs are a major cause of patient death because they avoid detection and treatment by 
methods that work on large tumors.
131
 Advanced clinical imaging only detects tumors 
larger than ~5 million cells
132
 and chemotherapies that target cell division do not affect 
CTCs while they are dormant.
133
 However, CTCs appear in the blood of 30-50% of 
cancer patients who show no other evidence of metastasis, and strongly predict metastatic 
progression and death from cancer.
134,135
 More research is needed to find new ways to 
treat CTCs, as well as learn how current treatments already affect them. 
CTCs have long hair-like "microtentacles" that help them to attach to each other, 
penetrate blood vessel walls, and reattach in new tissues.
136–138
 Microtentacles are long 
extensions of the cell membrane that arise when microtubules extend away from the 
center of a cell and overcome the tension of the actin cortex beneath the cell plasma 
membrane.
139
 Microtentacles have been largely overlooked because they are 
suppressed
136,140,141
 by increased tension of the actin cortex
140,142
  when cells attach to a 
matrix or surface, where they are most commonly imaged. However, microtentacles of 
free-floating CTCs promote CTC aggregation
139,141,143
 and attachment to endothelial 




 CTC aggregates predict poor patient prognosis
19
 and, in animal experiments, 
attach more frequently in lung capillaries than solitary CTCs.
145
 
Several changes were made to the microfluidic device to allow EK tweezers to 
manipulate single cancer cells with microtentacles. Previous experiments controlled 
fluorescent microspheres and yeast cells with < 5 µm diameter in a microfluidic device 
that had ~10 µm high channels and large ports open to the air. Objects were suspended in 
deionized water and loaded into the device by hand. Any flow in the device was 
eliminated by making sure the level of the fluid was the same in all holes. The same 
sample could be controlled for long periods. This setup leads to several problems when 
controlling cancer cells. Breast cancer cells like the ones we would use are ~20 µm 
diameter, prefer biocompatible conditions, and quickly attach to surfaces. To account for 
the diameter of the cells as well as the presence of microtentacles, a new microfluidic 
device was made with 50 µm high channels. The device was monitored by a microscope 
whose stage was enclosed with an incubator that kept the sample at ~37 ºC (body 
temperature). The ports of the device were sealed to limit disturbance from the 
incubator's fan, and to facilitate conveyance of cells. Cells were suspended in standard 
cell medium (Dulbecco’s Modified Eagle’s Medium) and conveyed between the 
southwest and southeast ports of the device by adjusting the level of the sample between 
two centrifuge tubes connected to the device by plastic tubing. New cells were introduced 
to the device on demand by moving one tube higher than the other. The six remaining 
channel-end ports were connected to electrodes through electrogel bridges put together 
by seating plastic pipette tips filled with electrogel (Spectra 360, Parker Laboratories, 
Fairfield, NJ, USA) into small holes at the end of the channels. In addition to preventing 
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air flow disturbances, the electrogel bridges protect cells from electrolysis. The PDMS 
chip was bonded to a glass coverslip by plasma treatment (BD-20AC, Electro-Technic 
Products, Chicago, IL, USA) to allow tubes and pipettes to be attached to the chip 
without breaking its bond to the coverslip. 
The adhesive force between two cells was measured by bumping them into each 
other. One cell was held stationary by anchoring it to the glass surface of the device, and 
then a free-floating cell was pushed into it and pulled away at constant speed along a 
straight trajectory. While it is possible to push two free-floating cells together using the 
control algorithm, it is difficult to create opposing velocities in the same vicinity without 
high voltages that can damage cells or cause control instability. 
First, one cell is anchored in place in the control region. Before filling the device 
with cell buffer, the device is filled with a 0.1% solution of poly-L-lysine (PLL) in water, 
incubated for ~10 minutes, and then washed with PBS. PLL encourages rigid attachment 
of stationary cells to the glass bottom of the control device. Cells are selected as they are 
conveyed into the control area, moved to a convenient region, and held in place for 
1-2 minutes. Healthy cells attach with a durable bond while unhealthy cells are washed 
away by flow. As shown in Fig. 10, this method can also be used to pattern cells in arrays 
for studying many cells in parallel as well as interactions between them. 
Attachment forces between two cells are measured by bumping a free-floating 
cell into an anchored cell. We drag a trajectory that leads to and from the attached cells. 
As shown in Fig. 11, the free-floating cell follows the desired position closely as it 
approaches the attached cell. As it is pulled away, it resists control. As the difference 
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between the desired position and the actual position of the object increases, the control 
force increases until the control force overcomes the attachment force and the cell 
quickly reaches the desired position. 
 
Fig. 10 Dynamic cell patterning. Cells are introduced to the control region of a microfluidic control 
device with four crossing channels. In each frame (a-f) a new cell is selected and held in place to form a 
pyramid. 
Improvement of measurement, drug introduction, and imaging will allow this 
system to better monitor the effects of drugs on circulating tumor cells and their 
microtentacles. Attachment forces between cells can be estimated based on the strength 
of the applied control, but are not easy to verify. Measurement of attachment forces can 
be improved by modeling the effect of the cells on their local electrical and fluid fields, 
and directly sensing forces in the device. The effect a drug has on a CTC is dependent on 
its concentration, uptake, and duration of exposure. Drugs and other reagents can be 
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carefully introduced and washed away by adding microchannels dedicated to this 
purpose. Microtentacles are very thin and difficult to image, especially as they drift out of 
the focal plane. Imaging this system with a confocal microscope will improve imaging of 
the dynamic response of CTCs and their microtentacles to drugs. 
 
Fig. 11 Control of a single free-floating human breast tumor MDA-MB-436 cell. (a) The cell was 
steered toward and away from another breast tumor cell that had adhered to the chip surface and whose 
microtentacles are visible as faint white extensions. (b) The trajectory of the floating cell as it is pulled 
away to the left from the adhered cell (during t 5 17.25 s to 34.75 s). The commanded centroid position is 
shown by red crosses while the measured path and cell boundary is shown by blue dots and curves. The 
boundary of the adhered cell is shown in dashed green lines. (c) The x-location of the floating cell during 
inward and outward motion (commanded 5 red dashed; measured 5 blue solid). When the cell is pulled 
back, cell-to-cell adhesion retards leftward motion until the applied control breaks the two cells apart. 
3.9 Manipulation of quantum dots 
EK tweezing can also be used to select and position nanoparticles such as 
quantum dots nanoscale precision for quantum computing and biological labeling. 
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Quantum dots (QDs) are semiconducting crystals with dimensions usually less than 
10 nm used as single-photon sources.
146
 Compared to organic dyes commonly used for 
labeling and imaging in biology, QDs have long life and narrow, tunable emission 
spectra.
147–149







 but need to be placed in regions that measure around 150 nm for efficient 
light-matter interaction.
152
 Positioning single free-floating QDs in nanoscale regions is 
especially difficult due to Brownian motion, which scales inversely with the radius of an 
object. QDs quickly diffuse out of optical and DEP traps, whose forces scale with the 
volume of an object.
58,153
 EK tweezers use fluid drag forces that only scale with 
radius
45,42
 and can be used to position single QDs with nanoscale precision.
117,154
 
Imaging was optimized for high accuracy and QD blinking. QDs were imaged 
using optics with high numerical aperture and a sensitive video camera (C9100-13, 
Hamamatsu Photonics, Hamamatsu City, Japan) under dark conditions. A sub-pixel 
imaging algorithm determined the position of QDs with accuracy smaller than the 
wavelength of light.
155
 When a QD blinks off, control is stopped and the image 
processing region around the QD is expanded to account for uncontrolled diffusion. 
Normal control and imaging start again as soon as a bright QD is detected in the 
expanded window.  
Positioning error from Brownian motion was reduced by suspending QDs in a 
viscous buffer and keeping them in focus. The viscosity of water was increased by adding 
an associating polymer (ACRYSOL RM-825, Dow, Midland, MI, US). EO actuation lost 
due to increased viscosity was recovered by adding a zwitterionic betaine surfactant and 
amplifying the control signal. Feedback control further reduces positioning error, but 
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only in two dimensions. Even during control, QDs are still able to diffuse away from the 
focal plane and blur, degrading the performance of the imaging algorithm until they are 
lost. To keep QDs in focus, a piezoelectric stage controlled by a focusing algorithm 
adjusted the distance between the control device and the microscope objective. 
 
Fig. 12 Single quantum dot trajectory. (a-c) Time-stamped CCD camera images of a single quantum dot 
being steered along the desired trajectory. The white trace shows the measured path of the quantum dot up 
until its current location. The square magenta box shows the subpixel averaging window used to determine 
the current position of the QD. The insets in panel a show the orientation of the channel with the trajectory 
(green) and a close-up of the subpixel averaging window which contains the QD near its center. (d) Plot of 
quantum dot position along its trajectory. The dotted black line shows the desired trajectory programmed 
into the controller. The actual measured QD trajectory is shown in blue. The solid red squares depict when 
the quantum dot blinks off. At the end of the trajectory the QD is held in place for 2 min. The mean 
displacement from the trajectory is calculated to be 119.5 nm. 
The adjustments to imaging and the fluid allowed a single QD to be trapped with 
45 nm accuracy and, as shown in Fig. 12, steered along a 2D trajectory with 120 nm 
accuracy.
117
 It was also possible to trap a 6 nm QD for at least one hour, only stopping 
when the QD was photobleached. 
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Fig. 13 Array of preselected QDs. (a) Idealized array design with the two different types of QDs 
alternating in a checkerboard pattern. (b) Completed array as visualized through a bandpass filter centered 
at 710 nm. The four QDs emitting at ~705 nm are circled in red while the 655 nm emitting QDs are not 
visible. (c) The same completed array as visualized through the 655 nm band-pass filter. The QDs emitting 
at 655 nm are circled in blue. 
QDs were also immobilized with 127 nm precision by polymerizing a photoresist 
added to the buffer.
154
 The buffer was made to polymerize with the addition of a 
photoresist that cross-linked when briefly exposed to a beam of ultraviolet (UV) light. In 
addition to immobilizing the QDs, the photoresist pushed them out to the walls of the 
microfluidic device. QDs were immobilized at the glass bottom of the device by steering 
them to the UV beam. Multiple QDs were arrayed as shown in Fig. 13 by moving the 
control device relative to the UV beam. QDs confined to the glass bottom of the device 
stayed in focus for reliable 2D control and, once polymerized, remained attached to the 
glass and continued to emit even after the control device was removed. 
3.10 Summary 
The implementation of electrokinetic tweezers presented in this chapter uses 
commercially available hardware and software that makes it easy to bring object 
manipulation to new settings. The first generation EK tweezers system used a 
complicated smart camera that led to redundancies in communication and limited 
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development of the EK tweezers as a useful tool to other researchers. A new system was 
developed that used a desktop computer and readily available video and voltage output 
hardware. Control software was written for MATLAB, a mathematical prototyping 
platform prevalent in engineering. Using this system, objects are controlled at the 
intersection of two or more microchannels. The EK physics of the device are modeled in 
COMSOL and saved before control. During control, objects in the control region of the 
device are monitored by a microscope and camera. The control program detects objects in 
each image and links them to previously detected objects using a Kalman filter. The 
voltage needed to push a selected object from where it is to where it should be is found 
by the model-based control algorithm and applied to the device through the voltage 
output device. This process is executed repeatedly and pushes an object closer to its 
desired position each time. 
Users interact with the control program through a graphical user interface that 
displays the latest image from the camera and provides a set of tools that automate 
control tasks and record experiments. After setting up hardware and calibrating the 
orientation of the device, users select objects and set their desired positions primarily in 
one of two ways. Most simply, users click on an object and drag it to the desired position 
by mouse. For precision and repetition, users draw trajectories and attach objects to them. 
Experiments can be recorded and saved for post-processing. 
Due to its flexibility in hardware and portability in software, this implementation 
is easy to use in new research settings. Here, we showed manipulation of motile 
microbes, floating cancer cells, and quantum dots. Wild motile microbes were controlled 
in a sample of water from a stream, and showed the robustness of the control algorithm to 
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unexpected variations in object velocity. Cancer cells were bumped into one another, and 
the attachment between them was measured. This method could be used to evaluate the 
effectiveness of drugs on circulating tumor cell, which are an important indicator and 
precursor of metastasis. Quantum dots were trapped with ~45 nm accuracy, and 
immobilized in a photocurable polymer. The ability to position nanoparticles such as 
quantum dots in the high field regions of nanophotonic structures is vital to the 
development of quantum information processors. 
Future iterations of this system can be sped up and miniaturized. MATLAB was 
an excellent platform for developing EK tweezers into a robust and user-friendly system, 
but is primarily a mathematics prototyping platform that favors ease over speed. The next 
version of the control program would benefit from a faster scripting language such as 
Python or returning to a compiled language such as C. A full MATLAB installation also 
requires significant storage and processing power. While there are tools to limit the 
processing requirements for MATLAB programs, moving to another language would 
enable the use of a dedicated microcontroller or a dedicated single board computer such 
as a Raspberry Pi. Finally, the next version of the GUI can be designed for touch-screen 
tablets and phones, allowing users even easier control over their samples. 
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Chapter 4  
Nanowire Assembly 
4.1 Background 
Nanosystem engineering paves a pathway toward inexpensive
156
 and high 
bandwidth
157
 nanoelectronics, subwavelength photonics,
158





 and quantum circuits.
161
 These applications 





 and plasmonic nanoantennas.
163,164
 Nanostructures can be prepared by 
solution-phase chemistry with high uniformity and superb properties. However, 
integrated devices require the ability to assemble individual components in specific 
geometries with nanoscale precision. On-chip assembly approaches that rely on random 
deposition can assemble small-scale devices with a few interacting components.
163–165
 
However, these approaches suffer from low device yield, especially when constructing 
larger systems with many components. Deterministic assembly methods overcome this 
problem by positioning preselected nanostructures at desired locations on demand. 
Deterministic assembly relies on the ability to manipulate nanostructures with 




 nano and 
micro-scale structures in three dimensions using optical gradient forces that are 
proportional to the structure’s polarizability. Because polarizability scales with volume, 







 can also manipulate nanostructures, but these methods 
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apply forces that also scale with volume. Mechanical tips have been used to drag or push 
nanostructures along a surface and position them with nanoscale precision.
169
 This 
technique requires complex stabilization and control that is highly dependent on both the 
material composition of the nanostructure and the properties of the surface.
170
 Mechanical 
forces can also damage the positioned nanostructure.
171
 
Flow control is an alternate strategy for positioning nanostructures along a 
surface.
154,115
 This approach uses fluid flow in a microfluidic device to move structures 
suspended in the fluid.
113
 A feedback control system tracks an individual nanostructure in 
real time and continuously actuates flow to correct its position, which can be controlled 
with 39 nm precision.
115
 This precision is insensitive to the composition or size of the 
structure and is determined primarily by the tracking precision and the accuracy of the 







 and live cells.
114
 This 
versatility is vital for assembling nanosystems composed of many different materials 
using a single manipulation platform. 
Here we demonstrate the use of flow control within an aqueous photoresist for the 
sequential positioning and immobilization of individual nanostructures to form 
nanoassemblies. We develop a toolbox of capabilities for positioning, orienting, and 
immobilizing nanostructures. We use obstructions in the microfluidic device as pivots, 
barriers, and guides to orient, separate, and combine multiple nanostructures. Once a 
nanostructure is positioned and oriented, we immobilize it by locally polymerizing the 
surrounding photoresist with UV illumination. As a demonstration of the scalability of 
the approach, we create nanoassemblies composed of multiple silver nanowires. 
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4.2 Experimental setup for microfluidic control 
 
Fig. 14 Electrokinetic control of nanostructures. (a) Optical image of the microfluidic device. Channels 
are formed from molded PDMS placed on top of a PDMS-coated coverslip. Reservoirs are cut from the 
PDMS to access the channels (here filled with a dark fluid). Electrodes placed in the reservoirs actuate 
electroosmosis. The expanded region corresponds to the control chamber in the center of the cross channel. 
Voltages applied to the four electrodes create electroosmotic flow to move a nanostructure in any desired 
direction within the control chamber. (b) Schematic side view of the microfluidic channel depicting the 
fluid layers that confine nanostructures to the device surfaces. The microfluidic device is 5 μm high and the 
fluid layer is approximately 100 nm thick. (c) )i) Schematic of quantum dot steering between two 
nanostructures adhered to the device surface. (ii–v) Time-stamped images of the steering process. Arrows 
denote the direction of fluid flow. (d) (i) Schematic of silver nanowire steering between two nanostructures 
on the surface. (ii–v) Time-stamped images of the steering process. Arrows denote direction of fluid flow. 
Fig. 14(a) shows an optical image of the flow control device used to manipulate 
nanostructures and create nanoassemblies. The device consists of two orthogonal 
microfluidic channels that intersect to form a control chamber (indicated by the red box). 
We mold channels in polydimethylsiloxane (PDMS) and place them on top of a PDMS-
coated coverslip. The control chamber is approximately 100 μm in diameter and 5 μm in 
height. Electrodes placed in the four channel reservoirs actuate electroosmotic flow
44
 





 We actuate flow to move a suspended nanostructure in any desired direction by 
applying a combination of these four voltages, as illustrated in the red zoom-out box. To 
achieve nanoscale positioning, we use feedback control, which tracks the position of a 
suspended nanostructure in real time using an image processing algorithm.
155
 The 
measured position serves as an input to a feedback controller that creates correcting flow 
to move to and maintain the nanostructure at a desired location.
114
 
We perform all measurements using an inverted microscope system. An oil-
immersion objective with an NA of 1.45 images nanostructures suspended in the control 
chamber, while an EMCCD camera acquires images at a 10 Hz frame rate. The control 
algorithm uses the acquired images to calculate the centroid position of the nanostructure 
and to adjust the voltages applied to the microfluidic device accordingly. We image non-
fluorescent nanostructures using white-light illumination. Fluorescent nanostructures are 
imaged by exciting with a 532 nm laser source and focusing the collected emission to the 
camera. 
4.3 Fluid chemistry 
Flow control positions nanostructures along the plane of the chip surface. To 
prevent nanostructures from diffusing out-of-plane, we use a specialized fluid 
chemistry
154
 that confines them to within 100 nm of the surface of the device, as depicted 
in Fig. 14(b). The control fluid is an aqueous solution containing a partially miscible 
acrylic monomer resin (SR-9035, Sartomer). We manipulate nanostructures in-plane on 
either the top or bottom of the device. The fluid also contains a rheology modifier 





 as well as a zwitterionic betaine surfactant (EDAB) that improves 
electroosmotic actuation along the PDMS surfaces.
175
 The fluid is composed of 40–
52.5% by volume monomer resin, 1.31–0.83 wt % rheology modifier and 0.30 wt % 
EDAB. It also contains 0.5 wt % of a water-soluble photoinitiator.
176
 The photoresist 
polymerizes when exposed to UV light to immobilize nanostructures within the locally 
exposed region.
154
 We polymerize the photoresist using a 375 nm UV laser focused 
through the bottom glass coverslip. 
4.4 Positioning nanoparticles with flow control 
We first demonstrate steering of colloidal quantum dots and silver nanowires. We 
use commercially available CdSe/ZnS quantum dots (Ocean Nanotech) and silver 
nanowires that we synthesize by reducing AgNO3 with ethylene glycol, using a 
procedure modified from reference 
177
. The quantum dots are mixed in with the fluid 
while silver nanowires are locally deposited onto the device surface prior to filling. Some 
of the deposited nanowires detach from the surface and become suspended when the 
device is filled with fluid. Fig. 14(c and d) are series of optical images showing 
manipulation of a single quantum dot and a single silver nanowire, respectively. 
Fig. 14(c) shows a single quantum dot steered between a quantum dot and a silver 
nanowire that are immobilized to the surface. Fig. 14(d) shows a silver nanowire steered 
between two silver nanoparticles that are immobilized to the surface. In both cases, all 
three nanostructures were in the same focal plane, indicating that they were all at the 
surface of the device. 
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In previous work, we used flow control to position quantum dots with 39 nm 
precision.
115
 Here we show that flow control can position silver nanowires with 
significantly better precision. We determine this precision by holding a silver nanowire in 
place and continuously monitoring its centroid position for 60 s. From the measured 
positions, we find the standard deviation of the wire position to be    = 5 and 3 nm in the 
directions perpendicular to and parallel to the wire axis. These numbers are corrected for 
noise in the tracking algorithm, which we determine by tracking a stationary wire that is 
immobilized on the sample surface. 
 
Fig. 15 Positioning precision for a silver nanowire. (a) Scatter plot of the measured centroid location of a 
nanowire held in place by flow control. Histograms of the measured positions in the direction (b) 
perpendicular and (c) parallel to the wire axis. 
We determine the precision for positioning a silver nanowire by holding a single 
nanowire in place and continuously monitoring its position. Fig. 15(a) is a scatter plot of 
the held nanowire positions, which are rotated so that the   ( ) coordinate correspond to 
the direction perpendicular (parallel) to the wire axis. Fig. 15(b and c) are histograms of 
the positions for each coordinate. The standard deviation in held position is     = 
6 (4) nm in the directions perpendicular (parallel) to the wire axis. We perform the same 
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measurement using a silver nanowire that is adhered to the surface to determine the 
precision of the tracking algorithm. We determine the uncertainty in tracking the wire 
position to be     = 3 (2) nm in the perpendicular (parallel) directions. The positioning 
precision is calculated by subtracting tracking uncertainty from the held position 
precision using        
     
 , which yields    = 5 (3) nm perpendicular (parallel) to 
the wire. 
4.5 Rotating and orienting nanoparticles with pivots 





 fields can rotate nanostructures to desired angles, 
but the applied torque depends on the nanostructure’s polarizability or magnetization, 
respectively. Flow control can rotate nanostructures independently of their material 
properties by taking advantage of shear flows.
173
 However, this type of manipulation 
requires a more complex control algorithm and has only been demonstrated previously 
for wires with lengths exceeding 10 μm. Here we use flow control in combination with 
immobilized nanostructures that serve as pivots for orienting wires. This approach takes 
advantage of the confinement of nanostructures to a thin fluid layer near the device 
surface (Fig. 14(b)). Our method requires only a simple control algorithm, and can 





Fig. 16 Orienting silver nanowires with pivots. (a) Time-stamped images illustrating rotation of a silver 
nanowire using a nanoscale pivot. (b) Time-stamped images illustrating rotation of a gold nanowire using a 
nanoscale pivot. (c) Time-stamped images illustrating rotation of a silver nanowire using a polymerized 
pivot created by UV exposure. The green crosshairs denote the location of the UV focal spot. In all figures, 
the arrows denote direction of nanostructure translation and rotation and green circles indicate the location 
of the pivot. 
Nanostructures are first deposited onto the device surface and they immobilize 
before the channels are filled with fluid. Fig. 16 shows several image sequences that 
demonstrate the rotation of a gold or silver nanowire using an immobilized pivot. We 
rotate the wire by pressing one of its ends against the pivot and applying a perpendicular 
flow. In row A, a silver nanowire (3 µm long) rotates about a pivot composed of a silver 
nanoparticle (indicated by a dashed circle). Row B shows rotation of a 1 µm long gold 
nanowire about a similar pivot. We can also create pivots as needed with UV 
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polymerization, as shown in row C. We create a pivot using a 1.5 s exposure of a 375 nm 
laser (25 W/cm
2
) focused to a target location (shown by the green crosshairs), which 
polymerizes a region of fluid on the surface that is invisible to the camera (panels iv,v). 
The silver nanowire rotates around this fabricated pivot as shown in frames iii and iv. 
These polymer pivots can be created anywhere within the device to aid in the 
manipulation of nanostructures. 
 
Fig. 17 Orienting a silver nanowire after immobilizing one of its ends. (a) (i) The nanowire is 
positioned so that its end is at the focus (green crosshair) of the UV laser. (ii) Local UV exposure 
immobilizes one end of the nanowire. (iii,iv) The nanowire is rotated about the immobilized end and held at 
a vertical orientation. (v) The stage is translated so that the UV focus is at the free end of the nanowire. 
(vi) A second UV exposure immobilizes the second end of the nanowire. (vii,viii) Subsequent actuation of 
fluid flow confirms that the nanowire is immobilized, as is seen from the motion of a second silver 
nanowire (blue). (b) Composite image from several frames of a silver nanowire rotating 360° about its 
immobilized end. 
We can directly rotate a nanowire without using obstructions by partially 
immobilizing one of its ends. Fig. 17(a) is a sequence of images that demonstrate this 
process. First, we position one end of a silver nanowire to the location of the UV focal 
point (indicated by the green crosshair). A 0.5 s UV exposure (intensity of 90 mW/cm
2
) 
loosely affixes the nanowire to the surface by partially polymerizing the surrounding 
fluid. The affixed end acts as a pivot about which the nanowire rotates. A subsequent UV 
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exposure at the second wire end permanently immobilizes the wire in place at the desired 
orientation. An affixed end allows for 360° rotation of a wire, as shown in Fig. 17(b).  
By affixing the end of the silver nanowire we can achieve precise control of its 
orientation using feedback. The angle of the silver nanowire is measured by performing a 
least-squares fit of the image to a line.
173
 This information is fed back to the controller 
that continually adjusts flow to hold the wire orientation at the desired angle. We quantify 
the orientational precision by monitoring the angle of a wire held by feedback for 1 min. 
The angular standard deviation, correcting for fluctuations in the tracking algorithm, was 
measured to be    = 0.4°. 
 
Fig. 18 Histograms comparing the measured angle of a silver nanowire that is immobilized on a 
surface (red) with one that is oriented by flow control (blue). 
Affixing one end of a silver nanowire to the surface with polymer provides 
precise control of the nanowire’s orientation. We quantify orientational precision by 
monitoring the angle of a wire held by feedback for 1 minute. Fig. 18 plots histograms of 
the measured angles for the held wire (blue) compared to the measured angle for an 
immobile silver nanowire (red). We calculate the standard deviation in held angle,     = 
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0.42°. The standard deviation of the immobilized nanowire’s angle provides an estimate 
for the uncertainty in tracking the wire’s angle, determined to be     = 0.13°. We subtract 
the tracking uncertainty from the held angle precision to calculate the 2 orientation 
precision given by          
     
 , which is calculated to be 0.40°. 
To determine the precision with which we can immobilize, we repeat the full 
procedure illustrated in Fig. 17(a) for 15 silver nanowires. For each nanowire, we 
immobilize one end, rotate the wire to N–S orientation, and then immobilize the second 
end. We measure the final orientation of all 15 wires and calculate the differences in 
angle from the desired orientation. The measured differences have a standard deviation of 
0.53°. This standard deviation is close to the measured precision of the control algorithm, 
which suggests that the immobilization step contributes only a small additional error. 
4.6 Manipulating nanoparticles with barriers and guides 
Immobilized nanowires can further enhance manipulation by acting as barriers to 
separate, combine, and orient moving nanostructures. Fig. 19 shows how an immobilized 
silver nanowire can be used to separate and combine quantum dots. The silver nanowire 
and quantum dots are imaged simultaneously using a combination of white light and 
532 nm excitation. Fig. 19(a) shows two quantum dots being separated using an 
immobilized silver nanowire (delineated in green) as a barrier. The figure shows a 
sequence of time-stamped images, along with an illustration of the approach. Separation 
uses the end of the nanowire to wedge one quantum dot (circled in blue) apart from the 
second (circled in red). Fig. 19(b) shows the reverse process, in which we combine two 
quantum dots by pushing them against a common nanowire barrier. Once combined, the 
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quantum dots can be steered together and positioned to a desired location. These same 
approaches can be applied to other types of nanostructures. 
 
Fig. 19 Using a nanowire to separate or join quantum dot pairs. (a) (i) Quantum dot separation (blue 
from red) using a silver nanowire barrier. (ii-v) Time-stamped images of the separation. (b) (i) Combining 
two quantum dots (blue to red) using a silver nanowire barrier. (ii-v) Time-stamped images. In all panels 
the arrows denote direction of particle motion and green delineates the location of the barrier. 
 
Fig. 20 Aligning free-floating nanowires with immobilized nanowires. (a) (i) Alignment of a gold 
nanowire to an immobilized silver nanowire guide. (ii-v) Time-stamped images of the alignment process. 
(b) (i) Silver nanowire rotation using a second immobilized silver nanowire barrier. (ii-v) Time-stamped 
images of the rotation. In all panels, the arrows denote direction of fluid flow and object rotation and green 
delineates the location of the immobilized nanowire. 
Fig. 20 demonstrates nanostructure orientation using silver nanowire guides and 
barriers. In Fig. 20(a), flow is used to align a gold nanowire with a silver nanowire. The 
silver nanowire serves as a guide to orient the gold nanowire in the parallel direction. 
Once together, the silver nanowire guides the gold nanowire along its surface (panels iv–
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v). Immobilized nanowires can also orient mobile nanowires at various relative angles. 
Fig. 20(b) demonstrates orientation of one silver nanowire using a second immobilized 
silver nanowire as a barrier. We create a component of the fluid flow normal to the 
barrier to exert a force that holds one end of the mobile silver nanowire in place by static 
friction. A parallel flow component rotates it in either direction. Static friction provides 
ample footing for rotation angles as large as 40° to normal. 
4.7 Assembling nanoparticles 
As a final demonstration, we use a combination of the techniques from our 
toolbox to fabricate nanoassemblies from individual silver nanowires, as shown in 
Fig. 21. For each structure, we first immobilize a nanowire either along the E–W 
direction (panels A and D) or N–S direction (panels B, C, and E) using the technique 
outlined by Fig. 17(a). We assemble the subsequent nanowires in panels A–D by first 
coarsely orienting and placing them near the correct location (the technique in Fig. 16, 
but using the immobilized nanowire ends as pivots). We then achieve finer orientation by 
anchoring one end of the nanowire and rotating the other. Once oriented, we immobilize 
the second nanowire end. The nanoassembly pictured in Fig. 21(E) uses the technique 
shown in Fig. 20(b) to orient a second nanowire perpendicular to the first. We orient 
subsequent nanowires using the “v”-shaped footholds created by the first two and 
immobilize them with UV. Additionally, when required, we use immobilized barriers to 
separate unwanted nanowires from a desired nanowire (using the technique described in 




Fig. 21 Optical images of silver nanowire nanoassemblies constructed using different combinations of 
techniques from our fabrication toolbox. 
4.8 Summary 
In this chapter, we developed a microfluidic toolbox for constructing complex 
nanostructures on chip with nanoscale accuracy. Nanoparticles are suspended in a fluid 
containing a photoresist. Electrokinetic tweezers position single nanoparticles on the flat 
glass bottom of a microfluidic device. Nanoparticles are immobilized in polymer when 
the local photoresist is exposed to UV. Silver nanowires are oriented and arranged into 
nanostructures by pivoting them around polymerized anchors, and can be used to guide 
light in the form of surface plasmons.
162
  
Assembly of nanostructures with electrokinetic tweezers could be used to 
construct plasmonic circuits and nanosystems. Plasmonic nanowires guide light in the 
form of surface plasmons
162





 Integrating single emitters, such as 
QDs,
163
 with nanowires yields single photon transistors for quantum computation
161
 and 
efficient single photon sources for quantum communication.
181
 Electrokinetic tweezers 
can position several objects at the same time using fluid forces that do not depend on 
material properties,
160
 so this toolbox could be used to efficiently assemble large, 
Nanowire Assembly 
57 









Chapter 5  
Nanoscale Imaging and Spontaneous Emission Control 
5.1 Background 
Controlled interactions between nano-emitters and plasmonic nanostructures are 
important for a broad range of applications in photonics and quantum optics. Plasmonic 
nanostructures localize electromagnetic fields to nanometer dimensions in the form of 
surface plasmon polariton (SPP) waves. Accurate placement of nano-emitters in the high-
field regions of SPP modes can improve the efficiency and directionality of light 
emitters,
182,183





 and enable the development of lump-element nanophotonic 
circuits
157
 as well as quantum optical circuits for quantum networking.
161,181
 Nano-
emitters can also serve as nearly ideal localized excitation sources that can be used to 
probe electromagnetic properties of plasmonic nanostructures, such as the local density of 
optical states (LDOS), with high spatial resolution.
188
 
A variety of methods have been applied for sub-wavelength probing of plasmonic 
structures. Near-field scanning optical microscopy utilizes a tapered tip to probe the 
LDOS.
189–194
 This tapered probe, however, can add unwanted distortion to the 
image.
188,195,196
 Other imaging techniques, such as electron energy-loss spectroscopy
197
 
and cathodoluminescence imaging spectroscopy,
198,199
 enable the study of plasmonic 
mode structures with nanometric precision by using a tightly focused electron beam. 
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However, these techniques typically require high vacuum and an electron beam that has 
been accelerated at high voltage, which limit their applicability. 
An ideal probe for nanoscale electromagnetic imaging is a single, isolated, point-
like dipole emitter, which provides high spatial resolution with minimal distortion of the 
LDOS.
188
 Additionally, the strong back-action of the plasmonic nanostructure on the 
emitter can enhance or suppress spontaneous emission. This back-action provides an 
effective method for performing spontaneous emission control,
163,200
 forming the basis 
for novel light sources
183
 and quantum circuits.
161
 Methods that incorporate either single 
emitters
201,202
 or ensembles of emitters
200,203
 on a scanning tapered probe have been 
demonstrated for both near-field imaging and spontaneous emission control, but these 
techniques have so far been limited to an imaging resolution of about 100 nm. 
Mechanical dragging of diamond nanocrystals in the vicinity of plasmonic structures 
using scanning-probe manipulators has also been demonstrated,
204,205
 but to date this 
method has only provided sparse sampling of the electromagnetic mode with too few data 
points to reconstruct an accurate image. Three-dimensional manipulation of 75 nm 
diamond nanocrystals by optical trapping has also been reported recently and used to 
image the LDOS of dielectric waveguides,
206
 but the extension of this approach to 
plasmonic structures is challenging because the field typically decays on a length scale 
that is on the order of the size of the nanocrystal. Random diffusion of fluorescent 
molecules has also been used to image plasmonic hot spots, achieving spatial imaging 
accuracy as fine as 1.2 nm.
207
 However, this procedure is entirely stochastic and cannot 
be used to probe a desired location or target on demand. 
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Semiconductor quantum dots (QDs) are ideal nano-emitters for local probing and 
excitation of plasmonic nanostructures. QDs are bright and highly efficient room-
temperature light sources with a stable, narrow and tunable emission spectrum.
208
 They 
also exhibit single-photon emission, making them potential candidates for quantum 
devices.
209
 Additionally, owing to their nanometric size, QDs can act as sensitive probes 
for studying the electromagnetic properties of plasmonic nanostructures with high spatial 
accuracy. However, the application of QDs as nanoscale probes has been challenging. 
Their small size makes them difficult to manipulate using standard approaches such as 
optical trapping.
41
 Although optical trapping of single QDs has been demonstrated,
166
 the 
spatial accuracy of this trapping procedure has not been reported and the positioning 
accuracy that can be achieved with this approach remains unclear. Additionally, optical 
trapping forces are not selective, which can result in many particles getting caught in a 
single trap over a short timescale. Alternate methods that utilize tapered probes with 
single QDs attached to the tip
210
 or, conversely, scan an attached sample over a single QD 
immobilized on a surface,
211
 have been reported. However, these approaches have been 
largely limited by QD blinking and bleaching, which significantly distort the acquired 
image. 
In this chapter, we demonstrate that a single QD can be used as a nanoprobe for 
imaging plasmonic nanostructures and for spontaneous emission control with high spatial 
accuracy. Specifically, we use a single QD to image the LDOS of a silver nanowire 
(AgNW). The QD is deterministically positioned at desired locations adjacent to the 
AgNW by actuating flow in a microfluidic device through electroosmosis,
44
 thereby 
moving the QD via viscous drag.
117,154
 Using this approach, we image the LDOS with a 
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spatial accuracy as fine as 12 nm. Furthermore, we utilize the back-action of the AgNW 
on the QD to perform spatially resolved spontaneous emission control with nanoscale 
accuracy. We demonstrate control of the QD lifetime by placing it in regions with 
different magnitudes of the LDOS. The high spatial accuracy of our approach reveals 
oscillations in the QD spontaneous emission rate, as it is positioned along the wire axis. 
These oscillations are the signature of direct coupling to surface plasmon modes induced 
by interference between counter-propagating surface plasmon waves. The ability to 
control light–matter interactions at these length scales is crucial for optimizing 
interactions between single emitters and surface plasmons, and has an important role in 





Fig. 22 QD Polarization in channel. The emission anisotropy of three pairs of QDs (a-c) measured as a 
function of polarization (which was rotated in time). Each pair consisted of a free-floating (red) and an 
immobilized (blue) QD. The emission polarizations for each pair were characterized simultaneously using a 
setup where the emission was sent through a half-wave plate and then split into vertical (V) and horizontal 
(H) polarization by a calcite beam displacer. Plotted here is the measured emission anisotropy, 
               , for each QD as the emission polarization is rotated with the half-wave plate. The 
immobilized QDs demonstrate a clear polarization dependence, which is expected,
213
 however the free-
floating QDs appear largely unpolarized. We attribute this lack of polarization for the colloidally suspended 
QDs to rotational Brownian motion, which causes polarization effects to be averaged out if the data 
acquisition time exceeds the free rotation rate. As a result, our free floating probe QDs will behave as 
effectively isotropic emitters. 
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5.2 Imaging approach 
Our imaging approach relies on the strong electromagnetic interactions between 
the QD and the SPP mode of the wire. When a QD is positioned near an AgNW, energy 
from the photoexcited QD is transferred to the wire’s SPP mode through an electric 
dipole interaction.
163
 The rate of energy decay of an isotropic emitter into the guided SPP 
mode of the AgNW is given by Fermi’s Golden Rule 
       
                  (13) 
where      is the spectral density of electromagnetic modes,        is the electric field 
operator for the AgNW mode and   is the transition dipole moment of the emitter.212 
Although QDs can exhibit polarized light emission and are therefore not completely 
isotropic,
213
 rotational Brownian motion in the fluid averages out orientational effects on 
a timescale that is much faster than the data integration time (Fig. 22), enabling the QD to 
behave as an effectively isotropic emitter. The spontaneous emission rate is often 
expressed in terms of the LDOS defined as:
214
 
     
               
    
  (14) 
where      . Thus,     is proportional to the LDOS, and provides a direct measure of 
the local field intensity of the AgNW mode at the location of the emitter. In our 
experiment, this rate is measured in two independent ways: by monitoring the radiated 
light intensity from the wire end and by directly measuring the QD lifetime as a function 
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of position. These two observables provide mutually complementary approaches for 
studying the electromagnetic properties of the wire. 
5.3 Electrokinetic tweezing of QD nanoprobes 
5.3.1 Microfluidic device and reagents 
An optical image of the microfluidic device used to position QD nanoprobes 
around AgNWs is shown in Fig. 23(a). Two perpendicular microfluidic channels intersect 
at a central control region (dashed circle), where QDs are imaged and manipulated. 
Fig. 23(b) illustrates the probing procedure for an AgNW. AgNWs with an average 
diameter of 100 nm and an average length of 4 μm (scanning electron microscopy image 
in Fig. 23(b) inset) are deposited on the polydimethylsiloxane (PDMS) surface of the 
control region. The channels are filled with fluid containing QDs that are confined to a 
thin sheath along the surface by the fluid chemistry.
154
 Within this sheath, single QDs are 
selected and scanned along a trajectory that samples the LDOS of AgNWs at a desired set 
of locations using flow control. The deposited AgNW acts as an obstacle for the QDs, 
indicating that the QDs are constrained to be within 100 nm of the surface (the diameter 
of the AgNW). The QD fluorescence signal is collected using a confocal micro-
photoluminescence system,
117,154
 and 25% of the emission is sent to a CCD camera for 
tracking. The remaining 75% of the emission is sent to an avalanche photodiode (APD) 
for performing lifetime measurements. Each detection event from the APD is saved with 
a time stamp that is synchronized to the camera frame acquisition rate. 
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Fig. 23 Near-field probing with a single QD. (a) Optical image of the microfluidic crossed-channel 
device. Flow in the centre control region (dashed circle) is manipulated in two dimensions by four external 
electrodes (not shown). Scale bar, 500 μm. (b) Schematic of the positioning and imaging technique. A 
single QD is driven along a trajectory close to the wire by flow control. The coupling between the QD and 
AgNW is measured either by the radiated intensity from the wire ends or by QD lifetime measurements. 
The inset shows a scanning electron microscopy image of a typical AgNW used in our experiments (scale 
bar, 1 μm). The  -  coordinate system is defined relative to the orientation of the AgNW, as illustrated in 
the inset. 
The microfluidic device was composed of a molded PDMS cross pattern placed 
on top of a glass coverslip. The resulting channel was 5 μm in height with a control 
region that was ~100 μm in diameter. The QDs were excited simultaneously by a 532-nm 
continuous wave laser at an intensity of 250 W cm
−2
 and a 405-nm pulsed laser with a 10-
MHz repetition rate at 35 W cm
−2
. A fraction (25%) of the QD emission was imaged 
using an EMCCD camera (Hamamatsu C9100-13) operating at 10 Hz frame rate, while 
the remaining signal was focused onto an APD (PerkinElmer SPCM-AQR) for time-
resolved lifetime measurements. Data were analyzed using a time correlation single-
photon-counting module (PicoQuant PicoHarp300) that synchronizes photon events with 
camera frames. 
AgNWs were synthesized by reducing AgNO3 with ethylene glycol (EG).
177
 In a 
typical synthesis, 5 ml of EG (Fisher Scientific) was placed in a 50-ml round-bottom 
flask equipped with a condenser, a thermometer and a magnetic stirring bar. After 
the EG was heated to 160 °C in an oil bath, 0.5 ml of PtCl2 (Aldrich, 1.5 × 10
−4
 M in EG) 
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was injected into the solution to synthesize 1–5 nm precursor nanoparticles. After 4 min, 
2.5 ml of AgNO3 (Aldrich, 0.12 M in EG) and 5 ml of poly(vinyl pyrrolidone), 
(Mw ≈ 40,000, City Chemical LLC, 0.36 M in EG) were added simultaneously over 
6 min with an accompanying color change from yellow to yellowish grey. When 
the AgNO3 had been completely reduced by EG for 60 min, the solution was cooled to 
room temperature. To remove the remaining EG, poly(vinyl pyrrolidone) 
and silver nanoparticles, the solution was diluted with ethanol and centrifuged at 
2,000 RPM for 15 min. After repeating several times until the supernatant became 
transparent, the solution was redispersed in H2O. The resulting bicrystalline
55
 AgNWs 
were typically 100–120 nm in diameter and 3–10 μm in length, as determined by 
scanning electron microscopy. 
The control fluid was composed of 45–48% by volume ethoxylated-15 
trimethylolpropane triacrylate resin (SR-9035, Sartomer), 1.25–1.4 wt% rheology 
modifier (Acrysol RM-825, Rohm and Haas Co.),
174
 0.15–0.3% of a zwitterionic betaine 
surfactant
175
 and CdSe/ZnS core-shell QDs (Ocean NanoTech, Carboxylic Acid, 620 nm) 
in deionized water. The triacrylate resin causes the fluid sheath to form. The surfactant 
was introduced to improve electroosmotic actuation on the PDMS surface, while the 
rheology modifier was used to reduce Brownian motion and inhibit unwanted adhesion of 
the QDs to surfaces. 
5.3.2 Positioning QDs with nanoscale accuracy 
QD positions are tracked with sub-wavelength accuracy by fitting the imaged 
diffraction spot to a Gaussian point-spread function. The spatial accuracy of the tracking 
Nanoscale Imaging and Spontaneous Emission Control 
66 
algorithm is limited by system vision noise, which includes a combination of camera read 
noise, multiplication noise and shot noise. We determine the tracking accuracy by 
monitoring an immobilized QD on a glass surface for 1 min. The measured QD positions 
are plotted as red data in Fig. 24(a). The red bars in Fig. 24(b) plot a histogram of the 
measured QD position along   and   coordinates respectively. The solid yellow line 
represents a Gaussian fit where the standard deviation (SD) is used to determine a 
tracking accuracy of     = 12 ± 1 (11 ± 1) nm along the   ( ) directions. 
 
Fig. 24 QD tracking and positioning accuracy. (a) Scatter plots of the measured positions of a QD over 
the course of 1 min. Red data points correspond to a QD that is immobilized, while blue data points 
correspond to a QD that is held in place by flow control. (b,c) Histograms of the   and   coordinate 
corresponding to data from panel a. Red bars are the histogram for an immobilized QD, while blue bars are 
the histogram for a positioned QD. The yellow solid line is a Gaussian fit for an immobilized QD showing 
a measure SD of 12±1 (11±1) nm along the   ( ) coordinate. The black solid line is a Gaussian fit for the 
positioned QD with SD of 36±2 (40±2) nm for the   ( ) coordinate. 
Nanoscale positioning accuracy is achieved by employing vision-based feedback 
control that creates corrective flows to position the QD at a desired location. The 
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positioning accuracy is measured by monitoring a QD that is held in place by flow 
control for 1 min. The measured QD positions are plotted as blue data points 
in Fig. 24(a). The blue bars in Fig. 24(b) are a histogram of these measurements, while 
the black solid line is a Gaussian fit where the SD determines a positioning accuracy 
of    = 34 ± 3 (39 ± 3) nm along the   ( ) directions. These numbers were corrected for 
noise in the tracking algorithm using the relation      
     
 , where   is the total 
measured position fluctuations. The high positioning accuracy ensures that we can 
deterministically probe the wire mode at a desired location on demand with nanometric 
accuracy. It is important to note that the positioning accuracy does not limit the spatial 
imaging accuracy of the system, as the position of the QD is known to a higher accuracy 
than it can be controlled. 
Fig. 25(a–c) shows a series of images of a single QD being moved progressively 
closer to an AgNW. When the QD is in close proximity to the wire, light radiates from 
the wire ends (Fig. 25(c)). This radiation arises from direct dipolar coupling of the QD 
excitation to the waveguided SPP mode. The extraction efficiency of the QD excitation 
into the AgNW mode is given by          , where   is the total decay rate of the QD 
due to all radiative and non-radiative decay channels and     is defined in equation 13. 
In the limit in which γ is dominated by free-space modes, the efficiency is proportional to 
the LDOS at the location of the emitter. Therefore, by simultaneously monitoring the QD 
position and the radiated intensity from the wire end, we can construct an image of the 
LDOS. In addition, we measure the LDOS by directly measuring the QD radiative 
lifetime.
200
 Such direct lifetime measurements have the advantage that they are 
independent of sample geometry, as they do not rely on monitoring the AgNW end 
Nanoscale Imaging and Spontaneous Emission Control 
68 
radiation. Thus, in contrast to measurements that monitor the distal end of a wire, lifetime 
imaging can be applied to objects that are sub-wavelength in all three dimensions, such as 
metallic nanospheres and nanorods.  
 
Fig. 25 Coupling a QD to an AgNW. (a-c) A series of images showing coupling of the QD to the AgNW 
as the QD is moved closer to the wire. The scale bar is 500 nm and intensities are plotted on a logarithmic 
scale. The red and blue boxes show the image integration region used to calculate the radiation intensities 
and positions of the QD and the wire ends, respectively. The measured location of the QD is labeled with a 
red star and the axis of the AgNW is labeled with a blue dashed line. 
 
Fig. 26 Scanning Trajectories. (a) Mid-wire scanning trajectory corresponding to Fig. 27. (b) A trajectory 
scanning the wire tip corresponding to Fig. 30. (c) A trajectory scanning the wire along the side 
corresponding to Fig. 32. Blue points connected with lines correspond to the trajectory points, connected in 
order of scanning. During the experiment, flow is applied to position the QD to the desired trajectory point 
for two seconds before moving on to the next point. Red boxes define the scanning regions. Black lines 
designate the physical extent of the wire. Some points along the trajectory lie inside the wire or on the 
opposite side of the wire, however, since the wire acts as an obstacle the QD cannot generally reach these 
points and instead is forced against the wire to ensure data is collected as close as possible to the surface. 
Additionally, the trajectory points are more densely spaced closer to the wire in order to ensure probing of 
the near-field region. 
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QD probing was performed at various locations along the middle and end of the 
AgNW. The QD trajectories, as shown in Fig. 26, were selected to maximize data 
sampling near the wire surface. A significant challenge of probing with QDs is that they 
blink,
215
 which leads to emission intensity fluctuations that complicate the interpretation 
of the radiated intensity from the wire end. Our imaging approach offers a convenient 
solution to this problem because it enables the simultaneous measurement of the intensity 
radiated both from the wire end and directly from the QD. The direct radiation from the 
QD is used to normalize for QD blinking and local field enhancement of the pump. The 
QD emission and the AgNW-radiated intensity are measured by summing the pixels 
within their respective windows (Fig. 25(a–c)). We define the normalized coupled 
intensity   as: 
       
     
          
      
           
  (15) 
where    
   and     
  
 are the intensities of the      th and      th pixels within the AgNW 
and QD windows respectively, while      is the average pixel background intensity. The 
background level is calculated by averaging pixels sufficiently far away from the AgNW 
and the QD. The value of   is proportional to the coupling efficiency  , and thus to the 
LDOS of the nanowire. 
5.4 Probing the side of an AgNW 
Fig. 27(a) is a scatter plot of   as a function of QD position when the QD was 
positioned near the midpoint of the AgNW. The dashed lines represent the location of the 
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AgNW surface which is assumed to be 50 nm from the wire axis (the typical radius of the 
wires used in this work). The wire orientation and length were determined by tracking the 
diffraction spots of the radiated light from the wire ends (blue boxes in Fig. 25(c)) using 
the same algorithm used to track the QD. The data points are plotted relative to the 
measured wire location with the y-direction aligned along the wire axis and the x-
direction corresponding to distance from the wire axis, as indicated in the inset 
of Fig. 23(b), with the origin placed at the lower end of the wire. We note that different 
locations along the   coordinate may experience different propagation losses to the wire 
end, which could cause a small distortion of the image. However, the absorption length of 
an AgNW was measured to be 4.7 μm (Fig. 28 and Methods), which is much longer than 
the 200 nm scanning distance. Thus, propagation losses are expected to have only a 
minimal effect on the data. 
Fig. 27(b) shows   as a function of radial distance from the wire axis, which is 
seen to increase as the QD approaches the wire surface. For a cylindrically symmetric 
AgNW, the evanescent field from the surface is predicted to follow a Bessel-function 
decay.
216
 The data are therefore fit to a function of the form          
  where        is 
the zeroeth-order modified Bessel function,   is the distance from the AgNW axis, 
and   and   are fitting parameters (calculated from the fit to be 0.006 nm−1 and 0.142, 
respectively). The solid blue line in Fig. 27(b) is the Bessel-function fit and the red 
dashed line corresponds to the AgNW evanescent field as calculated using finite-
difference time-domain (FDTD) simulation. The FDTD solution was multiplied by a 
constant to provide the best fit to the data. Both the analytical and numerical solutions 
show good agreement with the measured LDOS profile. 
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Fig. 27 Probing the LDOS profile near the middle of the AgNW. (a)   as a function of position near the 
middle of the wire. The dashed region indicates the assumed location of the AgNW surface. (b)   as a 
function of distance from the wire axis (  coordinate) using data from panel a. The blue line indicates the 
best fit to a modified Bessel function. The red dotted line is an FDTD simulation of the AgNW evanescent 
field. The simulation result was fit to the data using an overall scaling factor. (c) Radiative decay of the QD 
at 200 nm (red squares) and 30 nm (blue circles) distance from the AgNW axis with lifetime fits of 17 and 
8 ns, respectively. (d) QD lifetime as a function of   position. The second  -axis denotes the Purcell factor 
corresponding to the measured lifetimes. Colored markers indicate the data points used for panel c. 
Simulations were performed using the Lumerical FDTD Solutions software 
package (http://www.lumerical.com). A 4-μm-long AgNW with 100 nm diameter was 
simulated surrounded by a background index of 1.4, which corresponds to the index of 
refraction for PDMS. The QD fluid was assumed to have the same index. Simulations 
were performed by exciting the AgNW with a transient dipole source, and calculating the 
field after the dipole excitation had finished. 
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The spontaneous emission lifetime of the QD was measured using the APD, while 
the camera simultaneously measured the QD position. Fig. 27(c) shows two time-
resolved fluorescence measurements obtained by collecting photon events detected when 
the QD was at radial distances of 200 ± 12 nm (red squares) and 30 ± 12 nm (blue circles) 
from the wire axis, respectively. A biexponential fit was used to determine the QD’s 
lifetime,
217
 yielding values of 17 and 8 ns for the two distances, respectively. This 




Fig. 27(d) plots the QD lifetime as a function of position. Each lifetime was 
calculated by grouping all photon events in which the QD was within a ±12 nm window 
from the specified radial distance. The positional dependence of the lifetime mirrors the 
intensity of the emission from the wire end, demonstrating a clear agreement between the 
two methods, as well as the ability to perform spontaneous emission control by localizing 
the QD near the wire surface. The color scale in Fig. 27(d) is labeled both in units of raw 
lifetime (left labels) and Purcell factor (right labels), which is defined as          , 
where    is the emission rate of the QD far from the AgNW and   is the measured decay 
rate. 
5.5 Propagation loss 
In probing along the length of the AgNW, the measured parameter I may 
experience distortion due to different propagation losses to the wire end. The position 
dependence of propagation loss can be determined by monitoring the emission intensity 
from the two ends of the AgNW simultaneously as the QD is moved along the length of 
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the wire. Here we calculate the propagation length of a typical AgNW used in this work. 
We describe the radiated intensity from the two AgNW ends as having an exponential 
dependence according to: 
    
                 (16) 
where   is the location of the QD between the wire ends,      is the radiated intensities 
from the two AgNW ends labeled   = 1 and 2 when the QD is coupled in the middle of 
the wire,   is the length of the wire, and    is the decay length of the SPP mode. In the 
case where the two facets of the AgNW are completely symmetric,            , but in 
general this is not the case. 




           (17) 
where   and    are now constant fitting parameters. Fig. 28 plots the average value of 
      as a function of position along an AgNW for an experiment where the QD was 
probed along the length of the wire. We use a fitting function of the form in equation 17 
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Fig. 28 SPP decay along AgNW length. Ratio of emission intensity measured from both AgNW ends as a 
function of position along the wire. The black line is an exponential fit. 
5.6 Spatial accuracy of measured QD positions 
The measurements in Fig. 27(b) can be used to infer the spatial imaging accuracy. 
This accuracy is determined by calculating the root mean square (RMS) deviation in the 
measured positions of the QD relative to the position predicted by the Bessel-function fit. 
The RMS deviation provides an upper bound on the spatial imaging accuracy (Fig. 29). 
Using this approach, the spatial imaging accuracy was determined to be 12 nm, which is 
consistent with the 12 ± 1 nm tracking accuracy calculated previously by observing an 
immobilized QD, indicating that the spatial imaging accuracy is primarily limited by 
vision noise. 
Here we derive a bound on the spatial accuracy of the measured data points. Both 
the measured data and Bessel-function fits are shown as a function of distance from the 
wire axis. The red lines indicate the spatial distance of each data point from the predicted 
value given by the Bessel function fit. Fluctuations in the spatial coordinate of the raw 
data relative to the Bessel function arises from both position uncertainty due to 
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measurement error (fluctuations along the horizontal axis) and intensity noise 
(fluctuations along the vertical axis). Thus, 
  
    
      
   (18) 
where    represents the fluctuations in the distance between the measured position and 
predicted value (the red lines in Fig. 29(a)), and    represents fluctuations in the 
measured value of    due to effects such as shot noise and camera pixel noise. The spatial 
imaging accuracy is given by   , which is the uncertainty in the measured value of the 
QD position. The value            
  is the sensitivity parameter for the intensity 
fluctuations, which depends on the slope of the Bessel function at the measured intensity 
value. We calculate    using the root mean square distance between data points and the 
Bessel function fit along the position axis. From equation 18 it can be seen that    ≤   . 
Thus,    provides a worst case estimate of the spatial imaging accuracy. 
The inequality will tend to overestimate the imaging accuracy when intensity 
noise is not negligible. From the Bessel function fit one can see that when the QD is near 
the nanowire (approximately 50 nm from the surface) the measured intensity is strongly 
dependent on the position of the QD due to the steep slope of the curve. In this region the 
value of   , which is related to the inverse of the slope, is small and we expect the noise 
to be dominated by the measurement inaccuracy of the QD position. Further away from 
the wire where the slope becomes shallow and    becomes large, the intensity noise 
contributes significantly to the measured error. In this region, the bound will overestimate 
uncertainty of the measured QD position. 
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Fig. 29 Spatial Accuracy of Measured QD Positions. (a) Fig. 27(b) with Bessel-function fit. Red lines 
indicate spatial distance between the measured QD position and position predicted by Bessel-function fit 
based on the measured intensity.          is labeled with a blue line. (b) Plot of    as a function of         . 
The minimum standard deviation of 12 nm occurs at          = 0.02 and is represented by the horizontal blue 
line. 
In order to prevent overestimation of the calculated spatial accuracy we introduce 
an intensity threshold          as indicated in Fig. 29(a). All data points whose coupled 
intensity    exceeds this threshold are included in the calculation for   , while data points 
that lie below the cutoff are rejected. We varied          in order to determine when the 
intensity noise becomes significant in the calculation of   . Fig. 29(b) plots    as a 
function of         . The calculated    is largely independent of the intensity threshold for 
larger values of         . For          < 0.01 the bound for the position accuracy begins to 
rapidly increase because we are including more data points from the region that is highly 
sensitive to intensity noise. Since each data point in Fig. 29(b) represents an upper bound 
on the spatial accuracy, we take the minimum value as the tightest upper bound which 
gives the best estimate. The minimum value is calculated to be 12 nm and is attained at 
         = 0.02 (plotted with a horizontal blue line). 
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5.7 Probing the tip of an AgNW 
 
Fig. 30 Probing the tip of an AgNW. (a) Scatter plot of measured positions and intensities near the end of 
the AgNW. The color of each data point corresponds to    . The dashed region indicates the location of the 
AgNW. (b) Reconstructed image using a Gaussian-weighted average. The image intensity is normalized by 
its maximum. (c) FDTD simulation of the AgNW mode profile showing an enhancement at the tip (also 
normalized by its maximum). (d) Image of the measured QD lifetime as a function of position. The color 
scale is labeled with both lifetime and Purcell factor. 
Fig. 30(a) is a scatter plot of data recorded when a QD was scanned near one end 
of the AgNW, while the intensity was monitored at the opposite end. Probing the AgNW 
tip required several minutes of QD scanning. Over this time span, sample drift can be 
appreciable, potentially creating image distortion. To account for sample drift, the QD 
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position was measured relative to the wire end that was tracked throughout the 
experiment. The ability to correct for drift represents an important practical advantage of 
this approach, enabling us to acquire images over long periods without distortion. 
The raw data presented in Fig. 30(a) can be used to construct an image of the 
LDOS. The value of each pixel in the image is found by taking a Gaussian-weighted 
spatial average of the raw data. The Gaussian is centered at the location of the pixel and 
the SD is set to 33 nm, corresponding to the RMS-combined spatial accuracy of the QD 
(12 nm) and the tracked AgNW end (30 nm) (Fig. 31). The reduced spatial accuracy at 
the wire ends is attributed to the fact that their emission is much dimmer than the direct 
QD emission, as can be seen in Fig. 25(c). The additional error incurred by tracking the 
wire end is not fundamental to the imaging procedure and could be largely removed by 
using brighter tracking objects to monitor the drift. The resulting two-dimensional image 
is shown in Fig. 30(b). Comparison of the measured LDOS profile with the calculated 
mode obtained from FDTD simulations (Fig. 30(c)) shows good agreement. Fig. 30(d) 
plots the measured QD lifetime in the region around the AgNW tip. Each lifetime 
measurement was obtained by combining all photon events for which the QD was within 
a 33-nm radius of the centre pixel location. The measured lifetime exhibits good 
agreement with the results obtained from measuring the intensity of the wire end. 
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Fig. 31 Spatial accuracy of measured AgNW end positions. (a) Scatter plot of the measured positions of 
an AgNW end over the course of 1 minute. (b-c) Histograms of the   and   positions with Gaussian fits 
measuring 24 ± 2 and 30 ± 3 nm standard deviations respectively. A single QD is stuck onto an AgNW and 
the position of the wire end is determined by measuring the center of the diffraction spot of the radiated 
light and fitting it with a Gaussian point spread function. This light radiated from the wire end is much 
dimmer than the direct emission from the QD. Thus, the accuracy with which we can track the AgNW is 
worse than the accuracy with which we can track the QD. 
5.8 Spatial oscillation of the LDOS due to interference 
In addition to the high field intensity at the wire end, the data in Fig. 30 suggest 
the presence of an oscillatory mode structure along the sides of the AgNW. To examine 
this mode structure in more detail, the LDOS was probed along a 500-nm region at one 
end of a wire. The measurement results for    are shown in Fig. 32(a), where position is 
once again plotted relative to the wire end to compensate for drift. In this measurement, 
the QD was positioned as closely as possible to the wire surface. Under these conditions, 
most of the QD positions were measured within the dashed AgNW region. Data points 
located within this region are attributed to the QD being pushed slightly onto the top of 
the wire, which does not act as a perfect obstacle. 
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Fig. 32 SPP wave interference along an AgNW. (a) Scatter plot of the measured QD positions near the 
end of the wire. The color of each data point corresponds to the value of   measured at each location. The 
dashed region indicates the location of the AgNW. (b) Reconstructed image using a Gaussian-weighted 
average. The image intensity is normalized by its maximum. (c) Plot of an averaged value of   as a function 
of position along the wire. (d) FDTD simulation of the field intensity standing-wave pattern along the side 
of the AgNW (normalized by its maximum), with the profile within the dashed wire region corresponding 
to the field immediately outside the wire. (e) Image of the measured QD lifetime as a function of position. 
The color scale is labeled with both lifetime and Purcell factor. (f) Plot of QD lifetime measured along the 
length of the AgNW. 
A periodic pattern is observed in the scatter plot along the length of the AgNW. 
These oscillatory fringes arise from interference between the QD emission component 
coupled to the forward propagating SPP wave and the backward propagating wave that is 
reflected from the wire end.
180
 The oscillatory pattern is more readily observed in the 
Gaussian image reconstruction (Fig. 32(b)). Fig. 32(c) shows    plotted as a function of 
the   coordinate, where each data point is averaged over a ±33 nm window centred at 
the   coordinate. Averaging is performed only for points that are within 50 nm of the 
wire axis. By measuring the peak-to-peak distance from Fig. 32(c), we determine the 
wavelength of the SPP mode to be 320 nm, which is consistent with the 329 nm 
wavelength calculated from FDTD simulations. The simulated FDTD field profile is 
displayed in Fig. 32(d) and exhibits good qualitative agreement with the measured data. 
Nanoscale Imaging and Spontaneous Emission Control 
81 
The spatial dependence of the QD lifetime along the AgNW is shown 
in Fig. 32(e). The lifetime in a given pixel was measured by consolidating all photon 
count events when the QD was within 33 nm of the centre location of the 
pixel. Fig. 32(f) plots the QD lifetime when photon counts were combined using the same 
spatial window used to obtain Fig. 32(c). A clear oscillation in the QD lifetime is 
observed, mirroring the oscillations in intensity from the wire end. The QD lifetime 
oscillation is caused by interference between the spontaneous emission components of 
the forward and backward propagating SPP waves. This mechanism for modifying the 
spontaneous emission provides an important means of controlling and optimizing light–
matter interactions between quantum emitters and nanophotonic structures. 
 
Fig. 33 Single QD Spectrum. Emission spectrum (red) of a single QD that was immobilized on a glass 
coverslip as measured using a grating spectrometer (Acton SP 2758). The black curve is a Lorentzian fit 
indicating a spectral linewidth of 17 nm. 
The oscillations in Fig. 32 result from the interference between the forward 
propagating SPP wave and the backward wave that reflects from the near end of the 
AgNW. Interference will occur so long as the length difference between the two paths of 
the SPP waves is within the coherence length of the optical field, which can be 
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determined from the measured emission spectrum of a single QD. This measurement was 
performed using a grating spectrometer (Fig. 33). The spectral bandwidth of the QD 
emission, in units of free space wavelength, was determined to be     = 17 nm centered 
at a wavelength of     = 630 nm, which agrees well with other measured results.
218,219
 
The coherence length of the field propagating in the AgNW can be calculated directly 
from the measured spectral bandwidth using the relation
220
 





  (19) 
where   = 320 nm is the measured wavelength of the SPP mode and              . 
From the measured QD emission bandwidth and wavelength of the SPP mode, the 
coherence length is calculated to be 1.89 μm, which is long enough to observe good 
interference at a distance of up to 944 nm away from the AgNW end. Thus, the relatively 
narrow emission bandwidth of QDs makes them ideal candidates for studying 
interference and coherent optical effects in plasmonic nanostructures. It should be noted 
that other nanoscopic emitters, such as fluorescent molecules and nitrogen vacancy 
centers in nanodiamonds, can have much broader room-temperature emission 
linewidths,
149,221
 sometimes exceeding 100 nm. These broad linewidths result in a 
significantly reduced coherence length, making it more difficult to probe interference 
effects without spectral filtering, which would result in a large reduction of measured 
signal. 
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5.9 Summary 
A technique was demonstrated in this chapter for both nanoscale imaging of the 
LDOS of a silver nanowire and spontaneous emission control using a single QD. It 
enables on-demand control of light-matter interactions, provides a highly flexible method 
to optimize coupling between single quantum emitters and nanophotonic structures, and 
can be used to study other nanoscale phenomena such as Förster resonance energy 
transfer
203
 and local electric field sensing.
222
 The probing technique is robust to emitter 
degradation and photobleaching.
219
 Degrading probe emitters are quickly replaced by 
selecting a new QD, enabling image acquisition over long integration times. Coupled 
with precision selection, positioning, and immobilization of single QDs,
154
 this probing 
technique will enable deterministic and optimized assembly of active quantum emitter 








Chapter 6  
Electrokinetic Tweezing in 3D 
6.1 Background 
Vision-based electrokinetic feedback control has allowed simple microfluidic 




 objects on chip, and 
has advantages over other methods. Electrokinetic (EK) tweezing, which uses 
electrophoretic (EP)
224
 forces and/or electroosmotic (EO)
225,226
 flows, allows control of 
the position of essentially any visible object which acquires an electric surface charge, or 
that is suspended in a fluid that exhibits EO flow, or both.
116
 It has allowed the 
manipulation of one and multiple cells,
114,116
 single protein molecules and fluorophores,
95
 
and nanoscopic quantum dots.
115,117,154
 EK tweezers require less actuation effort than 
other methods to manipulate nanoscopic particles due to the favorable scaling of EO 
actuation with particle size (drag forces scale with the radius of the particle
154
 rather than 




 and magnetic forces
227
). This 
favorable scaling has enabled EO manipulation and trapping of single quantum dots to 
tens of nanometers precision
117
 – the best reported precision of any method to date. EK 
manipulation has also been used to control the orientation of nanorods in addition to their 
positions by modulating the shear forces around them.
173,228
 
However, all of these prior EK results have been restricted to two spatial 
dimensions. Here, we present a device design, associated physical modeling, 3D imaging, 
feedback control, and experimental results for 3-dimensional EK tweezing. As in 




 EK actuation in the third dimensions (3D) is enabled by a multi-
layer device. The device is fabricated by cutting microchannels into several films of 
polydimethylsiloxane (PDMS) and stacking them one on top of the other to form a 
control volume at their intersection. When voltages are applied from one layer to another, 
the created electric fields (for EP actuation) or fluid flows (for EO actuation) have a 
vertical component. Exploitation of this vertical component enables control of single 
particles in all 3 dimensions.  
 
Fig. 34 Schematic of vision-based electrokinetic feedback control in two dimensions. The system is 
shown manipulating a neutral particle with electroosmotic (EO) flow only. A microfluidic device, control 
algorithm, and particle tracking system are connected in a real-time feedback loop. The vision tracking 
system measures the position of a particle chosen by a user. The control algorithm then calculates which 
EO fluid flow will carry this particle from its current towards its desired position, and electrodes then 
actuate the necessary fluid flow. This feedback loop repeats continually and at each time moves the chosen 
particle closer to its desired position, thus either trapping it in place or steering it along any desired 
trajectory. 
We first briefly summarize how EK tweezers work in two spatial dimensions 
before showing how to extend the method to work in the third dimension. As shown in 
Fig. 34, for a 2D microfluidic device, a control algorithm, and a particle tracking system 
(microscope, camera, and software) are connected in a real-time feedback loop. At each 
time step, the particle tracking system measures the position of a chosen particle. The 
control algorithm then compares this measured position with the particle’s desired 
position and calculates the necessary voltages to create an EK velocity to move that 
particle from where it is towards where it should be. This feedback loop repeats 
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continually, and at each time moves the chosen particle toward its desired position, thus 
either trapping it at a stationary target, or steering it along a complex trajectory by 
dynamically updating the target.
112–116
 This process is robust to imperfections in the 
microfluidic device and modeling uncertainties: so long as the control algorithm knows 
how to move the particle from where it is towards where it should be, the positioning 
error is decreased at each time step, and the particle quickly reaches its target location – 
and it does so with nanoscale precision if the system has been optimized.
115,117
 
6.2 Development of a multi-layer 3D microfluidic control device 
In this paper, the horizontal and vertical forces needed for 3D manipulation are 
produced with a microfluidic device that consists of five layers of PDMS microchannels 
stacked on a microscope slide. PDMS films of 250 μm thickness were patterned with 
microchannels using a desktop vinyl cutter (Lynx 12, Sign Warehouse, Denison, TX, 
USA). As shown in Fig. 35(a), each PDMS layer possesses eight circular reservoirs of 3 
mm diameter spaced equally around a 15 mm diameter radial pattern. The bottom four 
layers also possess a single straight microchannel that extends between the left-most and 
right-most reservoirs and chokes to a width of 385 μm at its midpoint. The layers were 
stacked and aligned by hand on a microscope, beginning by placing the first 
microchannel layer on a glass microscope slide. The remaining microchannel layers were 
rotated 45, 90, and 135 degrees clockwise (from the bottom to the top) relative to the first 
layer before being aligned and stacked on the layer below. The fifth and final layer only 
possesses holes for the eight channel-end reservoirs, and seals the top microchannel. The 
four microchannels intersect at the center of the completed device to form an octagonal 
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column in which particles entering from a microchannel at the top can move into a 
microchannel at the bottom, and vice versa. 
 
Fig. 35 Design, fabrication, and modelling of the multi-layer microfluidic control device. (a) Four 
layers each of PDMS film of 250 μm thickness were patterned to have a single microchannel and were 
stacked and aligned to form an octagonal control volume at the center of the device. A fifth layer, without 
microchannels, sealed the device. (b)  When this device is actuated from top left (+V voltage) to bottom 
right (-V voltage), an EO flow is created from top left to bottom right (blue arrow) that drags all particles 
present in the device. A particle which possesses a surface charge will also experience an EP velocity in 
addition to the EO flow. For example, a particle with a negative surface charge will experience an EP 
velocity (orange arrows) which opposes the EO velocity. 
Electrodes inserted into the eight channel-end reservoirs (two for each of the four 
channels) create an electric field in the microfluidic device that produces 3D EP and EO 
actuation. As shown in Fig. 35(b), when a positive potential is applied to an electrode in 
the top microchannel and a negative potential is applied to an electrode in the bottom 
microchannel, both the EP (orange dash) and EO (blue dot-dash) effects produce vertical 
velocities in the control volume. Any particle in the control volume can therefore 
experience a sinking or lifting force if actuation is applied from a top electrode to one 
below it, or vice versa. By properly actuating each of the eight electrodes at once we are 
able to precisely control both the horizontal and vertical velocities of any chosen particle. 
The vertical EK velocities used to steer a particle along the  trajectory shown in 
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Fig. 35(b) are shown in Fig. 39. The horizontal EK velocities are similar to those in our 
prior 2-dimensional EK tweezing devices.
114,118
 
6.3 Determining the 3D position of a particle 
6.3.1 Defocus masking 
For the control algorithm to work, it needs to know the location         of the 
particle. This location is sensed, in real-time, by a single camera and a defocus imaging 
method.
232–235
 A “defocus mask” with multiple apertures is positioned between the 
infinity-corrected objective lens and the tube lens of a conventional wide-field 
microscope with video camera, as illustrated in Fig. 36(a) for two apertures. Light from a 
particle below the focal plane diverges through each aperture and reaches the image 
sensor of the camera at two separate locations. Conversely, light from an object 
positioned above the focal plane converges through each aperture, intersects before 
reaching the image sensor, and reaches the sensor at two separate, but flipped, locations. 
The distance between the two locations increases as the particle moves vertically away 
from the focal plane: this allows measurement of the distance of the particle from the 
focal plane, but does not indicate which side of the focal plane the particle is on. 
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Fig. 36 Single-camera defocus imaging concept.232–235 (a) In this simplified diagram, light from a particle 
passes through two apertures printed in a “defocus mask” mounted between an infinity-corrected objective 
lens and the tube lens of the microscope. Light from an object below the focal plane is captured at the 
image plane in two locations separated by a distance which scales with particle elevation. This image flips 
as the particle crosses the focal plane while a particle at the focal plane appears in focus. (b) To determine 
which side of the focal plane a particle is on, a mask with three apertures of 2 mm diameter arranged 
radially in a 4 mm diameter pattern was mounted on the back of a microscope objective. (c) The three 
projections of an out-of-focus particle appear at the vertices of an equilateral triangle. The distance between 
the projections scales with the elevation of the particle, and the orientation of the defocus pattern is flipped 
depending on which side of the focal plane the particle is on. 
A defocus mask with three apertures was used to project three images of each 
particle onto the image sensor. The projection scales linearly with the displacement of the 
particle from the focal plane, as well as flips orientation when the particle crosses the 
Electrokinetic Tweezing in 3D 
90 
focal plane. The mask, as shown in Fig. 36(b), consisted of three apertures of 2 mm 
diameter separated by equal distance around a 4 mm diameter circle. The mask was laser-
printed onto a clear transparency film and mounted on the back of the 20 magnification 
objective lens of a microscope. Using this mask as in Fig. 36(c), particles positioned 
above and below the focal plane are imaged as groups of three bright spots located at the 
vertices of an equilateral triangle whose orientation is flipped depending on which side of 
the focal plane the particle is on. Particles at the focal plane (  = 0 μm) appear in focus, 
with all three projections overlapping. 
Particles far from the focal plane are located by finding groups of projections that 
match the configuration of the defocus mask. Individual projections are detected by 
finding regions of bright pixels. Before control, a particle dried on glass is imaged twice: 
once at the focal plane, and once at a known distance from the focal plane when the three 
projections are distinct. As shown in Fig. 37(a), the three projections are distinct when 
    ≥ ~20 µm. The locations A, B, and C of the projections relative to the in-focus 
particle are saved and used as the template for finding out-of-focus particles. During each 
execution of the control loop, all the projections in a tracking window are found and 
compared to the template. First, vectors are drawn between each combination of 
projections. Next, the vectors are compared to the vector between points A and B on the 
template. If a vector has the same angle as the template vector, within some tolerance, the 
position of the associated particle is estimated by scaling the template and saved to a list. 
This is repeated with the vector between points B and C on the template. Finally, matches 
are accepted if two positions in the list overlap, within some tolerance. The side of the 
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focal plane a particle is on is easily determined by whether the group matches the 
orientation of the normal or flipped template. 
 
Fig. 37 Defocus pattern image processing. (a) Away from the focal plane (    ≥  20 μm) the three 
projections of a particle are segregated and appear in the image as individual bright spots. A circle of radius 
   is inscribed through the centroids of the projections. (b) Near the focal plane (    ≤ 20 μm) the three 
projections overlap in the image, requiring an alternate metric of particle elevation. Therefore, a circle of 
radius    is drawn around the extent of the aggregate defocus pattern. (c) The inscribed radius    scales 
linearly with the displacement of a particle from the focal plane at a rate of 0.234 pixels/m (blue circles), 
while the encapsulating radius    
scales hyperbolically with a semi-major axis of 6.16 pixels and semi-
minor axis of 0.37 μm centered around   = 2.65 μm. 
Particles near the focal plane are located by measuring the extent of their 
overlapping projections. As shown in Fig. 37(b), the projections of a particle overlap 
when     < ~20 µm and are measured by drawing a circle around them. As shown in 
Fig. 37(c), the circle of radius    (blue cirlces) drawn through the distinct projections of 
the defocus pattern scales linearly with the elevation of the particle, while the circle of 
radius    (red triangles) drawn around the extent of the overlapping defocus pattern scales 
hyperbolically. This hyperbolic scaling around the focal plane leads to high sensitivity of 
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the imaging algorithm to noise, and even a small change in    will cause a large change in 
the estimated vertical position of the particle. Uncertainty is reduced using a Kalman 
filter.
127 
The accuracy of the above imaging algorithm was quantified by measuring the 
elevation of microspheres adhered to a device as the device was raised and lowered by 
manually adjusting the fine focus of the microscope. Fluorescent polystyrene 
microspheres of 5 µm diameter were dried in place in the microchannels of a microfluidic 
device, and the device was raised and lowered from   = -80 µm to   = +80 µm. The 
vertical range is limited primarily by the numerical aperture (NA) of the microscope 
objective lens because the vertical depth in which a particle is detectable decreases as NA 
increases. In the    horizontal plane, the microspheres were tracked throughout the 
measured range with a standard deviation as good or better than      0.1 µm. In the 
vertical   direction, the standard deviation varied with the distance of the microspheres 
from the focal plane, and was nearly the same on either side of the focal plane. 
Microspheres located near the focal plane (    ≤ 20 µm), where the three projections of 
each microsphere overlap, were tracked with a vertical standard deviation of     0.4 µm. 
Microspheres at a distance of      20 µm from the focal plane, where the three 
projections first separate (as in (a) of Fig. 37), were imaged with a vertical standard 
deviation of approximately     0.05 µm, as good as the imaging accuracy in the    
horizontal plane. For particle elevations between 20 and 80 µm from the focal plane, the 
three projections of each microsphere gradually blur and dim, resulting in a gradual 
degradation of the standard deviation from     0.05 µm at     = 20 µm to     0.15 µm 
at     = 80 µm. 
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6.4 Experimental setup 
Combining the 3D imaging above with our top to bottom electrokinetic actuation 
enables 3D EK tweezing. The multi-layer microfluidic device is observed using an 
inverted wide-field microscope (TS100, Nikon Corporation, Tokyo, Japan) with 20 
fluorescent objective (Plan Fluor, Nikon Corporation, Tokyo, Japan) and a charge-
coupled device camera (Guppy F-033C, Allied Vision Technologies, Stadtroda, 
Germany) that are calibrated for 3D defocus imaging. Eight electrodes are inserted into 
each of the eight channel-end reservoirs of the device and connected to a digital-to-
analog voltage output device (USB-3106, Measurement Computing, Norton, MA, USA) 
that is in turn connected to a personal computer. Custom software locates, tracks, and 
manipulates, in real-time, any chosen object in the control volume. During each iteration 
of the control loop, the desired position of the object is dynamically updated with 
coordinates supplied either by user input or by a pre-planned trajectory. The voltages 
required to move the particle from its measured position towards its desired position are 
calculated by the control algorithm and are applied to the microfluidic device. This loop 
is continually repeated at ~20 Hz, enabling steering of objects along complex trajectories 
as well as precise and accurate trapping of objects in 3D. 
6.5 Positioning of a single polystyrene microsphere 
6.5.1 Steering along the edges of a tilted cube 
To demonstrate 3D electrokinetic tweezing, we steered a single polystyrene 
microsphere of 5 μm diameter (G0500, Duke Scientific Corporation, Palo Alto, CA, 
USA) along the edges of a tilted cube. Fig. 38(a) shows the two-dimensional images 
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acquired from the camera at four different time points as the microsphere was steered 
along the desired trajectory with a constant velocity of 2.5 µm/s. The trajectory of the 
microsphere (orange dots) closely follows the desired cube trajectory (solid green line). 
Fig. 38(b) shows a trace of the 3D path of the microsphere. During steering, the increased 
imaging error near the focal plane is mitigated by a Kalman filter, which uses the EK 
velocity predicted by the mathematical model to estimate which side of the focal plane 
the microsphere is on. The errors measured here for 3D steering are comparable to the 




Fig. 38 A single polystyrene microsphere of 5 μm diameter was steered along the edges of a tilted 
cube at a velocity of 2.5 μm/s. (a) The image of the device through the defocus mask is shown at times   = 
132, 268, 399, and 522 s. The desired cube trajectory is overlaid as a solid green line and the path taken by 
microsphere is shown by orange dots. (b) A 3D plot of the complete path taken by the microsphere. The 
microsphere was steered with an RMS error of 1.17 μm in the    plane and 1.25 μm in the vertical   
direction. 
6.5.2 Accuracy of stationary trapping 
To quantify EK trapping accuracy, we trapped microspheres at several elevations 
in the control volume. Microspheres trapped below the focal plane (  < -20 μm) were 
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trapped with a root mean square (RMS) error of less than 1 μm both in the    plane and 
in the   direction. Microspheres trapped above the focal plane (  > 20 μm) experienced 
the same accuracy in the    plane, but a slightly decreased accuracy in the   direction of 
~1.5 μm (at this time it is still unclear why trapping accuracy in the   direction differs 
slightly from one side of the focal plane to the other). At the focal plane, microspheres 
were trapped with an RMS error of ~1.5 μm in the    plane and ~2.5 μm in the 
  direction. Increased error in the   direction for a microsphere near the focal plane is due 
to increased imaging sensitivity to noise, as discussed above, as well as errors due to 
uncertainty in whether the particle is above or below the focal plane. 
6.5.3 Measurement of electrophoretic and electroosmotic mobilities 
The relative contribution of EP and EO to the velocity of the microspheres was 
estimated by comparing the measured velocity of the particle with the electric field 
controlled in the device. As in equation 5 of Chapter 2,           , the EK mobility 
            relates the velocity of a particle with the electric field in the device, 
and is the sum of the EP and EO mobilities. Based on the data in Fig. 38, the net EK 
mobility for the polystyrene microspheres suspended in DI water in our PDMS 








. Without more 
information it is difficult to separate the EK mobility into its constituent EP and EO parts. 
Based on our previous work for 2D control,
114
 we estimate that the EO mobility of the 








. The EP mobility of the microspheres is then 








, which is consistent with that work. With these mobilities, 
Fig. 39(a) shows four of the fields created while moving a particle along the vertical 
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plane  trajectory shown in the inset in panel (b) of Fig. 35. Fig. 39(b) shows the 
opposing, but well aligned, contributions from EP (yellow) and EO (blue) to the overall 
EK velocity.  
 
Fig. 39  Electrokinetic velocities created while steering a particle along a vertical trajectory. (a) By 
applying the correct voltage to each of the eight electrodes at once it is possible to impart the desired 
horizontal and vertical EK velocities to a particle at any location. For example, here we show the EK 
velocity fields created while steering a particle along the vertical ∞ trajectory shown in panel (b) of Fig. 35. 
Note that at each time the EK velocity is pointed along the tangent of the desired trajectory at the location 
of the particle (black circle). (b) For a negatively charged particle, the velocity components due to EP 
(orange) and EO (blue) oppose each other, but since their sum is usually non-zero the control algorithm can 
use their combination (the magenta arrows in panel a) to manipulate any single particle as desired. 
6.6 Summary 
Electrokinetic tweezing of microparticles in three dimensions was demonstrated 
in this chapter with a multi-layer microfluidic device, a model-based control algorithm, 
and a single-camera 3D imaging system. Compared to laser tweezers and other methods, 
EK tweezers are inexpensive and use fluid forces that scale with radius of the object 
being controlled rather than volume,
44
 allowing them to manipulate nanoscale objects in 
2D with accuracy in the tens of nanometers.
115,117,154,236
 The multi-layer microfluidic 
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device is fabricated with a desktop fabrication technique and produces both the horizontal 
and vertical forces needed to move particles in all three dimensions. The position of each 
particle is estimated in real-time using a 3D imaging system that makes out-of-focus 
particles appear in a triangular pattern which scales with the elevation of the particle. 
This system was used to precisely steer polystyrene microspheres of 5 µm diameter along 
a three-dimensional trajectory, as well as trap them in place with accuracy as good as 
1 µm. To the best of our knowledge, this is the first experimental demonstration of EK 




Chapter 7  
Conclusions 
In this thesis I described the implementation of a system that manipulates nano 
and microscopic objects using electrokinetic forces, its use in manipulating cancer cells 
and nanoparticles, and its extension into three dimensions. 
EK tweezers are a vision-based feedback control system that allow simple 
microfluidic devices to perform complex laboratory techniques and uses forces that scale 
favorably for small objects,
44,116
 enabling gentle control of cells and nanoprecise control 
of nanoscale objects.
115,154
 The implementation of EK tweezers uses commercially 
available hardware and software and provides an easy-to-use graphical user interface, 
making it easy adapt to multiple research applications. As a demonstration, EK tweezers 
are used to measure the attachment forces between two cancer cells that possess 
microtentacles, protrusions from the cell membrane present on circulating tumor cells 




EK tweezers are next used to manipulate nanoscopic quantum dots and metallic 
nanowires for on-demand selection, assembly, and imaging of nanophotonic structures. 
Quantum dots (QDs) are semiconductor nanocrystals that can be used as single-photon 
emitters
146
 when placed with 150 nm of the high field regions of nanophotonic circuits.
152
 
Using sensitive optics and a high viscosity fluid, single QDs were trapped with an 
accuracy of 45 nm and steered on complex trajectories with an accuracy of 120 nm, well 
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within the desired accuracy.
117
 A photoresist was added to the fluid, allowing QDs to be 
immobilized in a polymer with 127 nm accuracy when exposed to a UV flash.
154
 Metallic 
nanowires allow light to be transferred in the form of surface plasmons and can be used 







 and nonlinear quantum devices.
161
 EK tweezers positioned and 
oriented silver nanowires by pivoting them around polymerized anchors, and assembled 
them into complex nanostructures.
236
 The optical properties of single nanowires were 
then imaged with nanoscale  resolution by scanning single QD probes in around them 
using a program run in parallel to control.
115
 
Finally, I extended EK tweezers into three dimensions using a multi-layer 
microfluidic device design and a single-camera 3D imaging system. The multi-layer 
microfluidic device is fabricated with a desktop fabrication technique and produces both 
the horizontal and vertical forces necessary for manipulation of particles in all three 
dimensions. The position of each particle is estimated in real-time using a defocus 
imaging system that masks out-of-focus particles into a triangular pattern that scales with 
the elevation of the particle.
232–235
 This system steered polystyrene microspheres of 5 μm 
diameter along a three-dimensional trajectory, and trapped them with accuracy as good as 
1 μm. To the best of our knowledge, this is the first experimental demonstration of EK 
manipulation in three dimensions. 
The methods and automation developed here can be used in any research area 
where there is need to handle nano and microscopic objects that are otherwise impossible 
to address. Broadly, vision-based feedback control like in EK tweezers can help 
microfluidic devices operate efficiently despite uncertainties in devices and samples. In 
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biology, the ability to analyze the genetic and protein makeup of single cells allows 
characterization of heterogeneity, detection of rare biomarkers, and elucidation of 
complex biological processes that are lost in the noise of bulk experiments.
3
 In 
nanotechnology, the ability to select and position nanophotonic components such as 
quantum dots and nanowires can be used to build and analyze nanoelectronic devices
157
 
and quantum optical circuits.
161
 The ability to do all these things in 3D opens many more 





Table of Contributions 
All the work here was the result of many years of collaboration. In this chapter, I 
try to attribute key aspects of the work to the people most responsible for them. For quick 
reference, the table below summarizes my contribution relative to my collaborators. The 
first column lists the projects discussed in this dissertation. The second column highlights 
my work on those projects. The third column highlights the work of my collaborators. 
Project My contribution Collaborators’ contribution 
Implementation of Electrokinetic 
Tweezing (Chapter 3) 
with Probst: Development of an 
intuitive hardware and software 
platform for rapid application of 
EK tweezing for cell and 
particle manipulation tasks 
 
Programming and support of 
graphical user interface which 
enable manipulation tasks such 
as particle dragging and path 
planning 
 
Armani, Chaudhary, Probst: 
Development of initial 
modeling, control, and image 
processing 
Nanowire Assembly (Chapter 4) Application of EK tweezing 
platform and GUI for the 
manipulation of quantum dots 
and nanowires 
 
Development of imaging and 
control algorithms to identify 
and handle QD blinking 
 
Implementation of nanowire 
imaging and development of 
control algorithms for control of 
nanowire orientation 
Ropp: Primary development of 
microscopy platform, 
experiment staging, and data 
processing 
 
Probst: Modification of 
microfluidic control device and 
actuation, experiment staging 
 
Ropp, Probst, Kumar: 
Development of photocurable 




Nanoscale Imaging and 
Spontaneous Emission Control 
(Chapter 5) 
Development of GUI for 
automated scanning of optical 
characteristics of nanowires 
using QDs as probes  
Electrokinetic Tweezing in 3D 
(Chapter 6) 
Design and fabrication of a 
multi-layer microfluidic device 
capable of producing 3D 
electrokinetic forces 
 
Modeling and implementation of 
three dimensional control 
 
Implementation and calibration 
of three dimensional imaging 
Armani, Chaudhary, Probst: 
Development of initial 
modeling, control, and image 
processing for two dimensional 
control 
 
Probst: Formalization and 
simulation of three dimensional 
control 
 
Implementation of Electrokinetic Tweezing 
Development of hardware and software platform 
Roland Probst and I developed the next generation implementation of 
electrokinetic tweezing. Probst gathered hardware compatible with MATLAB. With his 
guidance, I developed the graphical user interface. 
Steering of multiple particles and microbes 
The new implementation recreated old manipulation results for up to three 
objects, and was used to show manipulation of as many as five objects and swimming 
microbes for the first time. With Satej Chaudhary and Probst, manipulation results for the 
steering of multiple particles were replicated using the next generation platform. Optimal 
steering of up to five particles was demonstrated for the first time with Chaudhary (not 
shown here). Steering of swimming microbes was performed with Probst. 
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Manipulation of circulating tumor cells 
With Probst, EK tweezers were set up in Stuart Martin’s laboratory at the 
University of Maryland, Baltimore. Probst developed the technique to plug the reservoirs 
of the device with electrode gels. To allow cells to be controllably introduced to the 
control region without becoming stuck, I developed a manually controlled gravity-based 
fluid conveyor that fed cells from a reservoir of cells in nutrient medium into the device. I 
performed most patterning and bumping experiments. Martin graciously donated his 
time, space, and equipment. In addition to culturing and maintaining cells, his comments 
and suggestions were invaluable. 
Manipulation of quantum dots 
Probst, Chad Ropp, and I set up EK tweezers in Edo Waks’ photonics laboratory. 
Probst optimized the control device for quantum dot control. Ropp assembled optics. 
With Rakesh Kumar, Srinivasa Raghavan, and lots of trial and error, Probst and Ropp 
developed the viscous photocurable buffer used to control and immobilize QDs. I 
supported software, developed imaging to track blinking QDs, implemented piezo stage 
control to keep QDs in focus, and developed targeting to guide QDs to the center of the 
UV beam. I supported experiments primarily carried out by Probst and Ropp. 
Nanowire Assembly 
I implemented imaging and control of nanowires that allowed manual assembly of 
nanostructures. Ropp noticed the ability to rotate a nanowire by immobilizing one end 
with polymer, or by pivoting it around a previously immobilized QDs or empty polymer. 
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I implemented image processing and control to precisely control the orientation of the 
nanowire. Nanowire image processing was aided by Pramod Mathai.
173
 Ropp performed 
experiments with my support. 
Nanoscale Imaging and Spontaneous Emission Control 
The spatial dependence of photonic coupling between a QD and a nanowire was 
imaged by scanning the QD over the nanowire. I developed the scanning program that 
automated the movement of a QD probe between a set of grid points. The program 
allowed users to align a graphical representation of the nanowire to the nanowire, draw 
the imaging area, and specify the resolution of the grid. Experiments and image post-
processing processing and analysis were carried about by Ropp with my support. 
Electrokinetic Tweezing in 3D 
Inspired by Probst’s and Shapiro’s earlier work,
231
 I extended EK tweezing to 
three dimensions with a novel multi-layer microfluidic device and 3D imaging. I 
designed and developed the device by cutting films of PDMS using a vinyl cutter, as 
suggested by Katayoon Saadin. I modeled and implemented three dimensional control in 
the EK tweezing platform by adding the needed variables and user controls to the 
program. I implemented 3D imaging by modifying the microscope optics and developing 
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