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1
Einleitung
Durch stetige Fortschritte in Forschung und Technik werden immer bessere Messverfahren
beno¨tigt, um physikalische Gro¨ßen, wie zum Beispiel Zeit, Entfernung, Temperatur und
elektrischen Strom, deutlich exakter zu erfassen. Aber auch abgeleitete Gro¨ßen, wie bei-
spielsweise Geschwindigkeit, Beschleunigung oder Position spielen in vielen technischen
Applikation eine bedeutende Rolle. So ko¨nnen solche Verfahren dem Schutz von Mensch
und Material in sicherheitskritischen Umgebungen dienen. Man denke dabei an Beschleu-
nigungssensoren, die in Airbags verbaut sind, an Kollisionswarngera¨te in Flugzeugen, die
u¨ber Radar die Entfernung zu einem Objekt messen oder die U¨berwachung der Tem-
peratur in einem Kernreaktor, die Aufschluss u¨ber die Kernreaktion erlaubt. Aber auch
in der Forschung, Entwicklung und Produktion sind solche Messverfahren von immenser
Bedeutung. So wird bei der Produktion von Bandstahl die La¨nge des Stahls im laufenden
Betrieb per Laser gemessen [71] und somit die Qualita¨t gesichert. Fu¨r den LHC1 wurden
mit dem ATLAS-Experiment [1] sogar vo¨llig neue Messtechniken entwickelt, um unent-
deckten Teilchen wie dem Higgs-Boson auf die Spur zu kommen. Entwickelt sich eine
Technologie weiter, mu¨ssen die beno¨tigten Messverfahren schritt-haltend verbessert und
erweitert oder sogar neue Methoden erdacht werden.
Ein Beispiel fu¨r ein uraltes Verfahren zur Zeitmessung sind astronomische Beobachtungen,
welche die Maya [78] schon vor Christi Geburt nutzten, um den richtigen Tag zur Aussaat
oder Ernte zu berechnen. Dazu musste der Stand der Sterne, der Mondzyklen oder der
Sonnenstand zur Sommer- beziehungsweise Wintersonnenwende in Einklang mit dem Ka-
lender gebracht werden. Ein wesentlich weiter entwickeltes Messinstrument, welches sich
auch der Sterne bedient, ist der Sextant [50]. Er wurde in der Seefahrt als Navigations-
hilfe zur Positions- und Kursbestimmung genutzt. Bei richtiger Handhabung konnte die
Position mit einer Genauigkeit von ca. 2 km bestimmt werden.
Die Entwicklung des Flugzeugs durch die Gebru¨der Wright zu Beginn des 20. Jahrhun-
derts verhalfen dem Transportwesen zu einem Technologiesprung. Seither ko¨nnen Perso-
1Large Hadron Collider
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nen und Gu¨ter dank dieser Errungenschaft sowohl u¨ber dem See- als auch dem Luftweg
befo¨rdert werden. Der Personenverkehr u¨ber la¨ngere Distanzen erfolgt dabei heutzutage
maßgeblich per Flugzeug. Anfangs wurden noch Versuche unternommen, Sextanten in der
Luftfahrt [21] zur Positions- und Kursbestimmung zu verwenden. Man erkannte jedoch
schnell, dass Messungen mit dieser Methode aufgrund der hohen Relativgeschwindigkeit
eines Luftfahrzeugs schlechter verwertet werden konnten. Der Technologiesprung erfor-
derte daher eine verbesserte Methode zur Positionsbestimmung. Etwa zur gleichen Zeit
bescha¨ftigte sich Frederick Augustus Kolster mit Verfahren zur Ortung u¨ber Radiowellen
[13]. 1913 begann er, die wichtigsten US-amerikanischen Leuchttu¨rme mit Langwellensen-
der auszustatten. Da sie Dauersignale abstrahlen und angepeilt werden ko¨nnen, werden
sie auch als Funkfeuer bezeichnet. Ein von ihm entwickelter Peilempfa¨nger [13] beno¨tigte
zwei Funkfeuer um u¨ber eine Kreuzpeilung die Position bestimmen zu ko¨nnen. Wa¨hrend
des ersten Weltkriegs wurde diese Technik zur Positionsbestimmung exklusiv vom Mi-
lita¨r verwendet. Spa¨ter fand der Kolster-Radiokompass auch Einzug in die zivile Schiff-
und Luftfahrt, was erheblich zur Sicherheit der Reisenden beitrug. Heutzutage werden
GPS2-Empfa¨nger [87] genutzt, die Funksignal von Satelliten auswerten, um die Position
auf maximal 10 m genau zu bestimmen.
1.1 Problemstellung
Eine Messaufgabe, die in der Forschung und Entwicklung ha¨ufig zum Einsatz kommt,
ist die Erfassung von Oberfla¨chenschwingungen. Diese sind von großer Bedeutung, da
sie Aufschluss u¨ber das dynamische Verhalten von Systemen liefern ko¨nnen. Auch zur
Verifikation von Modellrechnungen, die die Stabilita¨t untersuchen, werden sie genutzt.
Schwingungen ko¨nnen u¨ber verschiedene Methoden erfasst werden. So werden zum Bei-
spiel Dehnungsmessstreifen [41] an Strukturen angebracht, um Aufschluss u¨ber das dy-
namische Schwingverhalten unter Belastung zu erhalten. Sind die Strukturen groß, so ist
die aufgebrachte Masse durch die Sensoren vernachla¨ssigbar. Beispielsweise ko¨nnen Deh-
nungsmessstreifen an Bru¨cken oder Geba¨uden angebracht werden, um Untersuchungen
zur Stabilita¨t durchzufu¨hren. Wird eine Bru¨cke durch Windbo¨en erfasst und schwingt
sich diese bis zur Eigenfrequenz auf, so kann das im schlimmsten Fall zum Einsturz der
gesamten Konstruktion fu¨hren. Dies ist 1940 im US-Bundesstaat Washington mit der
Tacoma-Norrows-Bru¨cke [5] geschehen.
Werden die Strukturen kleiner, so muss das vorhandene Messverfahren entweder angepasst
oder durch ein neues ersetzt werden. Befindet man sich noch im makroskopischen Bereich,
ko¨nnen miniaturisierte Dehnungsmessstreifen oder Sensoren, die auf den piezoelektrischen
Effekt [60] beruhen, genutzt werden. Verla¨sst man hingegen den makroskopischen Bereich,
sind aufgebrachte Massen nicht mehr vernachla¨ssigbar. Es mu¨ssen Messverfahren ange-
wendet werden, die die Aufgabe beru¨hrungslos u¨bernehmen. Im weitesten Sinn kann das
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Beamforming [66] zur beru¨hrungslosen Schwingungsanalyse genutzt werden. Dabei han-
delt es sich um mehrere Mikrofone, die zu einem Array zusammen geschaltet werden. Da
die Mikrofone Schalldruckereignisse messen, ko¨nnen Frequenzen außerhalb ihrer Dynamik
nicht mehr erfasst werden. Weiterhin muss das zu erfassende Signal u¨ber eine hinreichend
große Amplitude verfu¨gen, um u¨berhaupt durch das Mikrofon aufgenommen werden zu
ko¨nnen. Schwingungen im nicht ho¨rbaren Bereich sind aber ha¨ufig die Auslo¨ser fu¨r Insta-
bilita¨ten oder geben einen Hinweis auf strukturelle Fehler.
Diese Arbeit befasst sich mit der Verbesserung eines Messverfahrens zur Analyse von
Oberfla¨chenschwingungen, das auf der Interferometrie [35] beruht und als Vibrometrie be-
zeichnet wird. Ein Laser-Doppler-Vibrometer kann das Schwingverhalten von Oberfla¨chen
beru¨hrungslos erfassen [70]. So ko¨nnen auch Strukturen im Sub-Millimeterbereich noch si-
cher vermessen werden. Durch die Nutzung eines Lasers mu¨ssen zudem keine zusa¨tzlichen
Massen auf das Messobjekt aufgebracht werden. Selbst große Strukturen, wie Eisenbahn-
bru¨cken, ko¨nnen mit entsprechender Technologie ohne das Aufbringen von Sensoren aus
der
”
Ferne” vermessen werden. Vibrometer ko¨nnen wesentlich o¨konomischer eingesetzt
werden, da diese nicht fest mit dem Messobjekt verbaut werden. Dazu muss jedoch die
Messstelle durch den Laserstrahl erreichbar sein. So ist die Betriebsschwingungsanalyse
[65] in der Entwicklung ein ha¨ufig genutztes Mittel, um beispielsweise das Schwingverhal-
ten von Bauteilen im Betrieb zu untersuchen. Auch werden Vibrometer in der Luft- und
Raumfahrt sowie der Automobilindustrie eingesetzt. Daru¨ber hinaus gibt es noch etliche
Einsatzmo¨glichkeiten, die hier aber nicht weiter aufgefu¨hrt werden sollen.
Ein Einflussfaktor der sich bei Messungen im Freifeld auf die Lichtleistung auswirken kann,
ist der
”
Schlieren-Effekt” der Luft. Dieser wird durch unterschiedliche Luftdru¨cke verur-
sacht, die Luft von Gebieten mit hohem Druck zu Gebieten mit niedrigen Druck stro¨men
la¨sst. Durchquert ein Laserstrahl Bereiche unterschiedlicher Dichten, wird die Phasenlage
der elektromagnetischen Welle auf dem zu messenden Objekt beeinflusst. Durch Interfe-
renzerscheinungen wirkt sich dies auf die Sta¨rke des Signals aus, das am Photodetektor
eines Vibrometers abgegriffen wird. Auch ko¨nnen Rauigkeiten im Bereich der Wellenla¨nge
des genutzten Lasers zu Interferenzerscheinungen fu¨hren, die den Signalpegel am Detekor
da¨mpfen. Dies wird im Allgemeinen auch als Speckle-Dropout bezeichnet.
Ziel dieser Arbeit ist es, solche Speckle-Dropouts durch geeignete Optimierungsverfahren
zu reduzieren, so dass Messungen auch unter den vorab genannten Bedingungen mo¨glich
werden. Darauf aufbauend ist ein Regelungskonzept entwickelt worden, das den optimalen
Arbeitspunkt bei sich a¨ndernden Umweltbedingungen nachfu¨hrt. In einem Forschungpro-
jekt, welches zusammen mit den Firmen Polytec GmbH, Bosch GmbH, Continental AG,
der Universita¨t Stuttgart und der Bergischen Universita¨t Wuppertal bearbeitet wurde, ist
ein neues Vibrometer entwickelt worden, welches u¨ber eine adaptive Optik verfu¨gt. Mit
der adaptiven Optik wird sowohl die Position des Laser-Spots als auch die Phasenlage der
koha¨renten Laserwelle modifiziert. Somit fungiert sie als Aktor, um gezielt nach einem
optimalen Arbeitspunkt zu suchen, diesen u¨ber einen Regler zu halten und nachzufu¨hren.
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1.2 Stand der Forschung und Technik
Wird ein Laser-Vibrometer zur Schwingungsanalyse eingesetzt, so ko¨nnen verschiedene
Techniken verwendet werden um Speckle-Dropouts zu reduzieren. Die einfachste Metho-
de ist der Wechsel des Messpunktes auf dem zu analysierenden Objekt. Da aber nicht
immer die Mo¨glichkeit besteht den Messpunkt zu verschieben, muss auf andere Verfahren
zuru¨ck gegriffen werden. Um die Reflektivita¨t eines Messpunktes zu verbessern, ko¨nnen
retroreflektierende Folien aufgebracht werden. Dies ist jedoch mit einer Vera¨nderung des
zu messenden Objekts verbunden, so dass fehlerhafte Messungen durch die vera¨nderte
Dynamik zu erwarten sind. Daher wurde fu¨r Scanning-Vibrometer eine Heuristik entwi-
ckelt [73], die den Bereich um den Messpunkt kreisfo¨rmig abtasten. Die Messungen mit
dem besten Singal-zu-Rausch-Verha¨ltnis fließen dann in die Auswertung mit ein.
In der vorliegenden Arbeit wurde zuna¨chst das Vibrometer mit adaptiver Optik analysiert.
Die Ergebnisse haben gezeigt, dass ein ableitungsfreier Optimierungsalgorithmus beno¨tigt
wird. Der aussichtsreichste Kandidat, der DIRECT-Algorithmus [45], wird als Optimierer
genutzt. Um die Laufzeit des Optimierers zu verbessern wurde dieser um einen Scha¨tzer
erweitert. Aus den gemessenen Werten wird ein Modell nach [46] interpoliert und darauf
optimiert. Das Optimum des Modells fließt als Scha¨tzung in den DIRECT-Algorithmus
ein. Die Idee der parallelen hybriden Optimierung ist dabei nicht neu. In [29] wurde
der DIRECT-Algorithmus erweitert, so dass lokale Optimierungsalgorithmen in die Such-
heuristik des DIRECT-Algorithmus integrierbar waren. Im vorliegenden Fall wurde der
DIRECT-Algorithmus um eine Strategie erweitert, die zusa¨tzlich eine globale Suche auf
Basis einer Interpolation u¨ber radiale Basisfunktion [10, 30, 39, 53, 74, 82, 86] ermo¨glicht.
In [54] wird eine Methode pra¨sentiert, die DC3-Programming nutzt um den DIRECT-
Algorithmus um eine globale ableitungsfreie Optimierung zu erweitern. Diese Methodik
steht aber nur fu¨r die radiale Basisfunktion der Form Φ (r) = r3 zur Verfu¨gung. Um die
Struktur der zu interpolierenden Funktion besser zu beru¨cksichtigen, konnte diese radiale
Basisfunktion nicht genutzt werden, so dass ein alternativer Ansatz zu untersuchen war.
1.3 Weiterer Aufbau dieser Arbeit
In Kapitel 2 wird auf die historische Entwicklung des Lasers bis hin zum Laser-Vibrometer
mit adaptiver Optik eingegangen ohne in die zugeho¨rigen Theorien mathematisch einzu-
steigen. Es soll dem Leser lediglich einen U¨berblick u¨ber die Entwicklung bis zum heutigen
Tage verschaffen. Fu¨r tiefergehende Studien sind die entsprechenden Literaturquellen zu
konsultieren. Kapitel 3 befasst sich mit der Analyse des neu entwickelten Vibrometers mit
adaptiver Optik. Zuna¨chst wird dort gezeigt, dass eine Beschreibung des Systems analy-
tisch nicht mo¨glich ist. Daher wird im zweiten Teil des Kapitels ein Modell in Form einer
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Kostenfunktion hergeleitet, die spa¨ter durch einen gradienten-freien Optimierungsalgo-
rithmus minimiert werden kann. In Vorbereitung auf den spa¨ter vorgestellten Optimierer
wird in Kapitel 4 ein Verfahren zur Interpolation von nichtlinearen multivariaten Funk-
tionen vorgestellt. Die Interpolation basiert auf der Nutzung von radialen Basisfunktion
und setzt die Kenntnis einiger Stu¨tzstellen mit den zugeho¨rigen Funktionswerten vor-
aus. Am Ende dieses Kapitels werden einige Interpolationstechniken u¨ber verschiedene
Benchmark-Funktionen miteinander verglichen. Im darauf folgenden Kapitel 5 wird der
DIRECT-Algorithmus als gradienten-freie
”
direct search”-Methode vorgestellt. Dazu wird
der Shubert-Algorithmus hergeleitet, an einigen Stellen modifiziert und auf den DIRECT-
Algorithmus erweitert. Um das Laufzeitverhalten des klassischen DIRECT-Algorithmus
weiter zu verbessern, erfolgt die Erweiterung einer auf statistischen Methoden (Interpola-
tion mittels radialer Basisfunktionen) basierenden Technik zur Scha¨tzung eines optimalen
Arbeitspunkts. Die Scha¨tzung fließt in den DIRECT-Algorithmus mit ein, so dass beide zu
einem hybriden Algorithmus zusammen gefasst werden. Der Algorithmus wird als Hybrid-
DIRECT bezeichnet. Abschließend werden einige Benchmark-Tests am Hybrid-DIRECT
durchgefu¨hrt und mit dem klassischen DIRECT-Algorithmus verglichen. Der entwickel-
te Hybrid-DIRECT wurde am realen System evaluiert, was in Kapitel 6 dokumentiert
ist. Dazu wurden zuna¨chst gu¨ltige Parameter ermittelt, um sinnvolle Ergebnisse aus der
Optimierung mit dem Hybrid-DIRECT zu erhalten. Danach wird exemplarisch an zwei
Beispielen gezeigt, welche Verbesserung im realen System durch eine Vorab-Optimierung
erzielt werden ko¨nnen. Der Optimierer maximiert den Signalpegel nur einmalig, wobei
zeitliche A¨nderungen des gefundenen Arbeitspunktes nicht beru¨cksichtigt werden. Daher
wird in den letzten beiden Kapiteln die Herleitung und Umsetzung eines Extremwert-
Reglers beschrieben. Ausgehend von einem Arbeitspunkt, der vorab durch einen Opti-
mierer ermittelt worden ist, folgt der Regler dem optimalen Arbeitspunkt falls dieser sich
u¨ber die Zeit vera¨ndert. In Kapitel 7 werden die theoretischen Grundlagen des Reglers
vorgestellt, wa¨hrend dessen der Regler-Algorithmus in Kapitel 8 entwickelt und verifiziert
wird. Um das Verhalten des Reglers in realer Umgebung zu zeigen, wurde exemplarisch ein
Messaufbau genutzt, in dem Spektralmessungen mit und ohne Regler durchgefu¨hrt und
anschließend ausgewertet wurden. Ein Fazit und Ausblick schließt diese Arbeit ab. Dort
wird noch einmal auf den Kern der Entwicklung, die erzielten Ergebnisse und zuku¨nftige




Anfang des 20. Jahrhunderts revolutionierte Albert Einstein das physikalische Weltbild
mit seinen wohl wichtigsten Vero¨ffentlichungen, der allgemeinen und der speziellen Relati-
vita¨tstheorie [16, 17]. Leider bleibt seine Forschung im Bereich der Quantenphysik [15, 18]
außerhalb naturwissenschaftlicher beziehungsweise physikalischer Fachkreise ha¨ufig unbe-
achtet, obwohl auf Grund dieser Einstein 1921 den Nobelpreis fu¨r Physik erhielt.
In Untersuchungen zur Verteilung der thermischen Energie E eines schwarzen Ko¨rpers,
welche sich proportional zur Frequenz ν der Wa¨rmestrahlung verha¨lt, fand Planck 1900
heraus [69], dass nur Energieniveaus angenommen werden ko¨nnen, die ein Vielfaches von
E
ν
betragen. Planck bezeichnete E
ν
als Wirkungsquantum h, es gilt somit E = hν.
Einstein wiederum erkannte, dass der von ihm untersuchte photoelektrische Effekt, also
die Wechselwirkung von Materie und Licht, durch Quantisierung der Energie E des Lichts
beschrieben werden kann und fu¨hrte die Quantisierung in
”
Lichtpakete“ ein, die spa¨ter
auch als Photonen bezeichnet wurden. Wird ein Photon von einem Elektron absorbiert,
so erho¨ht sich das Energieniveau des Atoms. Da jedes Atom energetisch einen mo¨glichst
niedrigen Zustand anstrebt, wird die durch das Elektron absorbierte Energie nach einer
gewissen Zeitspanne wieder abgegeben (emittiert). Die Emission kann dabei entweder
spontan oder stimuliert (induziert) erfolgen. In Abbildung 2.1a) wird ein Photon mit
der Energie hν durch das Atom absorbiert, so dass das Elektron auf eine ho¨here Schale
und somit ein ho¨heres Energieniveau springt. In der darauf folgenden Darstellung 2.1b)
fa¨llt das Elektron spontan auf die energetisch niedrigere Bahn zuru¨ck und emittiert ein
Lichtquant (Photon). Alternativ kann die Emission auch durch ein weiteres Lichtquant
angeregt beziehungsweise stimuliert werden (Abbildung 2.1c) ).
Betrachtet man nun ein Medium in dem sich die Atome (oder auch Moleku¨le) in einem
angeregten Zustand befinden, so ko¨nnen durch stimulierte Emission zusa¨tzliche Photo-
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a) Absorption b) spontane Emission c) stimulierte Emission
Abbildung 2.1: Von Einstein 1916 postulierten U¨berga¨nge am Beispiel eines Wasserstoffatoms
nen aus dem angeregtem Zustand gelo¨st werden. Diese haben anschließend den gleichen
Energiebetrag wie das stimulierende Photon. Dies fu¨hrt dazu, dass Polarisation, Phase
und Ausbreitungsrichtung der gelo¨sten Photonen identisch sind. Es bildet sich somit ein
koha¨renter Wellenzug aus. Medien, die diese Eigenschaft besitzen, werden auch als aktive
Medien bezeichnet und verfu¨gen u¨ber eine Besetzungsinversion im angeregten Zustand.
Das heißt, es existieren statistisch mehr Atome im angeregten als im energetisch niedri-
gen Zustand. Bewegt sich nun ein Photon durch ein solches Medium ohne absorbiert zu
werden, wird es lawinenartig Photonen aus dem aktiven Medium lo¨sen. Typische Medien
sind zum Beispiel Wasserstoff, Ammoniak oder Rubin [44].
Die von Einstein vorgestellte Quantentheorie der Strahlung [18] wurde nach und nach
aufgegriffen und in technischen Anwendungen umgesetzt. So stellte Joseph Weber 1953
an der University of Maryland erstmals die theoretischen Grundlagen fu¨r einen Mikrowel-
lenversta¨rker vor [47], wobei ihm Einstein’s vero¨ffentlichen Ergebnisse als Ausgangsbasis
dienten. Er erkannte, dass sich ein Mikrowellenversta¨rker mithilfe von aktiven Substan-
zen realisieren ließe, die sich nicht im thermodynamischen Gleichgewicht befinden. Im
Jahre 1954/55 bauten unter anderem Gordon, Zeiger und Towens einen solchen Mikro-
wellenversta¨rker [6]. Sie bezeichneten den Versta¨rker als MASER, was fu¨r:
”
Microwave
Amplification by Stimulated Emission of Radiation“ steht und das Wirkprinzip in seiner
Gesamtheit zusammenfasst.
Spa¨ter wurde von mehreren Wissenschaftlern untersucht [19], ob das Konzept des Masers
in das sichtbare Spektrum u¨bertragbar sei. Letztendlich wurde das Konzept 1960 von
Theodore Maiman umgesetzt [35]. Zuna¨chst wurde er als optischer Maser und spa¨ter als
Laser1 bezeichnet.
2.1 Laser
A¨hnlich dem Prinzip eines elektronischen Signalversta¨rkers findet eine Ru¨ckkopplung des
Signals (hier das Licht) u¨ber Resonatoren (Spiegel) statt. Dazu werden zwei Spiegel par-
allel zueinander aufgestellt, so dass das Licht zwischen diesen beiden Spiegeln reflektiert
1Light Amplification by Stimulated Emission of Radiation
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Abbildung 2.2: Schematische Darstellung des Aufbaus eines Lasers
wird. Zwischen den Spiegeln befindet sich das aktive Medium, welches durch stetige Ener-
giezufuhr (zum Beispiel mit einer Gasentladungsro¨hre) auf einem energetisch hohem Ni-
veau gehalten wird. Spontan emittierende Lichtquanten lo¨sen weitere Photonen aus dem
aktiven Medium und setzen so eine Kettenreaktion zwischen den Spiegeln in Gang. Damit
das versta¨rkte Licht genutzt werden kann, muss ein Spiegel teilweise durchla¨ssig sein. Ab-
bildung 2.2 zeigt dazu den schematischen Aufbau eines durch Maiman [19] entworfenen
Lasers.
Moderne Laser verfu¨gen u¨ber eine Koha¨renzla¨nge von mehreren Kilometern mit einer
Divergenz von wenigen mrad. Dies ermo¨glicht eine Vielzahl von technischen Anwendun-
gen; die Bekannteste ist wohl die Auslesung einer Compact Disc. Die Lasertechnik ist
daru¨ber hinaus ein fester Bestandteil in Forschung und Entwicklung und auch im indus-
triellen Bereich nicht mehr wegzudenken. Ein Laser kann sowohl zum schneiden, bohren,
gravieren oder operieren als auch in der Messtechnik eingesetzt werden. Auf Laserscan-
nern basierende Systeme ko¨nnen zum Beispiel die Echtheit von Produkten u¨berpru¨fen
[25], Entfernungen messen oder Oberfla¨chenschwingungen analysieren. Es existieren noch
etliche weitere Anwendungsmo¨glichkeiten, die hier aber nicht weiter aufgefu¨hrt werden
sollen. Ein Spezialgebiet der beru¨hrungslosen Analyse von Oberfla¨chenschwingungen soll
im Folgenden aber weiter betrachtet werden.
2.2 Laserinterferometrie
Ende des 17. Jahrhunderts formulierte Christian Huygens die Wellentheorie des Lichts
[12], in der der Lichta¨ther als Ausbreitungsmedium diente. A¨hnlich der Ausbreitung von
Schallwellen, kann die Wellentheorie Reflexion und Brechung von Licht in unterschiedli-
chen Medien erkla¨ren. Obwohl heutzutage bekannt ist, dass kein A¨ther zur Ausbreitung
von elektromagnetischen Wellen beno¨tigt wird, taucht dieser im Sprachgebrauch immer
wieder auf. So sprechen beispielsweise Funkamateure von
”
in den A¨ther geschickt“, wenn
sie Funkbotschaften gesendet haben.
Um dem (Licht-)A¨ther systematisch auf die Spur zu kommen unternahm Michelson im
19. Jahrhundert einige Versuche, die letztendlich im Michelson-Morley-Experiment [35]
2 Historische Entwicklung der Lasertechnik und Vibrometrie 10
mu¨ndeten. Da Michelson zu dem damaligen Zeitpunkt noch keinen Laser zur Verfu¨gung
hatte, diente eine Entladungslampe als koha¨rente Lichtquelle. In modernen Aufbauten
werden defokussierte Laser als Lichtquelle genutzt. Abbildung 2.3 zeigt den schemati-
schen Aufbau des homodynen Michelson-Interferometers. Von der Lichtquelle ausgehend,
trifft das Licht auf einen Strahlteiler, der das Licht auf Spiegel 1 und Spiegel 2 verteilt.
Diese werfen das Licht auf den Strahlteiler zuru¨ck, so dass auf der Detektorfla¨che die
U¨berlagerung beider Lichtbu¨ndel erfasst werden kann. Wa¨hrend der Spiegel 1 fest mon-
tiert ist, kann der Spiegel 2 auf einen Haltearm mit einem Freiheitsgrad in Richtung
Strahlteiler bewegt werden.
Abbildung 2.3: Michelson-Interferometer
Durch die Superposition der beiden Wellen entsteht ein charakteristisches Interferenzmus-
ter, welches in Abbildung 2.4 zu sehen ist. Die roten Ringe entstehen durch konstruktive
Interferenz und werden auch als Maxima bezeichnet, wa¨hrend die Minima durch destrukti-
ve Interferenz gebildet werden. Wird der Spiegel 2 auf dem Haltearm bewegt, so wechseln
sich Minima und Maxima ab. Mit Kenntnis der Wellenla¨nge der genutzten Lichtquel-
le kann die Wega¨nderung durch Abza¨hlen der Wechsel zwischen zwei Minima bestimmt
werden. Die Wega¨nderung zwischen zwei nebeneinander liegenden Minima ist abha¨ngig
von der Wellenla¨nge λ und betra¨gt bei einem roten Laser (633nm) λ
2
= 316, 5nm.
Abbildung 2.4: Interferenzmuster auf dem Detektorschirm
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Abbildung 2.5: Mach-Zehnder-Prinzip eines Laser-Doppler-Vibrometers, angelehnt an [52, 85]
Moderne Laser-Doppler-Vibrometer werden als hetrodyne Interferometer aufgebaut. Ab-
bildung 2.5 zeigt den Aufbau eines Laser-Doppler-Vibrometers nach dem Mach-Zehnder-
Prinzip [35, 58]. Dazu wird ein Laserstrahl mit der Frequenz f0 in einen Messstrahl und
einen Referenzstrahl am Strahlteiler 1 aufgeteilt. Der Messstrahl wird u¨ber einen akusto-
optischen Modulator (Bragg-Zelle) um die Frequenz fb verschoben. Das am Messobjekt
reflektierte Licht ist jetzt u¨ber den Doppler-Effekt mit einer Frequenzverschiebung fd
behaftet, die proportional zur Schwinggeschwindigkeit v (t) des Messobjektes ist. Dieses
Lichtsignal wird dann u¨ber den Strahlteiler 2 auf den Strahlteiler 3 umgelenkt, so dass
sich hinter dem Strahlteiler 3 das Referenz- und Messstrahl u¨berlagern. Misst man nun am
Photodetektor das Spannungssignal, so erha¨lt man ein frequenzmoduliertes (FM) Signal
mit der Tra¨gerfrequenz fb. Da die Tra¨gerfrequenz bekannt ist, kann das Signal demodu-
liert und ausgewertet werden. Mo¨chte der Leser tiefer in die Thematik einsteigen, so wird
hier auf [4, 14, 35, 58] verwiesen.
2.3 Vibrometer mit SLM-basierten Aktor
Das Testmuster des genutzten Vibrometers wurde von der Firma Polytec GmbH und
dem Institut fu¨r Technische Optik (ITO) der Universita¨t Stuttgart entwickelt. Es basiert
auf dem von Polytec gebauten Industry Vibration Sensor IVS-300, einem Laser-Doppler-
Vibrometer. Die Ansteuer- und Auswerteelektronik ist zusammen mit den optischen Kom-
ponenten in einem Geha¨use zu einem SLM2-basierten Scanning-Vibrometer verbaut. In
Abbildung 2.6 ist ein CAD3-Modell des Testmusters dargestellt. Um den kompakten Auf-
bau zu ermo¨glichen, wurde der Strahlengang u¨ber einen Umlenkspiegel auf das SLM
gefu¨hrt. Das SLM ist der eigentliche Aktor im System, der u¨ber das Einschreiben von
speziellen Computer-generierten Hologrammen (CGH) die Phaseneigenschaften des defo-
kussierten koha¨renten Lichts des IVS-300 derart modifiziert, dass der Laser-Spot gezielt
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Messpunkten ermo¨glicht. Die technischen Grundlagen dazu wurden am ITO entwickelt
und in [89] vorgestellt. Zur Ansteuerung des SLM wurde eine auf CUDA [77] basieren-
de Schnittstelle implementiert, die den Zugriff auf das SLM u¨ber die HDMI-Schnittstelle
eines entsprechend ausgestatteten Laptops ermo¨glicht.
Abbildung 2.6: Modell des genutzten Vibrometers
Das vom SLM modifizierte Strahlenbu¨ndel wird u¨ber ein Teleskop nach außen gefu¨hrt.
Zusa¨tzlich ist im Strahlengang des Teleskops eine Blende montiert, um Beugungserschei-
nungen ho¨herer Ordnung zu unterdru¨cken und somit daraus resultierende Sto¨reinflu¨sse
zu reduzieren. Sensorseitig ist ein Datenerfassungssystem von National Instruments ver-
baut. Das NI-DAQ USB-6210 [67] greift dazu direkt den Signalpegel am Photodetektor
des Vibrometers ab, und dieser ist ein Maß fu¨r die eingefallene Lichtleistung. Er ist pro-
portional zur Lichtleistung, wobei eine Steigerung des Signalpegels um 0, 5V mit einer
Verbesserung von 3 dB (Faktor 2) der Lichtleistung einher geht. Das NI-DAQ USB-6210
ermo¨glicht eine maximale Messwerterfassung von 250kS/s pro Kanal. Weiterhin ist im
Testmuster eine Kamera verbaut, die aber fu¨r diese Arbeit nicht relevant war. In der von
Polytec entwickelten Software PSV 8.7 wird die Kamera genutzt um Messpunkte auf dem
Messobjekt zu positionieren und die Position zu verifizieren.
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Abbildung 2.7: Wirkprinzip des SLM, nach [31]
2.4 Spatial Light Modulator (SLM) auf LCoS Basis
Bei dem in Abbildung 2.6 verbauten SLM handelt es sich um das LCOSSLM X10468 Se-
ries von Hamamatsu [31]. Technisch betrachtet, handelt es sich um einzeln ansteuerbare
Flu¨ssigkristalle, die mit einer Ansteuerelektronik auf CMOS-Basis verbunden und auf ein
Siliziumsubstrat aufgebracht sind. Die Flu¨ssigkristalle modulieren das Licht nur in ihrer
Phasenlage mit einem Shift von 0 bis 2pi; Intensita¨t und Polarisation des Lichts bleiben
dabei unvera¨ndert. Die Ansteuerelektronik ermo¨glicht dabei das Ausrichten jedes einzel-
nen Flu¨ssigkristalls. Abbildung 2.7 zeigt das Wirkprinzip des SLM. In Tabelle 2.1 sind
die Spezifikation, entnommen aus [31], aufgelistet. Es verfu¨gt u¨ber einen DVI-Anschluss,
das auch u¨ber HDMI angesprochen werden kann. Weiterhin ist die Bildwiederholungsrate
mit 60 Hz angegeben.
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Parameter X10468 series -06 Unit
Input Signal Digital Video Interface (DVI) -
DVI signal format SVGA (800×600 pixels) -
DVI frame rate 60 Hz
Number of input levels 256 (8 bits) levels
Effective area 16×12 mm
Maximum spatial resolution 25 lp/mm
Fill factor 95 %
Typical response time (rise) 20 ms
Typical response time (fall) 45 ms
Readout light wavelength 650± 50 nm
Typical light utilization efficiency 90 %
Input voltage (AC) 100 to 230 (50 Hz / 60 Hz) V
Power consumption 50 VA
Weight (Head) Approx. 450 g
Weight (Controller including cables) Approx. 4100 g
Tabelle 2.1: Spezifikationen des LCOSSLM X10468-06
Dies ist fu¨r weitere Analysen der Latenz im SLM-basierten Vibrometer von Bedeutung.
Auf dem SLM befinden sich 800×600 Bildpunkte, die dem SVGA4-Standard entsprechen.
Jedes Pixel ist mit 8 Bit codiert und kann somit Werte von 0 - 255 annehmen, was einer
Phasenverschiebung von 0 bis 2pi mit einer Schrittweite von 0, 025 rad entspricht. Die
eingeschriebenen Muster sind auf dem SLM mit dem bloßen Auge zwar nicht erkennbar,
ko¨nnen aber als Grauwertbild visualisiert werden. Abbildung 2.8 zeigt ein Muster, dass
den Laser bei 2m fokussiert, wenn es in das SLM eingeschrieben ist.
Abbildung 2.8: Beispiel eines SLM-Musters
4Super Video Graphic Array
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Das Muster basiert auf Zernike-Polynome, die in Kapitel 3 detailliert beschrieben sind.
Zuna¨chst muss die Aussage genu¨gen, dass durch die Nutzung der Zernike-Polynome eine
Parameter-Reduktion von 800 × 600 = 480.000 vera¨nderbarer Parameter (hier: Anzahl
der Pixel auf dem SLM) auf maximal sieben Parameter vorgenommen wird.
2.5 Vibrometer mit Membranspiegel als Aktor
Anstelle des SLM wurde als alternativer Aktor ein Membranspiegel getestet. Es handelte
sich dabei um einen von OKO Tech gefertigten MMDM5 mit 15 mm Durchmesser. Vorteil
dieses Stellglieds ist die hohe Einschreibgeschwindigkeit von 250 Hz. Das Einschreiben der
Muster ist somit ≈ 4 mal schneller als das in Abschnitt 2.4 vorgestellte SLM. Der Spiegel
besteht aus einer reflektiven Siliziumnitrid-Membran, die u¨ber 37 Elektroden aufgespannt
ist. Wird eine Spannung an die Elektroden angelegt, wird der daru¨ber liegende Teil der
Membran zur Elektrode hin verformt. In Abbildung 2.9 ist der Spiegel inklusive Geha¨use
abgebildet. Da die Membran nur mit einen Abstand von wenigen µm u¨ber der Elektronik
montiert ist, ist sie extrem empfindlich gegenu¨ber externen Kra¨ften.
Abbildung 2.9: OKO Tech Membran-Spiegel MMDM 15 mm 37 Kana¨le, aus [20]
Zu hoher Außendruck kann zu Stitching fu¨hren; die Membran klebt an der Elektrode
fest und lo¨st sich aufgrund von Kapillarkra¨fte nicht mehr selbsta¨ndig ab. Die hohe Emp-
findlichkeit ist einer der Nachteile eines Membran-Spiegels dieser Bauart. Abbildung 2.10
zeigt das Array aus Ansteuer-Elektroden, u¨ber die der Spiegel aufgespannt ist. Die Elek-
troden (1 - 37) werden u¨ber die Spannungsversorgung mit 150 bis 300 V betrieben, die
durch einen spezielle Versta¨rkereinheit geliefert werden muss, um Spannungsspitzen zu
vermeiden. Durch Spannungsspitzen ko¨nnen Teile der Membran derart verformt werden,
so dass sie die Elektrode beru¨hrt. Das wiederum verursacht, wie oben schon erwa¨hnt, ein
Stitching der Membran.
5Micro Machined Device Mirror
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Abbildung 2.10: Anschluss-Platine OKO Tech MMDM 15 mm 37 Kana¨le, nach [20]
Fu¨r einen robusten Betrieb in rauen Industrieumgebungen ist dieser Aktor also eher un-
geeignet. Dennoch wurden einige Experimente mit dieser adaptiven Optik durchgefu¨hrt,
um die technische Nutzbarkeit zu pru¨fen.
3
Analyse und Modellbildung
Da ein erster Optimierungsansatz u¨ber alle Grauwerte eines jeden Pixels in dem SLM
[89] zu 480.000 Optimierungsvariablen fu¨hren wu¨rde, wurde in dieser Arbeit ein Ansatz
u¨ber die Modifikation von Zernike-Polynomen [59] genutzt. Dabei handelt es sich im We-
sentlichen um eine Variable-Reduktion, da u¨ber entsprechende Polynome die Werte aller
Pixel des SLM implizit berechnet werden. Unter dieser Annahme wurde der Messprozess
mathematisch analysiert. Der Messprozess kann wie in Abbildung 3.1 gezeigt vereinfacht
dargestellt werden.
Abbildung 3.1: Schema des Messprozesses
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3.1 Beschreibung von Abbildungsfehlern u¨ber
Zernike-Polynome
In optischen Systemen ko¨nnen Abbildungsfehler u¨ber die Summe von gewichteten Zernike-
Polynomen Φ (c, ρ, ϕ) [59] beschrieben werden. Sie stellen damit die Wellenfront einer sich
ausbreitenden Welle dar. Zernike-Polynome sind orthogonale Polynome, die in gerade und
ungerade Polynome unterteilt sind. In Polarkoordinaten sind diese durch
Zmn (ρ, ϕ) =
 Rn−2mn (ρ) cos (mϕ)Rn−2mn (ρ) sin (mϕ)
n− 2m ≤ 0
n− 2m > 0
mit n, m ∈ N (3.1)
definiert, wobei Rn−2mn (ρ) den vom Radius ρ abha¨ngigen und ϕ den azimutalen Anteil





s! (m− s)! (n−m− s)!ρ
n−2s. (3.2)
Daraus ergibt sich die Zernike-Dekomposition, die als Summe der gewichteten Zernike-
Polynome mit dem zugeho¨rigen Zernike-Koeffizienten cmn mit





cmn · Zmn (ρ, ϕ) (3.3)
bestimmt ist. Die Koeffizienten cmn gewichten in Gleichung (3.3) die jeweiligen Zernike-
Polynome, zu denen sie eindeutig zugeordnet sind. Fasst man die Koeffizienten zu einem
Vektor c zusammen, so erha¨lt man c = (coo, . . . , cmn)
T ∈ Rnc , mit nc: Anzahl der ge-
nutzten Zernike-Polynome. Die Koeffizienten der nicht genutzten Polynome werden auf
cij = 0, mit i, j ∈ N gesetzt und nicht in den Vektor c aufgenommen. Tabelle 3.1 zeigt
die genutzten Zernike-Polynome. Nun kann die Phase einer homogenen Wellenfront am
Ausgangspunkt u¨ber gewichtete und summierte Zernike-Polynome beschrieben werden.
# n m Name Polarkoordinaten kartesische Koordinaten
1 1 0 Tilt X ρ · sin (ϕ) x
2 1 1 Tilt Y ρ · cos (ϕ) y
3 2 0 Astigma X ρ2 · sin (2ϕ) 2x2 − 1
4 2 2 Astigma Y ρ2 · cos (2ϕ) 2xy
5 3 1 Coma X (3ρ3 − 2ρ) · sin (ϕ) 3 (x2 + y2)x− 2x
6 3 2 Coma Y (3ρ3 − 2ρ) · cos (ϕ) 3 (x2 + y2) y − 2y
7 4 0 spha¨r. Aberration 6ρ4 − 6ρ2 + 1 6 (x2 + y2)2 − 6 (x2 + y2) + 1
Tabelle 3.1: U¨bersicht u¨ber genutzte Zernike-Polynome
Da die Gleichung (3.3) in Polarkoordinaten, aber spa¨ter Gleichung (3.8) in kartesischen
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Koordinaten vorliegt, muss Gleichung (3.3) zuna¨chst in kartesische Koordinaten transfor-
miert werden. Mit den Transformationsvorschriften aus [11] erha¨lt man die Phasenfunk-
tion





cmn · Zmn (x, y) (3.4)
in kartesischen Koordinaten (siehe auch Tabelle 3.1). Beispielhaft sind in Abbildung 3.2
einige Zernike-Polynome grafisch dargestellt, mit der die Phasenlage einer Welle beschrie-
ben wird.
Abbildung 3.2: Beispiel einiger Zernike-Polynome, entnommen aus [61]
3.2 Lo¨sung der homogenen Wellengleichung im
Messprozess
Die allgemeine Lo¨sung der homogenen Wellengleichung wurde in [26] aus den Max-
well’schen Gleichungen hergeleitet. Sie ist gegeben durch
E (z, t) = E0 · ej(kz−ωt+ϕ) (3.5)
und definiert die Welle der koha¨renten Lichtquelle in Abbildung 3.1 mit einer Amplitude
E0, der Ausbreitungsrichtung z, der Wellenzahl k =
2pi
λ
, der Winkelgeschwindigkeit ω
und der komplexen Phase ϕ. Zuna¨chst wird untersucht, ob eine Zielfunktion analytisch
berechenbar ist. Dazu sollte die Intensita¨tsverteilung in der Blende (siehe Aufbau des
Vibrometers in Abschnitt 2.3) als Maß fu¨r die Signalsta¨rke dienen. Allgemein bekannt ist,
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Abbildung 3.3: Schema der beugungsbegrenzten Wellenausbreitung
dass die Intensita¨t I (z, t) einer Welle proportional zum Quadrat ihrer Amplitude, mit
I (z, t) ∝ E (z, t) · E (z, t)∗ , (3.6)
ist. Um die Intensita¨tsverteilung herzuleiten, muss die Modulation der Phasenfront der
Welle durch die adaptive Optik beru¨cksichtigt werden. Dazu wird die komplexe Phase ϕ in
Gleichung (3.5) mit der durch die Optik modulierte und u¨ber die Zernike-Dekomposition
beschriebene Phasenterm Φ (c, x, y) aus Gleichung (3.4) mit
ϕ = Φ (c, x, y) (3.7)
ersetzt, wobei der Vektor c die Zernike-Koeffizienten entha¨lt. Die xy-Ebene bildet hierbei
die Phasenebene und steht spa¨ter senkrecht zur Ausbreitungsrichtung. Wird nun die Pha-
senlage ϕ durch Gleichung (3.7) ersetzt, so erha¨lt man eine durch die adaptive Optik mo-
difizierte Welle, die keine Fla¨chen gleicher Phase mehr bildet. Die xy-Ebene repra¨sentiert
nun die Phasenebene, so dass die modifizierte Wellengleichung mit
Ead.Optik (c, x, y, z, t) = E0 · ej(kz−wt+Φ(c,x,y)) (3.8)
gegeben ist. Zur Berechnung muss, wie in Abbildung 3.3 gezeigt, die hin- und ru¨cklaufende
Welle beru¨cksichtigt werden. Dabei ist die ru¨cklaufende Welle mit einem Phasenversatz
r (x, y) behaftet, der stochastisch in der xy-Ebene als gleichverteilt angenommen wird.
Der Phasenversatz wird einerseits durch Rauigkeiten der Oberfla¨che des Messobjekts her-
vorgerufen, andererseits ist er abha¨ngig von Zeitpunkt und dem aktuell betrachteten Ort.
Zur Vereinfachung wurde die Reflexion an der Grenzfla¨che als ideal angenommen. Die
U¨berlagerung der Wellen ergibt sich, indem die hin- und eine ru¨cklaufende Welle sum-
miert werden. Somit erha¨lt man einen Zusammenhang fu¨r die u¨berlagerten homogenen
ebenen Wellen in der Form
Ehin,ru¨ck (x, y, z, c, t) = E0 · ej(kz−ωt+Φ(c,x,y))︸ ︷︷ ︸
=Ehin(x,y,z,c,t)
+E0 · e−j(kz+ωt−Φ(c,x,y)−r(x,y))︸ ︷︷ ︸
=Eru¨ck(x,y,z,c,t)
. (3.9)
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Durch die Ersetzung von ϕ aus Gleichung (3.7) handelt es sich bei der Welle nicht mehr
um eine homogene ebene Welle. Da zusa¨tzlich Beugungserscheinungen an der Blende
beru¨cksichtig werden mu¨ssen, wird im weiteren Verlauf die Auslenkung Eobj (x
′, y′) auf
dem Objekt u¨ber das Fraunhofer’sche Beugungsintegral [35] berechnet. Nach dem von
Huygens aufgestellten Gesetz [12] ist jeder Punkt in der Blende Ausgangspunkt einer
Elementarwelle EEW (c, ~r, x, y, t), gegeben mit




Die Amplitude eines Punktes (x′ y′ z′)T auf einem Messobjekt, welches sich hinter ei-
ner Apertur befindet (siehe Abbildung 3.3) wird ermittelt, indem die Amplituden aller









Amplitude einer einzelnen Elementarwelle
dxdy, (3.11)




auf dem Objekt ist. Mit Hilfe des Satzes von Pythagoras ist der Zusammenhang
~r2 = (x− x′)2 + (y − y′)2 + (z′)2 = x′2 + y′2 + z′2 − 2xx′ − 2yy′ + x2 + y2




∣∣∣~r′∣∣∣ ·√1− 2 (xx′ + yy′)|~r′|2 + x2 + y2|~r′|2 (3.13)
gegeben. Unter der Annahme, dass die Blendeno¨ffnung klein im Verha¨ltnis zu z′ ist, ergibt
sich fu¨r den Term in Gleichung (3.13) x
2+y2
|~r|2 ≈ 0, so dass die Abscha¨tzung
~r ≈
∣∣∣~r′∣∣∣ ·√1− 2 (xx′ + yy′)|~r′|2 + x2 + y2|~r′|2 ≈
∣∣∣~r′∣∣∣ · (1− xx′ + yy′|~r′|2
)
(3.14)























fu¨hrt. Fu¨r die ru¨cklaufende Welle muss a¨hnlich verfahren werden. An Gleichung (3.15)
ist eindeutig zu erkennen, dass ein analytischer Ausdruck fu¨r die Superposition der hin-
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und ru¨cklaufenden Welle nicht gefunden werden kann, da grad (Φ (c, x, y)) > 1 ist. Mo¨chte
man die Intensita¨t am Detektor nach Gleichung (3.6) berechnen, so mu¨sste der gesamte
Ausdruck von hin- und ru¨cklaufender Welle noch zusa¨tzlich quadriert werden, was den
Komplexita¨tsgrad der zu lo¨senden Gleichung noch weiter erho¨hen wu¨rde.
3.3 Grenzen der analytischen Untersuchungen
Das Ergebnis der Analyse ergab, dass eine geschlossene analytische Darstellung in Form
von Systemgleichungen aufgrund der hohen Komplexita¨t des Messprozesses nicht mo¨glich
ist. Gleichung (3.15) ist analytisch nicht mehr lo¨sbar. Trotzdem muss eine hinreichend
gute Gu¨tefunktion identifiziert werden, die in einem Optimierungsalgorithmus genutzt
werden kann, so dass das Auffinden des globalen Minimums zu einer erheblichen Verbes-
serung des Signalpegels fu¨hrt. Die ab Abschnitt 3.4 hergeleitete Gu¨tefunktion beruht auf
der Variation von Zernike-Koeffizienten, die entsprechende Zernike-Polynome gewichten
und damit eine gezielte Beeinflussung des Laser-Spots in Gro¨ße und Form ermo¨glichen.
Die Optimierung der Gu¨tefunktion muss dann u¨ber sogenannte ableitungsfreie Optimie-
rungsalgorithmen erfolgen.
3.4 Herleitung der Signalgu¨te
Die adaptive Optik erlaubt u¨ber den Parameter c aus Gleichung (3.4) die Variation von
Position, Form und Phasenlage des Messspots. Eine Bedingung, die sich direkt aus dem
Messprozess ergibt ist, dass sich der Laser-Spot exakt auf der Position befindet, die vorab
eingestellt wurde. Weiterhin soll der Spot so wenig wie mo¨glich in seiner Form vera¨ndert
werden.
Um den Signalpegel verbessern zu ko¨nnen, mu¨ssen jedoch minimale Variationen in Form
und Position zugelassen werden. Daraus kann zuna¨chst ein Gu¨tekriterium fu¨r die Position
im R2 hergeleitet werden, welches in der Abbildung 3.4 fu¨r ~c ∈ R2 veranschaulicht und
spa¨ter auf die Verformung des Spots im Rn erweitert wird.
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Abbildung 3.4: Signalgu¨te u¨ber Betrag eines Vektors
Abweichungen von der urspru¨nglichen Position (x0,y0)werden direkt mit der La¨nge des
Vektors ~c ∈ R2 verknu¨pft. Je gro¨ßer der Betrag von Vektor ~c ist, desto schlechter ist
die gefundene Gu¨te in Bezug auf die Positionierung. In Abbildung 3.4 hat der Vektor ~c1
offensichtlich eine ho¨here Gu¨te als ~c2. Mit
∆x = x˜− x0 (3.16)
∆y = y˜ − y0 (3.17)










(∆x)2 + (∆y)2. (3.18)
Wenn nun ‖~c‖2 = 0 gilt, so ist die Signalgu¨te maximal, womit sich eine Minimierungsauf-
gabe fu¨r die Signalgu¨te ergibt. Mo¨chte man die Signalgu¨te auf die Zernike-Koeffizienten
ho¨herer Ordnung erweitern, so ist der Zusammenhang schnell u¨ber die Verformung des
Spots zu verdeutlichen. Dazu zeigt Abbildung 3.5 qualitativ die Verformung eines belie-
bigen Koeffizient c3 ho¨herer Ordnung in der Fokusebene.
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Abbildung 3.5: Verformung des Spots durch Einschreiben von Aberration auf das SLM
Je gro¨ßer ein Zernike-Koeffizient cmn, mn 6= 10, mn 6= 11 betragsma¨ßig wird, desto mehr
nimmt die Verformung des Spots zu. Auch hier ist das Minimum allgemein bei cmn = 0 zu
suchen. Deshalb kann, analog zu einem Vektor ~c ∈ R2, die Verformung u¨ber den Betrag des
Vektors c ∈ Rn beru¨cksichtigt werden. Eine Normierung der Einzelkomponenten bezogen
auf einen Maximalwert jeder einzelnen Komponente von c erreicht man durch
∆ci,normiert =
∆ci
max {∆ci} . (3.19)
In Abschnitt 6.3 werden die experimentell ermittelten Maximalwerte vorgestellt. Dort
werden untere und obere Schranken (ci, ci) angegeben, die fu¨r einen einzelnen Koeffizien-
ten ci gelten. Das betragsma¨ßige Maximum max {|∆ci| , |∆ci|} dieser Schranken wird zur
Normierung genutzt. Man erha¨lt daher
∆ci,normiert =
∆ci
max {|∆ci| , |∆ci|}
. (3.20)






max {|∆ci| , |∆ci|}
)2
. (3.21)
Gleichung (3.21) hat einen Wertebereich von ‖∆cnormiert‖ = [0,
√
n]. Fu¨r die Signalgu¨te soll
der Wertebereich auf [0, 1] in der spa¨ter definierten Pareto-Optimierung in Gleichung (5.3)











Die Signalsta¨rke α˜ (c) in [V ] wird im Vibrometer u¨ber einem Detektorboard messtechnisch
erfasst. Sie ist proportional zur einfallenden Lichtintensita¨t und kann Spannungswerte von
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0 bis 5V annehmen. Um mit einem Gewichtungsfaktor γ aus Gleichung (5.3) zwischen
der Signalgu¨te und der Signalsta¨rke zu gewichten, muss auch die Signalsta¨rke normiert
werden. Ferner soll der spa¨tere Optimierer die Pareto-Gleichung (Gu¨tefunktion) minimie-
ren. Dies wird erreicht, indem die normierte Signalsta¨rke auf der Abszisse um x = 0, 5
gespiegelt wird.
α (c) = 1− α˜ (c)
max {α˜ (c)} (3.23)
3.6 Gu¨tefunktion
Das Berechnen der Quadratwurzel ist rechenaufwendiger als die Optimierung u¨ber das
Quadrat der Wurzel. Wird die Gleichung (3.22) und Gleichung (3.23) quadriert, so ergibt















 · (1− γ) . (3.24)
Fu¨r alle weiteren Untersuchungen stellt diese Gu¨tefunktion die Grundlage dar. Einerseits
wird sie im Kapitel 5 als Zielfunktion genutzt. Andererseits wird sie in der Erweiterung
des Optimierungsalgorithmus u¨ber das in Kapitel 4 vorgestellte Interpolationsverfahren
approximiert. Die Approximation stellt ein Modell der Gleichung (3.24) dar und ist mit




Zur Verbesserung des Laufzeitverhaltens wurde ein hybrides Verfahren entwickelt, welches
den DIRECT-Algorithmus aus Kapitel 5 um eine Interpolation mittels radiale Basisfunk-
tionen (RBF) [82] erweitert. Sie stellt eine Methode zur Interpolation von Funktionen zur
Verfu¨gung, die analytisch berechnet und optimiert werden ko¨nnen. Auf Grundlage der
RBF ko¨nnen Annahmen u¨ber den Verlauf der Kostenfunktion, insbesondere der Extre-
ma, getroffen werden. Um diese in einem vorgegebenen Zeitraum ermitteln zu ko¨nnen,
wurde in [2] ein Optimierungsalgorithmus auf Basis von schwarma¨hnlich arbeitenden lo-
kalen Optimierern entwickelt.
Mo¨chte man eine multivariate Funktion f : Rn → R mit k paarweise verschiedenen
Stu¨tzstellen xˆk ∈ Xˆ und den zugeho¨rigen Funktionswerten fˆk = f
(
xˆk
) ∈ Fˆ , 1 ≤ k ≤ m
approximieren, so fu¨hrt dies nach [82] auf das Interpolationsproblem mit der Interpolie-
renden





Dabei sei T der Raum von Funktionen mit s : Rn → R der Interpolanten, die die
Bedingungen in Gleichung (4.1) erfu¨llen. In einschla¨giger Literatur [10, 39, 72, 74, 82,
86] wurden RBF untersucht, die ein solches Interpolationsproblem lo¨sen. Ein radiales





(∥∥x− xˆk∥∥) , x ∈ Rn (4.2)
wobei Φ
(∥∥x− xˆk∥∥) eine radiale Basisfunktion ist und Φ : R+ → R abbildet. λ =
(λ1, ..., λm) ∈ Rm mu¨ssen hierbei bestimmt werden, um das Interpolationsproblem zu
lo¨sen. Entha¨lt das zu interpolierende Problem lineare Abha¨ngigkeiten ist es notwendig,
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die Gleichung (4.2) um ein in x lineares Polynom p (x) zu erweitern. Mit Gleichung (4.2)





(∥∥x− xˆk∥∥)+ γRBF · p (x) . (4.3)





(∥∥xˆi − xˆk∥∥)+ γRBF · p (xˆi) (4.4)
erfu¨llt sind und die Parameter λ und γRBF eindeutig bestimmt werden ko¨nnen, ist die
















wobei die Matrix Φ ∈ Rm×m definiert ist als
Φ =

Φ (‖xˆ1 − xˆ1‖) Φ (‖xˆ1 − xˆ2‖) . . . Φ (‖xˆ1 − xˆm‖)





Φ (‖xˆm − xˆ1‖) Φ (‖xˆm − xˆ2‖) . . . Φ (‖xˆm − xˆm‖)
 (4.6)
und der Vektor P ∈ Rm gegeben ist als
P =
(
p (xˆ1) p (xˆ2) . . . p (xˆm)
)T
. (4.7)



















Wa¨hrend der Optimierung der Signalsta¨rke des Vibrometers fließen die Messwerte α (c)
u¨ber die Kostenfunktion aus Gleichung (3.24) in die Bewertung des optimalen Signalpe-
gels α? ein. Die Funktionsauswertung f = z (c) ist somit abha¨ngig von den gewa¨hlten
Koeffizienten c der Zernike-Polynome, so dass f (α (c) , β (c)) = z (c) gilt. Die schon be-








werden genutzt, um eine (Hyper-)Oberfla¨che im Rn mittels RBF zu approximieren und
anschließend wird das Minimum der (Hyper-)Oberfla¨che bestimmt.
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4.1 Interpolation am Beispiel Himmelblau-Funktion
In dem folgenden Beispiel wurde die Himmelblau-Funktion, die durch
f (x) =
(









gegeben ist, mit der radialen Basisfunktion und der Gleichung (4.3)
Φ (‖r‖) = r3 (4.10)
approximiert. Dazu wurden die Parameter λ und γ u¨ber die Gleichung (4.8) bestimmt.
Die Stu¨tzstellen Xˆ wurden stochastisch gleichverteilt zufa¨llig gewa¨hlt und die zugeho¨rigen
Funktionsevaluationen Fˆ mit der Gleichung (4.9) bestimmt. Zum Vergleich wurde eine
unterschiedliche Anzahl Stu¨tzstellen erzeugt. Die Abbildungen in 4.1 zeigen die grafische
Auswertung der Approximation.
20 Stu¨tzstellen 40 Stu¨tzstellen
80 Stu¨tzstellen 100 Stu¨tzstellen
Abbildung 4.1: Approximation der Himmelblau-Funktion mit 20 - 100 Stu¨tzstellen
Die 4 Minima der Funktion sind ab 20 Stu¨tzstellen schon sehr ausgepra¨gt erkennbar. Die
Oberfla¨che mit der ro¨tlich gepra¨gten Farbpalette ist dabei der Verlauf der Originalfunk-
tion, die bla¨uliche Oberfla¨che der Verlauf der Interpolante.
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4.2 Herleitung des Gradienten und der Hesse-Matrix
Die Funktion sf (x) auf der Basis von radialen Basispolynome soll genutzt werden, um
die Zielfunktion f (x) zu approximieren und im spa¨teren Verlauf zu minimieren. Um das
Konvergenz-Verhalten in einem Optimierungsalgorithmus zu verbessern, sind Methoden
1. und 2. Ordnung besonders geeignet. Diese erfordern Informationen u¨ber Gradienten und
Hesse-Matrizen. Auf Basis der in Gleichung (4.10) gegebenen Funktion wird das System
approximiert.
4.3 Herleitung des Gradienten
Mit Φ













∥∥x− xˆk∥∥ in Gleichung (4.11) kann auch als







geschrieben werden. So erha¨lt man fu¨r den Term ∂
∂xi















)2 · (xi − xˆki )
⇔ ∂
∂xi
∥∥x− xˆk∥∥3 = 3 · ∥∥x− xˆk∥∥ · (xi − xˆki ) . (4.13)










∥∥x− xˆk∥∥ · (xi − xˆki )
)
+ γRBF · ∂p (x)
∂xi
. (4.14)
Der folgende Algorithmus 4.1 beschreibt die Berechnung des Gradienten. Da die eukli-
dische Norm der Differenz zwischen Funktionswert und Stu¨tzstelle
∥∥x− xˆk∥∥ nur k-mal
berechnet werden muss, kann dies vorab geschehen. In diesem Zuge wird die Konstante
3λk direkt in die Berechnung mit einbezogen. Der Vektor dx ∈ Rn ist in Anlehnung an
einen C++-Vektor notiert.
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Algorithmus 4.1 Berechnung des Gradienten
Eingangsdaten: x, Xˆ, λ
Initialisiere dx[i] := γ · ∂p(x)
∂xi
fu¨r k = 1 bis m {
berechne t := 3λk ·
∥∥x− xˆk∥∥
fu¨r i = 1 bis n {




Der Aufwand der Initialisierung betra¨gt ∝ O (n). Die eigentliche Berechnung hat einen
Aufwand ∝ O (n ·m). Mit m  n ergibt sich der Gesamtaufwand zu ∝ O (m) und ist
somit proportional abha¨ngig von der Anzahl der Stu¨tzstellen xˆk.
4.4 Herleitung der Hesse-Matrix


















∥∥x− xˆk∥∥ · (xi − xˆki )
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Da p (x) linear in x ist erha¨lt man ∂p(x)
∂xi




gilt. Fu¨r die weitere Betrachtung ist in 2 Fa¨lle zu unterscheiden. Zuna¨chst sollen die
Komponenten bestimmt werden, fu¨r die i 6= j gilt. Da nach ∂xj differenziert wird, ist(
xi − xˆki
)





















) · (xj − xˆkj )
‖x− xˆk‖ ∀ i 6= j.
(4.16)






































‖x− xˆk‖ ∀ i = j.
(4.17)
Die im Algorithmus genutzte Matrix ddx ∈ Rn×n ist in Anlehnung an den C++-Stil mit
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Klammer-Operatoren notiert. Die Berechnung der Hesse-Matrix wird im folgenden Algo-









der Wert ddx[i][j] = ddx[j][i] nur einmal berechnet werden. Daher la¨uft die zweite Schleife
in Algorithmus 4.2 u¨ber alle n, die dritte Schleife jedoch nur u¨ber i− 1 Elemente.
Algorithmus 4.2 Berechnung der Hesse-Matrix




:= ddx [i] [j] = 0








fu¨r i = 1 bis n {
fu¨r j = 1 bis i− 1 {
ddx[i][j] = ddx[i][j] + t2 ·
(
xi − xˆki
) · (xj − xˆkj )













Der Aufwand fu¨r die Berechnung von t1 ist ∝ O (n). Da dies m-mal berechnet wer-




Operationen durchgefu¨hrt und haben somit einen Aufwand
∝ O (n2). Da auch dies m-mal durchgefu¨hrt wird, ergibt sich ein Gesamtaufwand von
∝ O (n ·m)+O (m · n2). Fu¨r m n gilt fu¨r den ersten Term weiterhin ein abgescha¨tzter
Aufwand von ∝ O (m). Fu¨r den zweiten Term mu¨sste gelten m n2. Aus der Anwendung
ergibt sich, dass die Anzahl der Stu¨tzstellen auf m ≤ 100 beschra¨nkt sind. Die Anzahl der
Dimensionen n ist mit 2 ≤ n ≤ 7 festgelegt. Im Worst-Case gilt m  n2 nicht, so dass
der Gesamtaufwand letztlich auf ∝ O (m · n2) abgescha¨tzt werden muss.
4.5 Gaußsche Funktion als radiale Basisfunktion
Zu Testzwecken ist ein Optimierungsalgorithmus implementiert worden, der von Han-
sen entwickelt und in [32] pra¨sentiert wurde. Er nutzt Intervall-arithmetische Operatoren
(beispielsweise in INTLAB [76] und filib++ implementiert [56]), um eine obere und un-
tere Abscha¨tzung des Funktionswerts auf einem auszuwertenden Intervall zu bestimmen.
Er bedient sich der automatischen Differentiation [28], so dass Gradienten und Hesse-
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Matrizen der auszuwertenden Punkte per Operatoru¨berladung wa¨hrend der Evaluierung
automatisch generiert werden. Da die Intervall-arithmetische U¨berladung in der automa-
tisch Differentiation fu¨r jede Stu¨tzstelle die Hesse-Matrix berechnet, fu¨hrte dies bei vielen
Stu¨tzstellen (> 50) zu mehr als 100.000 arithmetischen Operationen pro Optimierung. Ei-
ne Analyse ergab, dass mindestens 7 · 7 · 50 = 2450 arithmetischen Operationen durch die
Addition der einzelnen Terme in der 4.3 vorgenommen werden mu¨ssen. Bei 50 Iterationen
im Optimierungsalgorithmus entspricht das insgesamt 122.500 arithmetischen Operatio-
nen. Die Bestimmung beno¨tigte in Testla¨ufen 300ms um ein brauchbares Minimum zu
bestimmen. Deshalb wurde dieser Weg zugunsten alternativer radialer Basisfunktionen
aufgegeben.
Die in Gleichung (4.10) genutzte radiale Basisfunktion (RBF) ist eine von mehreren
mo¨glichen Kandidaten fu¨r eine radiale Basisfunktion. Weitere nach [53] gebra¨uchliche
radiale Basisfunktionen sind die in Tabelle 4.1 aufgelisteten. Die Verwendung von Gauß-
schen Funktionen als radiale Basisfunktion wurden zudem in [46] untersucht.
Bezeichnung Funktion
Stu¨ckweise polynomiale Funktion Φ (r) = |r|n , n ungerade
Thin Plate Spline Φ (c) = |r|n · ln (|r|) , n gerade
Multiquadratische Funktion Φ (c) =
√
1 + (εr)2
Inverse multiquadratische Funktion Φ (c) = 1√
1+(εr)2
Inverse quadratische Funktion Φ (c) = 1
1+(εr)2
Gaußsche Funktion Φ (c) = e−θr
2
Tabelle 4.1: Gebra¨uchliche radiale Basisfunktionen, entlehnt an [53]
Im Gegensatz zur der in Gleichung (4.10) genutzten Funktion existiert fu¨r die Gauß-
sche Funktion nach [10] eine eindeutige Interpolation. Ferner kann mit der Maximum-
Likelihood-Methode [55] der Strukturparameter Θ optimal bestimmt werden, so dass die
Interpolation auf die Oberfla¨chengegebenheiten optimal angepasst wird.
Die Interpolation mit der gaußschen Funktion als radiale Basisfunktion und deren Opti-
mierung wurde in [2] thematisiert. Die Ergebnisse aus [2] flossen unmittelbar in diese ein,
da sie thematisch miteinander verbunden sind. Deshalb sei fu¨r weiterfu¨hrende Studien,
insbesondere die Herleitung des Gradienten, der Hesse-Matrix sowie der genutzten Opti-
mierungsmethoden auf diese Arbeit verwiesen. Dennoch sollen zur Veranschaulichungen
examplarisch zwei Beispiele aus [2] im folgenden Abschnitt diskutiert werden.
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4.6 Beispiele zur Interpolation mit der Gaußschen
Funktion als radiale Basisfunktion
Der Strukturparameter θ ist ein Maß fu¨r die Frequenz der Welligkeit der zu approximieren-
den Funktion. Betrachtet man anhand des Beispiels der in Abbildung 4.2 approximierten
SI-Funktion, so ist zu erkennen, dass ein zu klein gewa¨hltes θ zu einer schnell auf den
Mittelwert der SI-Funktion konvergierenden Interpolante fu¨hrt. Hingegen, wird θ zu groß
gewa¨hlt, divergiert die Interpolante an den Ra¨ndern des betrachteten Intervalls.
Abbildung 4.2: Auswirkung des Strukturparameter θ auf die Interpolation
Dieses (Optimierungs-)Problem wird mit der Maximum-Likelihood-Methode gelo¨st. Eine
optimale Strukturbreite θ ist eine notwendige Bedingung um hinreichend gute Resultate
fu¨r das Optimum des interpolierten Modells zu erhalten. In den folgenden Abbildungen
4.3 hat wiederum die Himmelblau-Funktion als Benchmark gedient. Die zur Approxima-
tion zufa¨llig generierten 20 Stu¨tzstellen sind jeweils mit einem Kreuz gekennzeichnet. Es
wurden drei verschiedene Interpolationsmethoden verglichen. Zusa¨tzlich ist in Abbildung
4.3a) die Originalfunktion dargestellt. Die polynomiale Approximation nutzte ein Poly-
nom fu¨nften Grades. Die Anzahl der Stu¨tzstellen waren in diesem Falle ausreichend, um
die Originalfunktion (Polynom vierten Grades) exakt zu approximieren. Die polynomiale
Approximation war somit an das Interpolationsproblem angepasst. Hingegen lieferte die
Approximation Qubic Splines schlechtere Ergebnisse. Die Interpolation u¨ber die radialen
Basispolyfunktionen konnte die vier Minima der Originalfunktion gut abbilden. Um die
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volle Leistungsfa¨higkeit der Interpolation zu zeigen, bedarf es jedoch eines Beispiels mit
wesentlich mehr Extrema. In den Abbildungen 4.4 wird nun die 2D-Rastrigin-Funktion
(siehe Tabelle 5.3) als Benchmark genutzt. Sie verfu¨gt durch einen trigonometrischen Term
u¨ber eine Vielzahl von Minima und Maxima. Oben links ist wieder die Originalfunktion
abgebildet. Rechts daneben befindet sich die Approximation mit der radiale Basisfunktion.
Zur Interpolation wurden 300 Stu¨tzstellen wieder zufa¨llig generiert. Man erkennt,
a) Original b) Approximation mit RBF
c) Approximation mit Qubic Splines d) polynomiale Approximation
Abbildung 4.3: Die Himmelblau-Funktion verglichen mit verschiedenen Interpolationsmetho-
den, entnommen aus [2]
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a) Original b) Approximation mit RBF
c) Approximation mit Qubic Splines d) polynomiale Approximation
Abbildung 4.4: Die Rastrigin-Funktion verglichen mit verschiedenen Interpolationsmethoden,
entnommen aus [2]
dass die Originalfunktion u¨ber RBF gut approximiert werden konnte. Nur an den Ra¨ndern
des Bereichs, wo zu wenig Informationen u¨ber den Funktionsverlauf durch Stu¨tzstellen zur
Verfu¨gung gestellt wurden, kommt es zu Fehlern in der Approximation. Die polynomiale
Interpolation der Stu¨tzstellen konnte die Rastrigin-Funktion gar nicht mehr approximie-
ren. Dies ergibt sich allein schon aus der Struktur eines Polynoms vierten Grades. Dieses
Ergebnis war also zu erwarten. U¨berraschenderweise konnte die abschnittsweise kubi-
sche Interpolation u¨ber Qubic Splines jedoch die Originalfunktion nicht in der beno¨tigten
Qualita¨t abbilden. Abschließend soll noch ein Beispiel aus [2] diskutiert werden, welches
eine Funktion mit zufa¨llig generierter Topologie darstellt. Wa¨hrend die Rastring-Funktion
durch den trigonometrischen Term noch u¨ber eine regelma¨ßige Topologie verfu¨gt, ist die
Topologie und somit die Struktur der Funktion in Abbildung 4.5 vo¨llig zufa¨llig. Durch
die Optimierung des Strukturparameters θ konnte die RBF-Interpolation auch in diesem
Fall eine sehr gute Approximation der Originalfunktion zur Verfu¨gung stellen.
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a) Original b) Approximation mit RBF
Abbildung 4.5: Eine zufa¨llig generierte 2D-Funktion, entnommen aus [2]
Zur Interpolation standen 100 Stu¨tzstellen mit zugeho¨rigen Funktionswert zur Verfu¨gung.
Alle Minima und Maxima sind in der Approximation nicht nur angedeutet zu erkennen,
sondern so stark ausgepra¨gt, dass eine Optimierung auf der Interpolante zu einem hin-
reichend guten Scha¨tzwert fu¨hrt, der im DIRECT-Algorithmus als zusa¨tzlichen Kandidat




Gegeben sei eine stetig differenzierbare, nach unten beschra¨nkte Funktion f (c). Die Suche
nach einem Minimalwert der Funktion kann als Optimierungsaufgabe der Form
f ? = min
c∈S
f (c) , S ⊆ Rn (5.1)
geschrieben werden. Dabei wird f ? als Optimalwert und der zugeho¨rige Parametersatz
c? als Lo¨sung der Optimierung bezeichnet, so dass f ? = f (c?) gilt. U¨blicherweise kann
die Optimierungsaufgabe nicht analytisch gelo¨st werden (z.B. nichtlineare Funktionen),
so dass man auf numerische Verfahren angewiesen ist. Um diese Aufgabe numerisch zu
lo¨sen, stehen verschieden Algorithmen, die in diesem Zusammenhang als Optimierer be-
zeichnet werden, zur Verfu¨gung. Diese werden u¨ber verschiedene Kriterien klassifiziert.
Tabelle 5.1 stellt eine U¨bersicht u¨ber die wichtigsten Optimierer dar, ist jedoch keines-
wegs als vollsta¨ndig zu betrachten. Das Verfahren zur Signalpegeloptimierung fu¨hrt zu
einem nichtlinearen Optimierungsproblem, welches deterministisch (in fest vorgegebener
Zeit bzw. mit fest vorgegebener Anzahl Iteration) gelo¨st werden muss. Es wird nach einem
Parametersatz cˆ gesucht, der das Problem hinreichend gut lo¨st. Die hinreichende Bedin-
gung dafu¨r ist u¨ber den Signalpegel α (cˆ) abzuleiten, der einen bestimmten Schwellwert
αmin u¨berschreiten soll. Es soll somit
α (cˆ) > αmin (5.2)
gelten. Des weiteren stehen keine mathematischen Modelle zur Verfu¨gung, die das System
analytisch beschreiben wu¨rden. Dies fu¨hrt zu einem ableitungsfreien, sample-basierten
Optimierer, der in einem Suchgebiet S ⊆ Rn global optimiert. Da das Konvergenzver-
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Tabelle 5.1: U¨bersicht der Optimierer
halten des DIRECT1-Algorithmus erheblich besser als des Lipschitz-Optimierers ist, fiel
letztendlich die Wahl auf diesen.
5.1 Pareto-Optimierung
Die Anforderungen, die in dieser Arbeit an die Position des Messspots gestellt werden,
erfordern eine optimale Abwa¨gung von Signalgu¨te zu Signalsta¨rke. Diese Aufgabe kann
von einer Pareto-Optimierung gelo¨st werden. Allgemein kann eine prozentuale Gewichtung
zwischen zwei Optimierungszielen u¨ber
z (c, γ) = α (c) · γ + β (c) · (1− γ) , c ∈ S ⊆ Rn (5.3)
beschrieben werden. Dabei soll sowohl nach α (c) als auch nach β (c) optimiert werden.
U¨ber den Faktor γ ∈ [0, 1] wird festgelegt, wie stark die beiden Funktion α (c) und
β (c) gewichtet werden sollen. Im Gegensatz zu einer allgemeinen Pareto-Optimierung
wird in dieser Arbeit ein optimales γ experimentell ermittelt und bei den weiteren Opti-
mierungsla¨ufen als konstant angenommen. Abha¨ngig von der spa¨teren Applikation muss
dieses γ in einer Kalibrierung einmalig bestimmt werden.
5.2 Zugeho¨rige Minimierungsaufgabe
Die Optimierung erfolgt u¨ber die Gu¨tefunktion aus Gleichung (3.24), die schon in der in
Gleichung (5.3) vorgegebenen Form vorliegt. Die resultierende Optimierungsaufgabe ist
nun gegeben als
c? = arg min
c∈S,γ ∈ [0,1]
{z (c, γ)} , (5.4)
1DIviding RECTangles
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und liefert den optimalen Parametersatz c?, dass das Argument des Minimum z? der
Kostenfunktion z (c?, γ) , γ ∈ [0, 1] darstellt.
5.3 Angepasster DIRECT-Algorithmus
Der DIRECT-Algorithmus ist ein globaler Optimierungsalgorithmus, der ohne jegliche
Information u¨ber die zu optimierende Zielfunktion auskommt. Er wurde von Jones, Pert-
tunen und Stuckman entwickelt, in [45] vorgestellt und za¨hlt zu den sample-basierten
Optimierungsalgorithmen. Im Gegensatz zu stochastischen Verfahren, wie zum Beispiel
die Monte-Carlo-Methode [7], wird das Minimum heuristisch bestimmt. Voraussetzung
ist lediglich, dass die zu optimierende Zielfunktion Lipschitz-stetig ist. Dies ist in den
u¨berwiegenden Fa¨llen technischer Anwendungen gegeben, auch wenn fu¨r diese keine ge-
schlossenen mathematischen Systembeschreibungen existieren. Der DIRECT-Algorithmus
ist eine Weiterentwicklung der Lipschitz-Optimierung die im Shubert-Algorithmus [79] im-
plementiert wurde. Um den DIRECT-Algorithmus verstehen zu ko¨nnen, folgt im na¨chsten
Abschnitt eine kurze Einfu¨hrung in den Shubert-Algorithmus.
5.4 Shubert-Algorithmus
Gegeben sei die Minimierungsaufgabe aus Gleichung (5.4) mit c ∈ S = [c, c] ⊆ R und
γ konstant. Weiterhin sei angenommen, dass z (c, γ = const.) := z (c) Lipschitz-stetig ist.
Dann kann eine Lipschitz-Konstante
KL ≥ max
{ |z (c)− z (c′)|
c− c′
}
,∀ c, c′ ∈ [c, c] (5.5)
definiert werden. Alle kontinuierlichen, zweifach stetigen und differenzierbaren Funktionen
z (c), fu¨r die sup
{∣∣∣dz(c)dc ∣∣∣} existiert, erfu¨llen die Gleichung (5.5) und werden Lipschitz-
kontinuierlich genannt. Die Konstante KL aus Gleichung (5.5) definiert dann die gro¨ßte
absolute Steigung zwischen zwei beliebigen Punkten auf dem Intervall [c, c]. Mit dieser
Konstante kann u¨ber zwei lineare Ungleichungen
z (c) ≥ z (c)−KL · (c− c) , (5.6)
z (c) ≥ z (c) +KL · (c− c) (5.7)
eine untere Schranke cmin fu¨r z (c) definiert werden. Fu¨r das Minimum c
? ist sie durch den





z (c)− z (c)
2 ·KL , (5.8)
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ymin = KL · c+ c
2
+
z (c) + z (c)
2
. (5.9)
Abbildung 5.1 zeigt ein Beispiel fu¨r den initialen Schritt des Shubert-Algorithmus.
Abbildung 5.1: Initialer Schritt des Shubert-Algorithmus





mit i ∈ [1, . . . ,m] und
m⋃
i=1
Ωi = S aufgeteilt, die in einer Lis-
te L = {(y0min, [c0, c0]) , . . . , (ymmin, [cm, cm])} abgespeichert werden. Dazu wird das Inter-
vall mit dem kleinsten ymin aus L entnommen und im Minimum cimin geteilt, so dass[
ci, ci
]
= [ci, cimin]∪ [cimin, c] gilt. Um die Ungleichungen fu¨r die neuen Intervalle aufstellen
zu ko¨nnen, muss wiederum der Punkt z (cimin) evaluiert werden. Jetzt kann eine untere
Schranke ymin fu¨r jedes der neuen Intervalle bestimmt und die neuen Intervalle nach ymin
mit y0min ≤ y1min ≤ ... ≤ ymmin aufsteigend sortiert in L eingefu¨gt werden. Die globale un-
tere Schranke ist dann gegeben durch das erste Listenelement y = y0min aus der Liste
L und liefert den Scha¨tzwert zˆ = y zu z?. Die obere Schranke y wird im ersten Schritt
mit y = max {z (c) , z (z)} initialisiert und in jeder Iteration mit y = max {z (cimin) , y}
aktualisiert. Diese Schritte werden solange wiederholt, bis ein vorher definiertes Abbruch-
kriterium erfu¨llt wurde.
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a) initialer Schritt b) zweiter Schritt
Abbildung 5.2: Shubert-Algorithmus, Schritt 1 - 2
Die Abbildungen 5.2 und 5.3 verdeutlicht die ersten vier Schritte des Shubert-Algorithmus.
c) dritter Schritt d) vierter Schritt
Abbildung 5.3: Shubert-Algorithmus, Schritt 3 - 4
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Algorithmus 5.1 Shubert-Algorithmus
Eingangsdaten: KL, S, ε
Evaluiere z1 = z (c) und z2 = z (c)





2·KL \\ siehe Gleichung (5.8)
Berechne y0min = KL · c+c2 + z1+z22 \\ siehe Gleichung (5.9)
Initialisiere y = min {z1, z2}
Initialisiere y = ymin
Initialisiere L = {(ymin, S, z)} = {(y0min, c, z0)} = {l0}
solange y − y > ε {


















1 und z2 = z
0
2
Evaluiere z0min = z (cmin)














Aktualisiere obere Schranke y = min {z0min, y}


















in Liste L ein
Entferne alle Elemente aus L fu¨r die yimin > y gilt
}
Ausgangsdaten: y, y,L
Der Pseudo-Code in Algorithmus 5.1 implementiert den nach Shubert benannten Lip-
schitz-Optimierer. In der letzten Code-Zeile werden alle Elemente aus der Liste entfernt
fu¨r deren untere Abscha¨tzung yimin > y gilt. Eine Abscha¨tzung ymax (hier nicht implemen-
tiert) kann analog zu Gleichung (5.9) berechnet werden, so dass weitere Listenelemente
aus der Liste entfernt und nicht weiter betrachtet werden mu¨ssten. Wie schon in [24, 45]
analysiert weist der Shubert-Algorithmus drei Nachteile auf. Erstens muss die zu opti-
mierende Zielfunktion bekannt sein. Weiterhin konvergiert der Algorithmus fu¨r sehr große
Lipschitz-Konstanten extrem langsam. Zudem werden in n Dimensionen 2n Funktions-
auswertungen pro Suchschritt beno¨tigt. Diese Probleme werden im DIRECT-Algorithmus
weitestgehend gelo¨st.
5.5 DIRECT-Algorithmus
Da der DIRECT-Algorithmus in mehreren Publikationen ausfu¨hrlich beschrieben worden
ist, soll in den folgenden Abschnitten der Algorithmus fu¨r Zielfunktionen z : R → R
beispielhaft gezeigt werden. Fu¨r weiterfu¨hrende Studien sei auf [24, 45] verwiesen. Es sei
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γ konstant, so dass wieder z (c, γ = const.) = z (c) gilt. Daru¨ber hinaus ist c ∈ S = [c, c] ⊆
R.
5.6 Verschiebung der Evaluationspunkte
Die Heuristik des Shubert-Algorithmus aus dem voran gegangenen Abschnitt 5.4 wird
derart vera¨ndert, dass die Funktionsevaluationen von z (c) und z (c) am Rand des Such-






vorgenommen und so die Anzahl der Evaluierungen reduziert. Durch die Verschiebung des
aktuell auszuwertenden Punktes in die Mitte des Intervalls mu¨ssen die Gleichung (5.6)
und Gleichung (5.7) angepasst werden. Die Lipschitz-Konstante KL wird dabei noch als
bekannt angenommen. Mit den Ungleichungen
z (c) ≥ z (cˇ)−KL · (c− cˇ) , ∀ c ∈ [cˇ, c] (5.11)
z (c) ≥ z (cˇ) +KL · (c− cˇ) , ∀ c ∈ [c, cˇ] (5.12)
kann wieder eine untere Abscha¨tzung zˆDIR = ymin des Minimums z
? fu¨r z (c) auf dem
Intervall S = [c, c] definiert werden. Die Abscha¨tzung erfolgt am Rand des Intervalls u¨ber
die Gleichung
ymin = z (cˇ)−KL · c− c
2
. (5.13)
Abbildung 5.4 verdeutlicht die A¨nderungen, die sich durch Verschiebung der Funktions-
auswertung am Rand in die Mitte des Intervalls ergeben.
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Abbildung 5.4: Initialer Schritt des DIRECT-Algorithmus
5.7 Drittelung der Suchintervalle
Durch die Verschiebung der Funktionsauswertung in den Mittelpunkt bietet sich nun eine






















gilt. Da gema¨ß Gleichung (5.14) das mittlere Intervall schon im Mittelpunkt evaluiert ist,
muss nur noch die Auswertung im Mittelpunkt der beiden neuen Teilintervall durchgefu¨hrt
werden. Ausblickend auf den Rn mu¨ssen fu¨r einen Iterationsschritt daher nur noch 2n
Funktionsauswertungen vorgenommen werden, um den na¨chsten Scha¨tzwert zˆDIR fu¨r das
Minimum z? zu bestimmen. Abbildung 5.5 zeigt den Algorithmus nach diesem Schritt.
Der na¨chste Kandidat zur Teilung ist das Intervall mit dem niedrigsten ymin. Dies ist in
Abbildung 5.5 das mittlere Intervall.
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Abbildung 5.5: 1D-DIRECT nach einer Teilung
Jedoch wird jetzt ein Algorithmus beno¨tigt, der die na¨chsten optimalen Kandidaten zur
Drittelung in kleinere Intervalle bestimmt. Eine ada¨quate Heuristik wurde wiederum in
[45] pra¨sentiert.
Fu¨r die folgenden Betrachtungen wird angenommen, dass das Start-Intervall (auch als





[1, ...,m] aufgeteilt und die Subintervalle im zugeho¨rigen Mittelpunkt cˇi ausgewertet wur-
den. In Abbildung 5.6 wird eine Momentaufnahme nach drei Teilungen gezeigt.
Abbildung 5.6: 1D-DIRECT nach drei Teilungen
5.8 Suchschritt: Ermittlung potentiell optimaler
Kandidaten
Um ein Kriterium fu¨r die na¨chsten zu untersuchenden Kandidaten herzuleiten, werden die
Mittelpunkte verschoben, so dass sie eine halbe Intervallbreite von der Ordinate entfernt
sind. Dies hat den Vorteil, dass die zugeho¨rigen yimin direkt an der Achse abgelesen werden
ko¨nnen. Im na¨chsten Schritt wird die Abha¨ngigkeit von KL eliminiert, indem das KL
generisch aus den Messwerten ermittelt wird. Nimmt man nun die Momentaufnahme nach
drei Teilungen, so ergibt sich genau ein generisches KL. Zuna¨chst werden dem Graph in
Abbildung 5.6 vier mo¨gliche Geraden (rot und blau) hinzugefu¨gt, die die Gleichungen
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g1 (c) = z (cˇ
1) +KL · (c− cˇ1) und g2 (c) = z (cˇ1)−KL · (c− cˇ1) mit unterschiedlichen KL
repra¨sentieren.
Abbildung 5.7: Beispiel fu¨r die Erfu¨llung der Ungleichungen (5.11) und (5.12)
An den blauen Geraden ist zu erkennen, das die Steigung KL der Bedingung in Glei-
chung (5.5) nicht genu¨gt, da nicht alle Punkte der Teilkurve im betrachteten Intervall
u¨ber diesen Geraden liegen. Das gewa¨hlte KL ist somit keine gu¨ltige Lipschitz-Konstante.
Insbesondere ist zu erkennen, dass bei Verla¨ngerung der blauen Gerade (gestrichelt) noch
nicht einmal alle ausgewerteten Mittelpunkte der Sub-Intervalle Ωi oberhalb dieser liegen.
Dies muss jedoch durch die Lipschitz-Bedingung aus der Ungleichung (5.5) sichergestellt
sein. Daraus la¨sst sich ableiten, dass alle ausgewerteten Mittelpunkte u¨ber oder auf einer
Geraden mit einer geeigneten Steigung KL liegen mu¨ssen. Die Steigungen der roten Ge-
raden hingegen nutzen eine gu¨ltige Konstante KL fu¨r die Funktion z (c). Die schwarzen
Geraden nutzen weiterhin ein analytisch bestimmtes KL.
Abbildung 5.8 zeigt grafisch, wie dieses KL ermittelt werden kann. Die Mittelpunkte
der Sub-Intervalle Ωi sind jetzt mit einem Abstand von einer halben Intervallbreite zur
Ordinate hin verschoben. Die Darstellung wird auch als Transformationsgraf bezeichnet.
Betrachtet man alle mo¨glichen Geraden zwischen zwei beliebigen Punkten, so ko¨nnen
die Punkte nur in einem Fall (rote Gerade) u¨ber oder auf einer entsprechenden Geraden
platziert werden.
Abbildung 5.8: Verschiebung der Intervalle zur Ordinate
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Erho¨ht sich die Anzahl der Iterationen und somit die Anzahl der ausgewerteten Punk-
te, stehen mehrere Kandidaten zur Auswahl zur Verfu¨gung. Bei genauerer Analyse bilden
diese Kandidaten eine untere konvexe Hu¨lle mit positiver Steigung und erfu¨llen die Bedin-
gungen aus den Ungleichungen (5.11) und (5.12). Im Transformationsgraf in Abbildung 5.9
wird gezeigt, wie eine konvexe Hu¨lle nach mehreren Iterationsschritten aussehen ko¨nnte.
Dort sieht man, dass mehrere generische KL in Frage kommen ko¨nnen (rot gestrichel-
te Linien). Alle Intervalle Ωi, deren Funktionsauswertung am Mittelpunkt z (cˇi) auf der
unteren konvexen Hu¨lle liegen und Anfangs- oder Endpunkt einer Geraden mit positiver
Steigung darstellen, liefern mit dem zugeho¨rigen KL nach Gleichung (5.13) jeweils eine
gu¨ltige untere Abscha¨tzung ymin fu¨r das Minimum z
?. Sie sind somit potentiell optimale
Kandidaten (POK) fu¨r den na¨chsten Iterationsschritt.
Abbildung 5.9: Konvexe Hu¨lle nach mehreren Iterationsschritten




, j, k ∈ [1, ...,m] kann somit
mathematisch mit
KLjk = 2 ·
z (cˇj)− z (cˇk)(
cj − cj)− (ck − ck) (5.15)
formuliert werden. Ein Intervall z (cˇj) ist genau dann ein potentiell optimaler Kandidat,




)−KLjk · cˇj ≤ z (cˇi)−KLjk · cˇi (5.16)
mit i, j, k = 1, ...,m gilt. Aus Gleichung (5.16) ist der Algorithmus 5.2 zur Bestimmung
der potentiellen Kandidaten ableitbar. Ein Iterationsschritt beinhaltet dann die Untersu-
chung aller Kandidaten, die die Ungleichung (5.16) erfu¨llen. Die nun zu untersuchenden
Subintervalle werden sukzessive analog zu Gleichung (5.14) geteilt. Da das Auffinden der
potentiell optimalen Kandidaten auf der Untersuchung einer konvexen Hu¨lle basiert, bie-
tet es sich an, die Intervalle in einer speziellen Datenstruktur zu speichern. Dazu werden
die Sub-Intervalle Ωi = ci mit der zugeho¨rigen Funktionsauswertung z (cˇi) in einem Tupel
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nach sortiert. Nach mehreren Iterationsschritten existieren verschiedene Intervalle die glei-
che Intervallgro¨ße σi besitzen. Diese werden nach dem Funktionswert z (cˇ
i) in eine auf-
steigend sortierte Liste Lσi einsortiert. Die Listeneintra¨ge in Lσ zeigen wiederum auf die
Listen Lσi , wobei diese nach der Intervallgro¨ße σi aufsteigend sortiert ist. Abbildung 5.10
zeigt ein Beispiel fu¨r eine solche Listenstruktur.
Abbildung 5.10: DIRECT-Datenstruktur
Die Indizes in Abbildung 5.10 sind nun wie folgt zu interpretieren. Es existieren i = 1, ...n
unterschiedliche Intervallgro¨ßen. Das Intervall cjiσi befindet sich in der Liste in der alle
Intervalle die Intervallgro¨ße σi aufweisen, wobei ji = 1, ...,mi gilt und die Liste also mi








das Element mit dem kleinsten Funktionswert darstellt, werden fu¨r die konvexe Hu¨lle nur




-sortierten Liste beno¨tigt. Ab jetzt wird angenommen,
dass das KL nicht mehr bekannt ist. Es wird somit keine analytische Beschreibung der
Funktion z (c) mehr beno¨tigt. Ohne ein bekanntes KL kann aber keine untere Abscha¨tzung
ymin mehr bestimmt werden. Die Lo¨sung c
? wird daher im DIRECT-Algorithmus mit dem
Minimum







der bis dahin evaluierten Stellen gescha¨tzt. Die gescha¨tzte Lo¨sung cˆDIR und der zugeho¨rige
Funktionswert zˆDIR = z (cˆDIR) werden in jedem Iterationsschritt aktualisiert. Fu¨r i→∞
konvergiert der DIRECT-Algorithmus nach [45] aufgrund der Heuristik gegen die gesuchte
Lo¨sung. Der Konvergenzbeweis kann in der angegebenen Literaturstelle nachvollzogen
werden.
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Algorithmus 5.2 Bestimmung potentiell optimaler Kandidaten (POK)
Eingangsdaten: Listen Lσi
Initialisiere Ltmp = LPO = ∅, p = 2 , aktuelle Steigung S = +∞








aus Lσi und speichere sie in
Ltmp als (z (c1i ) , c1)
Entnehme erstes Element (z (c11) , c
1
1) aus Lσ, setze l = (z (c11) , c11)
fu¨r j = 2 bis m {
S = +∞
fu¨r k = p bis m {
entnehme na¨chstes Element r = (z (c1k) , c
1
k) aus L




wenn Slr ≤ 0 {
l = r, p = p+ 1, unterbreche Schleife
}
sonst {
wenn Slr < S {
S =




wenn 0 < S < +∞ {
fu¨ge l zu Liste LPO hinzu














Um den DIRECT-Algorithmus nach endlicher Zeit zu beenden, sind ein oder mehre-
re Abbruchkriterien notwendig. Da es sich um ein Sample-basiertes Verfahren handelt
ko¨nnen Abbruchkriterien die auf Gradienten beruhen nicht genutzt werden. Deshalb er-
scheint es sinnvoll, den Algorithmus zum Beispiel nach einer bestimmten Anzahl Ite-
rationen oder nach einer festgelegten Anzahl an Funktionsauswertungen abzubrechen.
Zusa¨tzlich wurde ein Abbruchkriterium eingefu¨hrt, welches den gemessenen Signalpegel
lcur beru¨cksichtigt, indem er mit einem Mindest-Signalpegel lmin verglichen wird. Die Ab-
bruchkriterien ko¨nnen alle miteinander nicht ausschließend disjunkt kombiniert werden.
In der folgenden Tabelle 5.2 werden einige Abbruchkriterien vorgestellt.
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Kriterium Beschreibung
n = nmax Algorithmus hat die max. Anzahl Iterationen erreicht.
s = smax Algorithmus hat die max. Anzahl Funktionsauswertun-
gen erreicht.
|cˆDIR,cur − cˆDIR,pre| < εc Der Abstand zwischen dem aktuellen und dem vorheri-
gen Parametersatz unterschreitet den Schwellwert εc.
|zˆDIR,cur − zˆDIR,pre| < εz Die absolute Differenz der Funktionswerte des vorhe-




lcur = α (cˆDIR,cur) Der Mindest-Signalpegel wurde mit den eingestellten
Zernike-Koeffizienten cˆDIR,cur erreicht.
Tabelle 5.2: Abbruchkriterien
Das letzte Abbruchkriterium kann so modifiziert werden, dass noch eine festgelegte An-
zahl an Iterationen folgen, um einen mo¨glichen guten Abstieg in ein Minimum weiter zu
verfolgen.
5.10 Erweiterung auf den Rn
Da die zu untersuchenden Funktion z : Rn → R abbildet, muss die Strategie der Tei-
lung erweitert werden. Der Transformationsgraf wird dazu derart modifziert, dass nicht
mehr die halbe Intervallbreite σi aufgetragen wird, sondern einen Parameter, der die
Gro¨ße des n-dimensionalen Intervalls widerspiegelt. Dies kann beispielsweise der Radius
des betrachteten Intervalls sein. Die genutzte Listenstruktur, die Suche nach potentiell
optimalen Kandidaten, etc. sind schon in diesem Kapitel beschrieben, so dass ein Verweis
auf entsprechende Literatur genu¨gen soll. Eine gute U¨bersicht ist dazu in [24, 36, 45] zu
finden.
5.11 Der Algorithmus im U¨berblick
Nach Beendigung liefert der DIRECT-Algorithmus eine Scha¨tzung cˆDIR zur Lo¨sung c
?
mit dem zugeho¨rigen Funktionswert zˆDIR. Zuletzt soll der Such- und Evaluationsschritt
des Algorithmus nochmal als UML-Aktivita¨tsdiagramm 5.11 dargestellt werden. Diese
Darstellung wird spa¨ter aufgegriffen, um den Suchschritt mit einer Heuristik zu erweitern,
die auf der Optimierung radialer Basisfunktionen basiert.
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Abbildung 5.11: UML-Aktivita¨tsdiagramm DIRECT-Algorithmus
5.12 Hybrider DIRECT-Algorithmus
Aus der Systemanalyse des Vibrometers ergeben sich sofort einige physikalische Begren-
zungen, die Latenzzeiten im System generieren. Dazu za¨hlt in erster Linie der Spatial-
Light-Modulator (SLM), da dieser eine feste Refresh-Rate besitzt. So kann zum Beispiel
das SLM der Firma Hamamatsu nur mit einer Frequenz von 60 Hz zwischen zwei Bildern
umschalten. Des weiteren entstehen durch die Auswerteelektronik zusa¨tzliche Totzeiten
im System. Die kumulierte Latenzzeit ist experimentell ermittelt worden (siehe Kapitel
6) und liegt bei dem untersuchten Gera¨t mit Hamamatsu-SLM bei t ≈ 86ms.
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Um den Algorithmus zu beschleunigen, kann die Totzeit zur Aufbereitung der schon vor-
handenen Stu¨tzstellen genutzt werden. Dazu wird aus den Stu¨tzstellen eine Interpolante
u¨ber die Gleichung (4.3) berechnet. Die Interpolation erfolgt u¨ber die in Kapitel 4 ein-
gefu¨hrte Approximation mithilfe von radialen Basispolynome. Ein geeigneter Optimierer
ermittelt eine Scha¨tzung cˆRBP , die als ”
potentiell optimaler Kandidat” (POK) in den
Suchschritt des DIRECT-Algorithmus einfließt. Da der neue POK im gesamten Suchge-
biet S disloziert sein kann, er jedoch einem bestimmten Intervall zugeordnet werden muss,
muss die Datenstruktur an die neuen Bedingungen angepasst werden.
5.13 Anpassung der Datenstruktur
Die Zielfunktion z (c, γ) wird durch die Interpolante sz (c, γ) u¨ber die in Kapitel 4 vor-
gestellten radialen Basisfunktionen approximiert. Wie schon in Kapitel 4 beschrieben,




in einem Vektor Zˆ und die Punkte cˇmiσi zu
einem Vektor Cˆ mit i = 1, ..., n und j = 1, ...,mi zusammen gefasst. Sie dienen als Ei-
gangsdaten Xˆ = Cˆ und Fˆ = Zˆ fu¨r die Berechnung der Interpolationskoeffizienten λ, γRBF,
die mit dem LGS aus Gleichung 4.8 bestimmt werden. Die Optimierungsaufgabe
cˆRBF = arg min
c∈S
(sz (c, γ)) (5.19)
liefert dann eine Scha¨tzung cˆRBF fu¨r die Lo¨sung c
? (siehe Gleichung 5.4) mit dem ge-
scha¨tzten Optimalwert sˆz. Als na¨chste Fragestellung muss gekla¨rt werden, in welchem
Subintervall sich die gefundene Lo¨sung befindet. Die in Abbildung 5.10 gezeigte Daten-
struktur muss dazu angepasst werden, da sich das gesuchte Intervall mitten in den Listen
(siehe Abbildung 5.12) befinden kann. Bei einer linearen Suche ist der Aufwand mit O (n)
zu beziffern. Durch geschickte Wahl der Datenstruktur kann der Aufwand jedoch auf
O (log (n)) reduziert werden.
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Abbildung 5.12: Element mitten in Liste gesucht
Die Protokollierung der Teilungsoperation in einem speziellen Suchbaum fu¨hrt zu einer
solchen Reduktion des Suchaufwands. Dazu wird zuna¨chst in Abbildung 5.13 die Tei-
lungsoperation betrachtet. Der Suchbaum muss bei einer Drittelung (Teilungsoperation,
Branch-Schritt) somit drei Bla¨tter pro Knoten besitzen. Der Knoten verfu¨gt dann u¨ber die
Information, wo sich welches Teilintervall befindet, so dass beginnend vom Wurzelknoten
die Teilungsoperation sukzessive zuru¨ck verfolgt werden ko¨nnen. Die Bla¨tter zeigen auf
das eigentliche Element in der doppelt sortierten Liste, so dass ein direkter Zugriff auf das
Listenelement u¨ber den Suchbaum erfolgen kann. Softwaretechnisch sind Bla¨tter spezia-
lisierte Knoten, die auf keine Knoten mehr zeigen und Informationen u¨ber das gesuchte
Element enthalten.
Abbildung 5.13: Drittelung eines Intervalls in 2D
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Da der DIRECT-Algorithmus in seinem Suchschritt mit Hilfe der konvexen Hu¨lle große
Gebiete beru¨cksichtigt, ist ein Suchbaum zu erwarten, der weitestgehend ausbalanciert
ist. Somit erlangt man einen Suchaufwand von ∝ O (log3 (n)). Abbildung 5.14 stellt einen
Suchbaum mit einer maximalen Baumtiefe von 2 dar.
Abbildung 5.14: Suchbaum fu¨r adaptierte Suche
Die Teilgebiete ko¨nnen u¨ber einen solchen Baum unmittelbar mit einem Blatt des Bau-
mes assoziiert werden, so dass eine direkte Verbindung zu diesem Suchgebiet u¨ber einen
Zeiger im Blatt realisiert werden kann. Abbildung 5.15 zeigt den Zusammenhang zwi-
schen verlinkten Bla¨ttern und den zugeho¨rigen Teilgebieten. Dazu sind zur Vereinfachung
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Abbildung 5.15: Suchbaum mit zugeho¨rigen Listenelementen
5.14 Such-Algorithmus









, die in der C++-Klasse
”
DirData“ gespeichert werden. Diese
Klasse kann u¨ber Vererbung mit einer weiteren Schnittstelle (Interface) versehen werden.
Abbildung 5.16 zeigt das UML-Klassendiagramm der realisierten Schnittstelle. Wird eine
Teilungsoperation durchgefu¨hrt, wird dies der Schnittstelle gemeldet und der Suchbaum
aktualisiert. Die Knoten des Suchbaums werden mit k notiert.
Abbildung 5.16: Interface: SearchNode
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Nachfolgende Knoten eines Knoten k werden u¨ber kleft , kcenter und kright notiert. Der
Wurzelknoten wird mit kroot bezeichnet. Der adaptierte Suchalgorithmus ist im folgenden
Algorithmus 5.3 formuliert und liefert das Blatt des Suchbaums (und somit das Intervall),
in dem sich die nach (5.19) gescha¨tzte Lo¨sung cˆRBF befindet.
Algorithmus 5.3 Adaptierte Suche
Eingangsdaten: kroot, cˆRBF
aktueller Knoten kcur:= kroot
c in Suchgebiet := false
wenn gesuchter Punkt cˆRBF im Suchgebiet S {
c in Suchgebiet := true
solange kcur kein Blatt {



















Ausgangsdaten: kcur, c in Suchgebiet
5.15 Adaptierter Such-Schritt im DIRECT
Der in Algorithmus 5.3 vorgestellte Suchschritt soll um eine Heuristik erweitert werden,
die einen weiteren potentiell optimalen Kandidaten auf Basis der radialen Basisfunktion
ermittelt und diesen in den Evaluierungsschritt (siehe Abbildung 5.11) einfließen la¨sst.
Dazu wird aus den bekannten Stu¨tzstelle Cˆ und den zugeho¨rigen Funktionsauswertungen
Zˆ die Interpolation fu¨r sz (c) berechnet und das Minimum dieser Interpolanten bestimmt.
Befindet sich das Ergebnis der Minimierung cˆRBF innerhalb des Suchgebiets S, so wird
das zugeho¨rige Sub-Intervall Ω˜ ⊆ S in den DIRECT-Listen mit Algorithmus 5.3 gesucht
und im Evaluierungsschritt gedrittelt. Ist ein Ω˜ gefunden, mu¨ssen noch die Lo¨sungen des
DIRECT-Algorithmus und der Optimierung aus den RBF abgeglichen werden. Wenn fu¨r
das Minimum der Interpolation sˆz < zˆDIR gilt, so wird der Funktionswert z (cˆRBF) u¨ber
eine Messung bestimmt. Ist auch der reale Messwert z (cˆRBF) < zˆDIR, wird diese Lo¨sung
als neues Minimum angenommen, so dass die Lo¨sung des hybriden DIRECT-Algorithmus
mit zˆHDIR = z (cˆRBF) und cˆHDIR = cˆRBF gegeben ist. Ansonsten gilt zˆHDIR = zˆDIR und
cˆHDIR = cˆDIR. Abbildung 5.17 zeigt die Erweiterung der Such-Heuristik.
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Abbildung 5.17: UML-Aktivita¨tsdiagramm hybrid DIRECT
I
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5.16 Optimierung mit einem Gradientenverfahren
Im voran gegangenen Abschnitt wurde nur die Einbindung der Optimierungsergebnisse
aus Gleichung (5.19) diskutiert. Die hohe Anzahl an Optimierungsvariablen (aktuell ma-
ximal sieben) stellt besondere Anspru¨che an den Optimierer, weil eine Lo¨sung nach circa
50 ms vorliegen muss. Da die Funktion z (c) durch sz (c) approximiert ist und sz (c) analy-
tisch vorliegt, ko¨nnen Optimierungsverfahren zur Lo¨sung genutzt werden, die Gradienten-
Informationen ausnutzen (siehe Tabelle 5.1). Dadurch reduziert sich die Laufzeit bei der
Bestimmung des Minimums von sz (c). Allgemein wird ein Punkt c
? als stationa¨rer Punkt




(c?) = 0 (5.20)
gilt. Dies wird als notwendiges Kriterium fu¨r ein Extremum bezeichnet. Da die Gleichung
(5.20) im Allgemeinen ein nichtlineares Gleichungssystem darstellt, ist dies analytisch
meist nicht lo¨sbar, so dass auf numerische Methoden, wie zum Beispiel das Filter-Trust-
Region-Verfahren [48] , ausgewichen werden muss. Solche Verfahren beno¨tigen neben dem
Gradienten unter Umsta¨nden noch die Hesse-Matrix. Mit dem Gradienten eines beliebi-
gen Punktes c˜ kann eine Abstiegsrichtung η definiert werden, die in Abstiegsverfahren
[23] oder dem Trust-Region-Verfahren [48] beno¨tigt wird. Weiterhin ko¨nnen in Intervall-
arithmetischen Verfahren [32] Teilgebiete Ωi ⊆ S aus dem Suchgebiet S ⊆ Rn ausge-
schlossen werden, wenn die notwendige Bedingung nicht mehr erfu¨llt wird. Die Wahl und
Implementierung eines geeigneten schnell konvergierenden Verfahrens ist somit maßgeb-
lich fu¨r die Laufzeit des gesamten Algorithmus. Dazu wurden in [2] Untersuchungen hin-
sichtlich der Konvergenz und Laufzeitverbesserung durchgefu¨hrt. Die Ergebnisse werden
in Abschnitt 5.18 vorgestellt.
5.17 Optimierung mit Methoden zweiter Ordnung
Nicht nur Gradienten-Informationen ko¨nnen genutzt werden, um das Laufzeitverhalten





von f (c) (entspricht der Jacobi-Matrix von g (c)) kann zur U¨berpru¨fung der hinreichenden
Bedingung
H (c?) > 0 (5.22)
fu¨r das Vorliegen eines Minimums bei c? genutzt werden. Weiterhin wird die Hesse-Matrix
beispielsweise im Newton-Verfahren [23] beno¨tigt, um die notwendige Bedingung aus Glei-
chung (5.20) numerisch zu lo¨sen. Das Newton-Verfahren fu¨r Funktionen g : Rn → Rn ist
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definiert als
ck+1 = Ng (ck) = ck − (H (ck))−1 g (ck) . (5.23)
Dabei ist cn die k-te Na¨herungslo¨sung fu¨r c
?. Als Startlo¨sung wird ein c0 beno¨tigt, welches
das Minimum hinreichend gut approximiert. Das Iterationsverfahren konvergiert dabei
im optimalen Fall asymptotisch mit quadratischer Ordnung. Fu¨r quadratische Funktio-
nen wird das Minimum sogar in einem Schritt erreicht. Es ist ha¨ufig Bestandteil von
nichtlinearen Optimierern, da Funktionsverla¨ufe in der Na¨he des Minimums gut durch
quadratische Funktionen approximiert werden ko¨nnen. Abbildung 5.18 zeigt mit zwei Ite-
rationsschritten exemplarisch die Anwendung des Newton-Verfahrens.
Abbildung 5.18: Newton-Verfahren
5.18 Laufzeitanalyse des Hybrid-DIRECT
Zur globalen Optimierung der Interpolante auf Basis der radialen Basisfunktion wurde
in [2] ein Algorithmus entwickelt, der einen lokalen Optimierer mehrfach nutzt. Mehrere
Optimierungsdurchla¨ufe des lokalen Optimierers werden dort auch als Sucher bezeichnet.
Dazu werden zuna¨chst scheinbar beliebige Punkte im Suchraum S gewa¨hlt, die als Start-
punkte fu¨r die Sucher dienen. Nun fu¨hrt jeder Sucher, beginnend von seinem Startpunkt,
einige Iterationsschritte in einem Abstiegsverfahren (vgl. Gleichung 5.23) aus. Das Mi-
nimum aller Sucher liefert dann das cˆRBF. Die Anzahl der Sucher ist abha¨ngig von der
maximal mo¨glichen Anzahl von Minima in der Interpolante. Eine gute Abscha¨tzung liefert
die Anzahl der Stu¨tzstellen, so dass nicht mehr Sucher als Stu¨tzstellen genutzt werden
mu¨ssen. Nach [2] wurden
”
standardma¨ßig 30 Sucher mit je sechs Iterationsschritten ein-
gesetzt, wobei hiervon bis zu zehn Sucher fu¨r die Nachverfolgung der bereits identifizierten
lokalen Minima verwendet wurden“. Wird die Interpolante ein weiteres Mal innerhalb des
DIRECT-Algorithmus aufgestellt und optimiert, so ko¨nnen die Scha¨tzungen fu¨r lokale
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Minima genutzt werden, um ein Teil der Sucher in der Umgebung zu platzieren und diese
zu verfolgen. Die U¨brigen werden wieder mo¨glichst zufa¨llig auf dem verbliebenen Gebiet
positioniert, um keine Bereiche mit schlechterer Abdeckung zu erhalten. Abbildung 5.19









Abbildung 5.19: Beispiel der Suche im Optimierungsalgorithmus anhand der 2-dimensionalen
Rosenbrock Funktion, entnommen aus [2]
Dort sind die zufa¨llig gewa¨hlten Startpunkte (blaue Kreise) der Sucher 1-30 und der
Verlauf u¨ber sechs Schritte in Abstiegsrichtung eingezeichnet. Zusa¨tzlich markieren die
roten Zahlen die fu¨nf besten gefundenen Werte fu¨r das Minimum. Zum weiteren Studium
der genutzten Methode sei auf [2] verwiesen. Zur Laufzeitanalyse wurden die Funktionen
aus Tabelle 5.3 mit dem DIRECT und dem Hybrid-DIRECT optimiert und die Ergebnisse
gegenu¨bergestellt.
Name Gleichung




(1− xi)2 + 100 (xi+1 − x2i )2
]




Himmelblau-Funktion [40] f (x) = (x21 + x2 − 11)2 + (x1 + x22 − 7)2
n-dimensionale Rastrigin-Funktion [81] f (x) = An+
n∑
i=1
[x2i − Acos (2pixi)]
Tabelle 5.3: Testfunktionen zur Evaluierung des Hybrid-DIRECT-Algorithmus
Der entwickelte Algorithmus entha¨lt durch die Erweiterung um die Interpolation mit ra-
dialen Basisfunktionen einen statistischen Anteil, der zu einem nicht deterministischen
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Verhalten fu¨hrt. Um dennoch statistisch aussagekra¨ftige Ergebnisse zu erhalten, wurden
500 Optimierungen pro Funktion und pro Algorithmus durchgefu¨hrt. Zusa¨tzlich wurden
die Funktionen zufa¨llig in ihrem Funktionsraum verschoben, damit einer der Algorith-
men nicht aufgrund der Struktur der Testfunktionen extrem schnell konvergiert (zum
Beispiel erster Evaluationspunkt bei 0 und Minimum bei 0). Dazu wurden die betrach-
teten Algorithmen auf die gleiche, verschobene Funktion angewendet, so dass ein Ver-
gleich dieser mo¨glich war. Zur Auswertung wurde der Mittelwert der aktuellen Minima
cˆDIR (i) , cˆHDIR1 (i) und cˆHDIR2 (i) der betrachteten Algorithmen in jedem Iterationsschritt
i bestimmt. Sie sind in den Abbildungen 5.20 bis 5.24 grafisch dargestellt. Dabei ist in
rot der DIRECT-Algorithmus aufgetragen. In blau (Strichpunkt) eingezeichnet ist der
Hybrid-DIRECT1, der in Abschnitt 5.12 vorgestellt wurde. Zusa¨tzlich ist in schwarz ge-
strichelt ein leicht modifizierter Hybrid-DIRECT2-Algorithmus dargestellt. Wa¨hrend der
in Abschnitt 5.12 erla¨uterte Algorithmus nur Scha¨tzungen auswertet, wo sˆz < cˆDIR gilt,
werden im modifizierten Hybrid-DIRECT2 alle Scha¨tzungen ausgewertet.
Abbildung 5.20: Laufzeitanalyse anhand der 7-dimensionalen Rosenbrock-Funktion
Abbildung 5.21: Laufzeitanalyse anhand der 2-dimensionalen Himmelblau-Funktion
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Abbildung 5.22: Laufzeitanalyse anhand der 4-dimensionalen elliptische Funktion
Abbildung 5.23: Laufzeitanalyse anhand der 7-dimensionalen elliptische Funktion
Abbildung 5.24: Laufzeitanalyse anhand der 4-dimensionalen Rastrigin-Funktion
Tabelle 5.4 fasst die Ergebnisse der Laufzeituntersuchungen zusammen. Verglichen wird,
wie viele Iterationen die Hybrid-Algorithmen beno¨tigen, um einen gleichwertigen Funkti-
onswert zu erhalten, den der DIRECT-Algorithmus nach 100 Iterationsschritte evaluiert
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hat. Die Hybrid-Algorithmen konnten in allen Tests den DIRECT-Algorithmus verbes-
sern. Sogar bei der Rastrigin-Funktion, die u¨ber sehr viele Extrema verfu¨gt und extrem







7d Rosenbrock 62/100 53/100 5.20
2d Himmelblau 49/100 55/100 5.21
4d elliptische Funktion 68/100 65/100 5.22
7d elliptische Funktion 41/100 37/100 5.23
4d Rastrigin 87/100 80/100 5.24
Tabelle 5.4: Ergebnisse der Laufzeituntersuchung
Aufgrund der einfachen Struktur der Sucher lieferte die in C++ erfolgte Implementierung
des Optimierers in allen Fa¨llen eine Lo¨sung nach weniger als 100 ms, so dass die Latenzzeit
von 86 ms optimal zur Modellbildung und -optimierung genutzt wurde. In fast allen Test-
Szenarien war die Laufzeit des Hybrid-DIRECT2 besser als des Hybrid-DIRECT1 und





Tests am realen System
Um am Ende dieses Kapitels einige Beispiele zur statischen Optimierung pra¨sentieren
zu ko¨nnen, mu¨ssen vorab noch die Wertebereiche, in denen sich die Zernike-Polynome
bewegen du¨rfen, der Gewichtungsfaktor γ aus Gleichung (3.24) und die Latenz des SLM-
basierten Vibrometers experimentell bestimmt werden.
6.1 Bestimmung des Gewichtsfaktors γ
Der Gewichtsfaktor γ wurde vorab bestimmt, um das Optimierungsproblem um eine Ent-
scheidungsvariable zu reduzieren. Dazu wurden je 100 Optimierungsla¨ufe pro γ durch-
gefu¨hrt. γ wurde im Intervall [0, 1] von 0 beginnend sukzessive mit einer Schrittweite von
0.01 erho¨ht. Gemessen wurde auf einem Spiegel, wobei im Messaufbau zusa¨tzlich ein line-
ar polarisierter Filter mit einem Dichtefaktor von 0,5 installiert wurde, der zusa¨tzlich fu¨r
ein geda¨mpftes Signal sorgte. Dieses Signal galt es zu optimieren. In Abbildung 6.1 ist das
Ergebnis der Auswertungen sehen, wobei γ auf der Abzisse und die gemittelten Werte von
cˆHDIR (γ) auf der Ordinate aufgetragen sind. Der optimale Gewichtsfaktor γ befindet sich
im Intervall γ ∈ [0, 41...0, 5]. Wird γ weiter erho¨ht, verschiebt sich das Gewicht weiter in
Richtung Signalsta¨rke (siehe Gleichung (3.24)). Dies fu¨hrt dazu, das die Signalqualita¨t,
also die Position und Form des Spot, immer weniger gewichtet wird. Da im Messprozess
aber ein Spot an der gewu¨nschten Position gefordert ist, bietet das gefundene Intervall
fu¨r γ die optimale Abwa¨gung zwischen Signalgu¨te und Signalsta¨rke. Fu¨r die weiteren
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Abbildung 6.1: Experimentelle Bestimmung von γ
Messungen wurde ein optimales γ = 0, 455 angenommen.
6.2 Totzeit des Vibrometers mit SLM
Die Bestimmung der Latenz des Systems ist entscheidend fu¨r das korrekte Messen des
Signalpegels. Wird ein neues Bild im SLM eingeschrieben, so muss eine Dauer von tL
abgewartet werden, bis alle Pixel auf dem SLM umgeschaltet haben und alle weiteren
verzo¨gernden Effekte im Messprozess abgeklungen sind. Die Auswertung der Latenzana-
lyse ist mit Abbildung 6.2 gegeben.
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Abbildung 6.2: Latenzanalyse am SLM-basierten Vibrometer
U¨ber das SLM wurde alle 500 ms zwischen einem Punkt mit hoher Reflektivita¨t (hoher
Wert am Detektor) und einem Punkt niedriger Reflektivita¨t umgeschaltet. Die Umschal-
tung zwischen den beiden Spot-Sites ist in gru¨n dargestellt. In blau ist der normierte
Signalpegel aufgetragen. Betrachtet man die Umschaltzeitpunkte, so ist in beiden Rich-
tungen ein verzo¨gertes Folgen des Signalpegels zu erkennen. Die Kumulierung der einzel-
nen Latenzen ergibt, dass alle verzo¨gernden Effekte nach tL ≈ 86ms abgeklungen sind
und ab dann mit einem zur Stellgro¨ße c zugeho¨rigen Signalpegel zu rechnen ist. Alle wei-
teren Betrachtungen wurden, wie auch in dem voran gegangenen Abschnitt, mit dieser
Latenz durchgefu¨hrt.
6.3 Wertebereiche der Zernike-Koeffizienten
Fasst man die Koeffizienten cmn aus Gleichung (3.4) zu einem Vektor c ∈ Rn zusammen, so
kann eine kompakte Menge Ω ⊂ Rn definiert werden, auf der eine sinnvolle Optimierung
mo¨glich wird. Eine solche Menge Ω muss experimentell bestimmt werden. Es gilt fu¨r jedes
c ∈ Ω die Beschra¨nkung
ci ≤ ci ≤ ci, mit i = 1, . . . , n, (6.1)
wobei ci die i-te Komponente des Vektors c, ci die untere Schranke (das Infimum) der i-ten
Komponente und ci die obere Schranke (das Supremum) der i-ten Komponente darstellt.
6.4 Experimentelle Bestimmung der Wertebereiche
Zur Bestimmung der Wertebereiche diente der gleiche Messaufbau wie in Abschnitt 6.1
ohne Polarisationsfilter. wurden die Zernike-Koeffizienten u¨ber einen Wertebereich von -1
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bis 1 einzeln durchlaufen und dabei die Signalsta¨rke am Detektor gemessen. Dies wurde
fu¨r jeden Koeffizienten 5-mal durchgefu¨hrt, um Messfehler weitestgehend auszuschließen
und die Messungen zu verifizieren. Aufgetragen wurde u¨ber die Kostenfunktion z (c) aus
Gleichung (3.24) mit einem γ = 1, so dass die Signalgu¨te wa¨hrend der Messung nicht
beru¨cksichtigt wurde. Fu¨r die Messung gilt somit die Kostenfunktion
z (c) = 1− α˜ (c)
max {α˜ (c)} . (6.2)
Minimale Werte in der Kostenfunktion entsprechen damit maximalen Detektorsignalen.
Die relevanten Parameterbereiche aus den Messungen sind in den Abbildungen 6.3, 6.4,
6.5, 6.6 und 6.7 dargestellt. Aus den Abbildungen wurde eine Abscha¨tzung abgelesen,
indem aus allen Messungen fu¨r das ci das kleinste c gewa¨hlt wurde, welches eine Ab-
grenzung zu einem Minimum darstellt. Eine Abscha¨tzung fu¨r ci erfolgte a¨quivalent. In
Abbildung 6.3 ist beispielsweise die untere Schranke mit c3 = −0, 004368 bestimmt. Dazu
wurden Bereiche mit niedriger Funktionswerten der Kostenfunktion von Bereichen mit ho-
hen Werten der Kostenfunktion abgegrenzt. Um den Parameterbereich nicht von Anfang
an zu sehr einzuschra¨nken, wurde fu¨r c3 der kleinste Wert aus allen Messung genommen,
der als untere Schranke in Betracht kommt.
Die Wertebereiche fu¨r die Koeffizienten der Zernike-Polynome Tilt X und Tilt Y wur-
den ha¨ndisch ermittelt, da diese von der Entfernung zum Messobjekt abha¨ngig sind und
entsprechend konfiguriert werden mu¨ssen. Dazu war das Messobjekt in einer Entfernung
von 2 m positioniert. Die maximale Abweichung vom urspru¨nglich eingestellten Messspot
betrug mit den ermittelten Koeffizienten Tilt X und Tilt Y in etwa eine Spotbreite.
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Abbildung 6.3: Ergebnis der Messungen fu¨r Astigma X
Abbildung 6.4: Ergebnis der Messungen fu¨r Astigma Y
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Abbildung 6.5: Ergebnis der Messungen fu¨r Coma X
Abbildung 6.6: Ergebnis der Messungen fu¨r Coma Y
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Abbildung 6.7: Ergebnis der Messungen fu¨r die spha¨rische Aberration
Die hier ermittelten Wertebereiche gelten fu¨r das genutzte Vibrometer mit einem LCOS-
SLM X10468 Series von Hamamatsu. Fu¨r SLM’s anderer Hersteller mu¨ssen die Parameter
separat bestimmt werden. Tabelle 6.1 fasst die Ergebnisse der experimentellen Bestim-
mung der Wertebereiche zusammen. Eine weitere optische Kontrolle ist unter Umsta¨nden
notwendig, um die Verformung des Spots auf die spa¨ter zu nutzende Applikation anzupas-
sen. Dazu werden die ermittelten Grenzen angefahren und u¨berpru¨ft, ob Verformungen
des Spot sichtbar sind.
Name n m cnm cnm
Tilt X 1 0 −0, 05 0, 05
Tilt Y 1 1 −0, 05 0, 05
Astigma X 2 0 −0, 004368 0, 002635
Astigma Y 2 2 −0, 01867 0, 008652
Coma X 3 1 −0, 0006 0, 00054
Coma Y 3 2 −0, 00036 0, 0006
spha¨r. Aberration 4 2 −4, 43 · 10−6 6, 25 · 10−6
Tabelle 6.1: Experimentell ermittelte Wertebereiche der Zernike-Koeffizienten
6.5 Reduktion von Messfehlern im Optimierer
Durch a¨ußere Einflu¨sse, wie zum Beispiel thermisches Rauschen, sind die Messwerte mit
Fehlern behaftet. Der Optimierer hingegen beno¨tigt ein mo¨glichst fehlerbereinigtes Signal.
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Dazu wurde die Fehlerreduktion durch einen Kalman-Filter [49] mit einem gleitenden Mit-
telwert gegenu¨ber gestellt. Die Gegenu¨berstellung wird beispielhaft in Abbildung 6.8 ge-
zeigt. In einer Simulation wurden fehlerbehaftete Messwerte gleichverteilt um den exakten
Wert 50 gestreut und der Referenzwert mit dem Kalman-Filter bzw. dem gleitenden Mit-
telwert sukzessive gescha¨tzt. Weil es sich bei der Messwerterfassung um ein SO1-System
handelt, ist fu¨r den im Projekt behandelten Fall eine Mittelwert-Bildung sinnvoller, da
diese nach ca. 25 Messungen den exakten Wert mit einer geringeren Schwankungsbreite
scha¨tzt als das Kalman-Filter.
Abbildung 6.8: Gegenu¨berstellung Kalman-Filter vs. Mittelwertbildung
6.6 Verifikation am Vibrometer
In diesem Abschnitt soll beispielhaft das erste Experiment zur Verifikation am SLM-
basierten Vibrometer vorgestellt werden. Spa¨tere Experimente besta¨tigten die Tauglich-
keit des Optimierers auch in rauen Umgebungen, die zusa¨tzlich in [62] vorgestellt wurden.
Die in [62] vorgestellten Tests fu¨hrten auf einem schwach reflektierenden Messobjekt zu
vergleichbaren Resultaten, so dass diese nicht gesondert dargestellt werden mu¨ssen.
In diesem ersten Experiment wurde unter Laborbedingungen verifiziert ob der gewa¨hlte
Algorithmus zu einer Verbesserung des Signalpegels fu¨hrt. Dazu wurde ein vorhande-
ner Messaufbau am ITO2 genutzt. Das Vibrometer war dazu auf einem schwingungs-
geda¨mpften Tisch montiert. Um eine Scan-Entfernung von ca. 2m zu realisieren, wurde
der Messpunkt u¨ber einen Spiegel auf ein statische (nicht schwingende) halbtransparente
1Single-Output
2Institut fu¨r Technische Optik der Universita¨t Stuttgart
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Plastikscheibe abgelenkt. Diese Scheibe erzeugte ein hinreichend gutes Speckle, welches es
zu optimieren galt. In Abbildung 6.9 ist der Messaufbau skizziert und in Abbildung 6.10
dargestellt. Die Fotodiode lieferte ein Spannungssignal zwischen 0−5V , welches u¨ber Da-
tenaquisition mittels NIDAQ-6210 realisiert wurde. Das wurde in der Gleichung (3.24) mit
α˜ (c) beru¨cksichtigt. Der Maximalwert ist durch die Datenaquisition mit 5V beschra¨nkt,
so dass ein max {α˜ (c)} = 5 gilt.
Abbildung 6.9: Skizze Messaufbau
Abbildung 6.10: Aufbau am Institut fu¨r technische Optik (ITO) Stuttgart
6.7 Resultate der Optimierung
Im ersten Optimierungslauf wurden die Zernike-Polynome 1− 4 aus Tabelle 3.1 genutzt.
Im zweiten Durchlauf wurden dann die Polynome 1, 2, 5 und 6 genutzt. Beide Durchla¨ufe
wurden nach 100 Iterationsschritten beendet und fu¨hrten zu einer Verbesserung des Si-
gnalpegels. Wa¨hrend das erste Experiment zu einer Erho¨hung des Signalpegels um ca.
1, 27V fu¨hrte (dies bedeutet eine Verbesserung des SNR um 7, 62 dB; siehe dazu Ab-
schnitt (2.3), konnte der Optimierer im zweiten Experiment den Signalpegel um ca. 0, 92V
(Verbesserung des SNR 5, 52 dB) erho¨hen. Die Auswertung in Abbildung 6.11 zeigt beide
Durchla¨ufe. Der blaue Plot stellt hier den ersten und der rot gestrichelte den zweiten
Durchlauf dar.
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Abbildung 6.11: Auswertung des ersten (blau) und des zweiten (rot gestrichelt) Durchlaufs
Im na¨chsten Schritt wurde die Anzahl der genutzten Koeffizienten erho¨ht. Dies ging mit
einer Erho¨hung der Laufzeit einher. Auch bei diesen Durchla¨ufen konnte der Signalpegel
signifikant verbessert werden. Der erste Durchlauf wurde um die Koeffizienten 5 und 6
erweitert und wird in Abbildung 6.12 rot dargestellt. Der letzte Durchlauf entha¨lt alle zur
Verfu¨gung stehenden Zernike-Polynome, so dass alle Koeffizienten in die Optimierung mit
einbezogen worden sind. Dieser ist in der Abbildung 6.12 gru¨n geplottet. Beide Durchla¨ufe
verbesserten den Signalpegel um ca. 1, 2V was einer Verbesserung des SNR um 7, 2 dB
bedeutet. Vergleicht man alle vier Durchla¨ufe, so erzielen alle a¨hnlich gute Verbesserungen
Abbildung 6.12: Auswertung des dritten (rot) und vierten (gru¨n gestrichelt) Durchlaufs
des Signalpegels mit einer Werten zwischen 5, 52 dB und 7, 62 dB. Die ho¨chsten Gewinne
konnte im ersten Durchlauf mit den Parameterkombinationen 1−4 und 7, 62 dB sowie im
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dritten Durchlauf mit den Parameterkombinationen 1−6 und 6 dB erreicht werden. Da mit
steigender Anzahl der Parameter die Optimierung aufwa¨ndiger wird, ist der Parametersatz




Wa¨hrend der in Kapitel 5 vorgestellte Optimierer den Signalpegel einmalig statisch op-
timiert und somit als Steuerung des Aktors (SLM) angesehen werden kann, soll eine
Extremwert-Regelung den Signalpegel im Maximum halten und gegebenenfalls nach fu¨h-
ren. Bezogen auf die Kostenfunktion aus Gleichung (3.24) bedeutet dies, dass der Regler
einem Minimum folgt. Dazu wird zuna¨chst angenommen, dass das SLM u¨ber die Zernike-
Koeffizienten c so parametrisiert ist, dass sich die entsprechende Kosten- beziehungsweise
Zielfunktion in der Na¨he eines lokalen Extremums befindet. Die Umgebung U um das Ex-
tremum kann somit quadratisch hinreichend genau angena¨hert werden. In diesem Kapitel
sollen die fu¨r den Extremwert-Regler beno¨tigten mathematischen Vorarbeiten geleistet
werden. Der Regler basiert auf einer multivariaten quadratischen Interpolation, die mit
exakt einem Newton-Schritt optimiert wird. Dazu wird zuna¨chst eine allgemeine Appro-
ximation durch die Taylor-Reihenentwicklung eingefu¨hrt, die spa¨ter genutzt wird, um den
Regler-Algorithmus zu entwickeln.
7.1 Talyor-Reihenentwicklung
Die durch Brook Taylor gefundene und auf n Variablen erweiterte Reihenentwicklung
[80, 83, 22] ermo¨glicht die Approximation jeder stetigen, m+ 1-mal differenzierbaren und
multivariaten Funktion f : Rn → R. Zur besseren Darstellung wird eine Multiindex-
Notation, angelehnt an [22], eingefu¨hrt. Es sei ein n-Tupel mit i = (i1, . . . , in) ∈ Rn und
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den Eigenschaften
|i| := i1 + i2 + . . .+ in,






∂ci11 · . . . · ∂cinn
und
(c− a)i := (c1 − a1)i1 (c2 − a2)i2 . . . (cn − an)in














(c− a)i︸ ︷︷ ︸
=Rk(c)
(7.1)
entwickelt werden. Wobei Tk (c) die Taylorreihe vom Grad k und das Restglied Rk (c) vom
Grad k + 1 ist. Der Punkt ξ ist ein beliebiger Punkt auf der Geraden zwischen a und c




(c− a)k = 0, (7.2)
kann gezeigt werden, dass die Taylorreihe Tk (c) = f (c) − Rk (c) die Funktion f besser
approximiert, je na¨her c dem Entwicklungspunkt a kommt, dass heißt
c→ a⇒ Tk (c)→ f (c) . (7.3)
7.2 Quadratische Approximation
Fu¨r die weiteren Betrachtungen sei die Funktion f nach unten beschra¨nkt. Die Funktion
verfu¨gt also u¨ber mindestens ein Minimum. Dann existiert in der Umgebung U um ein
Extremum eine quadratische Funktion fqn : Rn → R , so dass
‖f (c)− fqn (c)‖ < δ, mit c ∈ U (7.4)
gilt. Sind hinreichend viele Stu¨tzstellen oder, im hier vorliegenden Fall, Messungen be-
kannt, so kann die Umgebung U um den Extremwert mittels einer Taylor-Reihenentwick-
lung aus Gleichung (7.1) als fqn (c) = T2 (c)|a=0 mit der Genauigkeit δ angena¨hert werden.
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festgelegt. Bei einer eindimensionalen Funktion mit fq1 : R→ R
fq1 (c) = q0 + q1c+ q2c
2 (7.6)





Stu¨tzstellen und den dazu geho¨rigen Auswertungen Fq1 (C)
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, welches es zu lo¨sen gilt. In Matrix-Schreibweise ist dies nun recht
einfach, sobald die Matrix M regula¨r und somit invertierbar ist. Die Lo¨sung des LGS
lautet dann
q = Fq1 (C) ·M−1. (7.8)
Um die Inverse M−1 zu berechnen, ko¨nnen verschiedene Methoden genutzt werden. Der
naive Zugang ist die Berechnung der Inversen u¨ber den Laplaceschen Entwicklungssatz.
Alternativ kann das LGS in Gleichung (7.8) u¨ber entsprechende Algorithmen, wie zum
Beispiel der Cholesky-Zerlegung [64] (fu¨r symmetrische und positiv definite Matrizen)
oder nach dem Gaußschen Eliminationsverfahren [57, 9, 88], gelo¨st werden. Dies reduziert





Erweitert man nun die zu interpolierende Funktion auf n Dimensionen, so bietet sich





c0 · · · cn
)T
. So kann jede beliebige quadratische Funktion in der Form
fqn (c) = w
T (c) ·Qn · w (c) (7.9)
geschrieben werden, wobei Qn die Koeffizientenmatrix darstellt. Handelt es sich beispiels-
weise um eine Funktion von zwei Vera¨nderlichen, so ist diese gegeben durch
fq2 (c) = q0 + q1c0 + q2c1 + q3c
2
0 + q4c0c1 + q5c
2
1. (7.10)
Um die Gleichung (7.10) in Gleichung (7.9) zu u¨berfu¨hren ist eine symmetrische Matrix



















eine sinnvolle Wahl. Zwar kann Qn auch asymmetrisch gewa¨hlt werden, dies ha¨tte jedoch
zur Folge, das nu¨tzliche Eigenschaften der symmetrischen Matrix spa¨ter nicht genutzt
werden ko¨nnten. Die Anzahl d der zu bestimmenden Koeffizienten umfasst hier sechs (q0
- q5). Fu¨r eine multivariate Funktion in drei Vera¨nderlichen sind schon zehn Koeffizienten






(n+ 1) · (n+ 2)
2
(7.12)
Koeffizienten beno¨tigt werden, um eine quadratische Funktion fqn (c) eindeutig zu be-
stimmen. Aus Gleichung (7.12) kann auch direkt die Anzahl der Stu¨tzstellen beziehungs-
weise Messauswertungen hergeleitet werden. Um d Unbekannte in einem LGS eindeu-
tig zu bestimmen, werden exakt d linear unabha¨ngige Gleichungen beno¨tigt, die aus
d Stu¨tzstellen/Messungen bestimmt werden. Die Matrix M hat deshalb die Dimension
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∈ Rd×d (7.13)
mit cij Wert der i-ten Variablen und j-ten Stu¨tzstelle. Mit M kann wie schon in Glei-
chung (7.8) der Koeffizientenvektor q allgemein u¨ber die Gleichung
q = Fqn (C) ·M−1, (7.14)
mit q ∈ Rd, Fqn (C) ∈ Rd, C = {c0, c1, · · · , cd} , ci =
(
c0i c1i · · · cni
)T
, i = 1, . . . , n
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und M ∈ Rd×d bestimmt werden. Die zugeho¨rige Matrix Q wird mit dem Algorithmus
7.1 generiert.
Algorithmus 7.1 Quadratische Approximation
Funktion quadApprox
Eingangsdaten: Cˇ, Fˇ
// Status s: 1, wenn Q bestimmt werden kann, sonst 0
q = Fˇ ·M (Cˇ) // siehe Gleichungen (7.13) und (7.14)







fu¨r i = 1 bis n+ 1 {
fu¨r j = 1 bis n+ 1 {




Qij = Qji =
qk
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7.3 Optimierung der interpolierten Funktion fqn (c)
Sollen die stationa¨ren Punkte einer Funktion bestimmt werden, so liefern der Gradient
und die Hessematrix notwendige und hinreichende Bedingung fu¨r das Extremum. Der
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(7.16)




gegeben. Der stationa¨re Punkt der interpolierten Funktion soll nun u¨ber ein Abstiegsver-
fahren [23] iterativ ermittelt werden. Eine Richtung η ist genau dann eine Abstiegsrich-
tung, wenn
fqn (c)− fqn (c− αη) > 0 (7.18)













· η > 0 (7.20)
erfu¨llt ist. Setzt man nun die Newton-Richtung ηN als Abstiegsrichtung η in
Gleichung (7.20) ein, so ist direkt ersichtlich, dass ddQ = ddQT > 0 positiv definit
(hinreichende Bedingung) sein muss, damit ηN eine Abstiegsrichtung ist. ηN kann in dem
Abstiegsverfahren nach [23]
ck+1 = ck − αηN (7.21)
genutzt werden. Der skalare Faktor α > 0 repra¨sentiert dabei die Schrittweite im Ab-
stiegsverfahren.
7.4 Bestimmung der optimalen Schrittweite
Um einen (quasi-)optimalen Schritt durchfu¨hren zu ko¨nnen, muss die Weite entweder
analytisch oder heuristisch (zum Beispiel Armijo-Schrittweite, Wolfe-Powell-Schrittweite




fqn (c− αη) , (7.22)
welche fu¨r quadratische Funktionen analytisch lo¨sbar ist. Um die folgenden Berechnungen
zu vereinfachen, sei die Matrix Qn partitioniert als









Q˜1 ∈ R entha¨lt den Koeffizienten der Konstanten, Q˜2 ∈ Rn die Koeffizienten der linea-
ren Terme und Q˜3 ∈ Rn×n die Koeffizienten der quadratischen Terme von fqn (c). Die
Gleichung (7.9) kann somit als
fqn (c) = Q˜1 + 2 · Q˜T2 c+ cT Q˜3c (7.24)
geschrieben werden. Die Minimierungsaufgabe aus Gleichung (7.22) wird gelo¨st, indem
















2 · (c− αη) + cT Q˜3c− αcT Q˜3η − αηT Q˜3c+ α2ηT Q˜3η
)
= −2Q˜T2 η − 2cT Q˜3η + 2αηT Q˜3η
= −2
(
Q˜T2 η + c




⇒ α? = Q
T





















wobei 0l ∈ R1×n ein liegender Nullvektor, 0s ∈ Rn×1 ein stehender Nullvektor und
I ∈ Rn×n eine Einheitsmatrix der entsprechenden Gro¨ße ist. Um die Newton-Richtung
ηN zu bestimmen, werden in Gleichung (7.19) das Ergebnis aus Gleichung (7.26) und

































= Q˜−13 Q˜2 + c.
(7.27)
Weiterhin wird Gleichung (7.27) in Gleichung (7.25) zur analytischen Bestimmung von
α? eingesetzt. Fu¨r eine symmetrische Matrix Q˜3 = Q˜
T
3 ist allgemein bekannt, dass die
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gilt. Fu¨r den Nenner
in Gleichung (7.25) mit η = ηN erha¨lt man dann
ηTNQ˜3ηN =
(



























3 Q˜2 + c






3 Q˜2 + 2c
T Q˜2 + c
T Q˜3c
(7.28)
und fu¨r den Za¨hler
Q˜T2 ηN + c





















3 Q˜2 + 2c
T Q˜2 + c
T Q˜3c.
(7.29)
Da Za¨hler und Nenner aus Gleichung (7.29) und Gleichung (7.28) identisch sind, ergibt
sich fu¨r α? = 1 > 0.
7.5 Abstiegsverfahren mit optimaler Schrittweite
Mit der Schrittweite α? = 1 und der Abstiegsrichtung ηN ist diese Methode auch als
Newton-Verfahren [23] bekannt und konvergiert fu¨r quadratische Funktionen in exakt
einem Schritt. Die Optimierungsaufgabe
















fert einen Scha¨tzwert cˆ fu¨r das Optimum c?. Um fˆqn zur berechnen, wird nur noch wˆ




gegeben ist. Den gescha¨tzten optimalen
Funktionswert fˆqn der quadratisch approximierten Funktion f (c) erha¨lt man dann mit
fˆqn = (wˆ)
T ·Q · wˆ. (7.31)
Um das cˆ zu bestimmen, wird der im Folgenden vorgestellte Algorithmus 7.2 verwendet.
Dieser wurde um einen Fallback-Modus erweitert, der in Abschnitt 8.3 genauer erla¨utert
wird.
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Algorithmus 7.2 Quadratische Optimierung
Funktion quadOpt
Eingangsdaten: Q, s, Cˇ, Fˇ , ρ














i ∈ [1, d]
∣∣∣fˆ = f (Cˇi)} // Spalte des Minimums fˆ










·Q // siehe Gleichung (7.15)
ddQ = dQ · ∂w(c)
∂c
// siehe Gleichung (7.17)
wenn (ddQ > 0) { // positiv definit







T ·Q · wˆ // siehe Gleichung (7.31)
wenn







7.6 Wahl der Stu¨tzstellen
Wa¨hlt man die Stu¨tzstellen auf dem Rand von U , so ha¨ngt die Genauigkeit δ der Inter-
polation maßgeblich von der Ausdehnung der Umgebung U ab. Die Umgebung U soll im
Weiteren u¨ber den Radius ρ um einen zuna¨chst beliebigen Punkt c0 im Definitionsbereich
D der Funktion festgelegt werden, mit
U =
{
c ∈ D ⊆ Rn
∣∣∣∣√(c− c0)2 < ρ} . (7.32)
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Abbildung 7.1: Definition Umgebung (links 1d, rechts 2d)
Abbildung 7.1 zeigt die Umgebung U einer beliebigen Funktion f (c) in einer (links)
beziehungsweise in zwei (rechts) Unbekannten. Gesucht wird nun eine sinnvolle Verteilung
der Stu¨tzstellen auf dem Rand der Umgebung, so dass das resultierende LGS eindeutig
bestimmbar wird. Dazu sollen diese mo¨glichst unterscheidbar sein. Um eine geeignete
Strategie zu entwickeln, muss zuna¨chst die Anzahl der zu bestimmenden Parameter d
aus Gleichung (7.12) mit der Anzahl der Dimensionen n gegenu¨ber gestellt werden. Der
aktuelle Messpunkt c0 wird als Mittelpunkt in der Approximation beru¨cksichtigt. Dadurch
werden vorab exakt (d−1)/n Evaluierungen pro Dimension beno¨tigt, um die Funktion zu
interpolieren. Tabelle 7.1 listet die beno¨tigten Evaluierungen bis zur Dimension n = 7
auf. Daraus la¨sst sich zuna¨chst intuitiv eine Verteilung auf die einzelnen Dimensionen
herleiten.






Verteilung der Stu¨tzstellen auf
1 3 2 eine Dimension
2 6 2,5 zwei Dimensionen
3 10 3 1×eine und 1×zwei Dimensionen
4 15 3,5 2×zwei Dimensionen
5 21 4 5×eine Dimension
6 28 4,5 3×zwei Dimensionen
7 36 5 eine und je zwei Dimensionen
Tabelle 7.1: Verteilung der Stu¨tzstellen
Eine gerade (inklusive c0 als Mittelpunkt in allen Dimensionen) Anzahl Stu¨tzstellen ist
nicht a¨quidistant auf eine Dimension verteilbar. Um diese mo¨glichst gleichma¨ßig u¨ber die
Dimensionen zu verteilen ko¨nnen, wurde eine Heuristik entwickelt. Sie entha¨lt drei Fa¨lle
zur Verteilung der Stu¨tzstellen, die in Tabelle 7.2 angegeben sind.
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Fall Bedingung
k = 0, 1, ...
Folgerung n1d und n2d δc (ρ)
1 n = 4k + 1












2 n = 2k
(n = 0, 2, 4, ...)






n2d = n+ 3
δc (ρ) = 0
3 n = 4k + 3
(n = 3, 7, 11, ...)




verteilbar und n+ 1
auf eine Dimension
n1d = n+ 1




Tabelle 7.2: Aufteilung der Stu¨tzstellen, abha¨ngig von der Anzahl der Dimensionen
Zuna¨chst soll gezeigt werden, wie die Verteilung im 1. Fall vorgenommen wird. Bei einer
Funktion fq1 (c) ∈ R werden laut Tabelle 7.1 d = 3 Stu¨tzstellen beno¨tigt, wobei c0 in der




= 2 Stu¨tzstellen, die






angenommen und jeweils von c0 subtrahiert (c−1) beziehungsweise zu c0 addiert (c1). Der
linke Graph in Abbildung 7.2 zeigt beispielhaft diese Verteilung. Verallgemeinert mu¨ssen
n+3
4
Stu¨tzstellen links und n+3
4
Stu¨tzstellen rechts von c0 auf der jeweiligen Dimension

















zusammen, so ko¨nnen die Stu¨tzstellen u¨ber die Matrixgleichung
C˜ = c01T −∆ (7.34)
berechnet werden. Dabei ist 1 =
(
1 1 · · · 1
)T
∈ R(d−1)×1 und
∆ (ρ) = ∆c (ρ) =

∆c (ρ) 0c · · · 0c





0c 0c · · · ∆c (ρ)
 ∈ Rn×(d−1) (7.35)
mit dem Nullvektor 0c ∈ R1×n1d gegeben. Die stehenden Vektoren von cˇ ko¨nnen nun als
Evaluierungspunkte genutzt werden.





= 2, 5 Evaluierungspunkte pro Dimension verteilt werden. Weil dies nicht ohne
weiteres mo¨glich ist, werden zwei Dimensionen zusammengefasst, auf die die Stu¨tzstellen
positioniert werden. Da die Umgebung u¨ber einen Radius ρ definiert wird, bietet es sich
an, die Stu¨tzstellen wie in Abbildung 7.2 a¨quidistant auf dem Kreisrand anzuordnen. Die
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Abbildung 7.2: Beispiel zur Verteilung der Stu¨tzstellen










= δφ (i− 1) , i =
1, . . . , n2d berechnet und in einem Hilfsvektor
∆Φ˜ =
(
Φ1 Φ2 · · · Φn2d
)T
∈ Rn2d (7.37)
zusammengefasst werden. Eine Transformation in kartesische Koordinaten erfolgt dann
u¨ber die (auf ∆Φ˜ bezogene elementweise) Sinus- und Kosinus-Funktion
∆Φ (ρ) =




)  ∈ R2×n2d , (7.38)
die dann jeweils auf die zwei aktuell in c0 betrachteten Dimensionen subtrahiert wird.
Auch in diesem Falle kann eine Verallgemeinerung u¨ber Gleichung (7.34) vorgenommen
werden. Dazu werden die, auf die Winkel bezogenen, a¨quidistant auseinander liegenden
Punkte ∆Φ (ρ) wiederum in der Matrix
∆ (ρ) = ∆Φ (ρ) =

∆Φ (ρ) 0Φ · · · 0Φ





0Φ 0Φ · · · ∆Φ (ρ)
 ∈ Rn×(d−1) (7.39)
zusammengefasst. Hierbei sei zu beachten, dass die Gro¨ße des Nullvektors 0Φ ∈ R2×n2d
entsprechend angepasst werden muss und ∆Φ (ρ) nun n/2 mal auf der Diagonalen der
Matrix ∆ (ρ) vorkommt.
Zuletzt muss noch der 3. Fall aus Tabelle 7.2 betrachtet werden. Dieser stellt eine Kombi-
nation aus den Fa¨llen 1 und 2 dar, wobei die Matrix ∆ (ρ) wiederum modifiziert werden
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muss. Diese ist dann definiert als






Die Matrizen ∆Φ (ρ) und ∆c (ρ) haben andere Gro¨ßen, da n1d und n2d laut Tabelle 7.2





und ∆c ∈ R1×n+1. Wenn man nun die
Dimension der Matrix ∆Φc (ρ) betrachtet, so erha¨lt man n−1+1 = n Zeilen und n2+n−22 +
n + 1 = n(n+3)
2
= d − 1 Spalten. Zusa¨tzlich mu¨ssen die Nullvektoren in Gleichung (7.40)
der Gro¨ße entsprechend angepasst werden.
Mit den vorab hergeleiteten Gro¨ßen wurde ein Algorithmus formuliert, der die Auswahl
der Stu¨tzstellen in Abha¨ngigkeit der Anzahl der Dimensionen realisiert. Dieser ist in vier
Teilalgorithmen aufgeteilt, da verschiedene Funktion mehrfach genutzt werden.
Algorithmus 7.3 Haupt-Algorithmus zur Aufteilung der Stu¨tzstellen
Funktion berechneStu¨tzstellen
Eingangsdaten: n, ρ, c0
d = (n+1)(n+2)
2








∆c (ρ) =berechneDeltaAusC(n, n1d, δc (ρ)) // siehe Algorithmus 7.4
}
sonst wenn (n modulo 2 == 0) { // 2. Fall
n1d = 0















sonst { // 3.Fall
n1d = n+ 1





















C˜ = c01T −∆ (ρ)
Ausgangsdaten: C˜
In Algorithmus 7.3 wird die Auswahl der drei Fa¨lle aus Tabelle 7.2 u¨ber Modulo-Opera-
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tionen realisiert. Er liefert die Matrix cˇ aus Gleichung (7.34) die die Auswertepunkte als
stehende Vektoren entha¨lt. Auf den Teilalgorithmus, der Zusammensetzen von ∆ (ρ) aus
den Teilmatrizen ∆Φ (ρ) und ∆c (ρ) im 3. Fall vornimmt, wurde hier verzichtet, da es sich
dabei um eine triviale Kopierfunktion handelt. Der folgenden Algorithmus 7.4 wird fu¨r
Fall 1 aus Tabelle 7.2 genutzt und ist auch als Funktion mit Ein- und Ausgabeparameter
entworfen worden.
Algorithmus 7.4 Berechnung von ∆; Fall 1
Funktion berechneDeltaAusC
Eingangsdaten: n, n1d, δc (ρ)
Initialisiere ∆c (ρ) ∈ Rn×n·n1d als Nullmatrix
∆c (ρ) =berechneDeltaC(n, n1d, δc (ρ)) // siehe Algorithmus 7.5
fu¨r i = 1 bis n {
fu¨r j = 1 bis n1d {
(∆ (ρ))i,(i−1)n1d+j = (∆c (ρ))j}
}
Ausgangsdaten: ∆c (ρ)
Um das ∆c (ρ) fu¨r die Fa¨lle 1 und 3 zu berechnen, wird Algorithmus 7.5 genutzt. Entgegen




a¨quidistant in den Vektor ∆c (ρ) geschrieben, sondern von −δc bis −ρ2 und δc bis ρ2 . Dies
war algorithmisch einfacher zu realisieren; das Ergebnis a¨nderte sich dadurch nicht!
Algorithmus 7.5 Berechnung von ∆c; Fall 1 und 3
Funktion berechneDeltaC
Eingangsdaten: n, n1d, δc (ρ)
Initialisiere ∆c (ρ) ∈ R1×n1d als Nullvektor
fu¨r i = 1 bis n1d
2
{
(∆c (ρ))i = −iδc (ρ)
(∆c (ρ))n1d
2
+i = iδc (ρ)
}
Ausgangsdaten: ∆c
Der letzte Teilalgorithmus erzeugt das ∆Φ (ρ) aus Gleichung (7.39). Hierbei wird auf den
Hilfsvektor ∆Φ˜ im Algorithmus 7.6 verzichtet, um die Ausfu¨hrung zu beschleunigen.
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Algorithmus 7.6 Berechnung von ∆Φ; Fall 2 und 3
Funktion berechneDeltaAusRhoUndPhi
Eingangsdaten: n, n1d, n2d, nmax, ρ, δΦ
Initialisiere ∆Φ (ρ) ∈ R2×n2d als Nullmatrix
Initialisiere ∆Φ (ρ) ∈ Rn×(nmax·n2d+n1d) als Nullmatrix
fu¨r i = 1 bis n2d {
(∆Φ (ρ))1,i = ρ · sin (δΦ (i− 1))
(∆Φ (ρ))2,i = ρ · cos (δΦ (i− 1))
}
fu¨r i = 1 bis nmax {
fu¨r j = 1 bis n2d {
(∆Φ (ρ))2(i−1)+1,(i−1)n1d+j = (∆Φ (ρ))1,j
(∆Φ (ρ))2(i−1)+2,(i−1)n1d+j = (∆Φ (ρ))2,j}
}
Ausgangsdaten: ∆Φ
7.7 Beru¨cksichtigung von Messungenauigkeiten
Bei der messtechnischen Erfassung von Stu¨tzstellen muss beru¨cksichtigt werden, dass je-
de Messung mit einem Messfehler σ behaftet ist. Messfehler ko¨nnen zum Beispiel durch
thermisches Rauschen, Schrotrauschen oder Fehler durch Messabweichungen des Mess-
gera¨ts entstehen. Der Scha¨tzwert σˆ fu¨r den Messfehler σ kann u¨ber eine Messreihe mit N


















0) mit i = 1, . . . , N Messungen bei c gescha¨tzt werden. Um eine Stu¨tzstelle zu
evaluieren, werden N Messungen mit den selben Parameter durchgefu¨hrt, so dass eine
Abscha¨tzung des Standardfehlers mo¨glich wird. Der Standardfehler ist ein Maß fu¨r die
Streubreite der Messwerte und beschreibt die Genauigkeit zum empirischen Mittelwert F
aus Gleichung (7.42). Der Mittelwert F und der Scha¨tzwert σˆ des Messfehlers σ werden
online aktualisiert. Zur Datenerfassung wird im Messaufbau das in Abbildung 2.6 gezeigte
NI-DAQ USB-6210 verwendet. Dies verfu¨gt pro Kanal u¨ber eine Abtastrate von sind 250
kHz. Fu¨r die Bestimmung des empirischen Mittelwerts F mit N = 50 Einzelmessungen
werden somit 2 ms beno¨tigt. Im folgenden Beispiel soll gezeigt werden, was ein nicht an
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den Standardfehler σ angepasster Radius ρ bewirkt. Abbildung 7.3 zeigt die fehlerhaf-
te Interpolation fq1 (c) (gepunktet) der Funktion f (c). Der Radius ρ ist somit zu klein
gewa¨hlt.
Abbildung 7.3: Fehlerhafte Interpolation bei zu kleinem Radius ρ
Es wird demnach eine Strategie beno¨tigt, um U mittels ρ an die Funktion mo¨glichst
optimal anzupassen. Ist die Standardabweichung aus empirischen Messungen bekannt,
kann das minimale ρ durch sukzessive Erho¨hung wa¨hrend einer Kalibrierung bestimmt
werden. Abbildung 7.4 zeigt die Interpolation fq1 (c) (gepunktet) bei einem vergro¨ßertem
Radius ρ.
Abbildung 7.4: Verbesserter Radius ρ
Ist die Hessematrix aus Gleichung (7.16) negativ definit oder indefinit, so kann dies also
ein Hinweis auf einen zu kleinen Radius ρ sein, da in der Na¨he eines Minimums die
Hessematrix positiv definit sein muss. Im spa¨teren Reglerentwurf ist fu¨r diesen Fall eine




Die Regelung eines Systems auf einen Extremwert ist ein bisher kaum betrachtetes An-
wendungsgebiet in der Regelungstechnik. Im Gegensatz zu einem konventionellen Regler,
der das betrachtete dynamische System auf einen Soll-Wert regeln und halten soll, wird
in der Extremwertregelung die laufende Optimierung einer vorab definierten Zielgro¨ße
verfolgt. Dies beinhaltet sowohl das Auffinden als auch das Halten des Optimums bei
vorhandener Sto¨rgro¨ße z (t).
So realisierte zum Beispiel Wiederhold 2011, basierend auf den Theorien von Ariyur,
Kartik und Krsti [3], eine
”
Regelung abgelo¨ster Stro¨mungen in hoch belasteten Turboma-
schinen” [84]. Auch Herbrand stu¨tzt seinen in [37, 38] entwickelten
”
Extremwertregler
zur automatischen Strahlfu¨hrung an einem Linearbeschleuniger” auf diese Methode. Bei
beiden Reglern wird die in Abbildung 8.1 dargestellte Stellgro¨ße u (t) mit einem harmo-
nischen Signal a · sin (ωt) u¨berlagert.
Abbildung 8.1: Standard-Regelkreis
Bei hinreichend kleinen Zeitkonstanten kann das dynamische System dem angeregten Si-
gnal folgen und es ist ein Ausgangssignal y (t) zu erwarten, welches ebenfalls harmonisch
schwingt. Durch Hochpass-Filterung von y (t) wird der Gleichanteil entfernt und somit
kann im weiteren Verlauf auf den noch unbekannten Gradienten geschlossen werden. Zur
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Abbildung 8.2: Strom-Spannungskennlinie eines Solarkollektor-Arrays nach [43]
Vertiefung seien dazu auf die Arbeiten von Herbrand, Wiederhold und Ariyur et al. ver-
wiesen [3, 37, 38, 84].
Einen vo¨llig anderen Weg gehen sogenannte MPP1-Regler. Sie werden beno¨tigt, um die
Leistungsabgabe P eines Solarzellen-Arrays zu optimieren. Es existieren verschiedene
Regler-Strategien [8, 27, 43], wobei die P&O2- und die InC3-Methode am Gela¨ufigsten
sind. Abbildung 8.2 zeigt eine typische Strom-Spannungskennlinie eines solchen Arrays.
Zusa¨tzlich ist die Leistung P (I, U) = I ·U aufgetragen. Am Punkt (I?, U?) ist P (I?, U?) =
P ? maximal, wobei dieser Punkt als MPP bezeichnet wird.
Zuna¨chst wird der Arbeitspunkt P ? ermittelt, indem die gesamte Kennlinie bezu¨glich
U durchlaufen und danach das gefundene Maximum eingestellt wird. Durch Abschat-
tung, wie zum Beispiel aufziehende Bewo¨lkung oder Baumschatten, verschiebt sich der
MPP des Array jedoch, so dass dieser dynamisch nachgeregelt werden muss. Dazu wird
periodisch die Spannung um ±∆U verschoben und somit u¨berpru¨ft, ob sich der MPP
insgesamt verschoben hat. Das aktuell beste Resultat wird dann als neuer Arbeitspunkt
des Kollektor-Arrays angenommen.
8.1 Reglerentwurf mithilfe einer sukzessiven
quadratischen Interpolation (SQI)
Der im Folgenden vorgestellte Regler wurde angelehnt an die sukzessive parabolische
Interpolation nach Heath [33]. Das Verfahren wurde auf multivariate Funktionen erweitert
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Heath ist, dass nur eine Funktionsauswertung beno¨tigt wird, um den na¨chsten gescha¨tzten
Kandidaten fu¨r ein Optimum zu finden. Bevor der Regler hergeleitet wird, soll zuna¨chst
die urspru¨ngliche Methode vorgestellt werden.
8.2 Sukzessive parabolische Interpolation (SPI)
Es sei eine nichtlineare, analytische und univariate Funktion f (x) : R→ R gegeben, die
nach unten beschra¨nkt ist. Zusa¨tzlich seien drei Startpunkte (a, b, c) = (a0, b0, c0), mit
a < b < c und x? ∈ [a, c] vorgegeben. So kann das Minimum x? = arg min {f (x)} nach





2 [f (b)− f (c)]− (b− c)2 [f (b)− f (a)]
(b− a) [f (b)− f (c)]− (b− c) [f (b)− f (a)] (8.1)
der Interpolierten gescha¨tzt werden. Abbildung 8.3 stellt den ersten Iterationsschritt des




− x · e−x2 (8.2)
angewendet wurde. Die initialen Startpunkte wurden mit (a, b, c) = (0, 1, 2) und mit der
Auswerte-Reihenfolge c, b, a festgelegt, so dass c als erstes ausgewertet wurde und damit
der a¨lteste Punkt ist. Im weiteren Verlauf wird der (a¨lteste) Punkt c verworfen, indem
c = b, b = a und a = xˆ gesetzt wird.
Abbildung 8.3: Erster Iterationsschritt der sukzessiven parabolischen Interpolation
Fu¨r die na¨chste Interpolation muss nur noch f (a) neu ausgewertet werden. Das gesamte
Iterationsverfahren ist in Algorithmus 8.1 beschrieben. Als Abbruchkriterium dient eine
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fest vorgegebene Anzahl n an Iterationsschritten.
Algorithmus 8.1 Sukzessive parabolische Interpolation
Funktion SPI
Eingangsdaten: a0, b0, c0, n
Initialisiere a = a0, b = b0 und c = c0
Evaluiere Startwerte mit fa = f (a) , fb = f (b) und fc = f (c)





verwerfe a¨ltesten Punkt mit c = b, b = a und a = xˆ
fc = fb, fb = fa und fa = f (a)
}
Ausgangsdaten: xˆ
Alternativ kann auch der Abstand zwischen alten und neuem Scha¨tzwert xˆ oder aber
die Differenz zwischen den letzten beiden Optimalpunkten als Abbruchkriterium genutzt
werden. Das Verfahren konvergiert laut Heath super-linear mit einer Konvergenzrate von
r ≈ 1, 324. Abbildung 8.4 zeigt den Status nach vier Iterationsschritten. Die einzelnen
Auswertepunkte haben sich sukzessive dem gesuchten Minimum angena¨hert. Da weite-
re Untersuchungen zum SPI-Verfahren nicht Gegenstand dieser Arbeit sind sei fu¨r wei-
terfu¨hrende Studien auf [33, 34] verwiesen.
Abbildung 8.4: Vierter Iterationsschritt der sukzessiven parabolischen Interpolation
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8.3 Quadratische Interpolation (QI)
Um lokale Informationen u¨ber das Kennlinienfeld eines nichtlinearen Systems zu erhalten,
muss ein Extremwertregler die Umgebung U des aktuellen Arbeitspunktes mit einer Rate
TA hinreichend oft abtasten. Approximiert man das dynamische System um den Arbeits-
punkt quadratisch und nicht sukzessiv, so werden nach Gleichung (7.12) d Abtastungen
notwendig, um ein Minimum cˆ zu scha¨tzen. Idealerweise befindet sich der Arbeitspunkt cˆ
dann im Optimum c?. Vorangegangene bzw. zuku¨nftige, gescha¨tzte Arbeitspunkte ko¨nnen
eindeutig identifiziert werden, indem diese mit einem Index i versehen sind. So erha¨lt man
fu¨r den aktuellen Arbeitspunkt ein cˆi und fu¨r den na¨chsten cˆi+1. Um die Gu¨te des Reglers
zu bestimmen, ist es sinnvoll, ein Gu¨tefunktional J anzugeben. Aus der gegebenen Aufga-
benstellung muss intuitiv das Abstandsquadrat zwischen Scha¨tzwert cˆ und tatsa¨chlichen
Wert c? mit
J? = min {J (cˆ, c?)} = min
{ ∞∑
i=0
(cˆi − c?i )2
}
(8.3)
minimiert werden. Da keinerlei Informationen u¨ber c? vorliegen, ist das Gu¨tefunktional
J jedoch nicht bestimmbar, so dass spa¨ter andere Methoden zur Bestimmung der Re-
gelgu¨te herangezogen werden mu¨ssen. Mit Gleichung (8.3) kann das Ziel der Regelung
zwar angegeben werden, praktisch u¨berpru¨fbar ist dies jedoch nicht.
Zuna¨chst wird angenommen, dass eine Rate TA existiert, mit der das zu untersuchende
dynamische System d-mal abgetastet werden kann, ohne das sich die Systemzusta¨nde zu
stark a¨ndern. Zur Bestimmung des na¨chsten Arbeitspunktes cˆi+1 wird das System aus
dem Arbeitsmodus in den Suchmodus u¨berfu¨hrt. Da aus dem Arbeitsmodus das letzte cˆi
als Startwert fu¨r die na¨chste Optimierung bekannt ist, gilt nun c0 = cˆi. Im Suchmodus
werden die Stu¨tzstellen C˜i = C˜, die sich mit Gleichung (7.34) aus Abschnitt 7.6 ergeben,
am System u¨ber den Stellvektor evaluiert. Die Messstellen werden in Fˇ zusammengefasst,










sukzessive auf den Eingang des Systems gegeben und u¨ber die Messeinrichtung erfasst
werden. Die Funktion f (c) ist weiterhin analytisch nicht beschreibbar, so dass das System,
wie in Abschnitt 2.3 vorgestellt, als Blackbox aufgefasst werden muss.
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Abbildung 8.5: System mit quadratischer Interpolation
Diese werden dann mit der Gleichung (7.14) aus Abschnitt 7.2 durch ein quadratisches
Modell gema¨ß Gleichung (7.9) approximiert und mit der in Abschnitt 7.3 hergeleiteten
Methode optimiert. Befindet sich das mit Gleichung (7.30) gefundene cˆ innerhalb der Um-
gebung U (siehe Abschnitt 7.6), so wird der neue Arbeitspunkt mit cˆi+1 = cˆ festgelegt.
Liegt es jedoch außerhalb von U , so muss ρ erho¨ht und durch einen Fallback-Modus ein
neuer Arbeitspunkt geliefert werden. Vergleicht man die tatsa¨chlich gemessenen Mess-
punkte u¨ber





so kann ein Kandidat cˆFb identifiziert werden, der bis zur na¨chsten Iteration als Arbeits-
punkt cˆi+1 = cˆFb im Fallback-Modus ausreicht. Diese Form der schrittweisen Suche wurde
in a¨hnlicher Form schon 1961 durch Hooke und Jeeves vorgestellt [42] und za¨hlt zu den
Direct-Search Methoden.
Ein Nachteil dieser Methode wird sofort ersichtlich, wenn die Dimension der Stellgro¨ße
c beru¨cksichtigt wird. Bei einem c ∈ R2 werden schon fu¨nf Messpunkte angefahren, be-
vor ein neuer Arbeitspunkt cˆi+1 bestimmt ist. Wa¨hrend sich der Regler im Suchmodus
befindet, kann nicht sichergestellt werden, dass der Signalpegel αS (c) ausreicht, um ei-
ne qualitativ hochwertige Schwingungsmessung vorzunehmen. Mit steigender Dimension
erho¨ht sich zusa¨tzlich die Verweildauer im Suchmodus. Beispielsweise werden bei c ∈ R7
35 Messpunkte ausgewertet. Nimmt man an, dass sich die Zeitkonstanten des dynamischen
Systems nicht vera¨ndern, muss die Rate TA soweit angepasst werden, dass im Suchmodus
weiterhin ein quasi-statisches System betrachtet wird. Die Abtastgeschwindigkeit des im
Abschnitt 2.3 vorgestellten Systems ist jedoch durch das Stellglied begrenzt. Das SLM4
verfu¨gt u¨ber eine Umschaltfrequenz von 60 Hz. Somit kann theoretisch mit einer maxi-
malen Rate von TAmax = 16, 6 ms abgetastet werden. Dadurch ergibt sich eine Dauer
von TOpt ≈ 0, 58 s pro Optimierungsschritt in sieben Dimensionen. Fu¨r die eigentliche
Messung, das Erfassen der Oberfla¨chen-Schwingungen, steht weniger Zeit zur Verfu¨gung.
Diese Nachteile fu¨hrten zu den U¨berlegungen, dass Verfahren sukzessiv aufzubauen, wie
es auch schon Heath vorgeschlagen hat.
4Spatial Light Modulator
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8.4 Sukzessive quadratische Interpolation
Abweichend zu Heaths’ Methode werden nicht nur Paraboloiden sondern insgesamt qua-
dratische Funktionen im Rn betrachtet. Auch kennt die Methode von Heath keine Schritt-
weiten-Regelung, da diese implizit durch den Algorithmus vorgegeben ist. Sto¨reinflu¨sse
auf die zu optimierende Funktion werden hingegen u¨berhaupt nicht beru¨cksichtigt. Diese
Nachteile werden mit dem folgenden Konzept beseitigt.
Damit der Regler das Optimum finden kann, sei zuna¨chst einmal angenommen, das sich
der aktuelle Arbeitspunkt cˆ0 = c
0 schon in der Na¨he des Minimums befindet. Dies kann
durch die in Kapitel 5 vorgestellten Algorithmen sichergestellt werden. Im ersten Schritt
wird der Regler initialisiert.
Dazu werden vorab die Parameter ρmin und ρmax, die einen minimalen und maxima-
len Radius der Umgebung U definieren, festgelegt. Durch technische Beschra¨nkungen im
Messprozess ist ρmax so zu wa¨hlen, dass der auszuwertende Messpunkt nicht zu weit vom
aktuellen Arbeitspunkt entfernt ist. Fu¨r das vorgestellte Vibrometer gilt fu¨r den Mess-
Spot, dass dieser sich nicht mehr als eine halbe Spot-Breite vom eigentlichen Messpunkt
entfernen darf. Analog werden auch die Auswirkungen auf Fokus und Form beschra¨nkt.
Die Messwerterfassung (im vorliegenden System mittels NI-DAQ USB-6210) wiederum
limitiert ρmin, da die Messwerte u¨blicherweise mit einem Rauschen (z.B. thermisches Rau-
schen, Schrotrauschen) beaufschlagt sind. Wie schon in Abschnitt 7.7 diskutiert, definiert
daher das ρmin eine minimale Strukturbreite, in der einzelne Messwerte noch unterscheid-
bar bleiben. Zur Bestimmung der Stu¨tzstellen in der Umgebung U wird jedoch nicht das
aktuelle ρi genutzt, sondern ein u¨ber die Anzahl der bisher erfolgten Optimierungsschritte







Dies hat den Vorteil, dass sich bei kurzzeitigen Pegelschwankungen der Radius nicht
sprunghaft a¨ndert und die Umgebung U mit einen an das System angepassten Radius ρ
bestimmt wird.





, mit C˜0 = C˜ und cˆ0 = c









ausgewertet und zusammengefasst wird. Nun erfolgt erstmalig
die Bestimmung des Scha¨tzwerts cˆ1 mit ρ = ρ = ρmin, welche in drei mo¨gliche Szenarien
unterteilt werden muss und in Tabelle 8.1 dargestellt wird.
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Szen. Qn > 0 ? cˆ ∈ U ? cˆi+1 =? ρ
1 ja ja cˆ aus Gl. (7.30) verkleinern





auf Rand von Umgebung U





Rand von Umgebung U
Tabelle 8.1: Bestimmung des Scha¨tzwerts cˆ
Zur Bestimmung der na¨chsten Scha¨tzung cˆi+1 werden um die aktuelle Scha¨tzung cˆi die
zugeho¨rigen Stu¨tzstellen C˜i mit neuem ρ aus Gleichung (8.6) generiert. Der a¨lteste Mess-
punkt in Cˇ wird mit dem passenden Gegenstu¨ck aus C˜i ersetzt. Ist zum Beispiel der
erste stehende Vektor in Cˇ am a¨ltesten, so wird dieser durch den ersten Vektor aus C˜i
ersetzt. Es wird somit bei jedem Optimierungsschritt je ein Messpunkt in Cˇ ersetzt, so
dass alle Messpunkte im Verlauf des Algorithmus stetig (sukzessive) aktualisiert werden.
In Algorithmus 8.2 ist das vorgestellte Verfahren in Pseudo-Code verfasst.
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Algorithmus 8.2 Extremwertregelung
Funktion Extremwertregelung





fu¨r j = 1 bis d− 1 {
// neue Stu¨tzstelle hinzufu¨gen












i = i+ 1





// Status : s
[cˆi,m, pmin] =quadOpt
(
Q, s, Cˇ, Fˇ , ρ
)
// Modus : m






wenn (m == 1) {
wenn (pmin < d− 1) {




wenn (‖cˆi − cˆi−1‖ > ρ ∧ pmin < d) {
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8.5 Beispiel zum Fallback-Modus
Im Folgenden wird der Algorithmus an einem Beispiel erla¨utert. Als Testfunktion wurde
die Himmelblau-Funktion, welche schon in Abschnitt 4.1 mit Gleichung (4.9) definiert
wurde, genutzt. Diese wurde derart modifziert, dass sie sich mit dem Winkel ϕ um den
Rotationspunkt Prz dreht und somit ein driftendes Minimum simuliert. Weiterhin wurde
ein Rauschterm R (c) hinzugefu¨gt, um eine reale Messung so gut wie mo¨glich zu nachzu-
bilden. Daraus ergibt sich
f (c) =
(




















r · cos (ϕ) r · sin (ϕ)
)T
(8.8)
gilt. Dabei ist r der Radius, mit dem sich die Funktion um den Punkt Prz dreht. Im
vorliegenden Beispiel wurde mit einem r = 2 getestet. Weiterhin hat sich die Funktion
bei jedem zweiten Iterationsschritt um ∆ϕ = 1° weiter gedreht, so dass ϕ = ϕ+ ∆ϕ gilt.
Der Rauschterm R (c) ist fu¨r dieses Beispiel zu Null gesetzt, wird aber spa¨ter in Abschnitt
8.8 diskutiert.
Die Abbildung 8.6a) stellt den initialen Zustand des Regelalgorithmus dar. Darin legen
die Ziffern 1 bis 5 die Reihenfolge der Funktionsauswertungen fi fest und nummerieren
diese gleichzeitig eindeutig. Das quadratisch gescha¨tzte Minimum cˆ befindet sich jedoch
außerhalb der Umgebung U , welche durch den Kreis gekennzeichnet ist, so dass nach
Tabelle 8.1 der Fallback-Modus genutzt werden muss. Dieser liefert als Scha¨tzung cˆFb
den Messwert cˆ1 = f1. Es wird also im ersten Iterationsschritt eine neue Umgebung U um
Messwert 1 (jetzt cˆ1) aufgebaut und die Stu¨tzstelle aus C˜1 ausgewertet, die der Stu¨tzstelle
des a¨ltesten Messwerts (hier auch Messwert 1) entspricht.
a) Initialer Zustand b) erster Iterationsschritt c) zweiter Iterationsschritt
Abbildung 8.6: Initialisierung sowie Iterationsschritte eins und zwei des Algorithmus
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Die quadratische Approximation im zweiten Iterationsschritt liefert wieder keine Lo¨sung,
so dass wiederum der Fallback-Modus genutzt werden muss. Diesmal liefert dieser den
Messwert 6 als optimalen Kandidaten (cˆ2 in Abbildung 8.6c).
Der Algorithmus wird in den Abbildungen 8.7a) und b) fortgesetzt. Es ist zu erkennen,
dass die Auswertungen (blaue Kreise) der Stu¨tzstellen auf dem Rand der Umgebung U
im Uhrzeigersinn erfolgen. Die Iterationen 3 und 4 (das entspricht den Messpunkten 8
und 9) liefern keine Verbesserung des Scha¨tzwertes. Das heisst, die Werte an den Punkten
8 und 9 sind gro¨ßer als am Punkt 7, womit dieser als aktuelles Minimum cˆ3,4,5 erhalten
bleibt. Erst mit der zehnten Messung konnte das aktuelle Minimum verbessert werden.





⌉× der Fallback-Modus genutzt wurde.
Die Vergro¨ßerung des Radius ρ ist vergleichbar mit einer Erho¨hung der Schrittweite in
anderen Algorithmen. Dies soll sicherstellen, dass der Algorithmus nicht zu langsam kon-
vergiert. Die Erho¨hung soll dann erfolgt, wenn gerade die Ha¨lfte der fu¨r eine quadratische
Approximation beno¨tigten Evaluationen ein Minimum auf dem Rand geliefert haben. Dies
ist ein Hinweis, dass der Radius ρ aktuell zu klein gewa¨hlt wurde. Andererseits erlaubt die
Heuristik in einem gewissen Rahmen Ausreißer aufgrund von Rauschen im Messprozess.





= 3-mal auf dem Rand der Umgebung
U , so dass der Radius auf ρ = ρmax vera¨ndert wurde und zu einem vergro¨ßertem ρ im 6.
Iterationsschritt (Abbildung 8.7) fu¨hrt.
a) 3. - 5. Iterationsschritt b) 6. Iterationsschritt
Abbildung 8.7: Iterationsschritte 3 - 5 des Algorithmus
Der Radius wird in der darauf folgenden Iteration auf ρ = ρmin zuru¨ck gesetzt, um im
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weiteren Verlauf den mittlere Radius ρ wieder sukzessive zu veringern. Damit wird si-
chergestellt, dass der Regler spa¨ter dem System mit mo¨glichst optimalen ρ folgen kann.
Im Idealfall konvergiert ρ mit lim
i→∞
ρ = ρmin. Ist ρmax mit einer entsprechenden Toleranz
gewa¨hlt, so ko¨nnen nun auch die Abtastschritte wa¨hrend der eigentlichen Messung von
Oberfla¨chenschwingungen mit genutzt werden. In Abbildung 8.8b) ist die sukzessive Re-
duktion des Radius ρ sehr gut zu erkennen, da dass Minimum fu¨r 3 Schritte am Messpunkt
12 verbleibt. Weiterhin zeigt Abbildung 8.8b) die eigentliche Methodik des Verfahrens.
Wenn im weiterem Verlauf fu¨r die Evaluierung der Messpunkte 15, 16 und 17 ebenfalls
f15,16,17 > cˆ8 gelten sollte, so wa¨ren hinreichend viele unabha¨ngige Gleichungen vorhan-
den, um das LGS aus Gleichung (7.14) zu lo¨sen und die quadratische Appoximation wu¨rde
ein Modell liefern, welches ein Minimum in der Umgebung U prediktiert.
a) 7. Iterationsschritt b) 8.,9. und 10. Iterationsschritt
Abbildung 8.8: Iterationsschritte 7 - 10 des Algorithmus
Im vorliegenden Beispiel galt fu¨r Messwert 15 jedoch f15 < cˆ8,9,10. Zusa¨tzlich wird der
Radius ρ in der zwo¨lften Iteration wieder erho¨ht. Um den Algorithmus in Ga¨nze zu ver-
folgen entha¨lt die Abbildung 8.9 entha¨lt noch einmal alle bisherigen Iterationsschritte, die
erga¨nzend in Tabelle 8.2 detailiert aufgelistet sind. Der Fallback-Modus verschiebt den
Arbeitspunkt so lange in Richtung Minimum, bis eine quadratische Approximation um
einen Scha¨tzwert erfolgen kann. Diese Methode kann man, analog zu dem von Hooke und
Jeeves vorgestellten Verfahrens [42], als Tasten und Voranschreiten bezeichnen.
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Abbildung 8.9: 12 Iterationsschritte auf der sich lateral bewegenden Himmelblau-Funktion
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8.6 Beispiel zur quadratischen Approximation
Das Beispiel aus dem vorherigen Abschnitt 8.5 nutzte bisher nur eine Variation des Hooke-
Jeeves Verfahren. Dieser Abschnitt zeigt die Fortfu¨hrung des Algorithmus mit insgesamt
150 Iterationsschritten und ist in Abbildung 8.10 dargestellt. Um den Verlauf des Al-
gorithmus besser zu erkennen, wurde auf das Einzeichnen der Umgebung U verzichtet.
Der rote Pfad verbindet nacheinander die einzelnen gescha¨tzten Minimas. Das Ende des
schwarzen Kreisbogens (rechts unten in der Abbildung 8.10) kennzeichnet die aktuelle Po-
sition des tatsa¨chlichen Minimums, welches sich im Verlauf der Regelung stetig fortbewegt
hat. Sobald die Regelung einen Arbeitspunkt cˆi gefunden hat, welches sich hinreichend
nah am tatsa¨chlichen Minimum befindet, erfolgt die Scha¨tzung durch quadratische Ap-
proximation. Durch die Driftbewegung des optimalen Arbeitspunkts ordnet der Regler
die Position der Messpunkte schlauchfo¨rmig um den sich bewegenden Arbeitspunkt an.
Abbildung 8.10: 150 Iterationsschritte am Beispiel der Himmelblau-Funktion
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Sind die Messungen mit starken Rauschen belegt, so konvergiert ρ zu einem gro¨ßeren
mittleren Radius als bei geringen Rauschverhalten (siehe Abschnitt 8.7). Durch die Kon-
zeptionierung des Reglers wird ρ somit dynamisch an das Systemverhalten angepasst. Dies
ist in Abbildung 8.10 daran zu erkennen, dass der Radius sich immer weiter reduziert und
der Schlauch sich um den bewegenden Arbeitspunkt zusammen zieht.
Wie sich ρ u¨ber die Zeit entwickelt ist im Graph in Abbildung 8.11 an dem gru¨n gestri-
chelten Verlauf ersichtlich. Zusa¨tzlich ist noch der genutzte Modus (quadratische Appro-
ximation: 0, Fallback-Modus: 1) blau gepunktet im Graphen eingezeichnet. In schwarz ist
ist die Entfernung zum analytischen Minimum aufgetragen.
Zu Beginn der Regelung ist ein Einschwingverhalten von ρ zu erkennen, welches nach dem
Auffinden eines guten Arbeitspunkts cˆi abklingt und in ein monoton fallendes Verhalten
u¨bergeht. Nach ca. i = 35 Iterationsschritten ist der Abstand zwischen |cˆi − c?i | < ε. Der
Regler folgt nun c?i mit einer Genauigkeit von ε.
Abbildung 8.11: Auswertung der 150 Iterationsschritte
8.7 Beispiel der quadratischen Approximation bei
rauschbehafteter Zielfunktion
In realen Systemen sind Messwerte immer mit einem additiven Rauschen behaftet. Diese
ko¨nnen zum Beispiel durch thermische Bewegungen der Elektronen in der Messschaltung
verursacht werden. In den voran gegangenen Abschnitten 8.5 und 8.6 ist in dem Beispiel
ein Rauschterm R (c) = 0 angenommen worden. Nun soll u¨berpru¨ft werden inwiefern ein
Rauschterm R (c) 6= 0 das Verhalten des Reglers vera¨ndert. Der Term R (c) wurde u¨ber
einen Zufallszahlengenerator simuliert, der weißes Rauschen mit Werten aus dem Intervall
IR = [−1, 1] erzeugt, so dass man fu¨r die Fouriertransformierte F {R (c)} = const. erha¨lt.
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Um das Verhalten von ρ bei unterschiedlichen Rauschniveaus statistisch zu betrachten,
wurden 100 Durchla¨ufe (Regelung der sich lateral bewegenden Himmelblau-Funktion mit
je 300 Iterationsschritten) pro Rauschniveau durchgefu¨hrt und davon je der Mittelwert
gebildet. Die verschiedenen Rauschniveaus wurden durch einen multiplikativen Faktor t
mit t·R (c) realisiert. Dabei wurde t = [0, 3] beginnend bei t = 0 mit einer Schrittweite von
∆t = 0, 0612 sukzessive erho¨ht. Die Auswertung der statistischen Untersuchung (blau) in
Abbildung 8.12 zeigt die Entwicklung von ρ (t ·R (c)) bei steigendem Rauschniveau, wobei
ρ (t ·R (c)) u¨ber nichtlineare Regression (gru¨n gestrichelt) als
ρ (t ·R (c)) = a ·
√
bR (c) (t− d) (8.9)
identifiziert werden konnte. Abbildung 8.13 zeigt beispielhaft das Verhalten des Reglers
mit t = 2. Verglichen mit dem Verlauf in Abbildung 8.10 ist zu erkennen, dass der Radius
ρ, der die Auswertestellen schlauchfo¨rmig um das analytische Minimum anordnet, erho¨ht
ist. Die zeitliche Entwicklung von ρ ist zusa¨tzlich in Abbildung 8.14 aufgetragen. Ist das
Signal mit additiven Rauschen behaftet, so verla¨ngert sich der Einschwingvorgang von ρ
und konvergiert erst nach circa 250 Iterationen. Wa¨hrend des Einschwingvorgangs wech-
selt der Regler auch ha¨ufig zwischen quadratischer Approximation und dem Hooke-Jeves
basierten Fallback-Modus. Erst nach dem Einschwingen wird ausschließlich die quadrati-
sche Approximation genutzt.
Ein vergleichbares Verhalten wird auch durch die Erho¨hung der A¨nderungsrate pro Ite-
rationsschritt ∆ϕ oder, a¨quivalent, die Verringerung der Abtastrate TA erreicht. Daraus
ergibt sich, dass TA ∝ 1∆ϕ gilt. Wird TA zu klein gewa¨hlt, kann der Regler also nicht mehr
dem Minimum folgen.
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Abbildung 8.12: Verlauf von ρ (t ·R (c)) fu¨r t = 0, ..., 3 mit Schrittweite ∆t = 0, 0612
Abbildung 8.13: 300 Iterationsschritte am Beispiel der Himmelblau-Funktion mit t = 2
(zusa¨tzliches additives Rauschen)
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Abbildung 8.14: Auswertung der 300 Iterationsschritte (zusa¨tzliches additives Rauschen)
8.8 Validierung des Regler-Konzepts
Um das Regelkonzept zu validieren, wurde eine Benutzeroberfla¨che entworfen. Diese wur-
de in Visual Studio 2010 mit der Programmiersprache C++ erstellt und ist 8.15 zu se-
hen. Die Benutzeroberfla¨che ermo¨glicht es, den ungeregelten (reference) Signalpegel direkt
im laufenden Betrieb mit dem geregelten Signalpegel zu vergleichen. Dadurch konnten
verschiedene Tests am Vibrometer mit adaptiver Optik durchgefu¨hrt werden. Einerseits
sollte untersucht werden, ob der Regler mit dem gegebenen Stellglied genu¨gend schnell
nachstellen konnte, um den optimalen Arbeitspunkt zu folgen. Die Abtastgeschwindigkeit
war hierbei das maßgebliche Kriterium. Andererseits wurde u¨berpru¨ft, welche Parameter-
Kombinationen sinnvoll zur Regelung einsetzbar sind. Dazu wurden Messreihen fu¨r die
Referenzeinstellung (original Messpunkt ohne Optimierung und Regelung) VRef (k · TA)
und Messreihen mit den optimierten / geregelten Einstellungen VOpt (k · TA) und der Ab-
tastgeschwindigkeit TA erfasst.
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Abbildung 8.15: Grafische Benutzeroberfla¨che zur Regler-Validierung
Da der optimale Arbeitspunkt nicht analytisch berechnet werden konnte, musste ein Ver-
gleichskriterium geschaffen werden. Dazu wurde zwischen dem optimierten Arbeitspunkt
und dem Referenzpunkt (initial eingestellter Messpunkt vor der statischen Optimierung)
hin und her geschaltet. Die Abtast-Geschwindigkeit des Reglers wurde dadurch reduziert,
was jedoch in Kauf genommen werden mu¨sste, um beurteilen zu ko¨nnen, ob der Regler
auch im laufenden Betrieb die geforderten Kriterien erfu¨llen konnte. Die Benutzerober-
fla¨che in Abbildung 8.15 enthielt dazu ein spezielles Steuerelement (plot voltage level
of reference point), das die Zu- und Abschaltung des Referenzpunkts ermo¨glichte. Bei
spa¨teren Schwingungsmessungen mu¨ssen der optimierte Arbeitspunkt und der Referenz-
punkt entkoppelt werden, was durch die Abschaltung der Messung des Referenzpunkts
ermo¨glicht wird.
8.9 Regler-Verifizierung bei Nutzung von Doppel- und
Einzelparameter
Die Parameter X und Y, die die laterale Verschiebung auf der Messoberfla¨che beschrei-
ben, sind zu einem Doppelparameter zusammen gefasst. Das selbe gilt fu¨r die Parameter
Astigma X, Astigma Y und Coma X, Coma Y. Einzig die spa¨rische Aberration wird als
Einzelparameter betrachtet. Der Referenz-Algorithmus ist so ausgelegt, dass Doppel- und
Einzelparameter (siehe Tabelle 8.3) zur Optimierung und Regelung hinzu genommen oder
weg gelassen werden ko¨nnen. In Tabelle 8.3 sind zusa¨tzlich fu¨r die folgenden Messungen







X-Y 0,20304 0,27882 0,34039 Abbildung 8.16
Astigma X - Astigma Y 0,1024 0,25596 0,28916 Abbildung 8.17
Coma X - Coma Y 0,89645 0,28812 0,51866 Abbildung 8.18
spa¨rische Aberration 0,16947 0,30761 0,45263 Abbildung 8.19
Tabelle 8.3: U¨bersicht der betrachteten Parameter und Zuordnung der Auswertung
die mittleren Gewinne, das ∆VRef, welches als
∆VRef = max {VRef (k · TA)} −min {VRef (k · TA)} (8.10)
definiert ist, und das ∆VOpt, das a¨quivalent zu Gleichung (8.10) definiert ist, aufgefu¨hrt.
Das Verha¨ltnis ∆VOpt/∆VRef liefert ein Maß fu¨r die Stabilisierung, die der Regler realisiert.
Ist das Verha¨ltnis ∆VOpt/∆VRef < 1 konnte der Regler die Signalschwankungen reduzieren,
was zusa¨tzlich zu einem stabilisierten Signalpegel fu¨hrte. ∆V wird im weiterem Verlauf
auch als Schwankungsbreite des Signalpegels bezeichnet.
Die Fragestellung, die in diesem Abschnitt beantwortet werden soll, ergibt sich aus der
Anforderung einer mo¨glichst hohen Abtastgeschwindigkeit TA. Kann ein Doppel- oder
Einzelparameter ausreichen, um den Signalpegel ausreichend gut zu optimieren und dann
zu regeln? Wenn nein, welche Parameter kombiniert man sinnvollerweise, um den Signal-
pegel bestmo¨glich zu erho¨hen?
Dazu wurde nacheinander jeder Doppel- bzw. Einzelparameter statisch optimiert (siehe
Kapitel 5) und anschließend zwischen 100 und 300 s geregelt. Fu¨r den Regler wurde nach
ersten Tests ein ρmin = 0, 01 und aufgrund der Parameterbeschra¨nkungen ρmax = 0, 8
gewa¨hlt.
In den Abbildungen 8.16 - 8.19 sind exemplarisch Auswertungen des geregelten Systems
mit den verschiedenen Parametern dargestellt. Sie wurden auf einer stark streuenden,
gekru¨mmten Oberfla¨che durchgefu¨hrt, die eine ha¨ufige Applikation in der Vibrometrie
darstellt. Fu¨r die ersten Analysen wurde die Oberfla¨che noch nicht mit einer Schwin-
gung angeregt, da das Finden geeigneter Parameter im Fokus der Untersuchungen stand.
In den folgenden Abbildungen ist der Signalpegel ohne Regelung am Referenzpunkt in
blau und mit Regelung in rot abgebildet. Der Standardfehler, der aus jeder Messung mit
insgesamt je N = 20 Einzelmessungen (siehe Gleichung (7.42)) ist in gru¨n dargestellt.
Zusa¨tzlich ist jeweils in blau und rot gestrichelt der zugeho¨rige Mittelwert zum Referenz-
und optimierten Signal aufgetragen.
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Abbildung 8.17: Auswertung des Reglers fu¨r Doppelparameter
”
Astigma X-Astigma Y”
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Abbildung 8.18: Auswertung des Reglers fu¨r Doppelparameter
”
Coma X-Coma Y”
Abbildung 8.19: Auswertung des Reglers fu¨r Parameter
”
spha¨rische Aberration”
Bei Betrachtung der einzelnen Messungen ist zu erkennen, dass bei Wahl von Doppel-
bzw. Einzelparametern keine bzw. nur marginale Verbesserungen des Signalpegels erzielt
werden. Zudem ist zu erkennen, das die Schwankungsbreite zwischen minimalen und ma-
ximalen optimalen Signalpegel sowie zwischen minimalen und maximalen Referenzpegel
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sehr groß ist. Eine mo¨gliche Ursache ist der bei Beginn der Regelung niedrige Signalpegel,
der durch die Regelung nicht weiter erho¨ht werden konnte. Desweiteren kann der Arbeits-
punkt sich in einem lokalen Minimum der Gu¨tefunktion (siehe Gleichung (3.24)) befindet,
so dass ein besseres Minimum nicht angefahren wird. Hier wird auch ersichtlich, dass die
statische Optimierung aus Kapitel 5 obligatorisch ist und ein notwendiges Kriterium fu¨r
die Initialisierung des Extremwert-Reglers darstellt. Um eine Verbesserung des Signalpe-
gels hinsichtlich des mittleren Gewinns und der Schwankungsbreite zu erreichen, wurden
die Parameter kombiniert.
8.10 Regler-Verifizierung bei Nutzung kombinierter
Parameter
Die Verifizierung der kombinierten Parameter wurde mit der gleichen System-Konfiguration
wie in Abschnitt 8.9 vorgenommen. Auch diesmal wurde auf einer gekru¨mmten Oberfla¨che
gemessen. Die Abbildungen 8.20 bis 8.29 stellen exemplarisch die Auswertungen der kom-
binierten Parameter (siehe Tabelle 8.4) dar.
Nr. XY Ast. X-Ast. Y Coma X-Coma Y spha¨r. Aberr. zug. Auswertung
1 X - X - Abbildung 8.20
2 X X - - Abbildung 8.21
3 X - - X Abbildung 8.22
4 - X X - Abbildung 8.23
5 - X - X Abbildung 8.24
6 X X X - Abbildung 8.25
7 - X X X Abbildung 8.26
8 X - X X Abbildung 8.27
9 X X - X Abbildung 8.28
10 X X X X Abbildung 8.29
Tabelle 8.4: Parameterkominationen und Zuordnung der Auswertung
In den Abbildungen ist der mittlere Gewinn in Dezibel aufgetragen. Eine Verbesserung
des Signalpegels um 0,5 V entspricht einem Gewinn von 3 dB Lichtleistung auf dem
Detektor des Vibrometers, was mit einer Verdoppelung der Lichtleistung bedeutet. Bei
der Analyse der Messungen fa¨llt auf, das alle Durchla¨ufe, die den Parameter
”
spha¨rische
Aberration” enthalten, gute bis sehr gute Ergebnisse lieferten. Einzig die Messung die in
Abbildung 8.25 ausgewertet wurde, enthielt diesen Parameter nicht. Der Signalpegel stieg
um 6,2857 dB, bezogen auf die Lichtleistung entspricht dies eine 4,25-fache Verbesserung
am Detektor. Tabelle 8.5 fasst die Ergebnisse aller Auswertungen zusammen.
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Abbildung 8.20: Auswertung X-Y-Coma X-Coma Y
0
Abbildung 8.21: Auswertung X-Y-Astigma X-Astigma Y
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Abbildung 8.22: Auswertung X-Y-spa¨rische Aberration
Abbildung 8.23: Auswertung Astigma X-Astigma Y-Coma X-Coma Y
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Abbildung 8.24: Auswertung Astigma X-Astigma Y-spha¨rische Aberration
Abbildung 8.25: Auswertung X-Y-Astigma X-Astigma Y-Coma X-Coma Y
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Abbildung 8.26: Auswertung Astigma X-Astigma Y-Coma X-Coma Y-spa¨hrische Aberration
Abbildung 8.27: Auswertung X-Y-Coma X-ComaY-spha¨rische Aberration
8 Entwurf eines Extremwertreglers 119
Abbildung 8.28: Auswertung X-Y-Astigma X-Astigma Y-spha¨rische Aberration
Abbildung 8.29: Auswertung X-Y-Astigma X-Astigma Y-Coma X-Coma Y-spha¨rische Aber-
ration
Wenn man in Tabelle 8.5 die Auswertung zu Messung 10 betrachtet, fa¨llt auf, dass
∆VOpt/∆VRef > 1 ist. In der zugeho¨rigen Abbildung 8.29 ist zu Beginn der Regelung (bei
ca. 55 s) ein kurzzeitiger Einbruch des optimierten Signalpegels zu erkennen. Wenn man
erst ab diesem Zeitpunkt die Regelung betrachtet, so betra¨gt der Gewinn 6,7335 dB mit










1 1,6928 0,39048 0,79716 2,041
2 1,213 0,52957 0,82342 1,555
3 7,0034 0,71448 0,68449 0,958
4 2,2689 0,77792 1,2692 1,632
5 4,3857 0,64927 1,2812 1,973
6 6,2857 1,0115 0,53488 0,529
7 7,5679 0,7796 0,58567 0,751
8 5,2493 0,89923 0,46035 0,512
9 5,6636 0,89535 0,66419 0,741
10 6,6184 0,4023 0,66196 1,645
Tabelle 8.5: Auswertung der kombinierten Parameter
den Schwankungsbreiten ∆VRef = 0, 43615 V und ∆VOpt = 0, 31159 V, was zu einem
∆VOpt/∆Ref = 0, 714 fu¨hrt. Somit kommen vor allem die Parameterkombinationen 3, 7 und
10 aus Tabelle 8.4 in Frage, da sie den ho¨chsten Gewinn des SNR erzielen konnten. Fu¨r
die folgende Untersuchung wurde die Parameterkombination 10 gewa¨hlt.
8.11 Erfassung von Vibrationen mit geregeltem
Vibrometer
Zuletzt muss u¨berpru¨ft werden, ob die Erho¨hung des Signalpegels zu einer verbesserten
Vibrationsmessung fu¨hrt. Dazu wurde wa¨hrend der Regelung die Messung des Referenz-
punkts abgeschaltet, um eine Vermischung der Schwingungsmessung zwischen Referenz-
punkt und Arbeitspunkt auszuschließen. Die Oberfla¨che wurde mit einem sinusfo¨rmigen
Signal mit einer Frequenz von 600 Hz angeregt. Diese Frequnez sollte durch das Vibrome-
ter erfasst werden. Der Graf in Abbildung 8.30 zeigt den Verlauf des Signalpegels wa¨hrend
der Schwingungsmessung, welche im Zeitfenster von circa 80 bis 155 s vorgenommen wur-
de. Die Messung am Referenzpunkt (blau) wurde dazu in diesem Zeitraum abgeschaltet,
was an den Spru¨ngen von und nach Null zu erkennen ist.
Eine spezielle Vibrometer-Software erfasste die Schwingung auf dem Messobjekt paral-
lel zur in Abbildung 8.30 gezeigten Messung. In der Software wurden die gemessenen
Spektren intern u¨ber drei Messungen gemittelt. Das Ergebnis wird an dieser Stelle ex-
emplarisch anhand eines Vergleichs ausgewertet, der in Abbildung 8.31 gezeigt wird. In
rot ist das Frequenzspektrum mit eingeschalteten Extremwert-Regler abgebildet. Vergli-
chen wird dieses mit dem Frequenzspektrum einer ungeregelten Messung, welche in blau
dargestellt ist. Diese wurde unmittelbar nach der geregelten Messung durchgefu¨hrt. Dazu
wurde der Regelalgorithmus angehalten, um eine Kopplung zwischen beiden Betriebsmo-
di zu vermeiden. Bei eingeschalteter Reglung sind zusa¨tzliche Peaks zu erkennen, die im
ungeregelten Betrieb durch Rauschen u¨berlagert wurden.
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Die Regelung konnte den Arbeitspunkt im Optimum halten, so dass bisher nicht messbare
Vibrationen erfassbar werden, ohne auf Hilfsmittel, wie zum Beispiel stark streuende und
reflektierende Klebestreifen (Retro-Tape), zuru¨ck zu greifen.
Abbildung 8.30: Verlauf des Signalpegels wa¨hrend der Schwingungsmessung
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Abbildung 8.31: Messung an gekru¨mmter Oberfla¨che mit sinusfo¨rmiger Anregung bei 600 Hz
Um einen Vergleich zwischen geregelten und ungeregelten Betriebsmodus vornehmen zu
ko¨nnen, wurde der Mittelwert des Rauschens im Spektrum N (f) und der maximalen

















schen aufgefasst. Im Falle des ungeregelten Betriebs ergibt dies nach Gleichung (8.11)
ein SNRSpektr. = 2, 5309 und im geregelten Fall SNRSpektr. = 74, 7975. Das SNRSpektr.
konnte im vorliegenden Beispiel demnach um ein Faktor von 29, 55 verbessert werden.
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Die Laser-Doppler-Vibrometrie ist eine weit verbreitete Methode um Oberfla¨chenschwing-
ungen zu erfassen und auszuwerten. Die Anwendungsgebiete umfassen zum Beispiel die
Stabilita¨tsanalyse von dynamischen Systemen aus dem Automobilbereich, der Luftfahrt
oder im Bereich des Bauingenieurswesen. Die technischen Herausforderungen, denen sich
diese Messtechnik stellen muss, werden durch Entwicklungen in der Industrie vorgegeben
und stetig erho¨ht. Wo anfangs noch ein Einpunkt-Vibrometer genu¨gte, mu¨ssen und werden
mittlerweile ra¨umliche Informationen u¨ber die 3D-Vibrometrie verarbeitet.
Werden die zu messenden Strukturen kleiner, kommen Speckle-Dropouts ha¨ufiger vor, die
nicht mehr durch einfaches Verschieben des Messpunktes kompensierbar sind. Es werden
daher Messverfahren beno¨tigt, die Speckle-Dropouts kompensieren, ohne eine laterale Ver-
schiebung vorzunehmen. Mu¨ssen zudem keine Mittel zur Erho¨hung der Reflektivita¨t auf-
gebracht werden, so a¨ndern solche Verfahren das dynamische Verhalten des Messobjekts
nicht. Die vorgestellte Arbeit befasste sich mit einer Methode zur Reduktion von Speckle-
Dropouts, die auf der Modifikation der Phasenfront des genutzten Laserstrahls basiert.
Die Modifikation wird durch eine im Messaufbau integrierte adaptive Optik realisiert, so
dass das Detektorboard nach einer Optimierung der Phasenfront mit genu¨gend Lichtleis-
tung versorgt werden kann und damit die Erfassung von Oberfla¨chenschwingungen wieder
mo¨glich ist. Der genutzte Optimierer basiert auf dem DIRECT-Algorithmus, der um einen
stochastischen Scha¨tzer erweitert wurde. Dazu wird aus den vorhandenen Messwerten ein
Modell generiert und optimiert, was zu einer deutlichen Laufzeitverbesserung fu¨hrt. Der
urspru¨ngliche DIRECT-Algorithmus wurde dem neuen Hybrid-DIRECT gegenu¨ber ge-
stellt. Je nach Komplexita¨tsgrad des zu optimierenden Modells konnten Laufzeitverbes-
serungen im Bereich von 20 - 50% erzielt werden. Zudem haben Tests ergeben, dass eine
erhebliche Verbesserung der Lichtleistung am Detektor erzielt werden konnte. So konnte in
Experimenten gezeigt werden, dass das SNR um einen Faktor von 5,78 gesteigert werden
konnte. Dies bedeutet fu¨r die Spektralanalyse eine verbesserte Auflo¨sung, wodurch Effekte
untersucht werden ko¨nnen, die vorher durch u¨berlagerndes Rauschen verdeckt waren.
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Um Effekte zu kompensieren, die wa¨hrend der laufenden Messung den Signalpegel ver-
schlechtern, wurde ein zusa¨tzliches Regelungskonzept entwickelt. Zu diesen Effekten ge-
ho¨ren zum Beispiel
”
Luft-Schlieren” oder thermischer Drift des Gera¨ts. Das Konzept baut
auf die sukzessive parabolische Interpolation nach Heath auf und erweitert diese auf n Di-
mensionen. Von besonderer Bedeutung dieser Methode ist, dass fu¨r jeden Iterationsschritt
nur eine Messung beno¨tigt wird. Der Rand der Umgebung U um einen Arbeitspunkt
wird sukzessive evaluiert, wobei eine Heuristik bestimmt, wo sich der na¨chste Evaluati-
onspunkt befindet. Ist der Rand von U ein Kreis, so werden darauf nacheinander fest
definierte Positionen ausgewertet. Mit jeder neuen Messung wird ein aktueller Arbeits-
punkt ermittelt, indem eine quadratische Approximation aus den aktuellsten Messwerten
gebildet wird. Da u¨ber eine Kostenfunktion ausgewertet wird, liefert das Minimum dieser
Interpolation den neuen Arbeitspunkt. Ist der Arbeitspunkt stationa¨r, wird der Radius
der Umgebung U , auf dessen Rand die Auswertepunkte liegen, minimiert. Finden Driftbe-
wegungen des Arbeitspunkts statt, so folgt der Regler mit einer maximalen Schrittweite,
die durch einen Parameter ρmax limitiert ist. Der Parameter ρmax ist beschra¨nkt durch die
maximal gewu¨nschte Variation des Laser-Spots in Position und Form. Auch der Regler
wurde am realen System verifiziert. Die ausgewerteten Experimente haben nachweislich
gezeigt, dass durch die vorgestellte Methode der Signalpegel des Vibrometers verbessert
und stabilisiert werden konnte. Die Stabilisierung des Signalpegels fu¨hrt zu einer redu-
zierten Schwankungsbreite. Anhand eines Beispiels wurde das gemessene Spektrum mit
und ohne Regelung gegenu¨ber gestellt. Hier war eindeutig zu erkennen, das das Spektrum
mit dem geregelten Signalpegel wesentlich stabiler und rauscha¨rmer war, als die Spektren
ohne unterstu¨tzenden Regler.
Fu¨r den Extremwertregler werden nur die limitierenden Parameter ρmax und ρmin beno¨tigt,
da der Radius ρ der Umgebung U adaptiv aus dem Messprozess ermittelt wird. Der vor-
gestellte Extremwertregler wird typischerweise auf ein nichtlineares Regelungsproblem
angewendet werden. Fu¨r die nichtlineare Regelungstechnik steht keine geschlossene Theo-
rie zur Verfu¨gung, die zur Untersuchung der Stabilita¨t genutzt werden ko¨nnte. Dennoch
konnte gezeigt werden, dass die Robustheit des Reglers abha¨ngig von der Abtastrate des
Sensors ist. Es ist zu erwarten, dass der optimale Arbeitspunkt besser gescha¨tzt werden
kann, je ho¨her die Abtastrate ist. Weitergehende Studien und Untersuchungen ko¨nnen
dazu beitragen, entsprechende Stabilita¨tskriterien zu definieren.
Die angestellten Untersuchungen sind bisher im Bereich der Vorentwicklung zu betrachten.
Um ein fu¨r die Industrie nutzbares Produkt zu entwickeln, muss eine adaptive Optik
ausgewa¨hlt werden, die auch in rauen Umgebungen effizient und verla¨sslich arbeiten. Seit
einiger Zeit haben sich elektrisch fokussierbare Flu¨ssiglinsen in modernen Smartphones
etabliert. Solche Linsen haben ebenfalls keine mechanischen Elemente; eine entsprechende
Robustheit kann somit unterstellt werden. Sie wa¨ren somit eine mo¨gliche Alternative fu¨r
die bisher betrachteten adaptiven Optiken.
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