Photonics is a promising platform for quantum technologies [1]. However, photon sources [2] and two-photon gates [3] currently only operate probabilistically. Large-scale photonic processing will therefore be impossible without a multiplexing strategy to actively select successful events. High time-bandwidth-product quantum memories -devices that store and retrieve single photons on-demand -provide an efficient remedy via active synchronisation [4, 5] . Here we interface a GHz-bandwidth heralded single-photon source and a room-temperature Raman memory with a time-bandwidth product exceeding 1000. We store heralded single photons and observe a clear influence of the input photon statistics on the retrieved light which agrees with our theoretical model. The preservation of the stored field's statistics is limited by four-wave-mixing noise, which we identify as the key remaining challenge in the development of practical memories for scalable photonic information processing.
Photonics is a promising platform for quantum technologies [1] . However, photon sources [2] and two-photon gates [3] currently only operate probabilistically. Large-scale photonic processing will therefore be impossible without a multiplexing strategy to actively select successful events. High time-bandwidth-product quantum memories -devices that store and retrieve single photons on-demand -provide an efficient remedy via active synchronisation [4, 5] . Here we interface a GHz-bandwidth heralded single-photon source and a room-temperature Raman memory with a time-bandwidth product exceeding 1000. We store heralded single photons and observe a clear influence of the input photon statistics on the retrieved light which agrees with our theoretical model. The preservation of the stored field's statistics is limited by four-wave-mixing noise, which we identify as the key remaining challenge in the development of practical memories for scalable photonic information processing.
Temporal multiplexing with quantum memories works by storing the successful outputs of heralded, probabilistic photonic primitives, such as sources and gates. Ondemand retrieval can then be used to actively synchronise multiple operations, thereby making repeat-untilsuccess strategies scalable [4, 5] . A key figure of merit for this task is the time-bandwidth product B = τ δ, where τ is the memory lifetime and δ is the memory acceptance bandwidth. B corresponds to the maximum number of possible processor steps that can occur within the memory lifetime. Dramatic enhancements in the scaling of photonic networks become possible with B ∼ 1000 [5] . The very long storage times [6] [7] [8] and large timebandwidth products [9, 10] obtainable by optical storage in atoms make these systems prime candidates for temporal synchronisation devices.
The first step towards memory-based synchronisation of single-photon generation is the storage of single photons. This has been demonstrated by spin-wave storage in cold atomic ensembles [11] [12] [13] and by preprogrammed atomic-frequency-comb echoes in cryogenic rare-earth-doped crystals [14, 15] . Room-temperature storage [16, 17] and retrieval [18] of non-classical light has been achieved with narrow bandwidths on the order of a few MHz. However, a quantum memory suitable for large-scale temporal multiplexing is still elusive. Key desiderata are broad acceptance bandwidths, on-demand storage and retrieval, and room-temperature operation with low noise.
In this paper we report the storage and retrieval of GHz-bandwidth heralded photons, generated by spontaneous parametric down-conversation (SPDC), in a roomtemperature caesium-vapour Raman memory, for which B 1000 [9, 19] . Feed-forward control of the memory operation, which is crucial for on-demand synchronisation tasks, is implemented by triggering the memory on the detection of a herald photon. The performance of our system is characterised by measuring the autocorrelation of the fields transmitted through, and retrieved from the memory. We present a simple theoretical model and identify four-wave mixing as the sole significant noise source; suppressing this process will make it possible to use this technology to construct large-scale photonic networks.
Our memory is based on transient Raman absorption in a Cs vapour cell at 70
• C [9, 19, [21] [22] [23] (Fig. 2 and Methods). The memory's large acceptance bandwidth of δ = 1.2 GHz, set by the control pulse, allows the memory to be directly interfaced with a traveling-wave spontaneous parametric down-conversion (SPDC) source without the need to enhance the spectral brightness by an optical cavity [24] . Our source is based on type-II SPDC in a periodically-poled potassium-titanyl-phosphate (PP-KTP) waveguide (Fig. 1 a) . The single-pass waveguide is pumped by a pulse of approximately 260 ps duration at a wavelength of 426 nm. SPDC produces photons in pairs, thus we herald the presence of a signal photon to be stored in the memory by detecting its partner idler photon (D T ). Careful optimisation of the SPDC spatial mode ( Fig. 1 b-d ) and signal path transmission yields a heralding efficiency of η herald = 0.22. η herald is the probability that a single photon is sent into the memory given a herald detection event (see Supplementary Information). As shown in Fig. 1 a and g, we operate the memory in a feed-forward configuration (Methods), whereby herald detection triggers the preparation of the memory control field by pulse picking with a Pockels cell. Spectrally filtering the idler projects the signal photon's marginal spectrum into Raman resonance with the control [25] . Thus herald detection ensures that storage and retrieval are only attempted when a spectrally-matched photon is sent into the memory. To benchmark the storage of heralded single photons we also store coherent states with average photon numbers similar to η herald . These are generated by phase modulation of a weak control beam pick-off [9, 19, 22] . After the Cs cell memory, the control ) : A signal pulse, in two-photon resonance with a strong control and detuned by ∆ from the excited state in Cs, is stored in an ensemble of initially spin-polarised atoms (state |1 ). During storage the signal is read in by exciting a spin-wave coherence [19, 20] between the initial state |1 and the storage state |3 in the Cs. Read-out, by reapplication of the control, transfers the atoms back to the initial state |1 and releases the signal. f FWM noise process (main text and Supplementary Information): The control field can couple to the ground state |1 , driving spontaneous anti-Stokes scattering, which produces spurious atomic excitations that can be retrieved as noise. g Feed-forward timing diagram (see Methods): Herald detection triggers the Pockels cell to pick a pair of control pulses from the Ti:Sa output. Appropriate time delays ensure control and signal pulses enter the memory simultaneously.
field is removed from the signal by polarisation and spectral filtering. The emerging signal is then split 50:50 on a beam splitter and directed to a pair of photon-counting detectors (D H , D V ). See Methods and Supplementary Information for more details.
The memory efficiency and noise are determined by measuring the arrival time histograms of signal photons transmitted through and retrieved from the memory. As shown in Fig. 2 , the memory performance is nearly identical for both single-photon and coherent-state inputs, with an overall efficiency η tot of 21% for heralded single photons and 29% for coherent states, limited by the control pulse energy, mode-matching between signal and control, and optical pumping (Supplementary Informa- = 0.23, respectively. Green traces show the input signal field transmitted through the memory when the control field is blocked, i.e. the memory is off (signal only). Red lines show the noise emitted by the memory in the read-in and read-out time bin, when the input signal is blocked (control only). Blue lines display the pulses in each time bin when the memory is on, i.e. control field and input signal are applied together (signal + control). This includes signal, transmitted through or recalled from the memory, along with any added noise. Subtracting the noise from this trace in the read-out bin gives the effective retrieved signal (lilac). This is used in direct comparison with the input signal (signal only) to determine the memory efficiency (Supplementary Information).
tion). In addition to the memory signals, there is noise present in the read-in and the read-out time bins. It is visible as a pulse emitted from the memory, when only the control field is applied, which contains on average in = (6 ± 2) · 10 −2 photons per read-in control cycle and out = (15 ± 5) · 10 −2 photons per read-out control cycle. The noise originates from four-wave-mixing (FWM), which is a two-step process. First, the control generates spurious spin-wave excitations by spontaneous antiStokes scattering (Fig. 2 f, Supplementary Information) . Second, subsequent retrieval of these excitations by the control leads to the emission of Stokes photons into the signal mode, which cannot be separated from the signal. The FWM mechanism causes higher noise in the read-out time bin, where it contains contributions from the read and the write control pulses.
The signal-to-noise ratio (SNR), i.e. the ratio of the -differences between coherent-state and heralded single-photon inputs. In all three cases, the experimentally observed drop in g (2) between coherent-state and heralded-single photon inputs is well predicted by the model. number of retrieved signal photons to the number of noise photons, is SNR = η tot η herald / out = 0.3 ± 0.1, Notably, the heralding efficiency η herald sets tight tolerances on the unconditional noise floor of the memory. For future implementations it is thus vital to understand the effects of noise on the properties of stored single photons.
We characterise these effects by measuring the g (2) autocorrelation of all field combinations shown in Fig. 2 for both time bins. From the detector count statistics, the normalised autocorrelation, conditional on herald de-tection, is given by Blocking the control field, we measure g (2) = 1.01 ± 0.01 for coherent-state inputs (average over all input photon numbers N COH in ) and g (2) = 0.016 ± 0.004 for the single-photon input, which are close to the ideal values of 1 and 0. When the input signal is blocked, we measure g (2) = 1.62 ± 0.04 and g (2) = 1.70 ± 0.02 for the noise in the input and output time bins, respectively. With normal memory operation, i.e. signal and control applied, the photon statistics are modified by the accompanying FWM process. The noise generated by this mechanism increases the g (2) of the transmitted and retrieved signals, yielding the results displayed in Fig. 3 . In the input time bin, transmitted coherent-state signals converge towards the ideal g (2) = 1 for large input photon numbers of N in ∼ 2.5, as the SNR improves. Heralded single photons show g (2) = 0.92 ± 0.02, slightly below the classicality boundary. Looking at the memory read-out ( Fig.  3 b) , we find that coherent states with an input photon number of N COH in = 0.23 ≈ η herald have g (2) = 1.69 ± 0.02 and are thus indistinguishable from the noise. Heralded single photons however show g (2) = 1.59 ± 0.03, which is a drop in g (2) by more than 3 standard deviations compared to coherent states and noise (Supplementary Information). Thus, although the g (2) is above the classical boundary, the lower value of g (2) for single photon input compared to that for weak coherent states reveals the influence of the non-classical SPDC input photon statistics in the memory read-out.
The measured photon statistics are in agreement with a theoretical model of FWM that takes into account the full coherent off-resonant interaction between the incident light fields and the spin-wave excitation in the Cs ground states, with no free parameters (Fig. 3 a-c) (Supplementary Information). To test the model prediction further, we also investigate the statistics without spin-wave storage by preventing atomic state preparation (diode laser blocked, Fig. 3 c) . In all cases the model and data are in agreement, illustrated by the bar graphs in Fig. 3 d-f . Notably, the same cannot be obtained by incoherently combining the noise statistics with those of the input signal fields ([26] , Supplementary Information). This close description supports the conclusion that FWM is the only remaining challenge for full photon statistics conservation during memory storage.
In this letter we have investigated the storage and retrieval of broadband heralded single photons in a roomtemperature memory. Our results show the suitability of our system for temporal-multiplexing of heralded single photons, which is a key goal for optical quantum information science. The detailed understanding of the FWM noise influence on the stored and retrieved signal is a critical insight for the mitigation of this remaining challenge [27] . In principle, FWM can be suppressed by terminating the control field coupling to the initial atomic ground state via polarisation selection rules. This approach is ineffective in alkali vapours far from resonance [28] . As FWM is constrained by phase-matching similar to SPDC [29] , an alternative could be to introduce dispersion between the Stokes and anti-Stokes frequencies, or to use a storage medium with larger Stokes shifts [30] . For our system, a promising approach is to reduce the density of states at the anti-Stokes frequency by placing the memory inside a low-finesse cavity or photonicbandgap structure [23] . A FWM suppression by a factor of ∼ 2.5, achievable with these techniques, would preserve the nonclassical signature of retrieved heralded single photons (Supplementary Information). The resulting control over FWM will enable operation of our system as a noise-free memory for scalable photonics in the near future.
Methods
The Raman memory protocol: As shown in Fig. 1 a and e, storage of a signal field, which is blue-detuned by ∆ = 15.2 GHz from the Cs D2-line, is triggered by a copropagating, orthogonally polarised control pulse tuned into two-photon resonance with the ground-state hyperfine transition (∆s = 9.2 GHz). Signal storage transfers Cs atoms, initially prepared in the 6 2 S 1 2 F = 4 hyperfine ground state (|1 ) by optical pumping with a counter-propagating resonant diode laser, to the 6 2 S 1 2 F = 3 hyperfine ground state (|3 ), exciting a spin-wave coherence between both states [19] [20] [21] . Re-application of the control field drives the reverse process, producing a read-out signal and returning the atoms to |1 .
Memory and signal preparation: As illustrated in Fig. 1 a, a mode-locked Ti:Sa oscillator (Spectra Physics Tsunami), emitting an 80 MHz train of 360 ps pulses at 852 nm with 1.2 W average power (IR), is frequency doubled in a 2 mm PPKPT crystal. The produced secondharmonic (SHG) radiation, at 426 nm, pumps SPDC in a 3 µm × 6 µm × 2 cm PPKTP waveguide (waveguide coupling efficiency ηC ≈ 10 %) with an average input power of ≈ 1 mW. The remaining, un-converted Ti:Sa pulses, at 852 nm, are recovered to provide the memory control pulses by separation from the SHG on a dichroic mirror. The control field is generated by picking two consecutive pulses from the Ti:Sa pulse train for 12.5 ns storage time, which is done by a Pockels cell (PC), triggered on SPDC herald detection events (Supplementary Information). Coherent-state input signal pulses are produced by re-directing a small fraction of the picked control beam through an electro-optic modulator (EOM), generating 9.2 GHz sidebands on the first (write) pulse. An air-spaced etalon (38.86 GHz free-spectral range) is used to isolate the red-detuned sideband required for two photon resonance. The memory is prepared in the 6 2 S 1 2 F = 4 hyperfine manifold by optical pumping with a CW frequency-stabilised external cavity diode laser. The beam, with ≈ 3 mW average power, is counter-propagating along the control beam path and resonant with the 6
D2-transition (the upper hyperfine structure is not resolved due to Doppler broadening).
Single-photon source and feed-forward operation: The PPKTP waveguide (AdvR) produces near-degenerate, orthogonally polarised signal and idler photon pairs at 852 nm with a phasematching bandwidth of ∼ 0.1 nm (Fig. 1) . The idler is frequency-filtered using a 0.01 nm bandwidth volume holographic grating (ONDAX ), followed by four air-gap Fabry-Perot (FP) etalons with a free-spectral range (FSR) of 18.2 GHz (two) and 103 GHz (two), respectively (herald filter in Fig. 1 a) . Setting the filter resonance to ∆ = +24.4 GHz detuning from the 6
transition projects the SPDC signal into two-photon resonance with the control (Fig. 1 e) . Electronic signals from herald detection on a single-photon counting module (Perkin Elmer, SPCM DT in Fig. 1 a) are fed to the PC for control pulse picking (Fig. 1  g) . The heralded SPDC signal photons meanwhile propagate in an 83 m long single-mode fibre (SMF), which provides sufficient time delay to compensate the electronic delays of the SPCM and the PC. A digital delay generator (SRS DG535 ) provides fine adjustment of the PC trigger to synchronise the arrival times of SPDC signal photons and the control read-in pulse at the memory cell (Supplementary Information). The herald detection rate is fixed between 5.3 − 7.3 kHz at 1 mW UV pump, which is limited by the PC, leading to a detected signal-idler coincidence rate of ≈ 30 Hz (Supplementary Information).
Signal detection At the memory output, the control is separated from the signal first by polarisation filtering on a polarising beam displacer (shown as a PBS in Fig. 1 a, also used for insertion of the optical pump), providing control attenuation of ≥ 40 dB. Subsequently the signal is spatially filtered using an SMF and frequency-filtered by five air-gap Fabry-Perot etalons, with 18.2 GHz FSR (three) and 103 GHz FSR (two) (signal filter in Fig. 1 a) . The etalon chain suppresses the control by 90 dB with respect to the signal, which has an on-resonance transmission of T ≈ 10 %. Notably, the filtering also removes any collisional fluorescence noise generated by the control fields. For measurement of the heralded autocorrelation function g (2) , the signal is split into two spatial modes on a PBS. Each mode is coupled into multi-mode fibres (MMF), leading to two single-photon counting modules (Perkin Elmer, SPCMs DH and DV in Fig. 1 a) . Detection events of both SPCMs are counted by a field-programmable gate array (FPGA) in coincidence with the herald SPCM. Furthermore, a time-to-amplitude-converter (TAC) -multichannel-analyser (MCA) system is used to record arrival time histograms between herald and signal photons in the horizontally-polarised detection arm. The histograms shown in Fig. 2 
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In the case of heralded SPDC photon storage with feed-forward memory operation (Fig. S1 a) , the output (IR) of our frequency and beam pointing stabilised Ti:Sa laser is frequency-doubled (SHG, violet panel) with η SHG ≈ 0.005
efficiency to generate the UV pump (blue line) for the PPKTP waveguide SPDC source (yellow panel). The SPDC signal (purple) and idler (red) photons are single-mode fibre (SMF) coupled with η signal = 72 ± 2 % and η herald = 73 ± 2 % efficiency, respectively. Subsequently, the idler is frequency-filtered (purple panel, see Methods), with one of the etalons (FSR = 103 GHz) conveniently used in double-pass (Fig. S1 c) . The peak transmission of the herald filter stage is T = 31 ± 2 %. It is measured by 360 ps Ti:Sa laser pulses, which are resonant with the etalons and employed for alignment. Idler detection on SPCM D T sends an electronic trigger pulse (thin red line Fig. S1 c) to a digital delay generator unit. The digital delay generator sends appropriately delayed gating pulses the FPGA and TAC/MCA modules for coincidence counting with the signal SPCMs D H and D V , as well as the Pockels cell trigger unit (see feed-forward operation in Methods). The unconverted Ti:Sa pulses are pulse-picked by the Pockels cell (pink panel), SMF-coupled (SMF length 10 m, coupling efficiency η control ≈ 53 %) and delayed to temporally overlap with the SPDC signal pulses in the caesium (Cs) cell (see main text and Methods for a pulse timing description). SPDC signal photons are also delayed by two SMFs of 83 m and 7.97 m length, respectively, before being combined with the control field on a PBS in front of the Cs cell. In order to switch between heralded SPDC photons and coherent states as memory input signals, a PBS is used to couple the coherent state pulses into the second signal SMF. Notably, only one input type is applied at any one time. Thus, for heralded SPDC storage experiments, the coherent state arm is blocked and vice versa. In the case of coherent state storage (Fig. S1 b) , the digital delay generator is triggered by the Ti:Sa intra-cavity photodiode signal. Additionally the digital delay generator also switches the EOM (see Methods), used to generate the coherent state signal by phase modulation of a small pick-off from the control pulses, which are, as before, selected from the unconverted IR output of the SHG source by the Pockels cell. Using a fast rf-switch (6 ns rise time), the EOM is only supplied with the required 9.2 GHz modulation frequency for the input time bin. As a result, coherent state input signal pulses are only present in the read-in time bin, whereas the control pulses for storage and retrieval exist for both time bins [1, 2] . Notably, switching the experimental control electronics between the configurations for heralded SPDC photon and coherent state input signals only requires a change in the settings of the digital delay generator.
In both configurations, the signal is stored in the Cs cell, which is surrounded by a single layer magnetic shield [1, 2] (orange panel). The Cs vapour is heated to 70
• C, with a cell cold spot at 67.5
• C. The counter-propagating optical pumping beam from the frequency stabilised external cavity diode laser (grey panel) is on continuously during the heralded single photon storage experiment. It is turned off by an acusto-optic modulator (AOM), also gated by the digital delay generator, during the storage time for coherent state input signals. This difference results from the long AOM switching times in our setup configuration of ≈ 1 µs, which exceeds the available SMF time delay of the heralded SPDC signal photons. For coherent state storage this limitation does not arise. Here, in contrast to the probabilistic occurrences of SPDC herald detection events, the Ti:Sa photodiode provides a deterministic repetition rate of 80 MHz. Thus the AOM switch-off can be postponed by one repetition cycle to turn the optical pumping off for the following storage event. To this end the 5.72 kHz repetition rate for memory experiments leaves 1.7 ms between arXiv:1405.1470v1 [quant-ph] 6 May 2014 storage events, which suffices for AOM switching. Notably, while the presence of the optical pumping slightly reduces the overall memory efficiency η tot for heralded SPDC photons (see III), we have certified that this difference in the optical pumping timing has no influence on the photon statistics. It neither affects the g (2) of the retrieved signal, nor the g (2) of the noise in both time bins. Behind the memory, signal and control are separated spatially on a calcite polarising-beam displacer (PBD), which provides high-quality polarisation extinction (≥ 40 dB) of the undesired mode. The signal is SMF-coupled (η sig.filt. ≈ 88 %) and frequency-filtered (green panel, see Methods), again using the FSR = 103 GHz etalon in double-pass. The peak transmission of the signal filter for 360 ps Ti:Sa laser pulses is T ≈ 10 %, which includes SMF-coupling and the transmission of the optics behind the Cs cell. To measure g (2) , the signal is split up 50 : 50 on a PBS, multi-mode fibre (MMF) coupled and detected using 
II. HERALDING EFFICIENCY
The heralding efficiency of η herald = 0.22, quoted in the main text, represents the probability of observing a signal photon at the memory input facet, upon detection of a herald photon. In other words, this corresponds to the number of photons sent into the memory when detecting a herald photon, which triggers a memory experiment by picking a control pulse sequence with the Pockels cell. The heralding efficiency is recorded by turning off the memory interaction (blocking the control), while still optically pumping the Cs atoms. The accumulated coincidences between the herald and each of the signal detectors c her,sig = c her,H + c her,V are normalised by the number c her of counts registered on the herald detector D T . This ratio is corrected for the combined transmission of the Cs cell, the optics behind the memory output and the transmission of the signal filter stage, T tot ≈ 10 %, as well as the detection efficiency of the SPCMs D H , D V , which are assumed as η SPCM ≈ 50 %. From these numbers the heralding efficiency is obtained by
Notably this definition assumes negligible contributions from higher order SPDC emissions, which is justified in our case and can be seen by the low g (2) = 0.016 ± 0.004 measured for heralded SPDC input signals (main text).
III. MEMORY EFFICIENCY
The memory efficiency is calculated from the coincidence count rates between signal and herald SPCMs for the memory input and output time bins, c in/out
her,H/V . These are measured for 4 different input field combinations (l), referred to as experimental settings, to access all contributions to the detected signal (see also Fig. 2 ):
1. Memory on (scd ): signal (s), control (c) and optical pumping (d ) are sent into the Cs cell (blue lines in Fig. 2 ). Fig. 2 ). Fig. 2 ). 
Input signal (sd ): control is blocked (green lines in

Noise (cd ): input signal is blocked (red lines in
whereby the error on η tot derives from Gaussian error propagation using Poissonian count rate errors on the c = 0.23 photons per pulse) the memory efficiency is η tot = 29.02% ± 0.9%. The difference is firstly due to the absence of optical pumping during storage for coherent state inputs (see I). Secondly a residual mode mismatch between the spectra of heralded SPDC photons and the control pulses also contributes, which leads to a decrease in memory read-in efficiency of SPDC signal photons compared to storage of coherent state inputs. The mismatch arises from filtering of the SPDC idler photons, which does not perfectly project the signal into the spectral mode of the control.
A. Measurement procedure for g (2) To determine the g (2) -values, presented in Fig. 3 , with sufficient precision, we need to collect count rate statistics on the coincidence probabilities p over long time scales. Long measurement times are necessary due to a technical limitation on the experiment repetition rate f rep , which arises from the Pockels cell. At too high a repetition rate, the Pockels cell pulse-picking extinction ratio, Fig. 1 ) make it necessary to run the experiment over several days for each input signal type (heralded SPDC photons, coherent states at different mean photon numbers). Table 1 between different measurement days is ensured by following a procedure, where a set sequence of experiment runs is conducted during each day. In each run the g (2) of the signal input is measured first for ≈ 10 min. by blocking the control field (sd ). Subsequently, the g (2) for the transmitted and retrieved signal with active memory interaction (scd ) is recorded for ≈ 30 min. Finally, the g (2) of the FWM noise is measured for ≈ 30 min. by blocking the signal input to the memory (cd ). For each run, we also calculate the memory efficiency using Eq. 1. Notably the counts c in/out l , entering Eq. 1, are scaled according to the measurements times of each setting l. The quoted efficiencies η tot (main text and III) represent the average memory efficiencies over all runs. Between each measurement run, the spatial overlap between signal, control and optical pumping is optimised for maximum memory efficiency. Furthermore, the filter stage alignment as well as the source heralding efficiency are inspected and re-optimised, if required. This procedure minimises systematic drifts in the experimental apparatus.
B. Calculation of g (2) In the calculation of the g (2) -values for all input signal types, as shown by the datapoints in Fig. 3 , with the exception of the input g (2) for coherent states, we use Poissonian counting statistics and sum the observed count rates over all measurement runs j. Consequently the herald counts c her , the coincidence counts c , with k ∈ {(her,H), (her,V), (her,H,V)}, and in turn also
are obtained using the summed coincidence counts c t k,l . The errors are given by Gaussian error propagation, using the Poissonian errors for the individual coincidence counts ∆c t k,l = c t k,l . This procedure is justified as the observed count rates for the each type of input signal (i.e. heralded SPDC or coherent state with fixed photon number) are similar for each measurement day. We test the validity of this procedure by also determining the g .
Performing a double-sided, one-sample Student T-test on the g
j,l,t with g
l,t from Eq. 2 as the assumed population mean, yields that the Null hypothesis (H 0 ) of g (2) l,t being the mean of the g (2) j,l,t cannot be rejected for any input signal type l and time bin t with ≥ 95 % confidence. The applicability of the T-test is also tested by performing a Shapiro-Wilk test on the g (2) j,l,t , where the Null hypothesis of the g (2) j,l,t being normally distributed cannot be rejected with ≥ 95 % confidence for all input signal types l and time bins t. Notably, a normal distribution of the g (2) j,l,t is expected from the central limit theorem, despite the fact that the variables c t j,k,l , going into Eq. 2, are count rates with Poissonian distributions [3] . To obtain g (2) in = 1.01 ± 0.01 for coherent states inputs, i.e. the measured g (2) when the control field is blocked (sd ), we combine the data for all input photon numbers N COH in (green points in Fig. 3 and Fig. S2 ) and calculate a weighted average over the g (2) l,t , with the total measurement time ∆t meas for each input photon number N COH in as a weighting factor. Using the weighted mean over the g (2) j,l,t for all individual measurement runs j, instead of the sum over all j, is required as the c (see table 1 ).
C. Statistical significance of g (2) difference between heralded SPDC photons and coherent states
To evaluate the statistical significance of the drop in g (2) between coherent states at N COH in = 0.23 and heralded single photons at η herald (Fig. 3) retrieved from the memory, we perform a one-sided, two-sample Welch test on the individual g
j,scd,out for both input signal types (with the measurement runs j as in IV A). A Welch test is chosen since the g In conclusion, we can thus state that there is a statistically significant difference between the g (2) j -values of retrieved heralded single photons with respect to those of retrieved coherent states at equal photon number, as well as with respect to the g (2) j of the FWM noise. In contrast, there is no significant difference between the coherent state and FWM g (2) j -values. Fig. 3 in the main text shows our measurements of the g (2) field autocorrelations alongside the predictions of a theoretical model that includes the effects of four-wave mixing seeded by spontaneous anti-Stokes scattering. The agreement is extremely good, which suggests that four-wave mixing is the only significant source of noise in the memory. Here we briefly outline the theoretical model, which is based on [4, 5] , and is in fact identical to [6] . We consider one-dimensional propagation along the z-axis, normalised so that z runs from 0 to 1, of Stokes (signal) and anti-Stokes fields S, A through an ensemble of three-level Λ-type atoms (Fig. 1 e, f ) in the presence of a control pulse with time-dependent Rabi frequency Ω(τ ), where τ = t − z/c is the local time, at time t, in a frame propagating with the pulse at velocity c. After adiabatic elimination of the excited state |2 [7, 8] , the Maxwell-Bloch equations describing the Raman interaction of the fields with the ground state coherence are given by
where B = j:atoms at z |3 j 1 j | e ik B z is the annihilation operator for spin wave excitations with wavevector k B = k A − k S , with k S,A the Stokes, anti-Stokes wave vectors. The effective time = (τ ) = α τ −∞ |Ω(τ )| 2 dτ , with α such that (∞) = 1, parameterises the adiabatic following of the control pulse [9] . With this coordinate transformation, the dynamic Stark shift is s = (α∆) −1 + (α∆ ) −1 , where ∆ = ∆ + ∆ s is the anti-Stokes detuning (Fig. 1 e) . The dimensionless coupling constant C is given by C 2 = dγ/α∆ 2 , where d is the resonant optical depth and γ the homogeneous linewidth of the excited state [8, 10] . C is identical to C, except that ∆ is replaced by ∆ . The population inversion is w = p 1 − p 3 , where p 1 = |1 1| and p 3 = |3 3| are the initial occupation probabilities of the ground states |1 , |3 , respectively. Finally, we have defined the four-wave mixing phase mismatch κ = 2k Ω − k S − k A , where k Ω = Lω c /c + dγ(p 3 /∆ + p 1 /∆ ) is the wavevector of the control with frequency ω c . We also have
Here the length L of the cell appears, to account for the normalisation of the z-coordinate. These expressions are simply derived by considering the refractive index for each field, due to off-resonant interaction with the atomic transitions. Note that on Raman resonance we have ω S = ω c − ∆ s and ω A = ω c + ∆ s . Our experiments were done with a 7.5 cm caesium cell held at 70
• C, giving a resonant optical depth d ≈ 1800. We focus 10 nJ control pulses with duration T c = 360 ps into the cell with a waist ∼300 µm, giving a peak Rabi frequency Ω max = 4.2 GHz, so that α = 0.31 ns. We operate blue-detuned from resonance with the D 2 line, with a detuning of ∆ = 15.2 GHz, and the Stokes shift in caesium is ∆ s = 9.2 GHz. Finally, the homogeneous linewidth is γ = 16 MHz, so that we have C = 0.82. When the memory is operated normally, the atoms are optically pumped into the ground state |1 , and we set p 3 = 0 (w = 1). For the case where the optical pumping beam is blocked, the atoms thermalise and we set p 3 = 0.5 (w = 0). The system of coupled partial differential operator equations (4) is linear, and the solutions can therefore be written as a linear mapping from initial input to final output fields via the system's Green's functions G jk . For example, the signal field transmitted through the memory during the storage interaction is
where 'vac' and 'therm' denote initial vacuum and thermal states for the anti-Stokes and spin-wave fields. The signal field retrieved from the memory after a storage time T is given by a similar expression,
where to a good approximation in our experiment we may neglect decoherence and set B T = B out , since T = 12.5 ns, while the memory lifetime is > 1 µs [1]). Here, the spin-wave at the end of the storage interaction is given by
The g (2) autocorrelation for a short-pulsed time-dependent field measured by slow detectors is given by
where the label 'x' is either 'ret' or 'trans'. Since the initial field operators satisfy bosonic commutation relations (or in the case of [B in (z), B † in (z )] = wδ(z − z ), boson-like) and their expectation values on the initial state of the atomic-optical system are known, the expectation values of normally ordered products of the output field operators can be computed from products of the Green's functions [4, 6] , enabling the calculation of the g (2) . The Green's functions can be found analytically [6] , although for convenience we use a previously-developed numerical code. Full details will be given elsewhere. However here we note that the g (2) predicted by this calculation depends on the statistics of the input field, and on its brightness, through taking expectation values involving the field operator S in in Eq. (5).
B. Monte-Carlo error propagation
We used a Monte-Carlo approach to generate the shaded error regions around the theoretical predictions plotted in Fig. 3 in the main text, and in Fig. S2 below. We computed the theory predictions 1000 times, with each input parameter drawn from a Gaussian distribution with standard deviation set by its experimental uncertainty. For each value of N in , the standard deviations of the predictions were then used to set the vertical width of the error regions in the plots. The errors on the various input parameters were estimated as follows. We cross-check our description for the combined dynamics of the signal and the FWM noise by investigating the expected photon statistics using an incoherent interaction model. In this case, the combined photon statistics g (2) tot is assumed to consist of a superposition between FWM noise g (2) noise and the input signal g
sig , whereby both fields are imagined to be combined on a beam-splitter. The expected value for g (2) tot is derived following the argumentation presented in [11] , providing
sig + 2N sig · N noise + (N noise ) 2 · g (2) noise
which depends on the number of signal photons, N sig , and noise photons, N noise , per pulse contributing to the mixture. In the memory on cases, N sig is either the transmitted (leakage) fraction of the signal, N sig = (1 − η read-in ) · N sd in , or the retrieved fraction of the signal, N sig = η tot · N sd in . Here N sd in is the input photon number for the respective signal type (see III), η read-in is the memory read-in efficiency and η tot is the total memory efficiency (storage and retrieval). For the example of heralded single photons, these numbers are N sd in = η herald = 0.22 ± 0.03, η read-in = 39.1% ± 3.5% and η tot = 21.1% ± 1.9%. The results of Eq. 7 are shown in Fig. S2 alongside the experimental data and the coherent g (2) -model predictions. Clearly the prediction from the incoherent model significantly underestimates the experimentally measured g (2) data in all three observed cases (memory on input and output time bin as well as optical pumping off). Notably one could argue that the conservation of the photon statistics for the input signal during memory storage is not necessarily a given. In such a case, it would thus not be justified to use g (2) sig of the input signal in Eq. 7 for calculating g (2) tot of the memory output, comprising retrieved signal and noise. Instead, a modified g (2) sig would need to be used, which is not directly accessible experimentally. This potential flaw is circumvented by also measuring g (2) tot with the optical pumping switched off (Fig. S2 c and Fig. 3 c) . Here there is no Raman storage, hence no modification of g (2) sig should occur. Moreover, N sig corresponds directly to the input photon number N in , without any additional memory efficiency factors. Since Eq. 7 also fails to describe the situation without optical pumping, where all variables are known by direct measurement, we can reject this model and its associated implication. In conclusion, both light fields cannot be considered as individual entities. Consequently, the system can only be correctly described when taking the full dynamics between the Cs atoms and the input light fields into account.
D. Effect of reduced anti-Stokes scattering
The undesired effects of four-wave mixing can be reduced by suppressing the strength of anti-Stokes scattering. To explore this theoretically, we consider the storage and retrieval of single photons with a range of values for the ratio of coupling strengths R = C /C. As shown in Fig. S3 below, suppressing the anti-Stokes coupling by a factor of 2.5 is sufficient to observe non-classical statistics at the output. If a suppression of 30 could be achieved, the output statistics would be as non-classical as those of the input (i.e. the noise would be dominated by the source, rather than the memory). -values expected from the incoherent interaction model in Eq. 7 (dashed lines) versus the experimental data (points) and the coherent g (2) -model prediction (solid lines), for (a) the fields transmitted through the memory at storage, (b) the fields retrieved from the memory at read-out, and (c) the fields transmitted through the memory when the optical pumping beam is blocked. Grey shaded regions denote errors derive from the experimentally measured errors on the variables in Eq. 7 and from propagating uncertainties in the experimental parameters through the FWM model with a Monte-Carlo simulation (see §V B). The remaining colour coding is as described in Fig. 3 in the main text. (2) FIG. S3: Theoretical prediction for the g (2) autocorrelation of the retrieved field after storing a single photon, as the ratio R = C /C is varied. The vertical dotted line shows the value R = 0.625 that describes our experiments.
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