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SUMMARY 
 
Carsharing is emerging as an alternative means of car ownership and use, exhibiting great 
promise in improving mobility and lowering emissions. With its rising popularity, there 
arises a need for intelligent decision support tools for multiple-station carsharing 
operators with flexible return time and stations. This thesis presents four decision support 
tools to assist operators of such carsharing systems. The suite of tools developed in this 
research consists of a hybrid forecasting model, a vehicle relocation simulation model, a 
pre-emptive vehicle relocation simulation model and an integrated heuristic approach to 
optimizing vehicle relocation.  
 
Trip forecasting forms the first and most important step towards efficiently allocating 
vehicle resource to meet potential customer trip demands. Through an exploration of new 
and existing trip forecasting models, a new hybrid forecasting model based on multilayer 
perceptron neural network and Holt’s model (MLP-H Filter in short) is developed. 
Validated against a set of commercially operational data from a multiple-station 
carsharing company with flexible return time and stations, results show the MLP-H Filter 
to effectively improve average forecast accuracy by 0.27 veh/3hr and 0.04 veh/3hr 
respectively from the linear Holt’s method and the multilayer perceptron neural network 
model.  
 
A major operational issue faced by operators of carsharing systems with flexible return 
time and stations is the need to frequently relocate vehicles between the stations.  A time-
  VII 
stepping simulation model is next developed with three proposed system performance 
indicators (PIs), namely, zero-vehicle time (ZVT), full-port time (FPT) and number of 
relocations (NR) and validated using a set of commercially operational data. The key 
contribution of this model lies in its ability to simulate system performance under a given 
set of operating parameters, hence enabling the evaluation of the different vehicle 
relocation techniques and the associated parameter values. Results show that if inventory 
balancing relocation technique is used, the system can afford a 10% reduction in car park 
stalls and 25% reduction in staff strength, generating cost savings of up to approximately 
12.8% without lowering the level of service for users.  
 
The third decision support tool developed in this research is a pre-emptive vehicle 
relocation simulation model. This model is the product of integrating the hybrid 
forecasting tool, MLP-H Filter, with the vehicle relocation simulation model. An 
algorithm is proposed to address the issue of the different resolutions in time steps 
between the trip forecasting model and the vehicle relocation simulation model. Tested 
using a set of commercially operational data, simulation results show that while a rise in 
the NR is recorded, a consistent and successful reduction of ZVT values averaging 
between 9.0% and 22.7% can be achieved with FPT values maintained.  
 
The final decision support tool developed in this research is a three-phase OTS 
(Optimized-Trend-Simulation) model for determining the near-optimal system operating 
parameters for a carsharing system with flexible return time and stations. These 
parameters include staff strength and shift hours, relocation techniques, station threshold 
  VIII 
values and whether priority should be given to maintenance jobs or relocations. Tested on 
commercially operational data, simulation results surpass the performance of the earlier 
models developed, enabling a reduction in staff costs of 50%, reductions to ZVT ranging 
between 4.6% and 13.0%, a maintenance of FPT levels and a reduction in NR ranging 
between 37.1% and 41.1%.  
 
It is important to note the versatility of the tools developed in this research and their 
adaptability to a wide variety of multiple-station carsharing systems with flexible return 
time and stations. Making use of these tools, operators can thus effectively remove excess 
resources in their system, enhance service levels and increase operational efficiency. 
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CHAPTER 1: INTRODUCTION 
 
1.1   MOTIVATION 
Over the last decade, the concept of carsharing has slowly begun to emerge as a novel 
and popular alternative to owning a vehicle, gradually leading to its emergence as a rising 
trend for commuters in many parts of the world. Much of these activities has been taking 
place in Europe, North America, Japan and Singapore, with a total of 40 programs 
deployed in North America (Shaheen et al. 2006), 18 in Japan and 4 in Singapore (Barth 
et al. 2006). A range of market demand studies, conducted principally in Europe, has 
estimated a market potential of anything from 3% - 25% of the population (Millard-Ball 
et al. 2005), and in North America, growth potential in major metropolitan regions is 
estimated at 10% of individuals over the age of 21 (Shaheen et al. 2006). 
 
Essentially an alternative means of vehicle ownership and use, the key concept behind 
carsharing is for a large number of people to share a small number of vehicles that are 
reserved for them and used individually as required (Klatt 2001). Users pay only for the 
time used and distance traveled, while the carsharing company owns the vehicles and 
handles all repairs, fueling, and insurance. This should be distinguished from carpooling 
and car rental where in the former, vehicles are shared for some time but the main 
ownership and arrangements remain unchanged, and in the latter, vehicles are rented over 
an extended period of time. 
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In cities with high population densities, carsharing exhibits great promise in improving 
mobility, lowering emissions and congestion problems (Britton et al. 1999). It is shown 
to also reduce vehicle ownership, where each carsharing vehicle replaces 14.9 privately 
owned vehicles (Millard-Ball et al. 2005), making carsharing potentially viable as a 
parking management strategy (Millard-Ball et al. 2006). Simulation-based research 
carried out to investigate the viability of carsharing suggests that it has the potential to 
become economically profitable (Barth and Todd 1999). This finding is later supported 
by the rapid growth of commercial carsharing companies such as Zipcar (Zipcar 2006) 
and Flexcar (Flexcar 2006) in the U.S. and Canada since 1999. Another mobility scenario 
conducted for the Sacramento region indicates a modest reduction in vehicle travel and 
emissions and a significant net economic benefit for home-based work trips (Rodier and 
Shaheen 2004).  
 
To ensure that these positive effects of carsharing remain sustainable, the number of 
carsharing customers must grow (Nobis 2006). It hence becomes vital for there to be 
supportive regulatory legislations, available financial support and easily adoptable 
operational tools for carsharing operators, to boost the growth of the carsharing industry. 
This research addresses the need for operational tools by developing decision support 
tools for multiple-station carsharing operators. 
 
Stiff competition from well-developed public transportation systems and competing 
carsharing companies has prompted some operators to provide users with greater 
flexibility in return stations, that is, users can pick-up and return vehicles at their choice 
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of stations (designated parking areas rented by operators for the placement of their 
vehicles). Carsharing operators who have adopted such systems include Honda Diracc in 
Singapore (Honda 2006), Praxitele in France (Allouche et al. 1999) and IntelliShare in 
California (Barth and Todd 2001). Taking it a step further, all three companies have also 
provided users with flexibility in return time, that is, users have the freedom to return 
vehicles at any time during their trip. While no restrictions are placed on the users on the 
actual return time of the vehicle, both Praxitele and IntelliShare require an indicative 
return time to be provided in support of their operations. Honda Diracc however, has 
waived this requirement in view of greater convenience to their users. A key issue which 
arises from such systems (having flexible return time and stations) is the dynamically 
disproportionate distribution of vehicles across stations, with no pre-emptive knowledge. 
As a result, periodic relocation becomes necessary to ensure an even distribution of 
vehicles.  
 
The IntelliShare research team at the University of California, Riverside proposed and 
experimented with two user-based relocation methods, namely trip-splitting and trip 
joining, which successfully reduced the NR required (Barth et al. 2004). These user-
based relocation techniques cleverly shift the burden of relocating vehicles to the users 
through a price incentive mechanism.  
 
Unfortunately, these techniques may not be viable in cities where commuters value 
privacy and convenience over minor cost savings in transportation. A case in point is the 
failure of the ‘Share-A-Cab’ scheme, launched in 1980 to improve the system capacity of 
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taxis in Singapore, during the period when passenger demand exceeded vehicle supply 
(CTPL 2006). It is hence unlikely for carsharing operators in these cities to adopt user-
based relocation techniques to manage vehicle imbalances. In pursuit of offering privacy, 
simplicity and convenience to commuters, companies in these cities generally make use 
of in-house staff to relocate vehicles (Honda 2006).  
 
A clear need thus arises for a set of intelligent carsharing operational tools, in particular 
those tailored to support the complexities involved in operator-based relocation, for 
carsharing systems with flexible return time and stations.  
 
1.2 RESEARCH SCOPE 
A set of four decision support tools needed by carsharing operators is identified in this 
research, namely trip forecasting models, vehicle relocation simulation models, pre-
emptive vehicle relocation simulation models and a model for determining near-optimal 
operating parameters. The development of these tools is realized through four stages. The 
first stage explores forecasting of trip generation and attraction rate to provide 
anticipatory information and preempt vehicle flows. Conducted in parallel, the second 
stage develops an operator-based vehicle relocation simulation model to enable operators 
to test different vehicle relocation techniques and quantify the resulting system 
performance, with a given set of historical trip data. In the third stage, forecasted trip data 
from the first stage is integrated with the vehicle relocation model from the second stage 
to create a new model, enabling pre-emptive relocation to be carried out. The fourth and 
final stage sees the development of an integrated heuristic solution algorithm to solve the 
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new and challenging problem of finding a near-optimal set of operating parameters for 
carsharing systems with flexible return time and stations.  
 
To the best of the author’s knowledge, the forecasting models, pre-emptive vehicle 
relocation model and integrated heuristic algorithms explored and developed in this 
research are new or are being studied for the first time in carsharing literature. 
Commercially operational data from Honda Diracc, a carsharing operator with flexible 
return time and stations in Singapore is used to test and validate the models developed.  
 
A detailed breakdown of the research approach is provided below in the following 
subsections. 
 
1.2.1 Trip Forecasting 
 Preliminary analysis of the trip data. 
 Pioneering studies on the effectiveness of linear forecasting models such as Moving 
Averages and Holt’s Method 
 Pioneering studies on the effectiveness of non-linear forecasting models using 
different types of neural networks.  
 Development of a new hybrid model to enhance forecast accuracy. 
 
1.2.2 Vehicle Relocation Simulation Model  
 Provision of insights to the key issues involved in an operator-based relocation 
system through a qualitative analysis. 
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 Development of a time-stepping vehicle relocation simulation model to aid 
carsharing operators in evaluating the impact of implementing various relocation 
techniques. 
 Proposal of suitable system PIs and validation of the model. 
 Study of two proposed relocation techniques and their consequent impact on 
service levels. 
 
1.2.3 Pre-emptive Vehicle Relocation Simulation Model 
 Development of a new algorithm to integrate trip forecasting with the vehicle 
relocation simulation model. 
 Adjustment of the algorithm to cater for different time resolutions in the trip 
forecasting model and vehicle relocation simulation model. 
 Evaluation of the pre-emptive vehicle relocation model’s performance. 
 
1.2.4 Vehicle Relocation Optimization Model 
 Formulation of a mixed integer programming optimization model to solve the 
vehicle relocation problem. 
 Proposal of a set of heuristic (called Trend Heuristics) to filter the results of the 
optimization model and obtain the near-optimal system operating parameters. 
 Quantification of system performance under the near-optimal operating parameters 
by running the vehicle relocation simulation model. 
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 Integration of the optimization model, Trend Heuristics and vehicle relocation 
simulation model to form a three-phase OTS (Optimized-Trend-Simulation) 
integrated heuristic methodology. 
 
1.3 ORGANISATION OF THESIS 
This thesis consists of 10 chapters. 
 
Chapter 1 is the introductory chapter with 3 sections – Motivation, Research Scope and 
Organization of Thesis. The content of these 3 sections are self-explanatory and require 
no further elaboration. 
 
Chapter 2 provides a brief account on the history of carsharing, its many benefits and 
latest trends. Next, the unique relationship between carsharing and Singapore is discussed, 
followed by an overview of the operations of a carsharing company that provides 
customers with flexible return time and stations, Honda Diracc in Singapore. Finally a 
review is done on existing literature on trip forecasting, vehicle relocation and vehicle 
relocation optimization.  
 
Chapters 3 to 6 presents the four decision support tools in managing a carsharing system 
with flexible return time and stations, developed in this thesis. 
 
Chapter 3 focuses on trip forecasting models. A preliminary data analysis is first carried 
out on commercially operational trip data from Honda Diracc. Pioneering results from 
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linear and non-linear forecasting models applied to carsharing trips are next presented. A 
new hybrid forecasting model is developed and shown to improve forecast accuracy over 
any of the linear or non-linear models. 
 
Chapter 4 presents a vehicle relocation simulation model. Beginning with a qualitative 
analysis on operator-based relocation systems, insights are provided on the key issues 
involved and their influences over each other. Next, a time-stepping simulation model is 
developed and three PIs proposed to evaluate system performance. Two relocation 
techniques and their impacts on system performance are thus quantified through 
simulation modeling. Results suggest several possible cost savings measures, which can 
be effected without lowering service levels.  
 
Chapter 5 presents an algorithm integrating the hybrid forecasting model, MLP-H Filter 
with the vehicle relocation simulation model. Tested on commercially operational data, 
the model is evaluated using the three PIs. Results show that while a rise in NR is 
recorded, a consistent and successful improvement of ZVT values can be achieved with 
FPT values maintained. 
 
Chapter 6 proposes the new and challenging problem of finding a set of near-optimal 
operating parameters for the vehicle relocation operations within a multiple-station 
carsharing system with flexible return time and stations. A novel three-phase OTS 
integrated heuristic approach is developed to solve this problem. Phase one comprises of 
a mixed integer linear programming vehicle relocation optimization model while phase 
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two is a series of heuristics acting as a trend filter on the results of optimization model. 
Tested on commercially operational data, the third phase evaluates the performance of 
the carsharing system under the proposed set of operating parameters from phase two, 
using both the vehicle relocation simulation model and the pre-emptive vehicle relocation 
simulation model. Results are shown to surpass the performance of earlier models 
developed. 
 
Chapter 7 presents the research contributions of this thesis and gives an outlook on the 
possible areas of future research. 
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CHAPTER 2: REVIEW OF CARSHARING AND RELATED 
RESEARCH 
 
2.1 HISTORY & BENEFITS OF CARSHARING 
The earliest origins of carsharing can be traced back to 1948 in Europe where an early 
cooperative known as “Sefage” (Selbstfahrergemeinschaft) initiated services in Zurich 
(Britton et al. 1999). It attracted individuals who could not afford to purchase a car but 
who found sharing one appealing. Other initiatives included “Procotip”, which began in 
Montpellier, France in 1971 and “Witkar” which was deployed in Amsterdam in 1973 
(Britton et al. 1999). Unfortunately, due to a combination of reasons such as an 
unprepared consumer market, a lack of finances and mismanagement, these programs did 
not take off successfully.  
 
However, mistakes made were experience gained and with the advancement of 
communication technology, several successful programs were launched in the 1980s. 
These included “Mobility CarSharing” in Switzerland with over 1400 cars, “Stattauto” in 
Berlin with over 300 and many more (Klatt 2001). The concept of carsharing also began 
gaining popularity in the U.S. during the 1990s (Rodier and Shaheen 2004). Besides 
commercial projects, there were also some that took on a more research-based approach. 
Several “testbed” pilot projects were carried out to gain a better understanding of how to 
implement and operate intelligent carsharing systems. These included UCR IntelliShare 
with its multiple-station system in University of California at Riverside (Barth et al. 2000, 
Barth and Todd 2000, Barth and Todd 2002), ZEV.NET. at University of California at 
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Irvine and Carlink I and II at the Bay Area Rapid Transit station in Dublin/Pleasanton 
(Shaheen et al. 2000, Shaheen and Wright 2001). In Japan, among the pilot projects are 
the Motegi in Tochigi and Crayon in Toyota City (Uyeki 2001, Toyota 1999).  There are 
other on-going or completed projects in Europe (Barth 2001, Shaheen 2001, Allouche et 
al. 1999).  These projects provided insights on users’ response to carsharing and 
evaluated the potential for it to be operated as a business.  They also enhanced the 
understanding of user behavior and their response to ITS (Intelligent Transport Systems) 
technology.  It is also interesting to note that there exists a whole array of carsharing 
operations with different operations and implementation, ranging from the single-station 
station cars to the multi-station shared-use vehicle systems (Barth and Shaheen 2002). A 
natural progression to the commercialization of this concept in many countries such as 
the U.S., Japan and Singapore was thus not unexpected. Further details on the history of 
such systems may be found in Shaheen et al. (1998) and Britton (1999). 
 
The economic, mobility and environmental benefits of carsharing have been well 
established earlier in Chapter 1. In addition to these, there are also many advantages for 
carsharing users. In cities with high vehicle ownership costs, carsharing provides a means 
of getting around in a private vehicle at any time without the burden of high monthly 
installments, costly maintenance and steep insurance premiums. Many companies 
implement pay-per-use schemes, which charge users only for the amount of hours used 
and distance travelled. No additional charges are incurred for fuel, maintenance or 
insurance. Users are billed at the end of each month, allowing them to plan for and 
control their monthly budget. With the aid of technological advancements, reservation of 
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vehicles is now easily accessible through the Internet or mobile phones. Users also have a 
large variety of vehicles from which to choose from, depending on the activities they 
engage in. The system is generally operational 24 hours a day and the length of rental is 
flexible, ranging from as short as 15 minutes to span over a few days. Regular 
maintenance, cleaning of the vehicle and refuelling is also handled by the companies. 
Collaborations between companies, enabling members to use vehicles interchangeably 
between companies offer additional convenience to commuters (Honda 2006, NTUC 
2006). 
 
2.2 LATEST TRENDS 
A recent study funded by the Transit Cooperative Research Program (Millard-Ball et al. 
2005) reported that carsharing complements other alternatives to the private automobile. 
It forms part of a wider transportation package in neighborhoods where transit, walking 
and cycling are viable options and is often concentrated in metropolitan cores (around 
95% of members are found in these settings). Factors central to the success of carsharing 
include having a high density of individuals aged 21-39, non-family and single-person 
households, a good pedestrian environment and parking pressures (Andrew and Douma 
2006). Most important appears to the ability to live without a car or just one vehicle. Low 
vehicle ownership rates are thus the best predictor of a strong market for carsharing. 
Partner organizations also play a significant role in the continued growth and viability of 
carsharing. They are typically the local governments, transit agencies, developers, 
employers, businesses and universities (Millard-Ball et al. 2005). Their help can be as 
basic as financial assistance and marketing. It can also be as concrete as providing 
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parking spaces for carsharing users. It can even be as advanced as integrating policies 
requiring carsharing into planning documents or even codifying policies into tax laws 
(Millard-Ball et al. 2005). 
 
One critical issue not highlighted is the need for intelligent operational tools to aid 
carsharing operators in running an efficient operation. Challenged not only by other 
competitors in their field but also by comparable modes of public transportation, 
carsharing operators need to be at their most cost effective to remain profitable. The tools 
developed in this research to enhance operational efficiency thus become vital to the 
sustainability of the carsharing industry. 
 
2.3  CARSHARING IN SINGAPORE 
With its land scarce nature and high vehicle costs, it is inevitable that the concept of 
carsharing would eventually make its way to Singapore. The idea was first broached by 
the then Communications Minister, Mr Mah Bow Tan, who said, “Communal cars are 
more efficient and affordable than private ones, which are left parked the whole day 
while the owner is in the office” (NTUC 2006). The first carsharing cooperative was set 
up in May 1997 with a start-up cost of about S$1.5 million by NTUC Income. It was 
designed along the lines of those found in Germany, Switzerland and Britain. A steadily 
growing business over the past few years, it has encouraged a few others to enter into the 
carsharing market. CitySpeed CarSharing, CityLimo Pte. Ltd. (2006) and Honda ICVS 
Singapore Pte. Ltd. (2006) commenced their operations in 2002, followed closely by 
WhizzCar, Popular Rent A Car (2006) in 2003. Collaborations between companies have 
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also benefited many users through increased variety and accessibility of vehicles. The 
world’s largest car rental company, Hertz from U.S. has also teamed up with NTUC 
Income to tap on the local carsharing market (NTUC 2006). 
 
The transportation system in Singapore is characterized by distinctive traits which set it 
apart from other countries in the region. A result of high density living and strict controls 
over congestion problems, vehicle ownership in Singapore is restricted through public 
bidding. This drives the cost of owning a vehicle to rather steep amounts. The cost of 
owning an identical vehicle in Singapore would easily triple that in the U.S.! This has 
thus far been a costly but effective means of restraining the growth of congestion. Land 
scarcity is also an issue in Singapore. More efficient utilization of vehicles such as 
carpooling or carsharing concepts would indeed be a welcome relief for users from the 
increasingly high taxes that exist to prevent congestion. Faced with the high costs of 
owning a vehicle, commuters can easily be tempted to switch to a carsharing system, 
should that work out to be competitively priced and easily accessible.  
 
The challenge faced by operators comes in the form of a very accessible and well-
structured public transportation system. To provide an alternative for high-cost vehicle 
ownership and strict government controls, the public transportation system in Singapore 
is well-developed and provides a convenient means of transport at relatively economical 
rates for commuters. This suggests that any carsharing system implemented in Singapore 
would need to be at its most cost effective for operators to be profitable. Nevertheless, a 
clear need exists for more efficient utilization of vehicles in Singapore and a carsharing 
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system essentially fulfils that. Should carsharing take-off successfully in Singapore, it 
would imply that the operators have succeeded in meeting the needs of commuters while 
keeping their operations cost effective. 
  
A case study conducted with real data from the four carsharing companies in Singapore 
can be found in Kek et al. (2004). It is found that while two smaller and newer companies 
choose to emulate an older and more successful model, one (Honda Diracc) struck out on 
its own to attract its own set of customers. Of the four carsharing companies in Singapore, 
Honda Diracc is the only one with flexible return time and stations. This is discussed in 
more detail in the next section. Analysis of the pricing structures indicates that pricing 
plans are generally customized by each company to meet the needs of its target group of 
customers. An interesting point to note would be the illusory transparency of pricing 
plans. Although each company publishes their pricing structure in the websites, the 
complexity of the structure creates an invisible barrier, which prevents consumers from 
making a simple and straightforward comparison. It is thus unlikely that price would play 
a major role in a consumer’s choice of company. Instead, the accessibility of stations and 
social factors such as reputation of the company, recommendations from friends and 
advertised incentives may in reality have a greater influence than expected. 
 
2.4 HONDA DIRACC 
Since the focus of this thesis is on carsharing systems with flexible return time and 
stations, this section reviews, in more detail, the operation of the only such carsharing 
operator in Singapore. 
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The multiple-station carsharing system by Honda ICVS Singapore Pte. Ltd. began its 
operations in March 2002 as Honda ICVS (Intelligent Community Vehicle System) and 
was later rebranded Honda Diracc in June 2003 (Honda 2006). Similar to IntelliShare in 
California (Barth et al. 2000, Barth and Todd 2000, Barth and Todd 2002) and Praxitele 
in France (Allouche et al. 1999), Honda Diracc in Singapore provides users with the 
freedom of picking-up and returning vehicles at any station (referred to as ‘port’ by 
Honda ICVS) of their choice. The returning port specified by a user prior to a trip may 
also be changed en-route. They are also not required to state their return times (Honda 
2006).  Honda Diracc is thus constantly challenged to maintain an even distribution of 
vehicles in all ports with as efficient a relocation system as possible.  A delicate balance 
needs to be struck between having available vehicles for pick-up and having enough 
empty space for other vehicles to return to.  
 
Currently, Honda Diracc has thirteen ports with a high majority concentrated in the CBD 
(Honda 2006).  Figure 2.1 shows a map of the current port locations.  Fifty environment-
friendly Honda Civic Hybrid vehicles are available for over 1600 members' use.  There 
are on average 65 trips/day made during the weekends and 185 trips/day made during the 
weekdays. These vehicles are equipped with Radio Frequency Identification (RFID) 
technology to communicate at the port with the backend computer system, which 
prompts the system manager to relocate vehicles between the ports when needed.  No 
advance reservations are required.  A user only needs a personalized and dedicated 
contactless smart card (using RFID technology) to access the car.  Once in the vehicle, 
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after the user has keyed in his/her password and the destination port (which can be 
changed later en-route) on a small touch-pad LCD screen, he/she will then be allowed to 
turn on the ignition and start driving.  
 
Figure 2.1: Map of Honda Diracc’s port locations in Singapore 
Souce: (Honda Diracc 2006) 
 
Honda Diracc offers a variety of membership plans for subscription depending on 
individual usage patterns. The charging system for each trip comprises of time and 
distance components.  The time and distance rates remain the same regardless of the time 
of the day.  However, time charges are capped at different levels during daytime, 
overnight and weekend usage, with overnight and weekends having the more economical 
rates.  Honda Diracc’s biggest competitor in the public transportation arena is the taxi.  
Its pricing system has thus largely been shaped to be competitive with taxi fares in 
Singapore.  Not surprisingly, the pricing system has affected its members’ usage patterns, 
in terms of pick-up, return and usage time.  Further details on the charging schemes may 
be found in Honda Diracc’s website (Honda 2006). 
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2.5 TRIP FORECASTING 
Very little literature can be found on the forecasting of carsharing trip data and to the best 
of the author’s knowledge, this research is the second documented attempt to forecast 
carsharing trips for carsharing systems with flexible return time and stations.  
 
The first study carried out in this area was on user behaviour in the IntelliShare 
carsharing system, where users provided an expected return time (Barth et al. 2001). To 
study the forecast of travel demand and system performance, a Chi-square goodness-of-
fit test was applied to statistically compare the trip frequency patterns of a single day with 
the running average. This research was supported with user information such as the 
expected return time of vehicle, allowing the operators to forecast future system 
performance. The case of Honda Diracc in Singapore however, differs from the above 
study.  Information such as the expected return time of vehicle is not available as 
commuters are given the freedom of using the vehicles for as long as they want without 
having to specify a time of return in advance.  The forecast of future trip data performed 
in this research is thus challenged to rely purely on historical trip patterns. 
 
With no prior literature, a logical return to the fundamentals is adopted with Hanke et 
al.’s (2001) five-step approach for forecasting based on historical data. They are (i) data 
collection, (ii) data reduction or condensation, (iii) model building and evaluation, (iv) 
model extrapolation (the actual forecast) and (v) forecast evaluation. Hanke et al. (2001) 
also gives a comprehensive guide to choosing appropriate forecast techniques based on 
data patterns and time horizon. 
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Based on data type and horizon of forecasts, the linear models investigated in this 
research are Holt’s method (Chopra and Meindl 2001) and Selective Moving Averages 
(SMA), an adaptation to the moving averages method. A more sophisticated non-linear 
model, neural network is also explored. Although other non-linear approaches such as 
non-linear regression models, the bilinear model (Granger and Anderson 1978), the 
threshold autoregressive model (Tong 1983) and the autoregressive heteroscedastic 
model (ARCH) (Engle 1982) have shown improvement over the linear models for some 
specific cases, they tend to be application specific, lack generality and are often harder to 
implement (Zhang 2001). The neural network on the other hand is a general purpose 
model that has been used as a universal functional approximator (Hornik et al. 1989). 
Researchers have used this methodology to forecast many non-linear time series (Hill et 
al. 1996, Tang et al. 1991 and Zhang 2003). More recent successes of this model can also 
be found in Ghiassi et al. (2005) and Hippert et al. (2005).  
 
A developing branch of forecasting field involves the combination of two or more 
forecasting methods to produce the final forecasts. According to Armstrong (1989), 
research from over 200 studies demonstrates that combining forecasts produce consistent 
although modest gains in accuracy. Both theoretical and empirical findings suggest that 
combining different methods can be an effective and efficient way to improve forecasts. 
Past and recent successful works reviewed in combined forecasting using neural 
networks include combining several feedforward neural networks by Ginzburg and Horn 
(1994), a hybrid econometric and neural network approach by Luxhoj et al. (1996), a 
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combining methodology using radial basis function networks and the Box-Jenkins 
models by Wedding and Cios (1996) and a hybrid autoregressive integrated moving 
average (ARIMA) and neural network model by Zhang (2003). 
 
Conducted in parallel with this research, other forecasting models such as a multiple 
regression model (Kek et al. 2005) and support vector machines (Cheu et al. 2006) have 
also been explored and used to forecast for this same data set. Forecast results generated 
by the models developed in this research are compared and shown to surpass the 
performance of these models. 
 
2.6 VEHICLE RELOCATION 
Literature on vehicle relocation is similarly sparse and to the best of the author’s 
knowledge, this research is again the second documented attempt to study operator-based 
vehicle relocation for carsharing systems with flexible return time and stations.  
 
The first study was carried out by Barth et al. (2001) for UCR IntelliShare on relocation 
prediction. This was however supported with knowledge of expected return times 
provided by users. A related study carried out by the IntelliShare team from the 
University of California at Riverside proposed two user-based relocation methods, 
namely trip splitting and trip joining, which successfully reduced the NR required (Barth 
et al. 2004). When users want to travel from a station with a shortage of vehicles to one 
with an oversupply, they are encouraged to share a ride in a single vehicle (trip joining), 
minimizing the number of cars that are moved. Conversely, when users want to travel 
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from a station with an oversupply of vehicles to one with a shortage, they are encouraged 
to drive separate vehicles (trip splitting), balancing the number of vehicles in the stations. 
These user-based relocation techniques cleverly shift the burden of relocating vehicles to 
the users through a price incentive mechanism. As mentioned earlier however, these 
techniques are unfortunately not likely to be viable in cities where commuters value 
privacy and convenience over minor cost savings in transportation. This research thus 
focuses on the development of tools to support operator-based relocation in carsharing 
systems with flexible return time and stations.  
 
An area of research with some similarity to the vehicle relocation problem is that of 
empty container management in port logistics, where empty containers are imported or 
exported in anticipation of future shortages or over-supply respectively. The seminal 
paper by Crainic et al. (1993a) focused on inland transportation of empty containers 
between ports, depots and individual customers. This work was further extended to a 
multi-commodity network model with a Tabu search procedure to solve a mix integer 
program (Crainic et al. 1993b). Choong et al. (2002) developed a cost minimizing integer 
program for empty container management in intermodal transportation networks. Shen 
and Khoong (1995) developed a decision support system for empty container distribution. 
With the assumption that all demands, schedules and capacity were deterministic within 
the planning horizon, they used network optimization method to optimize container 
leasing-in and off-leasing decisions. Lai et al. (1995) developed a simulation model of a 
shipping company’s operational activities and combined it with a heuristic search for the 
lowest cost operating cost policies. Li et al. (2004) used an optimal pair of critical 
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policies for the discounted infinite-horizon problem via a finite-horizon problem, say (U, 
D). That is, importing empty containers up to U when the number of empty containers in 
the port is less than U, or exporting the empty containers down to D when the number of 
empty containers is more than D, doing nothing otherwise. Many of the above strategies, 
such as the development of critical policies (relocation thresholds), integration of a 
simulation model with a heuristic search, etc. have been adopted for use in this research. 
 
2.7 VEHICLE RELOCATION OPTIMISATION  
The vehicle relocation optimization problem developed in this research may be viewed as 
somewhat similar to the typical Vehicle Routing Problem (VRP), with the closest related 
variant being the distance-constrained capacitated VRP (DCVRP). Instead of vehicles 
being assigned to customers, staff is assigned to traverse between different stations while 
engaged in various activities.  
 
The vehicle routing problem (VRP) is commonly defined as the problem of determining 
optimal delivery or collection routes from several depots to a set of geographically 
scattered customers, under a variety of side conditions (Laporte et al. 1998). The most 
studied fundamental version of VRP is the capacitated VRP (CVRP), where capacity 
restrictions on vehicles are imposed. DCVRP is one of its variants where both vehicle 
capacity and maximum distance constraints are imposed. A review of the literature 
surrounding VRP reveals an extensive study in last four and a half decades after the 
seminal paper by Dantzig and Ramser (1959). A collection of noteworthy exact and 
heuristics methods developed in the last decades for VRP and some of its main variants 
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can be found in Toth and Vigo (2001). Laporte (1992) gave an excellent review of exact 
and approximate algorithms (ie. heuristic methods) for the VRP, focusing keenly on 
CVRP and DCVRP. Extensive surveys conducted on exact methods, such as the branch-
and-bound, branch-and-cut and set-covering-based algorithms for these problems found 
relatively little literature on DCVRP. With the exception of the branch-and-bound 
algorithms proposed by Laporte, et al. (1984, 1985), there has been no new exact 
algorithm proposed to specifically solve this problem. Laporte and Nobert (1987) 
presented a complete and detailed analysis of the branch-and-bound algorithms proposed 
up until the late 1980s. It was found that the lower bounds obtained by earlier relaxations 
for both the symmetric and asymmetric CVRP are generally of poor quality and only 
allow for the optimal solution of small instances (Toth and Vigo 2001). Several improved 
bounding techniques which were later proposed, considerably increased the size of 
instances solvable by branch-and-bound. Fischetti, et al. (1994) developed additive 
bounding procedures for the asymmetric CVRP, while Fisher (1994) and Miller (1995) 
developed bounding procedures based on Lagrangian relaxation for the symmetric CVRP. 
A bound based on the set partitioning formulation was also developed by 
Hadjiconstantinou, et al. (1995). Classical heuristics and metaheuristics for the VRP with 
time windows, backhauls and pickup and delivery were also reviewed.  
 
There exists however a fundamental difference between the vehicle relocation 
optimization problem proposed in this research and the DCVRP. The staff in this problem 
are not restricted to visiting each station exactly once and there is also no need to end 
their shift at the same station or even at a station at all. As work instructions can be issued 
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right up to the final time period, the staff may be in the midst of an activity when the shift 
ends. This approach is in line with commercial practice. To the best of the author’s 
knowledge, this is the first time such a problem is being proposed and studied. The 
closest related research to this can be found in Kek et al. (2006), where two new 
DCVRPs are proposed to investigate and study the potential benefits of flexibly assigning 
start and end depots. The problems were solved using branch and bound algorithms with 
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CHAPTER 3: TRIP FORECASTING MODELS 
 
Multiple-station carsharing operations with flexible return time and stations invariably 
result in a disproportionate distribution of vehicles between stations, with no pre-emptive 
information. Trip forecasting thus helps operators to predict potential demands and 
shortages of vehicles at the stations. This chapter shows the exploration and development 
of trip forecasting models using commercially operational data from a multiple-station 
carsharing company with flexible return time and stations.  
 
3.1 PRELIMINARY DATA ANALYSIS 
Real data from Honda Diracc, a multiple-station carsharing company in Singapore with 
flexible return time and stations is used in this study. User behavioural data for each 
vehicle trip was collated from the start of its operations in March 2002.  For each trip, the 
data recorded included the time of pick-up and return, stations of pick-up and return, 
distance travelled, trip identification number, member’s identity and vehicle identity. 
Through a huge data management effort, information such as trip distance, usage time for 
each trip, start and end stations, etc. were extracted to tabulate the trip frequency for each 
station on different months, weeks, days and hours.  Other information such as 
membership details, number of designated parking stalls at each station, membership and 
pricing promotion details, and changes in pricing schemes were also recorded. 
 
With the lack of an expected return time and unpredictability of return stations, trip 
forecasting in this research becomes reliant on historical trip patterns. It is thus essential 
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for the data set to be thoroughly analyzed for distinctive trends and characteristics. A 
suitable study period was first identified. A new pricing plan was effected by the 
company in March 2003. Allowing one month for initial irregularities to settle down, 11 
months of data for 5 stations from April 2003 to February 2004 were extracted for 
analysis. For this data set, the average number of trips made per day was 26 for weekdays 
and 13 for weekends, totalling to 7692 trips.  
 
A new indicator proposed in this research to reflect the intensity of use and spread of 
vehicles is the vehicle to trip-station ratio. Where there are x vehicles, y trips/day and z 
stations, this ratio is calculated as x
yz
. A low ratio implies a high intensity of vehicle 
usage and/or a wide spread of vehicles across stations. It is important to note that the 
value of y simply indicates the intensity of use (i.e. trip frequency), and not total vehicle 
utilisation, which is more dependent on total trip lengths. The vehicle to trip-station ratio 
for this data set ranges from 0.11 to 1.25 for weekdays and 0.18 to 3.13 for weekends, 
indicating a higher intensity of use during the weekdays. Some other terms used in this 
thesis are ‘demand’, ‘supply’ and ‘net flow’. ‘Demand’ refers to the number of vehicles 
being picked-up by customers from a station in a time interval, ‘supply’ refers to the 
number of vehicles being returned by customers to a station in a time interval and ‘net 
flow’ is the difference between supply and demand, positive when supply is greater than 
demand. The key area of interest lies in net flow as it reflects the impending imbalances 
of vehicles at individual stations.     
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A thorough analysis of the data set from April 2003 to February 2004 revealed the 
following trends and characteristics: 
• There is a steady rise in usage levels over the months, which is consistent with 
increasing membership numbers.  
• This naturally leads to a steady decline in vehicle to trip-station ratios for both 
weekdays and weekends. The ratio declined from an average of 0.74 to 0.19 for 
weekdays and 1.20 to 0.39 for weekends from April 2003 to February 2004. 
• Round trips (trips originating and ending at the same station) occur more 
frequently than one-way trips (trips originating and ending at different stations).  
The breakdown is 61% round trips to 39% one-way trips.  It is important to note 
that the presence of one-way trips is a potential cause of vehicle imbalance at a 
station. 
• Demand and supply of vehicles to each station is not in equilibrium, i.e., 
relocation needs to be carried out to maintain balance of vehicle distribution 
between the stations. 
• There is a strong weekly pattern in the trip data, i.e. trip patterns on Mondays are 
very similar to trip patterns on past Mondays. 
• There is a distinct lull during the time period 0100 hrs – 0700 hrs. 
• Demand for short trips (less than 24 hours) peak during the time period 1200 hrs – 
2000 hrs.  
• Demand for longer trips (more than 24 hours) peak during the time period 1600 
hrs – 2000 hrs. 
• Supply displays a distinct peak during the time period 0700 hrs – 1000 hrs. 
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• For weekdays, the most frequent duration of usage is less than five hours or 
overnight for 11 to 15 hours. 
• For weekends, a similar trend is observed.  However for longer usage of more 
than 24 hours, the preference is to rent the vehicle between 24 to 48 hours. 
• The trip data during December 2003 and January 2004 display unusual 
fluctuations due to the Christmas and Lunar New Year holidays.  These months 
will thus be taken out during the development of model parameters to prevent 
seasonal bias. 
 
These trends play an important role in helping shape the design of the trip forecasting 
models.  For example, a strong weekly pattern suggests that different sets of parameters 
should be used to forecast for individual days in a week.  It may at the same time also 
imply that data from similar days in previous weeks would give a fair representation of 
what is likely to happen on the same day in the following week.  
 
The next step of analysis is data correlation which identifies factors influencing demand, 
supply and net flow.  Factors having strong correlations with trip frequency were used as 
input variables in the forecasting models.  Two parameters were used to gauge the 
strength of relationship, the Pearson product-moment correlation coefficient, P and the 
probability of making a Type I error, Pr (Cohen 1988).  The tail-end probability Pr is the 
result of a hypothesis test for Ho: P = 0.  In the selection process, all variables with 
parameter values of Pr ≈ 0 and P greater than 0.4 were chosen. Although the P value of 
0.4 may be low, it is not considered too small in this case as many relationships pursued 
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in “soft behavioural” science, where human behaviour is involved are often of the order 
of magnitude 0.1 (Cohen 1988).  Also, when coupled with a zero value of Pr, it implies 
that there exists enough influence for it to possibly improve the accuracy of the prediction.  
In any case, the weight and relationship of variables are automatically adjusted during the 
calibration of the model parameter values.  Thus, the influencing effects of these factors 
will still be taken into consideration without the introduction of too many inaccuracies.  
 
The data correlation analysis shows that demand is likely to be influenced by the total 
membership, previous week’s demand, previous day’s demand, previous hour’s demand 
and other stations’ demand.  Supply is found likely to be similarly influenced.  A further 
analysis of usage patterns shows that in addition to the above factors, supply is also likely 
to be influenced by the demand in the last 24 hours from Tuesday to Saturday and the 
demand in the last 72 hours from Sunday to Monday.  Finally, net flow is found likely to 
be influenced by the previous week’s net flow, previous day’s net flow and previous 
hour’s net flow. It is important however to bear in mind that these correlations are linear 
in nature and non-linear relationships are not detected. 
 
3.2 LINEAR FORECASTING MODELS 
The overriding consideration in choosing a forecasting method is that the results must 
facilitate the decision-making process. The essential requirement is thus not a 
complicated mathematical process or the most sophisticated method, but rather one that is 
accurate, timely and easily understood (Hanke et al. 2001). 
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Hanke et al. (2001) gives a comprehensive guide on choice of appropriate forecasting 
techniques given different types of data patterns and time horizon. From the preliminary 
data analysis conducted, a gradual rising trend with a strong weekly pattern is identified 
in the data set. The time horizon for forecasting is short to intermediate. The linear 
models proposed for study are thus an adaptation of the moving averages model and 
Holt’s linear exponential smoothing model. 
 
3.2.1 Selective Moving Averages 
The greatest advantage of moving averages lies in its simplicity. A constant number of 
data points are first specified and a mean computed for the most recent observations. As 
each new observation becomes available, a new mean is computed by adding the newest 
value and dropping the oldest. The moving average for time period t is the arithmetic 
mean of the k most recent observations. Equation (3.1) gives the simple moving average 
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1tY +  = forecast value for next period 
tY   = actual value at period t 
k   = number of terms in the moving average 
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Recognising the presence of a strong weekly trend in the trip patterns, an adaptation to 
the moving averages model is proposed in this research. Termed Selective Moving 
Averages (SMA), this model only incorporates the factor having the highest correlation 
as its systematic component. The forecast value is thus calculated from the mean of the 
historical observed values at selected time periods.  For example, if net flow on Monday 
between 0700 hrs – 1000 hrs is of interest, the average of the observed net flows in the 
past k Mondays between 0700 hrs – 1000 hrs may be used as the forecast value. Equation 




  1  2  1
 1
( ... )week t week t week t week t k
week t
Y Y Y YY
k
− − + −
+
+ + + +
=  (3.2) 
 
Its data requirement is low as it can work with as little as 2 weeks of historical data (order 
k = 2). The drawback is naturally its inability to capture any complex trends in the data 
set.  However, this does not automatically equate to inaccurate forecasts as that depends 
on the nature of relationship between the forecast inputs and outputs.   
 
3.2.2 Holt’s Method 
Holt’s method (Chopra and Meindl 2001) is rather similar to the method of moving 
averages. While the latter only takes into account the most recent observations, the 
former makes use of exponential smoothing to provide an exponentially weighted 
moving average of all previously observed values. A local linear trend component is also 
taken into account. The three equations used in Holt’s method are shown in Equations 
(3.3) to (3.5) (Hanke et al. 2001). 
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 1 1(1 )( )t t t tL Y L Tα α − −= + − +  (3.3) 
 




t p t tY L pT+ = +  (3.5) 
 
where 
tL  = new smoothed value 
α  = smoothing constant for the data (0 1)α≤ ≤  
tY  = new observation or actual value of series in period t 
β  = smoothing constant for trend estimate (0 1)β≤ ≤  
tT  = trend estimate 
p  = periods to be forecast into the future 
^
t pY +  = forecast for p periods into the future 
 
The data requirement for Holt’s method is generally similar or higher than that of SMA. 
Unlike SMA, Holt’s method is able to capture both a level and a trend component from 
past data. An initial estimate of the level and trend are first obtained by running a 
multiple linear regression using recently observed data. The intercept gives the initial 
estimate of 0L  and the slope of the regression produces an estimate of 0T . After the initial 
forecasts, the estimates for level and trend are constantly revised through Equations (3.3) 
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and (3.4) in which α and β are user defined smoothing constants.  Notice that in each of 
the two updates, the revised estimate is a weighted average of the observed value and the 
old estimate. Equation (3.5) is then used to forecast for p periods into the future. 
 
3.2.3 Measures of Effectiveness 
Two measures of effectiveness (MOEs) are proposed to evaluate the linear forecasting 
models. They are average absolute error ( aveE ) and maximum absolute error ( maxE ). 
 
The first MOE, aveE  makes use of the summation of the absolute errors. It measures the 
forecast accuracy by averaging the magnitudes of the forecast errors (absolute values of 
each error). This method is especially useful for measuring forecast errors in the same 











= −∑  (3.6) 
 
where 
N  = total number of forecasts 
 
The second MOE, maxE  is another method of evaluation which penalizes large 
forecasting errors. It takes on the value of the largest absolute forecast error. As with aveE , 
the units of this measure remain the same as that of the original data. Equation (3.7) 
shows the computation for maxE . 














3.2.4 Model Extrapolation and Evaluation 
As mentioned earlier, forecasting of net flow remains the key area of interest as it reflects 
the impending imbalances of vehicles at individual stations. It thus provides operators 
with critical pre-emptive knowledge and hence, operational reaction time. Net flow may 
be forecasted in two ways, ‘direct’ or ‘derived’ forecasting.  ‘Direct’ forecasting is 
defined as the forecast of net flow from historical trends in the net flow data while 
‘derived’ forecasting is defined as the forecast of net flow by taking the difference in 
value between the forecasted supply and forecasted demand, positive when supply is 
greater than demand.   
 
Forecasts were carried out using both ‘direct’ and ‘derived’ forecasting over a variety of 
time periods ranging from daily to hourly net flows (Cheu et al. 2005). It was observed 
that direct forecasts results consistently yield a higher level of accuracy as compared to 
derived forecasts. A probable explanation for this may be the additive nature of errors 
when forecasted demand is subtracted from forecasted supply. The results presented for 
evaluation in this thesis are those from direct net flow forecasting.  
 
Forecasts for individual stations were conducted using many ranges of time periods, 
ranging from daily to hourly trip figures (Cheu et al. 2004).  From an operational 
viewpoint, the shorter the time period of forecast the more useful the results for the 
operator to make faster responses, if necessary.  For example, hourly forecasts of net flow 
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figures would be far more useful than three-hourly forecasts. Unfortunately, the time 
period of forecast is limited by the trip frequency and accuracy which can be achieved.  
As the time period becomes shorter, the number of trips during that time period naturally 
decreases.  Imagine an average of two trips during a particular time period.  An error of 
one vehicle (rounded to the nearest integer) would immediately imply a percentage error 
of 50%!  Essentially, the lower the frequency of trips, the longer the time period one must 
use in the forecasting to achieve a reasonable level of accuracy. It was eventually decided 
to adopt a three-hourly rolling horizon forecast for individual stations, where the number 
of trips during this period ranged between 0 to 12 and the forecasted results yielded 
average errors of about 10%.  The twenty-four rolling and staggered three-hourly time 
periods are 0100 hrs – 0400 hrs, 0200 hrs – 0500 hrs, …, and 0000 hrs – 0300 hrs 
respectively.  
 
Four months of data from stations 2 to 6 (station 1 was not open for public access) was 
used to forecast for the month of March 2004. For the training and development of the 
models, the previous month’s data, February 2004 was used as the validation set while 
the prior three months, September to November 2003 were used as the training set to 
calibrate model parameters. The months December 2003 to January 2004 have been 
excluded due to seasonal factors. The forecasted net flow was compared with the actual 
usage recorded for the same station, day and three-hourly period. The two MOEs 
introduced earlier were used for evaluation. The actual net flow of a typical station for the 
month of March 2004 is shown below in Figure 3.1. Net flow values are observed to 
range between -5 and 4 veh/3hr. 






















Figure 3.1 Actual net flow values for March 2004 at a typical station 
 
SMA Recognizing net flow during the same time period on the same day in the previous 
week as the factor having the highest linear correlation (in the preliminary data analysis), 
weekly data for the same time period is collated and input as the systematic component of 
the model. Validated against the previous month’s data, the best forecasts are obtained 
using 7 weeks of past data (order 7).  
 
Holt’s Method Similar to SMA above, net flow during the same time period on the same 
day from previous weeks is used in this model to generate the level and trend. Validated 
against the previous month’s data, the best forecasts are obtained using initial trend and 
level values regressed from 4 weeks of data with subsequent recursive calculations (order 
8) based on optimized α  and β  values for each model. 
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Results Results generated are compared against those from a parallel study using a 
sequential least squares model (regression) on the same data set and forecast periods 
(Kek et al. 2005). aveE  and maxE  for each method during the different time periods are 
tabulated. Given the large amount of results generated, mean values of aveE  and maxE , 
(taken from the last column of Table A.1 in the Appendix), are illustrated below in 

























































Figure 3.3: Mean maxE  values for linear net flow forecasting 
 
The aveE  values for Holt’s method ranges between 0.58 – 0.82 veh/3hr while the maxE  
values ranges between 2.21 – 2.96 veh/3hr. In comparison, SMA returns higher aveE  
values between 0.66 – 0.90 veh/3hr and maxE  values between 2.17 – 3.08 veh/3hr while 
Regression also returns higher aveE  values between 0.74 – 0.98 veh/3hr and maxE  values 
between 2.33 – 3.13 veh/3hr. It can be observed from the figures above that Holt’s 
method appears to best capture the strong weekly trends in the data set with its 
exponential smoothing of level and trends. Among the linear models, it consistently 
outperforms SMA and Regression in terms of both aveE  and maxE . Detailed error 
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3.3 NON-LINEAR FORECASTING MODELS 
A universal functional approximator, which has been used successfully to forecast for 
many non-linear time series is the neural network model. Five such networks are 
considered in this study, with different input factors, network architectures, transfer 
functions and training algorithms. 
  
Inspired by the biological neurons within the human brain, neural networks are composed 
of simple elements operating in parallel (Haykin 1999). They are trained to learn the 
relationships between input and output pairs. This makes it highly applicable to this 
research as the factors identified earlier will act as inputs to forecast future demand, 
supply or net flow. The key benefit of neural network lies in its ability to capture 
unknown relationships between the input and output data. Its only drawback is its data 
intensive nature. That is, the data used to train a neural network needs to cover all the 
possible patterns in the input-output space. There are four basic steps to model 
development and application (MathWorks 2003): 
• Assemble the training data 
• Create the network structure 
• Train the network 
• Simulate the network response to new inputs 
 
3.3.1 Neural Network Model Development 
There are four key areas of concern in the model development of a neural network. They 
are the input factors, network architecture, transfer functions and training algorithms. 
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Input Factors Four input factors are identified from data correlation analysis conducted 
earlier. They are: 
i. Net flow at the same station during the same time period, on the same day of the 
previous week. 
ii. Net flow at the same station during the same time period on the previous day. 
iii. Net flow at the same station during the previous time period. 
iv. Net flow at the same station during the second previous time period.  
 
Network Architecture Given a sparse and noisy data set (i.e., trip frequency is rather 
limited and usage pattern varied) with the possible presence of non-linear relationships, a 
suitable network type for use is the multilayer perceptron (MLP) with its non-linear 
mapping capabilities. Two types of architectures are considered in this study, namely the 
MLP with back-propagation algorithm and the Elman recurrent network, which is 
inherently a MLP with one or more feedback loops. 
 
A schematic of the MLP with back-propagation and a single hidden layer is shown in 
Figure 3.4. Its network architecture is made up of three segments, namely the initial input 
layer where factors influencing the forecast are entered, one hidden layer with different 
number of hidden neurons and a final output layer. There are two distinct passes of 
computation in the back-propagation algorithm, namely the forward pass and the 
backward pass. In the forward pass, the synaptic weights remain unchanged while the 
input values are carried forward to the successive layers by the connections, but modified 
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by the connection weights and different transfer functions at each layer until the output 
layer. The various transfer functions are discussed later in the next section. In the 
backward pass, error signals are propagated backwards from the output layer to the input 
layer, recursively computing the local gradient of each neuron, thereby modifying the 
synaptic weights of the network.  No feedback loops are used in this network.  
 
 
Figure 3.4: MLP with a single hidden layer 
 
A schematic of a two-layer Elman network is shown in Figure 3.5. Similar to the MLP 
with back-propagation, its network architecture is also made up of three segments. An 
initial input layer where the factors influencing forecasts are entered, a single hidden 
recurrent layer and a final output layer. Feedback from the first-layer (hidden layer) 
output creates a delay in connection, which stores values from the previous time step for 
N neurons in a 
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use in the current time step. This recurrent connection allows the Elman network to both 
detect and generate time-varying patterns (MathWorks 2003).  
 
 
Figure 3.5: Elman network 
 
Transfer Functions A MLP trained with the back-propagation algorithm may in general 
learn faster when the activation function built into the neuron model of the network is 
antisymmetric than when it is nonsymmetric (Haykin 1999). The popular antisymmetric 
activation function, ‘hyperbolic tangent’ is thus used in the hidden layer of the MLP, 
followed by a linear transfer function in the output layer. The rationale for a non-linear 
transformation followed by a linear transformation may be traced back to an early paper 
by Cover (1965). According to this paper, a pattern-classification problem cast in a high-
N neurons in a single 
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dimensional space non-linearly is more likely to be linearly separable. And since the 
dimension of the hidden space is directly related to the capacity of the network to 
approximate a smooth input-output mapping (Mhaskar 1996), the use of this combination 
of transfer functions coupled with a high dimensional hidden space potentially enhances 
the accuracy of forecasts. 
 
The Elman network on the other hand works better with a ‘hyperbolic tangent sigmoid’ 
transfer function in its hidden recurrent layer, and a linear transfer function in its output 
layer. This combination is special in that two-layer networks with these transfer functions 
can approximate any function (with a finite number of discontinuities) with arbitrary 
accuracy (MathWorks 2003). The only requirement is that the hidden layer must have 
enough neurons. More hidden neurons are needed as the function being fit increases in 
complexity. 
 
Training Algorithms To work with the MLP with back-propagation, the scaled conjugate 
gradient (SCG) training method is selected for its fast convergence without over-training. 
In general, the training follows a gradient descent algorithm, in which the network 
weights are moved along the negative of the gradient of the performance function. This is 
a batch training method in which weights and biases are only updated after all of the 
inputs and targets are presented. The SCG method uses the model-trust region approach 
in the Levenberg-Marquardt (LM) algorithm to eliminate a time consuming line search 
present in most conjugate gradient methods (MathWorks 2003).  
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A sequential training mode with Bayesian Regularisation is also studied on the MLP with 
back-propagation. In this mode of operation, weight updating is performed after the 
presentation of each training example, i.e. weights and bias levels are adjusted with each 
input-output pair in the training set. A linear combination of squared errors and weights is 
minimised and modified so as to produce a network with good generalization qualities. 
This Bayesian regularization takes place within the LM algorithm (MathWorks 2003). 
 
For the Elman network, the LM optimization training method is chosen for its time 
efficiency. In this algorithm, back-propagation is used to calculate the Jacobian matrix of 
the errors in the network with respect to the weight and bias variables. Each variable is 
then adjusted according to the LM optimization method (MathWorks 2003). 
 
Neural Network Models The various neural network models explored in this research are 
presented below in Table 3.1. 
 
Table 3.1 Neural network models 
Inputs* 
Model 
i ii iii iv 
Network Architecture Transfer Functions Training 
MLP_2B *  *  MLP with back prop. Tanh / Linear Batch (SCG) 
MLP_3B * * *  MLP with back prop. Tanh / Linear Batch (SCG) 
MLP_4B * * * * MLP with back prop. Tanh / Linear Batch (SCG) 
MLP_4S * * * * MLP with back prop. Tanh / Linear Seq. (Bayes.) 
ELM_4B * * * * Recurrent (Elman) Tansig / Linear Batch (LM) 
* i. Net flow at the same station during the same time period, on the same day of the previous week. 
 ii. Net flow at the same station during the same time period on the previous day. 
 iii. Net flow at the same station during the previous time period. 
 iv. Net flow at the same station during the second previous time period.  
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3.3.2 Heuristically Enhanced Networks 
Several heuristics are further incorporated into the networks to improve performance.  
Normalising the Inputs Each input variable should be pre-processed so that its mean 
value, averaged over the entire training set, is close to zero, or else it is small compared to 
its standard deviation (LeCun 1993). This is to ensure that the range of values of the 
inputs is comparable, so as to prevent one input variable with high values from 
dominating the entire input vector. The input data in this study is thus pre-processed 
(scaled) to the range [-1,1] for more efficient training.  
 
Normalising the Target Values It is important that the target values (desired response) be 
chosen within the range of the sigmoid activation function (Haykin 1999). Otherwise, the 
back-propagation algorithm or recurrent network tends to drive the free parameters of the 
network to infinity, and thereby slow down the learning process by driving the hidden 
neurons into saturation. Since the hyperbolic tangent function and the hyperbolic tangent 
sigmoid function both vary between -1 and 1, the target values in this study are thus also 
pre-processed to the range [-1,1]. 
 
Preventing Over-fitting ‘Early stopping’ is incorporated into the training to prevent over-
fitting of data. The data is first partitioned into a training subset and a validation subset. 
The training subset is then used to train the network with intermittent checks against the 
validation subset.  The validation error will normally decrease during the initial phase of 
training, as does the training set error. However, when the network begins to over-fit the 
data, the error on the validation set will typically begin to rise. When the validation error 
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increases for a specified number of iterations, the training is stopped, and the weights and 
biases at the minimum of the validation error are returned.  
Finding the Optimal Number of Hidden Neurons The network is first trained using a 
range of neurons in its hidden layer. The number of neurons returning the lowest aveE  for 
the validation subset is then selected to forecast the test data. 
 
3.3.3 Model Extrapolation and Evaluation 
Net flow forecast is once again carried out for the month of data in March 2004, using the 
same 24 three-hourly rolling horizon time periods for all five stations (Station 2 – 6). The 
two MOEs introduced earlier, namely aveE  and maxE  are used for evaluation.  
 
Each network is structured such that the number of neurons in the input layer is 
equivalent to the number of input factors (one for each input factor), with one neuron in 
the output layer to forecast net flow in that particular time period. The optimal number of 
neurons in the hidden layer is selected from a range of 1 – 30.  
 
To forecast for a particular month, usable data in the past seven months is required, with 
the earliest six months of data as the training set and the most recent month of data as the 
validation set. Thus, to develop a forecasting model for March 2004, data from June 2003 
to November 2003 is used for training while data from February 2004 is used for 
validation. Note that data from December 2003 and January 2004 are once again 
excluded to prevent season bias. 
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24 neural networks are created for each station, on each month to represent each three-
hourly time period. For five stations, the total number of networks created is 5 x 24 = 120. 
In most cases, each training data set consists of 6 months x 30 days = 180 training data 
points. The same network is used for different days of the week. A finer approach is 
explored where 120 x 7 = 840 networks are created to train for different days of the week. 
However, the results produced are not significantly better than those using the same 
network for different days. Thus, the simpler approach is adopted.  No finer approaches 
can be explored due to the intensive data requirement of neural network. All neural 
network trainings are implemented in MATLAB (MathWorks 2003) with the Neural 
Network Toolbox. 
 
Results Results generated are compared against those from a parallel study using a Least 
Square Support Vector Machine (LSSVM) on the same data set and forecast periods 
(Cheu et al. 2006). Given the large amount of results generated, the mean values of aveE  
and maxE  (taken from the last columns of Table A.2 and A.3 in the Appendix) for the six 
models are illustrated below in Figures 3.6 and 3.7 respectively for a visual comparison.  
























Figure 3.6: Mean aveE  values for non-linear net flow forecasting 
 
Figure 3.7: Mean maxE  values for non-linear net flow forecasting 
 
The aveE  values for MLP_4B ranges between 0.43 – 0.59 veh/3hr while the maxE  values 
ranges between 1.67 – 2.13 veh/3hr. In comparison, the other models return higher aveE  
values between 0.42 – 0.71 veh/3hr and maxE  values between 1.42 – 2.58 veh/3hr. It can 
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models in terms of aveE . No significant trend however can be observed on maxE  from 
Figure 3.7. Results suggest that MLP_4B in general provides a more accurate forecast 
than the rest of the models. A possible explanation could be that MLP_4B incorporates 
more information through its four input factors and its MLP architecture with back 
propagation and batch training is able to better capture the complex relationships between 
the input data and net flow. Detailed error statistics for the five models can be found in 
Tables A.2 and A.3 of the Appendix.  
 
3.4 HYBRID FORECASTING MODELS 
The key motivation behind hybrid forecasting is that through combining different models, 
different aspects of underlying patterns in the data may be captured. Real data is often 
interspersed with both linear and non-linear patterns and no one model is capable of 
handling both relationships equally well. A combination of linear and non-linear models 
on the other hand, can tap on both its characteristics to model complex autocorrelation 
structures in the data more accurately (Zhang 2003). Considerable literature has 
accumulated over the years regarding the combination of forecasts (Ginzburg and Horn 
1994, Luxhoj et al.1996, Wedding and Cios 1996). The primary conclusion of this line of 
research is that forecast accuracy can be substantially improved through the combination 
of multiple individual forecasts (Clemen 1989). A review of past successful combined 
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3.4.1 Hybrid Methodology 
Both Holt’s method and MLP_4B have achieved relative successes in their respective 
domains of linear and non-linear forecasting. Nevertheless, it is difficult to characterise 
real data as purely linear or non-linear. A hybrid methodology that has both linear and 
non-linear modelling capabilities can thus be a good strategy for practical use (Zhang 
2003). By combining different models, different aspects of the underlying patterns in the 
data may be captured. 
 
Strong presence of non-linear trends Figure 3.8 and 3.9 compare the mean values of 
aveE  and maxE  respectively between Holt’s method and MLP_4B. The aveE  values for 
Holt’s method ranges between 0.58 – 0.82 veh/3hr and the maxE  values ranges between 
2.21 – 2.96 veh/3hr. In comparison, the aveE  values for MLP_4B ranges between 0.43 – 
0.59 veh/3hr and the maxE  values ranges between 1.67 – 2.13 veh/3hr. Both the aveE  and 
maxE  values for MLP_4B are significantly and consistently lower than that for Holt’s 
method. Results show MLP_4B to provide a closer forecast compared to Holt’s method, 
suggesting a strong presence of non-linear trends between the input data and net flow. It 
is thus proposed for MLP_4B to play a more predominant role in the hybrid model. 
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Figure 3.9: Mean maxE  values for Holt’s method and MLP_4B 
 
Strong weekly trends in data The preliminary data analysis in Section 3.1 noted a strong 
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incorporates information only from the same time period in the previous week and does 
not capture any trip information from past weeks. With the strong weekly trends in the 
trip data, the inclusion of this information may possibly further improve the forecast 
accuracy currently achieved by MLP_4B. The incorporation of past weeks data into a 
pure MLP_4B model however, leads to an increase in the number of input neurons and 
consequentially the number of unknowns. The data requirement thus becomes 
impractically large. A sequential filtering of Holt’s method through MLP_4B is thus 
proposed in the hybrid model, enabling the incorporation of this additional information 
into the forecast without a significant increase in data requirement.  
 
Hybrid Forecasting Model The proposed hybrid forecasting procedure, termed MLP-H 
(MultiLayerPerceptron-Holt’s) Filter is illustrated below in Figure 3.10. The model 
integrates the exponential smoothing characteristics of Holt’s method with the non-linear 
mapping features of MLP_4B to capture the complex relationship between the input 
factors and net flow data. It is developed as a two-stage model to sequentially filter 
forecasts, where the output from Holt’s method is incorporated as an independent input 
variable into MLP_4B, and is in a broad sense, refined or filtered in an attempt to 
minimise noise. Where before, the MLP_4B model alone utilises only data from up to the 
week before for forecasting, the incorporation of Holt’s method now allows data from 
previous weeks to be considered. Increasing the number of input variables by only one 
also helps keep complexity at a manageable level. The integration of Holt’s method as an 
input variable allows the structure of the MLP_4B model to be largely maintained, thus 
preserving its superior forecasts capabilities. With no change to MLP_4B’s network 
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architecture, training algorithm and previously incorporated heuristics, the hybrid model 
is then trained using different number of neurons in its hidden layer. This new hybrid 
approach thus allows MLP_4B to play a predominant role while enabling the inclusion of 
additional critical data without creating unmanageable complexity. 
 
 
Figure 3.10: Hybrid MLP-H Filter Model 
 
3.4.2 Model Extrapolation and Evaluation 
A more comprehensive round of net flow forecast is carried out in this section for the 
three models, namely, Holt’s method, MLP_4B and MLP-H Filter for four months of 
data from March 2004 to June 2004, using the same 24 three-hourly rolling horizon time 
periods for all five stations (Station 2 – 6). The two MOEs introduced earlier, including a 
new MOE, standard deviation of absolute errors (SDE), as defined in Equation (3.8) are 
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The forecast approach for Holt’s method and MLP_4B have been detailed earlier in 
Sections 3.2.4 and 3.3.3 respectively. To forecast for MLP-H Filter during a particular 
month, usable data in the past eleven months is required. The earliest nine months of data 
is used to produce the Holt’s method forecast. This forecast, together with MLP_4B’s 
four inputs from the fifth to tenth month of data is then trained together in the new hybrid 
model, using the eleventh month data as validation. Once again, data from December 
2003 and January 2004 are excluded to prevent seasonal bias. 
 
In the structure of the MLP_4B portion of the hybrid MLP-H Filter Model, there are now 
five neurons in the input layer (one for each input factor), with one neuron in the output 
layer to forecast net flow in that particular time period. The optimal number of neurons in 
the hidden layer is selected from a range of 1 – 25, moderating the number of unknowns 
to maintain a similar data requirement. Twenty-four MLP_4B models are created for 
each station, on each month to represent each three-hourly time period. For five stations 
and four months of data, the total number of networks created is 5 x 4 x 24 = 480. In 
most cases, each training data set consists of 6 months x 30 days = 180 training data 
points.  
 
Results Given the voluminous amount of results generated, the mean values of aveE  and 
maxE  (taken from the last columns of Table A.4 to A.7 in the Appendix) for the three 
models from March 2004 to June 2004 are illustrated below in Figures 3.11 to 3.18 for a 
visual comparison. SDE for the three models are further presented in Figures 3.19 to 3.22. 
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The aveE  values for MLP-H Filter ranges between 0.38 – 0.63 veh/3hr while the maxE  
values ranges between 1.71 – 2.54 veh/3hr. In comparison, Holt’s method returns higher 
aveE  values between 0.58 – 0.96 veh/3hr and maxE  values between 2.21 – 3.21 veh/3hr, 
while MLP_4B also returns higher aveE  values between 0.41 – 0.67 veh/3hr and 
comparable maxE  values between 1.58 – 2.54 veh/3hr. It can be observed from Figures 
3.11 to Figures 3.14 that MLP-H Filter consistently outperforms the other two models in 
terms of aveE  values for all stations across all four months. From Figures 3.15 to Figures 
3.18, it can also be further observed that MLP-H Filter delivers an overall better 
performance in terms of maxE  than the other two models. These results are further 
supported by the SDE values of the three models, where MLP-H Filter ranges between 
0.23 – 0.38 veh/3hr while Holt’s method ranges between 0.35 – 0.54 veh/3hr and 
MLP_4B ranges between 0.25 – 0.41 veh/3hr. It can be observed from Figures 3.19 to 
Figures 3.22 that MLP-H Filter consistently returns a lower SDE value and thus a lower 
dispersion as compared to the other two models for all stations across all four months.  
 
On average, Holt’s method returns aveE  and maxE  values of 0.76 veh/3hr and 2.68 veh/3hr 
respectively, MLP_4B returns aveE  and maxE  values of 0.53 veh/3hr and 2.12 veh/3hr 
respectively and MLP-H Filter returns aveE  and maxE  values of 0.50 veh/3hr and 2.07 
veh/3hr respectively. MLP-H Filter thus improves average forecast accuracy from Holt’s 
method and MLP_4B by 0.27 veh/3hr and 0.04 veh/3hr respectively for aveE  and 0.61 
veh/3hr and 0.05 veh/3hr respectively for maxE . Assuming all errors from the three 
models to be normally distributed, with variances which are not necessarily equal, 
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statistical t-tests show the mean error for Holt’s method to differ significantly from that 
for MLP-H Filter with a P-Value of 0.0005, and the mean error for MLP_4B to differ 
significantly from that for MLP-H Filter with a P-Value of 0.031. We thus conclude with 
99.9% confidence that Holt’s method returns a higher error as compared to MLP-H Filter 
and with 93.8% confidence that MLP_4B returns a higher error as compared to MLP-H 
Filter. Detailed error statistics for the three models from March 2004 to June 2004 can be 
found in Tables A.4 to A.7 of the Appendix respectively. 
 
3.5 SUMMARY 
This chapter presents a study of new and existing forecast models, revealing the 
exponential smoothing Holt’s method and the MLP_4B, a multiple layer perceptron 
neural network with back propagation to perform best in their respective areas of linear 
and non-linear forecasting. Used individually, these models are however limited in their 
capacity to fully capture critical forecast data and are thus not able to adequately reflect 
the complex relationships found in real trip data. 
 
A new hybrid modeling approach, MLP-H Filter is developed in this research. Integrating 
the unique strengths of Holt’s method and MLP_4B, it enables a more comprehensive 
inclusion of critical forecast data without a significant increase in complexity. Developed 
as a two-stage model to sequentially filter forecasts, the output from Holt’s method 
becomes part of the input to MLP_4B. Tested using a total of 480 hybrid models across 
four months of trip data, the forecast accuracy of MLP-H Filter was compared against 
that of the Holt’s method and MLP_4B in terms of aveE , maxE  and SDE. Results show the 
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new hybrid MLP-H Filter model to successfully and consistently improve forecast 
accuracy over that of the pure linear model, Holt’s method and the pure non-linear model, 
MLP_4B. It is important to note however that the results obtained thus far are specific to 
the available data set, and further research on the testing of these models across a larger 
variety of data patterns with different statistical characteristics is recommended to 
support the findings of this study. Nevertheless, these initial results have been promising 
and there exists great potential for the future research of hybrid forecasting models for 
carsharing trip data. 
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CHAPTER 4: VEHICLE RELOCATION SIMULATION MODEL 
 
4.1 INTRODUCTION 
Challenged by accessible and economical public transportation systems, multiple-station 
carsharing companies are driven to gain a competitive edge by using an operator-based 
relocation system to ensure privacy, simplicity and convenience to their users. To assist 
such operators in evaluating system performance to hence enhance the use of resources 
and increase service levels, this chapter presents a simulation model, with an emphasis on 
operator-based relocation techniques. A qualitative analysis conducted on operator-based 
relocation systems provides insights on the key issues involved and their influences over 
each other. Based on this analysis, a time-stepping simulation model was developed and 
three performance indicators (PIs) proposed to evaluate system performance. The model 
was validated using commercially operational data from a local carsharing company. 
Using the existing operational system data as the base scenario, the effectiveness of two 
proposed relocation techniques, namely the shortest time and inventory balancing 
techniques, and various operating parameters were studied.  
 
4.2 OPERATOR-BASED RELOCATION SYSTEM 
Prior to embarking on the study of an operator-based relocation system, it is essential to 
have a clear understanding of the dynamics involved. Drawing on the knowledge base of 
various carsharing research (Carlink, IntelliShare, etc.) and an understanding of 
carsharing operations from publicly available information, a qualitative analysis of an 
operator-based relocation system for multiple-station carsharing systems is first 
                             CHAPTER 4: VEHICLE RELOCATION SIMULATION MODEL 
 65
conducted. The key issues involved and their varying influences over each other are 
highlighted in this section.  
 
Figure 4.1 presents a schematic showing the interactive dynamics between the various 
components in an operator-based relocation system. Depending on the usage patterns of 
commuters in the system, operators may choose the appropriate amount of resource to 
invest into the system and the type of relocation model to implement. These chosen 
operating parameters in turn interact with the current operational set-up to reflect the 
expected service level and the resulting rate of relocations (i.e., number of moves). The 
implementation of this system naturally results in some shifts in usage pattern as existing 
users accustom themselves to the new flexibility and new users are attracted to make use 
of it. These changes should feedback to the model, allowing for adjustments of operating 
parameters to maintain efficiency. 
 
The first component on the left highlights the key usage patterns which should be noted 
for their influence in an operator-based relocation system. Knowledge on the peaks and 
troughs in vehicle usage levels, length of usage and net flow of vehicles in individual 
stations is essential in deciding on the appropriate level of resource and choosing a 
suitable relocation model.  
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The second component is the additional resources required for implementation of the 
vehicle relocation system. These include extra car park stalls in the stations and 
manpower to relocate the cars. Assuming full utilization of all resources in the company 
with no excess, additional staff needs to be hired for the purpose of relocating vehicles 
between stations. Extra car park stalls are also needed at each station to accommodate the 
temporary over supply of vehicles. Ideally, the ratio of stalls to cars should be kept as 
close to one as possible for maximum cost effectiveness (and space utilization). However, 
the trade-off would be a compromise on service levels when there are not enough empty 
stalls in certain stations for users to return their vehicles. The choice of resource level 
thus depends on the peaks and troughs in usage levels and the net flow of vehicles to and 
from stations. 
 
The next component is the relocation model. In deciding whether to relocate vehicles 
between stations, certain threshold values (referred to as “relocation thresholds”) need to 
be set. There are a total of four relocation thresholds for each station – two critical 
thresholds and two buffer thresholds. When the number of vehicles in the station goes 
above the high critical threshold or below the low critical threshold, a relocation request 
is generated from and to the station respectively. When a relocation is required in one 
station, the supporting station will only allow a vehicle to be taken out or brought in if the 
number of vehicles in the station is at and above the low buffer threshold or at and below 
the high buffer threshold respectively. The buffer thresholds are thus naturally bounded 
by the critical thresholds, i.e., the high critical threshold is greater than the high buffer 
threshold while the low critical threshold is lesser than the low buffer threshold. 
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Choosing more extreme critical thresholds (which gives a larger range between the upper 
and lower limits) and less extreme (more conservative) buffer thresholds values would 
trigger less relocation requests and allow less relocations to be carried out, thus reducing 
cost but possibly compromising on Levels of Service (LOS), i.e., vehicle or stall 
availability (ZVT or FPT). Conversely, more conservative critical thresholds and extreme 
buffer thresholds would trigger more relocation requests and allow more relocations to be 
carried out, thus maintaining higher LOS but at the expense of increased cost. Finally, 
two techniques of relocating vehicles are proposed in this thesis, namely ‘shortest time’ 
and ‘inventory balancing’. These techniques will be discussed in greater detail in the next 
section. 
  
Depending on the current operational set-up, application of the above choices would 
result in varying outcomes. For instance, given a fixed number of vehicles and car park 
stalls, a greater number of stations imply a sparser distribution of stalls. A small number 
of car park stalls in a particular station generally means a narrow range of upper and 
lower threshold values, thus creating the need to constantly relocate vehicles to and from 
that station whenever its threshold values are reached or exceeded. In situations where the 
number of required relocations exceeds staff strength and relocations are not carried out, 
LOS will be affected. Distance between stations also impact on the speed of relocation. 
Shorter distances generally imply faster relocations and as a result, better service levels. 
The distribution of car park stalls in each station is also an important factor as sparse 
distributions tend to affect LOS as explained above. The components, resource levels, 
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choice of relocation model and current operational set-up thus interact to give an 
indication of the expected system PIs, namely, LOS (ZVT and FPT) and NR.  
 
It is proposed in this study to evaluate LOS using two key indicators, namely, zero-
vehicle time (ZVT) and full-port time (FPT). When ZVT occurs, the station is without 
vehicles and users requesting for vehicles at that station will be rejected. Conversely, 
when FPT occurs, the station has no empty car park stall and users requesting to return 
vehicles to that station will also be rejected. Both ZVT and FPT reduce the attractiveness 
of carsharing systems to users.  From operator’s point of view, ZVT implies a possible 
loss in revenue.  From user’s point of view, ZVT forces users to use other stations, or 
other modes of transport, while FPT forces users to return the vehicles to other stations or 
later, incurring additional usage cost. Thus both values need to be kept to a minimum to 
maintain good LOS. 
 
Finally, there may be a shift in usage pattern resulting from the implementation of such a 
system. Adapting to the new system, users may begin to change their trip patterns. The 
flexibility of the system allows for the making of one-way trips from origin to destination 
of activity, or breaking a return trip into a series of one-way trips with stops at different 
stations. Thus trips may become shorter and more frequent. Usage levels may also rise as 
more users are attracted to use the system. These changes should feedback to the 
beginning of the system where appropriate adjustments can be made to the resource 
levels and choice in relocation model.  
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At this point, it is important to note that besides the impact from the implementation of 
this system, usage patterns are also likely to be influenced by changes in price. The 
pricing model is in fact a key tool used by operators to not only balance the additional 
cost of implementing an operator-based relocation system but also to influence usage 
patterns, encouraging certain usage trends which would be both cost effective for 
commuters as well as profitable for the company. A schematic of this relationship is 
presented in Figure 4.2. It is thus likely that changing from a fixed to a flexible system 
would require a restructuring of the pricing model. The cost involved in implementing 
such a system depends on the levels of resources utilized, such as the wages of additional 
staff and the rental of extra car park stalls. Other costs include the transportation cost of 
carrying out relocations and the purchase and maintenance of software to run the system. 
The pricing model takes these into consideration while simultaneously maintaining an 
interactive relationship with the usage patterns. As mentioned earlier, these changes in 
usage patterns would in turn influence the amount spent on additional resources. Case 
studies on how some carsharing operators in Singapore make use of their pricing model 
to influence usage patterns can be found in Kek et al. (2004). 





Figure 4.2: Pricing model of an operator-based relocation system 
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4.3 RELOCATION TECHNIQUES 
As mentioned earlier, two techniques of relocating vehicles are proposed in this thesis, 
namely ‘shortest time’ and ‘inventory balancing’. Two other techniques, relocation 
prediction by Barth et al. (2001) and ‘staff location’, currently adopted by a 
commercially operational multiple-station carsharing operator with flexible return time 
and stations are also reviewed. 
 
In deciding whether relocation needs to be carried out, an adaptation of the ‘static 
relocation’ (Barth and Todd 1999) approach is used. Barth and Todd (1999) defined this 
as relocating vehicles based on immediate needs at a particular station. A minimum 
threshold is used before a relocation event is generated for a particular station, and the 
station with an excess of vehicles maintains a minimum threshold before it can give-up 
vehicles in a relocation event. This method has however been shown by Barth and Todd 
(1999) to be simple to implement, but not very efficient when compared to other 
predictive methods, where knowledge of expected vehicle demand in the future is used to 
determine when and from where a relocation event occurs. Thus, looking only at the 
physical number of vehicles in the station may not be such a reliable guide for triggering 
relocations. Vehicles awaiting maintenance or reserved by users may physically be in the 
station but are in effect not available for use. Vehicles scheduled for return to a particular 
station (return time unknown) are also not accounted for. The term, virtual vehicles status 
is thus created for a more realistic representation. This refers to a virtual number of 
vehicles at each station, which is checked against the station’s threshold values to 
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determine if relocation is necessary. The virtual vehicles status, ( )sV t  for station s at time 
step t (or, at the end of the time interval from t-1 to t) is defined below in Equation (4.1). 
 
 ( ) ( ) ( ) ( ) ( )s s s s sV t R t nU t W t N t= + + −  (4.1) 
 
where Rs(t) is the real vehicles status, i.e. real number of vehicles in station s at time t, n 
is a factor multiplied by Us(t), the total number of vehicles scheduled for return to station 
s as of time t by users (exact return time unknown), Ws(t) is the number of vehicles 
scheduled for return to or removal from station s as of time t due to relocation, and Ns(t) 
is the number of vehicles scheduled for return to or removal from station s as of time t 
due to maintenance jobs or reservation by users. When Vs(t) violates the critical 
thresholds of station s, a relocation request is issued, followed by a check for availability 
of space or vehicles for relocation depending on whether an overflow or shortfall is 
identified. Subject to availability, the decision on which origin and/or destination station 
to relocate vehicles to and from is then dependent on the relocation technique. These 
techniques are described in detail below. 
 
Relocating vehicles by shortest time means moving vehicles to or from a neighboring 
station in the shortest possible time. Time here comprises of both the travel time of staff 
(if any) from his existing location to the station where the vehicle to be moved is parked, 
and the time to drive the vehicle to the destination station. In short, to perform a 
relocation from stations B to C, a staff may be at station A and he needs to travel to 
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station B to drive the vehicle from station B to C.  The sum of travel times from A to B 
and then to C needs to be considered.   
 
Relocating by inventory balancing, means filling a station with vehicle shortage, using a 
vehicle from another station with over supply.  While the shortest time relocating 
technique places a larger emphasis on service levels (i.e., to restore the service levels at 
the shortest possible time), the inventory balancing relocation technique focuses on cost 
efficiency (i.e., moving only one vehicle to simultaneously solve a pair of vehicle 
shortage-overflow problems). For example, if station A is experiencing a shortage of 
vehicles and needs to be filled, the choice of station from which to pull a vehicle from 
would be station B, which is concurrently experiencing an over supply and not station C, 
which is nearer and faster. 
 
Relocating by staff location, means filling a station with vehicle shortage, using a vehicle 
from another station with a staff. For example, if station A is experiencing a shortage of 
vehicles and needs to be filled, the choice of station from which to pull a vehicle from 
would be station C, where a staff is stationed and not station B, which is experiencing an 
over supply but has no staff. 
 
Depending on the vehicle usage pattern at a certain time period of the day, or day of the 
week, an appropriate choice of relocation technique should be made. During periods of 
low usage, when relocation of vehicles may not be time critical, it would be more cost 
effective to relocate by inventory balancing. In times of high usage, relocating by 
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shortest time may be more appropriate in view of maintaining good service levels. Finally, 
it is important to note that the distinction between relocation techniques may not be 
significant when the stations are near each other or when there is only one viable origin 
or destination station from which to choose from for relocation. 
 
4.4 SIMULATION MODEL DEVELOPMENT 
In order to quantify the impact of the proposed relocation techniques on the system 
performance of an operator-based relocation model, a computer simulation model is 
developed and tested with a real set of commercially operational carsharing data. The 
developed model is a time-stepping simulation, whose inputs are the operational set-up 
and historical events such as vehicle usage by customers, refuelling, cleaning and 
inspections of vehicles by staff. Simulation modelling is chosen for its ability to 
incorporate a large range of operating parameters while managing their interdependent 
relationships. A time-based approach is adopted for this model with several advantages. 
Firstly, it allows for integration with forecasted trip data, enabling pre-emptive vehicle 
relocation in the next decision support tool. Secondly, given that each time step is only a 
minute apart, the model remains able to capture each event as it happens with little loss in 
accuracy, thus preserving the advantages of an event-based model. Finally, it allows for 
greater clarity and simplicity in algorithm representation. In event-based simulations, 
different combinations events, such as a staff returning, a vehicle breaking down, a 
vehicle being returned, etc. would trigger off different combinations of checks and 
activities. In contrast, a time-based approach allows for a generic sequence of events to 
be triggered off at each time step, hence reducing the complexity of the algorithm. Based 
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on available resource and relocation techniques adopted, this time-stepping simulation 
model would thus trigger and effect required movements and relocations in the system at 
each time step. Finally, key output parameters defining system performance (ZVT, FPT 
and NR) are tabulated and analyzed for the time period simulated. The impact of 
employing different relocation techniques under various operating conditions can thus be 
studied using this simulation model. The simulation algorithm is presented in the 
flowchart in Figure 4.3.  
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Figure 4.3: Simulation algorithm flowchart 
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there are four parameters. Firstly, station parameters refer to the number of stations in the 
system, the actual number of vehicles in each station at the start of the simulation, the 
travel time matrices specifying staff travelling time and relocation time between stations, 
number of car park stalls and each station’s threshold values. Next, maintenance job 
parameters refer to type and average time taken for duties such as refuelling, cleaning 
and inspection of vehicles. Staff parameters refer to the staff strength and shift hours. 
Finally, relocation technique will dictate how relocation is carried out. This involves 
setting decision rules on how to select the most critical station for relocation, and 
subsequently the corresponding station to relocate vehicles to or from. There are three 
sets of data under dynamic events. Firstly, trip data refers to the pick-up and return of 
vehicles by users at different stations during each time step. Staff status refers to the 
availability and location of each staff at the beginning of each shift. Finally, maintenance 
job status refers to the frequency and occurrence of maintenance jobs at different time 
steps. 
 
Next, relocation simulation is carried out on a time-stepping loop. At each time step, the 
algorithm begins by first checking if a staff is available. If no staff is available, the 
algorithm waits till the next time-step. Otherwise, the algorithm checks for a maintenance 
job request and only if there is none, proceeds to check for a relocation request. Priority 
is given to maintenance jobs over relocation in this algorithm because until maintenance 
jobs are completed, vehicles will not be available for use. In the algorithm, maintenance 
job requests are assigned on a first-come-first-served basis to available staff, and staff 
status for these staff is updated as unavailable for the number of time steps required for 
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the job, including the staff travel time from his/her existing location to the vehicle 
location. Upon completion, the final location of the staff and availability and location of 
vehicle are then reflected under staff status and real vehicles status respectively. Once a 
maintenance job request is assigned, the algorithm waits until the next time-step. 
 
In deciding whether a relocation needs to be carried out, the virtual vehicles status 
(introduced earlier) at each station is checked against the station’s threshold values (input 
earlier under station parameters). When Vs(t) violates the critical thresholds of station s, a 
relocation request is issued, otherwise the algorithm waits until the next time-step. The 
algorithm then checks for availability of space or vehicles for relocation depending on 
whether an overflow or shortfall is identified. Subject to availability, the decision on 
which origin and/or destination station to relocate vehicles to and from is then dependent 
on the relocation technique. These are the shortest time and inventory balancing 
techniques, as detailed earlier. If an available origin-destination station pair can be found, 
the relocation is assigned to a staff and as with maintenance jobs above, the staff status 
and real vehicles status are similarly updated. The simulation algorithm then waits until 
the next time-step. If no available station can be found, the simulation algorithm also 
waits until the next time-step.  
 
At the end of each wait, as the simulation clock advances to the next time step, the 
algorithm checks if it is the final time-step in the entire simulation. If so, the simulation 
algorithm ends, otherwise, it loops back and begins checking for staff availability again.   
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4.5 MODEL VALIDATION AND APPLICATIONS 
 4.5.1 Performance Indicators 
Data from the simulation model is collected at each time step, analyzed and used to 
assess system performance. Three performance indicators (PIs) are proposed as measures 
of effectiveness. Using these indicators, the simulation model is iteratively evaluated and 
used as a decision support tool to help operators identify enhanced operating parameter 
values. The impact of applying different relocation techniques under a variety of 
operating conditions is hence studied using a real set of commercially operational data. 
 
The three key PIs proposed are ZVT, FPT (introduced earlier as the indicators for LOS) 
and NR. Both ZVT and FPT reduce the attractiveness of carsharing systems to users 
while the greater the NR carried out, the higher the cost of operations. Thus, for optimal 
performance of the system, an ideal value for all three PIs should be zero. 
 
4.5.2 Model Validation 
To validate and ensure fidelity of the model, real commercial trip data from a 
commercially operational carsharing system over a typical one-month period was applied 
on the model to compare the simulated system performance against the real system 
performance. The validation data set has a total of 1287 customer trips and 282 relocation 
trips. The operating parameters for their stations, maintenance jobs, staff and in-house 
relocation techniques were first coded into Microsoft Visual Basic 6.3. Next, trip data, 
maintenance jobs and staff status for inspection, refuelling, etc. over a one-month period 
were also read in. The model was then run using macros in the Microsoft Excel 2000 
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environment to produce simulated values of the three PIs during the one month period. 
All FPT and ZVT presented have been scaled by a factor m to dimensionless values to 
protect the confidentiality of the commercial data and the interest of the data provider. 
  
Comparisons of simulated against real FPT and ZVT values are presented in Figures 4.4 
















Figure 4.4: Comparison of real against simulated FPT for model validation 
(values of plotted FPT have been scaled to dimensionless values) 
 
















Figure 4.5: Comparison of real against simulated ZVT for model validation 
(values of plotted FPT have been scaled to dimensionless values) 
 
It can be observed that across all stations, regardless of simulated or real values, ZVT 
occurs more frequently than FPT. This is consistent with the higher priority placed on 
preventing FPT, by the existing low upper critical thresholds. The peak observed at 
station 9 is due the unique relocation priority placed by the operator on this smaller 
station, with only half the usual number of car park stalls.  As for NR, the actual NR 
exceeded the simulated counts by 19%, due to the unplanned and unscheduled relocations 
non-promoted by the system, such as last minute changes in destination stations or 
maintenance jobs carried out by the staff based on human judgement. 
 
In general, it is observed that the simulated PIs appear capable of replicating the trends in 
the real indicators. They are however consistently lower in value (i.e., showing a better 
performance), which may be attributed to the deterministic environment in the simulation. 
In reality, the time taken for different relocation trips for a particular origin-destination 
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station pair fluctuates according to the stochastic nature of travel time, and is dependent 
on traffic conditions. In addition to that, unexpected or unscheduled relocations also 
occur without being prompted.  The availability of real ZVT data at 15-minute intervals, 
not in a higher resolution, may also have contributed to the disparity.  This difference 
observed between the simulation and reality is systematic in nature and in general, not a 
major issue when comparing the relative performance between different relocation 
techniques. While results from the simulation are likely to present a more ideal reflection 
of the PIs, they nevertheless show a high fidelity to the trends observed. Unless faced 
with chronic congestions or a high frequency of unscheduled relocations, the model 
should be capable of distinguishing between the impacts of different relocation 
techniques under various operating conditions. 
 
4.5.3 Comparison of Relocation Techniques  
One of the key applications of this simulation model is to explore how variations in 
operating parameters impact on system effectiveness. In this section, the simulation 
model has been run iteratively to evaluate and hence identify enhanced operating 
parameters for a carsharing system. 
 
Two relocation techniques, namely inventory balancing and shortest time were studied 
under different permutations of operating parameter values. The parameters are staff 
strength and shift hours, factor n in Equation (4.1), relocation thresholds and number of 
car park stalls in each station. Each factor was varied over a range of values, staff 
strength between 1 – 6; four proposed sets of shift hours from the operators; factor n from 
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0 to 1, step size 0.1; relocation thresholds within a tolerance of +/-2 vehicles from current 
operational values and car park stalls within a tolerance of +/-2 stalls from current 
operational values. These different parameter values and relocation techniques were 
exhaustively permuted against each other. The simulation model was then applied 
iteratively to study the impact of each permutation using three months of real vehicle trip 
data. Subject to data availability, these three months of data were selected for its 
maximum range of vehicle to trip-station ratio, thus enabling the study of potential 
benefits from different relocation techniques across a wider range of data. 
 
Results reveal that individually changing any of the above parameters does not 
significantly improve system performance. This is because of the interrelation between 
the operating parameters and their reliance on one another in the system. For example, 
changing the number of car park stalls in a station without changing the relocation 
threshold levels may result in many unnecessary relocations being triggered, causing an 
unnecessary rise in staff utilization. And although applying the shortest time relocation 
technique may improve LOS, this technique may not work so well if the virtual number 
of vehicles in each station is incorrectly reflected by too large or too small a factor n. 
Two cost effective parameter permutations are thus identified from the simulation results 
and highlighted below. 
 
In the first combination denoted by C1, the use of inventory balancing relocation 
technique is implemented together with a relaxation in buffer thresholds (more extreme 
values, allowing more vehicles to be taken out from corresponding stations for 
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relocation), a 10% reduction in the number of car park stalls and a 25% reduction in staff 
strength. Implementing inventory balancing relocation alone is found to have no 
significant impact on system performance because without relaxing the buffer thresholds, 
many relocation requests cannot be carried out. Conversely, relaxing the buffer 
thresholds alone without inventory balancing (a more selective relocation process) results 
in too many unnecessary relocations being triggered, and a staff strength constraint 
situation arises. Thus, both changes need to be effected together for enhanced 
performance. With this increased efficiency, resources such as car park stalls and staff 
strength can thus be reduced for cost effectiveness. 
 
In the second combination denoted by C2, the use of shortest time relocation technique is 
implemented together with a 50% reduction in the value of factor n (from the current 
value in the existing system) in Equation (4.1). As with C1, a similar relaxation in buffer 
thresholds and reduction in the number of car park stalls and staff strength are also 
applied. When buffer thresholds are relaxed in tandem with the application of the shortest 
time relocation technique, unnecessary relocations are triggered. This is compounded by 
the artificial inflation of vehicles in station by the factor n. It is found that reducing the 
value of n enhances system performance when the above changes are effected. With this 
increased efficiency, resources such as car park stalls and staff strength can once again be 
reduced. 
 
Besides being influenced by the relocation technique adopted and the operating 
parameters, the PIs are also primarily influenced by the vehicle to trip-station ratio 
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(introduced earlier in Section 3.1). Results generated from the simulation are thus plotted 
against this ratio. A comparison of simulated PIs for the base model (that uses the same 
operational set up, relocation thresholds and relocation rule as the operational carsharing 
system) against C1 and C2 are shown in Figures 4.6 and 4.7 respectively. The NR has 
been scaled by a factor p to dimensionless values to protect the confidentiality of the 
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A reduction of resources in the number parking stalls and staff strength is naturally 
expected to worsen the LOS (increasing ZVT and FPT). It is however observed from 
both Figures 4.6 and 4.7 that when this reduction is balanced with the right combination 
of relocation techniques and operating parameters, PIs can not only be maintained but 
even improved for some scenarios. Excess resources in the form of staff strength and the 
number of stalls per station are thus identified and eradicated. From Figure 4.6, we see 
that the use of inventory balancing technique in combination C1 successfully brings 
down the NR while maintaining the ZVT and FPT levels. With shortest time relocation 
technique in combination C2 (where more emphasis is placed on ZVT and FPT), we can 
observe from Figure 4.7 an increase in the NR, coupled with visible improvements in 
ZVT, while FPT levels are maintained. A tradeoff relationship is thus observed to exist 
between the PIs.  
 
From a cost perspective, a 10% reduction in the number of parking stalls together with a 
25% reduction in staff strength generates cost savings of about 12.8% from the 
manpower cost and car park rental. Other intangible benefits such as increased 
operational efficiency and potential increase in profit margins are also present. It is 
important to note that these benefits are contingent on the stability of usage patterns. As 
described earlier and illustrated in Figure 4.1, shifts in usage patterns influence 
interactions in the simulation and are likely to affect system performance. Significant 
shifts in usage patterns should thus be accompanied with additional simulation runs to 
identify suitable adjustments to the operating parameter values in order to maintain a high 
level of system performance. 
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4.6 MODEL VERSATILITY 
It is interesting to note that despite the high information specificity required, the 
modeling framework proposed and the simulation model developed in this chapter 
remain versatile in its application to other multiple-station carsharing systems with 
flexible return time and stations. Differences in system configurations and travel demand 
impact only on the initialization process, where input data such as operational set-up and 
dynamic events are read in. The framework on which these data interact throughout the 
rest of the simulation however, remains unchanged. This model is thus easily adaptable to 
a wide variety of systems for the purposes of identifying efficient resource combinations 
and operational set-up.  
 
With a future integration of forecasted customer usage patterns, maintenance jobs, new 
station locations, etc., the applicability of this simulation model can thus be extended to 
test the effects of (i) future change in customer usage patters, (ii) maintenance policies, 
(iii) opening of new station locations and (iv) change in the number of vehicles in the 
fleet. Sensitivity tests may also be conducted by generating different sets of stochastic 
input. 
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CHAPTER 5: PRE-EMPTIVE VEHICLE RELOCATION 
SIMULATION MODEL 
 
5.1 INTRODUCTION  
This chapter presents a pre-emptive vehicle relocation model incorporating the trip 
forecasting model with the vehicle relocation techniques developed in the earlier chapters.  
At the same time, this chapter also studies the enhancement of vehicle relocation for 
multiple-station carsharing systems with flexible return time and stations, through an 
incorporation of forecasted trip data. Pre-emptive vehicle relocation is thus enabled via 
the novel approach of integrating the hybrid forecasting tool, MLP-H Filter with the 
vehicle relocation simulation model. Based on this integration, a new pre-emptive vehicle 
relocation algorithm is developed and tested using three months of commercially 
operational data. This integrated model is evaluated using the three PIs, namely ZVT, 
FPT and NR.  
 
5.2 PRE-EMPTIVE MODEL DEVELOPMENT 
5.2.1 Pre-emptive methodology 
Previous chapters saw the separate development of a new and effective hybrid forecasting 
model and a time-stepping vehicle relocation simulation model. This chapter proposes 
and studies for the first time, a unification of the two models to achieve pre-emptive 
vehicle relocation. The key idea behind pre-emptive vehicle relocation is to enhance the 
intelligence of the vehicle relocation simulation model with additional information from 
trip forecasting. Previous studies by Barth and Todd (1999) have also shown relocation to 
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be more efficient when coupled with predictive methods, where knowledge of expected 
vehicle demand in the future is used to determine when and from where a relocation 
event occurs. Equipped with the ability to pre-empt vehicular flows through the stations, 
relocation can thus be carried out more effectively. 
 
The hybrid forecasting model, MLP-H Filter, is used as the forecasting tool in this model. 
Adapting the earlier developed time-stepping vehicle relocation simulation model to 
receive and react to information from this forecasting segment, the two models are then 
integrated to enable pre-emptive vehicle relocation. Based on available resource and 
forecast information, this pre-emptive model will then trigger off and effect relocations in 
the system at each time step. Key output parameters defining system performance are 
tabulated and analyzed for the time period simulated.  
 
Due to data constraints and practical considerations, forecast time periods often do not 
coincide with the length of time steps used in the simulation model. For example, 
forecasts may be conducted on a three-hourly rolling horizon time periods while the time 
steps taken in a simulation model can be as short as one minute. Just as it is impractical 
for forecasts to be carried out on a per minute basis, it would be equally inefficient for the 
relocation model to function on a three-hourly time step. This pre-emptive vehicle 
relocation algorithm is thus developed with the flexibility to cater for and bridge these 
disparities in time periods. 
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5.2.2 Pre-emptive vehicle relocation algorithm 
A schematic of the algorithm is shown below in Figure 5.1. Differences from the 
previous algorithm are denoted by the shaded boxes. 
 
 
Figure 5.1: Pre-emptive vehicle relocation algorithm flowchart 
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As presented in Chapter 4, the program initializes by first reading in the two sets of input 
parameters, namely operational set-up and dynamic events. The contents of these 
parameters have been discussed in detail under Section 4.4. After which, the relocation 
simulation is then carried out on a time-stepping loop.  
 
At each time step, the algorithm begins by first checking if it is the start of a forecast 
period. If it is, a net flow forecast for that time period is generated and used to calculate 
the expected vehicles status, ( )sE t , which is the expected number of vehicles in station s 
at time t as shown by Equation (5.1). 
 
 ( ) ( ) ( )s s sE t R t F t= +  (5.1) 
 
where ( )sR t  is the real vehicles status in station s at time t and ( )sF t  is the forecasted net 
flow for station s during the time period starting at time t. Unlike real vehicles status, 
which reflects the current situation in the station, expected vehicles status carries a 
forecasted component. This allows the algorithm to react pre-emptively instead of 
reactively. After the expected vehicles status is calculated, the algorithm then goes on to 
check if a staff is available.  
 
If it is not the start of a forecast period, the algorithm moves on to immediately check if a 
staff is available. If no staff is available, the algorithm waits till the next time-step. 
Otherwise, the algorithm checks for a maintenance job request and only if there is none, 
proceeds to check for a relocation request. As mentioned previously, priority is given to 
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maintenance jobs over relocation because until maintenance jobs are completed, vehicles 
will not be available for use. Maintenance job requests are then assigned on a first-come-
first-served basis to available staff, and staff status for these staff is updated as 
unavailable for the number of time steps required for the job. Upon completion, the final 
location of the staff and availability and location of vehicle are then reflected under staff 
status and real vehicles status respectively. The expected vehicles status is also updated 
with this movement of vehicles, by subtracting one when a vehicle is taken out for a 
maintenance job and adding one when a vehicle returns from a maintenance job. Once a 
maintenance job request is assigned, the algorithm waits until the next time-step. 
 
As before, an adaptation of the ‘static relocation’ (Barth and Todd 1999) approach is used 
in deciding whether relocation needs to be carried out. The two critical thresholds and 
two buffer thresholds, introduced earlier in Chapter 4 are used. At each time step, the 
virtual vehicles status for each station is checked against the station’s critical thresholds 
(input earlier under station parameters) to determine if relocation is necessary. The 
virtual vehicles status, ( )sV t  for station s at time t (i.e., the time period that ends at t) is 
defined differently in this algorithm and shown below in Equation (5.2). 
 
 ( ) ( ) ( ) ( )s s s sV t E t W t N t= + −  (5.2) 
 
where ( )sE t  is the expected vehicles status in station s at time t, Ws(t) is the number of 
vehicles scheduled for return to or removal from station s during the time period that ends 
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at t due to relocation and Ns(t) is the number of vehicles scheduled for return to or 
removal from station s during the time period that ends at t due to maintenance jobs or 
reservation by users. Reserved vehicles need to be included here as they do not form part 
of the forecasted component, which only takes care of vehicles actually removed or 
returned to the stations. Equation (5.2) differs from Equation (4.1) in that the ( )sR t  and 
( )snU t  terms are now replaced by the term, ( )sE t . Incorporating a forecast component, 
( )sE t  takes into account the expected number of vehicles moving both in and out of the 
station. It provides a more comprehensive and accurate representation in contrast to 
( )snU t , which is a factor of only the total number of vehicles scheduled for return to the 
station by users (exact return time unknown).  
 
When ( )sV t  violates the critical thresholds of station s, a relocation request is issued, 
otherwise the algorithm waits until the next time-step. The algorithm then checks against 
buffer thresholds of the stations for availability of space or vehicles for relocation 
depending on whether an overflow or shortfall is identified. Subject to availability, the 
decision on which origin and/or destination station to relocate vehicles to and from is 
then dependent on the relocation technique set. These can be the staff location, shortest 
time or inventory balancing techniques detailed earlier in Chapter 4. If an available 
origin-destination station pair can be found, the relocation is assigned to a staff and as 
with maintenance jobs above, the staff status, real vehicles status and expected vehicles 
status are similarly updated. The algorithm then waits until the next time-step. If no 
available station can be found, the algorithm also waits until the next time-step.  
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At the end of each time step, the algorithm checks if it is the final time-step in the entire 
simulation. If so, the algorithm ends, otherwise, it loops back and begins checking if it is 
the start of a forecast period again.   
 
5.3 SIMULATION RUNS 
The new pre-emptive vehicle relocation simulation algorithm was tested using three 
months of commercially operational data to evaluate the impact of pre-emptive vehicle 
relocation. This is the same data set used previously in Chapter 4, selected for its 
maximum range of vehicle to trip-station ratio. Five instead of nine stations (Stations 2 to 
6) were studied as the other four stations were open later and had insufficient data 
available for forecasting. As such, the system benefit may not be the maximum that can 
be expected. The three PIs, namely ZVT, FPT and the NR were used to gauge the 
resulting service levels. As before, all ZVT and FPT presented have been scaled by a 
factor m to dimensionless values to protect the confidentiality of the commercial data. 
The NR has also been similarly scaled by a factor p. 
 
Net flow forecast was first carried out for the three months of data, using the same 24 
three-hourly rolling horizon time periods and evaluated using aveE  and maxE . Next, the 
operational set-up consisting of the existing relocation technique (base), stations, 
maintenance jobs and staff parameters were coded into the model. Dynamic events such 
as trip data, maintenance jobs and staff status for inspection, refuelling, etc. over the three 
months were also added to the model. Equipped with forecast information, the pre-
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emptive vehicle relocation model was then run to produce the three PIs over the three 
months.  
 
As mentioned earlier, forecast time periods often do not coincide with the length of time 
steps used in the simulation model. In this case, forecasts were carried out at the start of 
every hour while the time steps taken in the simulation model was one minute. The pre-
emptive vehicle relocation algorithm bridged this disparity by calculating ( )sE t  at the 
start of every hour on its first minute using Equation (5.1). Since this value incorporates a 
forecast component for the next hour, it reflects the expected number of vehicles in the 
station at the end of the hour, without considering maintenance or relocation. This 
number is then updated at each subsequent minute of the hour with vehicle movement 
due to simulated maintenance and relocations. At the end of the hour (at the start of the 
next hour), a new ( )sE t  is calculated once again using Equation (5.1). Relocation 
simulation was thus carried out using one-minute time steps based on forecast 
information. 
 
5.3.1 Results and analysis – System  
Error statistics from the forecasts were averaged out across the 24 three-hourly time 
periods and five stations (Stations 2 to 6) and plotted against the vehicle to trip-station 













Figure 5.2: Mean aveE  and maxE  error statistics for all five stations 
 
It can be observed from the above figure that the average aveE  and maxE  values range 
between 0.39 – 0.54 veh/3hr and 1.35 – 1.98 veh/3hr respectively. This is consistent and 
well within the range of earlier error statistics obtained from MLP-H Filter in Chapter 3, 
where the average aveE  and maxE  values ranged between 0.38 – 0.63 veh/3hr and 1.71 – 
2.54 veh/3hr respectively. 
 
Figure 5.3 shows the scaled ZVT, FPT and NR values against the vehicle to trip-station 
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Figure 5.3: Comparison of the pre-emptive and base model 
 
It is observed from the above figure that while an increase in the NR is recorded, pre-
emptive relocation manages to consistently and successfully reduce the ZVT levels while 
maintaining the FPT levels. ZVT levels show improvements ranging from 9.0% to 22.7% 
while FPT levels are successfully maintained at zero. The trade-off relationship between 
ZVT and the NR can be quantified with an average value of about $11.60/hr of ZVT 
improved. This value is derived from a tabulation of the operational costs (staff and fuel 
costs) involved in carrying out relocations. 
 
The simulation algorithm thus provides operators with not only the quantum of 
improvement to expect in the service levels, but also the cost-benefit ratios involved. 
Gauging their profitability from enhanced service levels, both in terms of tangibles such 
as higher usage or intangibles such as customer satisfaction, operators are thus able to 
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5.3.2 Results and analysis – Individual Stations  
A more detailed analysis of the error statistics and PIs is conducted for the individual 
stations, and typical plots for stations 2 and 3 are shown from Figures 5.4(a) to 5.5(b). 
The mean error statistics and service levels for station 2 are presented in Figures 5.4(a) 
and 5.4(b) respectively, while those for station 3 are similarly presented in Figures 5.5(a) 
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Figure 5.5(b): Comparison of the pre-emptive and base model for station 3 
 
As with overall system performance, similar trends are also observed for the individual 
stations. From Figures 5.4(b) and 5.5(b), a consistent and successful reduction in ZVT 
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Another interesting relationship is observed to exist between the error statistics and the 
service levels in these figures. It can be seen from Figure 5.4(b) that the largest and 
smallest improvements to ZVT occur at vehicle to trip-station ratios, 0.07 and 0.21 
respectively. It is then further observed from Figure 5.4(a) that the aveE  and maxE  values 
are also at their lowest at the ratio 0.07. And at the ratio 0.21, aveE  is at its maximum with 
maxE  also being relatively high. A similar trend is observed for station 3 in Figures 5.5(a) 
and (b). From Figure 5.5(b), it can be seen that the largest improvements to ZVT occur at 
the two vehicle to trip-station ratios, 0.07 and 0.21. Consequently in Figure 5.5(a), it can 
be seen that the minimum values for aveE  and maxE  occur at the ratio 0.21, while the next 
lowest maxE  value is at the ratio 0.07. From Figure 5.5(b) again, the smallest 
improvement to ZVT occurs at the ratio 0.03. Referring to Figure 5.5(a), it can be seen 
that it is also at this ratio that maxE  is at its maximum and aveE  is also relatively high. 
Results thus suggest that forecast accuracy may to a certain extend, impact on the 
quantum of improvement in ZVT, with more accurate forecasts leading to larger 
improvements in ZVT values. 
 
5.4 CONCLUSION 
A new pre-emptive vehicle relocation simulation model is developed in this chapter, 
integrating the hybrid forecasting model, MLP-H Filter with the original vehicle 
relocation simulation model developed in Chapter 4. This model is then tested on three 
months of commercially operational data and evaluated using the three PIs, namely ZVT, 
FPT and NR.  
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The simulation results show that when forecasted results were combined with the existing 
vehicle relocation technique, an increase in NR can be expected, coupled with a 
consistent improvement in the ZVT levels while the FPT levels are maintained. The ZVT 
levels show improvements averaging between 9.0% and 22.7%, while its trade-off 
relationship with NR is quantified to average about $11.60/hr of ZVT improved. Looking 
in detail at the individual stations, results further suggest that the quantum of 
improvement to ZVT is to a certain extend dependent on the accuracy of forecasts, with 
more accurate forecasts leading to larger improvements.  
 
Finally, it is important to note that these results are indicative and specific to the 
carsharing system tested (including the trip patterns, operational set-up, relocation 
threshold values). The emphasis of this chapter is on the development and presentation of 
a new and versatile pre-emptive vehicle relocation simulation model, adaptable to a wide 
variety of multiple-station carsharing systems with flexible return time and stations. This 
model has also been shown to be capable of evaluating the quantum of impact on service 
levels and their cost-benefit ratios. Multiple-station carsharing operators with flexible 
return time and stations can thus easily apply this simulation model on their individual 
unique systems to evaluate the impact of pre-emptive vehicle relocation.    
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CHAPTER 6: VEHICLE RELOCATION OPTIMIZATION MODEL 
 
Motivated by a fundamental desire to enhance both operational efficiency and service 
levels at the lowest possible cost, this chapter proposes the new problem of finding a set 
of near-optimal operating parameters for the vehicle relocation system in a multiple-
station carsharing system with flexible return time and stations. A novel three-phase OTS 
(Optimised-Trend-Simulation) integrated heuristic approach is proposed and developed 
to solve this problem. Tested on three months of commercially operational data, this new 
approach is evaluated using the three PIs, namely, ZVT, FPT and NR.  
 
6.1 THREE-PHASE OTS INTEGRATED HEURISTIC APPROACH 
Previous chapters in this thesis have developed and introduced tools for trip forecasting, 
building of a simulation model to evaluate the impact of different relocation techniques 
on system PIs and subsequent integration of the two concepts to study pre-emptive 
vehicle relocation. The motivation behind these model developments arises from a 
fundamental desire to enhance both operational efficiency and service levels at the lowest 
possible cost. This chapter is thus driven to focus on how to bring about an overall 
optimization of the relocation system. 
 
The vehicle relocation simulation model developed in Chapter 4 provides a means of 
evaluating the operating system’s PIs for different relocation techniques and operating 
parameters. Using it to perform system optimization however, would mean an impractical 
number of iterative runs to permute all the operating parameters. A novel three-phase 
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OTS integrated heuristic is thus proposed and developed to solve this problem. A 
schematic of this approach is presented below in Figure 6.1. Phase one is an Optimization 
Model, which receives inputs from the carsharing system on its inter-station relocation 
costs, staff costs, low LOS penalties, typical (historical) usage patterns, maintenance 
schedules and station properties such as the distribution of car park stalls. It then 
proceeds to determine the lowest cost resource allocation, giving optimized staff strength, 
staff activity, relocations and the resulting station status (number of vehicles in station at 
each time step) for different shifts throughout the day. The shift hours (of staff who 
perform vehicle relocations) in this phase can be arbitrarily set and later revised through a 
series of heuristics in phase two, termed ‘Trend Filter’ in this thesis. Relocation 
thresholds also do not need to be set at this phase as the optimization model will move 
staff and vehicles as needed to achieve the objective of minimum cost. In phase two, the 
Trend Filter receives these optimized outputs from phase one and ‘filters’ them through a 
series of heuristics. The rationale behind the Trend Filter is to convert the numerical 
results of the Optimization Model into practical operating parameters, or “filter” out the 
results, which would be impractical to implement.  This arises because some operating 
parameters (e.g., relocation thresholds) cannot be conveniently represented in the linear 
programming. A set of recommended operating parameters in terms of staff strength and 
shift hours, relocation technique, relocation thresholds and whether priority should be 
given to maintenance jobs or relocations is thus obtained. Entering this set of operating 
parameters into the vehicle relocation simulation model developed in Chapter 4, phase 
three evaluates the effectiveness of this combination of operating parameters using the 
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three PIs, namely ZVT, FPT and NR. The development of the Optimization Model and 
Trend Filter are described in greater detail over the next two subsections.     
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6.2 OPTIMIZATION MODEL 
6.2.1 Problem definition 
Given a set of geographically scattered stations, their distribution of parking stalls, 
vehicle maintenance frequency and usage patterns at each station, the objective of the 
optimization problem is then to determine the lowest cost resource allocation (staff 
strength and work schedule). Cost considerations here refer to staff costs, vehicle 
relocation cost and penalties from low service levels. This problem may be viewed as 
somewhat similar to the typical Vehicle Routing Problem (VRP), but instead of vehicles 
being assigned to customers, staff is assigned to traverse between different stations while 
engaged in various activities. However, this is as far as the similarity extends. The staff in 
this problem are not restricted to visiting each station exactly once and there is also no 
need to end their shift at the same station or even at a station at all. As work instructions 
can be issued right up to the final time period, the staff may be in the midst of an activity 
when the shift ends. This approach is in line with commercial practice. The problem 
definition is as described below: 
(i) All staff routes can start at any one station.  
(ii) All staff is engaged in exactly one of four types of activities, namely wait, 
maintenance, movement or relocation at each time step. 
(iii) All staff routes can end at any one station or in the midst of any one of three 
activities, namely maintenance, movement or relocation. 
(iv) Two non-negative numbers, namely the number of available vehicles and the 
number of unavailable vehicles are associated with each station at each time 
step and their sum cannot exceed the station capacity. The sum of available 
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and unavailable vehicles refer to the actual number of cars in the station, 
where available vehicles refer to those ready for use and unavailable vehicles 
refer to those reserved by users or are awaiting maintenance. 
(v) The number of active vehicles in each station varies with each time step 
according to relocations in and out of the station, vehicles returning to the 
station after maintenance, vehicles requiring maintenance in the station and 
vehicles moving in and out due to customer usage. This term is defined later 
in Constraint (6.4). 
(vi) The number of unavailable vehicles in each station varies with each time step 
according to vehicles taken out for maintenance from the station and vehicles 
requiring maintenance in the station. This term is defined later in Constraint 
(6.5). 
(vii) The movement of a vehicle in and out of a station for maintenance or 
relocation is accompanied by a movement of staff in and out of the same 
station, engaged in a maintenance or relocation activity respectively. 
 
6.2.2 Network representation 
Based on the above problem definition, an optimization model for vehicle relocation in 
each shift is developed. The resulting outputs from this model will later be passed 
through the Trend Filter in phase two to seek a recommended set of operating parameters. 
 
Construct a two-dimensional time-space network as shown in Figure 6.2, with the x-axis 
representing time and the y-axis representing space.  





            
 
Figure 6.2 Time-space network 
 
There are a fixed number of nodes in the y-axis, with each node representing each station 
(i = 1, 2, …, S), at each time step (t = 1, 2, …, T). The time steps in the x-axis are at 
constant intervals (e.g.,15 mins) and the nodes are located at the start of each time step. 
Let N = {1, …, i, …, S} be a set of nodes representing each station i, where S denotes the 
total number of stations. For each node i ∈  N, create T nodes representing each station i, 
at each time step t, V = {11, …, it, …, ST}, where T denotes the final time step in which a 
maintenance, movement or relocation activity can begin. 
 
Next, define arcs between the nodes in the time-space network to represent staff activities 
such as waiting, maintenance, movement (without a vehicle) and relocation (driving a 
vehicle). There are four sets of arcs, each representing one of the four types of activities 
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i from time step t to time step t+1, A1 = {…, a1 (it, it+1), …}. For each node ti ∈V, create 
an arc representing maintenance activity in station i from time step t to time step t+tm, 
where tm denotes a fixed number of time steps required for all types of maintenance 
activities (refuelling, inspection, cleaning, etc.), A2 2{..., ( , ),...}mt t ta i i += . During 
maintenance, vehicles are taken out of the station by the staff and returned to the same 
station tm time steps later. For each node ti ∈ V, create a set of S – 1 arcs, A3 
3{..., ( , ),...}ijt t ta i j += , representing movement activity from station i to station j, 
j∀ ∈N , j i≠ , from time step t to time step t+tij, where tij denotes the number of time 
steps required for travel from station i to station j, ,i j∀ ∈N , i j≠ . For each node ti ∈V, 
create a set of S-1 arcs, A4 4{..., ( , ),...}ijt t ta i j += , representing relocation activity from 
station i to station j, j∀ ∈N , j i≠ , from time step t to time step t+tij, where tij denotes the 
number of time steps required for driving a vehicle from station i to station j, ,i j∀ ∈N 
, i j≠ .  
 
A sample of each arc can be seen in Figure 6.2. Arc a1 represents a waiting activity in 
station 1 from time step 1 to 2; arc a2 represents a maintenance activity in station 2 from 
time step 1 to tm+1 (tm: time taken for maintenance); arc a3 represents a movement 
activity from station 2 to 3 from time step 1 to t23+1 (t23: time taken to travel from station 
2 to 3); arc a4 represents a relocation activity from station 2 to 3 from time step 1 to t23+1. 
Note that each staff is engaged in exactly one of four types of activities at any one time. 
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Finally, define a set of staff available to carry out these activities, L = {1, …, k, …, W}, 
where W denotes the maximum number of staff available. 
 
6.2.3 Mixed integer programming formulation 
The mixed integer programming formulation for this problem involves seven types of 
decision variables: 
kx : Binary variable, taking the value 1 if staff k is used during this simulation (shift), 
and 0 otherwise, k∀ ∈L. 
1t t
k
i iy + : Binary variable associated with A1, taking the value 1 if staff k waits in station i 
from time step t to time step t+1, and 0 otherwise, 1( , )t ti i +∀ ∈A1 , k ∈ L. 
t t tm
k
i iz + : Binary variable associated with A2, taking the value 1 if staff k maintains a 
vehicle in station i from time step t to time step t+tm, and 0 otherwise, ( , )
mt t t
i i +∀ ∈  
A2 , k ∈ L. 
t t tij
k
i ju + : Binary variable representing staff movement and associated with A3, taking the 
value 1 if staff k moves (without bringing along a vehicle) from station i at time 
step t to station j at time step t+tij, and 0 otherwise, ( , )
ijt t t
i j +∀ ∈A3 , k ∈ L. 
t t tij
k
i jv + : Binary variable representing vehicle relocation and associated with A4, taking the 
value 1 if staff k relocates a vehicle from station i at time step t to station j at time 
step t+tij, and 0 otherwise, ( , )
ijt t t
i j +∀ ∈  A4 , k ∈ L. 
t
r
id : Rejected customer demand for vehicles in station i from time step t-1 to time step 
t, ti∀ ∈V. 




is : Rejected customer return of vehicles (supply) in station i from time step t-1 to 
time step t, ti∀ ∈V. 
 
Four of the above binary variables, 
1t t
k
i iy + , t t tm
k
i iz + , t t tij
k
i ju +  and t t tij
k
i jv +  are associated with the 
sets of arcs, A1, A2, A3 and A4 respectively. In all four cases, there will be k variables 
associated with each arc. This means that there can only be a maximum of k activities 
carried out on any arc.  
 
The known constants are: 
ijc : Fixed cost of a movement or relocation activity from station i to station j, 
,i j∀ ∈N , i j≠ . 
xc : Fixed cost of utilizing one staff per shift. 
dc : Fixed cost of rejecting the demand of one vehicle trip. 
sc : Fixed cost of rejecting the return (supply) of one vehicle. 
0i
r : Number of available (usable) vehicles in station i at the start of the simulation, 
i∀ ∈N. 
0i
r : Number of unavailable (awaiting maintenance or reserved) vehicles in station i at 
the start of the simulation, i∀ ∈ N. 
ti
d : Demand for vehicles in station i from time step t-1 to time step t, ti∀ ∈V. 
ti
s : Number of returned vehicles (supply) in station i from time step t-1 to time step t, 
ti∀ ∈V. 
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ti
m : Number of returned vehicles becoming in need of maintenance in station i from 
time step t-1 to time step t, where 
t ti i
m s≤ , ti∀ ∈V. 
ip : Number of car park stalls in station i, i∀ ∈ N. 
 
Two additional variables are: 
ti
r : Number of available (usable) vehicles in station i at time step t, ti∀ ∈V. 
ti
r : Number of unavailable (awaiting maintenance or reserved) vehicles in station i at 
time step t, ti∀ ∈V. 
 
The mixed integer linear programming formulation for the problem is: 
 
Min 
3 4( , ) ( , )
t t t t t t t tij ij
t t t t t t t tij ij
k k k r r
ij i j i j x d i s i
i j A k K i j A k K k L i V i V
c u v c x c d c s
+ +
+ +∈ ∈ ∈ ∈ ∈ ∈ ∈
 
 + + + +
 
 
∑ ∑ ∑ ∑ ∑ ∑ ∑  (6.1) 
 
s.t. 
1 2 1 1 1 1 1 1
, ,
t t tm ij ij
k k k k k
i i i i i j i j
i N i N i j N i j N
i j i j
y z u v x
+ + +
∈ ∈ ∈ ∈
≠ ≠







( , ) ( , )( , )
( , ) ( , )
0
t t t t t t t t t t tm ji ji
t t t t t tji jit t tm
t t t t t t t t t t tm ij ij
t t t t t tij ij
k k k k
i i i i j i j i
j i A j i Ai i A
k k k k
i i i i i j i j
i j A i j A
y z u v
y z u v
− − − −
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i is s≤       ti V∀ ∈   (6.8) 
 





















i jv + ∈      4( , ) ,ijt t ti j A k L+∀ ∈ ∈   (6.13) 


















r ≥       ti V∀ ∈    (6.17) 
 
The objective function (6.1) minimizes total cost, taking into consideration movement 
and relocation costs, staff costs and penalty costs of rejecting the demand or supply of 
vehicles from customers. Constraint (6.2) serves the dual purpose of assigning a non-zero 
value to kx  when staff k is utilized from time step one and restricting staff k to only 
performing one type of activity at time step one through the binary nature of kx . 
Constraint (6.3) ensures conservation at each node ti , restricting each staff to only 
starting on exactly one new activity after the previous one is completed. Constraints (6.4) 
and (6.5) update the number of available and unavailable vehicles respectively. The 
number of available vehicles is influenced by relocation in and out of the station, vehicles 
returning to the station after maintenance, vehicles moving in and out due to customer 
usage and vehicles requiring maintenance in the station. The number of unavailable 
vehicles is influenced by vehicles taken out for maintenance from the station and vehicles 
requiring maintenance in the station. Constraint (6.6) ensure the total number of available 
and unavailable vehicles does not exceed the station’s capacity at any time step. 
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Constraints (6.7) and (6.8) ensure that the number of rejected demand and rejected supply 
of vehicles do not exceed the actual demand and supply of vehicles, respectively. 
Constraints (6.9) to (6.13) impose binary conditions on the variables 
1
, , ,  and  v
t t t t t t t t t t tm ij ij
k k k k k
i i i i i j i jx y z u+ + + +  respectively. Constraints (6.14) to (6.17) impose non-
negativity conditions on the variables , ,   
t t t t
r r
i i i id s r and r  respectively. 
 
This optimization is thus run for the length of one shift. As mentioned earlier, the length 
of this shift can be arbitrarily set in this phase and later revised by the Trend Filter in 
phase two. No relocation thresholds are assumed at this stage. These will also be inferred 
from the optimal solution obtained from this model in phase two. The optimization model 
developed here is a mixed integer linear programming model and is commonly solved 
using the branch-and-bound technique (Winston 2004). 
  
6.3 TREND FILTER 
This second phase of the three-phase OTS integrated heuristic approach ‘filters’ the 
optimized results from phase one through a series of heuristics to obtain a recommended 
set of operating parameters. The key information extracted includes staff strength and 
shift hours, relocation techniques, station threshold values and whether priority should be 
given to maintenance jobs or relocations. This set of operating parameters is then fed into 
the vehicle relocation simulation model during the final phase to evaluate its impact. 
 
Selection of staff strength and shift hours A set of recommend staff strength and shift 
hours may be derived by observing the optimized , ,  and  
t t t t t t t t tm ij ij
k k k k
i i i j i jx z u v+ + +  variable 
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values from phase one. A summation of the kx  variable values provides an initial 
estimate of the recommended staff strength. This value is then adjusted depending on the 
,  and  
t t t t t t t t tm ij ij
k k k
i i i j i jz u v+ + +  variable values, which depict staff usage intensity. Non-zero values 
in ,  or  
t t t t t t t t tm ij ij
k k k
i i i j i jz u v+ + +  indicate that staff k is busy performing assigned tasks. Through 
an observation of these values, a new set of staff strength and their respective shift hours 
is thus derived.  
 
A sample activity graph for one staff on a typical day is shown below in Figure 6.3. A 
non-zero variable value in z, u or v indicates that the staff is engaged in carrying out a 
maintenance, movement or relocation activity respectively. The shift hours was 
arbitrarily set at eight hours per shift, i.e. three runs per day on the Optimization Model 
(0000 hrs – 0800 hrs, 0800 hrs – 1600 hrs and 1600 hrs – 0000 hrs). An initial estimate of 
the staff strength by the Optimization Model was thus no staff from 0000 hrs – 0800 hrs 
and one staff from 0800 hrs – 0000 hrs. It can be observed from Figure 6.3 however, that 
the staff is essentially only active from 1200 hrs – 2200 hrs. It can thus be interpreted that 
a more efficient choice of shift hours would be to have no staff from 0000 hrs – 1200 hrs, 
one staff from 1200 hrs – 2200 hrs and no staff from 2200 hrs – 0000 hrs. 
 
 


















Figure 6.3: Activity graph for one staff on a typical day 
 
Selection of relocation technique. Two techniques of relocating vehicles were proposed 
earlier in Chapter 4, namely ‘shortest time’ and ‘inventory balancing’. Relocating 
vehicles by shortest time means moving vehicles to or from a neighbouring station in the 
shortest possible time. Relocating by inventory balancing, means filling a station with 
vehicle shortage, with a vehicle from another station with over supply, or vice versa. The 
recommended relocation techniques for use during different times of the day may be 
derived by observing the optimized 
t t tij
k




i jv +  implies a relocation from station i to station j and may be classified as a 
shortest time relocation or an inventory balancing relocation as follows. When a vehicle 
is relocated from station i to station j, it is either because station i is experiencing an over 
supply, station j is experiencing a shortage or both. It is thus defined that if a relocation 
from station i to station j is followed by a reduction of vehicles in station j and at the 
same time an increases of vehicles in station i, the relocation is considered inventory 
balancing. Otherwise, the relocation is considered shortest time since the optimization 
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model is cost minimising, and time is a reflection of cost in this model. Through an 
observation of the distribution of relocation techniques across time, recommended 
relocation techniques for use during different times of the day are thus derived. 
 
Selection of relocation thresholds These values were introduced earlier in Chapter 4 as 
the thresholds required before a relocation event is generated for a particular station, and 
the thresholds a station must maintain before it can give-up or receive vehicles for a 
relocation event. There are a total of four thresholds for each station. Two are referred to 
as critical thresholds while the other two are referred to as buffer thresholds. They have 
been defined and described in detail earlier in Section 4.2. A recommended set of 
relocation thresholds may be derived by observing the optimized 
ti
r  variable values 
(number of available vehicles in station) from phase one together with the relocation 
technique identified earlier. Where relocations are identified as shortest time, the low 
buffer threshold is taken to be the minimum 
ti
r value of the supporting station from which 
the vehicle is removed while the high buffer threshold is taken to be the maximum 
ti
r  
value of the supporting station to which the vehicle is removed. For critical thresholds 
however, there is a need to look at the station requesting for relocation in both inventory 
balancing and shortest time relocations. The high critical threshold is taken to be the 
minimum 
ti
r  value of the requesting station from which the vehicle is removed while the 
low critical threshold is taken to be the maximum 
ti
r  value of the requesting station to 
which the vehicle is removed. Given the advantage of perfect knowledge in the 
optimization model, a conservative safety allowance of one and two vehicles respectively 
                                CHAPTER 6: VEHICLE RELOCATION OPTIMIZATION MODEL 
 120
is given to the buffer and critical thresholds. A set of four thresholds for each station is 
thus derived. 
 
Selection of job priority This refers to the decision to give priority to either maintenance 
jobs or relocation when both are required. Depending on the cost structure of the 
carsharing operation, it may be more cost effective to give priority to either maintenance 
jobs or relocation at different time periods of the day. Once again, a recommended 
priority may be derived from observing optimised 
t t tij
k
i jv +  and tir  variable values from 
phase one. A non-zero value in 
t t tij
k
i jv +  while tir  is positive implies priority being given to 
relocation over maintenance jobs. Otherwise, the default priority is taken to be for 
maintenance jobs. Through an observation of this priority across time, a recommended 
set of priorities is thus derived. 
  
6.4 COMPUTATIONAL RUNS 
The new three-phase OTS integrated heuristic approach was tested using one plus three 
months of commercially operational data to evaluate its effectiveness. One typical month 
of data (prior to the three months) with 1236 customer trips and vehicle to trip-station 
ratios ranging between 0.10 and 0.18 was first passed through the Optimization Model, 
where a branch and bound algorithm was applied with a node selection strategy to branch 
on the best bound, i.e. branching was always done on the pending node giving the 
smallest value to the objective function. The problem with 8,210 variables was coded into 
ILOG OPL Studio, Version 3.7.1 and solved using the ILOG CPLEX 9.1 Mixed Integer 
Programming module.  
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The cost parameters used are based on commercially operational data, with xc  being 
valued at S$47 per shift (8 hours), sc  and dc  equally valued (based on potential 
commercial losses) at S$271.58 on weekdays (Mondays to Fridays, 0800 – 1900 hrs), 
S$397.70 on weekends (Saturdays, Sundays and public holidays, 1900 on eve – 0800 the 
following day) and S$833.30 for overnight (1900 – 0800 hrs) and ijc  detailed below in 
Table 6.1. 
 
Table 6.1: Cost Matrix ( ijc ) 
Stations 
ijc  (S$) 
1 2 3 4 5 6 7 8 9 
1 0.00 3.00 2.85 2.40 3.30 2.70 3.45 5.70 2.40 
2 3.00 0.00 2.10 1.50 2.25 2.85 3.60 3.75 2.25 
3 2.85 2.10 0.00 2.40 1.65 2.85 3.15 4.95 2.10 
4 2.40 1.50 2.40 0.00 1.95 2.10 3.00 3.90 1.95 
5 3.30 2.25 1.65 1.95 0.00 3.60 4.95 4.05 2.85 
6 2.70 2.85 2.85 2.10 3.60 0.00 2.85 9.00 1.95 
7 3.45 3.60 3.15 3.00 4.95 2.85 0.00 4.95 3.00 






9 2.40 2.25 2.10 1.95 2.85 1.95 3.00 6.00 0.00 
 
Optimised results were then passed through the Trend Filter to extract a set of 
recommended operating parameters (staff strength and shift hours, relocation techniques, 
station threshold values and whether priority should be give to maintenance jobs or 
relocations). Results suggest a 50% reduction in staff strength with minor adjustments to 
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shift hours during weekdays and weekends, use of inventory balancing vehicle relocation 
technique throughout, less conservative station threshold values and priority to be given 
to maintenance jobs over relocation. 
 
This set of operating parameters was then entered into the simulation model and run on 
three months of test data. This is the same data set used previously in Chapters 4 and 5, 
selected for its maximum range of vehicle to trip-station ratio. All nine stations were 
studied and the three PIs, namely ZVT, FPT and NR were used to gauge system 
performance. As before, all ZVT and FPT presented have been scaled by the same factor 
m to dimensionless values. NR has also been similarly scaled by the same factor p, as in 
Chapters 4 and 5. 
 
6.4.1 Results and analysis - OTS 
Results generated from the simulation are plotted against their vehicle to trip-station 
ratios. A comparison of PIs for the new three-phase OTS integrated heuristic model 
against the existing operational model (base model) is shown below in Figure 6.4. 
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Figure 6.4: Comparison of OTS against the base model 
 
It can be observed from Figure 6.4 that all three PIs are either maintained or improved. 
ZVT levels show consistent improvements ranging between 4.6% and 13.0% while FPT 
levels are generally maintained. NR is also significantly reduced by up to 41.1%. 
 
The above performance surpasses previous simulations conducted in Chapter 4 and 5, 
which use iterative methods or pure pre-emptive techniques respectively. Where previous 
simulations show only marginal improvements in the service levels or a trade-off 
relationship between indicators, this new three-phase OTS integrated heuristic approach 
enables all three PIs to be consistently maintained or improved, coupled with a 50% 
reduction in staff cost. 
 
6.4.2 Results and analysis – Pre-emptive OTS 
As an interesting culmination to the research in this thesis, the three-phase OTS 
integrated heuristic was further equipped with pre-emptive knowledge by replacing the 
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Chapter 5. With the benefit of pre-emptive knowledge, the conservative allowance given 
to the relocation thresholds in the Trend Filter were therefore removed. Results generated 
from the simulation are plotted against their vehicle to trip-station ratios. A comparison 
of PIs for the three-phase pre-emptive OTS integrated heuristic model against the base 
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Figure 6.5: Comparison of pre-emptive OTS against the base model 
 
It can be observed from Figure 6.5 that FPT and ZVT are minimally influenced, with 
only small increments and decrements in FPT and ZVT respectively. The largest impact 
is seen in NR, which is reduced by 34.7% to 78.4%. This is by far the most significant 
fall in NR attained thus far, potentially signifying a major improvement in operational 
efficiency. 
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 Figure 6.6: Comparison of pre-emptive OTS against OTS 
 
It can be observed from Figure 6.6 that FPT and ZVT are minimally influenced. The 
largest difference between the two models lies in NR. The impact of including pre-
emptive relocation into the OTS model is a 3.0% to 65.6% reduction in NR. 
 
Finally, it is important to note the versatility of the OTS and pre-emptive OTS integrated 
heuristic models and their adaptability to a wide variety of multiple-station carsharing 
systems with flexible return time and stations. Operators can thus easily apply these 
models to their individual unique systems to identify a recommended set of operating 
parameters, effectively removing excesses in their system and bringing about enhanced 
service levels and increased operational efficiency. 
 
A potentially useful application of these models arises when the operator decides to open 
up a new station. After starting operations for a month, data may be entered and 
processed through the OTS model for a recommended set of operating parameters. This 
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CHAPTER 7: CONCLUSIONS 
 
7.1 OUTCOME AND RESEARCH CONTRIBUTIONS 
This research addresses this need by developing four decision support tools for multiple-
station carsharing operators, tailored to support the complexities of operator-based 
relocation in systems with flexible return time and stations.  
 
Trip forecasting forms the first and most important step towards efficiently relocating 
vehicles to meet potential demands. Through an exploration of new and existing trip 
forecasting models, a new hybrid forecasting model, termed MLP-H Filter has been 
developed. This model integrates the exponential smoothing characteristic of Holt’s 
method with the non-linear pattern recognition features of a multiple layer perceptron 
neural network with back propagation, MLP_4B. Enabling a more comprehensive 
incorporation of critical data without significantly increasing model complexity, this 
hybrid model is developed as a two-stage model to sequentially filter forecasts, where the 
output from Holt’s method becomes part of the input to MLP_4B. Validated against 
commercially operational carsharing trip data, results show the MLP-H Filter to 
effectively improve average forecast accuracy from Holt’s method and MLP_4B by 0.27 
veh/3hr and 0.04 veh/3hr respectively for aveE  and 0.61 veh/3hr and 0.05 veh/3hr 
respectively for maxE .   
 
A time-stepping simulation model with three proposed PIs is developed and validated 
using commercially operational data. The key contribution of this model lies in its ability 
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to simulate system performance, and quantify the LOS to customers, when given a set of 
operating parameters and historical customer trip patterns. Using real operational data, 
two proposed relocation techniques, namely the shortest time and inventory balancing 
techniques, and various operating parameters are tested. Simulation results show that, if 
inventory balancing relocation technique is used, the system can afford a 10% reduction 
in parking stalls and 25% reduction in staff strength, generating cost savings of 
approximately 12.8% without lowering the LOS for users. It is interesting to note that 
despite the high information specificity required, the modeling framework proposed and 
the simulation model developed remain versatile in its application to other multiple-
station carsharing systems with flexible return time and stations.  
 
The next tool provides a means to further enhance vehicle relocation through an 
incorporation of forecasted trip data. Pre-emptive vehicle relocation is enabled via the 
novel approach of integrating the hybrid forecasting tool, MLP-H Filter with the vehicle 
relocation simulation model. Based on this integration, a new pre-emptive vehicle 
relocation algorithm is developed and tested using commercially operational data. An 
algorithm is also proposed to address the issue of the different resolutions in time steps 
between the trip forecasting model and the vehicle relocation simulation model.  
Evaluated using the three PIs, namely, ZVT, FPT and NR, simulation results show that 
while a rise in NR is recorded, a consistent and successful improvement of ZVT values 
averaging between 9.0% and 22.7% can be achieved with FPT values maintained. Results 
further suggest that forecast accuracy impacts to a certain extent on the quantum of 
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improvement in ZVT, with more accurate forecasts leading to larger improvements in 
ZVT values.  
 
Motivated by a fundamental desire to enhance both operational efficiency and service 
levels at the lowest possible cost, the final chapter of this thesis proposes and studies for 
the first time, the new problem of finding a set of near-optimal operating conditions for 
multiple-station carsharing operators with flexible return time and stations. A three-phase 
OTS integrated heuristic approach is proposed and developed to solve this problem. 
Simulation results obtained using a set of commercially operational data are shown to 
surpass the performance of earlier models developed. Through a rigorous sequential 
filtering process, the three-phase OTS integrated heuristic model recommends a set of 
operating parameters for operations, enabling a reduction in staff costs of 50%, 
improvements to ZVT ranging between 4.6% and 13.0%, a maintenance of FPT levels 
and a reduction in NR ranging between 37.1% and 41.1%. Where previous simulations 
show only marginal improvements in the PIs or a trade-off relationship between the PIs, 
this new three-phase OTS integrated heuristic approach enables all three PIs to be 
consistently maintained or improved, coupled with a 50% reduction in staff cost. When 
further equipped with pre-emptive knowledge, results show a significant reduction in NR 
by 34.7% to 78.4%, with minimal impact on FPT and ZVT levels. 
 
Finally, it is important to note the versatility of the models developed in this research and 
their adaptability to a wide variety of multiple-station carsharing systems with flexible 
return time and stations. Carsharing operators around the world with their individual 
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unique systems can thus easily apply these models to forecast trip patterns, evaluate 
system performance under various operating conditions, study the impact of pre-emptive 
vehicle relocation and even identify a recommended set of operating parameters 
customised for their systems. This research thus equips operators with a set of necessary 
decision support tools to effectively remove excesses in their system, enhance service 
levels and increase operational efficiency. 
 
7.2 RECOMMENDATIONS FOR FUTURE WORK 
The research presented in this thesis is an initial foray into the development of intelligent 
carsharing operational tools. Spring boarding from the findings of this research, many 
potential areas of research lie ahead for future exploration. 
 
In trip forecasting, promising results from hybrid forecasting prompts the further research 
and development of new hybrid models. Research is currently on-going on integrating 
various forecasting models such as support vector machine, regression, neural network, 
genetic algorithm, etc. Should forecast accuracy be improved, these results may be 
further incorporated into the vehicle relocation simulation model to potentially enhance 
pre-emptive vehicle relocation.  
 
The vehicle relocation simulation model is a highly versatile and adaptable tool, whose 
potential has yet to be fully maximized. Rendering it probabilistic as a next step of 
research would significantly enhance its value. It can also be further used as an 
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evaluation device to carry out in-depth analyses and study the interdependence of the 
various operating parameters on each other and their combined impacts on service levels. 
 
The new and challenging problem of finding a set of optimal operating conditions for 
multiple-station carsharing operators with flexible return time and stations is proposed in 
this research. The three-phase OTS integrated heuristic approach designed and developed 
to solve this problem is just one of many possible solutions. It is hoped that the findings 
from this study will spur the development of more efficient solution algorithms and 
heuristics for this problem. 
 
Finally, cost minimization may not always be a priority for operators. Service levels may 
sometimes take precedence over cost in view of long term impacts to businesses. It would 
be interesting to study how this change in priority influences operational costs. Building 
on the three-phase OTS integrated heuristic approach, new solution algorithms with 
service levels priorities can be developed with a different perspective.  
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Table A.1: Error Statistics for Linear Net Flow Forecasting* (March 2004) 
Time Period Port Error type Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
Regression 0.42 0.48 0.13 0.19 1.26 1.48 1.45 0.97 0.61 0.90 1.00 0.90 0.81 0.84 0.81 0.84 1.30 1.39 1.30 0.97 0.71 0.68 0.45 0.06 0.83 
SMA 0.10 0.06 0.03 0.16 0.61 1.00 1.10 1.10 0.77 0.94 0.87 0.90 0.87 1.00 1.00 0.81 1.19 0.97 1.10 1.06 0.74 0.47 0.27 0.06 0.72 aveE  
Holt's method 0.10 0.06 0.03 0.16 0.65 1.06 0.94 1.00 0.48 0.81 0.68 0.81 0.74 0.77 0.90 0.74 0.94 0.87 1.03 0.97 0.65 0.48 0.23 0.06 0.63 
Regression 1 2 1 1 4 4 4 5 3 3 3 4 3 3 2 3 4 4 4 3 2 2 2 1 2.83 





Holt's method 1 1 1 1 2 3 2 4 3 3 3 3 2 3 2 3 4 3 3 3 2 2 2 1 2.38 
Regression 0.03 0.35 0.06 0.32 0.68 1.48 1.94 1.68 0.68 0.58 0.68 0.97 1.00 0.77 0.68 1.23 1.81 1.94 1.71 1.52 0.97 0.61 0.19 0.00 0.91 
SMA 0.00 0.03 0.03 0.03 0.55 1.03 1.16 1.16 0.84 1.00 0.97 0.94 1.10 0.90 0.87 1.29 1.71 1.68 1.42 1.23 0.94 0.67 0.43 0.19 0.84 aveE  
Holt's method 0.00 0.03 0.03 0.03 0.58 1.13 1.32 1.13 0.71 0.71 0.77 0.94 1.06 0.81 0.71 1.10 1.39 1.52 1.13 1.03 0.77 0.52 0.16 0.03 0.73 
Regression 1 2 1 1 4 5 5 4 3 2 2 4 4 2 2 3 6 5 4 4 4 2 1 0 2.96 





Holt's method 0 1 1 1 3 5 4 3 3 3 3 3 4 2 2 3 5 5 4 4 4 2 1 1 2.79 
Regression 0.29 0.29 0.23 0.19 1.00 1.61 1.97 1.32 1.03 1.06 1.39 1.52 1.03 1.19 1.35 1.00 1.81 1.77 1.42 0.52 0.26 0.32 0.16 0.19 0.96 
SMA 0.19 0.16 0.13 0.06 0.87 1.16 1.13 1.52 0.90 1.16 1.84 1.74 1.26 1.45 1.19 1.19 1.52 1.32 1.06 0.61 0.45 0.23 0.20 0.26 0.90 aveE  
Holt's method 0.16 0.16 0.10 0.06 0.74 0.94 1.29 1.42 0.87 0.97 1.61 1.45 1.16 1.26 1.13 0.90 1.65 1.52 0.90 0.55 0.26 0.19 0.16 0.19 0.82 
Regression 2 2 2 2 4 4 4 3 3 4 4 5 3 4 4 3 4 5 4 2 2 2 1 2 3.13 





Holt's method 2 2 1 1 3 3 3 3 3 4 5 4 4 4 4 5 3 4 4 2 2 2 1 1 2.96 
Regression 0.32 0.52 0.23 0.19 0.65 1.58 1.84 1.77 0.77 0.87 1.23 1.00 1.06 1.29 1.29 1.29 1.35 1.71 1.61 0.84 0.77 0.71 0.52 0.16 0.98 
SMA 0.10 0.23 0.13 0.10 0.61 1.42 1.35 1.68 1.03 0.84 1.10 0.84 0.94 1.16 1.29 1.45 1.06 1.35 1.52 0.77 0.77 0.63 0.57 0.16 0.88 aveE  
Holt's method 0.19 0.19 0.13 0.10 0.68 1.23 1.23 1.29 0.84 0.84 1.03 0.81 0.90 1.10 1.32 1.26 1.10 1.35 1.39 0.74 0.84 0.65 0.39 0.16 0.82 
Regression 2 3 1 1 2 4 5 5 3 3 3 2 3 4 4 4 4 4 5 2 2 2 2 1 2.96 








Holt's method 1 1 1 1 3 3 2 3 3 3 3 2 2 3 3 3 3 4 4 2 2 3 2 1 2.42 
Regression 0.06 0.26 0.00 0.13 0.87 1.48 1.84 1.10 0.42 0.71 0.65 0.87 0.65 0.81 0.84 1.06 1.58 1.68 0.84 0.61 0.45 0.48 0.32 0.13 0.74 
SMA 0.13 0.13 0.03 0.10 0.84 1.10 1.13 1.16 0.65 0.71 0.58 0.61 0.77 1.10 1.03 1.00 1.29 1.16 0.58 0.45 0.55 0.43 0.20 0.13 0.66 aveE  
Holt's method 0.06 0.06 0.00 0.06 0.74 1.06 1.00 0.87 0.52 0.81 0.61 0.52 0.52 0.84 0.87 0.87 1.23 1.10 0.58 0.42 0.55 0.32 0.16 0.13 0.58 
Regression 1 1 0 1 2 4 5 4 2 2 2 2 3 3 3 3 5 5 2 2 1 1 1 1 2.33 






Holt's method 1 1 0 1 2 3 3 2 2 2 2 2 3 3 4 4 4 4 2 2 2 2 1 1 2.21 




Table A.2: aveE  Error Statistics for Non-Linear Net Flow Forecasting
*
 (March 2004) 
Time Period Port Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
MLP_2B 0.10 0.03 0.03 0.13 0.71 0.61 0.19 0.65 0.35 0.61 0.32 0.52 0.58 0.45 0.58 0.52 0.84 0.52 0.68 0.77 0.39 0.45 0.26 0.06 0.43 
MLP_3B 0.06 0.10 0.03 0.03 0.16 0.58 0.48 0.23 0.52 0.45 0.52 0.42 0.58 0.61 0.55 0.58 0.68 0.97 0.58 0.71 0.77 0.39 0.32 0.26 0.44 
MLP_4B 0.10 0.03 0.03 0.16 0.65 0.48 0.23 0.52 0.42 0.68 0.42 0.61 0.55 0.45 0.68 0.48 0.94 0.48 0.74 0.71 0.35 0.35 0.26 0.06 0.43 
MLP_4S 0.10 0.00 0.03 0.13 0.68 0.81 0.52 0.61 0.52 1.06 0.52 0.58 0.74 0.29 0.84 0.97 0.87 0.61 1.00 0.77 0.45 0.48 0.45 0.10 0.55 




LSSVM 0.06 0.10 0.03 0.03 0.16 0.55 0.58 0.26 0.55 0.39 0.61 0.52 0.65 0.68 0.58 0.74 0.74 1.06 0.52 0.84 0.71 0.39 0.42 0.19 0.47 
MLP_2B 0.00 0.03 0.03 0.03 0.45 0.84 0.52 0.58 0.65 0.55 0.65 0.61 0.74 0.58 0.71 0.81 1.19 0.77 0.90 0.77 0.65 0.29 0.13 0.00 0.52 
MLP_3B 0.00 0.00 0.10 0.03 0.06 0.39 0.97 0.48 0.55 0.71 0.58 0.81 0.90 0.90 0.58 0.65 0.77 1.16 0.77 0.90 0.94 0.68 0.32 0.16 0.56 
MLP_4B 0.00 0.03 0.03 0.03 0.39 0.90 0.42 0.55 0.55 0.61 0.61 0.61 0.65 0.68 0.58 0.77 1.10 0.71 0.71 0.71 0.55 0.29 0.16 0.03 0.49 
MLP_4S 0.00 0.03 0.00 0.03 0.71 1.03 0.55 0.71 0.81 0.77 0.97 0.74 0.81 0.61 0.71 1.03 1.26 1.06 0.81 0.81 0.74 0.29 0.35 0.03 0.62 




LSSVM 0.03 0.00 0.03 0.03 0.03 0.48 0.87 0.68 0.55 0.68 0.65 0.71 0.84 0.77 0.58 0.77 0.94 1.23 0.68 1.00 1.03 0.74 0.35 0.26 0.58 
MLP_2B 0.06 0.06 0.06 0.03 0.74 0.87 0.42 1.06 0.65 0.81 1.19 1.23 0.81 0.87 1.16 0.71 1.23 0.68 0.68 0.48 0.19 0.16 0.10 0.13 0.60 
MLP_3B 0.16 0.10 0.06 0.03 0.03 0.81 0.90 0.48 1.19 0.61 0.74 1.29 1.29 0.94 1.03 1.00 0.77 1.32 0.68 0.61 0.48 0.19 0.13 0.16 0.63 
MLP_4B 0.06 0.10 0.06 0.03 0.84 0.74 0.45 0.90 0.58 0.81 1.32 1.23 0.77 0.94 1.00 0.81 1.26 0.61 0.55 0.48 0.19 0.19 0.10 0.19 0.59 
MLP_4S 0.10 0.06 0.03 0.03 0.90 1.42 0.58 1.13 0.77 0.90 1.32 1.10 0.90 0.94 1.23 1.16 1.23 0.77 0.61 0.42 0.23 0.16 0.16 0.16 0.68 




LSSVM 0.19 0.19 0.06 0.06 0.03 1.00 0.84 0.45 1.13 0.90 0.97 1.42 1.42 1.03 1.03 1.10 0.84 1.61 0.94 0.77 0.58 0.26 0.10 0.19 0.71 
MLP_2B 0.16 0.00 0.10 0.10 0.58 1.10 0.35 0.58 0.81 0.61 0.87 0.52 0.68 1.00 0.71 0.81 1.29 0.77 0.48 0.87 0.42 0.48 0.16 0.16 0.57 
MLP_3B 0.19 0.16 0.03 0.06 0.10 0.58 1.00 0.39 0.74 0.81 0.58 0.81 0.58 0.55 1.03 0.77 0.87 1.19 0.97 0.68 0.77 0.48 0.42 0.26 0.58 
MLP_4B 0.16 0.03 0.10 0.10 0.45 1.00 0.35 0.84 0.58 0.55 0.94 0.52 0.71 0.97 0.71 0.87 1.10 0.74 0.61 0.90 0.55 0.42 0.26 0.19 0.57 
MLP_4S 0.19 0.06 0.10 0.10 0.65 1.23 0.65 0.90 0.90 0.65 1.16 0.81 0.74 1.03 0.94 0.90 1.23 0.94 1.00 1.16 0.48 0.48 0.35 0.26 0.70 






 LSSVM 0.23 0.19 0.03 0.13 0.10 0.65 1.13 0.55 0.94 0.97 0.55 0.97 0.77 0.68 1.13 0.81 0.94 1.32 0.90 0.68 0.90 0.55 0.48 0.42 0.67 
MLP_2B 0.03 0.00 0.00 0.06 0.71 0.87 0.32 0.52 0.39 0.52 0.35 0.58 0.61 0.68 0.77 0.71 0.74 0.58 0.48 0.45 0.32 0.26 0.10 0.13 0.42 
MLP_3B 0.10 0.03 0.00 0.00 0.13 0.84 0.81 0.32 0.65 0.48 0.48 0.42 0.65 0.77 0.61 0.81 0.65 0.87 0.65 0.45 0.48 0.23 0.26 0.00 0.44 
MLP_4B 0.00 0.00 0.00 0.06 0.74 0.71 0.32 0.61 0.45 0.52 0.45 0.55 0.68 0.61 0.81 0.71 0.71 0.65 0.48 0.52 0.32 0.29 0.00 0.13 0.43 
MLP_4S 0.00 0.00 0.00 0.06 1.23 0.90 0.71 1.10 0.42 0.74 0.39 0.94 0.58 0.77 0.84 0.94 0.84 0.81 0.48 0.45 0.39 0.26 0.06 0.06 0.54 





LSSVM 0.13 0.03 0.00 0.00 0.06 0.81 0.77 0.29 0.65 0.42 0.52 0.42 0.71 0.65 0.61 1.00 0.94 0.87 0.65 0.61 0.52 0.29 0.29 0.06 0.47 




Table A.3: maxE  Error Statistics for Non-Linear Net Flow Forecasting
*
 (March 2004) 
Time Period Port Model 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
MLP_2B 1 1 1 1 3 2 2 3 2 3 2 2 2 2 2 3 3 1 3 2 2 2 1 1 1.96 
MLP_3B 1 1 1 1 1 3 2 2 3 2 2 2 2 2 3 2 3 3 1 2 3 2 2 1 1.96 
MLP_4B 1 1 1 1 3 2 2 3 2 2 2 2 2 2 2 4 4 2 2 3 2 2 2 1 2.08 
MLP_4S 1 0 1 1 2 2 3 3 1 2 2 2 2 2 2 3 3 2 3 3 2 2 1 1 1.92 




LSSVM 1 1 1 1 1 2 2 2 3 2 2 2 2 2 2 2 4 4 1 2 2 2 2 1 1.92 
MLP_2B 0 1 1 1 3 4 3 2 2 2 3 3 2 2 3 4 2 3 2 3 2 2 1 0 2.13 
MLP_3B 0 0 1 1 1 3 3 2 3 2 2 3 3 3 2 2 3 2 2 2 3 2 1 1 1.96 
MLP_4B 0 1 1 1 2 4 2 3 2 2 2 3 2 2 2 3 3 3 2 4 2 1 1 1 2.04 
MLP_4S 0 1 0 1 2 4 2 3 2 2 2 3 2 2 2 3 2 3 3 3 2 1 1 1 1.96 




LSSVM 1 0 1 1 1 3 4 3 2 2 2 3 3 3 2 2 3 2 3 3 4 2 1 1 2.17 
MLP_2B 1 1 1 1 2 3 2 3 5 2 2 2 2 3 2 4 3 3 2 1 1 1 1 1 2.04 
MLP_3B 2 1 1 1 1 4 3 2 3 3 2 4 3 2 4 3 5 3 3 2 1 1 1 1 2.33 
MLP_4B 1 1 1 1 2 3 2 2 4 2 1 2 2 3 2 3 3 3 1 1 1 1 1 1 1.83 
MLP_4S 1 1 1 1 2 3 2 2 5 2 2 2 2 3 3 3 3 2 2 2 1 1 1 1 2.00 




LSSVM 2 2 1 1 1 3 3 2 3 3 3 5 5 3 4 4 3 4 3 3 1 1 1 1 2.58 
MLP_2B 1 0 1 1 2 3 2 2 3 3 3 2 2 3 2 3 4 2 2 3 1 2 2 1 2.08 
MLP_3B 1 1 1 1 1 3 3 2 2 3 2 3 1 2 3 3 2 3 2 2 2 2 1 2 2.00 
MLP_4B 1 1 1 1 2 3 2 2 2 3 3 2 3 3 3 3 3 3 2 2 2 1 2 1 2.13 
MLP_4S 1 1 1 1 2 3 2 3 2 3 3 2 3 3 3 2 3 3 3 3 2 2 1 1 2.21 






 LSSVM 1 1 1 1 1 2 3 2 3 2 2 3 2 2 4 3 3 4 3 3 2 2 2 2 2.25 
MLP_2B 1 0 0 1 2 3 1 2 2 2 1 2 3 1 3 2 2 2 2 2 1 2 1 1 1.63 
MLP_3B 1 1 0 0 1 2 2 2 2 2 2 1 2 3 2 3 2 2 2 2 2 1 2 0 1.63 
MLP_4B 0 0 0 1 2 2 2 2 2 2 2 2 3 2 4 2 2 2 2 2 1 2 0 1 1.67 
MLP_4S 0 0 0 1 2 3 2 3 2 2 1 2 2 2 3 3 2 2 2 2 1 2 1 1 1.71 





LSSVM 1 1 0 0 1 2 2 1 2 2 2 1 2 3 2 4 3 3 2 2 2 1 1 1 1.71 





Table A.4: Error Statistics for Hybrid Net Flow Forecasting* (March 2004) 
Time Period Port Error type Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
Holt's method 0.10 0.06 0.03 0.16 0.65 1.06 0.94 1.00 0.48 0.81 0.68 0.81 0.74 0.77 0.90 0.74 0.94 0.87 1.03 0.97 0.65 0.48 0.23 0.06 0.63 
MLP_4B 0.10 0.03 0.03 0.16 0.65 0.48 0.23 0.52 0.42 0.68 0.42 0.61 0.55 0.45 0.68 0.48 0.94 0.48 0.74 0.71 0.35 0.35 0.26 0.06 0.43 aveE  
MLP-H Filter 0.06 0.03 0.03 0.13 0.42 0.55 0.19 0.48 0.32 0.55 0.35 0.58 0.55 0.35 0.65 0.52 0.84 0.39 0.71 0.61 0.26 0.32 0.16 0.03 0.38 
Holt's method 1 1 1 1 2 3 2 4 3 3 3 3 2 3 2 3 4 3 3 3 2 2 2 1 2.38 





MLP-H Filter 1 1 1 1 2 2 2 3 2 2 2 2 2 2 2 3 4 2 2 2 2 2 1 1 1.92 
Holt's method 0.00 0.03 0.03 0.03 0.58 1.13 1.32 1.13 0.71 0.71 0.77 0.94 1.06 0.81 0.71 1.10 1.39 1.52 1.13 1.03 0.77 0.52 0.16 0.03 0.73 
MLP_4B 0.00 0.03 0.03 0.03 0.39 0.90 0.42 0.55 0.55 0.61 0.61 0.61 0.65 0.68 0.58 0.77 1.10 0.71 0.71 0.71 0.55 0.29 0.16 0.03 0.49 aveE  
MLP-H Filter 0.00 0.03 0.00 0.03 0.35 0.81 0.48 0.52 0.58 0.55 0.58 0.71 0.68 0.55 0.55 0.81 1.03 0.68 0.68 0.74 0.58 0.29 0.10 0.00 0.47 
Holt's method 0 1 1 1 3 5 4 3 3 3 3 3 4 2 2 3 5 5 4 4 4 2 1 1 2.79 





MLP-H Filter 0 1 0 1 2 3 2 3 2 2 3 3 2 2 2 2 3 3 2 4 2 1 1 0 1.92 
Holt's method 0.16 0.16 0.10 0.06 0.74 0.94 1.29 1.42 0.87 0.97 1.61 1.45 1.16 1.26 1.13 0.90 1.65 1.52 0.90 0.55 0.26 0.19 0.16 0.19 0.82 
MLP_4B 0.06 0.10 0.06 0.03 0.84 0.74 0.45 0.90 0.58 0.81 1.32 1.23 0.77 0.94 1.00 0.81 1.26 0.61 0.55 0.48 0.19 0.19 0.10 0.19 0.59 aveE  
MLP-H Filter 0.06 0.10 0.06 0.03 0.71 0.61 0.35 0.87 0.61 0.74 1.26 1.03 0.77 0.84 0.97 0.71 1.13 0.61 0.58 0.45 0.19 0.13 0.06 0.16 0.54 
Holt's method 2 2 1 1 3 3 3 3 3 4 5 4 4 4 4 5 3 4 4 2 2 2 1 1 2.96 





MLP-H Filter 1 1 1 1 3 2 2 3 3 4 3 4 3 3 2 5 3 3 2 2 1 1 1 2 2.33 
Holt's method 0.19 0.19 0.13 0.10 0.68 1.23 1.23 1.29 0.84 0.84 1.03 0.81 0.90 1.10 1.32 1.26 1.10 1.35 1.39 0.74 0.84 0.65 0.39 0.16 0.82 
MLP_4B 0.16 0.03 0.10 0.10 0.45 1.00 0.35 0.84 0.58 0.55 0.94 0.52 0.71 0.97 0.71 0.87 1.10 0.74 0.61 0.90 0.55 0.42 0.26 0.19 0.57 aveE  
MLP-H Filter 0.13 0.00 0.03 0.10 0.45 0.87 0.35 0.61 0.74 0.65 0.94 0.52 0.65 0.90 0.74 0.84 1.13 0.65 0.52 0.71 0.52 0.32 0.19 0.16 0.53 
Holt's method 1 1 1 1 3 3 2 3 3 3 3 2 2 3 3 3 3 4 4 2 2 3 2 1 2.42 








MLP-H Filter 1 0 1 1 2 3 2 3 2 3 3 2 2 3 3 2 3 2 2 2 2 1 2 1 2.00 
Holt's method 0.06 0.06 0.00 0.06 0.74 1.06 1.00 0.87 0.52 0.81 0.61 0.52 0.52 0.84 0.87 0.87 1.23 1.10 0.58 0.42 0.55 0.32 0.16 0.13 0.58 
MLP_4B 0.00 0.00 0.00 0.06 0.74 0.71 0.32 0.61 0.45 0.52 0.45 0.55 0.68 0.61 0.81 0.71 0.71 0.65 0.48 0.52 0.32 0.29 0.00 0.13 0.43 aveE  
MLP-H Filter 0.00 0.06 0.00 0.06 0.61 0.74 0.26 0.55 0.39 0.45 0.32 0.58 0.58 0.58 0.77 0.65 0.74 0.55 0.45 0.39 0.19 0.23 0.00 0.10 0.39 
Holt's method 1 1 0 1 2 3 3 2 2 2 2 2 3 3 4 4 4 4 2 2 2 2 1 1 2.21 






MLP-H Filter 0 1 0 1 2 2 1 2 2 2 2 2 3 2 4 3 3 2 2 2 1 1 0 1 1.71 




Table A.5: Error Statistics for Hybrid Net Flow Forecasting* (April 2004) 
Time Period Port Error type Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
Holt's method 0.13 0.10 0.07 0.07 0.60 1.20 1.30 1.17 0.67 0.60 0.73 0.67 0.70 1.03 1.27 0.83 1.17 1.23 0.97 0.73 0.63 0.77 0.43 0.17 0.72 
MLP_4B 0.13 0.00 0.03 0.07 0.53 0.77 0.47 0.63 0.43 0.47 0.50 0.53 0.57 0.57 0.73 0.67 0.73 0.90 0.47 0.60 0.60 0.43 0.17 0.17 0.47 aveE  
MLP-H Filter 0.10 0.00 0.00 0.07 0.50 0.73 0.47 0.70 0.40 0.40 0.47 0.50 0.57 0.53 0.80 0.70 0.60 0.80 0.50 0.63 0.50 0.40 0.20 0.10 0.44 
Holt's method 1 1 1 1 3 6 6 5 2 2 3 2 3 3 4 4 3 4 3 3 2 3 2 1 2.83 





MLP-H Filter 1 0 0 1 2 4 1 3 2 2 2 2 2 2 3 3 2 3 2 2 2 2 1 1 1.88 
Holt's method 0.03 0.03 0.03 0.03 0.83 0.83 1.03 1.10 0.77 0.90 0.77 0.93 1.23 0.90 0.90 1.17 1.27 1.20 0.97 0.90 0.67 0.43 0.03 0.00 0.71 
MLP_4B 0.03 0.00 0.03 0.03 0.77 0.57 0.47 0.73 0.43 0.77 0.53 0.77 1.13 0.70 0.70 1.10 0.90 0.53 0.80 0.77 0.50 0.27 0.10 0.00 0.53 aveE  
MLP-H Filter 0.03 0.00 0.00 0.03 0.77 0.53 0.50 0.60 0.50 0.77 0.53 0.67 1.03 0.67 0.63 1.00 1.07 0.53 0.67 0.70 0.47 0.33 0.03 0.00 0.50 
Holt's method 1 1 1 1 2 2 3 3 4 3 2 3 5 2 3 4 5 3 3 4 2 2 1 0 2.50 





MLP-H Filter 1 0 0 1 3 2 3 3 3 3 3 2 4 4 2 5 3 3 3 3 2 1 1 0 2.29 
Holt's method 0.03 0.07 0.07 0.13 0.63 1.03 1.13 1.23 0.83 0.83 1.33 1.33 0.97 0.87 1.27 1.27 1.10 1.03 1.10 1.07 0.53 0.23 0.13 0.07 0.76 
MLP_4B 0.03 0.03 0.07 0.07 0.70 0.70 0.47 0.63 0.43 0.47 1.07 0.80 0.67 0.77 0.93 1.07 0.80 0.80 0.87 0.63 0.27 0.17 0.07 0.07 0.52 aveE  
MLP-H Filter 0.00 0.03 0.07 0.07 0.53 0.67 0.57 0.67 0.57 0.63 1.03 0.80 0.63 0.67 0.83 0.87 0.67 0.80 0.73 0.57 0.30 0.20 0.03 0.07 0.50 
Holt's method 1 1 1 2 3 4 4 3 2 3 5 5 4 7 5 4 4 4 3 3 2 2 1 1 3.08 





MLP-H Filter 0 1 1 1 3 2 2 3 1 2 4 3 2 7 3 4 2 3 3 2 2 1 1 1 2.25 
Holt's method 0.13 0.17 0.13 0.13 0.93 1.47 1.50 1.30 1.03 1.10 1.23 1.23 1.07 1.20 0.87 1.17 1.23 1.40 1.20 0.83 0.67 0.63 0.37 0.13 0.88 
MLP_4B 0.07 0.03 0.10 0.10 0.67 0.77 0.53 0.87 0.73 0.80 1.17 1.00 0.80 1.07 0.60 0.87 1.20 0.77 1.10 0.80 0.67 0.53 0.37 0.13 0.66 aveE  
MLP-H Filter 0.07 0.03 0.10 0.10 0.67 0.70 0.30 0.80 0.67 0.93 1.10 0.80 0.80 0.97 0.67 0.87 1.03 0.77 0.97 0.67 0.57 0.47 0.30 0.13 0.60 
Holt's method 1 1 1 1 3 4 4 3 3 4 4 4 3 5 2 3 3 3 4 2 2 2 2 1 2.71 








MLP-H Filter 1 1 1 1 3 2 1 3 2 2 4 2 2 4 2 4 4 3 3 2 2 2 1 1 2.21 
Holt's method 0.13 0.13 0.03 0.10 1.00 1.40 1.33 1.17 0.67 0.70 0.73 0.77 1.10 0.80 1.13 1.13 1.33 1.23 1.10 0.93 0.67 0.47 0.27 0.23 0.77 
MLP_4B 0.07 0.03 0.03 0.10 0.83 0.93 0.50 0.90 0.60 0.80 0.60 0.57 0.83 0.67 0.73 1.00 0.70 0.80 0.77 0.60 0.30 0.30 0.20 0.13 0.54 aveE  
MLP-H Filter 0.07 0.00 0.03 0.10 0.67 0.93 0.43 0.70 0.57 0.73 0.53 0.53 0.87 0.70 0.77 0.90 0.83 0.73 0.80 0.53 0.23 0.27 0.13 0.17 0.51 
Holt's method 2 2 1 1 4 5 4 3 3 3 2 3 3 3 3 3 4 4 3 3 2 2 2 2 2.79 






MLP-H Filter 1 0 1 1 3 3 2 4 3 2 2 2 2 2 2 2 3 2 2 3 1 1 1 2 1.96 




Table A.6: Error Statistics for Hybrid Net Flow Forecasting* (May 2004) 
Time Period Port Error type Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
Holt's method 0.03 0.06 0.06 0.16 0.71 0.94 0.90 0.87 0.84 0.97 0.77 0.68 0.97 1.00 1.00 1.13 1.39 1.32 0.97 0.68 0.52 0.55 0.19 0.16 0.70 
MLP_4B 0.00 0.03 0.00 0.16 0.52 0.58 0.35 0.65 0.58 0.55 0.55 0.55 0.65 0.61 0.65 0.90 0.81 0.90 0.71 0.61 0.48 0.42 0.19 0.16 0.48 aveE  
MLP-H Filter 0.00 0.03 0.00 0.13 0.42 0.45 0.35 0.52 0.55 0.48 0.48 0.52 0.65 0.55 0.68 0.81 0.65 0.74 0.52 0.52 0.39 0.32 0.13 0.13 0.42 
Holt's method 1 1 1 2 2 4 3 3 3 3 4 3 3 3 3 3 3 5 3 2 2 1 1 1 2.50 





MLP-H Filter 0 1 0 2 1 2 1 2 3 2 3 2 3 3 3 2 3 2 2 2 2 2 1 1 1.88 
Holt's method 0.03 0.06 0.06 0.10 0.45 1.23 1.10 1.16 0.77 0.81 0.65 0.84 1.10 0.94 0.71 1.03 1.13 0.90 0.90 0.61 0.68 0.52 0.16 0.00 0.66 
MLP_4B 0.03 0.03 0.00 0.06 0.39 0.94 0.58 0.42 0.84 0.74 0.32 0.77 0.68 0.58 0.55 0.87 1.00 0.48 0.61 0.52 0.52 0.35 0.13 0.00 0.48 aveE  
MLP-H Filter 0.03 0.03 0.00 0.06 0.35 0.87 0.55 0.39 0.58 0.71 0.29 0.74 0.71 0.61 0.45 0.84 0.94 0.42 0.58 0.52 0.52 0.26 0.10 0.00 0.44 
Holt's method 1 1 1 1 1 3 3 3 3 3 2 3 4 4 2 4 4 4 3 2 2 2 1 0 2.38 





MLP-H Filter 1 1 0 1 1 3 2 3 2 2 2 3 3 3 1 3 3 2 3 2 2 1 1 0 1.88 
Holt's method 0.19 0.13 0.06 0.06 0.61 0.97 1.23 0.97 1.03 1.23 0.94 0.71 1.16 1.35 1.13 1.19 1.03 0.94 0.94 0.39 0.45 0.16 0.16 0.23 0.72 
MLP_4B 0.10 0.06 0.06 0.06 0.55 0.71 0.71 0.65 0.84 0.84 0.84 0.71 0.84 0.97 0.94 0.94 0.94 0.90 0.55 0.42 0.39 0.16 0.16 0.13 0.56 aveE  
MLP-H Filter 0.03 0.06 0.06 0.06 0.39 0.71 0.68 0.71 0.77 0.87 0.84 0.65 0.71 0.77 0.81 0.81 0.84 0.77 0.52 0.32 0.32 0.13 0.13 0.13 0.50 
Holt's method 1 1 1 1 3 5 5 4 3 3 5 4 4 4 3 5 4 5 2 1 2 1 1 1 2.88 





MLP-H Filter 1 1 1 1 2 3 4 3 2 3 4 3 2 4 3 3 3 3 2 2 1 1 1 1 2.25 
Holt's method 0.26 0.23 0.13 0.16 0.87 1.35 1.45 1.29 0.87 1.29 1.32 1.23 1.42 0.97 1.06 0.77 1.06 1.48 1.13 1.00 0.81 0.77 0.55 0.19 0.90 
MLP_4B 0.10 0.03 0.10 0.16 0.68 1.00 0.71 0.77 0.81 1.03 0.90 0.97 1.00 0.84 0.90 0.81 0.94 0.77 0.94 0.71 0.52 0.42 0.35 0.19 0.65 aveE  
MLP-H Filter 0.03 0.00 0.10 0.13 0.55 0.94 0.77 0.65 0.77 0.97 0.81 0.90 0.94 0.71 0.84 0.77 0.90 0.71 0.77 0.77 0.52 0.45 0.35 0.16 0.60 
Holt's method 2 2 1 1 3 4 4 4 2 3 4 3 4 3 4 3 3 3 3 3 3 2 2 2 2.83 








MLP-H Filter 1 0 1 1 4 3 2 3 2 4 4 3 4 3 2 3 3 3 3 3 2 2 1 1 2.42 
Holt's method 0.10 0.10 0.00 0.10 0.81 0.94 1.29 1.19 0.77 0.81 0.71 0.94 1.06 1.16 1.39 1.48 1.32 1.10 1.23 0.65 0.52 0.45 0.29 0.26 0.78 
MLP_4B 0.10 0.00 0.00 0.10 0.61 0.71 0.65 0.55 0.71 0.61 0.52 0.58 0.68 0.74 0.87 1.00 0.94 0.71 0.68 0.32 0.55 0.35 0.16 0.16 0.51 aveE  
MLP-H Filter 0.03 0.00 0.00 0.10 0.55 0.74 0.61 0.55 0.58 0.68 0.48 0.68 0.68 0.61 0.87 0.97 0.77 0.65 0.68 0.39 0.45 0.26 0.13 0.16 0.48 
Holt's method 1 1 0 1 2 3 5 3 2 2 2 2 3 3 3 5 4 3 3 2 2 2 2 2 2.42 






MLP-H Filter 1 0 0 1 2 2 3 2 2 2 2 2 3 3 2 5 2 2 3 2 2 2 1 1 1.96 




Table A.7: Error Statistics for Hybrid Net Flow Forecasting* (June 2004) 
Time Period Port Error type Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Mean 
Holt's method 0.03 0.10 0.03 0.10 0.77 0.93 1.00 0.50 0.57 0.90 0.87 0.93 1.07 1.17 0.83 1.30 1.40 1.17 1.30 1.03 0.67 0.50 0.30 0.10 0.73 
MLP_4B 0.00 0.03 0.00 0.07 0.80 0.47 0.43 0.67 0.47 0.73 0.53 0.80 0.77 0.80 0.77 0.77 0.63 0.83 0.73 0.67 0.40 0.27 0.17 0.13 0.50 aveE  
MLP-H Filter 0.00 0.03 0.00 0.07 0.60 0.30 0.40 0.60 0.43 0.67 0.50 0.70 0.80 0.77 0.77 0.73 0.63 0.87 0.60 0.67 0.47 0.27 0.17 0.10 0.46 
Holt's method 1 1 1 1 4 3 4 2 2 3 3 2 3 3 3 4 5 5 6 5 2 2 2 2 2.88 





MLP-H Filter 0 1 0 1 4 1 1 2 2 3 2 2 2 2 3 3 2 5 2 5 1 1 1 2 2.00 
Holt's method 0.03 0.03 0.00 0.00 0.67 0.90 1.20 1.00 0.93 0.97 0.73 0.63 0.90 1.00 0.70 0.70 1.27 0.93 1.07 0.67 0.73 0.50 0.27 0.13 0.67 
MLP_4B 0.00 0.00 0.00 0.00 0.33 0.67 0.50 0.50 0.57 0.47 0.50 0.43 0.57 0.60 0.53 0.63 0.77 0.70 0.83 0.40 0.47 0.20 0.13 0.13 0.41 aveE  
MLP-H Filter 0.00 0.00 0.00 0.00 0.30 0.63 0.43 0.53 0.47 0.57 0.50 0.37 0.57 0.67 0.53 0.70 0.73 0.57 0.87 0.40 0.47 0.17 0.17 0.13 0.41 
Holt's method 1 1 0 0 2 3 3 4 3 2 2 2 2 4 3 2 4 4 3 4 3 2 1 1 2.33 





MLP-H Filter 0 0 0 0 2 2 2 3 2 2 2 1 2 3 2 2 2 2 4 2 3 1 1 1 1.71 
Holt's method 0.30 0.37 0.30 0.07 0.90 1.43 1.43 0.93 0.97 0.97 0.90 1.07 1.43 1.33 1.50 1.53 1.13 1.27 1.23 0.80 0.50 0.50 0.33 0.27 0.89 
MLP_4B 0.20 0.07 0.20 0.07 0.83 0.90 0.93 0.73 0.83 0.90 0.90 0.73 1.13 1.13 1.00 1.00 1.03 0.83 0.80 0.57 0.30 0.40 0.27 0.17 0.66 aveE  
MLP-H Filter 0.20 0.07 0.17 0.03 0.67 0.80 0.80 0.67 0.83 0.77 0.70 0.80 1.03 1.03 1.03 1.00 1.00 0.73 0.73 0.50 0.23 0.33 0.23 0.13 0.60 
Holt's method 2 2 2 1 2 4 4 3 3 4 3 4 5 4 4 5 3 4 3 3 1 2 2 1 2.96 





MLP-H Filter 1 1 1 1 3 3 3 2 2 3 3 3 5 4 4 4 3 2 2 2 1 2 1 1 2.38 
Holt's method 0.23 0.20 0.10 0.17 0.97 1.40 1.23 1.13 1.73 1.03 1.17 1.07 1.07 1.10 1.23 1.17 1.37 1.93 1.63 0.97 0.73 0.67 0.40 0.27 0.96 
MLP_4B 0.07 0.00 0.10 0.13 0.83 0.93 0.73 0.83 1.30 0.80 0.63 0.80 0.93 0.90 0.80 1.23 1.10 1.03 0.83 0.67 0.43 0.27 0.37 0.23 0.67 aveE  
MLP-H Filter 0.10 0.00 0.07 0.10 0.83 0.70 0.67 0.93 1.27 0.80 0.67 0.87 0.90 0.87 0.83 1.00 1.17 0.93 0.73 0.60 0.50 0.30 0.17 0.23 0.63 
Holt's method 1 1 1 1 3 3 4 3 4 4 4 4 5 4 3 4 6 5 4 4 3 2 2 2 3.21 








MLP-H Filter 1 0 1 1 3 2 3 3 3 2 3 3 5 4 3 4 4 3 3 3 2 1 2 2 2.54 
Holt's method 0.13 0.10 0.07 0.07 1.07 1.53 1.43 0.97 0.73 0.80 1.03 1.10 0.87 0.97 1.03 1.30 1.63 1.50 0.87 0.83 0.67 0.47 0.17 0.17 0.81 
MLP_4B 0.10 0.03 0.07 0.07 0.73 0.83 0.43 0.73 0.63 0.63 0.83 0.60 0.70 0.83 0.70 1.17 0.67 0.70 0.57 0.50 0.47 0.20 0.20 0.10 0.52 aveE  
MLP-H Filter 0.07 0.00 0.03 0.07 0.87 0.73 0.43 0.73 0.50 0.63 0.77 0.60 0.63 0.77 0.70 0.93 0.87 0.73 0.43 0.57 0.47 0.20 0.17 0.13 0.50 
Holt's method 1 1 1 1 3 4 4 3 3 3 3 4 3 3 3 3 4 4 2 2 2 1 1 1 2.50 






MLP-H Filter 1 0 1 1 2 2 1 3 2 2 3 2 2 3 4 3 2 2 2 2 2 1 1 1 1.88 
*Units: (vehicle / 3hr) 
 
