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ASYMPTOTIC FOR THE NUMBER OF STAR
OPERATIONS ON ONE-DIMENSIONAL NOETHERIAN
DOMAINS
DARIO SPIRITO
Abstract. We study the set of star operations on local Noether-
ian domains D of dimension 1 such that the conductor (D : T )
(where T is the integral closure of D) is equal to the maximal ideal
of D. We reduce this problem to the study of a class of closure
operations (more precisely, multiplicative operations) in a finite
extension k ⊆ B, where k is a field, and then we study how the
cardinality of this set of closures vary as the size of k varies while
the structure of B remains fixed.
1. Introduction
Star operations are a class of closure operations on the set of (frac-
tional) ideals of an integral domain that has been first studied by Krull
[12] and Gilmer [4, Chapter 5]. Along the years, they have been used,
for example, to study and generalize factorization properties (for exam-
ple, with the characterization of unique factorization domains among
Krull domain through the t-class group by Samuel [16]) and to find
Pru¨fer-like classes of integral domains (for example PvMDs; see for
example [1, Section 3] for an overview).
More recently, Houston, Mimouni and Park have been studying the
set Star(D) of star operations on an integral domain D, attempting
to characterize when this set is finite and, in this case, to calculate its
cardinality [7, 8, 9, 10]. They analyzed in particular the Noetherian
case, showing that |Star(D)| =∞ when D has dimension greater than
1 [8, Theorem 2.1], showing how to reduce to the local case [8, Theorem
2.3] and calculating the cardinality of Star(D) when ℓD(T/mD) ≤ 3,
where T is the integral closure of D and mD the maximal ideal of D [8,
Theorem 3.1]. Further cases have been considered, for example, in [8]
(for infinite residue field), in [15, 18] (for pseudo-valuation domains), in
[17] (for Kunz domains) and [22] (for some numerical semigroup rings).
Beyond star operations, that are two other classes of closure oper-
ations that are in use in commutative algebra: semiprime operations,
defined on the set of integral ideals of an arbitrary ring, and semistar
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operations, defined on the set of all submodules of the quotient field of
an integral domain. There are several connections between the classes
of semiprime, star and semistar operations; indeed, most definitions
and many properties can be stated in essentially the same way, with
the main difference being often in how they must be phrased to account
for the different partially ordered set on which the closures are defined.
To unify the treatment of these classes of closure operations, the pa-
per [19] introduced the concept of multiplicative operations : these are
a class of closure operations that can be defined in any ring extension
A ⊆ B over any set G of A-submodules of B, and their definition is
flexible enough to cover (for suitable choices of A, B and G) all three
classical cases. Furthermore, multiplicative operations enjoy some func-
torial properties: while these are usually a staple of many semiprime
operations, for star and semistar operations they are very rare, espe-
cially due to the fact that quotienting an integral domain disrupts its
quotient field. (There are some limited exceptions: see [3] for proper-
ties of star operations along pullbacks and [20] for an application to
Pru¨fer domains.) In the special case of local Noetherian domains of
dimension 1, multiplicative operations allow to bypass this problem by
considering only the submodules contained in the integral closure T of
the starting domain D (which contain all the needed data), and then
by quotienting T over the conductor (D : T ) (see [19, Section 6] and
the discussion after Definition 3.4 below). In particular, this reduces
the problem of finding all star operations on D to the study of the
Artinian ring T/(D : T ).
In this paper, we continue the study initiated in Sections 6 and 7
of [19] on this case, in particular concentrating on the case where the
conductor (D : T ) is equal to the maximal ideal mD of D; in the Ar-
tinian setting, this case correspond to the study of a particular set of
multiplicative operations defined on a finite extension k ⊆ B, where
k is a field. As we are interested in cardinality problems, we assume
throughout the paper that k is a finite field of cardinality q: in par-
ticular, we are interested in what happens when the structure of B is
“fixed” (see Section 3 for a more precise definition) while q changes,
that is, we are interested in the cardinality of the set Star(D) of star
operations on D as a function of q, and especially in understanding
how fast the growth of |Star(D)| is.
The aim of this paper is to introduce and give some evidence to the
following conjecture: if the structure of B is fixed, then the function
q 7→ logq log2 |Star(D)| has always a limit as q → ∞, and this limit
only depend on the length of B = T/mD as a D-module. While we
are not able to prove this conjecture in full generality, we show poly-
nomial bounds on the upper and lower limits (respectively, Theorem
4.2 and Proposition 5.8, summarized in Theorem 5.9) and we prove
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the conjecture in full for ℓD(T/mD) ≤ 4 (Proposition 3.9 and Theorem
7.6).
2. Closure operations
Let (P,≤) be a partially ordered set. A closure operation on P is a
map c : P −→ P such that, for every x, y ∈ P:
• x ≤ c(x);
• if x ≤ y, then c(x) ≤ c(y);
• c(c(x)) = c(x).
If c, d are closure operations on P, we write c ≤ d if c(x) ≤ d(x) for
every x ∈ P.
Any closure operation c is uniquely determined by the set Pc :=
{x ∈ P | c(x) = c} of its fixed points, i.e., two closure operations c and
d are equal if and only if Pc = Pd. Furthermore, c ≤ d if and only if
Pc ⊇ Pd.
Let A ⊆ B be a ring extension, and let G be a set of A-submodules
of B. A multiplicative operation [19] on (A,B,G) is a closure operation
⋆ on G, I 7→ I⋆, such that
(I : b)⋆ ⊆ (I⋆ : b)
for all I ∈ G and all b ∈ B such that (I : b) ∈ G. We denote the set of
multiplicative operations on (A,B,G) by Mult(A,B,G).
If D is an integral domain with quotient field K, a star operation on
D is a closure operation ⋆ on the set F(D) of fractional ideals of D
such that, for all I ∈ F(D) and all x ∈ K, we have:
• D = D⋆;
• (xI)⋆ = x · I⋆.
We denote by Star(D) the set of star operations on D. The restric-
tion from F(D) to the set I(D)• of all nonzero ideals of D gives an
isomorphism of ordered sets between Star(D) and Mult(D,K, I(D)•)
[19, Proposition 3.4].
3. Artinian rings
Throughout the paper, we shall denote by k the finite field of cardi-
nality q and by B a finite k-algebra that is a principal ideal ring; we
also write Fqe for the field of cardinality qe, i.e., for the extension of k
of degree e. In particular, Fq = k.
We can write B as a direct product B1×· · ·×Bt, where each Bi is a
local k-algebra; by [11, Theorem 8] Bi is isomorphic to Fqei [X ]/(Xfi) ≃
Fqei [[X ]]/(Xfi) for some positive integers ei, fi. We will always consider
k as a subring of B through the diagonal embedding; we shall also
sometimes consider k as a subring of Bi by the obvious embedding of
k into Fqei [X ]/(Xfi).
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It is easy to see that the quantities ei, fi are linked to the length of
B.
Proposition 3.1. Preserve the notation above. Then:
(a) fi = ℓBi(Bi) = ℓB(Bi);
(b) Li is the residue field of Bi;
(c) ℓA(B) =
∑
i eifi = ℓD(T/(D : T )).
Proof. Straightforward. 
Let s := {(e1, f1), . . . , (et, ft)} be a sequence of pairs of positive in-
tegers. We call the ring
Bs :=
Fqe1 [X ]
(Xf1)
× · · · ×
Fqek [X ]
(Xfk)
the Artinian ring associated to s. We denote by n(s) the sum
∑
i eifi =
ℓk(Bs).
Remark 3.2. The methods we will use actually hold in the more gen-
eral setting of a ring extension A ⊆ B, where A and B are Artinian
rings and B is a finite A-module; the restriction to A = k, however,
allows to simplify the notation. Furthermore, many proofs do not really
use the hypothesis that k is finite if not to guarantee that the quantities
involved are finite.
Let now k, B as above. We define:
• F0(k, B) := {I ∈ Fk(B) | IB = B};
• Freg(k, B) := {I ∈ Fk(B) | I contains a regular element of B};
• F1(k, B) := {I ∈ Fk(B) | 1 ∈ I}.
These sets are related in the following way.
Proposition 3.3. Preserve the notation above.
(a) F1(k, B) ⊆ Freg(k, B) ⊆ F0(k, B).
(b) If |Max(B)| ≤ q, then F0(A,B) = Freg(A,B).
(c) If F0(A,B) = Freg(A,B), then the restriction map fromMult(k, B,F0(k, B))
to Mult(k, B,F1(k, B)) is an order isomorphism.
Proof. (a) is obvious.
(b) Let I ∈ F0(k, B). If I is not regular, then I is contained in the
union of the maximal ideals of B; by [8, Lemma 3.6], it follows that I
is contained in some maximal ideal of B. But this would imply 1 /∈ IB,
a contradiction.
(c) Let I ∈ F0(k, B). By hypothesis, I contains a regular element
u of B, which is a unit since B is Artinian; in particular, u−1I =
(I : u) ∈ F1(k, B) ⊆ F0(k, B). Hence, (u
−1I)⋆ ⊆ u−1I⋆ for every
multiplicative operation ⋆ on (k, B,F0(k, B)); since we can do the
same with the unit v := u−1, it follows that (u−1I)⋆ = u−1I⋆. Hence,
every ⋆ ∈ Mult(k, B,F0(k, B)) is uniquely determined by its action
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on F1(A,B), and so the restriction map is injective; furthermore, ev-
ery ♯ ∈ Mult(A,B,F1(A,B)) can be extended to F0(A,B) by setting
I⋆ := u(u−1I)⋆ when u ∈ I, and thus the map is also surjective. 
Note that the equality F0(k, B) = Freg(k, B) may indeed fail: for ex-
ample, if k = F2 andB = k3 the set V := {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1)}
is a k-module in F0(A,B), but it is not regular.
Definition 3.4. A star operation on (k, B) is a multiplicative opera-
tion ⋆ on (k, B,F0(A,B)) such that k
⋆ = k. We denote their set by
Star(k, B).
The terminology is justified by the following situation: let (D,m)
be a Noetherian local integral domain of dimension 1, and let T be
its integral closure. Suppose that T is finite over D, and suppose that
(D : T ) = m. By [19, Theorem 6.4 and Corollary 6.5], there is an order-
preserving bijection between the set of star operations on D and the set
of star operations on (D/m, T/m): in particular, Star(D) depends only
on the extension k ⊆ T/m of Artinian rings, i.e., from the structure
of the Artinian ring T/m as a k-algebra. Such a ring exists for every
choice of s, as the next proposition shows.
Proposition 3.5. Let s be a sequence of pairs of positive integers.
Then, there is a local Noetherian domain Ds of dimension 1 with inte-
gral closure T such that (Ds : T ) = m and T/m ≃ Bs.
Proof. Let L1, . . . , Lt be the residue fields of Bs and, for every i, let
fi(X) ∈ k[X ] be an irreducible polynomial with splitting field Li. In the
polynomial ring k[X1, . . . , Xt], let Pi be the prime ideal generated by
fi(Xi), and let S := k[X1, . . . , Xt] \
⋃
i Pi. Then, T := S
−1[X1, . . . , Xt]
is a principal ideal domain with t maximal ideals, P1T, . . . , PtT , such
that the residue field of PiT is Li.
Let I := P e11 · · ·P
et
t T . Then, T/I is isomorphic to Bs; if π is the
quotient T −→ Bs, defining Ds := π
−1(k) we have the ring we were
looking for. 
Note that, while Bs can be defined in a “canonical” way, there is
a lot more freedom in defining Ds, since it may be possible to use a
polynomial ring with fewer indeterminates (for example, if each Li has
a different degree, then it is sufficient to consider T as a localization of
k[X ]).
Definition 3.6. Let s be a sequence of pairs of positive integers. We
denote by Λ(s, q) the cardinality of Star(k, Bs), where q := |k|.
If s is fixed, we can expect the function q 7→ Λ(s, q) to be increasing,
since as q grows the ring Bs contains more and more subspaces and
thus more and more closure operations. Indeed, this is exactly what
happens for n(s) > 3, while for n(s) ≤ 3 the map Λ(s, q) is constant
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(see [8] and the proof of Proposition 3.9 below). To study how fast it
grows, we introduce the following function.
Definition 3.7. Let s be a sequence of pairs of positive integers. We
set
θ(s, q) := logq log2 Λ(s, q).
It is not at all obvious that this is a good choice. However, we have
the following.
Proposition 3.8. For every n ∈ N, we have
lim
q→∞
θ((n, 1), q) =
{
(n−2)2
4
if n is even,
(n−1)(n−3)
4
if n is odd.
Proof. If s = {(n, 1)}, the ring B := Bs is just the degree n extension
of k. Let γn be the number on the right hand side in the formula of the
statement.
Suppose n is even. By [18, Theorem 3.7], for every ǫ > 0 we have,
for large q,
qγn ≤ log2 |Star(k, B)| ≤ (1 + ǫ)q
γn ;
taking the logarithm in base q we have
γn ≤ θ((n, 1), q) ≤ γn + logq(1 + ǫ)
and the claim follows by taking the limit. If n is odd, instead of 1 + ǫ
we have 2 + ǫ, but the same reasoning applies. 
Another case when we can calculate the limit of θ(s, q) is for low
n(s).
Proposition 3.9. Let s be a sequence of pairs of positive integers.
Then:
(1) if n(s) ≤ 2, then θ(s, q) = −∞ for every q;
(2) if n(s) = 3, then
lim
q→∞
θ(s, q) = 0
Proof. By Proposition 3.5, we can find a local Noetherian domain
(D,m) of dimension 1 such that Star(D) ≃ Star(k, B); let T be the
integral closure of D. Then, ℓ(T/D) = n(s).
If ℓ(T/D) ≤ 2, then by [2, Theorem 6.3] or [13, Theorem 3.8] Star(D)
is a singleton, and thus
θ(s, q) = logq log2 1 = log1 0 = −∞.
If n(s) = 3, then by [8, Theorem 3.1] the cardinality of Star(D) does
not depend on k = D/m. Hence, log2(Λ(s, q)) is constant in q, and so
θ(s, q) = logq log2(Λ(s, q)) goes to 0. 
In view of these two cases, we advance the following conjectures.
ASYMPTOTIC FOR THE NUMBER OF STAR OPERATIONS 7
Conjecture 1. For every sequence of pairs of positive integers s, the
function q 7→ θ(s, q) has a limit when q →∞. Furthermore,
Conjecture 2. The limit of θ(s, q) as q → ∞ depends only on n(s),
that is, if n(s) = n(t) then θ(s, q) and θ(t, q) have the same limit as
q →∞.
It is to be noted that Propositions 3.8 and 3.9 are quite flimsy ev-
idence for these conjectures; in particular, Proposition 3.9 would also
be true if, instead of the very peculiar function q 7→ logq log2 Λ(s, q),
we would have taken any function q 7→ ζ(q) with limit 0 as q →∞. In
the rest of the paper, we will give some justification for this choice by
showing that, as q → ∞, the limit inferior and superior of θ(s, q) can
be bounded by functions in n(s) with a polynomial growth (Theorem
5.9) and that Conjecture 2 is true also for n = 4.
4. The number of subspaces
Let A ⊆ B be a ring extension and let G ⊆ FB(A). Then, a mul-
tiplicative operation ⋆ on (A,B,G) is uniquely determined by the set
G⋆ := {I ∈ G | I = I⋆} of its closed ideals. In particular, there is an
obvious bound |Mult(A,B,G)| ≤ 2|G|. In this section, we use this fact
to bound the number of star operations on (k, B).
Given a finite field k of cardinality q, and a k-vector space V of
dimension n, we denote by Z(q, n) the number of vector subspaces of
V .
Lemma 4.1. For every n and every ǫ > 0, there is a q(n, ǫ) such that
Z(q, n) ≤
{
n · qn
2/4+ǫ(n/2) if n is even,
n · q(n
2−1)/4+ǫ((n+1)/2) if n is odd
for all q ≥ q(n, ǫ).
Proof. Fix ǫ > 0.
Let Zt(q, n) be the number of t-dimensional subspaces of V . Then
(see e.g. [21, Proposition 1.3.18] or [5, Chapter 13, Proposition 2.1]),
Zt(q, n) is given by the q-binomial coefficient(
n
t
)
q
:=
(qn − 1) · · · (qn−t+1 − 1)
(qt − 1) · · · (q − 1)
.
For large q, we have
qn−t+j − 1 ≤ qn−t+ǫ(qj − 1)
since the dominant term on the right hand side is qn−t+j+ǫ. Hence,(
n
t
)
q
=
n−t∏
j=1
qn−t+j − 1
qj − 1
≤
t∏
j=1
qn−t+ǫ = qt(n−t+ǫ)
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The maximum of the function t 7→ t(n− t+ ǫ) is in t0 :=
n+ǫ
2
; checking
the integers closer to t0, we obtain that the maximum is in
n
2
when n
is even and in n+1
2
when n is odd.
Therefore, if n is even we have
Z(q, n) =
n∑
t=0
Zt(q, n) ≤
n∑
t=1
q(n/2)(n−(n/2)+ǫ) ≤ nqn
2/4+ǫn/2
(where we can forget the zero subspace since the inequalities are not
tight). Analogously, if n is odd,
Z(q, n) =
n∑
t=0
Zt(q, n) ≤
n∑
t=1
q((n+1)/2)(n−((n+1)/2)+ǫ) ≤ nq(n
2−1)/4+ǫ(n+1)/2.
The claim is proved. 
Theorem 4.2. Let s be a sequence of pairs of positive integers and let
n := n(s). Then,
lim sup
q→∞
θ(s, q) ≤
{
n(n−2)
4
if n is even,
(n−1)2
4
if n is odd.
Proof. By parts (b) and (c) of Proposition 3.3, for large q any star
operation on (k, Bs) is a multiplicative operation on (k, B,F1(k, B)),
and thus |Star(k, Bs)| ≤ 2
|F1(k,Bs)|, i.e.,
θ(s, q) ≤ logq |F1(k, Bs)|.
The number of k-subspaces of Bs containing 1 is the number of k-
subspaces of a vector space of dimension n − 1, i.e., |F1(k, Bs)| ≤
Z(q, n− 1). Hence, for n even,
lim sup
q→∞
θ(s, q) ≤ lim sup
q→∞
logq((n− 1) · q
((n−1)2−1)/4+ǫ((n−1+1)/2)) ≤
≤ lim sup
q→∞
(
(n− 1)2 − 1
4
+ ǫ
n
2
)
=
n2 − 2n
4
=
n(n− 2)
4
using Lemma 4.1 on the odd number n−1 and since ǫ > 0 is arbitrary.
The same calculation for n odd gives lim supq→∞ θ(s, q) ≤
(n−1)2
4
. 
The two quadratic functions that bound lim supq→∞ θ(s, q) are rather
close to the quadratic functions that give the limit of θ((n, 1), q) in
Proposition 3.8: for example, if n is even, then the difference between
the upper bound and the limit of the case (n, 1) is just n(n−2)
4
− (n−2)
2
4
=
n−2
4
, which is linear instead of quadratic.
5. Lower bounds
Definition 5.1. Let I ∈ F0(k, B). The principal star operation gener-
ated by I is the largest star operation that closes I; we denote it by ∗I .
If A ⊆ F0(k, B), the star operation generated by A, denoted by ∗A, is
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the largest star operation that closes every element of G; equivalently,
∗A = inf{∗I | I ∈ A}.
The definition given above is slightly different from the definition
given in [19, Section 4] since we are imposing that ∗I also closes k
(as we want ∗I to be a star operation and not only a multiplicative
operation). However, the two definitions are actually very close.
Proposition 5.2. Let I, J ∈ F1(k, B). Then,
J∗I =
{
k if J = k⋃
{(I : b) | bJ ⊆ I} otherwise.
Proof. Let v(I) be the multiplicative operation generated by I on (k, B,F1(k, B)),
as in [19, Definition 4.2]. Then, ∗I is just the infimum of v(k) and v(I),
and thus
J∗I = Jv(k) ∩ Jv(I).
By the proof of [19, Lemma 4.4], we have Jv(I) =
⋃
{(I : b) | bJ ⊆ I}.
On the other hand, if J = k then clearly Jv(k) = k; if J 6= k, then
(k : J) = 0, since if tJ ⊆ k then t ∈ k (since 1 ∈ J) but since
dimk J > 1 the only possibility is t = 0. Hence, again by [19, Lemma
4.4],
Jv(k) = (k : (k : J)) = (k : 0) = B.
The claim is proved. 
Let ∼ be the equivalence relation defined by I ∼ J if and only if
∗I = ∗J . If G ⊆ F0(k, B), we denote by [G] the set of equivalence classes
containing at least one element of G. By definition, |Star(k, B)| ≥
|[F0(k, B)]|; however, this bound is too weak, since it is not exponen-
tial in the cardinality of [F0(k, B)], which is typically polynomial in q.
Hence, we need a stronger situation.
Lemma 5.3. Let G ⊆ F0(k, B) be a subset such that, for every I ∈ G,
we have
I∗G\{I} 6= I.
Then, |Star(k, B)| ≥ 2|G|.
Note that the hypothesis implies that no two distinct elements of G
are equivalent under ∼.
Proof. Let A 6= B two subsets of G. Then, without loss of generality
there is an I ∈ A \ B: we have I∗A ⊆ I∗I = I, so that I∗A = I, while
I∗B ⊇ I∗G\{I} ) I
by hypothesis and since B ⊆ G \ {I}. Therefore, ∗A 6= ∗B. It fol-
lows that every subset of G generates a different star operation, and so
|Star(k, B)| ≥ 2|G|. 
We now want to apply this criterion. We start from the local case.
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Proposition 5.4. Let e, f be positive integers and let n := ef . Then,
θ((e, f), q) ≥ n− 3.
for every q.
Proof. If n ≤ 3, then θ((e, f), q) ≥ 0 ≥ n−3 and we are done. Suppose
n ≥ 4. By definition, θ((e, f), q) is equal to the number of star opera-
tions on (k, B), where B := L[X ]/(Xf) for some extension L of k and
some f ≥ 1.
For every α ∈ B \ k, consider the submodule I(α) := 〈1, α〉. Every
such submodule can be obtained in q2 − q ways (through all the β ∈
I(α)\k) and thus there are exactly (qn−q)/(q2−q) = (qn−1−1)/(q−1)
different submodules. Let I be the set of the ideals I(α) not containing
Xf−1.
We want to consider I(α)∗I(β). By Proposition 5.2, we have
I(α)∗I(β) =
⋂
{(I(β) : γ) | I(α) ⊆ (I(β) : γ)}.
Suppose I(α) ⊆ (I(β) : γ): then, if γ is a unit of B we have I(α) ⊆
γ−1I(β), and the two ideals must be equal since they are both 2-
dimensional k-subspaces of B. On the other hand, if γ is not a unit
then γXf−1 = 0 and thus Xf−1 ∈ (I(β) : γ). Therefore, we have two
cases:
• if I(α) ⊆ (I(β) : γ) for some unit γ, then I(α)∗I(β) = I(α) =
γ−1I(β) and I(α) and I(β) are in the same class;
• if I(α) * (I(β) : γ) for all units γ, then Xf−1 ∈ I(α)∗I(β).
Note that, if f = 1, then B is a field and thus in the second case
I(α) * (I(β) : γ) for all γ 6= 0, and thus I(α)∗I(β) = B.
Let G be a subset of I containing exactly one I(α) for each class
with respect to ∼. If I ∈ G, then Xf−1 ∈ I∗J for every J ∈ G \ {I};
thus, Xf−1 ∈ I∗G\{J} . Since Xf−1 /∈ I by definition, by Lemma 5.3 we
have |Star(k, B)| ≥ 2|G|.
We now need to estimate |G|. By the reasoning above, the ideals I(α)
and I(β) can be in the same class only if I(β) = γI(α) for some unit γ.
Since 1 ∈ I(α), the ideal I(β) can be in this form only if γ−1 ∈ I(β), and
thus there are at most q2−1 possibilities; furthermore, γI(α) = tγI(α)
for all t ∈ k \ {0}, and thus the number of such ideals is at most
(q2 − 1)/(q − 1) = q + 1. Hence,
|G| ≥
1
q + 1
(
qn−1 − 1
q − 1
− 1
)
=
qn−1 − q
q2 − 1
≥ qn−3.
The claim follows. 
The previous proof does not quite work in the non-local case, since
in this case B does not have an essential B-ideal analogous to Xf . A
first attempt is the following.
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Proposition 5.5. Let B1, B2 two k-algebras. There is an injective,
order-preserving map
Star(k, B1)× Star(k, B2) →֒ Star(k, B1 × B2).
In particular, |Star(k, B1)| ≤ |Star(k, B1 × B2)|.
Proof. Let Gi := F0(k, Bi). For each ⋆1 ∈ Star(k, B1), let H1 := {I ×
B2 | I ∈ G
⋆1
1 } and define symmetrically H2. For every pair (⋆1, ⋆2) in
the product Star(k, B1)×Star(k, B2), let ι(⋆1, ⋆2) be the star operation
generated by H1∪H2: then, ι is a map from the product to Star(k, B1×
B2). To show that it is injective, let J := I×B2 for some I ∈ G1. Then,
for every L = L1 × B2 ∈ H1, we have
(J : L) = (I × B2 : L1 ×B2) = (I : L1)× B2
and thus J∗L = I∗L1 × B2; On the other hand, if L = B1 × L2 ∈ H2,
then J∗L = B1 × B2. Therefore, J
ι(⋆1,⋆2) = I⋆1 × B2; in the same way,
if J = B1 × I, then J
ι(⋆1,⋆2) = B1 × I
⋆2 . Hence, ι is injective and the
claim is proved. 
The previous proposition works best when B has a local factor Bi
such that ni = eifi is large; in that case, using Proposition 5.4 have
|Star(k, B)| ≥ |Star(k, Bi)| ≥ 2
qni−3, which gives θ(s, q) ≥ ni − 3.
However, if every ni is small with respect to n we need a different kind
of estimate.
Lemma 5.6. Let B be a finite k-algebra, and let n := ℓk(B). Then, for
every ǫ > 0 there is a q(ǫ) such that if q ≥ q(ǫ) the ring Bs has at least
(q − 1)n ≥ q(1−ǫ)n
units.
Proof. Let B := B1 × · · · × Bt, where Bi := Fqei [X ]/(Xfi) for each i.
Set ni := eifi. Each Bi has q
eifi − qei ≥ qni − qni−1 units; thus the
number of units of B is at least
t∏
i=1
(qni − qni−1) ≥
t∏
i=1
qni−1(q − 1) = qn−(t−1)(q − 1)t ≥
≥ (q − 1)n = qn logq(q−1) ≥ q(1−ǫ)n
for large q. The claim is proved. 
Proposition 5.7. Let s := {(e1, f1), . . . , (et, ft)} be a sequence of pairs
of positive integers, and let n := n(s) and r := etft. If n− r ≥ 3, then
lim inf
q→∞
θ(s, q) ≥ n− r − 2.
Proof. Since we are only interested in the limit for large q, we can
suppose that q > t, so that we only need to consider subspaces in
F1(k, B).
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Let Bi := Fqei [X ]/(Xfi), write B := B1 × · · · × Bt and B′ := B1 ×
· · ·×Bt−1, so that B = B
′×Bt. By Lemma 5.6, for large q the ring B
′
has at least q(1−ǫ)(n−r) units. For every unit α of B′ not belonging to k,
let I(α) := 〈1, (α, 0)〉, and let I be the set of such I(α).
We note that the unique elements of I(α) in the form (γ, 0) are those
with γ = zα, for some z ∈ k: hence, the cardinality of I is equal to
|U(B′)|
q − 1
≥
q(1−ǫ)(n−r) − 1
q − 1
≥ q(1−ǫ)(n−r)−1
for large q. Furthermore, the second component of any element of I(α)
belongs to k.
By Proposition 5.2, we have
I(α)∗I(β) =
⋂
{(I(β) : γ) | γI(α) ⊆ I(β)}.
We claim that if γ 6= 0 and γI(α) ⊆ I(β) then γ is a unit of B.
Indeed, let γ := (γ1, γ2). Since γI(α) ⊆ I(β), we must have γ · 1 ∈
I(β) and γ(α, 0) ∈ I(β). The second component of γ = γ · 1 is γ2,
and thus must belong to k. If γ2 = 0, then γ(α, 0) = (γ1α, 0) and thus
γ1α = sβ for some s ∈ k; in particular, I(α) = I(β).
If γ2 6= 0 and γ1 = 0, then (0, γ2) ∈ I(β); however, this would imply
that (1, 0) = (1, 1)− γ−12 γ ∈ I(β), against α 6= k.
Suppose γ1, γ2 6= 0. Then, γ1α = sβ for some s ∈ k; since α is a unit,
sβ 6= 0 and thus sβ is a unit of B′, and thus the same must hold for
γ1α; in particular, γ1 must be a unit of B
′, and thus γ = (γ1, γ2) is a
unit of B, as claimed.
Therefore, if γ 6= 0 and γI(α) ⊆ I(β) then (I(β) : γ) = γ−1I(β)
has dimension 2, and thus must be equal to I(α). Hence, I(α)∗I(β) is
either equal to I(α) or to B, and in the former case it must be in the
form γ−1I(β) for some unit γ of B belonging to I(β); in particular,
I(α) and I(β) must be in the same class. Let G be a set constructed
by taking one representative for each class. There are at most q2 − q
possible units γ (for each choice of α), and they give q different ideals
γ−1I(β), since γ−1I(β) = (sγ)−1I(β) for every s ∈ k. Hence,
|G| ≥
q(1−ǫ)(n−r)−1
q
= q(1−ǫ)(n−r)−2
for large q.
As in the proof of Proposition 5.4, G satisfies the hypothesis of
Lemma 5.3, and thus |Star(k, B)| ≥ 2|G|. Using the previous estimate
and taking the limit as q →∞ we have our claim. 
Proposition 5.8. Let s be a sequence of pair of positive integers, and
let n := n(s). Then,
lim inf
q→∞
θ(s, q) ≥
{
n−4
2
if n is even,
n−3
2
if n is odd.
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Proof. Let s := {(e1, f1), . . . , (et, ft)}, and let ni := eifi for each i.
Suppose first that n is even, and let r be the largest of the ni. If
r ≤ n/2, then by Proposition 5.7 we have, for large q,
lim inf
q→∞
θ(s, q) ≥ n−
n
2
− 2 =
n
2
− 2 =
n− 4
2
.
On the other hand, if r > n/2 then r ≥ (n+ 2)/2, and thus by Propo-
sitions 5.4 and 5.5 we have
θ(s, q) ≥ r − 3 ≥
n
2
− 2 =
n− 4
2
,
and the claim follows.
Suppose now that n is odd. If t = 1 (i.e., if the associated Artinian
ring B is local) then by Proposition 5.4 we have θ(s, q) ≥ n− 3 ≥ n−3
2
.
If t > 1, then there is at least one ni that is smaller than n/2; let it be
r. Then, r ≤ (n− 1)/2 and, by Proposition 5.7, we have
lim inf
q→∞
θ(s, q) ≥ n−
n− 1
2
− 2 =
n− 3
2
.
The claim is proved. 
Theorem 5.9. Let s be a sequence of pair of positive integers, and let
n := n(s). Then,

n− 4
2
≤ lim inf
q→∞
θ(s, q) ≤ lim sup
q→∞
θ(s, q) ≤
n(n− 2)
4
if n is even,
n− 3
2
≤ lim inf
q→∞
θ(s, q) ≤ lim sup
q→∞
θ(s, q) ≤
(n− 1)2
4
if n is odd.
Proof. The first inequality (of both cases) follows from Proposition 5.8,
and last from Theorem 4.2. 
Note that the limit inferior of the previous theorem is only significant
for n ≥ 5. For n ≤ 3 we can apply Proposition 3.9, while we will analyze
the case n = 4 in Section 7.
6. Codimension 1
In this section, we consider the subspaces of B having codimension 1;
in particular, we want to show that the number of classes of these ideals
(with respect to generating the same star operation) can be bounded
above by a function that does not depend on the size of k.
The main tool is the use of canonical ideals. Given an integral domain
D with quotient field K, an ideal I of D is a canonical ideal of D if,
for every ideal J , we have J = (I :K (I :K J)); note that there are
many equivalent (and more general) definitions (see e.g. [14, Chapter
15]), but we use this one since it is closer to our subject. In particular,
we need the following characterization.
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Proposition 6.1. Let (D,m) be a one-dimensional Noetherian local
domain, let T be its integral closure, and suppose that (D : T ) = m. Let
I ∈ F0(D, T ). Then, I is a canonical ideal if and only if ℓD(T/I) = 1
and m is the largest ideal of T contained in I.
Proof. By [14, Theorem 15.5], I is a canonical ideal if and only if ℓD((I :
m)/I) = 1.
Since m is a T -ideal contained in I, we have I ( T ⊆ (I : m);
hence, ℓD((I : m)/I) = 1 if and only if (I : m) = T and ℓD(T/I) = 1.
Furthermore, if L is a T -ideal contained in I, then (I : m) ⊇ (L : m),
which is greater than T as soon as m ( L. Hence, m must be the largest
ideal of T contained in I.
Conversely, if the two conditions hold, we claim that (I : m) = T :
otherwise, there would be t ∈ (I : m) \ T , but then tm would be a
T -ideal contained in I but not in m, against the hypothesis. Therefore
ℓD((I : m)/I) = ℓD(T/I) = 1 is a canonical ideal. 
Suppose now we are in our setting: k is a field and B is a finite
k-algebra. Following [19], we say that I ∈ Fk(B) is a canonical ideal
of (k, B) if ∗I is the identity; this definition mirrors the definition of
m-canonical ideals given in [6]. By Proposition 5.2 and the explicit
description of the closure generated by I (see [19, Lemma 4.4]), for
I ∈ F1(k, B) this is equivalent to the condition that (I :B (I :B J)) = J
for all J ∈ F1(k, B) \ {k}.
Proposition 6.2. Let (D,m) be a one-dimensional Noetherian local
domain, let T be its integral closure and suppose (D : T ) = m. Suppose
I is a fractional ideal of D satisfying (D : T ) ⊆ I ⊆ T . Then, I is a
canonical ideal of D if and only if its image J is a canonical ideal of
(D/m, T/m).
Proof. By [19, Theorem 6.4 and Corollary 6.5] (see also the discussion
after Definition 3.4), there is a bijection between the star operations
on D and the star operations on (D/m, T/m); in particular, the star
operation generated by I correspond to the star operation generated
by its image J . The claim follows from the definitions. 
Corollary 6.3. Let B be a finite k-algebra that is a principal ideal ring,
and let I ∈ F1(k, B). Then, I is a canonical ideal of (k, B,F1(A,B)) if
and only if ℓk(B/I) = 1 and I does not contain any nonzero B-ideal.
Proof. By Proposition 3.5, we can find a principal ideal domain T such
that B is a quotient of T . Setting D to be the counterimage of k, we are
in the setting of Proposition 6.2, and then we can apply Proposition
6.1. 
Given a k-algebra B, let now H(B) be the set of all k-hyperplanes of
B containing 1, i.e., the set of I ∈ F1(k, B) such that ℓk(B/I) = 1. We
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want to estimate in how many different star operations the elements of
H(B) generate, i.e., in how many classes H(B) is partitioned.
If I ∈ F(A,B), we define Z(I) to be the largest B-ideal contained in
I: this is well-defined since if L1, L2 ⊆ I are B-ideals then also L1+L2
is a B-ideal contained in I.
Lemma 6.4. Let I, J ∈ F(A,B), and let ∗I be the multiplicative op-
eration generated by I. Then, J + Z(I) ⊆ J∗I .
Proof. Since J ⊆ J∗I , we only need to show that Z(I) ⊆ J∗I . If t ∈
Z(I), then tT ⊆ Z(I) ⊆ I; in particular, t(I :B J) ⊆ I and thus
t ∈ (I :B (I :B J)) = J
∗I (the last equality coming from [19, Lemma
4.4] and Proposition 5.2. 
Proposition 6.5. Let B be a finite k-algebra that is a principal ideal
ring, and let n := ℓk(B). Then, the following hold.
(a) If I, J ∈ H(B), then ∗I = ∗J if and only if Z(I) = Z(J).
(b) If ℓk(B) = n, then H(B) is divided into at most 2
n classes.
Proof. (a) If Z(I) 6= Z(J), then without loss of generality Z(I) * Z(J)
and thus Z(I) * J . By Lemma 6.4, B = J + Z(I) ⊆ J∗I , so that
J 6= J∗I and I and J are not in the same class.
Conversely, suppose Z(I) = Z(J), and consider B′ := B/Z(I). Then,
I/Z(I) and J/Z(I) are both hyperplanes of B′ not containing any B′-
ideal; by Corollary 6.2, they are canonical ideals of B′. Hence, they
generate the identity star operation on B′, and so in B they generate
the map ∗I : L 7→ L + Z(I). In particular, I and J are in the same
class.
(b) Let B = B1×· · ·×Bt. The ideals of B are in the form I1×· · ·×It,
where each Ii is either Bi or an ideal of Bi. Since Bi ≃ Li[X ]/(X
fi)
for some extension Li of k, there are fi + 1 possible Ii, and thus the
number of ideals of B is (f1 + 1) · · · (ft + 1). However,
t∏
i=1
(fi + 1) ≤
(
(f1 + 1) + · · ·+ (ft + 1)
t
)t
≤
(
n+ t
t
)t
=
(
1 +
n
t
)t
using the inequality between geometric and arithmetic mean and the
fact that f1 + · · ·+ ft ≤ n. Furthermore, the function t 7→
(
1 + n
t
)t
is
increasing in t, and thus, since t ≤ n, the number of classes is at most
(1 + 1)n = 2n, as claimed. 
Remark 6.6.
(1) The bound of Proposition 6.5 does not depend on the size of k.
(2) Not all ideals of B are equal to Z(I) for some ideal I of codi-
mension 1: for example, B itself doesn’t. Another case are the
subspaces that are themselves hyperplanes: in that case, we
should have I = Z(I), which is impossible if 1 ∈ I.
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(3) If n = 3, then the bound of Proposition 6.5 gives |Star(k, B)| ≤
65 for all choices of B. By considering in more details the differ-
ent cases, and excluding the impossible B-ideals, it is possible
to obtain much tighter bounds; for example, if B = k3 then
we have only three possible Z(I) 6= (0) (the ones in the form
I1 × I2 × I3 with one Ii equal to k and two Ij equal to 0), and
thus |Mult0(k, B)| ≤ 1 + 2
3 = 9, which is the exact value of
|Star(k, B)| by [8, Theorem 3.1(2)] and Proposition 3.9.
7. The case n = 4
In this section, we are going to prove Conjecture 2 for n(s) = 4. In
this case, Theorem 5.9 gives
0 ≤ lim inf
q→∞
θ(s, q) ≤ lim sup
q→∞
θ(s, q) ≤ 2,
while Proposition 3.8 says that the limit of θ((n, 1), q) is 1. Hence, we
need to prove that θ(s, q)→ 1 for every s.
We start from the upper bound.
Lemma 7.1. Let k be a finite field of cardinality q, let s := {(e1, f1), . . . , (et, ft)}
be a sequence of pairs of positive integers and let B be the Artinian
ring associated to s. Let e :=
∑
i ei and n := ℓk(B) =
∑
i eifi. Let
Σ := {α ∈ B | α2 + rα + s = 0 for some r, s ∈ k}. Then,
|Σ| ≤ qn−e+1 + 2t(q2 − q) ≤ qn−t+1 + 2t(q2 − q)
Proof. Let B = B1 × · · · × Bt, where each Bi is a local k-algebra, and
let ni := ℓk(Bi). Let πi : Bi −→ Li be the quotient of Bi on its residue
field Li.
Let r, s ∈ k, and consider the equation f(X) = X2 + rX + s. Let
Si(f) be the set of solutions of f(X) = 0 in Bi, and suppose that
Si 6= ∅. If α ∈ Si, then we can factorize f(X) as (X − α)(X − β) for
some β ∈ Bi. We distinguish two cases.
If f(X) has simple roots in the algebraic closure k of k, then the
images of α and β in the residue field of Bi are distinct. Hence, for every
γ ∈ Si one of πi(γ−α) and πi(γ−β) is a unit, and thus (γ−α)(γ−β) = 0
implies that γ = α or γ = β. Thus, |Si(f)| ≤ 2.
If f(X) has a double root over k, then all roots of f(X) in Bi must
belong to π−1i (α); since the latter is a coset of an ideal of Bi, we have
|Si(f)| ≤ q
ei(fi−1) = qni−ei .
Let now S(f) be the set of solutions of f(X) = 0 in B. Then, S(f) =
S1(f)×· · ·×St(f); thus, if f(X) has simple roots in k then |S(f)| ≤ 2
t,
while if f(X) has a double root then |S(f)| ≤
∏
i q
ni−ei = qn−e.
There are exactly q polynomials of degree 2 with a double root (since
k is finite, hence perfect), and thus q2−q polynomials with single roots.
Hence,
|Σ| ≤ (q2− q) · 2t + q · qn−e = qn−e+1 +2t(q2− q) ≤ qn−t+1 + 2t(q2− q),
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as claimed. 
Proposition 7.2. Suppose n(s) = 4. Then,
lim sup
q→∞
θ(s, q) ≤ 1.
Proof. Let B be the ring associated to s, and let G := F1(k, B). Let
Gi := {I ∈ G | dimk I = i}. Then, G0 is empty, while G1 and G4 are both
singletons: the former is {k}, the latter is {B}. Both are contained in G⋆
for every star operation ⋆ on (k, B), and thus |Star(k, B)| ≤ 2|[G2]|+|[G3]|.
By Proposition 6.5, |[G3]| ≤ 4.
Consider now G2. Then,
|G2| = Z1(q, 3) =
(
3
1
)
q
=
q3 − 1
q − 1
= q2 + q + 1.
Let I be the set of the subspaces in the form 〈1, α〉, where α is a unit
of B not belonging to k; clearly, I ⊆ G2. By Lemma 5.6, B has at least
(q− 1)4 units; furthermore, every I(α) contains at most q2− q of them
(not counting those in k). Thus,
|I| ≥
(q − 1)4 − q
q2 − q
=
(q − 1)3 − 1
q
= q2 − 3q + 3−
2
q
≥ q2 − 3q + 3.
In particular, |G2 \ I| ≤ q
2 + q + 1− (q2 − 3q + 3) = 4q − 2.
Let α be a unit. Then, α−1I(α) = α−1〈1, α〉 = 〈1, α−1〉 = I(α−1). We
have that I(α) = I(α−1) if and only if α−1 ∈ 〈1, α〉, that is, if and only
if α satisfies an equation of degree 2 with coefficients in k. Since every
element of I(α) is in the form s + tα for some s, t ∈ k, we have that
α−1I(α) = I(α) if and only if β−1I(α) = I(α) for some unit β ∈ I(α).
Therefore, I can be partitioned into two classes:
• I0 := {I(α) | α
−1I(α) = I(α)};
• I1 := {I(α) | α
−1I(α) 6= I(α)};
Each element of I1 contains at least q
2 − 2q units not in k (q2 ele-
ments, minus q in k, minus at most q that are not units). Thus, for each
subspace there are at least (q2−2q)/(q−1) = q−1+ 1
q−1
≥ q−2 equiv-
alent subspaces, and thus (applying again Lemma 7.1) the number of
classes is at most
|[I1]| ≤
q2 + q + 1− (q + 16)
q − 2
≤ q + 4.
Each subspace in I0 is equivalent only to himself; to estimate its
cardinality, we distinguish two cases.
If t ≥ 2, by Lemma 7.1 there are at most qn−t+1+2t(q2−q) elements
that are solutions of an equation of degree 2; hence, they can fill at
most
qn−t+1 + 2t(q2 − q)
q2 − 2q
=
qn−t + 2t(q − 1)
q − 1
≥ qn−t−1 + 2t ≥ q + 16
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ideals, i.e., |I0| ≤ q + 16. Therefore,
|Star(k, B)| ≤ 2[G3]+[G2\I]+[I0]+[I1] ≤ 24+4q+2+q+16+q+4 = 26q+26
and
lim sup
q→∞
θ(s, q) ≤ logq log2(2
6q+26) = logq(6q + 26) = 1,
as claimed.
Suppose t = 1. Then, s = (e, f) with ef = 4, and thus we have
four possibilities: (4, 1), (2, 2), (1, 4). The first one is exactly the one
considered in Proposition 3.8, and thus the claim holds. The last one
corresponds to the star operations on the ring A := k[[X4, X5, X6, X7]],
for which |Star(A)| = 22q+1 + 2q+1 + 2 (see [22]), and thus the limit of
θ(s, q) is again 1.
The case s = {(2, 2)} correspond to B = L[X ]/(X2), where L is
the field of cardinality q2. By Lemma 7.1, we have that the number
of solutions to equations of degree 2 is at most q4−2+1 + 2(q2 − q) =
q3 + 2(q2 − q). Reasoning as above, we get |I0| ≤ q + 5, and so
|Star(k, B)| ≤ 2q
4+4q+2+q+5+q+4
= 26q+15.
Hence, lim supq θ(s, q) ≤ 1, as claimed. 
To study the limit inferior, we need to reason by cases. Let s =
{(e1, f1), . . . , (et, ft)}: if ni := eifi, then the set {n1, . . . , nt} is a par-
tition of n := n(s). In particular, if n = 4 then we have five possible
partitions:
• 4;
• 3 + 1;
• 2 + 1 + 1;
• 1 + 1 + 1 + 1;
• 2 + 2.
Note that each of the previous partition may correspond to more than
one ring B. For example, the case 3 + 1 is further subdivided into the
cases s = {(3, 1), (1, 1)} (corresponding to B = L × k, where L is an
extension of k of degree 3) and s = {(1, 3), (1, 1)} (corresponding to
B = k[X ]/(X3)× k).
Proposition 7.3. Preserve the notation above. If n1 = 4, then lim infq θ(s, q) ≥
1.
Proof. Apply Proposition 5.4: s = {(e, f)} and thus θ((e, f), q) ≥ 4 −
3 = 1. 
Proposition 7.4. Preserve the notation above. If ei = fi = 1 for some
i, then lim infq θ(s, q) ≥ 1.
Proof. We can apply Proposition 5.7 with r = 1, obtaining lim infq θ(s, q) ≥
4− 1− 2 = 1. 
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The only case remaining is the partition 2 + 2. To examine it, we
apply a variant of the proof of Proposition 5.4.
Proposition 7.5. Suppose s = {(e1, f1), (e2, f2)} with e1f1 = e2f2 = 2.
Then,
lim inf
q→∞
θ(s, q) ≥ 1.
Proof. Let B = B1 ×B2 be the ring associated to s.
Suppose first that B1 = L is the extension of degree 2 of k. Then,
B1 has q
2 − q units not belonging to k, while B2 has at least q
2 − 2q
of them: hence, B has at least q2(q− 1)(q− 2) of these unit. For every
such unit α of B, let I(α) := 〈1, α〉, and let I be the set of all I(α).
No element of I(α) (different from 0) has a component equal to 0:
otherwise, setting α = (α1, α2), we would have s + rαi = 0 for some
s, r ∈ k not both 0, against the fact that αi is not in k. Therefore, each
there are q2 − q elements β such that I(α) = I(β), and so I has at
least q
2(q−1)(q−2)
q2−q
= q(q − 2) elements.
Let γ = (γ1, γ2) ∈ I(α): we claim that J := (I(α) : γ) cannot have
dimension 3 over k.
If γ1 = 0, then (0, γ2α2) ∈ I(α): then we must have γ2α2 = 0, and
since α2 is a unit, this implies that γ2 = 0, i.e., that γ = 0 and thus J =
B. If γ1 6= 0, then γ1 is a unit of L. If dimk J > 2, then, J ∩ (B1×{0})
must be nontrivial, i.e., there would be some β := (β1, 0) 6= 0 such that
β ∈ J . However, βγ = (β1, 0)(γ1, γ2) = (β1γ1, 0) 6= (0, 0) since γ1 is a
unit and β1 6= 0. Hence, if γ 6= 0 then dimk J = 2, while if γ = 0 then
J = B and dimk J = 4.
Hence, I(α)∗I(β) is equal either to I(α) (if γ−1I(α) = I(β) for some
unit γ ∈ I(α)) or to B; in the former case I(α) and I(β) are in the
same class, in the latter they belong to different classes. As in the
proof of Proposition 5.4, we have q2 − 1 units γ in I(α), and if t ∈
k \ {0} then (tγ)−1I(α) = γ−1I(α), and thus each class contains at
most (q2 − 1)/(q − 1) = q + 1 ideals of this kind.
Let G be a set of representatives of the classes of I: then,
[G] ≥
|I|
q + 1
≥
q(q − 2)
q + 1
≥ q − 3.
By Lemma 5.3, it follows that |Star(k, B)| ≥ 2q−3, and thus lim infq θ(s, q) ≥
lim infq logq(q − 3) = 1, as claimed.
Clearly, if B2 = L then the argument is identical. Suppose thus that
B1 6= L 6= B2: then, B1 and B2 must be isomorphic to k[X ]/(X
2).
Each Bi has q
2 − 2q units not belonging to k; we choose those units
α = (α1, α2) such that the image of α1 and α2 in k are distinct. Thus,
we obtain (q2 − 2q)(q2 − 3q) = q2(q − 2)(q − 3) possible α. The rest of
the reasoning proceeds in the same way, obtaining a bound |G| ≥ q− c
for some constant c, from which the claim follows. 
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Theorem 7.6. Let s be a sequence of pairs of positive integers with
n := n(s) = 4. Then,
lim
q→∞
θ(s, q) = 1.
Proof. By Proposition 7.2, lim supq θ(s, q) ≤ 1. By Propositions 7.3, 7.4
and 7.5 (and the discussion before Proposition 7.3), on the other hand,
lim supq θ(s, q) ≥ 1. Hence, the limit exists and is equal to 1. 
The previous theorem does not allow by itself an explicit determi-
nation of the number of star operations on (k, B), mainly because for
every s it is necessary to consider a different number of special cases,
which give a different counting. (However, if one follows the proofs in
a special case it is possible to obtain some more explicit estimates.) In
two cases, the cardinality of Star(k, B) has been determined explicitly:
• if s = {(4, 1)}, then B = F (where F is the extension of k
of degree 4) and the star operations on (k, B) correspond to
the star operations on the pseudo-valuation domain A := k +
XF [[X ]]; in this case,
|Star(A)| = 2q+1 + 1
by the results in [15] and [18];
• if s = {(1, 4)} then B = k[X ]/(X4), or in domain terms we are
in the residually rational case A := k[[X4, X5, X6, X7]]; in this
case,
|Star(A)| = 22q+1 + 2q+1 + 2
by [22].
We now show how to obtain a precise counting in a further special
case, namely when B = L× k and L is the extension of k of degree 3.
Example 7.7. Let B := L× k, and let G2 and G3 be, respectively, the
set of k-subspaces of B having dimension 2 and 3 over k that contain
1.
Let G := F0(k, B) = F1(k, B) (in this case t = 2 and thus the two
sets are equal). On the set [G] of classes, define [I]  [J ] if and only if
∗I ≥ ∗J , that is, if and only if I = I
∗J . Then,  is a partial order on G,
and the set [G]⋆ := {[I] | I⋆ = I} is a downset for every ⋆ ∈ Star(k, B).
See [19, Definition 4.7 onwards] for more information about this order.
As in the proof of Proposition 7.2, let Gi be the set of I ∈ F1(k, B)
having dimension i over k.
By Proposition 6.5(a), the class of I ∈ G3 depends only on the largest
B-ideal Z(I) contained into I. There are four ideals of B: the zero ideal,
{0}×B2, B1×{0} and B1×B2. In particular, the latter two cannot be
in the form Z(I), since B = B1 × B2 has dimension 4, while B1 × {0}
has dimension 3 and does not contain 1. Hence, we have two classes:
• G3,can := {I | Z(I) = {(0, 0)}}: these are the canonical ideals;
• G3,1 := {I | Z(I) = (0)×B2}.
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In particular, the elements of G3,can close every k-subspace, and thus
G3,can is the maximum of ([G],). On the other hand, the elements of
G3,1 close exactly the subspaces J such that ((0)× B2)J ⊆ J , and the
only subspace satisfying this condition is R(1) := 〈(1, 1), (1, 0)〉 = k×k.
Note that R(1) does not close any other subspace different from k,
because there is no other subspace containing (0)×B2. Thus, we have
the following partial graph of [G]:
G3,can → G3,1 → [R(1)]→ [k].
Consider now I ∈ G2. Then, we can write I = 〈(1, 1), (α, β)〉 for some
(α, β) ∈ B. Since β ∈ k, we can suppose without loss of generality that
β = 0, i.e., that I = R(α) := 〈(1, 1), (α, 0)〉. If α ∈ k then we have
R(α) = R(1) (see above) and thus it is enough to consider the case
α /∈ k.
There are q3 − q of such α, and each subspace can be generated
by q − 1 of them; hence, we obtain q2 + q ideals in this form. By
the proof of Proposition 5.7, every equivalence class of them contains
q subspaces, and they are not comparable under . Furthermore, by
direct calculation (I(α) : (α, 0)) = R(1) (so [R(1)]  [I(α)]) for every
α, while no element of G3,1 is closed by I(α). Thus, we obtain the
following complete picture of [G]:
G3,1
[R(1)] [A]
G3,can [R(α1)]
...
[R(αq+1)]
Hence, there are 2q+2 + 2 nonempty downsets:
• the whole [G];
• 2q+2 − 1 downsets in the form X ∪ {[A], R[1]}, for nonempty
X ⊆ {G3,1, R(α1), . . . , R(αq+1)};
• [A] and [A] ∪ [R(1)].
By direct inspection and by [19, Proposition 4.10], all these downset
give rise to a star operation, and thus |Star(k, B)| = 2q+2 + 2 star
operations.
We note that, in the three cases considered explicitly for n = 4, the
number of star operations is a polynomial f(X) evaluated in X = 2q:
indeed, for s = {(4, 1)} the polynomial is f(X) = 2X + 1, for s =
{(1, 4)} we have f(X) = 2X2 + 2X + 2, and for s = {(3, 1), (1, 1)} we
have f(X) = 4X + 2. This lead to the following, final
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Conjecture 3. For every s such that n(s) = 4 there is a polynomial
f(X) ∈ Z[X ] such that Λ(s, q) = f(2q) for every q.
This conjecture cannot be generalized to higher lengths: for example,
in the case s = {(5, 1)}, the number of star operations is equal to
(q2 + 5)2q
2
− (q2 − 1) [18, Theorem 4.3].
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