All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Mathematical models provide a more quantitative description of biological systems compared to qualitative arrow diagrams. A major tool of mathematical modeling is differential equations representing the dynamics of various components of the system which may be a cell, organism, or ecosystem \[[@pcbi.1006181.ref001]--[@pcbi.1006181.ref003]\]. In models describing cellular dynamics, the components are typically different protein species, and their changing levels depend on the biochemical reactions between the species \[[@pcbi.1006181.ref004], [@pcbi.1006181.ref005]\]. If spatial dynamics, such as diffusion and advection, are present and considered, partial differential equation (PDE) models must be used; otherwise, the system can be modeled by ordinary differential equations (ODE).

One of the challenges in modeling is identifying the parameters from data \[[@pcbi.1006181.ref006], [@pcbi.1006181.ref007]\]. For cellular models these parameters include the kinetic rate constants in the various reaction terms, as well as initial conditions of the modeled species. Two important tools of parameter analysis are sensitivity analysis and parameter estimation. Parameter sensitivity analysis is used to quantify the degree to which each parameter affects an output of interest. Two general types of sensitivity analysis, local and global sensitivity analysis, have been widely used. In local sensitivity analysis, sensitivities are evaluated at a single parameter set, whereas in global sensitivity analysis, sensitivities are evaluated across the entire parameter space. These analyses have been widely applied, such as to models in epidemiology \[[@pcbi.1006181.ref008]--[@pcbi.1006181.ref012]\], signalling pathways \[[@pcbi.1006181.ref013]--[@pcbi.1006181.ref015]\], physiology \[[@pcbi.1006181.ref016]\], and wound healing \[[@pcbi.1006181.ref017]\].

For parameter estimation, two major approaches are Bayesian and maximum likelihood \[[@pcbi.1006181.ref007], [@pcbi.1006181.ref018]\]. The primary difference between these two is that Bayesian methods infer a probability distribution for the parameters based on the available data, whereas maximum likelihood methods will provide a single-point estimate. In systems biology, parameter estimation has been widely applied, via both Bayesian inference \[[@pcbi.1006181.ref011], [@pcbi.1006181.ref019]--[@pcbi.1006181.ref021]\] and optimization methods \[[@pcbi.1006181.ref022]--[@pcbi.1006181.ref025]\]. An important advantage of the Bayesian approach is a more explicit representation of the uncertainty in the parameter estimates; however, that usually comes at a price of high computational cost for estimating the distribution by extensive sampling.

In general, global sensitivity analysis and parameter estimation both require sampling of the parameter space. For systems with large parameter counts, this can become very challenging due to the curse of dimensionality. Too many parameters can make sampling of the parameter space computationally intractable, especially for partial differential equation models that are expensive to solve. Many advances have been made in reducing computational cost in the field of uncertainty quantification (UQ), which is concerned with the characterization and reduction of uncertainty in mathematical models \[[@pcbi.1006181.ref026]--[@pcbi.1006181.ref028]\]. Polynomial approximation has proven to be a key tool in uncertainty quantification. System outputs can be approximated by an orthogonal polynomial expansion (polynomial chaos), allowing for straight-forward computation of statistical quantities \[[@pcbi.1006181.ref029]\].

In this paper, we apply a method for parameter sensitivity analysis and parameter estimation that uses polynomial approximation to significantly reduce the computational cost for large problems. A key step in the proposed method is the construction of a polynomial surrogate model. This surrogate model allows for sampling methods to be applied without the need to solve the full system for each sample. The use of surrogate models (e.g. support vector machines) for biological systems has been explored previously in \[[@pcbi.1006181.ref016]\], and the use of polynomial approximations for uncertainty analysis has been investigated in \[[@pcbi.1006181.ref030], [@pcbi.1006181.ref031]\].

To demonstrate the capability of the proposed method, we apply it to models of yeast cell polarization. Cell polarization is the process by which intracellular species (e.g. proteins) become asymmetrically localized, which is fundamental to cellular processes such as cell division, differentiation, and movement \[[@pcbi.1006181.ref032], [@pcbi.1006181.ref033]\]. Failure in polarization can lead to cell death or dysfunction, and abnormal cell polarity is characteristic of cancer and may contribute to tumor initiation \[[@pcbi.1006181.ref034]\]. Cell polarization has been extensively studied in the budding yeast *S. cerevisiae* due to its pronounced polarity and genetic tractability \[[@pcbi.1006181.ref035], [@pcbi.1006181.ref036]\]. The models analyzed in this paper describe polarization in response to pheromone during mating in budding yeast.

We consider two models: an ODE model for only one module of the system (the heterotrimeric G-protein cycle), and a spatial model that incorporates a larger signaling pathway as well as membrane diffusion of the proteins. We will refer to these models as Model 1 and Model 2, respectively. Model 1 was proposed in \[[@pcbi.1006181.ref037]\] and has eight kinetic rate parameters, six of which have been experimentally measured or approximated from the literature. The remaining two parameters were estimated in \[[@pcbi.1006181.ref037]\] via an optimization method. This model is used to demonstrate the method and for comparison with the previous results. Model 2 is a mechanistic reaction-diffusion model, which is an extension of the model considered in \[[@pcbi.1006181.ref038]\]. This model has 35 unknown parameters. Parameter sensitivity analysis and parameter estimation have not previously been performed for this model, in part due to the large number of parameters. We seek to utilize polynomial surrogate models to quantify the effects of the parameters on polarization and to infer the biologically reasonable parameter values.

It should be noted that the results of parameter sensitivity and parameter estimation are dependent on the assumed model structure. In systems biology there is often significant uncertainty in the model structure itself. Some work has been done on quantifying the structural uncertainty in models of biological networks and reconstructing networks from data \[[@pcbi.1006181.ref039]--[@pcbi.1006181.ref041]\]. However, this is beyond the scope of the present work and this source of uncertainty is not addressed in this paper.

The structure of this paper is as follows. We first present the mathematical methods for surrogate model construction and how to perform parameter sensitivity analysis and parameter estimation using a polynomial surrogate. We then demonstrate the methods on Model 1, performing sensitivity analysis and estimation in two cases: first, varying only the two free parameters, and second, varying all eight parameters. We then present Model 2 and use sensitivity analysis to significantly reduce the parameter count. Bayesian parameter estimation is then performed in the reduced parameter space. We discuss the computational savings afforded by the use of a polynomial surrogate for parameter estimation in Model 2. Finally, we discuss biological implications of the results and future applications of the polynomial surrogates in Bayesian model analysis.

Methods {#sec002}
=======

Surrogate model construction {#sec003}
----------------------------

Biological systems often possess many parameters whose true values are unknown. In order to gain an understanding of the effects of each parameter, we need to sample the parameter space. However, sampling a high-dimensional space is a difficult task. For example, in the next section we consider a large PDE model with 35 parameters. In this case, even with only two sample points in each dimension we would need 2^35^ ∼ *O*(10^10^) samples, and each sample requires solving a PDE system. This makes direct sampling of the PDE impractical. Instead, we may choose a scalar response function that quantifies an output of interest and by assuming that this response function depends smoothly on the parameters, a polynomial can be fit using far fewer sample points. Since we are performing parameter estimation, the response function depends not only on what quantity is of interest but also on what experimental data are available.

If multiple response functions are of interest (for example, different time points or different values of some input), there are two options---one can either increase the number of variables in the polynomial or use multiple polynomials. For example, if measurements are taken at several time points *t*~1~,...,*t*~*k*~, then either *t* may be introduced as a variable of the polynomial or a polynomial *P*~*i*~ can be fit for each time point (*i* = 1,..., *k*). The choice can be made based on computational cost. If data are sparse, it is usually best to fit multiple polynomials, which is the approach taken in this work. Once the polynomial is established, we can use it as a surrogate for the full model so that sampling of the parameter space is far less expensive.

To perform the polynomial fitting, we use an orthogonal polynomial basis from the generalized polynomial chaos (gPC) approach \[[@pcbi.1006181.ref026], [@pcbi.1006181.ref029]\]. Thus the choice of basis for the polynomial space depends on the assumed probability distribution of the parameters. For the examples considered in this work, we assume that the parameters are independent and identically distributed, and uniformly distributed in a fixed range. This leads to the use of a Legendre polynomial basis. All parameters are mapped to a standard reference interval of \[−1, 1\]. We do not consider any other distributions, but the same principles can be applied if the parameters have a Gaussian distribution (Hermite polynomials), Gamma distribution (Laguerre polynomials), or Beta distribution (Jacobi polynomials).

Recall that the number of basis functions for the set of polynomials of degree up to *d* in *n* variables is $\begin{pmatrix}
{n + d} \\
n \\
\end{pmatrix}$. The polynomial coefficients can be solved for in a number of ways, depending on the number of samples available. If the number of samples is exactly $\begin{pmatrix}
{n + d} \\
n \\
\end{pmatrix}$, then the coefficients can be solved for by direct interpolation. This case should generally be avoided as interpolation is notoriously prone to instability. If the number of samples is greater than $\begin{pmatrix}
{n + d} \\
n \\
\end{pmatrix}$, least squares approximation can be used. If the number of samples is less than $\begin{pmatrix}
{n + d} \\
n \\
\end{pmatrix}$, which is the case of interest for large problems, one may use compressed sensing methods to solve for the coefficients \[[@pcbi.1006181.ref042]\]. This approach has been well established for UQ problems \[[@pcbi.1006181.ref043], [@pcbi.1006181.ref044]\].

The samples can be chosen in a variety of ways (e.g. uniform random sampling, sparse grids, Latin hypercube sampling, etc.). A quasi-optimal sampling scheme for least squares polynomial fitting has been explored in \[[@pcbi.1006181.ref045]\]. In the applications presented here, we use uniform random sampling. Details of the polynomial fitting are presented in Algorithm 1.

**Algorithm 1** Polynomial fitting algorithm.

1\. Determine the desired polynomial degree and how many samples can reasonably be obtained.

2\. Sample the parameter space using the sampling method of your choice. The sampling method may depend on whether you are undersampling or oversampling (e.g. for oversampling, you may want to use quasi-optimal points for least squares \[[@pcbi.1006181.ref045]\]).

3\. Using the samples from step 2, set up a linear system *Ax* = *b* where *x* is the vector of polynomial coefficients, *A* is a matrix whose entries are the basis polynomials evaluated at the sample points (each row corresponds to one sample, each column corresponds to one basis polynomial), and *b* is a column vector of the model output at the sample points.

4\. Solve for the coefficients. If undersampling, perform compressed sensing with *ℓ*~1~-minimization. If oversampling, perform least-squares fitting.

The accuracy of the polynomial can be estimated by cross-validation. In cross-validation, the model is evaluated at additional sample points that were not used in the polynomial fitting. The model output can then be compared with the polynomial value at those points to determine the error. One may also perform *k*-fold cross validation in which the total set of sample points is partitioned into *k* equally sized subsets; call them Ω~*i*~, *i* = 1,..., *k*. Cross-validation is then performed *k* times. For each *i*, the samples in Ω~*i*~ are used to evaluate the error and the remaining samples are used to fit the polynomial. The acceptable level of error will depend on the particular application.

Parameter sensitivity analysis and parameter estimation {#sec004}
-------------------------------------------------------

Once the polynomial surrogate model is constructed, it can be used to perform parameter sensitivity analysis and parameter estimation ([Fig 1](#pcbi.1006181.g001){ref-type="fig"}). Any sensitivity or estimation method can be applied using the polynomial surrogate model to decrease computational cost. In the work presented here, the methods are as follows.

![Flowchart for parameter analysis described in methods.\
The polynomial fitting procedure is described in Algorithm 1. The parameter space samples are generated by model simulation. The sensitivity analysis and parameter estimation use the fitted surrogate polyomial.](pcbi.1006181.g001){#pcbi.1006181.g001}

We define the sensitivity of a response function *z*(*p*~1~,..., *p*~*n*~) to a parameter *p*~*j*~ as $S_{j} = \mathbb{E}\left( \frac{\partial z}{\partial p_{j}} \right)$. We refer to *S*~*j*~ as the sensitivity coefficient for *p*~*j*~. Note that, while the partial derivative is typically used for local sensitivity analysis, the expectation makes this a global measure of sensitivity since $\frac{\partial z}{\partial p_{j}}$ is integrated over the entire parameter space. Using the surrogate model, the parameter sensitivities can be analytically computed by taking partial derivates and evaluating $S_{j} = \int\frac{\partial z}{\partial p_{j}}d\rho$, where *ρ* is the probability measure associated with the *n*-dimensional parameter space.

We can then assess the importance of each parameter based on its sensitivity. If the response is not sensitive to a parameter *p*~*j*~, then the dynamics of the model will likely remain unchanged if *p*~*j*~ is fixed. Further, *p*~*j*~ may be non-identifiable so that multiple values can produce an equally good fit to data. Thus, we may use the sensitivity analysis to decrease the parameter count by fixing those parameters that have small sensitivity coefficients.

For parameter estimation, we use Markov chain Monte Carlo (MCMC) method with Metropolis-Hastings algorithm \[[@pcbi.1006181.ref046]\]. MCMC is a method for sampling the posterior distribution of the parameters---that is, the parameter distribution that corresponds to the distribution of the provided data, given an assumed prior distribution. For the prior distribution, we use the parameter distribution that was assumed in the construction of the surrogate polynomial (in this case, uniformly distributed within a range). This Bayesian approach to parameter estimation provides both the most probable parameter set (or sets) as well as a characterization of the parameter uncertainty.

MCMC methods have become a popular choice for parameter estimation in biological systems \[[@pcbi.1006181.ref021], [@pcbi.1006181.ref047], [@pcbi.1006181.ref048]\]. However, these methods are often prohibitively expensive for computationally intensive models, since each sample in the Markov chain requires a model evaluation. By using the polynomial surrogate, the cost is greatly reduced. Further, it has been shown that in the generalized polynomial chaos framework, the polynomial fit and the resulting posterior distribution have similar convergence properties \[[@pcbi.1006181.ref049]\]. Thus, if the error in the polynomial fit is small, we expect the error in the posterior distribution to also be small.

A key question is knowing when the MCMC has converged, meaning that the distribution of the Markov chain samples has converged to the posterior distribution. Several convergence diagnostics for MCMC have been proposed \[[@pcbi.1006181.ref050], [@pcbi.1006181.ref051]\]. We employ a simple test which is to run multiple Markov chains from different initial parameter sets and compare the resulting distributions. Roughly speaking, if the independent chains stabilize at the same distribution, then the MCMC has converged. Since the chains are independent, they can be run in parallel to save computing time. We choose MCMC over alternative sampling methods \[[@pcbi.1006181.ref020], [@pcbi.1006181.ref052], [@pcbi.1006181.ref053]\] because of its efficiency. Since MCMC is based on a Markov chain, the samples tend toward higher probability areas of the parameter space in contrast to schemes that may sample the entire space.

All codes have been made publicly available on GitHub in the repository <https://github.com/chingshanchou/UQ-Yeast-Mating-Model>.

Experimental techniques {#sec005}
-----------------------

The yeast strain CGY-021 is a derivative of W303-1A and contains the *bar1*Δ mutation that prevents *α*-factor degradation by deletion of the Bar1 protease. GFP has been integrated genomically at the C-terminus of Ste20 to create a Ste20-GFP fusion protein that is a fluorescent reporter for active Cdc42 \[[@pcbi.1006181.ref054]\]. The genotype of the strain CGY-021 is *MAT**a***, *can1-100*, *ade2-1*, *leu2-3*,-*112*, *his3-11*,-*15*, *trp1-1*, *ura3-1*, *bar1::hisG*, *ste20*Δ*::STE20-GFP-HIS5*.

Cells were cultured in YPD (yeast extract-peptone-dextrose) media supplemented with adenine. Cells were treated for 60 minutes with 10 nM *α*-factor and then fixed with formaldehyde. Visualization was performed using a 60x objective (NA = 1.4) on an Olympus Fluoview 1000 Spectral confocal microscope. The resulting images were analyzed in Matlab and the membrane fluorescent intensity was quantified over the periphery of the cell to generate the polarization profile that was averaged over 20 cells and converted into a polarization factor value.

Results {#sec006}
=======

We apply the proposed method to two models of the yeast mating response. Haploid budding yeast cells assume two mating types, **a** or *α*, and each secretes a pheromone (**a**-factor and *α*-factor, respectively) to attract the opposite type. We consider the response of an **a**-cell to *α*-factor, although the two cases are nearly identical \[[@pcbi.1006181.ref055]\]. During the mating process, *α*-factor binds and activates the *α*-factor receptors on the **a**-cell surface, which leads to a sequence of reactions that results in the recruitment of polarization proteins to the cell membrane, causing the formation of the mating projection. These reactions occur in two G-protein cycles (unidirectional cycles formed by the activation and deactivation of G-proteins) which are the heterotrimeric and Cdc42 G-protein cycles \[[@pcbi.1006181.ref036], [@pcbi.1006181.ref056], [@pcbi.1006181.ref057]\]. A description of these cycles can be found in \[[@pcbi.1006181.ref038]\], and are summarized below.

First, the pheromone *α*-factor (L) binds the *α*-factor receptor (R) to form the receptor-ligand complex (RL). This activates the heterotrimeric G-protein (G) to form active *α*-subunit (Ga) and free G*βγ* (Gbg). G*α* can be deactivated to form inactive *α*-subunit (Gd), which binds G*βγ* to reform G. The free G*βγ* then recruits Cdc24 (C24) to the cell membrane (C24m), which activates Cdc42 (C42) to its active form (C42a). Active Cdc42 then binds the scaffold protein Bem1 (B1) and recruits it to the membrane (B1m). Membrane-bound Bem1 is then able to recruit more Cdc24 to the membrane, creating a positive feedback loop. In addition, active Cdc42 turns on the kinase Cla4 (Cla4a), which inhibits Cdc42 activation by negatively regulating Cdc24. The pathway is summarized in the schematic diagram in [S1 Fig](#pcbi.1006181.s001){ref-type="supplementary-material"}.

Two key features of this process are the positive and negative feedback loops. In the positive feedback loop, membrane-bound Bem1 binds and activates Cdc24 which catalyzes the formation of active Cdc42 which binds more Bem1. In the negative feedback loop, active Cdc42 activates Cla4 which inhibits the membrane-bound Cdc24, leading to a lower activation rate of Cdc42. Cdc42 is of particular interest since it plays a key role in establishing polarity and is highly conserved from yeasts to humans \[[@pcbi.1006181.ref058]\].

Model 1: The heterotrimeric G-protein cycle {#sec007}
-------------------------------------------

To demonstrate our methods, we first consider a simple model: an ODE model of the heterotrimeric G-protein cycle taken from \[[@pcbi.1006181.ref037]\]. These equations represent the first stage of the system that senses the input ligand (L) *α*-factor: $$\frac{d\left\lbrack R \right\rbrack}{dt}{= - k_{RL}\left\lbrack L \right\rbrack\left\lbrack R \right\rbrack + k_{RLm}\left\lbrack RL \right\rbrack - k_{Rd0}\left\lbrack R \right\rbrack + k_{Rs},}$$ $$\frac{d\left\lbrack RL \right\rbrack}{dt}{= k_{RL}\left\lbrack L \right\rbrack\left\lbrack R \right\rbrack - k_{RLm}\left\lbrack RL \right\rbrack - k_{Rd1}\left\lbrack RL \right\rbrack,}$$ $$\frac{d\left\lbrack G \right\rbrack}{dt}{= - k_{Ga}\left\lbrack RL \right\rbrack\left\lbrack G \right\rbrack + k_{G1}\left\lbrack Gd \right\rbrack\left\lbrack Gbg \right\rbrack,}$$ $$\frac{d\left\lbrack Ga \right\rbrack}{dt}{= k_{Ga}\left\lbrack RL \right\rbrack\left\lbrack G \right\rbrack - k_{Gd}\left\lbrack Ga \right\rbrack,}$$ where the *k*'s are reaction rates. Here, \[*Gd*\] = *Gt* − \[*G*\] − \[*Ga*\] and \[*Gbg*\] = *Gt* − \[*G*\], with *Gt* being the total number of G-protein molecules per cell. The model output is the fraction of free G*βγ* (*Gbg*/*Gt*), and the time unit is seconds. The model contains 9 parameters (8 rate constants and *Gt*), 7 of which were determined in \[[@pcbi.1006181.ref037]\] from experimental measurements and information from the literature. The remaining two parameters (*k*~*Ga*~ and *k*~*Gd*~) were fit to data in \[[@pcbi.1006181.ref037]\] via least squares minimization. These parameter values are given in [S1 Table](#pcbi.1006181.s006){ref-type="supplementary-material"}. We focus first on this two-parameter problem, and use the proposed methods to corroborate the published parameter estimates. Later, we will allow all eight kinetic parameters to vary to determine if the same parameter estimates are obtained in the larger parameter space. In the 2-dimensional sensitivity analysis and parameter estimation, we will assume that the parameters *k*~*Ga*~ and *k*~*Gd*~ are log-uniformly distributed in the intervals \[10^−7^, 10^−3^\] and \[10^−3^, 10\], respectively, which span the relevant ranges for the parameters.

### Construction of the polynomial surrogate model {#sec008}

Since the ultimate goal is parameter estimation, the response functions of interest are those outputs for which we have experimental data. Using the data from \[[@pcbi.1006181.ref037]\], we have measurements of the free G*βγ* fraction (*Gbg*/*Gt*) at the time points and *α*-factor levels specified in [S2 Table](#pcbi.1006181.s007){ref-type="supplementary-material"}.

We first construct a polynomial surrogate model that approximates the ODE model which allows us to sample the parameter space at a much lower computational cost. In this example, we construct a set of polynomials in two variables (*k*~*Ga*~ and *k*~*Gd*~), whose output represents *Gbg*/*Gt* for the time-course and dose-response data. Since the dimension of the polynomial space is relatively low, we can perform polynomial fitting by least squares approximation. To fit the polynomial, we first map the parameter ranges to \[−1, 1\], and then fit the polynomial using a Legendre basis (see [Methods](#sec002){ref-type="sec"}).

The degree of the polynomial as well as the number of points used for least squares fitting can be adjusted depending on the error of the resulting polynomial. The error can be determined by calculating the difference between the polynomial and the simulated full model at randomly sampled points using cross-validation. Since the number of samples may need to be adjusted, it is best to use a sampling technique that allows for the sequential addition of points, such as simple random sampling or Sobol sampling.

In [Fig 2A](#pcbi.1006181.g002){ref-type="fig"}, we use uniform random sampling to fit a 5th order polynomial. The error of the polynomial stabilizes quite rapidly with the addition of more sample points, and settles to a roughly constant standard deviation (with a mean near 0) when the number of sample points is 4 times the number of basis polynomials. In [Fig 2B](#pcbi.1006181.g002){ref-type="fig"}, we fit polynomials of varying degree (up to degree 10) using 1000 sample points. With this relatively large sample size, the standard deviation of the polynomial error decreases as the polynomial degree grows. Thus, the polynomial can be made more accurate by increasing the number of samples and the polynomial degree. It should be noted that for a small sample size, increasing the degree does not necessarily improve the polynomial error due to extrapolation error and Runge's phenomenon \[[@pcbi.1006181.ref059]\].

![Polynomial errors.\
Error mean and standard deviation (measured using 100 random samples by cross-validation) for different polynomial fits (top), and the cost to compute the polynomials (bottom). (A) 5th order polynomials fit using different numbers of sample points. (B) Polynomials of varying degree using least squares fitting with 1000 points. Polynomial error is the average difference between the polynomial and the model output, and the error bars indicate the standard deviation of the error over the 100 sample points.](pcbi.1006181.g002){#pcbi.1006181.g002}

We plot the computational cost of the polynomial fitting as a function of number of samples or polynomial degree at the bottom of [Fig 2](#pcbi.1006181.g002){ref-type="fig"}. We find that the cost is primarily determined by sample size.

### Sensitivity analysis reveals importance of *k*~*Ga*~ and *k*~*Gd*~ {#sec009}

For the sensitivity analysis and parameter estimation, we use the 10th degree polynomial fit from 1000 sample points. Since each data point in [S2 Table](#pcbi.1006181.s007){ref-type="supplementary-material"} acts as its own response function, we obtain 15 sensitivity coefficients for each parameter (one per response function). These coefficients are given in [Table 1](#pcbi.1006181.t001){ref-type="table"} along with their means which give an idea of the overall sensitivity of the system to the parameters *k*~*Ga*~ and *k*~*Gd*~. We observe from the sensitivity coefficients that a larger value of *k*~*Ga*~ is associated with a larger value of *Gbg*/*Gt* for all of the data points, and a larger value of *k*~*Gd*~ is associated with a smaller value of *Gbg*/*Gt*. Interestingly *k*~*Ga*~ has a larger effect on the output than *k*~*Gd*~, but both effects are substantial (magnitude between 0.1 and 1), and the sensitivities of the data points are close to their mean.

10.1371/journal.pcbi.1006181.t001

###### Sensitivities of output (*Gbg*/*Gt*) to *k*~*Ga*~ and *k*~*Gd*~ based on a 10th degree polynomial fit.

Sensitivity coefficients are given for different time points (*T*, secs) and *α*-factor concentrations (*L*, nM), as well as the overall mean.

![](pcbi.1006181.t001){#pcbi.1006181.t001g}

  Data points        Sensitivity to *k*~*Ga*~   Sensitivity to *k*~*Gd*~   
  ------------------ -------------------------- -------------------------- ---------------
  *L* = 1000         *T* = 10                   4.6 × 10^−1^               −2.4 × 10^−1^
  *L* = 1000         *T* = 30                   4.5 × 10^−1^               −3.0 × 10^−1^
  *L* = 1000         *T* = 60                   4.5 × 10^−1^               −3.4 × 10^−1^
  *L* = 1000         *T* = 120                  4.3 × 10^−1^               −3.7 × 10^−1^
  *L* = 1000         *T* = 210                  4.3 × 10^−1^               −4.0 × 10^−1^
  *L* = 1000         *T* = 300                  4.2 × 10^−1^               −4.0 × 10^−1^
  *L* = 1000         *T* = 450                  4.0 × 10^−1^               −4.0 × 10^−1^
  *L* = 1000         *T* = 600                  3.9 × 10^−1^               −4.0 × 10^−1^
  *L* = 1            *T* = 60                   3.5 × 10^−1^               −2.0 × 10^−1^
  *L* = 2            *T* = 60                   3.8 × 10^−1^               −2.3 × 10^−1^
  *L* = 5            *T* = 60                   4.2 × 10^−1^               −2.7 × 10^−1^
  *L* = 10           *T* = 60                   4.4 × 10^−1^               −2.9 × 10^−1^
  *L* = 20           *T* = 60                   4.4 × 10^−1^               −3.1 × 10^−1^
  *L* = 50           *T* = 60                   4.4 × 10^−1^               −3.2 × 10^−1^
  *L* = 100          *T* = 60                   4.5 × 10^−1^               −3.2 × 10^−1^
  Mean sensitivity   4.2 × 10^−1^               −3.2 × 10^−1^              

### Parameter estimation of *k*~*Ga*~ and *k*~*Gd*~ is in agreement with previous estimates {#sec010}

We perform parameter estimation using the data from \[[@pcbi.1006181.ref037]\] and described in [S2 Table](#pcbi.1006181.s007){ref-type="supplementary-material"}. Markov chain Monte Carlo with a 10th degree polynomial surrogate generates the parameter distributions shown in [Fig 3A and 3B](#pcbi.1006181.g003){ref-type="fig"} over a range of four orders of magnitude. The length of the Markov chain is 10^6^ steps with a burn-in period of 10^5^ steps. The distribution has a single mode at $P^{*} = \left( k_{Ga}^{*},k_{Gd}^{*} \right) = \left( 7.1 \times 10^{- 6},9.0 \times 10^{- 2} \right)$, which is close to the optimal (maximum likelihood) estimate *P*~*opt*~ = (1 × 10^−5^, 1.1 × 10^−1^) from \[[@pcbi.1006181.ref037]\]. The units for *k*~*Ga*~ and *k*~*Gd*~ are (molecules per cell)^−1^s^−1^ and s^−1^, respectively. Simulating the model with *P*\* produces a good fit to the time-course and dose-response data shown in [Fig 3C and 3D](#pcbi.1006181.g003){ref-type="fig"}. The mean squared errors for *P*\* is 4.1 × 10^−4^, while the mean squared error for *P*~*opt*~ is 1.3 × 10^−4^. Finally, plotting the two-dimensional distributions of *k*~*Ga*~ and *k*~*Gd*~ show that they are highly correlated with the highest probability region lying along the diagonal ([Fig 3B](#pcbi.1006181.g003){ref-type="fig"}).

![Parameter estimation of *k*~*Ga*~ and *k*~*Gd*~ in ODE model ([1](#pcbi.1006181.e008){ref-type="disp-formula"})--([4](#pcbi.1006181.e011){ref-type="disp-formula"}).\
Probability distributions are obtained via Markov chain Monte Carlo and a 10th degree polynomial. (A) Distributions for individual parameters, normalized so that the total area is equal to 1. Red lines indicate the optimal (maximum likelihood) parameter values *P*~*opt*~. (B) Colormap of the two-dimensional joint probability distribution of *k*~*Ga*~ and *k*~*Gd*~ from the MCMC chain. Red indicates high probability along the diagonal; blue indicates low prsobability. (C, D) Model (blue) and polynomial (red) outputs corresponding to parameter sets *P*\* and *P*~*opt*~, respectively, compared with the data (black) from \[[@pcbi.1006181.ref037]\] for the time-course (top) and dose-response (bottom) experiments.](pcbi.1006181.g003){#pcbi.1006181.g003}

### Allowing all 8 parameters to vary produces parameter estimates consistent with published values {#sec011}

We now apply the same parameter estimation procedure to the G-protein model allowing all 8 of the kinetic parameters to vary. In other words, we assume that all the parameters are unknown and would like to use our model to estimate these parameters. The parameters are assumed to be log-uniformly distributed in the ranges in [S3 Table](#pcbi.1006181.s008){ref-type="supplementary-material"}. All parameter ranges span two orders of magnitude (the ranges for *k*~*Ga*~ and *k*~*Gd*~ are shrunk from the previous section but still contain *P*\* and *P*~*opt*~).

For this problem we choose a 5th degree polynomial surrogate that allows oversampling; the 5th degree polynomial space in 8 parameters has 1287 basis polynomials. We perform uniform random sampling on 1500 points generated by model simulation to construct the polynomial by least squares fitting. The resulting polynomial has mean absolute error 2.5 × 10^−2^.

Using the polynomial as a surrogate for the full model, we compute parameter sensitivities for the 8 parameters, and the mean sensitivities over the dataset are given in [Table 2](#pcbi.1006181.t002){ref-type="table"}. As expected, we observe that the output (*Gbg*/*Gt*) is most sensitive to *k*~*Ga*~ and *k*~*Gd*~ whose sensitivities decreased slightly compared to when the other 6 parameters are fixed.

10.1371/journal.pcbi.1006181.t002

###### Sensitivities of the ODE model output (*Gbg*/*Gt*) to all 8 kinetic parameters using a 5th degree surrogate polynomial.

Both mean sensitivities and the mean of the absolute value of the sensitivities are shown.

![](pcbi.1006181.t002){#pcbi.1006181.t002g}

  Parameter    Mean sensitivity   Mean abs. value of sensitivity
  ------------ ------------------ --------------------------------
  *k*~*RL*~    8.2 × 10^−2^       8.2 × 10^−2^
  *k*~*RLm*~   −3.2 × 10^−2^      3.2 × 10^−2^
  *k*~*Rs*~    9.2 × 10^−3^       1.2 × 10^−2^
  *k*~*Rd*0~   1.1 × 10^−3^       6.3 × 10^−3^
  *k*~*Rd*1~   −6.2 × 10^−2^      6.2 × 10^−2^
  *k*~*G*1~    5.6 × 10^−4^       7.4 × 10^−3^
  *k*~*Ga*~    3.1 × 10^−1^       3.1 × 10^−1^
  *k*~*Gd*~    −2.6 × 10^−1^      2.6 × 10^−1^

Next, we perform parameter estimation on all 8 parameters and obtain the distributions in [Fig 4A](#pcbi.1006181.g004){ref-type="fig"}. The distributions have a single relatively sharp peak for 4 parameters (*k*~*RL*~, *k*~*Rd*1~, *k*~*Ga*~, and *k*~*Gd*~), which correspond to the parameters with the highest sensitivities. The peak values in these cases are close to the measured or estimated parameter values from \[[@pcbi.1006181.ref037]\]. The other 4 parameters possess broader distributions with the distribution for heterotrimeric G-protein reassociation (*k*~*G*1~) being nearly flat consistent with its low sensitivity. The values of the rate constants for receptor synthesis (*k*~*Rs*~) and degradation (*k*~*Rd*0~, *k*~*Rd*1~) are somewhat lower than the previous estimates. However, given the uncertainty in the parameter estimates, the difference is not statistically significant; the measured values are less than 1.5 standard deviations away from the mean.

![MCMC results for ODE model ([1](#pcbi.1006181.e008){ref-type="disp-formula"})--([4](#pcbi.1006181.e011){ref-type="disp-formula"}).\
(A) Parameter distributions from ODE model ([1](#pcbi.1006181.e008){ref-type="disp-formula"})--([4](#pcbi.1006181.e011){ref-type="disp-formula"}) for all 8 kinetic parameters obtained via MCMC. Red vertical lines indicate the parameter values from experiments or maximum likelihood estimates \[[@pcbi.1006181.ref037]\]. Markov chain length was 10^6^ steps. (B) Model simulation and polynomial outputs using the mean parameter set from the 8-parameter MCMC compared with the time-course (top) and dose-response (bottom) data.](pcbi.1006181.g004){#pcbi.1006181.g004}

We determined the mean values for each parameter distribution to create the mean parameter set (*P*~*mean*~), and simulated the model with these parameter values. This parameter set is given in Table A in [S1 Text](#pcbi.1006181.s010){ref-type="supplementary-material"}. The resulting time-course and dose-response curves compared to data are shown in [Fig 4B](#pcbi.1006181.g004){ref-type="fig"}. The mean squared error for the mean parameter set is 6.4 × 10^−4^, which is close to the mean squared error for *P*~*opt*~ (1.3 × 10^−4^).

The correlation between pairs of parameters can be calculated along with the individual distributions. A graphical representation of the correlations among the 8 parameters is given in [S2 Fig](#pcbi.1006181.s002){ref-type="supplementary-material"}. Note that *k*~*Ga*~ and *k*~*Gd*~ are still strongly correlated. There are weaker correlations between *k*~*RL*~ and *k*~*RLm*~ and between *k*~*Rs*~ and *k*~*Rd*1~, which represent pairs of rate constants for opposing reactions in ligand binding/unbinding and receptor synthesis/degradation, respectively.

Model 2: Mechanistic spatial model for yeast cell polarization {#sec012}
--------------------------------------------------------------

To capture the spatiotemporal dynamics of yeast cell polarization during mating, one needs a mechanistic spatial model. In this model, protein spatial dynamics are driven by two processes: surface diffusion on the cell membrane and reactions with other proteins in the system. This leads to a system of reaction-diffusion equations, similar to the model presented in \[[@pcbi.1006181.ref038]\]. The first six equations represent the dynamics of the heterotrimeric G-protein cycle, and the remaining equations represent the dynamics of the Cdc42 G-protein cycle. The distance unit is *μ*m, the time unit is seconds, and concentration is measured as the number of molecules per unit surface area or volume (except for the ligand *L*, which is measured in nM). $$\frac{\partial\left\lbrack R \right\rbrack}{\partial t}{= D_{R}\nabla_{m}^{2}\left\lbrack R \right\rbrack - k_{RL}\left\lbrack L \right\rbrack\left\lbrack R \right\rbrack + k_{RLm}\left\lbrack RL \right\rbrack - k_{Rd0}\left\lbrack R \right\rbrack + p_{s}k_{Rs}}$$ $$\frac{\partial\left\lbrack RL \right\rbrack}{\partial t}{= D_{RL}\nabla_{m}^{2}\left\lbrack RL \right\rbrack + k_{RL}\left\lbrack L \right\rbrack\left\lbrack R \right\rbrack - k_{RLm}\left\lbrack RL \right\rbrack - k_{Rd1}\left\lbrack RL \right\rbrack}$$ $$\frac{\partial\left\lbrack G \right\rbrack}{\partial t}{= D_{G}\nabla_{m}^{2}\left\lbrack G \right\rbrack - k_{Ga}\left\lbrack RL \right\rbrack\left\lbrack G \right\rbrack + k_{G1}\left\lbrack Gd \right\rbrack\left\lbrack Gbg \right\rbrack}$$ $$\frac{\partial\left\lbrack Ga \right\rbrack}{\partial t}{= D_{Ga}\nabla_{m}^{2}\left\lbrack Ga \right\rbrack + k_{Ga}\left\lbrack RL \right\rbrack\left\lbrack G \right\rbrack - k_{Gd}\left\lbrack Ga \right\rbrack}$$ $$\frac{\partial\left\lbrack Gbg \right\rbrack}{\partial t}{= D_{Gbg}\nabla_{m}^{2}\left\lbrack Gbg \right\rbrack + k_{Ga}\left\lbrack RL \right\rbrack\left\lbrack G \right\rbrack - k_{G1}\left\lbrack Gd \right\rbrack\left\lbrack Gbg \right\rbrack}$$ $$\frac{\partial\left\lbrack Gd \right\rbrack}{\partial t}{= D_{Gd}\nabla_{m}^{2}\left\lbrack Gd \right\rbrack + k_{Gd}\left\lbrack Ga \right\rbrack - k_{G1}\left\lbrack Gd \right\rbrack\left\lbrack Gbg \right\rbrack}$$ $$\begin{array}{cl}
\frac{\partial\left\lbrack {C24m} \right\rbrack}{\partial t} & {= D_{C24m}\nabla_{m}^{2}\left\lbrack {C24m} \right\rbrack + k_{24cm0}\left( {Gbg_{n}^{*}} \right)\left\lbrack {C24c} \right\rbrack + k_{24cm1}\left( {B1^{*}} \right)\left\lbrack {C24c} \right\rbrack} \\
 & {\quad - k_{24mc}\left\lbrack {C24m} \right\rbrack - k_{24d}\left\lbrack {Cla4a} \right\rbrack\left\lbrack {C24m} \right\rbrack} \\
\end{array}$$ $$\frac{\partial\left\lbrack C42 \right\rbrack}{\partial t}{= D_{C42}\nabla_{m}^{2}\left\lbrack C42 \right\rbrack - k_{42a}\left\lbrack C24m \right\rbrack\left\lbrack C42 \right\rbrack + k_{42d}\left\lbrack C42a \right\rbrack}$$ $$\frac{\partial\left\lbrack C42a \right\rbrack}{\partial t}{= D_{C42a}\nabla_{m}^{2}\left\lbrack C42a \right\rbrack + k_{42a}\left\lbrack C24m \right\rbrack\left\lbrack C42 \right\rbrack - k_{42d}\left\lbrack C42a \right\rbrack}$$ $$\frac{\partial\left\lbrack B1m \right\rbrack}{\partial t}{= D_{B1m}\nabla_{m}^{2}\left\lbrack B1m \right\rbrack + k_{B1cm}\left\lbrack C42a \right\rbrack\left\lbrack B1c \right\rbrack - k_{B1mc}\left\lbrack B1m \right\rbrack}$$ $$\frac{\partial\left\lbrack Cla4a \right\rbrack}{\partial t}{= k_{Cla4a}\left( C42a_{t}^{*} \right) - k_{Cla4d}\left\lbrack Cla4a \right\rbrack.}$$

The coefficients are given by $$\begin{array}{cl}
 & {B1^{*} = \frac{B1_{t}^{*}}{1 + \left( \gamma Gbg_{n}^{*}\left\lbrack B1m \right\rbrack \right)^{- h}}, B1_{t}^{*} = \frac{\int_{S}\left\lbrack B1m \right\rbrack ds}{SA},\gamma = \frac{SA}{2\int_{S}\left\lbrack B1m \right\rbrack ds},} \\
 & {Gbg_{n}^{*} = \frac{1}{1 + \left( \delta\left( Gbg_{n} \right) \right)^{- q}},\delta = \frac{SA}{\int_{S}\left( Gbg_{n} \right)ds},\left( Gbg_{n} \right) = \frac{\left\lbrack Gbg \right\rbrack}{\left\lbrack G \right\rbrack_{0}},} \\
 & {C42a_{t}^{*} = \frac{\int_{S}\left\lbrack C42a \right\rbrack ds}{SA},} \\
 & {p_{s} = \frac{\left\lbrack C42a \right\rbrack}{C42a_{t}^{*}}\text{if}{C42a_{t}^{*} > 0}\text{,}\text{else}{p_{s} = 1}\text{,}} \\
\end{array}$$ where *SA* is the surface area of the cell. The initial conditions are given by $$\begin{array}{cl}
 & {\left\lbrack R \right\rbrack_{0} = R_{t}/SA\text{,}\text{where} R_{t}\text{is}\text{the}\text{total}\text{amount}\text{of} R\text{,}} \\
 & {\left\lbrack G \right\rbrack_{0} = G_{t}/SA\text{,}\text{where} G_{t}\text{is}\text{the}\text{total}\text{amount}\text{of} G\text{,}} \\
 & {\left\lbrack C42 \right\rbrack_{0} = C42_{t}/SA\text{,}\text{where}{C42_{t}}\text{is}\text{the}\text{total}\text{amount}\text{of}{C42}\text{,}} \\
 & {\left\lbrack RL \right\rbrack_{0} = 0,\left\lbrack Ga \right\rbrack_{0} = 0,\left\lbrack C24m \right\rbrack_{0} = 0,\left\lbrack C42a \right\rbrack_{0} = 0,\left\lbrack B1m \right\rbrack_{0} = 0.} \\
 & {\left\lbrack Gd \right\rbrack = \left\lbrack G \right\rbrack_{0} - \left\lbrack G \right\rbrack - \left\lbrack Ga \right\rbrack,} \\
 & {\left\lbrack Gbg \right\rbrack = \left\lbrack G \right\rbrack_{0} - \left\lbrack G \right\rbrack.} \\
\end{array}$$ The conservation equations are $$\begin{array}{cl}
 & {V \cdot \left\lbrack C24c \right\rbrack = C24_{t} - \int_{S}\left\lbrack C24m \right\rbrack ds,} \\
 & {V \cdot \left\lbrack B1c \right\rbrack = B1_{t} - \int_{S}\left\lbrack B1m \right\rbrack ds,} \\
\end{array}$$ where *C*24~*t*~ and *B*1~*t*~ are the total amounts of *C*24 and *B*1 respectively, *V* is the volume of the cell, and \[*C*24*c*\] and \[*B*1*c*\] are the concentrations of *C*24 and *B*1, respectively, in the cytoplasm. Thus the total amounts of Bem1 and Cdc24 are conserved. Estimates from previous work and ranges for the parameters are given in [Table 3](#pcbi.1006181.t003){ref-type="table"}.

10.1371/journal.pcbi.1006181.t003

###### Parameter estimates and ranges from previous work.

*SA* denotes cell surface area and *V* denotes cell volume. The distance unit is *μ*m, the time unit is seconds, and concentration is measured as the number of molecules per unit surface area or volume (unless otherwise specified).

![](pcbi.1006181.t003){#pcbi.1006181.t003g}

  Parameter                Description                          Previous estimate        Range                                  Ref.
  ------------------------ ------------------------------------ ------------------------ -------------------------------------- ----------------------------------------------------
  *D*~*R*~                 Diffusion of R                       0.001                    ±10%                                   \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*RL*~                Diffusion of RL                      0.001                    ±10%                                   \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*G*~                 Diffusion of G                       0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*Ga*~                Diffusion of Ga                      0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*Gbg*~               Diffusion of Gbg                     0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*Gd*~                Diffusion of Gd                      0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*C*24*m*~            Diffusion of C24m                    0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*C*42~               Diffusion of C42                     0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*C*42*a*~            Diffusion of C42a                    0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *D*~*B*1*m*~             Diffusion of B1m                     0.01                     \[0.005, 0.02\]                        \[[@pcbi.1006181.ref060], [@pcbi.1006181.ref061]\]
  *k*~*RL*~                RL association                       2 × 10^−3^ nM^−1^s^−1^   ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*RLm*~               RL dissociation                      10^−2^                   ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*Rd*0~, *k*~*Rd*1~   R internalization                    4 × 10^−4^               ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*Rs*~                R synthesis                          4/*SA*                   ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*Ga*~                G-protein activation                 10^−5^ × *SA*            ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*Gd*~                G-protein deactivation               0.1                      ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~*G*1~                Heterotrimer association             1                        ±10%                                   \[[@pcbi.1006181.ref037]\]
  *k*~42*d*~               Cdc42 deactivation                   0.02                     \[0.02, 2\]                            \[[@pcbi.1006181.ref060]\]
  *k*~42*a*~               Cdc42 activation                     10^−5^ × *SA*            \[10^−5^, 10^−3^\] × *SA*              \[[@pcbi.1006181.ref060]\]
  *k*~24*cm*0~             G*βγ* recruitment of Cd24            0.04 × *V*/*SA*          \[0.004, 0.4\] × *V*/*SA*              \[[@pcbi.1006181.ref060]\]
  *k*~24*cm*1~             Bem1 recruitment of Cdc24            3.3 × 10^−3^ × *V*       \[3.3 × 10^−4^, 3.3 × 10^−2^\] × *V*   \[[@pcbi.1006181.ref060]\]
  *k*~24*mc*~              Cdc24, membrane to cytoplasm         1                        \[0.1, 1\]                             \[[@pcbi.1006181.ref060]\]
  *k*~*B*1*mc*~            Bem1, membrane to cytoplasm          0.01                     \[0.01, 1\]                            \[[@pcbi.1006181.ref060]\]
  *k*~*B*1*cm*~            Bem1, cytoplasm to membrane          10^−5^ × *V*             \[10^−5^, 10^−3^\] × *V*               \[[@pcbi.1006181.ref060]\]
  *k*~*Cla*4*a*~           Cla4 activation                      0.006                    \[0.0006, 0.06\]                       \[[@pcbi.1006181.ref060]\]
  *k*~*Cla*4*d*~           Cla4 deactivation                    0.01                     \[0.001, 0.1\]                         \[[@pcbi.1006181.ref060]\]
  *k*~24*d*~               Negative regulation of Cdc42 cycle   *SA*/3000                \[0.1, 10\] × *SA*/3000                \[[@pcbi.1006181.ref060]\]
  *q*                      Hill coefficient for $Gng_{n}^{*}$   100                      \[1, 100\]                             \[[@pcbi.1006181.ref038], [@pcbi.1006181.ref060]\]
  *h*                      Hill coefficient for *B*1\*          8                        \[1, 8\]                               \[[@pcbi.1006181.ref038], [@pcbi.1006181.ref060]\]
  *C*24~*t*~               Total Cdc24                          2000                     \[1000, 3000\]                         \[[@pcbi.1006181.ref038]\]
  *B*1~*t*~                Total Bem1                           3000                     \[2000, 5000\]                         \[[@pcbi.1006181.ref038]\]
  *R*~*t*~                 Total receptor                       10000                    ±10%                                   \[[@pcbi.1006181.ref038]\]
  *G*~*t*~                 Total G-protein                      10000                    ±10%                                   \[[@pcbi.1006181.ref037]\]
  *C*42~*t*~               Total Cdc42                          10000                    \[5000, 20000\]                        \[[@pcbi.1006181.ref038]\]

In our numerical simulations, the cell membrane is simulated as a circle centered at the origin with radius 2 *μ*m. The pheromone input is administered as a gradient from the positive *x*-direction with midpoint of 10 nM and slope of 0.1 nM/*μ*m. The surface diffusion of a quantity *W* on a circle is given by $$\begin{array}{r}
{\nabla_{m}^{2}W = W_{ss}} \\
\end{array}$$ where *s* is an arc length parameter, *ds*^2^ = *dx*^2^ + *dy*^2^. The computational domain is parametrized by *α* ∈ \[0, 2*π*\], where *α* denotes the angle from the negative *x*-axis. The numerical method utilizes a second order finite difference discretization for the spatial derivatives and an implicit Crank-Nicolson method for the time derivative. The spatial mesh consists of 400 equally spaced points. Each simulation is run to steady state (*t* = 1, 000s). More detail about the numerical method can be found in the Supplementary Material ([S2 Text](#pcbi.1006181.s011){ref-type="supplementary-material"}).

### Surrogate model construction using an underdetermined fit {#sec013}

The quantity of interest in this model is the extent of cell polarization, more specifically, the extent of active Cdc42 polarization. Therefore, we consider a scalar function of active Cdc42 (*C*42*a*), which we call the polarization factor (*PF*) of active Cdc42, defined by $$\begin{array}{r}
{PF\left( C42a \right) = 1 - 2\frac{S_{p}\left( C42a \right)}{SA},} \\
\end{array}$$ where *S*~*p*~(*C*42*a*) is the surface area at the front of the cell that encompasses half of the polarized component C42a \[[@pcbi.1006181.ref060]\]. An unpolarized cell would have a *PF* of 0 and an infinitely polarized cell would have a *PF* of 1. One disadvantage of this measure of polarization is that it considers only the shape of the *C*42*a* curve and not the magnitude; thus *PF* may be close to 1 even if only a small amount of Cdc42 is activated and localized. To remedy this issue, we introduce a cut-off function: $$\begin{array}{r}
{z = PF\left( C42a \right) \times \frac{\left( ax \right)^{n}}{1 + \left( ax \right)^{n}}} \\
\end{array}$$ where $a = \frac{2*SA}{C42_{t}}$ and *x* = max(*C*42*a*). This cut-off function penalizes the cases in which the maximum amount of *C*42*a* is less than half of the initial value of *C*42. We choose the exponent to be *n* = 5 to produce a reasonably sharp cut-off.

We perform polynomial fitting using a Legendre polynomial basis to fit the response function *PF*(*C*42*a*). The parameters *q* and *h* are mapped to \[−1, 1\] on a linear scale and all other parameters are mapped to \[−1, 1\] on a log scale. We use a 5th order polynomial as our surrogate model. Recall that to fit a 5th degree polynomial for the full 35-dimensional parameter space, we require at least $\begin{pmatrix}
40 \\
35 \\
\end{pmatrix} = 658,008$ sample points for interpolation or least squares fitting. Since each sample point involves simulating a large PDE model, we wish to decrease the number of sample points to save computation time. However, decreasing the number of sample points results in an underdetermined system. One technique for solving such a system is compressed sensing---in particular, *ℓ*~1~-minimization. We used *ℓ*~1~-MAGIC, a collection of MATLAB subroutines by Emmanuel Candes, to perform *ℓ*~1~-minimization with quadratic constraints \[[@pcbi.1006181.ref062]\].

5, 000 points are used to fit a 5th order polynomial in the full 35-dimensional parameter space. The accuracy of the polynomial is evaluated on an additional 500 uniformly random points. A histogram of the errors between the model and polynomial is shown in [S3 Fig](#pcbi.1006181.s003){ref-type="supplementary-material"}. The mean absolute error is 0.12 with most errors between -0.2 and 0.2.

### Parameter sensitivity analysis helps to reduce number of free parameters {#sec014}

Once we have established a polynomial surrogate model, we can analytically compute parameter sensitivities. Assuming that each parameter is uniformly distributed in \[−1, 1\], the sensitivity of the response function *z* to *j*-th parameter is $S_{j} = \left( \frac{1}{2} \right)^{35}\int_{{\lbrack - 1,1\rbrack}^{35}}\frac{\partial z}{\partial y_{j}}d\mathbf{y}$. Note that since the parameters are all mapped to the same range, there is no inherent bias due to differing magnitudes of parameter values. The parameter sensitivity coefficients for the full 35-parameter model are given in [S4 Table](#pcbi.1006181.s009){ref-type="supplementary-material"}.

We observe that many of the parameters have small sensitivity coefficients, and the parameters of primary importance are those associated with the Cdc42 cycle dynamics. Based on the parameter sensitivities in [S4 Table](#pcbi.1006181.s009){ref-type="supplementary-material"}, we can reduce the parameter count by eliminating the parameters to which polarization is least sensitive. If we consider only the parameters whose sensitivity coefficients are greater than 0.01, we are left with only 15 parameters: *B*1~*t*~, *k*~24*d*~, *C*24~*t*~, *k*~*Cla*4*a*~, *k*~*Cla*4*d*~, *k*~*B*1*cm*~, *k*~24*cm*0~, *k*~*B*1*mc*~, *D*~*c*42*a*~, *h*, *D*~*c*42~, *q*, *k*~42*d*~, *k*~24*cm*1~, and *k*~42*a*~.

In this 15-dimensional subspace, we can again perform polynomial fitting to obtain a surrogate model. We use 6000 points to fit a 5th order polynomial using *ℓ*1-minimization. We perform 12-fold cross validation to analyze the error in the polynomial fit, and find that the mean absolute error is 0.14. A histogram of the error in the polynomial approximation is given in [S4 Fig](#pcbi.1006181.s004){ref-type="supplementary-material"}. Using this reduced model, we may again compute the parameter sensitivities. The resulting sensitivities are given in [Table 4](#pcbi.1006181.t004){ref-type="table"}, and are largely consistent with the parameter sensitivities from the full 35-parameter model. Surprisingly, the diffusion constants *D*~*c*42*a*~ and *D*~*c*42~ have high sensitivities along with the parameters directly involved in the Bem1-Cdc24-Cdc42 positive feedback loop activating Cdc42.

10.1371/journal.pcbi.1006181.t004

###### Sensitivity coefficients, in order of ascending magnitude, for the reduced 15-parameter PDE model based on a 5th order polynomial fit using 6,000 sample points.
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  Parameter        Sensitivity
  ---------------- ---------------
  *k*~24*d*~       1.4 × 10^−3^
  *k*~*Cla*4*a*~   −4.0 × 10^−3^
  *k*~24*cm*0~     −1.3 × 10^−2^
  *B*1~*t*~        1.7 × 10^−2^
  *k*~*Cla*4*d*~   2.5 × 10^−2^
  *C*24~*t*~       4.4 × 10^−2^
  *k*~*B*1*cm*~    5.5 × 10^−2^
  *k*~*B*1*mc*~    −5.6 × 10^−2^
  *D*~*c*42*a*~    −5.9 × 10^−2^
  *q*              6.1 × 10^−2^
  *D*~*c*42~       7.0 × 10^−2^
  *h*              7.7 × 10^−2^
  *k*~24*cm*1~     9.8 × 10^−2^
  *k*~42*d*~       −1.3 × 10^−1^
  *k*~42*a*~       1.4 × 10^−1^

### Parameter estimation using yeast cell polarization data {#sec015}

We wished to estimate the model parameters that could produce polarization by fitting to experimental data. The key species in yeast polarization is active Cdc42 (C42a) which we can monitor using the reporter Ste20-GFP, a fusion protein that binds active Cdc42 and possesses a fluorescent tag \[[@pcbi.1006181.ref054]\]. We treat yeast cells containing Ste20-GFP with 10 nM of *α*-factor for 60 min to correspond to the steady-state polarization in the model. We assess the spatial distribution of Ste20-GFP by confocal microscopy of fixed cells, followed by quantitative image processing (see [Methods](#sec002){ref-type="sec"}). The Ste20-GFP polarization profile is converted into a polarization factor to be compared with the model simulations.

With these data, we can perform parameter estimation using the 15-parameter polynomial surrogate model and an MCMC method. [Fig 5](#pcbi.1006181.g005){ref-type="fig"} shows the parameter distributions obtained via MCMC with Markov chain length 2 × 10^6^. As done in the ODE model, the correlation coefficients between parameters can be calculated and they are displayed graphically in [S5 Fig](#pcbi.1006181.s005){ref-type="supplementary-material"}. There are a few key observations. First, there is significant uncertainty in many of the parameters (particularly those with small sensitivity coefficients). This implies that, given the current data, we are not able to infer much information about the parameters. The broad distributions also suggest that a wide range of parameter values are compatible with polarization in the model. Second, we see that several of the parameters tend toward the boundary (e.g. *k*~42*a*~, *k*~42*d*~, *D*~*c*42~, *D*~*c*42*a*~), indicating that the parameter ranges should be extended. In particular, a faster diffusion constant for inactive Cdc42 (*D*~*c*42~) and a slower diffusion constant for active Cdc42 (*D*~*c*42*a*~) promote polarization. Lastly, we see that the parameters are not strongly correlated, with the exception of some correlation between *k*~42*a*~ and *k*~42*d*~ and between *h* and *q*.

![MCMC results for PDE model.\
Parameter distributions based on MCMC with chain length 2 × 10^6^ for the reduced 15-parameter PDE model. The parameter range is a log-scale except for the parameters *q* and *h* which span a linear scale.](pcbi.1006181.g005){#pcbi.1006181.g005}

### Identifying an optimal parameter set for the PDE model {#sec016}

Sometimes it is desirable to obtain a single best parameter estimate (e.g. maximum likelihood) to visualize how closely the model can fit the data, and to determine the parameter values at that best fit. In this example, due to the large amount of uncertainty in the parameter distributions, there is no clear choice for such a point estimate. In fact, given the limited data relative to the large number of parameters, multiple "best" parameter estimates may exist. One approach is to take the mean of the MCMC iterates (*P*~*mean*~) as was done with the ODE model in the previous section. This parameter set and its corresponding polarization factor are given in Table B in [S1 Text](#pcbi.1006181.s010){ref-type="supplementary-material"}. However, the large degree of parametric uncertainty suggests this estimate may not produce a good fit.

Another option is to use an optimization method such as simulated annealing to improve upon *P*~*mean*~ which is used as the starting point. Note that the polynomial surrogate model greatly speeds up this optimization. [Fig 6](#pcbi.1006181.g006){ref-type="fig"} shows the steady state solutions for both the MCMC mean and a parameter set identified via simulated annealing (SA). Indeed, the SA gives a better fit to the data (*PF*~*SA*~ = 0.64, *PF*~*mean*~ = 0.57, *PF*~*data*~ = 0.87; see Supplement for parameter sets). However, the broadness of the model simulations compared to the experimental data suggests that the model structure is unable to capture the sharp polarization observed in the cell. One possible explanation is unmodeled dynamics. Nevertheless, the Bayesian parameter estimation provides valuable information about the range of parameters in the model that allow polarization, the most likely parameter values, and the uncertainty in the parameters given the current data.

![MCMC vs. optimization results.\
Steady state solutions for the mean parameter set from the MCMC (solid black) and a parameter set identified via simulated annealing (dashed black). Polarization is depicted by the concentration of active Cdc42 (C42a, number of molecules/*μ*m^2^) over the angular range \[−*π*, *π*\]. The mean polarization of the experimental data (*n* = 20 cells) is shown in blue in arbitrary units. A sample cell, treated with 10 nM *α*-factor for 60 min, shows the membrane polarization profile of Ste20-GFP, a reporter for active Cdc42 (upper left). Scale bar = 2 *μ*m.](pcbi.1006181.g006){#pcbi.1006181.g006}

Discussion {#sec017}
==========

In this work we apply novel methods from uncertainty quantification to perform parameter sensitivity analysis and parameter estimation of two models of yeast mating. The central innovation is the construction of polynomial surrogate models to replace simulation for calculating the model output. We demonstrate the accuracy of the polynomials by cross-validation on random sample points left out from the polynomial fitting. For Bayesian parameter estimation, the method provides a dramatic reduction in computational cost.

Computational speed-up {#sec018}
----------------------

Typically, MCMC requires a model evaluation at every iteration. Since our Markov chain length for the 15-parameter model was 2 × 10^6^, we would require 2 × 10^6^ evaluations of the PDE model to steady state. It would likely take even more iterations for the MCMC to converge for the full 35-parameter model. The PDE is solved with an implicit method implemented in Fortran, and each evaluation takes 40-60 minutes of CPU time. Thus, the full MCMC would require at least ∼200 years of CPU time. Further, MCMC is not inherently parallelizable, although advancements have been made in parallel MCMC methods \[[@pcbi.1006181.ref063]--[@pcbi.1006181.ref066]\].

Using the polynomial surrogate, we are able to practically eliminate the cost of MCMC by evaluating only a polynomial at each MCMC iteration. Computing a chain of length of 2 × 10^6^ takes only a few hours in MATLAB. In place of this cost, we must evaluate the full PDE model at the sample points used to fit the polynomial. For our full 35-parameter model, we use 5000 sample points to fit a polynomial to perform the sensitivity analysis. We then are able to reduce the parameter count to 15, and use 6000 additional samples to fit a polynomial in the reduced parameter space. Thus we require 11,000 model evaluations in total. There is also some cost to fit the polynomial via *ℓ*~1~-minimization, which is of the order of several hours. The time required to evaluate the polynomial is considered to be negligible compared to the time required to solve the PDE. Thus we have a roughly 180-fold reduction in computational cost compared to the MCMC without a polynomial surrogate. In addition, the samples are independent so that the model evaluations to produce these samples can easily be computed in parallel.

The computational savings in the ODE test model are not as dramatic, since the ODE model is inexpensive to solve. In numerical tests for the 2-parameter ODE model with a 10th degree polynomial surrogate, we found a 20% reduction in CPU time in evaluating the polynomial vs. evaluating the model directly. In the 8-parameter model with a 5th degree polynomial surrogate, we found a more than 10-fold reduction in CPU time; we believe the greater reduction in cost is afforded by the lower polynomial degree. The computational savings afforded by using polynomial surrogates will vary depending on the ODE solver, the degree of the polynomials, and the time step required to solve the ODE. Whether a problem warrants the use of surrogate models will generally depend on the cost of evaluating the original model, the number of sample (data) points required for accurate parameter estimation, and the polynomial degree required to fit the model output.

Possible limitations of uncertainty quantification methodology {#sec019}
--------------------------------------------------------------

The primary challenge with the method is constructing accurate polynomials. As we demonstrate in the ODE example, more sample points and a higher degree polynomial produce greater accuracy. One concern is the ability of the surrogate polynomials to describe highly nonlinear relationships between parameters and outputs arising from bifurcations. If the model output is discontinuous with respect to the parameters, for example, then the model output will not be well-approximated by polynomials. This issue may exist in the PDE model presented here, since it has previously been shown that the model for some parameter values possesses multistability contributing to the polarization \[[@pcbi.1006181.ref060]\]; thus the steady state behavior is discontinuous with respect to the initial conditions. The 5th degree polynomial surrogate produces an error of 0.1 to 0.2. It is likely we can reduce the error by employing more sample points or by using a higher degree polynomial. Alternatively, one can take advantage of Design of Experiments methods \[[@pcbi.1006181.ref067]\] to pick more informative sample points to decrease the error. However, we will still not be able to capture the discontinuous nature of the model output.

Another issue is that one may make false assumptions in determining a response function. In the PDE model we choose a response function that quantifies the cell polarization at steady state, and thus we are assuming that the system settles to a steady state. While this seems to be a reasonable assumption for the system presented here, this may not always be the case. If a system has periodic solutions rather than a stable steady state in some region of the parameter space, then one would need to carefully consider how to build an appropriate response function. Unfortunately, it is not always clear a priori whether such solutions exist for a given system.

Finally, a third issue is the combinatorial increase in the number of polynomial coefficients as the number of parameters increases. The 5th degree polynomial for the 35 parameter model possesses 658,008 coefficients and a 100 parameter 5th degree polynomial would possess over 75 million coefficients. For the PDE model we employ compressed sensing methods (*ℓ*~1~-minimization) that allow undersampling to fit higher dimensional polynomials from larger models with fewer sample points. It is possible to adopt advanced sparse regression methods such as *ℓ*~1~-*ℓ*~2~ minimization \[[@pcbi.1006181.ref068]\] to further reduce the number of required model evaluations. A second approach is explore optimal sample set design such as the optimal sample selection strategy \[[@pcbi.1006181.ref045]\] that, for any given number of samples (model evaluations), finds the parameter sample points to provide a polynomial surrogate nearly as accurate as the one obtained by a much larger number of model evaluations.

Parameter analysis of yeast mating models yields biological insights {#sec020}
--------------------------------------------------------------------

In the yeast G-protein ODE model, the parameter distributions inferred from the time-course and dose-response data are consistent with the parameter estimates and experimental measurements from \[[@pcbi.1006181.ref037]\]. For example, the peaks for *k*~*Ga*~ and *k*~*Gd*~ are very close to the previous maximum likelihood estimates. Interestingly, the parameter estimates for *k*~*RL*~ and *k*~*RLm*~ are close to the measured values found in \[[@pcbi.1006181.ref037]\], but they are at least one to two orders of magnitude larger than the estimated values from three other groups \[[@pcbi.1006181.ref069]--[@pcbi.1006181.ref071]\]. One possible explanation is the use of fluorescent analogs of *α*-factor in some of the earlier work, but this discrepancy needs to be addressed in future work.

The PDE model shows broad distributions for nearly all 15 parameters examined indicating that a wide range of parameter values are compatible with good polarization of active Cdc42. The fact that the feasible region of the parameter *q*, representing the cooperativity of the interaction between G*βγ* and Cdc24, spans the full range from 1 to 100 demonstrates that the high value (*q* = 100) previously used in the model \[[@pcbi.1006181.ref038]\] is not necessary for polarization, and that lower values (e.g. *q* = 1 to 10) are almost equally probable. These lower cooperativity values corresponding to smaller Hill exponents are more plausible from a mechanistic standpoint. In addition, several parameters (*k*~24*cm*1~, *k*~42*a*~, *k*~42*d*~, *D*~*c*42~, and *D*~*c*42*a*~) show peaks at one or the other side of the distribution indicating that the previous estimates may miss the most likely parameter range. The diffusion constants *D*~*c*42~ and *D*~*c*42*a*~ were assigned the same value in our previous model \[[@pcbi.1006181.ref038], [@pcbi.1006181.ref061]\], but in this work *D*~*c*42~ shows a preference for higher values, whereas *D*~*c*42*a*~ shows a preference for lower values. Recent measurements by Bendezú et al. \[[@pcbi.1006181.ref072]\] in the fission yeast *S. pombe* found that inactive Cdc42 had a 10-fold faster diffusion rate than active Cdc42 consistent with the trends in our parameter distributions.

This work also highlights the inability of the current PDE model to produce the sharp polarization peak of active Cdc42 observed in cells. One explanation is that the model is missing important dynamics or positive feedback mechanisms that enhance cell polarization. In the future, we plan to include additional spatial dynamics such as the polarized transport of Cdc42 to the front of the projection, which is absent from the model.

The broadness of the obtained parameter distributions also implies that the current data are insufficient to obtain tight parameter estimates. In this study we focused on identifying parameter values that would produce polarization in the model versus an unpolarized state. Further data can be collected tracking the spatial dynamics of the other species in the model such as G*βγ*, Cdc24, and Bem1 in both wild-type and mutant yeast strains. The additional data along with model modifications should result in narrower parameter distributions and a better fit to the total system dynamics.

Application of polynomial surrogates to other model analysis methods {#sec021}
--------------------------------------------------------------------

In our analysis, we presented only the sensitivity measure $S_{j} = \mathbb{E}\left( \frac{\partial z}{\partial p_{j}} \right)$. The advantage of this sensitivity measure is its simplicity; it is easy to compute analytically when *z* is a known function and it usually provides a good measure of sensitivity when the relationship between *z* and *p*~*j*~ is monotonic. However, if the relationship between *z* and *p*~*j*~ is non-monotonic or highly nonlinear, *S*~*j*~ may not be a desirable measure. In these cases, other measures of sensitivity may be a better choice such as variance-based sensitivity measures or the partial rank correlation coefficient \[[@pcbi.1006181.ref008], [@pcbi.1006181.ref073]\]. The use of polynomial chaos expansions to approximate variance-based sensitivities has been explored previously in \[[@pcbi.1006181.ref031]\]. Other derivative-based sensitivity measures have also been proposed \[[@pcbi.1006181.ref074]\], which can be computed analytically using the polynomial chaos expansion.

Polynomial surrogates may also be used in methods for parameter estimation not addressed in this paper. In principle, polynomial surrogates can be applied to any type of model for which parameter ranges are known, and for any sampling-based method that requires model evaluations. By fitting polynomials to the quantities for which data is available, every model evaluation in a computational method can be replaced by a polynomial evaluation. While we have demonstrated this here only in the context of a Markov chain Monte Carlo method, the same principles may be used to accelerate the computations involved in other Bayesian methods for parameter estimation, such as rejection sampling and sequential Monte Carlo.

Yet another potential application of polynomial surrogates is to accelerate methods for Bayesian model selection. The idea behind Bayesian model selection is that we can recover a probability distribution for a model index parameter *m* enumerating different models, providing information on the likelihoods of the candidate models given the available data. In essence this is still a parameter estimation problem, and established methods for parameter estimation can be adapted for model selection. Polynomial surrogates can be used to accelerate these methods which include Bayesian rejection sampling, sequential Monte Carlo, population annealing, and MCMC \[[@pcbi.1006181.ref020], [@pcbi.1006181.ref052], [@pcbi.1006181.ref053], [@pcbi.1006181.ref075], [@pcbi.1006181.ref076]\]. Model selection is of great importance in systems biology since uncertainty in the model structure may significantly impact the conclusions of parameter inference \[[@pcbi.1006181.ref039]\].

Supporting information {#sec022}
======================

###### Schematic reaction diagram of the yeast mating signal transduction pathway.

Arrows indicate the conversion of protein species from inactive to active form or from cytoplasmic localization to membrane localization (where the protein is active). Solid dots represent reactions catalyzed by the connected proteins. Lines terminating in a vertical bar (instead of an arrow) represent inhibition. Species and reactions are described in the main text.
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Click here for additional data file.

###### Model 1 parameter correlations.

Correlations between the 8 kinetic parameters in the MCMC chain using the polynomial surrogate of Model 1.
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Click here for additional data file.

###### Model 2 35-dimensional polynomial error.

Error in the 35-dimensional polynomial surrogate function for Model 2 fit using 5000 points, and measured (tested) at 500 uniform random samples.
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Click here for additional data file.

###### Model 2 15-dimensional polynomial error.

Error in the 15-dimensional polynomial surrogate function for Model 2 fit using 6000 points, and measured (tested) via 10-fold cross-validation.
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Click here for additional data file.

###### Model 2 parameter correlations.

Correlations between the parameters in the MCMC chain using the 15-dimensional polynomial surrogate of Model 2.
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###### 

Click here for additional data file.

###### Parameter values for model 1.

Parameter values are taken from \[[@pcbi.1006181.ref037]\]. Values for *k*~*Ga*~ and *k*~*Gd*~ were estimated based on least-squares fit to time course and dose-response data.
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Click here for additional data file.

###### Experimental data.

Experimental data for the given time points and *α*-factor levels from \[[@pcbi.1006181.ref037]\], and the resulting data. Output is the fraction of free G*βγ* (*Gbg*/*Gt*). Data are given as mean ± standard deviation.

(PDF)
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Click here for additional data file.

###### Parameter ranges for model 1.

Ranges for the kinetic parameters used for parameter estimation of all 8 parameters in Model 1 (heterotrimeric G-protein model).
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Click here for additional data file.

###### Sensitivity coefficients for model 2.

Sensitivity coefficients, in order of ascending magnitude, from sensitivity analysis of all 35 parameters in Model 2 using a 5th order surrogate polynomial fit to 5000 sample points.
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Click here for additional data file.

###### Parameter sets.
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###### 

Click here for additional data file.

###### Numerical methods.
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Click here for additional data file.
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