Modeling and inference for survival analysis problems typically revolves around different functions related to the survival distribution. Here, we focus on the mean residual life function which provides the expected remaining lifetime given that a subject has survived (i.e., is event-free) up to a particular time. This function is of direct interest in reliability, medical, and actuarial fields. In addition to its practical interpretation, the mean residual life function characterizes the survival distribution. We review key properties of the mean residual life function and investigate its form for some common distributions. We then develop general Bayesian nonparametric inference for mean residual life functions built from a Dirichlet process mixture model for the associated survival distribution. Particular emphasis is placed on the selection of the mixture kernel to ensure desirable properties for the mean residual life function arising from the mixture distribution. We advocate for a mixture model with a gamma kernel and dependent baseline distribution for the Dirichlet process prior. The empirical performance of our modeling technique is studied with two simulation examples, a data set of two experimental groups, and a data set involving right censoring. Moreover, to illustrate the practical utility of the nonparametric mixture model, we compare it in the context of one of the data examples with an exponentiated Weibull model, a parametric survival distribution that allows various shapes for the mean residual life function.
INTRODUCTION
Survival data describe the time to a particular event. This event is usually referred to as the failure of some machine or death of a person. However, survival data can also represent duration of unemployment, life expectancy of a product, the time until a patient relapses, etc. The survival function of a positive random variable T defines the probability of survival beyond time t, S(t) = P r(T > t) = 1 − F (t), where F (t) is the distribution function. The hazard rate function computes the probability of a failure in the next instant given survival up to time t, h(t) = lim ∆t→0 P r[t < T ≤ t + ∆t|T > t] ∆t = f (t) S(t) with the expression in terms of the density function, f (t), holding for continuous T . The mean residual life (mrl) function at a specific time point t computes the expected remaining survival time of a subject given survival up to time t. Assuming that F (0) = 0 and µ ≡ E(T ) = ∞ 0 S(t)dt < ∞, the mrl function for continuous T is defined as:
and m(t) ≡ 0 whenever S(t) = 0. The mrl function is of particular interest because of its easy interpretability and large area of application (Guess & Proschan, 1985) . Moreover, it characterizes the survival distribution via the Inversion Formula (2). Again for continuous T with finite mean, the survival function is defined through the mrl function:
One point of interest in survival and reliability analysis is the study of the form for the mrl function of various distributions. In Section 2, we provide a discussion on some key probabilistic properties and defining characteristics of the mrl function as well as investigate the form of the mrl function under a number of common distributions. We show that the shape of the mrl function is often limited to monotonically increasing (INC) or decreasing (DCR) functions, which may be appropriate for some situations, but not suitable for other populations. For instance, biological lifetime data tend to support lower mrl during infancy and elderly age while there is a higher mrl during the middle ages. The shape of this mrl function is unimodal and commonly referred to as upside-down bathtub (UBT) shape. There have been several papers that have investigated the form of the mrl function in relation to the hazard function. A well-known relationship for monotonically increasing (decreasing) hazard functions is that the corresponding mrl function will conveyed. In particular, we provide a sufficient condition that ensures existence and finiteness of the mrl function for any given mixture kernel and Dirichlet process prior baseline distribution. In addition, we study the effect of the kernel choice on the tail behavior of the mrl function of the mixture distribution. In Section 4, we provide a number of illustrations of our modeling techniques, including comparison of two experimental groups and modeling in the presence of right censoring.
Concluding remarks and possible extensions to more general modeling for mrl functions are discussed in Section 5.
THEORY AND PROPERTIES OF MRL FUNCTIONS
In this section we review some important properties and characteristics of the mrl function. We move on to discuss the shapes of mrl functions, and provide the form of the mrl function for several common distributions.
Properties of mrl functions
We start out by recalling an elementary relationship between the survival function and the moments of the distribution. If the r th moment exists for a continuous random variable T , we have:
This expression is of interest, because once the Inversion Formula (2) is applied, we have a way of obtaining the moments (when they exist) from the mrl function.
The derivation of the expression for the mrl function through the survival function as stated in (1), can be found in Smith (2002) . Using (1), we can easily confirm that the first moment is equivalent to the mrl function at t = 0.
Similar to the moment generating function of probability distributions, when the mrl function exists, it defines the survival distribution. We can obtain the survival function using the Inversion Formula (2). The derivation of (2) can be found in Smith (2002) . Hall & Wellner (1981) provide important properties of the mrl function for the development of the characterization theorem for mrl functions. The characterization theorem states the necessary and sufficient conditions such that a function is the mrl function for a survival distribution. For our purposes, the defining characteristics of interest are that m(t) + t is non-decreasing and survival distribution has finite mean, µ = m(0) < ∞.
Forms of mrl functions
The most basic shape of the mrl function is a line. Oakes & Dasu (1990) focus on linear mrl functions discussed in Hall & Wellner (1981) . The key result is that if the mrl function is linear, m(t) = At + B (A > −1, B > 0), then by use of the Inversion Formula (2), the survival function has and B(., .) is the beta function, specifically, B = b, a = 0, p = 1, q = −(1/A+1).
These linear mrl functions are convenient in the sense that they yield a closed form for the mrl function, however, the linearity is too limiting to be of much practical use. There are a number of distributions having more flexible mrl functions, such as increasing and decreasing curvatures as well as BT or UBT shapes. The difficulty for these distributions lies in obtaining a closed form of the mrl function.
The distributions discussed here have no known closed form for their associated mrl making them difficult to explore. However, through the use of (5), see Govilt & Aggarwal (1983) for derivation, and/or simple transformations of T , we are able to obtain forms of the mrl functions comprised of well-known integrals, that are easily evaluated with most statistical programming software.
Govilt & Aggarwal (1983) use (5) to obtain the mrl form,
λα − t, for the gamma distribution with shape parameter α and scale parameter λ. The mrl function of the Gompertz distribution with shape and scale parameters α, λ > 0 respectively can be simplified using (1) and the transformation z(t) = (λ/α)e αt to givem(t) = e z(t) (1/α) Γ inc (0, z(t)).
The loglogistic distribution with shape and scale parameters α > 1, λ > 0 can be written as m(t) = (λ/α) Γ (1 − (1/α)) Γ (1/α) S Z (z(t); 1 − (1/α), (1α)) (1 + (t/λ) α ) by simplifying (1) as is done by Gupta et al. (1999) . The mrl of the lognormal distribution, with location µ and scale σ 2 , can be sim-
. Using (1) and the transformation z(t) = t α , the mrl function of the Weibull distribution with shape parameter α > 0 and scale parameter λ > 0 has form m(t) = ((λ/α) Γ (1/α) S Z (z(t))) /S T (t). Table 1 , provides a summary of the shapes of the hazard rate and mrl functions for these distributions. The table shows how restricted these commonly used distribution are in modeling the mrl function. The gamma and Weibull are more versatile as they offer three potential shapes for the mrl function, but none of these shapes consider change points in the mrl function. Modifications of the Weibull model have been explored in order to develop a more flexible parametric model with regard to the shapes of the hazard and mrl functions; see Pham & Lai (2007) for an extensive list. We focus of the exponentiated Weibull distribution which has closed form survival function and can take on a number of various forms for the mrl (Mudholkar & Strivasta, 1993) ; see Table 2 . The distribution and mrl functions for the exponentiated Weibull model are given by the following expressions:
where α and θ are shape parameters and σ is a scale parameter. Note that σ, being a scale, will not play a role in determining the form of the hazard and mrl functions. Table 2 provides the parameter sets that result in each distinct shape for the mrl function. Mudholkar & Strivasta (1993) provide a similar table as Table 2 for the hazard rate function for specific domains of α and θ. Xie et al. (2004) look at the role of the product of the shape parameters on the form of the hazard rate. Gupta & Akman (1995) Mudholkar & Strivasta (1993) to specify the exact shape of the mrl function for particular values of α and θ in conjunction with the value of the product of the parameters.
NONPARAMETRIC MIXTURE MODEL FOR MRL INFERENCE
In this section, we discuss our modeling methods for obtaining inference for the mrl function. Section 3.1 motivates the use of a nonparametric Dirichlet process mixture model (DPMM). We provide the model structure, and discuss the choice of kernel distribution. In Section 3.2, we discuss prior specification. Section 3.3 provides the techniques used to obtain posterior inference for the mixture distribution and functionals thereof.
Model formulation
When the data exhibits unusual distributional features such as multi-modality or skewness, parametric models tend to fail to capture these important features. A way to go about this issue is to use a mixture model that combines a number of distributions that we will refer to as components of the model. The question then becomes how many components should be used and how should they be combined together? These concerns can be addressed by bringing in a nonparametric aspect to the model, in particular, to the weights of each component and to the number of components.
We use a Dirichlet process (DP) prior for the mixing distribution resulting in a DP nonparametric mixture model, f (t; G) = k(t; θ)dG(θ), for the density of the survival distribution. In practice, an appropriately supported kernel distribution, k(t; θ), is selected, and a DP (α, G 0 ) prior is assigned to G. The DP is a stochastic process with random sample paths that are distributions (Ferguson, 1973) . Thus a realization from the DP provides a random cdf sample path. The G 0 parameter is the baseline or centering distribution, while α is a precision parameter; the larger the value of α the closer the DP sample path is to the centering distribution. We use the stick-breaking (SB) constructive definition of the DP defined by Sethuraman Sethuraman (1994) , which states that a sample G(·) from DP (α, G 0 ) is almost surely of the form ∞ l=1 w l δ θ l (·) where δ θ l (·) is a point mass at θ l . The θ l , for all l ∈ {1, 2, ...}, are iid samples from the baseline distribution, G 0 , and the w l are the corresponding weights constructed sampling iid latent variables v r ∼Beta(1, α),
We use the truncated version of the SB constructive definition of the DP,
The model is given by:
where p l for l = 1, ..., L are the weights obtained via the SB construction, described above, corresponding to the component θ l and L is the total number of components in the mixture model.
Technically, since the number of components is predetermined there is no nonparametric element to the number of components. However, L is generally chosen to overestimate the true number of components, so that the number of components suggested by the data is captured by the model. In fact, many of the components will just be assigned a probability that is virtually zero. The number of components for the finite sum DP approximation can be found using E(
Our primary aim in this paper is to present a Bayesian model that provides both flexible and practical inference for the mean residual life function. The mrl function is defined by the distribution function and vice versa, thus we advocate for the nonparametric Dirichlet process mixture which provides flexible modeling on the distribution function. We obtain inference for the mrl function via fitting a DPMM on the distribution function. Since our interest is inference for the mrl function, it is necessary that the mrl function of the DPMM exists and is finite. A sufficient condition for the finiteness of the mrl function for a given kernel distribution is provided later in this section. Although we do not place a prior directly on the mrl function, from the lemma stated at the end of this section, we can use prior knowledge of the tail behavior to select an agreeable kernel distribution. Essentially, we can induce a prior for the mrl function through the tail behavior. We complete the model formulation by addressing the aspect of dependency within θ. We consider modeling the dependence between the kernel parameters by using a joint G 0 distribution in the DPMM.
Care is needed in selecting a kernel distribution to ensure the mean of the DPMM is finite,
We provide sufficient conditions to ensure finiteness of the mean by following the argument in Theorem 3 of Ferguson (1973) 
where T is a R + random valued. Recall that if E(Z) < ∞, then Z < ∞ almost surely. Hence
where the w j are the weights arising from the stick-breaking process and W (θ j ) = E(T ; θ j ). Define the sequence of R + valued random variables Z n = n j=1 w j W (θ j ), for n = 1, 2, .... Note that Z n is an almost surely increasing sequence and Z n a.s. → Z. Thus by the mono-
Using the independence of w j and W (θ j ), the expectation becomes
. Upon integration over θ j in the last expression, the resulting expression is free of the subscript j and is a function of the parameters of the baseline distribution,
In words, the finiteness of the expected value of the mean of the kernel distribution with respect to the baseline distribution guarantees finiteness of the first moment of the DPMM.
Common kernel distributions in mixture modeling for survival data include the lognormal, Weibull, and gamma distributions (e.g., Kuo & Mallick, 1997; Kottas, 2006; Hanson, 2006) . First, consider the lognormal kernel with W (θ) ≡ E(T ; µ, σ) = exp(µ+σ 2 /2) and
The first integral is clearly finite, but the second integral would require a bound on σ 2 that would depend on ρ in order to be finite. We can get around the restriction by using a gamma baseline distribution, but the rate parameter of the gamma distribution would have to be truncated below at 1/2. In either case, we will not have conjugacy.
If we use a Weibull kernel with
We can integrate out σ without difficulty by recognizing another gamma distribution, however, the finiteness of the first integral requires γ > 1/c. This is not an unreasonable restriction for c > 1, allowing for decreasing and/or unimodal components in the mixture, however, the second integral yields more restriction. We can obtain finiteness by constructing a function, g(γ) that is greater than Γ(1 + 1/γ)Γ(c − 1/γ)λ 1/γ for γ > 1/c, where the second part of the expression is a result of the first integral. Note that Γ(c − 1/γ) goes to ∞ as γ → 1/c, which causes problems in conver-gence. We can get around this by making γ bounded below by a value just slightly larger than 1/c. By showing E(g(γ)) < ∞ with respect to the distribution Γ −1 (γ; a, ρ), then we know that
) is easily computed, so it is convenient to use a function of the form g(γ) = λ v (1/γ w + Γ(c)) for v, w > 0. Using this function form, will result in a restriction on the shape parameter, a, that will depend on w. Since w and a are both fixed parameters, this is not an unreasonable restriction, and slice sampling may be used in the MCMC for γ, but the sampling from the posterior conditional of ρ will require a Metropolis-Hastings step.
Consider a gamma kernel distribution with W (θ) ≡ E(T ; α, β) = α/β and G 0 = f (α; ω)Γ(β; c, λ).
We can separate the integrals in A(ψ) to be
where the first integral is simply E(α) with respect to f (α; ω) and the second integral is E(β −1 ) where
. Therefore as long as we choose f (α; ω) to have finite mean and set c > 1, then A(ψ) < ∞. We do not have conjugacy in the MCMC for α, but our parameter restriction is minimal.
The mean and variance of the gamma distribution are not independent, so we might consider a joint G 0 . A convenient option would be to model using θ = (θ = log(α), φ = log(β)) and place a bivariate
E(e θ−φ ) which is the moment generating function of the bivariate normal, E(e θ t ), with t = (1, −1) .
, which is finite for any µ ∈ R 2 and any non-negative defi-
Another important consideration in the choice of the mixture kernel is the shape of the mixture mrl function relative to the mrl function of the kernel distribution. The following lemma, whose proof can be found in Appendix A.1, provides a result on the tail behavior of the mrl function for the mixture distribution.
Lemma 1. Let m(t; θ) be the parametric mrl function of the corresponding to the DPMM kernel and m(t; G L ) be the mrl function of the mixture, where G L is the truncated approximation to the mixing distribution. Then,
Taking into account the condition for E(T ; G) < ∞ and the lemma above, the gamma distribution emerges as the more suitable choice for the kernel distribution. Referring back to Table   1 , we can see that a lognormal kernel will always result in a mrl that goes to infinity in tail. A Gompertz kernel would result in a mrl that tends to zero in the tail. If there is prior knowledge regarding the tail behavior of the mrl, then it would make sense to choose a kernel that has a corresponding mrl with agreeable tail behavior. However, in the case that prior knowledge of the mrl tail behavior is not known, the gamma or Weibull kernel would be appropriate choices. Per our discussion regarding the sufficient condition for existent and finite mrl, the Weibull requires more restriction on the support of the model parameters.
Another important model property to investigate is that of denseness. Let F represent the space of absolutely continuous distribution functions on R + with finite mean. Formally, a class of distributions, C, is said to be dense in F , if for any distribution function, F , there exists a sequence of distribution functions, {F n } ⊆ C, that converges to F . The type of convergence implies a measure of distance between the limiting sequence and F . Johnson & Taaffe (1998) for a mixture of gamma distributions, {m n (t)} such that for any
converges pointwise, providing the denseness result in Lemma 2.
Lemma 2. The set of mrl functions corresponding with the class of gamma mixture distributions is dense, in the pointwise sense, in the space of continuous mrl functions.
Finally we turn to the choice of G 0 . We seek to be more general in our modeling by using a dependent G 0 for the parameters of the gamma kernel. This allows the model to capture correlations between the kernel parameters. Note that, once one leaves the setting of normal mixtures, the kernel parameters are not naturally separated as location and scale parameters, making the assumption of an independent G 0 more restrictive than in mixing with Gaussian kernels. Recall that modeling the shape and rate parameters of the gamma kernel on the log-scale allow us to use a bivariate normal for G 0 , and we only need a non-negative definite 2 × 2 covariance matrix in G 0 to satisfy the sufficient condition. In the remainder of this paper, we will refer to this model as the gamma DPMM and assume a bivariate normal G 0 on the log-scale of the gamma kernel parameters.
Prior specification
When it comes to prior specification often there is not much prior knowledge on the behavior of the population of interest, but typically the researcher will have at least somewhat of an idea of the range and midpoint/midrange of the population. We would want to set our priors to have a prior predictive distribution that encompasses this range. One way to favor a prior predictive distribution that covers the range of the data is to imagine one relatively dispersed kernel component that is centered at the midrange with 2 standard deviations either way representing the prior range. In the data illustrations in section 4, we set the range to about 2 times the data range.
We can then divide the range by 4 and square that value to get the prior variance of the data.
Specifically, (range(T )/4) 2 ≈ V ar(T ). This method can be implemented when fitting a gamma DPMM. We place the following distributions on the hyperparameters: µ ∼ N 2 (a µ , B µ ) and Σ ∼ IW ish(a Σ , B Σ ). Making use of the moment generating function of the bivariate normal distribution, the independence property of µ and Σ, and the first order Taylor expansion for exp((1/2)t · Σt · )
centered around E((1/2)t · Σt · ), we approximate V ar(T ) as follows:
where t 1 = (1, −2) , t 2 = (2, −2) , t 3 = (1, −1) , and d × d is the dimension of Σ, specifically, d = 2.
We set a Σ = 4, which is the smallest degrees of freedom for the inverse Wishart distribution that has finite mean. If we place priors of the form
for b µ , b Σ > 0, the expression is simplified, however, we still have four parameters to specify. One solution would be to incorporate the marginal expectation:
where upon applying our earlier assumptions, we get the last expression in (9) with a µ = (a µ 1 , a µ 2 ) .
We can further simplify by setting b µ = b Σ resulting in two equations with three unknowns. Next, we can allocate a percentage of the marginal expectation (9) to exp(a µ 1 − a µ 2 ) and a percentage of the marginal variance (8) to exp(a µ 1 − 2a µ 2 ), solving for a µ 1 and a µ 2 . Finally, we can return to (8) and solve for b µ and b Σ .
Regarding the prior for α, we consider the relationship between the number of distinct components, n * , and the value of α. In general, the number of distinct components is large for large α and small for small α. If the data set is moderately large, E(n * |α) ≈ αlog This approach to prior specification is based on a small amount of prior information regarding the survival distribution. In general, we recommend studying the implied prior distribution for important survival functionals, including prior point and interval estimates for the mrl function.
Posterior inference
Posterior simulation is simplified by truncating the mixing distribution G L (·) ≈ G(·). Before we introduce θ l , the first two levels of the model are,
where p = (p 1 , ..., p L ) are the weights corresponding to the weights, θ = (θ 1 , ..., θ L ). By marginalizing over the ζ i we obtain the finite mixture model in (14). Now we can augment the model with configuration variables w = (w 1 , ..., w n ) such that w i = l iff ζ i = θ l . Using a gamma kernel (K) and bivariate normal baseline (G 0 ) with θ l = (θ l , φ l ) , the hierarchical model is given by,
is a special case of the generalized Dirichlet distribution (Connor & Mosimann, 1969) . Here, we use conjugate priors, α ∼ Γ(α; a α , b α (rate)), µ ∼ N 2 (µ; a µ , B µ ), and Σ ∼ IW ish(Σ; a Σ , B Σ ). Now, we can utilize a blocked Gibbs sampler (Ishwaran & James, 2001 ) to obtain samples from the posterior distribution p(θ, w, p, ψ, α|data) where ψ = (a µ , B µ , B Σ ). We have Gibbs steps for all parameters except θ, for which we use a Metropolis-Hastings step. The specifics of the posterior sampling method for the gamma DPMM are provided in Appendix B.
The posterior samples for G L ≡ (p, θ) can be used to obtain inference for the density, survival, and hazard functions at any time point t, by directly evaluating the expressions for these functions under the gamma DPMM. Obtaining the mrl function must be done by numerical integration approximation for the integral over the survival function. From (4) we know that the mrl function at 0 returns the expected survival time, m(0) = µ. Hence, the mrl function can be written alternatively as follows:
We can avoid having to truncate the upper bound of the integration in the numerator in (1) by using the form of the mrl function as described in (11). We obtain posterior point and interval
estimates for the mrl function by evaluating expression (11) at the posterior samples from the MCMC. We do this over a grid of survival times, t 0,j for j = 1, ..., m . The survival function is monotone decreasing so the trapezoid technique is an appropriate method of approximating the integral in the mrl. We evaluate the mrl at the first grid point by
and use the following expression for j = 2, ..., m:
We save a lower and upper quantile along with the median at each grid point for each mixture functional to obtain (point-wise) posterior point and interval estimates.
DATA EXAMLES
In Section 4.1, we use simulated data to illustrate the ability of the gamma DPMM to capture non-standard mrl function shapes as well as the correlation between kernel parameters θ and φ.
In Section 4.2, we fit a gamma DPMM as well as an exponentiated Weibull model to a data set involving survival times for subjects from two groups, including formal model comparison between the two models. In Section 4.3, we provide results of fitting the gamma DPMM to a data set of two groups both containing right censored survival times.
Simulation examples
In this section, we will work with two simulated data sets. The first data set consists of 200 simulations from a mixture distribution of four gamma components in which the shape and scale The red dashed line represents the 95% interval estimates, the blue solid line is the point estimate, and the black dot-dashed line is the truth of the appropriate functional. We can see that truth is well within the interval estimate, moreover the point estimate is close to the truth.
The correlation shows that the model (black solid) is able to capture the positive relationship between the parameters, even though the prior (black dot-dashed line) is evenly dispersed about the situation of zero correlation.
The second data set consists of 100 simulations from a distribution with negative correlation between the shape and rate parameters: T 2 ∼ 0.3Γ(15, 0.2)+0.25Γ(12, 0.5)+0.35Γ(8, 2)+0.1Γ(3, 6).
This population was chosen to test the model's ability to separate modes that are close together, as well as model a distribution with a long tail. A gamma DPMM was fit to the data with priors bound. The model picks up a strong negative correlation between the parameters.
Analysis of survival times of rats (ad libitum vs restricted eating)
This data set, considered earlier in Berger et al. (1988) , is used to illustrate posterior inference under both an exponentiated Weibull model and the gamma DPMM. The data consists of survival times of rats in two experimental groups. The first group (Ad libitum group) is comprised of 90 rats who were allowed to eat freely as they desired. The second group (Restricted group) is comprised of 106 rats that were placed on a restricted diet.
Under the exponentiated Weibull model, we used the P 1 = 10%, P 2 = 50%, and P 3 = 90% quantiles of the data to obtain a system of three equations from the distribution function:
θ where P is the percentile and Q is the survival time representing that quantile.
The system of equations is solved to obtain prior means for α, σ and θ. For simplicity, exponential priors were placed on these parameters. The restricted group had respective quantile values of (Q 1 = 1.55, Q 2 = 2.84, Q 3 = 3.34). If we set α = 2, θ = 5, and σ = 2, then the corresponding quantiles are given as Q 1 = 1.99, Q 2 = 2.85, and Q 3 = 4.07 which we considered to be reasonably close to the observed quantiles. Therefore, we set hyper-parameters as a α = 2, a θ = 5, and a σ = 2.
Following the same methodology for the ad libitum group, we set the hyper-parameters as a α = 4, a θ = 1, and a σ = 2. Posterior results were obtained using a Metropolis-Hastings algorithm in the MCMC with a trivariate normal proposal distribution on the log-scale. Point and interval estimates of the density function are plotted in the top row of Figure 3 .
Prior specification for the gamma DPMM were determined using methods described in section 3.2 by allocating 60% of the marginal mean to exp(a µ 1 − a µ 2 ) and 2.5% of the marginal variance to exp(a µ 1 − 2a µ 2 ). For the restricted group, we use a µ = (4.1, 3.6), B µ = B σ = ((0.1, 0) , (0, 0.1) ), are 80% probability bands as opposed to the other interval estimates, which are 95% probability bands. The reason for this is to reduce the steepness for which the upper bound shoots upward towards the tail of the data. This is likely due to the lower number of observations towards the end of the range of the data and also the numerical instability in computing the mrl function. Looking at the estimated densities survival functions we can see that the majority of the ad libitum group have lower survival times compared to the restricted group. The mrl functions are monotonically decreasing and do not cross with regard to the point estimates. Moreover the interval estimates do not cross until the we reach about 800 days. This leads us to conclude that the remaining life expectancy of a rat in the restricted group is higher than the remaining life expectancy of a rat in the ad libitum group until we reach about 800 days. We use the minimum posterior predictive loss approach (Gelfand & Ghosh, 1998) to compare the exponentiated Weibull model to the nonparametric gamma DPMM. Under this criterion the goal is to minimize, within the collection of models under consideration, the expectation of a specified loss function under the posterior predictive distribution of replicate responses t rep given the observed data t obs . Here, we use the square error loss function so that the general criterion is given by
, where t i,rep is a replicate of the i th observation, t i,obs , under the posterior predictive distribution of the m th model. The first term is representative of a penalty measure P (m), and the second term is a goodness-of-fit measure G(m). The value of k is specified as the relative regret for departure from t i,rep . Note that as k tends to infinity, the criterion becomes the sum of the penalty and goodness-of-fit terms. note is that the mean and variance for one experimental group is going to be the same for each observation in that group. We find the E(t i,rep |t obs , m 1 ) and var(t i,rep |t obs , m 1 ) for the ad libitum group to be 671.2 and 17433.0, respectively, and for the the restricted group to be 949.5 and 74691.7, respectively. Thus the ad libitum group has Obtaining the criterion under the nonparametric gamma DPMM (m 2 ) takes a little more care.
Recall that t i |G ind ∼ Γ(t i ; exp(θ), exp(φ))dG(θ, φ) for i = 1, ..., n. In order to obtain replicates for each t i , we need to know the l th component from which the observed t i came from according to the model, ie. et al. (1995) . The patients were randomly assigned to one of two treatments referred to as Arm A and Arm B. Arm A patients received cisplatin (P) followed by etoposide (E), while Arm B patients received (E) followed by (P). There were a total of 62 patients in Arm A with 15 right censored survival times, while Arm B consisted of 59 patients with 8 right censored survival times. We fit a gamma DPMM independently to the two groups. We allocated 60% of the mean to exp(a µ 1 − a µ 2 ) and 2.25% to exp(a µ 1 −2a µ 2 ) resulting in the following priors for Arm A: a µ = (2.5, −3), B µ = B σ = ((0.21, 0) , (0, 0.21) ). Analoguously, for Arm B: a µ = (2.6, −2.9), B µ = B σ = ((0.21, 0) , (0, 0.21) ).
We use a α = 3, b α = 1, and N = 25. The effective posterior sample size is 2000.
The point estimates for mrl functions of the two treatment groups show Arm A to have a consistently higher mean residual life compared to Arm B in Figure 6 . The result leads us to believe that Arm A treatment is more effective than the Arm B treatment. We take a closer look at the difference of the mean residual life survival times at a number of fixed time points.
Specifically, in Figure 7 , we explore the posterior density of m A (t) − m B (t), where m A (t) and m B (t) are the mrl functions corresponding to Arm A and Arm B, respectively, at six time points.
Time zero, which is the estimated difference of the overall mean of the two distributions, depicts a clear difference between the two treatments in favor of Arm A. The same is true at 100 days, and to a somewhat smaller extent, at 250 days. At the larger time points, although the indication of a difference is still present, it becomes less emphatic.
A further means of comparing the mrl functions of Arm A and Arm B is through the probability of the mrl function of one group being higher than that of the other over a grid of survival times. the prior specification does not favor either of the two groups. The posterior probabilities strongly suggest Arm A has the higher mrl function. The posterior probability is particularly high during the early time period, decreases slightly around 500 days, followed by another peak around 1200 days. The posterior probability remains above 0.7 across the range of survival times in the data.
DISCUSSION
We discussed the benefits of Dirichlet process mixture modeling to obtain flexible inference for the mrl function. With the focus on inference for this particular functional, the choice of the mixture kernel plays an important role. Under the sufficient condition given in Section 3.1, we studied restrictions that need to be placed on the mixture model in order to ensure that the mrl function of the mixture distribution is well defined. In addition, we provided a result on the tail behavior of the mixture mrl function based on the corresponding property for the mrl function of the kernel distribution. The gamma kernel was shown to possess the most desirable properties among the distributions we investigated. We showed that under a gamma mixture, the resulting mrl function is dense in the pointwise sense on the space of continuous mrl functions. The practical utility of the proposed nonparametric mixture model was demonstrated through analysis of simulated data examples and real data sets from the literature. Let f (·) and S(·) be the kernel density and survival functions, respectively, of a DPMM. Assume that f ·) > 0 for all t≥ 0 or for all t > t 0 where t 0 ≥ 0 is some finite value. The corresponding mrl function of the DPMM with L components is given by: 
Once again the limit as t goes to infinity of both the numerator and denominator is zero, so applying L'Hopital once more we have the following:
Suppose that the mrl function, m(t; θ) of the kernel distribution tends to infinity as t → ∞. Then,
In other words, lim t→∞ (−f (t; θ)/f (t; θ)) = 0, so −f (x; θ) grows at a much faster rate the f (t; θ).
. Returning now to the mrl function of
Since this last inequality holds for all l = 1, ..., L we can apply the sum over l on both sides obtaining
We can bound the left side of the inequality below using the triangle inequality,
Meanwhile, the right side of the inequality can be written as
.., L. Thus, we can make the following statement:
, and therefore,
Now suppose that the mrl function of the kernel distribution tends to zero as t → ∞. Hence, we can say that S(t; θ) ∈ o(f (t; θ)), since we have the following:
Thus, in the DPMM we have for each component,
Applying the sum over the components gives us
The left side of the inequality can be written as
A.2: Proof of Lemma 2
Let F be the space of absolutely continuous distribution functions on R + with finite mean, µ < ∞. Let M be the space of continuous mrl functions. Consider the class of gamma mixture distributions, C. Now, let m(t), for t ≥ 0, be any mrl function in M . We can obtain the survival function corresponding to m(t) via the Inversion Formula:
Hence the corresponding distribution function is defined by F (t) = 1 − S(t). Now, we know that C is dense in F . Particularly, if we define a sequence of distribution functions, {F n (t)} ⊆ C, as follows:
where
are the corresponding weights of the gamma cumulative distributions functions, F Γ (t; l, n), with shape parameter l and rate parameter n.. Johnson & Taaffe (1998) show that for any t 0 ≥ 0, lim n→∞ F n (t 0 ) = F (t 0 ). That is the sequence {F n (t)} converges weakly (or pointwise) to F (t). For the case of a finite mixture, the sequence is defined such that the limit of the sequence as the number of mixture components tends to infinity is also taken. Note that since {F n (t)} converges weakly (or pointwise) to F (t), then the sequence of survival functions, {S n (t)} converges pointwise to S(t), since lim n→∞ S n (t) = lim n→∞ (1 − F n (t)) = 1 − lim n→∞ F n (t) = 1 − F (t) = S(t).
Define the sequence of mrl functions, {m n (t)}, through the sequence of survival function, {S n (t)} by the following, m n (t) = ∞ t Sn(u)du Sn(t)
Consider any t 0 ≥ 0, then take the limit of the sequence, S n (u)du
S n (u)du lim n→∞ S n (t 0 )
The limit can be distributed in the last step as a basic property of limits provided the limits exist and the limit of the denominator is not zero. Upon evaluating these limits, we will show all these requirements are met. The bottom limit is trivial since {S n (t)} converges pointwise to S(t) which is bounded by 0 < S(t) ≤ 1. The nontrivial step is being able to move the limit inside the integral in the numerator. We can rewrite ∞ t S n (u)du as µ n − t 0 S n (u)du, where µ n is the mean of the nth distribution in the sequence. Now, we will establish that µ n is finite for every n, and that lim n→∞ µ n = µ:
where S Γ (u; l, n) is the survival function of the Gamma distribution with shape l and rate n. Now, since F l n − F l−1 n S Γ (u; l, n) ≥ 0, by Tonelli's Theorem, we can exchange the summation and integral: where the last inequality holds since we are assuming F has finite mean. The inequality, µ n ≤ µ + (1/n), also provides the following upper bound for the limit:
We can also establish the following lower bound for the limit, Therefore, by Squeeze Theorem, lim n→∞ µ n = µ.
Using the fact that S n (t) ≤ 1 and S n (t) converges pointwise as n → ∞ to S(t), by the dominated convergence theorem, Hence, {m n (t)} convergence pointwise to m(t), providing the denseness result for continuous mrl functions under gamma mixture distributions.
APPENDIX B: Posterior sampling from the gamma DPMM
As we stated in the text, posterior samples of the unknown parameters can easily be obtained using the block Gibbs sampler for DP mixtures described in Ishwaran & James (2001) . Recall that our full hierarchical model is given by, 
