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Abstract. In this paper we prescribe a fourth order conformal invariant on the standard n-sphere,
with n≥5 , and study the related fourth order elliptic equation. We first find some existence results in the
perturbative case. After some blow up analysis we build a homotopy to pass from the perturbative case to
the non-perturbative one under some flatness condition. Finally we state some existence results under the
assumption of symmetry.
0. Introduction.
Let (M4, g) be a smooth 4-dimensional manifold, Sg the scalar curvature of g , Ricg the
Ricci curvature of g and ∆g = divg∇g the Laplace-Beltrami operator on M
4 . Let us
consider the fourth order operator discovered by Paneitz [24] in 1983:
P4gψ = ∆
2
gψ − divg
(
2
3
Sg − 2Ricg
)
dψ.
The Paneitz operator is conformally invariant on 4-manifolds, that is if gω = e
2ωg then
Pgω (ψ) = e
−4ωPg(ψ) for all ψ ∈ C
∞(M4)
(1) Supported by M.U.R.S.T. under the national project “Variational Methods and Nonlinear Differential
Equations.”.
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and it can be considered as a natural extension of the conformal laplacian on 2-manifolds.
It is also known that
P4gω + 2Qgωe
4ω = 2Qg
where
Qg =
1
12
(
−∆gSg + S
2
g − 3|Ricg|
2
)
.
Such a Qg is a fourth order invariant called Q− curvature, because is the analogous for the
Paneitz operator of the scalar curvature. It is natural to pose the problem of prescribing
the Q− curvature on S4 : given a smooth function Q̂ on S4 , to find a conformal metric
gω such that Qgω is Q̂ . This problem leads to the following equation
P4g0ω + 2Q̂e
4ω = 2Qg0 on (S
4, g0)
which has been studied in [26]. For more details about the basic properties of the Paneitz
operator one can see [10] and [15]. We also refer to [9, 12, 13, 19] for results about P4g0 .
The Paneitz operator was generalized to higher dimension by Branson [8]. Given a
smooth compact Riemannian n−manifold (Mn, g) , n ≥ 5 , the Branson-Paneitz operator
is defined as
Png ψ = ∆
2
gψ − divg (anSgg + bnRicg)dψ +
n− 4
2
Qngψ,
where
an =
(n− 2)2 + 4
2(n− 1)(n− 2)
, bn = −
4
n− 2
,
Qng = −
1
2(n− 1)
∆gSg +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2
S2g −
2
(n− 2)2
|Ricg|
2.
See [16] for details about the properties of Png . If gv = v
4
n−4 g is a conformal metric to
g , one has that for all ψ ∈ C∞(M) ,
Png (ψv) = v
n+4
n−4Pngvψ
and
Png v =
n− 4
2
Qngvv
n+4
n−4 . (0.1)
It is natural to study the problem of prescribing Q on the standard sphere (Sn, g0) , that
is of finding solutions to equation (0.1) with Qngv equal to some prescribed function Q̂ ,
i.e.
Png0v =
n− 4
2
Q̂v
n+4
n−4 , v > 0. (P )
Problem (P ) can be viewed as the analogue of the classic scalar curvature problem on
(Sn, g0) . While the scalar curvature problem has been widely studied, (see for example
the monographes [6, 20], see also [21, 22]), problem (P ) concerning the Q− curvature has
been faced in [16, 17, 18] for dimension n = 5, 6 only. The purpose of the present paper
2
is to study (P ) and prove results that are the counterpart of those known for the scalar
curvature problem.
In Section 1 we start proving an existence result for equation (P ) on (Sn, g0) in the
case Q̂ = 1 + εK (see Section 1, Theorem 1.5) using a perturbative method introduced
in [1] and [2] and generalizing to the Branson-Paneitz operator the results of [3]. This
result is a slight improvement of [17, Theorem 1.3], where problem (P ) is solved in the
perturbative case with some more assumptions on Q̂ .
In Section 2 we extend to (P ) the results of [21]. We first adapt the arguments of
[21] to carry out some blow up analysis for a family of equations approximating (P ) .
In particular, in Theorem 2.12 we prove that, making some flatness assumption on Q̂ ,
no blow up occurs and hence any positive solution to problem (P ) with Q̂ replaced by
Q̂t = tQ̂ + (1 − t)(n
2 − 4)n/8 stays in a compact set of C4,α(Sn) , 0 < α < 1 . This
compactness result allows us to pass from the perturbative case treated in Section 1 to
the non-perturbative one by means of a homotopy argument like in [21]. In this way we
obtain an existence result for (P ) (Theorem 2.13). Let us point out that in [18] no flatness
condition is required and blow up can occur when n = 6 . A more precise comparison with
the results of [18] is made in Remark 2.14.
Finally, in Section 3 we consider the symmetric case and generalize to the Branson-
Paneitz operator the results of [5] in the perturbative case and of [4] in the non-perturbative
one.
Our techniques are strongly based on those of [18] and [21]. As far as [21] is concerned,
we assume that the reader is familiar with the results and the techniques of this work, while
we recall the formulas we need from [18].
Acknowledgements
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1. Perturbation existence results
We consider the Paneitz operator on the standard unit sphere (Sn, g0)
Png0v = ∆
2
g0
v − cn∆g0v + dnv (1.1)
where n ≥ 5 , ∆g0 stands for the Laplace-Beltrami operator on S
n , and
cn =
1
2
(n2 − 2n− 4) dn =
n− 4
16
n(n2 − 4).
We deal with problem (P ) on Sn . Denoting the euclidean metric on Rn by δ and the
stereographic projection on Rn by π , one has
(π−1)⋆g0 = ϕ
4
n−4 δ
3
where
ϕ(y) =
(
2
1 + |y|2
)n−4
2
. (1.2)
Using this conformal change of metric and the conformal covariant properties of Pn one
has
Png0(Φ(u)) = ϕ
− n+4
n−4Pnδ (u) = ϕ
−n+4
n−4∆2u ∀u ∈ C∞(Rn), (1.3)
where
Φ : D2,2(Rn) −→ H2(Sn), Φ(u)(x) =
u(π(x))
ϕ(π(x))
is an isomorphism between H2(Sn) and E := D2,2(Rn) , the completion of C∞c (R
n)
w.r.t. the norm ‖u‖2 =
∫
Rn
|∆u|2 .
After the transformation v = Φ(u) and letting Q = Q̂ ◦ π−1 , problem (P ) becomes, up
to an uninfluent constant, {
∆2u = Qu
n+4
n−4
u > 0, in Rn.
We take Q of the form 1 + εK for some bounded function K , such that problem (P )
in the perturbative case after stereographic projection is the following
∆2u = (1 + εK)up, u > 0 in Rn (1.4)
where
p = 2# − 1 =
n+ 4
n− 4
and 2# =
2n
n− 4
.
We recall that by the Sobolev embedding theorem, we have the embedding H2(Sn) →֒
L2
#
(Sn) which is not compact. Consider the functional fε : E → R given by
fε(u) =
1
2
∫
Rn
(∆u)2 −
1
p+ 1
∫
Rn
|u|p+1 −
ε
p+ 1
∫
Rn
K(x)|u|p+1.
Plainly, fε ∈ C
2(E,R) and any critical point u ∈ E is a solution of
∆2u = (1 + εK)|u|p−1u in Rn. (1.5)
1.1. Critical points of fε . It is known (see [23]) that the positive solutions of the
unperturbed problem
∆2u = |u|p−1u
are given by the functions
zµ,ξ(y) = µ
−n−42 z0
(
y − ξ
µ
)
, µ ∈ R+, ξ ∈ Rn
4
where
z0(y) = Cn(1 + |y|
2)−
n−4
2 , Cn = [n(n
2 − 4)(n− 4)]
n−4
8 .
We set
Z = {zµ,ξ : µ > 0, ξ ∈ R
n}.
We can face problem (1.4) with the same approach used in [3] for the scalar curvature
problem, i.e. the abstract perturbation method discussed in [1] and [2].
In order to apply the abstract setting of [1] and [2], we need the following result.
Lemma 1.1. f0 satisfies the following properties
(i) dimZ = n+ 1 ;
(ii) D2f0(z) = I − C ∀ z ∈ Z , where I is the identity and C is compact;
(iii) Tzµ,ξZ = ker{D
2f0(zµ,ξ)} ∀µ > 0, ξ ∈ R
n .
Proof. It is sufficient to give only the proof of (iii), which is a nondegeneracy condition.
Since the inclusion Tzµ,ξZ ⊆ ker{D
2f0(zµ,ξ)} is obvious, it is enough to prove that
dimTzµ,ξZ = dimker{D
2f0(zµ,ξ)}.
Up to a translation, we can assume that ξ = 0 and for simplicity, we consider µ = 1 . We
have
u ∈ ker{D2f0(z0)} ⇐⇒ P
n
δ u = ∆
2u = pzp−10 u in R
n
that is, using (1.3), if and only if
ϕ
n+4
n−4Png0(Φ(u)) =
n+ 4
n− 4
zp−10 u.
Hence u ∈ ker{D2f0(z0)} if and only if v = Φ(u) satisfies
Png0v =
n+ 4
n− 4
zp−10 ϕ
− 8
n−4 v =
1
16
n(n2 − 4)(n+ 4)v in Sn. (1.6)
Recalling (1.1), equation (1.6) can be written as
∆2g0v − cn∆g0v =
[
1
16
n(n2 − 4)(n+ 4)−
1
16
n(n2 − 4)(n− 4)
]
v =
1
2
n(n2 − 4)v.
Therefore ker{D2f0(z0)} = Φ
−1(V ) where V is the eigenspace of ∆2g0 − cn∆g0 corre-
sponding to the eigenvalue 12n(n
2−4) . It is easy to check (2) that there is a correspondence
between the spectrum of the Paneitz operator and the spectrum of the Laplace-Beltrami
operator: for any α > 0 one has
Sp (∆2g0 − α∆g0) = {λ
2 + αλ : λ ∈ Sp (−∆g0)}.
(2) An explicit proof of this is given in the preprint of [16]; in the final version it has been eliminated.
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Moreover v is an eigenfunction of ∆2g0 − α∆g0 associated to λ
2 + αλ if and only if v is
an eigenfunction of −∆g0 associated to λ .
In our case, we take α = cn and hence from λ
2+αλ = 12n(n
2−4) we infer λ = n . Then
V concides with the eigenspace of −∆g0 associated to n . It is well-known [7] that the
spectrum of the Laplace-Beltrami operator on the n− standard sphere Sn is given by
λk = k(n+ k − 1), k ≥ 0
and the dimension of the eigenspace associated to λk is
(n+ k − 2)!(n+ 2k − 1)
k!(n− 1)!
∀ k ≥ 0.
Since λ1 = n , one has that dimV = n+1 hence dimker{D
2f0(z0)} = n+1 = dimTz0Z
and this gives (iii).
Now we follow closely the procedure of [3] and assume that the reader is quite familiar
with it. The previous lemma allows us to apply the abstract method and to define, for
ε small, a smooth function wε(z) : Z → (TzT )
⊥ such that the perturbed manifold
Zε = {zµ,ξ + wε(zµ,ξ)} is a natural constraint for fε . There results
ϕε(zµ,ξ) := fε(zµ,ξ + wε(zµ,ξ)) = b− εΓ(µ, ξ) + o(ε) ε→ 0
where
b :=
2
n
∫
Rn
z2
#
0 = f0(z) ∀ z ∈ Z
and
Γ(µ, ξ) =
1
2#
∫
Rn
K(y)z2
#
µ,ξ(y) dy =
1
p+ 1
∫
Rn
K(µζ + ξ)zp+10 (ζ) dζ.
Thanks to [3, Theorem 2.1 and Remark 2.2], if Γ satisfies
Γ has an isolated set of critical points C such that deg(Γ′,Ω, 0) 6= 0,(A)
where Ω is an open bounded neighbourhood of C,
then for ε small enough, the functional fε has a critical point uε such that uε approaches
the critical manifold Z as ε→ 0 . Since Γ has the same form as in [3], we can repeat one
of the arguments of Section 3 of [3] to handle with one of the possible cases which have
been treated there. Here we state just one result for the sake of brevity and remark that
also the other results of [3] can be generalized to our problem.
Lemma 1.2. Assume that K satisfies
(K1)

(K1.a) ∃ ρ > 0 : 〈K ′(y), y〉 < 0 ∀ |y| ≥ ρ,
(K1.b) 〈K ′(·), ·〉 ∈ L1(Rn) and
∫
Rn
〈K ′(y), y〉 dy < 0,
(K1.c) K ∈ L∞(Rn) ∩ C1(Rn)
(K1.d) K has finitely many critical points
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and that
∀ ξ ∈ Crit (K) ∃β ∈]1, n[ and aj ∈ C(R
n) with A˜ξ :=
∑
aj(ξ) 6= 0 and(K2)
such that K(y) = K(η) +
∑
aj |y − η|
β + o(|y − η|β) as y → η ∀ η
locally near ξ. Moreover there results∑
A˜ξ<0
degloc(K
′, ξ) 6= (−1)n.
Then for any ε > 0 small, fε has a critical point uε ∈ D
2,2(Rn) near Z ; in particular
uε is a solution of (1.5).
1.2. Positivity. Now, following the techniques by Van Der Vorst [25] as in [17], we prove
that uε is strictly positive for ε sufficiently small, so that it is solution of problem (1.4).
In order to prove uε > 0 we come back to S
n and write problem (1.5) in the form
Png0vε = (1 + εK̂)|vε|
2#−2vε, (1.7)
where vε = Φ(uε) and K̂ = K ◦π . We recall that the volume element with respect to g0
is
dVg0 = |g0|
1
2 dy =
[
2
n−4
2
Cn
] 2n
n−4
z2
#
0 dy
and observe that the solutions uε of (1.5) given by the previous lemma approach some
z¯ ∈ Crit (Γ) or some isolated set of critical points of Γ included in Z . For simplicity,
let us assume that uε converges to z0 in E , hence vε = Φ(uε) converges in H
2(Sn) to
some positive constant c¯n satisfying c¯
2#−2
n = dn . In particular, thanks to the Sobolev
inequality, vε converges to c¯n in L
2#(Sn) and in measure.
Lemma 1.3. vε is bounded in L
∞(Sn) .
Proof. Let us set
Ωε = {x ∈ S
n : |vε(x)| < 2c¯n}.
Since vε converges to c¯n in measure, the limit of |S
n \Ωε| as ε goes to 0 is 0 . Now,
after noting that
Png0v = L
2
g0
v − v
where Lg0v = −∆g0v +
cn
2 v , we can write (1.7) as
L2g0vε = qε|vε|
2#−2vε + gε
where
qε(x) =
(
1 + εK̂(x) +
1
|vε(x)|2
#−2
)
χ
Sn \Ωε(x)
gε(x) = [(1 + εK̂(x))|vε(x)|
2#−2 + 1]vε(x)χΩε(x).
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Remark that, since on Sn \Ωε vε is far away from 0, qε is bounded in L
∞ . Moreover
one has
‖qε|vε|
2#−2‖
n
4
L
n
4
=
∫
Sn \Ωε
(
1 + εK̂ +
1
|vε|2
#−2
)n
4
|vε|
2# dVg0 −→
ε→0
0 (1.8)
and
‖gε‖L∞ < const <∞ ∀ ε > 0. (1.9)
We now use the following proposition which is proved in [17] using the techniques of [25].
Proposition 1.4. Let p ∈ [1, 2# − 1] , q ∈ L∞(Sn) , and g ∈ L∞(Sn) . Suppose that
v ∈ H2(Sn) is a weak solution of the equation
L2g0v = q|v|
p−1v + g, in Sn.
Then, for any s > pn/4 , there exists a positive constant δn depending only on n , and
a positive constant C depending on n , s , and ‖q‖L∞ , with the following properties. If
q|v|p−1 ∈ L
n
4 (Sn) and ‖q|v|p−1‖
L
n
4
≤ δn , then v ∈ L
∞(Sn) and its L∞ norm can be
estimated as
‖v‖L∞ ≤ C(‖g‖Ls + ‖g‖
p
Ls).
Proof of Lemma 1.3 completed. Taking p = 2# − 1 , in view of (1.8) and (1.9) we
can apply the previous proposition and deduce that {vε}ε>0 is bounded in L
∞(Sn) with
a positive constant not depending on ε .
Let us write (1.7) in the form
L2g0vε = bεvε, (1.10)
where
bε = (1 + εK̂)|vε|
2#−2 + 1,
or in the equivalent form
L2g0(vε − c¯n) = bε(vε − c¯n) + c¯n
(
bε −
c2n
4
)
. (1.11)
Owing to the convergence of vε to c¯n and the boundness of {vε} in L
∞(Sn) , by domi-
nated convergence there results that bε → c¯
2#−2
n + 1 =
c2n
4 in L
s for any 1 ≤ s <∞ .
We set, for ε0 > 0 ,
Ωε0 = {x ∈ S
n : |vε(x)− c¯n| < δ for ε ≤ ε0}.
Since vε → c¯n in measure, one has
|Sn \Ωε0 | −→ 0, as ε0 → 0.
Let us write problem (1.11) in the form
L2g0(vε − c¯n) = qε(vε − c¯n) + wε
8
where
qε = bεχSn \Ωε0 and
wε = bε(vε − c¯n)χΩε0 + c¯n
(
bε −
c2n
4
)
.
From Lemma 1.3, there exists c1(n) > 0 such that
‖qε‖L∞ ≤ c1(n), ‖wε‖L∞ ≤ c1(n), ‖qε‖L
n
4
≤ c1(n)|S
n \Ωε0 |
4
n .
Using now Proposition 1.4 with p = 1 , q = qε , g = wε and s >
n
4
, we obtain that there
exists a positive constant c2(n) and ε1 > 0 small enough such that for any ε ≤ ε1
‖vε − c¯n‖∞ ≤ c2(n)‖wε‖Ls . (1.12)
Since bε →
c2n
4
in Ls(Sn) , by definition of Ωε0 , it is clear that there exists ε2 such that
for any ε ≤ ε2
‖wε‖Ls ≤ c3δ (1.13)
for some positive constant c3 independent of δ and ε . Since δ can be chosen arbitrarily
small, from (1.12) and (1.13) we have that, for ε small, vε is closed in the uniform norm
to a positive number; in particular vε (and so uε ) is positive.
Theorem 1.5. If K satisfy (K1-2). Then for ε small (1.4) admits at least one positive
solution.
Proof. From Lemma 1.2 fε has a critical point uε ∈ E solving (1.5). The preceding
arguments imply that uε is positive and hence it is a solution of (1.4), too.
1.3. Other results. In this subsection we discuss some results which are the counterpart
of those of [3, Sections 4,5,6]. For the sake of brevity, we will state here only some specific
results. The proofs are easily obtained, as before, extending all the arguments of [3] to our
setting. Of course, the positivity of the solutions has to be proved by means of the Van
Der Vorst techniques, as carried out in the preceding subsection.
Theorem 1.6. Let K satisfy
(K3)

K ∈ L∞(Rn) ∩ C1(Rn),
K(y) = K(r), r = |y|,
r−αK(r) ∈ L1([0,∞), rn−1 dr) for some α < n
and K(0) = 0 , K 6≡ 0 . Then for |ε| small, (1.4) has a positive radial solution uε ∈ D
2,2 .
Theorem 1.7.
• Let h satisfy
(h1.a) h ∈ C2(Rn) ∩ L∞(Rn)
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and h 6≡ 0 . Then for |ε| small
∆2u = εh(y)u+ up, y ∈ Rn, n > 8 (1.14)
has a positive solution uε ∈ D
2,2(Rn) . Furthermore, if ∃ ξ1, ξ2 ∈ R
n such that
h(ξ1) > 0 , h(ξ2) < 0 , then for |ε| small (1.14) has at least two distinct positive
solutions.
• Let h ∈ L1(Rn) ∩ L∞(Rn) with
∫
Rn
h 6= 0 . Then for |ε| small
∆2u = εh(y)u+ up, y ∈ Rn, n ≥ 5
has a positive solution uε ∈ D
2,2(Rn) .
Theorem 1.8. Let us assume n ≥ 5 , 1 < q < p , and h ∈ L1(Rn) ∩ L∞(Rn) , h 6≡ 0 .
Then for |ε| small enough problem
∆2u = εh(y)uq + up, y ∈ Rn, 1 < q < p =
n+ 4
n− 4
(1.15)
has a positive solution in D2,2(Rn) .
2. The non-perturbative case
In order to treat the non-perturbative case we follow the procedure that Y. Y. Li has used
for the scalar curvature problem in [21]. The present section is divided in three parts; in
the first we make a blow up analysis for (P ) and prove that only simple isolated blow up
points can occur. Then we show that under some flatness assumption there are not blow
up points and finally we make a homotopy in order to pass from the perturbative case to
the non perturbative one.
2.1. Blow up points have to be simple isolated. We are interested in the family of
problems
Png0v =
n− 4
2
Q̂i(x)v
p, v > 0, on Sn. (2.1)i
If vi is a solution of (2.1)i then ui(y) = ϕ(y)vi(π
−1(y)) is a solution of
∆2u =
n− 4
2
Qi(y)u
p, u > 0, in Rn, (2.2)i
where ϕ is given by (1.2) and Qi = Q̂i ◦ π
−1 . The question is what happens to ui when
i → ∞ . For the reader’s convenience here we report the definition of blow up point that
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one can find in [18]. Let B2 = {y ∈ R
n : |y| < 2} and Qi be a sequence of C
1(B2)
functions such that
1
A1
≤ Qi(y) ≤ A1 ∀ i, ∀ y ∈ B2, for some A1 > 0 (2.3)
and consider the equations
∆2u =
n− 4
2
Qi(y)u
p, u > 0, −∆u > 0, y ∈ B2. (2.4)i
Definition 2.1. Let {ui}i be a sequence of solutions of (2.4)i . A point y¯ ∈ B2 is
called a blow up point of {ui}i if there exists a sequence {yi}i converging to y¯ such that
ui(yi)→∞ .
In the sequel, if y¯ is a blow up point for {ui}i , writing yi → y¯ we mean that yi are
local maxima of ui and ui(yi)→ +∞ as i→ +∞ .
Definition 2.2. A blow up point y¯ is said to be an isolated blow up point of {ui}i if
there exist r¯ ∈ (0, dist (y¯, ∂B2)) , c¯ > 0 and a sequence {yi} converging to y¯ such that
yi is a local maximum of ui , ui(yi)→∞ and
ui(y) ≤ c¯|y − yi|
− 4
p−1 ∀ y ∈ Br¯(yi).
Definition 2.3. An isolated blow up point y¯ ∈ B2 of {ui}i is said to be an isolated
simple blow up point of {ui}i if there exists some positive ρ independent of i such that
w¯i(r) =
r
4
p−1
|∂Br|
∫
∂Br
ui r > 0
has precisely one critical point in (0, ρ) for large i .
Suppose that there exist {
β ≥ 2, β ∈ (n− 4, n),
A1, L1, L2 > 0,
such that
Qi ∈ C
[β]−1,1
loc (B2) and
1
A1
≤ Qi ≤ A1 in B2;(Q1)
‖∇Qi‖C0(Ωi) ≤ L1 and(Q2)
|∇sQi(y)| ≤ L2|∇Qi(y)|
β−s
β−1 ∀ 2 ≤ s ≤ [β], ∀ y ∈ Ωi : ∇Qi(y) 6= 0,
where Ωi is a neighbourhood of the set of critical points of Qi .
In the sequel c1, c2, . . . will denote positive constants which may vary from formula to
formula and which may depend only on ρ, A1, L1, L2, n . The following two lemmas are
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proved in the Appendix following the scheme of Lemma 2.6 and 2.8 in [21] and using some
results of [18].
Lemma 2.4. Assume that (Q1-2) hold in B2 . Let ui satisfy (2.4)i and suppose that
y¯ (yi → y¯) is an isolated simple blow up point. We have that
|∇Qi(yi)| ≤ c1u
−2
i (yi) + c2u
− 2
n−4
(
β−[β]
β−1 +[β]−1
)
i (yi).
Lemma 2.5. Under the same assumptions as in Lemma 2.4 and for all 0 < σ < 1 we
get:
for β = 2∣∣∣∣∣
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i
∣∣∣∣∣ ≤ cu− 4n−4i (yi) + o
(
∇Qi(yi)u
− 2
n−4
i (yi)
)
and for β > 2∣∣∣∣∣
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i
∣∣∣∣∣ ≤ c1|∇Qi(yi)|u− 2n−4i (yi) + c2u− 2n−4
(
[β]+
β−[β]
β−1
)
i (yi).
Thanks to the previous lemmas, we obtain a corollary, which is the analogous of Corol-
lary 2.1 of [21].
Corollary 2.6. Assume (Q1-2). Let ui satisfy (2.4)i and suppose that yi → 0 is an
isolated simple blow up point. Then for any 0 < σ < 1 we have that
lim
i→∞
u2i (yi)
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i = 0.
Proof. Owing to Lemma 2.4 and Lemma 2.5 we have that∣∣∣∣∣u2i (yi)
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i
∣∣∣∣∣
≤ c1u
2− 2
n−4
i (yi)
[
c2u
−2
i (yi) + c3u
− 2
n−4
(
[β]−1+
β−[β]
β−1
)
i (yi)
]
= c4u
− 2
n−4
i (yi) + c5u
2− 2
n−4
(
[β]+
β−[β]
β−1
)
i (yi).
Remark that [β] + β−[β]β−1 > n− 4 to obtain the statement.
Corollary 2.6 can be used to prove that, in our hypotheses, blow up points for equation
(2.4)i have to be isolated simple blow up points. In particular, note that we can prove
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the same results of [18, Proposition 2.19 and 3.2] (where (Q2) was not required) for any
n ≥ 5 .
Theorem 2.7. In the same assumptions of Lemma 2.4, blow up points for equation
(2.4)i are isolated simple and finite.
Sketch of the proof.
Step 1. Any isolated blow up point has to be isolated simple. We can
proceed as in [18, Proposition 2.19]. To prove that any isolated blow up point y¯ for
{ui}i has to be simple, in [18, Proposition 2.19] it is shown that the function w¯i given
by Definition 2.3 has precisely one critical point in (0, Riu
−(p−1)/4
i ) (for a suitable Ri →
+∞ ). By contradiction suppose that y¯ is not simple and let µi ≥ Riu
− p−14
i be the second
critical point of w¯i . Assume yi = 0 and set ξ(y) = µ
4/(p−1)
i ui(µiy) , |y| ≤ 1/µi . ξi
satisfies 
∆2ξi(y) = Qi(µiy)ξi(y)
p, |y| <
1
µi
|y|
4
p−1 ξi(y) ≤ const, |y| <
1
µi
lim
i
ξi(0) = +∞.
(2.5)
In [18] it is proved that 0 is an isolated simple blow up point for equation (2.5) and that
ξi(0)ξ(y) −→ h(y) = a|y|
4−n + b(y) in C4loc(R
n \ 0)
for some biharmonic function b and for some constant a > 0 . Then it is shown that
setting
B(r, y, h,∇h,∇2h,∇3h) = −
n− 2
2
∆h
∂h
∂ν
−
r
2
|∆h|2 +
n− 4
2
h
∂
∂ν
(∆h)
+ 〈y,∇h〉
∂
∂ν
(∆h)−∆h
∑
i
yi
∂
∂ν
hi. (2.6)
one has
0 >
∫
∂Bσ
B(σ, y, h,∇h,∇2h,∇3h) ≥ lim
i
ξi(0)
2 n− 4
2(p+ 1)
∑
j
∫
Bσ
yj
∂Qi(µi·)
∂yj
ξp+1i . (2.7)
Only at this point of the proof of [18] the fact that n = 5, 6 is used to conclude that the
last term of the previous inequality is 0 thus finding a contradiction. However, in our case
it works for every n ≥ 5 thanks to Corollary 2.6.
Step 2. Blow up points have to be isolated. We observe that, using Corollary
2.6 again, we are able to extend [18, Proposition 3.2] which states that for any p, q ∈ Sn
blow up points of (2.4)i one has
|p− q| ≥ δ∗ (2.8)
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under flatness condition. Hence the number of blow up points is finite. (2.8) and [18,
Proposition 3.1, statement (3)] show that the blow up points are indeed isolated. Therefore
we get the thesis of the theorem.
2.2. Blow up analysis under flatness assumption. The following theorem ensures
that under our hypotheses there is at most one isolated simple blow up point. We prove
it following the scheme of the proof of [21, Theorem 4.2].
Theorem 2.8. Suppose that {Q̂i}i∈N ⊂ C
1(Sn) with uniform C1 modulo of continuity
and
1
A2
≤ Q̂i(q) ≤ A2 ∀ q ∈ S
n.
Suppose also that there exists β ∈ (n− 4, n), β ≥ 2 such that
(∗)β
{
Q̂i ∈ C
[β]−1,1(Ωd,i), ‖∇g0Q̂i‖C0(Ωd,i) ≤ L1,
|∇sg0Q̂i(y)| ≤ L2|∇g0Q̂i(y)|
β−s
β−1 ∀ 2 ≤ s ≤ [β], y ∈ Ωd,i, ∇goQ̂i(y) 6= 0,
where
Ωd,i = {q ∈ S
n : |∇g0Q̂i(q)| < d}.
Let vi be solutions of (2.1)i . Then, after passing to a subsequence, either {vi}i stays
bounded in L∞(Ω) (and hence in C4,α(Sn), 0 < α < 1 ) or {vi} has precisely one isolated
simple blow up point.
Proof. Owing to Theorem 2.7, any blow up point has to be simple isolated. Suppose by
contradiction that {vi}i has two distinct simple isolated blow up points q
1 6= q2 and let
q1i , q
2
i be local maxima of vi with
q1i → q
1 and q2i → q
2.
We may assume that q2 6= −q1 without loss of generality. We make a stereographic
projection with q1i as the south pole. Note that if q is a blow up point for {vi}i then
π(q) is a blow up point for {ui}i = {vi ◦ π
−1}i . In the stereographic coordinates q
1
i = 0
and we still use q2 , q2i to denote the stereographic coordinates of q
2 , q2i ∈ S
n . Then
we get equation (2.2)i . It is easy to see that {Qi}i satisfies (Q2) for some constants L1
and L2 in some open set of R
n containing 0 and q2 . Then an application of Lemma
2.4 yields ∇Qi(q
1,2
i )→ 0 .
(2.8) implies that the number of blow up points is bounded by some constant inde-
pendent of i . Therefore we can argue as in the sketch of the proof of Theorem 2.7 and see
that there exist some finite set S ⊆ Rn , 0, q2 ∈ S , some constants a, A > 0 and some
function h(y) ∈ C4(Rn \ S) such that
lim
i
ui(0)ui(y) = h(y) in C
4
loc(R
n \ S), (2.9)
h(y) = a|y|4−n +A+ o(|y|), for y ∼ 0.
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Corollary 2.6 implies that for any 0 < σ < 1
lim
i
ui(0)
2
∫
Bσ
y · ∇Qiu
p+1
i = 0. (2.10)
Corollary 4.2 (part (ii)) in [18] yields
lim
r→0
∫
∂Br
B(r, y, h,∇h,∇2h,∇3h) = −(n − 4)2(n− 2)|Sn−1| < 0 (2.11)
where B is defined in (2.6). On the other side, using the Pohozaev type arguments one
finds, see [18, Proposition 4.1],
∫
∂Bσ
B(σ, y, ui,∇ui,∇
2ui,∇
3ui) =
n− 4
2(p+ 1)
∫
Bσ
y · ∇Qi(y)u
p+1
i
− σ
n− 4
2(p+ 1)
∫
∂Bσ
Qiu
p+1
i . (2.12)
Recall now that from [18, Proposition 2.9]
C−1
|y − yi|
4−n
ui(yi)
≤ ui(y) ≤ C
|y − yi|
4−n
ui(yi)
for Riu
− p−14
i (yi) ≤ |y − yi| ≤ 1 (2.13)
for a positive constant C and for any Ri →∞ (up to a subsequence). Multiplying (2.12)
by ui(0)
2 , using (2.9) and noting that from (2.13)
∫
∂Bσ
Qiu
p+1
i ≤ cu
−p−1
i (yi) −→
i→∞
0
we get
∫
∂Bσ
B(σ, y, h,∇h,∇2h,∇3h) = lim
i
ui(0)
2
∫
∂Bσ
B(σ, y, ui,∇ui,∇
2ui,∇
3ui)
= lim
i
ui(0)
2 n− 4
2(p+ 1)
∑
j
∫
Bσ
yj
∂Qi
∂yj
up+1i .
From (2.11) we know that, for σ small enough, the first integral in the above formula
is strictly less than 0, whereas (2.10) implies that the last term above is 0, which is a
contradiction.
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We will now prove that if a point q0 ∈ S
n satisfies the following condition
(∗∗)β

∃ ε0 > 0 : Q̂i ∈ C
[β]−1,1(Bε0(q0)) and
Q̂i(q0) ≥
1
A2
for some positive constant A2
Q̂i(y) = Q̂i(q0) +
n∑
j=1
aj |yj|
β +Ri(y), |y| ≤ ε0,
where aj = aj(q0) 6= 0,
n∑
j=1
aj 6= 0,
y is some geodesic normal coordinate system centered at q0,
Ri(y) ∈ C
[β]−1,1 near 0 and
lim
|y|→0
∑
0≤s≤[β]
|∇sRi(y)||y|
−β+s = 0 uniformly for i,
then the form of Q̂i near q0 prevents blow up from happening there. The following
theorem is the analogous of [21, Corollary 4.2].
Theorem 2.9. Suppose {Q̂i}i ⊆ C
1(Sn) with uniform C1 modulo of continuity and
satisfies for some q0 ∈ S
n condition (∗∗)β . Let vi be positive solutions of (P ) with
Q̂ = Q̂i . If q0 is an isolated simple blow up point of vi , then vi has to have at least
another blow up point.
Remark 2.10. Note that (∗∗)β implies that {Qi}i = {Q̂i ◦ π
−1}i satisfies (Q2). See
[21, Remark 0.3].
Proof of Theorem 2.9. Let us argue by contradiction. Suppose that vi has no other
blow up points. Let us take q0 as the south pole and make stereographic projection on
R
n , so that our equation becomes∆2ui =
n− 4
2
Qi(y)ui(y)
n+4
n−4 in Rn,
ui > 0 in R
n,
(2.14)
where ui(y) = ϕ(y)vi(π
−1(y)). Let yi be the local maximum of ui and such that yi → 0 .
It follows from Lemma 2.4 that
|∇Qi(yi)| = O
(
u−2i (yi) + u
− 2
n−4
(
[β]−1+
β−[β]
β−1
)
i (yi)
)
.
Multiply equation (2.14) by ∇ui ; it is easy to check by integration by parts that∫
Rn
∆2ui∇ui = 0.
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Then we obtain ∫
Rn
Qiu
n+4
n−4
i ∇ui = 0.
Another integration by parts yields
0 =
∫
Rn
Qiu
n+4
n−4
i ∇ui = −
n − 4
2n
∫
Rn
u
2n
n−4
i ∇Qi. (2.15)
Since we have assumed that vi has no other blow up point but q0 , the Harnack inequality
and (2.13) yield that
vi(q) ∼ (max
Sn
vi)
−1 for q away from q0,
and this implies that for |y| ≥ ε > 0 ui(y) ≤ c(ε)|y|
4−nu−1i (yi) .
Therefore for ε > 0 small from (2.15) we obtain∣∣∣∣∫
Bε
∇Qi(y + yi)u
2n
n−4
i (y + yi) dx
∣∣∣∣ ≤ ∣∣∣∣∫
Rn
∇Qi(y + yi)u
2n
n−4
i (y + yi) dx
∣∣∣∣
+
∣∣∣∣∣
∫
Rn \Bε
∇Qi(y + yi)u
2n
n−4
i (y + yi) dx
∣∣∣∣∣ ≤ C(ε)u− 2nn−4i (yi). (2.16)
Let us set T (β)(y) =
∑n
j aj |yj|
β . Using (∗∗)β (2.16) becomes∣∣∣∣∫
Bε
[∇T (β)(y + yi) +∇Ri(y + yi)]u
2n
n−4
i (y + yi) dx
∣∣∣∣ ≤ C(ε)u− 2nn−4i (yi). (2.17)
Since
|∇Ri(y)|
|∇T (β)(y)|
≤ c
|∇Ri(y)|
|y|β−1
−→
y→0
0 uniformly in i,
from (2.17) we deduce∣∣∣∣∫
Bε
{
∇T (β)(y + yi) + oε(1)|∇T
(β)(y + yi)|
}
u
2n
n−4
i (y + yi)
∣∣∣∣ ≤ C(ε)u− 2nn−4i (yi)
where oε(1) stays for something going to 0 as ε → 0 uniformly in i . Multiplying the
above by u
2
n−4 (β−1)
i (yi) , noting that ∇T
(β)(λy) = λβ−1∇T (β)(y) for any λ > 0 , and
setting
ξi := u
2
n−4
i (yi)yi
Ai =
∫
Bε
{
∇T (β)
(
u
2
n−4
i (yi)y + ξi
)
+ oε(1)
∣∣∣∣∇T (β)(u 2n−4i (yi)y + ξi)∣∣∣∣ }u 2nn−4i (y + yi),
we get
|Ai| ≤ C(ε)u
2
n−4 (β−1−n)
i (yi). (2.18)
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We now want to prove that {ξi}i is bounded. By contradiction, suppose that ξi →
i→∞
∞
along a subsequence. Let us set
Ii =
∫
|y|≤Riu
− 2
n−4
i
(yi)
{
∇T (β)
(
u
2
n−4
i (yi)y + ξi
)
+ oε(1)
∣∣∣∣∇T (β)(u 2n−4i (yi)y + ξi)∣∣∣∣}u 2nn−4i (y + yi)
and
Ji =
∫
Riu
− 2
n−4
i
(yi)≤|y|≤ε
{
∇T (β)
(
u
2
n−4
i (yi)y + ξi
)
+ oε(1)
∣∣∣∣∇T (β)(u 2n−4i (yi)y + ξi)∣∣∣∣ }u 2nn−4i (y + yi).
Making the change of variable z = u
2
n−4
i (yi)y and using (4.7) of Appendix we get
|Ii| ∼ c
∣∣∣∣∣
∫
|z|≤Ri
(z + ξi)|z + ξi|
β−2
(
u−1i (yi)ui
(
u
− 2
n−4
i (yi)z + yi
)) 2nn−4 ∣∣∣∣∣ ∼ |ξi|β−1 (2.19)
and
|Ji| ≤ c
∣∣∣∣∣
∫
Riu
− 2
n−4
i
(yi)≤|y|≤ε
{
|u
2
n−4
i (yi)y|
β−1 + |ξi|
β−1
}
ui(y + yi)
2n
n−4
∣∣∣∣∣ .
Here and in the sequel we need the following estimate which one can find in [18, Lemma
2.17]: in the assumptions of Lemma 2.4 and for any sequence Ri → +∞ one has that (up
to a subsequence)
∫
Bri
|y − yi|
sup+1i = O
(
u
− 2s
n−4
i (yi)
)
∫
B1 \Bri
|y − yi|
sup+1i ≤ o
(
u
− 2s
n−4
i (yi)
) − n < s < n (2.20)s
for some positive constant c , where ri = Riu
− p−14
i (yi) . The second of (2.20)s with
s = β − 1 gives
|Ji| ≤ o
(
u
2(β−1)
n−4 −
2
n−4 (β−1)
i (yi)
)
+ |ξi|
β−1o(1) ≤ o(1)|ξi|
β−1. (2.21)
Putting together (2.18), (2.19), and (2.21) we find
C(ε)u
2
n−4 (β−1−n)
i (yi) ≥ |Ai| ≥ |Ii| − |Ji| ≥ |ξi|
β−1(1− o(1)) ∼ |ξi|
β−1.
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Then
|ξi| ≤ c(ε)u
2
n−4 (1−
n
β−1 )
i (yi) ≤ c
for some positive c , which is a contradiction. Then
|yi| = u
− 2
n−4
i (yi)|ξi| = O
(
u
− 2
n−4
i (yi)
)
. (2.22)
Writing (2.12) in Rn for equation (2.14) we have that
n− 4
2(p+ 1)
∫
Rn
y · ∇Qi(y)u
p+1
i = 0.
Using (2.15), we get ∫
Rn
y · ∇Qi(y + yi)u
2n
n−4
i (y + yi) = 0
so that for any ε > 0 small we have∣∣∣∣∫
Bε
y · ∇Qi(y + yi)u
2n
n−4
i (y + yi)
∣∣∣∣ ≤ c(ε)u− 2nn−4i (yi).
Therefore (2.20)s with s = β and s = 1 and (∗∗)β yield∫
Bε
y · ∇T (β)(y + yi)u
2n
n−4
i (y + yi)
≤ c(ε)u
− 2n
n−4
i (yi) + oε(1)
∫
Bε
|y||y + yi|
β−1u
2n
n−4
i (y + yi)
≤ c(ε)u
− 2n
n−4
i (yi) + oε(1)
∫
Bε
{|y|β + |y||yi|
β−1}u
2n
n−4
i (y + yi)
≤ c(ε)u
− 2n
n−4 (yi)
i + oε(1)u
− 2β
n−4
i (yi) + oε(1)|yi|
β−1u
− 2
n−4
i (yi).
Multiplying the above by u
2β
n−4
i (yi) and using (2.22) we have that
lim
i→∞
u
2β
n−4
i (yi)
∣∣∣∣∫
Bε
y · ∇T (β)(y + yi)u
2n
n−4
i (y + yi) dy
∣∣∣∣ ≤ oε(1). (2.23)
Moreover (2.20)s with s = β and s = 1 and (2.22) yield
u
2β
n−4
i (yi)
∣∣∣∣∣
∫
Riu
−
2
n−4
i
(yi)≤|y|≤ε
y · ∇T (β)(y + yi)u
2n
n−4
i (y + yi) dy
∣∣∣∣∣
≤ cu
2β
n−4
i (yi)
{∫
Riu
−
2
n−4
i
(yi)≤|y|≤ε
(|y|β + |y||yi|
β−1)u
2n
n−4
i (y + yi) dy
}
−→
i→∞
0. (2.24)
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Set ξ := limi→∞ u
2
n−4
i (yi)yi (see (2.22)). Making the change of variable y = u
− 2
n−4
i (yi)z
and using (2.23-24) we get∣∣∣∣∣
∫
|z|≤Ri
z · ∇T (β)(z + ξi)
[
u−1i (yi)ui
(
u
− 2
n−4
i z + yi
)] 2n
n−4
dz
∣∣∣∣∣ = oε(1) + o(1).
Thanks to (4.7) of Appendix we have that
u−1i (yi)ui
(
u
− 2
n−4
i z + yi
)
−→
i→∞
(1 + k|z|2)−n uniformly
where k2 = limi→∞[2n(n− 2)(n+ 2)]
−1Qi(yi) . Therefore letting i→∞ we get∣∣∣∣∫
Rn
z · ∇T (β)(z + ξ)(1 + k|z|2)−n dz
∣∣∣∣ = oε(1).
Hence we have that ∫
Rn
z · ∇T (β)(z + ξ)(1 + k|z|2)−n dz = 0. (2.25)
Using (2.15) and arguing as before we have∫
Rn
∇T (β)(z + ξ)(1 + k|z|2)−n dz = 0. (2.26)
Using (2.25-26) and noting that T (β)(x) = 1βx · ∇T
(β)(x) , we deduce
∫
Rn
T (β)(z+ξ)(1+k|z|2)−n dz = β−1
∫
Rn
(z+ξ) ·∇T (β)(z+ξ)(1+k|z|2)−n dz = 0. (2.27)
For any ϑ ∈ Rn we have that∫
Rn
∂
∂yj
T (β)(y + ϑ)(1 + k|y|2)−n dy = βaj
∫
Rn
|yj + ϑj |
β−2(yj + ϑj)(1 + k|y|
2)−n dy.
It is easy to prove that the last integral is 0 if and only if ϑj = 0 , so that∫
Rn
∇T (β)(y + ϑ)(1 + k|y|2)−n dy = 0 if and only if ϑ = 0. (2.28)
Then (2.28) and (2.26) yield ξ = 0 and so from (2.27) we get∫
Rn
T (β)(y)(1 + k|y|2)−n dy = 0.
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On the other hand∫
Rn
T (β)(y)(1 + k|y|2)−n dy =
n∑
j=1
∫
Rn
aj|yj |
β(1 + k|y|2)−n dy
=
 n∑
j=1
aj
∫
Rn
|y1|
β(1 + k|y|2)−n dy 6= 0
which gives a contradiction.
Remark 2.11. We can prove the same result of the previous theorem with the assump-
tions  Q̂i ∈ C
[β]−1,1(Bε0(q0)), Q̂i(q0) ≥
1
A2
,
Q̂i(y) = Q̂i(0) + T
(β)
i (y) +Ri(y) for |y| ≤ ε0,
where y is some geodesic normal coordinates centered at q0 ,
T
(β)
i (λy) = λ
βT
(β)
i (y) ∀λ > 0, y ∈ R
n,
[β]∑
s=0
|∇sRi(y)||y|
−β+s−→
y→0
0 uniformly for i,
T
(β)
i → T
(β) in C1(Sn−1) and there exists a positive constant A3 such that
A3|y|
β−1 ≤ |∇T (β)(y)|, |y| ≤ ε0,(∫ n
R
∇T (β)(yξ)(1 + |y|2)−n dy∫ n
R
T (β)(yξ)(1 + |y|2)−n dy
)
6= 0 ∀ ξ ∈ Rn.
Theorems 2.8 and 2.9 easily imply the following result.
Theorem 2.12. For n ≥ 5 , suppose that Q̂ ∈ C1(Sn) is some positive function such
that for any critical point q0 there exists some real number β = β(q0) with β ≥ 2 and
β ∈ (n− 4, n) such that in some geodesic normal coordinate system centered at q0
Q̂(y) = Q̂(q0) +
n∑
j=1
aj |yj|
β +R(y) (2.29)
where aj = aj(q0) 6= 0 ,
∑
aj 6= 0 , R(y) ∈ C
[β]−1,1 near 0 and
[β]∑
s=0
|∇sQ̂(y)||y|−β+s = o(1) as y → 0.
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Then for any ε > 0 there exists a positive constant C(Q, n, ε) such that for all ε ≤ µ ≤ 1
any positive solution v of (P ) with Q̂ replaced by
Q̂t = tQ̂+ (1− t)
(n2 − 4)n
8
satisfies
C(Q, n, ε)−1 ≤ v(q) ≤ c(Q, n, ε), ∀ q ∈ Sn.
The following result is an existence theorem (which is the analogous of [21, Theorem 0.1])
which we will prove by making a homotopy which reduces the problem to the perturbative
case.
2.3. A homotopy argument. We are able now to build a homotopy which allows us
to pass from the perturbative case to the non-perturbative one.
Theorem 2.13. For n ≥ 5 , suppose that Q̂ satisfies the assumptions of Theorem 2.12
and that ∑
∇g0
Q̂(q0)=0∑
n
j=1
aj(q0)<0
(−1)i(q0) 6= (−1)n
where
i(q0) = #{aj(q0) : ∇g0Q̂(q0) = 0, aj(q0) < 0, 1 ≤ j ≤ n}.
Then (P) has at least one C4 positive solution.
Proof. Let us consider Q̂t = tQ̂+ (1− t)(n
2 − 4)n/8 and the associated problemsPng0v =
n− 4
2
Q̂tv
n+4
n−4
u > 0
on Sn. (Pt)
Let vt be solutions of (Pt) , 0 ≤ t ≤ 1 . It follows from Theorem 2.8 that after passing to
a subsequence either {vt}0≤t≤1 is bounded in L
∞(Sn) (and consequently in C4,α(Sn) ,
0 < α < 1 ) or {vt}0≤t≤1 has precisely one isolated simple blow up point. Lemma 1.2
and Theorem 1.5 imply that for any δ > 0 we have solutions corresponding to Q̂ε for ε
small in the δ− neighbourhood (H2(Sn)− topology) of Z0 , where Z0 is the set of the
solutions of (P0)
Png0v =
(n− 4)(n2 − 4)n
16
v
n+4
n−4 , (P0)
i.e. up to a constant Z0 is the critical manifold Z of Section 1.
Let us fix ε > 0 and consider solutions of (Pt) for ε ≤ t ≤ 1 . Lemma 2.4 implies
that solutions can blow up only at a precisely one of the critical points of Q . Theorem
2.12 implies that for ε ≤ t ≤ 1 any solution of (Pt) v satisfies
C−1 ≤ v(x) ≤ C ∀x ∈ Sn
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for some positive constant C = C(Q, ε, n) , and then all the solutions of (Pt) for ε ≤ t ≤ 1
are in a compact set of the space
C4,α(Sn)+ = {w ∈ C
4,α(Sn) : w > 0 on Sn}.
Then we can find some bounded open subset of C4,α(Sn)+ denoted by Oε which contains
all positive solutions of (Pt) for ε ≤ t ≤ 1 . Thanks to the homotopy invariance of the
Leray-Schauder degree we have
degC4,α(Sn)+
(
v − (Png0)
−1
(
n− 4
2
Q̂v
n+4
n−4
)
,Oε, 0
)
= degC4,α(Sn)+
(
v − (Png0)
−1
(
n− 4
2
Q̂εv
n+4
n−4
)
,Oε, 0
)
.
Arguing as in [11, 17, 21], one can prove that the right-hand side is equal to
∑
∇g0
Q̂(q0)=0∑
n
j=1
aj(q0)<0
(−1)i(q0) − (−1)n
thus getting the conclusion.
Remark 2.14. Let us point out the main differences between the above results and the
results of [18]. In [18] Q̂ is supposed to be a Morse function satisfying a non-degeneracy
condition (namely ∆g0Q̂(x) 6= 0 whenever ∇Q̂(x) = 0 ); no flatness condition is required.
Under these assumptions when n = 5 no blow up occurs. Instead the case n = 6 can
present multiple blow up points. Making some more assumptions on Q̂ and after a more
precise description of the blow up scheme, an existence results when n = 6 is stated in
[18, Theorem 1.9]. In our case, the flatness assumption allows us to prove that there are
no multiple blow up, thus getting compactness and allowing the homotopy argument for
any n ≥ 5 .
3. The symmetric case
We now consider the case in which the prescribed curvature is invariant under the action
of a group Σ ⊂ O(n + 1) . Let us start from the perturbative case. Suppose that K̂
is Σ− invariant. In this case we can argue as in [5] to find critical points of fε and as
in Section 1 (Van der Vorst techniques) to prove the positivity of such critical points so
that we get exactly the analogous results of Theorem 5.1, 5.3, 5.4, 6.1, and 6.4 of [5]. In
particular we get
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Theorem 3.1. Let Fix (Σ) = {p ∈ Sn : p1 = . . . = pk = 0} for some 1 ≤ k ≤ n and
assume that PN is a nondegenerate minimum for K̂ on S
n . Moreover let K = K̂ ◦ π
satisfy
(i) Yk := Crit (K) ∩ Vn−k is finite and all ξ ∈ Yk are non-degenerate,
where Vn−k = {ξ ∈ R
n : ξ1 = . . . = ξk = 0};
(ii) ∆K(ξ) 6= 0 ∀ ξ ∈ Yk and∑
ξ∈Yk, ∆K(ξ)<0
(−1)m˜ − (−1)n−k 6= 0 (3.1)
where m˜ is the Morse index of ξ as a critical point of K constrained
on Vn−k.
Then (1.4) has a symmetric solution.
Remark 3.2. In an analogous way, using Lemma 1.2 and the arguments of [5], we can
prove that, if Q̂ is of the form (2.29) near the critical fixed points, (1.4) has a symmetric
solution provided ∑
q0∈Crit (Q)∩Fix (Σ)∑
aj(q0)<0
(−1)iΣ(q0) − (−1)n−k 6= 0
where iΣ(q0) denotes the Morse index of q0 as a critical point of Q restricted to Fix (Σ) .
We can treat the non perturbative case as Ambrosetti-Li-Malchiodi did in [4] for the scalar
curvature problem, thus getting the following
Theorem 3.3. For n ≥ 5 , let Q̂ ∈ Cn−4,α(Sn) positive and invariant under the action
of a group Σ ⊆ O(n+ 1) , such that
for all critical points of Q̂ in Fix (Σ) := {q ∈ Sn : σq = q ∀σ ∈ Σ}(H1)
Q̂ is of the form (2.29);
Q̂ satisfies (∗)β near the critical points;(H2)
suppose that
Crit (Q̂) ∩ Fix (Σ) is finite, (3.2)
Fix (Σ) = {x = (x1, . . . , xn+1) ∈ S
n : x1 = . . . = xk = 0}. (3.3)
Then all Σ− invariant solutions of (P ) stay in a compact set of
C4,α(Sn)+Σ = {w ∈ C
4,α(Sn)+ : w is Σ− invariant}
and
degC4,α(Sn)+
Σ
(
v − Png0
−1
(
n− 4
2
Q̂v
n+4
n−4 ,O, 0
))
=
∑
q0∈Crit (Q)∩Fix (Σ)∑
aj(q0)<0
(−1)iΣ(q0) − (−1)n−k (3.4)
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where O is some bounded open set in C4,α(Sn)+Σ containing all Σ− invariant solutions
of (P ) . In particular, if the number on the right hand side of (3.4) is nonzero, (P ) has
at least one Σ− invariant solution.
Proof. We can repeat exactly the first part of the proof of the previous theorem. Since
there is at most one blow up point, we know that Σ− invariant solutions of (Pt) for
0 ≤ t ≤ 1 can not blow up at any point in Sn \Fix (Σ) .
Fix now ε > 0 and consider (Pt) for ε ≤ t ≤ 1 . Away from Fix (Σ) , Σ− invariant
solutions stay uniformly bounded. Lemma 2.4 implies that solutions can blow up only
at precisely one of the critical points of Q in Fix (Σ) . Theorem 2.12 implies that there
exists a bounded open subset of C4,α(Sn)+Σ denoted as Oε which contains all Σ− invariant
solutions of (Pt) for ε ≤ t ≤ 1 . As above, the homotopy invariance of the Leray-Schauder
degree allows us to conclude the proof.
4. Appendix
Let us give the proof of the technical lemmas stated in Section 2.
Proof of Lemma 2.4. Let us take a cut-off function η ∈ C∞c (B1) satisfying
η(x) =

1, if |x| ≤
1
4
0, if |x| ≥
1
2
and multiply (2.4)i by η
∂ui
∂xj∫
B1
∆2uiη
∂ui
∂xj
=
n− 4
2
∫
B1
Qiu
p
i
∂ui
∂xj
η.
Integrating by parts on B1 we get∫
B1
Qiu
p
i
∂ui
∂xj
η = −
1
p+ 1
∫
B1
∂Qi
∂xj
ηup+1i −
1
p+ 1
∫
B1
Qi
∂η
∂xj
up+1i
and ∫
B1
∆2uiη
∂ui
∂xj
=
∫
B1
∆ui∆η
∂ui
∂xj
+
∫
B1
∆uiη∆
(
∂ui
∂xj
)
+ 2
∫
B1
∆ui
〈
∇η,∇
(
∂ui
∂xj
)〉
=
∫
B1
∆ui∆η
∂ui
∂xj
−
1
2
∫
B1
(∆ui)
2 ∂η
∂xj
+ 2
∫
B1
∆ui
〈
∇η,∇
(
∂ui
∂xj
)〉
.
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Recalling that ∇η and ∆η vanish in B1 \
(
B 1
2
\B 1
4
)
the two previous equalities yield
1
p+ 1
n− 4
2
∫
B 1
2
∂Qi
∂xj
up+1i η = −
∫
B 1
2
\B 1
4
∆ui
∂ui
∂xj
∆η +
1
2
∫
B 1
2
\B 1
4
∂η
∂xj
(∆ui)
2
− 2
∫
B 1
2
\B 1
4
∆ui
〈
∇η,∇
(
∂ui
∂xj
)〉
−
n− 4
2
1
p+ 1
∫
B 1
2
\B 1
4
∂η
∂xj
Qiu
p+1
i . (4.1)
Owing to the weak Harnack inequality proved in [18, Lemma 2.5] and to Schauder’s elliptic
estimates and using (2.13), from (4.1) we get∣∣∣∣∣∣
∫
B 1
2
∂Qi
∂xj
up+1i
∣∣∣∣∣∣ ≤ c1u−2i (yi) + c2u−p−1i (yi) ≤ c3u−2i (yi). (4.2)
From (4.2), it follows∣∣∣∣∣∣∂Qi∂xj (yi)
∫
B 1
2
up+1i
∣∣∣∣∣∣− c1u−2i (yi) ≤ c2
∣∣∣∣∣∣
∫
B 1
2
up+1i
{
∂Qi
∂xj
(yi)−
∂Qi
∂xj
(y)
}∣∣∣∣∣∣ .
Just to simplify notations, let us suppose that β ∈ N ; it is clear the all the following
arguments can be played also in the general case. Expanding ∇Qi and using (Q2) we
deduce∣∣∣∣∣∣∂Qi∂xj (yi)
∫
B 1
2
up+1i
∣∣∣∣∣∣− c1u−2i (yi)
≤ c2
∫
B 1
2
{ β−1∑
s=2
|∇sQi(yi)||y − yi|
s−1 + max
0≤t≤1
|∇βQi(yi + t(y − yi))||y − yi|
β−1
}
up+1i
≤ c3
∫
B 1
2
{ β−1∑
s=2
|∇Qi(yi)|
β−s
β−1 |y − yi|
s−1 + c4|y − yi|
β−1
}
up+1i .
Hence
|∇Qi(yi)| ≤ c1ui(yi)
−2 + c2
∫
B 1
2
{ β−1∑
s=2
|∇Qi(yi)|
β−s
β−1 |y − yi|
s−1 + c3|y − yi|
β−1
}
up+1i .
By the Young inequality with conjugate exponents q = β−1β−s and q
′ = β−1s−1 we have that
for any δ > 0
|∇Qi(yi)|
β−s
β−1 |y − yi|
s−1 ≤
β − s
β − 1
δ(β−1)/(β−s)|∇Qi(yi)|+
s− 1
β − 1
(
1
δ
) β−1
s−1
|y − yi|
β−1
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and hence
|∇Qi(yi)| ≤ c1u
−2
i (yi) + c2δ
β−1
β−s |∇Qi(yi)|
∫
B 1
2
up+1i
+ c4δ
− β−1
s−1
∫
B 1
2
|y − yi|
β−1up+1i + c5
∫
B 1
2
|y − yi|
β−1up+1i . (4.3)
Choosing δ small enough and recalling that (2.20)s with s = 0 yields
∫
B 1
2
up+1i ≤ const
from (4.3) and (2.20)s with s = β − 1 again we deduce
|∇Qi(yi)| ≤ c1u
−2
i (yi) +
1
2
|∇Qi(yi)|+ c2
∫
B 1
2
|y − yi|
β−1up+1i
≤ c1u
−2
i (yi) +
1
2
|∇Qi(yi)|+ c3u
− 2
n−4 (β−1)
i (yi). (4.4)
Estimate (4.4) yields the conclusion of the lemma for β ∈ N . In the general case the
estimate can be proved with analogous calculations.
Proof of Lemma 2.5. We have that∣∣∣∣∣
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i
∣∣∣∣∣ ≤
∣∣∣∣∣∇Qi(yi) ·
∫
Bσ(yi)
(y − yi)u
p+1
i
∣∣∣∣∣
+
∫
Bσ(yi)
|y − yi||∇(Qi)(y)−∇Qi(yi)|u
p+1
i . (4.5)
The change of variable y = u
− p−14
i (yi)x+ yi yields∫
Bσ(yi)
(y − yi)u
p+1
i = u
−
(p−1)(n+1)
4
i (yi)
∫
Bai
xup+1i
(
u
− p−14
i (yi)x+ yi
)
dx (4.6)
where ai = σu
(p−1)/4
i (yi) . Using [18, Proposition 2.7] we have that, up to a subsequence,
Ji(x) :=
up+1i
(
u
− p−14
i (yi)x+ yi
)
u−p−1i (yi)
−
(
1
1 + ki|x|2
)n
, k2i = [2n(n− 2)(n+ 2)]
−1Qi(yi),
satisfies
‖Ji‖C2(B2Ri ) ≤ εi (4.7)
for any Ri →∞ and εi → 0
+ . Then (4.6) gives∣∣∣∣∣
∫
Bσ(yi)
(y − yi)u
p+1
i
∣∣∣∣∣ =
∣∣∣∣∣u− 2n−4i (yi)
∫
Bai
x[(1 + ki|x|
2)−n + Ji(x)] dx
∣∣∣∣∣
=
∣∣∣∣∣u− 2n−4i (yi)
∫
Bai
xJi(x) dx
∣∣∣∣∣ ≤ u− 2n−4i (yi)εiai|Bai |.
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Since {εi}i is an arbitrary sequence going to 0 we get that
∇Qi(yi) ·
∫
Bσ(yi)
(y − yi)u
p+1
i = o
(
|∇Qi(yi)|u
− 2
n−4
i (yi)
)
. (4.8)
Suppose for simplicity β ∈ N . Using (Q2) and expanding ∇Qi in a neighbourhood of
yi , we get∣∣∣∣∂Qi∂yj (y)− ∂Qi∂yj (yi)
∣∣∣∣
≤ c1
{
β−1∑
s=2
|∇sQi(yi)||y − yi|
s−1 + max
0≤t≤1
|∇βQi(yi + t(y − yi))| · |y − yi|
β−1
}
≤ c2
{
β−1∑
s=2
|∇Qi(yi)|
β−s
β−1 |y − yi|
s−1 + |y − yi|
β−1
}
≤ c3
β∑
s=2
|∇Qi(yi)|
β−s
β−1 |y − yi|
s−1
and so∫
Bσ(yi)
|y− yi| ·
∣∣∣∣∂Qi∂yj (y)− ∂Qi∂yj (yi)
∣∣∣∣up+1i ≤ c ∫
Bσ(yi)
β∑
s=2
|∇Qi(yi)|
β−s
β−1 |y− yi|
sup+1i . (4.9)
Note that by means of the Young inequality with the conjugate exponents q = β−1β−s and
q′ = β−1s−1 we get
|∇Qi(yi)|
β−s
β−1 |y − yi|
s = |y − yi||∇Qi(yi)|
β−s
β−1 |y − yi|
s−1
≤
β − s
β − 1
|y − yi||∇Qi(yi)|+
s− 1
β − 1
|y − yi|
β. (4.10)
Then (4.9) and (4.10) yield∫
Bσ(yi)
|y − yi| ·
∣∣∣∣∂Qi∂yj (y)− ∂Qi∂yj (yi)
∣∣∣∣up+1i
≤ c1|∇Qi(yi)|
∫
Bσ(yi)
|y − yi|u
p+1
i + c2
∫
Bσ(yi)
|y − yi|
βup+1i . (4.11)
If β = 2 , from (4.5), (4.8), (4.9), and (2.20)s with s = 2 we get∣∣∣∣∣
∫
Bσ(yi)
(y − yi) · ∇Qiu
p+1
i
∣∣∣∣∣ ≤ o
(
|∇Qi(yi)|u
− 2
n−4
i (yi)
)
+ c1
∫
Bσ(yi)
|y − yi|
2up+1i
≤ o
(
|∇Qi(yi)|u
− 2
n−4
i (yi)
)
+ c2u
− 4
n−4
i (yi).
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Consider now the case β > 2 : applying (2.20)s with s = 1 and s = β and using (4.5),
(4.8), and (4.11) we get∣∣∣∣∣
∫
Bσ(yi)
(y − yi)∇Qiu
p+1
i
∣∣∣∣∣
≤ c1|∇Qi(yi)|u
− 2
n−4
i (yi) + c2
∫
Bσ(yi)
|y − yi||∇Qi(y)−∇Qi(yi)|u
p+1
i
≤ c1|∇Qi(yi)|u
− 2
n−4
i (yi) + c3|∇Qi(yi)|
∫
Bσ(yi)
|y − yi|u
p+1
i + c4
∫
Bσ(yi)
|y − yi|
βup+1i
≤ c5|∇Qi(yi)|u
− 2
n−4
i (yi) + c6u
− 2β
n−4
i (yi).
As before, the above arguments can be played also in the general case, i.e. for β 6∈ N .
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