Many distributed learning techniques have been motivated by the increasing size of datasets and their inability to fit into main memory on a single machine. We propose an algorithm that finds the nearest neighbor in a graph locally without the need of visiting the whole graph. Our algorithm is distributed which further encourage scalability. We prove the convergence of the algorithm.
Introduction
Graph based learning methods have applications in spectral algorithms [3] , dimensionality reduction [9] , image-segmentation [2] , semi-supervised learning [8] , manifold learning [10] , link prediction [4] , databases [5] etc. Some of the desirable properties of any graph based algorithms include scalability where we can run the algorithm on networks such as Facebook involving billions of nodes, ability to handle dynamic environment (addition/removal of nodes or edges), online computation (avoiding pre-computation such as matrix inversion), ability to run in a distributed setting where a node communicates with its neighbors.
Finding nearest neighbors in a graph is one of the fundamental problem and is applied to many applications mentioned above. Nearest neighbors are the nodes that are close to a given node based on a certain proximity measure. We expect a proximity measure to be able to capture the structure of the graph, i.e., if two nodes have multiple paths between them and fewer hops between them, then the nodes are said to be in a close proximity. We discuss the properties of proximity measures in detail in section 2. Traditionally, random walk based methods are used in identifying the nearest neighbors because its ability to look beyond one hop and capture the network structure. Random walk methods can be further divided into two types: probability of hitting a node also usually known as Personalized-pagerank (PPR) and expected number of steps to reach a node (hitting time or commute time) [6] .
While it is exciting that a method such as random walk captures the relationship between two nodes in a good way, i.e., it favors the multiple short-paths between two nodes. However, random suffers from a critical problem. For finding nearest-neighbors, we require algorithm to capture the local structure instead of the whole graph. For example, consider two dense components connected by few edges. We expect a node and its neighbors to lie in the same component. Therefore, adding more edges or making other changes in another component should not have any significant effect on a good proximity measure. However, a personalized pagerank will be reduced by roughly onefourth if we induce extra |E|/3 on a node from another component or add similar edges. To be more precise, in an undirected graph, the steady state distribution of a node is proportional to its degree in the graph. Such graphs are common, e.g., consider dense giant components connected with few edges. Any random walk based proximity measure is likely to be effected by the presence of high degree nodes. Similar results were drawn for hitting and commute times [1] . A good local proximity measure relies on the fact that a node should not be effected by any node that is far away. There is a line of work that focus on making random walk local of work such as truncated time. Figure 1 : Left subgraph of the starting node has a fewer edges and therefore has more active nodes as the charge is equally divided between edges. Right subgraph is dense and has fewer active nodes.
Second issue with random walk based approaches is the computational load. Computing commute time typically involves finding a pseudo-inverse on laplacian which is O(n 3 )). Spielman made it finding in nearly linear time. However, if the graphs are changing, then even such approach is computationally expensive. At the same time, finding an algorithm in a distributed setting is of interest because it does not require any pre-computation and is naturally scalable.
These issue gives rise to few fundamental questions. 1) can we derive a measure that is truly local, i.e., complexity is independent of number of nodes in the graph, measure to obey the properties such as favoring short-multiple paths between the nodes and captures the local-structure of the graph. The networks such as facebook are dynamic, where node or edges can be added or deleted. This give rise to a second important question Property 2: can we avoid any kind of pre-computation on the graph such as matrix inversion, or. Therefore, if there are any changes. on the fly computation. Recently there is a large amount of research on scalability and storage due to the increasing size of datasets and inability to fit into main memory on a single machine. So, this leads to the final question of devising an algorithm that is truly distributed in nature. We assume the simplest setting where a node in graph is allowed to interact with its neighbors.
We propose an iterative algorithm that runs on a graph under distributed setting where a node contact its neighbors. Initially, the querying node has a finite charge and it starts spreading the charge to its neighbors and neighbors repeat the process and so on. Each node retain a certain amount of charge and therefore, we can expect fewer nodes to have charge and charge cannot reach the nodes that are far away. Our algorithm is a non-linear process but has s resemblance with Markov Chains, It terminates after few steps, instead of converging asymptotically. We prove the termination and present an upper-bound on the number of steps. Our algorithm runs on small part of the graph which is controlled by the user. Hence, the complexity of the algorithm is independent of the number of nodes. This makes the algorithm desirable for large graphs, where we can avoid the requirement to visit all the nodes. Algorithms such as Personalized Pagerank, commute time based measures. other global are global and do require the whole graph. It may need the whole Adjacency representation at once for the purpose of inversion, or may require all the nodes by . However, our algorithm explores a smaller part of the graph to find the k-Nearest Neighbors.
Pursuit for Proximity measure
The nodes within a close proximity are expected to be a good candidate for Nearest Neighbors. There are number of factors that effect proximity. Simplest measure is the number of hops between two nodes. If the shortest path between two nodes is large, then it is expected that they are not close neighbors. However, this shortest path does not factor the multiplicity of paths. For example, if there are multiple paths between two nodes, it indicates that the two nodes might be well connected. As shown in Figure 1 , node S (Source) is connected to node T (sink) through multiple paths compared to node 2 which has only one path from node S. Notice that both paths from S to T and S to node 2 are of length 2 each. However, since node T has more paths from S, it will have closer proximity compared to Node 2. So far the the two proximity measures (namely shortest path and number of paths) we have seen are symmetric, i.e., we obtain the same score from both source and destination. Now we introduce the third measure that brings asymmetricity. It is not difficult to see that Nearest Neighbors (NN) in general is not a symmetric measure. It is not necessary for a node say A to be a NN of node B, given that node B is in a NN of A.
A node with a high degree is less likely to have one of its neighbors as NN compared to a node with a low degree. However, a good measure of proximity should handle all three cases together. In isolation, For example in fig, We can draw parallel of our methods with Markov Chains in all three scenarios mentioned above.
Commute time or hitting time essentially captures all the three characteristics. These two measures are also related to the electrical resistances between two nodes in a graph, where we treat edge weights as resistances. However, there are few problems with this measure. First is the computation. One generally require the whole graph for computing the commute time or hitting time. Therefore, the computational complexity depends on the number of nodes or edges. Secondly, even if the graph is stored with a succent representation for calculating the such measure. It suffers from the dynamic nature , where a nodes or edges are added or deleted and therefore, creates an extra overhead of creating a sub-structure. In Markov Chains, it can be seen as If node is removed then the resulting matrix will be sub-stochastic. We later show that by setting appropriate parameters, our algorithms becomes a Markov Chain. As discussed earlier, the technique we propose here is a non-linear iterative method, and by reducing the non-linearity, we reduce it to a Markov Chain. However, such transition from non-linearity to linearity has a lot of implications. Firstly, due to non-linearity, we only explore a small part of graph and secondly, the algorithm terminates after finite number of steps, while the markov chains converge asymptotically.
Algorithm
Consider G(V, E) as a connected undirected graph, |V | = n, d i is the degree of node i and d max = max{d i : i ∈ V }, and x 0 = (x 0 1 , . . . , x 0 n ) is a non-negative function over the set of nodes:
We call x i k as the charge of node i at iteration k. We assume that the charge is non-negative for any node at any iteration. We also put a constraint that i∈V x 0 i = 1. We further assume that there is only one node in the beginning with a unit charge. Our goal is to find k-nearest neighbor with respect to this node.
We assume that the whole network of nodes is distributed, i.e., there is not any central node and computation at each node are independent and synchronous. For a node to communicate with a node 3-hops away, it has to do it through the neighbors. -advantagesWe technique is an iterative method, where at each iteration nodes distribute the charge among themselves. The sum of the charge remains the same in each iteration. Also, there is a charge conservation at each node. We start with a single node with a unit charge, then the node spreads the charge to its neighbors and the neighbors so the same in the next iteration and so on. Therefore, with more iterations, the a subgraph induced by the charged nodes start spreading. Nodes that receive charge retain a certain amount all the time. Therefore the amount of charge that can be spread decreases with the increase in charged nodes. The amount of charge every charged node retains is between [(1 − α) · , ). Therefore, there are limited number of nodes that can spread the charge due to the conservation of charge at each iteration. By choosing the suitable and α, we can control the size of subgraph formed by the charged nodes. We set formed by the charged nodes, we call as k-NN set. We now formally give the details of the algorithm.
For a node i at iteration t, we define a variable z t i such that
A node i with z t i = 1 is known as an active node in iteration t and are the only nodes that are allowed to transfer the charge. Other nodes can only receive the charge from active nodes. Therefore, nodes with a charge more than can transfer the charge. For a node i at iteration t, the amount of charge it carry in iteration t is represented by x is computed as follows:
The first part of the equation
It is not difficult to verify the charge conservation with the above formulation.
The above formulation is a non-linear system of equation that terminates after finite steps using fixed-point iterations (proved in ). A necessary condition for termination is This non-linearity makes it difficult to analyze. We present a upper-bound on the number of steps required for termination. We discuss the running time in Section ??. We prove the termination of our algorithm in Section 5 and also give an upper-bound on the number of iterations required for a guaranteed termination. The algorithm exhibits a locality property that the charge is disseminated to the nodes that are closer in proximity. We discuss this locality in detail with applications in Section ??.
Discussion
The main intuition behind finding the NN is that if a node has a charge and it distribute it, then it will reach its NN first because of the multiple short paths between them. Next challenge is to formulate an algorithm that is scalable, terminates/converges, scalable and distributed. It is easy to see that the maximum number of k-NN nodes is 1 (1−α)· , otherwise the net charge will be more than 1. We give various properties and their proof in Appendix.
The necessary condition for termination in iteration t is x t i ≤ , ∀i, since if there is not a single active node, then there is no exchange of charge, so the process terminates. Once a nodes become active, the minimum charge it will retain is (1 − α) · . Here, α is a user controllable parameter and plays an important role in termination and setting an upper-bound on the number of steps required for termination. Let the set of nodes that were once active be called as NN set. More formally, NN= {i ∈ V : {x t i ≥ , ∀t ≥ 0}}.
Properties of NN subgraph
The maximum number of k-NN nodes is 1 (1−α)· , otherwise the net charge will be more than 1 which is not possible. Moreover, the subgraph induced by the k-NN nodes is well-connected. It follows from the fact that a node can only receive charge from an active node and once a node becomes active, it belongs to k-NN set. The subgraph induced by the k-NN nodes is well-connected. It follows from the fact that a node can only receive charge from an active node and once a node becomes active, it belongs to k-NN set.
Complexity and termination
Proof of termination. We start with an important observation that there is always a charge that either moves out of core or moves towards the periphery (while staying in the core). We quantify the charge later in the section. For now, say β is the minimum charge that continues to move out of core say in at most t iterations, then we conclude that after t/β iterations, the algorithm will terminate. Likewise if β is the minimum charge that moves a step closer to the periphery every t iterations, then it will take t/β iteration to move a unit charge a step closer to the periphery. If the diameter of core is d, then it will take d · t/β iterations for the charge to move out of core. The maximum amount of charge a periphery can hold is 1 − (1 − α) · (for a star graph). Therefore, it will take (1 − (1 − α) · )d · t/β iterations at most. In case of star graph, it is a single iteration. But the above approach is more systematic and is applicable to any graph.
Note that the bound given above is really loose, as the nodes in core will retain at least (1 − α) charge. But it does prove that as long as there is a fixed amount of charge coming out of core every few iterations, the process will terminate. Secondly, it is a progress if a charge moves towards the periphery while still residing inside the core, as it will eventually move out of core.
We now quantify the values such β mentioned above. There could be at most 1/(1−α) ) core nodes (property vi). Therefore, the diameter of the core is at most 1/(1 − α) , otherwise the i x i > 1, which is not possible. The minimum charge a node can give out is at least α· dmax . Therefore, it will take dmax α·(1−α)· 2 steps to pass at most the unit amount of charge. This bound is still loose. We further improve it by introducing the concept of excess charge. Excess charge is defined as the maximum amount of charge a core can give out to periphery. For example, if there are M nodes in core, than 1
· is the amount of excess charge, as each core node will retain at least (1 − α) · charge. Plugging the excess charge into the earlier bound, we obtain an improved bound of (1
Complexity and Upper bound on the number of steps In any iteration, a node communicates with its neighbors. Therefore, the exact number of communication exchange is i∈V d i = 2|E|. If the algorithm terminates in k steps , the complexity becomes O(k|E|). However, it is usually the case that algorithm runs on a small part of graph. The minimum charge a peripheral node can have is 
Weighted Graphs and Markov Chains
It is straightforward to extend the formulation to the directed-weighted graphs if the graph is strongly connected. For weighted-undirected graph, assume that there exist a directed edge in both direction. Since the algorithm works on a small part of graph, assume that (1 − α) << n. Assumption of strong connectivity is necessary, although not in every case. Suppose that we start with a node that does not have any outgoing edges, then the node cannot transfer the charge. We do not require the condition of aperiodicity, as . This is another difference with markov chains.
Let w jk denote the edge weight of an edge going from node j to node k.
In this section, we show that our method is similar to markov chain and in fact, it becomes a markov process if we set to zero and enforce that i∈V x 0 i = 1, so that it becomes a probability distribution. To see this, z * * becomes 1 for all nodes, and the equation becomes
The above equation represents lazy random walk, where a node retains half of the charge each time and distributes the other half. In random walk terms, random walk stay at the same node with probability 0.5 and moves to one of its neighbor with probability 1/2d. Lazy random walk are typically used to fix up the periodicity problem. For example, in a bipartite graph, a walk will be either on the one side or another, and thus fail to converge. Self loop also helps in convergence rates as it bounds the eigenvalue of the transition matrix. We can observe the similar phenomenon with our formulation, the self absorbing parameter α and give an upper-bound on the number of steps required for termination. qualitative treatment with random walk
Terminating iterative method
It remains an open question to show the convergence rate of the earlier technique. We now present an slightly modified version of the earlier algorithm. Most the properties remain the same. In this technique, a node looses (1 − α) fraction of access charge at each iteration. In other words, it has charge α(x i − ) to distribute to its neighbors. If the charge is less than then the node retains most of its charge. So the modified method becomes
To see the convergence rate, we can write the formulation as
Let (a 1 , ...a t ) be the excess charge in the graph. We define excess charge as a
In every iteration, excess charge is reduced by fraction α. Therefore after t iterations, excess charge a t is at most α t after t iteration. Since excess charge is what is transferred between core nodes and peripheral nodes, for convergence we need it be a t < δ. Therefore, we need logδ/ log α iterations. 
Now we look at the vector || x t+1 || = j∈C (x t+1 j ) 2 , and obtain an upper-bound.
Since all the core nodes have at least charge, a t − a t+1 , the amount peripheral nodes receive in iteration t + 1.
Related work
Different measure for proximity have been studied in detail in [4] . It was observed that classical measure such as katz outperform more appealing methods such as commute time especially in the presence of a high-degree node [7] . Sarkar also observed the global nature of the walk and proposed methods based on the fixed length walk and called it truncated hitting time. Here the paths of length less than T are considered. The total running time was O(n|E|), here n is the number of nodes, |E| is the number of nodes. One first problem is the time complexity and other one is the algorithm does not work on a dynamic graph. To overcome this, authors later refined their hitting time computation mechanism by sampling. Note that the computation is now approximately correct with a hight probability instead of deterministic in the earlier work. This way they reduced the complexity to to O (n) for a pair which is very reasonable.
Knowing T apriori is a challenge. However, one can argue that since T is a constant, one can perform a linear search on the multiple values of T . But there is a major problem with such approach, graph such as Facebook where average distance is 4.2 or classical milligram experiment [4] . Choosing T = 3 and T = 4 will capture entirely different graph. This seem to indicate that perhaps a fixed length walk is not the most suitable method.
APPENDIX
A. Properties of the Algorithm For a subset of nodes H ⊂ V , we use Γ 1 (H) to denote the 1-vertex neighborhood of H: Γ 1 (H) = {j ∈ V \ H : {i ∈ H : {i , j} ∈ E} = ∅}. Let i 0 ∈ V be a node such that x 0 i0 = 1 (consequently x 0 i = 0, ∀i = i 0 ) and let n ≥ 1 (1−α)· . Then following properties are true: (i) · (1 − α) < x * i ≤ 1, ∀i ∈ H. If a node has a charge more than , it will retain at least · (1 − α) of the charge (by Eq. 1). All the other nodes with charge more than · (1 − α), but less than 1, will continue to hold all of the charge and will not distribute it to their neighbors.
(ii) The subgraph of G induced by H is connected. A node can only receive a charge from a core node. Therefore there has to be a path of core nodes between a node receiving a charge and i 0 (starting node). Also, a node that becomes a core node continues to be a core node, proving the connectivity.
(iii) x t+1 i = x t i , ∀i ∈ V and ∀t ≥ t 0 . See Section 5 (iv) 0 ≤ x t i < · (1 − α), ∀i ∈ Γ 1 (H). Here, Γ 1 (H)indicates the set of nodes that are neighbor of core including the core nodes itself. H ∪ Γ 1 (H) shows the peripheral nodes. Such peripheral nodes can receive the charge from core since they are the neighbors of core, but their charge has to be less than · (1 − α), otherwise they become core.
(v) x t i = 0, ∀i ∈ V \ (H ∪ Γ 1 (H)) and ∀t ≥ 0. All the nodes that neighbors of peripheral nodes, but not a part of core will have zero charge, as the peripheral node can have at most · (1 − α) charge and are not allowed to distribute it to their neighbors.
(vi) |H| ≤ 1/ · (1 − α). The minimum charge a core node can have is · (1 − α) and charge of a starting node 1, there by the conservation of charge, there could be at most 1/( · (1 − α)) core nodes.
(vii) |V | ≤ 1/ , then algorithm does not terminate. If the size of the graph is less than 1/ , then there is at least one node with charge more than and will continue to give charge to its neighbors, therefore the process cannot terminate.
