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Departamento de Matemática da Universidade da Beira Interior, Rua Marquês D’Avila e
Bolama, 6201-001 Covilhã, Portugal.
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1 Introduction
Let R = (r1, . . . , rm), and S = (s1, . . . , sn) be two positive integral vectors
such that
r1 + . . .+ rm = s1 + . . .+ sn.
Without loss of generality we assume that R and S are nonincreasing vec-
tors.
If g1 > . . . > gl are positive integers such that {r1, . . . , rm} = {g1, . . . , gl},
then we also write R = (gi11 , . . . , g
il
l ), where i1, . . . , il are the multiplicities of
g1, . . . , gl, respectively.
We denote by A(R,S) the class of all m-by-n matrices of zeros and ones,
the (0, 1)-matrices, with row sum vector R, and column sum vector S. The
class of all n-by-n (0, 1)-matrices with common row and column sum k is
denoted by A(n, k).
Let Sn be the symmetric group of degree n, and let σ ∈ Sn. We can
represent σ as a word by σ = σ1 . . . σn, with σ(i) = σi, for i = 1, . . . , n. A pair
(i, j), 1 ≤ i, j ≤ n, is called an inversion of σ if i < j, and σi > σj . We can
define a partial order B on Sn, the Bruhat order, saying σ B τ , if σ can be
obtained from τ by a sequence of transformations where
τ1 . . . τi . . . τj . . . τn
is replaced by
τ1 . . . τj . . . τi . . . τn,
being (i, j) an inversion of τ .
It is well known that the elements of Sn can be represented by matrices,
the permutation matrices of order n. This allows us to define the Bruhat
order in the class of permutation of degree n. Note that this class is the class
A(n, 1). Let P and Q be two permutation matrices of order n corresponding
to permutations π and τ respectively. We write P B Q whenever π B τ .






in the correspondent permutation matrix, P . Remove this inversion in π is
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There is another way to define the Bruhat order on A(n, 1). For any m-







aij , 1 ≤ r ≤ m, 1 ≤ s ≤ n.
For permutation matrices P and Q of order n is easy to check that P B Q
if and only if ΣP ≥ ΣQ by the entrywise order.
Based on this, Brualdi and Hwang extended the Bruhat order from A(n, 1)
to any nonempty classes A(R,S) (see [3]). Hence, given A1, A2 ∈ A(R,S) we
say that A1 precedes A2 by the Bruhat order, and write A1 B A2 if, by the
entrywise order, ΣA1 ≥ ΣA2 . Throughout that paper, [3], it was implicit an-
other partial order relation, but not formally stated. This second order relation
was clearly defined a few years later by Brualdi and Deaett in [4]. They called
it the Secondary Bruhat order. It states that if A1, A2 ∈ A(R,S), then we say
that A1 precedes A2 by the Secondary Bruhat order, and write A1 B̂ A2, if
A1 can be obtained from A2 by a sequence of one sided interchanges L2 → I2.
These two partial orders have been intensively investigated in the recent
years. The research focuses on several topics: minimal elements, [3] and [4],
chains and antichains, [10], [9], [15], and [16], restrictions of the Bruhat order to
some other classes of (0, 1)-matrices, [8], and [11], or extensions of the Bruhat
order to other classes of matrices than (0, 1)-matrices, [5], [6], [7], and [13].
It is straightforward to verify that if A1 B̂ A2, then A1 B A2, that is,
the Bruhat order is a refinement of the Secondary Bruhat order. However, in
general, the Bruhat order and the Secondary Bruhat order do not coincide in
A(R,S). In fact Brualdi and Deaett proved in [4] that B , and B̂ coincide
in A(n, 2) as it happens in A(n, 1) but do not coincide in A(6, 3). Our main
goal is to present some more classes where these two partial orders coincide.
This paper is organized as follows. In Section 2 we present some results
and techniques needed in squeal. Brualdi and Deaett proved that the Bruhat
order and the Secondary Bruhat order are not the same in A(6, 3). In Section
3 we extend this conclusion, proving that the Bruhat order and the Secondary
Bruhat order coincide A(3, 3), A(4, 3), and A(5, 3) but they are not the same
in A(n, 3) for n ≥ 6. In Section 4 where we study the coincidence of these two
Bruhat orders in a class A(R,S) when r1 = . . . = rm = 2. As a consequence
we also prove that these two orders also coincide in a class A(R,S) when
r1 = . . . = rm = 1. We finish this paper with Section 5 where we present
remarks and conclusions.
2 Auxiliary results
Throughout we denote by Jm,n or simply by J the m-by-n matrix whose
entries are all equal to one, and by Lm we denote the m-by-m matrix whose
(i, j) entry is one if i+ j = m+ 1, and zero otherwise. Given a matrix A, the
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submatrix of A that lies in rows i1, . . . , ir and columns j1, . . . , js is denoted
by A[{i1, . . . , ir}; {j1, . . . , js}].
Let (X,≤) be a finite partially ordered set. For a, b ∈ X, if a 6= b and a ≤ b
then we write a < b. We say b covers a if a < b and there does not exist d ∈ X
with a < d < b.
The cover relation for the Secondary Bruhat order was characterized in
[4]. With an elegant result, the authors of [4] show the simplicity of that cover
relation.
Theorem 1 [4] Let A = [ai,j ] be a matrix in A(R,S), where A[{i, j}|k, l] =
L2, and let A
′ = [a′i,j ] the matrix obtained from A by the L2 → I2 interchange
that replaces the submatrix A[{i, j}|k, l] = L2 with I2. Then A covers A′ in
the Secondary Bruhat order on A(R,S) if and only if
1. ap,k = ap,l, i < p < j;
2. ai,q = aj,q, k < q < l;
3. If ap,k = ai,q = 0, then ap,q = 0, i < p < j, and k < q < l;
4. If ap,k = ai,q = 1, then ap,q = 0, i < p < j, and k < q < l.
The following lemmas are used in Section 4. They allow us to identify a
submatrix I2 in a matrix A ∈ A(R,S), with R = (2m), which is covered by a
matrix C ∈ A(R,S) by the Bruhat order.
Lemma 1 [4] Let A and C be matrices in A(R,S) with A ≺B C, and let
i and j be integers with σij(A) > σij(C). Let s and t be integers with (s, t)
lexicographically maximal such that
(r, c) ∈ {i, . . . , s− 1} × {j, . . . , t− 1} =⇒ σrc(A) > σrc(C).
Then, there exists (i0, j0) ∈ {i+ 1, . . . , s} × {j + 1, . . . , t} with ai0j0=1.
In [8], Lemma 4.3 in [4] was generalized to matrices in A(R,S).
Lemma 2 [8] Let A and C be matrices in A(R,S) with A ≺B C, and let
i and j be integers with σij(A) > σij(C). Let s and t be integers with (s, t)
lexicographically maximal such that
(r, c) ∈ {s+ 1, . . . , i} × {t+ 1, . . . , j} =⇒ σrc(A) > σrc(C).
Then, there exists (i0, j0) ∈ {s+ 1, . . . , i} × {t+ 1, . . . , j} with ai0j0=1.
Let A,C ∈ A(R,S), with R = (2m). These two lemmas exhibit the nice
technique that we used to prove that A 
B̂
C, when C covers A for the Bruhat
order. Our goal is to find a submatrix I2 in A such that:
– if we have a position (i, j) in matrix A such that σij(A) > σij(C) and
aij = 1, then we use Lemma 1, and we conclude that there exists (i0, j0) ∈
{i+ 1, . . . ,m} × {j + 1, . . . , n} with ai0j0=1, and
for any (r, c) ∈ {i, . . . , i0 − 1} × {j, . . . , j0 − 1} we have σrc(A) > σrc(C).
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– if we have a position (i, j) in matrix A such that σij(A) = σij(C), aij = 1
and σi−1,j−1(A) > σi−1,j−1(C), then we use Lemma 2, and we conclude
that there exists (i0, j0) ∈ {1, . . . , i− 1} × {1, . . . , j − 1} with ai0j0=1, and
for any (r, c) ∈ {i0, . . . , i− 1} × {j0, . . . , j − 1} we have σrc(A) > σrc(C).
The following result, which will be used in this paper without comments,
was proved in [11] and can be easily checked.
Lemma 3 Let A = [ai,j ] ∈ A(R,S). Let p, f, g and l be integers, with
1 ≤ p < l ≤ m and 1 ≤ f < g ≤ n, such that
A[{p, l}; {f, g}] = L2.
Let A′ = [a′i,j ] be the matrix obtained by L2 → I2 interchange that replaces




σi,j(A) + 1 if p ≤ i < l and f ≤ j < g
σi,j(A) otherwise .
So, A′ ≺B A.
Proposition 1 Let A, C ∈ A(R,S) such that C covers A in the Bruhat
order. Let p, f, g and l be integers, with 1 ≤ p < l ≤ m, and 1 ≤ f < g ≤ n,
such that
A[{p, l}; {f, g}] = I2,





Proof The I2 → L2 interchange that replaces A[{p, l}; {f, g}] = I2 with L2
results in a matrix D with A ≺
B̂
D. By Lemma 3, for any (r, c) ∈ {1, . . . ,m}×
{1, . . . , n},
σrc(D) =
{





for any (r, c) ∈ {p, . . . , l − 1} × {f, . . . , g − 1}, and A ≺B C, we conclude that
A ≺B D B C. Using the fact that C covers A for the Bruhat order, we get
D = C, and then A ≺
B̂
C.
Proposition 2 Let A = [aij ] and C = [cij ] be matrices in A(R,S) with
A ≺B C, and let i and j be integers with i > 1, j > 1, aij ≥ cij,
σij(A) = σij(C), and σi−1,j(A) > σi−1,j(C).
Then σi−1,j−1(A) > σi−1,j−1(C).
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Proof Suppose that that σi−1,j−1(A) = σi−1,j−1(C).
We have
σi,j(A) = aij + σi−1,j(A) + σi,j−1(A)− σi−1,j−1(A),
and similarly
σi,j(C) = cij + σi−1,j(C) + σi,j−1(C)− σi−1,j−1(C).
Using hypothesis,
(σi−1,j(C)− σi−1,j(A)) + (σi,j−1(C)− σi,j−1(A)) ≥ 0.
As σi−1,j(A) > σi−1,j(C) we conclude that σi,j−1(C) > σi,j−1(A), a con-
tradiction. Therefore, σi−1,j−1(A) > σi−1,j−1(C).
With similar proof, we obtain the next result.
Proposition 3 Let A = [aij ] and C = [cij ] be matrices in A(R,S) with
A ≺B C, and let i and j be integers with i > 1, j > 1, aij ≥ cij,
σij(A) = σij(C) and σi,j−1(A) > σi,j−1(C).
Then σi−1,j−1(A) > σi−1,j−1(C).
Proposition 4 Let A = [aij ] and C = [cij ] be matrices in A(R,S) with
A ≺B C, and let i and j be integers with i > 1, aij ≥ cij,
σij(A) = σij(C), and σi−1,j(A) > σi−1,j(C).
Then j > 1.
Proof Suppose that j = 1. Since σi−1,j(A) > σi−1,j(C) we have
σij(A) = aij + σi−1,j(A) > aij + σi−1,j(C) ≥ cij + σi−1,j(C) = σi,j(C).
Consequently,
σi,j(A) > σi,j(C),
a contradiction. So, j > 1.
With a similar proof, we obtain the following result.
Proposition 5 Let A = [aij ] and C = [cij ] be matrices in A(R,S) with
A ≺B C, and let i and j be integers with j > 1, aij ≥ cij,
σij(A) = σij(C), and σi,j−1(A) > σi,j−1(C).
Then i > 1.
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3 The class A(n, 3)
In [4] an example evolving three matrices of A(6, 3) shows the no coinci-
dence of the Bruhat order and the Secondary Bruhat order in this class. The
example is the following:
Example 1 Consider the three matrices
A =

1 0 0 0 1 1
1 0 1 1 0 0
1 1 0 1 0 0
0 0 0 1 1 1
0 1 1 0 1 0
0 1 1 0 0 1
 , C =

0 0 0 1 1 1
1 0 1 1 0 0
1 1 0 1 0 0
1 0 0 0 1 1
0 1 1 0 1 0





0 0 0 1 1 1
1 1 0 1 0 0
1 0 1 1 0 0
1 0 0 0 1 1
0 1 1 0 1 0
0 1 1 0 0 1
 .
A calculation shows that
ΣA > ΣD > ΣC .
Thus,
A ≺B D ≺B C.
Using the cover relation (see Theorem 3.1 in [4]) we know that C covers A and
D in the Secondary Bruhat order. This implies that D and A are incomparable
in the Secondary Bruhat order.
In the next results we show that the two Bruhat orders coincide on A(n, 3),
when n ∈ {3, 4, 5}.
Proposition 6 Let R = (r1, . . . , rm), and S = (s1, . . . , sn) be two nonincreas-
ing positive integral vectors such that A(R,S) 6= ∅. Let U = (n−rm, . . . , n−r1),
and Q = (m− sn, . . . ,m− s1). If the Bruhat order and the Secondary Bruhat
order coincide in A(R,S), then these two orders coincide in A(U,Q).
Proof Let A and C be two matrices in A(U,Q). We know that if A ≺
B̂
C,
then A ≺B C. Suppose that A ≺B C. Then for any (r, c) ∈ {1, . . . ,m} ×
{1, . . . , n}, σrc(A) ≥ σrc(C) and there is (i, j) ∈ {1, . . . ,m} × {1, . . . , n} such
that σij(A) > σij(C).
Let D = [di,j ] = Lm(J − A)Ln and E = Lm(J − C)Ln. If (p, q) ∈
{1, . . . ,m} × {1, . . . , n}, then











= pq − (rm−p+1 + . . .+ rm) + s1 + . . .+ sn−q − σm−p,n−q(A)
≤ pq − (rm−p+1 + . . .+ rm) + s1 + . . .+ sn−q − σm−p,n−q(C)
= σpq(E).
Since σij(A) > σij(C) we get σm−i,n−j(E) > σm−i,n−j(D). Therefore,
E ≺B D. Using the fact that D,E ∈ A(R,S), and the hypothesis, we have
E ≺
B̂
D. Consequently, D can be transformed into E by a sequence of L2 → I2
interchanges.
If P ∈ A(U,Q) and P [{a, b}; {c, d}] = L2, then
(LmPLn)[{m− b+ 1,m− a+ 1}; {n− d+ 1, n− c+ 1}] = L2.
This implies that
(J − LmPLn)[{m− b+ 1,m− a+ 1}; {n− d+ 1, n− c+ 1}] = I2.




Using last result and the fact that the two Bruhat orders coincide on
A(n, 0), A(n, 1), A(n, 2) we conclude the next result.
Corollary 1 The Bruhat order and the Secondary Bruhat order coincide on
A(3, 3), A(4, 3), A(5, 3).
Using Example 1 we will show that the two Bruhat orders do not coincide
on A(n, 3), for n ≥ 7.
Let A, C and D be the matrices described in Example 1.
Let XA = A[{1, 2, 3, 4}; {1, 2, 3, 4}], XC = C[{1, 2, 3, 4}; {1, 2, 3, 4}] and









0 1 0 0
0 1 1 0






with V ∈ {A,C,D} then, using similar arguments as in Example 1, we con-
clude that
A7 ≺B D7 ≺B C7.
but D7 and A7 are incomparable in the Secondary Bruhat order.





1 1 0 0
0 0 0 0
0 0 0 0
0 0 1 1
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 0
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1

,
with V ∈ {A,C,D} then, using similar arguments as in Example 1, we con-
clude that
A8 ≺B D8 ≺B C8.
but D8 and A8 are incomparable in the Secondary Bruhat order.







with V ∈ {A,C,D} and G ∈ A(n − 6, 3) then, using similar arguments as in
Example 1, we conclude that
An ≺B Dn ≺B Cn.
but Dn and An are incomparable in the Secondary Bruhat order.
4 The class A(R,S), with R = (2m)
In this section, we show that the Bruhat order and the Secondary Bruhat
order coincide on A(R,S) with R = (1m) or R = (2m), as they do on A(n, 2).
Theorem 2 Let R = (2m), and S = (s1, . . . , sn) be two nonincreasing pos-
itive integral vectors such that A(R,S) 6= ∅. Then the Bruhat order and the
Secondary Bruhat order coincide on A(R,S).
Proof Let A and C be matrices in A(R,S). We know that A ≺
B̂
C implies
that A ≺B C. So we need to prove that if A ≺B C, then A ≺B̂ C. It suffices
to show this when C covers A. So, from now on we assume that C covers A
by the Bruhat order.
The strategy is to find integers p, f, g and l, with 1 ≤ p < l ≤ m, and
1 ≤ f < g ≤ n, such that
A[{p, l}; {f, g}] = I2,
and for any (r, c) ∈ {p, . . . , l − 1} × {f, . . . , g − 1},
σrc(A) > σrc(C).
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If this happens, then using Proposition 1 we get A ≺
B̂
C.
Since A ≺B C, there is a position (i, j) such that aij = 1 and σij(A) >
σij(C) (the lexicographically first position where Σ(A) and Σ(C) differ, veri-
fies). We choose such a position (i, j) with i+ j as large as possible.
Applying Lemma 1, we choose (i0, j0) ∈ {i+1, . . . ,m}×{j+1, . . . , n} such
that ai0j0 = 1, and
for any (r, c) ∈ {i, . . . , i0 − 1} × {j, . . . , j0 − 1}, σrc(A) > σrc(C).
We choose such a position (i0, j0) with i0+j0 as small as possible. We consider
three cases.
Case 1 : ai0j = aij0 = 0.
Then







for any (r, c) ∈ {i, . . . , i0 − 1} × {j, . . . , j0 − 1}, σrc(A) > σrc(C).
Case 2 : ai0j = 1.
Because i0 > i and ai0,j = 1, by the maximality condition on i + j, we
know that σi0,j(A) = σi0,j(C). We also know that σi0−1,j(A) > σi0−1,j(C).
Moreover, we have ai0,j = 1 ≥ ci0,j and i0 > i ≥ 1. So, by Propositions 4 and
2 we have j > 1, and σi0−1,j−1(A) > σi0−1,j−1(C).
Applying Lemma 2, there is (i1, j1) ∈ {1, . . . , i0 − 1} × {1, . . . , j − 1} such
that ai1,j1 = 1 and
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j − 1}, σr,c(A) > σr,c(C).
We choose such a position (i1, j1) with i1 + j1 as large as possible. We now
consider three subcases.
Subcase 2.1 : i1 = i.
Then






where ∗ denotes an unspecified entry.
Since any row of A contains exactly two 1’s, we have aij0 = 0 and ai0j1 = 0.
Thus, A[{i, i0}; {j1, j0}] = I2 and
for any (r, c) ∈ {i, . . . , i0 − 1} × {j1, . . . , j0 − 1}, σr,c(A) > σr,c(C).
Subcase 2.2 : i1 > i.
Then
A[{i, i1, i0}; {j1, j, j0}] =
∗ 1 ∗1 ∗ ∗
1 1
 ,
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where ∗ denotes an unspecified entry.
Since any row of A contains exactly two 1’s, we have ai0j1 = 0.
If ai1j = 0, then A[{i1, i0}; {j1, j}] = I2 and
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j − 1}, σr,c(A) > σr,c(C).
If ai1j = 1, then
A[{i, i1, i0}; {j1, j, j0}] =
∗ 1 ∗1 1 ∗
0 1 1
 ,
where ∗ denotes an unspecified entry.
Consequently, ai1j0 = 0 and A[{i1, i0}; {j1, j0}] = I2. Since
for any (r, c) ∈ {i, . . . , i0 − 1} × {j, . . . , j0 − 1}, σrc(A) > σrc(C)
and
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j − 1}, σr,c(A) > σr,c(C),
we obtain
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j0 − 1}, σr,c(A) > σr,c(C).
Subcase 2.3 : i1 < i.
Then
A[{i1, i, i0}; {j1, j, j0}] =
1 ∗ ∗1 ∗
1 1
 ,
where ∗ denotes an unspecified entry.
Since any row of A contains exactly two 1’s, then ai0j1 = 0. We consider
three cases.
Subcase 2.3.1 : ai1j = 0.
Then A[{i1, i0}; {j1, j}] = I2 and
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j − 1}, σr,c(A) > σr,c(C).
Subcase 2.3.2 : ai1j = 1, and σi1j(A) > σi1j(C).
Then
A[{i1, i, i0}; {j1, j, j0}] =
1 1 ∗1 ∗
0 1 1
 ,
where ∗ denotes an unspecified entry.
Applying Lemma 1, there is (i2, j2) ∈ {i1 + 1, . . . ,m}×{j+ 1, . . . , n} such
that ai2j2 = 1 and
for any (r, c) ∈ {i1, . . . , i2 − 1} × {j, . . . , j2 − 1}, σrc(A) > σrc(C).
12 Rosário Fernandes et al.
Since σi0j(A) = σi0j(C), we conclude that i2 ≤ i0. We have already iden-
tified two positions in row i1 of A that are occupied by 1’s, (i1, j1) and (i1, j),
then ai1j2 = 0.
If ai2j = 0, then i2 6= i0 and
A[{i1, i2, i0}; {j1, j, j2}] =
 1 1 0∗ 1
0 1 ∗
 ,
where ∗ denotes an unspecified entry. Thus, A[{i1, i2}; {j, j2}] = I2 and
for any (r, c) ∈ {i1, . . . , i2 − 1} × {j, . . . , j2 − 1}, σr,c(A) > σr,c(C).
If ai2j = 1, then ai2j1 = 0 and






Thus, A[{i1, i2}; {j1, j2}] = I2.
Since i2 ≤ i0,
for any (r, c) ∈ {i1, . . . , i− 1} × {j1, . . . , j0 − 1}, σr,c(A) > σr,c(C)
and
for any (r, c) ∈ {i1, . . . , i2 − 1} × {j, . . . , j2 − 1}, σr,c(A) > σr,c(C),
we get
for any (r, c) ∈ {i1, . . . , i2 − 1} × {j1, . . . , j2 − 1}, σr,c(A) > σr,c(C).
Subcase 2.3.3 : ai1j = 1 and σi1j(A) = σi1j(C).
Then
A[{i1, i, i0}; {j1, j, j0}] =
1 1 ∗1 ∗
0 1 1
 ,
where ∗ denotes an unspecified entry.
Since j > 1 and σi1,j−1(A) > σi1,j−1(C), by Proposition 5, we get i1 > 1.
Using Proposition 3, we get σi1−1,j−1(A) > σi1−1,j−1(C).
Applying Lemma 2, there is (i3, j3) ∈ {1, . . . , i1 − 1} × {1, . . . , j − 1} such
that ai3,j3 = 1 and
for any (r, c) ∈ {i3, . . . , i1 − 1} × {j3, . . . , j − 1}, σr,c(A) > σr,c(C).
Then







Title Suppressed Due to Excessive Length 13
where ∗ denotes an unspecified entry.
If ai3j = 0 and j3 ≥ j1, then
A[{i3, i1, i, i0}; {j1, j3, j, j0}] =

∗ 1 0 ∗




where ∗ denotes an unspecified entry. Thus, A[{i3, i0}; {j3, j}] = I2.
Since
for any (r, c) ∈ {i1, . . . , i0 − 1} × {j1, . . . , j − 1}, σr,c(A) > σr,c(C)
and
for any (r, c) ∈ {i3, . . . , i1 − 1} × {j3, . . . , j − 1}, σr,c(A) > σr,c(C),
we have
for any (r, c) ∈ {i3, . . . , i0 − 1} × {j3, . . . , j − 1}, σr,c(A) > σr,c(C).
If ai3j = 0, and j3 < j1, then
A[{i3, i1, i, i0}; {j3, j1, j, j0}] =

1 ∗ 0 ∗
0 1 1 ∗
∗ 1 ∗
0 ∗ 1 1
 ,
where ∗ denotes an unspecified entry. Consequently, A[{i3, i1}; {j3, j}] = I2
and
for any (r, c) ∈ {i3, . . . , i1 − 1} × {j3, . . . , j − 1}, σr,c(A) > σr,c(C).
If ai3j = 1, and σi3j(A) > σi3j(C), then







where ∗ denotes an unspecified entry. So, we argue as in Subcase 2.3.2, with
rows i3, i, i0 and columns j3, j, j0.
If ai3j = 1 and σi3j(A) = σi3j(C), then we repeat this Subcase 2.3.3, with
rows i3, i, i0 and columns j3, j, j0. This process ends because A has a finite
number of rows.
Case 3 : aij0 = 1 and ai0j = 0.
Because j0 > j and ai,j0 = 1, by the maximality condition on i + j, we
know that σi,j0(A) = σi,j0(C). We also know that σi,j0−1(A) > σi,j0−1(C).
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Moreover, we have ai,j0 = 1 ≥ ci,j0 and j0 > j ≥ 1. So, by Propositions 5 and
3 we have i > 1 and σi−1,j0−1(A) > σi−1,j0−1(C).
Applying Lemma 2, there is (i4, j4) ∈ {1, . . . , i− 1} × {1, . . . , j0 − 1} such
that ai4,j4 = 1 and
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C).
We now consider three subcases.
Subcase 3.1 : j4 = j.
Then




where ∗ denotes an unspecified entry. We consider three cases.
Subcase 3.1.1 : ai4j0 = 0.
Then A[{i4, i0}; {j, j0}] = I2. Using the fact that
for any (r, c) ∈ {i, . . . , i0 − 1} × {j, . . . , j0 − 1}, σr,c(A) > σr,c(C),
and
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C)
we obtain
for any (r, c) ∈ {i4, . . . , i0 − 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C).
Subcase 3.1.2 : ai4j0 = 1 and σi4j0(A) > σi4j0(C).
Then




Applying Lemma 1, there is (i5, j5) ∈ {i4 +1, . . . ,m}×{j0 +1, . . . , n} such
that ai5j5 = 1 and
for any (r, c) ∈ {i4, . . . , i5 − 1} × {j0, . . . , j5 − 1}, σrc(A) > σrc(C).
We claim that i5 ≤ i. Suppose that i5 > i. Then σi,j0(A) > σi,j0(C). Using
the maximality condition on i+ j we get a contradiction. So, i5 ≤ i.
Since any row of A contains exactly two 1’s, we have ai4j5 = 0 and i5 6= i.
Moreover, ai5j4 = 0 or ai5j = 0.
If ai5j4 = 0, then






where ∗ denotes an unspecified entry. Consequently, A[{i4, i5}; {j4, j5}] = I2.
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Since
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C)
and
for any (r, c) ∈ {i4, . . . , i5 − 1} × {j0, . . . , j5 − 1}, σrc(A) > σrc(C),
we obtain
for any (r, c) ∈ {i4, . . . , i5 − 1} × {j4, . . . , j5 − 1}, σrc(A) > σrc(C).
As
If ai5j4 = 1, then ai5j0 = 0






Consequently, A[{i4, i5}; {j0, j5}] = I2 and
for any (r, c) ∈ {i4, . . . , i5 − 1} × {j0, . . . , j5 − 1}, σrc(A) > σrc(C).
Subcase 3.1.3 : ai4j0 = 1 and σi4j0(A) = σi4j0(C).
Then




Since j0 > 1 and σi4,j0−1(A) > σi4,j0−1(C), by Proposition 5, we get i4 > 1.
Using Proposition 3, we get σi4−1,j0−1(A) > σi4−1,j4−1(C).
Applying Lemma 2, there is (i6, j6) ∈ {1, . . . , i4− 1}× {1, . . . , j0− 1} such
that ai6,j6 = 1 and
for any (r, c) ∈ {i6, . . . , i4 − 1} × {j6, . . . , j0 − 1}, σr,c(A) > σr,c(C).
We consider three cases.
Subcase 3.1.3.1 : j6 = j. We argue as Case 3.1.
Subcase 3.1.3.2 : j6 > j. We argue as Case 3.2.
Subcase 3.1.3.3 : j6 < j. We argue as Case 3.3.
This process ends because A has a finite number of rows.
Subcase 3.2 : j4 > j.
Then
A[{i4, i, i0}; {j, j4, j0}] =
∗ 1 ∗1 ∗ 1
0 ∗ 1
 ,
where ∗ denotes an unspecified entry.
Since any row of A contains exactly two 1’s, we have aij4 = 0. We consider
three cases.
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Subcase 3.2.1 : ai4j0 = 0.
Then
A[{i4, i, i0}; {j, j4, j0}] =
∗ 1 01 0 1
0 ∗ 1
 ,
where ∗ denotes an unspecified entry. Consequently, A[{i4, i}; {j4, j0}] = I2
and
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C).
Subcase 3.2.2 : ai4j0 = 1 and σi4j0(A) > σi4j0(C).
Then
A[{i4, i, i0}; {j, j4, j0}] =
∗ 1 11 0 1
0 ∗ 1
 ,
where ∗ denotes an unspecified entry.
Applying Lemma 1, there is (i7, j7) ∈ {i4 +1, . . . ,m}×{j0 +1, . . . , n} such
that ai7j7 = 1 and
for any (r, c) ∈ {i4, . . . , i7 − 1} × {j0, . . . , j7 − 1}, σrc(A) > σrc(C).
We claim that i7 ≤ i. Suppose that i7 > i. Then σi,j0(A) > σi,j0(C). Using
the maximality condition on i+ j we get a contradiction. So, i7 ≤ i.
Since any row of A contains exactly two 1’s, we have ai4j7 = 0 and i7 6= i.
Moreover, ai7j4 = 0 or ai7j = 0.
If ai7j4 = 0, then






where ∗ denotes an unspecified entry. Consequently, A[{i4, i7}; {j4, j7}] = I2.
Since
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C)
and
for any (r, c) ∈ {i4, . . . , i7 − 1} × {j0, . . . , j7 − 1}, σrc(A) > σrc(C),
we obtain
for any (r, c) ∈ {i4, . . . , i7 − 1} × {j4, . . . , j7 − 1}, σrc(A) > σrc(C).
If ai7j4 = 1, then ai7j0 = 0 and
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where ∗ denotes an unspecified entry. Consequently, A[{i4, i7}; {j0, j7}] = I2
and
for any (r, c) ∈ {i4, . . . , i7 − 1} × {j0, . . . , j7 − 1}, σrc(A) > σrc(C).
Subcase 3.2.3 : ai4j0 = 1 and σi4j0(A) = σi4j0(C).
Then
A[{i4, i, i0}; {j, j4, j0}] =
∗ 1 11 0 1
0 ∗ 1
 ,
where ∗ denotes an unspecified entry.
Since j0 > 1 and σi4,j0−1(A) > σi4,j0−1(C), by Proposition 5, we get i4 > 1.
Using Proposition 3, we get σi4−1,j0−1(A) > σi4−1,j4−1(C).
Applying Lemma 2, there is (i8, j8) ∈ {1, . . . , i4− 1}× {1, . . . , j0− 1} such
that ai8,j8 = 1 and
for any (r, c) ∈ {i8, . . . , i4 − 1} × {j8, . . . , j0 − 1}, σr,c(A) > σr,c(C).
We consider three cases.
Subcase 3.2.3.1 : j8 = j. We argue as Case 3.1.
Subcase 3.2.3.2 : j8 > j. We argue as Case 3.2.
Subcase 3.2.3.3 : j8 < j. We argue as Case 3.3.
This process ends because A has a finite number of rows.
Subcase 3.3 : j4 < j.
Then
A[{i4, i, i0}; {j4, j, j0}] =
1 ∗ ∗1 1
0 1
 ,
where ∗ denotes an unspecified entry.
Since any row of A contains exactly two 1’s, we have aij4 = 0. Moreover,
ai4j = 0 or ai4j0 = 0.
If ai4j = 0, then A[{i4, i}; {j4, j}] = I2 and
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j − 1}, σr,c(A) > σr,c(C).
If ai4j0 = 0, then A[{i4, i}; {j4, j0}] = I2 and
for any (r, c) ∈ {i4, . . . , i− 1} × {j4, . . . , j0 − 1}, σr,c(A) > σr,c(C).
Corollary 2 Let R = (1m) and S = (s1, . . . , sn) be two nonincreasing pos-
itive integral vectors such that A(R,S) 6= ∅. Then the Bruhat order and the
Secondary Bruhat order coincide on A(R,S).
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Proof Let A,C ∈ A(R,S) such that A B C. Let D be the m-by-n+1 matrix
such that the first column has all entries equal to one and removing the first
column we have the matrix A. Similarly, let E be the m-by-n+ 1 matrix such
that the first column has all entries equal to one and removing the first column
we have the matrix C. Then D and E are matrices in A(U, V ) with U = (2m)
and V = (m, s1, . . . , sn). Since A B C we get D B E. By last theorem,
D 
B̂





We studied the coincidence of the two extensions of the classical Bruhat
order on Sn, stated by Bruadi and Hwang in [3]. We proved the coincidence
of these two orders in A(R,S) occurs when R = (2m) or R = (1m).
Using the transpose of matrices we obtain the two next results.
Theorem 3 Let S = (2n), and R = (r1, . . . , rm) be two nonincreasing pos-
itive integral vectors such that A(R,S) 6= ∅. Then the Bruhat order and the
Secondary Bruhat order coincide on A(R,S).
Corollary 3 Let S = (1m) and R = (r1, . . . , rm) be two nonincreasing pos-
itive integral vectors such that A(R,S) 6= ∅. Then the Bruhat order and the
Secondary Bruhat order coincide on A(R,S).
By Proposition 6 the reader know that there are many classes of matrices
where the two Bruhat orders coincide, for instance A(12, 11).
We observed that if R = (np, 2m−p), with 0 ≤ p ≤ m and S = (s1, . . . , sn)
are two nonincreasing positive integral vectors such that A(R,S) 6= ∅ then the
two Bruhat orders coincide on A(R,S). An interesting problem is the charac-
terization of other classes of matrices where the two Bruhat orders coincide.
Other important problem is to find properties of these two partial orders. It is
well known that the classical Bruhat order in Sn is Eulerian and lexicograph-
ically shellable (see [19] and [12]). It is interesting to know if, at least in these
classes, the Bruhat order retains these properties.
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