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3Abstract
Managing the steady-state power loading onto the divertor target plates remains a major
unresolved challenge facing tokamak fusion energy, that will be crucial for the success of the
next generation of high-power reactor-level devices. This thesis will tackle two topics within
this wide research area: assessing the performance of advanced divertor geometries in the
context of the ARC reactor concept, and studying the impact of ‘nonlocal’ thermal transport
on modelling predictions for the ITER tokamak SOL.
Numerical simulations are performed using UEDGE for the Super-X divertor (SXD) and
X-point target divertor (XPTD) configurations proposed for the ARC reactor design. The
SXD, combined with 0.5% fixed-fraction neon impurity concentration, produced passively
stable, detached divertor regimes for power exhausts in the range of 80-108 MW. The XPTD
configuration is found to reduce the strike-point temperature by a factor of ∼10 compared to
the SXD for small X-point radial separations (∼1.4λq||). Even greater potential reductions
are identified for separations of ≤1λq||. Raising the separatrix density by a factor 1.5, stable
detached divertor solutions were obtained that fully accommodate the ARC exhaust power
without impurity seeding.
In the presence of steep temperature gradients, classical local transport theory breaks
down, and thermal transport becomes nonlocal, depending on conditions in distant regions of
the plasma. An advanced nonlocal thermal transport model is implemented into the ‘SD1D’
complex SOL code to create ‘SD1D-nonlocal’, and applied to study typical ITER steady-
state conditions. Results suggest that nonlocal transport effects will have importance for the
ITER SOL, with discrepancies observed between nonlocal/local transport model predictions
in low-density scenarios. Heat flux models employing global flux limiters are shown to be
inadequate to capture the spatially/temporally changing SOL conditions. An analysis of SOL
collisionality and nonlocality suggests nonlocal effects will be significant for future devices
such as DEMO and ARC as well.
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Chapter 1
Introduction
1.1 Nuclear Fusion
With the world demand for energy increasing, and the supply of fossil fuels finite and being
steadily depleted, new forms of power generation will be required to meet the energy needs
of the future. Concerns over climate change from CO2-releasing forms of energy generation
and the radioactive waste from nuclear fission plants makes clean, environmentally-friendly
forms of energy generation desirable. Renewables energy technology is not at the stage where
it can reliably meet energy demands on a large scale, and often have very low power densities
that require large areas of land use. One potential technology in development, that could
meet these challenges, is fusion power.
Nuclear fusion is the process that powers the Sun and other stars, occuring in the star’s
core under immensely high temperatures and pressures. Fusion is the opposite process to
nuclear fission; whereas fission involves the decay of a heavy unstable nucleus (e.g. uranium,
plutonium etc.) into two smaller products, fusion takes two light nuclei (e.g. hydrogen) and
fuses them together into a single heavier nucleus. Both of these processes result in the release
of energy, as can be seen when considering the binding energy of stable atomic nuclei (Figure
1.1) - the energy required to disassemle a nucleus into its constituent protons and neutrons.
Nuclei with a higher binding energy are more stable and have a greater ‘mass defect’, where
the mass of the nucleus is less than the sum of the masses for the individual nucleons. Both
fission and fusion move the reaction products towards the binding energy peak (at 56Fe),
increasing the mass defect of the nuclei and releasing the equivalent amount of energy to the
lost mass. The increase in binding energy is much greater for fusion reactions such as H→He
17
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Figure 1.1: Average binding energy per nucleon for nuclei of different masses. Figure repro-
duced from: https://en.wikipedia.org/wiki/Nuclear fusion
than it is anywhere else on the curve, an indication of the great potential fusion power has
as a possible energy source.
There are several potential fusion reactions that could be considered for power generation,
however the one most commonly considered to be applicable to a fusion reactor is the fusion
of hydrogen isotopes deuterium (21H or D) and tritium (
3
1H or T):
2
1H +
3
1 H =
4
2 He+ n+ 17.6MeV (1.1)
For the energy released in the reaction in Equation 4.1, 1 kg of fusion fuel would produce
3.4x108 MJ [1] - an equivalent energy density of 6 million times that of natural gas. The
fuel supplies of deuterium and tritium are large; deuterium is found naturally in water (1
in every 6700 hydrogen atoms), and hence the water in the world’s oceans contain 4x1016
kg deuterium, which would supply the world’s total electrical energy consumption for ∼10
million years (assuming 1/3 themal conversion efficiency) [2]; tritium is not naturally occuring
in large quantities, but can be bred from lithium, of which there is a 62 million metric tonne
estimated world resource on land [3], and more is stored in the oceans, enough for thousands
of years of electrical energy demands [2]. The only waste product in the fusion reaction
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Figure 1.2: Reaction cross-sectional area σ (m2) for different fusion reactions
against center-of-mass energy (keV) of the reactants. Figure reproduced from:
https://iec.neep.wisc.edu/operation.php
is helium, with some additional low/intermediate-level radioactive waste resulting from the
neutron interactions with the reactor materials [4]. The high-energy density, abundant fuel
reserves and the low levels of waste products makes fusion extremely attractive as a potential
energy source.
In the drive to achieve net energy generation, it is sought to reach plasma ‘ignition’ - where
the self-heating effects of the fusion reactions in the plasma are sufficient to maintain against
energy losses, and the fusion reactions/plasma become self-sustaining, without requiring
external heating. Considering the power balances within a plasma, the requirement for
ignition is given by [5]:
nτE >
12
〈σv〉
T
α
. (1.2)
where n is the plasma density, T the temperature, 〈σv〉 the reactivity function for the fusion
reaction, α the α-particle energy, and τE the energy confinement time, a quantity defining
the energy loss rate of the plasma. The DT reaction is favoured for fusion for having the
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combined properties of high energy released per reaction as well as having the highest reaction
cross-sectional area σ (Figure 1.2) - and therefore the highest reactivity 〈σv〉 - making it the
easiest to achieve a burning fusion plasma with. Taking the α-particle energy of 3.5 MeV
and the expression for the reactivity function as 〈σv〉 = 1.24x10−24T 2 m3s−1, this can be
written in a useful form of the fusion ‘triple product’:
nTτE > 3x10
21m−3keV s, (1.3)
also known as the Lawson criterion [5]. This condition for ignition is highly difficult to
achieve, with no fusion experiment to date having satisfied the Lawson criterion. Equation
1.3 also illustrates the strategies that can be taken to reach net fusion power, which are
employed by the two main strands of fusion research: maximise the achieved triple-product
by increasing the plasma density, as employed by inertial confinement fusion, or instead
by improving the confinement of the plasma energy to maximise τE , which is the strategy
utilised in magnetic confinement fusion.
1.2 Magnetic Confinement Fusion
Magnetic confinement fusion seeks to maximise the fusion triple product by improving the
energy confinement of the plasma, hence maximising τe. In a magnetic field, the charged
particles of the plasma are restricted in their radial motion relative to a magnetic field line
by the Lorentz force, acting perpendicular to the magnetic field direction (Figure 1.3(a)).
Plasma particles can freely move along the direction parallel to the field, but radially orbit the
field line with an orbit radius of the Larmour radius, a function of the particle velocity, mass
and the magnetic field strength. This constrained motion of the plasma particles is what
provides greater particle and energy confinement in the plasma under magnetic confinement
fusion.
Several device configurations have been explored to capitalise on the benefits of magnetic
confinement, including magnetic mirror devices, magnetic pinches and stellarators. The most
successful of these has been the tokamak (Figure 1.3(b)) [7] - a torus-shaped vessel within
which the fusion plasma is contained, with a magnetic field applied in the toroidal direction.
This allows the plasma particles to freely orbit around the torus vessel whilst restricting their
radial motion, providing high particle/energy confinement as well as limiting the contact of
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Figure 1.3: (a) Illustration of plasma particle gyromotion around a magnetic field line. (b)
Schematic of a tokamak configuration, showing toroidal and poloidal field coils and magnetic
field component directions. Images courtesy of EUROfusion.
the hot fusion plasma with the vessel walls and components, for which the high temperatures
and energy fluxes would cause significant damage. External toroidal coils provide the toroidal
magnetic field. In practice, the toroidal field alone is not sufficient to fully confine the plasma,
due to the presence of radial drifts relating to the field curvature and electromagnetic drift
effects [6], as well as turbulence. An additional poloidal component for the magnetic field
is required as well. This field is mostly generated interally from the plasma, by driving a
toroidal current in the plasma. Additional external poloidal field coils are also required, for
plasma shaping and position control [8]. The magnetic field therefore has two components:
the toroidal magnetic field Bφ and the poloidal magnetic field Bθ, making the field lines
helical. Typically, in large aspect-ratio tokamaks, the poloidal field is small compared to the
toroidal field (Bθ << Bφ).
Cross-sections of the tokamak toroidal vessel are given in Figure 1.4, with a 2D projec-
tion of magnetic flux surfaces shown in two different configurations - a ‘limiter’ and ‘divertor’
configuration. The core plasma is confined inside the closed magnetic flux surfaces in the
centre. This core plasma is heated to ∼ 5 − 10 keV, and typically has a plasma density
on the order of 1020 m−3 [7]. Confinement of particles/energy is never perfect, with diffu-
sion/turbulence driving transport radially outwards and across the ‘last closed flux surface’
(LCFS), otherwise known as the separatrix. This creates a particle and power exhaust flow-
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Figure 1.4: Cross-section of tokamak toroidal vessel for (left) limiter and (right) divertor
configurations. Closed and open (SOL) magnetic flux surfaces are shown. Image courtesy of
EFDA-JET.
ing into the open field line region outside the LCFS referred to as the‘scrape-off-layer’ (SOL).
In the case of a limiter configuration, the LCFS is directly in contact with a material surface
(and is in itself defined by the material surface) - either the vessel wall or a material ‘limiter’
that pertrudes out away from the vessel. Alteratively, shaping of the magnetic field can be
performed so that these open field lines direct/divert the SOL plasma away from the vessel
walls to specially designed target plates, designed to cope with the large power/particle fluxes
being exhausted from the core. Such a scenario constitutes the ‘divertor’ configuration.
Of all the fusion devices to date, the tokamak has shown the greatest potential and made
the greatest strides towards net fusion power, reaching fusion gain Q = Pfus/Pheat orders
of magnitude greater than in any other fusion device. The tokamak has therefore been the
dominant focus for fusion energy research.
1.3 High-power reactors
1.3.1 Current/future devices
1.3.1.1 JET
The JET tokamak [9, 10] (Joint European Torus) is the world’s largest and most powerful
tokamak to date, with a major/minor radius of 2.96/1.0 m respectively, based in Culham,
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Figure 1.5: 3D diagrams for the JET (left) and ITER (right) tokamaks. Images courtesy of
EFDA-JET and ITER respectively.
UK. The primary goals of the experiment were to investigate heating and confinement in
reactor relevant plasmas, α-particle production and heating, and plasma-wall interactions [9].
It operates with magnetic fields up to 3.8 T, and with plasma currents up to a record of
7 MA (though more regularly operating at ∼3 MA). Originally a limiter tokamak, it was
transformed to a divertor setup, with divertor configurations proving the most promising for
power exhaust handling and accessing high-performance ’H-mode’ operation. As such JET
has been used for a variety of divertor and target material studies, testing divertors with
carbon and tungsten target materials. JET was the first tokamak to perform experiments
using mixed D-T fuel. In 1997, DT experiments on JET reached 16.1 MW of fusion power
generation, a fusion gain Q = 0.62 and a fusion triple product of 8.7x1020 keV s m−3 [11].
The first two of these are world records in fusion devices.
1.3.1.2 ITER
ITER [12] is the next major fusion experiment being built, which will become the new largest
fusion tokamak in the world upon completion, currently under construction in Cadarache,
France. It is a global collaboration, with a total of 35 nations participating and contributing
to the project, including China, Russia, India, Japan, South Korea, the European Union
and the US. The aim of the project is to demonstrate the feasibility of a fusion reactor
and the required integrated systems, by achieving Q >1 for the first time, attaining and
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Figure 1.6: 3D diagrams for the European DEMO (left) and ARC (right) tokamaks. DEMO
images courtesy of ITER. ARC figure reproduced from Reference [17] with permission from
the author.
controlling fusion burn, demonstrating long-pulse techniques for steady-state operation and
performing limited testing of the tritium breeder blanket technology [12]. ITER will have
a major/minor radius of 6.2/2.0 m, and will operate with an on-axis field of 5.2 T. First
plasma is scheduled for 2025, and the first DT experiements in 2035. At maximum power
ITER is aiming to produce 500 MW fusion power for a period of 400 seconds, attempting to
reach Q >10. The research on many previous and currently operating tokamak experiements
have/are contributing to the tokamak physics knowledge and understanding for ITER oper-
ation, particularly regarding research on JET [10], the current largest fusion device with the
closest parameters to those predicted for ITER.
1.3.1.3 DEMO
Following the completion of the ITER project, the intended next step is to build a demon-
stration fusion pilot plant, referred to as DEMO. This reactor would build on the advances
in physics and technology knowledge gained from ITER experiments, to create the first net-
electrical-energy fusion device. The goal of DEMO would be to demonstrate the commercial
viability of a functioning fusion reactor, to drive the next step towards the first commeri-
cal fusion reactors being deployed. To do so it must demonstrate the technology required
to convert the fusion power generated into electrical power that can be delivered to the
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grid, as well as demonstate regular and reliable maintenance of a fusion power plant. All
current DEMO designs/studies are in the pre-conceptual stage, with a variety of different
DEMO designs being proposed: Japanese DEMO [13], Korean K-DEMO [14], CFETR [15]
and European DEMO (EU-DEMO) [16]. Taking EU-DEMO as an example, it would be a
significantly larger device than previously attempted with a major radius of ∼9 m, would
seek to generate on the order of 2GW fusion power at a Q=40, with pulses that last over 2
hours [16] - order of magnitude increases over what is intended to be achieved in ITER.
1.3.1.4 ARC
An alterative to the conventional path to fusion power, the ARC reactor [17] (Affordable,
Robust, Compact reactor) is a conceptual tokamak design for a reduced size, cost and com-
plexity demonstration fusion pilot power plant, proposed by researchers at Massachusetts
Institute of Technology (MIT). As a pilot plant, ARC would produce 200-250 MWe of net-
electrical power. Designed to operate at a comparable fusion power to ITER of 525 MW,
it does so at a much smaller size (R0 = 3.3 m) comparable to JET [17]. It achieves this by
employing new high-temperature superconducting (HTS) technology for the toroidal field
(TF) coils [18] to allow for high magnetic field operation (B0=9.2T). The HTS technology
also has the added benefit of supporting the use of resistive joints, allowing the TF coils to
be demountable [18], which enables significant benefits in terms of component replacement
and modular vessel construction. The reduced size and cost of this novel design makes it
more economical, with potentially shorter development timeframes than other fusion reactor
concepts [19]. ARC is not currently under construction - a smaller version ‘SPARC’ will be
built first as a first step towards an ARC device.
1.3.2 Exhaust and modelling challenges facing high-power reactors
A number of significant scientific and engineering challenges remain to be overcome before
fusion reactors and energy generation can become a reality. Two such challenges related to
the power exhaust in the SOL, which will be the subject of the studies in this thesis, are
outlined in the section.
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1.3.2.1 Heat flux loading on divertor target plates
An important limiting factor for the design of future tokamak fusion devices is the thermal
heat flux onto the divertor target plates. Fusion reactors will have exhaust powers of several
100 MW, which in some cases will be concentrated into a SOL heat flux width of just a
few mm, presenting a daunting challenge for power exhaust management. For ITER, with
a projected generated fusion power of Pfus ∼ 500MW, modelling of the scrape-off-layer and
divertor show an unmitigated peak heat flux of 40 MW m−2 at the divertor targets [20]. This
could be significantly higher still if experimental scalings that predict ITER’s SOL heat flux
width to be ∼1 mm [21] prove to be correct. However, technological and materials factors
for the divertor targets and cooling systems put limitations on the maximum tolerable heat
flux, and the current accepted value for this maximum is only ∼10 MW m−2 [22] - well below
the 40 MW m−2 anticipated for ITER.
Mitigation techniques will be employed to bring the ITER target heat flux within the
10 MW m−2 limit, including operating under partial divertor detachment - cooling the
plasma at the divertor region until the plasma electrons/ions recombine to neutral hydrogen
atoms - induced using impurity seeding and high neutral pressures [23–25]. However, there
is significant uncertainty on whether these techniques will be adequate to handle the heat
loads expected from future reactor-level devices like DEMO [26, 27], which will move to
significantly higher fusion and exhaust powers than in ITER. Extensive materials research is
being performed to improve the material capabilities of plasma facing components [20, 28].
Moreover, in order to suppress target erosion to acceptable levels for a reactor, fully detached
divertor conditions will be required. Added to this requirement is a formidable divertor
plasma control challenge - e.g. at no time during high power operation should the divertor
plasma be allowed to re-attach to the target (or be limited to a very short length of time
if it does occur), despite inevitable variations in power exhaust that are associated with
transients (e.g. confinement transitions).
Advanced divertor configurations are proposed as potential solutions to the divertor
power loading issue. These generally feature extended volumes for the divertor, additional
poloidal field nulls, and shaping control beyond what is used for a standard vertical target
divertor. However, these are yet to be demonstrated to be adequate to meet the demands
of future reactors. The divertor heat flux problem therefore remains a huge challenge that
is yet to be resolved.
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1.3.2.2 Kinetic effects in collisionless plasmas
Accurate modelling of the thermal transport in the SOL is of vital importance, both in
accurately predicting the heat flux through the SOL and onto the divertor targets, and in
assessing the design and effectiveness of heat flux mitigation methods such as detachment.
Currently large-scale modelling of the tokamak SOL has been built on a fluid description,
which assumes locality and high collisionality of the plasma. However, it has long been
known that in the presence of steep temperature gradients, classical local transport theory
breaks down [29,30]. In low collisionality plasmas the thermal transport becomes ‘nonlocal’,
depending on conditions in distant regions of the plasma due to the streaming of supra-
thermal particles from upstream regions. The resulting nonlocal kinetic effects on the thermal
transport, not captured in fluid simulations, have significant impacts on the temperature and
heat flux profiles [29,31].
The necessary conditions can be found in SOL plasmas (as well as in laser heated plasmas
relevant to inertial confinement fusion where this problem has recieved more attention [29–
31]), where parallel temperature gradients can become steep approaching the divertor target
plates [32]. As tokamaks move towards reactor devices and higher fusion powers, nonlocality
is likely to play an increasingly important role, as higher upstream temperatures still need to
be reduced to ∼few eV at the divertor target, requiring ever steeper temperature gradients.
Nonlocal effects could therefore potentially have significant impact on plasma conditions
across the SOL and the divertor target for high power devices, which have implications on
the target plate conditions and the ability to achieve detached divertor operation. If nonlocal
kinetic effects are not captured in SOL simulation codes used for future reactor designs, these
designs may be fundamentally flawed and risk failure of the divertor systems/components.
Accurately capturing nonlocality in thermal transport models is therefore a major challenge
to be addressed in predictive modelling of the SOL.
1.4 Thesis outline
In this thesis, the divertor heat flux problem is investigated for the ARC reactor, performing
2D SOL simulations to assess the divertor designs proposed for the reactor, to determine if
detachment can be obtained for the expected power exhaust and to investigate the physics
of the advanced divertor geometry proposed. In addition, a reduced-kinetic nonlocal heat
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flux model is implemented into a 1D complex SOL code, and the impact of incorporating
nonlocal thermal transport in SOL modelling is assessed for the ITER reactor. Comparisons
with results from JET and expected SOL conditions for DEMO and ARC are presented also.
This thesis is structured as follows: Chapter 2 provides background physics relevant to
the tokamak SOL, divertors, and advanced divertor proposals. Chapter 3 details modelling
techniques used for fluid simulations of the SOL, and outlines the ‘SD1D’ and ‘UEDGE’
codes used in this study. Chapter 4 describes the ARC fusion reactor concept, details of
the design and divertor design, and the physics motivations behind them. In Chapter 5, the
results of the ARC divertor modelling study are presented. Chapter 6 describes the theory of
nonlocal transport and kinetic effects in the SOL, as well as discussing the ‘Ji-Held’ nonlocal
model used in this study. Results of a 1D nonlocal transport study for ITER is presented in
Chapter 7. Finally, a summary of this thesis and conclusions from the studies peformed are
presented in Chapter 8.
Chapter 2
The tokamak SOL and divertor
2.1 The scrape-off-layer plasma
The tokamak scrape-off-layer, outside of the last-closed-flux-surface (LCFS), is at a much
lower temperature than the core plasma, at several 10s to a few 100 eV upstream at the
separatrix, and can drop to just a few eV at the divertor target plates. At these temperatures,
many processes that are not relevant to the hotter core plasma become significant. For
lower temperatures, recombination of plasma electrons and ions to form neutrals becomes
important, with the neutral density in the plasma rising significantly. The high neutral
density introduces many atomic processes to the plasma, including excitation, ionisation
and charge exchange, which create additional particle, energy and momentum sources/sinks
in the SOL. These atomic processes are summarised in Equations 2.1(a-e) [33]:
H+ + e→ H (recombination), (2.1a)
H+ + 2e→ H + e (3-body recombination), (2.1b)
H + e→ H∗ + e (excitation), (2.1c)
H + e→ H+ + 2e (ionisation), (2.1d)
H+ +H → H +H+ (charge exchange). (2.1e)
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Interactions of the plasma with material surfaces acts as a source of molecular hydrogen as
well, introducing molecular process to the plasma [33]:
H2 + e→ H +H + e (dissociation), (2.2a)
H2 + e→ H+ +H + 2e (dissociative ionisation), (2.2b)
H2 + e→ H+2 + 2e (molecular ionisation), (2.2c)
H+2 + e→ H +H (dissociative recombination), (2.2d)
H+2 + e→ H+ +H+ + 2e (dissociative ionisation). (2.2e)
The rates of these different reactions are functions of the plasma temperature and density,
and all contribute to an evolving composition of the SOL plasma.
Impurity species are also present in the SOL, and can play an important role in SOL
physics. The primary source of impurities is helium ash from the fusion reactions in the
core, which must be exhausted through the SOL. High-Z impurities can also be present -
either through deliberate injection or from plasma-surface interactions with plasma-facing
components. Impurities undergo similar atomic and molecular processes to the hydrogen
neutrals, but the dominant processes for the high-Z impurities tend to be excitation rather
than ionisation, leading to photon emission and a loss of energy as radiation, significantly
cooling the plasma [34]. This can be beneficial in terms of reducing the divertor target
temperature and heat flux. However, impurity transport can see impurities travel long
distances in the SOL, and up to the main plasma. Impurity contamination in the core has a
dilution effect on the fusion fuel, reducing the fusion reaction rate, as well as radiating and
cooling the core, which can significantly degrade energy confinement and make ignition more
difficult, and can potentially cause disruption events from cooling of the core edge [34, 35].
Therefore, whilst impurities may be required for cooling the divertor plasma, it remains
important to control the impurity transport and limit concentration in other regions.
2.2 The divertor SOL
For most current and future tokamak designs, a divertor configuration is employed. The
divertor magnetic geometry is generated using an external poloidal field coil carrying a
current ID in the same direction as the plasma current IP [36]. The resultant poloidal field
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Figure 2.1: Schematic of divertor configuration magnetic geometry, with open and closed
field line regions, separatrix and X-point, and divertor target plates labelled.
lines make a figure-of-eight shape. At some location between the current centres the poloidal
fields from each source cancel, creating a magnetic null or ‘X-point’ (Figure 2.1) where the
magnetic field is purely toroidal. The magnetic flux surface passing through the X-point
is called the separatrix, which defines the last-closed-flux-surface (LCFS) for the plasma;
within the separatrix, the flux surfaces are closed, containing the confined core plasma;
outside the separatrix, magnetic flux surfaces are open and intersect with the divertor target
plates, forming the divertor SOL. The connection length - the distance a plasma particle
travels along a field line before striking a solid surface - on the separatrix is theoretically
infinite [36] (due to Bθ = 0 at the X-point), and SOL field lines that pass close to the X-point
are extended to very long connection lengths.
There are many benefits that the divertor configuration provides over limiters, in par-
ticular moving the plasma-facing-components (i.e. divertor targets) away from direct con-
tact with the main confined plasma. This allows better control and prevention of impuri-
ties/neutrals contamination of the main plasma from plasma-surface interactions (see section
2.2.1). The divertor configuration also allows for higher neutral compression towards the di-
vertor targets, which enables more efficient and compact gas pumping systems required for
removal of helium-ash impurity and for plasma density control [37]. In addition, the di-
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vertor configuration allows for favourable access to improved energy confinement regimes
such as H-mode, which is beneficial for achieving high core temperatures, fusion gain and
triple-products required for plasma ignition (but also bring with them risks associated with
Edge-Localised-Modes (ELMs) - instabilities that produce violent outbursts of particles and
energy from the core into the SOL, causing significant damage to plasma-facing components
- which need to be mitigated or avoided entirely for future fusion reactors to be successful).
H-modes were first discovered in divertor tokamaks [38], and whilst H-mode has since been
obtained with limiters, it is much harder to achieve and has typically lower τE [37]. For
these reasons the divertor has become the preferred configuration for tokamak designs [22].
2.2.1 Plasma-surface interactions
Plasma-surface interactions (PSI) play an important role in SOL physics, with repercussions
that can seriously impact the divertor and exhaust power management, as well as the fusion
core performance and stability.
2.2.1.1 The plasma sheath
The divertor target surface acts as a particle sink to the plasma, with ions and electrons flow-
ing down the open SOL field lines into the solid surface. The significant mass and inertia dif-
ference between the plasma electrons/ions leads to interesting physics at the plasma/surface
boundary. The lower electron mass gives it a higher thermal velocity than the ions (by fac-
tor
√
mi
me
), which initially creates a greater flow of electrons into the surface. The resulting
build-up of negative charge establishes an electric field in a thin region above the target
surface, repelling and slowing the electrons and accelerating the ions until the flow of each
species into the surface becomes equal. This region is known as the ‘sheath’ and provides
important boundary conditions for the SOL plasma.
An important theoretical result for the sheath is given by the Bohm criterion, which helps
define particle and energy transport through the sheath region. A simplified derivation of
the Bohm criterion will be outlined in this section [39], for a 1D case with Ti = 0. Within
the sheath quasineutrality no longer holds, such that ni 6= ne, and the electric field E in the
sheath is defined by
∇ ·E = e
0
(ni − ne). (2.3)
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Figure 2.2: Illustration of the sheath and presheath regions in a plasma in their effects on the
plasma ion/electron density and plasma potential. Figure reproduced from Reference [40].
With E = −∇φ, this gives Poisson’s equation for the electric potential φ in the sheath as
∂2φ
∂x2
= − e
0
(ni − ne). (2.4)
The electron velocity distribution within the sheath is assumed to be approximately Maxwellian,
so the electron density ne takes a Boltzmann distribution given by
ne = nseexp
[
e(φ− φse)
Te
]
(2.5)
where nse and φse are the density and potential at the ‘sheath-edge’. φse describes the
potential drop that occurs upstream of the sheath edge, in the plasma itself, due to the
presence of the sheath. This region is referred to as the ‘pre-sheath’. The impact of the
sheath and presheath regions on the plasma ion/electron density and plasma potential are
illustrated in Figure 2.2.
Assuming all ions originate at a location upstream of the sheath edge, for the case that
Ti = 0, energy conservation gives us the relation
1
2
miv
2
se = −e∆φpre−sheath = −eφse. (2.6)
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Combined with particle conservation nivi = constant, the ion density ni is given by
ni = nse
(
φse
φ
)1/2
(2.7)
Thus, substituting Equations 2.5 and 2.7 into 2.4, Poisson’s equation becomes
∂2φ
∂x2
= − e
0
nse
[(
φse
φ
)1/2
− exp
[
e(φ− φse)
Te
]]
. (2.8)
Defining δ ≡ φse − φ > 0, the terms (φse/φ)1/2 and exp[(e(φ− φse)/Te] can be expanded
as: (
φse
φ
)1/2
≈ 1 + 1
2
δ
φse
= 1− 1
2
δ
|φse| (2.9)
exp
[
e(φ− φse)
Te
]
≈ 1− eδ
Te
(2.10)
which gives
∂2δ
∂x2
≈ enseδ
0
(
e
Te
− 1
2|φse|
)
. (2.11)
This form is a 2nd-order differential equation. With the assumption that an oscillatory sheath
potential φ is uphysical, in order for the solution to Equation 2.11 to be non-oscillatory the
condition must be met that:
e
Te
≥ 1
2|φse| (2.12)
which from Equation 2.6 becomes
miv
2
se ≥ Te (2.13)
or
vse ≥ cs (2.14)
where cs is the sound speed cs =
√
Te/mi. This is the Bohm criterion, showing that the ions
must be accelerated by the pre-sheath and enter the sheath edge at a velocity greater than
or equal to the sound speed.
Generalisation of the Bohm criterion to Ti 6= 0 gives the same result but with a corrected
form of cs to account for the ion temperature [39], such that
vse ≥ cs =
(
Te + γTi
mi
)1/2
(2.15)
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where γ is the ratio of specific heat, equal to 1 for isothermal flow, 5/3 for adiabatic flow
with isotropic pressure, and 3 for 1D adiabatic flow. Exact numerical solutions of the full
plasma/sheath domain finds that vse ≈ cs for plasmas where charge imbalances are small [41],
and therefore this approximation is often adopted for sheath modelling.
The length scale of the sheath Lsheath can also be estimated using Equation 2.11, by
approximating the equation to
δ
L2sheath
≈ enδ
0
e
Te
. (2.16)
Rearranging this equation gives
Lsheath ≈
(
0Te
e2n
)1/2
≡ λD (2.17)
where λD is the Debye length. For temperatures in the 10-30 eV range with n = 10
19
m−3, then Lsheath ≈ 10µm, showing how thin the plasma sheath is for typical tokamak edge
conditions.
The sheath is not just a particle sink for the SOL plasma, but also an energy sink. As
mentioned, within the sheath region the ions are accelerated by the electric potential and the
electrons are repelled. This repulsion means that only electrons with energies high enough
to overcome the sheath potential are able to pass through the sheath and be absorbed into
the solid surface; the rest are reflected back into the SOL plasma.
In order to be absorbed into the solid surface, the electron must have a forward-directed
kinetic energy greater than |eφsf |, where φsf is the potential drop between the plasma and
that at the solid surface. The net electron power flow at the sheath edge is therefore
qese = (2Te + e|φsf |)Γse (2.18)
where Γse = nsevse is the particle flux through the sheath edge, since the absorbed electrons
had an energy that was e|φsf | higher at the sheath edge than when they reach the solid
surface [42].
It is therefore the high energy tail of the electron energy distribution that is lost from
the SOL at the sheath boundary, which has a significant cooling effect on the SOL electrons
(analogous to evaporative cooling), reducing Te at the sheath edge. The electrons that are
lost contribute to the negative charge build-up on the surface that accelerates the ions, so
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in effect the electron energy is being transferred to heat the ions. Analysis of the energy
distribution of the ions accelerated through the sheath gives the ion energy flux through the
sheath edge [42] as
qise ≈ 2TiΓse. (2.19)
The total power flux through the sheath edge is typically written as
qse ≡ qese + qise = γSHTiΓse. (2.20)
where γSH is the ‘sheath heat transmission coefficient’. For conditions where Ti ≈ Te, this
coefficient takes values of γSH ≈ 7− 8 [42].
2.2.1.2 Recycling
Whilst the divertor targets (and any plasma-facing surface, for that matter) are particle sinks
for the plasma, they also serve as a particle source for neutral atomic and molecular hydrogen.
Plasma ions that collide with the target surface are either backscattered back into the plasma
or absorbed into the material surface. Backscattered particles are predominately neutral,
with ions having picked up an electron from the surface through surface recombination, with
a backscattered energy ∼30-50% of the incident ion energy [43]. Surface recombination is
also an important source of heating, since much of the energy released goes into heating
the wall. Hydrogen ions absorbed into the surface also neutralise, and diffuse around the
material. Some hydrogen neutrals remain trapped in the material, but others diffuse back
to the surface and re-enter the plasma, and can also be released from the material by further
incoming flux of plasma particles and radiation. The ratio of the flux returning to the
plasma to the incident flux is called the recycling coefficient. This can typically be in the
range of 0.80-0.95 in tokamak devices, but in steady-state regimes can be as high as unity [43].
Neutral hydrogen that re-enters the plasma through recycling leads to a high neutral density
around the divertor target plate, but from charge exchange and in certain conditions with
long ionisation mean-free-paths these neutrals can travel far into the SOL and even into the
main plasma before they are re-ionised.
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2.2.1.3 Sputtering
Sputtering is another important PSI effect that provides a source of impurities to the plasma.
Physical sputtering occurs where the an incident ion/neutral on a solid surface transfers
sufficient energy to exceed the surface binding energy of the material, releasing surface atoms
into the plasma. Chemical sputtering involves chemical reactions occuring between the
ion/neutrals and the surface material, releasing the reaction products. Both sputtering
process cause erosion of the material surface, introducing a source of high-Z impurities to
the SOL. High-Z impurities radiate more strongly in the plasma, which can pose significant
problems for fusion performance if they migrate to the core plasma. In addition, the rate
of erosion from sputtering at the divertor target is expected to be a limiting factor to the
divertor - and therefore the fusion reactor - operational lifetime. This strongly motivates
keeping target edge temperatures low to minimise the sputtering yield. [34]
2.2.2 Attached plasma regimes - sheath and conduction limited SOL
For a SOL plasma with temperatures relatively high throughout the domain (with T > 10 eV
at the sheath boundary), where the recombination rate and plasma neutral density remain
low, the plasma in this case is in direct contact with the material surface and is said to
be in an ‘attached’ regime. An important distinguishing property in such conditions is the
presence or absence of a significant temperature decrease along the length of the SOL, which
determines important properties of the divertor SOL.
2.2.2.1 The sheath-limited SOL
A SOL that is approximately isothermal in the parallel direction, with little or no significant
temperature gradients, is described as being in the ‘sheath-limited’ regime. This can occur
in situations where the parallel heat conductivity is high and weak temperature gradients
are sufficient for conduction to carry the entirety of the power entering the SOL flux tube,
or alternatively where parallel convection is high and carries the majority of the parallel
power flux. Both scenarios reduce variation in temperature along the SOL length. In such
conditions, the limiting factor for parallel heat flow through the SOL is the energy flow that
can pass through the sheath (Equation 2.20) - hence the SOL is sheath-limited, with the
sheath heat transmission properties defining the properties of the SOL plasma. Isothermal
SOL temperatures are undesirable for tokamak operation - particularly for high power and
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future reactor devices, upstream SOL temperatures are high (10s to few 100s eV), and
maintaining these high temperatures at the divertor targets would lead to unacceptable
power loading and erosion at the divertor target plates. Therefore the sheath-limited regime
is not considered an appropriate operating regime for a fusion tokamak.
2.2.2.2 The conduction-limited SOL
In contrast, in conditions where the parallel heat conductivity is low and convection is not
strong such that conduction dominates over convective transport, heat flow through the SOL
is limited by the finite heat conductivity of the plasma (κ||0T
5/2
e , where κ||0 ≈ 4.4x10−11 W
m−1 K−1) - hence referred to as the ‘conduction-limited’ regime - giving rise to large tem-
perature gradients, necessary to sustain the required parallel heat flow. Such a scenario
typically arises where the SOL collisionality is sufficiently high and/or there is a significant
particle source downstream in the SOL near the divertor target region, such as ionisation
of neutrals, reducing plasma flow and convective transport. In attached conditions where
temperatures are high enough that recombination is low, the major downstream particle
source is ionisation of recycled neutrals, and therefore the conduction-limited regime also
gets referred to as the ‘high-recycling regime’. Given the high upstream temperatures antic-
ipated for reactor devices and the strong motivation to reduce the target temperature to low
values to reduce divertor erosion, conduction-limited SOL conditions are much preferred as
a tokamak divertor operating regime than the sheath-limited SOL.
2.2.3 Detachment
If the plasma temperature at the target drops to <5 eV, the neutral ionisation rate drops
below ion-neutral friction processes, and if the temperature is reduced further to ∼1 eV,
volumetric recombination processes start to dominate, extinguishing the plasma at the target
surface with the plasma density dropping to near zero [44] (Figure 2.3). Neutral gas builds
up above the divertor target, and the particle and energy flux to the target is significantly
reduced. In this regime, the plasma is said to be ‘detached’ from the divertor target, not
in contact with the target solid surface but instead with a gaseous neutral target, with
volumetric recombination replacing surface recombination as the plasma sink.
The characteristics of detachment can be summarised to three main features: a reduction
in the ion current to the plate by recombination, a reduction of plasma pressure at the plate,
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Figure 2.3: Illustration of plasma T and n profiles for a SOL in high-recycling, detached
conditions. The stagnation and target boundary locations in the SOL are indicated by “u”
and “t” respectively.
and a reduction in energy reaching the plate [124]. This makes plasma detachment attractive
as a potential solution to mitigating the divertor heat load. The very low temperatures and
reduced plasma flux to the target surface also reduces target plate erosion from decreased
sputtering rates. These benefits give strong motivation to operate tokamaks in the detached
regime, and as such methods to induce detachment by cooling the plasma are often employed
in divertor designs, such as injection of neutral gas puffs and/or high-Z impurities (typically
argon, neon or nitrogen), to enhance energy losses in the divertor region from radiation and
ion-neutral interactions.
Experimental studies have been performed for detachment in large tokamaks such as JET,
JT-60 and DIII-D [46]. For future reactor devices operating over long pulses, a detachment
front would need to be controlled so that it does not move up to the core X-point and LCFS,
where it can cause a MARFE - a radiation instability caused by cooling of the confined core
plasma [47]. To this end, stable detached regimes are desired, where the detachment front
finds equilibrium within the length of the divertor leg. Previous experiments with carbon
plasma-facing components (PFCs) have shown that ‘partially detached divertors’ - where
only a limited area of the SOL is detached from the target plate, whilst the rest remains
attached - are more stable than fully detached [49], and this is the regime that has been
adopted for the ITER divertor design. However, more recent experiments with metallic
PFCs have shown the capability for stable full detachment of target plates [48].
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2.2.4 Cross-field transport
Radial cross-field transport across the LCFS provides the primary particle/energy source
into the SOL. In a simple SOL model with no additional sources, the radial particle flux Γ⊥
must be balanced by the total parallel flux to the targets surfaces Γ|| ≈ ncs (assuming that
vse ≈ cs). Expressing the perpendicular flux as Γ⊥ = −D⊥ dndx , the radial extent of the SOL
can be roughly estimated as [50]
λn ≈
(
2DSOL⊥ L
cs
)1/2
(2.21)
where D⊥ is the perpendicular diffusive transport coefficient. A similar estimate for the
parallel power e-folding width λq|| of the SOL can be determined [51], again assuming flux
across the LCFS is the only source/sink in the SOL, such that
λq|| ≈
2
7
χ⊥nsepTsepAp
PSOL
(2.22)
where χ⊥ is the perpendicular thermal transport coefficient, nsep and Tsep are the density
and temperature at the separatrix, PSOL is the power crossing the LCFS into the SOL and
Ap is the core plasma surface area.
In neoclassical theory, radial particle and thermal transport is driven by radial gradients
dn/dr and dT/dr, with a greater magnitude of transport than classical random-walk motion
due to toroidal geometry and magnetic field line effects (e.g. banana orbits). In experiment,
the values of D⊥ and χ⊥ greatly exceed that predicted by neoclassical theory, and the
radial transport is described as ‘anomalous’. D⊥ and χ⊥ are therefore empirical quantities,
that need to be determined from experiment (or alternatively from full kinetic/gyro-kinetic
simulations). The anomalous transport is thought to be driven by plasma turbulence, driven
by kinetic micro-instabilities and transport of blob structures (high-density coherent plasma
structures originating around the LCFS [53]) into/across the SOL. The discrepancy between
the measured and neoclassical values of D⊥ and χ⊥ can be over an order of magnitude
in some cases [50], implying that plasma turbulence processes play a crucial role in radial
transport in the SOL
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2.2.5 Divertor geometry
A variety of different divertor designs are possible, and the divertor geometry can have sig-
nificant effects on divertor performance and operation. Tilting of the target plates relative
to the magnetic field lines is often employed as a strategy to reduce the power flux den-
sity, spreading the incident plasma power over a larger effective surface area at the target.
Impinging angles (the angle the magnetic field lines intersect the target plate) as small as
1-2◦ have been considered [22]. Whether the target is vertically or horizontally tilted with
respect to the magnetic field is also a factor to consider (Figure 2.4); recycled neutrals tend
to take a trajectory in a direction normal to the target surface [44, 54]. Therefore, neutrals
leaving a vertically tilted target leave with a horizontal trajectory, and take a path that
passes throught the separatrix, the hottest region of the SOL plasma. The resulting ionisa-
tion of these neutrals has a significant cooling and fueling effect, reducing the temperature
and raising the plasma density. Recycled neutrals from horizontally tilted plates, on the
other hand, will take a vertical trajectory, away from the separatrix into cooler regions of
the SOL, where the ionisation/cooling effect is less beneficial. Therefore vertically inclined
target plates have become the norm for divertor designs.
Another important factor for divertor designs is if the divertor is ‘open’ or ‘closed’ (Figure
2.5). The divertor closure refers to the relative ability of recycled neutrals to be confined in
the divertor region. A closed divertor places baffles at the edges of the SOL plasma near the
divertor target, creating an enclosed divertor chamber. An open divertor configuration does
not include these baffles. The baffles trap neutrals within the divertor volume, preventing
their escape in the perpendicular direction to the magnetic field and reducing the transport
of neutrals to the main chamber plasma. These effects act to increase the neutral pressure
at the target plate, and the higher neutral pressures sustained in the closed divertor allows
for greater ease of achieving detachment, with experimental studies showing divertor detach-
ment being achieved at lower plasma densities compared to open configurations [52]. Since
detached operation is desirable from a target plate power loading perspective, this is a sig-
nificant benefit of the closed divertor geometry. The enclosed chamber also reduces impurity
escape and transport, providing greater confinement of the impurities to the divertor region.
However, despite these benefits, the baffles restrict diagnostic access to the divertor chamber
region, and an open divertor may be advantageous from the perspective of experimental
studies and analysis.
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Figure 2.4: Illustration of the impact of vertical and horizontal target plate tilting on recycled
neutral paths. Figure reproduced from Reference [55].
Figure 2.5: Illustration of open and closed divertor configurations. Figure reproduced from
Reference [55].
2.3 The ITER divertor
A CAD diagram of the ITER divertor cassette is given in Figure 2.6 [56]. It features deep
and baffled vertical inner and outer divertor targets. Inner and outer reflector plates are
included as a protection for the structure in the event of strike point excursions. A dome
structure is located under the X-point of the magnetic equilibrium, separating the inner and
outer divertors, reducing neutral escape from the divertor region and improving pumping.
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Figure 2.6: CAD diagram of the ITER divertor. Figure reproduced from Reference [56].
This dome structure is open to allow neutral flow between the targets, referred to as neutral
recirculation, a process found to be effective in reducing in-out target power asymmetries
under partially detached conditions [56].
Main chamber injection of neutral hydrogen gas puffs and impurities (either nitrgoen
or neon) will be used to enhance radiation losses in the SOL, induce partial detachment
and reduce the power loading experienced by the divertor targets. The heat flux is reduced
further by a factor 4 from magnetic flux expansion [22] (where reductions in the magnetic
field strength cause the magnetic flux surfaces to spatially expand to cover a larger area)
and by a factor 2.5 from target inclination such that field lines intersect the target plate
at a ∼2◦ angle [57]. The target plates are constructed from specially designed tungsten
monoblocks, that can tolerate steady-state heat fluxes up to ∼10 MW m−2 (though recent
research and development of the monoblock design suggests heat fluxes up to 15 MW m−2
could potentially be handled [56]). The unmitigated heat flux density predicted for ITER
at the target plates is >40 MW m−2, and therefore the mitigation methods described above
must reduce this to below the 10-15 MW m−2 acceptable value.
2.4 Advanced divertors
There is significant uncertainty on whether these techniques will be adequate to handle the
heat loads expected from future reactor-level devices like DEMO [26,27], which will move to
significantly higher fusion and exhaust powers. Complex magnetic geometries have also been
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Figure 2.7: Illustration of double-null divertor configuration, showing primary and secondary
separatricies. Figure reproduced from Reference [63].
proposed - with additional magnetic X-points within or close to the divertor plasma volume -
in order to improve the power handling potential of the divertor SOL. A variety of advanced
divertor configurations [58] and operational scenarios are being considered to address these
challenges. Advanced divertor geometries generally feature extended divertor leg length and
volume, additional magnetic X-points, and shaping control beyond that used for a standard
vertical target divertor. Many of these designs have been studied computationally [59, 60]
and have been or are presently being explored in proof-of-concept experiments, such as in
the TCV tokamak [61]. A number of these designs are under assessment for application to
DEMO [62].
2.4.1 Double-null
A double-null [63] divertor configuration puts two magnetic nulls at the core plasma, one
above and one below, to enable operation with an upper and lower divertor configuration.
Each X-point has its own separatrix, and if the two separatrices are spaced closely enough,
the inner divertors become magnetically separated from the outer divertors and the plasma
exhaust is split across two sets of targets, reducing the power loading received by any single
divertor. In this configuration the vast majority of the exhaust power (>80% [63]) is deliv-
ered to the outer divertor targets, due to increased transport at larger R, reducing power
loading on the inner divertor where BT is highest. This greatly reduces the power loading
requirements on the inner divertor.
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Figure 2.8: Illustration of the SOL magnetic flux surfaces in the X-Divertor (XD) and Super-
X Divertor (SXD) configurations. Figure reproduced from [68].
If the radial separation between separatrices for the upper and lower divertor X-points is
0 (hence occupying the same separatrix), then the configuration is described as a perfectly
balanced double-null. If the separation is not 0, then the double-null is biased towards
the upper or lower divertor (with said divertor receiving a higher power loading). The
separation must be kept with ∼2 λq|| in order to maintain the benefits of the double-null
configuration [63]. This is within a few mm (or less) in a plasma several metres across, which
presents a sigificant control challenge.
2.4.2 X-divertor
The X-divertor [64] puts an additional magnetic X-point downstream of the LCFS X-point,
beyond the divertor target. This has the impact of both extending the connection length of
the magnetic field lines in the SOL, as well as increasing the poloidal flux expansion of the
magnetic field lines as they impact the divertor target. The magnetic flux surfaces ‘flare’
outwards, rather than contracting inwards as in a standard divertor configuration. This
allows the plasma to wet a larger surface area on the target plate, and reduces the peak
power loading density experienced at the target.
2.4.3 Super-X Divertor (SXD)
The ‘Super-X Divertor’ (SXD) [65] is a similar configuration to the X-divertor, using the
same concept of placing a secondary X-point beyond the divertor target plate, but extends
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the divertor leg length to create a long-legged divertor geometry. This further increases
SOL connection length, and achieves not only increased flux expansion in the poloidal plane
but in the toroidal plane as well, by placing the divertor target at larger major radius
(since Bφ ∝ 1/R). The SXD is being implemented in the MAST-U tokamak design for an
experimental assessment [66].
2.4.4 Snowflake divertor
It has been found to be also possible to create a second-order null of the poloidal magnetic
field (where the magnetic field scales as r2 with distance r from the null, as opposed to
scaling with r for first-order null), by the incorporation of additional poloidal field coils.
In this configuration, the separatrix forms a hexagonal structure, leading to the designated
name for this configuration as ‘snowflake’ divertors [67]. The resulting field line structure
has significant flux expansion, and long field line length in the vicinity of the X-point.
The second-order null is topologically unstable, however, and splits into two first-order
nulls. Maintaining close proximity of these two nulls allows the features of the exact snowflake
topology to be retained. Depending on the relative position of the two nulls and their
separatricies, these configurations are labelled ‘snowflake-plus’ (SF+) or ‘snowflake-minus’
(SF-).
Figure 2.9: Illustration of the perfect snowflake divertor, snowflake-minus and snowflake-plus.
Figure reproduced from [68].
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2.4.5 X-Point Target Divertor (XPTD)
A recent proposed divertor geometry is the X-point target divertor (XPTD) [69]. This has a
similar geometry to the SXD, where an additional poloidal magnetic field null is formed at
the end of an extended outer divertor leg, only in this case the X-point is formed within the
plasma volume as a “virtual target”. With control of X-point location, the divertor X-point
intercepts the SOL flux tubes carrying the highest parallel heat flux density q||, splitting the
plasma exhaust into two channels and diverting them to two separate targets in the divertor
volume. This configuration has similarities to the SF+/-, except without maintaining close
physical proximity of the two magnetic nulls.
Figure 2.10: Illustration of the X-Point Target Divertor (XPTD) configuration. Figure
reproduced from [70].
Chapter 3
Modelling the tokamak SOL
Kinetic theory describes the behaviour of the plasma in terms of the evolution of the single-
particle distribution function f(x,v, t), where x and v are the particle position and velocity
respectfully at time t. The Fokker-Plank equation gives a fundamental first-principles de-
scription of a plasma in terms of the distribution functions of each plasma species [71]:
∂fα
∂t
+ v · ∇fα + Zαe
mα
(E + v ×B) · ∇vfα =
(
∂fα
∂t
)
c
(3.1)
where Zα and mα are the atomic number and mass of plasma species α, E and B are
the acting electric and magnetic field vectors in the plasma, and
(
∂fα
∂t
)
c
is the Fokker-
Plank collision operator, describing the Coulomb interactions between plasma particles of
all species on scales of order of the Debye length. However, whilst the kinetic equation
describes the exact evolution of the single-particle distribution function over time, it is often
too computationally demanding to numerically solve in simulation modelling, due to the large
6-dimensional phase space of f and the nonlinearity of the force and collision terms. A fluid
description of the plasma is typically employed to determine large-scale plasma behaviour,
which is significantly less computationally demanding.
3.1 SOL fluid description/Braginskii equations
A fluid model describes the plasma in terms of averaged quantities such as the particle density
n(x, t), fluid velocity u(x, t), and pressure p(x, t). A set of fluid equations for the plasma can
be obtained by taking moments of Equation 3.1 - multiplying Equation 3.1 by a function
48
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φ(v) and integrating over velocity space [71,72]. The functions of interest here are φ(v) = 1,
mαv and mαv
2/2, as these give the conservation equations for particles, momentum and
energy.
3.1.1 Particle conservation - continuity equation
Taking φ(v) = 1, the moment equation of Equation 3.1 becomes the continuity equa-
tion for plasma particles (since the Fokker-Plank collision operator conserves particles,∫ (∂fα
∂t
)
c
d3v = 0):
∂nα
∂t
+∇ · (nαuα) = 0 (3.2)
where density and fluid velocity are defined by
nα =
∫
fαd
3v, uα =
1
nα
∫
fαvd
3v. (3.3)
Note: The RHS of Equation 3.2 is only zero if there are no particle sources or sinks. In a
real SOL plasma this is not the case (due to neutral processes and interactions with material
surfaces outlined in Chapter 2), and Equation 3.2 is modified such that RHS6=0 to include
source/sink terms.
3.1.2 Momentum conservation equation
Taking φ(v) = mαv, Equation 3.1 becomes:
∂
∂t
(nαmαuα) +∇ ·
(∫
fαmαvvd
3v
)
= Zαenα(E + uα ×B) + Fα (3.4)
where Fα =
∫
mαv
(
∂fα
∂t
)
c
d3v is the rate of momentum transfer between species due to col-
lisions. Using the relative velocity v′ = v−uα and defining the pressure pα and temperature
Tα as
pα = nαTα =
∫
fα
mαv
′2
3
d3v′, (3.5)
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the
∫
fαmαvvd
3v term can be written as
∫
fαmαvvd
3v = nαmαuαuα + pαI + Πα (3.6)
where I is the unit matrix and
Πα =
∫
fαmα
(
v′v′ − v
′2
3
I
)
d3v′ (3.7)
is the traceless viscosity tensor. Using this and Equation 3.2, the final momentum conserva-
tion equation becomes
nαmα
(
∂uα
∂t
+ uα · ∇uα
)
+∇pα +∇ ·Πα = Zαenα(E + uα ×B) + Fα (3.8)
3.1.3 Energy conservation equation
Taking φ(v) = mαv
2/2, Equation 3.1 becomes:
∂
∂t
(∫
1
2
mαv
2fαd
3v
)
+∇ ·
(∫
1
2
mαv
2fαvd
3v
)
= ZαenαE · uα +Qα (3.9)
where Qα =
∫
1
2mαv
2
(
∂fα
∂t
)
c
d3v is energy gained by species α due to collisions with other
species (or the ‘heat exchange term’). Again taking the relative velocity v′ = v − uα and
recalling the definitions for temperature and Πα, we can rewrite the terms such that∫
1
2
mαv
2fαd
3v =
∫
1
2
mαv
′2fαd3v′ +
1
2
nαmαu
2
α =
3
2
nαTα +
1
2
nαmαu
2
α (3.10)
and
∫
1
2
mαv
2fαvd
3v = qα +
(
5
2
nαTα +
1
2
nαmαu
2
α
)
uα + Πα · uα, (3.11)
where
qα =
∫
1
2
mαv
′2fαv′d3v′ (3.12)
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is the heat flux. Using the results of Equations 3.11 and 3.13, then Equation 3.9 becomes
∂
∂t
(
3
2
nαTα +
1
2
nαmαu
2
α
)
+∇ ·
[
qα +
(
5
2
nαTα +
1
2
nαmαu
2
α
)
us + Πα · uα
]
= ZαenαE · uα +Qα
(3.13)
Taking [Equation 3.13 - Equation 3.8 ·uα], and using the continuity equation in Equation
3.2, the final result for the energy conservation equation is given as
3
2
nα
(
∂Tα
∂t
+ uα · ∇Tα
)
+∇ · qα + nαTα∇ · uα + Πα : ∇uα = Qα − Fα · uα. (3.14)
3.1.4 Braginskii equations
The results of the above analysis - Equations 3.2, 3.8 and 3.14 - are collected and rewritten
here, and together comprise the fluid description of a plasma [71]:
∂nα
∂t
+∇ · (nαuα) = 0 (3.15a)
nαmα
(
∂uα
∂t
+ uα · ∇uα
)
+∇pα +∇ ·Πα = Zαenα(E + uα ×B) + Fα (3.15b)
3
2
nα
(
∂Tα
∂t
+ uα · ∇Tα
)
+∇ · qα + nαTα∇ · uα + Πα : ∇uα = Qα − Fα · uα (3.15c)
These fluid equations for particle, momentum and energy conservation in a plasma are ex-
pressed in unknown plasma variables of density n, flow velocity u and temperature T , that
can be solved for. The density, flow velocity and temperature can be referred to as the ze-
roth, first and second fluid moments (defined in Equations 3.3 and 3.5). However, Equations
3.15(a-c) are dependent on higher-order moments also, with additional terms of qα, Πα, F
and Qα. These need to be determined in order to close the fluid equations. To determine
these quantities exactly would require solving the kinetic equation, for which a complete
solution is not possible, but using simplifying physical assumptions allows for an expan-
sion procedure to calculate the closure terms, most famously performed by Braginskii [71],
and the final plasma equations incorporating these closures are hence termed the Braginskii
equations.
The principle assumptions used by Braginskii are as follows [71]:
 The distribution function can be expanded about a Maxwellian distribution function,
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such that
fα = f
(0)
α + δfα (3.16)
where f
(0)
α is the Maxwellian part given by
f (0)α =
nα
(2piTα/mα)3/2
exp
[
−
(
mα
2Tα
(v′ − uα)
)]
(3.17)
and δfα is a small correction to the Maxwellian.
 Both ue and ui are of the order of the thermal ion velocity vti, but their difference
need not be. The velocity difference in the perpendicular direction must be small in
comparison, such that
ui|| ∼ ue|| ∼ vti, vti  ui⊥ − ue⊥. (3.18)
 The plasma is in the collisional limit, such that
ρα
L⊥
,
λα
L||
 1 (3.19)
where ρα and λα are the gyro-radius and mean-free-path, and L⊥ and L|| are perpen-
dicular and parallel scale lengths, and
∂
∂t
, ωdα  να (3.20)
where ωdα and να are drift and collision frequencies.
Using these assumptions, Braginskii derived the closure terms as follows (for a simple
plasma with a single ion species) [71, 73]: since the total momentum change from collisions
between species is zero,
∑
i Fi = −Fe, where the rate of momentum transfer from ions to
electrons is
Fe = Fu + FT (3.21)
with Fu and FT being the friction and thermal forces respectively, given by
Fu = −men
τe
(0.51U|| + U⊥) (3.22)
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FT = −0.71n∇||Te −
3
2
n
|ωce|τe bˆ×∇Te (3.23)
where U = ue − ui is the relative electron/ion velocity, τe is the electron collision time, bˆ is
the unit vector parallel to the magnetic field, and ωce is the electron gyrofrequency.
The electron heat flux term is given by
qe = qe,u + qe,T (3.24)
where qe,u and qe,T are the convective and conductive heat flux components, with
qe,u = nTe
(
0.71U|| +
3/2
|ωce|τe bˆ×U
)
(3.25)
and
qi,T =
nTeτe
me
(
−3.16∇||Te −
4.66
ω2ceτ
2
e
∇⊥Te − 5/2|ωce|τe bˆ×∇Te
)
, (3.26)
and the ion heat flux term is given by
qe,T =
nTiτi
mi
(
−3.9∇||Ti −
2
ω2ciτ
2
i
∇⊥Ti − 5/2
ωciτi
bˆ×∇Ti
)
. (3.27)
The heat exchange terms give the ion energy increase as
Qi =
3me
mi
n
τe
(Ti − Te) (3.28)
and the electron energy increase as
Qe = −F ·U−Qi. (3.29)
The components of the viscosity tensor given for the ions Πi and electron Πe are detailed
and complex, and for the sake of brevity are not presented here, but can be found in Reference
[73].
3.2 1D SOL modelling - SD1D
The SD1D model [74] in the BOUT++ framework evolves a 1-dimensional (1D) form of
the Braginskii plasma fluid equations, solving the equations for plasma density n, parallel
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momentum density minu|| and static pressure p = 2enTe. The plasma model consists of the
following equations:
∂n
∂t
= −∇ · (bˆu||n) + Sn − S (3.30a)
∂
∂t
(
3
2
p
)
= −∇ · q + u||∂||p+ Sp − E −R (3.30b)
∂
∂t
(minu||) = −∇ · (minu||bˆu||)− ∂||p− F (3.30c)
j|| = 0 (3.30d)
Ti = Te =
1
2
p
en
(3.30e)
q =
5
2
pbˆV|| − κ||ebˆ∂||Te (3.30f)
where u|| is the plasma parallel flow velocity, Te/Ti are the electron/ion temperatures re-
spectively, q is the heat flux, κ||e is the electron heat conduction coefficient (equal to the
Spitzer-Ha¨rm thermal conductivity, κ||e = κSH), j|| is the plasma current density, and bˆ
gives the unit vector for the direction of the magnetic field. The partial differential in this
context is the parallel derivative defined as ∂|| ≡ bˆ · ∇. The model assumes equal electron
and ion temperatures and velocities, such that only a single set of fluid equations are re-
quired to model the plasma species. This assumption is not true for the SOL in general – in
experiments and modelling it is found that generally Ti > Te [75, 76], with the two species
being thermally decoupled due to their differences in mass and mobility. However, the as-
sumption Ti ≈ Te is often employed to simplify 1D models when using them to probe other
aspects of the physics, as well as to increase computational efficiency when doing so. Since
the energy equation is tailored to electron thermal conduction (which carries the majority
of the conducted heat flux due to the higher mobility of the electrons), Ti is likely to be
underestimated in this model, and since interactions with neutrals and impurities are strong
functions of Ti the model will lose accuracy in this area.
Source terms in the equations are given by Sn and Sp for the particle and pressure sources
respectively, where Sp is related to the internal energy source by SE =
3
2Sp. These terms
represent particle and energy transport across the LCFS into the SOL domain. Terms S, R, E
and F provide transfer channels for particles, momentum and energy due to recombination,
ionisation, charge-exchange processes, radiation and elastic collisions. In the SD1D code,
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these rates are given by:
Rrc = n
2〈σv〉rc (recombination) (3.31a)
Riz = nng〈σv〉iz (ionisation) (3.31b)
Rrc = nng〈σv〉cx (charge-exchange) (3.31c)
Rel = nng〈σv〉el (elastic collisions) (3.31d)
where ng is the neutral gas density, and 〈σv〉rc, 〈σv〉iz, 〈σv〉cx and 〈σv〉el are the reaction
rates for recombination, ionisation, charge-exchange and elastic collisions respectively. These
cross-sections are calculated in the model from semi-analytical expressions, except for the
recombination rates which are calculated from a look-up table of coefficients.
The transfer channels are then defined as follows:
 S gives the net recombination (i.e. plasma sink/neutral source):
S = Rrc −Riz (3.32)
 R gives plasma energy losses due to radiation processes:
R = (1.09Te − 13.6eV)Rrc + EizRiz + (1eV)Rex +Rz,imp (3.33)
where Eiz is the ionisation energy, and Rex and Rz,imp are the excitation and impurity
radiation respectively. The 1.09TeRrc term is due to 3-body recombination, which
becomes a source of plasma heating below a temperature of around 5.25eV [77].
 E is the energy transfer to neutrals from recombination, ionisation, charge exchange
and elastic collision processes:
E =
3
2
TeRrc − 3
2
TgRiz +
3
2
(Te − Tg)Rcx + 3
2
(Te − Tg)Rel (3.34)
where Tg is the neutral gas temperature.
 F is the ion friction momentum losses due to charge exhange and recombintation:
F = miu||Rrc −miug||Rrc +mi(u|| − ug||)Rcx +mi(u|| − ug||)Rel (3.35)
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where ug|| is the neutral gas parallel velocity.
A fluid-diffusive neutral model is employed, with neutrals being evolved with their own
equivalent set of fluid equations for neutral density, momentum and pressure:
∂ng
∂t
= −∇ · (bugng) +∇ · (Dg∇ng) + S − ng/τg
∂
∂t
(
3
2
pg
)
= −ug∂||pg +∇ · (κg∇Tg) +∇ · (DgTg∇ng) + E −∇ ·
(
5
2
pgug
)
∂
∂t
(minug) = −∇ · (minugbug)− ∂||p+ F
(3.36)
where Dg is the neutral diffusion coefficient
Dg = v
2
g,th/(νcx + νgg) (3.37)
and κg is the neutral gas heat conduction coefficient, defined by
κg = ngv
2
g,th/(νcx + νgg) (3.38)
where vg,th =
√
eTg/mi is the neutral thermal velocity, νcx is the charge-exhange frequency
and νgg is the neutral-neutral collision frequency. Only neutral atoms are included in this
neutral model, so molecular neutral processes are not included. The Vg is an effective parallel
velocity, given by the sum of a parallel flow and parallel projection of a perpendicular diffusion
[74]:
ug = ug|| −
(
Bφ
Bθ
)2 ∂||pg
(νcx + νgg)ming
. (3.39)
SD1D models half the tokamak SOL (Fig. 3.1), from stagnation point (plasma flow
u|| = 0, assumed to be at the outboard midplane) to the divertor target. A source region is
defined between the upstream stagnation boundary and a specified X-point location, defining
the spatial extent of source terms Sn and Sp. Symmetry (zero flow) boundary conditions are
applied at the upstream boundary, corresponding to:
∂||n = 0 ∂||p = 0 ∂||T = 0 u|| = 0 nu|| = 0 (3.40)
At the downstream boundary, a plasma sheath edge boundary is employed, using the Bohm
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Figure 3.1: Illustration of SD1D simulation domain, modelling the SOl from stagnation point
u to divertor target t. The X-point location and plasma flow u|| direction are labelled.
condition on the plasma velocity
u|| ≥ cs =
√
e(Te + γTi)
mi
(3.41)
where γ is the ratio of specific heats (= 5/3 for adiabatic flow), and energy flow across the
sheath boundary defined by
qe|| = γSHTeniu|| (3.42)
where γSH is the sheath heat transmission factor [42]. Boundary conditions at the target
for n and p can be set to linear extrapolation of variables (free-floating), Neumann (zero-
gradient) or constant flux conditions.
Recycling at the target plate is included in the model, creating a source for the neutrals
at the target boundary. The recycled neutral flux is given by
Γn = −RpΓi (3.43)
where Rp is a user-specified recycling fraction. The injected neutrals are given a parallel
momentum away from the target with a thermal speed corresponding to the Frank-Condon
energy (3.5 eV) [43].
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3.3 2D SOL modelling - UEDGE
UEDGE [78–80] is a 2-dimensional (2D) collisional edge-plasma transport fluid code that
can be used for detailed 2D SOL simulation and analysis. The code solves a 2D form of the
Braginskii equations, with the addition of ad hoc anomalous/turbulence-driven transport for
the radial direction across the magnetic field using specified transport coefficients. Trans-
port parallel to the magnetic field is classical (Braginskii/Spitzer-Ha¨rm), with flux limiters
applied to prevent transport becoming unphysically large. The code equations are solved
for variables of plasma density, plasma flow velocity, electron and ion temperatures and the
electrostatic potential, and are solved on a curvilinear (or sometimes cartesian or cylindri-
cal) mesh generated in the UEDGE code, based on poloidal flux surface data from an MHD
equilibrium. In addition to the plasma species, UEDGE also includes a fluid-neutral model
and can model plasma impurities either using its multi-species ion model or using a “fixed-
fraction” impurity model. The discussion of the UEDGE code in this section closely follows
that in References [79] and [80].
The 2D form of the Braginskii equations solved by the UEDGE code are a reduced set of
Equations 3.15, consisting of five differential equations that couple five unknowns [81]: ni,
u||, Te, Ti, and φ in the poloidal plane, where φ is the electrostatic potential. The plasma
electric field comes from E = −∇φ. The equations for plasma continuity, parallel momentum
and energy are as follows:
 Ion continuity equation:
∂
∂t
ni +
1
V
∂
∂x
(
V
hx
niuix
)
+
1
V
∂
∂y
(
V
hy
niuiy
)
= 〈σivte〉neng − 〈σrvte〉ning (3.44)
where x and y are defined for the poloidal and radial directions respectively. The terms
〈σivte〉 and 〈σrvte〉 are reaction-rate coefficients for ionization and recombination re-
spectively, calculated from data look-up tables based on plasma density/temperatures,
and ng gives the neutral density. Terms for hx ≡ 1/||∇x|| and hy ≡ 1/||∇y|| represent
metric coefficents accounting for the local grid geometry, and V = 2piRhxhy is the
toroidal geometry volume element at major radius R. For brevity of presentation, the
metric coefficients are not shown through the remaining equations. Assuming quasi-
neutrality, ne = ni, and therefore the electron continuity equation is not required to
be solved in addition to that for the ions.
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 Ion parallel momentum equation:
∂
∂t
(minivi||)+
∂
∂x
(
minivi||uix − ηix
∂vi||
∂x
)
+
∂
∂y
(
minivi||uiy − ηiy
∂vi||
∂y
)
=
Bx
B
(
−∂Pp
∂x
)
−mingνcx(vi|| − vg||)
(3.45)
where Pp = Pe+Pi is the plasma pressure, ηix = (Bx/B)
2ηk is the classical viscosity, and
ηiy = minΥak the anomalous viscosity. The inertialess electron momentum equation
has been used to eliminate the parallel electric field and the ion-electron friction term,
which are replaced by the Pe component of Pp [81]. νcx = ni〈σcxvti〉 gives the hydrogen
ion-neutral charge exchange frequency, and vg|| is the neutral hydrogen parallel velocity.
Flux-limiters are applied to all classical viscosities and thermal conductivities in order
to prevent unphysically large values for conditions where mean-free-paths are long.
These flux-limiters are user-defined, by setting values for limiter coefficients that define
the maximum values these quantities can take. The choice of these coefficients is usually
guided by previous kinetic simulation results.
 Electron energy equation [81]:
∂
∂t
(
3
2
neTe
)
+
∂
∂x
[
CexneuexTe − κex∂Te
∂x
− 0.71neTeBx
B
J||
ene
]
+
∂
∂y
(
CeyneueyTe − κey ∂Te
∂y
)
=
[
uix
∂Pe
∂x
− uiy ∂Pi
∂y
− uiwBx
B
∂Pe
∂x
]
+ E · J−Kq(Te − Ti) + SEe
(3.46)
The poloidal heat conductivity is given by the classical Spitzer-Ha¨rm conductivity in
the direction of the field lines, κex = (Bx/B)
2κ||. The radial conductivity is anomalous,
given by κey = nχe where χe is a user-specified radial thermal transport coefficient, and
Kq is the collisional energy exchange coefficient. The velocity uiw is in the binormal
direction to B and the radial direction (ˆi|| × iˆy), only used when cross-field drifts are
included. Convection coefficients Cex,ey take typical values of 5/2 or 3/2.
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 Ion energy equation:
∂
∂t
(
3
2
niTi
)
+
∂
∂x
[
CixniuixTi − κjx∂Te
∂x
]
+
∂
∂y
(
CiyniuiyTi − κjy ∂Ti
∂y
)
= [ui · ∇Pi] + ηix
(
∂vij||
∂x
)2
+
(
ηiy
∂vi||
∂y
)2
+Kqj(Te − Ti) + 1
2
miv
2
i||niνiz + SEj
(3.47)
Thermal conductivity and viscosity coefficients are again classical in the poloidal direc-
tion and are anomalous in the radial direction. Cix,iy take typical values of either 5/2
or 3/2 again also. The equation has an implied sum over the ion and neutral species
using the j indicies, with Tg = Ti.
In the above equations, the poloidal ion velocity component is given by
uix =
Bx
B
vi|| + vx,E + vix,∇B, (3.48)
where the second term on the RHS is for the E ×B/B2 drift and third term is the sum of
the curvature and ∇B drifts. The radial ion velocity is given by
uiy = −Da
ni
∂ni
∂y
+ Va + vy,E + viy,∇B + viy,vis, (3.49)
where Da and Va are the user-specified anomalous particle transport coefficients character-
izing turbulence-driven transport. The third and fourth terms on the RHS of Equation 3.49
are the radial components of the cross-field drifts as in Equation 3.48, and the last term is
an anomalous viscous drift that gives a connection between the electrostatic potential on
neighbouring magnetic flux surfaces. The electron velocities take the same form as for the
ion velocities, including anomalous diffusion and convection terms as well as the terms for
the cross-field drifts. The electron perpendicular viscosity is neglected due to their much
smaller gyroradii.
The equation in UEDGE to solve for the electrostatic potential is obtained by the sub-
traction of the ion and electron continuity equations, assuming quasineutrality (ni = ne):
∇ · J(φ) = ∂
∂x
(Jx) +
∂
∂y
(Jy) = 0 (3.50)
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where J is the current density (excluding the magnetization current) given by
J =
[
ne(vi,∇B − ve,∇B) · iˆx + J||
Bx
B
]
iˆx + ne(vi,y1 − ve,y1)ˆiy (3.51)
where the parallel current density J|| is
J|| =
en
0.51meνe
Bx
B
(
1
n
∂Pe
∂x
− e∂φ
∂x
+ 0.71
∂Te
∂x
)
, (3.52)
and νe is the electron collision frequency.
Boundary conditions for the parallel ion velocity at the divertor target plates use the
Bohm sheath condition, whose generalization to include E×B drifts is given by
ui||α+ uEw = ±αcs (3.53)
where α ≡ |Bx/B|  1, cs is the sound speed given by cs = [(Te+Ti)/mi]1/2, and uEw is the
velocity component arising from E×B drifts. Energy boundary conditions at the targets are
given in terms of the ion/electron energy fluxes ΓEi,e, where the energy fluxes at the target
are given by
ΓEi,e = bEi,eniTi,eui,ex (3.54)
where bEi,e are ion/electron energy transmission factors. These factors can be computed by
the UEDGE code using the sheath potential condition, consistent with the parallel current
at the plates.
The boundary condition for φ is determined by the sheath potential φs. The potential
at the plasma sheath is φp + φs, with the target plate assumed to be conducting and at a
potential φp, and φs is given by
φs =
−Te
e
ln
[
2
√
pi
(
J|| − eniui|| − eniuwe/α
enivte
)]
(3.55)
where vte ≡ (2Te/me)1/2 and uwe is the electron velocity component in the binormal direction
(ˆi|| × iˆy).
Radial boundary conditions for the first wall and private flux region (PFR) can be set
to Neumann or Dirichlet conditions for variables of ni, Te and Ti. This allows for their
values to user defined at the boundary, or to be free-floating values with an “extrapolation”
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condition on the variables. The parallel velocity at the boundary is typically taken to have
zero radial derivative (∂u||/∂y = 0), a “no-slip” condition so that vi takes values consistent
with nearby plasma dynamics. At the radial boundaries, φ is dominated by parallel currents,
so a constraint on φ is employed by using boundary conditions of Ey = 0 and ∂Ey/∂y = 0.
On the core-edge boundary, particle and energy fluxes can be specified, or values of ni, Te
and Ti can be specified along the boundary. The no-slip ∂u||/∂y = 0 is applied again, and φ
is set to be poloidally constant, where the value of this constant is determined to ensure no
net current through this boundary.
In addition to the plasma equations, the neutral model employed in UEDGE have their
own set of fluid equations (where g labels hydrogen atoms):
 Neutral continuity equation
∂
∂t
ng +
∂
∂x
(ngvgx) +
∂
∂y
(ngvgy) = −〈σivte〉neng + 〈σrvte〉ning (3.56)
 Neutral parallel momentum equation
∂
∂t
(mgngvg||) +
∂
∂x
(
mgngvg||ugx − ηgx
∂vg||
∂x
)
+
(
mgngvg||ugy − ηgx
∂vg||
∂y
)
=
Bx
B
(
−∂Pg
∂x
)
+mingνcx(vi|| − vg||)
(3.57)
where ηgx and ηgy are the viscosities determined by charge-exchange collisions, given
by Dg = Tg/(mgνcx) with Tg being the neutral gas temperature. Viscosities are again
flux-limited to prevent unphysically large values in conditions of long mean-free paths.
For the case of atomic hydrogen neutrals considered here, mg = mi.
As in the case for the ions, the neutral velocity has components for motion parallel to the
B field as well as in the directions perpendicular to B from charge-exchange and ionisation
processes. A simple diffusive treatment of the neutral transport gives the neutral velocity as
vg = − ∇(ngTg)
ming(ni〈σcxvti〉+ ne〈σivte〉) . (3.58)
From this, the poloidal neutral velocity is given by
ugx =
Bx
B
vi|| −
Bz
B
vgw (3.59)
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where Bz is the toroidal B-field, and vgw is the perpendicular component of v⊥g in the
binormal direction (ˆi|| × iˆy). And for the radial neutral velocity
ugy = iˆy · v⊥g. (3.60)
At the divertor plate boundaries, the incident ion flux is recycled as neutral gas, such
that the poloidal neutral flux into the domain at the plates is given by
Γn,x = −RpΓi,x (3.61)
where Rp is a specified recycling fraction at the plate. The first wall and PFR boundaries
can also be set to recycle incident radial ion fluxes as neutral gas, using the same Equation
3.61 in the y direction and a specified recycling fraction for these surfaces.
In addition to the plasma and neutral equations, UEDGE supports the inclusion of
impurities and impurity transport with a multi-species fluid model, with each plasma species
having their own set of fluid equations. However, in this study only the “fixed-fraction”
impurity model will be employed - without impurity fluid equations and where the impurity
species density is set to a specified fraction of the local plasma density - and therefore the
impurity fluid model will not be detailed here.
3.4 Numerical methods
Both SD1D and UEDGE employ an implicit time stepping scheme, based on backward
differentiation formula methods.
3.4.1 Backward differentiation formulae
Backward differentiation formulae (BDF) [82] are numerical integration methods used for
stiff ordinary differential equations. These formulae are linear multistep methods that give
an approximation to a derivative of a variable y(t) at time tn in terms of its function values at
tn and at earlier times. The simplest form of BDE is the backward Euler method, derived by
considering the integration of the differential equation dydt = f(t, y) from tn to tn+1 = tn + h,
y(tn+1)− y(tn) =
∫ tn+1
tn
f(t, y(t))dt, (3.62)
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where h is a timestep interval. Applying the right-hand rectangle method to the right hand
side, and using that yn ≈ y(tn), the formula for the backward Euler method is obtained:
yn+1 = yn + hf(tn+1, y(tn+1)), (3.63)
The backward Euler method is the first order BDF. Higher order BDF methods exist,
given by the generalised formula
s∑
k=0
akyn+k = hβf(tn+s, y(tn+s)), (3.64)
where s is the order number, and ak and β are coefficients depend on the method order. As
an implicit method, the method requires the solution to a nonlinear algebraic equation for
the unknown yk+s term. This can be done using a variation of Newton’s method.
3.4.2 Newton-Krylov method
3.4.2.1 Newton’s method
Newton’s method [83] is an algorithm that finds the roots of a real-valued function, starting
from an initial guess and using this to find successively better approximations to the root
over iterations. The most basic form of Newton’s method can be illustrated with a single-
variable function f(x), where f(x) is a differentiable function with values in real numbers.
If we have a curret approximation xn, then a formula for a better approximation can be
derived using the equation for the tangent to the curve y = f(x) at xn, which is given by
y = f ′(xn)(x− xn) + f(xn) (3.65)
where f ′ denotes the derivative of f . The x-intercept of this equation is taken as the next
approximation xn+1, such that
0 = f ′(xn)(xn+1 − xn) + f(xn). (3.66)
Rearranging gives the solution for the next approximation as
xn+1 = xn − f(xn)
f ′(xn)
. (3.67)
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Starting with an initial guess value of x0, the Newton method will usually converge to the
root, provided the initial guess is close enough to the unknown root, and f(x) is well-behaved
in the region and f ′(x) 6= 0. For a multiplicity of 1 for the root, the convergence is at least
quadratic, leading to fast convergence. However, convergence can fail if the initial guess is
too far from the solution. In practice this can limit the timestep.
Newton’s method can be generalised to solve systems of k unknowns and k nonlinear
equations to find the roots of continuously differentiable functions F . Instead of dividing by
f ′(x), it is necessary for this to left-multiply with the inverse of the Jacobian matrix JF (xn),
such that
xn+1 = xn − JF (xn)−1F (xn) (3.68)
where F (x) = {F 1, F 2, ..., F i, ..., F k} and x = {x1, x2, ..., xi, ..., xk}. The Newton method
iteration is terminated when the normalised residual drops below a specified tolerance,
‖F (xn)‖/‖F (x0)‖ < tolres. The Jacobian matrix can be very large, and for nonlinear prob-
lems will change in time. The direct inversion calculation is slow (order n3 in general), but
can also have large rounding errors for large systems. It is therefore advantageous to avoid
explicitly inverting or even calculating JF if possible.
3.4.2.2 Krylov subspace methods
Krylov subspace methods [83] are iterative methods for solving large systems of linear equa-
tions of the form
Ax = b (3.69)
where A is a matrix and x and b are vectors. The order-r Krylov subspace for a matrix A
and vector b is the subspace spanned by the images of b for the first r powers of A:
Kr(A, b) = span{b, Ab,A2b, ..., Ar−1b}. (3.70)
Iterative methods utilising the Krylov subspace have the benefit that they avoid direct calcu-
lation of large matricies and working with matrix-matrix operations, instead only requiring
matrix-vector products to carry out the iteration and working with the resultant vectors.
The Generalised Minimal Residual method (GMRES) [84] is a commonly applied method
that takes this approach, and there are a variety of other iterative methods that utilise a
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Krylov subspace [83].
3.4.2.3 Newton-Krylov method
The Newton-Krylov method [83] allows for faster computation and execution of the Newton
algorithm, by bypassing the calculation of the inverse Jacobian in the iteration formula and
solving the equations in a Krylov subspace. Equation 3.68 can be re-written in the form
JF (xn)(xn+1 − xn) = −F (xn) (3.71)
using the Jacobian matrix rather than the inverse-Jacobian. In this form the equation can be
solved using a Krylov subspace method (such as GMRES) with the Jacobian matrix-vector
product, which can be approximated for a vector v using a first-order Taylor expansion as
Jv ≈ [F (x+ v)− F (x)]

(3.72)
where  is a small perturbation. The benefit of using the Newton-Krylov method is that
Newton-like nonlinear convergence of the solution can be obtained without the large com-
putational cost of forming and storing the Jacobian matrix, only requiring the calculation of
the Jacobian-vector product approximated by Equation 3.72.
3.4.3 SD1D - finite differencing methods
The SD1D model evolves the 1D model equation outlined in section 3.2 over time using
the CVODE solver package [85], which solves stiff ordinary differential equation systems
using backward differentiation formulae of varying order between 1 and 5. The nonlinear
components in this method are solved for using various versions of a modified Newton’s
method or Newton-Krylov method, the latter using preconditioned Krylov iterative methods
including GMRES, BiCGStab and TFQMR [85].
The model equations are solved on a 1D discretised grid (Fig. 3.2) using finite difference
methods [74], with all variables defined at the same location on cell centres. Advection terms
are solved using a flux-splitting MinMod upwinding method, where terms taking the form
of ∇ · (bˆuf) are implemented as fluxes through cell boundaries:
∇ · (bˆuf) ≈ 1
J∆y
[Fi+1/2 − Fi−1/2] (3.73)
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Figure 3.2: Diagram showing the SD1D simulation grid. The grid consists of N+4 cells in
total, with N cells within the defined simulation domain and two guard cells either side of
the domain boundaries. Plasma variables are defined on cell centres, and fluxes calculated
through cell boundaries.
where F is the flux, f is the variable being advected, J is the coordinate system Jacobian
(proportional to the cross-section area of the flux tube) and i is the cell number. Fluxes at
the boundaries are calculated by linear interpolation of the velocities to the cell boundaries:
ui+1/2 =
1
2
(ui + ui+1), (3.74)
with f being reconstructed on the left and right cell boundaries as fLi and f
R
i :
fLi = fi −
1
2
s fRi = fi +
1
2
s (3.75)
where the slope s is limited using the MinMod method:
s =

0 if sign (fi+1 − fi) 6= sign (fi − fi−1)
fi+1 − fi if |fi+1 − fi| < |fi − fi−1|
fi − fi−1 otherwise.
(3.76)
Fluxes are then calculated from the upstream value of f :
Fi+1/2 =

Ji+1/2f
R
i ui+1/2 if ui+1/2 > cs
Ji+1/2f
L
i+1ui+1/2 if ui+1/2 < −cs
1
2Ji+1/2[(ui+1/2 + cs)f
R
i + (ui+1/2 − cs)fLi+1] otherwise
(3.77)
where cs is the sound speed and Fi+1/2 has been split to handle waves propagating in different
directions. All operators other than the advection terms are solved using second-order central
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Figure 3.3: Example UEDGE simulation grid for DIII-D. Figure reproduced from [87].
differencing methods.
3.4.4 UEDGE - finite volume methods
A backward differential formula method and both Newton and Newton-Krylov iteration
algorithms are implemented into the UEDGE code [80]. The model equations are solved using
finite-volume methods on a 2D curvilinear mesh (eg. Fig. 3.3) generated by the code from
MHD equilibrium data. Finite-volume methods [86], similar to finite difference methods, are
methods for solving partial differential equations on a discretised mesh geometry, calculating
variable values at cell centres using fluxes through the cell surfaces.
Consider a generalised partial differential equation
∂u
∂t
+∇ · F(u) = S (3.78)
where u is a vector of state variables, F is the corresponding flux tensor and S is a source
term. The spatial domain is sub-divided into finite cells, with cell index i. Taking the volume
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integral over the volume of cell vi, Equation 3.78 becomes∫
vi
∂u
∂t
dv +
∫
vi
∇ · F(u)dv =
∫
vi
Sdv. (3.79)
Integrating the first term to get the volume average of the state variables u¯i, and to the
second term applying the divergence theorem
∫
V
∇ ·XdV =
∫
X
X · nˆdX (3.80)
where nˆ is the unit vector normal at the boundary pointing outward, this equation becomes
vi
∂u¯i
∂t
+
∮
Ai
F(u) · nˆdA =
∫
vi
Sdv. (3.81)
where Ai represents the surface area of cell i. Integration of S becomes trivial if source
terms are considered to be constant across the cell volume. As with the finite difference
method previously, fluxes and variable values at the boundaries can be reconstructed by
interpolation.
Chapter 4
ARC reactor
4.1 Compact fusion reactor concept and ARC design
The ARC reactor [17] (Affordable, Robust, Compact reactor) is a conceptual tokamak design
for a reduced size, cost and complexity demonstration fusion pilot power plant, proposed by
reseachers at MIT. A 3D design projection is shown in Figure 4.1. It is designed to operate
at a fusion power comparable to ITER of ∼500 MW, but doing so at a compact size, with
major radius of R0 = 3.3 m, comparable to JET [17]. In contrast to ITER, however, ARC
would be a net-energy producing machine, producing 200-250 MWe. The key physics that
allows the design to achieve this high fusion power at such a compact size relies on new High-
Temperature Superconductor (HTS) technology, that enable higher magnetic field operation.
The ambition in this design choice was that a compact, high magnetic field, superconducting
device might offer access to both high fusion gain Q as well as net electric gain Qe >1.
One of the key motivations for ARC is the desire to reduce the cost and time it takes to
construct large fusion experiments and future pilot plant reactors, to accelerate the develop-
ment of fusion as a viable energy source. Size is a key driver of reactor cost - with materials
costs scaling with volume and fabrication costs scaling with large components that require
specialist manufacturing. The cost of large fusion projects such ITER run into the 10s of
$billion. Devices of smaller size and more modest cost, it is argued, allow for more rapid
progress and development cycles for fusion devices, enabling fusion energy to be achieved
in a faster timeframe. One of the main goals for the authors of the ARC design study was
therefore to minimise the reactor size.
Fundamental to the design of any magnetic fusion reactor is the scaling equation [5] for
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Figure 4.1: 3D ARC reactor design projection, with demountable toroidal magnetic field
coils [17]. Figure reproduced from Reference [17] with permission from the authors.
fusion power Pf (for constant aspect ratio),
Pf ∝ βNB40R30 (4.1)
where βN is the normalised plasma beta. The strategies that emerge from this scaling to
maximise Pfus are therefore: (1) to increase βN , (2) increase the magnetic field B0, or (3)
increase the reactor size R0. Increasing βN comes at the risk of exciting MHD modes [88] and
increasing the frequency of disruptions in devices if increased close to or past its intrinsic βN
limit (βN ≈ 2.8% [89]). Previously, limits in the technology for the toroidal field (TF) coils
and the currents they could sustain was seen as a major obstacle to the high B0 strategy,
and hence the high R0 approach has been the strategy that motivates the ITER and future
DEMO designs. However, the introduction of HTS TF coils, which can carry significantly
higher critical current densities, may prove a game-changer in the ability to unlock the high
B route to fusion power [19]. Maximising the fusion volumetric power density
Pf
VP
∝ βNB40 ,
which ultimately reduces the required size of the reactor, is a requirement for achieving
economical fusion power plant designs.
The HTS coils in the ARC design use REBCO (Rare Earth Barium Copper Oxide)
superconducting tape. High temperature superconductors can achieve superconductivity
at much higher critical temperatures than conventional low-temperature superconductors
(LTS) (>80 K as opposed to <30 K). REBCO superconductors have significant advantages
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over LTS materials, including a larger tolerance in operating temperature, ability to deal
with higher resistive heat loads within the coil, and significant reductions in the required
cryogenic power required to maintain superconducting temperatures [18]. REBCO HTS can
also achieve much higher critical current densities than standard Nb3Sn superconductors,
and can do so in high local magnetic field conditions, making them attractive as a fusion
TF coil material that can permit significantly higher B0 operation [18], essential for small
reactor designs.
Another novel feature of the ARC reactor design that is enabled by the REBCO coils’
ability to support resistive joints (with resistance ∼2 nΩ [90]) is that the TF coils can be
made demountable [18]. Figure 4.1 shows locations of proposed joints at the top and middle
of the TF coils, allowing the coils to be detached, and the entire inner vessel can be lifted
into and out of position as a singular modular component. With conventional TF coils
technology, in construction of a tokamak the vessel must be built in segments, and the TF
coils must be large enough for these segments to slot between them for assembly. With
demountable coils/joints this is no longer necessary, meaning the TF coils, which are the
most expensive component of a reactor [91], can be made smaller [17]. The ability to make
the vacuum vessel as a singular module also presents great potential benefits: the simplicity
of construction and testing of components is greatly increased, and the relative ease and
speed at which the vessel can be installed or removed with the TF coils detached minimises
the maintenance that must be performed within the TF volume, and allows greater ease
for replacing and repairing damaged components. In addition, the modular nature allows
ARC to test a variety of different vacuum vessel configurations, testing different materials,
components, divertor designs etc. This allows ARC to be flexible as a Fusion Nuclear Science
Facility (FNSF), allowing more speculative and innovative designs to be tested.
The key ARC reactor parameters that resulted from the design effort are given in Table
4.1, reproduced from Table 1 in Reference [17]. These parameters puts ARC well within the
four principal stability conditions: edge safety factor (kink limit) [92], Greenwald fraction
(density limit) [93], normalized beta (pressure limit) [88], and elongation limits [94, 95].
This should result in greater core plasma stability and make ARC less prone to disruptions,
minimising damage of internal components from disruption events, which need to be avoided
as a tokamak FNSF/Pilot plant.
In terms of confinement regime, ARC is designed to operate in I-mode [96] - an improved
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Design parameter Symbol Value
Fusion power Pf 525 MW
Total thermal power Ptot 708 MW
Plant thermal efficiency νelec 0.40
Total electrical power Pe 283 MW
Net electrical power Pnet 190 MW
LHCD coupled power PLH 25 MW
ICRF coupled power PIC 13.6 MW
Power multiplication factor Qe 3.0
Major radius R0 3.3 m
Plasma semi-minor radius a 1.13 m
Plasma elongation κ 1.84
Plasma volume VP 141 m
−3
Toroidal magnetic field B0 9.2 T
Peak on-coil magnetic field Bmax 23 T
Plasma current IP 7.8 MA
Bootstrap fraction fBS 0.63
Tritium breeding ratio TBR 1.1
Avg. temperature 〈T 〉 14 keV
Avg. density 〈n〉 1.3 x 1020 m−3
On-axis temperature T0 27 keV
On-axis density n0 1.8 x 10
20 m−3
Greenwald fraction fGr 0.67
Toroidal beta βT 1.9%
Internal inductance li 0.67
Normalised beta βN 2.59
Safety factor at r/a = 0.95 q95 7.2
Edge safety factor qa 4.7
Minimum safety factor qmin 3.5
Fusion power wall loading Pf/Sb 2.5 MW/m
2
Energy confinement time τE 0.64 s
H89 confinement factor H89 2.8
H98(y,2) confinement factor H98,y2 1.8
G89 gain factor G89 0.14
Table 4.1: List of significant ARC design parameters. Table reproduced from Reference [17]
with permission from the authors.
confinement regime which possesses H-mode-like energy confinement but with L-mode-like
particle confinement [96], with a corresponding pedestal in the temperature profiles and
lack of a pedestal for the density. The L-mode-like particle confinement has significant
advantages for a reactor operating mode, allowing for quicker removal of impurities from the
core plasma (e.g. helium ash), and critically prevention of build-up of impurities [97] and
lack of density pedestal [98] means that ELMs do not occur. ELMs are violent outbursts of
particles and energy from the core into the SOL, which cause significant damage to plasma-
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facing components. They need to be avoided or mitigated in a reactor scenario, so operating
in an ELM-free regime makes I-mode attractive. I-mode does have it’s own high-frequency
instability, the weakly coherent mode, however these are much weaker in energy output than
ELMs [99]. To access I-mode, the magnetic field needs to be setup in the unfavourableB×∇B
configuration (where the ion B × ∇B drift points away from the primary X-point, which
has a higher power threshold for L-H transitions [99]), which allows transition to I-mode
as an intermediate mode between L-mode and H-mode, rather than transitioning straight
from L-mode to H-mode in the favourable Bx∇B configuration. The window for accessing I-
mode before it transitions to H-mode is wider as magnetic field strength is increased, making
I-mode operation a good match for the high-field ARC design [99].
The core temperature and density profiles for ARC in Reference [17] were generated using
experimental scalings based on Alcator C-Mod I-mode profiles. To calculate the density
profile, the authors set an almost triangular profile to achieve n0/ne,average ∼1.3, equal to
the average of the C-Mod data [96] from 0< ρ <1, where ρ = r/a. The line-averaged density
was kept below 90% of the Greenwald density limit. The gradient was rolled off to zero inside
of ρ = 0.05, and at the plasma edge the constant slope dn/dr is extended to ρ = 1. This
is applicable to ARC as it is consistent with the lack of a particle transport barrier in the
edge that is characteristic of I-mode (and makes it distinct from H-mode). These properties
give ARC an edge density at the separatrix of 1x1020 m−3. The electron temperature profile
was constructed inwards from ρ = 1.0, with the edge temperature being set to 200 eV
(based on parallel heat conduction limits of the two-point model [100]), and experimentally
observed C-mod scalings for ∇T in regions 0.95< ρ <1.0 and 0< ρ <0.95 used to construct
the profiles inwards from there. The final density and temperature profiles obtained by the
authors are shown in Figure 4.2. There is substantial uncertainty in assuming that C-mod
data and gradient-scalings will scale to a reactor like ARC, particularly given that ARC will
operate in very different power regimes. The use of the two-point model to estimate the edge
temperature of 200 eV is questionable also - high-power devices like ARC are likely to have
a low collisionality SOL, violating assumptions of the two-point model that would typically
lead to underestimates for the upstream separatrix temperature. However, without reason to
suggest otherwise it is assumed that the profiles/scaling obtained in C-Mod are plausible for
ARC. How sensitive the ARC design and performance is to the assumed profiles is unclear.
It is natural to draw comparisons for ARC with the ITER tokamak, given it also produces
CHAPTER 4. ARC REACTOR 75
Figure 4.2: Radial profiles of electron temperature (top) ad electron density (bottom) in
ARC. Figure reproduced from Reference [17] with permission from the authors.
a similar total fusion power (500 MW) with a similar shaping (a/R ∼ 0.33), but doing so at
a lower magnetic field B0 ∼ 5.3 T and a significantly larger size (R0 = 6.2 m). ARC is able
to achieve this same high fusion power at reduced size due to the high B0 enabled by the
REBCO HTS technology, as already discussed. But the ARC design is able to go beyond the
design goals of ITER, with the REBCO HTS technology allowing ARC to be a net-energy
producing device that achieves a FNSF/pilot-plant-relevant areal fusion power density (∼3
MW/m2) in a device with roughly a tenth of ITER’s volume. Additionally, as a result of the
high toroidal field, the ARC design has double the safety factor of ITER, making it more
robust against disruptions [17]. This also permits a high bootstrap fraction of ∼63%, while
staying below the beta limit, a desirable quality for improving current drive efficiency and
getting to high Q necessary for a pilot power plant device.
Whilst the ARC reactor is an interesting design with a number of attractive features, it is
important for it to be to viewed in the context of the significant challenges it faces before the
design as outlined in Ref [17] is feasible. Principal amongst these is the HTS technology and
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demountable coil joints; these are unproven technologies in the infancy of their development,
with unique challenges compared to conventional LTS coils. The grain orientation of the su-
perconductor material creates anisotropies in the superconducting properties of the REBCO
tapes in the presence of external magnetic fields; the critical current Ic can be degraded
by factor 4-5 for perpendicularly aligned B-field [90, 102], which compromises the high-field
capabilities of the HTS coils. The performance of the HTS coils under neutron irradiation is
also a concern - experiments show Ic drops below the non-irradiated state for neutron fluxes
≥3x1022 m−2 (with neutron energies well below the 14 MeV value for DT fusion) [103] and
compared to LTS materials HTS have a lower threshold to neutron irradiation damage [90],
so ensuring the coils can be adequately shielded in a high fusion power reactor environment
becomes a concern. In addition, quench events - localised termination of the magnet super-
conducting properties that return to the normal resistive state, creating ‘hot-spots’ that can
cause burnouts of the HTS coil - need to be detected and controlled, with adequate quench
protection systems still to be developed [90]. The HTS joint technology in particular is at
an early stage of development for application to fusion TF coils, and there remain serious
questions as to the ability to successfully restore the connections and electrical insulation
between hundreds of coil windings with every ‘remounting’ [90], as well as for the continu-
ity of the mechanical support structures required for the coils/joints to survive the large
electromagnetic forces on the coils associated with the high-field/current operation [17, 90].
Many aspects of the ARC design depend on the features enabled by the HTS coils/joints,
and therefore this technology needs significant further development and to be demonstrated
on a large scale before they can be successfully applied to the ARC TF coils.
In addition to the HTS challenges, a number of aggressive assumptions are made for the
ARC physics and technology [17]. The H98,y2 confinement factor of 1.8 quoted in Table 4.1
is very high, that not even high-performance H-modes have yet achieved [104]. To achieve
the 200-250 MWe net power quoted for the device, this would require recovery of some of
the thermal power from the divertor, which is challenging with current technology. A lower
hybrid current drive (LHCD) system is employed in the design for efficient current drive at
mid-radius positions, but the LHCD system specified at 8 GHz in the ARC design has yet to
be demonstrated [17]. The breeder blanket material, liquid FLiBe, has favourable thermo-
dynamic and neutron irradiation properties for a reactor but is intrinsically corrosive, and
how this will impact vacuum vessel and blanket tank lifetimes is not well understood [17].
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Whilst it is not uncommon to assume improvements in state-of-the-art technology when
considering future reactor designs, the outlined issues show that significant R&D advances
are required in order for the ARC design to be a success.
4.2 ARC divertor design
In the original ARC design paper [17], it was not attempted to incorporate a divertor or power
exhaust solution at that stage. Some consideration was given to how the ARC exhaust chal-
lenge compared to other current and future devices using a simple metric, PSOL/2piR0λSOL.
Given λSOL is not known with any certainty for future machines, this metric is split into an
upper and lower limit: upper limit given by λSOL ∼ 1/Bp (Eich scaling [21]), and lower limit
assuming λSOL ∼ 2pia
√
(1 + κ2)/2 (pressure limited SOL [101]). Results of this comparison
are given in Table 4.2, with the metrics shown in the last two rows. These results indicated
that the challenge facing ARC in power exhaust will be greater than that for ITER, but less
than some commerical power plant designs (appropriate for a pilot-plant).
ARC ARIES-AT JET C-Mod ITER
Major radius, R0 (m) 3.3 5.2 2.92 0.67 6.2
Aspect ratio, 1 3 4 3.07 3.05 3.1
Minor radius, a (m) 1.13 1.3 0.95 0.22 2
Elongation, κ 1.84 2.2 1.81 1.68 1.75
On-axis magnetic field, B0 (T) 9.2 5.8 3.6 5.4 5.3
Plasma current, Ip (MA) 7.8 12.5 4 1.5 15
Pheat (MW) 143 389 28.9 8 150
1/Bp (T
−1) 1.07 0.89 1.74 1.01 0.95
PSOLBp/R0 (MW*T/m) 41.0 84.2 5.69 11.8 25.5
PSOL/Sp (MW/m
2) 0.67 0.85 0.18 1.00 0.21
Table 4.2: Inter-machine comparison of divertor heat-loading metrics. Sp is the plasma sur-
face area, Sp = 4pi
2aR0
√
(1 + κ2)/2. Table reproduced from Reference [17] with permission
from the authors.
A follow-on study [105] has since been performed to address the incorporation of a di-
vertor and power exhaust management into the ARC design. The goal of this study was to
“explore and exploit these features for heat exhaust management with a conceptual design
that includes an advanced divertor, while also retaining the essential features of the original
ARC design: overall plasma geometry (major radius, minor radius, elongation), double-null
divertor magnetic topology, demountable toroidal field (TF) coils, FLiBe liquid immersion
blanket, and 525 MW DT fusion power” [105]. The paper also highlights the point that
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the study focused on steady-state operation, not addressing issues ARC may face during
start-up/shut-down phases or during disruptions.
Key to this study was the implementation of the divertor. Anticipating the increased heat
flux challenge of ARC over conventional divertor technology and configurations in ITER, an
advanced divertor was deemed necessary. The configuration chosen was a long-legged, tightly
baffled geometry, with a magetic geometry for an X-point Target Divertor (XPTD) config-
uration. The XPTD was chosen for the previous success observed in UEDGE modelling
results for this configuration. Modelling of this concept for the ADX (Advanced Divertor
eXperiment) divertor test tokamak indicated that it could access passively stable, fully de-
tached divertor regimes over a broad range of parameters [112]. A factor of 10 enhancement
in peak power handling compared to conventional divertors has been obtained in some cases.
The resulting divertor design from this study [105] is shown in Figure 4.3. The ACCOME
MHD equilibrium code [106] was used to generate the desired magnetic equilibria, iterating
through coil placements and currents to produce a design that met the design goals of
the divertor implementation. The final coil positions are shown in Figure 4.3. Open and
closed magetic flux surfaces are shown inside the vacuum vessel volume, showing the double
null configuration and the secondary magnetic X-points at the end of the long leg divertor
channels. These long leg divertors were implemented by carving out space from the FLiBe
blanket that existed in the original ARC design, meaning this did not affect TF coil size
or core plasma volume. This was achieved whilst still retaining a tritium breeding ratio
greater than 1 (only a minor reduction from 1.1 to 1.08 [105]), and with the FLiBe blanket
still providing the necessary shielding to not impact coil lifetime estimates. In addition,
the increased length of the divertor leg was found to reduce the high-energy neutron flux in
the divertor significantly, which would reduce neutron damage to the divertor and extend
component lifetime. This arises from the advantage in geometry of placing ∼1 m of FLiBe
along the line-of-sight for neutrons in the core plasma and the divertor [105].
Previous work by Lackner and Zohm [107] had called into question the practicalities
of incorporating advanced divertor configurations into reactor designs, on the basis that
they would occupy too much volume inside the toroidal field coils, or the arrangement of
poloidal field coils needed to produce them would be incompatible with coil current limits
and/or neutron shielding requirements. The approach taken in the development of the ARC
divertor design in Figure 4.3 demonstrates how these problems may be potentially overcome.
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Figure 4.3: Schematic diagram of the proposed ARC long-legged X-point target divertor
[105], with closed (blue) and open SOL (green) magnetic field lines shown. Figure reproduced
from Reference [105] with permission from the authors.
In particular the HTS technology is key to this, with their ability to support resitive joints
and segmentation of the TF coils, allowing for the PF coils to be placed inside the TF
coil volume whilst still being sufficiently shielded to neutron damage by the blanket. Many
tokamaks have PF coils placed within the TF coils, such as DIII-D [108], Alcator C-Mod [109]
and TCV [110], which are used to enhance plasma shaping capabilities, which is necessary
to facilitate the incorporation of the complex XPTD magnetic geometry.
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The ‘Eich scaling’ - the empirical scaling for H-mode power decay width λq|| - predicts a
λq|| of only ∼ 0.4 mm for the ARC reactor [21]. At first glance this would make it appear
that the divertor challenge in ARC is more severe than in lower field tokamaks, which will
have intrinsically larger λq|| due to the B−0.8T dependence of the Eich scaling - referring back
to the PSOLBp/R0 metric in Table 4.2 we see the ARC exhaust challenge quantified by this
metric is significantly greater than that for current devices or ITER. However, a detailed
study by Reinke [111] shows that high B enables access to higher core and edge densities,
by enabling operation at higher plasma current Ip without violating safety factor q limits
and hence increasing the Greenwald density limit nG ∼ Ip/pia2, which is a significant benefit
for achieving detached divertor operation. Taking the case of ARC, its high magnetic field
allows it to attain the areal power density needed for a reactor (∼2.5 MW m−2) based on
economic considerations but at significantly reduced total power levels [19] and consequently
total power exhaust levels. The total exhaust power for ARC is estimated to be only ∼ 93
MW [105], assuming a 35% core radiation fraction. The net effect is that the parallel heat
flux entering into the divertor is expected to be similar to that of larger, low field devices
(12 to 40 GW/m2) that achieve similar areal power loading, despite the smaller λq||. So to a
first approximation, it is argued, that power exhaust in ARC may be neither more nor less
difficult than in much larger devices with similar mission (net-energy production) and lower
field.
However, despite these arguments, it was not at all obvious that any plausible divertor
heat flux handling scenario will be possible in the ARC reactor, without implementing ex-
cessive levels of impurity seeding. In addition, whilst the XPTD may have shown a factor
of 10 enhancement in peak power handling compared to conventional divertors in the ADX
study, the question remains as to how the XPTD will actually perform in the context of a
reactor such as ARC. It is therefore necessary to perform a full modelling study of the ARC
edge plasma and divertor response, to explicitely model the ARC SOL thermal transport in
order to fully assess the viability of the ARC reactor power exhaust handling solution. The
next chapter presents the first study (and its results) attempting to model the ARC SOL
and make this performance assessment, first for a simplified Super-X divertor configuration
(SXD) and then for the actual X-point target divertor (XPTD) being proposed.
Chapter 5
ARC Divertor Modelling
5.1 UEDGE ARC SOL physics model
The tool used to perform this divertor study for ARC is the 2D edge transport code UEDGE.
UEDGE is a well-established edge fluid simulation code [78, 79, 113], which has been exten-
sively used for interpretation of tokamak edge data [114–116] and for modelling of advanced
divertors [117]. Most recently, UEDGE has been applied to modelling X-point target diver-
tors in the ADX (Advanced Divertor eXperiment) concept [112], making it an ideal tool for
extending the study of X-point target divertors to ARC.
The ARC design study employed the ACCOME MHD equilibrium solver [118,119], which
allows for a self-consistent computation of magnetic equilibria accounting for non-inductive
current drive. The reference magnetic equilibrium used for this study corresponds to the
ARC operation design point described in Chapter 4 and Reference [105], with poloidal coils
currents specified in Table 1 and power exhaust in Table 8 of that reference.
ARC employs an upper- and lower-divertor configuration for double-null operation (Fig-
ure 4.3). The magnetic equilibria data from ACCOME (generated by Dr Brian LaBombard)
were converted to a UEDGE gird format (primarily by Dr Maxim Umansky) and used to
implement a lower-half-domain ARC geometry into UEDGE for two divertor setups: a)
Super-X Divertor (SXD), and b) secondary X-point target divertor (XPTD). Figure 5.1
shows UEDGE grids generated for each case. Both configurations are considered in these
modelling studies to see how they compare with each other for ARC. For exploration of the
XPTD magnetic geometry (discussed in Section 4), currents in poloidal field coils PF2L and
PF2U were varied about the design point value, generating magnetic equilibria with AC-
81
CHAPTER 5. ARC DIVERTOR MODELLING 82
Figure 5.1: Schematic diagram of UEDGE ARC SOL/divertor grid mapped over ARC mag-
netic geometry (left), with closed field lines given in cyan, open SOL field lines shown in
green and red, and the location of the reactor first wall given by the blue line. Plots of sim-
ulation grids for the SXD (middle) and XPTD (right) geometries, with labelled simulation
boundaries and midplane location shown. The parallel heat flux profile q|| (sum of ion and
electron contributions) entering into the divertor and its characteristic e-folding width, λq||,
is measured at the location of the red dashed line.
COME that produced UEDGE grids with magnetic separation between main and divertor
X-point flux surfaces varying from 1.6 to 0.5 mm, mapped to the outer midplane.
In the UEDGE model for ARC used here, the radial particle transport is specified by a
diffusion and convection model, given by the equation:
Γ⊥ = −D∇n+ vconvn (5.1)
where Γ⊥ is the radial particle flux density, D is the diffusion coefficient and vconv is the
convective pinch velocity. This form of combined diffusion and convection velocity for anoma-
lous radial transport has been previously used in UEDGE modelling studies [120]. Radial
electron/ion energy transport is simulated by a diffusive model, with a specified diffusion
coefficient profile, χi,e, taking the simplifying assumption that the ion and electron thermal
diffusivities are equal.
The ARC operational design point parameters [17] combined with empirical characteriza-
tions of transport behavior in the SOL and divertor were used to determine plausible values
for D, vconv and χi,e. ARC is designed to operate in I-mode [96] - an improved confinement
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regime with energy confinement comparable to H-mode but with particle confinement similar
to L-mode, with a corresponding pedestal in the temperature profiles and lack of a pedestal
for the density. The thermal and particle transport models were therefore tuned to produce
midplane density and temperature profiles that are representative of I-mode on the basis of
what is observed in Alcator C-Mod and plausible for ARC.
The SOL density profile in Alcator C-Mod has been well documented [121,122] in a variety
of regimes - L-Mode, EDA H-Mode, and ELM free H-modes - and certain features like the
formation of a density shoulder on the low field side were found to always be present, resulting
in a “main-chamber recycling” regime at higher densities [123]. The underlying mechanism
is associated with the ballistic motion of interchange-unstable filamentary plasma structures
that form in the edge [124]. A large body of experimental evidence accumulated from many
tokamaks and other devices [125] indicate that this ubiquitous phenomenon should also
appear in ARC. To reproduce these features for the ARC simulations, the diffusion coefficient
D was set to 0.025 m2s−1 throughout the domain, and a profile for vconv was adjusted to
produce a targeted midplane density profile: last-closed-flux surface (LCFS) density at the
ARC design value of nLCFS ∼ 1020 m−3, a decay length of λn ∼ 5.5 mm, and a flattened
density profile (“density shoulder”) at 10 mm radial distance into the SOL (see Figures 5.2
and 5.3). This SOL density profile and separatrix value are based on I-mode density profile
data that has previously been obtained in Alcator C-Mod under high-field operation [96].
Data from Alcator C-mod is particularly applicable (compared with other machines) in the
context of ARC, since it was able to access the high-B and high-density conditions relevant
to the ARC design (albeit at lower power), and I-mode shot data with upstream profiles
was available that showed/justified the features in the density profile described (again with
the caveat that the I-mode shot was at much lower power than in ARC). Whilst there is
substantial uncertainty in assuming these profiles will scale to a reactor like ARC, in the
absence of reason to suggest otherwise we assume what has been achieved in Alcator C-Mod
will be attainable in ARC for the purpose of this study. Noting that the core density is
at a Greenwald fraction of 0.67, we explore the effect of increasing the separatrix density
above this design point value in Section 5.4. The assumptions of operating in I-mode, with
L-mode-like particle confinement and no pedestal in the core density profile as mentioned
above, motivate the ARC separatrix density of 1020 m−3, equal to the edge density of the
core profiles given in [17]. Based on the sensitivities found, the divertor challenge would be
CHAPTER 5. ARC DIVERTOR MODELLING 84
Figure 5.2: Outer midplane profiles for D, χi,e and vconv defined for the UEDGE transport
model, plotted as a function of distance from the separatrix into the scrape off layer when
mapped to the outer midplane.
Figure 5.3: Outer midplane profiles for n, Te and Ti, as well as q|| profile at the primary
X-point location (see Fig. 2), produced for the ARC I-mode model, plotted as a function of
distance from the separatrix into the scrape off layer when mapped to the outer midplane.
The dashed line sections inside the separatrix do not represent the core profiles postulated
in ARC, but instead serve to establish the required boundary conditions at the separatrix.
Parameters are shown for a SXD simulation. For this case, the peak value of q|| entering
into the divertor is approximately 10 GW m−2, with λq|| ∼ 0.55 mm.
clearly more severe at lower separatrix density, as may be obtained with a H-mode plasma
assuming a separatrix density that is 1/3rd of the core density [126].
Experimental evidence of plasma blobs in the divertor region [127, 128] indicate that
the transport physics of the upstream SOL - interchange dynamics driven by the magnetic
curvature and plasma pressure gradient - is also at play in the divertor leg. We therefore
apply the vconv profile shown in Figure 5.2 uniformly along the magnetic flux surfaces on the
low-field-side (LFS), extending from the outer midplane down to the divertor target plate.
The value of D was set to 0.25 m2s−1 in the outer divertor leg below the main plasma X-
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point, to allow for a plausible rate of particle diffusion into the private flux region. In Section
5.4, we examine the sensitivity of our model results to variation in the vconv and D in the
outer divertor leg. On the high-field-side (HFS), vconv was set to zero throughout the SOL,
as no density shoulder or convective radial flux is observed experimentally on the HFS [129].
A base value for the power exhaust crossing the LCFS into the SOL, PSOL, was taken
as 105 MW for this ARC model. This value was decided early on in this study before the 93
MW value given in Ref [105] and Chapter 4 was known, by estimating it simply as equal to
1/5th of fusion power (i.e. the α-power) and assuming core radiation power approximately
equals the heating power. Given this slightly exceeds the 93 MW specified in Ref [105]
(which assumed 35% core radiation fraction), taking 105 MW as the target for the divertor
handling is an increase in the divertor burden, which allows for some head-room for the ARC
design in case the core radiation is lower than assumed in Ref [105]. Ion/electron energy
diffusion coefficients of χi,e = 0.1 m
2s−1 are set throughout the domain (a typical value
observed experimentally in H-mode plasmas [131]), with exception of the LCFS region in
which a transport barrier (i.e. reduced χi,e value) is applied. Note that previous studies
have found spatially constant χi,e was sufficient to match experimentally observed midplane
temperature profiles in C-Mod L-mode plasmas [133], but a transport barrier is required
here to achieve the narrow λq|| anticipated and to reproduce the shape of observed H/I-
mode SOL temperature profiles. Based on the Eich empirical scaling law [21] and a recent
extension of the heat flux width database to include I-mode plasmas [181], we anticipate
that the heat flux width in ARC at its operational design point will be λq|| ∼ 0.4 mm. To
attempt to create this value, an energy transport barrier is created ∼1 mm on either side of
the separatrix on the low-field side (LFS) of the confined plasma by decreasing χi,e to 0.01
m2s−1 (note though that as LCFS grid resolution changes across various SXD/XPTD grids
implemented, this value requires adjusting - see Sections 5.3 and 5.4). The parallel heat flux
profile q|| (i.e. the sum of electron and ion heat flux densities) across the entrance to the
divertor leg is measured to verify the e-folding width of 0.4 mm when mapped to the outer
midplane (see measurement location as the dashed line in Figure 5.1 and resultant profile in
Figure 5.3). On the high-field side (HFS), the transport barrier was enhanced by decreasing
χi,e further to 0.005 m
2s−1. This creates an approximate 10:90 split of exhaust power across
the separatrix to the HFS:LFS, consistent with observations from near-double-null I-mode
plasmas on C-Mod [134] as well as MAST double-null operation [135]. This energy transport
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barrier in χi,e is only applied at the interface between open and closed magnetic flux surfaces
in the main-chamber region, and not in the divertor legs.
A reproduction of plasma profiles in ARC’s core and pedestal regions is not attempted for
this study of the SOL and divertor, and dashed line sections of the midplane profiles (Figure
5.3) inside the separatrix do not represent the core profiles postulated for ARC in [17]. These
instead serve to establish the required boundary conditions at the separatrix mentioned for
the SOL profiles above. Density at the core plasma boundary is set to obtain a fixed density at
the separatrix of nominally 1x1020 m−3. Equal electron and ion powers entering the domain
are also specified at the core plasma boundary to obtain the total desired power crossing the
LCFS (where total power in these half-domain simulations is taken as half of the total exhaust
power entering the SOL in the full ARC domain, PSOL). Neumann boundary conditions
are applied to the edge/private flux region (PFR) boundaries in the form of radial linear
extrapolations to the guard cells for both plasma density and for electron/ion temperature. It
is worth noting that the edge boundary in this case represents a region in the far SOL, rather
than a first wall boundary, since the simulation grid did not reach the reactor first wall (see
Figure 5.1). Target plates employ a plasma sheath boundary condition. Neutral recycling
was set to 100% at both target and edge/private-flux-region (PFR) boundaries (for particle
balance and wall saturation in steady-state operation [136]), with neutrals being included
in the UEDGE diffusive model [114]. To simulate just a lower-half domain for ARC, we
assume up-down symmetry in the divertor response, and as such a symmetry condition was
implemented at the poloidal midplane boundaries. This required performing the UEDGE
simulations without particle drifts; drift effects introduce up-down asymmetries that would
be incompatible with such a symmetry condition. Using the described model, UEDGE was
run to produce converged steady-state solutions for all results shown in this thesis.
5.2 ARC Super-X Divertor
5.2.1 Without impurity seeding
This physics model is initially applied to the SXD geometry for the ARC ‘base-case’, i.e.,
a DT plasma with 105 MW of exhaust power crossing the LCFS into the SOL and with
no impurity seeding to enhance radiation in the divertor. The SXD grid format included
54x19 poloidal/radial grid cells (with an additional guard cell either side of the domain
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Figure 5.4: 2D Te plots for ARC SXD steady-state solutions, for PSOL = 105 MW both
without impurity seeding (left) and with 0.5% neon impurity fraction (right).
in each dimension). Radial grid cells were clustered around the separatrix to attempt to
maximise resolution in this region - with a radial resolution obtained of ∼0.75 mm at the
LCFS. This is lower resolution than would be desired for this problem - with an Eich λq|| of
0.4mm, this implies our simulations will be radially under-resolved with respect to the heat
flux. Indeed, the parallel power decay width λq|| obtainable from the χe,i transport barrier
proved to be resolution limited to ∼ 0.55 mm, marginally greater than the 0.4 mm value
desired. Attempts to increase the resolution by reducing cell separation or increasing the
number of cells were unsuccessful due to failure of the UEDGE grid generator to construct
these grids. The reason for this gird generator failure is unclear, and this remains an issue
to be resolved. With no alternatives available, this study was forced to continue with the
resolution specified, and accept the uncertainty in the results that this brings.
A 2D Te plot is given in Figure 5.4 for the converged UEDGE solution for the ARC base-
case. The parallel power decay width of ∼ 0.55 mm resulted in a narrow high temperature,
high power flux intensity region in the near SOL outside the separatrix, that extends down
to the divertor plate. The peak q|| at the X-point entering the divertor region was measured
to be ∼ 10 GWm−2 (see Figure 5.3). Peak electron temperature at the outer target plate for
this base case are in excess of 300 eV (whilst the inner target remains detached), far above
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Figure 5.5: SXD power scan results showing peak outer plate Te (eV) against exhaust power
PSOL (MW) for 0% neon fraction (left) and 0.5% neon fraction (right).
what target materials could be expected to survive.
In practice, core radiation may result in the exhaust power entering the SOL from the core
being less than the 105 MW assumed in this case (i.e. 93 MW for the ARC operational design
point value). Keeping all other parameters/conditions fixed, a power scan was performed
by steadily reducing PSOL, to determine the power window for which stable detachment
could be obtained. The results are shown in Figure 5.5(left). Stationary detached solutions
(defining detachment where plate Te <1 eV) are obtained for the power window of 32-40
MW. Below 32 MW, the solution develops an X-point MARFE - the detachment front moves
up the entire divertor leg and into the core plasma.
5.2.2 With 0.5% Neon impurity seeding
To improve the power handling performance of the ARC SXD setup, a 0.5% neon (Ne)
impurity was introduced in the “fixed fraction” model - where impurity concentration is
set at a percentage of the plasma electron density throughout the domain - to increase
radiation energy losses of the plasma in the SOL. Ne was chosen as the impurity species for
investigation as it a) is a strong SOL radiator but also a low Z species, giving it relatively
minimal impact for core radiation or fuel dilution b) recycles 100% on plasma-facing material
surfaces and c) does not react to produce ammonia in the reactor, like nitrogen. A power
scan was repeated, the results of which are shown in Figure 5.5(right). The results produced
a bifurcation in solutions with two branches: a hot and a cold branch. The cold branch
is accessible by gradually ramping up input power (PSOL) and neon impurity fraction in
tandem from an initially unseeded detached solution (i.e. PSOL < 40MW in Figure 5.5),
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maintaining detachment until 0.5% Ne fraction is obtained. This branch shows detachment
can be obtained at much higher PSOL with the presence of the Ne impurity, now with a
PSOL window of 80-108 MW. Below 80 MW, the cold branch solutions develop an X-point
MARFE. Increasing PSOL above 108 MW results in transition to the hot branch, after which
a reduction in PSOL does not result in a transition back to a detached solution, but plate
temperatures remain hot until PSOL <62 MW where the hot branch solutions MARFE. Such
bifurcations have previously been observed in UEDGE solutions [114], and have also been
studied analytically [137].
A plot of Te for a detached case (with PSOL = 105 MW) is shown in the right-hand plot
in Figure 5.4. The same narrow, high temperature region is observed in the temperature
profile, but now with distinct regions dropping to Te <1 eV for both the inner and outer target
plates. Figure 5.6 shows the same plot with annotation of the peak power flux densities to
different boundaries, from combined plasma and radiation power loadings. The peak power
flux density measured was 6.4 MW m−2 to the outer target plate, lower than the 10 MW
m−2 accepted as the maximum power flux that can be accommodated by a solid wall. This
is despite the presence of a high-intensity Ne radiation front directly above the target plate
Figure 5.6: 2D plots for PSOL = 105 MW, 0.5% Ne impurity detached SXD solution of (left)
Te with annotated peak power flux densities to the boundaries, for combined plasma and
radiation power loadings, and (right) neon impurity radiation emissivity, with a peak value
of 855 MW m−3.
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(Figure 5.6(right)), with a peak emissivity of 855 MW m−3.
The large detachment power threshold hysteresis effect between the Ne seeded cold/hot
branches could be due in part to the fixed fraction impurity model used here, coupling the im-
purity radiation power directly to the plasma density and the attached/detached conditions
at the target plate. Investigating if this effect persists (or alternatively increases/decreases
in magnitude) when modelling impurities with a full fluid model of their own would be an
interesting further study and should be pursued.
5.2.3 Convergence testing
Convergence testing for the simulation grids should be performed in order to have confi-
dence in the results obtained. The SXD grid was used for this testing since the method of
construction for the XPTD grids made them not suitable for this task (specifically the grid
generator method required the two X-point separatrices to be consistently separated by two
radial grid cells, and as such changes to the grid structure would change the underlying mag-
netic geometry of the simulation). This convergence testing was performed by attempting
to double poloidal/radial grid resolution for the base (no impurity) PSOL = 105 MW ARC
scenario, and monitor any changes to the numerical results.
Doubling the number of poloidal grid cells (providing 108x19 poloidal/radial cells) had
little impact on the simulation results. Plasma variables values changed by < 3%, and
repeating a power scan as in Figure 5.5 showed the detachment threshold to be unchanged
at 40MW (within the resolution of the scan performed, ±2 MW). These results increased
confidence that the simulations were well resolved poloidally.
As already alluded to earlier in Section 5.2, significant difficulties were encountered in gen-
erating grid with higher radial resolution. Doubling the number of radial grid cells (providing
54x38 poloidal/radial cells) caused the UEDGE grid generator to fail in grid construction.
In order for the grid generator to successfully produce grids with these dimensions, the cell
clustering around the separatrix had to be reduced. Grids with 54x38 cells could then be
produced, but the resulting grids had approximately the same physical resolution at the
separatrix of ∼0.75 mm. Given this is the region of greatest interest with regards to radial
resolution, and the resolution in this region has not changed (with the far SOL being the
beneficiary of the extra cells), this makes an unsatisfactory convergence test. Therefore the
grid generation issues prevented a meaningful convergence test from being performed for the
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radial resolution, and this remains an area of significant uncertainty associated with these
results.
5.3 ARC X-Point Target Divertor
The same physics model described in Section 5.2 was applied to the XPTD geometry. To
accommodate the extra length of simulation domain, the number of poloidal grid cells was
increased to 86 (i.e. creating grids of 86x20 poloidal/radial cells). Several XPTD grids were
implemented in UEDGE with different primary and divertor X-point radial separations,
ranging from 1.6 mm to 0.50 mm (mapped to outer midplane). A different grid generator
method is used for construction of the XPTD grids than the SXD, and this generator was
able to successfully create grids with LCFS resolutions down to ∼0.25mm (below which
this generator also started to fail). The XPTD grids consistently have two radial grid cells
separating the two X-point separatricies, and hence reducing the radial X-point separations
corresponds to increasing the resolution around the LCFS. Anticipating a decrease in λq||
as the LCFS becomes better resolved (since the previous SXD model was resolution limited
to λq||∼0.55mm), the depth of the transport barrier was adjusted on the LFS to χi,e = 0.02
m2s−1.
Scans of PSOL are repeated for the various XPTD grids without any Ne impurity seeding,
and results are plotted alongside the SXD power scan results for comparison (Figure 5.7).
Power scans are performed for both decreasing PSOL from the attached 105 MW base scenario
(a “downswing” power scan) and for increasing PSOL from a low-power, detached state (an
“upswing” scan). Peak q|| at the primary X-point increases from ∼9 to 15 GWm−2 across
XPTD grids with narrowing X-point spacing and corresponding increasing resolution at the
LCFS. A ∼30-40% increase in λq|| is observed over a power scan for the fixed transport model
at the transition to the detached divertor regime across all grids. Such λq|| broadening under
detached divertor conditions has been observed in experimental studies [138].
The results show slight gains in detachment threshold for the XPTD geometries over
the SXD, however values of q|| and λq|| were not kept fixed as described further below.
The 1.6mm X-point separation grid increases the detachment threshold for the downswing
power scan (solid line) from PSOL = 40 to 46 MW, and then for smaller X-point separations
in the range of 0.84-0.50mm, detachment threshold cluster in the range of PSOL = 52-56
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Figure 5.7: (Left) Peak outer target Te vs exhaust power PSOL, for SXD and XPTD grids
with radial X-point separations ranging from 1.6 mm to 0.50 mm. “Downswing” power
scan solutions are shown with solid line and “upswing” scans by the dashed lines. (Right)
Measured λq|| against X-point radial separation for XPTD cases with fixed χi,e transport
model. The SXD case had λq|| ∼ 0.55 mm.
Figure 5.8: (Left) Peak outer target Te vs exhaust power PSOL for repeated downswing (solid
line) and upswing (dashed line) power scans for SXD and XPTD grids with adjusted χi,e
transport model to maintain λq||∼0.4mm. (Right) New measured λq|| across XPDT grids
with adjusted χi,e transport model.
MW. The upswing power scans (dashed lines) show similar results, but with detachment
threshold 2-4MW greater than for the downswing scans. Analysing λq|| over XPTD grids
shows that as the X-point radial separation gets smaller and resolution around the LCFS
increases, the measured value of λq|| is found to be decreasing (Figure 5.8). This confirms
that the simulation grids with the SXD and the wider XPTD spacings were under-resolved
and resolution-limited for the current transport model. For the grids with the narrowest
separations of 0.71, 0.57 and 0.50 mm, λq|| drops below the 0.4 mm Eich-scaling width
anticipated for ARC, dropping as low as 0.23 mm.
In an attempt to hold λq|| fixed at 0.4 mm, the downswing and upswing power scans
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Figure 5.9: Plots of downswing/upsing power scan detachment thresholds (MW) and peak
plate Te (eV) at PSOL = 105 MW against XPTD X-point separation (normalised to λq||).
were repeated with the χi,e transport barrier depth adjusted for the 0.71, 0.57 and 0.50 mm
separation XPTD grids to 0.035 , 0.065 and 0.085 m2s−1 respectively on the LFS (as well
as 0.007, 0.007 and 0.008 m2s−1 respectively on the HFS to maintain the 10:90 HFS:LFS
power split). This is a less than ideal solution for comparison of simulations - in reality
quantities such as χi,e defined in real-space should not change with grid resolution - but
in absence of solutions to the radial grid resolution issues this was the only available route
to proceed. Power scan results are plotted in Figure 5.8 alongside the new measured λq||
values. Detachment thresholds and the peak plate temperatures at the PSOL base value of
105 MW are plotted for all grids in Figure 5.9. Now maintaining near-constant λq|| across
0.84-0.50mm separation grids, the normalised X-point separation in λq|| steadily decreases
across XPTD grids, spanning a range of 3.1 - 1.4 λq||.
For the two grids with the smallest X-point separations of 0.57 and 0.50 mm, an un-
expected behavior is observed: as PSOL is increased, sharp decreases in plate temperature
occur at certain PSOL values. These appear to represent transitions across different branches
of solutions, akin to the “hot” and “cold” branch solutions observed for the SXD Ne impurity
seeded cases shown in Section 5.2, but over much smaller power windows. (It is noteworthy
that for these impurity-free solutions, large detachment power threshold hysteresis loops, as
seen in Section 5.2, are not present here.) One possible explanation is that as the target X-
point is becoming more engaged in attenuating and splitting the power flux (i.e. spacing less
than 2λq||) non-linearities associated with the power loss channels of hydrogenic radiation
and plasma-neutral interactions play a more important role. Further study of this behaviour
was beyond the scope of the present investigation and should be pursued.
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Apart from an initial gain from decreasing X-point spacing from 1.6 to 0.84mm, detach-
ment threshold remains fairly constant in the ranges of 53-58 MW and 54-59 MW for down-
swing and upswing power scans respectively for all grids with X-point separations smaller
than 0.84mm. The gain in threshold over the SXD (detaching at PSOL = 40 MW) is signifi-
cantly less than previously observed in modelling for the geometries in ADX, which found a
factor of ∼2 gain in threshold for the XPTD over the SXD [112]. However, the ADX study
employed an X-point spacing of 0.7 λq||, which we have not yet explored. Indeed, reducing
X-point separation does result in a steadily decreasing peak target plate temperature at the
base case PSOL = 105 MW, decreasing by nearly a factor of 10 by the 0.50 mm XPTD grid
from 240 to 31 eV (Figure 5.9). Why this does not result in higher detachment thresholds is
not yet understood - the gradient of the plate temperature over a power scan is much shal-
lower for the smaller X-point separations, even accounting for the unusual plate Te behaviour
over these power scans. Additional study is required to identify root causes. Extrapolating
the trend in target plate Te suggests that detachment at the PSOL = 105 MW base value may
potentially be achieved with X-point spacing of ∼1 λq|| or less. It is not currently possible
to generate grids with spacing lower than 0.50 mm at this time, and this remains an area
for further study.
The radial q|| profile is analysed for each SXD and XPTD grid in Figure 5.10, for q||
above the target plate for the SXD and above the divertor X-point for the XPTD cases.
Relating to λq||, all cases have radial X-point separations greater than 1 λq||, and so the
majority of the exhaust power peak is directed to the lower target in the outer XPTD leg
(which is subsequently referred to as the “primary target”). For separations of several λq||,
very little exhaust power is split from the main heat flux channel towards the upper target
in the X-point region, and hence the divertor behaves in a similar manner to the SXD setup.
When X-point separations are smaller, a larger fraction of the total exhaust power is split
from the main heat flux channel, and the peak q|| profile significantly reduces. This is at
least consistent with the drop in target plate temperature for narrowing X-point spacing.
To reduce the peak q|| further, normalised X-point separations of ∼1 λq|| or lower may be
required to properly engage the divertor X-point for enhanced power handling performance.
This provides further motivation to study XPTD grids with 1 λq|| separations or lower. The
poloidal power flux, qpol, is calculated for each case and shown in Figure 5.11. These data
indicate that by reducing the X-point spacing to 1.4 λq|| the peak plasma power loading on
CHAPTER 5. ARC DIVERTOR MODELLING 95
the primary target is reduced from a maximum of ∼50 MWm−2 to ∼25 MWm−2. This result
is encouraging; with target plate tilting (not employed in this design) peak power loading
may be reduced to less than ∼10 MWm−2, which is remarkable considering the peak parallel
heat flux entering the divertor of ∼10 GW m−2 and the lack of impurity radiation in these
divertor scenarios.
5.4 Model sensitivity studies for the XPTD
A number of assumptions are made in the modelling, some of which are not experimentally
validated yet - in particular assumptions in relation to the upstream separatrix density and
the radial transport along the divertor leg. In this section, various model parameters relating
to these assumptions are varied, to test the robustness and sensitivity of our ARC model
solutions.
Figure 5.10: Plots of q|| measured above the divertor target for the SXD and above the
divertor X-point for the XPTD grids, mapped to the midplane. Separatricies locations
shown with dashed lines. Inset plots in frames 1 and 2 show location of measured q|| for the
SXD and XPTD grids respectively.
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5.4.1 Upstream density
The ARC design point reference discharge [17] used for this study, with separatrix density
of ∼1x1020 m−3, has Greenwald density fraction of 0.67. Thus it may be possible to op-
erate ARC at a higher plasma density, further increasing the power range over which an
impurity-free detached divertor regime may be obtained. In order to examine this, the up-
stream separatrix density was increased from the reference point value of 1.0x1020 m−3 to
1.17x1020 m−3 and 1.50x1020 m−3, by adjusting the core density boundary condition. This
was performed for the 0.57 mm separation XPTD grid with the χi,e transport barrier model
described in Section 5.1 (transport barrier depth of χi,e = 0.02 m
2s−1 and 0.005 m2s−1 for
LFS and HFS respectively), having a normalized X-point spacing of 2 λq||. For the 1.5x1020
m−3 case studies, re-tuning of the vconv profile was required to retain a similar midplane
density profile properties as for the lower density cases (i.e. decay length of λn ∼ 5.5 mm,
flattened density shoulder in far SOL). The new vconv and midplane n profiles are shown in
Figure 5.12.
Downswing and upswing powerscans were repeated for the new cases with the 0.57mm
X-point separation grid, and results for these are plotted alongside the ARC base scenario
Figure 5.11: Plots of qpol measured above the divertor target plate for the SXD and XPTD
grids, mapped to the midplane. Separatricies locations shown with dashed lines. Inset plots
in frames 1 and 2 show location of measured qpol for the SXD and XPTD grids respectively.
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(1x1020 m−3) in Figure 5.13. A significant increase in detachment threshold is observed in
both power scan directions, increasing from 53 to 108 MW for the downswing power scan, and
from 57 to 128 MW for the upswing power scan. The difference between downswing/upswing
detachment thresholds has substantially widened under these higher density conditions. At
nsep = 1.50x10
20 m−3, the solutions obtained fully handles the ARC exhaust power in both
power scan directions, without any use of impurity seeding.
Converged solutions below PSOL = 96 MW could not be obtained for this ARC model
with raised upstream density. However, in the range of PSOL = 56-96 MW, despite solutions
failing to converge the detachment front remains near-stationary within the divertor leg
volume for a given PSOL value, with X-point MARFE onset only occuring when PSOL <
56 MW. In these cases there are small scale oscillations in the plasma parameters (though
qualitatively the divertor scenario does not change). The dashed line on Figure 5.13 marks
these unconverged solutions. This makes the full extent of detachment window in this case
poorly defined (whilst detachment threshold remains well defined still), but likely to still
contain the 93 MW ARC design point power exhaust within this window. Peak powerfluxes
to the boundaries for the detached PSOL = 105 MW solution are calculated and shown
in Figure 5.14, showing acceptable power flux densities to all boundaries (with the inner
divertor target being on the ∼10 MWm−2 limit, but could be reduced by introducing target
plate tilting).
Figure 5.12: Plots of midplane density profiles for the three nsep cases investigated (left) and
the new vconv profile for the 1.50x10
20 m−3 case (right).
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Figure 5.13: Plots of downswing (left) and upswing (right) powerscan results for peak plate
temperature (Te) for the ARC base upstream separatrix density 1.01x10
20 m−3 and the
increased 1.17x1020 m−3 and 1.50x1020 m−3 cases for the 0.57mm X-point separation grid,
corresponding to a normalized X-point separation of 2 λq||. The dashed blue line indicates
unconverged solutions with the detachment window for the nsep = 1.50x10
20 m−3 case.
Figure 5.14: Peak power flux densities to domain boundaries for the detached PSOL = 105
MW, nsep = 1.50x10
20 m−3 solution.
5.4.2 Leg radial transport coefficients D and vconv
The magnitude of the radial transport in the long outer divertor leg is one assumption in our
model without experimental validation, in particular, lacking experimental data on tightly-
baffled, long-legged divertor behaviour. To assess the effect of relaxing this assumption, the
magnitude of the transport coefficients D and vconv in the divertor leg volume are varied
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Figure 5.15: Variation in downswing power scan detachment threshold for variation in outer
divertor leg values of (a) vconv multiplier factor M and (b) diffusive transport coefficient D.
to assess sensitivity to radial transport for our solutions. As only the transport coefficients
in the outer leg were varied and the main chamber transport remained the same, there was
no notable change in upstream conditions (midplane profiles, λq||) across these sensitivity
studies (with the exception of where detachment is enabled at PSOL=150 MW), enabling
direct comparisons with the base case results for this XPTD grid.
The magnitude of the convection velocity was changed by multiplying the base-case vconv
profile given in Figure 5.2 by a multiplication factor M , such that vconv
new = Mvconv
orig, in
the outer divertor leg volume only. A “downswing” powerscan was performed again with the
0.57 mm separation XPTD grid, nsep = 1.17x10
20 m−3 case from Section 5.4.1 for each value
of M studied, with all other factors held constant, to find the new detachment threshold.
Results are plotted in Figure 5.15(a). For multiplication factors between 0.2 and 2 the
detachment threshold is unchanged from the base-case value of 74 MW, and for M > 2 the
threshold increases. From this we can conclude that our results are robust to variation in
vconv magnitude over a reasonable range, with no deterioration in performance and getting
only better performance if significantly larger convective transport than assumed is observed.
To interpret these results, particle and plasma power flows to the boundaries are calcu-
lated in the divertor leg for each value of M . Annotated plots of these with the divertor leg
mesh are given for M = 1, 2 and 4 in Figure 5.16. An estimate of power losses to hydrogenic
radiation is shown also. These show that, as M is increased from M = 1 to 2, despite an
increase in the particle flux to the outer SOL the plasma power to the primary target remains
similar. Only for M = 4 does the power to the primary target drop significantly, and power
flow to the outer SOL boundary dominates. It is notable that this M = 4 case is the only
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Figure 5.16: Annotated plots of particle (upper) and plasma power flows (lower) to the
divertor leg mesh boundaries for vconv multiplier factors of M = 1, 2 and 4. An estimate of
power losses to hydrogenic radiation in the divertor volume is given.
one of the three where the particle flux to the outer wall is of the same order of magnitude as
the parallel flux to the plates, and exceeding the flux to the primary target. In this case we
can argue the exhaust power is now directed primarily towards the sidewall, and detachment
physics is now more dependent on interaction with the side wall than with the target plate.
To characterise this change, a plot of the calculated ratio of perpendicular/parallel plasma
power in the divertor leg is shown in Figure 5.17(a), and Figure 5.17(b) shows instead the
ratio of side wall/primary target particle flux. Here perpendicular refers to the sum of fluxes
arriving along the outer side wall and PFR boundaries, while parallel refers to fluxes arriving
at the two target plates. (Note that the outer side wall particle fluxes are not connected to the
primary target particle flux via recycling). In Figure 5.17(b) we see a change in detachment
threshold response when the ratio of particle fluxes is greater than 1 (whereas no obvious
physically-motivated regime-change value can be identified for the power flux ratio in Figure
5.17(a)). A transition between two regimes can be characterised as such: when particle flux
to the primary target plate exceeds that to the side wall, the power exhaust is dominated
by interaction with the target plate and detachment threshold is insensitive to variation in
the radial convection velocity within a certain magnitude. When the ratio is greater than 1,
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Figure 5.17: Plots of the calculated ratio of (a) perpendicular/parallel plasma power in the
divertor leg, and (b) of side wall/primary target particle flux obtained during a scan of vconv
multiplier factors, M.
power is primarily transferred to the side wall and detachment physics becomes dependent
on the plasma side wall interactions. For the standard base-case ARC operation, ARC is
well within the first regime, with a particle flux ratio of ∼0.5.
The magnitude of the D coefficient in the outer leg (Dleg) was varied from the base value
of 0.25 m2s−1 across a range of 0.025-0.4 m2s−1, with the impact on the downswing detach-
ment threshold shown in Figure 5.15(b). These show a decrease in detachment threshold as
Dleg is increased. Except for the data point at Dleg = 0.025 m
2s−1, the changes are relatively
small (∼30%), scanning the a wide range of Dleg = 0.1-0.4 m2s−1, so our solutions are seen
to be to be fairly robust to variation in Dleg as well.
The observation that the detachment threshold decreases with increasing Dleg goes
against intuitive expectations. One might expect that a smaller Dleg, and hence more con-
centrated plasma flux, would result in a more concentrated power loading on the divertor and
deteriorating divertor power handling performance, not improving. To analyse this, plasma
particle/power flows to the divertor leg boundaries are examined again (Figure 5.18). Den-
sity profiles are narrower and more peaked with smaller Dleg, resulting in lower particle flux
to the side walls and higher particle flux to the diverter targets. However, the plasma power
to the primary target has decreased, a result which is again counter-intuitive.
To explain this, conditions at the target plate bewteen the two cases were examined
(Figure 5.19). Decreasing Dleg causes an increase in the plasma density at the strike point
by factor ∼2, which in part explains the decrease in temperature. With high particle flux
to this plate and a recycling coefficient of 1.0, the greater flux to the plate from reducing
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Figure 5.18: Annotated plots of particle (upper) and plasma power flows (lower) to the
divertor leg mesh boundaries for Dleg values of 0.1 and 0.25 m
2s−1. An estimate of power
losses to hydrogenic radiation in the divertor volume is given.
Dleg means greater number of recycled neutrals at the target. This is seen in the simulation
as higher neutral density at the target plate, resulting in a factor of ∼2.5 increase in peak
neutral density as Dleg is decreased from 0.25 to 0.1 m
2s−1. The increased neutral density for
the 0.1 m2s−1 case is not seen to extend further into the domain, indicating ionisation of these
neutrals and enhanced ionisation energy losses. As a result, the peak hydrogenic radiation
power flux to the wall increases by factor of ∼1.5. The combination of both the increase
in density and increase in hydrogenic radiation causes the peak target temperature to drop
by factor of ∼2.8. This result highlights that for regimes in which the heat and particle
transport is primarily directed onto the target plate, the detachment threshold is heavily
influenced by the plasma density, neutral densities and recycling fluxes at the target plate,
which can be enhanced by reducing cross-field particle transport (Dleg) in high recycling
fraction scenarios.
5.4.3 HFS:LFS power split
In order to access the I-mode confinement regime, a slightly unbalanced double-null equilib-
rium is found to be required [99,181], suppressing the formation of H-mode. As a result, the
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Figure 5.19: Plots of (upper-left) ni at the target plate (x-cell=86), (upper-right) Te at the
target plate, (lower-left) ng at the target plate and two cells away from the target (x-cell=84)
, and (lower-right) hydrogenic radiation power flux density on the target plate, for Dleg values
of 0.1 m2s−1 (blue) and 0.25 m2s−1 (red).
assumed HFS:LFS power split of 10:90 based on a balanced double null configuration may
be overly optimistic. Moreover, loss of control of the double-null flux balance could result
in an increase in power delivered to the HFS region and the inner divertor target. To test
how ARC may perform in such a scenario, power splits of 15:85 and 20:80 are investigated
for the 0.57 mm separation XPTD grid, nsep = 1.17x10
20 m−3 case from Section 5.4.1 at the
full PSOL = 105 MW base value, by adjusting the depth of the χi,e transport barrier on the
HFS.
The peak plate temperature on the outer and inner divertor targets for the three HFS:LFS
power splits investigated are plotted in Figure 5.20. Across the HFS:LFS ratio scan, the
outer target moves from an attached to detached state, whilst the inner target remains
detached throughout. However, calculating the peak power fluxes to these boundaries (Figure
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Figure 5.20: Plot of peak plate temperature (eV) at the inner and outer divertor targets for
power split ratios of 10:90, 15:85 and 20:80.
Figure 5.21: Peak power flux densities to domain boundaries for the PSOL = 105 MW, nsep
= 1.17x1020 m−3 solutios with HFS:LFS power exhaust splits of 20:80 (left), 15:85 (middle)
and 10:90 (right).
5.21), we see the peak power flux in all cases for the inner divertor target is above the
10 MWm−2 limit, despite remaining detached. The peak power flux at the inner target
increases by a factor of ∼3 for the 20:80 power split ratio compared to 10:90 split. The
low plate temperature, detached state at this plate appears to be maintained by extremely
high plasma and neutral density in the cells directly above the plate, radiating much of the
exhaust power as hydrogenic radiation. In UEDGE, the photon radiation impacting the
plate surface is not included in the target plate temperature calculation, which would lead
to some error in these values when radiated power is high, and this in part explains how such
low target temperatures are maintained by the code despite high total target power fluxes
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(which sum plasma/neutral/radiation loadings). This raises questions about the validity of
these solutions at the inner divertor target, and more attention may need to be given to the
modelling in this region.
5.5 Discussion
5.5.1 Long-legged divertor performance
This initial performance assessment of SXD and XPTD divertor configurations for the ARC
reactor concept is very encouraging – notwithstanding the approximations and simplifications
used in the UEDGE simulations. Stable, detached solutions for both the SXD and XPTD
grids were obtained at high core exhaust power - in some cases with parallel heat fluxes
entering into the divertor of q|| ∼ 15 GW m−2 and heat flux widths of λq|| ∼ 0.4 mm,
consistent with the anticipated heat flux width for ARC based on empirical scalings.
5.5.2 SXD
With assistance from the divertor radiation associated with a 0.5% Ne fixed impurity fraction,
the SXD was able to achieve stable, fully detached divertor conditions with acceptable first
wall power flux loading at the target ARC exhaust power value, PSOL = 105 MW, and a
power flux width of λq|| ∼0.55 mm measured at the entrance to the divertor. Reducing λq||
to 0.4 mm will likely require an increased level of impurity seeding to handle the same power.
On the other hand, the leg length of the SXD model mesh did not fully utilize the space
available in ARC (see Figure 5.1); extending the leg may provide the necessary performance
enhancement. The detached divertor solution identified here relies on the formation of a high-
intensity Ne radiation front, which forms directly above the target plate. Peak emissivities
on the order of ∼850 MW m−3 are observed in the simulation, leading to radiant power
loads of ∼6 MW m−2 to the target plate, which may be acceptable.
Also associated with Ne seeding is an hysteresis effect observed in the relationship between
exhaust power and onset of divertor detachment. While this result is not unexpected, it
points to a challenging engineering problem. Detached solutions obtained at the highest
power, i.e., the “cold branch solutions” were accessed here by starting from detached solutions
at low power and growing them to high power - taking a path through parameter space (e.g.
impurity seeding fraction) that maintained plasma detachment. Once the divertor reattached
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at the highest powers, the detached state could not be easily regained; it required reducing
PSOL to very low power. If this situation is realized in a reactor, power exhaust transients
that are able to burn through the detached state would need to be entirely eliminated, and/or
a robust mitigation strategy would need to implemented so as to promptly regain divertor
detachment and avoid divertor damage.
5.5.3 XPTD
This UEDGE modelling assessment shows that a secondary X-point in the divertor leg has
potential to significantly enhance divertor performance relative to the SXD case. The base
case for the XPTD was set up to be identical to the impurity-free SXD case, except that, due
to enhanced grid resolution around the separatrix in the narrowest X-point separation cases,
λq|| ∼ 0.4 mm was obtained in the model. Two effects emerge as the magnetic separation
between main X-point and divertor X-point flux surfaces, sx, is reduced: (1) slight increase in
divertor detachment power threshold and (2) significant decrease in divertor target electron
temperatures under attached divertor conditions, by almost a factor of 10.
An increase in divertor detachment power threshold with decreasing sx for the XTPD
was expected based on previous work using ADX parameters [60, 112]. However, the ARC
cases studied thus far have not obtained the factor of ∼2 enhancement in detachment power
threshold seen between the SXD and XPTD in the ADX cases - only a 25-50% enhancement
is obtained here (Figure 5.8). This can be attributed to the fact that the X-point separation
distance, sx, normalized to λq|| was explored only over the range of sx/λq|| ∼ 3.1 - 1.4, while
the ADX study [112] had sx/λq|| ∼0.7. The lack of a factor of 2 enhancement is therefore
consistent with the expectation that the secondary X-point should have maximal impact
when it most fully intercepts the parallel heat flow channel.
The trend of a decreasing attached divertor target electron temperature with decreasing
sx/λq|| (Figure 5.9) also hints that there may be a large gain in divertor detachment power
threshold once sx/λq|| is decreased to ∼1. However, the physics that drives this trend appears
to be related to the role that the divertor X-point plays in splitting the power channel in to
two and narrowing the primary power channel (Figure 5.10). Further study is needed.
With upstream separatrix density elevated above the reference value (1x1020 m−3) to
1.5x1020 m−3, the performance of the XPTD is projected to be quite impressive - fully ac-
commodating the ARC exhaust power without any impurity seeding. As far as the author
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is aware, this is the first time an impurity-free divertor power handling scenario has been
obtained in edge modelling for a tokamak fusion reactor. In view of the potentially danger-
ous hysteresis effect seen in the detachment power thresholds for the Ne-seeded SXD cases,
it may be necessary to operate these divertor configurations with very low or no divertor
impurity seeding. In this regard, the identification of a divertor scheme that can success-
fully operate this way is essential. Needless to say, such a scenario would also be highly
beneficial for optimizing the plasma core - reduced core impurity line radiation, reduced
Zeff and bremsstrahlung radiation, and reduced fuel dilution. In addition, there are ques-
tions surrounding I-mode and its ability to reach detachment via impurity seeding, with
recent results from Reinke [139] showing a back-transition to L-mode with the introduction
of seeded impurities in the divertor - therefore impurity-seeded-free detachement may in fact
be necessary for the I-mode confinement regime.
The insensitivity of the modelling results to the assumed magnitude and mix of convective
versus diffusive cross-field particle fluxes in the divertor leg (Section 5.3) is encouraging,
accommodating a factor of ∼4 or more variation in the magnitude of each (Figure 5.15).
Nevertheless, until experiments can provide definitive data on these parameters - and at the
plasma conditions that are projected for the ARC divertor (e.g. plasma density, temperature,
neutral densities, heat fluxes) - there will always be uncertainty in these types of model
projections.
In summary, this initial performance assessment of the XPTD concept for ARC is very
encouraging, and motivates further continued studies for the XPTD configuration and ARC
divertor, in particular for the regime sx/λq|| < 1.4.
5.5.4 Model improvements and opportunities for further study
5.5.4.1 Increasing the radial grid resolution.
Despite the encouraging results obtained, a significant caveat remains for them regarding the
poor radial resolution that could be obtained in these simulations. Due to the challenging
nature of the simulations with very narrow SOL widths (∼ 0.4 mm), the resulting radial
grid resolution that could be obtained in these simulations was low. For the SXD and the
XPTD grids with larger X-point spacings the simulations were radially under-resolved, with
the LCFS resolution δy > λq||, leading to resolution-limited λq|| obtainable and requiring the
values of the χe,i transport barrier to be altered to as the grid resolution changed. Even for
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the narrowest XPTD X-point spacings, the resolution only allowed for 2-3 radial grid points
to be contained within the first λq|| width. This relatively poor radial resolution may have
quantitative impact on the modelling results, and it may be the case that a number of our
conclusions are subject to change if greater resolution is achieved.
The key issue here was the failure of the UEDGE grid generators to successfully produce
higher radial resolution grids for the ARC geometry, preventing any meaningful convergence
testing from being performed in the radial dimension. In order to determine that these results
are real physics and not just numerical artefacts, resolving this resolution issue should be
the highest priority of any future work continuing this study for the ARC SOL. The reason
behind the grid generator failures should be identified and fixed to allow progress on this
issue. In addition, alternative methods could be explored for the XPTD grid generation,
that allow for varying number of grid cells separating the two X-point separatrices whilst
maintaining a fixed separation. This would allow for changes of grid resolution in the XPTD
cases, without changing the physical situation the simulations are trying to model, enabling
sensible resolution tests to be carried out in these geometries.
5.5.4.2 Exploration of reduced X-point separation normalised to λq||.
The primary goal of this study was to determine if a viable divertor solution might exist for
ARC given its high projected exhaust power (93 MW in [105], assuming 35% core raditation),
narrow scrape-off layer heat flux width (0.4 mm) and moderate separatrix density (1x1020
m−3). Thus the present study was constrained to explore models in which λq|| was held fixed
at 0.4 mm and, for the XPTD, to vary the distance between main X-point and divertor X-
point flux surfaces, sx. This made it impractical to explore the interesting regime of sx/λq||
< 1.5 because the present methods used were not able to generate a viable mesh with a
secondary X-point for such narrow radial grid spacings. Another approach would be fix sx
and vary λq||. This would not reproduce the ARC base-case conditions explored here but
it would allow a relative performance assessment of the XTPD that sweeps a wider range
sx/λq||. In addition, the power exhaust could be adjusted so as to hold q|| entering into the
divertor fixed while λq|| is varied.
An exploration of the physics responsible for the trend of a decreasing divertor target
electron temperatures in the attached state with decreasing sx/λq|| (Figure 5.9) was beyond
the scope of the present investigation; it clearly needs further study. Related to this is the
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reduction in slope of the Te versus PSOL trend lines in Figures 5.7/5.8 under attached condi-
tions for decreased values of sx/λq||. It is not clear why the power threshold for detachment
is largely insensitive to sx/λq|| while these other parameters vary with sx/λq|| in this regime.
It would also be interesting to examine the case when sx is exactly zero and to explore
negative values of sx. While the former is not possible with the present version of UEDGE,
the latter is. Another possibility is to add yet another X-point to the divertor leg, producing
a “snowflake target divertor”. But, the magnetic topology of this divertor plus the core
plasma configuration is well beyond the capabilities of the present UEDGE code.
5.5.4.3 Feasibility of controlling and holding X-point separation at sx/λq|| ∼1.
Although there may be significant benefit in operating an XPTD with sx/λq|| ∼1, it remains
to be determined whether this would be feasible for a plasma shape control system. For
reference, an X-point separation of 1 λq|| (∼0.4 mm) in poloidal flux at the outer midplane
maps to a physical separation of ∼10 cm at the vicinity of the X-point target. Thus the
location of the divertor X-point may be required to be positioned well within 0.1 m in
the ARC tokamak that has a major radius of 3.3 m. In addition, in the ARC divertor
design study [105] it was identified that for the ARC XPTD geometry, approximately +/-
2% changes in the total plasma current or ∼5 cm vertical/radial displacements to the core
plasma would both cause the flux surface passing through the divertor X-point to change by
1 mm (∼2.5 λq||) mapped to the outer midplane, which would lose the benefits of the XPTD
if not adequately controlled for. Clearly the narrow λq|| presents a significant plasma control
challenge for the XPTD geometry as a power exhaust solution.
5.5.4.4 Sensitivity of results to upstream transport model assumptions.
The sensitivity studies performed in Section 5.4.2 only assessed the sensitivity of the mod-
elling results to changes in the transport model coefficients D and vconv in the outer divertor
leg. However, the sensitivity to the upstream transport model assumptions was not investi-
gated in this work. The combination of transport coefficients that could produce the desired
ARC upstream profiles is not unique - other potential combinations than employed here may
be possible. Such a sensitivity study could seek to find alternative combinations of D, χe,i
and vconv that could produce the ARC midplane profiles, and repeat power scans to assess
the impact of the new transport model on the results and conclusion obtained. Alternatively,
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the constraints of ARC could be relaxed, and sensitivity to changing widths of λq|| and λn
could be assessed. Such investigations were beyond the scope of this thesis, and is left for
future work in modelling the ARC divertor.
5.5.4.5 Improved impurity model; inclusion of helium impurity.
The magnitude of the detachment power threshold hysteresis effect seen for the Ne seeded
case could be due in part to the fixed fraction impurity model that was implemented in
UEDGE. Since in this model the local impurity density is strictly proportional to local
plasma density, the impurity radiation power is directly coupled to the attached/detached
conditions at the target plate, and the associated fall/rise in plasma density near the plate.
Implementing a multi-charge state impurity-transport model in UEDGE is the obvious next
step for impurity seeded cases, both for improving the impurity radiation power estimates in
the divertor and also for examining its impact on divertor detachment power hysteresis. In
addition, helium as a radiating impurity species in the divertor has not been considered in
the modelling thus far, despite the fact that helium ash will be present in a fusion tokamak
exhaust.
5.5.4.6 Exploration of inner divertor response and potential inner divertor so-
lutions.
In all the simulations performed the inner divertor was always detached within a few cells of
the target plate, including cases in which the plasma power delivered to the HFS was set to
be high, such as the case in which an 20:80 power split between inner/outer divertor targets
is considered (left panel in Figure 5.21). This is because the model produced a very high
plasma/neutral density near the target plate resulting in an extremely large fraction of the
plasma power being radiated. It is not clear that such a situation is plausible because it has
not been seen in present experiments (although present experiments do not approach the
plasma pressures and parallel heat fluxes modeled here). One cannot rule out that additional
physics, such as enhanced plasma turbulence, might intervene to disperse the high density
and cause the inner divertor to reattach. If so, the divertor target, which is a simple flat
plate design at present, may need to be redesigned to accommodate it. In any case, it is
not believed that this inner divertor behavior significantly impacts the results of the outer
divertor scoping study presented in this thesis.
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5.5.4.7 Improved neutral model.
A simple diffusive neutral transport model was employed for these scoping studies. The use
of a fluid model can be justified in this case because the neutral mean-free-path is short
compared to the divertor dimensions and gradient scale lengths of plasma parameters in
the divertor. The next level of model refinement would be to employ a full Navier-Stokes
fluid model that includes inertial terms. Such corrections are important when plasma flows
over large regions of the divertor approach sound speed velocities. Indeed such features are
observed in these simulations, particularly in the region between detachment fronts and a
target plate. It is unknown at this time what impact, if any, such corrections have on the
divertor detachment power threshold. The use of a Navier-Stokes neutral model for these
studies was considered initially but abandoned because converged solutions were not readily
obtained and the numerical burden of carrying this forward would have severely hampered
this initial scoping study. Ultimately, kinetic neutral models should be employed, fully
resolving atomic and molecular species, and assessing the impact of this physics, if any, on
the divertor power handling response.
5.5.4.8 Inclusion of neutral pumping.
Helium ash formed by D-T fusion must be continuously removed from the reactor. This
is normally facilitated by pumping some small fraction of the neutral recycling flux that
appears in the divertor. Our present model does not account for this; it assumes a plasma
recycling coefficient of 1 on all surfaces. The next level of refinement in the model is to
drop the recycling coefficient below 1 over some region of the divertor leg and re-introduce
neutrals elsewhere, according to the fueling method used (e.g. gas puff, pellets). Based
on results from long-legged divertor modelling for the ADX tokamak [112], and from the
observed impact of recycled neutrals on the target temperature/detachment threshold in
Section 5.4.2, we expect that the divertor power handling performance of both the SXD and
XPTD configurations will experience some degradation as plasma recycling is reduced below
unity to simulate the pumping required for helium ash removal. This needs to be quantified
for ARC parameters.
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5.5.4.9 Up-down asymmetries and E×B effects.
For the purposes of simplification in this scoping study, we considered perfect up-down
symmetry in the boundary plasma and employed a half-domain geometry. Such a situation
is clearly not realistic; there will always be a slight up-down imbalance in the geometry
and/or there may be a need to operate with an up-down imbalance, such as to access an
I-mode confinement regime with ∇B drift away from the primary main plasma X-point. A
result of this will be an enhanced power load to the primary divertor, which can significantly
impact the overall level of exhaust power that the divertors can handle. Additionally, our
model does not include particle drift effects, most notably ExB drift effects, which are known
to affect divertor detachment responses [140]. Hence, inclusion of drifts may have notable
impact on the conclusions and quantitative results reported in this study. Further studies
are needed to assess the potential impact of both these effects on the power handling limits
of both the SXD and XPTD configurations under ARC parameters.
Chapter 6
Nonlocal thermal transport in the
SOL
As has been demonstrated in the previous chapters, scrape-off-layer simulation codes are an
important tool used for designing and assessing divertor configurations for their ability to
handle the high power loads anticipated in a tokamak fusion reactor. Accurate modelling
of thermal transport in these codes is therefore of vital importance for effective divertor
designs. The majority of SOL codes employ local thermal transport models - where the heat
flux depends only on the local temperature and temperature gradient - assuming high particle
collisionality and short mean-free-path lengths relative to system scale lengths. However, for
the high upstream temperatures predicted for future reactor-level fusion devices and the
steep temperature gradients required in the SOL to reach low target temperatures, such
assumptions of high-collisionality may well become invalid and thermal transport become
‘nonlocal’. Accurately capturing the thermal transport when local conditions do not hold
is a major challenge in predictive modelling of the SOL. Chapters 6 and 7 discuss nonlocal
thermal transport in the tokamak SOL, and present the results of a study of nonlocality for
the ITER SOL that has been performed in this work.
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6.1 Kinetic nonlocal thermal transport effects in plasmas
6.1.1 Local thermal transport - Spitzer-Ha¨rm
The Spitzer-Ha¨rm theory of thermal conductivity [141] in a plasma is commonly employed
to describe the thermal heat flux in the parallel direction to the SOL field lines. In the
presence of an electric field and a small temperature gradient ∇T , the heat flux density q
and the current density j in the plasma are given by Spitzer and Ha¨rm as:
q = −βE− κ∇T (6.1)
j = σE + α∇T (6.2)
where α, β, σ and κ are transport coefficients. In Reference [141], Spitzer and Ha¨rm compute
these coefficients to determine the heat flux in the free-flowing (parallel) direction as
qSH = −κSH∇||Te − 0.71
Te
e
j|| (6.3)
where κSH is the Spitzer-Ha¨rm thermal conductivity given by
κSH = 3.2
neTeτe
me
∝ κ||0T
5
2
e (6.4)
where τe is the energy confinement time.
In deriving the thermal conductivity, Spitzer and Ha¨rm made important assumptions
[141,142], primarily:
 The electron distribution function remains approximately Maxwellian as it evolves
through a temperature gradient scale - corresponding to assuming the Knudsen number
Kn = λe/LT is small (where LT is the temperature gradient scale-length and λe is the
electron mean free path).
 The distribution function f ≈ f0 + f1, with f0 being an isotropic Maxwellian and f1
an anisotropic perturbation, such that f1 6 f0 and O(f21 ) terms can be dropped.
This first assumption is essentially a statement on locality; plasma transport must be local
for Spitzer-Ha¨rm thermal conductivity to be valid. The Spitzer-Ha¨rm thermal conductivity
has been shown to work well at modelling heat flux when Kn = λe/LT  1. In this case the
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collisional mean-free-path of the electrons is small compared to the temperature-gradient
length scale, LT = Te/(dTe/dx). The plasma can be considered as highly collisional and
transport is local, depending only on the local temperature and temperature gradient at any
location in the plasma.
6.1.2 Low collisionality and nonlocal thermal transport
In the presence of high temperatures and/or steep temperature gradients, the relation
λe/LT  1 may not hold. In such a scenario the plasma can no longer be considered
as highly collisional. Particles can travel long distances without exchanging energy through
collisions, potentially covering distances significant on the length scale LT .
This is of particular relevance to the plasma electrons and energy transport; the majority
of the plasma heat flux is carried by electrons with a velocity ∼3-4vte [143], where vte is the
electron thermal velocity. Since λe ∝ v4te, these supra-thermal electrons have much longer
mean-free-paths than those at the thermal average, with λe(3vte) ∼ 100λe(vte). This intro-
duces an important criterion for assessing the locality of the thermal transport in a plasma;
when K−1n = LT /λe  100, the condition for local thermal transport of λe(3vte)/LT  1
holds. But when LT /λe ∼ 100 or less, then λe(3vte)/LT ∼ 1, the condition for locality
is broken, and Spitzer-Ha¨rm conductivity is no longer valid. It has been shown that for
LT /λe ∼ 100, Spitzer-Ha¨rm predictions of thermal transport no longer agree with experi-
mental data [30].
A 1D visual representation of the underlying physical situation is given in Figure 6.1.
When λe becomes significant in comparison to the system scale length, the supra-thermal
electrons can stream from the hot upstream plasma beyond the temperature gradient (‘heat
front’) to directly heat the cooler plasma downstream. The heat flux at any location x no
longer depends on just the local temperature Te(x) and local temperature gradient ∇||Te(x),
but also on conditions in distant regions of the plasma. Transport in this regime is described
as ‘nonlocal’. Under such conditions a fluid description of thermal transport is not valid,
and a statistical, kinetic approach is required instead.
An early analysis of the effects of nonlocal transport was perfomed by Bell [29], who
numerically solved for the evolution of the kinetic equation (Eq. 3.1) in the presence of a
heat front in a rapidly heated plasma. Figure 6.2 shows the results for the predicted heat flux
across the domain, analysed for two time-snapshots in the simulation, plotted alongside the
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Figure 6.1: 1D illustration of nonlocal thermal transport. The plot shows a 1D temperature
profile, with hot (red) and cold (blue) plasma regions. The ‘cold’ thermal electron (blue)
has a short mean-free path, and does not leave its local plasma region before collision. The
‘hot’ electron (red) with v ≈ 3vte has a much longer mean-free path, travels much further
before collision, and escapes the local region to heat distant plasma beyond the heat front.
Figure 6.2: Results of kinetic Fokker-Planck modelling of thermal transport across a steep
temperature gradient performed by Bell, showing a plot of log(Q/Qf ) against log(LT /λe),
where Q and Qf are the measured and free-streaming heat fluxes respectively. The thick
line shows predictions for Spitzer-Ha¨rm local theory, with kinetic simulation results plotted
alongside for two simulation time snapshots. Figure reproduced from Reference [29].
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predictions from Spitzer-Ha¨rm. The data reads from the bottom-right corner, corresponding
to the hot plasma region upstream of the heat front, and follows the data clockwise round
to the last upper-right data points for the cold region, with a steep temperature gradient
between at the left-most data points. Both upstream and in the region of the heat front, the
kinetic heat flux is lower than that predicted by Spitzer-Ha¨rm, giving the first nonlocal effect
of ‘flux-limitation’. Ahead of the front, the kinetic heat flux is increased above that predicted
by Spitzer-Ha¨rm, giving the second nonlocal effect known as ‘preheat’. The discrepancy
between the kinetic heat flux and the Spitzer-Ha¨rm model for both of these effects can be
significant in low collisionality regimes, and have a significant impact on temperature/heat
flux profiles.
The issue of nonlocal thermal transport has received the most attention in the context
of laser-heated plasmas relevant to inertial confinement fusion [29, 30, 147–149], but the
necessary conditions can be found in SOL plasmas as well, where upstream temperatures are
high and temperature gradients become steep approaching the divertor target plates [32,143].
Nonlocal effects could therefore potentially have significant impact on plasma conditions
across the SOL and the divertor target, which have implications on the target plate conditions
and the ability to achieve detached divertor operation. The magnitude of the divertor heat
flux and target temperatures are already a concern for divertors in future high-power devices
such as ITER/DEMO/ARC, and inaccuracies in the thermal transport in simulation codes
used for their design could add to these concerns. If nonlocal transport effects are significant
for the SOL parameters in these devices, it may prove the difference between success and
failure of the power exhaust management systems. Models that seek to capture the kinetic
nonlocal parallel transport in SOL simulation codes therefore deserve attention.
6.2 Capturing nonlocal effects in SOL modelling
Many methods have been proposed to capture nonlocality in simulation codes without re-
sorting to full kinetic modelling, which is not yet feasible for realistic simulations required
to assess the performance of future devices (although some progress is being made in this
area [144–146]). To avoid full kinetic modelling, models that perform kinetic corrections
to the local Spitzer-Ha¨rm flux, such as ‘flux limiters’ and ‘convolution formulas’, as well
as ‘reduced-kinetic models’ that provide simplified analytical solutions to the drift kinetic
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equation, are frequently applied in large simulation codes.
6.2.1 Flux limiters
The most rudimentary and commonplace nonlocal transport correction is the use of flux
limiters on the electron heat flux in plasma fluid models - arbitrary limitation of the heat
flux when the local Spitzer-Ha¨rm model predictions become unphysically large. There is
an often assumed physical limit to the maximum heat flux that can be observed, known as
the ‘free-streaming flux’, given as qfs = nTevte. Applying flux limiters to thermal transport
models prevents the heat flux from exceeding a fraction α of the free-streaming limit. For
transport along a magnetic field line, the parallel heat flux in flux limited models is given by
the equation
1
qe||
=
1
qSH
+
1
αqfs
. (6.5)
The flux-limiter factor α can be tuned so the model fits experimental data or kinetic simu-
lation results.
The use of flux limiters in parallel transport modelling originated in laser-plasma mod-
elling [29, 150], and is now the most commonly applied method for nonlocality corrections
used in large scale SOL modelling, despite being the most basic nonlocal correction, because
of its simplicity and ease of implementation. Flux limiters are used in large scale SOL fluid
codes like UEDGE [78], SOLPS [151] and EDGE2D [152]. The flux-limiter factor α is typi-
cally of the order 0.1, but can range from 0.03 to 3, depending on the plasma conditions [143].
Flux limiter models form the basis of the ITER SOL modelling and predictions, typically
taking an α of 0.2, based on benchmarking with a kinetic-fluid model [22,153].
There are significant limitations to the use of flux limiters to account for nonlocality. Flux
limiters are unreliable in terms of predictive modelling; α is an ad hoc parameter, and values
of α determined from previous experiments cannot be applied to future experimental devices,
as the value is plasma conditions/device dependent. For events like Edge-Localised-Modes
(ELMs), where plasma conditions change rapidly over the course of a simulation, no flux
limiter can be set that is appropriate for the full range of conditions [154], and comparison
with PIC simulations of the SOL show flux limiter values would need to vary in both space
and time by orders of magnitude in order to model these events [155]. In addition, whilst
flux limiters have proved successful in medium-range collision lengths, in long collision length
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Figure 6.3: Comparison of experimental temperature data against predictions of flux-limited
(LASNEX 2D fluid code), Fokker-plank and hot spot relaxation (HSR) nonlocal model pre-
dictions, at 0.3 and 1.5 ns times into the laser-heating pulse. At the earlier time, the LASNEX
model with a flux-limiter factor f (=α) = 0.05 (solid black line) reproduces the experimental
data well. At the later time, no flux-limiter model matches the measured temperature profile,
with models predicted too steep a temperature gradient. The Fokker-Planck (purple-dashed
line) and HSR (purple-dotted line) models were found to perform better in this scenario.
Figure is reproduced from Reference [158].
regimes they miss out important kinetic effects such as preheat, where flux enhancers would
be needed.
Benchmarking flux limiters against kinetic codes for prediction purposes is also limited
in effectiveness. The National Ignition Facility (NIF), and inertial confinement fusion ex-
periment, was designed using electron flux limiter models for the thermal transport, using
an α value determined from past experiments and from simulation codes of 0.05 [156]. The
experimental results had some major discrepancies with the predictive modelling, with an
updated ‘High Flux Model’ being required, instead implemented with an α of 0.15 [156]. The
value of the flux limiter used to model NIF experiments continues to be revised even to this
day [157]. It has also been found that in some cases no single flux limiter can accurately re-
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produce experimental data in nonlocal conditions. Gregori et al [158] compared temperature
profiles extracted from laser-heated plasmas experiments against flux-limited, Fokker-Planck
and analytical nonlocal model predictions (Fig. 6.3). No flux-limiter model could reproduce
the data taken at the later time of the pulse, producing too steep temperature gradients than
experimentally observed. In this case, the Fokker-Planck and nonlocal ‘hot spot relaxation’
(HSR) [159] models performed much better in comparison to the data.
6.2.2 Convolution Models
Convolution formulae exist as a more sophisticated nonlocal modelling technique than flux
limiters, that are simpler, more computationally efficient alternatives to solving the full
kinetic equation for the distribution function, whilst still retaining the ability to model
kinetic effects such as flux-limitation preheat. These models again perform as a correction
to the Spitzer-Ha¨rm predictions. The general equation for convolution models is given as
q||(x) = β−1
∫ ∞
−∞
qSH(x, x
′)G(x, x′)dx′ (6.6)
where qSH is the Spitzer-Ha¨rm heat flux, G(x, x
′) is a ‘delocalisation kernel’ and β =
∫
Gdx′
is a normalisation factor [148]. The delocalisation kernel contains the information for the
nonlocal transport effects, applying kinetic corrections to the local flux qSH when collision
lengths are long. In short collision length regimes, the models must reduce back to the
uncorrected local flux qSH .
The convolution method was pioneered by Luciani, Mora and Virmont [148] in their LMV
model, for application to laser-plasma physics. The heat flux in the LMV model is given as
qLMV (x) =
∫ ∞
−∞
dx′
qSH(x, x
′)
2aλe(x′)
exp[−θ(x, x′)] (6.7)
where
θ(x, x′) =
∣∣∣∣ 1aλe(x′)n(x′)
∫ x
x′
dx′′n(x′′)
∣∣∣∣ (6.8)
and a is a constant to be tuned. The LMV model proved to have desirable properties; it
exhibited flux inhibition in the presence of large temperature gradients, it could predict pre-
heat ahead of the heat front, and reduced to the classical Spitzer-Ha¨rm flux in the collisional
limit.
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Subsequent convolution models have been derived since the development of the LMV
model [149, 159], showing varying degrees of success in comparison of prediction to kinetic
simulations and experimental data [160]. However, these models have mostly been applied
to laser-plasmas, with limited use in SOL plasmas [161]. The models become numerically
very challenging to implement when the density cannot be assumed to be constant, and
special care and consideration is needed when applying the model to simulations with spatial
boundary conditions, both of which are true for the tokamak SOL.
6.2.3 Reduced-kinetic models
Rather than perform full kinetic modelling or exact numerical solutions to the kinetic equa-
tion in 3.1, both of which are computationally demanding, reduced-kinetic models seek to
apply analytical methods to solve modified/simplified forms of the kinetic equation in or-
der to retain nonlocal transport effects. Deriving models directly from the kinetic equation
seeks more accurate reproduction of nonlocal kinetic effects in the resultant heat flux models.
Reduced-kinetic models originate again in laser-plasma physics with the AWBS model [147],
and a wide variety of models have been developed since then [153, 162, 163, 165, 175] that
advance in sophistication and practicality. A common simplification applied is approximat-
ing the electron distribution function fe = f
(0)
e + δfe, treating it as a sum of a Maxwellian
and non-Maxwellian component [147,162,163]. Others simplify the collision operator in the
Fokker-Planck kinetic equation to Krook/BGK operators [153,163,175] that make the equa-
tion easier to solve. Another method has been to take a Landau-fluid approach, and treat
the nonlocal heat flux as a sum of Lorentzians [166, 167]. These models have had varying
success at reproducing results from experimental data and kinetic simulations [169–171].
One such reduced-kinetic nonlocal model of interest in this thesis is that first developed
by Ji, Held and Sovinec [162] and then further developed by Omotani [154]. This approach
solves the electron drift kinetic equation using a moment expansion of the kinetic equation in
a polynomial basis, truncated to a high order of moments, and the resulting set of equations
are solved as an eigenvector problem, from which the nonlocal heat flux component can be
extracted. This model (which will be referred to as the ‘Ji-Held’ model) has been tested
and compared with both kinetic codes and local flux-limited thermal transport models [169],
and whilst the model has some limitations - for example being unable to predict preheat
effects - it has been shown to have the advantage of reproducing flux-limited cases of varying
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magnitude flux-limiter in time-dependent simulations over a range of plasma conditions [169].
Whilst the focus of reduced-kinetic models has largely been in application to laser-plasma
physics problems, a number have been applied to tokamak SOL scenarios [153,154,165,175].
However, these have always been in the context of simple 1D SOL models, and so far reduced-
kinetic nonlocal models have never been implemented into large scale complex SOL codes
that account for the large variety of physics processes present. In addition, the studies that
have been performed have focused on current devices like JET [154] and ASDEX [168], but
have not yet been applied to future high-power devices such as ITER and DEMO, for which
nonlocal effects will be significantly more pronounced due to the high exhaust powers and
SOL temperatures anticipated. Therefore, in this thesis an assessment of the relevance of
nonlocality for the ITER SOL is perfomed, by implementing the Ji-Held nonlocal model
into the complex SOL code SD1D, and using the code to study the impact of incorporating
nonlocal thermal transport on predictions for the ITER SOL and divertor, compared to
predictions from local transport models. The Ji-Held model is further discussed in the next
section, followed by details of the implementation of the model into SD1D. The results of
the ITER nonlocal SOL study are then presented in Chapter 7.
6.3 The Ji-Held nonlocal model
An outline of the derivation for the Ji-Held nonlocal thermal transport model is given here;
the full derivation can be found in References [154,162], and this section closely follows these
references. The electron distribution function fe is expressed as the sum of a Maxwellian part
f
(0)
e and non-Maxwellian part δfe, such that fe = f
(0)
e + δfe. δfe can be thought of as the
nonlocal contribution - the distortion of the distribution away from Maxwellian caused by
nonlocal electron transport, which is neglected in a diffusive local treatment. The stationary
drift kinetic equation for a collisional plasma can then be written as:
v||
∂〈δfe〉
∂x
=
∑
a=e,i
C(〈f (0)e + δfe〉, 〈f (0)a + δfa〉)− v||
∂〈f (0)e 〉
∂x
(6.9)
where 〈·〉 denotes the gyroaverage, v|| is the component of the velocity parallel to the magnetic
field, x is the distance along the field line and C(·, ·) is the linearized Fokker–Planck collision
operator.
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This equation is expanded in fluid moments on the basis P lk( vvte ) = P
l( vvte )L
(l+ 1
2
)
k (
v2
v2te
),
where P l( vvte ) are tensor harmonic polynomials and L
(l+ 1
2
)
k (
v2
v2te
) are associated Laguerre poly-
nomials. The polynomial basis is typically truncated to a high order for L angular harmonics
and K Laguerre orders (e.g. 20x20) such that 0 ≤ l < L and 0 ≤ k < K, reducing the kinetic
equation to a set of first-order ODEs for non-Maxwellian fluid moments:
∑
B
ΨAB
∂nB
∂z
=
∑
B
CABn
B + gA (6.10)
where the (l, k) index pairs are represented by A/B for convenience; z is a dimensionless
length defined by ∂z∂x = λee
−1 (where λee is the electron–electron collision length); n(l,k) are
the parallel fluid moments of δfe,
〈δfe〉 =
∑
lk
e−v2/v2te
pi
3
2 v3te
Pl
(
v
vte
)
L
(l+ 1
2
)
k
(
v2
v2te
)
n(l,k); (6.11)
ΨAB is the matrix defined by
Ψ
(l,k)
(l′,k′) = ψ
l
kk′δl+1,l′ + ψ
l−1
k′k δl−1,l′ , (6.12)
ψlkk′δl+1,l′ =
(l + 1)
(2l + 1)(2l + 3)
λl+1k′ (δk,k′ − δk−1,k′), (6.13)
where λlk =
2√
pi
(l + k + 12)!/k! and δ is the Dirac-delta function; the collision matrix C
A
B is
given by
C
(l,k)
(l′,k′) =
λee
nevte
1
λlk′
(
Alkk
′
ee +B
lkk′
ee +A
lkk′
ei
)
δl,l′ , (6.14)
where Alkk
′
ee , B
lkk′
ee and A
lkk′
ei are the moments of the electron-electron and electron-ion colli-
sion operators; and gA is the drive term from the ∂〈f
(0)
e 〉
∂l component,
gA =
5
4
ne
Te
∂Te
∂z
δA,(1,1). (6.15)
Multiplying by Ψ−1 (= (ΨAB)
−1), Equation 6.10 becomes
∑
B
∂nB
∂z
=
∑
B
Ψ−1CABn
B + Ψ−1gA. (6.16)
The eigensystem of the matrix Ψ−1CAB can be found with eigenvectors WA and corresponding
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eigenvalues ζA,
Ψ−1CABWA = ζAWA (6.17)
Transforming Equation 6.16 to the eigenvector basis leads now to the set of decoupled ODEs
∂nˆA
∂z
= ζAnˆ
A + gˆA, (6.18)
where nˆA and gˆA are the components of nA and gA on the eigenvector basis. The equations
are solved in this basis as an eigenvalue problem, where the solutions can be expressed as
nˆA(z) =

−gˆA ζA = 0
nˆA(z0)exp
(
z−z0
ζA
)
+
∫ z
z0
dz′exp
(
z−z′
ζA
)
gˆA(z′)
ζA
ζA 6= 0
(6.19)
where nˆA(z0) are the values at the boundary z0.
Transforming back to the original basis and selecting the (1,1) moment (giving the heat
flux) gives the Ji-Held nonlocal thermal transport model:
qe|| = −
5
4
vTeTen
(1,1) = −5
4
vTeTe
∑
B
W
(1,1)
B nˆ
B. (6.20)
Once the boundary moments are specified (which itself is non-trivial), Equation 6.20 can
then be used to calculate the nonlocal electron heat flux. In the short mean-free-path limit,
Ji et al showed the model reduces to the Spitzer-Ha¨rm flux, and diverges for longer collision
length conditions (Fig. 6.4) [162].
This model has been previously studied in a 1D SOL model, for a test case representative
of a Edge-Localised Mode (ELM) crash in the JET tokamak SOL [154]. The model was
shown to be able to self-consistently calculate the heat flux reduction based on plasma
parameters, and respond to changes in the plasma conditions over time. It was observed
that over the course of an ELM-crash the degree of flux limitation varied by up to two
orders of magnitude. The flux limitation calculated by the model has also been shown to
be in reasonable agreement with results from a kinetic code across a range of collisionality
regimes [169].
However, these studies did not capture any of the important atomic and neutral physics
that would have a significant impact on the realised heat flux, which become increasingly
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Figure 6.4: Comparison of the Ji-Held model with Braginskii closure (Spitzer), ploting heat
flux prediction against collision length kT = 2piλee/LT . For short kT , the Ji-Held model
(labelled ”integral”) and Spitzer models converge, but diverge for longer kT in collisionless
conditions. Figure reproduced from Reference [162].
important when modelling high-power tokamaks such as ITER. To perform the nonlocality
study of the ITER SOL in this work, the Ji-Held model was implemented into the 1D SOL
modelling code SD1D, that is capable of capturing these effects. The inclusion of transfer
channels that capture energy/particle transfer between the plasma, neutrals, impurities, and
encompassing processes such as recombination, ionisation, charge exchange, recycling etc,
make SD1D a complex SOL model that goes beyond that in which the Ji-Held nonlocal
transport model has previously been studied in [154].
6.4 Implementation of ‘SD1D-nonlocal’ code
The SD1D model (described in Chapter 3.2) calculates the heat flux component of the plasma
fluid equations as
q =
5
2
pbˆV|| − κ||e∂||Te (6.21)
where the former and latter terms give the convective and conductive heat flux contributions
respectively. In this study, to create the ‘SD1D-nonlocal’ code the conduction component in
Equation 6.21 is modified to be able to perform simulations using three thermal transport
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models: Spitzer-Ha¨rm, flux-limited Spitzer-Ha¨rm, and the Ji-Held nonlocal model.
 Spitzer-Ha¨rm: The heat flux calculation in the standard SD1D model is calculated us-
ing Equation 6.21, where the parallel conduction coefficient κ||e is given by the diffusive
Spitzer-Ha¨rm model,
κ||e = κSH = κoeT 5/2e . (6.22)
where κoe is a constant given by κoe =
3.1×104
ln(Λ) (numerically determined by Spitzer and
Ha¨rm [141]) and ln(Λ) is the Coulomb logarithm.
 Flux-limited Spitzer-Ha¨rm: The flux-limited (FL) model is implemented into the SD1D
code by adjusting the thermal conductivity in the heat flux calculation to an ‘effective
thermal conductivity’ term,
κeff = κSH
1
1 + qSHαqfs
, (6.23)
which is mathematically equivalent to Equation 6.5.
 Ji-Held nonlocal model: To incorporate nonlocal thermal transport, the latter term in
Equation 6.21 was replaced to calculate the conduction component of the heat flux
using Equation 6.20 for the Ji-Held model. Scripts to compute Equation 6.20 from
the plasma density, temperature and velocity profiles had already been written in
BOUT++ by Dr John Omotani for his JET ELM-crash study [154], and these scripts
were integrated into SD1D primarily by Dr Ben Dudson. Boundary conditions in the
nonlocal model are adapted to match the no-flow and sheath boundary conditions of
SD1D (given in Equations 3.40 and 3.42 in Chapter 3), which impose these condition on
the boundary moments. A notable difference in implementation of the sheath boundary
is that the Spitzer and FL models employ zero-gradient Neumann conditions for Te at
the boundary, whereas the SD1D-nonlocal code employs a constant-gradient Neumann
condition which is instead applied to log(Te), preventing negative guard cell Te in the
case of low target temperatures.
Convergence testing and comparison with kinetic code results for the Ji-Held model and
Omotani’s implementation of it has been performed in previous studies with the model
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[154, 162, 169]. As a check on the successful integration of Omotani’s Ji-Held model imple-
mentation into SD1D, benchmarking simulations were performed for a highly collisional SOL
scenario. SD1D-nonlocal simulations were run on a 1D grid with 320 evenly-spaced grid-cells
for a domain with connection length L = 100 m from stagnation point (s|| = 0) to divertor
target, with X-point location at s|| = 80 m. The simulations were performed using 20x20
moments in the Ji-Held model using a Legendre-Laguerre basis, which has been shown to
be sufficient for convergence of the nonlocal model output [154,169]. Simulation parameters
were set such that the particle source produced an upstream density of ∼3.7x1019 m−3, and
power source such that the parallel power flux density at the X-point was 0.24 GW m−2.
High recycling fraction of 0.95 is applied at the target boundary, and the sheath transmission
factor is set to 7.8. Such conditions are similar to those of 2D simulations of the ITER SOL
for the 3rd/4th grid cell ring outside the separatrix for 80-100MW exhaust power, albeit at
a higher upstream density and longer connection length to enforce high collisionality.
Simulations were run to steady-state, and the resulting temperature/heat flux profiles
produced by running the SD1D-nonlocal code with both the Spitzer-Ha¨rm and Ji-Held heat
flux models are shown in Figure 6.5. These simulation parameters produced a SOL collision-
ality ν∗SOL = L/λe of ∼170, indicating a SOL that is highly collisional. Under such conditions
the results from the Ji-Held model should reduce to be the same as for Spitzer-Ha¨rm. This
is indeed observed in these test simulations, with the simulation outputs converging on the
same result for both models.
Figure 6.5: Comparison of Te profiles (left) and q
cond
e|| profiles (right) across the domain using
Spitzer-Ha¨rm and Ji-Held heat flux models for the benchmarking simulation conditions with
upstream separatrix denstiy of nsep = 3.7x10
19 m−3. Both models converge on the same
simulation outputs for this highly collisional case.
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Decreasing the input particle source so that the upstream density decreased to ∼2.1x1019
m−3, the Ji-Held and Spitzer model outputs start to significantly diverge (Fig. 6.6). The
conductive heat flux remains approximately the same in both simulations, since the total
power being transported through the 1D domain is fixed by the specified input power. How-
ever the calculated temperature profiles required to carry this heat flux are dramatically
different between the Spitzer-Ha¨rm and Ji-Held simulation results, with an elevated temper-
ature profile for the results using the Ji-Held model. The change in conditions reduced the
collisionality of the simulations to ν∗SOL ∼ 55-70. For a lower collisionality, nonlocal effects
would become more relevant, and so diverging outputs is in agreement with our expectations.
Behaviour showing the Ji-Held model reducing to the Spitzer-Ha¨rm output for conditions
of high-collisionality, and diverging from the Spitzer-Harm results as collisionality is reduced,
gives strong evidence that the Ji-Held model had been successfully integrated into the SD1D
code. The SD1D-nonlocal model can now be applied to assess nonlocality in the SOL of
various devices. In the next chapter, the code is applied to study high-power ITER scenarios,
to assess the relevance and impact of including nonlocal thermal transport on the ITER SOL
and simulation outputs.
Figure 6.6: Comparison of Te profiles (left) and q
cond
e|| profiles (right) across the domain using
Spitzer-Ha¨rm and Ji-Held heat flux models for the benchmarking simulation conditions with
upstream separatrix denstiy of nsep = 2.1x10
19 m−3. Whilst the conductive heat flux remains
approximately the same in both simulations (due to the fixed input power through the
domain), the temperature profiles required to carry this heat flux are dramatically different
between the Spitzer-Ha¨rm and Ji-Held model results.
Chapter 7
SD1D-nonlocal ITER simulations
7.1 1D ITER-like tokamak
Simulations for this study were run on a 1D grid with 320 evenly-spaced grid-cells. The
SD1D-nonlocal simulations were performed using 20x20 moments in the Legendre-Laguerre
basis, which has been shown to be sufficient for convergence of the nonlocal model output
[154, 169]. The SD1D-nonlocal code does take significantly longer to run than the standard
local SD1D - running on 16 cores the SD1D model took 8-10 hours to run a real-time
simulation of 40 ms for the ITER conditions used in this study, whereas SD1D-nonlocal
needed 5-7 days to complete the same. This in part motivated the choice to limit the
simulations to 20x20 moments and 320 grid cells, as the simulation time scales significantly
for both these quantities.
Simulations were run with relevant parameters for 1D ITER steady-state conditions:
upstream density set to 4.0x1019 m−3 using the density feedback controller feature in SD1D;
parallel power flux density at the X-point set to 0.8 GW m−2; connection length L = 70 m
from stagnation point to divertor target (giving a spatial resolution for 320 cells of ∼0.22
m), with X-point location at s|| = 42 m. These parameters are consistent with 2D modelling
studies of ITER with a SOL exhaust power of 100 MW and SOL e-folding length λq = 3.5
mm, for the first radial grid cell ring outside the separatrix [126,173]. High recycling fraction
anticipated for ITER inter-ELM operation [174] of 0.95 is applied at the target boundary,
with a neutral diffusion factor set to account for a ∼2◦ field line angle with the divertor
target, and the sheath transmission factor at the target is set to 7.8. No gas puffing is
used for these simulations, nor is impurity seeding applied to the simulations at this point.
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Figure 7.1: Left: SOL temperature vs SOL parallel distance for ITER-like 1D simulations
using the Spitzer-Ha¨rm (green), flux-limited with α=0.2 (red) and Ji-Held nonlocal (blue)
heat flux models. Right: Te profiles for ITER-like simulations in SD1D with flux-limiters of
various α values.
Figure 7.2: Left: qconde|| profiles across the domain for Spitzer-Ha¨rm, flux-limited and Ji-Held
heat flux models, calculated from the nonlocal model solution and Te profile in Figure 7.1.
The αqfs value (labelled “0.2FS”) for the plasma is plotted alongside for comparison. Right:
Equivalent α value for the flux-limitation provided by the Ji-Held nonlocal model under the
base ITER conditions. Noise and non-smooth features are observed in the Spitzer and flux-
limited qconde|| and α profiles, as these quantities all require calculating the value of the local
Spitzer heat flux on the Ji-Held Te profile, which the Spitzer model is not in steady-state
for.
Spitzer-Ha¨rm, flux-limited Spitzer-Ha¨rm (FL) and nonlocal SD1D heat flux models were run
to stationary steady-state solutions, with the FL runs performed with a flux-limit factor α
of 0.2 (typical value based on kinetic simulation results [174,175]). Particular focus in these
studies will be given to comparison of the nonlocal model with the FL α=0.2 case, as this is
the typical model applied for simulations of the ITER SOL in large scale fluid codes.
Resulting SOL temperature profiles for our ITER ‘base-case’ steady-state conditions are
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shown in Figure 7.1 for each heat flux model. The electron temperature (Te) profile from the
Ji-Held nonlocal model is notably hotter across the entire domain than the FL α=0.2 model
output. This difference is at a minimum at the domain boundaries, with a 5% discrepency
(∼10 eV) for upstream temperatures, and target boundary temperatures within 5 eV for the
two models. For the region immediately in front of the divertor target (s||= 60-68 m), the
difference increases to > 20 eV (> 10%). This is an important region in the SOL for neutral-
interactions/radiative energy losses necessary for achieving detachment, and therefore that
the predicted Te profile is notably hotter here using the nonlocal model could be a concern
for the use of FL models in SOL models used for divertor designs.
Simulations for multiple flux limiter α values were performed under these ITER con-
ditions, to determine if an equivalent global flux limiter could be used to reproduce the
nonlocal model results. Profiles with some similarities could be obtained with flux-limiters
(Fig. 7.1(right)), but no single flux limiter value could reproduce the nonlocal model results
exactly - an α value of 0.15 closely matched the upstream temperature profile, whereas the
target plate temperature was best reproduced with an α of 0.2. The region between the
X-point and target boundary was not reproduced accurately by any of the flux-limiter simu-
lations. This highlights the inadequacy of flux-limiters in accurately modelling systems with
spatially-varying collisionality even in steady-state conditions, and that ITER parameters
provide such a case.
For direct comparison between the three models, profiles for the conduction component
of qe|| are calculated for the Spitzer-Ha¨rm, α=0.2 flux-limited and Ji-Held heat flux models
(Fig. 7.2) from the Ji-Held model solution and Te profile in Fig. 7.1, alongside the value
of αqfs. An equivalent flux-limiter α value for the Ji-Held model is calculated across the
domain. The Ji-Held model predicts flux-limitation for the base ITER conditions of a similar
magnitude to the FL model for much of the domain, with a similar qconde|| profile between
the models and the equivalent Ji-Held α-value in the range of 0.15-0.2. However towards
the target the flux-limitation increases significantly, with the qconde|| profiles diverging and the
equivalent α dropping to < 0.1, as can be seen with the much steeper Te gradient near the
target, demonstrating the spatially-dependent nature of the flux-limitation with the nonlocal
model.
CHAPTER 7. SD1D-NONLOCAL ITER SIMULATIONS 132
Figure 7.3: Resolution convergence testing for the ITER base-case SD1D-nonlocal simula-
tions, using grids with 320 and 480 cells, for each of the Ji-Held, FL α=0.2 and Spitzer-Ha¨rm
heat flux models.
7.1.1 Convergence testing
Convergence testing was performed with regards to the spatial grid resolution for the ITER
base case simulations in Section 7.1. The number of grid cells was increased by 50% to
480 (giving a new spatial resolution of ∼0.15 m), and simulations were once again run to
steady-state using the Spitzer-Ha¨rm, flux-limited and Ji-Held heat flux models. The results
using each model are shown in Figure 7.3. In all case, temperatures increased consistently
across the domain for the 480 cell simulations by ∼10-13 eV upstream and by ∼5-8 eV at
the target, constituting a ∼5% increase in Te across the domain. The qualitative behaviour
of the results is retained despite this upwards shift in Te. A ∼5% difference was deemed
satisfactory for proceeding with the 320 cell grids in this study,when balanced with the need
to complete simulation runs in the time frame of this study. However, even though the
qualitative behaviour of the models appears to be captured, this observed difference in Te
over the domain indicates some level of quantitative uncertainty for the results obtained.
Convergence testing with regards to the number of moments used for the Ji-Held model
was not performed - instead the work performed by Omotani [154] in testing his implemen-
tation of the Ji-Held model is relied upon in this regard. Increasing the order of truncation
increases the accuracy of the Ji-Held model with respect to the with respect to the fully-
kinetically calculated heat flux, and in effect extends the validity of the model to longer
collision lengths [154, 162]. Omotani showed that over the range of conditions in a JET
ELM simulation, results from the 20x20 and 40x40 moments Legendre-Laguerre (LL) mod-
els agreed within 2-3% of each other [154], for conditions with electron collision lengths in
excess of 100 m (orders of magnitude greater than in the simulations in this study). This
CHAPTER 7. SD1D-NONLOCAL ITER SIMULATIONS 133
Figure 7.4: Left: Comparison of Te profiles for SD1D and SD1D-nonlocal for ITER-like
conditions for higher collisionality regime with raised upstream separatrix denstiy of nsep =
5x1019 m−3. Right: Te profiles for high collisionality ITER-like simulations in SD1D with
flux limiters of various α values.
Figure 7.5: Left: qconde|| profiles across the domain for Spitzer-Ha¨rm, flux-limited and Ji-
Held heat flux models, calculated from the nonlocal model solution and Te profile in Figure
7.4. The αqfs value for the plasma is plotted alongside for comparison. Right: Equivalent α
value for the flux-limitation provided by the Ji-Held nonlocal model under the lower upstream
density conditions.
gives confidence in using just the 20x20 LL moments form of the Ji-Held model in this study,
that significantly saves on the computational time required.
7.2 Varied ITER SOL collisionality
The upstream density conditions were varied to investigate different collisionality regimes
with the nonlocal model, by increasing and decreasing the upstream density controller to
values of 3x1019 m−3 and 5x1019 m−3. These values are consistent with the range of upstream
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Figure 7.6: Left: Comparison of Te profiles for SD1D and SD1D-nonlocal for ITER-like
conditions for higher collisionality regime with reduced upstream separatrix denstiy of nsep
= 3x1019 m−3. Right: Te profiles for low collisionality ITER-like simulations in SD1D with
flux limiters of various α values.
densities that are typically investigated for 2D ITER simulations [173]. Increasing nsep to
5x1019 m−3, a 25% increase on our ITER base scenario, the simulation output becomes less
nonlocal (Fig. 7.4) as a result. There is greater agreement between the Ji-Held and FL
α = 0.2 models observed upstream, but again diverging towards the divertor target, with
significantly higher target plate temperatures that have better agreement with the Spitzer-
Ha¨rm output. Flux limiter simulations for various α values are performed again to identify
if an equivalent global flux limiter can reproduce the nonlocal model results under these
conditions. Upstream temperatures were best reproduced using flux-limiters with α in the
range of 0.2-0.3, with no flux-limiter model proving able to reproduce temperatures in the
divertor region. This matches well with the equivalent α value calculated for the Ji-Held
model, with lower flux-limitation being predicted than for the FL α = 0.2 model under these
conditions, with the equivalent α being calculated within the range of 0.2-0.4 over the vast
majority of the domain (Fig. 7.5), dropping again to < 0.1 near the divertor target.
Reducing the upstream density to nsep = 3x10
19 m−3 (a 25% decrease on the ITER base
scenario), however, resulted in a drastically different temperature profile using the nonlocal
model than for both the Spitzer and FL models. Upstream, the Ji-Held model produced a
hotter Te profile (> 30 eV) across most of domain (Fig. 7.6), before signigicantly dropping
to lower Te at the target boundary (∼ 30 eV), with much steeper dTe/ds gradients. This
behaviour is in contrast to Ji-Held model outputs for the base ITER conditions and raised
upstream density cases. Given ITER will not operate at a single set of plasma parameters,
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Figure 7.7: Left: qe|| profiles across the domain for Spitzer-Ha¨rm, flux-limited and Ji-Held
heat flux models, calculated from the nonlocal model solution and Te profile in Figure 7.6.
The αqfs value for the plasma is plotted alongside for comparison. Right: Equivalent α value
for the flux-limitation provided by the Ji-Held nonlocal model under the lower upstream
density conditions.
but rather these will vary both in time and across flux surfaces, this result suggests that
nonlocality could have importance in regions/regimes for the ITER SOL where the upstream
density and/or SOL collisionality are low. Flux limiter simulations with various α values are
performed (Fig. 7.6), with the familiar result that no single global α value can reproduce the
nonlocal model, for which a spatially-varying α would be required. Plotting the qe|| profiles
for the different models and the equivalent α (Fig. 7.7) shows the Ji-Held predicts greater
flux-limitation over the whole domain, with the Ji-Held model equivalent α at ∼0.1 until
decreasing immediately before the target boundary to α ∼0.05.
7.3 Predicting SOL nonlocality
It would be desirable to be able to determine if a tokamak SOL will exhibit nonlocal effects
without having to run a full nonlocal SOL code first, since these simulations are computa-
tionally demanding and time-consuming. In this section, we explore the potential of typical
metrics for their ability to predict/assess the nonlocality of a tokamak SOL.
7.3.1 Assessing nonlocality using local temperature scalelength
One obvious candidate is the LT /λe metric (the ‘inverse Knudsen number’ K
−1
n ), which gives
the ratio of the temperature gradient scalelength LT and the electron mean free path λe.
This is the typical metric used in nonlocality studies, for which LT /λe < 100 is usually taken
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Figure 7.8: LT /λe against SOL parallel distance, calculated from (left) Ji-Held, (middle)
Spitzer-Ha¨rm and (right) α=0.2 flux-limited steady-state ITER solutions for the three up-
stream density scenarios investigated in Sections 7.1 and 7.2.
as indication that nonlocal kinetic effects would become present, as outlined in Chapter 6.
In the context of the tokamak SOL, this metric will typically take its minimum value close
to the divertor target, where temperature gradients are steepest. For our study, we take
λe ≈ λee√2 , assuming λee ≈ λei for Te ≈ Ti (where λee and λei are the electron-electron and
electron-ion collisionlengths). Calculating the value of LT /λe across the domain for the Ji-
Held model solutions over the density scan (shown in Figure 7.8(left)), the minimum value
of this metric notably decreases as the upstream density decreases, with minimum values
of ∼30, ∼20 and ∼10 obtained for the higher density, base-case and lower density ITER
scenarios respectively. This trend reflects the level of importance of nonlocality that was
observed in the results in Sections 7.1 and 7.2, with increasing significance of nonlocal effects
on the temperature/heat flux profiles as the SOL upstream density (and therefore overall
collisionality) was decreased. In all cases, the LT /λe minimum is low enough to suggest that
significant nonlocal effects should be present, as was observed in the simulation results in
the discrepencies of the nonlocal Ji-Held model with the local Spitzer-Ha¨rm and FL models.
As mentioned, the aim is to be able to predict SOL nonlocality without having to run
the full nonlocal code, so applying the LT /λe metric to the Ji-Held model outputs is not
satisfactory to this end. Instead, it would be ideal if applying the metric to the outputs
from codes using local thermal transport models could be used for this predictive capability.
However, we find that for SOL codes with local Spitzer-Ha¨rm or FL thermal transport models
and typical sheath boundary conditions, the LT /λe metric is unable to predict the level of
nonlocality of the SOL that would be observed in a nonlocal simulation. Calculating LT /λe
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Figure 7.9: L/λe against SOL parallel distance, from Spitzer-Ha¨rm, flux-limited α=0.2 sim-
ulation and nonlocal model solutions, for varying upstream densities.
for the Spitzer-Ha¨rm (Fig. 7.8(middle)) and α=0.2 FL (Fig. 7.8(right)) steady state ITER
solutions, the minimum value does not show the same trend of decreasing in magnitude
with decreasing collisionality, and shows no obvious structure across the density cases. The
lowest density case of 3x1019 m−3 appears to have the highest minimum LT /λe value, and
does not drop below 100 significantly at all, in contrast to the trend and high impact of
nonlocality observed in the simulations. It is believed that the explanation to this lies in the
interaction between the sheath boundary conditions and the thermal conduction models, and
its influence on the value of LT /λe in the simulation domain (an example and discussion of
this is given in Appendix A). This questions the usefulness of K−1n for evaluating the potential
nonlocality of a system from standard local heat flux model simulations with typical sheath
boundary conditions.
7.3.2 Assessing nonlocality using connection length
An analysis is instead attempted for the SOL collisionality parameter ν∗SOL = L/λe. Figure
7.9 shows this value calculated across the domain under the ITER base and raised/lowered
density conditions. We are only interested in the upstream value of L/λe for our assessment
of nonlocality, both because it takes its minimum value here and because the nonlocality
assessment can be grounded to the value of 100 again - if L/λe < 100 then the mean-
free-path of the thermal-energy-carrying electrons covers the full SOL connection length.
The results show a clear trend across all three thermal transport models; the raised density
scenario has a minimum L/λe value of ∼50, the ITER base scenario has a minimum of ∼35,
and the lowered density case has a minimum of ∼20. This reflects the trend observed in the
simulation results in Sections 7.1 and 7.2, with the nonlocality becoming more important as
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the density decreases.
Since these results have proven to be relatively consistent across all three models, it
suggests that local and flux-limited simulations can potentially be used for assessing the
nonlocality of tokamak SOL conditions. Rather than running the full nonlocal model (which
takes significantly longer to run than the local codes), running SOL simulations with the
Spitzer-Ha¨rm or flux-limited models and then calculating the minimum L/λe value can be
used as a rough initial assessment for whether the SOL conditions for a particular tokamak
would be relevant for nonlocal transport.
A simple formula can be applied for this purpose also, if theoretical, experimental or
simulation estimates of upstream temperature/density conditions and connection length are
known. Inserting the definition of λe = β
Te2
ne
(where the constant β = 1.5×10
54√
2ln(Λ)
and taking
ln(Λ) = 15) and adjusting the units in the terms, a formula for ν∗SOL can be written as
Device Shot no L (m) Tu (eV) nu (m
−3) L/λe
DIII-D 25 30 1.0x1019 153
JET 35703 40 59.8 1.89x1019 116
35667 40 43.6 1.49x1019 172
38880 40 76.1 1.89x1019 71.8
40262 40 80.7 3.28x1019 111
40000 40 100.5 4.84x1019 105
38012 40 80.2 2.81x1019 96.1
39879 40 86.0 3.75x1019 112
38013 40 42.3 4.16x1019 511
37142 40 61.4 2.18x1019 127
37134 40 72.5 3.03x1019 127
37135 40 78.5 6.25x1019 223
37136 40 77.7 7.99x1019 291
37145 40 62.9 3.48x1019 193
ITER 70 190 5x1019 53.3
70 210 4x1019 34.9
70 245 3x1019 19.2
DEMO 100 300 3.0x1019 18.3
ARC SXD 150 600 1.0x1020 22.9
Table 7.1: SOL parameter values and calculated ν∗SOL = L/λe from: DIII-D [176] and
JET [177] H-mode inter-ELM data; the ITER scenarios investigated in Sections 7.1 and 7.2;
predicted SOL conditions for a future DEMO [178]; and parameters extracted from the ARC
SXD modelling results in Chapter 5.
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ν∗SOL =
L
λe
=
L
β
nu
T 2u
≈ 5.5L(m)
( nu
1020m−3
)(100eV
Tu
)2
(7.1)
where Tu and nu are the upstream electron temperature/density respecitvely. Using pa-
rameters representative of the FL α=0.2 model ITER cases studied in Sections 7.1 and 7.2,
the L/λe values estimated from this formula are 53.3, 34.9, and 19.2 for the raised density,
ITER-base and lowered density scenarios respectively. These are consistent with Figure 7.9
and the relevance of nonlocality to the three cases observed in this study previously.
Equation 7.1 is applied to a typical DIII-D case [176] and JET shot data [177] for SOL
parameters in H-mode (between ELMs), as well as to approximate SOL conditions predicted
for DEMO [178]. Results are shown in Table 7.1 and Figure 7.10. Only one of the JET
shots shown here has L/λe that drops notably below 100 (to 71.8), but even this case does
not reach a collisionality that is comparable to any of the ITER cases investigated here
(though it is stated in Ref [177] that some of the lowest collisionality cases were excluded
from their analysis). This indicates why local thermal transport models have reasonable
success with the modelling of these experiments. However, experiments to study nonlocal
thermal transport on existing devices may be possible for lower collisionality conditions than
in the JET data shown here. Nonlocality has been observed in kinetic modelling using the
KIPP code for some JET H-mode discharges [179].
The predicted DEMO conditions result in a low L/λe of 18.3, a similar value to the
ITER low density case that was studied. This similarity occurs despite DEMO having a
higher upstream temperature, due to a longer connection length of a larger device which
compensates. This result suggests that if nonlocal effects will have some importance for
ITER conditions, as our results suggest, they will pose at least a similar level of concern for
future pilot-plant reactor relevant devices like DEMO, if not greater. Nonlocal transport will
almost certainly have a huge impact for modelling of ELMs/disruption events, but the results
here suggest that in DEMO and lower-collisionality cases in ITER it is unlikely that nonlocal
effects could be ignored even in steady-state. However, all results here were obtained under
attached conditions, and whether this conclusion extends to detached divertor conditions -
that future reactors will have to operate in to be feasible - is questionable.
With the modelling work that has been performed for the ARC divertor in Chapter
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Figure 7.10: Plot of Lnu against Tu for DIII-D [176] and JET [177] H-mode inter-ELM
data, the FL α=0.2 ITER scenarios investigated in Sections 7.1 and 7.2, and predicted SOL
conditions for a future DEMO [178]. Contours of ν∗SOL = L/λe = 100, 50 and 30 are shown.
5, these results can be used with this formula to estimate the relevance of nonlocality for
the ARC SOL as well. UEDGE also applies flux-limited Spitzer conduction as the parallel
thermal transport model, and in the ARC modelling studies a flux-limiter value for α of 0.2
was used. Upstream SOL temperature and density values were extracted from the Super-X
Divertor (SXD) results in Section 5.2, for the 105 MW base-case scenario with zero impurity
seeding. Parameters were taken from the first grid cell ring outside the separatrix, which
carried the extreme power flux density of ∼10 MW m−2. An estimate of the connection
length from midplane to target was calculated from the divertor magnetic geometry. The
resulting SOL parameters, also listed in Table 7.1, were found to be Tu ∼ 600 eV, nu = 1x1020
and L ∼ 150 m, giving a resulting ν∗SOL of 22.9. This suggests a high level of nonlocality, but
it is notable that it is of comparable magnitude to the values found for DEMO and the lower
density ITER scenario, despite having a much higher Tu, because of the extended connection
length provided by the SXD configuration. The X-Point Target Divertor (XPTD) grids in
Section 5.3 further extend the connection length up to to L ∼220, a 50% increase over the
SXD, which would increase ν∗SOL up to 33.7 for similar upstream conditions. However, this
is still a very low value, so strong nonlocal effects would still be expected to be present.
The connection length would need to increase up to L∼650 in order for ν∗SOL > 100. These
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Figure 7.11: Plot of Lnu against Tu for the FL α=0.2 ITER scenarios investigated in Sec-
tions 7.1 and 7.2, predicted SOL conditions for a future DEMO [178], and SOL parameters
extracted from the ARC SXD modelling results from Chapter 5. Contours of ν∗SOL = L/λe
= 100, 50 and 30 are shown.
results therefore suggest that the issue of nonlocal thermal transport will be highly relevant
to the ARC divertor in steady-state also, but not necessarily any greater a problem than for
ITER or DEMO, despite the much smaller λq and higher Tu predicted for ARC.
7.4 Impurity seeding
To mitigate the high anticipated heat loads on the divertor target plate, ITER will employ
impurity seeding in the SOL to induce radiation energy losses in the plasma, to lower the
target plate temperature and enable detached divertor operation. To investigate the impact
of nonlocal transport on code predictions with impurity seeding, simulations are repeated
with a ‘fixed-fraction’ carbon impurity model - where impurity concentration is set at a
percentage of the plasma electron density throughout the domain - aiming to reach detached
conditions. Carbon impurity is used here as it was the only impurity species implemented
within SD1D at the beginning of this study. It is worth noting that there will not be carbon
in ITER (which has metallic plasma-facing components), so the quantitative effect of the
impurity will be different than for actual ITER operation. However using carbon in this
study still has value in this study to make a qualitative assessment of how radiative impurity
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species impact the local/nonlocal heat flux model predictions.
Unfortunately, whilst the SD1D code could successfully model detached conditions (for
which target plate Te < 2 eV typically in SD1D), the SD1D-nonlocal code using the Ji-Held
model was unable to do so. Many methods were attempted in order to get the Ji-Held model
to model the SOL in detachment, taking different paths through parameter space, including:
 Reducing input power flux density for Ji-Held simulations to reach detachment with
no impurity seeding.
 Reducing input power flux density for both Spitzer and flux-limiter simulations until
converged detached solutions are obtained with no impurity seeding, and restarting
the simulations using the Ji-Held model.
 Achieving detached conditions at full ITER power flux density with the FL model
at 30% impurity fraction (non-stationary solution), and restarting with the Ji-Held
model.
 Achieving steady-state detached solution at low power with the FL model (no impuri-
ties), then gradually increasing input power/impurity fraction in tandem to maintain
the detachment, until a stationary steady-state detached solution was obtained at the
full ITER power flux density with 2% impurity fraction, and restarting with the Ji-Held
model.
In all cases when running SD1D-nonlocal with the Ji-Held model the code fails to reach con-
vergence, with the CVODE solver producing a “-4” error flag - meaning the solver takes the
minimum timestep size allowed and fails to converge - that aborts the code execution. From
the second of these listed methods, the simulation output before the code aborts is anal-
ysed (Figure 7.12); this simulation is detached for cells 310-320, and over this region erratic
behaviour for the Ji-Held heat flux calculation is observed, and a corresponding discontinu-
ity in the Te profile. There is clearly a numerical issue with the model calculations under
these low target temperature conditions. Omotani’s previous work with his Ji-Held model
implementation never performed simulations in detached conditions or with low target tem-
peratures, and it is speculated that the routines used in some of the integration calculations
performed for the Ji-Held heat flux are not robust enough to handle the sharp inflection of
the temperature gradient at the detachment front (around cells ∼313-315). However, no solid
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Figure 7.12: Temperature and heat flux profiles produced by SD1D-nonlocal when attempt-
ing to model detached target conditions using the Ji-Held nonlocal heat flux calculation.
conclusions on the exact nature of this problem could be determined within the timeframe
of this study.
Due to these issues encountered, it was therefore not possible to do a comparison un-
der fully detached conditions of the Ji-Held model with the local transport models, and we
are forced instead to investigate differences in model outputs as detached conditions are
approached, and for changes in the detachment threshold. The impurity fraction fimp was
steadily increased for the ITER base case scenario in Sections 7.1 to increase radiative energy
losses in the SOL, once again for simulations using all three thermal transport models. Using
the α=0.2 FL model, the onset of detachment occured at an impurity fraction of ∼28%. This
is an excessively high impurity fraction - it has been estimated that a impurity fraction of
10% in the divertor volume will be required in ITER to achieve divertor detachment [180] -
but this is due to: 1) using a carbon impurity in SD1D-nonlocal, whereas the 10% estimate is
for nitrogen; 2) no use of target gas-puffing in our simulations to reduce target temperatures;
and 3) a large hysteresis effect using the impurity model - that once lower target tempera-
tures are obtained (for which the impurities radiate more strongly), detachment is achieved
and maintained when the impurity fraction is then decreased to <5%, more in-line with the
10% estimate. Given that SD1D-nonlocal could not be run with detached conditions without
crashing, this hysteresis effect could not be taken advantage of for our study, so comparisons
at the higher impurity fractions (fimp > 25%) under attached conditions had to be used
instead. For these reasons, in this study we are not concerning ourselves with the absolute
value of impurity fraction required to reach detachment, but instead simply using the impu-
rity model as a tool to disproportionately remove energy from the divertor target region, as
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Figure 7.13: Comparison of Te profiles for SD1D and SD1D-nonlocal for the ITER-base
conditions with fixed fraction carbon impurity fimp of (left) 27% and (right) 30%. All
solutions shown are in steady-state besides the FL model solution for 30% impurity, for
which the detachment front is moving upstream towards the X-point and at this impurity
fraction eventually MARFEs.
a method to approach detached conditions and to study what happens when nonlocal heat
flux and temperature-dependent impurity radiation effects are combined.
Figure 7.13(left) shows temperature profiles for the three thermal conduction models for
the ITER-base scenario with an impurity fraction fimp=27%. This is immediately before the
FL model detaches - further increasing fimp to 28% causes the target temperature to decrease
below 50 eV in the FL model, where the impurities radiate much more effectively, and from
there the target temperature cascade down to ∼1 eV where the plasma detaches. Significant
differences between the simulation outputs at fimp=27% are apparent, in particular that the
target plate Te in the FL model has decreased significantly from 130 to 60 eV between the
zero impurity and fimp=27% cases, but for the nonlocal model the target Te is still high at
∼120 eV, only a 15 eV decrease from conditions without impurities (Fig. 7.1). This is despite
the fact that the two models produced target temperatures within 5 eV of each other without
any impurity seeding. Increasing the impurity fraction to 30% (Fig. 7.13(right)), the FL
model becomes detached but both the Ji-Held model and Spitzer-Ha¨rm remain attached with
very high target temperatures over 100 eV. This demonstrates a change in the detachment
threshold between using nonlocal and FL models for ITER conditions - at least under the
model and impurity assumptions used - which presents a potential concern for designs of
divertor detachment systems on ITER.
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Figure 7.14: Equivalent α value for the flux-limitation given by the Ji-Held nonlocal model
for the ITER base-scenario conditions for both fimp = 0% and 30%. The level of flux-
limitation predicted by the Ji-Held model decreases with increasing fimp, with the equivalent
α increasing from being predominantly in the range ∼0.15-0.2 for fimp=0 to >0.2 over the
majority of the domain with fimp=30%.
7.5 Discussion
The results in this study highlight that nonlocal thermal transport may well be important for
the ITER SOL and for ITER divertor designs, with the nonlocal model implemented showing
notable differences in simulation outputs compared with local thermal transport models, and
showing strong sensitivity to even small changes in parameters away from the ITER base
scenario. The results also highlight the inadequacy of flux-limiters in being able to accurately
capture the thermal transport in conditions where collisionality varies significantly across the
simulation domain, which our results suggest is relevant to ITER in steady-state. Capturing
changing collisionality regimes over time is also beyond the scope of flux-limiters, for events
such as ELMs or transients, which are most certainly relevant for ITER.
Particularly concerning features are the hotter temperature profiles observed for the non-
local model in the region between the X-point and divertor target in some scenarios (Figs. 7.1
and 7.4), in particular for the base ITER scenario where the change in detachment threshold
with impurity seeding is observed between transport models. These factors are likely related
- with the carbon impurity radiating less effectively at higher temperatures, therefore remov-
ing less energy from the divertor region at the elevated temperatures for the Ji-Held model.
In this case it could be expected that the Ji-Held model for the lower ITER density scenario
(nsep = 3x10
−19 m−3), which reaches lower divertor temperatures than the other models
(Fig. 7.6), may instead reach detachment earlier than the FL model. However, other expla-
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nations are also possible; reducing temperatures via impurity seeding and therefore making
SOL conditions more collisional may result in the Ji-Held model predicting a lower level of
flux limitation, with a resulting flatter temperature profile more similar to that predicted
by Spitzer-Ha¨rm, which also did not detach at the 28% threshold of the FL α=0.2 model.
This is indeed observed in the impurity simulations, with the equivalent α increasing as fimp
was increased (Fig. 7.14). In-depth analysis of the Ji-Held model dependencies would be
required to identify the predominant effect here. Regardless of the underlying cause, such a
discrepency as seen in Figure 7.13(right) could not be tolerated for ITER, and would cause
significant damage to the divertor target if realised in practice.
It is also worth noting that the SOL conditions used in this study are representative of
2D ITER simulations with a SOL power width λq of ∼3.5 mm. The expected value of λq for
ITER is not currently agreed amongst reseachers, and there is evidence from multi-machine
scalings that λq could be much smaller, ∼1 mm or even less [21, 181]. For narrower λq the
parallel power flux density in the SOL would significantly increase, potentially as high as ∼5
GW m−2. Nonlocal transport effects would become even more important for the ITER SOL
in such a scenario.
Modelling these scenarios in 1D is very simplified compared to 2D models, and so it is
important to highlight the need for full 2D modelling with nonlocal transport in order to
properly assess the impact of these effects for ITER. The results obtained in this chapter
therefore motivate the study of a nonlocal transport model in 2D codes in future work: to
determine if the discrepancies with Spitzer-Ha¨rm/FL models persists, or if the impact of
cross field transport between flux tubes of varying collisionality reduces or removes these
differences. If such discrepancies as observed in this work are also present in 2D simula-
tions with nonlocal parallel transport, this would have impact on not only the separatrix
temperature and target detachment physics, but also on cross field Te gradients and related
∇Te-driven turbulence and transport. In theory, the Ji-Held model could be incorporated
into any 2D (e.g. SOLPS, UEDGE, EDGE2D) or 3D (e.g. GBS, HERMES, STORM,
TOKAM3X) by replacing the relevant term for the parallel electron thermal conduction in
the pressure/energy equation with the Ji-Held model (or other nonlocal thermal transport
models). However, the factor >10 increase in simulation time to run the Ji-Held model over
the Spitzer/flux-limiters found in this study limit the model’s application to 2D/3D codes,
which have already long computational time demands, and may cause problems in keeping
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simulations running in a reasonable timeframe.
These results should be viewed in light of the nonlocal model’s limitations as well. The
model has previously been compared to the kinetic code KIPP in a simplified problem of
large temperature gradients, and was found to underestimate the level of flux limitation in
comparison to kinetic code results from KIPP [169] (Figure 7.15). That said, the fact that
the Ji-Held model underestimates the flux limitation suggests that it is underestimating
the importance of nonlocality in this work. This would potentially mean the discrepancies
observed in the Te profiles and detachment threshold may be further increased and be an
even greater concern for ITER modelling than suggested here. This motivates further study
of nonlocal models for the ITER SOL in low collisionality regimes and in the context of
ELMs/disruptions. The nonlocal model also fails to reproduce any kinetic preheat effects, so
only in part addresses issues for nonlocality in the SOL. The exact nature of the discrepancies
observed in the simulation outputs from nonlocality may vary depending on the nonlocal
thermal transport model employed, so other models that more accurately capture nonlocal
flux-limitation and preheat effects should also be investigated for further SOL simulation
research. The SNB model [149] is a promising candidate, which has been shown to possess
these properties in Reference [169] and Figure 7.15.
In addition, appropriate boundary conditions for nonlocal thermal transport models re-
mains a concern that needs addressing. The nonlocal model was employed with a standard
sheath boundary condition given by Equation 2.20. This itself is a dubious assumption, since
this condition employs assumptions of local thermal transport. In collisionless plasma condi-
tions, streaming thermal-energy-carrying electrons from regions further away in the plasma
would impact the boundary. Under such conditions the sheath electrons would be highly
non-Maxwellian, making this sheath condition invalid. One potential approach to account
for this is to incorporate a kinetic calculation of the sheath transmission factor γ into the
code - γ has observed to vary significantly as SOL plasma conditions change in JET [179].
However, the success of this approach would be dependent on how compatible employing
such a boundary condition is with the nonlocal heat flux model in question. More attention
needs to be given to deriving appropriate nonlocal boundary conditions that can be used for
different models based on nonlocal transport theory.
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Figure 7.15: Plot of heat flux ratio Q/Qfs (where Qfs is the free-streaming limit Qfs =
neT0vte) calculated using local and nonlocal thermal conduction models over a steep-gradient
temperature profile, compared to results from the kinetic VFP code KIPP in a study by
Brodrick et al [169]. Spitzer (Q(B)) and flux-limited Spitzer are shown alongside Ji-Held
(labelled EIC), Non-Fourier Landau Fluid (NFLF) [166], and SNB [149] nonlocal models.
The Ji-Held model proves to underestimate the flux-limitation upstream compared to the
kinetic KIPP results, and does not exhibit the preheat effect ahead of the heat front. The
SNB nonlocal model most closely matched the KIPP code results. Figure reproduced from
Reference [169] with permission from the author.
Chapter 8
Summary and Conclusions
8.1 ARC divertor modelling
The performance of long-legged, tightly baffled divertor configurations in application to
the ARC fusion reactor concept [17] has been studied for the first time using the UEDGE
edge plasma transport code [78]. Both Super-X divertor (SXD) [65] and X-point target
divertor (XPTD) [69] configurations were explored, with the latter being the baseline divertor
configuration considered for ARC [105]. Scrape-off layer (SOL) power e-folding widths (λq||)
are based on empirical data [21,181], which project to a characteristic λq|| value of 0.4 mm,
mapped to the outboard midplane. A range of power exhaust was explored, accommodating
the baseline operational scenario for ARC (35% core radiation, PSOL = 93 MW) as well as
higher power scenarios (105 MW) corresponding to peak parallel heat fluxes entering into
the divertor of ∼10 GW m−2. SOL density profiles were chosen to correspond to ARC’s
baseline I-mode scenario, with a nominal separatrix density of 1x1020 m−3 and a flattened
profile in the far SOL, consistent with observations on Alcator C-Mod. The former is based
on the assumption of I-mode operation to allow for the separatrix density to be equal to
the edge density of the core profiles in the ARC design paper [17], and the latter required
certain assumptions about the anomalous plasma transport in the far SOL, consistent with
the large body of experimental data obtained on C-Mod and other tokamaks, i.e. the main
chamber recycling phenomena due to non-diffusive blob transport of plasma density. It was
assumed that similar diffusive and convective cross-field transport occurred in the divertor
leg. Sensitivity studies revealed that divertor solutions obtained were insensitive to diffusive
and convective coefficients, admitting more that factor of 4 variation in each.
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Passively-stable, fully-detached divertor solutions were found for both SXD and XPTD
configurations, accommodating the full exhaust power of ARC. For the SXD configurations
a small neon impurity ion fraction (0.5%) was required to handle the baseline scenario with
separatrix density of 1x1020 m−3. This led to a significant hysteresis in relationship between
exhaust power level and detachment power threshold (‘hot’ and ‘cold’ branch solutions),
which may be a concern for handling power exhaust transients. The XPTD configuration
was found to have improved power handling compared to the SXD, depending on the spacing
between main plasma and divertor X-point flux surfaces. By raising the separatrix density
to 1.5x1020 m−3, passively-stable, fully-detached divertor solutions were found at X-point
separations of 2 x λq|| - fully accommodating the exhaust power of ARC without the need
for any impurity ion radiation at all. Solutions without impurity radiation are particularly
attractive as they avoid controversial assumptions about impurity ion impacts and contain-
ment in the divertor (which is poorly understood in the present-day machines). Moreover,
these solutions did not exhibit a large hysteresis effect in detachment power, making them
attractive from a control point of view in which fast power exhaust transients (e.g. H-L
transitions) cannot be avoided.
As the spacing between main plasma and divertor X-point flux surfaces approaches the
range of 1 x λq||, further improvement in XPTD performance is evident: divertor target elec-
tron temperatures at full exhaust power (105 MW) drop by a factor of 10. This overall trend
projects to the XPTD configuration attaining a passively-stable, fully detached, impurity-
free scenario for X-point spacings of 1 x λq|| or less. Whilst the modelling has significant
shortcomings - particularly regarding poor radial resolution in relation to λq|| and the lack
of inclusion of drift effects - these results clearly motivate further study into this potentially
interesting parameter range.
Overall, these results suggest that it is possible to achieve, in numerical modelling at least,
benign power flux levels to plasma facing surfaces of the tightly-baffled, long-legged divertors
integrated into the ARC fusion reactor design - accommodating the full level of power exhaust
possible, accounting for the narrow heat flux width that is now being projected, meeting the
requirements of no or low-impurity seeding levels - and doing so with a passively-stable
divertor detachment response.
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8.2 Nonlocal thermal transport for ITER
While much attention has been given to perpendicular transport in the SOL, relatively
little has been done to improve the sophistication of parallel transport models. Reduced-
kinetic models of nonlocal parallel transport provide a potential solution to addressing this
problem. The ‘Ji-Held’ model [162] for nonlocal heat flux, previously implemented into
BOUT++ by Dr John Omotani [154], has been integrated into the SD1D complex 1D SOL
code [74] to create ‘SD1D-nonlocal’, for use in studying nonlocal thermal transport effects
in the ITER SOL. Simulations were performed with the code for relevant 1D ITER steady-
state parameters consistent with a 100 MW SOL exhaust power and a λq|| ∼ 3.5 mm [126,
173], over a range of upstream densities typically considered for simulation studies of the
ITER SOL (nsep = 3-5x10
20 m−3) [173]. The simulation results were compared to Spitzer-
Ha¨rm and flux-limited Spitzer-Ha¨rm (FL) thermal conduction models - the standard models
used in large scale SOL code - to assess the impact of including nonlocal thermal transport
effects on predictions for the ITER SOL modelling. Results suggest a significant relevance
of nonlocality in the ITER SOL, with notable discrepencies observed in the temperature
profiles predicted by the Ji-Held model against both the Spitzer-Ha¨rm and FL models,
typically showing elevated Te profiles. Strong sensitivity in this discrepency is observed
for small changes in the upstream density conditions, with much stronger divergence of the
Te profiles in the lower density ITER case studied (nsep = 3x10
20 m−3). Global flux limiters
were shown to be inadequate to capture the changing SOL conditions/physics across the
domain, both spatially and temporally.
An analysis was performed for typical metrics used in nonlocality studies for their ability
to predict/assess the nonlocality of a tokamak SOL. The ‘inverse Knudsen number’ K−1n
= LT /λe did not correctly predict the relevance of nonlocality in the ITER simulations
explored. A likely explanation is identified as the impact of the sheath boundary conditions
on the SOL conditions and the resulting value of LT /λe in the domain. The collisionality
parameter ν∗SOL = L/λe was found to have better predictive properties for nonlocality in the
SOL, giving values of ν∗SOL = 53.3, 34.9 and 19.2 across the ITER density cases studied using
the FL model, all well below 100 and correlating with the observed relevance of nonlocality
in the Ji-Held model ITER simulations. Use of this parameter suggests that nonlocal effects
will also be very significant for future devices like DEMO and ARC, that had comparable
values for ν∗SOL of 18.3 and 22.9 respectively, for which nonlocality could not be ignored even
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in steady-state.
The impact of nonlocal transport as conditions approach detachment was investigated
by applying a fixed-fraction carbon impurity to the ITER simulations. Whilst the Ji-Held
model proved unable to handle the low target temperatures associated with detachment, the
model was able to demonstrate increasing divergence between the Ji-Held and FL model
predictions as impurity fraction was increased. Despite the two models initially having
target temperatures within 5 eV of each other without any impurity seeding, the FL model
detached as the carbon impurity fraction was increased over 28%, whilst the Ji-Held model
results maintained a target temperature > 100 eV under the same conditions. This effect
is linked to less effective impurity radiation for the elevated Te profiles using the Ji-Held
model, and the reducing level of flux limitation predicted by the model as radiative losses
increase the collisionality of the SOL conditions. This result presents a potential concern for
designs of divertor detachment systems on ITER, if such a discrepency is observed between
code predictions and experiment.
Despite the limitations of the Ji-Held model investigated, the results in this ITER SOL
study provide insight to how the incorporation of nonlocal thermal transport models could
impact ITER SOL simulation outputs, in particular demonstrating the potential of nonlocal
transport effects to change predictions for the ITER SOL and divertor target, which are
important to model accurately for divertor design and target heat flux considerations. These
results therefore motivate further study into nonlocal models and for full 2D modelling with
nonlocal thermal transport in order to properly assess the impact of nonlocality for ITER.
Appendix A
Effect of sheath boundary
condition on LT/λe metric
Calculation of the LT /λe metric in Figure 7.8 did not show the expected behaviour for the
Spitzer-Ha¨rm and α=0.2 FL steady state ITER solutions, with no correlation observed with
decreasing collisionality and the increasing relevance of nonlocality in these runs. To gain
insight into why this might be occuring in these simulations, we consider the interaction of
the SOL sheath boundary condition with the local thermal conduction model.
Definitions of the terms in the LT /λe metic are given as:
LT = Te/
dTe
dx
(A.1)
and
λe = β
Te
2
ne
(A.2)
where β = 1.5×10
54√
2ln(Λ)
is a constant, and ln(Λ) is the Coulomb logarithm. In the local Spitzer-
Ha¨rm model, the electron parallel heat flux q||e is defined by the equation:
q||e = κoeT 5/2e
dTe
dx
(A.3)
where κoe is the plasma electron thermal conductivity. K
−1
n will be at a minimum where
the temperature gradient is steepest, which occurs towards the divertor target. Rearranging
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Equation A.3, inserting the value for dTedx into Equation A.1, and substituting values of Te
and ne for their values at the target plate gives a new function for K
−1
n :
LT
λe
=
κoe
β
Tt
3/2nt
q||e
(A.4)
The heat flux at the target is subject to the boundary condition:
q||e = γntTtcs (A.5)
where γ is the sheath heat transmission coefficient and the plasma sound speed cs is given
by
cs = µ
√
Tt
mi
(A.6)
where µ is a constant.
Substituting these equations into Equation A.4, a value for the minimum is found to be:
LT
λe
≈ κoe
β
√
mi
γµ
= constant (A.7)
All terms in this resulting equation are constants. Therefore, for simulations run to steady-
state with conduction only using the local Spitzer-Ha¨rm heat flux model and sheath boundary
condition assumptions, the minimum value of K−1n will simply be a constant, determined by
the γ factor set for the target boundary. A constant value of the LT /λe minimum would then
not provide an indication of the degree of nonlocality of the SOL. In reality, the convective
component of the heat flux and radiative losses would alter this result to not be an exact
constant. But this analysis demostrates as an example how the sheath boundary can impact
on the simulation results and the value for the LT /λe metric, irrespective of the collisionality
of the system, which undermines the use of K−1n for evaluating the potential nonlocality of
the SOL.
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