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Abstract
The CP violation observables Sf and Cf in the decays of B0 and B0 mesons to
the J/ψK0S final state and to the D+D− final state are measured with a data
sample corresponding to an integrated luminosity of 3 fb−1 collected with the LHCb
experiment in proton-proton collisions at centre-of-mass energies of 7 and 8 TeV.
The analysis of the decay-time evolution of 41 560 B0→ J/ψK0S decays yields
SJ/ψK0S = 0.731 ± 0.035 (stat)± 0.020 (syst) ,
CJ/ψK0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
which is consistent with the current world averages and with the Standard Model
expectations.
In a flavour-tagged, decay-time-dependent analysis of 1410 B0→ D+D− decays
the following results are determined:
SD+D− = −0.54 +0.17−0.16 (stat)± 0.05 (syst) ,
CD+D− = 0.26
+0.18
−0.17 (stat)± 0.02 (syst) .
With these results high-order Standard Model corrections, which could lead to
differences between the absolute values of the obtained observables of the two decay
modes, are constrained to be small.
Zusammenfassung
Für die Zerfallskanäle B0→ J/ψK0S und B0→ D+D− werden die Observablen Sf
und Cf bestimmt, welche die CP -Verletzung in diesen Zerfallskanälen beschrei-
ben. Dazu wird ein Datensatz verwendet, der einer integrierten Luminosität von
3 fb−1 entspricht. Aufgenommen wurde er am LHCb-Experiment in Proton-Proton-
Kollisionen bei einer Schwerpunktsenergie von 7 und 8 TeV.
Durch Analyse der Zeitentwicklung von 41 560 B0→ J/ψK0S Zerfällen werden die
CP -Observablen zu
SJ/ψK0S = 0.731 ± 0.035 (stat)± 0.020 (syst) ,
CJ/ψK0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
bestimmt. Dieses Ergebnis ist kompatibel mit den aktuellen Weltmittelwerten und
mit den Erwartungen des Standardmodells.
In der zeitabhängigen Analyse von 1410 getaggten B0→ D+D− Zerfällen werden
folgende Werte gemessen:
SD+D− = −0.54 +0.17−0.16 (stat)± 0.05 (syst) ,
CD+D− = 0.26
+0.18
−0.17 (stat)± 0.02 (syst) .
Aus dem Vergleich der Werte für Sf und Cf in den beiden Zerfallskanälen lässt
sich ablesen, dass Korrekturen höherer Ordnung im Standardmodell klein sind.
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1 Introduction
From latest measurements the age of our universe is calculated to be 13.8 billion
years [1]. Theoretical models exist that describe the evolution of the universe during
this incredibly long period of time, starting from directly after the Big Bang [2]
until today. But although there are models describing phenomena ranging from
the largest (cosmological models) down to the smallest scales (Standard Model of
particle physics (SM)), a comprehensive model has not been found so far. One of
the most striking observations is that we are surrounded by matter, while there
are no antimatter clusters. Though, according to big bang theories at the origin of
the universe the same amount of matter and antimatter must have been created.
Sakharov has proposed three conditions [3] that need to be fulfilled to explain this
so called baryogenesis: At some point in the evolution of the universe the thermal
equilibrium must have been imbalanced, the baryon number conservation is required
to be violated, and the C (and even CP ) symmetry has to be violated as well.
While baryon number violation has not been observed so far, e.g. the lifetime of the
proton is determined to be greater than 5.9× 1033 years [4], evidence for a violation
of the thermal equilibrium has been found [5]. Moreover, already fifty years ago
C-violating and shortly thereafter CP -violating processes have been discovered [6].
Still, there are reasons why even after so many years this topic is interesting. On
the one hand, the size of CP violation in the SM is orders of magnitude below
what is required to explain the matter-antimatter asymmetry [7]. On the other
hand, CP -violating processes are an excellent test bed for the predictions in the
quark-flavour sector of the Standard Model of particle physics. The unitarity of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix, which describes the probability of
quark transitions, is a fundamental requisite of the SM. It can be tested by studying
the unitarity triangle, which represents one of the unitarity conditions of the CKM
matrix. The determination of the angle β of this triangle, or more precisely of the
derived quantity sin 2β, is the common theme of this thesis. Precision measurements
of CP violation in charmonium decays, i.e. in decay modes involving a cc resonance,
and in open charm decays, i.e. in decay modes with at least one hadron containing
exactly one c quark, are performed. If the final state of a decay mode is accessible
for B0 and B0 mesons, CP violation can occur in the interference between the
direct decay and the decay after mixing. This is the case in B0→ J/ψK0S and in
B0→ D+D− decays, which are studied in tagged decay-time dependent analyses.
The data exploited in these analyses is collected at the Large Hadron Collider
(LHC), where proton bunches are accelerated and collided at centre-of-mass energies
of up to 13 TeV. In 2011 and 2012, referred to as Run I, a data sample corresponding
to an integrated luminosity of 3 fb−1 has been recorded with the LHCb detector.
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This data sample, collected at centre-of-mass energies of 7 and 8 TeV, is the world’s
largest sample of B0 mesons.
From a theoretical point of view the decay mode B0 → J/ψK0S offers a very
clean determination of sin 2β, as the dominating contributions can be calculated
perturbatively. Experimentally, the quite large branching fractions and the clear
signature in the detector allow a measurement with very high precision. In contrast,
the main purpose of the study of B0→ D+D− decays is to constrain higher-order
Standard Model corrections occurring in measurements of the CP -violating phase.
These contributions need to be controlled to distinguish them from effects caused
by physics beyond the Standard Model of particle physics, often referred to as “New
Physics”. There are several reasons to believe that the SM needs to be extended.
The measurements of rotation curves of galaxies [8] have lead to the assumption of
the presence of dark matter. This is not a small effect. Around 26 % of the energy
density in the universe are assigned to dark matter compared to around 5 % for
normal baryonic matter [1]. However, dark matter is not accounted for in the SM,
and no dark matter candidate has been found so far. Furthermore, in the SM the
neutrinos are set to be massless, which is disproved by the observation of neutrino
oscillations [9, 10], awarded with the Nobel prize in 2015 [11].
The thesis is structured as follows: First, the basics of the Standard Model
of particle physics are shortly introduced (see Ch. 2). In Ch. 3 a more detailed
description of the origin and nature of CP violation is given as well as ways to
measure it. The LHCb experiment, namely the detector and the associated software,
is described in Ch. 4. Some relevant techniques applied in data analysis of high
energy physics are presented in Ch. 5. After these prerequisites are introduced, the
analysis strategies of the measurements of CP violation in B0→ J/ψK0S decays (see
Ch. 6) and in B0→ D+D− decays (see Ch. 7) are discussed. The results of the two
analyses are compared with previous measurements and with each other in Ch. 8
and a summary of the outcome of this thesis is given in Ch. 9.
2
2 Standard Model of Particle
Physics
The Standard Model of particle physics (SM) is a renormalisable gauge-invariant
quantum field theory, which describes the fundamental constituents of matter (see
Sec. 2.1) and three of the four fundamental interactions between them (see Sec. 2.2).
It is structured by the conservation and (spontaneous) breaking of symmetries (see
Sec. 2.3). Despite being very successful in explaining experimental data and even
predicting their results, there is a number of issues showing that extensions of the
SM are required (see Sec. 2.4). The information given in this chapter is mainly
inspired by the description in Ref. [12] and based on explanations from Refs. [13]
and [14].
2.1 Particles
In the SM 12 fermions, which are elementary particles with spin 1⁄2, and the same
number of antifermions, which have the opposite charge-related quantum numbers,
are described. The fermions are divided into six quarks and six leptons. The quarks
are further subdivided into three generations, which each contain an up-type and
a down-type quark. The common matter, protons and neutrons, is built up from
the quarks of the first generation, the up quark (u) and the down quark (d). Their
heavier partners are the charm (c) and the top quark (t) respectively the strange (s)
and the bottom quark (b). Due to confinement [15] quarks are always part of bound
states, so called hadrons (terminology introduced by L. B. Okun [16]). A quark
and an antiquark form a meson, three quarks a baryon, and just recently evidence
for the existence of four and five quark bound states (tetraquarks respectively
pentaquarks) has been found [17–19]. A colour charge is associated to the quarks,
which can take three different types. However, the colour charges add up in a
way that the hadrons are colourless. The electric charge of the up-type quarks is
+2⁄3 and of the down-type quarks −1⁄3 of the elementary charge. The leptons are
also classified in three families, each consisting of a negatively charged particle, in
increasing order of mass the electron (e), the muon (µ) and the tauon (τ), and a
corresponding neutral neutrino, which is set to be massless in the SM. Additionally,
12 gauge bosons with integer spin, which mediate the forces (see Sec. 2.2), are
described in the SM. The gauge bosons are the massless photon (γ), the three
massive mediators of the weak force (W+, W−, Z0), and the eight gluons, which
carry different colour charge configurations. The SM has been completed by the
3
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Figure 2.1: Summary of all SM particles. The values for the mass, the electro-
magnetic charge and the spin are taken from Ref. [22]. The corresponding antipar-
ticles to the 12 fermions on the left have the same mass, but charges and spins of
the opposite sign.
discovery of the Higgs boson [20,21], a massive boson with spin 0. A summary of
all SM particles, including their masses, charges and spins, is depicted in Fig. 2.1.
2.2 Forces and couplings
The three interactions that are described in the SM are the electromagnetic, the
weak and the strong force. These differ dramatically in their strength and the
time scales, in which the interactions proceed. Strong decays typically take 10−23 s,
electromagnetic decays 10−16 s, while the decay time of weak interactions ranges
from 10−13 s to a few minutes.
The classical approach of the electromagnetic interaction is given by Maxwell’s
equations. These are generalised into a relativistic quantum field theory by the
Quantum Electrodynamics (QED) [23–25]. The QED can be derived from the
Lagrangian of a free fermion field
L0 = Ψ(iγµ∂µ −m)Ψ (2.1)
by extending the global to a local U(1) symmetry. This is done by replacing ∂µ
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with the corresponding covariant derivative Dµ
∂µ → Dµ = ∂µ + i eAµ , (2.2)
where the vector field Aµ can be identified as the photon, which mediates the
electromagnetic force via the coupling to the electric charge. The dynamics is
introduced by the kinetic term
LA = −1
4
FµνF
µν , (2.3)
with the field strength tensor Fµν , which is the compressed formulation of Maxwell’s
classical equations. However, in the SM the electromagnetic interaction is unified
with the weak interaction in the electroweak SU(2)×U(1) symmetry group [26–28].
The weak part couples to the weak isospin and differs between left-handed and
right-handed fermion fields, where handedness gives the orientation of the spin with
respect to the momentum vector. Neutrinos have the peculiarity that they only
exist as right-handed fermions. The electroweak gauge symmetry is broken, which
becomes apparent, as the photon is massless, while the W± and Z0 bosons are not.
The Higgs mechanism [29] is responsible for this symmetry breaking, which comes
along with the need for the massive Higgs boson. The masses of the quarks and
leptons are generated through the Yukawa interactions between the Higgs and the
fermion fields. However, the calculations do not contain any predictions for the
coupling constants and thus for the numerical values of the masses. Moreover, the
calculations show that the weak eigenstates of the down-type quarks (at least in the
most common convention) are a superposition of the mass eigenstates, where the
relation is given by the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix [30].
This topic is explained in more detail in Sec. 3.1.
The third fundamental force, called the strong force, is characterised by the
Quantum Chromodynamics (QCD). It describes the binding between quarks and
gluons, which are the mediators of this interaction, through the colour charge in a
SU(3) gauge symmetry group. The coupling heavily depends on the momentum
scale, which in the renormalisation theory can be understood as a running of the
coupling "constant" αs. Gluon polarisation, which is possible as gluons carry colour
charge by themselves and therefore can couple to each other, outperforms quark
polarisation effects leading to asymptotic freedom of the quarks on very short
distances [31, 32]. On the other hand, quarks can not separate too much from
each other or — at least according to one possible scenario for confinement — a
quark-antiquark pair is produced in between. Both effects can be summarised in
the quark-antiquark potential
VQCD = −4
3
αs
r
+ k r , (2.4)
where r is the distance between the two fermions and k ≈ 1 GeV fm−1 [14].
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2.3 Symmetries and conservation laws
Symmetries, global or local as well as continuous or discrete, structure the Stan-
dard Model. According to Noether’s theorem every symmetry corresponds to a
conservation law [33].
As a whole the SM is constructed to be invariant under gauge transformations,
meaning that the physics is independent of the choice of the gauge. This symmetry
is only broken by the vacuum expectation value of the Higgs field, which is the
origin of the masses of the W and Z bosons. Gauge invariance is associated with
the conservation of electric charge and colour charge. The invariance under space-
time translation corresponds to the conservation of energy. However, Heisenberg’s
uncertainty principle [34] allows the violation of the conservation of energy for a very
short period of time. This enables the existence of virtual, heavy particles in decay
processes. The invariance of a system under translation in space and rotation leads
to the conservation of momentum and angular momentum, respectively. Moreover,
the baryon number (B) and the lepton number (L) are conserved respectively
only broken by tiny non-pertubative effects. However, in the early universe these
effects might have been larger [35], while (B − L) is an exact symmetry. The
lepton family number, i.e. the individual lepton number for electrons, muons and
tauons, also seems to be conserved, at least no significant asymmetry has been
found yet. But there is no symmetry group evoking this conservation law and
tests of the lepton universality by LHCb using B+→ K+`+`− decays show an
asymmetry with a significance corresponding to 2.6 standard deviations [36]. While
all the former symmetries are absolute, i.e. valid for all three interactions, there are
also approximate symmetries that only apply for the electromagnetic and strong
but not for the weak force. For example, flavour transitions are only possible in
the weak interaction. Thus, flavour symmetry as well as the U-spin symmetry
are approximate symmetries. The latter states that under the assumption that
the masses of up, down and strange quarks are the same, processes are invariant
under exchange of the two down-type quarks. This allows to transfer some findings
from one decay mode to another, e.g. from decay modes of B0 mesons to B0s
mesons [37, 38]. Another approximate symmetry is the parity operation (P ), which
performs a spatial inversion of all coordinates
PΨ(r) = Ψ(−r) , (2.5)
or in other words it transforms left-handed into right-handed fermions. In fact, the
weak interaction even maximally violates parity, e.g. there are only left-handed
neutrinos and right-handed antineutrinos. Charge conjugation (C) is another
discrete symmetry. It changes the sign of all charges and the magnetic moment,
and thus transforms particles into their antiparticles
C|p〉 = |p¯〉 . (2.6)
The combination of charge conjugation and parity (CP ) is more stable, e.g. a
left-handed neutrino becomes a right-handed antineutrino. Nevertheless, it is still
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violated at the 10−4 level by the weak interaction. CP violation is explained in more
detail in Ch. 3. Combining CP with time reversal (T ), one of the most fundamental
concepts of the SM is found, the CPT symmetry. The CPT theorem [39–41] states
that particles and antiparticles have the same mass and the same lifetime.
2.4 Problems and possible extensions
Although the SM has proven to be a very successful and predictive theory, there
are several issues that can not be explained in the SM and others that appeal
very constructed. The latter leads to the idea of a more fundamental theory in
which the SM is embedded. The concept of a unification has first been proposed by
Georgi and Glashow [42]. A first step would be a generalisation of the electroweak
with the strong interaction. Then, gravitation, the fourth fundamental force,
could be included, whose effect is almost negligible at the energy scale, which
is probed in today’s high energy physic experiments, and therefore not part of
the SM. Here, the difficulty is that even nowadays gravitation is still based on
Einstein’s general theory of relativity, so unlike the other theories of the SM not
given in a quantum mechanical framework. The unification of the forces would
probably emerge at energy scales of 1016 GeV. However, quantum corrections
from those mass scales would heavily influence the Higgs mass, which is measured
to be around 125 GeV/c2 [43]. In the SM this hierarchy problem is solved by a
fine tuning of tree-level and loop contributions, which exactly cancel each other.
Other explanations are given by extending the SM with new symmetries, like
models including supersymmetry [44–46]. From a theoretical point of view it is also
unsatisfactory that the SM includes so many free parameters, like the masses of
the constituents or the number of generations. In addition, the SM only applies to
the processes of ordinary matter, which makes only about 5 % of the total energy
density in the universe [1], whereas it lacks an explanation for dark matter or
dark energy. Furthermore, the amount of CP violation in the weak sector can not
account for the baryon asymmetry in the universe, i.e. the dominance of matter
without any large clusters of antimatter in the universe. The observation of neutrino
oscillations [9,10], which implicitly is an observation of mass differences between
the neutrino generations, shows that neutrinos can not be massless as assumed in
the SM. The special role of neutrinos in the SM to appear only left-handed could
be corrected if they were Majorana particles, i.e. their own antiparticles [47].
7
8
3 CP Violation
In this chapter the concept of CP violation, its origin and manifestation in the SM,
as well as the possibilities to measure CP violation, are described. The formalism
closely follows Refs. [48] and [49].
3.1 The KM mechanism and the CKM matrix
Quarks get their mass through coupling to the Higgs field with vacuum expectation
value v and via Yukawa interaction between the left-handed and the right-handed
quark content. The Yukawa matrices Yd and Yu for down-type and up-type quarks
involved in the corresponding Lagrangian
LYukawa = − v√
2
(d¯LYddR + u¯LYuuR) + h.c. (3.1)
are not necessarily diagonal. The mass eigenstates q′ can be obtained by a unitary
transformation
q′A = VA,qqA for q = u, d and A = L,R (3.2)
with VA,qV†A,q = 1. When applying this transformation in the Lagrangian that
describes the charged-current interaction
LCC = − g2√
2
(u¯Lγ
µW+µ dL + d¯Lγ
µW−µ uL) (3.3)
= − g2√
2
(u¯′Lγ
µW+µ VL,uV
†
L,dd
′
L + d¯
′
Lγ
µW−µ VL,dV
†
L,uu
′
L) (3.4)
the Cabibbo-Kobayashi-Maskawa matrix VCKM = VL,uV†L,d enters. As the Yukawa
matrices are not diagonalised by the same unitary transformation, the CKM matrix
is not the unit matrix and thus allows for flavour changes through the weak
interaction. Thus, the CKM matrix can be understood as the connection between
the mass eigenstates and the eigenstates to the weak interactiond′s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
ds
b
 . (3.5)
Being the product of two unitary matrices the CKM matrix itself is unitary as
well. In general, a complex 3 × 3 matrix has 18 free parameters. However, the
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unitarity removes nine degrees of freedom. Another five phases can be constrained
by global rephasings between the six mass fields. Thus, four free parameters remain,
of which three are real-valued angles and one is a complex phase. This single phase
introduces CP violation to the SM. Kobayashi and Maskawa developed this concept,
which explains the origin of CP violation and predicted the existence of the third
quark generation [30]. The corresponding parametrisation of the CKM matrix is
VCKM =
 c1 −s1c3 −s1s3s1c2 c1c2c3 − s2s3eiδ c1c2s3 + s2c3eiδ
s1s2 c1s2c3 + c2s3e
iδ c1s2s3 − c2c3eiδ
 , (3.6)
with ci and si being shorthand for the cosine respectively sine of the three Euler
angles, and δ being the irreducible phase. Tests of the SM concerning CP violation
in the quark mixing sector are performed by examining the unitarity conditions of
the CKM matrix. Six of the 12 equations are orthogonality relations, which can be
interpreted as triangles in the complex plane. The area of all triangles is the same
and given by half of the Jarlskog invariant
JCP = ±Im(VikVjlV ∗ilV ∗jk) (i 6= j, l 6= k) , (3.7)
which expresses the amount of CP violation in the SM [50]. It is measured to be
J = (3.04+0.21−0.20)× 10−5 [22]. However, the ratios of the side lengths of the unitarity
triangles are very different. In two of them all sides are of comparable length, one
of the conditions is given by
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 . (3.8)
When depicting this triangle in the complex plane, it is convenient to scale the
triangle by dividing all side lengths by VcdV ∗cb. Then, the base matches the real axis
with length one (see Fig. 3.1). Using the parametrisation of the CKM matrix by
Re
Im
0
(ρ¯, η¯)
1
γ β
α
RtRb
Figure 3.1: Schematic representation of the CKM unitarity triangle.
Wolfenstein [51], which is an expansion in powers of λ ≡ |Vus| = 0.2248± 0.0006 [22],
VCKM =
 1− 12λ2 λ Aλ3(ρ− iη)−λ 1− 1
2
λ2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4) , (3.9)
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the other two sides are given by
Rb =
(
1− λ
2
2
)
1
λ
∣∣∣∣VubVcb
∣∣∣∣ = √ρ¯2 + η¯2 , (3.10)
Rt =
1
λ
∣∣∣∣VtdVcb
∣∣∣∣ = √(1− ρ¯)2 + η¯2 , (3.11)
where ρ¯ and η¯ define the position of the apex and are related to the Wolfenstein
parameters through
ρ¯ = ρ(1− λ2/2) and η¯ = η(1− λ2/2) . (3.12)
The three angles of the unitarity triangle are defined by
α ≡ arg
(
− VtdV
∗
tb
VudV
∗
ub
)
, β ≡ arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
, γ ≡ arg
(
−VudV
∗
ub
VcdV
∗
cb
)
. (3.13)
The unitarity triangle is overconstrained, i.e. there are measurements of more
independent parameters than necessary to fully characterise the shape of the
triangle. The angle α can be studied with B0→ pipi decays [52–54], β is precisely
measured using the decay-time-dependent CP asymmetry in B0→ J/ψK0S decays
(see Sec. 3.4), and γ can be extracted from a combination of results in B→ Dh
decays [55]. Semileptonic b-hadron decays are used to determine the size of the
triangle side Rb. Further information on |Vub| comes from studies of B+→ τ+ντ
decays [56–58]. The second non-trivial side length Rt is constrained by measurements
of the mixing frequencies ∆md and ∆ms in the system of neutral B0 and B0s
mesons [59]. Furthermore, information on the position of the apex can be gained
from the measurement of CP violation in the neutral kaon system [22]. All these
inputs are put into a global fit, which mainly checks how well the different constraints
agree on the position of the apex. The latest result of the CKMfitter group in
Fig. 3.2 shows a very good agreement of all present tests of CP violation in the SM,
as the area for the position of the apex is relatively small.
3.2 The system of neutral B0 mesons
In the system of neutral B0 mesons four decay amplitudes occur. The decay
amplitude Af stands for the decay of a B0 meson into a final state f , while A¯f is
the decay amplitude of an B0 meson into the same final state. Similarly, the decay
amplitudes into the CP -conjugated final state f¯ can be defined. By convention
B0 mesons consist of b and d quarks, while B0 mesons contain b and d quarks.
These two mesons can mix, i.e. they can oscillate between the two flavour states.
As flavour-changing neutral currents (FCNC) are forbidden in the SM, the B0–B0
oscillation is in lowest order Standard Model described by quantum loops involving
charged currents, as shown in the Feynman diagrams in Fig. 3.3. The corresponding
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Figure 3.2: Unitarity triangle with constraints from measurements of various quan-
tities [60].
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Figure 3.3: Box diagrams of B0–B0 oscillation.
decay amplitude is given by
〈B0|Heff|B0〉 = A(B0→ B0) = g
4
6 pi2M2W
(VtbV
∗
td)
2BB0F
2
B0m
2
B0η2BS(xt) , (3.14)
with the coupling constant of the weak interaction g, the masses of the W boson
MW and the B0 meson mB0 , the bag parameter for the B0 meson BB0 , the weak
decay constant FB0 , the short-distance QCD correction factor η2B [61], and the
Inami-Lim function [62]
S(xt) = xt
(
1
4
+
9
4
1
1− xt −
3
2
1
(1− xt)2
)
+
3
2
(
xt
xt − 1
)3
log xt , (3.15)
where xt is the squared fraction of the top quark mass with respect to the W boson
mass. Here, it is accounted for the suppression of contributions with up and charm
quarks in the loop due to m2u,c  m2t .
To derive the time evolution of initially produced B0 and B0 mesons the
Schrödinger equation [63] needs to be solved. Assuming the Wigner-Weisskopf
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approximation [64], i.e. (excited) states do not know about their past, which is
valid since the time scale of weak decays is significantly larger than the time scale
of the production via the strong force, the effective Schrödinger equation for the
wave function representing the system of B0 and B0 mesons can be written as
i
d
dt
(|B0(t)〉
|B0(t)〉
)
= H
(|B0(t)〉
|B0(t)〉
)
=
(
M− iΓ
2
)(|B0(t)〉
|B0(t)〉
)
. (3.16)
The Hamiltonian H is given by a non-Hermitian matrix, otherwise only oscillations
but no decays would occur. It consists of Hermitian 2 × 2 mass M and decay
matrices Γ, which have contributions from virtual intermediate states respectively
from physical final states accessible by both B0 and B0 mesons. Due to the CPT
theorem the diagonal elements of M and Γ are equal, i.e.M11 = M22 and Γ11 = Γ22.
The non-zero off-diagonal elements, else there would be no mixing, cause that the
flavour eigenstates B0 and B0 are not mass eigenstates. Instead, the light (L) and
heavy (H) mass eigenstates are given by the linear combinations
|BL〉 = p|B0〉+ q|B0〉 ,
|BH〉 = p|B0〉 − q|B0〉 ,
(3.17)
with the complex coefficients p and q, which fulfil the normalisation condition
|p|2 + |q|2 = 1 and whose ratio can be expressed with the matrix elements as
q
p
=
√
2M∗12 − iΓ∗12
2M12 − iΓ12 . (3.18)
Explicit calculations of Γ12, as performed in Ref. [65], show that to a very good
approximation Eq. (3.18) can be simplified to
q
p
≈
√
M∗12
M12
=
V ∗tbVtd
VtbV
∗
td
. (3.19)
The well-defined masses and decay widths mL,H and ΓL,H of BL and BH lead to
the eigenvalues
µL = mL − i/2ΓL ,
µH = mH − i/2ΓH ,
(3.20)
which can be used to shortly express the time-evolution of the mass eigenstates
|BL,H(t)〉 = e−iµL,H t|BL,H〉 . (3.21)
Using Eq. (3.17) the time evolution of B mesons purely produced as B0 or B0 can
be derived
|B0(t)〉 = g+(t)|B0〉+ q
p
g−(t)|B0〉 ,
|B0(t)〉 = g+(t)|B0〉+ p
q
g−(t)|B0〉 ,
(3.22)
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with the time-dependent coefficients
g+(t) = e
−iµL+µH
2
t
[
+ cosh
∆Γd t
4
cos
∆md t
2
− i sinh ∆Γd t
4
sin
∆md t
2
]
,
g−(t) = e−i
µL+µH
2
t
[
− sinh ∆Γd t
4
cos
∆md t
2
+ i cosh
∆Γd t
4
sin
∆md t
2
]
.
(3.23)
The mass difference ∆md = mH −mL drives the oscillation and can be interpreted
as mixing frequency, while ∆Γd = ΓH − ΓL is negligible in the B0 meson sector [59].
The differential decay rates, i.e. the squared decay amplitudes, can be expressed
by combining the terms in Eqs. (3.22) and (3.23) as
Γ(B0(t)→ f) = |Af |2
{
|g+(t)|2 + |λf |2|g−(t)|2 + 2Re[λfg∗+(t)g−(t)]
}
,
Γ(B0(t)→ f) = |Af |2
∣∣∣∣pq
∣∣∣∣2 {|g−(t)|2 + |λf |2|g+(t)|2 + 2Re[λfg+(t)g∗−(t)]} ,
(3.24)
using
λf =
q
p
A¯f
Af
. (3.25)
3.3 Types of CP violation
There are three different manifestations of CP violation. It can occur, when the
decay amplitudes differ between CP conjugated processes (see Sec. 3.3.1), when
the mass eigenstates are no CP eigenstates (see Sec. 3.3.2), and when there is
interference between direct decays and decays to the same final state after mixing
(see Sec. 3.3.3). While the first type can appear for charged and neutral hadrons,
the latter are only possible for neutral decays.
All types of CP violation can be summarised with the condition λf 6= 1.
3.3.1 Direct CP violation
Two different type of phases can contribute to decay amplitudes, weak phases and
strong phases. Weak phases can enter through the CKM matrix and take the
opposite sign for Af and A¯f¯ . Strong phases typically appear in scattering processes
and originate from intermediate on-shell states. They occur with the same sign in
Af and A¯f¯ . However, only phase differences are physically meaningful, as the SM is
a gauge-invariant theory and thus absolute phases could be removed by a rotation
of the system. So, at least two terms with different weak and strong phases need to
contribute to the decay amplitudes to have an effect. The superposition of several
14
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contributions with individual magnitudes Ai, weak phases eiφi and strong phases
eiδi leads to
Af =
∑
i
Aie
i(δi+φi) ,
A¯f¯ = e
2i(ξf−ξB)
∑
i
Aie
i(δi−φi) ,
(3.26)
where ξf and ξB are arbitrary phases coming from the CP transformation on the
B0 meson and the final state, respectively. If the final state f is a CP eigenstate,
the term e2iξf = ±1 represents the CP eigenvalue. Direct CP violation is present
for ∣∣∣∣A¯f¯Af
∣∣∣∣ = ∣∣∣∣∑Aiei(δi−φi)∑Aiei(δi+φi)
∣∣∣∣ 6= 1 . (3.27)
This type of CP violation is observed in charmless two-body decays of neutral B
mesons [66–68].
3.3.2 Indirect CP violation
Indirect CP violation occurs when the mass eigenstates are no CP eigenstates and
instead a relative phase is present between M12 and Γ12. Following Eq. (3.18) this
means ∣∣∣∣qp
∣∣∣∣ 6= 1 . (3.28)
So, it can be interpreted as difference of the mixing probabilities between B0 and
B0 mesons
P(B0→ B0, t) 6= P(B0→ B0, t) , (3.29)
and thus is also called CP violation in mixing. While this type of CP violation has
been observed in the system of neutral kaons, it is expected to be very small in the
system of neutral B mesons. All measurements of the asymmetry of semileptonic
decays
asl =
Γ(B0(t)→ `+νX)− Γ(B0(t)→ `−νX)
Γ(B0(t)→ `+νX) + Γ(B0(t)→ `−νX) =
1− |q/p|4
1 + |q/p|4 (3.30)
yield values consistent with zero [69,70], though the precision is one to two magni-
tudes above the SM expectations. This lack in precision is not only due to statistical
uncertainties. When extracting the CP asymmetry from the raw asymmetry further
asymmetries, like detection and production asymmetries, need to be taken into
account, and these are not precisely known. Nevertheless, these experimental
findings confirm the validity of the approximation leading to Eq. (3.19).
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3.3.3 CP violation in the interference of decay and decay after
mixing
Even if there is no direct or indirect CP violation, it is possible that CP violation
occurs, in the interference between decay amplitudes with and without mixing.
However, the final state has to be a CP eigenstate, i.e. accessible for decaying B0
and B0 mesons. The definition from Eq. (3.25) slightly changes to
λ = ηCP
q
p
A¯f¯
Af
. (3.31)
Here, ηCP is the CP eigenvalue of the final state
CP |fCP 〉 = |f¯CP 〉 = ηCP |fCP 〉 = ±1|fCP 〉 . (3.32)
The condition that any deviation from unity for λ indicates CP violation holds.
Indirect CP violation (|q/p| 6= 1) and direct CP violation (|A¯f¯/Af | 6= 1) affect the
magnitude of λ, while CP violation in the interference is associated with
Imλ 6= 0 . (3.33)
The decay-time-dependent asymmetry
A(t) ≡ Γ(B
0(t)→ fCP )− Γ(B0(t)→ fCP )
Γ(B0(t)→ fCP ) + Γ(B0(t)→ fCP )
(3.34)
can be used to measure CP violation in the interference of decay and decay after
mixing. It compares the decay rates of initial (t = 0) B0 and B0 mesons. Plugging
in the expressions from Eq. (3.24) and using
|g±(t)|2 = e
−Γ t
2
[
cosh
∆Γd t
2
± cos(∆md t)
]
,
g∗+(t)g−(t) =
e−Γ t
2
[
− sinh ∆Γd t
2
− i sin(∆md t)
]
,
(3.35)
A can be written as
A(t) = 2 Imλ sin(∆md t)− (1− |λ|
2) cos(∆md t)
(1 + |λ|2) cosh(∆Γd t
2
) + 2Reλ sinh(∆Γd t
2
)
. (3.36)
It is apparent that this asymmetry only vanishes if either |λ| 6= 1 (direct or indirect
CP violation) or if λ has an imaginary part, which is the condition for CP violation
stated in Eq. (3.33). Defining
Sf =
2 Imλ
1 + |λ|2 and Cf =
1− |λ|2
1 + |λ|2 , (3.37)
and neglecting ∆Γd, the decay-time-dependent asymmetry simplifies to
A(t) = Sf sin ∆md t− Cf cos ∆md t . (3.38)
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3.4 CP violation in b→ ccs decays
The gold-plated mode to measure CP violation in the system of neutral B mesons
is B0→ J/ψK0S . It proceeds via a Cabibbo-favored b→ ccs transition. Direct and
indirect CP violation is strongly suppressed, which makes it a very clean mode to
determine the weak mixing phase φd, and thus the CKM angle β, via CP violation
in the interference of decay and decay after mixing. As the Feynman diagrams in
Fig. 3.4 show, actually B0→ J/ψK0 and B0→ J/ψK0 decays take place. However,
b c
d d
c
s
B0
J/ψ
K0
b c
d d
c
s
B0
J/ψ
K0
Figure 3.4: Tree Feynman diagrams of B0→ J/ψK0S for both flavours.
like for the B mesons the flavour eigenstates of the kaons are a superposition of the
CP mass eigenstates, thus
|K0S 〉 = pK |K0〉 − qK |K0〉 . (3.39)
Therefore, the ratio of decay amplitudes is composed of two terms according to
A¯J/ψK0S
AJ/ψK0S
= −pK
qK
A¯J/ψK0
AJ/ψK0
. (3.40)
The ratio of the mixing coefficients for the kaons can be calculated using Eq. (3.18).
Different than for the B mesons the dominant contribution to the mixing diagrams
arises from charm quarks in the loop:
pK
qK
= −VcsV
∗
cd
V ∗csVcd
. (3.41)
Accounting only for the tree diagrams in Fig. 3.4, while neglecting loop processes,
the ratio of the direct decay amplitudes can be expressed via the involved CKM
matrix elements:
A¯J/ψK0
AJ/ψK0
=
VcbV
∗
cs
V ∗cbVcs
. (3.42)
Summarising these values and adding the ratio of CKM matrix elements for the
mixing of the B0 mesons (see Eq. (3.19)) the parameter describing CP violation
from Eq. (3.25) becomes
λJ/ψK0S = −
V ∗tbVtd
VtbV
∗
td
VcsV
∗
cd
V ∗csVcd
VcbV
∗
cs
V ∗cbVcs
= −V
∗
tbVtd
VtbV
∗
td
V ∗cdVcb
VcdV
∗
cb
(3.43)
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The minus sign indicates that the final state J/ψK0S is CP -odd, as an angular
momentum of l = 1 is necessary to compensate that the B0 meson as initial state
has spin zero, while the final state consists of a CP -even J/ψ meson with spin one
and an almost CP -even1 K0S meson with spin zero. Due to only considering the
dominant tree contribution the absolute value of λJ/ψK0S is unity. Therefore, the
CP observables from Eq. (3.37) become
CJ/ψK0S = 0 , (3.44)
and
SJ/ψK0S = ImλJ/ψK0S = sin
[
arg
(
−V
∗
tbVtd
VtbV
∗
td
V ∗cdVcb
VcdV
∗
cb
)]
= sin
[
arg
(
−
(
V ∗cdVcb
VtbV
∗
td
)2)]
= sin 2β .
(3.45)
This shows that the measurement of CP violation in B0→ J/ψK0S offers a clean
opportunity to determine the CKM triangle angle β. Studying other decay channels
with b→ ccs transitions, like B0→ J/ψK0L or B0→ ψ(2S)K0S , further improves the
sensitivity on β.
However, Eq. (3.45) is only valid in the SM, where φd = 2β, while in the presence
of New Physics effects it has to be extended to
SJ/ψK0S = sin(φd + φ
NP
d ) . (3.46)
The corresponding golden decay channel with an s quark as spectator quark is
B0s→ J/ψφ. In principle, this provides a clean measurement of the mixing phase
φs of the B0s meson system. However, to extract the CP observable an angular
analysis is required to disentangle the different spin configurations of the two vector
mesons in the final state.
3.5 CP violation in b→ ccd decays
The decay B0→ D+D− can be described with the Feynman diagrams in Fig. 3.5.
The tree diagram (T ) proceeds via a b→ ccd quark transition, which is CKM
suppressed. The contributions from the other diagrams, especially the penguin
diagrams (P (q) with q = u, c and t quarks in the loop), but also exchange (E)
and penguin annihilation diagrams (PA(q)), need to be taken into account as well,
because they can carry different weak phases and are not Cabibbo-suppressed.
Thus, the decay amplitude is given by [71–73]
A(B0→ D+D−) = V ∗cbVcdT + V ∗tbVtdP (t) + V ∗cbVcdP (c) + V ∗ubVudP (u)
+ V ∗cbVcdE + V
∗
cbVtdPA
(t) + V ∗cbVcdPA
(c) + V ∗ubVudPA
(u) .
(3.47)
1When reconstructed in a pair of two pions it is fully CP -even.
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Figure 3.5: Main Feynman diagrams contributing to B0→ D+D− decays. Apart
from the tree diagram (top left), a penguin diagram (top right), an exchange diagram
(bottom left) and a penguin annihilation diagram (bottom right) are shown.
Using the CKM unitarity condition
V ∗tbVtd + V
∗
cbVcd + V
∗
ubVud = 0 ⇔ V ∗tbVtd = −V ∗cbVcd − V ∗ubVud (3.48)
the decay amplitude can be written as
A(B0→ D+D−) = V ∗cbVcd
(
T + E +
{
P (c) + PA(c)
}− {P (t) + PA(t)})
+ V ∗ubVud
({
P (u) + PA(u)
}− {P (t) + PA(t)}) . (3.49)
With the definition
A ≡ [T + E + {P (c) + PA(c)}− {P (t) + PA(t)}] , (3.50)
this can be further simplified to
A(B0→ D+D−) = V ∗cbVcdA
[
1 +
V ∗ubVud
V ∗cbVcd
{
P (u) + PA(u)
}− {P (t) + PA(t)}
A
]
.
(3.51)
Applying the Wolfenstein parametrisation and plugging in the definitions of the
side length Rb (see Eq. (3.10)) and of the angle γ of the unitarity triangle (see
Eq. (3.13))
V ∗ubVud
V ∗cbVcd
= −
(
1− λ
2
2
)
1
λ
∣∣∣∣VubVcb
∣∣∣∣ arg(V ∗ubVudV ∗cbVcd
)
= −Rbe−iγ ,
(3.52)
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the decay amplitude becomes
A(B0→ D+D−) = V ∗cbVcdA[1− aeiθe−iγ] , (3.53)
with
aeiθ ≡ Rb
[ {P (u) + PA(u)} − {P (t) + PA(t)}
T + E + {P (c) + PA(c)} − {P (t) + PA(t)}
]
. (3.54)
While γ is a CP -violating weak phase, a and θ are hadronic CP -conserving parame-
ters. Therefore, the corresponding B0 decay amplitude is
A(B0→ D+D−) = VcbV ∗cdA[1− aeiθeiγ] . (3.55)
The parameter describing CP violation in the interference can be written as
λD+D− =
V ∗tbVtd
VtbV
∗
td
VcbV
∗
cd
V ∗cbVcd
1− aeiθeiγ
1− aeiθe−iγ ,
= e−i2β
1− aeiθeiγ
1− aeiθe−iγ ,
(3.56)
using the ratio of the mixing coefficients from Eq. (3.19) and the definition of the
unitarity triangle β from Eq. (3.13). Different than for B0→ J/ψK0S (cf. Eq. (3.43))
the CP eigenvalue is ηCP = +1, since no angular momenta are involved in the
decay B0→ D+D−. The hadronic parameters cannot be calculated reliably within
QCD [73]. Thus, they must be determined through a measurement of the CP
observables, which can be expressed via
CD+D− =
1− |λ|2
1 + |λ|2 =
2a sin θ sin γ
1− 2a cos θ cos γ + a2 , (3.57)
SD+D− =
2 Imλ
1 + |λ|2 = −
sinφd − 2a cos θ sin(φd + γ) + a2 sin(φd + 2γ)
1− 2a cos θ cos γ + a2 . (3.58)
Due to interferences between tree and penguin contributions CD+D− might differ
from zero. The term SD+D− , which is caused by interference between the direct
decay and the decay after mixing, gives access to the mixing phase φd. However,
different than in the case of B0→ J/ψK0S decays only an effective phase
φeffd = φd + ∆φd (3.59)
with
sinφeffd = −
SD+D−√
1− C2D+D−
(3.60)
can be measured in B0→ D+D−. The phase shift ∆φd is given by
tan ∆φd =
a2 sin 2γ − 2a cos θ sin γ
1− 2a cos θ cos γ + a2 cos 2γ . (3.61)
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The decay channel B0s→ D+s D−s is related to B0→ D+D− via U-spin symmetry.
It is governed by a b→ ccs transition and gives access to φs. The measurement is
as well polluted by hadronic penguin effects. Here, the phase shift is given by
tan ∆φs =
2a′2 sin 2γ + 2a′ cos θ′ sin γ
1 + 2a′ cos θ′ cos γ + 2a′2 cos 2γ
. (3.62)
The factor
 ≡ λ
2
1− λ2 = 0.0536± 0.0003 (3.63)
reduces the impact of the phase shift. However, in the concept of U-spin symmetry
aeiθ = a′eiθ
′
. (3.64)
Thus, with a measurement of CP violation in B0→ D+D− decays, where the phase
shift is not suppressed by , the hadronic parameters a and θ can be determined
precisely, and then transferred to the measurement of CP violation in B0s→ D+s D−s
decays.
Further decay modes from the family of B→ DD decays are B0→ D∗+D− and
B0→ D∗+D∗−, which also enable a determination of φeffd , but introduce further
complications. For B0→ D∗+D− the final state is not a CP eigenstate as it can
be distinguished by the charge of the D∗± meson. Thus, four CP observables are
needed to describe CP violation. Furthermore, from an experimentalist’s point
of view the final state is not symmetrical in terms of the charges of pions and
kaons and thus a detection asymmetry has to be taken into account. In the
measurement of CP violation using B0→ D∗+D∗− decays, like for B0s → J/ψφ
decays, an angular-dependent analysis is required.
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The Large Hadron Collider beauty (LHCb) experiment is one of the four large
experiments run at CERN, the European Organisation for Nuclear Research, in
Geneva, Switzerland. The physics goal of the collaborators at LHCb is to test
the standard model of particle physics (SM) by performing indirect searches for
new physics with hadrons containing b or c quarks. In contrast to the direct
searches conducted by the multipurpose experiments ATLAS (A Toroidal LHC
Apparatus) [74] and CMS (Compact Muon Solenoid) [75], CP -violating processes
and rare decay modes are precisely measured and the results are compared with the
predictions of the SM. This allows to investigate effects caused by heavy unknown
particles at energy scales far beyond what is accessible in direct searches. To do so,
it is mandatory to have a very high vertex, momentum and decay time resolution.
The detector, with which this demanding task is accomplished, is described in
Sec. 4.2. Beforehand, a description of the accelerator complex, which provides the
proton bunches to collide inside the detector, is given (see Sec. 4.1). Afterwards, the
trigger system (see Sec. 4.3) and the specific software (see Sec. 4.4) are described.
4.1 The Large Hadron Collider
At CERN elementary particle physics is studied using the world’s largest particle
accelerator, the Large Hadron Collider (LHC). Located at the French-Swiss border
area an accelerator complex including several linear and circular (pre-)accelerators
is operated (see Fig. 4.1). Before particles enter the 27 km long ring of the LHC
50 to 175 m beneath ground, they have undergone accelerations to an energy of
450 GeV by the linear accelerator LINAC 2, the BOOSTER, the Proton Synchrotron
(PS) and the Super Proton Synchrotron (SPS). A total of 1232 superconducting
dipole magnets keep the particle beams on the circular track, while quadrupole
magnets focus them. The magnets have to be operated at a temperature of
−271.3 ◦C, which is achieved by a cooling system of liquid helium.
From 2010 on mainly proton bunches and for shorter periods of time also bunches
of lead, on whose study ALICE (A Large Ion Collider Experiment) [77] is focused,
are injected. The protons are collided at centre-of-mass energies of 7 and 8 TeV in
2011 and 2012 (Run I) and since 2015 (Run II) at 13 TeV.
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Figure 4.1: CERN’s accelerator complex [76].
4.2 The LHCb detector
The LHCb detector, depicted in Fig. 4.2, is a single-arm forward spectrometer. This
means that the individual detector components are sequentially arranged in the
forward direction, starting from the interaction point. The angular acceptance in
the horizontal plane is 10–300 mrad and in the vertical plane 10–250 mrad. Thereby,
a pseudorapidity range 2 < η < 5 is covered. Instrumenting only this part of the
space has been found to be an optimal compromise between cost and output for
LHCb’s desired physics program, which is mainly to study particles containing b
or c quarks. Simulations of the correlation between the angular distribution of bb
quark pairs (see Fig. 4.3) show that a significant amount of the b and b quarks
are produced in quite small cones around the beam axis. Of course, half of the bb
quark pairs are going backwards but about 25 % of all bb quark pairs are inside the
instrumented 4.5 % of the whole space.
More details on the structure of the LHCb detector can be found in Ref. [78] and
an overview of the performance is given in Ref. [79].
Vertexing and tracking
The tracking system consists of several detector components, one of which is a dipole
magnet, which bends the tracks of charged particles with an integrated magnetic
field of 4 Tm. To be able to study charge-dependent detection asymmetries the
polarity of the dipole magnet is reversed periodically throughout data-taking. The
momentum of the track can be derived from the curvature radius. To determine
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Figure 4.2: Schematic view on the LHCb detector [78].
the curvature radius, information from tracking detector elements located upstream
and downstream of the magnet is needed. The pp interaction region is surrounded
by a silicon-strip vertex locator (VELO) [80], which delivers the most precise
information on the position of the tracks and vertices due to being installed very
closely around the beam pipe. It is composed of 42 modules with R and φ sensors,
which measure the positions of the tracks in cylindrical coordinates. Each module
is a half disk (see Fig. 4.4), which can be pulled to a proximity of 5 mm to the beam
axis. However, this is only done for stable beam conditions, otherwise the modules
could be destroyed by the beam. To monitor the beam position a dedicated detector
component called Beam Conditions Monitor (BCM) is installed at two locations in
the vicinity of the beam. Via eight diamond sensors, which have been proven to
be very radiation-hard, each station determines the particle flux and can trigger
a beam dump in case of instabilities, which occur especially during the injection
of proton bunches. The importance of this system is underlined by the fact that
it has its own power supply and constantly reports its status. If no information
from the BCM is received a beam dump is also initiated. The VELO achieves a
single hit resolution of up to 4 µm at an efficiency of more than 99 %. The disks
are arranged in a way that guarantees that even at the outermost acceptance of
300 mrad tracks hit at least three VELO stations (see Fig. 4.4). One of the main
purposes of the VELO is to precisely determine the position of the proton-proton
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Figure 4.3: Correlation of angular acceptance (left) and pseudorapidity (right) of
bb quark pairs. The frequency of produced bb quark pairs is indicated by the bin
content in the plot showing the angular acceptance and by the colour code in
the plot of the pseudorapidities, where purple means low and red corresponds to
high. The region marked in red (left) respectively the region in the red square is
instrumented by the LHCb detector.
interaction called primary vertex (PV) and the displaced secondary decay vertices
of long-lived particles like B0 mesons. The impact parameter (IP), which is the
minimum distance of a track to a PV, is measured depending on the transversal
momentum pT with a spatial resolution of (15 + 29/pT)µm (pT given in units of
GeV/c).
Between VELO and dipole magnet there is another silicon-strip detector, the
tracker turicensis (TT). Like the three tracking stations located downstream of
the magnet, which are subdivided into an inner silicon-strip tracker and an outer
straw drift tube detector [81], it is built of four layers. While the first and last layer
are arranged vertically, the inner layers are tilted by −5 ◦ and +5 ◦, respectively.
Charged particles create electron-hole pairs in the silicon-strip detectors inducing a
measurable current. A hit efficiency of at least 99.7 % and a hit resolution of 55 µm
and better is achieved during data-taking in 2011 and 2012 [79]. The straw drift
tubes of the outer tracker are filled with a gas mixture of 70 % Ar, 28.5 % CO2 and
1.5 % O2. The addition of the oxygen reduces the ageing rate [82]. Passing particles
ionise the gas. Timing measurements on how long it takes for the electrons to reach
the anode in the middle of the tube allow to reconstruct the position of the hit. In
total, the tracking system provides a relative precision on the measurement of the
momentum that varies from 0.5 % at low momentum to 0.8 % at 100 GeV/c [79].
Different track types are distinguished based on which detector components
provide information on the trajectory of the track. The category with the best
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2008 JINST 3 S08005
Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y= 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.
5.1.1 Requirements and constraints
The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:
• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].
• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).
1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
– 16 –
Figure 4.4: View on a single VELO half disk (left) and arrangement of all VELO
modules [78].
mass, momentum and vertex resolution is the long category. Long tracks originate
in the vertex detector and leave hits in all subsequent tracking stations. Long-lived
particles like K0S mesons might decay outside the VELO. If their tracks are detected
in the TT and, after passing the magnet, in the tracking stations they are ref rred
to as downstream. These two track categories are the only ones used in the analyses
described in this thesis. Furthermore, tracks are classified as VELO tracks, if they
have only left hits in the VELO, as ups ream tracks, if in addition the TT delivers
information, or as T tracks, if they are solely reconstructed in the tracking stations
downstream the magnet.
Particle identification
Apart from detecting the tracks and reconstructing their trajectory it is important
to estimate the identity of the particles. To distinguish pions from kaons and
protons two ring-imaging Cherenkov (RICH) detectors [83] are used, which are
installed between VELO and TT respectively downstream of the tracking stations.
The RICH detector upstream of the magnet is filled with C4F10 and during Run I
additionally with Aerogel. It is designed for particles with momenta in the range of
1–60 GeV/c. Higher momentum particles are detected by the second RICH detector,
which is filled with CF4. When particles pass through these materials with a speed
greater than the speed of light in the medium photons are emitted. The light
is guided to hybrid photo detectors by a system of mirrors (see Fig. 4.5). From
the radius of the light cones and the measurement of the momentum a particle
hypothesis can be constructed. While photons and electrons are identified by an
electromagnetic calorimeter (ECAL), the energy of protons, neutrons and other
long-lived hadrons is measured in a hadronic calorimeter (HCAL). To suppress
background from charged and neutral pions there is a preshower (PS) respectively
a Scintillator Pad Detector (SPD) in front of the ECAL. The thickness of the
lead in the PS is chosen as a compromise between energy resolution and trigger
performance [84]. The calorimeters are built of alternating layers of metal and
plastic. Polystyrene molecules in the plastic are excited by particle showers produced
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in the metal plates and produce ultraviolet light, whose amount is proportional
to the energy of the incident particle. The least interacting charged particles are
muons, which are identified by five stations of multi-wire proportional chambers
(MWPC) filled by a gas mixture of Ar,CO2 and CF4. Four of them are right at the
end of the detector downstream of the calorimeters and one is located in between
the second RICH and the calorimeter system. To stop the muons 80 cm thick layers
of iron are put between the last four muon stations. Only muons with a momentum
p > 6 GeV/c pass the whole detector. The detection of the muons is based on
ionisation of the gas in the MWPCs. An electric field accelerates the ions and
electrons. The emerging current is proportional to the energy of the muon.
4.3 The LHCb trigger system
Deliberately, the instantaneous luminosity at LHCb is reduced to 4× 1032 cm−2s−1,
which is significantly lower than at the other three experiments at the LHC. Though,
the partial beam loss with time can be compensated by adjusting of the beam
crossing, so that a constant luminosity level can be kept throughout the whole
fill [85]. Nevertheless, it is not possible to store the data of all visible proton-proton
collisions. Instead, a two stage trigger system consisting of a hardware (L0) and a
subsequent software level (HLT) is deployed. At the hardware trigger stage, which
runs synchronously with the bunch crossing rate of 40 MHz, events are required to
contain at least one muon with a high pT (L0Muon), or two muons with a minimal
product of their pT (L0DiMuon), or a hadron (L0Hadron), a photon (L0Photon) or
an electron (L0Electron), which deposit high transverse energy in the calorimeters.
Additionally, the number of allowed hits in the SPD is limited. These requirements
reduce the data rate to 1 MHz, at which the full detector can be read out. The
L0 signal efficiency varies a lot between muons and hadrons. While dimuon final
states are triggered with more than 90 % efficiency, for fully hadronic final states
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like D+D− only around 60 % are reached [86,87]. The high level trigger (HLT) is
a C++ application, which runs on an event filter farm of several thousand CPU
nodes. It is again split into two stages. In the HLT1 basically the decisions of the
L0 are checked. Due to the reduced data rate some more time is available. For
all events the VELO tracks are reconstructed and a partial event reconstruction
of all charged particles with pT > 500 MeV/c in 2011 and pT > 300 MeV/c in 2012
is performed. This improves the momentum resolution and enables to calculate
some invariant masses. The Hlt1TrackMuon trigger line requires a high pT muon
with a χ2IP with respect to any primary interaction greater than 16, where χ2IP
is defined as the difference in χ2 of a given PV reconstructed with and without
the considered track. The Hlt1DiMuonHighMass trigger line accepts events if they
contain two muons that form a good common vertex with an invariant mass above
2.7 GeV/c2. In HLT2, a full reconstruction of the event is performed. Therefore,
it is possible to further tighten the requirements applied in HLT1. Furthermore,
for the Hlt2DiMuonDetachedJPsi trigger line a requirement on the flight distance
is imposed. For hadrons, it is typically searched for two-, three- or four-track
secondary vertices, which are identified via a multivariate algorithm [88].
The total output rate after all trigger stages has been increased from 3.5 kHz in
2011 to 5 kHz in 2012 and 12.5 kHz in Run II.
In the oﬄine selection, trigger signals are associated with reconstructed particles.
Selection requirements can therefore be made on the trigger selection itself and
on whether the decision was due to the signal candidate (TOS), other particles
produced in the pp collision (TIS), or a combination of both.
A detailed description of the requirements imposed in the individual trigger lines
is given in Ref. [86], while the latest performance numbers can be found in Ref. [87].
4.4 The LHCb software
4.4.1 Reconstruction
Two things need to be done in the reconstruction: tracks need to be find and
combined, and particle hypotheses have to be assigned to these tracks. The
interface for the algorithms and tools is provided by the Brunel project [89], based
on the Gaudi framework [90].
The forward tracking algorithm starts with straight VELO tracks, which are built
from hits in the R and φ sensors of the VELO modules. These are extrapolated to
match hits in the tracking stations taking into account the bending of the tracks
by the magnet. Then, corresponding hits in the TT are added. A second tracking
algorithm directly matches independent VELO and T tracks. It is possible that
certain track segments are used for different tracks. In that case a Clone Killer
algorithm selects one of the reconstructed tracks. Another difficulty are ghost tracks,
which are randomly combined hits that do not stem from a real physics particle.
The particle identification (PID) of charged hadrons is performed via the allocation
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of rings in the RICH detectors to the tracks and calculating likelihoods for the
different particle hypotheses. The calorimeters are used to identify electrons and
neutral pions, which decay into pairs of photons. One of the best signatures is given
by the muon system, which excludes respectively settles the muon hypothesis quite
reliable.
4.4.2 Stripping
Once tracking and PID are done the full decay chain can be fitted. However, the data
size after reconstruction is enormous. Right now, it is inevitable to use a centralised
selection called Stripping to handle it. In the DaVinci framework [91] stripping
lines are defined, which basically are a set of requirements that describe certain
decay modes. Many selection steps can be shared between various stripping lines,
which saves a lot of computing time. For example, there are minimal requirements
for stable particles to start from. In the individual stripping lines these can then
be tightened. Only data selected by a stripping line can be analysed oﬄine by the
users and data campaigns are usually only performed as often as once per year.
This makes the stripping so important. In the stripping the OﬄineVertexFitter
(OVF) is used for the analysis of the B0→ J/ψK0S decays and the LoKiVertexFitter
(LVF) for the analysis of the B0→ D+D− decays. In order to correctly comprise
correlations and uncertainties on vertex positions, particle momenta, flight distances,
decay times, and invariant masses, the DecayTreeFitter (DTF) [92] can be used
in the reconstruction of decay chains. The decay-time related observables in both
analyses covered in this thesis stem from a DecayTreeFit, where a constraint on
the production vertex of the B0 mesons is applied using the knowledge about the
position of the primary vertex. The momenta and the invariant mass of the B0
meson are determined with a DecayTreeFit, in which additionally the invariant
masses of the daughter hadrons are constrained to their nominal masses.
4.4.3 Monte Carlo simulation
In many ways data analyses benefit from the use of Monte Carlo simulations (MC).
This reaches from the calculation of efficiencies to the development of selection
strategies or to finding appropriate parametrisations to model data distributions.
One of the advantages of MC is that, except for the need of enough computing and
storage resources, the simulated samples can be very large, typically considerably
larger than the real data sample. The main goal of the simulation is to be as close
as possible to the conditions found on real data. Therefore, constant comparison,
calibration and adjustments are needed. Whenever a deviation attracts attention,
methods to compensate the effect are applied, e.g. the performance of the particle
identification system is overestimated on MC, which can be corrected by applying
a data-driven resampling.
For LHCb the pp collisions are generated using Pythia [93] with a specific config-
uration [94]. The decays of the hadronic particles are simulated with EvtGen [95].
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To account for the radiation of photons in the final-state the package Photos [96]
is used. The Geant4 toolkit [97] is implemented as described in Ref. [98] to model
the interaction of the generated particles with the detector material. The digiti-
sation is realised using Boole [99]. The further processing is identical with the
analysis of real collision data, starting with the trigger implemented inMoore [100],
the reconstruction done via Brunel [89] and the stripping using the DaVinci
package [91].
Apart from the reconstructed properties of the particles, the true information
is available as well. This allows to compare the two and study resolution and
acceptance effects. Besides signal MC, where a specific decay mode is specified
in all details in a configuration file, it is also possible to generate inclusive MC
samples, which contain a whole family of similar decay modes, e.g. decays involving
a J/ψ resonance and anything else, or even completely unbiased samples.
4.5 Flavour tagging
For measurements of CP violation in B decays it is essential to know the initial
flavour of the decaying b hadron candidate, i.e. whether it contained a b or a b
quark at production. When studying decays of charged B mesons the flavour at
decay matches the production flavour. Therefore, the flavour can unambiguously be
determined from the charges of the final state particles. Due to meson oscillations
it is not as trivial for neutral mesons. Instead, dedicated methods called flavour-
tagging algorithms are needed, which infer the initial flavour of a reconstructed
candidate from other particles inside the event. The B-factories BaBar and Belle
have been operated at the Υ (4S) resonance, which dominantly decays into a
quantum-correlated pair of BB mesons. Therefore, by analysing the decay of the
non-signal B meson, e.g. if it proceeds via a flavour-specific process, the flavour of
the signal B meson at that time could be determined. Such correlations are not
present at proton-proton colliders like the LHC, where b quarks are dominantly
produced in bb quark pairs via gluon-gluon fusion. The LHCb collaboration has
developed several flavour-tagging algorithms, which can be classified as same-side
(SS) and opposite-side (OS) taggers. A schematic overview of all current taggers
that can be exploited to tag B0 mesons is given in Fig. 4.6. By convention each
flavour-tagging algorithm provides a flavour tag of d = +1 if the tagger decides that
it is more likely that the flavour of the initial B meson was a B0 and of d = −1 if,
based on the algorithm, a B0 flavour is more likely. However, when no appropriate
tagging particle can be found for a reconstructed candidate, a tag decision of d = 0
is assigned. The tag decisions are either based on the charge of a single selected
tagging particle or on the sign of the averaged charge of multiple tagging particles.
Besides the tag decision each tagger also provides a prediction η on the probability
that the tag decision is wrong. This mistag estimate η takes values between 0 and
0.5, where η = 0 means that there is no uncertainty on the tag decision and η = 0.5
basically corresponds to a random choice and is associated with d = 0. These
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Figure 4.6: Available tagging algorithms to tag B0 mesons at the LHCb experiment.
predictions are based on the outcome of multivariate classifiers, which combine
kinematic and geometric properties of the tagging particle as well as information
on the event.
The performance of flavour-tagging algorithms can be quantified by the tagging
efficiency εtag, which specifies for how many reconstructed candidates a tag decision
can be made, and by the true mistag probability ω. The relation between the
predicted and the true mistag probability ω(η) is determined in calibration studies
(see Sec. 5.7). From the mistag probability the tagging dilution D = 1− 2ω can be
derived, which indicates how much a measured amplitude is reduced with respect
to the physical amplitude due to wrong tags. The product of the tagging efficiency
and the squared tagging dilution εeff = εtagD2 is called tagging power or effective
tagging efficiency. It is widely used as figure of merit for tagging algorithms as it
states the effective loss in statistics compared to a perfectly tagged sample. Ideally,
the tagging power is calculated on a per-candidate basis by summing up the dilution
of all N signal candidates according to
εeff =
1
N
N∑
i=1
(1− 2ω(ηi))2 , (4.1)
with ω = 0.5 (D = 0) for the untagged candidates.
While further information on the basic principles of LHCb’s flavour-tagging
algorithms can be found in Refs. [101,102], a short description of the OS and SS
taggers will be given in Secs. 4.5.1 and 4.5.2.
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4.5.1 Opposite-side flavour tagging
Opposite-side flavour-tagging algorithms [103] infer the flavour of the signal B meson
by studying the decay process of the second b hadron, which is produced from the
same bb quark pair as the reconstructed signal B meson. Mistag probabilities are
on the one hand introduced by selecting a wrong tagging particle and on the other
hand intrinsically if the opposite-side b hadron is neutral and has already mixed at
the time of decay.
In case of a semileptonic decay of the opposite-side b hadron the charges of the
leptons are used by the OS electron (OSe) and OS muon (OSµ) tagger to determine
the flavour. These two taggers provide relatively good mistag estimates of around
30 %, but have quite low tagging efficiencies of around 2 % (OSe) and 5 % (OSµ)
for charmonium respectively 3.5 % (OSe) and 8.5 % (OSµ) for open charm modes.
The efficiency for muons is a factor 2–3 higher than for electrons due to the better
reconstruction and identification with the LHCb detector.
The OS kaon tagger selects kaons from a b→ c→ s decay chain. Its tagging
efficiency is around 17 % (21 %) for charmonium (open charm) modes at an average
mistag probability of approximately 39 %.
The OS vertex charge tagger reconstructs the secondary vertex of the opposite-
side b hadron and calculates the average charge of all tracks associated to this
vertex. The tagging efficiency and mistag probability are comparable with the OS
kaon tagger.
The recent OS charm tagger [104] reconstructs charm hadron candidates produced
through b→ c transitions of the opposite-side b hadron. The main contribution
to the tagging power of the OS charm tagger comes from partially reconstructed
charm hadrons in K−pi+X final states and from D0→ K−pi+ decays. The overall
tagging efficiency of the OS charm tagger is only 3–5 % with a mistag probability
of around 35 %.
The four taggers described first are usually combined into an OS combination.
Since the release of the OS charm tagger a new OS combination is defined, which is
slightly better than the old one.
4.5.2 Same-side flavour tagging
Apart from b quarks being produced in bb quark pairs, also d quarks mainly stem
from dd quark pairs. In the hadronisation process of the B signal candidate charged
pions and protons can be produced, which contain the other quark from the dd
quark pair, and whose charge is thereby correlated with the initial flavour of the
reconstructed B signal candidate. Positive pions and antiprotons are associated
with B0 mesons, and negative pions and protons with B0 mesons. Additionally, B0
mesons can originate from the decay B∗+→ B0pi+ of excited charged B mesons.
Then, the charge of the associated pion again determines the initial flavour. For
quite some time, the only available same-side flavour-tagging algorithm for B0
mesons was a SSpi tagger with a cut-based approach to select the appropriate
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tagging pion. It has a tagging efficiency of around 15 % for J/ψX final states at
an average mistag probability of about 42 %. Recently, an improved SSpi tagger
using a boosted decision tree (BDT) to select the tagging pion and based on the
very same principles also a SSp tagger have been developed [105,106]. These two
flavour-tagging algorithms select completely disjoint tagging particles ensured by a
requirement on the distance log-likelihood (DLL) between the pion and the proton
hypothesis of the tagging particle. The tagging efficiency of the SSpi tagger is very
high with 70–75 %. The SSp tagger provides non-zero tags for around 35 % of all
reconstructed signal candidates, of which about 80 % are also tagged by the SSpi.
However, the high tagging efficiency comes along with rather large average mistag
probabilities of around 45 %. The response of the two BDT-based SS taggers is
combined into a common SS response.
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5.1 Maximum likelihood method
For parameter estimations, especially in the case of multidimensional fits, the
(extended) maximum likelihood method is often used. The extended likelihood
function is defined as
L(~λ; ~x) = e
−NNn
n!
∏
s
Ns∏
i=1
Ps(~xi;~λs) . (5.1)
Here, Ps is a properly normalised probability density function (PDF), which can
differ between several simultaneously treated categories indexed via s. The vector ~x
contains the values of all observables and the vector ~λs comprises all parameters, for
which the optimal values, i.e. the ones that maximise the likelihood function, have
to be found. Most numerical algorithms do not maximise the likelihood function
but instead look for the minimum of the negative log-likelihood − lnL, which
represents the same optimum. The prefactor takes the probability into account
that n =
∑
sN
s events are observed although N are expected. The value of this
expectation is as well estimated in the likelihood fit. To include uncertainties on
fixed parameters in the likelihood fit Gaussian PDFs
G(x;µ, σ) = 1
σ
√
2pi
e−
1
2(
x−µ
σ )
2
(5.2)
with mean µ and width σ are multiplied to the likelihood function. Herein, the
parameter to be constrained is the variable and the Gaussian’s mean and width are
fixed to the parameter’s value and uncertainty, respectively.
5.2 Selection
When reconstructing decays in a hadronic environment, like at LHCb, it is inevitable
that some of the candidates do not stem from the signal decay chain that one
wants to analyse. In fact, most of the reconstructed candidates are usually built
from random combinations of tracks that have no common physical origin. But
especially when searching for a very rare signal it is better to be careful and at first
stage rather keep an event than throwing it away. However, this is limited by the
available disk space and computational resources. Furthermore, the sensitivity of a
measurement suffers from background contamination. Therefore, a selection needs
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to be developed that separates signal from background candidates. The simplest
selection is a requirement of the type a < b. Several of these cuts can be combined
to a sequence but for each variable a maximum of two requirements can be applied,
i.e. a minimal and a maximal value can be defined. This means that out of the
whole phase space only a hyperrectangle is selected. But the simplicity is also a
strength of the cut-based selection. It is very fast and the selection requirements
can easily be understood and connected to event or particle properties. Additionally,
the efficiency of the requirements can be determined individually. To account for
dependencies between the variables a grid search can be performed, in which the
optimal cut values are determined recursively. In principle, the cut-based selection
can be extended by allowing case differentiation, i.e. connecting sequences with OR
requirements, or by constructing combinations of variables, like products or ratios.
However, a cut-based selection often leads to suboptimal selection performances.
5.2.1 Multivariate selection
More elaborate selection methods are based on machine learning algorithms, which
more and more enter the field of particle physics. These multivariate techniques im-
prove the possibility to separate signal from background contributions as they make
use of correlations between input variables. Software packages, like TMVA [107] or
scikit-learn [108], provide implementations of these algorithms.
A simple multivariate classifier is a decision tree [109], which splits the phase
space according to repeated decisions on certain variables. Starting from a root
node the variable and cut value is determined, where the best separation can be
achieved according to a criterion like the Gini index p · (1−p) [110], with p being the
signal purity, i.e. the fraction of signal in the total data sample. At each following
node the cut value and even the variable used for the separation can be chosen
dependent on the previous decision. The depth of the tree, i.e. the maximal number
of consecutive decisions, is tunable. When a stop criterion is matched, e.g. the
ratio of candidates reaching a node falls below a predefined threshold, no further
decisions are applied. The tree is trained with a set of labelled data. Each final
leaf is classified as signal or background depending on the class of the majority of
training events ending in that leaf. Ideally, the decision tree should learn, which
sequence of criteria achieves the best separation between signal and background.
An improvement can be achieved by combining several decision trees to a forest, in
which the classification of an event follows a majority vote of the individual trees,
e.g. in a Random Forest [111].
An alternative is to alter the impact of the training events in a decision tree by
applying weights. This procedure is called boosting and leads to Boosted Decision
Trees (BDT) [112]. One possibility how the boosting can be realised is the AdaBoost
method [113]. Events that are misidentified in the previous tree are weighted by
α =
1− ε
ε
, (5.3)
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with ε < 0.5 being the misclassification rate of the previous tree. This criterion is
fulfilled as long as the decision tree performs better than a random choice. The
learning rate can be further modified by using an exponent β for the weight, α→ αβ.
To have the same effective number of events as before, i.e. the same sum of weights,
the events are renormalised before training the next tree. The BDT output classifier
y is given by the weighted mean of the tree’s output h, which is +1 for signal and
−1 for background,
y =
1
Ntrees
Ntrees∑
i
ln(αi)hi . (5.4)
This means that an event is classified more signal-like the higher the BDT output
classifier. Another boosting algorithm is the GradientBoost method [114]. It is
based on minimising a defined loss function, which describes the deviation between
the classification and the truth, by calculating the gradient of the loss function.
The importance of a feature in a (boosted) decision tree can be determined by
counting how often it is used and by considering how important the cuts are in
terms of events reaching the corresponding node and in terms of the separation
power between signal and background candidates.
Another multivariate method is the Artificial Neural Network (ANN) [115]. It
consists of several neurons, divided into input units, hidden units and output units.
The way how these units are connected, the corresponding strength and the effect,
either excitatory or inhibitory, defines the neural network.
Multivariate selection methods have the disadvantage that their success has to
be limited or in other words that it is not necessarily ideal if a perfect separation
is achieved. The problem is that the training data are only proxies for the real
data and that the multivariate method eventually learns to distinguish the different
categories based on unphysical properties that do not inhere in real data. These
could for example be statistical fluctuations or differences between simulated and
real data. This so called overtraining leads to an overestimation of the performance
of the selection. Overtraining can be avoided if the training data samples are large
and as close as possible to the real data, on which the selection should be applied
in the end. However, this does not mean that the same data should be used for the
training and for the analysis. In the selection of B0→ D+D− decays the high mass
sideband is taken as proxy for the combinatorial background and excluded from the
subsequent analysis. A typical check for overtraining is performed by comparing
the output classifier distributions of the training data and of a test sample, which
has been removed randomly from a common data set.
5.2.2 Unfolding data distributions using sWeights
Another approach to unfold data distributions is to statistically remove background
contributions by applying weights. To do so, the shape of the signal and background
contributions for one or several dimensions is needed. While the shapes of signal
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decays are mostly defined by some theoretical considerations, which eventually need
to be modified to account for experimental effects, like resolutions or acceptances,
it is usually difficult to motivate the shape for background contributions from
first principles. An observable that has proven to provide a good separation is
the invariant mass. Reliable parametrisations of the invariant mass distribution
of signal and background contributions can be found quite easily. In the sPlot
technique [116] the weights are calculated from yields of an extended maximum
likelihood fit (see Sec. 5.1). Based on the fit results sWeights according to
sPn(xi) =
∑Ns
j=1 Vnjfj(xi)∑Ns
k=1 Nkfk(xi)
(5.5)
can be calculated for each candidate. Herein, the indices j and k sum over the Ns
categories described in the PDF f . The matrix V contains the covariances between
the yields N and needs to be determined from an individual fit, in which all shape
parameters are fixed. The sWeights fulfil the condition that their sum over one
category returns the corresponding fitted yield. The sWeights can be applied to
other observables if they are uncorrelated with the observable used to obtain the
sWeights. In sweighted histograms the uncertainty on the bin content of bin i is
given by
σ(i) =
√∑
e⊂i
(sPn)2 . (5.6)
5.2.3 Figures of merit
One of the main questions when performing a selection is, how the requirements, be
it a sequence of cuts or the classifier of a multivariate method, should be optimised.
In an ideal world, one would find a selection that keeps all signal candidates and
removes all background contributions. But this is unrealistic. Instead, suitable
figures of merit have to be defined, whose optimum should correspond with the
ideal selection. In a measurement of CP violation the goal is to obtain the optimal
precision. Therefore, the sensitivity on the CP observables itself seems to be the best
figure of merit. Indeed, the optimisation of the BDT output classifier in the selection
of B0→ D+D− decays is based on this very criterion. However, there are some
caveats. On the one hand, there is usually more than one observable describing the
CP violation and a strategy needs to be found how the sensitivities of the different
CP observables can be combined into a single figure of merit. On the other hand,
the absolute uncertainty might depend on the central value and thus small values
for the CP observables could be preferred. Finally, the full decay-time-dependent
fit has to be performed, which is often very complex and takes a long time until
it converges. For all these reasons, alternative figures of merit are developed. A
very simple one is the pure signal efficiency S. Under the assumptions that a
high signal yield is more important than a low background contamination and that
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the selection requirements are effectively suppressing background contributions, a
possible selection strategy is to judge requirements only by their signal efficiency.
In the B0→ J/ψK0S analysis this approach is chosen using the requirement that the
individual cuts have to be at least 99 % signal efficient. Including the background
yield to the definition of the figure of merit should make it easier to find the
optimal cut point, as the background contamination partly influences the achievable
sensitivity. There are several possibilities how the signal yield S and the background
yield B can be combined: The figure of merit
Q1 =
S
S +B
, (5.7)
called purity, describes the fraction of signal candidates. It is limited to unity, which
is reached when no background candidates are left over. Using merely the purity
does not necessarily lead to an optimal selection, e.g. when lots of signal candidates
would be thrown away in order to remove one last remaining background candidate.
Instead, the signal significance
Q2 =
S√
S +B
, (5.8)
which states by how many standard deviations the signal yield exceeds zero, is
widely used. To enhance the impact of a high signal yield, the signal significance
can be multiplied with the purity:
Q3 =
S2√
(S +B)3
. (5.9)
For decay-time-independent studies, like determinations of branching ratios, the
figure of merit Q3 is appropriate. In searches for very rare decay modes, where a
certain significance expressed in number of standard deviations a is desired, Punzi’s
figure of merit [117]
Q4 =
S
a/2 +
√
B
, (5.10)
is often used.
However, for decay-time-dependent studies the figure of merit can be improved
through an extension that takes into account that the contribution of a signal
candidate to the sensitivity on CP observables depends on its decay time. For
instance, the sine term in the decay-time-dependent asymmetry (see Eq. (3.38))
has its maximum at t = pi
2 ∆md
≈ 3 ps. Thus, signal candidates with such decay
times have a higher impact. This can be expressed by adding up the square of the
differentiation of the log-likelihood with respect to the parameter of interest, here
Sf , of all NS signal candidates:
Q5 =
NS∑
i=1
[
sin(∆md ti)
1 + di Sf sin(∆md ti)
]2
, (5.11)
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with di = +1 for B0 and di = −1 for B0. Additionally, it has to be considered that
the decay time distribution of background candidates usually follows an exponential
function with an effective lifetime that is significantly smaller than the B0 signal
lifetime. This can be incorporated by using a decay-time-dependent purity fi(t):
Q6 =
N∑
i=1
f 2i ·
[
sin(∆md ti)
1 + di Sf sin(∆md ti)
]2
. (5.12)
Here, the sum is built over all N candidates, signal and background. The purity
can be determined via a fit to the invariant mass distribution or more specifically
via sWeights (see Sec. 5.2.2). Moreover, the influence of further experimentally
induced dilutions can be added, e.g. from the flavour tagging (see Sec. 4.5) or the
decay time resolution (see Sec. 5.6). Such a generalised figure of merit for decay-
time-dependent measurements of CP violation is derived in Ref. [118]. Although
it sounds as if the figure of merit Q6 is most qualified, it is neither used in the
selection of B0→ J/ψK0S decays nor in the selection of B0→ D+D− decays. The
reason is that the systematic uncertainty caused by complex figures of merit is
difficult to estimate. Therefore, although alternative figures of merit have been
tested, the signal efficiency respectively the direct statistical uncertainty are chosen
as figures of merit, as they have been trusted more in the internal review processes.
5.3 Spline interpolation
In many cases phenomenological models are an efficient way of describing shapes,
e.g. when parametrising acceptances, which are typically influenced by more effects
than could realistically be analysed separately. Interpolating cubic splines, which
are piecewise defined third order polynomials, are an useful implementation [119].
They are parametrised by a set of knots and coefficients at these positions and
can be written as the sum over base splines. The first and second derivatives are
continuous throughout the domain. The choice of the number and positions of the
knots determines how accurate the given shape can be described.
In the B0→ J/ψK0S analysis described in this thesis cubic splines are used to
parametrise the shape of the mistag distributions and to transfer a histogram
of the decay-time-dependent efficiency into an unbinned, analytically integrable
representation. In the B0→ D+D− analysis cubic splines are used to model the
deviation of the decay time distribution from a pure exponential distribution, which
is not caused by CP -violating effects.
5.4 Bootstrapping method
The bootstrapping method (see e.g. Ref. [120]) is a frequentist model-independent
approach to estimate confidence level intervals. Toy data samples are produced by
drawing events from the nominal data sample, with replacement, until the statistics
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matches the number of candidates of the nominal data sample. This means that the
same event can be drawn multiple times. The bootstrapping method can easily be
used for multiple dimensions. Thus, it maintains correlations between the observ-
ables without any assumptions or model dependencies. Therefore, bootstrapped
samples serve as perfect representations of the original data. Calculations or fits
that are originally done once on the nominal data sample can be repeated several
times. So, reliable estimates for standard deviations or confidence level intervals
can be derived.
5.5 Blinding
Especially when performing precision measurements or searching for rare decays
it is advisable to blind the results throughout the analysis and even as analyst
only look at them after some thorough (ideally external) review process. Blinding
means that the central value or the final result is unknown to all involved people.
This procedure avoids the experimenter’s bias, i.e. the unintended biasing of a
result towards a known or expected value or towards a (subconsciously) desired
observation. The blinding transformation that has been applied in the measurements
of CP violation in B0→ J/ψK0S and B0→ D+D− decays is adding a hidden offset
to the fitted CP parameters Sf and Cf using the RooUnblindUniform method of
RooFit’s RooBlindTools [121]. With this method the uncertainty on the extracted
parameters does not change and can still be used for optimising the selection. Here,
the offset is drawn from a uniform distribution between −2 and +2 using a random
number generator whose seed is generated from a so-called blinding string. As the
physical range of sin 2β is [−1, 1], this ensures a good opacity. A review of blind
analyses is given in Ref. [122].
5.6 Decay time resolution
Uncertainties in the determination of the position of vertices and in the measurement
of momenta (although thanks to the VELO (see Sec. 4.2) pretty accurate at LHCb)
lead to a finite decay time resolution σ, which dilutes the observed CP asymmetry
by a factor
D = e−∆md
2 σ2
2 . (5.13)
This formula is the special case for a Gaussian resolution model with width σ. The
general formula is derived in Ref. [123]. For B0 mesons the dilution induced by the
decay time resolution has only minor influence on the measurement of CP observables
because the oscillation frequency of B0 mesons ∆md = (0.5064± 0.0019) ~ ps−1 [22]
is quite low. Even for a decay time resolution of 100 fs, which would be almost
two times larger than what is usually found in analyses performed by LHCb, the
dilution factor is greater than 99 %.
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5.7 Flavour-tagging calibration
As mentioned in Sec. 4.5 the output of the flavour-tagging algorithms η needs to be
calibrated to ensure that it reflects the true mistag probability ω. Usually, a linear
function
ω(η) = p0 + p1(η − 〈η〉) (5.14)
is chosen. Shifting the function by the average mistag estimate 〈η〉 reduces the
correlation between the calibration parameters p0 and p1, which in case of a perfect
calibration are p0 = 〈η〉 and p1 = 1.
Due to different interaction rates of the tagging particles with the detector material
or detection asymmetries the performance of the flavour-tagging algorithms can
depend on the initial flavour. This behaviour is quite unfortunate in the measurement
of CP violation as it can dilute or enhance the observed asymmetry. To account
for these tagging asymmetries separate parametrisations for the flavour-tagging
calibrations of initial B0 and B0 are implemented:
ωB
0
(η) = pB
0
0 + p
B0
1 (η − 〈η〉) ,
ωB
0
(η) = pB
0
0 + p
B0
1 (η − 〈η〉) .
(5.15)
Equivalently, the calibration parameters for B0 and B0 can be related through their
mean and their difference:
pi =
pB
0
i + p
B0
i
2
, ∆pi = p
B0
i − pB
0
i , with i = 0, 1 . (5.16)
The asymmetry of the mistags can then be written as
∆ω(η) = ∆p0 + ∆p1(η − 〈η〉) . (5.17)
For the flavour-tagging calibration it is beneficial to use flavour-specific decay
channels that are kinematically similar to the signal channel. Additionally, the
selection between the two channels should be as close as possible. This allows
to transfer the calibration results from the control to the signal channel without
assigning large systematic uncertainties. On the other hand, the control channel
should ideally be a mode with high statistics to reduce the statistical uncertainties on
the flavour-tagging calibration parameters. A good compromise between these two
requirements is found by choosing B0→ D+s D− as calibration mode for B0→ D+D−,
while for B0→ J/ψK0S the OS tagging combination and the cut-based SSpi tagging
algorithm are calibrated with B+→ J/ψK+ and B0→ J/ψK∗0 decays, respectively.
5.7.1 Calibration using B0→ D+s D−
The flavour-tagging calibration using B0→ D+s D− decays, described in the following,
has been provided by collaborators from Milano.
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The decay of B0 mesons via the decay mode B0 → D+s D− proceeds flavour
specific as the charge of the D+s meson unambiguously determines the flavour of
the decaying B0 meson. When reconstructing the D+s meson via D+s → K−K+pi+
and the D+ meson via D+→ K−pi+pi+, a very similar selection to the one for
B0→ D+D− (described in Sec. 7.1) can be applied. The only differences are that
the invariant mKKpi mass is required to lie within ±25 MeV/c2 of the known D+s
mass [124] and that the vetoes against misidentified backgrounds are not applied.
A maximum likelihood fit to the invariant mD+s D− mass distribution is performed
to statistically subtract the remaining background via the sPlot technique [116].
Apart from the B0→ D+s D− component, which is parametrised by the sum of two
Crystal Ball functions (common mean but different widths, and tail parameters
taken from MC), the fit model includes components for B0s→ D−s D+ decays and for
combinatorial background. The total B0→ D+s D− yield is found to be 16 736± 134
at a quite low background level, as can be seen in Fig. 5.1.
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Figure 5.1: Masses of B0→ D+s D− candidates and projected PDFs.
The B0–B0 mixing prevents to infer the flavour of the B0 meson at production.
Therefore, a mixing analysis is performed to determine the true mistag probability
ω from the amplitude of the mixing asymmetry
Amixmeas(t) ≡
Nunmixed(t)−Nmixed(t)
Nunmixed(t) +Nmixed(t)
= (1− 2ω) cos(∆md t) , (5.18)
where Nunmixed is the number of B0→ D+s D− decays with a final state that does
correspond to the flavour tag, and Nmixed the number with a final state that does
not. Other experimentally induced effects are corrected for, like the detection
asymmetry Adet, the production asymmetry AP and the flavour-specific asymmetry
adsl. With unbinned maximum likelihood fits to the decay time and tag distributions
the results listed in Table 5.1 are determined, one fit for the sample with a non-zero
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tag of the OS tagging combination and one for the sample with a non-zero tag
of the SS tagging combination. This means that some candidates are used for
both calibrations. The systematic uncertainties are dominated by the background
subtraction and the calibration method.
Table 5.1: Flavour-tagging calibration parameters from B0→ D+s D−. The first
uncertainty is statistical and the second accounts for systematic uncertainties.
Parameter OS SS
p1 1.07± 0.07 ± 0.01 0.84± 0.09 ± 0.01
p0 0.369± 0.008± 0.010 0.430± 0.006± 0.009
〈η〉 0.3627 0.4282
∆p1 0.03± 0.11 ± 0.03 0.07± 0.13 ± 0.05
∆p0 0.009± 0.012± 0.001 -0.007± 0.009± 0.001
The raw mixing asymmetries in Fig. 5.2 represent graphically that the OS tagging
combination on average provides better mistag estimates but has a lower tagging
efficiency than the SS tagging combination. This can be derived from the larger
amplitude and the larger error bars.
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Figure 5.2: Raw mixing asymmetry as a function of the B0 decay time for events
tagged by (left) the OS and (right) the SS tagging combination. The solid line
represents the PDF projection.
Thanks to the improved flavour-tagging algorithms and the kinematic properties
of the selected B0→ D+D− decays, which for example have on average high pT,
an effective tagging efficiency of εtagD2 = (8.1± 0.6) % is achieved. This splits
into a tagging power of (1.02± 0.09) % from events that are tagged only by OS
taggers, (1.36± 0.19) % from events tagged only by SS taggers, and (5.7± 0.5) %
from events tagged by tagging algorithms of both sides. To date this is the highest
effective tagging efficiency in tagged CP violation measurements at LHCb.
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5.7.2 Calibration using J/ψX channels
The flavour-tagging calibration for B0→ J/ψK0S decays has been performed by
collaborators from Lausanne and Dortmund.
For the charged B+→ J/ψK+ decay, which is used to determine the calibration
of the OS tagging combination for the analysis of B0→ J/ψK0S decays, a comparison
of the charge of the kaon with the tag decision directly tells if the tag decision is
correct or not. Binning the sample in terms of the mistag estimate a χ2 fit using
Eq. (5.14) is performed to the (η, ω) pairs and reveals the following results for the
calibration parameters:
pOS0 = 0.3815± 0.0011 (stat.)± 0.0016 (syst.) ,
pOS1 = 0.978 ± 0.012 (stat.)± 0.009 (syst.) ,
〈ηOS〉 = 0.3786 .
(5.19)
Repeating the same fit with a split of the sample into the initial flavours gives
access to the asymmetry parameters ∆p0 and ∆p1, which are determined to be
∆pOS0 = 0.0148± 0.0016 (stat.)± 0.0008 (syst.) ,
∆pOS1 = 0.070 ± 0.018 (stat.)± 0.004 (syst.) .
(5.20)
A cross-check of the calibration in a control sample of B0→ J/ψK∗0 decays confirms
the validity of transferring the calibration from B+ to B0 decays.
Despite the advantages of B+→ J/ψK+ as control channel (charged decay mode,
very high statistics), for the calibration of the cut-based SSpi tagging algorithm
B0→ J/ψK∗0 decays are used because differences in the composition of the fragmen-
tation products in the B+ and B0 hadronisation are expected. Like for B0→ D+s D−
a decay-time-dependent mixing analysis is needed. Here, a twodimensional fit to
both the reconstructed decay time and mass distributions is performed. From a
simultaneous fit in five evenly filled bins of the mistag estimate η the calibration
parameters for the SSpi tagging algorithm are determined to be
pSSpi0 = 0.4232± 0.0029 (stat.) ± 0.0028 (syst.) ,
pSSpi1 = 1.011 ± 0.064 (stat.) ± 0.031 (syst.) ,
∆pSSpi0 = −0.0026± 0.0043 (stat.) ± 0.0027 (syst.) ,
∆pSSpi1 = −0.171 ± 0.096 (stat.) ± 0.04 (syst.) ,
〈ηSSpi〉 = 0.425 .
(5.21)
The systematic uncertainties for both calibrations cover two different types, one
for intrinsic uncertainties and one for the kinematic differences between the control
mode and the signal decay B0→ J/ψK0S . The effect of these two sources is of the
same order.
The combined effective tagging efficiency is (3.02± 0.05) %, which is composed
of a tagging efficiency of εtag = (36.54± 0.14) % and an effective mistag probability
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of ωeff = (35.62± 0.12) %. The major contribution comes from the OS tagging
combination, which has an inclusive tagging power of (2.63± 0.04) %. The cut-based
SSpi tagging algorithm adds (0.376± 0.024) %.
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B0→ J/ψK0S Decays
The measurement of CP violation in B0→ J/ψK0S decays [125] is performed on
LHCb’s full Run I data sample, which corresponds to an integrated luminosity of
3 fb−1. The analysis is based on a collaborative work with Christophe Cauet [126].
Therefore, my main contributions, namely the decay time resolution study (see
Sec. 6.3), the analysis of the backgrounds (see Sec. 6.4), the fitter development, and
the studies of systematic uncertainties (see Sec. 6.6), are described in more detail,
while the other parts are only briefly summarised to complete the picture. The
initial flavour of the B0 mesons is determined with the OS combination, excluding
the OS charm flavour-tagging algorithm, and with the cut-based SSpi tagger. The
calibration of these taggers is described in Sec. 5.7.2.
6.1 Data preparation
Candidate B0→ J/ψK0S decays are reconstructed through the subsequent decays
J/ψ→ µ+µ− and K0S→ pi+pi−. Only combinations of two long (LL) or two down-
stream tracks (DD) are considered for the pions. All events must have passed either
the L0Muon or the L0DiMuon trigger line. This is implicitly given by the requirement
that a positive J/ψ TOS decision of the DiMuonHighMass or the TrackMuon trigger
line in the Hlt1 stage and of the DiMuonDetachedJPsi trigger line in the Hlt2 stage
exists. These trigger requirements have a total signal efficiency of about 85 %.
In the stripping loose requirements on the quality of the J/ψ , the K0S and the B0
vertex are applied. The invariant masses of the µ+µ− and the pi+pi− combination are
required to be roughly consistent with the known J/ψ and K0S masses, respectively.
Moreover, the K0S candidates must have a significant decay length and some further
kinematic requirements need to be fulfilled. Despite these rather loose selection
requirements, the signal to background ratio is already quite high. Therefore, in
the oﬄine selection almost all cuts are tuned to have a high signal efficiency. The
probability of the muon and pion tracks to be ghost tracks (see Sec. 4.4.1) is reduced
to 20 and 30 %, respectively. The mass window around the J/ψ meson is tightened
to correspond to five standard deviations. For the K0S meson the mass window
is adapted to the track type of the pions. It contains four and eight standard
deviations for the long and the downstream candidates, respectively. A specific
treatment against misidentified Λ0b→ J/ψΛ and B0→ J/ψK∗0 decays is performed.
The former are rejected by tighter PID requirements on the pions if the invariant
47
6 Measurement of CP Violation in B0→ J/ψK0S Decays
mass under a pip mass hypothesis is compatible with the Λ mass [124]. The latter
are suppressed with a cut on the K0S decay time in units of its uncertainty.
The invariant B0 mass, which is restricted to candidates inside 5230–5330 MeV/c2,
is obtained from a fit to the whole decay chain (DecayTreeFit [92]) with constraints
on the J/ψ and K0S masses as well as the constraint that the momentum vector
of the B0 meson has to point back to the PV. The decay-time related observables
stem from a DecayTreeFit, where only the PV constraint is applied. To facilitate
the description of the decay time acceptance and to further suppress prompt
combinatorial background, only candidates with t > 0.3 ps are kept. In the last
step of the selection one candidate is chosen randomly for events where multiple
candidates have survived the previously described selection.
6.2 Decay time acceptance
The trigger line requirements applied in the selection of the B0→ J/ψK0S candidates
partially bias the decay time distribution. The sample is divided into an almost
unbiased subset (AU), defined by
AU ≡ Hlt1DiMuonHighMass && Hlt2DiMuonDetachedJPsi
and an exclusively biased subset (EB), defined by
EB ≡ (Hlt1TrackMuon && !Hlt1DiMuonHighMass) && Hlt2DiMuonDetachedJPsi
Here, the TOS decisions with respect to the J/ψ meson of these trigger lines are
used. For both samples the relative efficiency is calculated as the ratio between the
number of signal candidates fulfilling these trigger requirements and those fulfilling
the requirements of an unbiased collection of trigger lines (Hlt1DiMuonHighMass
&& Hlt2DiMuonJPsi). A simultaneous fit of the mass distribution in ten bins of the
decay time is performed to obtain the signal yield ratios. The resulting histograms
(see Fig. 6.1) are fitted with cubic splines using the bin centres as knots for the
splines. In the fit of the spline function the bin contents are allowed to vary inside
their uncertainties, which are estimated as binomial errors for the AU sample and
via Gaussian error propagation for the EB sample. The acceptance shape at and
beyond the decay time limits is unknown, so it is assumed that the efficiency shape
is flat in front of the first and behind the last bin centre.
Another efficiency loss is observed at high decay times. This is mainly caused by
a reconstruction inefficiency of the VELO. To account for this effect the lifetime τ
is modified according to
τ˜ =
τ
1 + βττ
. (6.1)
The correction factor βτ is determined in a fit to simulated data, where the generation
value for the lifetime is known and thus can be fixed. To avoid further decay-
time biasing effects an unbiased sample is used. The values, which are obtained
individually for the two data-taking conditions and the two track types, are listed in
48
6.3 Decay time resolution
t (ps)
1 10
ε A
U
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
LHCb inofficial
B0→ J/ψK0S
t (ps)
1 10
ε E
B
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
LHCb inofficial
B0→ J/ψK0S
Figure 6.1: Histograms of the trigger acceptance for the almost unbiased (left) and
the exclusively biased (right) sample. The blue curve shows the fitted acceptance
using splines.
Table 6.1: Decay-time correction factor βτ in ps−1.
2011 2012
downstream 0.0036± 0.0029 0.0084± 0.0032
long track 0.018± 0.004 0.035± 0.005
Table 6.1. It is apparent that the correction factors are roughly two times larger in
2012 than in 2011 and four to five times larger for long tracks than for downstream
tracks. While the former can be explained with changes in the reconstruction
software, the latter comparison clearly shows that the VELO is the main reason for
this acceptance effect.
6.3 Decay time resolution
The most obvious effect of the decay time resolution are candidates that are
reconstructed with negative decay times. However, these are ideal candidates to
determine the decay time resolution. An unbinned likelihood fit to the decay
time distribution of an unbiased B0→ J/ψK0S sample with true J/ψ candidates
(selected by a fit of the invariant mµ+µ− mass distribution) is performed. The fit
model consists of a component for the prompt peak around 0 ps, i.e. the decay
time resolution model, a component to describe events where a wrong PV has
been associated and therefore a large difference between true and reconstructed
decay time occurs, and long-lived components. The long-lived components are
parametrised with two exponentials, which have different pseudo lifetimes and
which are themselves convolved with the decay time resolution model. The decay
time resolution depends on characteristics of the event. The DecayTreeFit provides
predictions for the per-event decay time resolution σt, which can be used as the
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width of a Gaussian resolution model. However, these predictions are not perfect
and a calibration needs to be applied. Additionally, to account for different sources
causing the decay time resolution an effective model with two Gaussian functions,
which share a common mean but have different calibrations, is used.
The first step is to find a reasonable calibration model. A linear (f1) and a
quadratic (f2) calibration model are tested:
f1 : σtrue(σt) = bi σt + ci ,
f2 : σtrue(σt) =αi σ
2
t+ βi σt + γi .
(6.2)
The data sample is divided into 20 equally filled bins of the decay time resolution
predictions σt. This is done separately for the downstream and the long track sample
as the decay time resolution of long track candidates is expected to be significantly
better. Under the assumption that σt is constant inside the bins average widths
can be set for the two Gaussian functions. An unbinned likelihood fit to the decay
time distribution, simultaneous in all bins, sharing all fit parameters except the
widths of the Gaussian resolution functions is performed. The widths are plotted in
the corresponding bins and a χ2-fit with the two calibration functions is executed.
For the downstream sample the results are depicted in Fig. 6.2. Both functions fit
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Figure 6.2: Fit of a linear (green short-dashed) and a quadratic calibration function
(blue long-dashed) to the narrower (left) and to the wider width (right) of the
downstream sample.
equally well, so the simpler linear model with less degrees of freedom is preferred.
The linear model is also chosen for the long track sample.
With the calibration functions at hand an unbinned likelihood fit in decay times
and decay time resolution predictions is performed and the nominal values of the
calibration parameters are determined. The dilution factor induced by the decay
time resolution (see Eq. (5.13)) is calculated to be 0.986 for downstream and 0.989
for long track candidates.
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6.4 Backgrounds
Although B0→ J/ψK0S is an experimentally very clean decay channel, care has
to be taken to properly identify, suppress or even reject backgrounds. While the
two muons can be identified quite effectively, the pions of the K0S decay might
actually be kaons or protons that have been misidentified. This would lead to
background contributions from B0→ J/ψK∗0 and Λ0b → J/ψΛ. To analyse the
p→ pi misidentification the proton mass hypothesis is assigned to one of the pions
and the invariant mass of the proton-pion pair mppi is recalculated. An excess
of candidates at the Λ mass MΛ = 1115.683 MeV/c2 [124] can be seen, which is
reduced by applying a tighter requirement on the difference of the proton-pion
log-likelihood for candidates close to MΛ. With Λ0b→ J/ψΛ signal MC it is checked
that after reconstruction, stripping and all oﬄine selection requirements, including
the veto described above, the expected yield is a sub-percent effect. For K → pi
misidentification the broad width of the K∗0 does not allow an analogous approach.
But studies on B0→ J/ψK∗0 MC show that the expected contribution is even lower
than for Λ0b→ J/ψΛ. The main reason is the short lifetime of the K∗0, which is
exploited by the lifetime significance cut on the K0S . So, it can basically be assumed
that besides the signal candidates almost only combinatorial background is present
in the data sample. Nevertheless, it has to be studied whether the background
shows any tagging-dependent asymmetry, which would dilute the measured CP
asymmetry.
By performing a fit to the invariant mass distribution the sPlot technique [116]
provides a possibility to study the tagging-dependent distributions of the combina-
torial background. First of all, the time-integrated asymmetry
Aintbkg =
NB
0
bkg −NB0bkg
NB
0
bkg +N
B0
bkg
(6.3)
is calculated for both track type categories and separately for the OS tagging
combination and the SSpi tagging algorithm. Out of the four values listed in
Table 6.2 only the one for the downstream OS tagged sample, which has the highest
statistics, stands out, as it disfavours CP symmetry at more than 3 standard
deviations.
Table 6.2: Decay-time-integrated asymmetry of sweighted background distributions
and p-value for compatibility of decay-time-dependent asymmetry with flat line at
zero for downstream (DD) and long track (LL) OS and SSpi tagged events.
category Aintbkg p-value
DD OS 0.017± 0.005 0.100
DD SSpi −0.016± 0.011 0.437
LL OS −0.005± 0.012 0.617
LL SSpi 0.044± 0.034 0.969
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But even decay-time-integrated asymmetries compatible with zero do not exclude
decay-time-dependent asymmetries. The latter are investigated by plotting the
raw background asymmetry in ten bins of the decay time with bin sizes chosen
to increase exponentially (see Fig. 6.3). However, it is difficult to judge by eye if
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Figure 6.3: Raw background asymmetry in sweighted data with logarithmic binning.
DD in top, LL in bottom plots. OS tagged candidates on the left, SSpi tagged
candidates on the right side.
there is a significant oscillation. Thus, χ2-tests against the null-hypothesis, i.e. a
flat line at zero, are performed and the corresponding p-values are calculated (see
Table 6.2). None of the p-values is very low, so the deviations from zero can be
explained with statistical fluctuations. The same procedure (mass fit → sWeights
→ histograms of Abkg) is performed with cocktail MC consisting of signal MC and
background Toy MC. Here, no asymmetry is generated for the background and
the resulting p-values are very similar to the ones for the nominal data sample.
Finally, an unbinned likelihood fit is performed to the sweighted background decay
time distribution using two/three exponentials with different pseudo-lifetimes and
allowing for tagging-dependent asymmetries in the PDF. All asymmetry parameters
are compatible with zero at a significance of two standard deviations.
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6.5 Nominal fit
A multidimensional fit to the distributions of the reconstructed mass m, the decay
time t and its error prediction σt, the OS and SSpi tags and mistag probabilities
is performed, mainly to extract the CP observables SJ/ψK0S and CJ/ψK0S . Thanks
to the selection, which cleans up the sample from other background contributions,
besides the signal component only the combinatorial background component needs
to be parametrised.
The mass distribution, which enables the best discrimination of the two compo-
nents, is modelled by a modified Hypatia PDF [127] and an exponential function. All
shape parameters are allowed to differ between the two track type categories. The
four tail parameters of the signal parametrisation are taken from fits to simulated
events.
The PDF describing the signal decay time distribution is basically given by
dΓ(t, d)
dt
∝ e−t/τ
(
1− d Sf sin (∆md t) + dCf cos (∆md t)
)
, (6.4)
with d = +1 for B0 and d = −1 for B0. The decay width difference ∆Γd is set
to zero. The theoretical parametrisation is extended by taking into account the
production asymmetry and the experimental effects of mistagging. Furthermore, it is
convolved with the decay time resolution model presented in Sec. 6.3 and multiplied
by the decay-time-dependent efficiency correction for low and high decay times
developed in Sec. 6.2. The background decay time distribution is parametrised with
the sum of exponential functions. In extensive studies using sweighted background
distributions (see Sec. 6.4) it is determined how many exponential functions give
the best description for the categories, into which the whole data sample is divided.
Lognormal distributions have been found to fit best when describing the decay
time error distributions. A combination of double and single lognormals with some
parameters being shared among the categories is used. Especially the downstream
and the long track distributions differ as can be seen in Fig. 6.4.
The mistag distributions are described with cubic splines. The seven knots for the
SSpi distribution, and similarly the 12 knots for the OS distribution, are positioned
where the shape visibly changes. It is checked that the two mistag estimates are
uncorrelated with each other and with the decay time, at least within the available
statistical precision. This allows to simply multiply the corresponding PDFs.
In the fit 11 external input parameters are constrained within their statistical
uncertainties. These are the production asymmetries for 7 and 8 TeV, for which
the procedure is explained in more detail in Sec. 7.3.3, the oscillation frequency
∆md [124] and the flavour-tagging calibration parameters (Sec. 5.7.2).
To stabilise the fit the decay time resolution parameters, the spline coefficients of
the mistag parametrisation, the decay time error parameters and all parameters
included in the decay time acceptance model are fixed. Thus, 72 floating parameters
remain for the fit, of which 48 are yields.
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Figure 6.4: Decay-time error distributions of downstream (left) and long track
(right). The solid black line shows the fit projection, while the blue dashed (green
dotted) line shows the signal (background) component.
From 41 560 flavour-tagged B0→ J/ψK0S decays the CP observables are deter-
mined to be
SJ/ψK0S = 0.731 ± 0.035 (stat)± 0.020 (syst) ,
CJ/ψK0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
with a statistical correlation of 0.483. In these results corrections of +0.002 for
SJ/ψK0S and −0.005 for CJ/ψK0S are included, which account for CP violation in
K0–K0 mixing and different nuclear cross-sections in material between K0 and
K0 [128].
The distributions of the invariant mass and the decay time are depicted in Fig. 6.5.
6.6 Studies of systematic effects
To check if and how various effects systematically influence the measurement of the
CP violation parameters, the likelihood fit is performed
• with a second independent fitter [126],
• without a parametrisation of the background using sWeights extracted with
the sPlot technique,
• on subsamples split by theK0S track type, the trigger requirements, the tagging
algorithms, the magnet polarity, and the year of data-taking.
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Figure 6.5: Invariant mass distribution (left) and decay time distribution (right).
The solid black line shows the fit projection, while the blue dashed (green dotted)
line shows the signal (background) component.
All results show good agreement with the nominal results. Additionally, the results
from a pure time-dependent and from a pure time-integrated fit are compatible
with each other and with the nominal fit, which comprises both effects.
Systematic uncertainties from several effects, especially from possible mismod-
elling of PDFs and from systematic uncertainties on external input parameters,
are considered. Pseudoexperiments are generated using PDFs that contain a slight
modification compared to the nominal PDF, which is used for the subsequent fit of
the samples. Whenever the mean of the pull distribution exceeds zero by more than
0.032, a systematic uncertainty is assigned. Pull distributions show the difference
between the individual fit result and the generation value for the CP observable
normalised by the fit uncertainty. The value of the criterion is defined by one
standard deviation according to the statistics of 1000 pseudoexperiments performed
for each study. The size of the systematic uncertainty is taken from the residual
distributions, which show the same as the pull distributions apart from not being
normalised.
The possible tagging asymmetry of the background contribution is treated as
a source for a systematic uncertainty on the CP observables using the asymme-
try parameters determined from an sweighted fit to the background decay time
distribution (see last part of Sec. 6.4). It is found to account for 83 % of the
systematic uncertainty on SJ/ψK0S and 8 % for CJ/ψK0S . The systematic uncertainties
on the flavour-tagging calibration parameters (see Sec. 5.7.2) are transferred to
systematic uncertainties on SJ/ψK0S and CJ/ψK0S by shifting in the generation of
the pseudoexperiments all calibration parameters related to p0 upwards by one
systematic uncertainty and those related to p1 downwards, while setting them to
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their nominal values in the fit. This yields 9 % of the systematic uncertainty on
SJ/ψK0S , and 21 % for CJ/ψK0S . The assumption ∆Γd = 0 is responsible for 6 % of
the systematic uncertainty on SJ/ψK0S . It is determined generating the pseudoex-
periments setting ∆Γd = 0.007 ps−1, the current experimental uncertainty [124].
The largest contribution (42 %) to the systematic uncertainty on CJ/ψK0S arises from
the systematic uncertainty on the world average of ∆md. Further effects, whose
possible systematic effect are analysed, are the decay time resolution model, the
uncertainty on the length scale of the vertex detector, the decay time acceptance
model, the correlation between the invariant mass and the decay time, and the
production asymmetry. They are all small or even negligible compared to the
previously described effects.
The values of all individual systematic uncertainties and of the total systematic
uncertainty, which is calculated as the sum of all contributions in quadrature, are
listed in Table 6.3. The systematic uncertainty on SJ/ψK0S of ±0.020 is more than
40 % smaller than the statistical uncertainty. For CJ/ψK0S the total uncertainty even
increases by only 1 % through the systematic uncertainty.
Table 6.3: Systematic uncertainties on SJ/ψK0S and CJ/ψK0S . Entries marked with a
dash represent studies where no significant effect is observed.
Origin σSJ/ψK0S
σCJ/ψK0S
Background tagging asymmetry 0.018 0.0015
Tagging calibration 0.006 0.0024
∆Γd 0.005 —
Fraction of wrong PV component 0.0021 0.0011
z-scale 0.0012 0.0023
∆md — 0.0034
Upper decay time acceptance — 0.0012
Correlation between mass and decay time — —
Decay time resolution calibration — —
Decay time resolution offset — —
Low decay time acceptance — —
Production asymmetry — —
Sum 0.020 0.005
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7 Measurement of CP Violation in
B0→ D+D− Decays
In this chapter the analysis of B0→ D+D− decays with the goal to determine the
observables SD+D− and CD+D− , which describe the CP violation in this decay mode,
is presented [129]. After a description of the selection (see Sec. 7.1) the fit of the
invariant mass distribution, performed to extract signal sWeights, is described (see
Sec. 7.2). This is followed by a summary of the decay time fit (see Sec. 7.3). The
chapter is concluded with a presentation of the studies on systematic uncertainties
(see Sec. 7.4). The new OS combination including the OS charm tagger and the SS
combination of SSpi and SSp tagger are used to determine the flavour tag of the
B0 mesons. The calibration of these flavour-tagging algorithms using B0→ D+s D−
decays (see Sec. 5.7.1) is the only part not performed by myself but by collaborators
from Milano.
7.1 Selection
The amount of background in B0→ D+D− is too high to perform a significant
measurement of CP violation without any selection. The selection is divided into
three parts: a preselection with many high signal efficiency requirements, a dedicated
treatment of misidentified backgrounds and a multivariate analysis to further reduce
combinatorial background.
7.1.1 Preselection
Only events that have been triggered by a topological trigger line or by the inclusive
φ line and that in total contain less than 500 long tracks are considered. All
candidate kaon and pion tracks have to be long tracks and have to satisfy quality
criteria. Lower limits on the momentum (p > 1 GeV/c) and on the transverse
momentum (pT > 100 MeV/c) are required. The candidates should be inconsistent
with originating from the PV and the particle identification (PID) system needs to
classify them as pions or kaons with only a small probability to be a ghost.
Of all the possible combinations of three charged hadron tracks forming a D+
meson candidate only the two possibilities D±→ K∓pi±pi± and D±→ K∓K±pi±
are selected. The vertex needs to be significantly displaced from all PVs in the event
and the distance of the closest approach between all pairs of particles forming the
vertex has to be below 0.5 mm. The scalar sum of the pT has to exceed 1800 MeV/c
57
7 Measurement of CP Violation in B0→ D+D− Decays
and the combined invariant mass has to be in the range ±25 MeV/c2 around the
nominal D+ mass [124]. The tightened mass window as well as requiring that the
χ2 of the flight distance of each D± meson with respect to the B0 decay vertex
has to be larger than 2 reduces the amount of (partially) charmless contributions.
On top of that, a cut on the decay time significance of the D± mesons, defined as
their decay time with respect to the B0 decay vertex divided by the corresponding
uncertainty, is supposed to further suppress the (partially) charmless contributions.
The optimal cut value is estimated under the assumption that a very tight cut
leaves only candidates with resonant D± mesons. Gradually loosening the cut the
value can be found where the product of the B0 signal yield, extracted from a fit on
data, and the signal efficiency, determined on MC, exceeds the estimation from the
initial tight cut scenario. If both D± mesons are reconstructed via D±→ K∓pi±pi±
decays, the decay time significance has to be greater than 0. It needs to be greater
than 3 if one of the D± mesons is reconstructed in the KKpi and the other in the
Kpipi final state. Although in this case the final states of the D± mesons differ,
the same cut is applied to both D± mesons, as on signal MC the comparison of
the distributions of the decay time significance shows a good agreement between
D±→ K∓pi±pi± and D±→ K∓K±pi± decays.
The vertex formed by a pair of oppositely charged D± candidates needs to be of
good quality. The scalar sum of the pT of the D± mesons must exceed 5 GeV/c.
In the stripping a BDT to select B0 candidates is applied. The BDT is based on
the pT and the flight distance χ2 of the B0 as well as on the sum of the B0 and
both D vertex χ2 divided by the sum of the degrees of freedom of these vertex
fits. Moreover, the B0 candidates are required to have p > 10 GeV/c and to have
χ2IP < 25, where χ2IP is defined as the difference in the vertex fit χ2 of the associated
PV with and without the B0 candidate.
The reconstructed decay time t of the B0 candidate is determined from a De-
cayTreeFit [92], in which the B0 production vertex is constrained to the position of
the associated PV. The invariant mass mD+D− of the B0 candidate is calculated
from a DecayTreeFit, in which the invariant masses of Kpipi and KKpi are addition-
ally constrained to the known D+ mass. It is required that these fits have converged.
Further outliers are removed by requiring that the uncertainties on the invariant
mass and on the decay time have to be below 30 MeV/c2 and 0.2 ps, respectively,
and that the absolute value of the z coordinate of the PV is smaller than 250 mm.
The signal efficiency of the preselection is 82 % for the final state, where both D±
mesons are reconstructed as Kpipi, at a background rejection of 94 %. For the second
final state, which in total contains three kaons, the signal efficiency is 67.5 % at a
background rejection of 98 %. The total number of candidates after the preselection
is about 110 000. The emerging mass distribution in Fig. 7.1 shows that most of
these candidates are due to background contributions. In fact, the highest peak
in the mass spectrum is not arising from the signal decay but from misidentified
background. The vetoes, which are applied to suppress this contribution, are
described in the next section.
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Figure 7.1: Invariant mass distribution of B0→ D+D− decays after all preselection
requirements are applied.
7.1.2 Vetoes
Misidentification of kaons as pions can lead to background contributions from
D+s → K−K+pi+, which predominantly proceeds through D+s → φpi+. To reduce
these D+s contributions the kaon mass hypothesis is assigned to the pion with the
higher transverse momentum of D+ → K−pi+pi+ candidates. The candidate is
rejected if the invariant mass of the hypothetical kaon pair is compatible with the
φ mass of Mφ = 1019.461 MeV/c2 [124] within ±10 MeV/c2. It is also rejected if
the invariant mass of the KKpi combination is compatible with the D+s mass of
MD+s = 1968.30 MeV/c
2 [124] within ±25 MeV/c2 and at the same time the pion
with the higher pT (the one that the kaon mass hypothesis is assigned to) is more
kaon- than pion-like. When the kaon mass hypothesis is assigned to the pion with
the lower pT, no vetoes are applied as no resonant structures at the φ or the D+s
mass are found.
To reduce p→ pi misidentification the proton mass hypothesis is assigned to the
pion with the higher pT of D+→ K−pi+pi+ candidates. The candidate is rejected
if the invariant mass of the Kppi combination is compatible with the Λ+c mass of
MΛ+c = 2286.46 MeV/c
2 [124] within ±25 MeV/c2 and the proton probability of the
pion with the higher pT is larger than the pion probability.
7.1.3 Multivariate analysis
BDT training
To further suppress combinatorial background a Boosted Decision Tree (BDT) [109,
112] based on the implementation in TMVA [107] is trained using a signal MC
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sample and the upper mass sideband with mD+D− > 5500 MeV/c2. The training is
performed on half of these samples, while the other half is used to test the BDT
performance. The selection steps described above, are applied before the training.
Two BDTs separated by the number of kaons in the B0 final state are trained.
The importance of the 21 features of the training differs, which is considered by
their order in Table 7.1. One of the features is the ratio of the kaon over the sum
Table 7.1: List of features used in the training of the BDTs.
BDT for K−pi+pi+K+pi−pi− BDT for K−K+pi+K+pi−pi−
min(D± τ significance) PID ratio of K±
B direction angle B direction angle
log(DTF χ2/ndof) PID ratio of K+
PID ratio of K− log(DTF χ2/ndof)
PID ratio of K+ PID ratio of K−
min pT of K± min(D± τ significance)
log(B impact parameter χ2) log(min(h Velo χ2/ndof))
log(min(pi± Velo χ2/ndof)) pT of K±
pT of pi− with lower pT log(min(K± T-track χ2/ndof))
log(min(K± T-track χ2/ndof)) log(B impact parameter χ2)
log(min(pi± T-track χ2/ndof)) PID ratio of pi± with lower pT
PID ratio of pi− with higher pT log(min(h VELO-T-Match χ2))
pT of pi+ with lower pT log(min(K± Velo χ2/ndof))
PID ratio of pi− with lower pT PID ratio of single pi±
PID ratio of pi+ with higher pT pT of pi± with higher pT
pT of pi+ with higher pT log(min(h T-track χ2/ndof))
PID ratio of pi+ with lower pT pT of pi± with lower pT
log(min(K± Velo χ2/ndof)) min pT of K+ and K−
log(min(pi± VELO-T-Match χ2)) pT of single pi±
log(min(K± VELO-T-Match χ2)) log(min(K± VELO-T-Match χ2))
pT of pi− with higher pT PID ratio of pi± with higher pT
of the kaon and the pion probabilities:
PID ratio =
ProbNNK
ProbNNK + ProbNNpi
. (7.1)
It turns out that this ratio performs a little bit better than just using the simple
ProbNN variables. Among the other features are observables related to the kine-
matics of the decay like transverse momenta, decay time significances and direction
angles, qualities of the track segments in the VELO and the T-stations, and vertex
qualities.
Before the training the features are transformed to decorrelate and decompose
them into the principal components, which improves the performance of the BDT.
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The BDTs are each built out of 700 trees. The depth of the trees is limited to
three. At each node at least 3 % of the training events have to be present. The
variables are scanned at 40 points to find the optimal cut value. For the boosting
the AdaBoost method [113] with a boost factor of β = 0.1 is deployed.
Overtraining is checked by applying the BDT on both the training and the testing
sample. As can be seen in Fig. 7.2, the classifier output distributions are compatible,
which means that no inherent overtraining is present for the BDT. However, using
 responsepipiKBDT
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
dx
 /
 
(1/
N)
 dN
0
0.5
1
1.5
2
2.5
Signal (test sample)
Background (test sample)
Signal (training sample)
Background (training sample)
Kolmogorov-Smirnov test: signal (background) probability =  0.21 (0.004)
U/
O
-fl
ow
 (S
,B
): 
(0.
0, 
0.0
)%
 / (
0.0
, 0
.0)
%
TMVA overtraining check
 responsepiKKBDT
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
dx
 /
 
(1/
N)
 dN
0
0.5
1
1.5
2
2.5
Signal (test sample)
Background (test sample)
Signal (training sample)
Background (training sample)
Kolmogorov-Smirnov test: signal (background) probability = 0.114 (0.086)
U/
O
-fl
ow
 (S
,B
): 
(0.
0, 
0.0
)%
 / (
0.0
, 0
.0)
%
TMVA overtraining check
Figure 7.2: Comparison of the BDT response on training and test sample for the
K−pi+pi+K+pi−pi− final state (left) and the K−K+pi+K+pi−pi− final state (right).
simulated data in the selection involves the possibility that certain distributions
are not modelled properly and differences between the simulation and real data
are exploited instead of differences between signal and background. Indeed, the
classifier output distributions of signal MC and of background-subtracted data
show a quite large disagreement for both final states, as can be seen in Fig. 7.3.
The distributions of signal MC are shifted towards higher, thus more signal-like,
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Figure 7.3: Distribution of the BDT output for background-subtracted data (blue)
and signal MC (black) for the K−pi+pi+K+pi−pi− final state (left) and the
K−K+pi+K+pi−pi− final state (right).
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values. This means that the performance of the BDT classifier is overestimated in
the training. If selection efficiencies had to be calculated using the MC sample, this
would be a problem. But for a measurement of CP violation it is mainly important
that the amount of background can somehow be reduced, while most of the signal
is kept. This can be achieved with the given setting.
BDT cut optimisation
As explained in Sec. 5.2.3 the best figure of merit for a measurement of CP violation
is the sensitivity on the CP observables themselves. Thus, the requirement on the
BDT classifier output is scanned performing a fit to the invariant D+D− mass
spectrum followed by a decay time fit of the background-subtracted sample for
each scan point. Initially, only the subsample with two kaons in the B0 final
state is analysed. In Fig. 7.4 the statistical uncertainties of SD+D− and CD+D−
are plotted as a function of the requirement on the BDT classifier output. The
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Figure 7.4: Statistical uncertainty on SD+D− (red short-dashed) and CD+D− (blue
long-dashed) as a function of the BDT classifier output for the K−pi+pi+K+pi−pi−
final state (left) and the K−K+pi+K+pi−pi− final state (right).
uncertainty on CD+D− improves with tighter requirements on the BDT classifier,
until it reaches an optimum just above zero. This can be explained with the fact that
the sensitivity on CD+D− mainly comes from candidates at low decay times because
the cosine function is maximal there. The suppression of the rather short-lived
combinatorial background compensates the loss in signal efficiency for a quite long
range. In contrast, the uncertainty on SD+D− is mainly driven by the amount of
signal candidates. Thus, it is more or less flat for loose requirements on the BDT
classifier, where only few signal candidates are lost and this loss is compensated by
the higher purity, and reaches its optimum around −0.25, before it starts to get
worse. Now that both observables are of interest and the optima are not at the
same cut value, it is decided to require the BDT classifier to be greater than −0.10.
This is a good compromise between both observables as the uncertainties of SD+D−
and CD+D− are almost the same and close to their optima. The requirement has a
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signal efficiency of (96.5± 0.5) % and rejects (84.18± 0.34) % of the combinatorial
background.
In a second step the requirement on the BDT classifier for the K−K+pi+K+pi−pi−
final state is optimised. The K−K+pi+K+pi−pi− subsample is quite small, which
makes individual fits on this subsample rather unstable. This can be solved
by performing a simultaneous fit to the whole data sample with the previously
determined BDT cut applied to the K−pi+pi+K+pi−pi− subsample. Scanning the
BDT classifier output for theK−K+pi+K+pi−pi− final state results in the sensitivities
on SD+D− and CD+D− plotted in Fig. 7.4. Both uncertainties show a minimum at
around −0.05, which is chosen as cut value. This cut removes (90.75± 0.33) % of
the combinatorial background at a signal efficiency of (87.2± 1.9) %.
7.1.4 Final selection
Finally, the fit range of the invariant mD+D− mass is reduced to 5150–5500 MeV/c2,
which eliminates some backgrounds, like misreconstructed B0→ D∗+D−, at low
masses, prevents overtraining effects on the high-mass sideband used in the training
of the BDT, and leaves enough candidates in the upper mass sideband to determine
the shape of the combinatorial background. Additionally, the decay time is restricted
to be in the range 0.25–10.25 ps. Already in the stripping the candidates are required
to have decay times greater than 0.2 ps. But as in the stripping the LokiVertexFitter
and in the analysis the DecayTreeFitter is used, the lower decay time boundary is
not well defined. That is the reason why the cut is tightened a little bit. Very few
signal candidates are lost by this requirement, while the determination of a smooth
decay time acceptance (see Sec. 7.3.2) is simplified. In 0.8 % of the selected events
more than one candidate remains, which is very unlikely given the low branching
fraction. Therefore, only one of the multiple candidates is kept, which is chosen
randomly.
After all selection steps 6209 candidates remain in the data sample, of which about
25 % are signal candidates. The exact number of signal candidates is determined in
a mass fit described in the next section.
7.2 Mass fit
In this section the fit of the invariant mD+D− mass distribution is described,
which is used to calculate signal weights via the sPlot method [116], and thereby
discriminates between signal and background candidates. As the linear Pearson
correlation coefficient between the invariant mass and the decay time is determined
to be ρ = 0.007, it is valid to apply the sWeights in the decay time fit to obtain the
CP observables (see Sec. 7.3).
The mass distribution is parametrised with a PDF P consisting of five components,
B0→ D+D− signal, B0s → D+D− background, background from B0→ D+s D−,
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background from B0s→ D−s D+, and combinatorial background:
N sPs = N s
B0
Ps
B0
+N s
B0s
Ps
B0s
+N s
B0→ D+s D−P
s
B0→ D+s D− +N
s
B0s→ D−s D+
Ps
B0s→ D−s D+
+N sBkgPsBkg . (7.2)
In the extended maximum likelihood fit four disjoint categories are simultaneously
fitted. It is distinguished between the two years of data-taking 2011 and 2012
and between the two final states K−pi+pi+K+pi−pi− and K−K+pi+K+pi−pi− (s =
{2011, Kpipi}, {2011, KKpi}, {2012, Kpipi}, {2012, KKpi}). The tagging output is
not split. In Fig. 7.5 the complete data sample is plotted overlaid with the PDF
projections and its components. The individual shapes are explained in the following.
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Figure 7.5: Plot of the reconstructed mass of the B0→ D+D− data sample with
the projected PDF and pull distribution.
B0→ D+D− signal: The B0→ D+D− signal mass component is modelled by
the sum of three Crystal Ball functions [130], which share a common peak position
µB0 but have different width parameters σi. Two of the Crystal Ball functions
have a tail towards lower masses and one has a tail towards higher masses. The
parameters α1 to α3 of the power law functions, the ratio between the widths, and
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the fractions f1 and f2 between the Crystal Ball functions are determined from
a fit to the invariant D+D− mass distribution of B0→ D+D− signal MC in the
range 4800–5400 MeV/c2. This MC sample consists of both final states generated
in the ratio of the current world averages [22]. Apart from the mass range the
full selection is applied. Events, where photons are missed in the reconstruction,
create the very long tail towards lower masses, which requires the third Crystal
Ball function. The exponent of all power law parts is fixed to 10. The widths σMC1
to σMC3 are multiplied by a common scale factor R in the fit to data to account for
differences in the mass resolution between simulation and data. The fit results are
listed in Table 7.2 and a plot of the distribution overlaid with the projection of the
PDF is given in Fig. 7.6.
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Figure 7.6: Mass distribution of the B0→ D+D− signal MC sample overlaid with
the projection of the fitted PDF. The blue dotted, green dashed and turquoise
short-dash-dotted lines represent the three Crystal Ball components.
B0s→ D+D− background: Apart from the B0 also the heavier B0s can decay
to the D+D− final state. Almost the same parametrisation as for the B0 signal
component is used, i.e. same width and tail parameters, while the peak position is
shifted by the world average ∆mB0s−B0 = µB0s − µB0 = 87.35 MeV/c2 [22].
65
7 Measurement of CP Violation in B0→ D+D− Decays
Table 7.2: Fit results of the mass fit to B0→ D+D− signal MC.
Parameter Value
µMC
B0
(MeV/c2) 5279.70± 0.09
σMC1 (MeV/c2) 8.5± 0.4
σMC2 (MeV/c2) 16± 5
σMC3 (MeV/c2) 9.0± 0.4
fMC1 0.48± 0.06
fMC2 0.0098± 0.0011
αMC1 1.18± 0.08
αMC2 0.12± 0.04
αMC3 −1.46± 0.08
B0→ D+s D− background: The vetoes applied in the selection suppress the
contribution from misidentified kaons. Nevertheless, a significant amount of
B0→ D+s D− decays remains in the data sample. A fit to the invariant mass
distribution of simulated B0→ D+s D− events reconstructed as B0→ D+D− is per-
formed. The full selection is applied to the simulated sample as this can change the
shape of the B0→ D+s D− background contribution. The sum of two Crystal Ball
PDFs with both power law exponents fixed to 10 is used to parametrise the invariant
mass distribution. The fit results are listed in Table 7.3 and the corresponding plot
is shown in Fig. 7.7. The fraction parameter and the tail parameters are taken from
this fit. The width parameters as well as the peak position are floating parameters
in the fit to data.
Table 7.3: Fit results of the mass fit to B0→ D+s D− MC.
Parameter Value
µMC
B0→ D+s D− (MeV/c
2) 5222.2± 0.9
σMC1,D+s D−
(MeV/c2) 15.0± 1.5
σMC2,D+s D−
(MeV/c2) 20.7± 2.1
fMC1,D+s D−
0.78± 0.13
αMC1,D+s D−
0.60± 0.09
αMC2,D+s D−
−1.8± 0.4
B0s→ D−s D+ background: Although only few candidates of B0s→ D−s D+ decays
are expected in the data sample, a component for this contribution is included in
the nominal fit. It is parametrised with the sum of two Crystal Ball PDFs. All
shape parameters are shared with the B0 component, apart from the peak position,
which is constrained to be ∆mB0s−B0 above the peak position of the B
0 component.
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Figure 7.7: Mass distribution of the B0 → D+s D− MC sample reconstructed as
B0→ D+D− overlaid with the projection of the two Crystal Ball PDFs shown in
blue dashed and green dotted.
Combinatorial background: The reconstructed mass PDF of the combinato-
rial background is modelled by an exponential function with individual slopes
β
K−pi+pi+K+pi−pi− and βK−K+pi+K+pi−pi− based on the number of kaons in the final
state.
Total fit: In Table 7.4 the results of the floating shape parameters of the mass fit to
data are shown. The B0 peak position is in good agreement with the current world
average of µWA
B0
= (5279.62± 0.15) MeV/c2 [22]. The scale factor R is compatible
with unity, which means that the mass resolution of the signal component is well
simulated. The slopes of the combinatorial background differ significantly between
the two subsamples showing the benefit of splitting them to achieve an improved
mass description.
The total number of B0 signal candidates is NB0 = 1610± 50. Due to the two
times higher integrated luminosity and the increased production cross-section, which
in first order scales with the centre-of-mass energies (8 TeV/7 TeV), one expects 2.3
times more signal candidates in the 2012 subsample than in the 2011 subsample
and this can indeed be observed for the fitted yields. Additionally, there are around
five times more signal candidates in the final state with two kaons than with three
kaons, which also meets the expectations from the branching ratios.
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Table 7.4: Results of the floating shape parameters in the mass fit to data.
Parameter Value
µ
B0
(MeV/c2) 5279.26± 0.29
R
B0
0.995± 0.032
µ
D+s D
− (MeV/c2) 5218.2± 1.1
σ1,D+s D−
(MeV/c2) 19.2± 2.7
σ2,D+s D−
(MeV/c2) 14.3± 3.1
β
K−pi+pi+K+pi−pi− (1/(MeV/c
2)) −0.0031± 0.0005
β
K−K+pi+K+pi−pi− (1/(MeV/c
2)) −0.0041± 0.0006
7.3 Decay time fit
The conditional PDF describing the reconstructed decay time t′ and tag decisions
~d′ = (dOS, dSS), given a per-event decay time resolution σt′ and per-event mistag
probability estimates ~η = (ηOS, ηSS), is
P
(
t′, ~d′ | σt′ , ~η
)
∝ (t′)
(
P(t, ~d′ | ~η)⊗R(t′ − t | σt′)
)
, (7.3)
where
P(t, ~d′ | ~η) ∝
∑
d
P(~d′ | d, ~η)[1− dAP] e−t/τ {1− d S sin(∆mdt) + dC cos(∆mdt)} ,
(7.4)
and where t is the true decay time, d is the true production flavour, AP is the
production asymmetry, and P(~d′ |d, ~η) is a two-dimensional binomial PDF describing
the distribution of tagging decisions given ~η and d. Normalisation factors are omitted
for brevity.
7.3.1 Decay time resolution
The prediction of the DecayTreeFit on the decay time error is used to determine
the decay time resolution. Like in the analysis of B0 → J/ψK0S (see Sec. 6.3)
these predictions are calibrated using linear functions with parameters b and c.
To account for different sources introducing the decay time resolution an effective
model consisting of two Gaussians with per-event widths is used. Besides this
common resolution effect the decay time resolution model is also supposed to
describe the effect of events matched to the wrong PV, which can cause a large
deviation between the true and the reconstructed decay time. The wrong PV
component is parametrised with a broad Gaussian distribution using the same
mean µt as the other two Gaussians and one width parameter σPV. The complete
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parametrisation of the resolution model is given by
R(t− ttrue|σt) =
2∑
i=1
gi · 1√
2pi(ci + bi · σt)
exp
(
−(t− ttrue − µt)
2
2(ci + bi · σt)2
)
+ fPV
1√
2piσPV
exp
(
−(t− ttrue − µt)
2
2σ2PV
)
.
(7.5)
The first two Gaussian components have different calibration parameters bi and
ci and thus different widths. Together with the fraction fPV of the wrong PV
component the fractions of the two Gaussian components g1 and g2 sum up to
unity. The shift of the Gaussian mean µt is shared between all components. To
extract the parameter values an unbinned maximum likelihood fit to the simulated
events where the difference between true and reconstructed decay time is below
0.4 ps is performed (see Fig. 7.8). The results listed in Table 7.5 correspond to a
decay-time-resolution related dilution of 0.9996. The decay time resolution might
Table 7.5: Fit parameters of the decay time resolution function determined on
B0→ D+D− signal MC.
Parameter Value
µt (ps) -0.00156± 0.00023
b1 1.022± 0.031
c1 (ps) 0.0036± 0.0012
b2 1.24± 0.08
c2 (ps) 0.0127± 0.0035
g2 0.23± 0.12
σPV (ps) 0.16± 0.04
fPV 0.0024± 0.0014
differ between signal MC and data. In the analysis of B0s→ D−s pi+ decays [131]
it is found to be 1.15 times higher in data than in MC. If the same applies for
B0→ D+D− decays the dilution would be 0.9995. This marginal difference is not
expected to influence the determination of the CP observables at all. Thus, the
previously described per-event decay time resolution model without any corrections
is used in the nominal decay time fit.
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Figure 7.8: Fit of per-event resolution model to the difference of true and recon-
structed decay time in signal MC. The black solid line is the projection of the
full PDF. The blue dashed and the green dotted line represent the two per-event
components and the turquoise dashed-dotted line shows the wrong PV component.
7.3.2 Decay time acceptance
The trigger requirements as well as some input variables to the BDT result in a
decay-time-dependent efficiency. Additionally, the VELO reconstruction (i.e. the
FastVelo algorithm [132]) causes a drop in the decay time acceptance for events
with large decay times. In order to correctly describe these effects the B0 lifetime is
constrained to τ = (1.519± 0.005) ps [124] in the nominal fit and any deviation of
the decay time distribution (summed over the tags) from a pure exponential shape
is supposed to be described by cubic splines (see Sec. 5.3). Knots are positioned
on the rising edge at 0.8 ps, approximately at the turning point at 2 ps, and at the
boundaries of the decay time range (0.25 and 10.25 ps). The normalisation of the
splines is arbitrary and it has been decided to fix the second to last spline coefficient
to 1.0.
On signal MC the truth information is available, so the shape of the decay time
acceptance can be separated from the exponential decay. This shape is compared
with the spline method described above. As the BDTs are trained and applied
separately for the two final states and might have different effects on the shape of
the decay time acceptance these two categories are studied individually.
Looking at the plots in Fig. 7.9 it is apparent that there is a quite large efficiency
loss at high decay times. This might be related to the fact that both B0 daughter
particles (D+ and D−) are relatively long-lived. The true MC decay time acceptance
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Figure 7.9: Decay time acceptance of truth-matched signal MC for the
K−pi+pi+K+pi−pi− final state (left) and the K−K+pi+K+pi−pi− final state (right).
The black data points show the true decay time acceptance determined by dividing
the reconstructed by the true decay time distribution. The blue dashed line is the
spline acceptance function with four knots and the green dashed-dotted line with
six knots.
is overlaid with the shape of two spline functions. Besides the spline function with
the nominal number of four knots an additional spline function with two more knots
and slightly changed positions (0.25, 0.7, 1.0, 1.5, 2.5, 10.25 ps) is plotted, which gives
a better description. But it has to be considered that the statistics of the MC
sample is 25 times larger than the real data. Therefore, the spline function with
four knots is chosen, otherwise statistical fluctuations and not acceptance effects
would be described. The low statistics of the K−K+pi+K+pi−pi− final state on real
data does also not allow to use separate spline coefficients for the two final states,
although with the increased MC statistics some differences become visible.
7.3.3 External inputs
LHCb has performed a measurement of the production asymmetry as a function
of transverse momentum and pseudorapidity using 7 TeV data [133]. Taking those
distributions from B0→ D+D− individual weighted averages for the 2011 and 2012
subsamples are calculated yielding
A11P = −0.0047± 0.0106 (stat)± 0.0014 (syst) ,
A12P = −0.0071± 0.0107 (stat)± 0.0014 (syst) .
(7.6)
As the measurement of the production asymmetry has been performed on 2011 data
only, the numbers for A11P and A12P are highly correlated. So, the latter is modelled as
A12P = A
11
P + ∆AP with ∆AP = −0.0024± 0.0018 (syst). The systematic uncertainty
accounts for the difference of the production asymmetries observed for the two
data-taking conditions in the measurement of the semileptonic CP asymmetry [69]
and is used as the width of a Gaussian constraint. The B0 oscillation frequency
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and the B0 lifetime are constrained to ∆md = (0.510± 0.003) ~ ps−1 [124] and
τ = (1.519± 0.005) ps [124], respectively. The flavour-tagging calibration parame-
ters (Table 5.1) are constrained within their combined statistical and systematic
uncertainties, determined in the calibration using B0→ D+s D− decays. The decay
time resolution parameters (Table 7.5) and the B0 lifetime difference ∆Γ = 0 ps−1
are fixed in the likelihood fit.
7.3.4 Results
The fit results of the CP observables from the decay time fit are
SD+D− = −0.54 ± 0.170.16 ,
CD+D− = 0.26 ± 0.17 ,
ρ(SD+D− , CD+D−) = 0.48 .
(7.7)
Only after rescaling the sWeights via
sPn = sPn
∑
sPn∑
sPn2
, (7.8)
the correct asymmetric uncertainty estimates are determined from an analysis of
the likelihood shape. A plot of the decay time distribution and the projection of
the acceptance model are shown in Fig. 7.10. Good agreement between the latter
and the shape on signal MC (cf. Fig. 7.9) can be observed but the low statistics
leading to rather large uncertainties indicated by the error band diminishes the
significance of the comparison.
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Figure 7.10: Plot of the decay time distribution of the background-subtracted
B0→ D+D− data sample with the projection of the PDF and the pull distribution
on the left. The y-axis is plotted in logarithmic scale. Plot of the nominal decay
time acceptance model on the right. The red area indicates the 1σ error band
taking into account the statistical uncertainties.
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To check if the coverage is guaranteed the bootstrapping method is applied. The
nominal fit procedure, i.e. performing the mass fit, calculating the sWeights and
fitting the weighted tagged decay time distribution, is executed and the fit results
are stored. The drawing and fitting is done 10 000 times. It turns out that half of
the fits fail if the flavour-tagging calibration parameters are constrained within their
statistical uncertainties. When fixing them to their central values the fit failure
rate drops to a per-mille effect. From the distribution of fit results the two-side
68 % confidence intervals are extracted. To account for the uncertainties on the
flavour-tagging calibration parameters 10 000 pseudoexperiments are performed, in
which the nominal model is used to generate the signal decay time distribution
and the fit results of the nominal fit are chosen for the CP observables SD+D−
and CD+D− . Before generating the flavour-tagging calibration parameters are
drawn from Gaussian distributions around their central values using the combined
statistical + systematic uncertainties. In the subsequent fit the flavour-tagging
calibration parameters are fixed to their central values, like in the fits to the
bootstrapped samples. The resulting pull distributions are broader than standard
normal distributions. The deviation of the width from unity shows how much
the statistical uncertainties are underestimated in the likelihood fit due to not
accounting for the variation of the flavour-tagging calibration parameters. So, the
statistical uncertainties for SD+D− and CD+D− from the bootstrapping including the
impact of the uncertainty of the flavour-tagging calibration parameters are given
by scaling the bootstrapping uncertainties by the width of the pull distributions:
σSD+D− (bootstrapping) =
+0.17
−0.16 ,
σCD+D− (bootstrapping) =
+0.18
−0.17 .
(7.9)
These uncertainties match the nominal ones from the likelihood shape quite well.
The one-dimensional likelihood scans in Fig. 7.11 support the validity as they show
nice parabolic shapes with clear minima.
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Figure 7.11: One-dimensional likelihood profile scans for SD+D− and CD+D− .
Apart from a quite high positive correlation between the parameters of the
acceptance spline function and the already quoted correlation of about 0.5 between
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SD+D− and CD+D− , which is expected from first principles (see Ref. [134]), no large
correlation between fitted parameters is present, as can be seen from the correlation
matrix visualised in Fig. 7.12. A possible correlation between ∆md and CD+D−
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Figure 7.12: Visualised correlation matrix of the fit parameters in the decay time
fit to data. Positive correlations are represented by the red palette on the z axis,
while negative correlations are represented by the blue palette of the z axis.
is significantly reduced by the constraint applied on ∆md, which is a lot tighter
than the sensitivity accessible from the data sample. When releasing this constraint
the correlation coefficient becomes −0.8. But the sensitivity on CD+D− would
significantly decrease in this scenario, so the constraint on ∆md is maintained in
the nominal setup.
In Fig. 7.13 the signal yield asymmetry is plotted in eight bins of the decay time.
A binned χ2-fit to this signal asymmetry is performed using
Ameas(t) = ∆ω + A
11
P (1− 2ω) + (1− 2ω + A11P ∆ω)Atheo(t)
1 + A11P (SD+D− sin(∆md t)− CD+D− cos(∆md t))
, (7.10)
which is a modified version of the theoretical signal asymmetry in Eq. (3.38) and
accounts for the mistag probability ω and the asymmetries induced by flavour
tagging (∆ω) and production asymmetry (A11P ). The fit results
SD+D− = −0.65 ± 0.25 ,
CD+D− = 0.24 ± 0.26 ,
are compatible with those from the unbinned fit presented in Eq. (7.7) but not as
sensitive.
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Figure 7.13: Decay-time-dependent signal yield asymmetry. The solid blue curve is
the projection of the signal PDF given in Eq. (7.3) and the dashed red curve is the
pure decay-time-dependent fit function from Eq. (7.10).
7.4 Studies of systematic effects
7.4.1 Cross-checks
To check for possible systematic effects, fits in different subsamples of the nominal
data set are performed. The cross-checks are performed for the two tagging
algorithms (OS vs. SS (not exclusive samples)), the two years of data-taking (2011
vs. 2012) , combinations of those, the magnet polarities (Up vs. Down), the two
final states (K−pi+pi+K+pi−pi− vs. K−K+pi+K+pi−pi−) and for four different slices
of the BDT classifier for the K−pi+pi+K+pi−pi− final state.
The fit results in the various scenarios are illustrated in Figs. 7.14 and 7.15.
While almost all splits show compatible results, a rather large difference can be
observed between the 2011 and the 2012 subsample for SD+D− . This is even more
pronounced when using only SS tagging. However, when calculating the difference
of the log likelihoods it turns out that the two results are compatible within 2.6
standard deviations. Nevertheless, the flavour-tagging calibration parameters are
also determined separately for 2011 and 2012 data. Only small non-significant
differences are observed, which can not explain the different results of the CP
observables. Therefore, the best explanation is that the difference is due to a
statistical fluctuation.
For the nominal fit the decay times and the decay time errors from the De-
cayTreeFitter (DTF) are used. The central values of the CP observables slightly
change when using the decay time (error) from the LoKiVertexFitter (LVF),
SD+D− = −0.539 (LVF) vs. −0.541 (DTF) and CD+D− = 0.266 (LVF) vs. 0.263
(DTF). But this difference is clearly below the statistical significance.
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Figure 7.14: Comparison of fit results of SD+D− for fits on various subsamples.
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Figure 7.15: Comparison of fit results of CD+D− for fits on various subsamples.
76
7.4 Studies of systematic effects
7.4.2 Decay time fit bias
The likelihood fit itself might be biased. The nominal fit results for the CP
observables are used to generate 10 000 pseudoexperiments. The pull distributions
in Fig. 7.16 show a very small deviation of the mean value from zero. Multiplying
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Figure 7.16: Pull distributions of SD+D− and CD+D− for a study on the systematic
uncertainty due to the likelihood fitter.
it with the statistical uncertainty the systematic uncertainty is calculated to be
sfitSD+D− = 0.004 , s
fit
CD+D−
= 0.0025 . (7.11)
For all following studies of systematic uncertainties the residuals are corrected for
the decay time fit bias. Otherwise, even effects that are actually not biasing would
be misinterpreted due to the fit bias.
7.4.3 Fit model
7.4.3.1 Mass Model
Two different aspects of the mass model are studied regarding systematic uncer-
tainties: the impact of neglecting contributions and of mismodelling components.
Neglected contributions If a neutral pi0 or a photon is missed in the reconstruc-
tion the decay B→ D∗+D−, with D∗+→ D+pi0 or D∗+→ D+γ, can mimic the
B→ D+D− decay. In the rest frame of the D∗+ resonance, the missing momentum
of the pi0 is fixed, but it needs to be boosted when transferred into the rest frame of
the B meson. So, the reconstructed mass depends on the helicity angle of the miss-
ing pi0. This leads to a double-horned structure approximately 140 MeV/c2 below
the nominal B mass (see Ref. [135] for more details on the shape of this background).
As the lower boundary on the invariant mD+D− mass is set to 5150 MeV/c2 the
B0→ D∗+D− contribution lies outside the mass range used for the fit. However,
the B0s→ D∗+D− contribution enters the fit region. But since the expected number
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of B0s→ D∗+D− candidates is low, it is not included in the nominal mass model.
Another contribution that is neglected in the nominal mass fit model is (partially)
charmless background where at least one of the hadron triplets is not originating
from a D decay. The systematic uncertainty on the determination of the CP
observables arising from neglecting these two contributions is estimated using 1000
pseudoexperiments. Components for B0s→ D∗+D− and for (partially) charmless
background are included in the generation but excluded from the fit procedure.
The shape of B0s→ D∗+D− is parametrised with two single Gaussian functions
centred around 5150 MeV/c2 and 5200 MeV/c2. The (partially) charmless back-
ground is modelled with a single Gaussian function. When optimising the decay
time significance cut it has been observed that the width of the (partially) charmless
background is approximately 10 % wider than the signal component. Therefore,
a width of 10 MeV/c2 is chosen. The mean is set to the same position as the B0
signal. The B0s→ D∗+D− component is generated without any tagging asymmetry,
while for the (partially) charmless background the worst case scenario of maximal
CP violation with the opposite CP eigenvalue (Sf = +1.0) is tested.
In studies of B0→ D∗+D− decays [136] a significant contribution of B0s→ D∗+D−
candidates is observed. The ratio between the two yields is determined to be 1:20.
Under the assumption that the efficiencies for B→ D+D− and B→ D∗+D− are
the same the expected number of B0s→ D∗+D− candidates can be calculated via
NB0s→D∗+D− =
1
20
NB0→D+D−
B(B0→ D∗+D−)B(D∗+→ D+(pi0||γ))
B(B0→ D+D−) . (7.12)
Using the world averages for the branching ratios [22] the number of candidates
to be generated in the pseudoexperiments is estimated to be N(B0s→ D∗+D−) =
66± 9.
To determine how many (partially) charmless background candidates need to
be generated the D mass window is widened to ±40 MeV/c2 and the nominal D
mass window of ±25 MeV/c2 is vetoed for one or for both D candidates. Fits to
the invariant B mass without the D mass constraint are performed in the various
scenarios. The fitted yields, which are constrained to positive values, are scaled to
account for the applied D mass window. The total amount of residual contamination
(B0→ Dhhh or B0→ hhhhhh decays) surviving the B0→ D+D− selection is found
to be 28.7± 19.5 candidates for the K−K+pi+K+pi−pi− final state and 0.0± 27.8
candidates for the K−pi+pi+K+pi−pi− final state. For the pseudoexperiments the
number of (partially) charmless background is drawn from Gaussian distributions
using these values for mean and width. When the outcome is negative the procedure
is repeated, until a positive yield is drawn.
The systematic uncertainties on SD+D− and CD+D− are calculated as the product
of the bias on the mean parameter of the pull distributions and the statistical
uncertainty:
smass,1SD+D−
= 0.05 , smass,1CD+D−
= 0.013 .
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Mismodelling of mass components The BDT is trained with MC samples that
are known to not perfectly model the PID information. As a result the BDT
classifier distributions of background-subtracted data and MC show a quite big
discrepancy. Some shape parameters are estimated on MC samples and might
be distorted by the data/MC differences. Therefore, different alternative mass
parametrisations are tested against the nominal model: the component of the
B0→ D+D− signal (and of the B0s→ D+D− background) is parametrised with a
single Gaussian function; the combinatorial background is described with a second
order Chebyshev polynomial of first kind; the tail parameters of B→ DsD are once
extracted from the MC sample without applying the BDT and once applying a
tight cut on the BDT classifier. The mass fit is performed with these new models,
sWeights are calculated for each approach, and the decay time fit is performed. The
results of the CP observables are then compared with the nominal central values.
The largest deviations for SD+D− and CD+D− are
smass,2SD+D−
= 0.004 , smass,2CD+D−
= 0.006 .
7.4.3.2 Correlation between decay time and mistags
The correlation between the decay time distribution and the per-event mistags
is studied by calculating the linear Pearson correlation coefficient ρ(η, t). The
significance of the correlation value, i.e. 95 % confidence level interval, is determined
using the bootstrapping method (Sec. 5.4) with 10 000 repetitions. The correlation
coefficients are found to be small. The profile histogram of the OS tagging com-
bination, which shows the average ηOS value as a function of the decay time, is
flat within statistics. For the SS tagging combination the profile histogram slowly
increases with decay time. This can be confirmed by analysing the larger signal
MC sample (see Fig. 7.17). Performing a χ2 fit in the decay time range 0.25–8.25 ps
with the linear function
ηSS = aηSS,tt+ bηSS,t (7.13)
yields a slope of aηSS,t = (1.50± 0.27) ns−1. Although this is a significant deviation
from zero, the correlation is not taken into account in the nominal fit model. Instead,
a study on the systematic uncertainty from neglecting this effect is performed. In
1000 pseudoexperiments the SS mistag is generated using a Gaussian distribution
whose mean is drawn from the linear function defined in Eq. (7.13) thereby intro-
ducing the correlation with the decay time. In the subsequent fit the correlation is
again ignored. This leads to systematic uncertainties of
scorrSD+D− = 0.0007 , s
corr
CD+D−
= 0.007 .
7.4.3.3 Decay Time Resolution Model
As calculated in Sec. 7.3.1 even an underestimation of the decay time resolution
by 15 % has only a minor effect on the resolution related dilution. Nevertheless,
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Figure 7.17: Profile histogram for the decay time dependence on ηSS for signal MC.
The black data points represent the mean value of ηSS and its uncertainty for each
bin in t. The red curve is the fitted linear function.
1000 pseudoexperiments are performed, in which the scale factors and the offset
parameters (bi and ci from Table 7.5) are enlarged by 15 % in the generation and
fixed to their nominal values in the fit. Additionally, the mean parameter of the
Gaussians is set to the value obtained in the MC study for the generation and,
like in the nominal setup, fixed to zero in the fit. The systematic uncertainties are
calculated as the product of the biases on the mean parameter and the statistical
uncertainty to be
sresSD+D− = 0.0020 , s
res
CD+D−
= 0.0023 .
7.4.3.4 Decay Time Acceptance Model
On signal MC the decay time acceptance is determined separately for the two final
states (see Fig. 7.9). Small differences are observed. As the low statistics in the
K−K+pi+K+pi−pi− final state on data does not allow for an individual spline model,
a study is performed to estimate a possible systematic uncertainty from neglecting
this difference. In 1000 pseudoexperiments the decay time distribution is generated
using the histograms of the true decay time acceptance from signal MC, split by
final state, and fitted with the spline acceptance as done in the nominal fit. The
use of the histograms with 100 bins should also cover uncertainties from the choice
of the number and position of the knots. The pull between the fit results and the
generation values is calculated. The systematic uncertainty due to the decay time
acceptance model is calculated as the product of the shift in the pull distribution
and the statistical uncertainty of the nominal fit:
saccSD+D− = 0.007 , s
acc
CD+D−
= 0.0027 .
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7.4.4 Further studies
7.4.4.1 z-scale
The decay times are determined by measuring the distance between PV and decay
vertex. So, any uncertainty on the positioning of detector elements (especially
the VELO modules) leads to biased decay times. Due to the high boosting the
main contribution to the flight distance is in z direction. The scale uncertainty
in z direction has been estimated to be σz-scale = 0.022 % [137]. The influence on
the measurement of the CP observables is studied by performing 1000 pseudoex-
periments. For each pseudoexperiment a value for the uncertainty on the z-scale
is drawn from a Gaussian distribution around zero of width σz-scale. The sum of
50 fs and the product of this value with the decay time is used as width of the
Gaussian function modelling the decay time resolution in the generation. In the fit
the width is set to 50 fs. The product of the bias from the pull distributions of the
pseudoexperiments and the nominal statistical uncertainty is taken as systematic
uncertainty:
sz-scaleSD+D− = 0.0031 , s
z-scale
CD+D−
= 0.0028 .
7.4.4.2 Production Asymmetry
The systematic uncertainty on the production asymmetry A11P is studied using 1000
pseudoexperiments. The nominal value is used in the generation and the procedure
described in Ref. [138] is applied in the fit: Before fitting the data sample the
mean of the Gaussian constraint for A11P is shifted by one systematic uncertainty.
The resulting Gaussian distribution is used to draw a new value for the mean.
Then, the new Gaussian distribution is used to constrain A11P in the fit. Both shifts,
upwards and downwards, are tested and the larger deviation is taken as systematic
uncertainty:
s
AP
SD+D−
= 0.0015 , s
AP
CD+D−
= 0.004 .
For the production asymmetry difference ∆AP the systematic uncertainty is already
included in the Gaussian constraint of the nominal fit.
7.4.4.3 Decay Width Difference ∆Γd
The decay width difference ∆Γd is expected to be very small and therefore fixed
to zero in the nominal fit. But experimentally it has a relatively large uncertainty.
This is taken into account by performing 1000 pseudoexperiments where the current
statistical precision σ(∆Γd) = ±0.007 ps−1 [59] is used in the generation of the
data samples while it is, like in the nominal model, neglected in the fit. The mean
parameters of the pull distributions are converted into systematic uncertainties of
s∆ΓdSD+D−
= 0.014 , s∆ΓdCD+D−
= 0.0021 .
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7.4.4.4 B0 Mass Difference ∆md
The systematic uncertainty on the world average of ∆md (±0.002 ~ ps−1 [59]) is not
covered by the Gaussian constraint that is used in the nominal fit. Instead, it is
analysed using 1000 pseudoexperiments. In the generation the nominal model is
used. Before performing the fit the mean of the Gaussian distribution (its width is
the statistical precision of the world average) is shifted by one systematic uncertainty
(once up and once down) and a new value is drawn from the distribution. This
new constraint is then used in the minimisation. Looking at the resulting pull
distributions systematic uncertainties of
s∆mdSD+D−
= 0.0025 , s∆mdCD+D−
= 0.006 ,
are assigned.
7.4.5 Total systematic uncertainty
The systematic uncertainties are summarised in Table 7.6. The full systematic
uncertainty is calculated by summing the individual uncertainties in quadrature.
Table 7.6: Systematic uncertainties on the CP observables SD+D− and CD+D− .
Origin σSD+D− σCD+D−
Neglecting components in mass model 0.05 0.013
∆Γd 0.014 0.0021
Decay time acceptance 0.007 0.0027
Correlation between mass and decay time 0.0007 0.007
Parametrisation of PDFs in mass model 0.004 0.006
∆md 0.0025 0.006
Fit bias 0.004 0.0025
Production asymmetry 0.0015 0.004
z-scale 0.0031 0.0028
Decay time resolution 0.0020 0.0023
Sum 0.05 0.018
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8.1 Comparison with previous measurements of
sin 2β(eff)
Measurements of CP violation in B0→ J/ψK0S decays have been performed since the
end of the nineties. The first results by OPAL [139], ALEPH [140] and CDF [141]
had an uncertainty on sin 2β no better than ±0.4. One of the main purposes
of the B-factories was to improve the precision, which succeeded with results of
SJ/ψK0S = 0.657± 0.036± 0.012 by BaBar [142] and SJ/ψK0S = 0.670± 0.029± 0.013
by Belle [143]. Averaging the results of the B-factories and combining them with
measurements in various other charmonium modes leads to an average of sin 2β =
0.679± 0.020 [59], corresponding to β = (21.4± 0.8) ◦. The measurement presented
in this thesis, using data corresponding to an integrated luminosity of 3 fb−1 collected
with the LHCb experiment, further improves on this, yielding an updated world
average of sin 2β = 0.691± 0.017 (β = (21.9± 0.7) ◦) [59]. The angle β can also be
constrained from a global fit to the CKM triangle. When not using the inputs from
the direct measurements described above, a value of β = (24.3+1.3−1.4) ◦ [60] is found.
This shows that the value found by LHCb improves the compatibility between the
direct and the indirect measurements by shifting sin 2β slightly upwards.
While for B0→ J/ψK0S decays mainly the value of SJ/ψK0S is interesting, as it
is expected to correspond to sin 2β with only small corrections, the same does
not apply for the measurement of CP violation using B0→ D+D− decays. Both
observables, SD+D− and CD+D− , have to be considered simultaneously for a proper
interpretation of the results. In Fig. 8.1 the latest results from BaBar, Belle, and
LHCb, as well as the average of these three are plotted in the two-dimensional plane
of CD+D− versus SD+D− . Looking at the uncertainty ellipses it is apparent that the
precision of LHCb matches the one of Belle, while being significantly better than
the one of BaBar. The orientation of the ellipses shows that in the measurements
of the B-factories the two CP observables are determined almost uncorrelated. For
a comparison of the central values it is useful to take into account the arc defined
by the condition S2D+D− + C
2
D+D− = 1. It represents the extreme case of λD+D−
being purely imaginary and delimits the physically allowed region. The result by
Belle [144] of SD+D− = −1.06 and CD+D− = −0.43 lies outside, while the results of
BaBar [145], which are SD+D− = −0.63 and CD+D− = −0.07, as well as the results
of this thesis of SD+D− = −0.54 and CD+D− = 0.26 are inside.
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Figure 8.1: Comparison of CP observables from B0→ D+D− decays in the (SD+D− ,
CD+D−) plane [59]. The contours give −2∆(lnL) = ∆χ2 = 1, thereby corresponding
to a coverage of 39.3 % for 2 degrees of freedom. The marked arc is defined by the
condition S2D+D− + C
2
D+D− = 1.
8.2 Comparison between CP violation in
B0→ J/ψK0
S
and in B0→ D+D− decays
Measurements in decays with b→ ccs transitions have established the presence of
CP violation in the system of neutral B mesons with very high precision. Comparing
the plots of the decay-time-dependent signal yield asymmetry for B0→ J/ψK0S and
B0→ D+D− decays (see Fig. 8.2), the difference in sensitivity becomes apparent.
However, the main motivation for the measurement of CP violation in B0→ D+D−
decays, presented in this thesis, is not to achieve the single best measurement of
CP violation. In fact, given the uncertainties the conservation of CP symmetry can
be excluded by only 4.0 standard deviations with this measurement. Instead, the
phase shift ∆φd can be obtained, which is caused by higher-order Standard Model
contributions and complicates the determination of β and βs similarly (see Sec. 3.5).
The fit results of SD+D− and CD+D− (see Eq. (7.7)) correspond to
sin(φd + ∆φd) =
−SD+D−√
1− C2D+D−
= 0.56 ± 0.160.17 ,
84
8.2 Comparison between CP violation in B0→ J/ψK0S and in B0→ D+D− decays
t (ps)
2 4 6 8 10
S
ig
n
al
y
ie
ld
as
y
m
m
et
ry
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
LHCb
B0→ D+D−
t (ps)
5 10 15
S
ig
n
al
y
ie
ld
as
y
m
m
et
ry
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
LHCb
B0→ J/ψK0S
Figure 8.2: Signal yield asymmetry from B0 → D+D− decays [129] (left) and
B0→ J/ψK0S decays [125] (right).
where the statistical uncertainty is estimated by generating three million sets of
SD+D− and CD+D− using a two-dimensional Gaussian distribution including their
correlation, calculating sin(φd+∆φd) for each of them, and then taking the two-sided
68 % confidence intervals. This result can be combined with the corresponding value
from B0→ J/ψK0S to extract the phase shift ∆φd. The calculation yields ∆φd =
−0.16 +0.19−0.21 rad, which is significantly more precise than the previous measurement
using the results of the B-factories of ∆φd = (30 +23−30)◦ = 0.52
+0.40
−0.56 rad [73], and thus
represents the world’s most precise determination of this quantity. Moreover, the
size of the higher-order corrections is reduced by more than a factor of three and is
compatible with zero.
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Since the discovery of CP violation in 1964 by Christenson, Cronin, Fitch and
Turlay [6] there have been many experiments searching for CP violation, first in
the sector of neutral K mesons but later on also in neutral B mesons. The most
significant indication of CP violation for B0 mesons is found by the determination
of sin 2β using B0→ J/ψK0S decays. But although LHCb is not the first experiment,
even not at a hadron collider, to measure CP violation, it plays an important role
in the further exploration of the quark-mixing sector.
The measurement of CP violation in B0→ J/ψK0S decays [125] using proton-
proton collision data corresponding to an integrated luminosity of 3 fb−1, which is
presented in this thesis, yields
SJ/ψK0S = 0.731 ± 0.035 (stat)± 0.020 (syst) ,
CJ/ψK0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
which is the most precise determination of these CP observables at a hadron collider
to date and is almost as precise as the previous measurements by BaBar [142] and
Belle [143]. The central values are compatible with the world averages and with the
Standard Model expectations. Thus, it serves as a benchmark measurement showing
the capability of LHCb to perform flavour-tagged precision measurements of CP
violation. The experimental difficulties, e.g. decay time resolution, production
asymmetries and asymmetries induced by the flavour tagging, are well under
control as the result is statistically limited. The largest systematic uncertainty on
SJ/ψK0S is introduced by a possible tagging asymmetry of the background, which
is not accounted for in the likelihood fit. With an increased statistics this effect
can probably be analysed, controlled and suppressed better. Furthermore, in
the meantime new same-side flavour-tagging algorithms have been developed [106],
which are used for the first time in the measurement of CP violation in B0→ D+D−
decays [129] yielding
SD+D− = −0.54 +0.17−0.16 (stat)± 0.05 (syst) ,
CD+D− = 0.26
+0.18
−0.17 (stat)± 0.02 (syst) .
If the flavour-tagging performance was the same as in the B0→ J/ψK0S analysis,
the 70 times lower number of available signal candidates (114 000 B0→ J/ψK0S
decays vs. 1610 B0→ D+D− decays) would only allow a sensitivity of ±0.29 and
±0.27 for SD+D− and CD+D− , respectively. However, the kinematic properties of the
selected B0→ D+D− candidates lead to a significantly higher tagging power and
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on top of that the usage of the improved flavour-tagging algorithms increases the
tagging power by another 20 %. The latter improvement can probably be exploited
in future measurements of sin 2β with B0→ J/ψK0S decays. The value of εeff =
8.1 % for the B0→ D+D− sample is the highest tagging power to date in a tagged
CP violation measurement at LHCb.
The main achievement of the measurement of CP violation in B0 → D+D−
decays is to constrain the contribution of higher-order Standard Model corrections
to be small. The result of
∆φd = −0.16 +0.19−0.21 rad
can be transferred to the measurement of CP violation in B0s→ D+s D−s decays [146],
where φs, the mixing phase of the B0s meson sector, can be determined, but only in
a sum with a phase shift ∆φs, which shows a very similar structure as ∆φd (see
Sec. 3.5).
The analysis of B0→ D+D− decays is only the starting point for similar measure-
ments in other B0→ D(∗)+(s) D(∗)− decay modes. First studies using B0→ D∗+D−
decays have already been performed [136]. Recent calculations taking into account
the flavour-tagging performance seen in B0→ D+D− and the increase in statistics
when adding data from Run II indicate that the sensitivity of BaBar [145] and
Belle [144] could be reached and even be topped.
Up to now no significant deviations from the Standard Model expectations have
been observed, neither in direct nor in indirect searches. It is obvious that only a tiny
effect corresponding to a quite high energy scale is possible. But the question is not
really if new physics is needed but rather how it looks like. No dark matter candidate
has been found so far. The origin of the baryonic universe with the absence of
antimatter can not be explained by the amount of CP violation incorporated in the
SM. Explanations can only be found with more data. Currently, Run II of the LHC
is ongoing. Herein, data is collected at an increased centre-of-mass energy of 13 TeV,
which leads to a higher bb cross section with respect to the proton-proton collisions
recorded during Run I, as the cross section roughly scales linearly with the centre-of-
mass energy. The same applies for direct searches at ATLAS and CMS, which can
be extended to higher masses. In principle, for LHCb the instantaneous luminosity
could also be raised to further increase the data samples, though it is already higher
than the design value originally planned in the proposal for the detector [147].
However, a key to significant improvements, especially for decays with hadronic
final states but also for measurements of charmonium, is the performance of the
trigger system. After the upgrade in 2018–2020 it is planned to read out the full
detector at 30 MHz [148]. Right now, the signal efficiency of the hardware trigger is
not higher than 50 %. Therefore, a large potential for improvements exists. Another
important aspect of tagged CP violation measurements is the performance of the
flavour-tagging algorithms. The higher the occupancy in the detector the more
difficult it is to find the appropriate tagging particle. There are ideas, at least for
Run II, how to accommodate for this and the higher centre-of-mass energy helps in
88
regaining the flavour-tagging performance of Run I. Additionally, in the sector of B0
mesons the restart of Belle II, planned for 2017, with an improved detector should
increase the sensitivity of many measurements significantly. Only the combination
of all these efforts to increase the available amount of data to be analysed might
result in the observation of deviations from the Standard Model expectations and
thus a hint for new physics.
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