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Abstract
We consider Cauchy singular and Hypersingular boundary integral equations associated with 3D potential problems
de/ned on polygonal domains, whose solutions are approximated with a Galerkin boundary element method, related to a
given triangulation of the boundary. In particular, for constant and linear shape functions, the most frequently used basis
functions, we give explicit results of the analytical inner integrations and suggest suitable quadrature schemes to evaluate
the outer integrals required to form the Galerkin matrix elements. These numerical indications are given after an analysis
of the singularities arising in the whole integration process, which is valid also for shape functions of higher degrees.
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1. Introduction
We consider weakly singular, Cauchy and hypersingular integrals arising in the numerical solution
of elliptic boundary value problems in 3D polygonal domains by the boundary integral equation
method (BIE). The integral with the hypersingular kernel is not de/ned in the usual sense, neither
as Cauchy principal value, nor as /nite-part. Hypersingular kernels arise whenever the gradient
of a standard integral equation is taken. In boundary element methods (BEM) applied to crack
problems, elastoplasticity, viscoplasticity, linear elastodynamic, symmetric formulation, etc., it is
important to employ BIE with hypersingular kernels besides the traditional Cauchy singular BIE. The
computational potentialities of symmetric formulations in statical problems have been investigated
in [15], and also those in elastodynamic with extension to multidomain problems have been partly
analysed in [16]. To avoid the hypersingular kernels, several schemes have been devised to lower the
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order of kernel singularity before numerical treatment. The integration-by-parts approach has been
the most employed; some derivatives are shifted from these kernels onto the boundary layers, thus
obtaining a formulation in terms of strongly singular kernels. In this paper, we consider a formulation
that is based on the Galerkin approach; the use of both singular and hypersingular BIE leads to a
/nal symmetric equation system. One drawback of Galerkin BEM is just the necessity of calculating
double integrals as discretization matrix elements, above all those involving hypersingular kernels.
Furthermore, diDculties increase from 1D to 2D boundaries, but while literature is nowadays wide
for 2D problems (see, for instance, [2,8,1,6,5,11,21,19]), few methods have been proposed for 3D
problems. In recent works, to overcome the diDculties of singular double integrations, regularization
of singular and hypersingular BIEs to weakly singular integral equations has been proposed.
In [9] the integration-by-part approach is followed by inner analytical and outer numerical in-
tegrations. In [10] the combined use of analytical and numerical integration is presented, but the
introduction of relative coordinates with respect to the original coordinate system leads to compli-
cated integration bounds and a lot of technical eFort. In [4] a fully numerical approach is suggested,
after having introduced relative coordinates in the parameter plane for the reference element and
with the exploitation of the parity condition [13]. Both these last two techniques are based, for the
evaluation of hypersingular integrals, on a preliminary regularization that produces a weaker singu-
larity which, united to some other variable transformations, can be numerically solved with standard
Gaussian quadratures.
Here a diFerent approach, which was successful for 2D elasticity problems [6], is followed: we
have performed analytically the inner integration without any sort of regularization procedure, giving
the explicit result with a signi/cant simpli/cation. Then, we have studied the type of singularity of
this result as a function of the outer variable of integration, in order to give some indications
about the numerical quadrature schemes needed for the remaining outer integral. The analytical
inner integrations made over a reference triangle T , whose results are presented in this paper, were
performed with the help of symbolic manipulation computer program Mathematica 3.0.
In Section 2, we formulate the boundary integral equations for a mixed elliptic boundary value
problem and introduce the corresponding Galerkin approximation scheme. In Section 3, we present
the evaluation of hypersingular integrals and we conclude with an important simpli/cation. The ob-
tained results have been used in the applications presented in Section 5. Further, Section 4 is devoted,
for completeness, to the integration of Cauchy and weakly singular integrals. Note that even if here
we consider only problems de/ned on bounded open domains with a polygonal boundary surface,
our analysis can also be extended to piecewise smooth boundaries given by analytic representation.
2. The boundary integral formulation
Let  ⊂ R3 be a bounded, simply connected, open domain with a polygonal boundary surface ,
referred to a Cartesian orthogonal coordinate system x = (x1; x2; x3). The boundary  is partitioned
into two nonintersecting domains 1 and 2 with 1 ∪2 = and meas 1 ¿ 0. As model problem
we consider the mixed boundary value problem for the Laplace equation:
given u∗ ∈ H 1=2(1) and q∗ ∈ H−1=2(2); find u(x) ∈ H 1() such that
Iu= 0 in ; (2.1)
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u= u∗ on 1; (2.2)
@u
@n
= q∗ on 2; (2.3)
where @u=@n denotes the derivative with respect to the outer normal n to , which exists outside
the common sides of polygons not lying on a same plane. The de/nition of Sobolev spaces is as
usual [14]:
Hs() = {u|: u ∈ Hs(R3)}; s ∈ R;
H s() =


{u|: u ∈ Hs+1=2(R3)}; s¿ 0;
L2(); s= 0;
(H−s())′(dual space); s¡ 0;
H s(i) = {u|i : u ∈ Hs()}; s¿ 0;
H s(i) = (H−s(i))′; s¡ 0;
H˜
s
(i) = {u ∈ Hs(i): u˜ ∈ Hs()}; s¿ 0;
H˜
s
(i) = (H˜
−s
(i))′; s¡ 0;
where i ⊂ ; i = 1; 2 and u˜ denotes the extension of u by zero to .
The Laplace operator  has the fundamental solution
U (x; y − x) := − 1
4‖y − x‖2 =−
1
4r
(2.4)
which is a two-sided inverse of  on the space of compactly supported distributions on R3. U has
a weak singularity on the diagonal of R3 × R3 and is C∞ outside.
We can obtain fundamental solutions with higher singularities from (2.4) taking suitable deriva-
tives. The strongly singular fundamental solution is then de/ned as
T (x; y − x) := @
@ny
U (x; y − x) = 1
4
ny ·r
r3
; (2.5)
where r= y − x, while if we apply the normal derivative once more with respect to x we have the
hypersingular fundamental solution
S(x; y − x) := @
2
@nx@ny
U (x; y − x) =− 1
4
{nx · ny
r3
− 3nx ·r ny ·r
r5
}
: (2.6)
For the potential u(x) satisfying (2.1), we have the following representation, arising from Green’s
formula:
u(x) =
∫

U (x; y − x) @u
@n
(y) dy −
∫

T (x; y − x) u(y) dy; x ∈ : (2.7)
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2.1. Boundary integral equations and their weak form
From (2.7) it is clear that if we want to recover the potential u in  we have /rstly to know the
Cauchy data u and q on 2 and 1, respectively. Therefore, instead of a diFerential problem we can
solve an integral one de/ned on the boundary .
Now, we de/ne boundary integral operators for x ∈  by taking the boundary data of the single
layer potential K1 and the double layer potential K2 in the distributional sense (for the de/nition
of the trace mappings !0u:=u| and !1u:=@u=@n| see [7]):
V := !0((K1 )|) =
∫

U (x; y − x) (y) dy
K% := !0((K2%)|) =

T (x; y − x)%(y) dy
K ′ := !1((K1 )|) =

T (y; x− y) (y) dy
D% := !1((K2%)|) =−

S(x; y − x)%(y) dy:
K and K ′ are de/ned by Cauchy singular integrals and D is de/ned by a hypersingular /nite part
integral in the sense of Hadamard (see [12,20]), i.e. it is understood to be the /nite part of an
asymptotic expansion. Having set
I(():=
∫
\{y∈R3:||y−x||¡(;(¿0}
S(x; y − x)%(y) dy
assume that
I(() = I0 + I1 log (+
m∑
j=2
Ij(−j+1 + o(1) for ( → 0;
where Ij are constants. Then, I0 is called the /nite part of I(() and we write
I0 =

S(x; y − x)%(y) dy:
Under the above assumptions, the following properties are well known [7]. The operators
V : H−1=2++()→ H 1=2++(); K : H 1=2++()→ H 1=2++()
K ′: H−1=2++()→ H−1=2++(); D: H 1=2++()→ H−1=2++()
are continuous for + ∈ (−1=2; 1=2). For +=0 the operator K ′ is the adjoint of K with respect to the
natural duality 〈·; ·〉 between H 1=2() and its dual H−1=2(), which for suDciently smooth functions
coincides with the usual scalar product in L2().
Using these boundary operators, we have the following identity for the Cauchy data
(
u
q
)
on :
1
2
(
u
q
)
=
(−K V
D K ′
)(
u
q
)
; x ∈ : (2.8)
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If we write the /rst equation on 1 and the second one on 2, inserting boundary data (2.2),(2.3)
we obtain a system of two BIEs of the /rst kind for the unknown Cauchy data q on 1 and u on
2, of the form(
V11 −K21
K ′12 D22
)(
q
u
)
=
(
−V21 12 I + K11
1
2 I − K ′22 −D12
)(
q∗
u∗
)
; (2.9)
where the boundary integral operators subscripts jk mean integration over j and evaluation over
k . System (2.9) will be solved in a weak sense.
The weak formulation of our integral problem starts from identity (2.8): infact, /nding the weak
solution of diFerential problem (2.1)–(2.3), with u ∈ H 1(), is equivalent to /nd a solution
(
u
q
)
∈
V :=H 1=2()×H−1=2() of (2.8) with u|1 =u∗ and q|2 =q∗, for the representation formula (2.7).
If we de/ne V ◦:={
(
u
q
)
∈ V: u|1 = 0; q|2 = 0} and extend u∗ with 0 on 2 and q∗ with 0 on
1 to form
(
Nu
Nq
)
∈ V , then the Cauchy data
(
u
q
)
can be written in the form
(
u
q
)
=
(
u◦
q◦
)
+
(
u
Nq
)
; (2.10)
with
(
u◦
q◦
)
∈ V ◦.
Then, we can deduce from (2.8) the equations
−1
2
(
u◦
q◦
)
+
(−K V
D K ′
)(
u◦
q◦
)
=
1
2
(
u
Nq
)
−
(−K V
D K ′
)(
u
Nq
)
: (2.11)
Next, we introduce the bilinear form
b
((
v
p
)
;
(
%
 
))
=
〈(
p
v
)
;
(
%
 
)〉
V ′×V
= 〈p;%〉H−1=2()×H 1=2() + 〈v;  〉H−1=2()×H 1=2(); (2.12)
where V ′ is the topological dual of V; note that the following property holds:(
v
p
)
∈ V ◦ ⇔ b
((
v
p
)
;
(
%
 
))
= 0 ∀
(
%
 
)
∈ V ◦:
Therefore, setting
a(·; ·) = b
((−K V
D K ′
)
·; ·
)
: V × V → R (2.13)
from (2.11) and (2.12) we /nally obtain the weak formulation of our integral problem:
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Let be given
(
Nu
Nq
)
∈ V, with the property Nu |1 = u∗; Nu |2 = 0; Nq|1 = 0 and Nq|2 = q∗. Find a
boundary function
(
u
q
)
=
(
u◦
q◦
)
+
(
Nu
Nq
)
, with
(
u◦
q◦
)
∈ V ◦ satisfying
a
((
u◦
q◦
)
;
(
%
 
))
= b
((
1
2 I + K −V
−D 12 I − K ′
)(
u
Nq
)
;
(
%
 
))
∀
(
%
 
)
∈ V ◦: (2.14)
Under the assumptions made, problem (2.14) has a unique solution [7]. From (2.14) one can
deduce immediately the weak formulation of system (2.9).
2.2. Symmetric Galerkin boundary element method
Let /h={Ti}Mhi=1 be a regular quasi-uniform triangulation of , where Ti is a triangle, N=
⋃Mh
i=1 Ti,
Ti ∩ Tj; i = j; is empty, a side or a vertex and each Ti belongs to one and only one face of the
polygonal boundary ; further, diam(Ti)6 h; i= 1; : : : ; Mh. It is obvious that every polygonal face
of  can be subdivided into a /nite number of triangles. All boundary elements Ti; i=1; : : : ; Mh, can
be obtained by a linear mapping Ai applied to a reference element
T = {(21; 22) ∈ R2 : 0¡21 ¡ 1; 0¡22 ¡ 1− 21}: (2.15)
Then
Ti = Ai(T )
de/nes a triangular element of /h:
If {’k}Kpk=1 denotes the standard local /nite element basis of degree p ¿ 0 de/ned on T , the
corresponding local basis on Ti is de/ned by “lifting” /nite element functions ’k from T to Ti, i.e.
’(i)k (x) = ’k ◦ A−1i (x); k = 1; : : : ; Kp; x ∈ Ti:
The approximating boundary element shape functions of degree p¿ 0 are de/ned through the
standard assembling of the local basis functions de/ned on each Ti. In particular, for our problem,
as approximating subspace Vh of V
◦
 we can take the space of piecewise polynomials of diFerent
degree for the approximation of u on 2 and q on 1, for instance linear for u and constant for q.
More precisely, if N1 is the total number of nodes of /h /xed in 1 and N2 is the total number
of nodes of /h /xed in 2, then with the above procedure we will de/ne N1 shape functions
 1; : : : ;  N1 of degree pq for the approximation of q on 1 and N2 shape functions % 1; : : : ; %N2 of
degree pu for the approximation of u on 2.
If we denote by
 = span{ 1; : : : ;  N1}
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and
= span{%1; : : : ; %N2}
we de/ne
Vh =×:
The symmetric Galerkin boundary element scheme for (2.14) is the following:
Find
(
uh
qh
)
∈ Vh, such that
a
((
uh
qh
)
;
(
vh
ph
))
= b
((
1
2 I + K −V
−D 12 I − K ′
)(
u
Nq
)
;
(
vh
ph
))
∀
(
vh
ph
)
∈ Vh: (2.16)
Problem (2.16) admits a unique solution
(
uh
qh
)
for which the following error estimate holds:
Theorem (Wendland [22]). For the exact weak solution
(
u
q
)
∈ H5() × H5−1() (5¡ 1); the
Galerkin approximation
(
uh
qh
)
∈ Vh obtained with exact integration satis7es the error estimate∥∥∥∥
(
u
q
)
−
(
uh
qh
)∥∥∥∥
Ht()×Ht−1()
6 chs−t
∥∥∥∥
(
u
q
)∥∥∥∥
Hs()×Hs−1()
if
−16 t 6 s6 5. The highest order of convergence is ch1+5.
Next, we write down the Galerkin scheme (2.16), applied practically to the weak formulation
of system (2.9), in the form of a linear symmetric system of algebraic equations for the unknown
coeDcients
(
X1
X2
)
in the boundary element basis (where X1 is the vector of N1 nodal Quxes and X2
is the vector of N2 nodal potential):(
A11 −A12
A21 A22
)(
X1
X2
)
=
(
F1
F2
)
: (2.17)
The matrix elements are double integrals with weakly singular, singular or hypersingular kernels.
For instance, elements of block A22 are of the following type:
(A22)lm =
∫
2
%l(x)
2
S(x; y − x)%m(y) dy dx
=
∫
supp(%l)
%l(x)
supp(%m)
S(x; y − x)%m(y) dy dx; l; m= 1; : : : ; N2 : (2.18)
The elements of blocks A11;−A12 = A21 are similar to (2.18), but involve “only” weakly and
Cauchy singular fundamental solutions U (x; y − x); T (x; y − x) (see (2.4), (2.5)), respectively.
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3. Evaluation of hypersingular integrals
Let us consider integral (2.18), where we can /x %l; %m linear shape functions: for our purposes
of singularities analysis this is not a restriction, since even in this simpler case we can exhaustively
examine the terms which give irregularities. We can write (2.18) in the form
Nl∑
i=1
∫
T (l)i
’(l; i)(x)
Nm∑
j=1
T (m)j
S(x; y − x)’(m;j)(y) dy dx; (3.1)
where we have denoted with T (m)1 ; : : : ; T
(m)
Nm the triangles of /h forming the support of %m(y), having
common vertex in a node of /h, let us say P
(m)
0 , and with ’
(m;j)(y) the local basis function on T (m)j
such that
’(m;j)(y) = %m(y) for y ∈ T (m)j :
A similar notation holds for the outer integral.
We are interested in the analytical evaluation of each
Tj
S(x; y − x)’(j)(y) dy; j = 1; : : : ; Nm; (3.2)
where to simplify the notation, we have omitted for the upper index m; we will do the same for the
upper index l in (3.1), and consider this simpli/ed notation through the paper. Single results (3.2),
where, to /x the ideas, we can think x ∈ Ti, will be summed up to form the result of the inner
integration in (2.18).
The source point x will be given either from collocation or by integration knots of outer integration
in Galerkin schemes. We recall that, owing to the Galerkin discretization approach we are using,
the outer variable of integration x has to be considered either in the interior of Tj (when Ti ≡ Tj)
or outside Tj.
Practically, we consider two geometrical situations: /rstly, we analyse the case of x and Tj lying
on the same plane and, in particular, x ∈ Tj, then the case of x and Tj not lying on the same plane.
3.1. x and Tj on the same plane
Let us start with the critical situation x ∈ Tj: only in this case infact we have to deal eFectively
with the hypersingularity of the kernel S(x; y− x). We write integral (3.2) in local coordinates, i.e.,
on the reference triangle T (see (2.15)), with the following changes of variables:
y = Aj(:); x = Aj(2):
The following result holds.
Theorem (Kieser [13]). If S(x; y− x) arises from any integral equation formulation of a strongly
elliptic boundary value problem and x ∈ Tj, then
Tj
S(x; y − x)’(j)(y) dy =
T
S˜(; :− 2)’˜( j)(:) d+:; (3.3)
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where the right-hand side of (3.3) is the Hadamard 7nite-part of∫
T\{:∈R2:||:−2||¡(;(¿0}
S˜(2; :− 2)’˜( j)(:) d+:
and
S˜(2; :− 2) = S(Aj(2); Aj(:)− Aj(2));
’˜( j)(:) = ’(j)(Aj(:))J (Aj(:));
with J (Aj(:)) = |@Aj=@:| denoting the Jacobian determinant.
This means that /nite-part surface integrals are invariant under smooth changes of variables. We
have therefore evaluated (3.2) using the above result.
Let us denote with P0; Pj; Pj+1 the vertices of Tj; therefore due to the linear mapping Aj (we suppose
from now on that P0 ≡ O; otherwise we substitute each vector v ∈ R3 with v − P0), we have
r2:;2 = ‖Pj‖2


(
:1 +
Pj · Pj+1
‖Pj‖2 :2 −
Pj · x(2)
‖Pj‖2
)2
+
(
Pj · P⊥j+1
‖Pj‖2 :2 −
Pj · x(2)⊥
‖Pj‖2
)2
 ;
J = Pj · P⊥j+1
where v⊥ means the clockwise =2-rotated of v in the plane of Tj, and x(2) = Aj(2).
Since in this case S(x; y − x) =−1=(4)nx ·ny=r3 =−(1=4)1=r3, it holds
S˜(2; :− 2) =− 1
4
1
r3:;2
and ’˜( j)(:) = (1− :1 − :2)Pj ·P⊥j+1:
Then, we found the following result:
Proposition 1. When x ∈ Tj it holds
T
S˜(2; :− 2)’˜( j)(:) d+: =− 14 [f
( j)
1 (x(2)) + f
( j)
2 (x(2))]; (3.4)
where
f( j)1 (x(2)) =
Pj · P⊥j+1‖x(2)‖
Pj · x(2)⊥Pj+1 · x(2)⊥ +
‖x(2)‖ − ‖Pj − x(2)‖
Pj · x(2)⊥ +
‖Pj+1 − x(2)‖ − ‖x(2)‖
Pj+1 · x(2)⊥
(3.5)
and
f( j)2 (x(2)) = c1{ln[(x(2)− Pj+1) · (Pj − Pj+1) + ‖Pj − Pj+1‖‖x(2)− Pj+1‖]
− ln[(x(2)− Pj) · (Pj − Pj+1) + ‖Pj − Pj+1‖‖x(2)− Pj‖]}
+ c2{ln[x(2) · Pj+1 + ‖Pj+1‖‖x(2)‖]− ln[(x(2)− Pj+1) · Pj+1
+ ‖Pj+1‖‖x(2)− Pj+1‖]}
− c3{ln[x(2) · Pj + ‖Pj‖‖x(2)‖]− ln[(x(2)− Pj) · Pj + ‖Pj‖‖x(2)− Pj‖]};
(3.6)
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with
c1 =
‖Pj − Pj+1‖
Pj · P⊥j+1
; c2 =
Pj+1 · (Pj − Pj+1)
(Pj · P⊥j+1)‖Pj+1‖
and c3 =
Pj · (Pj − Pj+1)
(Pj · P⊥j+1)‖Pj‖
:
Remark 1. This result is made of two parts: one containing logarithmic functions in 2 with at most
boundary log-singularities, the other, the /rst one, containing functions which give rise, in the outer
variable of integration 2, again to hypersingularities when x(2) tends to the sides Pj and Pj+1 of
triangle Tj. Infact, since x(2)= 21Pj + 22Pj+1, it is easy to see that when 21 → 0 (i.e. when x tends
to the side Pj+1) the hypersingularity of (3.5) is, up to the coeDcient −1=(4), and remembering
that in this case Ti ≡ Tj, of the form
− 2
21
(1− 22)‖Pi+1‖; (3.7)
analogously, when 22 → 0, we have a singularity of the form
− 2
22
(1− 21)‖Pi‖: (3.8)
Anyway, these critical functions in the variable 2 will disappear in the /nal inner sum over the
support of %m (see (3.1)).
Remark 2. When x belongs to the same plane of Tj but it is exterior, the hypersingularity of the
kernel does not rise eFectively; infact the distance r between x and y cannot vanish and the inner
integration (3.2) can be classically performed. Anyway, the result is the same as (3.4): we only
have to consider x(2) = Ai(2) with mapping Ai obviously diFerent from Aj.
3.2. x and Tj not lying on the same plane
Evidently, in this case x is always outside Tj. Using local coordinates on the reference triangle T
we can write
r2:;2 = ‖Pj‖2
{(
:1 +
Pj · Pj+1
‖Pj‖2 :2 −
Pj · x(2)
‖Pj‖2
)2
+
(‖Pj × Pj+1‖
‖Pj‖2 :2 −
ny · (Pj × x(2))
‖Pj‖2
)2
+
‖ny × (Pj × x(2))‖2
‖Pj‖4
}
;
J = ‖Pj × Pj+1‖; ’˜( j)(:) = (1− :1 − :2)‖Pj × Pj+1‖;
r · ny =−x(2) · ny; r · nx = Pj · nx:1 + Pj+1 · nx:2;
with x(2)=Ai(2); ny =Pj ×Pj+1=‖Pj ×Pj+1‖; nx = nx(2). We have therefore evaluated the integral
(3.2) in the form
I =− J
4
∫ 1
0
d:2
∫ 1−:2
0
{
nx · ny
r3:;2
+ 3
x(2) · ny(Pj · nx:1 + Pj+1 · nx:2)
r5:;2
}
(1− :1 − :2) d:1:
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Result of this analytical integration has been simpli/ed in the following form:
Proposition 2. Under the above assumptions it holds
I =− 1
4
[g( j)1 (x(2)) + g
( j)
2 (x(2)) + g
( j)
3 (x(2))]; (3.9)
where
g( j)1 (x(2)) =
nx · (Pj+1 × x(2))
‖Pj+1 × x()‖2
(
(Pj+1 − x(2)) · x(2)
‖x(2)‖ + ‖Pj+1 − x(2)‖
)
−nx · (Pj × x(2))‖Pj × x()‖2
(
(Pj − x(2)) · x(2)
‖x(2)‖ + ‖Pj − x(2)‖
)
; (3.10)
g( j)2 (x(2)) = c1{ln[(x(2)− Pj+1) · (Pj − Pj+1) + ‖Pj − Pj+1‖‖x(2)− Pj+1‖]
− ln[(x(2)− Pj) · (Pj − Pj+1) + ‖Pj − Pj+1‖‖x(2)− Pj‖]}
+ c2{ln[x(2) · Pj+1 + ‖Pj+1‖‖x(2)‖]
−ln[(x(2)− Pj+1) · Pj+1 + ‖Pj+1‖‖x(2)− Pj+1‖]}
− c3{ln[x(2) · Pj + ‖Pj‖‖x(2)‖]− ln[(x(2)− Pj) · Pj + ‖Pj‖‖x(2)− Pj‖]};
(3.11)
and
g( j)3 (x(2)) = c4
{
−Arctan (Pj × (Pj+1 − x(2))) · ((Pj+1 − Pj)× (x(2)− Pj))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖‖Pj+1 − x(2)‖
+Arctan
(Pj × x(2)) · ((Pj − x(2))× (Pj − Pj+1))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖‖Pj − x(2)‖
−Arctan (Pj+1 × x(2)) · (Pj × (x(2)− Pj+1))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖‖Pj+1 − x(2)‖
+Arctan
(Pj+1 × x(2)) · (Pj × x(2))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖‖x(2)‖
}
: (3.12)
with
c1 =
(nx · ny)‖Pj − Pj+1‖
‖Pj × Pj+1‖ ; c2 =
(nx · ny)Pj+1 · (Pj − Pj+1)
‖Pj × Pj+1‖‖Pj+1‖ ; c3 =
(nx · ny)Pj · (Pj − Pj+1)
‖Pj × Pj+1‖‖Pj‖
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and
c4 =
Pj · (Pj − Pj+1)nx · Pj+1 − Pj+1 · (Pj − Pj+1)nx · Pj
‖Pj × Pj+1‖2 sign(ny · x(2)):
Remark 3. This result generalizes what we have given in (3.4) for the case x and Tj belonging
to the same plane and, in particular, owing to Remark 2, contains also the case x ∈ Tj. Evidently,
(3.9), as function of the outer variable of integration 2, is made up of three parts: one containing
regular trigonometric functions, one containing logarithmic functions which produce at most boundary
log-singularities and one, the /rst part, of functions which could give rise to hypersingularities (as
it is the case when the outer triangle Ti coincides with the inner one Tj).
It is easy now to show the following signi/cant simpli/cation:
Proposition 3. For a 7xed outer triangle Ti; the whole inner integral in (3.1), rewritten using local
coordinates on the reference triangle T in the form
Nm∑
j=1
T
S˜(2; :− 2)’˜( j)(:) d+:; (3.13)
where
S˜(2; :− 2) = S(Ai(2); Aj(:)− Ai(2));
’˜( j)(:) = ’(j)(Aj(:))J (Aj(:));
as function of the outer variable of integration 2 is made up only by logarithmic functions with
at most boundary singularities and smooth trigonometric terms.
Proof.
For Proposition 2 and Remark 3 we have
Nm∑
j=1
g( j)1 (x(2)) =
Nm∑
j=1
{
nx · (Pj+1 × x(2))
‖Pj+1 × x(2)‖2
(
(Pj+1 − x(2)) · x(2)
‖x(2)‖ + ‖Pj+1 − x(2)‖
)
−nx · (Pj × x(2))‖Pj × x(2)‖2
(
(Pj − x(2)) · x(2)
‖x(2)‖ + ‖Pj − x(2)‖
)}
= 0;
since, in the support of %m, the side PNm+1 of triangle TNm coincides with the side P1 of triangle T1.
Remark 4. When the external triangle Ti coincides with one of the inner triangles, Tj, we have
already seen the exact singularities which come out, after the inner integration over Tj, in the
variables 21 and 22 (see Remark 1). In the /nal sum (3.13), these singularities, to be more exact,
cancel only with the contribution of the results of the inner integrations over Tj−1 and Tj+1. It
can be shown from (3.10) that, as function of 2, the integral
T
S˜(2; : − 2)’˜( j−1)(:) d+: presents
a singularity of the form (up to the coeDcient −1=(4)) 2=22(1 − 21)‖Pi‖ when 22 → 0, and
T
S˜(2; :− 2)’˜( j+1)(:) d+: presents a singularity of the form 2=21(1− 22)‖Pi+1‖ when 21 → 0.
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These singularities are exactly opposite to those found after the integration over Tj ≡ Ti (see
(3.7),(3.8)). Having set ’(:1; :2):=1 − :1 − :2 the linear shape function used on the reference
triangle T for the inner integration, all the above singularities can be rewritten, up to the sign, as
2
22
’(21; 0)‖Pi‖; 221’(0; 22)‖Pi+1‖: (3.14)
The expressions (3.14) are valid also for shape functions ’(:1; :2) of degree pu ¿ 1: infact, these
can be expressed as linear combinations of terms of the form
:d11 :
d2
2 ; with 06 d1 + d2 6 pu;
and since integrals
T
S˜(2; : − 2):d11 Jd+: produce singularities of the type 2‖Pi‖2d11 =22, integrals
T
S˜(2; : − 2):d22 Jd+: produce singularities of the type 2‖Pi+1‖2d22 =21, and integrals
T
S˜(2; : −
2):d11 :
d2
2 Jd+:, with d1; d2 ¿ 1, give no contribution to the outer singularities, one can obtain the
generalized (3.14).
Example. Let us consider a cube and a triangulation /h de/ned over its faces. The elements of /h
under consideration in this example are T1 on y1y2-plane, T2 on y2y3-plane, T3 on y3y1-plane, as
depicted in the following /gure:
We can /x the outer integration over triangle T1 (therefore x(2)=21P1+22P2); the inner integration
is made over the support of the linear shape function %0(y) such that %0(O)=1, %0(Pj)=0; j=1; 2; 3,
i.e. over triangles Tj; j = 1; 2; 3.
(a) Inner integration over T1. In this case y(:) = :1P1 + :2P2; r2:;2 = (:1 − 21)2 + (:2 − 22)2 and
J = 1. From (3.4) one has
T
S˜(2; :− 2)(1− :1 − :2) d+:
=− 1
4
{
−
√
221 + 2
2
2
1− 21 − 22
2122
−
√
221 + (1− 22)2
21
−
√
(1− 21)2 + 222
22
+
√
2 ln(1− 22 + 21 +
√
2
√
221 + (1− 22)2)−
√
2 ln(−1− 22 + 21 +
√
2
√
(1− 21)2 + 222)
−ln(22 +
√
221 + 2
2
2) + ln(−1 + 22 +
√
221 + (1− 22)2)
−ln(21 +
√
221 + 2
2
2) + ln(−1 + 21 +
√
(1− 21)2 + 222)
}
:
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The part of the previous result containing singularities in 21 and 22 is given by the function (up to
the coeDcient −1=(4)):
f(1)1 (21; 22) =−
√
221 + 2
2
2
1− 21 − 22
2122
−
√
221 + (1− 22)2
21
−
√
(1− 21)2 + 222
22
: (3.15)
It is easy now to obtain from (3.15) expressions (3.7), (3.8).
(b) Inner integration over T2. In this case y(:) = :1P2 + :2P3; r2:;2 = (:1 − 22)2 + :22 + 221 and
J = 1. From (3.9) one has
T
S˜(2; :− 2)(1− :1 − :2) d+:
=− 1
4
{
1
21
(
−
√
221 + 2
2
2 +
√
221 + (1− 22)2 +
22√
221 + 2
2
2
)
−Arctan 2
2
1 + (1− 22)
21
√
221 + 2
2
2 + 1
+ Arctan
21√
221 + (1− 22)2
− Arctan 22
21
√
221 + 2
2
2 + 1
}
:
The part of the previous result containing the singularity in 21 is given by the function (up to the
coeDcient −1=(4)) :
g(2)1 (21; 22) =
1
21
(
−
√
221 + 2
2
2 +
√
221 + (1− 22)2 +
22√
221 + 2
2
2
)
:
(c) Inner integration over T3. In this case y(:)= :1P3 + :2P1; r2:;2 = :
2
1 + (:2− 21)2 + 222 and J =1.
From (3.9) one has
T
S˜(2; :− 2)(1− :1 − :2) d+:
=− 1
4
{
1
22
(
−
√
221 + 2
2
2 +
√
(1− 21)2 + 222 +
21√
221 + 2
2
2
)
−Arctan
√
(1− 21)2 + 222
22
+ Arctan
−21(1− 21) + 222
22
√
1 + 221 + 2
2
2
}
:
The part of the previous result containing the singularity in 22 is given by the function (up to the
coeDcient −1=(4)) :
g(3)1 (21; 22) =
1
22
(
−
√
221 + 2
2
2 +
√
(1− 21)2 + 222 +
21√
221 + 2
2
2
)
:
At last, with a straightforward computation, one can see that [f(1)1 (21; 22)+g
(2)
1 (21; 22)+g
(3)
1 (21; 22)] ≡ 0.
4. Evaluation of weakly and Cauchy singular integrals
For completeness, we give here the explicit analytical results of the inner integration when con-
sidering weakly singular and Cauchy singular kernels.
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The elements of the blocks A11 and A12 of the Galerkin matrix in (2.17) are infact of the following
types:
(A11)ij =
∫
1
 i(x)
∫
1
U (x; y − x) j(y) dy dx
=
∫
Ti
∫
Tj
U (x; y − x) dy dx; i; j = 1; :::; N1 ; (4.1)
with  i;  j being constant shape functions with triangles Ti; Tj as corresponding support;
(A12)im =
∫
1
 i(x)
2
T (x; y − x)%m(y) dy dx
=
∫
Ti supp(%m)
T (x; y − x)%m(y) dy dx
=
∫
Ti
Nm∑
j=1
Tj
T (x; y − x)’(j)(y) dy dx; i = 1; : : : ; N1 ; m= 1; : : : ; N2 (4.2)
with  i being a constant shape function and %m a linear shape function. For the notation we refer
to that one already used in Section 3.
Using local coordinates on the reference triangle T , we have obtained for the inner integration in
(4.1) the following expression:
∫
T
U˜ (2; :− 2)J d+: =− 14 [h
( j)
1 (x(2)) + h
( j)
2 (x(2))];
where
h( j)1 (x(2)) = c1ln[(x(2)− Pj+1) · (Pj − Pj+1) + ‖Pj − Pj+1‖‖x(2)− Pj+1‖]
− c2ln[(x(2)− Pj) · (Pj − Pj+1) + ‖Pj − Pj+1‖ ‖x(2)− Pj‖]
− c3{ln[x(2) · Pj+1 + ‖Pj+1‖ ‖x(2)‖]− ln[(x(2)− Pj+1) · Pj+1
+ ‖Pj+1‖ ‖x(2)− Pj+1‖]}
+ c4{ln[x(2) · Pj + ‖Pj‖ ‖x(2)‖]− ln[(x(2)− Pj) · Pj
+ ‖Pj‖ ‖x(2)− Pj‖]}
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and
h( j)2 (x(2)) = c5
{
−Arctan (Pj × (Pj+1 − x(2))) · ((Pj+1 − Pj)× (x(2)− Pj))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj+1 − x(2)‖
+Arctan
(Pj × x(2)) · ((Pj − x(2))× (Pj − Pj+1))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj − x(2)‖
−Arctan (Pj+1 × x(2)) · (Pj × (x(2)− Pj+1))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj+1 − x(2)‖
+Arctan
(Pj+1 × x(2)) · (Pj × x(2))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖ ‖x(2)‖
}
;
with
c1 = ny · ((Pj+1 − Pj)=‖Pj+1 − Pj‖ × (x(2)− Pj+1));
c2 = ny · ((Pj+1 − Pj)=‖Pj+1 − Pj‖ × (x(2)− Pj));
c3 = ny · (Pj+1=‖Pj+1‖ × x(2));
c4 = ny · (Pj=‖Pj‖ × x(2))
and
c5 = ‖ny × (Pj=‖Pj‖ × x(2))‖:
On the other hand, for each inner integral on Tj in (4.2), always using local coordinates on the
reference triangle T , we have obtained the following result, obviously if Ti and Tj do not lie on the
same plane (because, if they do, kernel T (x; y − x) is identically zero):
T
T˜ (2; :− 2)’˜( j)(:)d+: =− 14 [k
( j)
1 (x(2)) + k
( j)
2 (x(2))];
where
k( j)1 (x(2)) = c1{ln[(x(2)− Pj+1) · (Pj − Pj+1) + ‖Pj − Pj+1‖ ‖x(2)− Pj+1‖]
− ln[(x(2)− Pj) · (Pj − Pj+1) + ‖Pj − Pj+1‖ ‖x(2)− Pj‖]}
+ c2{ln[x(2) · Pj+1 + ‖Pj+1‖ ‖x(2)‖]− ln[(x(2)− Pj+1) · Pj+1
+ ‖Pj+1‖ ‖x(2)− Pj+1‖]}
− c3{ln[x(2) · Pj + ‖Pj‖ ‖x(2)‖]− ln[(x(2)− Pj) · Pj + ‖Pj‖ ‖x(2)− Pj‖]};
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and
k( j)2 (x(2)) = c4
{
−Arctan (Pj × (Pj+1 − x(2))) · ((Pj+1 − Pj)× (x(2)− Pj))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj+1 − x(2)‖
+Arctan
(Pj × x(2)) · ((Pj − x(2))× (Pj − Pj+1))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj − x(2)‖
−Arctan (Pj+1 × x(2)) · (Pj × (x(2)− Pj+1))‖Pj‖‖(Pj × Pj+1)× (Pj × x(2))‖ ‖Pj+1 − x(2)‖
+Arctan
(Pj+1 × x(2)) · (Pj × x(2))‖Pj‖
‖(Pj × Pj+1)× (Pj × x(2))‖ ‖x(2)‖
}
;
with c1 = ny · x(2)=‖Pj × Pj+1‖ ‖Pj − Pj+1‖, c2 = ny · x(2)=‖Pj × Pj+1‖(Pj − Pj+1) · Pj+1=‖Pj+1‖,
c3 = ny · x(2)=‖Pj × Pj+1‖(Pj − Pj+1) · Pj=‖Pj‖, and c4 = ny · ((Pj − Pj+1) × (x(2) − Pj))=‖Pj ×
Pj+1‖ sign(x(2) · ny).
These results, as functions of the outer variable of integration 2, contain at most boundary weak
singularities.
5. Applications
To test the obtained results for the hypersingular kernel we consider a solution procedure via
a hypersingular BIE for the Neumann screen problem: for given f on  7nd u in  :=R3\ N
satisfying
Iu= 0 in ; (5.1)
@u
@n
= f on ; (5.2)
u=O(‖x‖−1) as ‖x‖ → ∞: (5.3)
Here we assume that  is a smooth, simply connected, non-intersecting surface piece with a piecewise
analytic boundary !. In [7] the above problem, which appears in linear elasticity when an interior
crack opens under normal loading and whose corresponding problem for the Helmholtz equation
describes the scattering of acoustic /elds by a hard screen, is converted into the integral equation
Dv(x) :=
!
S(x; y − x)v(y) dy = f(x); x ∈ ; (5.4)
where v= [u] | = u|+ − u|− gives the jump of u across the screen , with +(−) denoting the
upper (lower) side of  according to the normal vector n.
The following equivalence holds:
Theorem ([Ervin and Stephan, 9]). u ∈ H 1loc(R3\ N) is a weak solution of (5:2)–(5:3) if and only if
the jump [u]| ∈ H 1=2() satis7es (5:4).
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Table 1
Relative error in energy norm
h > = 1 > = 2 > = 3 N
e = 1, m= 16
n 1=2 4:44294E − 1 3:47250E − 1 2:96236E − 1 17
1=3 3:83109E − 1 2:75825E − 1 2:36573E − 1 33
1=4 3:46944E − 1 2:45024E − 1 2:16259E − 1 49
e = 1, m= 32
1=2 4:15969E − 1 3:06198E − 1 2:44641E − 1 33
1=3 3:47519E − 1 2:18506E − 1 1:64337E − 1 65
1=4 3:05765E − 1 1:76552E − 1 1:32267E − 1 97
e = 1, m= 64
1=2 4:08645E − 1 2:95202E − 1 2:30163E − 1 65
1=3 3:38143E − 1 2:01835E − 1 1:40844E − 1 129
1=4 2:94703E − 1 1:54970E − 1 1:01190E − 1 193
We have performed numerical tests with circular and elliptical plates de/ned by
e:=
{
(x1; x2; 0) ∈ R3 |@e:=x21 +
1
e2
x22 ¡ 1
}
; e ∈ R+:
Denoting with !e:=@e and with Le:=length(!e), respectively, the edge of the plate and its length,
for f = 1 we know the exact solution of the problem given by v(x) = (8e=Le)
√
1− @2e . Since the
normal derivative of v becomes unbounded on !e, that is for @e = 1, we have introduced, for the
discretization, triangular meshes /h algebraically graded towards !e.
For /xed parameters m; n; > ∈ N+ and h= 1=n, the nodes of the triangulation are


(0; 0; 0)(
[1− (jh)>] cos i2
m
; e[1− (jh)>] sin i2
m
; 0
)
i = 0; : : : ; m− 1; j = 0; : : : ; n− 1

 :
In particular, m denotes the number of the sides of the polygon interiorly approximating e, n is
related to the total number of nodes of /h, and > is the increasing parameter that pushes the nodes
near the edge !e.
Using linear shape function on /h we have evaluated the Galerkin BEM solution vh and the relative
error in energy norm ‖ · ‖D ≈ ‖ · ‖H 1=2() de/ned by
‖e‖D; r ‖v− vh‖D‖v‖D :=
{〈D(v− vh); v− vh〉L2()}1=2
{〈Dv; v〉L2()}1=2
:
In Table 1 we have reported results for the circular plate (e = 1) for diFerent values of the
parameters m; n; >. In Fig. 1 we present the errors obtained for m=64 versus the parameter n=1=h
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Fig. 1. Rate of convergence on algebraic meshes.
Table 2
Experimental error constants. h-version on algebraic meshes
> = 1 > = 2 > = 3
h ‖e‖D;r 5 C ‖e‖D;r 5 C ‖e‖D;r 5 C
e = 1, m= 64
1=2 0.40865 0.58 0.29520 0.55 0.23016 0.53
0.47 0.94 1.21
1=3 0.33814 0.59 0.20184 0.54 0.14084 0.53
0.48 0.92 1.15
1=4 0.29470 0.59 0.15497 0.54 0.10119 0.53
in logarithmic scale; the rate of convergence seems to follow the theoretical estimate given in [19]
for the analogous 2D problem:
‖v− vh‖H 1=2() 6 Ch(>=2)−(; 16 >6 3; (¿ 0;
with C = C(>) constant independent of h.
In Table 2 the evaluated experimental error constants 5 ∼= (>=2)− ( and C are shown. In Table 3
we have reported the relative error in energy norm for the elliptical plates (e = 2; 10), for diFerent
values of the parameters n; >, having /xed m = 64. The decay of the error is analogous to the
previous one, as one can see in Figs. 2 and 3.
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Fig. 2. Rate of convergence on algebraic meshes.
Fig. 3. Rate of convergence on algebraic meshes.
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Table 3
Relative error in energy norm
h > = 1 > = 2 > = 3 N
e = 2, m= 64
1=2 4:08339E − 1 2:95165E − 1 2:30147E − 1 65
1=3 3:38019E − 1 2:01822E − 1 1:40826E − 1 129
1=4 2:94640E − 1 1:54957E − 1 1:01171E − 1 193
e = 10, m= 64
1=2 4:06930E − 1 2:94958E − 1 2:30180E − 1 65
1=3 3:37278E − 1 2:01778E − 1 1:40885E − 1 129
1=4 2:94155E − 1 1:54933E − 1 1:01242E − 1 193
6. Final remarks
The outer integrations in (4.1), (4.2), (2.18) of at most boundary weakly singular functions can
be done numerically, always on the reference triangle T , applying to the two consecutive one di-
mensional integrals∫ 1
0
∫ 1−22
0
f(21; 22) d21 d22
suitable quadrature rules for smooth functions in the interval of integration except at the endpoints
where they may possess log-singularities. In these cases, we suggest to use the DE-rule [18], which
has been widely and successfully applied in 2D problems [1,2], or the really eDcient quadrature rule
recently proposed in [17] which has been used eFectively to /nd results of Section 5. Both these
numerical schemes give high precision results with few nodes of integration.
A /nal observation concerns the use of shape functions of higher degrees. The proposed method
here for the evaluation of Galerkin BEM matrix elements, i.e. analytical inner integrations and
numerical outer integrations, clearly reduces the computer time spent for the evaluation of integrals
over triangles. Furthermore, the study of the singularities of the analytical result, as function of the
outer variable of integration, allows to implement suitable quadrature rules, as stated just above.
Therefore, this approach can be usefully applied for the classical h-version of Galerkin BEM.
On the other hand, the higher the shape functions degrees are, the larger the analytical inner
integration results become. In the context of p- and h−p-versions of Galerkin BEM, an eDcient
quadrature scheme applied directly to double 2D integrals seems to be more appropriate; this ap-
proach can be found in [3].
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