We consider the parameter estimation of Markov chain when the unknown transition matrix belongs to an exponential family of transition matrices. Then, we show that the sample mean of the generator of the exponential family is an asymptotically efficient estimator. Further, we also define a curved exponential family of transition matrices. Using a transition matrix version of the Pythagorean theorem, we give an asymptotically efficient estimator for a curved exponential family. Primary 62M05.
Introduction
Information geometry established by Amari and Nagaoka [4] is an elegant method for statistical inference. This method provides us a very general approach to statistical parameter estimation. Under this framework, we easily find that the efficient estimator can be given with less calculation complexity for exponential families and a curved exponential families under the independent and identical distributed case. Therefore, we can expect a similar structure in the Markov chains.
The preceding studies [10, 11, 12, 13, 14, 15, 16, 17] defined an exponential family of transition matrices. However, in their definition, although the maximum likelihood estimator has the asymptotic efficiency, i.e., attains the Cramér-Rao bound asymptotically, it is not necessarily calculated with less calculation complexity. That is, the maximum likelihood estimator has a complex form so that it requires long calculation time in their model. On the other hand, Nakagawa and Kanaya [2] defined an exponential family of transition matrices in a different way in the one parameter case from information theoretical viewpoint. Nagaoka [5] established the multi-parameter exponential family of transition matrices and investigated its properties from a geometrical viewpoint. However, they did not consider parameter estimation under their exponential family.
In this paper, we employ the definition of an exponential family of transition matrices with the multi-parameter case by Nakagawa and Kanaya [2] and Nagaoka [5] . Then, we show that, in this model, an estimator of a simple form asymptotically attains the Cramer-Rao bound. That is, the estimator for the expectation parameter is asymptotically efficient and is written as the sample mean of n + 1-observations. Hence, it requires only a small amount of calculation. Further, we define a curved exponential family of transition matrices as a smooth subset of an exponential family of transition matrices. Under a curved exponential family, we give an asymptotically efficient estimator, which requires a small amount of calculation. These points are our advantages over the other definition of exponential family [10, 11, 12, 13, 14, 15, 16, 17] .
To show the above items, we discuss the behavior of the sample mean of n + 1 observations. Indeed, while the existing papers [7, 6] derived the form of the asymptotic variance, this paper shows that the asymptotic variance can be written by using the second derivative of the potential function of the exponential family generated. Using this relation, we show that the sample mean asymptotically attains the Cramér-Rao bound for the expectation parameter.
For the above discussion, we need the description of an exponential family of transition matrices. Since the information geometrical structure for probability distributions plays important roles in several topics in information theory as well as statistics, it is better to describe the information geometry of transition matrices so that it can be easily applied to these topics. In fact, the authors applied it to finite-length evaluations of the tail probability, the error probability in simple hypothesis testing, source coding, channel coding, and random number generation in Markov chain as well as the estimation error of parametric family of transition matrices [18, 19] . Then, we revisit the exponential family of transition matrices [2, 5] in a manner consistent with the above purpose by using Bregmann divergence [22, 21] . In particular, the relative Rényi entropy for transition matrices plays an important role in the finite-length analysis; we define the relative entropy for transition matrices so that it is a special case of the relative Rényi entropy, which is different from the definitions in the literatures [2, 5] . Although some of results in this paper have been already stated in [5] (without detailed proof), we restate those results and give proofs since the logical order of arguments are different from [5] and we want to keep the paper self-contained.
The remaining of this paper is organized as follows. Section 2 gives the brief summary of obtained results. In Section 3, we define the relative entropy and the relative Rényi entropy between two transition matrices In Section 4, we revisit an exponential family of transition matrices and its properties. In Section 5, we focus on the joint distribution when a transition matrix is given as an element of a one-parameter exponential family and the input distribution is given as the stationary distribution. Then, we characterize the quantities given in Sections 3 and 4 by using the joint distribution. In Section 6, we proceed to the n + 1 observation Markov process when the initial distribution is the stationary distribution. Then, we show that the sample mean of the generator is an unbiased and asymptotically efficient estimator under a one-parameter exponential family. In Section 7, we proceed to the n + 1 observation Markov process when the initial distribution is a non-stationary distribution. We show a similar fact in this case. Section 8 extends a part of these results to the multiparameter case and the case of a curved exponential family.
Summary of results
Here, we prepare notations and definitions. For a given transition matrix W over X , we define W ×n (x n , x n−1 , . . . ,
. For a given distribution P on X and a transition matrix V from X to Y, we define V × P (y, x) := V (y|x)P (x) and V P (y) := x V × P (y, x).
A non-negative matrix W is called irreducible when for each x, x ′ ∈ X , there exists a natural number such that W n (x|x ′ ) > 0. A non-negative matrix W is called ergodic when there is no input x ′ such that W n (x ′ |x ′ ) = 0 with a natural number n. The irreducibility and the ergodicity depend only on the set X
for a non-negative matrix W over X . Hence, we say that X 2 W is irreducible and ergodic when a non-negative matrix W is irreducible and ergodic, respectively. Indeed, when a subset of X 2 W is irreducible and ergodic, the set X 2 W is also irreducible and ergodic, respectively. It is known that the output distribution W n P converges the stationary distribution of W for a given irreducible and ergodic transition matrix W [7, 3] .
Asymptotic behavior of sample mean
Assume that the random variable X n obeys the Markov process with the irreducible and ergodic transition matrix W (x|x ′ ). In this paper, for a twoinput function g(x, x ′ ), we focus on the sample mean S n :=
, X i ), and X n+1 := (X n+1 , . . . , X 1 ). This is because a two-input function g(x, x ′ ) is closely related to an exponential family of transition matrices. Indeed, the simple sample mean can be treated in the formulation by choosing g(x, x ′ ) as x or x ′ . Then, the expectation E[S n ] and the variance V[S n ] are characterized as follows. We denote the Perron-Frobenius eigenvalue of W (x|x ′ ) byP and define the expectation
. We denote the Perron-
′ ) by λ θ and define the cumulant generating function φ(θ) := log λ θ . Then, when the transition matrix W is irreducible and ergodic, the relation
is known. In this paper, we will show
while existing papers [7, 6] characterized the asymptotic variance by using the fundamental matrix. (See [18, Section 6] .) In particular, when the initial distribution is the stationary distributionP ,
. Then, using a constant C, we will show that
3)
The concrete form of C also will be given latter.
Information quantities and exponential family
Further, in this paper, given two transition matrices W and V , we will define the relative entropy D(W V ) and the relative Rényi entropy D 1+s (W V ). Then, for a given two-input function g(x, x ′ ) and an irreducible and ergodic transition matrix W , we define the potential function φ(θ) and exponential family of transition matrices {W θ } with the generator g(x, x ′ ) that satisfying W 0 = W . Using the potential function φ(θ), we will also characterize the relative entropy the relative Rényi entropy between two transition matrices in the exponential family in the following way:
Cramer-Rao bound and asymptotically efficient estimator
First, we fix a given exponential family W θ of transition matrices with the generator g(x, x ′ ) and the potential function φ(θ). Then, we focus on the family of Markov chains generated by the family of transition matrices {W θ } with arbitrary initial distributions. For the family of Markov chains, we will show that the Fisher information of the expectation parameter η(θ) :
Then, we will show that the random variable S n is the asymptotically efficient estimator, i.e., the mean square error is
We will also define a multi-parameter exponential family W θ of transition matrices, and show the Pythagorean theorem. Then, we will show the asymptotic efficiency of the sample mean in the multi-parameter case. Further, we will define a curved exponential family of transition matrices, and give its asymptotically efficient estimator.
Relative entropy and relative Rényi entropy
In this section, in order to investigate geometric structure for transition matrices, we define the relative entropy and the relative Rényi entropy. For this purpose we prepare the following lemma, which will be shown after Lemma 5.2.
Lemma 3.1. Consider an irreducible transition matrix W over X and a realvalued function g on X ×X . Define φ(θ) as the logarithm of the Perron-Frobenius eigenvalue of the matrix:W
Then, the function φ(θ) is convex. Further, the following conditions are equivalent.
(
Then, a set of real-valued functions {g j } on X × X is called linearly independent under the transition matrix W (x|x ′ ) when any linear non-zero combination of {g j } satisfies the condition in Lemma 3.1.
Using Lemma 3.1, given two distinct transition matrices W and V , we define the relative entropy D(W V ) and the relative Rényi entropy D 1+s (W V ) as follows. For this purpose, we denote the logarithm of the Perron-Frobenius eigenvalue of the matrix
V is irreducible, which is a weaker assumption. Under the weaker assumption, the relative entropy D(W V ) and the relative Rényi entropy D 1+s (W V ) with s > 0 are regarded as the infinity. Note that the limit
V (x|x ′ ) satisfies the condition in Lemma 3.1 because W and V are distinct. Hence, the function s → sD 1+s (W V ) is strictly convex. So, the relative Rényi entropy D 1+s (W V ) is strictly monotone increasing with respect to s. Now, we introduce a condition for a transition matrix as follows. A transition matrix W on X × Y is called non-hidden for X when W X (x|x
When the Markov chain for X and Y generated by W and W satisfies the above condition, the sequence for X is also a Markov chain, not a hidden Markov chain. This is the reason of the name of "non-hidden". As a transition matrix version of information processing inequality, we have the following theorem. 
Proof. For s > 0, let λ and b = (b x,y ) be the Perron-Frobenius eigenvalue and eigenvector of the matrix
Since the reverse Hölder inequality implies
the number c x = y b x,y satisfies
Due to the PerronFrobenius theorem, λ is larger than the Perron-Frobenius eigenvalue of the ma-
Hence, we obtain the second inequality of (3.3) with s > 0.
When s ∈ (−1, 0), replacing the role of the reverse Hölder inequality by the Hölder inequality, we can show that min x
Due to the Perron-Frobenius theorem, λ is smaller than the Perron-Frobenius eigenvalue of the matrix
Hence, we obtain the second inequality of (3.3) with s ∈ (−1, 0). Taking the limit s → 0, we obtain the first inequality of (3.3).
From the property of Perron-Frobenius eigenvalue, we immediately obtain the following lemma. Lemma 3.3. Given two transition matrices W X and V X (W Y and V Y ) on X (Y), respectively, we have
Theorem 3.4. Transition matrices W 1 , W 2 , and W satisfy
for p ∈ (0, 1).
This theorem can be directly shown from Lemma 4.6 given latter.
Remark 3.5. Natarajan [1] and Nakagawa and Kanaya [2] defined the relative entropy D(W V ) by the final term of (5.5) Nagaoka [5] defined the relative entropy D(W V ) by (4.4), and showed the equivalence with the final term of (5.5). If we consider only the relative entropy D(W V ), the definition by the final term of (5.5) is natural. However, the relative Rényi entropy D 1+s (W V ) cannot define in the same way. Hence, in order to treat the relative entropy D(W V ) and the relative Rényi entropy D 1+s (W V ) in a unified way, we adopt the definition (3.2) for the relative entropy D(W V ) instead of the final term of (5.5).
Remark 3.6. Theorem 3.2 can be regarded as an information processing inequality as follows. In the case of the information processing inequality between two distributions P and P ′ , we compare the relative entropy between P and P ′ and the relative entropy between V P and V P ′ for a given transition matrix V . Since the relative entropy between P and P ′ equals the relative entropy between V ×P and V ×P ′ , it is enough to compare the relative entropy between V ×P and V × P ′ and the relative entropy between V P and V P ′ . The difference between these relative entropies can be characterized as existence or non-existence of the marginalization for the input system. Therefore, the information processing inequality can be reduced the information processing inequality with respect to the marginalization. As Theorem 3.2 is an inequality with respect to the marginalization, it can be regarded as an information processing inequality.
Exponential family of transition matrices
In the following, we treat only irreducible transition matrices. Hence, an irreducible transition matrix is simply called a transition matrix. We define an exponential family for transition matrices. We focus on a transition matrix W (x|x ′ ) from X to X . Then, for θ = (θ 1 , . . . , θ d ) and real-valued functions {g j }, we define the matrix W θ (x|x ′ ) from X to X in the following way.
Using the Perron-Frobenius eigenvalue λ θ ofW θ , we define the potential function φ( θ) := log λ θ . Note that, since the value xW θ (x|x ′ ) generally depends on x ′ , we cannot make a transition matrix by simply multiplying a constant with the matrixW θ .
To make a transition matrix from the matrixW θ , we recall that a non-negative matrix V from X to X is a transition matrix if and only if the vector (1, . . . , 1)
T is an eigenvector of the transpose V T . In order to resolve this problem, we focus on the structure of the matrixW θ . We denote the Perron-Frobenius eigenvectors ofW θ and its transposeW (2)], we define the matrix W θ (x|x ′ ) as
The matrix W θ (x|x ′ ) is a transition matrix the because vector (1, . . . , 1) T is an eigenvector of the transpose W T θ . The stationary distribution of the given transition matrix W θ is the Perron-Frobenius normalized eigenvector of the transition matrix W θ , which is given as
In the following, we call the family of transition matrices E := {W θ } an exponential family of transition matrices generated by W with the generator {g 1 , . . . , g d }.
Due to Lemma 3.
is strictly positive for an arbitrary non-zero vector c = (c 1 , . . . , c d ). That is, the Hesse matrix
Using the potential function φ(θ), we discuss several concepts for transition matrices based on Lemma 3.1, formally. We call the parameter (θ 1 , . . . , θ d ) the natural parameter, and the parameter η j ( θ) := ∂φ ∂θ j ( θ) the expectation parameter.
For a given transition matrix W , we define a linear subspace N W (X 2 ) of the space G(X 2 ) of all two-input functions as the set of functions f (x) − f (x ′ ) + c. Then, we obtain the following lemma.
Lemma 4.1. The following are equivalent for the generator {g j } and the transition matrix W .
(1) The set of real-valued functions {g j } on X × X is linearly independent.
That is, the set of functions {g j } are linearly independent in the quotient space
The potential function φ( θ) is strictly positive. i.e., the Hesse matrix
is strictly positive for any θ. 
W . Now, we show (5) ⇒ (1) by showing the contraposition. If a set of real-valued functions {g j } on X × X is not linearly independent, there exist a function f and a constant c such that
In this case, choosingP θ ′ (x) =P θ (x)e f (x) and λ θ ′ = λ θ e −c ,P θ ′ and λ θ ′ are the Perron-Frobenius eigenvector and eigenvalue of the transition matrix W θ ′ . Then, we have W θ ′ = W θ . Now, we introduce the notation W X ,W := {V |V is a transition matrix and
by using an element g ∈ G(X 2 ) because of log
. Hence, if and only if the set of two-input functions {g j } form a basis of the quotient space
, the set W X ,W coincides with the exponential family generated by W with the generator {g j }. This fact shows that W X ,W is an exponential family.
In particular, when W is a positive transition matrix, the subspace N W (X 2 ) does not depend of W and is abbreviated to N (X 2 ). In this case, W X ,W is the set of positive transition matrices. Then, it does not depend of W , and is abbreviated to W X . Example 4.2. Now, we assume that X = {0, 1, . . . , m} and W is a positive transition matrix, i.e., X
. . , m and j = 0, 1, . . . , m. Then, the m 2 + m functions g i,j form a basis of the quotient space G(X 2 )/N (X 2 ).
In the following, we assume the condition of the above lemma. Then, we define the Fisher information matrix for the natural parameter by the Hesse matrix 
Given a transition matrix W , real-valued functions g j on X 2 , and real numbers b j , we say that the set
with the generator {g j }, where P V is the stationary distribution of V . Note that a mixture family on X 2 W does not necessarily contain W because its definition depends on the real numbers b j . When W is a positive transition matrix, the definition does not depend on W and it is simply called a mixture family with the generator {g j }. For a given transition matrix W and two mixture families M 1 and M 2 in X 2 W , the intersection M 1 ∩ M 2 is also a mixture family on X 2 W . For example, for a transition matrix W on X × Y, the set W X |X ×Y,W := {V ∈ W X ×Y,W |V is non-hidden for X on X × Y} is a mixture family on (X × Y) 
Proof. Let ϕ(1 + s) be the logarithm of the Perron-Frobenius eigenvalue of the matrix
. Hence, we obtain (4.5). Taking the limit s → 0, we obtain (4.4).
The Fisher information matrix H θ [φ] can be characterized by the limits of the relative entropy and relative Rényi entropy as follows. That is, due to Lemma 4.4, we can show the following lemma.
The right hand side of (4.4) can be regarded as the Bregmann divergence [22, 21] of the strictly convex function φ( θ). In the following, we derive several properties of the relative entropy by using Bregmann divergence. That is, the following properties follows only from the strong convexity of φ( θ) and the properties of Bregmann divergence.
Using [21, (40 
where ν( η) is defined as Legendre transform of φ( θ) as
Since ν( η) is convex as well as φ( θ), we have the following lemma. 
be the natural parameter of the intersection of these two subfamily
Indeed, Nagaoka [5] showed (4.9) in a more general form by showing the dually flat structure [4] directly. Using (4.9) and Lemma 4.3, we obtain the following corollary. with generator {g j }, we define
The transition matrix V * is the intersection of the mixture family M on X 2 V and the exponential family generated by V with the generator {g j }. Proof. First, we notice that the exponential family W X ,V contains V and includes M. Choose an elementṼ in the intersection of the mixture family M on X 2 V and the exponential generated by V with the generator {g j }. Due to (4.9), any transition matrix
which implies that V * =Ṽ , i.e., (2) . Hence, we obtain (1).
Similarly, we have another version of the above corollary.
Corollary 4.9. Given a transition matrix W and an exponential family E ⊂ W X ,W with the generator {g j }, we define
The transition matrix W * is the intersection of the exponential family E and the mixture family on X 2 W with the generator {g j } that contains W . Example 4.10. We choose transition matrices V X and V Y on X and Y, respectively. We also choose a transition matrix W on X × Y whose support is (X × Y) 2 VX ×VY . When a set of two-input functions {g X|i } forms a basis of G(X 2 )/N VX (X 2 ), the exponential family generated by V X × V Y with the generator {g X|i } is {V 
(4.10)
In particular, when W is non-hidden for X and Y, W X × W Y has the same expectation parameters as W with respect to the generator
The above-defined exponential families contain exponential families of distributions as follows. For a given exponential family of distributions P θ on X with the generator f (x), we define the transition matrix W (x|x ′ ) as P 0 (x) and the generator g(x, x ′ ) as f (x). Then, the exponential family W θ (x|x ′ ) is P θ (x). The given potential function and the given expectation parameter is the same as the case with the exponential family of distributions {P θ }.
Remark 4.12. Nakagawa and Kanaya [2, Section III] and Nagaoka [5] showed the convexity φ( θ) in their respective cases. Nagaoka [5] also showed the equivalence between (1) and (5) in Lemma 4.1. However, they did not clearly consider the relation with the other conditions in Lemma 4.1. In fact, these equivalence relations are essential for application to with finite-length evaluations of the tail probability, the error probability in simple hypothesis testing [18] , source coding, channel coding, and random number generation [19] in Markov chain.
Remark 4.13. The papers [10, 11, 12, 13] defined an exponential family of Markov chains as follows. The family of transition matrices {W θ (x|x ′ )} is called an exponential family when W θ (x|x ′ ) has the form
The papers [15, 16, 17] extended the above definition to the continuous-time case. The traditional definition (4.11) is different from ours. Ito and Amari [20] discussed the geometrical structure of an exponential family of transition matrices only for W X in the same definition as ours. However, they did not give an exponential family of transition matrices from a given generator {g j }.
Remark 4.14. For the definition of an exponential family for transition matrices, our logical order of arguments is different from that by Nagaoka [5] and Nakagawa and Kanaya [2] . We firstly define the potential function φ( θ). Then, we give the parametric transition matrices although they [5, 2] gave the parametric transition matrices firstly. The potential function φ( θ) for a transition matrix W and a generator {g j } gives information quantities when we apply the exponential family for transition matrices to finite-length evaluations of the tail probability, the error probability in simple hypothesis testing [18] , source coding, channel coding, and random number generation [19] in Markov chain. To characterize these information quantities, we employ an exponential family of transition matrices. So, our logical order adapts such an application. However, the multi-parametric extension (4.9) is essential for estimation in a curved exponential family, which will be discussed in Subsection 8.3.
Stationary two-observation case

Relative entropies and expectation
In the previous section, we formally defined several information quantities from the convex function φ( θ) in the multi-parameter case. In this section, we consider the relation with the structure of probabilities in the one-parameter case. That is, we will see how the information quantities reflect the conventional information quantities. For this purpose, we assume that the input distribution is the stationary distribution of the given transition matrix.
Since the stationary distribution of the given transition matrix W θ is P θ , we can define the joint distribution
on X × X . Now, we focus on the probability distribution family {W θ × P θ }, and denote the expectation and the variance under the distribution W θ × P θ by E θ and V θ . These are simplified to E and V when θ = 0. 
The lemma shows the reason why we call the parameter η the expectation parameter.
Proof. From the definition of W θ , we have
Taking the average of the both hand sides with respect to the distribution
Lemma 5.1 shows Lemma 4.3 as follows.
Proof of Lemma 4.3: In this proof, we consider the multi-parameter case. Replacing the derivative by the partial derivative in Lemma 5.1, we have
Choose the generator {g 1 , . . . , g k } of the mixture family on X 2 W . There exist twoinput functions g k+1 , ..., g l such that the set of two-input functions {g 1 , . . . , g l } form a basis of G(X 2 )/N W (X 2 ). Hence, due to (5.4), we see that the mixture family on X 2 W is a mixture subfamily of W X ,W . ✷ Now, we introduce the conditional relative entropy for transition matrices W and V from X to Y and a distribution P on X as follows.
where the relative entropy between two distributions P and P ′ is defined in the conventional way as D(P P ′ ) := x P (x) log
. Hence, the relative entropy defined in the previous section is characterized as follows [5, (24) ].
where (a) follows from the fact that
Fisher information and variance
Using the Fisher information J 1 θ of the family {P θ } θ of stationary distributions, we discuss the Fisher information J 2 θ of the family {W θ × P θ } θ of joint distributions in the following lemma. 
In particular, when θ = 0,
( 5.8) Further, the quantity Proof of Lemma 3.1: Due to (5.7), the non-negativity of variance implies that φ(θ) is convex. Since Condition (2) trivially implies Condition (3), it is enough to show that Condition (1) implies Condition (2) and Condition (3) implies Condition (1).
Assume Condition (1). Then, the random variable g(X,
Hence, the variance in (5.7) is strictly greater than zero, which implies Condition (2) .
Conversely, we assume that Condition (1) does not hold, i.e., g(x, x
W with a constant c ∈ R. Then, we can find that the Perron-Frobenius eigenvalue ofW θ (x|x
and its right eigenvector isP θ . Thus, we have 
where (a) follows from the relation
which is shown by the following fact: The expectations of 
(5.10)
Combining (5.6) and (5.10), we have
which implies (5.7). Since
we have another expression of
When θ = 0,
Hence, we obtain (5.8). ✷ 6. Stationary n + 1-observation case
Information quantities
Similar to the previous section, this section also discusses the one-parameter case with the stationary initial distribution P θ . Now, we consider the distribution W ×n θ × P θ on X n , which is defined as
We also define the random variable g n (X n+1 ) := n k=1 g(X k+1 , X k ) for X n+1 := (X n+1 , . . . , X 1 ). In this section, we denote the expectation and the variance under the distribution W n θ × P θ by E θ and V θ . Then,
Now, we calculate information quantities. Similar to Lemma 5.2, the Fisher information can be calculated as follows. 
The proof can be done in the same way as Lemma 5.2. The conditional relative entropy and the conditional Rényi entropy are characterized by the information quantities defined by the convex function φ(θ) as follows.
Asymptotically efficient estimator
The relation (6.2) implies that
is an unbiased estimator for the parameter η. The variance of g n (X n+1 ) is evaluated as follows.
Lemma 6.2. The inequalities
Proof. The combination of (5.9) and (5.10) implies that
under the distribution W θ × P θ in the two-observation case. In the n + 1-observation case, we can similarly show that n
] under the distribution W n θ × P θ . Now, we define the 2-norm of the random variable f (X n+1 ) as f 2 :=
. Then, we obtain the first inequality because n
, we obtain the second inequality because
Hence, we obtain
The Fisher informationJ n+1 η(θ) for the expectation parameter η of the family {W
.
That is, the lower bound of the variance of the unbiased estimator given by Cramer-Rao inequality is
). Hence, any unbiased estimator Z n for the expectation parameter η satisfies
The relation (6.6) shows that the unbiased estimator
realizes the optimal performance with the order 1 n .
Non-stationary n + 1-observation case
Similar to the previous section, this section also discusses the one-parameter case. Now, we consider the non-stationary case. Since the convergence to the stationary distribution is required, we assume that the transition matrices W θ are ergodic as well as irreducible. Then, we fix an arbitrary initial distributions P θ on X such that the P θ is distribution is smoothly parameterized by the parameter θ. In this section, we assume that W θ is the exponential family generated by the generator g(x, x ′ ) and the random variable X n+1 := (X n+1 , . . . , X 1 ) is subject to W ×n θ × P θ with the unknown parameter θ. Then, we denote the expectation and the variance under the distribution W ×n θ × P θ by E θ and V θ . In this general case, the relation (6.4) does not hold. In stead of these relations, as is shown in [18, Lemma 5.4] , we have
For a function h on R, we define the random variableg n (X n+1 ) := g n (X n+1 )+ h(X 1 ). When we use the random variableg n (X n+1 )/n as an estimator of the parameter θ, the error is measured by the mean square error:
It is known that the expectation of g n (X n+1 ) and the variance of g n (X n+1 ) √ n converge to those under the stationary distribution [7, 3] . Hence, due to (6.2) and (6.6), we have
The relation (7.4) shows that the estimatorg n (X n+1 ) n is asymptotically unbiased for the parameter η. The mean square error is
, which implies Lemma 7.1 implies that the lower bound of the Cramér-Rao inequality is
attains the lower bound by the Cramér-Rao inequality with the order 1 n . That is, the estimatorg n (X n+1 ) n is asymptotically efficient.
Estimation with multi-parameter case
Estimation with multi-parameter exponential family: stationary case
Assume that W θ is a multi-parameter exponential family of transition matrices with θ = (θ 1 , . . . , θ d ) with the generator {g j }. Then, we assume that the initial distribution is the stationary distribution P θ on X of W θ and the random variable X n+1 := (X n+1 , . . . , X 1 ) is subject to W ×n θ × P θ with the unknown parameter θ. In this subsection, we denote the expectation and the variance under the distribution W ×n θ × P θ by E θ and V θ . Similar to (6.2), using
which implies that g n (X n+1 ) is an unbiased estimator of the expectation parameter η( θ). We denote the covariance matrix of g n (X n+1 ) by Cov θ [ g n (X n+1 )]. We also denote the covariance matrix of [ ∂ ∂θ j logP θ (X)] j byĈ ov θ . Lemma 8.1. The matrix inequalities
hold, where the matrix inequality is defined by the positive semi-definiteness.
Proof. First, we fix a real unit vector a = [a j ] j . Applying (6.5) to the random variable j a j g n j (X n+1 ), we obtain
Lemma 8.1 yields that
Now, we denote the Fisher information matrix of the distribution family
The relation (8.4) shows that the unbiased estimator
Estimation with multi-parameter exponential family:
non-stationary case
Next, similar to Section 7, we consider the non-stationary case and assume that the transition matrices W θ are ergodic as well as irreducible. Then, we fix an arbitrary initial distributions P θ on X such that the distribution P θ is smoothly parameterized by the natural parameter θ.
In this subsection, we denote the expectation, the variance, and the covariance matrix under the distribution W ×n θ × P θ by E θ , V θ , and Cov θ . Then, we employ the random variable g n (X n+1 ) := (g n j (X n+1 )). When we use the random variable g n (X n+1 )/n as an estimator of the parameter θ, the error is measured by the mean square error matrix:
Similar to (7.4), we can show that
For any vector c = (c i ), (7.5) implies that
The relation (8.6) shows that the estimator
is asymptotically unbiased for the expectation parameter η. The mean square error is
attains the lower bound by the Cramér-Rao inequality with the order 1 n . That is, the estimator
Similar to the one-parameter case, we can show that the random variable √ n(
converges the Gaussian distribution with the covariance matrix H θ [φ].
Estimation with multi-parameter curved exponential family
Next, we proceed to estimation with multi-parameter curved exponential family. A parametric subset C = {W θ( ξ) } ξ of an exponential family E = {W θ } θ of transition matrices is called a curved exponential family of transition matrices. We define the Fisher information matrix H ξ as the metric of the submanifold. When the potential function of the exponential family is φ, using the matrix A := [ In the following, we assume that the exponential family E is generated by g j . Given n + 1 observations X n+1 , we define the estimator ξ n (X n+1 ) := argmax ξ D(W θ( g n (X n+1 )/n) W θ( ξ) ) for the curved exponential family C. Then, similar to the case of a curved exponential family of probability distributions [4, Section 4.4], we can show that the estimator ξ n (X n+1 ) is asymptotically efficient. That is, the mean square error matrix is asymptotically approximated to
. The random variable ( θ( g n (X n+1 )/n) − η( θ( ξ o ))) asymptotically obeys the Gaussian distribution with the covariance matrix 1 n H θ( ξo) [φ] . Since the neighborhood of ξ n (X n+1 ) in C can be approximated to the tangent space at the true point ξ o , Due to Corollary 4.9, the point θ( ξ n (X n+1 )) can be approximately regarded as the projection to the tangent space at ξ o from the observed point θ( g n (X n+1 )/n). Thus, the random variable θ( ξ n (X n+1 ) − ξ o asymptotically obeys the Gaussian distribution with the covariance matrix is asymptotically approximated to
The papers [10, 11, 12, 13, 15, 16, 17] showed that the maximum likelihood estimator (MLE) is asymptotically efficient in the exponential family with their definition (4.11). Since the definition (4.11) is different from ours (4.1), the results in this section are different from theirs. Further, since our asymptotically efficient estimator is given as the sample mean of g, the required calculation amount is smaller than theirs. Even in the case of a curved exponential family, the Pythagorean theorem (4.9) enables us to calculate our asymptotically efficient estimator with small amount of calculation. However, their MLE does not have so simple form because their exponential family does not have such a geometrical structure, e.g., expectation parameter and the Pythagorean theorem, etc. Hence, it requires large calculation amounts.
Indeed, when the matrix element of the transition matrix is to be estimated, the literature [9] showed that the sample mean is the same as the maximum likelihood estimator. However, this fact holds only for such a specific parameter, and cannot be applied to the parameter estimation of our exponential family, in general. Our method can be applied to any parameter of an exponential family in our sense.
Conclusion
We have revisited the information geometrical structure (the exponential family, the natural parameter, the expectation parameter, relative entropy, relative Rényi entropy, Fisher information matrix, and the Pythagorean theorem) of transition matrices by using the convex function φ(θ) defined by the PerronFrobenius eigenvalue of the matrixW θ defined by (4.1). Then, we have shown that the sample mean of the generating function is an asymptotically efficient estimator for the expectation parameters in the exponential family of transition matrices. Combining this property and the Pythagorean theorem, we have given an asymptotically efficient estimator for a curved exponential family of transition matrices. As a consequence, we have characterized the asymptotic variance of the sample mean in the Markovian chain by using the second derivative of the convex function φ(θ).
In this paper, we have assumed that our system consists of finite elements. So, it is remained to extended the obtained results to the continuous case. However, this assumption is assumed only for describing the conditional distribution by a matrix. We do not use the finiteness of the cardinality of the probability space explicitly. Therefore, it seems that there is no essential obstacle for extension to the continuous case. This extension will enable us to handle several Gaussian Markovian chains in a simple way. Further, the obtained version of the Pythagorean theorem will be helpful for the hierarchy of exponential families of transition matrices. For an example, a hierarchy of exponential families can be constructed by changing the degree of Markovian chain, it might be interesting to investigate this example.
