In this paper, we propose SiLo, a 
disk architectures, Dynamic RPM (DRPM) [13] and Intra Disk Parallelism (IDP) [14] are proposed to strike the right balance between performance and energy efficiency. Power-aware caching algorithms [5] [15] focus on the optimization of data caching and replacing for the maximization of energy efficiency. Power-aware workloads skews [16] try to skew workloads towards a subset of disks, and thus to prolong the idle periods of the remaining disks to save energy. However, none of the existing approaches can be a wonderful solution for a RAID10 storage system under write-dominated workloads. New disk architecture only considers the energy saving optimization of single hard disk. Although good caching algorithms practically eliminate read accesses to hard disks, write accesses must still eventually be issued to disks. Skewing workloads onto a subset of disks by data migrations or data replications is also not suitable for the write-dominated workloads environments, since it is designed for the read-write mixed workloads mainly.
In this paper, we propose SiLo (Shifted Logging), to improve the energy efficiency of RAID10 storage architectures for write-oriented workloads. The basic idea of SiLo is to localize all the write accesses to one or more on-duty mirrored disks pairs and spin down all the other mirrored disk pairs to save energy.
Extensive evaluations demonstrate the excellent energy efficiency of SiLo. In a RAID10 system with 10 pairs of mirrored disks, SiLo achieves up to 90% energy saving over RAID10 systems, and this value can increase to 95% when there are 20 pairs of mirrored disks in RAIDI0 systems. Experimental results also show that the peak throughput of the logger of SiLo is proportional to the number of onduty log disks and thus the logger in SiLo will not be the performance bottleneck.
The rest of this paper is organized as follows. Background and related works are presented in Section 2. We describe the design of SiLo in Section 3 and analyze its reliability in Section 4. Performance evaluations through extensive trace-driven experiments are presented in Section 5. We present related work in Section 6. Finally, we conclude the paper in Section 7 by summarizing the main contributions of this paper.
Background and Motivation
Read requests fetch data blocks from storage subsystem and write requests issue data blocks into storage subsystems. It is obviously that read requests must be directed to the targeted disks which contain the target read data blocks, whereas write requests can be offloaded to the available free space of any storage medium, e.g., NVRAM, SSD or hard disks, under the condition of guaranteed level of reliability. There exists plentiful unused storage space in storage subsystems of typical data centers. In Symantec's 2008 State of the Data Center survey [17] , it was found that data centers utilize 50% of their storage capacity. Mark Levin [18] points out that on average the disk storage utilization is 56.6% and 46.4% for UNIX and Windows environments respectively under locally attached storage deployment, and this proportion increases to 75.5% and 55.8% under SAN deployment.
Motivated by the above observations, we propose a novel shifted logging architecture, SiLo. It integrates the unused free space of all the disks in a RAID10 system into a large logical logging space pool. In other words, one or a few mirrored disk pairs take turns to serve as on-duty log disks meanwhile off-duty mirrored disk pairs can be spun down to save energy. The basic model of SiLo and the design details are presented in Section 3. Figure 1 shows the basic model of SiLo. There are N mirrored disk pairs in a RAID10 system with 2N disks. SiLo integrates the unused free space of all the disks in a RAID10 system into a large logical logging space pool. One or a few mirrored disk pairs take turns to serve as on-duty log disks meanwhile off-duty mirrored disk pairs can be spun down to save energy. The available free space on the on-duty mirrored disk pairs is called the on-duty logging space while that on the off-duty mirrored disk pairs is called the off-duty logging space. Any new data block is written to two disks in one mirrored pair, e.g., (P0, M0), in order to prevent from data loss, with one copy written to the primary An Energy Efficient Shifted Logging Storage Architecture for Write-oriented Workloads Yinliang Yue 58 disk, e.g., P0, while the second copy written to the mirrored disk, e.g. M0. When the available free storage space of the on-duty mirrored disk pair decreases to a predefined threshold with the logged data, the on-duty logger is shifted to the next mirrored disk pair, and this will end the present logging period and start a new one.
SiLo Architecture and Design
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Figure 1. The basic model of SiLo
Only when all of logging space in the logical logging space pool is used up, all the disks are spun up for destaging offloaded data blocks to their permanent locations. After that, there may be also some free storage space in all the disks in RAID10 system, since there would be lots of overwrite requests. The remaining storage space can also be integrated into a logical logging space again. When receiving a write request, SiLo first checks whether the data location corresponding to this request exists in the log disk list, i.e. T_LOG. If the addressed location of this write request already exists in T_LOG, the previous log entry will be deleted and replaced by the new log entry. Otherwise a new log entry will be created and inserted into T_LOG. Although there may be some rewrites operations, new data blocks will be written successively instead of overwritten to the previous positions in the log disks. Two entries may be merged into one new big entry or one entry may be splitted into two or more new subentries, for the old offloaded request may be not totally over-covered by the new offloaded request. If the address of offloaded newly written data falls into the previous version of data, then the previous relevant list entry should be splitted into three new log entry, named Entry-1, Entry-2 and Entry-3 respectively, as shown in Figure 2 request data are written into the primary disk and the on-duty active logging space, the write re-quest is returned.
Consistency Issues
Scalability Issues
Since the peak bandwidth of on-duty log disk(s) can be harmonized with the waving I/O workloads via adjusting of number of on-duty mirrored disk pairs, thus this flexible logger selection can avoid the performance bottleneck. If the disk bandwidth of one mirrored disk pair could not satisfy the throughput requirement of application workloads, one or more other mirrored disk pairs will be used as on-duty log disks to provide sufficient peak disk bandwidth.
Application Environments
SiLo is used in write-oriented workloads, such as on-line or off-line backup, online gaming and virtual community. SiLo is also suitable for checkpoing [19] in high performance computing environments, in which checkpointing is a technique for periodically storing a snapshot of the current application state, usually to stable storage, and use it for reconstructing the latest application execution state in case of failure and thus allow the process to roll back to an earlier state. As both the failure probability of the system and the size of the applications needing checkpointing tend to increase with the rapid growth in scale and complexity of data centers, both the frequency and volume of checkpointing are likely to increase accordingly. This means that workloads generated by checkpointing in such systems will likely be very write intensive with frequent and large-volume writes.
Reliability Analysis
To estimate the reliability of SiLo, we adopt the Mean Time To Data Loss (MTTDL) metric that is widely used in the reliability analysis of storage systems. Our system model consists of a disk array of four disks (i.e., two mirrored disk pairs, P 0 , M 0 , P 1 and M 1 ). When a disk fails, a repair process is immediately initiated for data recovery. We assume that disk failures are independent events following an exponential distribution of rate  , and the repairs follow an exponential distribution of rate  . For the sake of simplicity and without loss of generality, we assume that only one mirrored disk pair is used as log disks in SiLo. According to the conclusion on the MTTDL results of RAID10 [20] , the MTTDL of RAID10 consisting of four disks is: 
Recent studies showing a significant amount of correlation in drive failures, indicating that, after one disk fails, another disk failure will likely occur soon [21] [22] . Therefore, Equation (1) overestimates MTTDL. However, modeling this real thing is hard and secondary to the presentation of SiLo. Besides, we do not consider the latent sector error in the system model for simplicity. Since only one mirrored disk pair is used as log disks in SiLo at any given time, the MTTDL of SiLo consisting of four disks is: Note that, from Equations (1) and (2), MTTDL of SiLo is n times that of RAID10, where n is the number of mirrored disk pairs (2 for this case). Figure 3 shows the MTTDL achieved by RAID10 and SiLo respectively. We can easily get a conclusion that the reliability of SiLo is much higher than that of RAID10.
Performance Evaluations
Evaluation Methodology
In order to evaluate the performance and energy efficiency of SiLo, we extend DiskSim [23] with a disk power model used in Dempsey [24] , whose accuracy has been proven in the evaluations of power consumption. In addition to the augmentation of DiskSim with SiLo, We also implemented the RAID10 architecture as a baseline in our evaluations. Free storage space of each disk in SiLo is configured to be 8GB by default, based on the assumption that 50% of disk capacity is always free in most cases as mentioned above. In our evaluations, we use average response time to evaluate the performance of all the schemes. A RAID10 disk array consisting of 20-40 disks is adopted in our simulation, a configuration that is commonly deployed in high-end computing or large-scale data centers to deliver peak I/O bandwidth. A widely used high performance SCSI disk, IBM Ultrastar 36Z15 [25] , is used throughout our experiments, with its main specifications listed in Table 1 . The traces used in our experiments are obtained from the Storage Performance Council [26] [27]. The two financial traces (Financial1 and Financial2) were collected from OLTP applications running at a large financial institution. For the sake of simplicity and without loss of generality, we assume that all the read requests have been absorbed by the memory cache in the upper level in the hierarchical storage architecture. Consequently, we remove all the read requests in these two traces and evaluate the energy efficiency of SiLo. Since the results of these two traces without read requests are nearly the same, we only present the experimental results under Financial1. 
Trace-driven Evaluations
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We conduct our experiments on a RAID10 disk array consisting of 20, 30 and 40 disks with a fixed stripe unit size of 64KB to evaluate the energy efficiency of SiLo. The reason why SiLo can save so much energy is that SiLo only set one mirrored disk pair as on-duty log disks and the other mirrored disk pairs are set to STANDBY state to save energy. Notice that the destaging process will not be done in this paper because of the short time duration of trace file. Consequently, the power saving value is overestimated. However, the time duration of centralized destaging process is much shorter than that of logging period during which only one mirrored disk pair is used as logger for logging, and thus the power saving effectiveness of SiLo is only slightly overestimated.
Scalability study
To evaluate the scalability of SiLo, we conduct experiments on a 40-disk RAID10 system with variable on-duty mirrored disk pairs. From Figure 5 we can get the conclusion that the peak throughput of on-duty logger is proportional to the mirrored disk pairs in the on-duty logger. The result demonstrates that the logger in SiLo will not be the performance bottleneck. 
Related Works
Logging technique
Logging technique has been widely used in hierarchical architectures to improve performance or energy efficiency of storage systems. Some of them focus on the performance improvement [8] Although SiLo is similar with log-structured file system [29] , there are lots of differences between them. First, log-structured file system is propose to improve the performance of small write requests at file system level, whereas SiLo is propose to save energy in RAID10 systems at block level. Second, log-structured file system stores data permanently in the log, whereas SiLo uses the log only for temporary storage. Third and most importantly, SiLo is much more flexible than log-structured file system. SiLo can dynamically switch between log-structured architecture and typical RAID10 architecture. Thus, both the energy efficiency gain from SiLo and the peak parallel I/O performance can be achieved under the proposed SiLo architecture. However, log-structured can only exploit the advantages of logging architecture and RAID10 can only exploit its parallel I/O performance.
Energy efficient schemes
Single hard disk energy efficiency optimization schemes, such as Dynamic RPM (DRPM) [13] , Intra Disk Parallelism (IDP) [14] and FS2 [30] , can extend SiLo's power savings. Also, SiLo, which is optimized for write-dominated workloads, is orthogonal to those schemes which employ cache to absorb read requests [15] . Although free space is exploited in FS2, PARAID [16] and SiLo to save energy, FS2 utilizes them to replicate some data blocks to minimize the disk position time and PARAID use them to gather all the data onto few disks. However, SiLo utilizes them to form a logging space for temporal data location.
Conclusion
This paper proposes a novel energy efficient shifted logging storage architecture, called SiLo, for write-oriented workloads. The basic idea of SiLo is to organize free storage space of redundant mirrored disks in a RAID10 system into a logical logging space pool and shifting logger among different mirrored disks, only one or few mirrored disk pairs are used as the on-duty logger at a time and all the other off-duty mirrored disk pairs are set to low-power state for power saving. SiLo is extremely effective for the write-oriented workloads. Through analysis and comparison of reliability between SiLo and typical RAID10 demonstrates that the MTTDL of SiLo is much larger than that of typical RAID10. The detailed experimental trace-driven evaluations demonstrate the power saving potentiality and performance scalability. 
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