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Abstract
Boundary plasma physics plays an important role in tokamak confinement, but is difficult to
simulate in a gyrokinetic code due to the scale-inseparable nonlocal multi-physics in magnetic sep-
aratrix and open magnetic field geometry. Neutral particles are also an important part of the
boundary plasma physics. In the present paper, novel electrostatic gyrokinetic techniques to sim-
ulate the flux-driven, low-beta electrostatic boundary plasma is reported. Gyrokinetic ions and
drift-kinetic electrons are utilized without scale-separation between the neoclassical and turbu-
lence dynamics. It is found that the nonlinear intermittent turbulence is a natural gyrokinetic
phenomenon in the boundary plasma in the vicinity of the magnetic separatrix surface and in the
scrape-off layer.
∗Electronic address: sku@pppl.gov
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I. INTRODUCTION
Understanding physics in the boundary region of a tokamak plasma is critically important
for the fusion performance in the core plasma and for the integrity of the material surface
surrounding the boundary plasma. The global plasma confinement and the divertor heat-
load width depends on the transport property of the edge plasma. However, understanding
the boundary plasma has been difficult due to the nonlinear multiscale nature of the scale-
inseparable multi-physics, magnetic separatrix, plasma interaction with material wall, and
the existence of neutral particles. The scale inseparable multi-scale physics includes back-
ground profile evolution, neoclassical particle orbit dynamics, and plasma turbulence and
instability. Since the boundary plasma is in a non-thermal equilibrium state with strong
sources and sinks, and the particle orbital motions sampling widely different physical re-
gions, it is not in a Maxwellian state. A fluid approximation may not produce a high fidelity
boundary physics. The best way to understand the boundary physics at high fidelity at this
time is to use a large-scale gyrokinetic simulation. However, the existing gyrokinetic codes
developed for the core plasma have difficulty in simulating the boundary plasma due to the
difficulties described above.
The gyrokinetic code XGC1[1, 2] has been developed to study specifically such a bound-
ary plasma. The purpose of this paper is to report the novel kinetic simulation techniques
that enable electrostatic simulation of the low-beta boundary plasma in contact with the
material wall and across the magnetic separatrix surface using subcycled kinetic electrons.
A simulation example will be presented that produces the nonlinear intermittent turbulence
that includes the so-called “blobs” [3] as a natural consequence of the gyrokinetic microtur-
bulence with kinetic electrons in the vicinity of the magnetic separatrix and in the scrape-off
layer.
The paper is organized as follows: In section II, the simulation model and the novel
algorithms used by XGC1 is described that can handle the non-Maxwellian tokamak edge
plasmas in contact with material wall. In section III, a simulation example is presented that
produces the nonlinear intermittent turbulence. Section IV gives summary and discussions.
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II. XGC1
XGC1 is a 5D gyrokinetic turbulence transport code specialized for tokamak edge simu-
lation. The simulation domain includes the X-point geometry and the magnetic separatrix
surface, and it is usually extended to the whole plasma including the magnetic axis and wall
boundary for more proper boundary conditions. XGC1 can use the experimental magnetic
field. XGC1 can solve electromagnetic perturbations, but only the electrostatic perturbation
is considered in this work for low-β boundary physics study around the magnetic separatrix
and in the scrape-off layer.
A. Gyrokinetic equations
XGC1 in the electrostatic limit solves the 5D gyrokinetic Boltzmann equation[4, 5], using
the following Lagrangian equations of motion,
∂f
∂t
+ X˙ · ∂f
∂X
+ v˙‖ · ∂f
∂v‖
= S(f) (1)
X˙ =
1
D
[
v‖bˆ+
mv2‖
qB2
∇× bˆ+ 1
qB2
B× (µ∇B − qE¯)
]
v˙‖ = − 1
mD
(
bˆ+
mv‖
qB
∇× bˆ
)
· (µ∇B − qE¯)
D = 1 +
mv‖
qB
bˆ · (∇× bˆ).
Here f is the distribution function of the gyrokinetic particles, X is the gyro-center position
in real space, S(f) is sum of operators which is not conserving phase space volume, such as
the Coulomb collisions and the heating/cooling sources. v‖ is the velocity of the gyro-center
parallel to the local magnetic field B, bˆ = B/B, µ = mv2⊥/2B is the magnetic moment, E¯
is the gyro-averaged electric field, m is the mass, and q is the charge.
The electric potential is determined by the quasi-neutrality equation. The polarization
density gives the lowest order gyrokinetic Poisson equation[5],
∇⊥ · nem
eB2
∇⊥Φ = n¯i − ne, (2)
where k⊥ is the perpendicular wave number, ρi is the ion gyro-radius, ni is the ion gyro-
center density (not real ion density), x¯ means gyro-averaging of x , ne is the electron density,
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∇⊥ is the perpendicular gradient operator to B, and the ion species is assumed to have single
elementary charge e. Electrons are drift kinetic in this work.
B. Hybrid-Lagrangian total δf scheme
To solve the gyrokinetic Boltzmann equation, XGC1 uses the hybrid-Lagrangian total-δf
scheme[2], which utilizes the phase space grid in addition to the usual marker particles. If
we define D/Dt as the derivative of left hand side of Eq. (1), the Boltzmann equation can
be simply written as
Df
Dt
= S(f). (3)
Note that D/Dt operator conserves phase space volume[5].
In the δf scheme, the distribution function f is decomposed into f = f0 + δf , and the
Boltzmann equation becomes
Dδf
Dt
= −Df0
Dt
+ S(f). (4)
Note that the above δf equation does not use any approximation or assumption on the
magnitude of δf . In some core plasmas δf can be assumed to be small compared to the
Maxwellian f0, and the D/Dt operator on the right-hand side can omit magnetic drifts
for studying the turbulence phenomena only without the neoclassical physics. However, in
tokamak edge plasmas, this assumption is hard to justify since it is a strong driver to non-
Maxwellian distribution and the neoclassical particle dynamics is important. Without this
approximation, Eq. (4) is mathematically identical to the original full-f (total-f) equation,
Eq. (3). Also, it has been numerically shown that the same self-organized quasi-equilibrium
state can be obtained with the total-δf scheme as the full-f scheme does [1].
In the hybrid-Lagrangian scheme, f consists of an analytic function fa (which is usually
Maxwellian), fg on a 5D phase space continuum grid, and weighted particle distribution
function fp.
f = fa + fg + fp (5)
In every time step, fg takes a small fraction of fp, eventually leading to fg absorb the slowly
varying component of fp. This can reduce the magnitude of fp and the statistical noise.
In this scheme, the total f can be evaluated on the 5D continuum grid. S(f) of Eq. 4
is then evaluated on the 5D continuum grid and is transferred back to particle weights.
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Detailed algorithms and verifications are described in the reference [2].
C. Kinetic electrons and subcycling
In this study, the wave frequency ω of interest is much smaller than kve,th, where k
is the wave vector of interest and ve,th is the thermal speed of electrons. With this slow
wave frequency, the electron response to the perturbed electric potential is dominated by
adiabatic response on flux surface. To reduce the particle noise from the adiabatic response,
the analytic part of the electron distribution function, f ea , is chosen to be Maxwellian with
the adiabatic response to perturbed potential on flux surface [6].
f ea =
n0
T
3/2
e
exp
(
−K
Te
+
eδΦ
Te
)
, (6)
where n0 is equilibrium electron density, Te is the equilibrium electron temperature, and
K is the kinetic energy of electron, and δΦ is the potential deviation from flux averaged
potential, δΦ ≡ Φ− 〈Φ〉.
Since the electron density from f ea depends on δΦ, the gyrokinetic Poisson equation,
Eq. (2) becomes
∇⊥ · nim
eB2
∇⊥Φ + n0
[
exp
(
δΦ
Te
)
− 1
]
= δn¯i − δnNAe , (7)
where unperturbed ion density n¯i0 =
∫
f¯ ia = n0 is assumed, non-adiabatic electron density
δnNAe =
∫
(f ep + f
e
g )d
3v, and perturbed ion density δni =
∫
(f¯ ip + f¯
i
g)d
3v.
To increase numerical efficiency by reducing communications between parallel processors,
XGC1 uses an electron sub-cycling scheme[7], and the electric field is updated with ion time
step, which is about
√
mi/me times larger than electron time step. This sub-cycling scheme
is justified by the assumption ω  kve,th.
One issue in the electrostatic simulation of tokamak plasmas is the so-called ωH mode[8].
ωH mode can give rapid numerical instability without self-consistent magnetic perturbations
unless the time step is small enough to resolve this. To resolve this issue, we utilize the
numerical scheme of fluid-kinetic hybrid electron model[9]. This scheme has prediction and
correction phases. In the prediction phase, the lowest order perturbed potential, δΦ(0) is
determined by the adiabatic electron response (δnNAe = 0), and δΦ
(0) is used to set f ea
in weight evolution equation. In the correction phase, the second order potential δΦ(1)
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is obtained using the Poisson equation (7) with the non-adiabatic density response δnNAe ,
which is from the weight evolution equation with f ea(δΦ
(0)). Since electron particle weights
are required only when evaluating δnNAe and XGC1 uses direct weight evolution, evaluating
weight is required only at ion time step.
The calculation of electron subcycling is the most time consuming calculation and takes
more than 50% of computation time in production runs. XGC1 utilizing GPUs using CUDA
FORTRAN together with CPUs.
D. Poisson solver and field following mesh
The nonlinear gyrokinetic Poisson equation is recently developed in XGC1, but linearized
equation is used in this work.
∇⊥ · n0m
eB2
∇⊥Φ + n0
(
δΦ
Te
)
= δn¯i − δnNAe , (8)
Eq. (8) is converted into matrix equation using finite element method. One numerical
difficulty of the matrix equation is from the flux surface average operator in δΦ = Φ− 〈Φ〉,
because the flux surface average operator appears as dense matrix. XGC1 solves the matrix
equation iteratively to avoid explicit inverse of the dense matrix of flux surface average
operator.
In the drift waves we are interested in, parallel wave number k|| ∼ 1/R is much smaller
than k⊥. Since E|| is important to Landau damping of waves, calculating parallel derivative
of potential should be handled carefully, to avoid numerical error in k⊥ calculation from
larger k⊥. XGC1 uses element-wise field following grid in each toroidal domain (domain
between poloidal planes), and interpolation is used across the domains to get charge density
and electric field in real coordinates. To minimize the error from interpolation, the node
points of the mesh are chosen to follow field line as much as possible. Except the region
near X-point, the node points falls on another node points approximately when it follows
the magnetic field to the next poloidal plane.
E. Wall boundary
XGC1 includes the wall (divertor and limiter) as boundary condition of plasmas. In the
physics model, the particles are absorbed to the boundary unless reflected by the sheath
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potential. In full-f method, the marker particles that represent absorbed physical particles
can simply be removed from the simulation. In total-δf method, those marker particles
should remain in the simulation region to represent fp which describes the change from
Maxwellian distribution. Hence, we model the marker particle motion of absorbed particle
so that it is reflected by infinite potential well at the boundary, which conserves the phase
space volume. The absorption of physical particles is described by weight change, ∆w =
−(fa + fg)/g −w, where g is marker particle density. This weight change can be very large
when fg = 0, since fp needs to cancel fa. When fg reaches to steady state level using the
hybrid Lagrangian scheme, the weight change can be reduced to fluctuation level from time
averaged f .
The level of sheath potential is important to determine whether an electron is reflected at
the sheath or absorbed to the wall boundary. The size of sheath is about Debye length, which
is much smaller than ion gyro-radius or the wave length we are interested in. XGC1 uses a
modified logical sheath boundary condition[10] to avoid resolving the fine structure and the
high frequency (∼plasma oscillation frequency) of sheath physics. The sheath potential is
determined by the number of ions and electrons crossing the wall boundary and chosen so
that the number of electrons which has larger parallel energy than the sheath potential is
the same as the number of ions on average. To avoid fast time scale oscillation, some time
delay is imposed in addition to the original logical sheath algorithm. The sheath potential
Φs is adjusted with
∂Φs
∂t
= −C(Γi − Γe),
where Γi,e are the particle fluxes to the wall, C is a coefficient to give time delayed ambipolar
flux of gyro-center particles.
F. Coulomb collision, heat source, and neutral atomic physics
The right hand side term, S(f) of Eq. 1 includes Coulomb collision, plasma heating,
radiative cooling, and neutral atomic physics. Since those operators do not conserve phase
space volume, XGC1 does not apply those operators to particle phase variables but only to
particle weight and/or fg. Hence, the change of particle weights and fg satisfies ∆wg+∆fg =
S(f)∆t with small enough time step ∆t. Note that g does not change since particle phase
variables is unchanged. S(f) is evaluated in phase space grid using continuum method.
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In the simulation, ∆wg = S(f) when there exist particle in the phase space grid, and
∆fg = S(f) otherwise.
The Coulomb collision operator of S(f) is solved using a fully nonlinear Fokker-Plank-
Landau collision operator on the 2D velocity space grid[11, 12]. The nonlinear Coulomb
collision operator is necessary especially due to the non-Maxwellian distribution from steep
pedestal gradient and absorbed particles to the wall boundary.
Heating and radiative cooling are applied in an isotropic way in velocity space with small
adjustment to conserve net parallel momentum. The radial profiles of heating and cooling
are from prescribed profiles and/or from simple radiative power loss model using neutral
and impurity profiles.
XGC1 has built-in Monte-Carlo neutral profile simulator consistent with plasma profile
evolution. Using the neutral profile, the ionization of neutral particles and charge exchange
between neutral and ions are calculated using the rate coefficients of atomic processes.
III. AN EXAMPLE SIMULATION OF BOUNDARY PLASMA
A. Simulation setup
In the example simulation, we used a model based on a DIII-D like L-mode plasma profiles
using the magnetic equilibrium 146598 at 1105ms. The model profiles of plasma density and
temperature are shown in Fig. 1. At the separatrix the plasma density is 7× 1017m−3 and
the electron temperature is 45 eV. This gives 0.003% of plasma beta, and the electrostatic
turbulence simulation can be justified.
The simulation is performed on the Titan Cray-XK7 at the Oak Ridge Leadership Com-
puting Facility using 16,384 computing nodes (88% of Titan) for 72 hours. The number of
marker particles is 13 billion for each plasma species. The number of node points of the real
space triangular mesh is about 55,000 per poloidal plane (toroidal cross section). 32 poloidal
planes are used. The velocity space mesh is 30 by 31 rectangular grid with the maximum v||
and v⊥ being 3 times the thermal velocity. Hence, the total phase space grid has about 1.5
billion grid points. The simulation time step is 1.6× 10−7 sec, and the total simulation time
is 1.7 ms, until the turbulence in the boundary plasma reaches a steady state. The steady
state heat transport is also achieved only in the edge region at the end of the simulation.
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Figure 1: The initial plasma density, electron temperature, and ion temperature profiles of (a)
whole simulation domain and (b) edge region.
Coulomb collision is not applied to speed up the simulation in this example problem, even
though it is normally applied in other physics simulations[13].
B. Observation of nonlinear turbulence
Figure 2 is the poloidal cross-sectional view of the nonlinear electrostatic turbulence
in the global boundary plasma. Insert box shows enlarged structure of the turbulence.
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Figure 2: Poloidal cross-sectional view of the perturbed density from electrostatic turbulence in
the global boundary plasma.
Streamer type structures can be seen inside the magnetic separatrix (ion temperature gra-
dient turbulence and trapped electron turbulence). Around the magnetic separatrix and in
the scrape-off layer, blobby type structures can be seen.
Figure 3 shows square root of space-time averaged turbulence intensity of normalized
perturbed density δn/n0 measured at the outside midplane, where δn is the perturbation
from toroidally averaged density and n0 is the equilibrium density. (δn/n0)
2 is averaged
over −30 cm to 30 cm in the poloidal direction, 0 to 2pi in the toroidal direction, and
0.6 - 1.7 ms in time, when turbulence intensity is nonlinearly saturated. In the average
operation, flux surface volume is weighted. The turbulence intensity is rapidly increasing
from ψn = 0.96 where the large density gradient starts. The turbulence intensity peaks
around the separatrix. The blob activity also peaks in this region.
Figure 4 shows a blob movement observed in the edge region of outside midplane. The
colormap of the figure represents normalized density perturbation from toroidal average.
Each sub-figure has time slice of 1.6003 ms, 1.6019 ms, 1.6034 ms and 1.6050 ms, from
left to right. The blobs are located around separatrix. The size of blobs are about 7 cm
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Figure 3: Square root of turbulence intensity of normalized perturbed density measured at the
outside midplane, averaged over −30 cm to 30 cm in poloidal direction, 0 to 2pi in toroidal direction,
and 0.6 - 1.7 ms in time
poloidally and 1.5 cm radially. The blobs show about 10 - 20% density perturbations.
Tracking the center of the blob of the figure, the poloidal speed of the blob is about 15
km/s. The poloidal speed is close to the poloidal ExB flow at the location of the blob, which
is shown in Fig. 5. In this example with a rather strong density pedestal, the poloidal ExB
speed is strong, and the poloidal motion of the blob is mostly given by the poloidal ExB
flow. The radial motion of the blobs is much smaller than poloidal motion at this location.
In this case with strong ExB flow, blobs move out rapidly from inside the separatrix to the
scrape-off layer well above the midplane. A systematic analysis of blob dynamics will be
studied in a follow-up paper.
IV. SUMMARY
Boundary plasma physics plays an important role in tokamak confinement, but is difficult
to simulate in a gyrokinetic code due to the scale-inseparable nonlocal multi-physics in mag-
netic separatrix and open magnetic field geometry. Neutral particles are also an important
part of the boundary plasma physics. In the present paper, novel electrostatic gyrokinetic
techniques to simulate the flux-driven, low-beta electrostatic boundary plasma is reported.
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Figure 4: Normalized density perturbation from toroidal average at time of 1.6003 ms, 1.6019 ms,
1.6034 ms and 1.6050 ms. The black lines represent magnetic separatrix. The arrows indicate the
motion of the center of the blob.
Gyrokinetic ions and drift-kinetic electrons are utilized without scale-separation between the
neoclassical and turbulence dynamics. It is found that the nonlinear intermittent turbulence
is a natural gyrokinetic phenomenon in the boundary plasma in the vicinity of the magnetic
separatrix surface and in the scrape-off layer.
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Figure 5: Poloidal ExB flow at the outside midplane when t = 1.60 ms. The dashed vertical line
is the location of separatrix. Tracking of the blobs near the separatrix shows poloidal speed near
15 km/s, close to the ExB speed.
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