: Given only a small foreground region, our model can learn to outpaint a set of diverse and plausible missing backgrounds in both face image and street scene image.
Introduction
Humans have the ability to hallucinate the possible backgrounds for a given object. For example when one shops for a couch (single foreground object) online, one can imagine how the couch might look inside the living room, one can also imagine how the couch might look in the office (various backgrounds). Is it possible for a machine to do the same?
In this paper, we aim to have the machine learn and synthesize a set of diverse and reasonable affordance backgrounds when given a foreground object, especially for cases where large portions of pixels are missing in an image. We refer to this task as image outpainting.
To outpaint the reasonable background for a foreground, the network has to understand the affordance relationship between the foreground and the background. For example, when given features of a person's eyes, the machine needs to infer the possible facial expressions and other facial features of a person. Or given a car or a pedestrian pose, a machine needs to infer the street layout, as shown in Fig.(1) . While affordance learning [10, 5, 22, 26, 35, 38, 41] aims to learn how objects interact in an environment, our task focuses on inverse affordance, which hallucinates the environment or background for the objects. Why would this task be useful besides generating interesting images? Some potential applications include facial recognition when large regions of the face are occluded, or synthesizing diverse images for product advertisements.
Intuitively, our task is multimodal common sense learning, which means there exists many possible backgrounds when given only a foreground region. The goal of this paper is to generate not only plausible but also diverse and thorough outputs. To make this more clear, we draw comparison between out-painting and the more common inpainting, the task of filling in missing pixels in an image. Within inpainting all background and some of the foreground objects are usually given and the semantic relationship between fore- Figure 2 : Motivation of our diversity regularization. Given conditional inputs (a), generative models could sample many outputs for each conditional input but collapse to a few modes (b). The current solution to this problem (c), normalized diversification [28] , could preserve pairwise distance between sampled outputs for each conditional input, but it does not guarantee that the sampled outputs of different inputs could collapse together. Our solution (d) could not only preserve the pairwise distance of samples for each input but also prevent the samples of different inputs from collapsing together.
ground and background objects are pre-determined by the large portion of available pixels. This precludes the generator from hallucinating multiple possible semantic relationship between foreground/background objects. Outpainting, on the contrary, requires to fill in large portion of missing background and there is more degree of freedom in the common-sense semantic relationship that needs to be filled in by the generator. The outpainting therefore imposes higher diversity requirement on the generation framework.
We summarize the contributions of this work as follows. First, we formulated a new image outpainting task and provided a multimodal image synthesis solution. Second, we proposed a new diversity regularization technique to encourage diverse sampling without sacrificing image quality in this conditional synthesis task. In addition, we proposed a novel feature pyramid discriminator to check multi-scale information of outpainted images to improve visual quality. Overall, our proposed method can achieve more diversity and similar or better quality compared to the state-of-thearts multimodal generative methods in both CelebA [29] face dataset and Cityscape [2] street dataset.
Related Work

Deep Generative Models
Deep generative models have produced exciting results. One type of generative models is Generative Adversarial Network (GAN) [9] . It consists of a generator network (G) and a discriminator network (D). During training, G tries to generate data as similar as the real data while D tries to differentiate the data from the real data. Once the adversarial training reaches an equilibrium, G is able to generate data that is indistinguishable from the real data distribution. Some applications of GAN will be elaborated in section 2.2.
Another popular generative model is variational auto-encoder (VAE), which embeds high-dimensional data into a low-dimensional Gaussian distribution, samples a latent code and decodes it to the output space. The VAE framework is often used in multimodal prediction tasks, where the latent distribution models the uncertainty in the output space. For example, it has been used in multimodal imageto-image translation [54, 32, 21] , predicting uncertain future motions [40, 6, 46] , hallucinating diverse human affordance [42, 24] and so on. We will discuss the related works that address the mode collapse issue in generative modeling. Mode collapse refers to the degenerate case where the generator produces limited or even single output mode. BourGAN [44] proposes to model the modes as a geometric structure of data distribution in a metric space, and uses mixture of Gaussians to construct latent space in order to map to different modes wihtout collapse in unconditional generation. In conditional generation, mode seeking GAN (MSGAN) [32] proposes to maximize the ratio of two sampled images over the their corresponding latent variables as a simple and intuitive diversity regularization. Lastly, normalized diversification [28] proposes to enforce the model to preserve the normalized pairwise distance between the sparse samples from a latent distribution to the corresponding high-dimensional output space. On top of the normalized diversification, we proposed a simple but effective diversity regularization to further encourage diversity in conditional image generation. The experimental results show that our method can generate more diverse images without sacrificing image quality compared to the state-of-the-arts approaches.
Conditional Image Synthesis
Deep generative models have been applied to many conditional image synthesis tasks. In super resolution [4, 18, 16, 49, 50, 51, 43] , deep models learn the image texture prior to upsample a low-resolution image into highresolution version. In style transfer [7, 16, 13, 30, 25] , images can be transformed into an arbitrary style while its content being maintained by simultaneously minimizing the content and style loss w.r.t content and style images in feature space. In text-to-image synthesis [37, 17, 23] , models can synthesize image layout and texture based on the input text. Image inpainting, the task of filling parts of missing pixels in an image, is the most similar to our task among conditional image synthesis tasks. Early works [20, 45] train a deep convolutional network for denoising or inpainting small regions in the image. [36] proposes to learning useful features using image inpainting with adversarial training. [14] introduces the global and local discriminators to check the global and local consistency. [47] iteratively transverses the image manifold to find the closest encoding with respect to the input occluded image and uses it to decode the completed image. More recently, [27] introduces partial convolution, which is weighted to focus more on the valid regions rather than the hole regions. [48] first produces a coarse prediction of the missing region in the first stage, and then refines the texture-level details using an attention mechanism by searching for a set of background regions with the highest similarity with the coarse prediction. [34] proposes to inpaint an image by hallucinating the edge connection in the first stage, and then uses the connected edge map together with occluded image as inputs to produce the final completed image in the second stage. Different from the above works, our goal is to produce diverse outputs conditional on a small foreground region.
Thus, we only compare our method to the methods that can generate multimodal image solutions.
Methods
In the image outpainting task, we aim to synthesize a set of plausible and diverse images when given a single foreground input. The previous approaches mostly leverage VAE [19] to encode a distribution of possible solutions and GAN [9] to synthesize realistic image. However, these approaches suffer from mode collapse. To build on top of normalized diversification [28] , we proposed a new regularization technique to further encourage image diversity in this conditional image synthesis and a multi-scale discriminator to improve the visual quality.
Normalized Diversification
In normalized diversification, the generator learns mapping from a uniform latent space to an unknown output space. The key idea is to preserve the normalized pairwise distance of sparse samples between the latent space and the corresponding output space. In details, the Euclidean distance is used as the distance metric, which are shown in Eq.(1) and Eq.(2).
In above, d z (z i , z j ) and d x (G(z) i , G(z) j ) denote the pairwise distance of samples in latent space and output space respectively. We denote z as latent variable, G as generator, G(z) as generated output, and i, j as sample indices.
The normalized pairwise distance matrices are further defined as D z ij , D x ij ∈ R N ×N as follows.
During training, we treat the denominator in Eq.(3) and Eq.(4) as a constant when back-propagating the gradient to the generator network. This ensures that we optimize the absolute pairwise distance, rather than adjusting denominator to satisfy the loss constraint.
Finally, the normalized diversity constraint is implemented by a hinge loss, where we only penalize the generator when D x ij is smaller than D z ij multiplied by a scale factor.
As shown in the diversity loss Eq. (5), α is the scale hyperparameter, and we do not consider the diagonal elements of the distance matrix, which are all zeros.
Coupled with the normalized diversity loss, the adversarial loss is used to check the generated diverse outputs are realistic compared to the real data distribution. For the discriminator,
For the generator,
We refer to L G as L adv in the following discussion. Within our implementation, we use hinge loss to optimize the generator and the discriminator.
Spectral normalization [33] is applied to scale down the weights in discriminator by their largest singular values, which effectively restricts the Lipschitz constant of the discriminator and thus stabilize training.
Diversity Regularization
In normalized diversification [28] , the diversity loss L div enforces the model to actively explore the output space while the adversarial loss L adv constraints the generated outputs to be reasonable. However, in conditional generation, this framework only enforces the diversity for each conditional input, but do not explicitly prevent sampled outputs of different conditional inputs from collapsing to few modes. In particular, our image outpainting task has a large degree of freedom to synthesize reasonable outputs for a foreground input, and thus the sampled images of a conditional input could be at very diverse locations on the image manifold. Therefore, it is very likely that the sampled images of different conditional inputs could be very visually similar or close on the image manifold.
To alleviate this issue, we propose a simple yet effective diversity regularization in addition to normalized diversification in this conditional synthesis task. The overall aim is to pull the diverse sampled outputs of different conditional inputs away from each other. Our approach is to impose a hard constraint on the generated outputs decoded from the center point of the uniform latent space, and enforce the generated and corresponding ground-truth outputs to be as similar as possible. This hard constraint is implemented by a pixel-wise Euclidean distance.
In above, z * denotes the center point in the uniform latent space and x is the ground-truth image corresponding to the conditional input. A visual demonstration of this insight is shown in Fig.(2) . With this diversity regularization, the sampling outputs of each conditional input will be ideally center around its corresponding ground truth output, as shown in Fig.(4) . Although this regularization loss might not be fully optimized during training, the sampled outputs of different conditional inputs are pulled away from each other and thus alleviate mode collapse issue we mentioned earlier. The improvement of using this regularization is shown both qualitatively and quantitatively in section 4.
Feature Pyramid Discriminator
Generative Adversarial Network (GAN) [9] are commonly used in image synthesis. Prior to GAN, the synthesized images with only pixel reconstruction loss tends to be blurry. The main advantage of GAN is that the discriminator can provide supervisory signal for the generator to synthesize realistic texture of images similar to the real data distribution. Indeed, a recent work [8] empirically finds out that CNNs tend to focus on or bias towards visual texture. How to design a discriminator that can check both texture realism and structural plausibility? Our insight is to explicitly design a discriminator network that can focuses on both low-level textures and high-level structural semantics. Inspired by the pyramid scene parsing network PSPNet [53] , we propose to integrate the pyramid pooling module that explicitly computes feature at multiple scales in the discriminator network as above.
This discriminator first extracts features of an image and downscales the features into multiple scales using average pooling. Then, the downscaled features are squeezed to fewer channel dimensions by a layer of convolution. Finally, the downscaled features are concatenated with original feature and are used jointly to compute the real or fake probability of an image. In summary, our feature pyramid discriminator aims to check multi-scale information of an image and is proven to consistently improve image quality across different datasets, as shown in Table. (2).
Implementation Details
Our generator network consists of an encoder and a decoder with skip connections at each spatial scale. The discriminator is described in section 3.3. Each convolution and deconvolution layers with stride of 2 are followed by a leaky relu layer with a negative slope of 0.2 and an instance normalization layer. The final output image is combined from the foreground input image and the synthesized output image.
At every step of updates, our model jointly optimizes the diversity loss, the adversarial loss as well as the diversity regularization loss. The overall optimization objective is shown Eq.(9).
The hyperparameters λ indicate the weights of different optimization objectives. During training, the loss functions are jointly optimized by Adam optimizer with learning rate of 3e-4, beta 1 of 0.5, and beta 2 of 0.99. We use λ 1 = 0.1, λ 2 = 1, λ 3 = 5 for loss weights.
Experiments
Premilinaries
Datasets. To generate synthetic training data, we sampled 400 conditional input points from a 2D uniform distribution and computed the corresponding outputs with a discrete non-linear transformation function. In the real image experiments, we used both CelebA [29] face dataset and Cityscape [2] street scene dataset. For the face dataset, we center-cropped and scaled the image down to be 128 x 128, and cut out everything but two eyes and nose as inputs. The eyes and nose input region are localized by running a pretrained facial landmark detector Super-FAN [1] . For the street scene dataset, we scaled down the images into 256 x 128 and then cut them by half into 128 x 128 as inputs. We used an instance segmentation network Mask R-CNN [11] to crop out the foreground region as inputs.
Evaluations. For the synthetic experiments, we evaluated the results by visualizing the sampled output space and calculating the generated data plausibility and diversity quantitatively. For the real image experiments, we did use FID [12] score to evaluate the image quality and pairwise LPIPS [52] score to quantify image diversity. The larger FID score indicates the better image quality, and the larger LPIPS score indicates the better image diversity. Qualitative evaluations are also provided.
Baseline Models
To demonstrate the effectiveness of our method, we compared the results with several state-of-the-arts models as strong baselines.
cVAE-GAN. [21] The conditional variational autoencoder GAN (cVAE-GAN) encodes the input images into a parametric Gaussian distribution and decodes the sampled latent code into the output images, where the model is trained with a reconstruction loss, an adversarial loss and the KL divergence.
BicycleGAN.
[54] The BicycleGAN model combines both cVAE-GAN and conditional latent regressor GAN (cLR-GAN) [3] . The key idea is to enforce the connection between latent encoding and output in both directions simultaneously.
MSGAN. [32] Built on top of the conditional GAN [15] , the MSGAN model maximizes the ratio of the distance between generated images with respect to the corresponding latent codes in order to encourage the network to explore more minor modes in the data distribution.
NDiv. [28] The NDiv model preserves the normalized pairwise distance between the sparse samples from a latent distribution and the generated output space, where the latent space is parameterized using a uniform distribution. All of these approaches aim to generate multimodal solutions in conditional image synthesis. Both cVAE-GAN [21] and BicycleGAN [54] leverage VAE framework for variational inference but they do not explicitly enforce sampled diverse outputs, and thus mode collapse happens during both training and inference. MSGAN [32] proposes to enforces the generated outputs to be as diverse as possible with respect to the corresponding latent codes, but its Gaussian latent distribution puts a strong prior assumption on the output distribution. NDiv [28] does not explicitly prevents the sampled outputs of different conditional inputs from collapsing into a few modes in conditional generation, as we discussed in section 3.2.
Synthetic Data Experiment
To demonstrate the performance of diverse sampling in conditional generation, we start our experiments with a synthetic dataset. This dataset contains a set of sampled points from a uniform space R 2 ∼ U 2 (0, 100) as inputs and the corresponding output points in a star-shaped space within the same range. We designed a discrete non-linear function to map the input points to the output points, and train the generative models to model such non-linear mapping. Both training and testing contain 400 sampled data points.
The task is to train a conditional generative model, given an input from the uniform space and a 2-dimension random vector sampled from either a normal distribution (Bicycle-GAN, VAE-GAN) or from a uniform distribution (NidV, ours), generate a corresponding point in the four-star space. In Fig.(6) , the left two plots indicate the testing conditional inputs and ground truth outputs. The rest of the plots on the right are sampled outputs using different methods. During inference, we sampled ten times for each conditional inputs. Qualitatively, the more distributed the sampled points lie in the output space indicate more diversity the model can produce. As shown in the figure, our model can generate more diverse outputs than other state-of-the-arts methods, since more sampled output points exist.
In addition, we demonstrate the quantitative comparison study in Table. (1). To evaluate the plausibility of the generated outputs, we use the Frechet Distance (FD) to compare the similarity between the generated output distribution and ground truth output distribution. The FD score is computed by averaging across ten batches of sampling outputs with respect to the ground truth. To evaluate the diversity of the generated outputs, we first compute the pairwise distance between the sampled outputs for each conditional input, and then calculate the number of existing output points (modes) in the 2D space. The number of mode is calculated by discretizing the generated output to the closest integer and number of different integers is counted. In conclusion, the quantitative results show that our model can generate most diverse and also plausible outputs compared to the other methods. Although VAE-GAN [21] achieves a slightly better score in terms of plausibility, it only generates limited modes in the output space.
Real Image Experiment
We conducted image outpainting experiments in both CelebA [29] face dataset and Cityscape [2] street scene dataset. In the testing phase, we used 1000 images from both datasets and sample 10 different output images for each conditional input.
To evaluate the generated image diversity, we first show the image manifold of 100 generated output images, as shown in Fig.(7) . The 2D image manifold is obtained by Figure 7 : To visualize how the sampled images are located on the image manifold, we sampled 10 outpainted images for 100 testing input images in CelebA datast [29] . Then, we extracted features for all images using pretrained VGG network [39] and ran t-sne [31] on the features to visualize the manifold in two dimension. The colored points (pink, orange, green, red, cyan) indicate the sampled images for five specific conditional inputs. Within the same color points, the more spread the points indicate more diverse the sampled outputs for the specific conditional input. The blue dots represent the rest of sampled images. Figure 8 : For a specific testing input image, we randomly sampled three possible outpainted images with different methods. We intended to demonstrate the diversity levels that each method can produce. Note that the mouths are the same in BicycleGAN [54] , VAE-GAN [21] , and MSGAN [32] , and hair types are similar in NDiv [28] . In contrast, our method can generate both diverse types of hair styles and mouths.
Methods
CelebA [29] CityScape [ Fig.(7) , we use five different color (pink, orange, green, red, cyan) to indicate sampled output images for five specific conditional input. This is intended to show the locations of diverse generated output images on the image manifold for the same conditional input. BicycleGAN [54] and VAE-GAN [21] both have obvious mode collapse issue, since the sampled images are mostly clustered together into few modes, which leads to the big "holes" in the image manifold. With explicitly diversity losses, both MSGAN [32] and NDiv [28] can generate much more diverse outputs, but some generated images still collapse together, such as the red points. In contrast, our method can generate the most diverse out- Figure 9 : Qualitative results of sampled images in CelebA face dataset [29] . Figure 10 : Qualitative results of sampled images in Cityscape street scene dataset [2] .
puts compared to these methods. On the image manifold, almost all the randomly sampled outputs stays away from each other and thus results in a more expanded manifold than the others. A set of generated images from different methods are shown in Fig.(8) .
In the quantitative evaluation, we use the Frechet Inception Distance (FID) [12] to measure the image quality and the pairwise Learned Perceptual Image Patch Similarity (LPIPS) [52] to measure the image diversity. The pairwise LPIPS score is computed between ten sampled genereated images and is averaged across the entire testing set. As shown in Table. (2), our model can generate substantially more diverse images and achieve similar or better image quality compared to the state-of-the-arts methods on both datasets. Note that our proposed feature pyramid discriminator (FPD) improves the image quality and our proposed diversity regularization improves the image diversity consistently in both datasets.
Conclusion
In this paper, we formulated the image outpainting task, which aims to synthesize a set of realistic and diverse backgrounds when given only a small existing region. Based on the normalized diversification, we proposed a new regularization technique to further resolve mode collapse issue in this conditional image synthesis task. We also proposed a feature pyramid discriminator to improve the visual quality of generated images by checking image information at multi-scale. Finally, we demonstrated the effectiveness of our method compared to the state-of-the-arts methods in terms of both image diversity and quality in both synthetic dataset and two real-world datasets. In the future, we believe that our work could be applied to occluded face recognition for forensic purpose or common image editing, and could potentially extended to understand object affordance within detection/segmentation tasks.
