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Abstract
The Mixed-Membership Stochastic Blockmodel
(MMSB) is a popular framework for modeling
social network relationships which fully exploits
each individual node participation (or member-
ship) in a social structure. Despite its power-
ful representations, this model makes an assump-
tion that the distributions of relational member-
ship indicators between the two nodes are inde-
pendent. Under many social network settings,
however, it is possible that certain known sub-
groups of people may have higher correlations
in terms of their membership categories towards
each other, and such prior information should be
incorporated into the model. To this end, we in-
troduce a new framework where individual Cop-
ula function is to be employed to model jointly
the membership pairs of those nodes within the
subgroup of interest. Under this framework, var-
ious Copula functions may be used to suit the
scenario, while maintaining the membership’s
marginal distribution, as needed for modeling
membership indicators with other nodes outside
of the subgroup of interest. We will describe
the model in detail and its sampling algorithm
for both the finite and infinite (number of cate-
gories) case. Our experimental results shows a
superior performance when comparing with the
exisiting models on both the synthetic and real
world datasets.
1. Introduction
Communities modeling is an emergent topic which has
seen applications in various settings, including social-
media recommendation (Tang & Liu, 2010), customer par-
titioning, discovering social networks, and partitioning
protein-protein interaction networks (Girvan & Newman,
2002; Fortunato, 2010). Many models have been pro-
posed in the last few years to address these problems;
some earlier examples include Stochastic Blockmodel
Preliminary work. Under review by the International Conference
on Machine Learning (ICML). Do not distribute.
(Nowicki & Snijders, 2001) and Infinite Relational Model
(IRM) (Kemp et al., 2006), both aiming to partition a net-
work of nodes into different groups based on their pair-
wise, directional binary observations.
The work of IRM (Kemp et al., 2006) assumes that each
node has one latent variable to directly indicate its com-
munity membership, dictated by a single distribution of
communities. However, in many social network contexts,
such representation may not well capture the complex in-
teractions amongst the nodes, where multiple roles can
possibly be played by a node. Two recent popular ap-
proaches to facilitate this phenomenon are: the latent fea-
ture model and the latent class model. The latent fea-
ture model framework in (Hoff et al., 2002; Hoff, 2005) as-
sumes a latent real-valued feature vector for each node. The
Latent Feature Relational Model (LFRM) (Miller et al.,
2009) uses a binary vector to represent latent features
of each node, and the number of features of all nodes
can potentially be infinite using an Indian Buffet Process
prior (Griffiths & Ghahramani, 2005; 2011). The work in
(Palla et al., 2012) further tries to uncover the substructure
within each feature and uses the two nodes’ “co-active” fea-
tures while generating their interaction data.
Both models assume each node can associate with a set of
latent features (i.e. communities). Their main difference is
that, when deciding if or not a node has an interaction with
another (i.e., relation), in the latent feature model, all the
associated communities from both nodes are considered.
However, in the latent class model, two communities are
chosen, each to represent the one-way relationship between
the two nodes.
A popular example of the latent class model is MMSB
(Airoldi et al., 2008), where in order to facilitate the one-
to-many relationships between a node and communities,
each node has its own “mixed-membership distribution”,
in which its relationship with all other nodes is distributed
from it. For nodes i and j, after drawing their member-
ship indicator pair, one then draws a final (directional) in-
teraction from a so-called, “role-compatibility matrix” with
row and column indexed by these pairs. A few variants
are subsequently proposed from MMSB, with examples in-
cluding: (Koutsourelakis & Eliassi-Rad, 2008) which ex-
tends the MMSB into the infinite communities case and
(Ho et al., 2012) which uses the nested Chinese Restaurant
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Process (Blei et al., 2010) to build the communities’ hierar-
chical structure and (Kim et al., 2012) which incorporates
the node’s metadata information into MMSB.
However, all of the above-mentioned MMSB-type models
make the assumption that for each pair of nodes, their mem-
bership indicator pairs were drawn independently, there-
fore limiting the way in which membership indicators can
be distributed. Under many social network settings, how-
ever, certain known subgroups of people may have higher
correlations towards each other in terms of their member-
ship categories. For example, teenagers may have similar
“likes” or “dislikes” on certain topics, compared with the
views they may hold towards people of other age groups.
Therefore, within a social networking context, we felt it
important to incorporate such “intra-subgroup correlation”
as prior information to the model. After introducing “intra-
subgroup correlations”, it is important that at the same
time, we do not alter the distribution of membership in-
dicators for the rest of the pairs of nodes.
Accordingly, in this paper, a Copula function (Nelsen,
2006; McNeil & Nesˇlehova´, 2009) is introduced to MMSB,
forming a Copula Mixed-Membership Stochastic Block-
model (cMMSB), for modeling the “intra-subgroup corre-
lations”. In this way, we can apply flexibly various Copula
functions towards different subsets of pairs of nodes while
maintaining the original marginal distribution of each of
the membership indicators. We developed ways in which a
bivariate Copula can be used for two distributions of indic-
tors, enjoying infinitely possible values. Under the frame-
work, we can incorporate different choices of Copula func-
tions to suit the need of the application. With different
Copula functions imposed on the different group of nodes,
each of the Copula function’s parameters will be updated
in accordance with the data. What is more, we also give
two analytical solutions to the calculation of the conditional
marginal density to the two indicator variables, which plays
a core role in our likelihood calculation and also gives new
ideas on calculating a deterministic relationship between
multiple variables in a graphical model.
In addition, there is also work on the time-varied relational
model, for example, the stochastic blockmodel is used
to capture the evolving community’s behavior over time
(Yang et al., 2011), which is addressed in (Ishiguro et al.,
2010) by incorporating a time-varied Infinite Relational
model; and the mixed-membership model is extended in
(Xing et al., 2010) with a dynamic setting. In this paper,
we illustrate the cMMSB by focusing on the static stochas-
tic blockmodel; however, it can be equally extended into a
time-varied setting.
The rest of the article is organized as follows: In Section 2,
we introduce the main model, including the notations and
the details of our Copula-based MMSB. We further provide
two “collapsed” methods to do the probability calculation
in Section 3.1. In Section 4, we show the experimental
results based on our model, using both the synthetic and
real-world social network data. In Section 5, we conclude
the paper by providing further discussion on our model.
2. Copula Mixed Membership Stochastic
Block model (cMMSB)
2.1. Notations
We first present our notations and their meanings in Table
1. Readers who need a literature description can refer to
Supplementary Material.
Table 1. Notations for cMMSB
n number of nodes
K number of discovered communities
eij directional, binary interactions
γ, α concentration parameters for HDP
sij sender’s (from i to j) membership indicator
rij receiver’s (from j to i) membership indicator
pii
mixed-membership distribution for node i,
it generates si1, · · · , sin, r1i, · · · , rni
piik the “significance” of community k for node i
B role-compatibility matrix
Bk,l compatibilities between communities k and l
mk,l
number of links from community k to l
i.e. mik = #{ij : sij = k, rij = l.}
m1k,l
part of mk,l where the corresponding eij = 1
i.e. m1k,l =
∑
sij=k,rij=l
eij
m0k,l
part of mk,l where the corresponding eij = 0
m0k,l = mk,l −m
1
k,l
Nik
number of times that a node i has participated
in community k (either sending or receiving)
i.e. Nik = #{j : sij = k}+#{j : rji = k}
θ parameter of Copula function
2.2. Graphical model description
The corresponding generative model:
C1: β ∼ GEM(γ)
C2: {pii}ni=1 ∼ DP (α · β)
C3:
{
(uij , vij) ∼ Copula(θ), gij = 1;
uij , vij ∼ U(0, 1), gij = 0.
C4: sij = Π−1i (uij), rij = Π
−1
j (vij)
C5: Bk,l ∼ Beta(λ1, λ2), ∀k, l;
C6: eij ∼ Bernoulli(Bsij ,rij ).
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Figure 1. Graphical model of Copula MMSB
Here gij = d in phase C3 denotes sij , rij are in the dth
correlated subgroup (in our case we mainly discuss d = 1),
while gij = 0 means no subgroup correlation; in phase C4,
Π−1i (uij) = {min k :
∑k
q=1 piiq ≥ uij}, denoting for the
interval of pii that uij falls into, and the similar conclusion
is to Π−1j (vij) = {min k :
∑k
q=1 pijq ≥ vij}.
For the generative model shown in Figure 1, phases C1-C6
describe the detail processes of our Copula mixed member-
ship stochastic blockmodel.
2.2.1. MIXED MEMBERSHIP DISTRIBUTION MODELING
Phases C1-C2 are for the generation of each node’s mixed
membership distribution. As the number of communities
k is a vital issue in the mixed membership distribution, we
consider two solutions here. The first is to use a fixed k: as
the graphical model in Figure 1 shows, for all the mixed-
membership distributions {pii}ni=1, there is a common par-
ent nodeβ, where β typically has a“non-informative” sym-
metric Dirichlet prior, i.e., (β1, . . . ,βk) ∼ Dir(γ, . . . , γ)
(Airoldi et al., 2008). The appropriate choice of k is de-
termined by model selection method, such as the BIC
criterion (Schwarz, 1978), which is commonly used in
(Airoldi et al., 2008)(Xing et al., 2010).
The second solution is when the number of communities is
uncertain, which is often the case in social network set-
tings, where the usual approach is to use the Hierarchi-
cal Dirichlet Process (HDP) (Teh et al., 2006) prior and
β is to be distributed from a GEM(γ), which is a stick-
breaking construction of β (Sethuraman, 1991) with βk =
uk
∏k−1
l=1 (1 − ul), ul ∼ Beta(1, γ).
After obtaining their parent’s node β, we can sample our
mixed-membership distribution {pii} independently from
(Airoldi et al., 2008; Koutsourelakis & Eliassi-Rad, 2008):
pii ∼
{
Dir(α · β), fixed k;
DP (α · β), uncertain k. For notational clarity,
we concentrate our discussion on the uncertain k case with-
out explicitly mentioning its finite counterpart, as the fixed
k case can be trivially derived.
2.2.2. COPULA INCORPORATED MEMBERSHIP
INDICATOR PAIR
Our main work of Copula incorporation into the member-
ship indicator pair is displayed in phases C3-C4. A brief in-
troduction to the Copula model is provided in Section 1 of
the supplementary material. Readers unfamiliar with Cop-
ula functions are recommended to read this first.
Before entering the detail integration stage, we first the sub-
group information our Copula functions’ covering. Two
cases are analysed here:
Full correlation: no subgroup information is given. We
assume each pair of nodes of the whole dataset are us-
ing the same Copula function. As we will see in the
experiment section that, flexible modelling can still
be achieved under this assumption, as parameters of a
Copula can vary to support various form of relations.
Partial correlation: the subgroup is pre-defined. This en-
ables us to define a set of refined constraints in terms
of intra-subgroup relations, when the context informa-
tion is given.
For traditional MMSB, the corresponding membership indi-
cators within one pair (sij , rij) are independently sampled
from their membership distributions, i.e., sij ∼ pii, rij ∼
pij . Using definition of {Π−1i (·)}ni=1 from Section 2.2, this
is equivalently expressed as:
uij ∼ U(0, 1), vij ∼ U(0, 1);
sij = Π
−1
i (uij), rij = Π
−1
j (vij).
(1)
As discussed in the introduction, we are motivated by ex-
amples within social network settings, in which member-
ship indicators from a node may well be correlated with
other membership indicators in a subgroup of interest. Peo-
ple’s interactions with each other within that subgroup may
more likely (or less likely) belong to the same category, i.e.,
(sij , rij) has higher (or lower) density in some regions of
the discrete space (1, 2, . . . ,∞)2, which may not be well
described by using only the two separate marginal distribu-
tions.
We propose a general framework by employing a Copula
function to depict the correlation within the membership
indicator pair. This is accomplished by the joint sampling
of uniform variables (uij , vij) (in Eq. (1).) from the Cop-
ula function, instead of from two independent uniform dis-
tributions. More precisely, the membership indicator pair
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is obtained using:
∀gij = 1 : (uij , vij) ∼ Copula(u, v|θ);
sij = Π
−1
i (uij), rij = Π
−1
j (vij).
(2)
Using various Copula priors over the pair (uij , vij), we are
able to express most appropriately the way in which the
membership indicator pair {sij , rij} is distributed, given
the different scenarios we are facing. Taking the Gumbel
Copula (with larger parameter values) (Nelsen, 2006) as an
instance, for certain membership indicator pairs (gij = 1),
it generates (uij , vij) values more likely to have positive
correlation, i.e., within [0, 1]2 space, which promotes sij =
rij . Also, the Gaussian Copula (θ = −1) encourages the
(sij , rij) pair to be different.
2.2.3. BINARY OBSERVATION MODELING
Phases C5-C6 model the binary observation, which di-
rectly follows the previous works (Nowicki & Snijders,
2001)(Kemp et al., 2006) e.t.c.. Due to the beta-bernoulli
conjugacy,B can be marginalized out and the likelihood of
binary observation is becomes as:
Pr(e|z, λ1, λ2) =
∏
k,l
beta(m1k,l + λ1, beta(m
0
k,l + λ2)
beta(λ1, λ2)
(3)
here beta(λ1, λ2) denotes the beta function with parame-
ters λ1 and λ2, m1k,l and m0k,l are defined in Table 1.
3. Further discussion
3.1. Marginal conditional on pi or on u, v only
Let K to be the discovered number of communities, a for-
mal and concise representation of Eq. (2), i.e. the proba-
bility of (sij , rij), is:
Pr(sij , rij) =
∫
∑K+1
d=1
pijd=1
∫
∑K+1
d=1
piid=1
∫
(uij ,vij)
· 1
(
sij = Π
−1
i (uij), rij = Π
−1
j (vij)
)
· dC(uij , vij)dF (pii1, · · · , piiK+1)dF (pij1, · · · , pijK+1)
(4)
Unfortunately, we cannot bring this total marginal density,
i.e., Pr(sij , rij) to an analytical form without any integrals
present. However, with some mathematical design, we
found that with the explicit sampling of either (uij , vij) or
(pii, pij), it is possible to obtain a marginalised conditional
density in which sij , rij is conditioned on either (uij , vij)
or (pii, pij), but not both. Additionally, having a set of vari-
ables “collapsed” from sampling results in a faster mixing
on Markov chains (Liu, 1994).
3.1.1. MARGINAL CONDITIONAL ON pi ONLY
(cMMSBpi)
Here, we define pklij (pii, pij) ≡ Pr(sij = k, rij =
l|pii, pij , θd), ∀gij = 1, and let C(uij , vij |θd) be the cho-
sen Copula cumulative distribution function (c.d.f.) with
parameter θd. Given the explicit values of pii, pij , we can in-
tegrate over all uij , vij to compute the probability mass of
the indicator pair (sij = k, rij = l), k, l ∈ {1, · · · ,K+1}:
pklij (pii, pij) =
∫ pˆiki
pˆi
k−1
i
∫ pˆilj
pˆi
l−1
j
dC(u, v|θd)
=C(pˆiki , pˆi
l
j) + C(pˆi
k−1
i , pˆi
l−1
j )− C(pˆi
k
i , pˆi
l−1
j )− C(pˆi
k−1
i , pˆi
l
j)
(5)
Here pˆiki =
{
0, k = 0;∑k
q=1 piiq , k > 0
. Since {pii}ni=1 are
piecewise functions, we can easily calculate this “rectan-
gular” area. In other cases of {gij = 0}, i.e., inter-
action data eij outside the correlated subgroup, we have
pklij (pii, pij) = piikpijl.
It is noted that, using the properties of a Copula func-
tion, the marginal distributions of Pr(sij = k, rij =
l|pii, pij , θd) remain pii and pij respectively, which becomes
that of:
K+1∑
l=1
Pr(sij = k, rij = l|pii, pij , θd) = piik;
K+1∑
k=1
Pr(sij = k, rij = l|pii, pij , θd) = pijl.
(6)
3.1.2. MARGINAL CONDITIONAL ON u, v ONLY
(cMMSBuv)
An alternative “collapsed” sampling method is to integrate
over {pii}
n
i=1 while we explicitly sample the values of
{(uij , vij)}i,j .
From Eq. (4), given {(uij, vij)}i,j’s values, the prob-
abilities sij = k and rij = l can be computed in-
dependently. The Copula function leaves marginal dis-
tributions of sij and rij invariant, which remains the
same as the classical MMSB, i.e., pii|α, β, {N−ijik }Kk=1 ∼
Dir(αβ1 +N
−ij
i1 , · · · , αβK +N
−ij
iK , αβK+1). Therefore,
having the knowledge of F (pii|α, β, {N−ijik }Kk=1), given
uij , our calculation of Pr(sij = k) is equal to comput-
ing the probability of uij falling in pii’s kth interval, i.e.
Pr(
∑k−1
d=1 piid ≤ uij <
∑k
d=1 piid) (similar case with vij
to pijl). This can be obtained from the fact that the set
{uij ∈ [0, 1]|
∑k−1
d=1 piid ≤ uij} can be decomposed into
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two disjoint sets:
{uij ∈ [0, 1]|
k−1∑
d=1
piid ≤ uij}
={uij ∈ [0, 1]|
k−1∑
d=1
piid ≤ uij <
k∑
d=1
piid}
∪ {uij ∈ [0, 1]|
k∑
d=1
piid ≤ uij}
(7)
where
∑k
d=1 piid ∼ Beta(
∑k
d=1 αβd +
Nid,
∑K+1
d=k+1 αβd + Nid). (A similar result was
also found in page 10 of (Teh et al., 2006)). Therefore, we
get:
Pr(
k−1∑
d=1
piid ≤ uij <
k∑
d=1
piid)
=Pr(
k−1∑
d=1
piid ≤ uij)− Pr(
k∑
d=1
piid ≤ uij)
=Iuij (h
k−1
i , hˆ
k−1
i )− Iuij (h
k
i , hˆ
k
i )
(8)
Here hki =
∑k
d=1 αβd + Nid, hˆ
k
i =
∑K+1
d=k+1 αβd +
Nid; Iu(a, b) denotes the Beta c.d.f. value with pa-
rameter a, b on u. The existence and non-negativity
of Iuij (uk−1, uˆk−1) − Iuij (uk, uˆk) is guaranteed by the
fact that {uij ∈ [0, 1]|
∑k
d=1 piid ≤ uij} ⊆ {uij ∈
[0, 1]|
∑k−1
d=1 piid ≤ uij} on the same pii.
3.2. Relations with classical MMSB
A bivariate independence Copula function, i.e. C(u, v) =
uv, is a uniform distribution on the region of [0, 1] ×
[0, 1]. Under the case of “marginal conditional on pi only”,
Eq. (5) then becomes that of pklij (pii, pij) = Pr(sij =
k, rij = l|pii, pij) =
∫ pˆiki
pˆi
k−1
i
∫ pˆilj
pˆi
l−1
j
·1dudv = piik · pijl.
Under the case of “marginal conditional on u, v only”,
as {uij, vij} are independently uniform distributed, the
equation
∫
uij
Pr(
∑k−1
d=1 piid < uij ≤
∑k
d=1 piid)duij =∑k
d=1 piid −
∑k−1
d=1 piid = piik . (A similar result also holds
for vij .) All these results are identical to that of the classical
MMSB. In a sense, our model can be viewed as a general-
ization of MMSB.
In addition, for most Copula functions, a certain choice of
parameters will result in the function equaling or approach-
ing that of the independence Copula. As an example, when
Gumbel (Nelsen, 2006) Copula is used, which has its c.d.f.
defined as:
C(u, v) = exp
[
−
(
(− lnu)θ + (− ln v)θ
) 1
θ
]
(9)
where θ ∈ [1,∞). For θ = 1, it becomes that of the in-
dependence Copula. Our experiments show that when the
data are generated using independence Copula (i.e., classi-
cal MMSB), the recovered Gumbel Copula’s parameter has
a high probability of around 1.
3.3. Relations with Dependent Dirichlet Process
As we should note that, since the proposal of dependent
dirichlet process (DDP) (MacEachern, 1999), a variety
of DDP models were developed, including a recent Pois-
sion Process perspective (Lin et al., 2010) and its variants
(Lin & Fisher, 2012)(Foti et al., 2012)(Chen et al., 2013).
From the dependency modeling perspective, our Copula in-
corporated work achieves a similar goal that of DDP. How-
ever, the DDP-type works concentrate on the intrinsic re-
lations between multiple Dirichlet Processes. In our work,
however, we assume Dirichlet Processes themselves are in-
dependent. The dependency is introduced at the (Discrete)
realizations of the multiple DPs, which are the membership
indicators. Therefore, making it feasible to use Copula to
model the dependency between each pair of membership
indicators. This obviously can not be achieved at the DP
level, as one’s relations with every other nodes share the
same DP.
3.4. Computational complexity analysis
We estimate the computational complexity for each graph-
ical model and present the result in Table 2. Compar-
ing to the classical models (especially the MMSB), our
cMMSBpi involves an additionalO(Kn) term which refers
to the sampling of the mixed membership distributions.
Note that the computation time varies for different Cop-
ulas. cMMSBuv requires an extraO(n2) term for the u, v’s
sampling for each membership indicator. Each operation
requires a beta c.d.f. in a tractable form.
Table 2. Computational Complexity for different Models
Models Computational complexity
IRM O(K2n) (Palla et al., 2012)
LFRM O(K2n2) (Palla et al., 2012)
MMSB O(Kn2) (Kim et al., 2012)
cMMSBpi O(Kn2 +Kn)
cMMSBuv O(Kn2 + n2)
4. Experiments
Here, our Copula-MMSB’s performance is compared with
the classical mixed-membership stochastic blockmodel
(MMSB)-type methods, including the original MMSB
(Airoldi et al., 2008) and the infinite mixed-membership
model (iMMM) (Koutsourelakis & Eliassi-Rad, 2008). Ad-
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Table 3. Different models’ performance (Mean ∓ Standard Deviation) on Synthetic data in Full Correlation case. An interesting part
of our results is that we find the IRM is slightly better than the LFRM and MMSB, we explain this to the “blockness” of the synthetic
data. In terms of train error, our model is comparative to other MMSB-type models, which in general outperforms IRM and LFRM. On
the predictivity measures on test error, test log likelihood and AUC, both our cMMSBpi and cMMSBuv outperform all other MMSB and
non-MMSB benchmarks.
Train error Test error Test log likelihood AUC
IRM 0.1044∓ 0.0099 0.1047∓ 0.0126 −90.0597∓ 8.2165 0.8735∓ 0.0256
LFRM 0.0944∓ 0.0029 0.1132∓ 0.0141 −99.9926∓ 10.8915 0.8724∓ 0.0230
MMSB 0.0236∓ 0.0002 0.1248∓ 0.0004 −104.107∓ 0.265 0.8510∓ 0.0011
iMMM 0.0266∓ 0.0002 0.1208∓ 0.0003 −101.497∓ 0.203 0.8619∓ 0.0008
cMMSBpi 0.0332∓ 0.0003 0.0884∓ 0.0002 −82.625∓ 0.128 0.8897∓ 0.0003
cMMSBuv 0.0423∓ 0.0002 0.0932∓ 0.0001 −85.951∓ 0.084 0.8889∓ 0.0010
cMMSBpi(P)1 0.0342∓ 0.0005 0.0891∓ 0.0004 −83.264∓ 0.105 0.8940∓ 0.0012
cMMSBuv(P)1 0.0497∓ 0.0010 0.0908∓ 0.0013 −83.124∓ 0.046 0.8946∓ 0.0073
1 This is under the situation of Partial Correaltion, i.e., we are using two Copula functions in different subgroups.
ditionally, we also compare it with other non-MMSB ap-
proaches including the infinite relational model (IRM)
(Kemp et al., 2006) and the latent feature relational model
(LFRM) (Miller et al., 2009).
We have independently implemented the above benchmark
algorithms to the best of our understanding. In order to pro-
vide common ground for all comparisons, we made the fol-
lowing small variations to these algorithms: (1) In iMMM,
instead of having an individual αi value for each pii as used
in the original work, we used a common α value for all
the mixed-membership distributions {pii}ni=1; (2) In LFRM
(Miller et al., 2009)’s implementation, we do not incorpo-
rate the metadata information into the interaction data’s
generation, but to use only the binary interaction informa-
tion.
4.1. Synthetic data
We first perform the synthetic data exploration as a pilot
study. In addition to the ones associated with the Copula
function, the rest of the variables are generated in accor-
dance with (Airoldi et al., 2008; Newman & Girvan, 2004).
We used n = 50, and hence E is a 50× 50 asymmetric, bi-
nary matrix. The parameters are setup such that 50 nodes
were partitioned into 4 subgroups, with each subgroup hav-
ing 20, 13, 9, 8 number of nodes, respectively. The mixed-
membership distribution of each group and the whole role-
compatibility matrix are displayed in Figure 2 and Figure
3, respectively. Thus, the generated synthetic data forms as
one block diagonal matrix, with the outliers existed.
0.9 0.1 0 0
0 0.9 0.1 0
0.1 0.05 0.85 0
0.1 0.05 0.05 0.8
Figure 2. Mixed-membership distribution
0.95 0.05 0 0
0.05 0.95 0.05 0
0.05 0 0.95 0
0 0.05 0 0.95
Figure 3. Role-compatibility matrix
4.1.1. FULL CORRELATION - SINGLE COPULA ON ALL
NODES IN LINK PREDICTION
We incorporated a single Gumbel Copula (with parameter
θ = 3.5) on every interaction to generate all membership
indicator pairs. This model is tested against link prediction
performance. We use a ten-folds cross-validation on the in-
teraction data and show the corresponding comparisons in
Table 3. We provide definitions for train error, test error,
test log likelihood and AUC in Section 4 of the supplemen-
tary material.
Another interesting comparison is the posterior predictive
distribution on the train data, as the results shown in Figure
4. The corresponding posterior predictive distribution is
calculated as the average value of the effective samples, the
second half of the samples in one chains as we set the first
half being the “burn in” stage. The darker of the pointer
stands for the larger value close to 1, and vice versa.
4.1.2. PARTIAL CORRELATION - MULTIPLE COPULAS
IN SUBGROUP STRUCTURE
We also have an additional test case and integrate two Gum-
bel Copula functions in the modelling. The first 20 nodes
are forming a correlated subgroup and share one Copula
function, while the other Copula function is applied on the
rest of the interactions. The performance on the Full corre-
lation data is shown in Table 3.
While using this model on a Partial correlation dataset,
we get the 95% Confidence Interval for both of the recov-
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
766
767
768
769
Copula Mixed-Membership Stochastic Blockmodel with Subgroup Correlation
data  IRM  LFRM
 MMSB  iMMM  cMMSBpi  cMMSBuv
Figure 4. Comparison of the models’ posterior predictive distribution on the training data. The original data is a block diagonal matrix,
with some outliers existed as the black points. For the IRM model, its result is composed of rectangular zones. one value is presented
in each rectangular. This simplified and “smoothed” version is due to the single membership representation for one node, it can not
distinguish the random distributed points. Comparing to this, the LFRM provides a larger amount of values to select from. This enable
the model to place different values on one rectangular zone, especially each node is meant to be line-shaped colors, which is in consistent
with the one latent features vector for one node representation. However, it still fails to detect the random points. Then comes the MMSB
and iMMM in that they have successfully captured the random points. What is more, we find our cMMSBpi and cMMSBuv models
partition the relational data the best.
ered θ1 and θ2 displayed in Table 4. We can see that our
model can distinguish between the correlated and indepen-
dent case, where the recovered value of θ2 is much closer
to 1.
Table 4. θ’s 95% Confidence Interval
Models s-cMMSB s-ciMMM Ground-truth
θ1 4.19∓ 0.91 3.23 ∓ 1.22 3.5
θ2 1.42∓ 0.23 2.39 ∓ 0.48 1.0
4.2. Real world datasets’ link prediction
We analyse three real world datasets here: the NIPS Co-
authorship dataset, the MIT Reality Mining dataset and the
lazega-lawfirm dataset. As the predict ability is one im-
portant property of the model, we use a ten-folds cross-
validation to complete this task, where we randomly select
one out of ten for each node’s link data as test data and the
others as training data. The criteria in evaluating this pre-
dict ability includes the train error (0−1 loss), the test error
(0− 1 loss), the test log likelihood and the AUC (Area Un-
der the roc Curve) score, where detail derivations of these
values can refer to the Supplementary Material. Table 5
shows the detail results.
4.2.1. NIPS CO-AUTHORSHIP DATASET
We use the co-authorship as a relation from the proceed-
ing of the Neural Information Processing Systems (NIPS)
conference for the years 2000-2012. As the sparsity of the
co-authorship, we observe the authors’ activities in all the
13 years (i.e. regardless of the time factor) and set the re-
lational data being 1 if the two corresponding authors have
co-authored for no less than 2 papers, which is to remove
the co-authors’ randomness. Further, the author with less
than 4 relationships with others are manually eliminated.
Thus, a 92× 92 symmetric, binary matrix is obtained.
On this dataset, no pre-defined subgroup information is ob-
tained in advance. Thus, we consider it as full-correlation
case and use one Gumbel Copula function in modelling all
the interactions.
4.2.2. MIT REALITY DATASET
From the MIT Reality Mining (Eagle & , Sandy), we have
used the subjects’ proximity dataset, where weighted links
are indicating the average proximity from one subject to
another at work. We then“binarize” the data, in which we
set the proximity value larger than 10 minutes per day as 1,
and 0 otherwise. Therefore, a 94 × 94 asymmetric, binary
matrix is obtained.
The dataset are roughly divided into four groups: Sloan
Business School students (Sloan), Lab faculty, senior stu-
dents with more than 1 year in the lab and junior students.
In our experiment, we have only applied the Gumbel Cop-
ula function to the Sloan portion of the students to encour-
age similar mixture membership indicators.
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Table 5. Different models’ performance (Mean∓ Standard Deviation) on Real world datasets. From these reported statistics, we can see
that our methods (cMMSBpi , cMMSBuv) obtain the best performance in these 3 datasets, amongest all other models.
dataset Train error Test error Test log likelihood AUC
IRM 0.0317∓ 0.0004 0.0423∓ 0.0014 −135.0467∓ 7.3816 0.8901∓ 0.0162
LFRM 0.0482∓ 0.0794 0.0239∓ 0.0735 −105.2166∓ 179.5505 0.9348∓ 0.1667
NIPS MMSB 0.0132∓ 0.0042 0.0301∓ 0.0064 −86.2134∓ 10.1258 0.9524∓ 0.0215
co-author iMMM 0.0061∓ 0.0019 0.0253∓ 0.0035 −83.4264∓ 9.4293 0.9574∓ 0.0155
cMMSBpi 0.0066∓ 0.0038 0.0231∓ 0.0043 −83.4261∓ 9.4280 0.9569∓ 0.0159
cMMSBuv 0.0097∓ 0.0047 0.0240∓ 0.0065 −83.4257∓ 9.4292 0.9581∓ 0.0153
IRM 0.0627∓ 0.0002 0.0665∓ 0.0004 −133.8037∓ 1.1269 0.8261∓ 0.0047
LFRM 0.0397∓ 0.0017 0.0629∓ 0.0037 −143.6067∓ 10.0592 0.8529∓ 0.0179
MIT MMSB 0.0263∓ 0.0105 0.0716∓ 0.0043 −129.4354∓ 7.6549 0.8561∓ 0.0176
realtiy iMMM 0.0297∓ 0.0055 0.0625∓ 0.0015 −126.7876∓ 3.4774 0.8617∓ 0.0124
cMMSBpi 0.0246∓ 0.0016 0.0489∓ 0.0016 −125.3876∓ 3.2689 0.8794∓ 0.0159
cMMSBuv 0.0283∓ 0.0035 0.0438∓ 0.0015 −123.3876∓ 3.1254 0.8738∓ 0.0364
IRM 0.0987∓ 0.0003 0.1046∓ 0.0012 −201.7912∓ 3.3500 0.7056∓ 0.0167
LFRM 0.0566∓ 0.0024 0.1051∓ 0.0064 −222.5924∓ 16.1985 0.8170∓ 0.0197
Lazega MMSB 0.0391∓ 0.0071 0.0913∓ 0.0030 −212.1256∓ 3.2145 0.7989∓ 0.0102
lawfirm iMMM 0.0487∓ 0.0068 0.1096∓ 0.0026 −202.7148∓ 5.3076 0.8074∓ 0.0141
cMMSBpi 0.0246∓ 0.0050 0.1023∓ 0.0056 −201.0154∓ 5.2167 0.8273∓ 0.0148
cMMSBuv 0.0276∓ 0.0043 0.1143∓ 0.0019 −204.0289∓ 9.5460 0.8215∓ 0.0167
4.2.3. LAZEGA LAW DATASET
The lazega-lawfirm dataset (Lazega, 2001) is obtained from
a social network study of corporate located in the northeast-
ern part of U.S. in 1988 - 1991. The dataset contains three
different types of relations: co-work network, basic advice
network and friendship network, among the 71 attorneys,
of which the element are labeled as 1 (exist) or 0 (absent).
Since no subgroup information is obtained in this dataset,
we use one Gumbel Copula function on the whole group
and show the corresponding result in Table 5.
5. Conclusions
In this paper, we have proposed a new framework to realis-
tically describe the intra-subgroup correlations in a Mixed-
Membership Stochastic Blockmodel. The key to the model
is the introduction of the Copula function, which represents
the correlation between the pair of membership indicators,
while keeping the membership indicators’ marginal distri-
bution invariant. The results show that, using both syn-
thetic and real data, our Copula-incorporated MMSB is ef-
fective in learning the community structure and predicting
the missing links, when information within a subgroup is
known.
In terms of inference, our main contribution is to have
obtained an analytical solution to both of the condi-
tional marginal likelihoods to the two indicator variables
(sij , rji), given either the indicator distributions pii, pij or
the bivariate Copula variables uij , vij .
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