In this article, we present the Menpo 2D and Menpo 3D benchmarks, two new datasets for multi-pose 2D and 3D facial landmark localisation and tracking. In contrast to the previous benchmarks such as 300W and 300VW, the proposed benchmarks contain facial images in both semi-frontal and profile pose. We introduce an elaborate semi-automatic methodology for providing high-quality annotations for both the Menpo 2D and Menpo 3D benchmarks. In Menpo 2D benchmark, different visible landmark configurations are designed for semi-frontal and profile faces, thus making the 2D face alignment full-pose. In Menpo 3D benchmark, a united landmark configuration is designed for both semi-frontal and profile faces based on the correspondence with a 3D face model, thus making face alignment not only full-pose but also corresponding to the realworld 3D space. Based on the considerable number of annotated images, we organised Menpo 2D Challenge and Menpo 3D Challenge for face alignment under large pose variations in conjunction with CVPR 2017 and ICCV 2017, respectively. The results of these challenges demonstrate that recent deep learning architectures, when trained with the abundant data, lead to excellent results. We also provide a very simple, yet effective solution, named Cascade Multi-view Hourglass Model, to 2D and 3D face alignment. In our method, we take advantage of all 2D and 3D facial landmark annotations in a joint way. We not only capitalise on the correspondences between the semi-frontal and profile 2D facial landmarks but also employ joint supervision from both 2D and 3D facial landmarks. Finally, we discuss future directions on the topic of face alignment.
sary pre-processing step for many applications such as face recognition (Taigman et al. 2014) , facial behaviour analysis (Eleftheriadis et al. 2016b, a) , lip reading (Chung and Zisserman 2016; Chung et al. 2017) , 3D face reconstruction (Booth et al. 2016 (Booth et al. , 2017 (Booth et al. , 2018 and face editing (Shu et al. 2017) , just to name a few.
Currently, methodologies (Xiong and De la Torre 2013; Ren et al. 2014; Zhu et al. 2016a; Trigeorgis et al. 2016; Güler et al. 2017; Bulat and Tzimiropoulos 2017a, b; Honari et al. 2018 ) that achieve good performance in facial landmark localisation have been presented in recent top-tier computer vision conferences (e.g., CVPR, ICCV, ECCV). This progress would not be feasible without the efforts made by the scientific community to design and develop both benchmarks with high-quality landmark annotations (Sagonas et al. 2013 (Sagonas et al. , 2016 Belhumeur et al. 2013; Le et al. 2012; Zhu and Ramanan 2012; Köstinger et al. 2011) , as well as rigorous protocols for performance assessment.
The recent benchmarks 300W (Sagonas et al. 2013 ) and 300VW (Shen et al. 2015) are amongst the most popular datasets for facial landmark localisation and tracking and are widely used by both the scientific community and the industry (Trigeorgis et al. 2016; Zhu et al. 2016a; Ren et al. 2014; Xiong and De la Torre 2013 ; https://megvii.com; https:// www.sensetime.com).
The 300W benchmark was developed for the corresponding 300W competition held in conjunction with ICCV 2013. It provides publicly available annotations for images, which originate from the following "in-the-wild" datasets:
-Labeled Face Parts in the Wild (LFPW) dataset (Belhumeur et al. 2013) . Since LFPW provides only the source links to download the images and not the actual images, only 1035 images were available (out of 1287). -Helen dataset (Le et al. 2012 ) which consists of 2330 high resolution images downloaded from the flickr.com web service. -The Annotated Faces in-the-wild (AFW) (Zhu and Ramanan 2012) dataset which consists of 250 images with 468 faces. -Two new datasets, namely the IBUG dataset and the 300W test set. IBUG consists of 135 images. In addition, 300W test set consists of 300 images captured indoors and 300 images captured outdoors. The 300W test set was publicly released with the second version of the competition (Sagonas et al. 2016 ).
In total, the 300W benchmark provides 4350 "in-the-wild" images that contain around 5000 faces. The faces have been annotated using the 68 landmark frontal face markup scheme shown in Fig. 3a . 1 The next competition on the topic was held in conjunction with ICCV 2015 and revolved around facial landmark tracking "in-the-wild". The challenge introduced the 300VW benchmark (Shen et al. 2015) . The 300VW benchmark consists of 114 videos and 218,595 frames. For a recent comparison of the state-of-the-art in 300VW, the interested reader may refer to Chrysos et al. (2018) . The 68 frontal face markup scheme was also used for annotating the faces of the 300VW benchmark. Even though the data of 300W and 300VW had a large impact in the computer vision community, there are still two obvious limitations. More specifically, the pose variations and the data size were limited.
In 300W and 300VW, the data were annotated using only the semi-frontal shape (68 landmarks), and there are few faces in extreme poses (e.g. full profile face images). Largepose face alignment is a very challenging task, until now there are not enough annotated facial images in arbitrary poses, especially with a large number of landmarks. Annotated Facial Landmarks in the Wild (AFLW) (Koestinger et al. 2011 ) provides a large-scale collection of annotated face images gathered from Flickr, exhibiting a large variety in appearance (e.g., pose, expression, ethnicity, age, gender) as well as general imaging and environmental conditions. In total, about 25k faces are annotated with up to 21 landmarks, but excluding coordinates for invisible landmarks, causing difficulties for model training. Although all invisible landmarks are manually annotated in Zhu et al. (2016a) , there is no landmark annotation along the face contour. In Zhu et al. (2016b) , a large-scale training dataset in profile views are synthesised from the 300W dataset with the assistance of a 3D Morphable Model (3DMM). However, the generated profile face images have artifacts that affect the alignment accuracy. In Jeni et al. (2016) , a 3D landmark localisation challenge was organised in conjunction with ECCV 2016. However, it mainly revolved around images that have been either captured in highly controlled conditions or generated artificially (i.e., rendering a 3D face captured in controlled conditions using arbitrary backgrounds).
In this paper, we introduce multi-view 2D and 3D facial landmark annotations to facilitate large-pose face alignment. As shown in Fig. 1 , we consider two kinds of annotation schemes. The first one is the 2D scheme (Red). That is, facial landmarks are always located on the visible face boundary. Faces which exhibit large facial poses are extremely challenging to annotate under this configuration because the landmarks on the invisible face side stack together. To this end, we used different 2D landmark annotation schemes for semi-frontal and profile faces. The second one is the 3D scheme (Green). Since the invisible face contour needs to be consistent with 3D face models, labelling the self-occluded 3D landmarks is quite difficult for human annotators. To this end, we present an elaborate semi-automatic methodology for providing high-quality 3D annotations with the assistance of a state-of-the-art 3DMM model fitting method (Booth et al. 2016) .
In order to train recent deep learning architectures, such as ResNets (He et al. 2016) and Stacked Hourglass (Newell et al. 2016 ), large-scale training data are required. However, the training data provided in 300W and 300VW are quite lim- ited. To facilitate the training of face alignment models, we provide a large number of facial images with 2D and 3D landmark annotations. In this paper, we make a significant step to face alignment and propose a new comprehensive large pose and large-scale benchmark, which contains both semi-frontal and profile faces, annotated with their corresponding 2D and 3D facial shapes. We introduce an elaborate semi-automatic methodology for providing high-quality 2D and 3D facial landmark annotations. The annotations have been used to set two new benchmarks and two challenges, i.e. Menpo 2D and Menpo 3D. In the Menpo 2D challenge, the participants had access to over 10k annotated semi-frontal faces images (300W and Menpo challenge training data) and 1906 annotated profile images. In the Menpo 3D challenge, the participants had access to around 12k annotated face images and around 280k annotated face frames with regards to the 3D annotation scheme. We outline the results achieved by the participants of the Menpo 2D and 3D challenges. The results demonstrate that recent deep learning architectures, when trained with the abundant data of the Menpo challenges, lead to excellent results. Finally, we also propose a new, simple and very strong baseline, named Cascade Multiview Hourglass Model, for 2D and 3D face alignment. In our method, we not only capitalise on the correspondences between the semi-frontal and profile 2D facial landmarks but also employ joint supervision from both 2D and 3D facial landmarks. Finally, we discuss future directions on the topic of face alignment.
Menpo 2D and Menpo 3D Benchmarks
In this section, we present the Menpo 2D and Menpo 3D benchmarks, in terms of the datasets used, the adopted landmark configurations, as well as the creation of ground-truth landmark annotations.
Datasets
The datasets of Menpo 2D and Menpo 3D benchmarks include face images and videos under completely unconstrained conditions, which exhibit large variations in pose, occlusion, expression and illumination. In Fig. 2 , we illustrate some extremely challenging examples from the proposed Menpo dataset. In fact, these four factors have a significant influence on the local facial appearance and thus affect the local feature for a particular face alignment model.
-Pose Large pose variations can cause heavy selfocclusion, and some facial components such as half of the facial contour can even be completely missing in a profile face. -Occlusion Occlusion frequently happens on facial contour and some facial organs (e.g. sunglasses on eyes and food on mouths) under uncontrolled conditions. Heavy occlusions can bring great challenges to the in-the-wild face alignment as the facial appearance can be locally changed or even completely missing.
-Expression Some inner facial components (e.g. mouth and eyes) have their own variation patterns. Especially, mouth shape is largely affected by some expressions (e.g. supervise and happy), thus it is very challenging for face alignment under exaggerated expressions. -Illumination Illumination changes (e.g. intensity and direction variations) can significantly alter the facial appearance, and even make some detailed textures missing.
In more detail, the dataset of Menpo 2D Benchmark consists of the following:
-Image Training Set 5658 semi-frontal and 1906 profile facial images from AFLW (Koestinger et al. 2011) and FDDB (Jain and Learned-Miller 2010 ). -Image Test Set 5335 semi-frontal and 1946 profile facial images from AFLW (Koestinger et al. 2011) and FDDB (Jain and Learned-Miller 2010) .
Furthermore, the dataset of Menpo 3D Benchmark consists of the following:
-Image Training Set 337 images from the Annotated Faces in-the-wild (AFW) (Zhu and Ramanan 2012) , 1035 images from the Labeled Face Parts in the Wild (LFPW) (Belhumeur et al. 2013) , 2300 images from Helen (Le et al. 2012) , 135 images from IBUG (Sagonas et al. 2013) , 600 images from 300W (Sagonas et al. 2013 (Sagonas et al. , 2016 and 7564 images from Menpo 2D training dataset (Zafeiriou et al. 2017b ). -Video Training set 55 videos from 300VW (Shen et al. 2015 ). -Video Test Set 111 in-the-wild videos manually collected from YouTube.
It is worth noting that for Menpo 3D, the test set contains only videos because this is a tracking challenge. However, an image training set is also provided, which give the ability to participants to train their methods on not only videos but also images.
In Table 1 , we list the details (e.g. year, size and annotations) of several previously famous face alignment datasets, ranging from the controlled 2D datasets to the recent in-thewild challenging 2D datasets and 3D datasets.
Early 2D face alignment datasets [e.g. XM2VTS (Messer et al. 1999) , BioID (Jesorsky et al. 2001 ), FRGC (Phillips et al. 2005 , PUT (Kasinski et al. 2008) , BUHMAP-DB (Aran et al. 2007) , MUCT (Milborrow et al. 2010) and Multi-PIE (Gross et al. 2010) ] are collected under controlled conditions with neutral expression, frontal pose and normal lighting. On these controlled datasets, the classic approaches [e.g. ASM (Cootes et al. 1995) , AAM (Cootes et al. 2001) and CLM (Cristinacce and Cootes 2006) ] have set up state-of-the-art performance, and face alignment under controlled conditions has been well-solved by now.
Recently, some uncontrolled datasets [e.g. LFW (Huang et al. 2008) , AFLW (Köstinger et al. 2011 ), LFPW (Belhumeur et al. 2013 , AFW (Zhu and Ramanan 2012) , HELEN (Le et al. 2012) , COFW (Burgos-Artizzu et al. 2013; Ghiasi and Fowlkes 2015) , 300-W (Sagonas et al. 2013 (Sagonas et al. , 2016 , 300VW (Shen et al. 2015) , MTFL (Zhang et al. 2014) , MAFL (Zhang et al. 2016b) ], which exhibit large appearance variations due to pose, expression, occlusion and illumination, are introduced to investigate the problem of 2D face alignment in-the-wild. From the competition results of 300W (Sagonas et al. 2013 (Sagonas et al. , 2016 , we can find that cascade regression based methods (Xiong and De la Torre 2013; Yan et al. 2013; Deng et al. 2016 ) and deep Convolutional Neural Networks (CNN) (Zhou et al. 2013; Fan and Zhou 2016) set up the state-of-theart performance for the in-the-wild 2D face alignment. On the Menpo 2D challenge (Zafeiriou et al. 2017c ), we provide a large-scale and multi-pose dataset, and more advanced deep convolutional structures He et al. 2017) are designed to improve the robustness of 2D face alignment in the wild.
Due to the inconsistency of the 2D facial landmark configuration under large pose variations, 3D facial landmarks are introduced into face alignment (Zhu et al. 2016c ). Zhu et al. (2016c) proposed a method to synthesise large-scale training samples in profile views [300W-LP (Zhu et al. 2016c) ] and employed CNN to fit the dense 3D face model to facial images. In Zafeiriou et al. (2017a) , an elaborate semi-automatic methodology was proposed to provide highquality 3D landmark annotations for face images and videos. From the results of the Menpo 3D challenge (Zafeiriou et al. 2017a) , we find stacked hourglass network (Xiong et al. 2017) once again set up state-of-the-art performance.
Adopted Landmark Configurations
We adopt four different types of landmark configurations:
-Semi-frontal2D landmarks, which we use in the Menpo 2D benchmark. -Profile 2D landmarks, which we also use in the Menpo 2D benchmark. -3DA-2D (3D Aware 2D) landmarks, which we use in the Menpo 3D benchmark. -3D landmarks, which we also use in the Menpo 3D benchmark.
In more detail, Semi-frontal 2D landmarks correspond to the traditional facial landmarks as typically used in the liter- ature [e.g. in 300W (Sagonas et al. 2013 (Sagonas et al. , 2016 and 300VW (Shen et al. 2015 ) challenges]. They are suitable for poses that are frontal or relatively close to frontal (semi-frontal). This configuration consists of the 68 landmarks (Gross et al. 2010 ) depicted in Fig. 3a . In case of self-occlusions, these landmarks are placed on the face contour and are annotated along the visible face edges, as shown in Fig. 5a . In case of views that are nearly profile, the traditional 2D landmarks are not suitable, because a large number of landmarks is self-occluded. Therefore, we use Profile 2D landmarks, which are especially designed for profile faces. This configuration consists of the 39 landmarks (Gross et al. 2010 ) depicted in Fig. 3b, c .
Even though the above landmark configurations correspond to semantically meaningful parts of the face, many of the landmarks are hardly associated with the real 3D geometry of the human face. On contrary, 3D landmarks and 3DA-2D landmarks correspond directly to the 3D structure of the human face. 3D landmarks are defined as the 3D coordinates of the facial landmarks, therefore they bare information regarding the depth of the 3D face. In addition, 3DA-2D landmarks are defined as the 2D projections of the 3D landmarks on the image plane, see Fig. 5b . The configuration of 3D landmarks and 3DA-2D landmarks consists of the 84 landmarks shown in Fig. 4 , which is fixed independently from the facial pose. Compared to the 68 landmark configuration in 2D landmarks (semi-frontal), this configuration includes 16 additional landmarks on the facial contour, which correspond to a linear interpolation (in 3D space) of the original 17 landmarks on the facial contour (Fig. 5 ).
Creation of Ground-Truth Semi-frontal and Profile 2D Facial Landmarks
We created ground-truth Semi-frontal 2D and Profile 2D landmarks on the images of training and test sets of the Menpo 2D benchmark with the following procedures. For semi-frontal images, the Semi-frontal 2D landmarks were extracted using a semi-automatic process similar to Sagonas et al. (2013) . But instead of an Active Appearance Model (AAM) (Cootes et al. 2001) , the method we used was the Mnemonic Descent Method (MDM) (Trigeorgis et al. 2016) . In more detail, we trained the model of MDM on the 300W dataset (Sagonas et al. 2013 ) and then applied it on the images to localise the landmarks. Finally, the output landmarks were inspected and corrected manually using the landmarker.io 2 annotation tool that was developed by our group, as shown in Fig. 6a .
Regarding profile face images, we manually annotated many images from scratch (around 1200), as there was no publicly available in-the-wild image dataset with profile annotations. Same as semi-frontal faces, we used these images to conduct a semi-automatic procedure to annotate the remaining profile images. In more detail, we trained a model of MDM on the annotated profile images. We applied it on the remaining images and then made manual corrections using landmarker.io, as illustrated in Fig. 6b , c.
Finally, using the extracted ground-truth landmarks, the images were cropped in a region around the face and the cropped facial images were provided for training and testing.
2 https://www.landmarker.io/.
Creation of Ground-Truth 3DA-2D and 3D Facial Landmarks
As already presented, the Menpo 3D benchmark consists of both images (used in the training set) and videos (used in training and test sets). In this section, we present the semiautomated procedure that we adopted to create ground-truth 3DA-2D and 3D landmarks on the images and videos of the Menpo 3D benchmark. These are based on fitting our LSFM models (Booth et al. 2016) , the largest-scale 3D Morphable Model (3DMM) of faces, on videos and images. We focus our presentation on the case of videos, since this is the most challenging and interesting case for the Menpo 3D benchmark. Please note however that in Sect. 2.4.5, we also provide details for the case of images of the Menpo 3D benchmark. The core steps of extracting accurate 3D landmarks from facial videos are depicted in Fig. 7 . Initially, we employ a DCNN network (Deng et al. 2017 ) to estimate the per frame Examples of manual refinement of semi-frontal 2D (a) and profile 2D (b, c) landmarks using the landmarker.io annotation tool. a Semi-frontal 2D landmarks, b left profile 2D landmarks, c right profile 2D landmarks 3DA-2D landmarks. The automatic personalisation method of Chrysos et al. (2015) is utilised for refining certain facial parts (e.g. the eyes). Afterwards, an energy minimisation method was used to fit our combined identity and expression models on the landmarks of all frames of the video simultaneously. We apply this fitting twice, first by using the global LSFM model for the identity variation and second by using the corresponding bespoke LSFM model, based on manual annotation of the demographics of the input face. We then sample the dense facial mesh that is generated by the fitting result at every frame on the sparse landmark locations. Finally, we provide manual feedback by visually inspecting the results and keeping only those that are plausible across all frames of a video. More details follow in the subsequent sections.
Dense 3D Face Shape Modelling
Let us denote the 3D mesh (shape) of a face with N vertexes as a 3N × 1 vector
where
T are the object-centred Cartesian coordinates of the ith vertex.
In this work, we unbundle the identity from the expression variation and then combine them to articulate the 3D facial shape of any identity. An identity shape model is considered first, i.e. a model of shape variation across different individuals, assuming that all shapes are under neutral expression. For this, we adopt our LSFM models (Booth et al. 2016) , which consist of the largest models of 3D Morphable Modelling (3DMM) of facial identity built from approximately 10,000 Fig. 7 Main steps of the adopted pipeline to create ground-truth 3D facial landmarks on videos. We are based on a state-of-the-art landmark localisation method and an energy minimisation approach to fitting powerful dense 3D face models on the sequence of landmarks. a Input video, b landmark localisation, c camera estimation (rigid SfM), d dense 3D shape estimation, e sampling of 3D shape on face landmarks scans of different individuals. The dataset that LSFM models are trained on includes rich demographic information about each subject, allowing the construction of not only a global 3DMM model but also bespoke models tailored for specific age, gender or ethnicity groups. In this work, we utilise both the global and the bespoke LSFM models.
Each LSFM model (global or bespoke) forms a shape subspace that allows the expression of any new mesh. To construct such a LSFM model, a set of 3D training meshes are brought into dense correspondence so that each mesh is described with the same number of vertices and all samples have a shared semantic ordering. The rigid transformations are removed from these semantically similar meshes, {s i }, by applying Generalised Procrustes Analysis. Sequentially, Principal Component Analysis (PCA) is performed which results in {s id , U id , 6 id }, wheres id ∈ R 3N is the mean shape vector, U id ∈ R 3N ×n p is the orthonormal basis after keeping the first n p principal components and 6 id ∈ R n p ×n p is a diagonal matrix with the standard deviations of the corresponding principal components. Let U id = U id 6 id be the identity basis with basis vectors that have absorbed the standard deviation of the corresponding mode of variation so that the shape parameters p = p 1 , . . . , p n p T are normalised to have unit variance. Therefore, assuming normal prior distributions, we have p ∼ N (0, I n p ), where I n denotes the n × n identity matrix. A 3D shape instance of a novel identity can be generated using this PCA model as a function of the parameters p:
Furthermore, we also consider a 3D shape model of expression variations, as offsets from a given identity shape S id . The blend shapes model of Facewarehouse (Cao et al. 2014a ) are utilised for this module. We adopt Nonrigid ICP to accurately register this model with the LSFM identity model. Then, the expression model can be represented with the triplet s ex p , U ex p , 6 ex p , wherē s ex p ∈ R 3N is the mean expression offset, U ex p ∈ R 3N ×n q is the orthonormal expression basis having n q principal components and 6 ex p ∈ R n q ×n q is the diagonal matrix with the corresponding standard deviations. Similarly with the identity model, we consider the basis U ex p = U ex p 6 ex p and the associated normalised parameters q ∼ N (0, I n q ).
Combining the two aforementioned models, we end up with the following combined model that represents the 3D Fig. 8 Principal components of the LSFM global model under identity and expression variations, using the first 3 principal components for identity and the first 2 components for expression. Note that the first row corresponds to the identity model only facial shape of any identity under any expression:
wheres =s id +s ex p is the overall mean shape, p is the vector with the identity parameters and q is the vector with the expression parameters. We construct one combined identity and expression model for each LSFM model (global or bespoke). For example, Fig. 8 visualises the first few components of identity and expression for the case of global LSFM model.
Camera Model
The purpose of a camera model is to project the objectcentred Cartesian coordinates of a 3D mesh instance s into 2D Cartesian coordinates on an image plane. The projection of a 3D point
T involves two steps.
First, the 3D point is rotated and translated using a linear view transformation to bring it in the camera reference frame:
where R v ∈ R 3×3 and t v = [t x , t y , t z ] T are the camera's 3D rotation and translation components, respectively. This is based on the fact that, without loss of generality, we can assume that the observed facial shape is still and that the relative change in 3D pose between camera and object is only due to camera motion. Then, the camera projection is applied. For the sake of computational efficiency and stability of the estimations, we consider a scaled orthographic camera, which simplifies the involved optimisation problems by making the camera projection function to be linear. In more detail, the 2D location of the 3D point x is given by:
where σ is the scale parameter of the camera. Note that, since in the scaled orthographic case the translation component t z is ambiguous, we will consider it fixed and omit it from the subsequent formulations.
In addition, we represent the 3D rotation R v using the three parameters of the axis-angle parametrisation q = [q 1 , q 2 , q 3 ] T . The projection operation performed by the camera model of the 3DMM can be expressed with the function P(s, c) : R 3N → R 2N , which applies the transformations of Eqs. 4 and 5 on the points of provided 3D mesh s with
being the vector of camera parameters with length n c = 6. For abbreviation purposes, we represent the camera model of the 3DMM with the function W :
where S(p, q) is a 3D mesh instance using Eq. 3. Finally, we denote by
where L is the number of the considered sparse landmarks, the selection of the elements of W(p, q, c) that correspond to the x, y and z coordinates of the 3D shape vertices associated with the facial landmarks.
LSFM Fitting on Videos: Energy Formulation
To achieve highly-accurate fitting results, even in especially challenging cases, we design an energy minimisation strategy that is tailored for video input and exploits the rich dynamic information usually contained in facial videos. Since these estimations are intended for the creation of ground-truth and we are not constrained by the need of real-time performance, we follow a batch approach, where we assume that all frames of the video are available from the beginning.
landmarks for the f -th frame estimated by the method of Bulat and Tzimiropoulos (2016) . Even though we consider the identity parameters p as fixed over the frames of the video, we expect that every frame has its own expression, camera, and texture parameters vectors, which we denote by q f , c f and λ f respectively. We also denote byq,ĉ andλ the concatenation of the corresponding parameter vectors over all frames (with n f being the number of frames of the video):
. To fit a 3D face model on the facial landmarks, we propose to minimise the following energy:
whereÊ land ,Ê priors andÊ smooth are a multi-frame 2D landmarks term, a prior regularisation term and a temporal smoothness term, respectively. Also c sm is a balancing weight for the temporal smoothness term. The 2D landmarks term (Ê land ) is a summation of the re-projection error of the sparse 2D landmarks for all frames:
The shape priors term (Ê priors ) imposes priors on the reconstructed 3D facial shape of every frame. Since the facial shape at every frame is derived from the (zero-mean and unitvariance) identity parameter vector p and the frame-specific expression parameter vector q f (also zero-mean and unitvariance), we define this term as:
whereĉ id and c ex p are the balancing weights for the prior terms of identity and expression respectively. The temporal smoothness term (Ê smooth ) enforces smoothness on the expression parameters vector q f by penalising the squared norm of the discrimination of its 2nd temporal derivative. This corresponds to the regularisation imposed in smoothing splines and leads to naturally smooth trajectories over time. More specifically, this term is defined as:
where the summation is done over all frames for which the 2nd derivative can be expressed without having to assume any form of padding outside the temporal window of the
is the linear operator that instantiates the discretised 2nd derivative of the n q -dimensional vector q f . This means that D 2q is a vector that stacks the vectors
It is worth mentioning that we could have imposed temporal smoothness on the parameters c f , λ f too. However, we have empirically observed that the temporal smoothness on q f , in conjunction with fixing the identity parameters p over time, is adequate for accurate and temporally smooth estimations. Following the Occam's razor principle, our design choice is to avoid expanding the energy with additional unnecessary terms, and it keeps the number of hyper-parameters as low as possible.
Optimisation of Energy Function
As described next, we first estimate the camera parametersĉ (see Fig. 7c ) and afterwards the shape parameters (p,q) (see Fig. 7d ).
Camera Parameters Estimation
In this initial step, we solely consider the 2D landmarks termÊ land , which is the only term of the energyÊ(p,q,ĉ) that depends onĉ. We minimiseÊ land by assuming that the unknown facial shape is fixed over all frames, but does not necessarily lie on the subspace defined by the combined shape model of Eq. (2). In other words, the facial shape S is considered to have 3N free parameters, corresponding to the 3D coordinates of the N vertices of the 3D shape. However, since in this step the energy that is minimised involves only the sparse landmarks, only the 3D coordinates of the vertices that correspond to the sparse landmarks can actually be estimated. (i.e., 3L parameters in total for the 3D shape). Note that the estimation of the rigid shape is only done to facilitate the camera parameters' estimation, which is the main goal of this step. The assumption of facial shape rigidity during the whole video is over-simplistic. However, as verified experimentally, it provides a very robust initialisation of the camera parameters even in cases of large facial deformation, provided that it is fed with significant amount of frames. This is due to the nature of physical deformations observed in human faces, which can be modelled as relatively localised deviations from a rigid shape.
Under the aforementioned assumptions, the 2D landmarks term can be written as:
where · 2 F denotes the Frobenius norm and S rig is a 3 × L matrix with the unknown sparse rigid shape, where every column of S rig contains the 3D coordinates of a specific landmark point. Also, L is a 2n f × L matrix that stacks the matrices L f ( f = 1, . . . , n f ), which are the re-arrangements of the landmarks vectors˜ f into 2 × L matrices:
Note that, without loss of generality, the landmarks L f are considered to have their centroid at the origin (0, 0). This means that the landmark coordinates (x i f ,ỹ i f ) are derived from the original coordinates (x i f , y i f ) after subtracting their per-frame centroid.
In addition,ˆ =
is a 2n f × 3 matrix that stacks the scaled orthographic projection matrices f ∈ R 2×3 from all the frames f . The matrix f is derived by the first two rows of the 3D rotation matrix R v of the camera [see Eq. (4)], after multiplying them with the scale parameter σ f of the camera for the frame f . Therefore, an orthogonality constraint should be imposed on each f :
To summarise, our goal is to minimiseÊ land as described in Eq. (12) with respect to S rig andˆ , under the constraints of Eq. (14). For this, we employ a simple yet effective rigid Structure from Motion (SfM) approach (Webb and Aggarwal 1982) : we solve the problem based on a rank-3 factorisation of the matrix L.
Regarding the translation part of the camera motion, its x and y components at frame f are derived by the centroid of the original landmarks f that has been subtracted in the computation of the landmarks L f in Eq. (13). This can be easily verified as the optimal choice. Regarding the z component of the translation, this is inherently ambiguous due to the orthographic projection, therefore we fix it to a constant value over all frames.
Finally, to yield the camera parameters that will be used in conjunction with the shape model of Eq. (2), we perform a rigid registration between the model's mean shapes id (sampled at the vertices that correspond to the landmarks) and the rigid shape S rig estimated by SfM. The similarity transform that registers the two sparse shapes is recovered using Procrustes Analysis and then combined with each frame's similarity transform that is estimated by SfM. This yields a sequence of estimated camera parameters c 1 , . . . , c n f . As the final processing for this initialisation step, this sequence is temporally smoothed by using cubic smoothing splines.
Shape Parameters Estimation
Using the estimation of camera parametersĉ, we minimise the energyÊ of Eq. (8) with respect to the shape parameters p andq. This is a linear least squares problem that we can solve very efficiently. In more detail, we can writeÊ as follows:
ex p are matrices with the rows ofs, U id , U ex p respectively that correspond to the x, y and z coordinates of 3D shape vertices associated with facial landmarks. Also, "⊗" denotes Kronecker product, such that the multiplication with the 2L × 3L matrix I L ⊗ f implements the application of the camera projection f on each one of the L landmarks.
Note that the sparse landmarks, in conjunction with the adopted high-quality shape models, are able to yield surprisingly plausible estimations of the dynamic facial shape, in most of the cases. However, in some very challenging case (e.g. frames with very strong occlusions or gross errors in the landmarks), this sparse information might not be adequate for satisfactory results. One way to compensate for that would be to increase the regularisation weightsĉ id and c ex p . Nevertheless, this would strongly affect also the nonpathological cases, where the results are plausible either way, leading to reconstructed shapes and expressions that would be too similar with the mean shapes. To avoid that, we follow a different approach by keeping the regularisation weights as low as in the main optimisation and imposing the following box constraints:
where (·) i denotes the selection of the ith component from a vector. Also, M p and M q are positive constants corresponding to the maximum values allowed for the components of identity and expression parameter vectors respectively. These are set so that the corresponding components do not attain a value higher than a certain number of standard deviations (e.g. 4). These constraints are activated only in pathological cases and do not play any role in all the rest cases, which actually are the vast majority. Note also that they are only used in this initialisation step, since when the dense texture information is used as input, they are not required. To summarise, our goal here is to minimise the energyÊ of Eq. 15 with respect to the shape parameters p andq under the constraints of Eq. 16. This corresponds to a large-scale linear least squares problem of the form argmin x Ax − b 2 , under bound constraints on x, where the matrix A is sparse. We solve this problem efficiently by adopting the reflective Newton method of Coleman and Li (1996) .
LSFM Fitting on Images
For the images of the Menpo 3D benchmark, we are based on the "in-the-wild" 3DMM fitting strategy that we recently introduced (Booth et al. 2017) . Our procedure is similar to the work of Zhu et al. (2016c) , where a facial 3DMM is fitted on the 2D landmarks and used in order to train a DCNN for the estimation of the 3D facial surface. However, in contrast to Zhu et al. (2016c) , our 3DMM fitting strategy not only uses the facial landmarks but also the facial texture. Furthermore, in order to improve accuracy we annotated every image with regards to (a) gender, (b) ethnicity and (c) apparent age and used the corresponding bespoke LSFM model (Booth et al. 2016) for fitting. In conclusion, this procedure yielded estimated identity p and expression q parameters of the bespoke LSFM model for every image.
Facial Landmark Sampling and Re-projection for Images and Videos
After having estimated the shape parameters (p, q) for any image or any video frame from the Menpo 3D dataset, the estimated dense facial mesh in the model space can be synthesised by the model as S(p, q) =s + U id p + U ex p q. The ground-truth 3D landmarks S are then extracted by keeping the elements of S that contain the x,y and z coordinates of vertices that correspond to the facial landmarks. Note that for the extraction of the 3D landmarks we do not apply the camera parameters, meaning that these landmarks lie on the normalised model space. The reprojected ground-truth 2D landmarks (i.e., the 3DA-2D landmarks) are expressed in the image space, therefore to extract them we utilise the estimated camera parameters c and apply the camera function P(·) to S . This corresponds to the quantity W(p, q, c). Via visual inspection of both the dense 3D and the reprojected sparse 2D landmarks results, we choose the best of the two results (global versus bespoke identity models). Finally, in order to retain this result as ground-truth, we require that it is perfect in terms of visual plausibility, otherwise, we omit it. In the case of videos, we make sure that this requirement is met over all video frames.
In conclusion, following our proposed approach, we are able to extract high-quality ground-truth 3DA-2D and 3D facial landmarks for images and videos. We have tested our approach in simulated videos and it provided high accuracy (sub-millimetre accuracy for some landmarks). Furthermore, in the videos of both training and test set, the parameter estimation and fitting was performed in the whole video, however we have exported the 3DA-2D and 3D only in the first couple of thousand frames, hence there was information only available to us (latent for participants) to ensure the high quality of our estimations.
Menpo 2D Challenge
Having introduced the Menpo 2D Benchmark, this section provides a detailed presentation of the Menpo 2D Challenge, in terms of the evaluation metrics used, the participants and the results of the challenge. Finally, we conclude this section by presenting our proposed method for 2D landmark localisation, which was not included in the challenge since we were the organisers. Please note that we organised the Menpo 2D Challenge in conjunction with CVPR 2017 conference.
The Menpo 2D Challenge consisted of two categories:
-localisation of Semi-frontal 2D landmarks in semi-frontal facial images. -localisation of Profile 2D landmarks in profile facial images.
Evaluation Metrics
The standard evaluation metric for landmark-wise face alignment is the normalised point-to-point root mean square (RMS) error:
whereŝ and s * are the estimated and ground-truth shape vectors containing all N L facial landmarks, . 2 is the 2 norm, and d scale is a normalisation factor to make the error scale-invariant. For the last three face alignment competitions (Sagonas et al. 2013 (Sagonas et al. , 2016 Shen et al. 2015) , the inter-ocular distance was used as the normalisation factor. However, the inter-ocular distance fails to give a meaningful evaluation metric in the case of profile views as it becomes a very small value in the 2D image. Therefore, we employed the face diagonal as the normalisation factor, which not only achieves scale-invariance but also is more robust to changes of the face pose. This is defined as the length of the diagonal of the bounding box that that tightly surrounds the ground-truth landmarks s * . It can be mathematically written as:
where x * i and y * i are the x and y coordinates respectively of the ith ground-truth landmark and the maxima and minima are computed over all landmarks i.
Many works on the topic (Ren et al. 2014 ) report just the average of the error in (Eq. 17). We believe that mean errors, particularly without accompanying standard deviations, are not a very informative error metric as they can be highly biased by a low number of very poor fits. Therefore, we provide our evaluation in the form of Cumulative Error Distribution (CED) curves. Apart from the mean value, we are also reporting further statistics of the errors of each method, such as the Standard Deviation (Std), the Median, the Median Absolute Deviation (MAD), the Maximum Error, the areaunder-the-curve (AUC) (up to error of 0.05) measure of the CED curve and the Failure Rate (We consider any fitting with a point-to-point error greater than 0.05 as a failure). We believe that for the problem of face alignment, these errors metrics are much more representative and provide a much more clear image of the performance of each method.
Participants
In the Menpo 2D challenge, we allowed entries from the participants in either semi-frontal or profile challenge (i.e., they do not need to submit in both challenges to be considered eligible). We provided the training data accompanied by the corresponding landmark annotations around 30th of January 2017. The test data were released around 22nd of March 2017 and included only the facial images without the corresponding annotations. Furthermore, we provided information regarding whether every image was considered semi-frontal or profile. The participants were allowed to submit results (i.e., the facial landmarks) in a tight schedule after the release of the test data, up until the 31st of March 2017. After this date, the challenge was considered finished. In total, we had 9 participants to the challenge of semi-frontal faces and 8 participants to that of profile faces. In the following, we will briefly describe each participating method. We use an abbreviation based on the name of the first author of the paper.
-X. Chen The method in Chen et al. (2017) proposed a four-stage coarse-to-fine framework to tackle the facial landmark localisation problem in-the-wild. In the first stage, they predict the facial landmarks on a coarse level, which sets a good initialisation for the whole framework. Then, the key points are grouped into several components and each component is refined within the local patch. After that, each key point is further refined with multi-scale local patches cropped according to its nearest 3-, 5-, and 7-neighbours, respectively. The results are further fused by an attention gate network. Since the facial landmark configuration is different for semi-frontal and profile faces in the menpo 2D challenge, a linear transformation is finally learned with the least square approximation to adapt the predictions to the competition's subsets. -X. Shao The method in Shao et al. (2017) Xiao et al. (2017) proposed a novel 3D-assisted coarse-to-fine extreme-pose facial landmark detection system. For a given face image, the face bounding box is first refined with landmark locations inferred from a 3D face model generated by a Recurrent 3D Regressor (R3R) at a coarse level. Then, another R3R is employed to fit a 3D face model onto the 2D face image cropped with the refined bounding box at fine-scale. 2D landmark locations inferred from the fitted 3D face are further adjusted with the popular 2D regression method, i.e. LBF (Ren et al. 2014) . The 3D-assisted coarse-to-fine strategy and the 2D adjustment process explicitly ensure both the robustness to extreme face poses and bounding box disturbance and the accuracy towards pixel-level landmark displacement.
-W. Wu The method in Wu and Yang (2017) explored intradataset variation and inter-dataset variation to improve face alignment in-the-wild. Intra-dataset variation refers to bias in expression and head pose inside one certain dataset, while inter-dataset variation refers to different bias across different datasets. Model robustness can be significantly improved by leveraging rich variations within and between different datasets. More specifically, Wu and Yang (2017) proposed a novel Deep Variation Leveraging Network (DVLN), which consists of two strong coupling sub-networks, e.g., Dataset-Across Network (DA-Net) and Candidate-Decision Network (CD-Net). In particular, DA-Net takes advantage of different characteristics and distributions across different datasets, while CD-Net makes a final decision on candidate hypotheses given by DA-Net to leverage variations within one certain dataset.
Competition Results
The CED curves of all 68 landmarks for semi-frontal images and all 39 landmarks for profile images are shown in Fig. 9 . The key error statistics of the CED curves for the semi-frontal faces are summarised in Table 2 , while the key statistics for the profile faces are summarised in Table 3 . From the statistics and the curves, it is evident that in the category of semi-frontal faces the first three entries He et al. 2017; Wu and Yang 2017) were quite close. Nevertheless, in the category of the profile faces, the method of Yang et al. (2017) was the clear winner. Overall, the method of Yang et al. (2017) was the best performing method in both semi-frontal and profile categories and is the winner of the competition.
As it is customary in landmark evaluation papers (Sagonas et al. 2013 (Sagonas et al. , 2016 , we also provide performance graphs excluding the boundary landmarks for both semi-frontal and profile faces. This corresponds to markups of 49 interior Semi-frontal 2D landmarks and 28 interior Profile 2D landmarks. The CED curves of these landmarks in semi-frontal and profile categories are shown in Fig. 10 . The corresponding key error statistics are summarised in Tables 4 and 5 . We observe that the method of Yang et al. (2017) is still the best performing method.
A New Strong Baseline for 2D Face Alignment
Since we organised the competition, we could not submit an entry. Nevertheless, we have applied our recent method for face alignment in the wild (Deng et al. 2017 ) on the Menpo 2D Benchmark. The method is based on hourglass architectures and multi-view training. Interestingly, despite our method is relatively simple, it achieves an improved accuracy on the Menpo 2D Benchmark. Therefore, we consider it as a new strong baseline. In this section, we briefly explain the method and present its experimental results on this benchmark.
As an overview, our work in Deng et al. (2017) proposes a coarse-to-fine joint multi-view deformable face fitting method. The proposed method includes two steps: face region normalisation and multi-view face alignment. Based on face proposals (Zhang et al. 2016a ), we train a small network to estimate five landmarks which are then used to remove the similarity transformation. Then, a multi-view Hourglass model is trained to predict the response maps for all landmarks (both 68 landmarks of semi-frontal markup, as well as 39 landmarks of the profile markup). Finally, we train a 
Face Region Normalisation
Taking the first and second networks from Zhang et al. (2016a) , we can get face proposals with high recall. Based on these face proposals, we re-train the third network on the ALFW (Köstinger et al. 2011) and CelebA ) datasets with multi-task loss (Zhang et al. 2016a ). For each face box i, the loss function is defined as:
where p i is the probability of box i being a face; p * i is a binary indicator (1 for positive and 0 for negative examples); the classification loss L 1 is the softmax loss of two classes (face / non-face); t i = {t x , t y , t w , t h } i and t * i = {t * x , t * y , t * w , t * h } i represent the coordinates of the predicted box and groundtruth box correspondingly.
, l * y 5
} i represent the predicted and ground-truth five facial landmarks. The box and the landmark regression targets are normalised by the face size of the ground-truth. We use
for the box and landmark regression loss, respectively, where R is the robust loss function Fig. 11 The architecture of third cascade network. "Conv" means convolution, "MP" means max pooling, and N is the number of landmarks. The step size in convolution and pooling is 1 and 2, respectively (smooth-L 1 ) defined in Girshick (2015) . In Fig. 11 , we give the network structure of the third cascade network with multitask loss.
One core idea of our method is to incorporate a spatial transformation (Jaderberg et al. 2015) which is responsible for warping the original image into a canonical representation such that the later alignment task is simplified. Recent work [e.g., (Tadmor et al. 2016) ] has explored this idea on face recognition and witnessed an improvement on the performance. In Fig. 12 , the five facial landmark localisation network (Fig. 11) as the spatial transform layer is trained to map the original image to the parameters of a warping function (e.g., a similarity transform), such that the subsequent alignment network is evaluated on a translation, rotation and scale invariant face image, therefore, potentially reducing the trainable parameters as well as the difficulty in learning large pose variations. Since different training data are used in face region normalisation [AFLW (Köstinger et al. 2011) and CelebA ] and multi-view align- Fig. 12 Face Region Normalisation. The five facial landmark localisation network acts as the spatial transform layer and the subsequent alignment network is evaluated on a translation, rotation and scale invariant face image, therefore, potentially reducing the trainable parameters as well as the difficulty in learning large pose variations ment [300W (Sagonas et al. 2013) and Menpo 2D Benchmark (Zafeiriou et al. 2017c) ], end-to-end training of these two networks with intermediate supervision on the face region normalisation step is equal to step-wise training. Therefore, we employ step-wise cascade structure, and the face region normalisation step benefits from larger training data as annotation of the five facial landmarks is much easier than dense annotation.
Multi-view Hourglass Model
Hourglass (Newell et al. 2016 ) is designed based on Residual blocks (He et al. 2016) , which can be represented as follows:
where x n and x n+1 are the input and output of the n-th unit, and F is the stacked convolution, batch normalisation, and ReLU non-linearity. Hourglass is a symmetric top-down and bottom-up full convolutional network. The original signals are branched out before each down-sampling step and combined together before each up-sampling step to keep the resolution information. n scale Hourglass is able to extract features from the original scale to 1/2 n scale and there is no resolution loss in the whole network. The increasing depth of network design helps to increase contextual region, which incorporates global shape inference and increases robustness when local observation is blurred. Based on the Hourglass model (Newell et al. 2016) , we formulate the Multi-view Hourglass Model (MHM) which tries to jointly estimate both semi-frontal (68 landmarks) and profile (39 landmarks) face shapes. Unlike other methods which employ distinct models, we try to capitalise on the correspondences between the profile and frontal facial shapes. As shown in Fig. 13 , for each landmark on the profile face, the nearest landmark on the frontal face is regarded as its corresponding landmark in the union set, thus we can form the union landmark set with 68 landmarks. During the training, we use the view status to select the corresponding response maps for the loss computation. Fig. 13 Multi-view Hourglass Model. First row: facial landmark configuration for frontal (68 landmarks) and profile (39 landmarks) faces (Zafeiriou et al. 2017c ). We define a union landmark set with 68 landmarks for frontal and profile shape. For each landmark on the profile face, the nearest landmark on the frontal face is selected as the same definition in the union set. Third row: landmark response maps for all view faces. The response maps for semi-frontal faces (2nd and 4th) benefit from the joint multi-view training Fig. 14 The architecture of face classifier on the shape-indexed local patches. "Conv" means convolution, "MP" means max pooling, and N is the landmark number. The step size in convolution and pooling is 1 and 2, respectively
where m n (i, j) and m * n (i, j) represent the estimated and the ground-truth response maps at pixel location (i, j) for the nth landmark correspondingly, and v n ∈ {0, 1} is the indicator to select the corresponding response map to calculate the final loss. We can see from Fig. 13 that the semi-frontal response maps (second and forth examples in third row) benefit from the joint multi-view training, and the proposed method is robust and stable under large pose variations.
Based on the multi-view response maps, we extract shapeindexed patch (24 × 24) around each predicted landmark from the down-sampled face image (128 × 128). As shown in Fig. 14 , a small classification network is trained to classify face/non-face. This classifier is employed as a failure checker for deformable face tracking.
(a) (b) Fig. 15 Landmark localisation results on the Menpo 2D benchmark: comparison of our method (Deng et al. 2017 ) with the best three entries of Menpo 2D Challenge. Accuracy is reported as Cumulative Error Distribution of RMS point-to-point error normalised with the diagonal of the ground-truth bounding box
Experimental Results
We train the proposed multi-view Hourglass model on the 300W dataset (Sagonas et al. 2013 ) and the Menpo 2D dataset (Zafeiriou et al. 2017c) , where faces are manually annotated with either Semi-frontal 2D (68) or Profile 2D (39) landmarks. The training set of the 300W dataset consists of the LFPW trainset (Belhumeur et al. 2013) , the Helen trainset (Le et al. 2012 ) and the AFW dataset (Zhu and Ramanan 2012) , hence, a total of 3148 images are available. The Menpo 2D dataset (Zafeiriou et al. 2017c ) consists of 5658 semi-frontal face images and 1906 profile face images. The training of the proposed multi-view Hourglass model follows a similar design as in the Hourglass Model (Newell et al. 2016) . Before the training, several pre-processing steps are undertaken. We firstly remove scale, rotation and translation differences by five facial landmarks among the training face images (referred as the spatial transformer step), then crop and resize the face regions to 256 × 256. We augment the data with rotation (+/− 30 • ), scaling (0.75-1.25), and translation (+/− 20 pixels) that would help simulate the variations from face detector and five landmark localisation. The full network starts with a 7 × 7 convolutional layer with stride 2, followed by a residual module and a round of max pooling to bring the resolution down from 256 to 64, as it could save GPU memory while preserving alignment accuracy. The network is trained using Tensorflow (Abadi et al. 2016) with an initial learning rate of 10 −4 , a batch size of 12, and learning steps of 100k. The Mean Squared Error (MSE) loss is applied to compare the predicted heatmaps to the ground-truth heatmaps. Each training step takes 1.2 s on one NVIDIA GTX Titan X (Pascal) GPU card. During testing, face regions are cropped and resized to 256 × 256, and it takes 12.21 ms to generate the response maps.
On the test set of Menpo 2D Benchmark (Zafeiriou et al. 2017c) , we compare our method with the best three entries He et al. 2017; Wu and Yang 2017) of the Menpo 2D Challenge. In Fig. 15 , we draw the curve of cumulative error distribution on semi-frontal and profile test sets, separately. The proposed method has similar performance to the best-performing methods in semi-frontal faces. Nevertheless, it outperforms the best-performing method in profile faces. Despite that result on profile data is worse than that on semi-frontal data, both of the fitting errors of our method are remarkably small, approaching 1.48% and 1.27% for profile and semi-frontal faces respectively. In Fig. 16 , we give some fitting examples on the Menpo 2D test set. As we can see from the alignment results, the proposed multi-view hourglass model is robust under varying poses, exaggerated expressions, heavy occlusions and sharp illuminations on both semi-frontal and profile subset.
In Fig. 17 , we also provide some alignment examples with largest errors predicted by the proposed method on the Menpo 2D semi-frontal and profile dataset. As we can see from these extremely challenging examples, most of the landmark localisation failures occur when local facial appearance is occluded thus the local feature is heavily interfered. When two or more challenging factors (e.g. large pose, exaggerated expression, heavy occlusion and sharp illumination) occur together, the localisation results turn out to be not robust and accurate, and there is still space to improve the performance of the in-the-wild 2D face alignment.
Development of 2D Face Alignment
It is worth mentioning that, in the first (Sagonas et al. 2013) and second (Sagonas et al. 2016 ) runs of 300W competition, there were very few competing methods (Zhou et al. 2013; Fan and Zhou 2016 ) that applied deep learning methods to the problem of face alignment. The state of the art at that time was revolving around feature-based Active Shape Model (ASM) (Milborrow and Nicolls 2014) , Active Appearance Model (AAM) Alabort-i Medina and Zafeiriou 2016) and Constrained Local Model (CLM) (Cristinacce and Cootes 2006; Saragih et al. 2011) , as well (Xiong and De la Torre 2013; Cao et al. 2014b; Asthana et al. 2014; Yan et al. 2013; Deng et al. 2016 ). In the 300VW competition, there was no deep learning entry. Furthermore, the competing methods of 300VW revolved around cascade regression (Yang et al. 2015) , CLM (Saragih et al. 2011 ) and Deformable Part-based Model (DPM) (Zhu and Ramanan 2012) .
On contrary, recent state-of-the-art methods on 2D face alignment (Trigeorgis et al. 2016; Güler et al. 2017 ) extensively employ deep learning methodologies to improve the robustness of the in-the-wild face alignment model. The significant change of the landscape is also reflected in the Menpo 2D Challenge, as all of the participating methods are applying deep learning methodologies to the problem. This is attributed to the success of the recent deep architectures such as ResNets (He et al. 2016) and stacked Hourglasses models (Newell et al. 2016) , as well as to the availability of a large amount of training data.
On the semi-frontal test set of Menpo 2D Benchmark (Zafeiriou et al. 2017c) , we compare some representative classic approaches [e.g. CLM (Cristinacce and Cootes 2006) , AAM Cootes et al. 2001) , CEM (Belhumeur et al. 2013) and SDM (Xiong and De la Torre 2013; Deng et al. 2016) ] with the best three entries He et al. 2017; Wu and Yang 2017) of the Menpo 2D Challenge as well as the proposed joint multiview alignment method. As we can see from the CED curves in Fig. 18 , it is obvious that recent deep convolutional feature based methods outperform the classic approaches by a large margin. M 3 C S R , which is an improved version of SDM (Xiong and De la Torre 2013) and the champion method of the 300W challenge (Sagonas et al. 2016) , only obtains the Normalised Mean Error (NME) of 2.17%. By contrast, the best performed method achieves the NME of 1.2%. 
Evaluation Metrics
For assessing the performance of the submissions, we were once again based the standard evaluation metric, which is the normalised point-to-point error (Eq. 17). For the 3DA-2D landmarks, we used exactly the same evaluation metric and same diagonal-based normalisation as for the Semi-frontal 2D landmarks of the Menpo 2D challenge. For 3D landmarks, we used the point-to-point error in the 3D space of the model, where the scale is in cm of the normalised mean face, which corresponds to the scale of an average adult.
Participants
During the challenge, we provided approximately 12k static images with 3DA-2D and 3D landmarks, as well as approximately 90 training videos annotated with the proposed procedure. The training data have been provided to over 25 groups from all over the world. A tight schedule (a week) was provided to return the results on the test set. The test set comprises of 110 videos with 1000 frames each. The evaluation was performed in the 30 most challenging videos. Results for 3DA-2D landmarks localisation have been returned by three groups, while results for 3D landmarks have been returned by one group only. In the following, we will briefly describe each participating method.
-D. Crispell The method in Crispell and Bazik (2017) proposed an efficient and fully automatic method for 3D face shape and pose estimation in the unconstrained 2D
images. More specifically, the proposed method jointly estimates a dense set of 3D landmarks and facial geometry using a single pass of a modified version of the popular "U-Net" neural network architecture. In addition, the 3D Morphable Model (3DMM) parameters are directly predicted by using the estimated 3D landmarks and geometry as constraints in a linear system. -A. Zadeh The method in Zadeh et al. (2017b) Xiong et al. (2017) proposed a two-stage shape regression method by combining the powerful local heatmap regression and global shape regression. This method is based on the popular stacked Hourglass network which is used to generate a set of heatmaps for each 3D shape point. Since these heatmaps are independent to each other, a hierarchical attention mechanism is applied from global to local heatmaps into the network, in order to model the correlations among neighbouring regions. Then, all these heatmaps alongside the input aligned image are processed by a deep residual network to further learn the global features and produce the final smooth 3D shape.
Competition Results
As already mentioned, all three participants submitted results for 3DA-2D landmark localisation, whereas only Zadeh et al. (Crispell and Bazik 2017) submitted additional results for 3D landmark localisation. The CED curves for 3DA-2D and 3D landmarks are summarised in Fig. 19 . We observe that, in the case of 3DA-2D landmarks, the best performing method was the method of Xiong et al. (2017) . For pure 3D face tracking, the only method that competed in this category was the method of Zadeh (Crispell and Bazik 2017) .
A New Strong Baseline for 3D Face Alignment
Since we organised the Menpo 3D competition, we could not submit an entry. However, as in the case of Menpo 2D competition, we have applied another our recent method (Deng et al. 2018) for localising the 3DA-2D landmarks of the Menpo 3D Benchmark. This method extends our previous method (Deng et al. 2017) to the case of 3D landmarks and uses joint 2D and 3DA-2D landmark supervision. This extension retains the simplicity and very good performance of the method of Deng et al. (2017) , therefore we consider it as a new strong baseline for 3D landmark localisation. In the following, we briefly present our approach and its results on the Menpo 3D benchmark.
Cascade Multi-view Hourglass Model
As shown in Fig. 20 , we propose the Cascade Multi-view Hourglass Model (CMHM) for 3DA-2D face alignment, in which two Hourglass models are cascaded with intermediate supervision from 2D and 3DA-2D facial landmarks. For the 2D face alignment, we capitalise on the correspondences between the frontal and profile facial shapes and utilise the Multi-view Hourglass Model (Sect. 3.4) which jointly estimates both semi-frontal and profile 2D facial landmarks. Based on the 2D alignment results, a similarity transformation step is employed (in Fig. 21) , and another Hourglass model is performed on the normalised face image to estimate the 3DA-2D facial landmarks. To improve the model capacity and compress the computational complexity of the Hourglass model, we replace the bottleneck block with the parallel and multi-scale Inception block and construct the Inception-ResNet block (Szegedy et al. 2017) as shown in Fig. 22 . 
Experimental Results
We train the proposed Cascade Multi-view Hourglass Model on the image training sets of Menpo 2D and Menpo 3D benchmarks. The training of the proposed method follows a similar design as the Multi-view Hourglass Model for 2D landmark localisation (Deng et al. 2017 ). According to the centre and size of the bounding box provided by the face detector (Zhang et al. 2016a) , each face region is cropped and scaled to 256 × 256. To improve the robustness of our method, we increase the number of training examples by randomly perturbing the ground-truth image with a different combination of rotation (+/− 45 • ), scaling (0.75-1.25), and translation (+/− 20 pixels). The full network starts with a 7×7 convolutional layer with stride 2, followed by a residual module and a round of max pooling to bring the resolution down from 256 to 64, as it could reduce GPU memory usage while preserving alignment accuracy. The network is trained using Tensorflow with an initial learning rate of 10 −4 , a batch size of 8, and 100k learning steps. We drop the learning rate to 10 −5 after 20 epochs. The Mean Squared Error (MSE) loss is applied to compare the predicted heatmaps to the ground-truth heatmaps. Each training step takes 1.02 s on one NVIDIA GTX Titan X (Pascal). During testing, face regions are cropped and resized to 256 × 256, and it takes 20.76 ms to generate the response maps. By contrast, the baseline method, two-stack Hourglass model (Newell et al. 2016) , takes 24.42 ms to generate the response maps.
To track the 3DA-2D landmarks in the videos of Menpo 3D benchmark, we perform a frame-by-frame tracking on the video. Specifically, we always initialise the next frame by the previous facial bounding box unless there is a fitting failure, in which case, a face detector (Zhang et al. 2016a) would be called to re-initialise. The fitting failure is judged by the failure checker as proposed in Sect. 3.4. We expand the Menpo 3D Challenge results on 3DA-2D landmark tracking by including our method (CMHM) as well as the two-stack Hourglass model of Newell et al. (2016) , which we consider as the "Baseline" method. Figure 23 reports the Cumulative Error Distribution (CED) curves, and Table 6 reports the Area Under the Curve (AUC) and Failure Rate (FR). We observe from the Table 6 that CMHM obtains a clear improvement (3.72% in AUC) over the baseline two-stack Hourglass model (Newell et al. 2016) , and it also achieves the best performance (AUC = 0.7977, FR = 1.68%), which is slightly better than the challenge winner (Xiong et al. 2017) , considering that they combined the local heatmap regression and global shape regression. We believe such good performance comes from the robustness of our response maps under large pose variations. This can be visually observed in Fig. 24 , where we select some frames from the Menpo 3D tracking testset and plot their corresponding response maps as well as 3DA-2D alignment results. It is evident that the responses remain clear and evident across different poses.
Discussion and Conclusions
We have presented two new benchmarks for training and assessing the performance of landmark localisation algo-rithms in a wide range of poses. More specifically, the Menpo 2D dataset provides different landmark configurations for semi-frontal and profile faces based on the visible landmarks, thus making the 2D face alignment full-pose. By contrast, the Menpo 3D dataset provides a combined landmark configuration for both semi-frontal and profile faces based on the correspondence with a 3D face model, thus making face alignment not only full-pose but also corresponding to the real-world 3D space. We introduced an elaborate semi-automatic methodology for providing highquality annotations for both the Menpo 2D and 3D datasets. The new benchmarks offer a large number of annotated training and test images for both semi-frontal and profile faces, which helps to boost the performance of 2D and 3DA-2D face alignment under large pose variations.
The state-of-the-art in face landmark localisation 6-7 years ago revolved around variations of Active Shape Models (ASMs), Active Appearance Models (AAMs) and Constrained Local Models (CLMs). Such methods exhibited good generalisation capabilities with few training data. Thanks to the availability of large amount of data and descriptive features such as HoG and SIFT, the state of the art moved towards discriminative methods such as cascade regression. Cascade regression methodologies dominated the field for around 3 years. The main bulk of recent work on cascade regression revolved around how to partition the search space so that to find good updates for various initialisation (Xiong and De la Torre 2015; Zhu et al. 2015) . This competition shows that the landscape of facial landmark localisation has changed drastically in the last 2 years. That is, the current trend in landmark localisation, as in many computer vision tasks, involves the application of elaborate deep learning architectures to the problem. This was made feasible due to the large availability of training data, as well as due to recent breakthroughs in deep learning. The Menpo 2D and 3D competitions showed that elaborate deep learning approaches, such as Hourglass networks, achieve striking performance in facial landmark localisation. Furthermore, such fully convolutional architectures are very robust to initialisation/cropping of the face. Based on the Hourglass networks, we provide a unified solution, named Cascade Multi-view Hourglass Model (CMHM), to the 2D and 3D landmark localisation. The proposed method obtains stateof-the-art performance on the Menpo 2D and Menpo 3D datasets.
A crucial question that remains to be answered is "How far are we from solving the problem of face alignment?". From the competition results, it is evident that large improvement has been achieved during the past few years. Nevertheless, for 10% to 15% of the images, the performance is still unsatisfactory. Especially when two or more challenging factors (e.g. large pose, exaggerated expression, heavy occlusion and sharp illumination) occur together, the alignment results turn out to be not robust and accurate enough because local facial appearance is occluded thus the local observation is consequently inaccurate.
Arguably, the most interesting question that should be answered is the following "Is the current performance good enough?". Since face alignment is a means to an end of the question, this question could have various answers depending on the application. That is, the current performance could be satisfactory to conduct image normalisation for face recognition, but not for the recognition of complex emotional states or high-quality facial motion capture. In order to answer these questions, the community need to develop benchmarks that contain images/videos with dense annotations that can also be used for other facial analysis tasks.
Since many efforts have been devoted to sparse facial landmark localisation and great advances have been achieved during the last two decades, we are also interested in the question "What is the probable future research direction in face alignment?". The most promising moving direction of this field might be defining and evaluating methods for predicting ultra-dense face correspondence, a dense version of the face alignment task (Güler et al. 2017; Liu et al. 2017; Feng et al. 2018 ). However, the main challenge of defining the dense face alignment in the wild is that the ground truth cannot be obtained from special devices (e.g. 3DMD) like the controlled environment or manually annotated from the 2D images but can only be automatically generated by high accurate 3D face model fitting. We will try to define and evaluate dense face alignment in the future.
Regarding licensing. The Menpo challenge further extends already existed databases and benchmarks. In particular, (a) Menpo builds upon 300W and 300VW (which includes parts of LFW, Helen, etc.), hence the user should adhere to the licensing terms of 300W and 300VW (Sagonas et al. 2013; Shen et al. 2015) and (b) uses images from FDDB (Jain and Learned-Miller 2010) and AFLW (Koestinger et al. 2011 ), hence the user should adhere to the licensing terms of FDDB and AFLW, as well.
