Abstract
Introduction
In many practical problems in computer vision, nonlinear inversions are required to estimate parameters from measured data [15,18,11]. These parameters, for example, may be used to model the three-dimensional (3D) structure of an object, its shape, its surface reflectance properties, or its motion in space. The nonlinear inversion of random data often leads t o estimates that are biased and do not attain the minimum variance possible, namely the Cramer-Rao lower bound (CRLB). The maximum likelihood estimator (MLE) [l] is widely used because if an asymptotically unbiased and minimum variance estimator exists as the signal- Research, the Naand the Whitaker betkeQcs.bu.edu.
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to-noise ratio (SNR) becomes high, it is guaranteed to be the MLE. Since exact expressions for the bias, variance and error correlation of the MLE are often difficult or impractical to derive analytically, it has become popular in computer vision, pattern recognition, image processing, and other disciplines to instead compute limiting bounds such as the CRLB since these are usually much easier to obtain. The CRLB, however, typically provides an unrealistically optimistic approximation to the MLE variance in many nonlinear inverse problems.
Recently, general analytic conditions for the maximum likelihood estimate to become asymptotically unbiased and attain minimum variance have been derived [20, 291. In this paper, we apply these general statistical results to the classical computer vision problems of 3D motion and structure estimation for rigid objects. The "Cramer-Rao lower bound [. . I plays an essential role', [19] in computer vision and has been widely used in the literature to address object motion and structure estimation problems Here we derive analytical expressions that are necessary for the Cramer-Rao lower bound to be a good a p proximation to the mean-square error. Since the structure of real-world objects can be approximated by a collection planar surfaces, we focus on the problem of estimating the pose and motion of planar surfaces. We show analytically and experimentally that the tightness of the bound depends on the noise level, surface texture, and the number of pixels comprising the surface. In particular, we find that parameters describing surfaces with little texture are more difficult to estimate than those describing surfaces with sharply varying brightness levels. For surfaces with little texture, the mean-square error for position estimation cannot be approximated well by the Cramer-Rao lower bound, even in low signal-to-noise.
The approach is to apply the tools of higher order asymptotic inference, which rely heavily on tensor anal-ysis to expand the MLE as a series in inverse orders of SNR. From this series, analytic expressions for the first-order bias, second-order covariance, and secondorder error correlation of a general MLE are presented in terms of the joint moments of derivatives of the loglikelihood function with respect to the parameters to be estimated. Since the first-order error correlation is shown to be the CRLB, which is only valid for unbiased estimates, the second-order error correlation provides a tighter error bound on the MLE than the CRLB that is applicable in relatively low SNR even when the MLE is biased to first order. These expressions are then used to determine general analytic requirements on SNR and sample size that are necessary for a MLE to become asymptotically unbiased and attain minimum variance. This is done by showing when the first-order bias becomes negligible compared to the true value of the parameter and when the second-order covariance term becomes negligible compared to the CRLB. The firstorder bias is evaluated for general multivariate Gaussian data. The second-order covariance and error correlation terms are evaluated for the special case of additive Gaussian noise with parameter-independent covariance.
Uncertainty Models in Computer Vision
In this section, we discuss various approaches to formalize statistical estimation problems in computer vision that differ in the way that uncertainty is modeled. Our theoretical results are applicable to all these models and to any probability distribution. We illustrate them experimentally in one example.
Geometric Uncertainty
For the "geometric estimation from noisy data" [19] , parameterizations are developed to model object shape. The shape parameters are then estimated in the presence of noise in observations that are 2D image or 3D world coordinates of object points in the scene.
The approach has been used to estimate the parameters that describe circles [25] , lines, and conics [19] .
The observed data, i.e., points on these curves, are as- The geometric uncertainty framework has also been used to address 3D motion parameter estimation [7, 27, 8, 26, 161 . The observed data axe 3D coordinates of object points that are obtained from the analysis of a sequence of monocular [7, 8, 26 , 161 and stereo [27] images. It is assumed that the correspondence of the object points has been established, but that the coordinate positions are corrupted by zero-mean Gaussian noise. CRLBs for estimating rotation, translation, velocity, and acceleration parameters have been derived in the above references.
Noise in Brightness Measurements
In this uncertainty model, the noisy observations are the measured image brightness values. The noise is due to the camera system, for example, introduced by camera defocus, electronic shot noise of CCD cameras, or small mechanical vibrations. Experiments with camera systems have shown that this noise is Gaussian [6, 23] . This Gaussian distribution is expected as a consequence of the central limit theorem. In particular, let vector I represent a K, This uncertainty model has been used to measure the extent to which a planar object can be resolved under affine parameterization and CRLBs have been derived [6] . For the depth-from-defocus problem, where depth is estimated from observed brightness values that are blurred due to camera defocus, CRLBs have also been derived [23].
Algorithmic Uncertainty
In many computer vision estimation problems, observations are not the measured brightness values directly, but instead are obtained from (preprocessing) algorithms that may introduce noise. These algorithms address, for example, edge detection, optical flow, stereo correspondence, and image reconstruction. It is widely assumed that the observations are corrupted by additive zero-mean Gaussian noise [2, 9, 12, 13, 14, 17, 21, 22, 281.
Cramer-Rao lower bounds are derived for estimation of the motion parameters of simulated rigid objects given noisy optical flow input [ 
Foreground/Background Uncertainty
In order to recognize objects in a scene, which is the overall goal of many estimation techniques, transformed object templates are often matched to the scene image. Recent work proposes to model object and scene variations by learning probability distributions of the foreground and background with sampling methods [24] . Bayesian learning of posterior distributions is based on estimating prior distributions, which are often assumed to be uniform, and the assumption that large sample sets can be obtained. However, sample sizes are commonly too small to provide the distribution reliably.
Our approach is based on classical rather than Bayesian estimation theory. The sample-size issues we discuss here are therefore unrelated to the sampling issues in [24] . To compute the ML estimate, an analytical form of the distribution is required. In scenes with zero-mean backgrounds and fixed object sizes, the sum-squared difference or correlation measures maximize the likelihood; in more general scenes, they approximate the MLE [20] .
Projection Model
Commonly, the central projection model is used to describe the imaging geometry [15] . The origin of a 3D coordinate system is placed at the projection center.
The z and y-coordinate axes are aligned with the image plane, the optical axis serves as the z-coordinate axis, and the distance between projection center and image is given by focal length f. Spatial point CO- 
Pose and Motion of Rigid Objects
We are interested in the recognition of rigid objects and their motion, in particular, objects with surfaces that can be well approximated by a collection of polygonal faces. The pose of such a polygonal face can be described by the position of its centroid and the orientation of a unit vector normal to the surface. We assume that each planar surface has an initial position and orientation with respect to the camera. The initial view of the object serves as the object's "surface model." To recognize the object in an arbitrary scene, the transformation of the surface model into the scene surface must be determined.
Similarly, for the motion recognition problem, we assume that a rigid object is given in an initial position and orientation. To recognize the motion of the object, the transformation of the initial object pose to the new pose must be determined. The six-parameter perspective transformation 
Object Pose and Motion Estimation
The problem of recognizing a rigid object's pose or motion in a scene can be described as the problem of estimating the parameter vector 8 = ( a l l , ..., a23) given the image data I. Using the noise model introduced in Section 2.2, the likelihood function for 8, given the image data I, is where the mean mh(8) explicitly depends on the pitrameters to be estimated, while the noise variance o2
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is independent of the parameter set. For n independent and identically distributed snapshots of the image, the probability density is n:=l P(Ilf?). Note K is the length of image vector I and differs from n.
Definitions and Notation
The log-likelihood function l(8) is defined as [(e) = l n ( n Z 1 P(Il6)) when evaluated at measured brightness values I. Let Here nm indicates the order of the derivative of the mth parameter. For example, assume RI = T S and R2 = t. Then = 
-
We use the Einstein summation convention, which says that the product aTb = Caibi of two vectors a and b can be written as aibi. So whenever an index occurs twice in a term, once in the subscript, once in the superscript, summation over the index is implied. 
Asymptotic expansions of bias, error correlation, and covariance of the MLE
where the second order term S is defined as 2JmbJnCv~,,(J'"J1" + Ja8J1')us,t,,c(n1) + for the MLE to attain minimum variance is for the second-order term in Eq. 10 to become much smaller than the first-order term, the CRLB. For Gaussian
The pixels in the background that are located next to the object's occluding contour will generally be affected by small changes in 8. Intuitively, it is easier to estimate 8 if there is large contrast between object and background. To provide an error bound that does not vary with the unknown object background, it is practical to define the parameter estimation problem only for set 0-of pixels comprising the expected object q ( x , y; 8 ) and not its boundary. With this definition, the brightness contrast between object and unknown background does not contribute to the object's Fisher information. The Fisher information matrix then becomes am(l,y;e) am(z,y;el data, J?'S = n/a2 cEv=l( 88, 88. ).
We will use the letter n to indicate the number of pixels in the set 0-.
Asymptotic Bias, Error Correlation and Covariance of the MLE for Gaussian Data
The problem of recognizing an object's pose or motion in a scene is described as the problem of estimating a parameter vector 8 in additive Gaussian noise with parameter-independent covariance (Eq. 
88"
The second-order bias, error correlation, and covariance have been evaluated similarly for Gaussian data [20, 291.
Singie Parameter Case
For the case of image data in additive Gaussian noise that depends on a single parameter 8, _the bias, meansquare error, and variance of the MLE 8 can be derived from Eqs. 8 
Position Estimation
Consider the example that the true position (8,,82) = (x0,po) of the object q is unknown. Let us estimate the coordinates xo and yo separately. The maximum likelihood estimate of parameter xo corresponds to the peak output of a matched filter for a signal in additive Gaussian noise. To derive the joint moments of the log-likelihood function for 20, we only need to evaluate the first and second derivatives of object q with respect to xo and substitute them into the sums The mean square error of the MLE in position coordinate zo is then evaluated by Eq. 12.
Experiments and Discussion
We consider the example of position estimation as described in Section 5.6. We use Eq. 12 to compute the mean-square error in the estimate of position coordinate xo for various planar surfaces. The first set of surfaces are shown in Fig. 1 with a (1) smooth texture, and (2) face texture. The Cramer-Rao lower bounds are shown as functions of image noise in Fig. 2 . Each graph in Fig. 2 is plotted as a function of the standard deviation of the image noise. The standard deviation shown as a fraction of the maximum dynamic range of the brightness. The errors lie in the subpixel range. Consumer video cameras typically take images that contain at most 28 = 256 brightness levels and have a high signal-to-noise ratio. For example, with a low standard deviation of U = 3 brightness levels, which is 3/255 = 1.2% of the maximal dynamic range, the CRLBs on position error for the textured surfaces in Fig. 1 are shown in Table 1 below. The errors in position estimation are given in pixel widths. 
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Conclusions
We have used higher order asymptotic statistical theory to derive necessary analytic conditions for the Cramer-Rao lower bound to become a good approximation to the mean-square error of parameter estimates for the 3D structure and motion of rigid objects.
The accuracy of the approximation depends on the noise level, the number of pixels comprising the surface, and the texture of the surface. Our analytical the second-order term cannot be neglected. For Surface C-1, the second-order term is larger than the CRLB for noise levels U 2 8, which corresponds to 3% of the maximum dynamic range. For Surface C-2, the secondorder term is larger than the CRLB for noise levels Surface D-1, the second-order term is larger than the CRLB for noise levels cr 2 3, which corresponds to 1.2%
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of the maximum dynamic range. For Surface D-2, the second-order term is larger than the CRLB for noise levels U 2 8, which corresponds to 3% of the maximum dynamic range.
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results are applied in experiments using surfaces with smoothly and sharply varying brightness levels. For surfaces with smoothly varying textures and surfaces with a small number of digitization levels, the CRLB does not approximate the mean-square error for position estimation well. We provide necessary conditions for the CRLB to b e attained that depend on the size, texture, and noise level of the surface patch.
