Introduction
Fuzzy set theory (Zadeh, 1965 ) is tool that can handle uncertainty and imprecision effortlessly. Interval-valued, intuitionistic, interval-valued intuitionistic fuzzy sets (Zadeh (1975) , Atanassov (1986) , Atanassov & Gargov (1989) ), vague sets (Gau & Buehrer, 1993 ) and R-fuzzy sets (Yang, Hinde, 2010) are various generalizations of Fuzzy sets (FSs) . From all these generalizations IvIFSs and intuitionistic fuzzy sets (IFSs) are two conventional extensions of FSs. IvIFSs are more practical and flexible than IFSs as they are characterized by membership and non-membership degree range instead of real numbers. It makes IvIFSs more useful in dealing with real world complexities which arises due to insufficient information, lack of data, imprecise knowledge and human nature wherein range is provided instead of real numbers. Distance, entropy and similarity measures are the central arenas that are investigated by various researchers under intuitionistic and interval-valued fuzzy environment (IFE and IvFE). These measures identify the similarity or dissimilarity between two FSs. Till date, vivid entropy, distance or similarity measures are presented by various investigators. Some of these research findings are mentioned as follows: Xu and proposed some aggregation operators for w.r.t. the restricted interval Shapley function with application in multi-criteria decision making. In this paper we have developed some of the distance, entropy and similarity measures by taking all the three degrees in account and applied it to pattern recognition and medical diagnoses under . This work is organized in various sections. Section 2 has basic definition and operations on . Section 3, presents the relationship between distance and entropy measures along with example to check the performance of entropy measures on the basis of intuition. A relation between measure of entropy and similarity measure is proposed in Section 4. Further, comparison of new similarity measures with the few existing one in done.
Thereafter in section 5 we applied new similarity measures to recognition of patterns and medical diagnoses. Lastly conclusion is drawn in Section 6.
IvIFSs along with its distance and similarity measures
This section has definitions and concepts for IvIFSs. In this paper Ω = { 1 , … . , } denotes the universe of discourse;ℂ(Ω) and IvIFSs(Ω) denote all crisp sets and respectively in Ω.
Definition 1 ( Atanassov & Gargov,1989 ): An IvIFS A in the finite universe Ω is defined by a triplet Distance between FSs was presented by (Kacprzyk, 1997) . Then its extension was proposed by Atanassov in 1999 as two dimensional distances whereas third parameter hesitancy degree in distance was introduced by Szmidt and Kacprzyk (2000) 
2) Normalized Hamming Distance
3) Hamming Hausdorff Normalized Distance ]〉), j= 1, … ,6 for any A ∈ IvIFSs(Ω) are measure of entropy of IvIFSs.
Proof: We prove that E (A), for j = 1, … ,6 satisfies conditions given by definition 5.
Thus, E j (A) = 0
Property3): Let A and B be any two IvIFSs and
, for all j= 1, … ,6
Thus, E (A) = E j (A ̅ ), for all j= 1, … ,6. ∎ From theorem 2 and various distance formulas' mentioned (equation (1) to (6)), we get corresponding entropy formulas as follows:
To check the consistency of proposed entropy measures with the intuitionist beliefs we have used the following example. Since E 3 (A) > E 3 (B) and E 6 (A) > E 6 (B) which indicates that E 3 and E 6 are consistent with the intuition.
Comparison of existing entropy measure with proposed entropy measures
We compared performance of existing entropy measures with the proposed measures with the help of an example. Let A be an IvIFS, then The values of ( 1 ) = 0.5 = ( 2 ), ( 3 ) = 0.7 = ( 4 ) and ( 5 ) = 0.5 = ( 6 ) . Thus, the entropies ( ), ( ) and ( ) are unreasonable. Proposed entropies E j , j = 1,2, . .6 can discriminate the fuzziness of all the IvIFSs , = 1, … ,6 given as follows and give the reasonable results given in Table 2 .
Here we have proposed some entropy measures and evaluated its performance on the basis of intuitionistic belief and comparison with existing measures. In next section we propose relation between measures of entropy and similarity under IvIFE. Also, we have defined new measures of similarity and have evaluated their performance by comparing them with some existing measures.
Relations between measure of entropy and similarity together with new similarity measures
In this section contains definition of new measures of similarity under IvIFE and determined an important relation between entropy and similarity measure IvIFSs which is discussed as follows. 
Thus, E j (A) = 0 Thus, E j (A) = E j (A ̅ ), for all j = 1, … ,6. ∎ Next, we present a conversion technique to define similarity measures established by entropy measure for IvIFSs.
Definition 6 : For any two IvIFSs A and B in Ω, such that both A and B are defined by the triplet
〉 respec tively. we define an IvIFSs ∅(A, B)using A and B as given below: A, B) ) be a similarity measure for IvIFSs Aand B, where E is an entropy.
Theorem 4: E(∅(
Proof: To prove that E(∅ (A, B) ) is a measure of similarity, we need to prove property given by definition 3 holds . 
So form definition of entropy corresponding to distance function, we get E(∅(A, C)) ≤ E(∅(A, B)) and E(∅(A, C)) ≤ E(∅(B, C)) or S(∅(A, C)) ≤ S(∅(A, B)) and S(∅(A, C)) ≤ S(∅(B, C)). ∎
Corollary 1: Let E be an entropy measure for IvIFSs and ∅(A, B)be an IvIFS defined on two IvIFSs A and B acaccording to definition 6, then E(∅(A, B) ̅̅̅̅̅̅̅̅̅ ) measure of similarity for , ∈ ( ).
Proof: Proof followed from the definition of complement interval-valued intuitionistic fuzzy sets and theorem 4. ∎ Definition 7: Let , ∈ ( ) , we can define η(A, B)using A, B as follows:
Theorem 5: For any two
A and B, E(η (A, B) ) is a measure of similarity, where E is an entropy measure.
Proof: To prove that E(η (A, B) ) is a measure of similarity, we need to prove property given by definition 3 holds . 
is proposed by Sun & Liu (2012) .
To review the performance of similarity measures let us consider an example. Consider the following IvIFSs From the similarity measures listed in table 3, we can see that S W , S HL and S S are inconsistent with intuition where as S Su , S j (ϕ) and S j (η), j = 1, … , 6.
In this section we have derived a relation between entropy and similarity measure. Then we defined some similarity measures, compared its performance with existing similarity measures. In section 5 we applied proposed similarity measures to draw conclusion in pattern recognition and medical diagnoses.
Applications of proposed similarity measures
Here the proposed similarity measures are applied to some of the situation that deals with imperfect information.
Pattern recognition
Here we use an example of pattern recognition considered by Xu (2007) We need to identify which pattern is most similar to B using the maximum degree principle of measures of similarity between IvIFSs. Using the anticipated similarity measures defined in this paper, we get the following results given in table 4: Using the proposed similarity measure we classify the patient P in one of the diagnoses A 1 ,A 2 , A 3 . The results are as follows in Table 5 . 
Medical diagnoses

Conclusion
Entropy, distance and similarity measure are significant research area in fuzzy information theory as they are efficient tools to deal with uncertain and insufficient information. Here we have derived new definition of entropy based on distance measure by considering degree of hesitancy in to account and derived relation between distance, entropy and similarity measures under IvIFE. Further, we have compared the derived similarity measures with some of the existing similarity measure and instances are used to show that the derived measures are able to draw conclusion when existing measures give the same result. Thereafter, proposed measures of similarity are applied to recognition of patterns and medical diagnoses.
