Abstract: This work verifies the idea that in principle it is possible to reconstruct axial temperature distribution of fluid employing reflection or transmission of acoustic waves. It is assumed that the fluid is dissipationless and its density and speed of sound vary along the wave propagation direction because of the fluid temperature distribution. A numerical algorithm is proposed allowing for calculation of the temperature distribution on the basis of known frequency characteristics of reflection coefficient modulus. Functionality of the algorithm is illustrated on a few examples, its properties are discussed.
Introduction
Interaction of thermal and acoustic fields plays an important role in many applications such as thermoacoustic devices, combustion, and power generation systems, etc. The measurement of a fluid temperature employing the temperature dependence of its speed of sound and the time that an acoustic impulse travels between a transmitter and receiver is a well established technique; utilizing several transmitters and receivers, the technique can also be extended for the temperature distribution measurement. 1 Whilst some effort was made [2] [3] [4] [5] to understand propagation of acoustic waves in ducts with axial temperature gradients, there is a question whether the fluid temperature distribution can be inferred from the properties of acoustic waves reflected from (or transmitted through) the temperature-inhomogeneous region, which is the subject of this letter.
Geometrical arrangement of the problem can be seen in Fig. 1 . A harmonic wave travelling from region (x 0) with constant mean temperature T 0a partially reflects from and transmits through a temperature-inhomogeneous region with mean temperature distribution T 0b ¼ T 0b (x), 0 < x < L, to a semi-infinite region (x ! L) with constant mean temperature T 0c .
Section 2 of this article summarizes the theory of one-dimensional wave propagation in temperature-inhomogeneous fluids and gives an elementary example of reflection coefficient properties. Section 3 describes the algorithm proposed for the calculation of a temperature distribution from frequency characteristics of reflection coefficient, the results of which are presented in Sec. 4. Some concluding remarks are given in Sec. 5.
Theoretical background

Wave equation
One-dimensional wave equation for a temperature-inhomogeneous inviscid, nonthermal-conducting fluid follows from the linearised Euler's and continuity equations
where p 0 is the acoustic pressure, v is the acoustic velocity, q 0 is the acoustic density, x is the spatial coordinate, t is the time, and q 0 ¼ q 0 (x) is the ambient fluid density. It is assumed that the fluid density q 0 varies in space because of the temperature distribution and that the ambient pressure p 0 is constant. Then if we assume p ¼ p(q, s), where s is the specific entropy, we can write 3, 6 Dp Dt ¼ Dp Ds
as it is assumed that the specific entropy of an acoustic particle is constant. Here, D represents the material derivative, p ¼ p 0 þ p 0 is the total pressure, q ¼ q 0 þ q 0 is the total density, c 0 ¼ c 0 ðxÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi cRT 0 ðxÞ p is the isentropic speed of sound, c is the Poisson's constant, R is the specific gas constant, and T 0 ¼ T 0 (x) is the ambient temperature. Only the linear terms are retained in Eq. (2) .
The acoustic quantities are further considered to be time-harmonic, we can write fðx; tÞ ¼ <½fðxÞ exp ixt, wheref stands for the phasor (complex amplitude) of the given quantity and x is the angular frequency. Equations (1) and (2) can be combined into the Helmholtz-type equation [2] [3] [4] d dx
where the state equation for an ideal gas p 0 ¼ q 0 (x)RT 0 (x) is employed for the calculation of q 0 (x). Equation (3) can be solved with the radiation boundary conditions dp 0 dx À ik ap 0 ¼ À2ik aPi0 at x ¼ 0 and dp
where 
An elementary example: An uniform temperature distribution
Here it is assumed that T 0a ¼ T 0c 6 ¼ T 0b ¼ const., thus, q 0b and c 0b are constant in the interjacent region, and the solution of Eq. (3) can be found using elementary methods; employing the continuity of acoustic velocity and pressure at x ¼ 0 and x ¼ L and the
where
The reflection coefficient modulus [Eq. (6)] is a periodic function of frequency, see Fig. 2 , it has zero values at frequencies
and the maxima of
This means that if the maximum of the reflection coefficient jRj max is known (e.g., measured) as well as the frequency difference Df between two neighbouring zeros (maxima), the temperature T 0b and the length L can be calculated as where the upper sign applies if T 0b > T 0a , the lower then for T 0b < T 0a . Whether the T 0b > T 0a or not is in many cases apparent from the physical context.
Riccati equation
In cases where an analytical solution of Eq. (3) is not known, it must be sought numerically; together with boundary conditions [Eq. (4)] employing, e.g., the shooting method, 7 which is based on repeated numerical integration, and it is thus numerically demanding.
Another, simpler approach is based on the Riccati equation 8 for specific acoustic impedance Z. Employing Eqs. (1) and (2), it can be shown that
The reflection coefficient for the wave impinging upon the temperature inhomogeneous region can be calculated as follows. For x ! L, T 0 (x) ¼ T 0c . As the domain x ! L is homogeneous and infinite and there are no sources, there is only wave travelling in the positive direction, which means that the specific acoustic impedance at
This impedance is used as an initial condition for numerical integration of Eq. (10) backward from x ¼ L to x ¼ 0 resulting in the knowledge of specific acoustic impedance Z(0).
For x 0 the temperature is constant T 0 (x) ¼ T 0a . There are two waves, one going rightward to the inhomogeneous region and the other, which is reflected from it. In this region, we can write for specific acoustic impedance
Calculation of the reflection coefficient using Eqs. (10) and (12) is numerically much more efficient than using Eq. (3) as this is an initial-value problem for a first-order differential equation.
The algorithm
The algorithm for reconstruction of the temperature distribution T 0b (x) for 0 < x < L from the frequency characteristics of the reflection coefficient modulus works as follows. Let us assume that temperatures T 0a and T 0c are known and T 0a ¼ T 0c and T 0b (x) ! T 0a or T 0b (x) T 0a for 0 < x < L. Let us assume further that the reflection coefficient modulus is known (for example, it is prescribed or has been measured) at some frequencies f n so that we have jR pr ðf n Þj; n ¼ 1; 2; …; N. We can then parametrize the not-yet-known temperature T 0b (x) using a parameter vector q, so that T 0b ðxÞ ¼ T 0b ðx; qÞ; q ¼ ½q 1 ; q 2 ; …; q M :
The reflection coefficient modulus calculated for this temperature distribution is then a function of the frequency and the parameter vector q, let us denote it jR ca ðf ; qÞj. The parameter vector q and thus the temperature distribution can be calculated by minimization of an M-dimensional objective function
The parametrization [Eq. (13)] should be chosen in order that it could describe the reconstructed (expected) temperature-distribution well even with not-too-large number of parameters M as the computational effort needed for the global minimum finding in multidimensional space increases quickly with the problem dimensionality.
The number of frequencies N and the frequency range needed for the reconstruction depend on the details of the temperature distribution and the used parametrization. Generally, spatially small temperature variations require wider frequency range.
Numerical results
In this section, several numerical results are given that should validate the idea of reconstructing the temperature distribution from the frequency characteristics of the reflection coefficient modulus. Here the temperature was parametrized by means of the cubic splines using control points
where 0 < n i < 1 for i ¼ 1,…, K. These 2K þ 1 parameters are supplemented with the derivatives of the temperature at the boundaries of the interval so that the parameter vector has the form
and thus M ¼ 2K þ 3. Air was used as the medium in which the sound waves propagate,
C). For calculation of the reflection coefficient jR ca ðf ; qÞj, the Riccati equation (10) In all the cases, the algorithm was run several times with different (random) initial conditions in order to increase the probability that there is not a better solution than the one found and that the parameters are set appropriately. Figure 3 shows the results of the numerical experiments. In all the cases, reflection coefficients moduli jR pr ðf n Þj were calculated in COMSOL MULTIPHYSICS for frequencies f n ¼ 50 Â n Hz, n ¼ 1, 2,…, using Eq. (3) It can be seen that the prescribed and reconstructed temperature distributions correspond to each other very well. The only exception is the "triangular" temperature distribution, which is plausible as the cubic splines are smooth functions. In case of non-smooth distributions, it would be straightforward to replace the cubic splines, e.g., by piecewise linear interpolation.
Discussion and conclusions
It has been shown that in principle, it is possible to reconstruct the temperature distribution of a fluid region employing the knowledge of reflection coefficient modulus frequency characteristics; similarly, the transmission coefficient modulus information could be used as well. The proposed technique could be utilized, e.g., for non-invasive flame temperature distribution measurement or in applications that are based on inherent interactions of acoustic and thermal fields. The method, similarly as it was shown in Sec. 2.2, cannot discriminate whether the temperature in the inhomogeneous region is higher or lower than in the surrounding regions, which, however, can be in many cases deduced from the physical context. Similarly, the reflection coefficient modulus does not keep information about the absolute position of the inhomogeneous region or its orientation if it is non-symmetric relative to its centre.
For successful reconstruction of the temperature field, appropriate parametrization is essential, preferably based on some a priori information. Here cubic splines were employed; piecewise-linear interpolation of control points is another option for which the Riccati equation (10) can be integrated analytically.
