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EXISTENCE OF BOUNDED UNIFORMLY CONTINUOUS
MILD SOLUTIONS ON R OF EVOLUTION
EQUATIONS AND THEIR ASYMPTOTIC BEHAVIOUR.
Bolis Basit and Hans Gu¨nzler
Abstract. We prove that u′ = Au+ φ has on R a mild solution uφ ∈ BUC(R, X)
(that is bounded and uniformly continuous), where A is the generator of a C0-
semigroup on the Banach space X with resolvent satisfying ||R(it, A)|| = O(|t|−θ),
|t| → ∞, with some θ > 1
2
, φ ∈ L∞(R, X) and i sp(φ) ∩ σ(A) = ∅. As a consequence
it is shown that if F is the space of almost periodic, almost automorphic, bounded
Levitan almost periodic or certain classes of recurrent functions and φ as above is
such thatMhφ := (1/h)
∫ h
0
φ(·+s) ds ∈ F for each h > 0, then uφ ∈ F∩BUC(R, X).
These results seem new and strengthen several recent theorems.
§1. Introduction
In the following1 a linear translation invariant subspace F of L∞(R, X) with
complex Banach space X and linear A : D(A)→ X will be called admissible for
(1.1) u′ = Au+ φ on R,
if for every φ ∈ F with (sp = Beurling spectrum)
(1.2) i sp(φ) ∩ σ(A) = ∅,
(1.1) has a mild solution uφ ∈ F (see (3.2)). The definitions vary, see [16, p. 126],
[15, p. 167], [21, Definition 11.3, p. 287, 306], [20, p. 401], [17, p. 248]. A very good
survey of previous results here can be found in the introduction in Phong-Schu¨ler
[20].
In [4, Theorem 6.5 (ii)] with results on the operator equation AX − XB = C
of [19] it has been shown that BUC(R, X) = {f : R → X bounded uniformly
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continuous} is admissible if A is the generator of a holomorphic C0-semigroup T
with sup t>0||T (t)|| <∞.
In [20] it is shown that one has equivalence between admissibility of a translation
invariant subspace F ⊂ BUC(R, X) with respect to (1.1) and the unique solvability
of a special operator equation of Lyapunov’s type AX −XDF = −δ0, where DF is
the restriction of the operator D := d
dt
to F and δ0φ = φ(0).
Using this and spectral properties of the sum of commuting operators from [1,
Theorem 7.3] a new approach to admissibility has been given in [19], [20] and [17,
results in section 3] for F ⊂ BUC(R, X) if either sp(f) is compact for f ∈ F or T
holomorphic or T admits exponential dichotomy.
In Theorem 5.2 below we establish the existence of a bounded uniformly con-
tinuous mild solution uφ on R of the form uφ = G ∗ φ with G ∈ L1(R, L(X)) for
any φ ∈ L∞(R, X) with (1.2), when A is the generator of a C0-semigroup T with
resolvent satisfying ||R(it, A)|| = O(|t|−θ), |t| → ∞, with some θ > 12 ; T holomor-
phic is the case θ = 1 . So if additionally supt>0||T (t)|| < ∞, for each x ∈ X the
unique mild solution of the Cauchy problem u(0) = x on [0,∞) is ∈ BUC(R+, X).
Comparing Theorem 5.2 with the Non-resonance Theorem 5.6.5 of [2], our result
is a 3-fold extension: It gives solutions on R instead of [0,∞), T need not be
bounded, and T need not be holomorphic (special case θ = 1). Theorem 5.6.5 of [2]
is more general since it uses the (smaller) half-line spectrum instead of the Beurling
spectrum used in (1.2); however in the important cases of almost periodic, almost
automorphic, Levitan almost periodic or recurrent functions these two spectra co-
incide by [8, Example 3.8], [9, Corollary 5.2]. Also, the proof of this Non-resonance
Theorem of [2] seems not to be extendable to general function classes as in our
section 6:
In Theorem 6.3 it is shown that for any linear BUC-invariant F ⊂ L1loc(R, X)
closed under uniform convergence and satisfying (6.5) the L∞ ∩MF is admissible
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for (1.1), and additionally the solution uφ ∈ F∩BUC(R, X), with A as in Theorem
5.2, and MF = first mean extension of F of (6.1) below.
Examples are F = almost periodic functions AP = AP (R, X), ⊂ Stepanoff
almost periodic functions SpAP ⊂ MAP , 1 ≤ p < ∞ [5, (3.8)], so for bounded
S1-almost periodic φ with (1.2) the solution uφ is even Bohr almost periodic. This
generalizes for example results in [19], [4], [20]. Or F = Veech almost automorphic
functions V AA = V AA(R, X) [23], ⊂ MV AA; then for φ ∈ L∞ ∩ MV AA the
uφ ∈ V AA ∩ BUC, and so even Bochner almost automorphic ∈ AA [26, p. 66],
[6, (3.3)]. This generalizes a result of [11, Theorem 4.5] in several directions: The
semigroup T need not be holomorphic, φ ∈ MV AA∩L∞ suffices instead of φ ∈ AA,
strictly ⊂ V AA ⊂MV AA [6,(3.3)], the solution uφ is in addition ∈ BUC, and in
(1.2) the Beurling spectrum can be used instead of the uniform spectrum spu of
[11, p. 3293]. Further examples would be F = bounded Levitan almost periodic
functions [6, p. 430, Proposition 3.4], or linear invariant subspaces of recurrent
functions [6, p. 427], and various spaces of asymptotic almost periodic functions
(see Examples 6.2). So also F with not necessarily compact or uniformly continuous
elements are included; these seem not to be treatable by the methods used in [19],
[4], [20], [17], [11].
§2. Notation and Definitions
In the following R+ = [0,∞), X is a complex Banach space, L(X) = the Ba-
nach algebra {B : X → X,B linear bounded } with operator norm ||B||, D(R)
and S(R) contain Schwartz’s complex valued C∞-functions with compact support
respectively rapidly decreasing derivatives, BUC(R, X) = {f : R→ X : f bounded
uniformly continuous }, AP = AP (R, X) almost periodic functions [2, p. 285],
V AA = V AA(R, X) (Veech-) almost automorphic functions [23], AA = AA(R, X)
Bochner almost automorphic functions [26, p. 66], [6, p.430], [11, p. 3292]; for
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f ∈ L1loc(J,X) (Pf)(t) := Bochner integral
∫ t
0 f(s) ds, f̂(λ) = L
1-Fourier trans-
form
∫
R
f(t)e−iλ t dt, fa(t) = translate f(a+ t) where defined, a real, sp = Beurling
spectrum (3.4), Proposition 3.3.
§3. Preliminaries
We study solutions of the inhomogeneous abstract evolution equation
(3.1) du(t)
dt
= Au(t) + φ(t), t ∈ J ,
where A : D(A)→ X is the generator of a C0-semigroup (T (t))t≥0 on the complex
Banach space X , J ∈ {R+,R} and φ ∈ L1loc(J,X).
By [18, Corollary 2.5, p. 5], it follows that D(A) is dense in X and A is a closed
linear operator.
By a classical solution of (3.1) we mean a function u : J → D(A) such that
u ∈ C1(J,X) and (3.1) is satisfied.
By a mild solution of (3.1) we mean a ω ∈ C(J,X) with
∫ t
0 ω(s)ds ∈ D(A) for
t ∈ J and
(3.2) ω(t) = ω(0) +A
∫ t
0
ω(s) ds+
∫ t
0
φ(s)ds, t ∈ J .
For J = R+ this is the usual definition [2, p. 120].
A classical solution is always a mild solution (see [2, (3.1), p. 110], for J = R+,
φ = 0). Conversely, a mild solution with ω ∈ C1(J,X) and φ ∈ C(J,X) is a
classical solution (as in [2, Proposition 3.1.15]).
In the following we collect some needed lemmas and propositions.
With translation and the case J = R+ [2, Proposition 3.1.16] one can show
Lemma 3.1. If J ∈ {R+,R}, T , A and φ are as after (3.1) and
(Mhω)(t) := (1/h)
∫ h
0 ω(t+ s) ds,
the following 3 statements are equivalent:
(i) ω is a mild solution of (3.1),
(ii) ω ∈ C(J,X) and for all 0 < h ∈ R the Mhω is a classical solution of (3.1),
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(iii) for all t0 ∈ J one has
(3.3) ω(t) = T (t− t0)ω(t0) +
∫ t
t0
T (t− s)φ(s) ds, t ≥ t0.
Proposition 3.2. Let F ∈ L1(R, L(X)) and φ ∈ L∞(R, X) respectively F ∈
L1(R, X) and φ ∈ L∞(R,C) respectively F ∈ L1(R,C) and φ ∈ L∞(R, X). Then
(i) F ∗ φ(t) :=
∫
R
F (s)φ(t − s) ds
exists as a Bochner integral for t ∈ R and F ∗ φ ∈ BUC(R, X).
(ii) If additionally f ∈ L1(R,C), then the convolution F ∗ φ ∗ f exists and is
associative.
Proof. (i) As in [2, Proposition 1.3.4, p. 24]; uniform continuity of F ∗φ follows by
approximating F in L1 by step functions.
(ii) Follows with the Fubini-Tonelli theorem (see [14, Satz 3, p. 211]). ¶
In the following sp denotes the Beurling spectrum, sp(φ) = sp{0|R}(φ) as de-
fined for example in [8, (3.2), (3.3)] case S = φ ∈ L∞(R, X), V = L1(R,C),
A = {0|R}:
(3.4) sp{0|R}(φ) := {ω ∈ R : f ∈ L
1(R,C), φ ∗ f = 0 imply f̂(ω) = 0}.
spB is defined in [2, p. 321], spC is the Carleman spectrum [2, p.293/317].
Proposition 3.3. If φ ∈ L∞(R, X), then
(3.5) sp(φ) = sp{0|R}(φ) = spB(φ) = spC(φ).
Moreover, if sp(φ) = ∅, then φ = 0 a.e.
See also [8, (3.3), (3.14)].
Proof. sp(φ) ⊂ spBφ: Assume λ ∈ sp(φ). To any ε > 0 there is h ∈ L1(R,C)
with ĥ(λ) 6= 0 and supp ĥ ⊂ [λ − ε, λ + ε], we conclude φ ∗ h 6= 0. This implies
λ ∈ spB(φ).
spB(φ) ⊂ sp(φ): Assume λ 6∈ sp(φ). Then there is h ∈ L1(R,C) with ĥ(λ) 6= 0
and φ ∗ h = 0. With Wiener’s inversion theorem [10, Proposition 1.1.5 (b), p. 22],
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there is hλ ∈ L1 such that k = h ∗ hλ satisfies k̂ = 1 on some neighbourhood
V = (λ − ε, λ + ε) of λ. Now let g ∈ L1(R,C) be such that supp ĝ ⊂ V . Then
k ∗ g = g and 0 = φ ∗ h = φ ∗ k = φ ∗ (k ∗ g) = φ ∗ g. This implies λ 6∈ spB(φ) by [2,
p. 321].
spB(φ) = spC(φ): See [2, Proposition 4.8.4, p. 321].
So, spC(φ) = ∅ if sp(φ) = ∅. It follows that φ = a.e. by [2, Proposition 4.8.2 a, p.
319]. ¶
Lemma 3.4. Let φ ∈ L∞(R, X). If F ∈ L1(R,C) or F ∈ L1(R, L(X)), then
sp(F ∗ φ) ⊂ sp(φ)∩ supp F̂ .
Proof. F ∈ L1(R, L(X)): to λ 6∈ sp(φ) exists f ∈ L1(R,C) with φ∗f = 0, f̂(λ) = 1,
then (F ∗φ)∗ f = F ∗ (φ∗ f) = 0 with Proposition 3.2(ii), so λ 6∈ sp(F ∗φ), yielding
sp(F ∗ φ) ⊂ sp(φ).
If λ 6∈ suppF̂ , there exists f ∈ S(R) with (supp f̂) ∩ supp F̂ = ∅ and f̂(λ) = 1,
then F̂ ∗ f = F̂ f̂ = 0, and so F ∗ f = 0; this gives 0 = (F ∗ f) ∗ φ = F ∗ (f ∗ φ) =
F ∗ (φ ∗ f) = (F ∗ φ) ∗ f , and so λ 6∈ sp(F ∗ φ) by Proposition 3.2 (ii), yielding
sp(F ∗ φ) ⊂ supp F̂ . F ∗ f ∈ L1(R, L(X)) and F̂ ∗ f = F̂ f̂ follow with Fubini-
Tonelli.
The proof for the case F ∈ L1(R,C) is similar. ¶
Lemma 3.5. To K compact ⊂ U open ⊂ R there exist an open V and 0 ≤ ϕ ∈
D(R) with K ⊂ V ⊂ V compact ⊂ U , ϕ = 1 on V and supp ϕ ⊂ U .
Proof. With a partition of unity, for example [22, p. 147, Theorem 6.20], ϕ =
∑m
j=1 ψj there. ¶
Lemma 3.6. To φ ∈ L∞(R, X), M compact ⊂ R with M ∩ sp(φ) = ∅ there exists
a sequence (Πn)n∈N of X-valued trigonometric polynomials with
(3.6) supn∈N||Πn||∞ <∞,
(3.7) Πn → φ almost everywhere on R,
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(3.8) All Fourier exponents of the Πn are in R \M , n ∈ N.
Proof. To φ there exist φn ∈ C(R, X) with
∫ n
−n
||φ(t) − φn(t)||dt < 2−n, φn = 0
outside [−n, n] and ||φn||∞ ≤ ||φ||∞, n ∈ N, for example via step functions hn and
the cut-off operation hn ∩ ||φ||∞ of [14, p. 327, (12), (13)].
Extending the φn with period 2n to R, with Fejer summation [2,Theorem 4.2.19]
there exist X-valued trigonometric polynomials ψn with
∫ n
−n ||φn(t)−ψn(t)||dt <
2−n and ||ψn||∞ ≤ ||φ||∞ + 1, n ∈ N. This implies
∫ n
−n
||ψn+1(t)− ψn(t)|| dt ≤
4 × 2−n, n ∈ N. So for fixed n the Monotone Convergence theorem for L1(R,R)
implies
∑∞
m=1 ||ψm+1(t) − ψm(t)|| < ∞ for almost all t ∈ [−n, n]. Therefore
limm→∞ψm(t) exists =: ψ(t) ∈ X for almost all t ∈ [−n, n]. Since ψm → φ in
L1([−n, n], X), there exists a subsequence ψmk → φ almost everywhere in [−n, n],
so ψ = φ almost everywhere, that is ψm → φ almost everywhere in [−n, n]; n being
arbitrary, (3.6) and (3.7) follow for Πn = ψn.
(3.8) : With Lemma 3.5 and D(R) ⊂ S(R) = Ŝ(R) choose ψ ∈ S(R) with
supp ψ̂ ⊂ R \ sp(φ) and ψ̂ = 1 on some open V with M ⊂ V .
Since ψ∗γω = ψ̂(ω)γω, γω(t) := eiωt, ω ∈ R, the Πn := ψn−ψn∗ψ are trigonometric
polynomials satisfying (3.6) and Πn → (φ− φ ∗ ψ) almost everywhere on R. Since
sp(φ)∩ supp ψ̂ = ∅, one has sp(φ ∗ ψ) ⊂ sp(φ)∩ supp ψ̂ = ∅ by Lemma 3.4;
so φ ∗ ψ = 0 on R with Proposition 3.3, the Πn satisfy (3.7). With the above
ψ ∗ γω = ψ̂(ω)γω and ψ̂ = 1 on M one gets (3.8) for the Πn. ¶
Proposition 3.7. If f, f̂ ∈ L1(R, X) ∩ C(R, X), then ([2, Theorem 1.8.1 d), p.
45])
f(t) = 12pi
∫
R
f̂(λ)eiλt dλ, t ∈ R.
§4. Construction of a Green function
In all of the following we assume
(4.1) T is a C0-semigroup with generator A : D(A)→ X ;
8 BASIT AND GU¨NZLER
the D(A) is then linear and dense in X , A is a closed linear operator [18, p. 1,
Corollary 2.6 p. 5]. σ(A) := spectrum of A, R(·, A) : C \ σ(A) → L(X) resolvent
of A [2, Appendix B, p. 462].
(4.2) K := (1/i)(iR ∩ σ(A)), R(t) := R(it, A), t ∈ R \K.
We assume further with K, R of (4.2)
(4.3) there exists a ∈ (0,∞) with K ⊂ (−a, a) =: Ia,
(4.4) there exists θ ∈ (12 ,∞) with sup {|t|
θ||R(t)|| : t ∈ R \ Ia} <∞.
“T holomorphic” [2, Definition 3.7.1, p. 152] is by [2, Corollary 3.7.18, p. 160] the
special case θ = 1 in (4.4).
For later estimates we need θ < 1 :
Lemma 4.1. (4.1), (4.2), (4.3), (4.4) imply
(4.5) there exists δ ∈ (12 , 1) with η := sup {|t|
δ||R(t)|| : t ∈ R \ Ia} <∞.
Proof. R is continuous on R \ Ia by [2, Corollary B.3, p. 463], |t|δ ≤ |t|θ if |t| ≥ 1,
0 < δ ≤ θ, a > 0. ¶
Lemma 4.2. (4.1), (4.3), (4.5) imply R ∈ C∞(R \ Ia, L(X)) and, with k ∈ N0 =
N ∪ {0},
(4.6) R(k)(t) = k!(−i)kR(t)k+1, t ∈ R \ Ia,
(4.7) ||R(k)(t)|| ≤ ηk|t|−(k+1)δ, t ∈ R \ Ia, with ηk := k!ηk+1, η of (4.5).
Proof. See [2, Appendix B, Corollary B.3, p. 463]. ¶
Lemma 4.3. If (4.1), (4.3) hold and F is a closed set ⊂ R with F ∩K = ∅, K of
(4.2), there exist H ∈ C∞(R, L(X)) and M compact with K ⊂M ⊂ R \F , so that
H = R on R \M and H(s)x ∈ D(A) for all s ∈ R, x ∈ X.
Proof. Lemma 3.5 with U = R \ F gives ϕ ∈ D(R) and V open with K ⊂ V ⊂ V
compact ⊂ U , ϕ = 1 on V , supp ϕ ⊂ R \F . Define H := R−ϕR on R \K, H := 0
on K. Then H = 0 on the open V ; if t 6∈ V , then t has positive distance to K, so
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H = R−ϕR on some (t− ε, t+ ε) ⊂ R \K; so H ∈ C∞(R, L(X)) with Lemma 4.2.
WithM := supp ϕ ⊂ R\F , K ⊂M , one has H = R on R\M . R(λ,A) = (λ−A)−1
and the definition of (λ−A)−1 give R(λ,A)x ∈ D(A) if λ ∈ C \ σ(A), x ∈ X ; since
D(A) is linear, the definition of H gives H(s)X ⊂ D(A), s ∈ R. ¶
Lemma 4.4. If (4.1), (4.3), (4.5) hold and F , H are as in Lemma 4.3, then
(4.8) G(t) := 12pi
∫∞
−∞H(s)e
its ds
exists as an improper Riemann integral for all t ∈ R \ {0}, H(k) ∈ L1(R, L(X)) for
k ∈ N and
(4.9) G(t) = 12pi (i/t)
k
∫
R
H(k)(s)eits ds, k ∈ N, t ∈ R \ {0}.
Moreover, G ∈ L1(R \ (−1, 1), X) and is continuous at each t ∈ R \ {0}.
Proof. Partial integration yields for t 6= 0, S < T
(4.10)
∫ T
S
H(s)eits ds = (1/it)(H(T )eitT −H(S)eitS −
∫ T
S
H ′(s)eits ds).
With Lemma 4.3 there exists b ∈ (0,∞) with H = R on R \ (−b, b), (4.7) gives
H(s) → 0 as |s| → ∞ and H(k) ∈ L1(R, L(X)), k ∈ N. So the integral in (4.8)
exists as limT→∞,S→−∞
∫ T
S
H(s)eits ds, (4.9) holds for k=1. Induction gives (4.9)
for k ∈ N. Continuity of G follows from (4.9), H ′ ∈ L1(R, L(X)) and the Lebesgue
dominated convergence theorem; k = 2 and H ′′ ∈ L1(R, L(X)) show that G ∈
L1(R \ (−ε, ε), L(X)) for any ε > 0. ¶
Proposition 4.5. For H,G as in Lemma 4.4 one has G ∈ L1(R, L(X)).
Proof. By Lemma 4.4 it is enough to show integrability of G over [−1, 1]. By
Lemma 4.3 there is b ∈ [max{1, a},∞) with H(s) = R(s) if |s| ≥ b, a of (4.4).
Then
2piG(t) =
∫ b
−b
H(s)eits ds+ limT→∞
∫ T
b
R(s)eits ds+ limS→−∞
∫ −b
S
R(s)eits ds
=: B0(t) +B+(t) +B−(t) for t ∈ R \ {0}.
B0 ∈ L1([−1, 1], L(X)) : B0(t) =
∫ b
−bH(s)e
its ds is continuous on [−1, 1].
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B+ ∈ L1([0, 1], L(X)): Set U(t) :=
∫ T
b
R(s)eits ds = (1/t)
∫ tT
tb
R(u/t)eiu du =
(1/t)
∫ b
tb
R(u/t)eiu du+(1/t)
∫ tT
b
R(u/t)eiu du =: U∗(t)+UT (t) if 0 < t ≤ 1, b < tT .
With (4.7) and 12 < δ < 1 one has, independent of T ,
||U∗(t)|| ≤ (1/t)η
∫ b
tb
(t/u)δdu ≤ ((ηb1−δ)/(1− δ))tδ−1 =: v1(t).
Using (4.6), 12 < δ < 1 and partial integration,
||UT (t)|| = ||(1/(it))(R(T )eitT −R(b/t)eib −
∫ tT
b
R′(u/t)(1/t)eiu du)|| ≤
(1/t)(||R(T )||+ ||R(b/t)||) + (1/(t2))
∫ tT
b
||R(u/t)||2 du.
R(T )→ 0 as T →∞ by (4.7), (1/t)||R(b/t)|| ≤ ηb−δtδ−1 =: v2(t),
(1/(t2))
∫ tT
b
||R(u/t)||2 du ≤ (1/(t2))η2t2δ
∫∞
b
u−2δdu ≤
η2t2δ−2b1−2δ/(2δ − 1) =: v3(t).
Together one gets for 0 < t ≤ 1
||B+(t)|| = ||U∗(t) + limT→∞ UT (t)|| ≤ v1(t) + v2(t) + v3(t) with (v1 + v2 +
v3) ∈ L1([0, 1],R) because δ >
1
2 . Since U = U∗ + UT is continuous on [0, 1],
B+ = limT→∞(U∗ + UT ) is Bochner measurable, so B+ ∈ L1([0, 1], L(X)).
B− ∈ L
1[(0, 1], L(X)) follows from the above, since R(−t) also satisfies (4.5), so
G ∈ L1([0, 1], L(X)).
This for H(−s) instead of H(s) gives G ∈ L1([−1, 0], L(X)), and so G ∈
L1([−1, 1], L(X)). ¶
Corollary 4.6. For F, H, G as in Lemma 4.4 one has Ĝ = H on R.
Proof. With L1 := L1(R, L(X)), Lemma 4.3 and (4.7) one has H(k) ∈ L1 ∩ C∞ if
k ≥ 1, (4.9) gives
(4.11) Ĥ ′(t) = 2itpiG(−t), 0 6= t ∈ R.
G ∈ L1 of Proposition 4.5 and (4.9) for k = 3 imply G1 ∈ L1, G1(t) := tG(t),
t 6= 0; G1 ∈ C(R, L(X)) by (4.11), with G1(0) = Ĥ ′(0)/(−2ipi) = 0 with Lemma
4.3 and (4.7). With Proposition 3.7 for f = H ′ one gets therefore
H ′(s) = i
∫
R
tG(−t)eist dt = −i
∫
R
tG(t)e−ist dt = −iĜ1(s). Since G1 ∈ L1, the
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dominated convergence theorem gives existence of Ĝ′ on R and Ĝ′(s) = −iĜ1(s),
s ∈ R, or Ĝ′ = H ′ on R. Since H and G vanish at infinity by (4.7) respectively
(4.9), Ĝ = H on R. ¶
§5. Existence of bounded uniformly
continuous solutions of u′ = Au + φ on R
Lemma 5.1. Assume D(A) linear ⊂ X, A : D(A)→ X linear, x ∈ X, λ ∈ R with
iλ ∈ C \ σ(A), eλ,x(t) := eiλtx, t ∈ R, F ∈ L1(R, L(X)) with F̂ (λ) = R(iλ, A),
(5.1) v(t) := (F ∗ eλ,x)(t) = eiλtR(iλ, A)x, t ∈ R.
Then v is a classical solution of
(5.2) v′ = Av + eλ,x on R.
Proof. R(iλ, A)x = (iλ−A)−1x ∈ D(A) by definition of (iλ−A)−1, so v(t) ∈ D(A),
t ∈ R. Since F ∈ L1(R, L(X)) and x ∈ X one has Fx ∈ L1(R, X) and (̂Fx) = (F̂ )x
by [2, Proposition 1.1.6]. With F̂ (λ) = R(iλ, A) and Proposition 3.2 the v = F ∗eλ,x
is well defined, the following Bochner integrals all exist and one has
v(t) = (F ∗ eλ)(t) = eiλt
∫
R
F (s)xe−iλsds = eiλt (̂Fx)(λ) = eiλtF̂ (λ)x =
= eiλtR(iλ, A)x, t ∈ R, with R(iλ, A)x ∈ D(A).
This implies v′(t)−A(v(t)) = eiλt(iλ−A)R(iλ, A)x = eλ,x(t), so (5.2) holds. ¶
Theorem 5.2. Let T be a C0-semigroup on X with generator A satisfying (4.3)
and (4.4), F closed ⊂ R \ K with K = (1/i)(iR) ∩ σ(A)). Then there exists
G ∈ L1(R, L(X)) so that for any φ ∈ L∞(R, X) with Beurling spectrum sp(φ) ⊂ F
the u := G ∗ φ is a mild solution of
(5.3) u′ = Au+ φ on R
which is bounded and uniformly continuous on R with sp(u) ⊂ sp(φ) ⊂ F .
Proof. By Lemma 4.3 there exist H ∈ C∞(R, L(X)) and M compact with K ⊂
M ⊂ R \ F and H = R of (4.2) on R \ M . By Proposition 4.5 /Corollary 4.6 there
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exists G ∈ L1(R, L(X)) with Ĝ = H on R, so Ĝ = R on R \ M . By Lemma 3.6
there exist trigonometric polynomials Πn with Πn → φ almost everywhere on R,
supn∈N||Πn||∞ < ∞, and all Fourier exponents λ of the Πn satisfy λ ∈ R \ M , so
Ĝ(λ) = R(λ). By Lemma 5.1 and linearity of D(A) and A the un := G ∗ Πn are
classical and so mild solutions of (5.3) on R with Πn instead of φ, un ∈ BUC(R, X)
by Proposition 3.2. By Lemma 3.1 the un satisfy
(5.4) un(t) = T (t− t0)un(t0) +
∫ t
t0
T (t− s)Πn(s) ds, t ≥ t0, t0 ∈ R.
If n → ∞, by Lebesgue’s dominated convergence theorem un → G ∗ φ on R with
||un||∞ ≤ ||G||L1 ||Πn||∞; since sup {||T (s)|| : 0 ≤ s ≤ r} < ∞ for any r ∈ R+ by
the uniform boundedness theorem, one gets (5.4) for u = G∗φ and φ. Again Lemma
3.1 shows that G ∗ φ is a mild solution of (5.3) on R, with G ∗ φ ∈ BUC(R, X) by
Proposition 3.2 and sp(G ∗ φ) ⊂ sp(φ) by Lemma 3.4. ¶
Remark 5.3 (a). The case σ(A)∩iR = ∅, F = R is included, with H(t) = R(it, A),
t ∈ R, in (4.8); then Theorem 5.2 can be applied with one G for all φ ∈ L∞(R, X).
(b) σ(A) ∩ iR = ∅ holds if T admits exponential dichotomy [20, p. 409] : Then
σ(T (1)) ∩ {z ∈ C : |z| = 1} = ∅ by [12, p. 191, 3.12 Proposition (b)], eσ(A) ⊂
σ(T (1)) by [18, p. 45, (2.6)]. A special case of this is T exponentially stable [12,
p. 186, 3.1 Definition (a), p. 188, 3.5 Proposition].
Example 5.4. The assumption φ ∈ L∞(R, X) cannot beweakened to Stepanoff
norm ||φ||S1 = supt∈R
∫ t+1
t
||φ(s)|| ds <∞, not even for holomorphic and expo-
nentially stable T :
Let X = C, T (t) = multiplication by e−t, t ∈ R. Then the generator of T is
A = −1. Define φ :=
∑∞
2 φn with φn = n on [n, n+
1
n
], else 0. Then ||φ||S1 ≤ 2,
(ispC(φ)) ∩ σ(A) = ∅ and uφ(t) :=
∫∞
0 T (s)φ(t − s) ds is a bounded mild solution
of u′ = Au+φ on R; but no mild solution of this equation on R or R+ is uniformly
continuous.
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Proof. Indeed, uφ(t) bounded follows as in [4, p. 69], it is a mild solution with
uφ(t) =
∫ t
−∞
T (t− s)φ(s) ds and Lemma 3.1. Then
uφ(t0+h)−uφ(t0) = (e−h− 1)uφ(t0)+
∫ t0+h
t0
T (t0+h− s)φ(s) ds, t0 = n, h =
1
n
and the boundedness of uφ show that uφ is not uniformly continuous on R+. ¶
Corollary 5.5. If T , A are as in Theorem 5.2, φ ∈ L∞(R, X) with (isp(φ)) ∩
σ(A) = ∅, then (5.3) has a mild solution uφ ∈ BUC(R, X).
Corollary 5.6. If T , A, φ are as in Corollary 5.5 and sup0<t<∞||T (t)|| < ∞,
then for each x ∈ X the Cauchy problem u′ = Au + φ on R+, u(0) = x , has a
unique solution, all these are in BUC(R+, X).
Proof. [2, Proposition 3.1.16] and Corollary 5.5. ¶
Corollary 5.7. If T , A, φ are as in Corollary 5.5, and T is in addition a C0-
group, then for each x ∈ X the equation (5.3) has a unique mild solution u on R
with u(0) = x; all these u are ∈ BUC(R, X) if furthermore supt∈R||T (t)|| <∞.
Proof. With Theorem 5.2 one can assume φ = 0.
Uniqueness: (3.3) gives u(0) = T (0− (−n))u(−n) = T (n)u(−n), u(−n)
= T (−n)u(0), u(t) = T (t− (−n))T (−n)u(0) = T (t)u(0), t > −n, n ∈ N.
Existence: u(t) := T (t)x, t ∈ R, gives u(t0) = T (t0)x or x = T (−t0)u(t0), so
u(t) = T (t)T (−t0)u(t0) = T (t− t0)u(t0), with Lemma 3.1 u is a mild solution on
R. ¶
Remark 5.7. For C0-semigroups backward uniqueness of the Cauchy problem for
(5.3) holds if and only if all T (t) are injective, t ∈ R+.
So backward uniqueness is already false for X = BUC(R+,C), T (t)f = translate
ft, A =
d
ds
.
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§6. Existence of generalized almost periodic
solutions of equation (3.1) in the non-resonance case
For A ⊂ L1loc(J, X) where J ∈ {R,R+}, we define mean classes MA by ([5, p.
120, Section 3 ])
(6.1) MA := {f ∈ L1loc(J, X) :Mhf ∈ A, h > 0}, where
(Mhf)(t) = (1/h)
∫ h
0 f(t+ s) ds.
Usually, for example for A = AP , AA, V AA, Stepanoff-, Besicovitch-, Eberlein
weakly -, Levitan - almost periodic functions, recurrent functions one has A ⊂
MA ⊂M2A ⊂ · · · with the ⊂ in general strict (see [5, (3.8)], [7, (1.9)]).
We denote by F any class of functions having the following properties:
(6.2) F linear ⊂ L1loc(J,X) ⊂ X
J.
(6.3) (φn) ⊂ F ∩BUC and φn → ψ uniformly on J implies ψ ∈ F .
(6.4) φ ∈ BUC(R, X), φ|J ∈ F implies φa|J ∈ F for a ∈ R (F BUC-invariant).
(6.5) B ◦ φ|J ∈ F for each B ∈ L(X), φ ∈ BUC(R, X) with φ|J ∈ F .
Lemma 6.1. If F satisfies (6.2)-(6.5) and φ ∈ L∞(R, X) with φ|J ∈ MF , F ∈
L1(R, L(X)) respectively L1(R,C) then F ∗ φ ∈ BUC(R, X) with (F ∗ φ)|J ∈ F .
Proof. By Proposition 3.2 (i), F ∗ φ exists and ∈ BUC(R, X). To F there is a
sequence of L(X)-valued step-functions Hn =
∑mn
j=1 Bj χ[αj,βj) with ||F−Hn||L1 →
0, so ||F ∗ φ −Hn ∗ φ||∞ ≤ ||φ||∞||F − Hn||L1 → 0 as n → ∞. With (6.2), (6.3)
it is enough to show ((BχI) ∗ φ)|J ∈ F , I = [α, β), for each B ∈ L(X). With [2,
Proposition 1.1.6] one has (BχI)∗φ = B(χI∗φ), with (6.5) we have to show ψα,β |J ∈
F , where ψα,β :=
∫ β
α
φ(·−s) ds =
∫ −α
−β
φ(·+s) ds =
∫ −α
0
φ(·+s) ds−
∫ 0
−β
φ(·+s) ds.
Now φ|J ∈ MF gives
∫ h
0
φ(· + s) ds|J ∈ F if h > 0, (6.4) for a = −h then
∫ h
0 φ(· − h+ s) ds|J = −
∫ −h
0 φ(·+ s) ds|J ∈ F , which gives ψα,β |J ∈ F .
The proof for F ∈ L1(R,C) is the same. ¶
EXISTENCE OF BOUNDED MILD SOLUTIONS 15
Examples 6.2. Examples of F satisfying (6.2)-(6.5) are, for J ∈ {R,R+}, the
spaces of almost periodic functions AP = AP (R, X) [3, 2.1], Veech almost auto-
morphic functions V AA(R, X), Bochner almost automorphic functions AA(R, X),
Stepanoff Sp- almost periodic functions, 1 ≤ p <∞ [5,p. 132], bounded Levitan al-
most periodic functions LAPb(R, X) [15, Sec. 4, p. 53], [6, p. 430], linear subspaces
with (6.4) of bounded recurrent functions of RECb(R, X) = RC of [6, p. 427],
weakly almost periodic functions {f ∈ L1loc(R, X) : y◦f ∈ AP (R,C) for all y ∈ dual
X∗}, Eberlein almost periodic functions EAP (J, X) = EAP0(J, X)⊕AP (J, X) [3,
2.3], asymptotic almost periodic functions AAP (J, X) = C0(J, X)⊕AP (J, X), as-
ymptotic almost automorphic functions AAA(J, X) = C0(J, X)⊕AA(J, X), Zhang’s
(generalized) pseudo almost periodic functions (G)PAP [27, p. 57, 67], pseudo al-
most automorphic functions PAA [24], [6, Proposition 1.2, Examples 5.4/5.6].
Theorem 6.3. Let A, φ be as in Theorem 5.2, J ∈ {R,R+} and φ|J ∈ MF with
F satisfying (6.2)-(6.5). Then there exists G ∈ L1(R, L(X)) so that the uφ := G∗φ
is a mild solution on R of (5.3) and uφ ∈ BUC(R, X) with uφ|J ∈ F .
Proof. By Corollary 5.5, uφ is a mild solution of (5.3) on R which is bounded and
uniformly continuous. Since φ|J ∈ MF , by Lemma 6.1 uφ ∈ BUC(R, X) with
uφ|J ∈ F . ¶
Remarks 6.4 (a). If T as in Theorem 5.2 admits exponential dichotomy, one
has i sp(φ) ∩ σ(A) = ∅ for any φ ∈ L∞(R, X) (Remark 5.3(b)), then there exists
G ∈ L1(R, L(X)) so that the solution G∗φ ∈ F ∩BUC(R, X) for all φ ∈ L∞(R, X)
with φ|J ∈ MF ; any of the F of Examples 6.2 can be used here.
(b) The assumption φ|J ∈ MF in Theorem 6.3 cannot be replaced by φ|J ∈ F
unless F satisfies F ⊂MF . All the classes of Examples 6.2 satisfy this condition.
However, for F= the Banach space Ag = g · AP with g = eit
2
, φ = g, J = R and
T , A as in Example 5.4, all the assumptions of Theorem 6.3 are fulfilled except
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φ ∈MF ; though g ∈ F , no solution of u′ = Au+ g is in F .
(c) In Theorem 6.3 for the case J = R the assumption “ φ ∈ MF” can be
generalized to “φ ∈ MnF for some n ∈ N”, using Lemma 3.1 (ii). However, this
is no real improvement, since for F with (6.2)-(6.5) and L∞ := L∞(R, X) one can
show
(6.6) L∞ ∩MF = L∞ ∩MnF = L∞ ∩D′L∞ , n ∈ N,
where D′A := { distribution S ∈ D
′(R, X) : S ∗ ϕ ∈ A for all ϕ ∈ D(R)} of [7,
(1.7)].
Example 6.5. X = Y n, Y complex Banach space, A = complex n× n matrix, u,
φ X-valued in (3.1), φ ∈ L∞(R, X). Then, if isp(φ) contains no purely imaginary
eigenvalue of A and φ ∈ MF , F with (6.2)-(6.5), then (5.3) has a mild solution
on R which belongs to F ∩BUC.
Already this extends a well known result of Favard [13, p. 98-99] on the existence
of almost periodic solutions for a nth order ordinary differential equation. See also
[17, Example 3.4, p. 270- 271].
Proof. The associated (semi)group T is even entire, θ = 1 in (4.4). ¶
Another example would be a result on the almost periodicity of all solutions
of the inhomogeneous wave equation in the non-resonance case [25, p. 179, 181
The´ore`me III.2.1], [2, Proposition 7.1.1], here one has a C0-group, all solutions of
the homogeneous equation are almost periodic.
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