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a b s t r a c t
This paper presents a gradient-based iterative identification algorithms for Box–Jenkins
systems with finite measurement input/output data. Compared with the pseudo-linear
regression stochastic gradient approach, the proposed algorithm updates the parameter
estimation using all the available data at each iterative computation (at each iteration),
and thus can produce highly accurate parameter estimation. An example is given.
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1. Introduction
The least-squares and stochastic gradient parameter estimation methods are two classes of basic identification algo-
rithms. They have received much attention in many areas, e.g., signal processing, adaptive control and system identifi-
cation [1–9]. These two methods are used in studying different types of systems, e.g., multivariable systems [2,10–14],
dual-rate andmultirate sampled-data systems [14–18], nonlinear block-oriented systems [19–22], and the performances of
these two classes of identification methods for different systems were analyzed in [18,23–26].
The recursive prediction error least-squares method can identify the parameters of Box–Jenkins systems [27], but the
stochastic gradient (SG) identification algorithm has low computational load and slow convergence rates [28]. Recently, Liu,
Wang and Ding presented a least-square-based iterative identification algorithm for Box–Jenkins models [29]. On the basis
of theirwork in [29], the objective of this paper is to develop new identification algorithms using the iterative techniques and
to present a gradient-based iterative identification algorithm for Box–Jenkins systems to improve the parameter estimation
accuracy.
The paper is organized as follows. Section 2 simply introduces the prediction error stochastic gradient algorithm for
Box–Jenkins models and Section 3 derives a gradient-based iterative identification algorithm for Box–Jenkins systems.
Section 4 gives an illustrative example. Finally, concluding remarks are given in Section 5.
2. The stochastic gradient algorithms
Consider the following Box–Jenkins systems in [29],
y(t) = B(z)
A(z)
u(t)+ D(z)
C(z)
v(t), (1)
I This work was supported by the National Natural Science Foundation of China (60973048).∗ Corresponding author.
E-mail addresses: dqwang64@163.com (D. Wang), ygw_ustb@163.com (G. Yang), rfding@yahoo.cn (R. Ding).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.06.001
D. Wang et al. / Computers and Mathematics with Applications 60 (2010) 1200–1208 1201
where {u(t)} and {y(t)} are the input and output sequences, respectively, {v(t)} is a white noise sequence with zero mean,
and A(z), B(z), C(z) and D(z) are the polynomials, of known orders (na, nb, nc, nd), in the unit backward shift operator z−1
[i.e., z−1y(t) = y(t − 1)], defined by
A(z) = 1+ a1z−1 + a2z−2 + · · · + anaz−na ,
B(z) = b1z−1 + b2z−2 + · · · + bnbz−nb ,
C(z) = 1+ c1z−1 + c2z−2 + · · · + cnc z−nc ,
D(z) = 1+ d1z−1 + d2z−2 + · · · + dndz−nd .
Without loss of generality, assume that u(t) = 0, y(t) = 0 and v(t) = 0 as t 6 0, and n := na + nb + nc + nd.
Like in [29], define two intermediate variables,
x(t) := B(z)
A(z)
u(t), (2)
w(t) := D(z)
C(z)
v(t). (3)
Define the parameter vectors,
θ :=
[
θs
θn
]
∈ Rna+nb+nc+nd ,
θs := [a1, a2, . . . , ana , b1, b2, . . . , bnb ]T ∈ Rna+nb ,
θn := [c1, c2, . . . , cnc , d1, d2, . . . , dnd ]T ∈ Rnc+nd ,
and the information vectors,
ϕ(t) :=
[
ϕs(t)
ϕn(t)
]
∈ Rna+nb+nc+nd ,
ϕs(t) := [−x(t − 1),−x(t − 2), . . . ,−x(t − na), u(t − 1), u(t − 2), . . . , u(t − nb)]T ∈ Rna+nb ,
ϕn(t) := [−w(t − 1),−w(t − 2), . . . ,−w(t − nc), v(t − 1), v(t − 2), . . . , v(t − nd)]T ∈ Rnc+nd ,
where subscripts Roman s and n denote the first letters of the words ‘system’ and ‘noise’, respectively. Eqs. (1)–(3) can be
written as
x(t) = ϕTs (t)θs, (4)
w(t) = ϕTn(t)θn + v(t), (5)
y(t) = x(t)+ w(t) (6)
= ϕT(t)θ + v(t). (7)
In order to show the advantages of the iterative identification methods proposed in the next section, the following is
simply to discuss the comparable pseudo-linear regression or prediction error identification approaches [27].
Since x(t− i), w(t− i) and v(t− i) in the information vectorϕ(t) are unknown, so the stochastic gradient algorithm [28]:
θˆ(t) = θˆ(t − 1)+ ϕ(t)
r(t)
[y(t)− ϕT(t)θˆ(t − 1)], (8)
r(t) = r(t − 1)+ ‖ϕ(t)‖2, r(0) = 1 (9)
cannot generate the estimate θˆ(t) of the parameter vector θ in (7). The solution is to use the prediction error method or
so-called Bootstrapmethod [27]: replacing the unknown variables x(t− i), w(t− i) and v(t− i) in ϕ(t)with their estimates
xˆ(t − i), wˆ(t − i) and vˆ(t − i), respectively, and ϕ(t) in (8)–(9) with ϕˆ(t) leads to the following generalized extended
stochastic gradient algorithm for the Box–Jenkins systems (the BJ–GESG algorithm for short):
θˆ(t) = θˆ(t − 1)+ ϕˆ(t)
r(t)
[y(t)− ϕˆT(t)θˆ(t − 1)], (10)
r(t) = r(t − 1)+ ‖ϕˆ(t)‖2, r(0) = 1, (11)
ϕˆ(t) =
[
ϕˆs(t)
ϕˆn(t)
]
, θˆ(t) =
[
θˆs(t)
θˆn(t)
]
, (12)
ϕˆs(t) = [−xˆ(t − 1),−xˆ(t − 2), . . . ,−xˆ(t − na), u(t − 1), u(t − 2), . . . , u(t − nb)]T, (13)
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ϕˆn(t) = [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T, (14)
xˆ(t) = ϕˆTs (t)θˆs(t), wˆ(t) = y(t)− xˆ(t), (15)
vˆ(t) = wˆ(t)− ϕˆn(t)θˆn(t), t = 1, 2, . . . , L. (16)
To initialize the algorithm, we take θˆ(0) = 0 or some small real vector, e.g., θˆ(0) = 1n/p0 with 1n being an n-dimensional
column vector whose elements are all 1 and with p0 being normally a large positive number (e.g., p0 = 106).
To summarize, we list the steps involved in the BJ–GESG algorithm to compute θˆ(L).
1. Collect the input/output data {u(i), y(i): i = 1, 2, . . . , L} (L is the data length); assume that u(i) = 0 for i 6 0.
2. To initialize, let t = 1, θˆ(0) = 1n/p0, xˆ(i) = 1/p0, wˆ(i) = 1/p0 and vˆ(i) = 1/p0 for i 6 0 and p0 = 106.
3. Form ϕˆs(t) by (13), ϕˆn(t) by (14) and ϕˆ(t) by (12).
4. Compute r(t) by (11).
5. Update the parameter estimation vector θˆ(t) by (10).
6. Compute xˆ(t) and wˆ(t) by (15) and vˆ(t) by (16).
7. If t < L, increase t by 1 and go to step 3; otherwise, obtain the parameter estimation vector θˆ(L).
3. The gradient-based iterative algorithm
In general, the recursive algorithms are suitable for on-line identification and the iterative algorithms are used for off-line
identification. However, for finite measurement input/output data {u(t), y(t): t = 0, 1, 2, . . . , L}, iterative identification
methods are also very useful and required in order to improve parameter estimation accuracy, which is the motivation of
studying iterative identification of this paper.
The iterative algorithm employs the idea of updating the estimate θˆ using a fixed data batch with a finite length L. In this
paper, in order to distinguish on-line from off-line calculation, we use iterativewith subscript k, e.g., θˆk to be given later, for
off-line algorithms, and recursivewith no subscript, e.g., θˆ(t) before, for on-line ones.
Although the BJ–GESG algorithm in (10)–(16) can generate the parameter estimates of the Box–Jenkins model in (7),
its main drawback is that when computing the parameter estimate vector θˆ(t) at instant t (1 < t < L), the algorithm
uses only the measured data {u(i), y(i): i = 0, 1, 2, . . . , t} up to and including time t , but do not use the data {u(i), y(i) :
i = t + 1, t + 2, . . . , L} after time t . So, we were wondering whether there would be new iterative algorithms that use
all the measured data {u(i), y(i) : i = 0, 1, 2, . . . , t, . . . , L} at each iteration so that the parameter estimation accuracy can
be greatly improved. The answer is yes. Next, we investigate the gradient-based iterative identification approaches for the
Box–Jenkins systems.
Like in [29–31], consider the newest p data and define the stacked output vector Y (t) and stacked information matrix
8(t) as
Y (t) :=

y(t)
y(t − 1)
...
y(t − p+ 1)
 ∈ Rp, 8(t) :=

ϕT(t)
ϕT(t − 1)
...
ϕT(t − p+ 1)
 ∈ Rp×n. (17)
From (7) and (17), define a quadratic criterion function [30,31],
J(θ) = ‖Y (t)−8(t)θ‖2. (18)
Let k = 1, 2, 3, . . . be an iteration variable, and θˆk(t) be the iterative estimate of θ. For the optimization problem in (18),
minimizing J(θ) using the negative gradient search leads to the iterative algorithm of computing θˆk(t) as follows:
θˆk(t) = θˆk−1(t)− µk(t)2 grad[J(θˆk−1(t))]
= θˆk−1(t)+ µk(t)8T(t)[Y (t)−8(t)θˆk−1(t)], (19)
where µk(t) is the iterative step-size or convergence factor to be given later. Here, a difficulty arises because 8(t) in (19)
[that is ϕ(t)] contains unknown inner variables x(t− i), w(t− i) and noise terms v(t− i), so it is impossible to compute the
iterative solution θˆk(t) of θ. The solution here is based on the hierarchical identification principle [10]. Let xˆk(t− i), wˆk(t− i)
and vˆk(t− i) be the estimates of x(t− i), w(t− i) and v(t− i) at iteration k, and ϕˆk(t) denote the information vector obtained
by replacing x(t − i), w(t − i) and v(t − i) in ϕ(t)with xˆk−1(t − i), wˆk−1(t − i) and vˆk−1(t − i), i.e.,
ϕˆk(t) :=
[
ϕˆs,k(t)
ϕˆn,k(t)
]
∈ Rna+nb+nc+nd , (20)
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ϕˆs,k(t) := [−xˆk−1(t − 1),−xˆk−1(t − 2), . . . ,− xˆk−1(t − na), u(t − 1), u(t − 2), . . . , u(t − nb)]T ∈ Rna+nb , (21)
ϕˆn,k(t) := [−wˆk−1(t − 1),−wˆk−1(t − 2), . . . ,
− wˆk−1(t − nc), vˆk−1(t − 1), vˆk−1(t − 2), . . . , vˆk−1(t − nd)]T ∈ Rnc+nd . (22)
Let θˆk(t) :=
[
θˆs,k(t)
θˆn,k(t)
]
be the estimate of θ =
[
θs
θn
]
at iteration k. From (4), we have
x(t − i) = ϕTs (t − i)θs.
Replacing ϕs(t − i) and θs in the above equation with their estimates ϕˆs,k(t − i) and θˆs,k(t), respectively, we can compute
the estimate xˆk(t − i) at iteration k by
xˆk(t − i) = ϕˆTs,k(t − i)θˆs,k(t). (23)
From (6), we have
w(t − i) = y(t − i)− x(t − i).
Then the estimate ofw(t − i) at iteration k can be computed by
wˆk(t − i) = y(t − i)− xˆk(t − i)
= y(t − i)− ϕˆTs,k(t − i)θˆs,k(t). (24)
From (7), we have
v(t − i) = y(t − i)− ϕT(t − i)θ.
Replacing ϕ(t − i) and θ with their estimates ϕˆk(t − i) and θˆk(t) gives the estimate of v(t − i) at iteration k:
vˆk(t − i) = y(t − i)− ϕˆTk(t − i)θˆk(t) = wˆk(t − i)− ϕˆTn,k(t − i)θˆn,k(t).
Define
8ˆk(t) =

ϕˆ
T
k(t)
ϕˆ
T
k(t − 1)
...
ϕˆ
T
k(t − p+ 1)
 ∈ Rp×n.
Replacing8(t) in (19) with 8ˆk(t) yields
θˆk(t) = θˆk−1(t)+ µk(t)8ˆTk(t)[Y (t)− 8ˆk(t)θˆk−1(t)]. (25)
Or
θˆk(t) = [I − µk(t)8ˆTk(t)8ˆk(t)]θˆk−1(t)+ µk(t)8ˆTk(t)Y (t).
In order to guarantee the convergence of θˆk, all eigenvalues of [I − µk(t)8ˆTk(t)8ˆk(t)] have to be inside the unit circle. One
conservative choice of µk(t) is to satisfy
0 < µk(t) 6
2
λmax[8ˆTk(t)8ˆk(t)]
. (26)
Thus, the gradient-based iterative identification algorithm for Box–Jenkins models, which is abbreviated as the BJ–GI
algorithm, is summarized as
θˆk(t) = θˆk−1(t)+ µk8ˆTk(t)[Y (t)− 8ˆk(t)θˆk−1(t)], (27)
8ˆk(t) = [ϕˆk(t), ϕˆk(t − 1), . . . , ϕˆk(t − p+ 1)]T, (28)
Y (t) = [y(t), y(t − 1), . . . , y(t − p+ 1)]T, (29)
ϕˆk(t) =
[
ϕˆs,k(t)
ϕˆn,k(t)
]
, (30)
ϕˆs,k(t) = [−xˆk−1(t − 1),−xˆk−1(t − 2), . . . ,−xˆk−1(t − na), u(t − 1), u(t − 2), . . . , u(t − nb)]T, (31)
ϕˆn,k(t) = [−wˆk−1(t − 1),−wˆk−1(t − 2), . . . ,−wˆk−1(t − nc), vˆk−1(t − 1), vˆk−1(t − 2), . . . , vˆk−1(t − nd)]T, (32)
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θˆk(t) =
[
θˆs,k(t)
θˆn,k(t)
]
, (33)
xˆk(t − i) = ϕˆTs,k(t − i)θˆs,k(t), (34)
wˆk(t − i) = y(t)− xˆk(t − i) = y(t − i)− ϕˆTs,k(t − i)θˆs,k(t), i = 1, 2, . . . , nc, (35)
vˆk(t − i) = wˆk(t − i)− ϕˆTn,k(t − i)θˆn,k(t), i = 1, 2, . . . , nd, (36)
0 < µk 6
2
λmax[8ˆTk(t)8ˆk(t)]
. (37)
The initial values of the BJ–GI algorithm can be set as in the BJ–GESG algorithm, e.g., θˆ0(t) = 1n/p0with 1nwith p0 = 106.
To summarize, we list the steps involved in the BJ–GI algorithm to compute θˆk(L) as k increases.
1. Collect the input/output data {u(t), y(t) : t = 1, 2, . . . , L}, form Y (t) in (29) by setting t = L and p = L.
2. To initialize, let k = 1, θˆ0(t) = 1n/p0, xˆ0(t) = 1/p0, wˆ0(t) = 1/p0 and vˆ0(t) = 1/p0, p0 = 106.
3. Form ϕˆs,k(t) by (31), ϕˆn,k(t) by (32), ϕˆk(t) by (30) and 8ˆk(t) by (28).
4. Choose a large µk satisfying (37), and update the estimate θˆk(t) by (27).
5. Compute xˆk(t − i) by (34), wˆk(t − i) by (35), and vˆk(t − i) by (36).
6. Compare θˆk(t)with θˆk−1(t): if they are sufficiently close, or for some pre-set small ε, if
‖θˆk(t)− θˆk−1(t)‖ 6 ε,
then terminate the procedure and obtain the iterative times k and estimate θˆk(t); increase t by 1 and go to step 2.
Otherwise, increase k by 1 and go to step 3.
Taking p = L and t = L in (17) (L: the data length), we have
Y (L) :=

y(L)
y(L− 1)
...
y(1)
 ∈ RL, 8(L) :=

ϕT(L)
ϕT(L− 1)
...
ϕT(1)
 ∈ RL×n.
Define a quadratic criterion function [27],
J1(θ) = ‖Y (L)−8(L)θ‖2. (38)
A similar derivation yields the following BJ–GI algorithm with using all the measured data:
θˆk(L) = θˆk−1(L)+ µk8ˆTk(L)[Y (L)− 8ˆk(L)θˆk−1(L)], (39)
8ˆk(L) =

ϕˆ
T
k(L)
ϕˆ
T
k(L− 1)
...
ϕˆ
T
k(1)
 , Y (L) =

y(L)
y(L− 1)
...
y(1)
 , (40)
ϕˆk(t) =
[
ϕˆs,k(t)
ϕˆn,k(t)
]
, t = 1, 2, . . . , L, (41)
ϕˆs,k(t) = [−xˆk−1(t − 1),−xˆk−1(t − 2), . . . ,−xˆk−1(t − na), u(t − 1), u(t − 2), . . . , u(t − nb)]T, (42)
ϕˆn,k(t) = [−wˆk−1(t − 1),−wˆk−1(t − 2), . . . ,−wˆk−1(t − nc), vˆk−1(t − 1), vˆk−1(t − 2), . . . , vˆk−1(t − nd)]T, (43)
θˆk(L) =
[
θˆs,k(L)
θˆn,k(L)
]
, (44)
xˆk(t) = ϕˆTs,k(t)θˆs,k(L), (45)
wˆk(t) = y(t)− xˆk(t) = y(t)− ϕˆTs,k(t)θˆs,k(L), (46)
vˆk(t) = wˆk(t)− ϕˆTn,k(t)θˆn,k(L), (47)
0 < µk 6
2
λmax[8ˆTk(L)8ˆk(L)]
. (48)
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Fig. 1. The flowchart of computing the iterative estimate θˆk(L)with k increasing.
To summarize, we list the steps involved in the BJ–GI algorithm to compute θˆk(L) as k increases.
1. Collect the input/output data {u(i), y(i): i = 1, 2, . . . , L}, form Y (L) by (40).
2. To initialize, let k = 1, θˆ0(L) = 1n/p0, xˆ0(t) = 1/p0, wˆ0(t) = 1/p0 and vˆ0(t) = 1/p0, p0 = 106.
3. Form ϕˆs,k(t) by (42), ϕˆn,k(t) by (43), ϕˆk(t) by (41) and 8ˆk(L) by (40).
4. Choose a large µk satisfying (48), and update the estimate θˆk(L) by (39).
5. Compute xˆk(t) by (45), wˆk(t) by (46) and vˆk(t) by (47).
6. Compare θˆk(L)with θˆk−1(L): if they are sufficiently close, or for some pre-set small ε, if
‖θˆk(L)− θˆk−1(L)‖ 6 ε,
then terminate the procedure and obtain the iterative times k and estimate θˆk(L); otherwise, increase k by 1 and go to
step 3.
The flowchart of computing the parameter estimate θˆk(L) in the BJ–GI algorithm is shown in Fig. 1 with k increasing.
The proposed iterative algorithm adopts the idea of updating the estimate using a fixed data batch with the data length
L at each iteration (L denotes the available data length), and repeatedly utilizes all the available L length input/output data
compared with using only the measured data {u(i), y(i) : i = 0, 1, 2, . . . , t} up to and including time t by the BJ–GESG
algorithm, and thus has higher parameter estimation accuracy than the BJ–GESG algorithm. The main advantage of such
iterative algorithms is that they can produce highly accurate parameter estimation, see the example later.
4. Example
Consider the Box–Jenkins system:
y(t) = B(z)
A(z)
u(t)+ D(z)
C(z)
v(t),
A(z) = 1+ a1z−1 + a2z−2 = 1− 0.84z−1 + 0.16z−2,
B(z) = b1z−1 + b2z−2 = 0.12z−1 + 0.32z−2,
C(z) = 1+ c1z−1 = 1+ 0.10z−1,
D(z) = 1+ d1z−1 = 1− 0.18z−1,
θ = [a1, a2, b1, b2, c1, d1]T
= [−0.84, 0.16, 0.12, 0.32, 0.10,−0.18]T.
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Table 1
The BJ–GESG estimates θˆ(L) and errors.
L a1 a2 b1 b2 c1 d1 δ(%)
1000 −0.39091 −0.16102 0.12152 0.40892 −0.06726 0.09615 68.42462
2000 −0.40895 −0.17005 0.12258 0.39892 −0.06615 0.09489 67.37171
3000 −0.41902 −0.17503 0.12272 0.39554 −0.06588 0.09455 66.86386
True values −0.84000 0.16000 0.12000 0.32000 0.10000 −0.18000
Table 2
The BJ–GI estimates θˆk(L) and errors (k = 10).
L a1 a2 b1 b2 c1 d1 δ(%)
1000 −0.84315 0.16216 0.12234 0.31570 0.04219 −0.14910 6.97789
2000 −0.83488 0.15545 0.11933 0.32253 0.06895 −0.16904 3.57466
3000 −0.83540 0.15529 0.12049 0.32067 0.08892 −0.18792 1.60501
True values −0.84000 0.16000 0.12000 0.32000 0.10000 −0.18000
Table 3
The BJ–GI estimates and errors verus iteration k (L = 1000).
k a1 a2 b1 b2 c1 d1 δ(%)
1 −0.67114 −0.02206 0.12364 0.33550 −0.18463 0.09834 49.75250
2 −0.78356 0.09714 0.12192 0.32339 −0.11711 0.01610 32.27372
3 −0.82009 0.13641 0.12229 0.31918 −0.06385 −0.03994 23.07815
4 −0.83184 0.14923 0.12259 0.31732 −0.02734 −0.07831 17.33385
5 −0.83577 0.15379 0.12214 0.31706 −0.00548 −0.10107 13.98951
6 −0.83824 0.15677 0.12261 0.31638 0.01086 −0.11812 11.51583
7 −0.83830 0.15692 0.12208 0.31657 0.01871 −0.12512 10.40975
8 −0.84113 0.16014 0.12243 0.31599 0.03009 −0.13805 8.65572
9 −0.84229 0.16129 0.12228 0.31585 0.03756 −0.14457 7.62996
10 −0.84315 0.16216 0.12234 0.31570 0.04219 −0.14910 6.97789
True values −0.84000 0.16000 0.12000 0.32000 0.10000 −0.18000
Table 4
The BJ–GI estimates and errors verus iteration k (L = 2000).
k a1 a2 b1 b2 c1 d1 δ (%)
1 −0.81208 0.12972 0.11755 0.32639 −0.07016 −0.04123 23.68588
2 −0.82406 0.14258 0.11824 0.32444 0.00068 −0.11098 13.06954
3 −0.82739 0.14658 0.11884 0.32351 0.03049 −0.13241 9.14705
4 −0.83114 0.15125 0.11895 0.32274 0.04737 −0.14906 6.60997
5 −0.83217 0.15256 0.11901 0.32266 0.05463 −0.15490 5.62116
6 −0.83269 0.15309 0.11906 0.32272 0.05902 −0.15679 5.11241
7 −0.83373 0.15421 0.11944 0.32262 0.06319 −0.16085 4.49831
8 −0.83415 0.15461 0.11922 0.32261 0.06484 −0.16555 4.12650
9 −0.83466 0.15526 0.11918 0.32243 0.06739 −0.16774 3.77836
10 −0.83488 0.15545 0.11933 0.32253 0.06895 −0.16904 3.57466
True values −0.84000 0.16000 0.12000 0.32000 0.10000 −0.18000
The input {u(t)} is taken as a persistent excitation signal sequence with zero mean and unit variance, and {v(t)} as a white
noise sequencewith zeromean and variance σ 2 = 0.102, the corresponding noise-to-signal ratios is δns = 17.03%. Applying
the presented BJ–GESG and BJ–GI algorithms to estimate the parameters of this system, the BJ–GESG estimates and their
errors are shown in Table 1 with the different data lengths t = L = 1000, 2000, 3000, and the BJ–GI estimates and errors
versus k are shown in Tables 3–5with different L, where the parameter estimation errors are defined by δ := ‖θˆ(L)−θ‖/‖θ‖
(the BJ–GESG algorithm) or δ := ‖θˆk(L)−θ‖/‖θ‖ (the BJ–GI algorithm). For comparisonswith the BJ–GESG algorithm, Table 2
gives the BJ–GI parameter estimates and errors versus L for k = 10.
From the simulation results and Tables 1–5, we can arrive at the following conclusions.
• The parameter estimates given by the BJ–GI-based iterative algorithms have higher accuracy than those by the
corresponding BJ–GESG algorithm.
• The BJ–GI algorithm has fast convergence rates than the BJ–GESG algorithm, and only needs ten iterations to get high
accurate estimates—see Tables 1 and 2. The fast convergence rates partly compensate the computation load.
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Table 5
The BJ–GI estimates and errors versus iteration k (L = 3000).
k a1 a2 b1 b2 c1 d1 δ(%)
1 −0.82337 0.14088 0.12047 0.32330 −0.01078 −0.11076 14.10725
2 −0.82936 0.14836 0.12015 0.32143 0.04825 −0.14908 6.60559
3 −0.83151 0.15032 0.12057 0.32082 0.07318 −0.15404 4.18552
4 −0.83264 0.15225 0.11994 0.32071 0.08152 −0.16863 2.56414
5 −0.83339 0.15296 0.12056 0.32076 0.08569 −0.17203 2.01693
6 −0.83356 0.15318 0.11973 0.32046 0.08871 −0.17425 1.67132
7 −0.83418 0.15378 0.12002 0.32068 0.08993 −0.17676 1.44111
8 −0.83425 0.15407 0.12002 0.32044 0.08844 −0.18207 1.52284
9 −0.83530 0.15512 0.12035 0.32053 0.08913 −0.18612 1.50618
10 −0.83540 0.15529 0.12049 0.32067 0.08892 −0.18792 1.60501
True values −0.84000 0.16000 0.12000 0.32000 0.10000 −0.18000
5. Conclusions
A gradient-based iterative algorithm is developed for Box–Jenkins systems. The proposed iterative algorithm makes
sufficient use of all the measured input/output data at each iteration and can provide more accurate estimates than the
stochastic gradient approaches. The gradient-based iterative method can be extended to other cases, e.g., systems with
colored noises [32], dual-rate sampled-date systems [17,18,33], and Hammerstein nonlinear models [20,21,34,35].
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