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Abstract. Providing solution for short-term load forecasting is a major challenge re-
mained for researchers due to the nature characteristics of load which are non-linear,
probabilistic and uncertain. As the statistical assumption may fail to estimate the load
prole precisely, the intelligent techniques play an important role to provide alternative
solutions. This paper discusses the extended type of fuzzy logic system called interval
type-2 fuzzy logic system (IT2FLS) for short-term load forecasting. The type-2 fuzzy log-
ic system (FLS) is characterized by a concept called footprint of uncertainty (FOU) and
the type reduction utilizes the Karnik-Mendel (KM) iterative algorithm. The estimation
process is carried out with 4 previous peak load holidays to predict the peak load of the
next holiday using data of the years 2005-2011 in Makassar City, Indonesia. The vali-
dation results show that the proposed method can oer very accurate forecasting results,
indicated by small absolute error (AE) with average less than 2% for the estimation task
of the years of 2012 and 2013.
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1. Introduction. The high accuracy of load forecasting method is highly needed in
the corridor of emerging operation of power system. The peak load during holidays is
totally dierent from the weekdays and so on. Their non-linearity comes up with dynamic
behavior of customers and they are aected by environmental conditions, such as wind
speed, precipitation, atmospheric pressure, temperature and humidity. Consequently,
these two characteristics drive the load prole in the uncertainty condition; therefore,
the probabilistic solution based on statistical assumption may fail. The main problem
of probabilistic methods such as linear regression, auto-regress moving average (ARMA)
and auto-regress integrated moving average (ARIMA) is the limited capability to work
in every possible condition because they are highly dependent on the historical data
which is singular by locations and complicated mathematical equations [1]. Therefore,
the diversity and integrating methods for load forecasting are a major challenge remained
for researchers.
Diversication methods for short-term load forecasting are still necessary to be dis-
cussed in order to approach the simplicity and high accuracy methods. Recently, the
intelligent methods and their hybrid combinations play important roles to deal with the
uncertainty conditions of load prole and provide alternative solutions for short-term load
forecasting. Hinojosa and Hoese proposed fuzzy inductive reasoning and evolutionary al-
gorithm for load forecasting one day ahead based on temperature variations [2]. The
proposed method can improve the accuracy of forecasting result by optimizing the lin-
ear and non-linear correlation between variables. Chen et al. attempted to forecast the
tomorrows load taking a similar day-based wavelet neural network method [3]. In this
method, the wavelet decomposition and separate neural networks are utilized to capture
the features of load at low and high frequencies. The numerical testing is also conrmed
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with high accuracy prediction even under the nature of high frequency load. Another ap-
plication of wavelet transform combined with feed forward neural network called adaptive
wavelet neural network is used for an accurate and ecient short-term load forecasting [4].
Similar to Chen et al.'s work, this method also deals with the noisy nature related to loss
of high frequency information. A satisfactory improvement of the forecasting accuracy is
also achieved by quantum neural network model considering the eective input variables
set related to the most inuential causes with maximum correlation degree to load prole
[5].
The eminences of the intelligent methods over the conventional methods are basically
the simple computational technique and algorithm, simplicity structure and high accu-
racy performance without the necessity to solve any non-linear mathematical equations.
For instance, the fuzzy set and fuzzy logic solve the non-probabilistic information and
uncertainty by manipulating data through the rule base and adjusting the membership
function. Therefore, this method is suitably used to solve and model complex systems
with non-linear and non-exact characteristics [6]. In fact, the IT2FLS is commonly ap-
plied for controller algorithms [7]; nevertheless, this is the rst time application of IT2FLS
for load forecasting. The method considers the type-1 fuzzy set based on Mamdani rule
base as the interval type-2 fuzzy sets. The interval type-2 fuzzy set which was developed
by Mendel is characterized with interval type-2 fuzzy set as the footprint of uncertainty
(FOU). This approach is limited by the superior and inferior type-1 membership function
[8]. The extension from type-1 to type-2 intervals in some cases to model uncertainty and
imprecision indicates better results [9].
The short-term load forecasting has mostly investigated the weather and environmental
factors as the most inuential factors aecting the future load prole. Taylor introduced
the triple seasonal methods for online short-term load forecasting by modeling the in-
traweek and intraday seasonal cycles in intraday load data [10]. Fay and Ringwood
concerned about the weather forecast error that leads to defective estimation of load pro-
le and present a new technique for minimizing the consequences of this degradation [11].
The weather historical data such as wind speed, precipitation, atmospheric pressure, tem-
perature and humidity is highly considered as the inuenced factors to the load behavior
[12]. However, the weather approach and its implication are less necessary because the
actual data of peak load several days before the estimated time is basically unpredictably
changed and they already represent the accumulating power demand aecting not only
by weather conditions.
The uctuation of weather condition does not change the load dramatically for short-
term estimation in the specic region condition, such as in Makassar City of Indonesia.
Moreover, mining the historical data from meteorological measurement is time-consuming
and it is very dicult to have the similar meteorological category and features with the
forecasting day. The large amount of data may force the proposed method to experience
slow computational speed [13]. In our proposed method, we are not taking the environ-
mental factors as the variables for both proposed methods. The proposed methods were
tested only with the actual peak load data of 4 days of previous holiday to predict the peak
load at the time of holiday. This work is motivated by Kim et al. where they emphasize
that the load prole during holiday is totally anomaly from the ordinary weekdays during
a year [14].
2. Interval Type Two Fuzzy Logic System (ITFLS).
2.1. Pre-processing data input. Pre-processing data is started by calculating the max-
imum load duration, variation load duration, maximum weekdays and total load duration
[15]. The maximum load duration (LDmax) is calculated by considering the peak load in
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the specied ith holiday and the maximum load during weekdays, as follows:
LDmax(i) =
SDmax(i) WDmax(i)
WDmax(i)
 100 (1)
Meanwhile, maximum weekdays load can be dened as the average of the 4th weekdays
peak load before the predicted holidays, which is given by:
WDmax(i) =
WD(i)H 4 +WD(i)H 3 +WD(i)H 2 +WD(i)H 1
4
(2)
where LDmax(i) is the maximum load duration in the i
th holidays, WDmax(i) is the max-
imum weekdays load and SDmax(i) is the peak load within specied period of time as-
sumption.
Based on the historical load data, the load during public holiday has the same trend
where it is indicated by the similar value of load duration (LD). Then, the dierence
in the limit of the total load duration (TLD) is calculated using the average LD for the
same public holidays. In this study, the TLD is used as a basis to predict the value of
the maximum load during holidays. Finally, the variation load duration (VLD) is dened
as the number of dierences between the nature of the load duration during the public
holidays and the special nature of the total load duration. This value is derived as follows:
V LDmax(i) = LDmax(i)  TLDmax(i) (3)
2.2. Membership functions and fuzzy rules. One of the advantages of fuzzy infer-
ence system is the capability to formulate easily the experience and knowledge of oracle
with very exibility in changing the forecasting rules. In this work, the fuzzy inference
method is used to predict the dierences in the burden of VLD during holidays, taking
the variations in near value or before the holidays.
As commonly the fuzzy rules IF-THEN are used in this method, to predict the maxi-
mum load, as expressed as follows:
IF V LDmaxX is Ai AND V LDmaxY is Bi
THEN V LDmaxZ is Ci
(4)
where VLDmaxX is the i
th same day o in the year before the year of forecasting, VLDmaxY
is the ith previous holiday day o (close) types of holidays in the same year of forecasting
and VLDmaxZ is the i
th of the forecasted variable load duration during holiday. The rated
input variable Y is obtained from the adjacent public holidays in the year of forecasting.
Meanwhile, the fuzzy set Ai, Bi, Ci regions consist of 11 triangular fuzzy set, namely:
Negative Very Big (UNVB and LNVB)
Negative Big (UNB and LNB)
Negative Medium (UNM and LNM)
Negative Small (UNS and LNS)
Negative Very Small (UNVS and LNVS)
Zero (UZE and LZE)
Positive Very Small (UPVS and LPVS)
Positive Small (UPS and LPS)
Positive Medium (UPM and LPM)
Positive Big (UPB and LPB)
Positive Very Big (UPVB and LPVB)
2.3. IT2FLS based load forecasting. The membership function in interval type-2
fuzzy logic is a set of regions, characterized by the FOU. Based on this assumption, the
membership function is generated from the area between membership function of two
type-1 fuzzy logic sets, lately called the upper membership function (UMF) and the lower
membership function (LMF) [16,17]. The operation of the interval type-2 fuzzy set is
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Figure 1. Implications function of interval type-2 membership function
basically almost similar to the type-1 fuzzy set, except that two membership functions
from type-1 are used. In Figure 1, each input has the limit FOU, which are notied as
the UMF and LMF at denite time. In addition, the Mamdani fuzzy inference system is
applied for the interval type-2 fuzzy logic system with similar inference system process to
the type-1 FLS.
To generate the control action, defuzzication stage is necessary to transform the lin-
guistic variables into the numerical variables. Defuzzication process in IT2FLS has been
proposed by Karnik and Mendel using the centroid method [18]. The owchart of this
algorithm is shown in Figure 2. The initialization is started with calculation of weight i
by considering a-half of LMF and UMF of VLDmax(i), designated by A(xi) and A(xi),
respectively. Then variable c0 is calculated for N determined weights. The value of c0
should be found in the switch point k (1  k  N   1), such that xk  c0  xk+1, where
xk is the increasing order of VLDmax(i). The parameters of c1 and cr are important in the
centroid calculation. The centroid value is simply formulated by taking the average of cl
and cr in a single iteration. Even though the centroid calculation is an iteration process,
the number of iteration will not exceed N , where N equals the number of sampled values
of the primary variable [19].
Defuzzication using centroid method will change the composition of the fuzzy rules
into the non-fuzzy values. In this case, the value of centroid is equivalent to the variation
load duration (VLD) which represents the forecasted maximum variable load duration,
designated by FVLDmax(i). The dierences in the forecasted load duration (FLD) during
the ith holidays can be expressed as follows:
FLDmax(i) = FV LDmax(i)  TLDmax(i) (5)
Finally, the peak load forecasting in the ith holidays is calculated as follows:
P 0max(i) = WDmax(i) +
(FLDmax(i)WDmax(i))
100
(6)
The P 0max(i) value appears lately as the output of simulation results.
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Figure 2. Karnik-Mendel algorithm to search centroid in IT2FLS
3. Simulation Results and Discussion. Following Indonesian National holidays dur-
ing a year, there are 13 ocial holidays in Makassar city whose names are shown in Table
1. The data characteristics are identied with random changes annually and the pattern
is dierent between one holiday and the others. It means that the electricity demand is
possibly reduced in the following years by comparing the previous years. For example,
the peak load in 2006 is lower than the peak load in 2005 during New Year holiday, as
this trend is similar in 2009 and 2010 compared to the previous year's peak load. The
pattern of peak load also occurs in other holidays. If the peak load reduced in the current
year, it is possibly increased in the next year. Nevertheless, the rate growth is never more
than 25%.
The average demand growth during holiday from 2005 to 2011 is about 7%. Several
factors inuence the pattern of peak load during holiday in Makassar city, for instance the
mobility of people leaving the city for the hometown, the temporary close of some business
area and government oce and people are leaving home for recreational activities. Due
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Table 1. Data of peak load during holiday from 2005 to 2011
Year
/Holidays
H1
(MW)
H2
(MW)
H3
(MW)
H4
(MW)
H5
(MW)
H6
(MW)
H7
(MW)
H8
(MW)
H9
(MW)
H10
(MW)
H11
(MW)
H12
(MW)
H13
(MW)
2005 352.51 325.99 333.88 335.33 328.03 338.25 340.39 369.30 326.87 330.64 300.55 324.23 325.40
2006 303.28 340.84 345.37 358.40 345.50 336.49 387.79 327.44 339.41 349.43 342.51 355.86 382.10
2007 335.52 344.60 352.97 398.87 357.34 365.28 349.42 358.89 361.24 363.05 313.32 349.00 349.06
2008 326.05 362.34 374.62 367.32 356.23 334.40 351.08 391.57 376.91 360.56 382.18 368.94 430.64
2009 390.77 420.78 388.15 388.39 408.82 416.53 411.60 410.32 406.67 400.90 368.71 417.55 388.14
2010 390.29 416.82 435.20 423.05 435.51 434.66 407.90 443.22 419.19 416.92 443.66 454.05 460.96
2011 440.38 464.09 435.77 436.67 477.19 463.38 467.37 456.02 477.39 452.90 369.11 418.62 414.83
to the unpredictable random peak load pattern, the conventional method owned by the
utility is not giving satisfaction to predict how much power should be available to the
forthcoming holiday. For this reason, the diversity method based intelligent techniques
by means of articial neural network and fuzzy logic system must be proposed and tested
for this short-term load forecasting cases.
The performance index is introduced to measure the accuracy between the forecasted
and actual values. In this study, the absolute error (AE) as in (7) is used. The smallest AE
indicates the highest accuracy performance. The main reason of using absolute error to
the measure the performance index is that the data characteristic is discontinuity between
one holiday and other holidays. It means no correlation between the peak loads, but our
proposed prediction methods are able to perform accurately.
AE =
Forecasting Value  Actual ValueActual Value
 100% (7)
To validate the performance of proposed method, the historical data of daily peak load
during holidays in Makassar city, Indonesia for 7 years measurement between year 2005
and 2011 is used. Then, the study is more specically focused on the peak load data of
4 days of previous holiday (H-1, . . . , H-4) to predict the peak load of the next holiday
(H). Two scenarios are set for the verication process. The rst scenario is to forecast the
peak load holidays in the year of 2012 using the historical data in the year of 2008-2011.
Then, the second scenario is to forecast the peak load holidays in the year 2013 using the
historical data in the year of 2009-2012. These forecasting results are shown in Tables 2
and 3, consecutively.
Table 2. The forecasting peak load during holidays in the year of 2012
Holiday Name of Holiday Actual Load (MW) IT2FLS (MW) Error (%)
H1 New year 581.24 590 1.507
H2 Chinese new year 509.27 520 2.107
H3
Birthday of the
prophet Muhammad SAW
508.03 520 2.356
H4 Silent day 536.71 525 2.182
H5 Good Friday 522.81 510 2.450
H6 Birthday of Buddha 518.90 525 1.176
H7 Ascension 517.71 510 1.489
H8
Isra Miraj of the
prophet Muhammad SAW
529.99 520 1.885
H9 Independence day 534.33 550 2.933
H10 Islamic Idul Fitri 555.14 565 1.776
H11 Islamic Idul Adha 541.42 530 2.109
H12 Islamic new year 549.54 561 2.000
H13 Christmas 580.04 590 1.717
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Table 3. The forecasting peak load during holidays in the year of 2013
Holiday Name of Holiday Actual Load (MW) IT2FLS (MW) Error (%)
H1 New year 576.70 585 1.439
H2 Chinese new year 556.73 540 3.005
H3
Birthday of the
prophet Muhammad SAW
549.11 560 1.983
H4 Silent day 551.37 565 2.472
H5 Good Friday 559.91 550 1.770
H6 Birthday of Buddha 546.73 555 1.513
H7 Ascension 560.06 570 1.775
H8
Isra Miraj of the
prophet Muhammad SAW
560.06 570 1.775
H9 Independence day 572.52 580 1.307
H10 Islamic Idul Fitri 545.06 552 1.273
H11 Islamic Idul Adha 559.01 565 1.072
H12 Islamic new year 592.95 605 2.032
H13 Christmas 576.41 560 2.847
Table 4. The summary results of performance index
Performance index
Forecasting
2012 2013
Min AE 1.176 1.072
Max AE 2.933 3.005
Average AE 1.976 1.866
The actual data in 2012 and 2013 as the comparison parameter is obtained from the
data base of utility calculated using conventional least square polynomial approximation
method. It is supposed to be the actual data used for comparing the results from the two
proposed methods. However, the local utility does not have the actual peak load data
for public holidays especially for H9 to H13 in 2012 and it is lack of actual peak load
information for all public holidays in 2013. Therefore, they may attempt to approach the
unavailable forecasted data information by using simple conventional prediction method
by means the least square polynomial approximation method. The main problem of this
conventional method is that the sort of data must be complete during certain period of
years. Meanwhile, our proposed method is only using some partial information of the
previous peak load in the previous four consecutive years.
More detailed results and discussion are provided to show the eminence of IT2FLS
method in handling the short-term load forecasting task. The estimation results by means
of the performance index in Table 4 show that the peak load forecasting method yields low
average absolute error of 1.976 and 1.866 in the prediction of 2012 and 2013, respectively.
The forecasted results may show that the error measurement on certain day is probably
low by adjusting the data set of membership function. However, this method allows the
users to have much wider data range for adjustment. For these reasons, it is important
in the future to have variability of data input according to load growth in order to show
the accurate performance.
4. Conclusions. Diversication and integrating methods for the short term load fore-
casting have been concerned to nd the robust solution. It is due to the nature character-
istics of the load which are unique non-linear, probabilistic and uncertain. For this reason,
the paper has discussed the implementation of the IT2FLS method for load forecasting
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during public holidays in Makassar City of Indonesia. Despite the fact that the weather
and environmental conditions are considered as the most inuential factors for the cus-
tomers' behavior, they are not signicantly aecting the short period load forecasting. In
this work, only the peak load during the holiday and four days before holiday are taken
into account without the necessity to assess the external factors that may change the load
characteristics.
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