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Abstract
Remote sensing observations are extensively used for analysis of environmen-
tal variables. These variables often exhibit spatial correlation, which has to be
accounted for in the calibration models used in predictions, either by direct mod-
elling of the dependencies or by allowing for spatially correlated stochastic ef-
fects. Another feature in many remote sensing instruments is that the derived
predictor variables are highly correlated, which can lead to unnecessary model
over-training and at worst, singularities in the estimates. Both of these affect
the prediction accuracy, especially when the training set for model calibration
is small. To overcome these modelling challenges, we present a general model
calibration procedure for remotely sensed data and apply it to airborne laser scan-
ning data for forest inventory. We use a linear regression model that accounts for
multicollinearity in the predictors by principal components and Bayesian regular-
ization. It has a spatial random effect component for the spatial correlations that
are not explained by a simple linear model. An efficient Markov chain Monte
Carlo sampling scheme is used to account for the uncertainty in all the model
parameters. We tested the proposed model against several alternatives and it out-
performed the other linear calibration models, especially when there were spatial
effects, multicollinearity and the training set size was small.
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1. Introduction
Remotely sensed data, e.g. from satellites, digital aerial images, or airborne
laser scanning, are increasingly used for mapping ecological variables over large
geographical areas. Typical examples of such use are habitat and biodiversity
monitoring (McDermid et al., 2009; Nagendra et al., 2013), lake water quality
(Matthews et al., 2010) and forest inventory (Masek et al., 2015). Remotely
sensed observations provide only indirect information of the area and modelling
is needed for the interpretation of the data in terms of the variables of interest.
In forest inventory, these variables include forest characteristics such as average
forest biomass, median tree height, per hectare stem number or average timber
volume, see e.g. Næsset (1997), Means et al. (1999), Rooker Jensen et al. (2006),
and Magnussen et al. (2010). In some cases, direct physical models might be
available (e.g. based on emission and scattering of light), but generally a simpler
black-box type model to translate the remotely sensed data to the ecological vari-
ables is needed, e.g. linear regression (see the references above) or other methods
(see e.g. Powell et al., 2010; Gleason and Im, 2012; Belgiu and Dra˘gut¸, 2016). In
forest inventory, this is typically done by linear regression.
A benefit of remotely sensed observations is that they can cover the whole
spatial area of interest and the geographically located ecological variable can be
predicted over the whole area in a pixel or some other sub-area level. To cali-
brate the model for prediction, i.e., to estimate the model parameters, remotely
sensed data need to be accompanied by a set of field measurements of the eco-
logical variables at chosen test locations. For instance, in area based prediction
of forest inventory variables, the field measurements can be given as per hectare
values estimated in circular field sample plots with a given radius. In forest in-
ventory models, the number of field sample plots needed for accurate calibration
can be several hundreds for an area between 10,000 and 100,000 hectares (Mal-
tamo et al., 2011). The design of the field measurement locations has to account
for not only the obvious statistical properties, but also the landscape properties
such as mountainous terrain or thick forest, and it may be laborious and costly
to reach these locations for the measurement work. Thus, to decrease the cost
of the predictions, it is preferable to keep the number of field measurements to a
minimum. This ambition for a small training set causes additional challenges to
the model parameter estimation process since the regression problem may become
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under-determined and easily suffer from the effects of over-training (Junttila et al.,
2013).
LiDAR (Light Detection and Ranging) is an active remote sensing system
based on laser light. In airborne LiDAR, a sensor in an aeroplane or a helicopter
sends laser pulses towards the ground and records the time lapses between the
launch of the beams and the return of the signals. In area based models, the
LiDAR predictor variables are usually some statistical aggregates of the actual
LiDAR pulse measurements over the geographical sub-areas. These variables are
typically highly correlated and this multicollinearity can cause singularities in the
model. If the number of LiDAR predictor variables is large compared to num-
ber of field sample plots, the multicollinearity can also cause unnecessary model
over-training because, in some sense, the highly correlated predictor variables
contain the same information about the response and thus add no new informa-
tion, only redundant variables. A general approach to overcome problems caused
by multicollinearity is to use variable selection algorithms or principal component
regression. In a recent study, Junttila et al. (2015) achieved good results with a
small training set and highly correlated multidimensional data by utilizing singu-
lar value decomposition combined with Bayesian regularization.
Many ecological variables are spatially correlated, which means that experi-
mental units geographically close to each other are likely to be more similar than
those far away. If the model explains this variability well, the model based predic-
tions follow the same correlation. However, any lack-of-fit, which is inevitable in
most linear calibration models, may produce spatially correlated model residuals,
i.e., residuals geographically close to each other are more similar than those far
away by residual sign and amplitude. In such occasions, the model performance
is improved if the predictions are corrected toward those field measurements close
to the prediction location.
In this paper, we build a linear model for prediction of the ecological variable
of interest with a small number of field measurements which is both efficient and
robust against modelling assumptions. We use a Bayesian approach that allows us
to implement effective estimation of complex, hierarchically structured parameter
associations appropriate for accommodating the strong multicollinearity typical
in remotely sensed predictors and spatial autocorrelation among the model resid-
uals. The method is applicable for many problems where strongly correlated data
are translated to spatial observations with a linear model. In the proposed model,
the problems caused by the multicollinearity of the predictors and by the small
number of field measurements are overcome by using predictor orthonormaliza-
tion and regularization. We utilize Bayesian regularization to emphasize those
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linear combinations of principal component predictors that explain most of the
variability of the original predictor variables and that have predictive information
on the ecological variable of interest. A general spatial dependency is allowed for
the residuals of the model by a spatial random effect. The hierarchical model is
estimated and uncertainty in the spatial model parameters is carried through to the
predictions by using an efficient adaptive Metropolis Markov chain Monte Carlo
(MCMC) algorithm.
We validate model performance by using both synthetic data with different
noise levels and spatial correlation, and with real-world observations for forest
inventory. In both cases, we assume a given design for the field plot locations and
show how the spatial correlation structure and a full Bayesian treatment of model
parameter uncertainties improve the model based predictions.
This work is based on earlier studies by Junttila et al. (2013), who used a
similar spatial model, but with plug-in estimates of the spatial parameters instead
of MCMC, and studies by Junttila et al. (2015), who used combination of singu-
lar value decomposition and regularization for regression parameters, but solved
them with maximum likelihood estimation instead of MCMC. The parametric un-
certainties of the two earlier papers are now dealt with using a sampling based
approach. We show, by comparing the predictive power, that the approach chosen
here outperforms the earlier methods in the presence of spatial correlation in the
model error.
The article is organized as follows: we first define the proposed model in Sec-
tion 2; the used datasets, both synthetic and real, are described and the validation
procedure is explained in Section 3; the results of the validation are given in Sec-
tion 4; and finally conclusions based on the results are given in Section 5.
2. Statistical Methods
2.1. The proposed model
In this study, we use a linear regression model with a spatial random effect and
hierarchical shrinkage prior for the regression parameters. The model combines
the spatial modelling and singular value decomposition regularization described
in Junttila et al. (2013) and Junttila et al. (2015). Instead of maximum a poste-
riori (MAP) estimates, the model parameters are estimated using Markov chain
Monte Carlo (MCMC) simulation. With MCMC we can implement a hierarchical
Bayesian model that can handle complex structured parameter associations and
fully account for the uncertainty in all the model parameters for the model based
predictions of the ecological variables of interest outside the training set.
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We write our model as
y= Xβ+η+ ε, η∼ N(0,C), ε∼ N(0,τ2I), (1)
where the response y is a vector of the ecological variable of interest containing
n observations, X is an n× (p+ 1) matrix that includes an intercept column and
p columns of principal components of the remotely sensed data based variables,
as described in Section 2.3, β is a p+ 1 vector of regression parameters, η is an
n vector for the spatial random effect, and ε is an n vector for non-spatial error.
Both the random terms, η and ε, are assumed Gaussian. A full covariance matrix
C defines the spatial correlation structure of the model residuals by using distances
between the field measurement locations. The errors in ε are assumed independent
and identically distributed with variance τ2.
Data at n locations containing the field measurements of the ecological vari-
able are referred as the training set, while the locations where the variable needs to
be predicted, are referred as the validation set. The predictors and the geograph-
ical coordinates are assumed to be known in each training set and validation set
location.
To estimate the model parameters, we use hierarchical formulation to define
the priors. To obtain the predictor regularization effect using the priors, we fol-
low the formulation of Tipping (2001). For the regression parameter βi, i =
0,1,2, . . . , p, the prior is zero mean Gaussian with inverse of variance αi. The
variance parameters αi are assumed to be unknown and they are estimated too.
The prior for αi is defined by using a scaled χ2 distribution and we have
βi ∼ N(0,α−1i ), i= 0,1, . . . , p, (2)
αi ∼ χ2(νi,ai), i= 0,1, . . . , p. (3)
The scaled χ2 distribution is common in Bayesian analyses and can be defined
by the standard Gamma distribution as χ2(ν,a) = Γ(ν/2,aν/2) (see, e.g. Gelman
et al., 2003). The scaled χ2 parameterization is convenient in applications. We
can interpret it as if knowing the value of α to be a from ν (virtual) previous
observations. In addition, it is the conjugate distribution for the inverse variance,
which allows for the Gibbs sampling approach outlined below.
Here, we follow Junttila et al. (2015) and use common inverse variance α prior
for all regression parameters β. This will shrink the non-significant parameters to
zero in correct proportions and the amount of this shrinkage (the value of α) will
be determined from the data by the estimation procedure and thus no arbitrary
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truncation of the number of used components is needed. We use a separate prior,
α0, for the intercept parameter of the model (1), i.e. for the first component of
β, β0, corresponding to the first column of X, and a common prior for all the
rest of the components of β, αi = α1 for i = 1,2, . . . , p. Thus, we define the p
vector with two distinct parameter values α0 and α1, α= [α0,α1,α1, . . . ,α1]T , and
similarly for the prior parameters a and ν. Instead of maximum a posteriori (MAP)
approach for the solution of the parameters used in Tipping (2001) and Junttila
et al. (2015), we use a simulation based procedure that estimates the linear model
parameters as well as the spatial parameters by their full posterior distributions.
The covariance matrix C in Eq. (1) describes the spatial dependence between
the model residuals after accounting for the linear effects in Xβ. We assume a
simple parametric relationship and use a convenient exponential covariance func-
tion defined by a correlation decay parameter φ and a spatial variance parameter
σ2 as
Ci j = σ2e−d(i, j)/φ, (4)
where d(i, j) is a geographical distance of points between two field measurement
locations i and j (Gelfand et al., 2010). We define the total covariance matrix
for the observations as Σθ = C+ τ2I, which depends on a parameter vector θ =
[τ2,σ2,φ]T . To complete the description, we need a prior for θ, for which we have
used log-normal distribution,
θ j ∼ logN(µθ j,σ2θ j), j = 1,2,3, (5)
independently for each component. This is a conventional choice, and we choose
the prior hyper parameters to reflect our assumptions on the spatial structure. As
we will be using a Metropolis-Hastings sampling step for θ, we are not restricted
to conjugate priors and could use any parametric prior distribution.
Equation (4) defines the covariance between any two locations at distance d,
not just for those where we have observations. As an approximation, the correla-
tion is assumed to depend on the distance only. It would be possible to construct
a covariance function that takes into account the geography in more detail also.
The chosen parametric form of the spatial covariance did perform well in our real
world application.
2.2. Computational procedure
Given the values of parameters α and θ, which define the regression hyper pa-
rameters and the covariance structure, the model in equation (1) is a linear regres-
sion model with Gaussian errors. Therefore the conditional posterior distribution
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for the regression parameter β is known analytically. However, for full uncer-
tainty quantification that accounts for all of the unknowns, we perform Markov
chain Monte Carlo (MCMC) sampling for the joint distribution p(β,α,θ|y). This
is achieved by the following steps that combine Gibbs sampling for α and β, and
adaptive Metropolis-Hastings sampling for θ. By using standard arguments (e.g.
Gelman et al., 2003), we see that the conditional distribution p(β|y,α,θ) is Gaus-
sian and we can sample from it directly. Similarly, as the scaled χ2 distribution
is a conjugate distribution for the inverse variance in Gaussian error model, the
distribution p(α|y,β,θ) is scaled χ2, independently for each component, and the
one dimensional marginal distributions can be sampled easily by standard algo-
rithms (e.g. Marsaglia and Tsang, 2000). For the covariance parameters in θ,
the closed form of the conditional distribution is not known and we perform an
adaptive Metropolis-Hastings simulation for it (Haario et al., 2006). The MCMC
simulation will produce a chain of values of the parameters, which can be used
as a sample from the full joint distribution of unknowns p(β,α,θ|y). With the
chain we can estimate the joint and marginal distributions of the parameters and
any distribution characteristics such as the mean. Furthermore, it can be used to
assess the uncertainty in model based predictions of field variables at new field
locations, where we have LiDAR observations but not the actual measurements
used in calibration of the model. Further details on computations are given in
Appendix A.
2.3. Principal components
Typically, the predictor variables based on remotely sensed data can be highly
correlated. Following Junttila et al. (2015), we use singular value decomposition
of the predictors, and the analysis is performed using the principal components
(Bair et al., 2006). The hierarchical model regularizes the problem and no arbi-
trary truncation of the number of principal components is needed.
Let the matrix Z contain centered and scaled transformations of the p LiDAR
predictor variables (i.e. each column has mean zero and standard deviation one).
The matrix Z contains all the available values of the study area, including both the
training set and validation set. Next, we do singular value decomposition,
Z= USVT , (6)
where U and V are orthonormal matrices of the left and right singular vectors, and
the matrix S is a diagonal matrix of the singular values. Let Zn be a matrix of
those rows of Z where we have field measurements of the ecological variable (the
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training set). We form the predictor matrix X by multiplying Zn by V, and adding
an intercept column of ones 1n,
X=
[
1n ZnV
]
. (7)
The columns of X (other than the first intercept column) are now ordered de-
creasing with respect to their variance, which allows variable selection type reg-
ularization using a hierarchical prior. The columns are only nearly orthogonal, as
the principal components are evaluated from the full data of both the training set
and the validation set, but the predictor matrix X uses only the subset referring to
the training set.
As usual in principal component regression, we could use only the first k
components, and columns of V, in the transformation, as typically the rightmost
columns do not contain much information on variability in y. Different versions
of principal component regression analysis can be performed depending on how
many principal component variables (columns of X) are used and how we de-
fine the prior distributions for the regression parameters β. Here, we use common
inverse prior α1 for all regression parameters associated with the principal compo-
nents. The level of shrinkage for each principal component variable is determined
by its singular value and by the inverse variance estimated from the data. Thus
no arbitrary truncation of the number of used components is needed. However,
to discard the columns which do not explain the variability at all, and to avoid
numerical problems, we neglect those predictors whose singular values are close
to zero within the numerical accuracy.
2.4. Prediction
After we have estimated the model parameters, we can predict the value of the
ecological variable, ynew, at a new location where we have remotely sensed data
but not actual field measurements. If znew contains the LiDAR predictor variable
values scaled with the same scaling as the original Z in equation (6), we must
transform it to the principal component coordinates used in the model estimation
to obtain xnew,
xnew =
[
1 znewV
]
. (8)
Then, given values for the model parameters β and θ, we can compute
ynew = xnewβ+CnewΣ−1θ (y−Xβ), (9)
where Cnew is a row matrix that contains the spatial covariances between the new
location and the original locations (Gelfand et al., 2010). This calculation can be
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performed using point estimates of the parameters β and θ, only, or by repeat-
ing the calculation of ynew while sampling from the posterior distributions of the
parameters to produce a predictive distribution for the new value. The latter ap-
proach is used here to sample from the predictive posterior distribution of ynew
which accounts for the uncertainty arising from the estimation of β and θ.
3. Materials and validation procedure
We validate the model performance using two sets of data: synthetic data and
real data from forest inventory. Synthetic data are useful for the validation of the
computational procedures and for comparing the different methods as we know
the truth and can perform repeated sampling and analysis. The real life dataset
demonstrates that the proposed model offers added benefits in forest inventory
and it has potential for other similar modelling situations.
3.1. Synthetic data
For synthetic data we generate a set of predictors with only a few of which are
important for explaining the variability in the response variable. All the predictor
variables are linearly combined so that we need them all in the analysis but there
are only a few components that explain the variability. The predictors are located
in a 2-dimensional regular grid and spatially correlated random noise is added to
the simulated measurements. Further details on how the data are generated are
given in Appendix B. The training set is a randomly selected subset of all the
locations and for the rest, response variables are predicted by the model. Spa-
tially correlated noise is added to the response according to the model given in
equation (1) using a structural covariance matrix C defined in equation (4). The
spatially correlated residuals are generated with different sets of spatial parame-
ters {τ2,σ2,φ} for different degrees of spatial correlation. For the spatial locations
of the test area, a 20× 20 grid of cells is used (the total number of cells is thus
N = 400) such that the coordinates in the two directions, sx and sy, range from
−0.5 to 0.5. In each cell i = 1, . . . ,N, a set of predictors and random effects are
generated as described above and the response is generated for each cell as
yi = Ziβ+ηi+ εi. (10)
See Figure 1 for an example of the synthetic data. The principal component pre-
dictors, X, are formed using all the correlated predictors, Z, i.e., predictors both
in the training set and validation set. Only the training set is used in the model
parameter estimation.
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Figure 1: Geographically distributed synthetic data: The generated random effects are shown in
panel (a) and the synthetic field measurements (response) in panel (b). A randomly chosen training
set of 50 cells is shown with black squares. Parameters τ2 = 0.52,σ2 = 12,φ= 0.5 were used for
the random effects. The width of the area is 1.0 units.
We test the performance of seven models: traditional Principal Component
Regression model using all the orthogonal predictors X (equation (7)) without as-
suming spatial effects (labelled as “PCR” here) and with spatial effects (“PCRs”),
Principal Component Regression model using five first principal components (five
first principal components are used to generate the real response, see Appendix
B) without spatial effects (“PCR6” – five principal components plus the intercept)
and with spatial effects (“PCR6s”), the Bayesian Principal Component Regression
without spatial effects generated by the original point estimate based regulariza-
tion model (“BtSVD” – see Junttila et al. (2015)) and its MCMC-method based
counterpart (“BPCR”) and the previous MCMC-based regularization model with
spatial effects (“BPCRs”). Models PCR and PCR6 use the ordinary least squares
fit. Models PCRs and PCR6s use the MCMC approach with uninformative prior
for β. Model BtSVD use the type II - likelihood method to generate point estimate
of the model parameters. The models are listed in Table 1.
The regression prior hyper parameters used in the experiments are (see equa-
tion (3)): ν0 = 1, ν1 = 0.1, a0 = (y/2)2, a1 = 0.12, where y is the mean of
the response values in the training set. The spatial prior parameters used in
the experiments (see equation (5)) are µθ =
[
σ2PCR/2,σ
2
PCR/2,dmax/3
]
and σθ =
[0.25,0.25,∞], where σ2PCR is the residual variance of the BPCR model (without
spatial effect), dmax is the maximum geographical distance in the area, and for φ
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Table 1: Different calibration models tested.
acronym no of components spatial effect
PCR all no
PCRs all yes
PCR6 6 no
PCR6s 6 yes
BPCR all(reqularized) no
BPCRs all(reqularized) yes
BtSVD all(reqularized) no
there are additional bounds [0.0001 ·dmax,dmax/3].
For validation of performance of the different models, random sets of n, n<N,
cells are chosen as the model training set, and the other N− n cells serve as the
validation set. The model performances are estimated using the predictions in the
validation locations. This procedure is repeated 20 times for each set of the spatial
parameters with new synthetic data and training set indexes. The statistics of the
model performances are collected and displayed in the Results Section.
3.2. Forest inventory data
Data from a forest site in Lieksa, Eastern Finland is used to validate the perfor-
mance of the proposed model, see Junttila and Kauranne (2012) for more details.
The geographical range of the study area is approximately 8.4 km from east to
west, and 5.2 km from south to north. The plot level values of the variable of in-
terest are measured in a set of N = 150 circular sample plots of 9 m radius selected
according a simple random sampling strategy, each and stored in a response vector
y. The average distance between the field plots is 134.6 m, varying between 17.4
m and 813.1 m. The plot locations given as plot centre coordinates are shown in
Figure 2.
The plot-level LiDAR predictors, Z, are estimated from airborne LiDAR re-
mote sensing observations. The predictors are extracted from laser scanning point
cloud data clipped to the extent of a circular field sample plot with radius 9 m,
to match the field measurement data. A total of 38 LiDAR predictors are esti-
mated. The predictors are different statistics of the LiDAR pulse data, such as
percentiles of the first and last pulse height and intensity, mean and standard devi-
ation of the first pulse height, and proportion of the ground hits of the first and last
pulse heights. The condition number of the resulting predictor matrix was over
22,000 meaning severe multicollinearity. After the orthonormalization procedure
11
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Figure 2: Field plot locations of the forest site Lieksa. The color and size of the circle show the
magnitude of the average stem number [number of stems/hectare] of each plot.
described in Section 2.3, and leaving out those columns with almost zero singular
values, we were left with 19 predictors, X, still explaining practically all of the
original predictor variability.
The LiDAR predictors are known to correlate well with different ecological
variables used in forestry. In this study, the variable stem number per hectare is
used because it is the most challenging variable of interest here (the worst predic-
tion precision) and spatial correlation in the linear model residuals exists. Figure 2
shows the range and location of the stem number measurements.
To validate the model performance, a Leave-One-Out (LOO) cross-validation
procedure is used. Each field plot out of the available N plots serves as the valida-
tion plot at a time and the rest of the N−1 plots will serve as candidate plots from
which a random training set of size n, n ≤ N− 1, is selected. The model param-
eters are estimated using the training set with the in-situ observed stem number,
the principal component predictor values and the geographical coordinates of the
training set plots. The stem number is predicted for the validation plot using the
estimated model with validation plot geographical location and the principal com-
ponent predictors.
The training set plot locations are selected from the available field plots so that
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the spatial coverage is as wide as possible. A MaxiMin criterion which maximizes
the minimum geographical distance between the n plots is used, and the training
set for each iteration is selected using Simulated Annealing method as described
in Junttila et al. (2013). A good spatial coverage of the training set plots is needed
to detect and use the possible spatial correlation in the prediction in an optimal
manner.
We verify six different models. The model performance is validated for the
principal component regression with all the 18 predictors without spatial effects
(PCR); PCR with spatial effects (PCRs); PCR with Bayesian regularization of the
predictors without spatial effects (BPCR); and the proposed model, BPCR com-
bined with the spatial effects (BPCRs). In this study, we also test the prediction
performance of PCR with limited number of predictors so that the number of
components is estimated using the training set at hand. For each training set, all
possible PCR(q+ 1), q = 1,2, . . . ,18, models are estimated. The selected model
is such that it has the minimum number of principal components required to give
root mean square error at most 5% larger than RMSEmin, the minimum for all
models. This model is labelled as “PCR adapt”. The corresponding model where
the spatial effects are included, is labelled as “PCRs adapt”.
3.3. Statistics of model performance
The prediction precision and accuracy of each training set size are estimated
with relative root mean square error,
RMSE% =
√
∑Ni=1(ŷi− yi)2/N
y
×100 (11)
and relative bias,
Bias% =
∑Ni=1(ŷi− yi)/N
y
×100 (12)
where ŷi is the predicted value for location i and y is the mean over all measured
values yi. We also estimate the Q2 value for cross-validated coefficient of deter-
mination:
Q2 =
(
1− ∑
N
i=1(ŷi− yi)2
∑Ni=1(yi− y)2
)
×100. (13)
It is similar to the ordinary coefficient of determination, R2. The value is 100(%),
if the model can predict the validation set perfectly. The Q2 can become even
negative if the model performs worse in prediction than the most simple model,
mean of the training set measurements.
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Table 2: Error statistics of the synthetic data example shown in Figures 1 and 3.
PCR PCRs PCR6 PCR6s BPCR BPCRs
Bias% 0.68 0.68 0.95 0.86 0.84 0.76
RMSE% 6.76 5.20 6.32 5.46 5.55 4.23
Q2 85.70 91.55 87.50 90.68 90.35 94.40
4. Results
4.1. Synthetic data
Model performances are tested against different types of synthetic data with
varying degrees of spatial correlation in random residuals of data, φ= {0.001,0.1,0.5}
and sizes of random training set, n = {20,30,50,80,120}. Each dataset is used
for the model calibration with all the different methods and the predictions are
compared to the synthetic truth. For each combination, 20 repetitions are made to
collect average behaviour.
To visualise the results with one synthetic test dataset, the dataset shown
already in Figure 1 is used. This dataset is generated with parameter values
τ = 0.5, σ = 1 and φ = 0.5, thus there is large spatial correlation. The size of
training set is 50 cells. The map of prediction residuals and the error statistics for
different models are shown in Figure 3 and Table 2.
Among the models without spatial effects, PCR, PCR6 and BPCR, the predic-
tion residuals of the model PCR have the most variability, more than the residuals
of the models PCR6 and BPCR, see Figures 3(a), 3(c) and 3(e). With all these
models, the residual surface map shows spatial patterns: the cell level residuals
are approximately the opposite of those in actual spatial effect map in Figure 1.a).
The magnitude of these residuals is closest to zero with model BPCR, which can
also be seen in Table 2 where the RMSE% and Q2 of BPCR are 5.55% and 90.35,
correspondingly, while for PCR they are 6.76% and 85.70 and for PCR6 6.32%
and 87.50.
The residuals of the models with spatial effect included, PCRs, PCR6s and
BPCRs, deviate less from zero than the residuals of corresponding models without
spatial effects, see Figures 3(b), 3(d) and 3(f). For BPCRs, the residual surface
is closest to zero and its geographical structure does no longer resemble that in
Figure 1.a). It outperforms the models PCRs and PCR6s, as seen in Table 2. The
RMSE% and Q2 of BPCRs are 4.23% and 94.40, correspondingly, while for PCRs
they are 5.20% and 91.55 and PCR6s 5.46% and 90.68. In fact, with this training
set size, model PCRs gives better results than the truncated model PCR6s.
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Figure 3: Prediction residuals of different models using the synthetic data shown in Figure 1. The
cell sizes in the figures are relative to the absolute residual value in the cell, the color defines
also the sign of the prediction error. The training set cells used for model parameter estimation
(n= 50) are shown with black squares. The residual maps on the left column (subfigures a, c and
e) are generated with models without spatial effect, PCR, PCR6 and BPCR. On the right column
(subfigures b, d and f), the maps of corresponding models with spatial effects are shown.15
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Figure 4: Average Q2 and RMSE% of the predictions of the synthetic data generated with different
parameters.
Error statistics in Table 2 show that Bias% is close to zero for each model.
This holds true also in the later results of synthetic data and thus it is not shown
in the results separately.
The overall performance of the models with different training set sizes are
shown in Figure 4.
Among the models without spatial effect the model PCR gives a quite good
RMSE% when the training set size is large (n = 120). However, with smaller
sizes, the predictions deteriorate. For n = 20, the Q2 estimate for PCR is close
to zero. This effect of over-training is avoided by limiting the use of predictors,
as in models PCR6 and BPCR. Even though the synthetic response data were
generated using the same number of principal components, the model PCR6 yields
less precise predictions when the training set size is large. This model, however,
is useful when the training set size is small. With all the training set data types
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Table 3: Average 95% confidence interval length / the average coverage percentage of models
BtSVD, BPCR and BPCRs with different training set sizes and correlation decay parameters.
φ n BtSVD BPCR BPCRs
0.001 20 5.20 / 90.04 5.63 / 93.86 5.59 / 94.32
30 5.28 / 94.90 5.18 / 95.78 5.14 / 95.70
50 4.84 / 94.30 4.37 / 94.54 4.37 / 94.49
80 4.81 / 95.74 3.92 / 95.66 3.93 / 95.70
120 4.50 / 94.99 3.19 / 94.48 3.19 / 94.38
0.1 20 4.83 / 89.19 5.22 / 92.28 5.25 / 93.30
30 4.99 / 93.40 4.91 / 94.42 4.79 / 94.68
50 4.86 / 95.35 4.39 / 95.49 4.12 / 95.34
80 4.81 / 95.16 3.92 / 94.95 3.43 / 94.64
120 4.41 / 95.16 3.12 / 94.30 2.74 / 94.64
0.5 20 4.23 / 90.81 4.59 / 94.84 4.72 / 96.51
30 4.36 / 93.79 4.30 / 94.84 3.94 / 95.57
50 4.04 / 93.73 3.66 / 93.66 3.03 / 94.99
80 3.71 / 94.89 3.02 / 94.69 2.45 / 95.67
120 3.67 / 95.40 2.60 / 94.73 1.92 / 94.96
used in this study and all the training set sizes, PCR6 is always outperformed by
model BPCR. For all the cases, the model performance of the original Bayesian
regularization model, BtSVD, see Junttila et al. (2015), is similar to that of its
MCMC-method based counterpart, model BPCR.
In practice, when there is no spatial effect in the synthetic data (φ = 0.001),
the corresponding models with and without spatial effect give similar results, see
pairs PCR & PCRs, PCR6 & PCR6s and BPCR & BPCRs in Figure 4.a). How-
ever, when the spatial effects in the data become larger, see subfigures b) and c),
differences in model performances appear. If the training set size is small and the
cell locations are far from each other relative to the range of the spatial correlation,
the spatial effect cannot be estimated from the training set. If the effective range
of the spatial effect is large, even a small number of training set cells can be used
to see this effect. For example, with φ= 0.1, the predictions of model BPCRs are
better than those of BPCR with training set sizes > 50, and with φ= 0.5, the same
phenomenon can be seen already with training set sizes > 20. Also among these
models, the model BPCRs outperforms the other models.
To assess prediction accuracy and precision we calculated average 95% con-
fidence interval lengths and the corresponding average coverage percentages for
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Table 4: Error statistics of the Leave-One-Out models (n= 149) in the forest inventory case.
PCR PCRs PCR adapt PCRs adapt BPCR BPCRs
Bias% 0.61 0.75 0.41 0.11 0.20 0.04
RMSE% 37.70 33.96 35.44 32.08 35.61 32.35
Q2 0.45 0.55 0.51 0.60 0.51 0.59
each prediction generated by the MCMC-based models BPCR and BPCRs and
for the point estimate based regularization model BtSVD. The results are shown
in Table 3. In general, the confidence intervals cover well the true values of the
variable. The percentage is close to 95% for all the training set sizes and models
except for the smallest size, n= 20, where the point estimate coverage percentage
drops to approximately 90% for some methods. The confidence interval lengths
are typically largest for the point estimate based model BtSVD compared to the
MCMC-based models. The models BtSVD and BPCR are basically the same, but
solved with different methods, and their prediction performances are similar, see
Figure 4. However, the average confidence interval lengths of model BPCR are
clearly smaller than those of BtSVD. Without spatial correlation in the data, the
confidence interval lengths for BPCR and BPCRs are equal, and with spatial cor-
relation, the confidence interval for BPCRs is smaller, which is a reasonable result
because the model performance is also better in case of spatial correlation. We can
conclude that full Bayesian analysis with MCMC-based uncertainty calculations
for the predictions results overall the most accurate and precise results.
4.2. Forest inventory, stem number prediction
In the forest inventory case, we tested training set sizes of n= {15,20,30, . . . ,60,80, . . . ,140,149}.
With 30 field plots, the average minimum distance among the different random
sample plots varies between 550 - 654 m (average 609 m), while with 80 field
plots it is 242 - 274 m (average 256 m), and with 140 field plots only 144 -152 m
(average 149 m).
Prediction performance of the six different models, PCR, PCRs, PCR adapt,
PCRs adapt, BPCR and BPCRs, are evaluated with the given data. Table 4 shows
the baseline results for Bias%, RMSE% and Q2 obtained with leave-one-out pro-
cedure using all the available 149 field plots as the training set to predict each val-
idation plot. These results show that, with a large enough training set, all models
with spatial random effects perform similarly, as well as those without. However,
the results of models PCR and PCRs are worse than those estimated with some
control, i.e. truncation or regularization, on predictors. The best performance is
18
15 20 30 40 50 60 80 100 120 140 149
40
50
60
70
R
M
S
E
%
Number of field plots
 
 
PCR
PCRs
15 20 30 40 50 60 80 100 120 140 149
−10
−5
0
5
10
Number of field plots
B
ia
s%
15 20 30 40 50 60 80 100 120 140 149
−1
−0.5
0
0.5
Q
2
Number of field plots
(a) Models PCR and PCRs.
15 20 30 40 50 60 80 100 120 140 149
30
35
40
45
50
R
M
S
E
%
Number of field plots
 
 
PCR adapt
PCRs adapt
BPCR
BPCRs
15 20 30 40 50 60 80 100 120 140 149
−10
−5
0
5
10
Number of field plots
B
ia
s%
1520 30 40 50 60 80 100 120 140 149
0.2
0.3
0.4
0.5
0.6
Q
2
Number of field plots
(b) Models PCR(s) adapt and BPCR(s).
Figure 5: Bias%, RMSE% and Q2 for different models in the forest inventory case. The left panels
(a) show results of models which don’t control the use of predictors, and the right panels (b) show
results of models that truncate or regularize the use of predictors. Note the different scale on the
axes of RMSE% and Q2 results in left and right panels.
given by the adaptive PCR models, PCR adapt and PCRs adapt, but the difference
in performance of the corresponding Bayesian models, BPCR and BPCRs, is very
small. The results show that there is spatial correlation in the linear model resid-
uals, and the models including spatial effects give clearly better predictions than
the models without spatial effects.
The corresponding results estimated with different training set sizes are shown
in Figure 5. The results obtained with PCR and PCRs (the left panels of the
Figure 5) lack the ability to achieve precise predictions even with a relatively
large number of field measurements, and with small training set sizes (n< 40) the
Q2 values become even negative, i.e. the models perform worse than the no-model
estimate. The results given on the right panels, obtained by controlling the use of
predictors (models PCR adapt, PCRs adapt, BPCR, BPCRs) do not suffer from
as severe over-training. Among these results, the Bayesian models perform better
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Table 5: Parameter estimates – mean (95% confidence interval with the median) – for the forest
inventory case with full data.
BPCR BPCRs
τ [Stem Number] 354.1 (314.6 - 352.5 - 399.7) 247.2 (205.3 - 245.9 - 290.3)
σ [Stem Number] - 254.8 (198.4 - 251.5 - 290.3)
φ [m] - 535.5 (170.8 - 435.1 - 1484.6)
α0 1536.1 (427.2 - 1002.0 - 5883.3) 1607.1 (433.5 - 992.7 - 6543.9)
α1 132.7 (82.8 - 127.5 - 214.3) 130.6 (81.6 - 126.8 - 207.7)
than the adaptive PCR models when n< 149.
For the model PCR adapt, the number of principal components used is arbitrar-
ily restricted according to the training set data. Even though the number of used
predictors is limited to very small with small training set sizes (possibly causing
lack of precision because important predictors are left out from the model), the
model BPCR which uses all the 19 principal components results to predictions
with better precision.
Estimated parameters for models BPCR and BPCRs for the case where all the
field plots are used as the training set are shown in Table 5. The model BPCRs
divides the total variability between spatial (σ) and non-spatial (τ) and we see that
for the BPCR τ2 is approximately equal to τ2 +σ2 for the BPCRs. This means
that we get more accurate predictions when we are close enough to an observation
location. Also, the table shows that the posterior distributions φ and α0 are skewed
as mean values differ from the medians. By MCMC sampling for the predictive
distributions, compared to using just a point estimate, we account the uncertainty
in the parameters and the possible non-Gaussian features. The spatial correlation
parameter φ in model BPCRs is about 500 m, but the range of possible values is
large. Both models BPCR and BPCRs estimate the regularization parameters α0
and α1 similarly.
The hyper-prior parameters α0 and α1 for the inverse of the variance for the
Gaussian prior regularize the maximum deviation from zero of the regression
parameters β. The allowed standard deviation is of size α−1/21 for parameters
β j, j = 1,2, . . . , p, and α
−1/2
0 for the parameter β0. The distribution of average
estimated α0 and α1 values from the 150 LOO cross validations as a function
of training set size n are shown in Figure 6. The parameter values remain quite
equal, however the variability is increasing when the training set size becomes
smaller. With small training set size, the α values become larger, which equals
20
1500
2000
15 20 30 40 50 60 80 100120140149
Number of field plots
1
/√
α
0
(a) BPCR: α0
1500
2000
15 20 30 40 50 60 80 100120140149
Number of field plots
1
/√
α
0
(b) BPCRs: α0
100
200
300
15 20 30 40 50 60 80 100120140149
Number of field plots
1
/√
α
1
(c) BPCR: α1
100
200
300
15 20 30 40 50 60 80 100120140149
Number of field plots
1
/√
α
1
(d) BPCRs: α1
Figure 6: Boxplot over 150 cross-validation experiments of the averages of estimated 1/
√
α-
parameter values of models BPCR and BPCRs as a function of the number of field sample plots
in the forest inventory case.
to smaller allowed variance (α−1) and resulting smaller deviance from zero in the
corresponding regression parameter value in vector β.
Model BPCRs, spatial extension of the model BPCR, gives the best prediction
precision. The model is similar to BPCR, except of the spatial, non-diagonal
covariance structure defined by three parameters τ2, σ2 and φ. The residuals of
the model BPCR show that part of the model error can be explained by spatial
correlation among the residuals, see Figure 7, and this property is included in the
model BPCRs.
The distribution of estimated mean values of variance/covariance parameters
of models BPCR and BPCRs are shown as function of the training set size in
Figure 8. The values of average correlation length parameter φ correspond well
with the phenomenon seen in Figure 5. With about 80 and more field plots, the
precision of the predictions made with the regularized model with spatial effects
outperform the precision made without the spatial effects. With 80 plots, the
average distance between the closest neighbouring field plots varies between 242
m and 272 m. To correctly estimate the parameter φ, there must be enough data
within the range of the effective distance of the spatial effect. Also, when using
the model for prediction in a new location, the spatial effect helps only if the
geographical distance from the nearest training plots is small compared to the
estimated value of spatial range φ. This is possible with about 80 or more field
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Figure 7: Example of spatial scatter of the residual estimated with the non-spatial BPCR model
and n = 80 training set plots in the forest inventory case. The black dots show the plot locations
of all the N = 150 plots in the study area. The coloured circles show the relative magnitude of the
residuals of the predictions in the training set plots. The size of the circles also show the absolute
magnitude (i.e. deviance from zero) of the residual. Similar sized, similar coloured plots located
close to each other indicate spatial correlation. The mean value of the estimated spatial range φ
from the spatial model BPCRs is shown with dashed line around one field plot.
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Figure 8: Boxplots of the estimated posterior mean variance/covariance parameter values for mod-
els BPCR and BPCRs as a function of the number of field sample plots and over the 150 leave-one-
out cross-validation experiments. For non-spatial model BPCR, the parameter τ2 is the estimated
residual variance.
plots.
A forest inventory case for prediction of a variable “total volume” for which
the spatial correlation among model residuals is negligible is given in Appendix
C.
5. Conclusions and discussion
We proposed a Bayesian principal component regression model with spatial
random effect, BPCRs. When the original predictors are highly correlated and
when there is a spatial effect not explained by the fixed predictors of the linear
model, BPCRs outperforms the other candidate models. It produced more accu-
rate and precise predictions even with small training set sizes. In case there is no
spatial correlation in the linear model residuals, the results are similar to those
estimated with the same model without the spatial component, BPCR, and the
analyses were free of artifacts described, e.g., by Hodges and Reich (2010) and
Paciorek (2010). Overall, using Bayesian regularization with principal compo-
nent regression makes the PCR analysis more robust and to have better predictive
power compared to classical PCR analyses.
The computational cost for the model parameter estimation and for the pre-
diction grows with the training set size as we need to operate on full covariance
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matrices. The training set size of approximately 150 made the computational time
already quite high (several minutes for parameter estimation and prediction by
MCMC). In typical forest inventory tasks the number of field plots might be sev-
eral hundreds, and especially in case of large area inventory, the set of field sample
plots should be relatively dense in order to capture the existing spatial effects in the
model (the distances in the study area versus the location of field plots and the ex-
isting spatial correlation). When the training set size grows too large to be handled
numerically by direct matrix operations, there are several alternatives available in
the spatial statistics literature, such as reduced rank and multi-resolution methods
and the use of different basis functions to represent the background model grid
(Gelfand et al., 2010; Nguyen et al., 2014; Datta et al., 2016).
We used standard exponential isotrophic correlation model for the spatial de-
pendency. Even this brought significant benefits over the non-spatial models. By
the same framework, it is possible to use more detailed information on the spatial
structures, which might be available from separate studies. When we have spatial
effects, one should carefully consider the best setting for the field plot locations
to maximize the prediction precision. Also, it is important that the design of field
measurement locations leads to unbiased predictions. The spatial effects can be
estimated when they exists and the training set plot locations are correctly chosen.
To be useful, the locations for the predictions need to be within the effective spa-
tial correlation distance of the training set locations also. The important study for
the optimal designs is out of scope for this paper, but see Junttila et al. (2013).
The proposed linear calibration model with spatial random effect and Bayesian
regularization allow for efficient sampling scheme that exploits the conditional
structure of the hierarchical model. Only the three spatial parameters are sam-
pled with a full Metropolis-Hastings MCMC algorithm, for the other parameters,
conditional distributions are available for direct sampling. This allows for an effi-
cient algorithm to account for the parameter uncertainty in the prediction and for
full Bayesian uncertainty quantification for the predictions. The latter is crucially
important in any real world environmental application.
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Appendix A. Computational details
Here, we give some further details on the computations outlined in Section 2.2.
Let Lθ be a Cholesky decomposition of the covariance matrix Σθ, such that Σθ =
LθLTθ . Define auxiliary variables X˜θ and y˜θ by scaling the design matrix X and
observation vector y by Lθ and augmenting with rows from the prior as
X˜θ =
[
L−1θ X
αIp,
]
, y˜θ =
[
L−1θ y
0p
]
. (A.1)
Next, define sum of squares as
SSβ = (y˜θ− X˜θβ)T (y˜θ− X˜θβ) (A.2)
and conditional mean and covariance estimates as
β̂= (X˜Tθ X˜θ)
−1X˜Tθ y˜θ, (A.3)
Σ̂= (X˜Tθ X˜θ)
−1. (A.4)
Now, we can sample β|y,α,θ directly from the multivariate Gaussian distri-
bution N(β̂, Σ̂). Then, after updating the value of β, we can sample α|y,β,θ (for
each αi ∈ α) from
αi|y,β,θ∼ χ2
(
n+νi,
νiαi−1+SSβ
n+νi
)
. (A.5)
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For θ|y,β,α, the conditional log posterior for θ, given β and α can be written
as
log p(θ|y,β,α)= c− 1
2
(y−Xβ)TΣ−1θ (y−Xβ)−log(|Σθ|)−
1
2
3
∑
j=1
(
log(θ j/µθ j)
σθ j
)2
,
(A.6)
where c is a constant that does not depend on θ and the last sum term in equa-
tion (A.6) comes from the log-normal prior for θ in equation (5).
The Metropolis-Hastings step for updating the value of θ is the following.
Given the current value of θ, propose a new candidate θ∗ from a 3-dimensional
Gaussian proposal distribution. Using the likelihood from equation (A.6), the
value is accepted with probability
min
(
1,
p(θ∗|y,β,α)
p(θ|y,β,α)
)
. (A.7)
If not accepted, θ is kept at the previous value in the next iteration of updating β
and α. As the acceptance probability in equation (A.7) depends on the ratio of the
conditional distribution evaluated at two parameter values, the unknown constant
c in equation (A.6) cancels out. This Metropolis-Hastings step can be used with
adaptive tuning of the proposal covariance matrix (Haario et al., 2006) and the
whole sampling procedure is repeated until the MCMC chain has converged and
enough values have been sampled. Convergence of the algorithm can be assessed
by calculating convergence diagnostics and studying chain plots. The adequate
chain length is determined by estimating the effective sample size and the Monte
Carlo error of the chain-based estimates.
Appendix B. Synthetic data generation
We describe the procedure to generate the synthetic data used in Section 3.1.
To simulate a system with highly correlated predictors, nine correlated, normally
distributed random predictors with condition number 30, Zcorr, and five indepen-
dent, normally distributed predictors, Znoise, are generated. To mix the predictors,
orthonormal rotation, Prot, is performed. The complete set of correlated predictors
contain the intercept and the rotated predictors as
Z=
[
1
[
Zcorr Znoise
]
Prot
]
. (B.1)
The covariance matrix for the correlated predictors is constructed with singular
values decreasing from one to 1/(condition number) in such a way that the in-
verses are linearly increasing. The first singular vector is assigned randomly.
28
Arbitrarily selected intercept, βint = 20, and the first five correlated predictors,
βreg = [1,2,3,2,1], affect the response by the linear model. The other predic-
tors are discarded by setting their regression parameters to zero and the full true
parameter vector will be
β=
[
βint
[
βreg 0
]
Prot
]T
. (B.2)
Appendix C. Forest inventory, total volume prediction
In addition to the ecological variable stem number, also the variable total vol-
ume was predicted using the same set of validation models and procedure given
in Section 3.2. We didn’t detect any spatial correlation among the model residuals
for this variable, thus the corresponding models with and without spatial effects,
e.g. BPCR and BPCRs, should result to similar performance.
For the total volume, prediction performance of the six different models, PCR,
PCRs, PCR adapt, PCRs adapt, BPCR and BPCRs, are evaluated similar manner
as those for the Stem number in Section 4.2. The baseline results for the case
with full training set size are given in Table C.1. The results show that for total
Table C.1: Error statistics of the Leave-One-Out models (n = 149) in the forest inventory case
with ecological variable total volume.
PCR PCRs PCR adapt PCRs adapt BPCR BPCRs
Bias% 0.33 0.31 0.14 0.24 0.06 -0.03
RMSE% 24.05 24.06 24.68 24.93 23.37 23.35
Q2 0.77 0.77 0.76 0.75 0.78 0.78
volume, the models BPCR and BPCRs give the best predictions, although the dif-
ferences among all the results are small. The differences among models with and
without spatial effects are even smaller than the differences between model types.
The same effect can be seen when reducing the training set size, see Figure C.1.
The proposed model, together with its version without spatial effects, outperforms
the other models, and the difference among the models with and without spatial
effects of the same model type are negligible.
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Figure C.1: Bias%, RMSE% and Q2 for different models in the forest inventory case with forest
attribute total volume.
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