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Abstract—We propose a key point-based approach, refers to
as KPhub-PC, to estimate high-fidelity human body models from
low-quality point clouds acquired with an affordable 3D scanner
and a variation KPhub-I that can achieve the same purpose
based on low-resolution single images taken by smartphones. In
KPhub-PC, a sparse set of key points is annotated to guide the
deformation of a parametric 3D human body model SMPL and
then a high-fidelity human body model that can explain the target
point cloud is built. Besides building 3D human body models from
point clouds, KPhub-I is designed to estimate accurate 3D human
body models from single 2D images. The SMPL model is fitted
to 2D joints and the boundary of the human body which are
detected using CNN based methods automatically. Considering
that people are in stable poses most of the time, a stable pose
prior is defined from CMU motion capture dataset for further
improving accuracy. Extensive experiments demonstrate that in
both types of user-generated data, the proposed approaches can
build believable and animatable human body models robustly.
Our approach outperforms the state-of-the-arts in the accuracy
of both human body shape and pose estimation.
Index Terms—Human body modelling, User-generated data,
Point clouds, Single image, Virtual dressing.
I. INTRODUCTION
NOwadays, to create the 3D avatar of a customer, currentvirtual dressing applications such as Metail 1, Dressin-
gRoom by Gap 2 or Biometrics 3 either rely on customers’
manual entry of some body measurements which give limited
details of body shape and unrealistic avatars, or scanning the
customers’ body shapes in a professional setup, like TEN 24
4 or the 3D stereo capture system in Max Planck Institute 5,
which is inaccessible to general users.
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With the appearance of commodity sensors, many capturing
systems are proposed [1], [2], [3] to reconstruct the full body.
However, due to the limitations of the low-cost sensors, the
captured meshes are often of low-quality and can only be
constructed from 3D data. The richest and most common data
source of 2D images is ignored. Xin et al. [4] extend the
Mask R-CNN [5] to recover the primitive-shaped objects from
a single photograph but human body details are too complex
for such methods. The generative-adversarial network is used
in [6] to infer 3D dressed human body from a single image but
without the underlying body models. Ma et al. [7] generate the
human body models in an encoder-decoder way. However, a
large amount of pre-aligned human body meshes are required
by these methods. Due to the various poses and shapes of
human body models, the registration of thousands of meshes
is non-trivial, which needs extensive manual intervention and
fine-tuning [8], [9]. Moreover, the obtained models of current
methods do not present human body shapes in a natural way.
Therefore, in this paper, we attempt to exploit user-
generated data that is accessible to general users and achieve
aligned, believable and animatable human body models. As
shown in Figure 1, noisy human body meshes in arbitrary
topology from low-cost scanners and single 2D images taken
with smartphones are considered. The high-fidelity human
body models are then estimated.
Point clouds While the recent advances in 3D scanning
techniques contribute to 3D mesh acquirement, the quality of
captured scans tends to be noisy, incomplete and erroneous.
A key point based approach (KPhub-PC) is proposed for
human body estimation from point clouds based on the human
body parametric human body model - SMPL. A sparse set
of 57 landmarks are first annotated. A rough initial model is
estimated based on the landmarks. In the second stage, instead
of directly estimating the optimal shape and pose parameters,
we estimate the template model that can best explain the target
point clouds and the template is reposed to represent the target.
Images In practice, another common data source is the 2D
images we take everyday with smartphones. Therefore, we
consider creating high-fidelity human body models based on
a single 2D image which is easy to acquire by everyone. To
tackle this problem, the key point based approach of human
body estimation from a single image (KPhub-I) is proposed. It
optimizes pose and shape of SMPL model so that the projected
joints and boundary of the template model are close to the 2D
joints and boundary of the human body in the images. Besides,
in order to make the estimated model present natural poses
in the stable states, a stable pose prior is designed using the
Gaussian Mixture model.
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Fig. 1. The workflow of human body modelling for two types of user-generated data sources: the point clouds and single images. The point clouds are
captured with a hand-held sensor and the human body images are captured with a smartphone by common users. The template of SMPL model is fitted to the
target point clouds or single images to estimate the faithful 3D human body models following a coarse-to-fine process. An example of a potential application
is given afterwards. Clothing models are retargeted to the acquired models for personalized virtual dressing applications.
The contributions of this work are listed below.
• KPhub-PC is proposed to robustly estimate a template
human body model that can best explain the target scans
without concerning the topology and can be straightforwardly
animatable.
• KPhub-I is proposed to estimate the animatable and
personalised human avatar from single human body images
with 2D joints and boundary information. With a new stable
pose prior, our results present more natural poses.
• SS-hub, i.e. the Structure Sensor based Human body
dataset, is built. To facilitate the development of the research
of human body modelling from user-generated scans, a state-
of-the-art dataset is collected. SS-hub contains 30 persons in 5
predefined different poses in tight, covering and loose clothes.
• IM-hub dataset of images with professional measure-
ments of human bodies is built. To the best of our knowl-
edge, IM-hub is the first human body image dataset with
accurate physical measurements, including height, bust width,
waist circumference and hip circumference. It contains 50
persons and their measurements. Given the images and the
corresponding 3D measurements, IM-hub dataset can be used
to quantitatively evaluate the accuracy of the 3D human
body shapes which are estimated from images. Both datasets
are ready to publish for research purpose (The download
link is: https://drive.google.com/drive/folders/1vA-Y1qQTK
OxopqbUJaNQPHfwHB9Lp64?usp=sharing).
II. RELATED WORK
Human body models To simulate human poses and shapes,
a large number of human body models have been proposed,
ranging from the early-stage stick-like figure and simple
geometric primitives based models to current realistic statistic
human body models [10], [11], [12], [13]. With the easier
acquisition of 3D scans, many systems are proposed to build
human body model from 3D scans [14], [15], [16], [17],
[8], [18]. The earliest 3D statistical shape model may be
[19] where a statistical shape model is trained by performing
Principal Component Analysis (PCA) over shape deformation
with respect to a template. Allen [20] later improves this
work by considering the pose deformation. SCAPE learns
two separate models of human pose and human shape and
combines them to produce 3D surface models for different
people in different poses. BlendSCAPE [21] extends SCAPE
by rotating each triangle with a linear blend of the rotation
of each part in the skeleton tree. Thus, BlendSCAPE is able
to smooth the deformation of the boundaries of two parts. To
learn the pose-induced muscle deformation, Chen et al. [18]
and Hasler et al. [15] use shared encoding for human body
modelling. Stitched puppet [22] builds a part-based human
model where each body part is independently translated and
rotated rigidly and non-rigidly to fit into the target scans. Then,
these parts are stitched together via potential functions. All
the above human body models are able to generate realistic
human body models. However, their computation is large as
their optimizations are non-linear. Based on SCAPE model,
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several follow-ups appear, like Stitched puppet [22], Skinned
Multi-Person Linear model, short as SMPL [23] and recent
SMPL-X model [24]. Joo et al. [16] integrate the modelling
of finger and face.
3D human body reconstruction With the above human
body models and current development of 3D scanning tech-
niques, many research works reconstruct full-body models
by using these existing models as template [9], [25]. Alex-
iadis [26] present an integrated platform capturing system
to reconstruct moving foreground objects, including moving
people. Tong et al. [27] use three Kinects to capture the
upper, middle and lower parts of a human body. Using the
measurements of the first frame, the authors construct a quite
rough template using the statistical body shape model in [28].
Then pairwise non-rigidly deformation is performed between
successive frames and then deformed back to the first frame.
As this system fuses frames from three Kinects, it requires
calibration before capturing and several minutes to construct
a complete model. In [29], the 3D geometry and appearance
of the human body is estimated from a monocular RGB-
D sequence of a user moving freely in front of the sensor.
It brings the range data into alignment with a parametric
3D body model. Liu et al. [30] automatically build human
body models with a template without any human-assigned
markers. This work also needs the calibration process in the
first place. It requires around 10 seconds to reconstruct a high-
resolution human body model. Zhao et al. [1] follow the idea
of parametric model fitting for two depth images in the front
and the back to reconstruct completed 3D human body models.
As template based human body reconstruction has some
limitations when the topology changes greatly or quickly, some
researchers propose template free reconstruction approaches
[31], [32], [33], [34], [35]. KinectAvtar [36] firstly apply
super-resolution algorithm to acquire new super-resolved depth
maps with much higher resolution and less noise. Then global
rigid and non-rigid alignment steps combine the super-resolved
scans into a final model. For each scan, it takes around 14
minutes. 3D Self-portraits [37] implement the scanning of
users themselves with a single 3D Kinect by rotating the
same pose for a few different views. Then it non-rigidly
registers the scans captured in each view into a watertight
surface. In [38], objects are reconstructed in high-quality
based on a single stream from Kinect but several hours are
required to complete. KinectFusion [31] is the first work
that implements the reconstruction scenes in real time with
commodity scanners. As KinectFusion is proposed under the
assumption of static scenes, DynamicFusion [32] implements
the real-time reconstruction of dynamic scenes under non-
rigid deformation. DynamicFusion inspires a lot of follow-
up works, like VolumeDeform [39] which uses sparse RGB
feature matching to improve tracking robustness and handle
scenes with little geometric variation, allowing for reconstruc-
tion of newly emerging parts in real time. DynamicFusion
incrementally updates the volumetric representation with new
depth input. This reference model confines so that it is hard
to reconstruct the cases where quick and dramatic changes
happen in topologies and shapes. Therefore, Fusion4D [40]
proposes to address the problem of reconstruction with dra-
matic changes in shapes and topology by taking multiple RGB
frames as input. The impressive reconstruction performance
makes Fusion4D the supporting technique behind the popular
mixed reality application of Holoportation [41]. One of the
main problems of the above-mentioned reconstruction systems
is that the acquired meshes are static and not directly to be
manipulated. Rigging and skinning are required before any
pose changing and artifacts are obvious when animation is
performed.
Virtual dressing systems More and more human body
models can be reconstructed by the above-mentioned template
based and template-free reconstruction approaches. Moreover,
the advances in e-commercial promote shopping online and the
virtual dressing system is indispensable for improving shop-
ping experiences. Many virtual dressing applications appear.
Wu et al. [42] propose an image based virtual try-on system.
In [43], a laser scanner is used to scan real people to acquire
the 3D mesh model and after a series of post-processing like
purifying and smoothing, clothes are put on the avatar. In this
work, clothes are modeled with clothes scans of real clothes
draping on a dressmaker’s dummy. The TriMirro 6 systems
simulate clothes on a predefined human avatar which can not
describe various human body shapes and poses realistically.
Fitnect 7 models both human body shape and clothes and
allows animation of clothes with pose change. Ye et al. [44]
use RGBD data as input to reconstruct a personalized 3D
avatar and adapt synthesized clothes. However, the above
systems either use a predefined avatar or reconstruct 3D human
body models with depth sensors. Consumers must make efforts
to go to retail shops where virtual try-on systems are available
to try clothes virtually. Moreover, garment is hard to simulated
realistically. Current virtual fitting applications do not present
the dynamics of apparel. Although ClothCap [45] could be
a potential solution for clothes simulation, building models
for numerous clothes in the shopping mall is still difficult.
The unrealistic simulation of the full human body and clothes
limits recommendations.
III. BUILDING HIGH FIDELITY HUMAN BODY FROM
USER-SCANNED POINT CLOUDS
The availability of 3D scans with low-cost RGBD cameras
poses new challenges on building believable human body mod-
els from them because of noises, incomplete and obscure parts.
Therefore, aiming at building adjustable and high-fidelity hu-
man body models from user-scanned point clouds, we propose
a robust registration method with the help of a sparse set of
landmarks. The overview of the proposed approach of human
body modelling from user-generated point clouds is shown in
Figure 1. The goal is to fit the SMPL template to the target
point clouds to ensure the deformed template can best explain
both the shape and pose of the target scans. A sparse set of
correspondences is firstly located between human body scans
and SMPL template. In the first stage, a rough registration is
performed based on those landmarks. In the second registration
6http://www.trimirror.com/en/
7http://www.fitnect.hu/
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stage, nearest neighbour based registration is presented to
optimize the templates that can best explain the target scans.
Since the SMPL and target point clouds have different
topology and non-isometry, and holes and obscure parts exist
on the target scans, the correspondences acquired with current
algorithms are error-prone. Therefore, 57 pairs of correspon-
dence are annotated. We follow the landmark placement way
in CMU motion capture system 8 and add 16 extra landmarks
on the salient points on the whole body, including 9 landmarks
on the face and 7 landmarks on the salient points on the
main body, like belly button et al. These landmarks not only
indicate the poses of the target scan, but they also imply the
rough shape of the body. To make full use of the information
provided by these sparse landmarks, it is assumed that when
the template is close to the target, the correspondences should
be completely overlapped from any viewpoint. Therefore,
a projection constraint is added in the first stage aiming
at acquiring closer initialization to the second stage. The
second stage of nearest neighbour based registration manages
to provide accurate results but is prone to suffer from local
minima. To address this problem, an effective Arm Cylinder
Constraint is proposed. It can keep the human arms’ shape
robustly, assuring that faithfully human body registration can
be acquired.
A. Landmark based Rough Registration
In the first stage, we optimize the shape and pose parameters
β and θ of SMPL model to minimize the distance between
the SMPL landmarks and the target scans’ landmarks. The
problem is formulated as:
M = argmin
β,θ
EM (β, θ;LST ), (1)
where M is the deformed SMPL model; β and θ are the shape
and pose parameters; Lst is made up of landmark pairs {si, ti}
where si and ti are the corresponding landmarks i of SMPL
and target scans. We set a camera to see the template as well
as the target point clouds from the side view. In this way, we
acquire the initial reposed and reshaped SMPL model that is
close to target point clouds. Thus, EM (β, θ;LST ) is defined
as below.
EM (β, θ;Lst) =λLEL(β, θ;Lst) + λPEP (β, θ;K,R,Lst)
+ λθEθ(θ) + λβEβ(β),
(2)
where EL(β, θ;Lst) is the landmark term;
EP (β, θ;K,R,Lst) is the projection terms; K and R
are the internal parameters of cameras and the camera
rotation; Eα and Eβ are pose and shape priors respectively,
and λL, λP , λθ and λβ are weight factors for respective term.
These terms are formulated as below.
Data term: Given the landmark correspondences, this term
encourages the landmarks of SMPL template to be close to
the corresponding landmarks on the target point clouds.
EL(β, θ;Lst) =
∑
landmarki
(Lsi − Lti). (3)
8http://mocap.cs.cmu.edu/info.php
Projected Landmarks Term: Besides minimizing the 3D
positions of these landmarks, another projection term is also
added: the projected landmarks from the side view and expect
that this term is also minimized to enhance the power of
constraints from such a sparse landmark sets.
EP (β, θ;K,R,Lst) = λRER(β, θ;K,R,Lst), (4)
in which R means the camera is rotated R from the front view.
The energy of the side view is represented as below:
ER(β, θ;K,Rj , Lst) =
∑
landmarki
(ΓK,R(Lsi)− ΓK,R(Lti)),
(5)
where Γ(·) is the projection function from 3D to 2D that is
defined by the camera parameter K and rotation R.
Shape prior term: Eβ(β) is the shape prior learned from the
SMPL body shape training set. The shape parameters β are
PCA coefficients of a low-dimensional shape space, learned
from thousands of registered scans. In this work, we use 10
coefficients.
Eβ(β) = β
TΣ−1β β, (6)
where Σ−1β is a diagonal matrix computed with PCA from the
shape in the SMPL training set.
B. Nearest Neighbour based Fine Registration
With Eq. 2, the SMPL template is deformed to the target in
terms of poses and shapes to some extent. Since the landmarks
are so sparse, the deformed template is still plausible. To
obtain the accurate template which can believably describe the
scanned target, the distance is penalized between the rough
registration results acquired from the section III-A and the
target scans. To achieve this goal, a second-stage vertex-to-
face optimization is proposed based on the deformed SMPL
acquired in the initial stage. As holes (missing data) are
prevalent in the target point clouds, including big holes on the
top and ends of limbs and some holes on the side of the body,
if we locate the nearest neighbor points of the template on the
target scans, it tends to find error nearest points. Therefore,
we minimized the distance between the template point and
the plane of its nearest point of the target point clouds. The
registration M for each scan can be computed by solving the
following optimization problem:
M =argmin
T
EM (T ;VST ). (7)
To assure high-quality human body meshes can be estimated
from target point clouds, we think the following elements
should be added into the objective EM (T ;VST ). Firstly, the
deformed SMPL should be able to explain the target scans,
thus, we design the data term ED to penalize the vertex-to-
face distance between the template and the target. To allow
for smooth deformation, the transformations of the neighbours
should be similar and Laplacian operator L encodes the
neighbour information for the triangular mesh. Therefore, the
Laplacian smooth constraints ELaplacian is designed. Besides,
the human body moves and interacts non-rigidly so that the
modelling of human body suffers from a large number of
unknown parameters and the inherent ambiguity, as various
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deformations can generate the same shape. This situation can
be alleviated by adding the shape and pose priors Eθ and Eβ .
Another challenge is that in arm parts where good initialization
is hard to obtain, local minima problems happen so that the
locating of nearest neighbours is error-prone. Inspired by [12]
which approximates human arms with simple but effective
geometry, we assume that the arm should keep the shape
of the cylinder during deformation. Thus, we design the arm
term EA. With the above-mentioned terms, the whole objective
EM (T ;VST ) is defined as follows.
EM (T ;VST ) =λDED + λLElaplacian
+ λθEθ + λβEβ + λAEA,
(8)
where T is the template that to be optimized to best explain
the target scans; VST represents the vertex of the SMPL model
and the target scans. Please note that here we do not obtain
an optimal shape and pose parameters, but aim at an optimal
template model that can explain the target best. The shape
prior is defined the same with Eq. 6 and pose prior is defined
as [46]. The remaining terms are defined as follows.
1) Vertex-to-face Distance: Data Term measures the dis-
tance between vertices of the template and the plane of its
nearest point on the target.
ED =
n∑
i=1
(vi − ti) ∗Ni, (9)
where Ni is the normal of the plane determined by the three
nearest points of target point i; vi and ti are the corresponding
points of template and the target respectively.
2) Laplacian Smooth Constraints: We regularize the
smooth deformation by adding the Laplacian mesh regularizer
[47]. It is defined as:
Elaplacian =
n∑
i=1
||L(vi)− L(v(β0)i)||2, (10)
where L is the Laplacian operator that describes the local
feature for each vertex vi on the surface; v(β0)i is the vertex
i of SMPL model in the initial shape states β0. The term
forces the Laplacian of the optimized mesh to be similar to
the Laplacian of the mesh at initialization. The Laplacian is
defined in Eq. 11 where di is the number of edges attached
to vertex vi; N1(i) is the neighbour of vi.
L(vi) =
1
di
∑
j∈N1(i)
(vi − vj) (11)
With Laplacian regularization, the local features can be kept
during deformation.
3) Approximating Arms with Cylinders: Local minima
problem happens often in arm parts where noises, holes and
distortions are prevalent and the nearest neighbour is searched
by fault. This will produce erroneous and meaningless results.
To simulate meaningful arm shapes, we assume that the arm
should keep the shape of the cylinder during optimization.
To achieve this goal, the arm surface is approximated as a
cylinder with an axis and a radius. After performing the first
level of rough registration, the arm parts have been fitted by
the landmarks which indicate the arm shape. Thus, in the fine
level of registration, it is assumed that the distance from the
vertices of an arm surface to the axis should keep the same.
Two joints are taken - one for the arm and the other for the
wrist - to form the axis of the cylinder. As shown in Figure 2,
besides the two ending points, the middle point is also located
by computing the average position.
With these three key points, the surface points within the
radius of the cylinder for each key point are retrieved with
kd-trees. The L2 distances from these retrieved surface points
to the key points are calculated with the optimized mesh from
the rough level of registration.
Arm Cylinder Term: The goal of this term is to keep the
shape of human arms for the registration of low-quality scans.
The distance is firstly calculated from the searched surface
points to the three key points as follows.
d =
3∑
i=1
N∑
j=1
||vi,j − pi||2, (12)
where N is the number of surface points within the radius of
cylinder; pi ∈ {pmid, pwrist, parm} .
To keep the shape of human arms, the changes of the dis-
tance from the axis to the surface points should be minimized.
Thus, the arm cylinder regularization term should be defined
as:
EA = ||dsmpl − drough||2, (13)
where drough is the arm-to-key-point distance calculated with
Eq. 12 and dsmpl is the arm-to-key-point distance of deforming
smpl model.
Fig. 2. The arm is approximated by a cylinder.
Implementation Details We optimize the Eq. 1 and Eq. 7
using the Powell′s dogleg trust region method, based on the
Chumpy 9 and OpenDR [48] auto-differentiation framework.
We adopt a stage-based approach to optimize these two
objectives. For minimizing Eq. 7, the vertex-to-face corre-
spondences are updated for each stage of optimization. We
experimentially choose the weight of each term. λθ and λβ
start with a high value and gradually decrease in the later
stages to effectively avoid local minima. λL and λP are set to
9https://github.com/mattloper/chumpy
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be 200 as the number of landmarks are very small compared
with the number of vertex of the whole body. Similarly, λA
is set as 10. In Eq. 7, λD and λL are set to be 1 empirically.
Optimizing for a mesh takes around 3 minutes on a common
desktop machine with 16 GB RAM and 4 cores.
IV. ESTIMATION OF 3D HUMAN BODY MODELS FROM
USER-CAPTURED 2D IMAGES
Although the 3D models can be obtained more easily than
before, the scanning systems usually require people to be phys-
ically presented where the scanning systems are located. While
in the next-generation of digital clothes retailers and fashion
industry, consumers expect to remotely generate their realistic
3D human body models with observations of their body shapes
and poses using mobile devices that are commonly accessible,
like selfies taken by smartphones. However, due to the lack of
depth information, estimation of human body shape and pose
from a single image is very challenging.
Here, an automatic method, KPhub-I, is proposed to accu-
rately estimate 3D human body meshes from single 2D images
and hopefully push a step forward towards online virtual
dressing applications. Rather than reconstructing human body
avatar based on multiple 2D images from different views
which needs careful camera calibration [49] or deep leaning
methods [50], [51], [52] which need a large amount of training,
as shown in the middle row of Figure 1, the realistic human
body avatar is acquired from a single 2D image by fitting the
state-of-the-art 3D parametric human body model, SMPL [23]
to the image to estimate human body shapes and poses. The
SMPLify [46] method is taken as a base method and we go
beyond it by exploiting boundary information of images and
stable pose space to constrain the deformation of SMPL. With
our accurately estimated human body shape and poses, virtual
dresses are fit on models to demonstrate the visualization of
clothing on the human bodies.
A. Build stable pose prior
In the scenario of virtual try-on, people commonly stand or
move slowly in front camera. The pose variance is limited. As
CMU dataset covers various human poses presented in daily
life and sports for 144 subjects. A general pose prior cannot
describe some specific poses accurately. Experiments show
that the results of SMPLify present bent knees or stoop for
the stable pose of ”Stand”. In order to provide more accurate
pose prior in our case, the stable poses are firstly located from
CMU dataset. The stable poses are defined to be those change
slightly in a short period of time. For each frame, we calculate
the error between its neighboring frames:
err =
∑step
k=−step norm(θi − θi+k)
2× step
. (14)
Here, the step is set to be 1 and θ is the pose parameter of the
motion in each frame and when err is smaller than threshold,
the pose is regarded as stable poses. In our experiment, the
threshold is set to be 0.001. Mosh [53] is applied to calculate
the pose parameters θ for each frame of stable poses, which
captures motion and shape from sparse markers provided by
CMU mocap data.
Some selected stable pose samples are shown in Figure 3.
As can be seen, stable poses support various kinds of poses,
including stand, squat, leaning and sitting, which are common
poses in a try-on process. With stable poses, we use Gaussian
Fig. 3. Sample stable poses.
Mixture Model (GMM) which is a widely-recognised effective
model for such a problem to describe the pose prior in our
work.
B. Boundary Assisted human body shape and pose estimation
SMPL is taken as our human body representation. Before
using boundary information to improve the accuracy of body
shape estimation, we utilize joints to estimate the basic figure
and poses. Given the estimated 2D joints of the single image
Jest, the energy function is formulated as:
EM (β, θ) = EJ(β, θ;K,Jest) + λθESθ(θ)
+ λαEα(θ) + λβEβ(β),
(15)
where EJ is the data term and ESθ, Eα and Eβ are priors.
Data term: this encourages the template M to be close to
the target image. For each joint of SMPL template, Jest i we
minimize the distance between its projection position and the
corresponding image joint. The joint fitting term is formulated
as follows:
EJ(β, θ;K,Jest) =
∑
jointi
ωi(ΓK(Rθ(J(β)i))− Jest,i), (16)
where Γ is the projection function from 3D to 2D that is
defined by the camera parameter K; J is the joint estimation
function, which returns joint locations; R is the rotation
function; ωi is the confidence we gain from the extraction
of joints with DeepCut. Its value depends on the confidence
of its estimation. Shape prior is the same with Eq. 6.
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Stable pose prior term: ESθ(θ) and Eα(θ) are pose priors
which are learned from precomputed stable poses. Here, Eα(θ)
is only performed on the knees to avoid unnatural bending.
ESθ(θ) can favor probable stable poses over unstable ones.
After the stable pose prior is trained in Section IV-A, ESθ(θ)
is defined as the negative logarithm of a sum. We fit a mixture
of Gaussian with 8 components to 30000 poses. As described
in [54], a max mixture has much of the same character
as a sum mixture and retains a similar expressivity but is
well compatible with our optimization framework. Thus, we
approximate the sum in the mixture of Gaussian by a max
operator:
ESθ(θ) = −log
∑
j
(gjN (θ;µθjΣθj ))
≈ −log(max
j
gjN (θ;µθjΣθj )),
(17)
where µθj and Σθj are trained with 30000 stable poses.
Boundary assisted shape estimation After the first stage
of estimation with stable pose prior described above, the
initial pose and shape have been estimated. The boundary
information is very important to enlarge or shrink the model
to make the final estimated human body shape similar to the
real person. To achieve this goal, the last stage of optimization
is defined as:
E(β, θ) = EM (β, θ) + Eb(β, θ;K,U). (18)
Boundary term: this encourages the projected boundary of
the human body to be close to the image boundary. After we
perform two stages of optimization above, the camera position
has been estimated, the boundary of SMPL model can be
extracted from its projection in the camera. The boundary term
is defined as follows:
Eb(β, θ;K,U) =
N∑
i
||(Bi − Ui(ΠK(M(β, θ))))||2, (19)
where Bi is the ith point on the boundary of images, Π(·) is
the project function and Ui(·) is the corresponding points of
Bi on the boundary of projected model. Combined with the
eq. 15, we have the complete cost function:
E(β, θ) = EM (β, θ) + Eb(β, θ;K,U)
= EJ(β, θ;K,Jest) + Eb(β, θ;K,U) + λθESθ(θ)
+ λαEα(θ) + λβEβ(β).
(20)
During the optimization, the boundary of the projected
model is updated for each round of optimization. For further
accelerate the convergence of cost function, we first obtain the
initial pose and shape from Eq. 15 and start from the optimized
model to perform boundary assisted optimization. Similar to
the case of point clouds, we empirically choose the values of
λθ and λβ by starting with a high value and gradually decrease
in the later stages to effectively avoid local minima. The Eq.
15 and Eq. 20 are optimized using Powell′s dogleg method,
using OpenDR and Chumpy. Optimization for a single image
takes around 1 minute on a common desktop machine with 16
GB RAM and 4 cores.
V. EXPERIMENTS
A. Evaluation of Human Body Modelling from Point Clouds
In this section, the modelling of human body shapes and
poses from user-generated point clouds is evaluated. Experi-
ments are conducted on two datasets: a high-quality human
body dataset - SCAPE and a low-quality human body scan
dataset - structure sensor based human body dataset (SS-Hub).
The proposed approach is compared with other three methods:
MABR [9]; “KPhub-PC β θ” which estimates human body
shape and pose parameters in the stage of fine registration
and “landmark based SMPL” that is the results of the first
stage of KPhub-PC.
1) Datasets: SCAPE [14] has 70 registered high-quality
human body meshes with a large variance in poses. All these
meshes are brought into alignment.
SS-Hub is collected by untrained operators using an eco-
nomic 3D scanner - structure sensor. In this experiment, only
the scans in tight clothes are considered. Each subject has 5
predefined poses which are in line with SCAPE. Thus, the
total number of evaluated meshes is 150.
Fig. 4. The comparison of RMS error of Landmark based SMPL, KPhub-
PC β θ, MABR and the proposed KPhub-PC.
2) Quantitative Evaluation on SCAPE dataset : The su-
perior performance of the proposed KPhub-PC is shown in
Figure 4. It is compared with (1) the state-of-the-art MABR
which successfully performs human body registration in the
case of low-quality Kinect scans, (2) the registration results
from the method which only optimizes the SMPL model using
landmarks (hereinafter called the ‘Landmark based SMPL’)
and (3) the one that solves for shape and pose parameters in
the second optimization stage (hereinafter called the ‘KPhub-
PC β θ’). To compare the estimated human body shape with
the observed body shape, we compute the 3D shape root mean
square error (RMS Error) with the Eq.21.
RMSError =
√∑n
i=1(pi − p̂i)2
n
, (21)
where points pi and p̂i are corresponding points of the ground
truth and the modeled results, and n is the number of points
in the template mesh (SMPL model). As we can see, RMS
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Fig. 5. The comparison of errors for each part of the body. In each subfigure,
from left to right, each bar represents the error of: right calf, left calf, right
thigh, left thigh, bottom, right forearm, left forearm, torso, breast, right upper
arm, left upper arm and head.
Error shows how much the true body shapes vary around the
predicted body shapes. It indicates the accuracy of the human
body estimation model.
As shown in Figure 4, the accuracy of the proposed
approach outperforms the state-of-the-art MABR. Compared
with the “Landmark based SMPL”, we can see that the
initialization is still far from the target and the second near-
est neighbour based fine registration in “KPhub-PC” greatly
improves the accuracy. Starting from the rough registration
results, the “KPhub-PC”, “KPhub-PC β θ” and “MABR”
perform a fine registration. We can see that the accuracy of
MABR decreases and this suffers from the local minima due
to the bad initialization. Although MABR uses PCA model
to improve the robustness against local minimal [9], large
variance of poses in SCAPE dataset still poses challenges on
such Iterative Closest Point (ICP) based methods. The arm
cylinder term effectively preserves the shape of arm, relieving
the negative effect from local minima.
Besides, we also compare the errors for each part of the
scape model in Figure 5. The body is divided into 12 parts.
The average error for each part is calculated. We can see that
our overall errors for all parts are more equally-distributed and
the values are less than other three methods, which verifies the
robustness and accuracy of the proposed methods on all parts
of the body. More importantly, the errors of sixth and seventh
parts that represent the right and left forearms, are much less
than other methods, evidencing the effectiveness of the arm
cylinder constraint terms.
3) Qualitative Evaluation on SS-hub Dataset: Since in the
evaluation on the raw scans which have no ground truth,
we qualitatively show the results of the proposed KPhub-
PC, landmark based SMPL and KPhub-PC β θ to show the
superior performance of our approach. Here only the human
body is estimated, thus the hair and the clothes are not
presented. In Figure 6, we show the estimated body models as
well as the per-vertex error. Please note that as we are lack of
the ground truth in the case of raw scans, the per-vertex error
is calculated based on the nearest neighbours on the target
scans. When the local minima occur, the per-vertex error of
the parts that are trapped in local minima is relatively small.
Thus, we show both the original estimated models and the
per-vertex errors in Column 2-5 and Column 6-9 respectively.
Compared to KPhub-PC β θ, the proposed KPhub-PC that
obtains an optimal template to best explain the target scans can
describe more accurate shape information of the surface. The
“Landmark based SMPL” estimates the human body shapes
and poses that can best explain the sparse landmarks. Although
these sparse landmarks contain some shape information, a lot
of details are missing. Therefore, a set of landmarks are not
enough to describe body models accurately. As for KPhub-PC
without the Arm Cylinder Term, it is obvious to see that it
suffers from the local minima that easily occurs in the arm
parts. Compared with KPhub-PC without the Arm Cylinder
Term, KPhub-PC can produce more faithful arms, improving
the robustness of the estimation.
B. Evaluation of Human Body Estimation from a Single Image
1) Evaluation of pose estimation: We quantitatively evalu-
ate the accuracy of 3D pose estimation on the CMU dataset.
In order to show the superior performance of the proposed
approach, we compare the proposed KPhub-I with three state-
of-the-art methods: (1) SMPLify [46] which estimates the
body models for single images using SMPL; (2) SMPLify-X
[55] which also estimates face, hands, and feet besides body
and trains a neural network for pose prior, i.e. VPoser, using
a large MoCap dataset; and (3) SPIN [56], a deep learning
method to estimate body models from single images using
SMPL following an encoder-regressor-optimizer paradigm.
According to the definition of stable poses in Section IV-A,
the threshold is set to be 0.001 to find frames of stable poses
in CMU mocap dataset. Mosh [53] is firstly performed which
captures motion and shape from sparse markers provided
by CMU mocap dataset to get pose parameters for each
frame which are regarded as ground truth for evaluation.
We synthesize the body meshes by giving the ground-truth
pose parameters and fixing shape parameters to zeros and
then project their joints into 2D with a known camera. The
synthesized models are also projected with the same camera on
a 2D plane to acquire images. The projected 2D joints will be
used as the input of KPhub-I, SMPLify and SMPLify-X. The
projected images will be the input of SPIN. We will evaluate
the pose-to-pose error. The error is calculated between the
ground truth θgt and the estimated pose θest parameter based
on the formula:
e = ||θgt − θest||2 (22)
In our experiments, 42797 stable poses are found and the
5-fold cross validation is performed for each class to compare
the proposed KPhub-I against the state-of-the-art methods
SMPLify [46], SMPLify-X and SPIN. The overall average
error is presented in Figure 7 which shows the proposed
KPhub-I outperforms the state-of-the-art methods. Only 30000
pose data is used in KPhub-I and the most accurate pose
estimation is achieved. Other three methods use more general
pose priors to favor possible poses over impossible ones.
However, given the 2D joints of images, there would be cases
that several different 3D joints have the same 2D projection.
Thus, the pose prior trained with a wide range of poses cannot
prevent such cases.
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KPhub-PC KPhub-PC_𝛽_𝜃 Landmark based SMPL KPhub-PC
(no Arm Term)
Target Scans     KPhub-PC      KPhub-PC_𝛽_𝜃 Landmark based SMPL    KPhub-PC                               
(no Arm Term)
Fig. 6. The qualitative comparison of KPhub-PC, KPhub-PC β θ, Landmark based SMPL and KPhub-PC (No Arm Term) on SS-hub Dataset. The estimated
models are shown in Column 2-5. The per-vertex errors are compared in Column 6-9.
       
     
 
   
   
   
   
 
 
  
 
 
  
  
 
  
  
 
 
  
 
 
 
                                            
       
    
         
    
Fig. 7. The comparison of the results of KPhub-I against SMPLify, SMPLify-
X and SPIN on stable poses.
Besides comparison on stable poses, we also compare the
stable pose prior with the general pose prior for random poses.
We randomly choose 1000 poses from the CMU dataset and
compare pose-to-pose error of methods with stable pose prior
and general pose prior on random poses in Figure 8. As we can
see, on random poses, SMPLify-X is the most accurate. This is
because SMPLify-X trains VPoser as the body pose prior using
                 
     
 
   
   
   
   
   
   
   
   
   
 
 
  
 
 
  
  
 
  
  
 
 
  
 
 
 
                               
   
    
       
         
Fig. 8. The comparison of the accuracy of KPhub-I, SMPlify, SMPLify-X
and SPIN on random poses.
a variational autoencoder from three publicly available human
motion capture datasets including the CMU, Human 3.6M and
the PosePrior dataset. The SPIN method is not very stable
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10
in this experiment. However, our method only uses 30000 in
CMU dataset and achieves comparable results with SMPLify.
2) Visulization Comparison: More results are visualized in
Figure 9 and Figure 10 to show the comparison intuitively. The
original images, the overlays of projected model and images,
the estimated models and enlarged details of body parts are
shown respectively. We compare the proposed KPhub-I with
(1) SMPLify, (2) SMPLify-X with SMPL which uses SMPL
for body estimation; (3) SMPLify-X with SMPLX which uses
a more expressive parametric model of SMPLX for body
estimation; and (4) SPIN. Obviously, our method outperforms
the state-of-the-arts on stable poses. With the help of the stable
pose prior, the estimated results are able to“stand” straight as
they are supposed to. Seen from the side, our results are more
consistent with what images show while results of other four
methods tend to bend knees. In order to compare the projected
2D joints, we also project to 2D plane the whole 3D meshes
using the estimated camera and overlap the projected meshes
with images. We can see that all joints are projected to the
same position on the images. However, four methods generate
totally different poses. The comparison verifies that only 2D
joints of a single image cannot provide enough constraints on
pose estimation.
3) Evaluation on human body measurements: In the above,
the accuracy of pose estimation is evaluated. As the ground
truth of human body shape is hard to acquire, we compare
the shoulder breadth, breast, waist, hip circumferences and
height of estimated models with those measured by the pro-
fessionals. These five measurements are the key elements in
the application of virtual try-on. Therefore, to quantitatively
compare the accuracy of shape estimation, we collect the
dataset of IM-hub which contains images of real human and
their actual measurements and evaluate the proposed KPhub-I
in this dataset.
We compare the results of the proposed approaches, KPhub-
I, with other two state-of-the-art methods: (1) SMPLify [46]
and (2) HMR [57], an end-to-end approach to estimate the
underlying human body models from images using deep neural
network. It is shown that KPhub-I manages to provide more
accurate estimation of human body shape and pose overall.
The errors between the ground truth and the measured
results for each method are shown in Table I. We calculate
the average error of five elements for comparing the overall
accuracy. As we can see, for both the male and female, the
average error of the proposed KPhub-I is minimal, which
verifies the use of boundary information and stable pose
prior can improve the accuracy of the estimated models. The
deep learning based method, HMR, cannot provide the most
accurate results as HMR is trained with a neutral model. If the
female and male model is needed, HMR has to be retrained,
but only with female/ male images which is not very practical.
HMR cannot provide accurate pose estimation so that the
height of the estimated model differs a lot from the ground-
truth.
4) virtual dressing’s look comparision: In order to verify
that the accurate estimation of human body shape affects the
virtual dressing’s look, we first predefine several types of
clothes according to the human body measurements and put
TABLE I
THE QUANTITATIVE COMPARISON OF THE ACCURACY OF MESH
ESTIMATION FOR EACH GENDER. FOR EACH GENDER, THE FIRST ROW IS
THE MEASUREMENT ERROR OF THE PROPOSED KPHUB-I; THE SECOND
ROW IS THE ERROR OF SMPLIFY; THE LAST ROW IS HMR MEASUREMENT
ERROR.
Gender Methods Breast Waist Hip Shoulder Height Mean
Male KPhub-I 10.7143 21 8.1429 17.4286 0.6184 11.5808
SMPLify 9.4286 21.2857 10.5714 18.2857 0.1421 11.9427
HMR 42 14.8571 6.1429 6.1429 5.5424 16.1656
Female KPhub-I 17.333 29.1667 9 17.6667 0.7241 14.7782
SMPLify 8 32.3333 15.1667 21.1667 0.3079 15.3949
HMR 46.1667 18.3333 6.1667 21.8333 15.196 21.5383
these predefined clothes on the human body models estimated
with SMPLify, SMPLify-X, SPIN and our methods. As shown
in Figure 11, we can see the different looks on four estimated
body shapes. As the clothes are designed according to the
true physical data measured by the professionals, the clothes
should fit the body, i.e., not too loose nor too tight. As it
can be seen from the stress graph in Column 4, 7, 10 and
13, our method provides the best outfit, whereas the garments
on SMPLify and SPIN are too tight and those on SMPLify-
X are too loose. Moreover, we also show the front and side
views of the dressed models, which verifies that our method
presents dressing look more naturally both in terms of shapes
and poses. This suggests that our method allows for more
accurate shape and pose estimation and the resultant models
are more accurate and suitable for virtual dressing.
C. Animation of estimated models
Unlike the results of the traditional animation methods
where skeleton has to be embedded and associated with the
surface points before animation, our results can be animated
straightforwardly with different pose parameters. We show an
example of the animated results in Figure 12. The recovered
model represents the original scans in the geometry and we
further animate it using unseen poses in the dataset (i.e
bending and lifting leg). We can see that the animated models
present natural geometry.
Original scans and the recovered model Animation of the model using unseen poses
Fig. 12. The example of animated results.
VI. CONCLUSION
In this paper, we present an approach of accurate human
body shape and pose estimation for two types of user-
generated data: the raw human body scans and single human
body images. The estimated human body models can be used
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Our results
SMPLify
SMPLify-X
(SMPL)
SMPLify-X
(SMPL-X)
SPIN
Our results
SMPLify
SMPLify-X
(SMPL)
SMPLify-X
(SMPL-X)
SPIN
Images Overlays Models Details Images Overlays Models Details
Fig. 9. A qualitative comparison of our results against SMPLify, SMPLify-X with SMPL, SMPLify-X with SMPLX and SPIN results.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 12
Our results
SMPLify
SMPLify-X
(SMPL)
SMPLify-X
(SMPL-X)
SPIN
Our results
SMPLify
SMPLify-X
(SMPL)
SMPLify-X
(SMPL-X)
SPIN
Images Overlays Models Details Images Overlays Models Details
Fig. 10. (Continued) The qualitative comparison of our results against SMPLify, SMPLify-X with SMPL, SMPLify-X with SMPLX and SPIN results.
for the scenario of virtual dressing and animation. The robust
KPhub-PC is proposed to estimate the accurate naked human
body models with the help of a set of sparse landmarks. By
introducing the arm cylinder terms, KPhub-PC manages to
address the local minima problem effectively. In the case of
estimation from a single human body image, we propose to
train a stable pose prior and add boundary constraints to this
ill-posed problem for a more accurate estimation. Quantitative
and qualitative experiments demonstrate that the proposed
KPhub-PC and KPhub-I can estimate accurate human body
meshes from noisy user-generated data.
As an additional output of this research, two datasets, SS-
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Image
Predefined Garment on SPIN ModelsPredefined Garment on SMPLify-x Models
Predefined Garment on SMPLify Models
Tight
Loose
Predefined Garment on Our Models
Fig. 11. The visualization of predefined clothes model on estimated human body models with Our method, SMPLify, SMPLify-X with SMPLX and SPIN
methods.
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Hub and IM-Hub, are built. SS-hub contains 450 scans for
30 different subjects. For each subject, 5 predefined poses in
tight, covered and loose clothes are captured. IM-hub is the
dataset of human body images in front, side and back views
and the ground-truth body measurements. We also demon-
strate that our works have various interesting applications,
including personalised virtual try-on as well as inexpensive
bespoke clothing design and manufacture. As future work, it
is desirable to develop a parametric clothing model capable of
dressing different human body shape and pose automatically.
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