In this paper, a robust fundamental matrix estimation method based on epipolar geometric error criterion is proposed. First, the method removes outliers into the computation of the fundamental matrix instead of taking it as an independent processing step. The potential error corresponding points are eliminated by iteration to achieve the stable estimation of the fundamental matrix. Then, the epipolar geometry error criterion is used to identify outliers and the estimation results of the fundamental matrix are obtained during each iteration. The iterative process can converge quickly. Even if a large number of matched outliers are present, the calculated values will soon become stable. Experiments have been carried out for synthetic and real image pairs, which show that the proposed method performs very well in terms of robustness to noises and outliers. Additionally it has a low computational cost and is convenient for use in practical applications.
I. INTRODUCTION
Two perspective projective images of a single rigid scene are related by the epipolar geometry [1] , which can be described by a matrix called fundamental matrix (F-matrix). All the geometric information contained in the two views is completely captured by it. The fundamental matrix is independent of the scene structure, and can be computed from correspondences of imaged scene points alone, without requiring knowledge of the cameras' internal parameters or relative pose [2] . Estimating the fundamental matrix is a basic step for a wide variety of vision-based applications [3] , [4] , such as 3D reconstruction [5] , camera-pair calibration [5] , [6] , object matching & tracking [7] object recognition [8] , etc. The estimated F-matrix is useful for recovering the relative motion of camera, guiding correspondences establishment in stereo matching, and so on. Therefore, developing a method for fundamental matrix estimation with high efficiency and robustness is of great significance.
Due to the great importance of the F-matrix, it has received much attention in both photogrammetry and computer vision communities. An application of scene reconstruction using epipolar geometry was first published by The associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Piuri .
H.C.Longuet-Higgins [9] . Over the years, numerous algorithms for F-matrix estimation have been developed. In [10] , [11] , different types of estimation are described and compared in detail. They can roughly be divided into linear methods, iterative methods, and robust methods. Linear methods are mainly based on least-squares minimization and eigen values, which are sensitive to noise. In order to improve the estimation accuracy in noisy situation with point localization error, iterative methods are proposed by minimizing the error cost function. Fathy et al. [12] summarized and compared the accuracy and efficiency of the different error criteria for computing the fundamental matrix. Subsequently, an iterative algorithm based on the least absolute deviation is put forward [13] , further improves the estimation accuracy. While in practical applications, due to the drawback of feature extraction and matching methods, the correspondences data are corrupted not only by noise but also by gross outliers (false matches). In which case, the estimation accuracy of linear and iterative methods would be seriously reduced.
Robust methods are based on computing a more accurate geometry relation and removing false matches. An early example of a robust algorithm is the random sample consensus paradigm (RANSAC) of Fischler and Bolles [14] . As small a subset of the data as is feasible to estimate the parameters is used (e.g, seven correspondences for fundamental matrix estimation), and this process is repeated enough times, trying to find the largest consensus on an estimated F-matrix. Later, some researchers have presented different methods for improvement, such as LMedSeig, MLESAC and MAPSAC, SDO, etc [11] , [15] - [18] . The key idea of these algorithms is to remove outliers independently based on the hypothesis testing strategy. As they require random sampling test for times, and all the datasets are involved to distinguish inliers or outliers for each testing process. Thus, they are computationally expensive with a low processing speed. It is noteworthy that in [19] , two nonparametric robust methods are proposed to compute the fundamental matrix by modifying the ORSA method and using an empirical reference distribution of the image features. Besides, in literature [20] , the authors first establish initial correspondences by feature description matches, and then estimate the fundamental matrix and homography using L2E-LSC and get the refined correspondences. However, the time complexities of their method needs to be improved.
So far different methods have been presented [21] - [31] , while the problem of F-matrix estimation has not been well solved. On the whole, linear methods don't perform quite well if the points are badly located in the image; iterative methods can deal with some localization error of points, but they are inefficient in the presence of outliers; robust methods can cope with discrepancies in the localization of points and false matches at the same time, but with an extra computational complexity. Therefore, robust computation is still a subject for wide research focusing mainly on proposing new estimators to improve the accuracy of the fundamental matrix and on reducing computation expenses.
In this paper, we propose a novel F-matrix estimation method that integrates an outlier-rejection mechanism and does not need to resort to an independent and separate strategy. Like in RANSAC, our approach also iterates to remove outliers. Where at each step, the criterion that results from the geometric error (geometric distance between image point and corresponding epipolar line) is used to reject them. This process has a fast converge, even in situations where many correspondences outliers exist. As we will demonstrate in the experimental section, this results in speed-ups of computation time compared to the methods with hypothesis testing strategy, while yielding similar or comparable accuracy.
The remainder of this paper is organized as follows. The basics of epipolar geometry are revisited in Section 2. The linear formation for fundamental matrix estimation and the details of the proposed algorithm are presented in Section 3. In Section 4, both simulative and real data are used to validate the proposed method, and the paper is concluded in Section 5.
II. EPIPOLAR GEOMETRY AND FUNDAMENTAL MATRIX
The epipolar geometry of scene is illustrated in Figure 1 , where a 3D point P i is projected onto image point x i and x i in the two different image planes, respectively. Where O, O represent the camera centers of the two cameras. The line linking the two optical centers is called baseline, which intersects with corresponding image plane π (π) at e (e), called epipole. The plane that passes through both the camera centers and the real world 3D point P i is called the epipolar plane. And the line through the epipole and an image point is the epipolar line, which is also the intersection of epipolar plane with image plane.
From these two images, we can get the homogenous coordinates of a pair of corresponding points, x i and x i , corresponding to the same 3D point. The relation of the point correspondence can be expressed by the fundamental matrix F, as shown in the following equation,
This is known as the epipolar constraint, whose geometrical meaning is that, point pairs x i and x i must lie on its corresponding epipolar lines, denoted by l i = Fx i , and
Actually, the fundamental matrix contains the intrinsic parameters of both cameras and the rigid transformation of one camera related to the other. Eq. (1) characterizes the fundamental matrix only in terms of correspondences, which provides a cue to estimate the fundamental matrix without knowing the camera matrices.
III. PROPOSED ROBUST METHOD FOR F-MATRIX ESTIMATION
With the inspiration of ref. [32] , in which a robust solution to the Perspective-n-Point (PnP) problem is presented by integrating the outlier removal procedure. We apply the idea to estimate the fundamental matrix, the details of the proposed algorithm is described in this section. Firstly, the linear formulation of the F-matrix estimation is revisited. Then we combine the robust outlier rejection scheme with the linear formulation. With several iterations, the outliers are discarded progressively based on the criterion of geometric error, and the F-matrix is solved by estimating the null space of the linear system. Although we adopt the idea of ref. [32] , the method of this paper is different. We have made corresponding improvements. In ref. [32] , the author did not calculate the fundamental matrix separately. In addition, the selection of error criteria is different. We choose polar geometric errors, while algebraic errors are used in ref. [32] .
A. LINEAR FORMULATION FOR F-MATRIX ESTIMATION
Given two images of the same scene, a point x i in the first image and the corresponding point x i in the second satisfy the epipolar constraint equation Eq. (1) . Assume that the homogenous coordinates of a pair of imaged points corresponding to the same 3D point are
And the Eq. (1) can be rewritten as,
Then we formulate the following equation which can be deduced from Eq. (2),
Finally, concatenating these equations for n correspondences x i ↔ x i (i = 1, · · · , n) can be expressed as a linear system,
where M is a n × 9 matrix, generated by the n image correspondences. It provides a cue to estimate the fundamental matrix based on solving a linear system in terms of correspondences.
B. INTEGRATE OUTLIER REMOVAL WITHIN LINEAR F-MATRIX ESTIMATIONS
The solution of Eq. (5) can be expressed as a linear combinations of the null eigenvectors of M. If the correspondences are noiseless, then the rank of null-space of M should be exactly one and we can solve for F-matrix up to a scale factor. However, in the presence of noise and outliers, M has no eigenvalue that is strictly zero, though some of which are very close to zero. Following the suggestion of ref. [32] , we assume the rank of the null-space of M to be always one. Then a robust method is proposed to compute this null space while removing outliers and gross error correspondences. In order to remove the outliers, we denote matrix L to be a noise-free version of M, and solving L is converted into the following minimization, arg min
where W = diag(w 1 , w 2 , · · · , w n−1 , w n ) is a n × n diagonal matrix. If the i-th data-pair is considered as inliers, then w i = 1. And w i = 0 indicates an outlier of the i-th correspondence.
Here we aim to compute the null eigenvector of M, i.e, the F-matrix vector f as defined in Eq. (4). By distinguishing the outliers from data correspondences, we have the matrix L with Lf = 0. Then, we multiply the both sides of Eq. (6) by f, the constrained minimization of Eq. (6) is turned into the following minimization with vector f and matrix W,
To solve this optimization, we compute f and W iteratively by integrating outlier removal, as detailed in Algorithm 1. Initially, all correspondences are assumed to be inliers, and thus W is initialized to the n × n identity matrix. We then compute the singular value decomposition of M T WM, and take f to be the eigenvector associated to the smallest singular value. In each iteration, the criterion that results from the geometric error is used to distinguish the inliers and outliers. That is, all the entries of the matrix W are updated according the function as follows,
where the geometric error (i.e, geometric distance between image point and corresponding epipolar line) associated to VOLUME 7, 2019 the i-th correspondence is computed as,
And ε max = Q 25% (ε 1 , · · · , ε n ), the lowest 25% quartile of geometric error for all the correspondences, is used to remove the outliers with large geometric errors. Note that in an outlier-free case, the inliers correspondences would be wrongly considered to be outliers and rejected only by the criterion ε max . For this, a geometric error threshold δ max is also introduced, avoiding this situation and achieving faster convergence at the same time. While the threshold δ max is related with the location accuracy of data correspondence, we set δ max = 0.18 in our experiments. With several iterations, it would converge as the outliers are removed; the robust estimation for the fundamental matrix F is obtained.
C. DATA NORMALIZATION
A normalization process is needed before applying the algorithm for fundamental matrix estimation to reduce its susceptibility to noise. According to the suggestion of ref. [10] , the raw data is normalized by using Hartley's method [33] . The normalization is done by translating the centroid of the measured image points to the origin and scaling them to a average distance of √ 2 from the centroid (origin). In which method, image coordinates are transformed by multiplying them by T in one image and T in the second image, where T and T are scaling and translation normalizations. The fundamental matrix approximationF is estimated from the normalized data then. And it is de-normalized to obtain the final estimation of fundamental matrix F = T TF T that corresponds to the original image correspondences.
IV. EXPERIMENTAL RESULTS
We adopt the two testing datasets from the Affine Covariant Regions Datasets and USAC Datasets.The two Datasets were released by the Oxford University.We compared the proposed method with other state-of-art robust methods(M-estimator [10] , LmeSeig [11] , RANSAC [14] , FNS [26] , SDO [18] , L2E-LSC [20] ) using simulated data that contained different levels of Gaussian noise and false matches, as well as real images with different scenarios. In which process, the average epipolar distance of inliers were used as the evaluation performance criteria to test the accuracy [7] . All the algorithms are implemented with Matlab R2017a and performed on a PC with Intel(R) Core(TM) i5-4300 M CPU @ 2.6 GHz.
A. EXPERIMENTS WITH SYNTHETIC DATA
In our simulation experiment, we generate 125 pairs of correspondences points that distributed in the synthetic images. We perturb the synthetic data by Gaussian noise and outliers to simulate the feature location error and false matching. The proposed method is compared with other six robust methods: M-estimator, LmedSeig, RANSAC, FNS, SDO and L2E-LSC. The implementations of the compared methods are provided in reference [11] . In which, the parameters of the compared methods used for the experiments are detailed. Their accuracy and robustness are analyzed with the synthetic data varying the Gaussian noise and the percentage of outliers. The mean and standard deviation of the distance between points and epipolar lines are computed on the set of inlier matches, which are used as measurement of the accuracy of different F-matrix estimation methods. For each group of data, we perform 100 independent trials, and the results given below are the average.
In the first simulation experiment, the ratio of outliers is fixed to 0, and the Gaussian noise with a mean of 0 and a standard deviation of 0 to 2 pixels is added to the data set of the simulation points for testing.The results obtained by different F-matrix estimation methods are illustrated in Figure 2 , in which the mean and standard deviation of the distance between correspondences points and epipolar lines are used for performance (or accuracy) comparison. As we can see, the accuracy of all the estimation methods decreases linearly with the increasing noise level. The M-estimator method and L2E-LSC method achieve better results in the conditions of different noise levels. The performance of the proposed method is comparable to that of LMedSeig, RANSAC, FNS and SDO methods. For the proposed estimation method with Gaussian noise of 1 pixel, the mean of the distance between correspondences points and epipolar lines is around 1.1 pixels and the standard deviation is less than 1 pixel.
In the second simulation experiment, we do not add noise to the data set and only change the proportion of outliers (0∼45%) to verify the robustness of the estimation method. The results obtained by different F-matrix estimation methods are shown in Figure 3 , and the performance (or accuracy) is also compared using the mean and standard deviation of the distance between the correspondences points and epipolar lines. As we can see, the accuracy of all estimation methods decreases approximately linearly with the increase of the proportion of outliers. The LMedSeig method achieves better results in the conditions of different ratio of outliers. Besides, the two methods of RANSAC and FNS have achieved relatively poor results in different proportion of outliers. However, the performance of the proposed method is comparable to that of M-estimator, SDO and L2E-LSC methods.
In the third simulation experiment, the proportion of fixed outliers is 60%, and Gaussian noise with mean value of 0 and standard deviation of 0 to 2 pixels is added to verify the robustness of the estimation method in the presence of outliers and noises in the data set. The results obtained by different F-matrix estimation methods are shown in Fig.4 , and the performance (or accuracy) is also compared using the mean and standard deviation of the distance between the correspondences points and epipolar lines. As we can see, the accuracy of all estimation methods is approximately unchanged with the increase of noise level. This shows that the influence of outliers is greater than that of low noise when the ratio of outliers is 60%. Moreover, under different noise levels, the proposed method achieves good results.
Next, the estimation results of synthetic data in the presence of different percentages of outliers by different methods are summarized in Table 2 . From which we can see that, all the robust methods could partly detect and remove potential outliers. M-estimator reduces the effect of outliers weighting the residual of each correspondence, which starts from a linear initial guess and is limited in presence of a large amount of outliers. RANSAC and LMedSeig are both based on hypothesis testing strategy. RANSAC estimates the F-matrix that maximizes the number of inliers, while LMed-Seig choose that minimize the median distance between the points and epipolar lines. That LMedSeig is more restrictive than RANSAC and the results show that LMedSeig achieve better accuracy. FNS is based on the non-linear gradient criterion and represents the basic data method, but its estimation accuracy is poor. The proposed method also has good robustness to outliers, whose accuracy is close to that obtained by L2E-LSC and SDO with data in presence of different percentages of outliers. Moreover, when the outliers exceed 50%, the proposed method has the smallest polar geometric error compared with other methods.
We also do the comparison about the computational complexity of different methods. The mean computational time with all the synthetic data is illustrated in Fig.5 . It's observed that the proposed approach is faster than other four methods. This is because that our method integrates the outlierrejection mechanism in estimating F-matrix and does not need to resort to an independent strategy that requires extra processing time.
B. EXPERIMENTS WITH REAL DATA
Real images in different scenarios (provided by ref. [10] ) were selected and intensive experiments were carried out in order to further validate the proposed method. Here the points correspondence between images have been solved based on the method proposed by Zhang et al. [7] . In which, a Harris corner detector is applied to get a list of interesting points, followed by a pixel-based correlation method for points matching between two images. Figure 6 shows four sets of image pairs in different scenarios, the matching results (labeled by white '+'). And the epipolar geometry recovered by the proposed method is also given. In which, 20 pairs of matching inliers (labeled by red 'o') and the corresponding epipolar lines are illustrated. As we can see, F-matrix is accurately estimated by using the proposed method. With each matching point being on its corresponding epipolar line exactly, the epipolar geometry is properly modeled.
For each F-matrix estimation method, the mean and standard deviation of the distance between points and epipolar lines are shown in Table 3 . In addition, Table 3 also counts the runtime of different methods for estimating the Fundamental Matrix. From which we can see that the estimation accuracy achieved by the proposed method is comparable with that of LMedSeig, SDO and L2E-LSC; and better than M-estimator, RANSAC and FNS method as a whole. Moreover, compared with the other six methods, the proposed method has the shortest running time. In order to TABLE 2. Comparison of the performance for different F-matrix estimation methods by adding different percentages of outliers (the standard deviation of the added Gaussian noise is fixed to 1 pixel). Every cell shows the mean and standard deviation of the distance between correspondences points and epipolar lines. that the poor results obtained by M-estimator, some good matchings are removed in Figure 7 (b) while many outliers are still kept in Figure 8(b) ; RANSAC and FNS do not perform well neither, as many outliers are not detected; LMedSeig, SDO and L2E-LSC have good robustness and they can remove most of the outliers; the proposed method Similarly, we compared the computation time for F-matrix estimation by M-estimator, LMedSeig, RANSAC, FNS, SDO, L2E-LSC and the proposed method with real images, which are shown in Figure 9 . It can be seen that the proposed approach is faster than other six methods. It has good realtime performance, the average time for computing F-matrix is about 30 milliseconds.
The experiments with synthetic data and real images demonstrate that the proposed method has fairly good adaptability to noise and false matching. Comparing with other robust methods, good accuracy in fundamental matrix estimation is obtained by our approach. Moreover, it has obvious advantage in terms of computational efficiency.
V. CONCLUSION
A very fast and robust method to estimate the fundamental matrix from image pairs is proposed in this paper. Instead of using the hypothesis testing strategy for outlier removal, we integrate the outlier rejection scheme within the F-matrix estimation pipeline. The validity of the method is demonstrated both in simulation and experimentally. The results show that the new approach achieves a good performance by comparing to several other robust methods. Despite of its robustness to outliers and noises, the computational efficiency is particularly high, which is very appropriate for practical application. He has published relevant articles and is a member and peer reviewer of several journals. He was supported by the National Natural Science Foundation of China and the Youth Innovation Promotion Association CAS. His current research interests include visual measurement, SLAM, and space robotic detection.
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