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ABSTRACT
The wealth of s tructure observed from galactic to super-cluster scales is believed to have 
formed through the gravitational collapse of tiny inhomogeneities th a t existed in the 
m atter field in the early universe. The origin of these inhomogeneities, however, is still 
a m atter of debate, and there are a number of theories th a t set out to explain their 
initiation. A possible distinguishing factor between these theories is the nature of the 
distribution of the primordial density fluctuations.
This thesis is concerned with the measurement of the statistics of density fluctuations 
from redshift surveys with a view to placing constraints on the distribution of fluctuations 
in the primordial density field. The first approach considered is the effect of different 
statistical distributions on the evolution of the power spectrum into the highly non­
linear regime. This has been explored by running N-body simulations with different 
non-Gaussian initial conditions, and comparing the locus of evolution from the linear 
to the non-linear power spectrum with th a t derived for initially Gaussian fields. The 
evolution of power for a field with x 2 initial conditions is used to form a test for the 
viability of an isocurvature %2 model which has been proposed in the literature. Higher 
order moments of evolved simulations of this model under various biasing schemes are 
then compared with existing measurements of higher order moments from the APM  
galaxy survey.
Having investigated the evolution of the power spectrum of initially non-Gaussian fields, 
a natural progression is to  consider higher order Fourier statistics as a test for non- 
Gaussian fields. A four-point Fourier based test is developed in which correlations be­
tween the amplitude squared of the density modes (power modes) are compared with
the Gaussian prediction, which is a function of the selection function only. The test has 
been applied to  the combined QDOT and 1.2 Jy redshift surveys, and the results have 
enabled quantitative limits to be placed on a particular class of non-Gaussian models. 
The projected increase in sensitivity of the test for forthcoming surveys has also been 
calculated.
The power correlations test is to some degree affected by redshift distortions, and ex­
tensions to the test are developed to take into account their effect for spherical redshift 
surveys. The emphasis is then shifted, and the correlations between Fourier modes are 
used as a  new m ethod for measuring the redshift distortion param eter, ¡3. This approach 
does not rely on the d istant observer approximation, and extensions have been made to 
deal with the mildly non-linear regime, in which the randomised velocities of galaxies 
in clusters damp the linear redshift distortions, and form the so called ‘fingers of god’. 
The m ethod is applied to an ensemble of simulations to  test its reliability, including 
some mock Q D O T+1.2 Jy  and PSCz surveys. Finally, the test is applied to  the real 
Q D O T+1.2 Jy  survey, and an estim ate found for the redshift distortion param eter, /?.
C h a p te r  1
IN TRODUCTION
Human beings have a long record of fascination about their own existence. This has been 
evident from the first simple cave drawings, through a varied history of mythology, and 
latterly  with the trem endous developments in physics th a t have enabled quantitative 
predictions to  be made about our environment. While our mythological history sheds 
light on many ages and cultures, most would agree th a t it is to  the physical world th a t 
one has to look to explain how these creative beings come to find themselves occasionally 
pondering their own existence.
Cosmology is the a ttem pt to understand through science the origin, evolution, and be­
haviour of the Universe as a whole. It has a long and remarkable history, and while we 
have come a long way since the Copernican debate about the centre of rotation of our 
solar system, current discrepancies coupled with experience of the past suggests th a t we 
too have a long way to go.
The first part of this chapter contains a brief review of modern physical cosmology, 
including some of the unresolved issues in cosmology, as well as some of the theories th a t 
have arisen to address these issues. The second part of the chapter introduces much of 
the m athem atical formalism required for the work in the rest of this thesis. This includes 
some of the m athem atical techniques used in the field of large scale structure.
The Cosmological Principle asserts th a t any fundamental observer placed anywhere in 
the Universe will find it to  be isotropic in all its measurable quantities. This assumption
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further implies th a t the Universe must be homogeneous, since this is the only means 
by which two randomly placed observers may both observe spherical symmetry. While 
philosophical and perhaps even pragm atic in origin, the cosmological principle is sup­
ported on large scales with a wealth of evidence. This ranges from observations of the 
microwave background, which has been found to be uniform to one part in 105 over scales 
hundreds of times larger than  the horizon scale a t the epoch of recombination (Gorski et 
al. 1996), to  galaxy counts, which also appear to  be independent of orientation, for ex­
ample in the Las Cam panas survey (Shectman et al. 1996), and the QDOT l-in-6 all sky 
redshift survey (Saunders et al. 1991). These observations confirm our isotropic picture 
of the Universe, but redshift surveys have also enabled us to measure the local density 
field in three dimensions. On scales above ~  100/i_1Mpc, the mean square deviation 
from the average density is found to be of order a few percent (e.g. Tadros et al. 1998), 
providing evidence for homogeneity in the local Universe.
The im portance of the cosmological principle and its supporting evidence is th a t it gives 
us license to extrapolate (with suitable care) our observations of the local Universe to 
the Universe as a whole -  and thus to test models for the evolution and nature of the 
whole Universe.
1.1 D ynam ics o f th e  U niverse
Cosmology owes its beginnings as a mathematical science to Newton. Newton not only 
established a framework for mechanics, with his famous three laws of motion, but he 
also came up with T h e law o f  universal gravitation , which was first form ulated in 
1665. This describes the force exerted on a mass M\  due to another mass, M 2 when 
they are separated by a distance r:
f = O M 1M1r
7
Implicit in Newton’s ‘universal’ law of gravitation is the equivalence of gravitational 
and inertial masses -  resistance to motion described by the constant of proportionality 
between force and acceleration in Newton’s second law, F =  ??ra, turns out to be the 
same property th a t affects the magnitude of the gravitational pull.
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This ‘weak equivalence principle’ was built on by Einstein, who further asserted th a t 
the physics in inertial frames is equivalent to (or indistinguishable from) freely falling 
frames. This is known as the s tro n g  eq u iv a len ce  p rin c ip le , and formed the basis for 
General Relativity.
1 .1 .1  T h e  R o b e r tso n -W a lk e r  m e tr ic  an d  th e  F r ied m a n n  e q u a t io n s
In General Relativity, the basic idea is to use the equivalence of inertial and free fall 
frames to  transform  gravity into a property of spacetime itself -  thus building on M ach’s 
ideas of motion being defined by the overall distribution of m atter. The general relativis- 
tic formalism is in tensor notation to enable the curvature of space to be incorporated 
easily.
The interval between two events for curved space is given by:
ds2 =  g ^ d x ^ 'd x 1' (1-2)
where indices ¡1 and v run from 0 to  3, x° =  ct is the time coordinate and x 1, x 2, x 3 are 
spatial coordinates, g ^  is the metric tensor which describes the geometry of spacetime. 
In flat, Minkowski spacetime, it is simply given by: diag[l, — 1, — 1, — 1], The Einstein 
equations relate properties of the curvature of space-time to the energy-momentum ten­
sor , ,
GfMU —  RflV  2 RJfJfJ,U f.LV   Fty, (1.3)
where R^iU is the Ricci tensor, providing information about spatial curvature, R  =  
g^Rfj.u is the Ricci or curvature scalar, and A is known as the cosmological constant. 
The contravariant form of the Einstein tensor, G has the property th a t its covariant 
divergence is zero, thus retaining conservation of energy (see e.g. Mpller, 1972).
In an isotropic and homogeneous universe, the metric, g can be described by the 
Robertson-W alker metric, which in polar spatial coordinates (r, #, 4>) is (see e.g. Longair 
1984 for a derivation):
ds2 — (c d i)2 — a (t ) ‘ —— 2 +  r2 ( V + s i n W )  
1 -  i i r  '  /
(1.4)
.3
where r is the comoving angular diam eter distance, and a (£) is the scale factor. I< is a 
free param eter which allows three different spatial curvatures in the model. These are:
i. K  =  0. This describes Euclidean ‘fla t’ space.
ii. K  > 0. Here the space is curved, and is described by the surface of a 3-sphere (a 
higher-dimensional equivalent of (say) the surface of an orange, which is a 2-sphere). 
The angles of a triangle in this space add up to more than 180°.
in. K  <  0. This space is hyperbolic, and is more akin to  our notion of a saddle-like 
surface. Angles of a triangle in this world would sum to less than 180°.
W ith equation 1.4 as the metric, the Einstein equations are given by the Friedmann 
cosmological equations:
'Ac2 a21• 9 8tT Cj 9 9
a = ~Y~Pa ~ R c  + 3




Equation 1.5 comes from the spatial part of the metric, and equation 1.6 from the tim e 
component. These two equations are not independent, and equation 1.6 can be derived 
from equation 1.5 if one can relate the evolution of density to the pressure, which we 
shall now do.
If the Universe can be treated  as an ideal fluid, then the first law of therm odynam ics 
can be expected to apply:
dU — - p d V  + dQ,  (1.7)
where U represents the fluid’s internal energy; Q heat energy; p  pressure; and V  volume. 
If the Universe is homogeneous, then the net transfer of energy from any one region to 
another will be expected to  be zero, and so statistically there is no heat transfer. The 
expansion can therefore be treated as adiabatic, with dQ =  0. This gives:
d (pa3c2j =  —p d a 3, (1.8)
where the left hand side is the internal ‘rest m ass’ energy of the fluid, and the right hand 
side signifies the work done as a result of the expansion. Given an equation of sta te , we
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can now predict how the density will vary with scale factor, and thus use the Friedmann 
equations to  determine the dynamics of the Universe.
We consider two scenarios:
i. D u st m od els. Here the Universe is dominated by non-relativistic m atter, and the 
pressure contribution is much smaller than the inertial mass energy density, so p ~  0, 
giving d (pa3c2) =  0, and so:
P g  (a) oc P g  (a0) a~3. (1.9)
it. R ad ia tion -d om in ated  m odels. In the early Universe the photon energy dom inates
over the m atter energy, and in this case pressure cannot be neglected. The to ta l energy
density e of radiation is given by:
e =  T ;  h v N  (hi>) , (1-10)
V
where
e = prc2, (1.11)
and N  (liv) is the number density of photons of frequency v. Since the number of photons 
is conserved, the number density goes as N  (hu) oc No {hu) / a 3 as the Universe expands. 
In addition each photon suffers a redshift, resulting in a frequency shift of u = u0/a.  So
« =  £ ,  ( i . u )
giving
pr (a) oc pr (a0) a -4 . (1-13)
Substituting pr into equation 1.8 gives the equation of sta te  for radiation: pr = ^prc2.
1 .1 .2  R e d s h if ts  an d  th e  H u b b le  p a r a m e te r
The redshift is defined as:
(1.14)
where \ Q is the observed wavelength of light from (say) a galaxy, and Ae is the wavelength
a t which the light was emitted. In practice it is determined by matching the galaxy
spectrum  with atomic transitions for which the rest frame wavelength Ae is known. This 
effect was initially ascribed to the D oppler shift.
Consider a body moving with velocity vx relative to an observer. If it emits light with 
wave crests separated in time by A t (in its own rest frame) then the observer will 
measure the separation in time between wave crests as At ' ,  where At '  is given by the 
usual Lorentz transform ation:
. , A t  — ( - v )  • A x /c 2
•  ( L 1 5 )
So if A t 1 =  A0/c,  and A t  =  Ae/ c , then
\ _  > 1 +  {v/c)cos6
rr 2 , O i (1-16)
A /1  —  VZ /  Cl
1 , _ 1 +  {v/c)cosd
1 + Z = v / l - . ^  ' ( 1 ' I T )
The dom inant contribution to z comes from the radial part of the motion, vr =  vcosd,
and in the limit « tra n sv e rse  <  « ra d ia l ,
I1 +  iy /c  2
1 + 2 .1 — vr/c
where vr is the proper velocity of the object.
(1.18)
In 1929 Hubble discovered th a t the redshift of a galaxy was highly correlated with its 
distance. This has been formulated into ‘Hubble’s Law’, which states th a t the recession 
velocity of an object is proportional to its proper distance, dpv:
vr =  I i f/p r, (1.19)
where H  is the H ubble constan t. Present estimates for its value place it between:
40 km s_1 M pc-1 < IIo <  90 km s-1 M pc-1 (1.20)
(see e.g. Freedman et al. 1998, Rowan-Robinson 1988 for a review). This discovery
initiated the idea of an expanding Universe, with galaxy separations increasing with
time. If we consider a light ray emitted a t time te with a subsequent wave crest em itted 
a t t e-\-5te, and observed at t0 and t0+St0, then we can relate the redshift to  the expansion
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of the scale factor. Integrating up the Robertson-W alker metric (see equation 1.4) for a 
null geodesic (d.s2 =  0) we have:
H 2 c i r d r
LW) di =  i  7 C T P " / ( r ) ' (L21)
So for light pulses sent between two places separated by constant comoving distance,
r to n f'to~\~&to r>
/  _ _ d  t =  /  d t (1.22)
Jte a ( t )  Jte+su a ( t )
which on rearrangem ent 3delds:
5te dt0
a (te) a{t 0) ’
and since we can set Sta/ S t e = \ 0/ \ e =  1 +  z  then the redshift can be given as
(1.23)
1 + z = 7^7y 0*“ )
This is thought to  be the main contribution to cosmological redshifts.
We can derive the Hubble param eter in term s of the scale factor, a by considering how
the proper distance, dpr is expected to  change with time. Integrating up the spatial part
of the Robertson-W alker metric, we have:
dPr =  I  - 7 = = ^  =  a { t ) f  ( r)  ■ (1.25)
Jo v  1 — R  r'
Now if the object we are looking at has a recessional velocity, vr , then vr = dpv = 
à (i) /  (?’), and so
In the absence of knowledge of Ho , distances are generally quoted as a function of 
h =  iîo /(100  km s_ 1M pc_1). Typical cosmological units of scale are then h~l Mpc.
Another contribution to the redshift which becomes increasingly im portant a t very large 
distances is the gravita tional redshift. Light undergoes a change in wavelength if 
it arrives a t a place of differing gravitational potential from its origin. This gives a 
contribution to the redshift of:
z = ^ .  (1.27)
This is simply an extension of conservation of energy to  photons in gravitational fields. 
While for small distances, the gravitational contribution to  the redshift is small, for
a homogeneous universe, the contribution grows as the square of the distance. The 
potential between two points can be thought of as the potential arising from collapsing 
all the m atter in a sphere of radius the point-separation down to a point. A<̂> is then:
( 1.28)
[e.g. Bondi 1947). If r ~  c /H ,  then A <j)/c2 ~  AnG p/3H 2 ~  i i/2 . So on scales of order 
the horizon (see section 1.1.6), the gravitational contribution to  the redshift is of order
0.1 —1, which is still a relatively small contribution.
1 .1 .3  T h e  d e n s ity  p a r a m e te r , fl, an d  th e  d e c e le r a t io n  p a r a m e te r , q.
Until now we have left spatial curvature as a free param eter in the Robertson-W alker 
metric. It is time now to consider what governs this param eter. From equation 1.5 in 
the absence of a cosmological constant, we have
=  (1.29)
where n — 3 for m atter dominated models, and n =  4 for radiation dom inated models. 
As a increases, the rate  of expansion decreases, and for K  >  0 (closed models) the 
expansion eventually stops, and eventually the Universe s ta rts  to contract. For K  < 0 
the expansion rate remains finite, slowly tending to \K \ l l 2c, and for K  =  0 the rate  of 
expansion tends asymptotically to zero. In this case, the Universe is said to  have critical 
density, pc, where
' ¿ \  2 3 3I I 2
a j  8ttG  8trG'
The dynamics therefore depend on the value of density relative to  pC) and this leads to 
the definition of the density param eter, fi:
n  = ( i .3 i)
Pc
Spatially closed models require >  1, and open models Q, <  1. Current estim ates of 
the density param eter lie in the range (see e.g. Trimble 1987, Carr 1994)
0.2 < ft0 <  1 , (1-32)
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although its value is in some dispute, as we shall see later. We can also define a deceler­
ation param eter, g, which describes the rate of deceleration in the Universe. It is defined 
to be:
ci(t) a (t)
<1 (0  = -----H y 1 1 . 1..33ai
In general, using equation 1.6
fio 1 Ac2 Q0 , ,
f/°- T ~ I h S =T“fiA (L34)
(where =  Ac2/[3H q]) . A ttem pts to measure go have mainly come from the use of 
supernovae as standard  candles (e.g. Kim et al. 1997, Riess et al. 1998, Perlm utter et al. 
1998). The latest estim ates are (Riess et al. 1998):
-1-75  < g0 < 0  (1.35)
a t the 99.5% to 99.9% confidence level, suggesting th a t the Universe is undergoing ac­
celerated expansion. This limit also favours the existence of a cosmological constant,
whose value is 12a > 0.1 if we use the current lower limit for in equation 1.32.
1 .1 .4  T h e  c o s m o lo g ic a l c o n s ta n t , A
This constant was originally added into Einstein’s equations to create a sta tic  universe. 
It is now treated  as a vacuum energy which provides a source of negative pressure. While 
somewhat counterintuitive, the negative pressure can be derived by considering a syringe 
of the vacuum, and remembering th a t the vacuum has constant energy density, ev. If we 
move the plunger out by an am ount dU, then the energy change dU =  evd V  — — pdV,  
thus giving p — —ev. In the absence of any m atter, i.e. p =  0,p  =  0, K  =  0, and non 
zero cosmological constant, the scale factor goes as:
a (t) oc exp
A y / 2 ■
— ct
3 J (1.36)
so the vacuum energy drives an exponential expansion. This is known as the de Sitter 
model (1917), and it has proved of interest to inflationary models (see section 1.3.3).
Another model worthy of note is the Einstein-de Sitter model, in which p =  0 ,A  =
0 and Q =  1. Here the scale factor follows a power law expansion:
a (t ) oc f2/ 3, and
H ̂  = h'with qo = \ ' '̂37̂
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1 .1 .5  E v o lu t io n  o f  th e  d e n s ity  p a r a m e te r
The density a t any epoch can be broken up into its component contributions:
/hot '— P r^  T Prn^ T P v j (1.38)
where subscripts r, m,  and v stand for radiation, m atter, and vacuum respectively. We 
can determine how the density evolves by substituting equation 1.38 into equation 1.5, 
and noting th a t K c 2 — a2H 2 (£l — 1) =  constant. W ith a little rearrangem ent, and 
remembering pc = 3 I i 2/8irG we get:
°  (a) "  1 =  [fir0 a - 2 +  n m0 a - 1 +  Qv0 «2 -  +  1] • (L39)
Clearly as a —>■ 0, the right hand side of this equation —> 0, implying th a t the density 
param eter tends towards 1 a t early epochs. In the presence of a non-zero cosmological 
constant, as a —>• oo, the left hand side also tends to zero, implying th a t universes with 
non-zero A also tend towards =  1 a t late times.
1 .1 .6  T h e  p a r t ic le  h o r izo n
If the age of the Universe is finite, as the Friedmann models (with no A) coupled with the 
observed expansion of the Universe suggest, then light can only have travelled a finite 
distance within the Universe. Particles separated by less than this distance are said to 
be causally connected, and information (for example gravitational waves) has had time 
to  propagate between the two particles. The limiting distance for which this is true is 
called the particle horizon. At separations greater than this horizon, no information 
transfer can have occurred. The particle horizon, R h  is given by:
RH{t)=a{t) L w ,  (L40)
(which comes from integrating up d I — c d i/a , and converting to a proper distance). If 
a (t) is a power law, a cc lx, then the integral diverges for x > 1. In this case R h  -*  oo, 
and one can expect all particles in the Universe to have been in causal contact.
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1.2 Standard m odel physics o f  th e early U niverse
The dust and radiation models of the Universe suggest th a t the energy density increased 
inversely with scale factor, and so a t early times the energy density was much greater 
than  it is now. The standard model hypothesises th a t the physics of today also applied 
in the early Universe (at corresponding energy scales), and this allows us to use our 
experience of stellar processes, and high energy physics experiments to make inferences 
about equivalent energy scales of the early Universe. Of course, progressing even further 
back in time, one soon reaches energy scales far greater than  those of which we have 
experience, and on these scales we can only speculate about what might have occurred.
Outlined below is a brief account of the im portant eras in the early Universe.
1. T h e P lan ck  Era Tp ~  1019 GeV
This represents the tim e interval during which the cosmological horizon is of order the 
de Broglie wavelength of one particle. Quantum  gravitational effects on this timescale 
are expected to be im portant, and in the absence of a working theory of quantum  gravity 
we can say little about this era.
2. G rand U nified  Era (GUT) TP > T  > TGUT ~  1015 GeV
In this tem perature range it is speculated th a t interactions are described by a grand 
unified theory, in which electroweak, strong and presumably gravitational interactions 
are unified. In particular, quarks and leptons would have been governed by the same 
unified field, possibly allowing changes in the baryon number. This would be of great 
im portance in explaining the observed baryon -  anti-baryon asymmetry.
3. P h a se  T ransitions T  < T q u t
As the Universe expanded and cooled, its therm al energy dropped below the energy 
scales of a number of different physical processes, so changing the physics th a t occurred 
in the fluid.
The first of these changes was a series of phase transitions occurring from spontaneous 
symm etry breaking processes in the GUT field. These are thought to have given rise
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to the fields we now observe. This era has also been suggested to give rise both to 
topological defects, and an inflationary era. These are described in section 1.3 below.
i. T  =  Tew — 300 GeV. The first symm etry to go (after gravitation) was between 
th a t unifying the strong and electro weak fields. This is possibly when the baryon -  
anti-baryon asym m etry was initiated.
U. T  > T q h  — 200 — 300 MeV. In this phase transition leptons acquired masses and the 
interm ediate vector bosons gave rise to  the massive bosons: W +, W ~  and Zq as well as 
photons. W hen the tem perature reached T q h , strong interactions between the quarks 
led to  their confinement within hadrons.
4. P artic le  A n n ih ila tion
Next came the annihilation of particle -  anti-particle pairs, which occurred when the 
therm al energy of the Universe dropped to below the mass energy of the particle pairs. 
The heavier particles were therefore the first to go:
i. A t a tem perature of Th ~  130 MeV ~  1012 I\ the hadron era ended, and saw the 
annihilation of charged mesons (e.g. pions: 7r+ , 7r~). Neutral mesons (e.g. n°) decayed 
into photons.
ii. At lower tem peratures (Te ~  0.5 MeV ~  109 K) the r ,  and g  type lepton pairs 
annihilated, followed by the electron pairs (e+ ,e~ ). They too left a background of 
photons. The e+ ,e~  annihilation marked the end of the lepton era.
•5. D ecou p lin g
At around T  ~  1010 K, the characteristic time scale for neutrino collisions with the other 
particles became much larger than the time scale for expansion, and so the neutrinos 
lost therm al equilibrium with the rest of m atter. Once the neutrinos had decoupled they 
evolved independently of the rest of the fluid. The photons were the next species to 
decouple, but this happened somewhat later on (see below).
6. N u cleo sy n th es is  t ~  300 seconds.
When the fluid reached T  ~  109 K, it was composed mostly of protons, neutrons,
12
positrons, electrons and photons. At these tem peratures the protons and neutrons fused 
to form the first of the light elements. This is described briefly in section 1.2.1
7. M atter-rad ia tion  E quality  z  — 23, 500Q/r2
Since the contributions to the energy density from radiation and m atter have different 
scale factor dependencies (er cc a~4, and em oc a -3 ), as the scale factor increased, there 
was a shift in the ratio of contributions from radiation and m atter. M atter-radiation 
equality marked the cross over between radiation and m atter dominated eras. The 
equation of s ta te  moved to a m atter dominated variety, and the expansion of the Universe 
slowed. This was the first time when fluctuations in the m atter field survived photon 
interactions without being erased, and so in the case of cold dark m atter, they would 
have begun to grow.
8. R ecom b in ation  2 ~  1500
Until this stage the therm al energy was much greater than Coulomb interactions, and the 
fluid behaved like a plasma. Thermal equilibrium was m aintained by photons Thomson 
scattering off free electrons, but finally the therm al energy dropped below the ionisation 
potential of the positively charged ions, and the electrons combined to form neutral 
atoms. In the absence of free electrons, photons were no longer scattered, and the optical 
depth increased enormously. They could now travel unperturbed across vast stretches 
of the Universe, and these are the photons we believe are now being detected as the 
microwave background. A few properties of the microwave background are explored in 
section 1.2.2.
1 .2 .1  N u c le o s y n th e s is
While the stellar models for nucleosynthesis accurately predict the abundance of the 
heavier elements (from helium up), stars do not possess high enough tem peratures in 
which to make deuterium and the observed abundance of helium (Reeves et al. 1973), 
and so it is to the increasing tem peratures of the early Universe th a t we turn  to  for their 
origin. The primordial origin of the light elements was first proposed by Gamow (1948), 
and Alpher & Herman (1949), and the beauty of this model is th a t it predicts the ratio
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of light element abundances (' Li, 4He, 3He, D, and H), and these are found to agree with 
observations. Prim ordial light element production is thought to have started  with the 
following equilibrium nuclear reactions:
p + e ~  #  n + ve (1-41)
n + e+ ^  p + ve (1-42)
n ^  p + e ~ +  Ve. (1-43)
As the tem perature dropped, the therm al equilibrium of these weak interactions was lost, 
and the proportion of protons to neutrons became fixed. At still lower tem peratures the 
photon energy became low enough for deuterium to be formed in significant quantities 
w ithout being destroyed by photo-dissociation processes:
p +  n —y d +  7 . (1-44)
The subsequent nuclear reactions required two body deuterium interactions which re­
sulted in a delay, or ‘bottleneck’ while the deuterium density became large enough to 
allow the next stages of the process which ultimately gave rise to helium. Tritium was 
formed first:
d -f- d —)■ 3 He -)- Ti —y 3H -f- p
d + d —y 3H + p. (1-45)
The tritium  and deuterium are then thought to have reacted to form 4He:
3H +  d —>■ 4Ide +  n. (1.46)
The initial density of nucleons determines the amount of deuterium produced, and the 
higher the density of deuterium, the greater the production of helium. The rate of this 
reaction increases with i lh 2 and since the tem perature a t which helium ceases to be 
produced is only weakly dependent on density, the remaining abundance of deuterium 
after it freezes out (when ¿reaction >  remains roughly constant. This results in
highly baryonic universes tending to have low relative deuterium abundances (D/LI). In 
the lifetime of a galaxy deuterium tends to  get destroj^ed, mostly being converted into 
3I4e. A measure of the present abundance of deuterium therefore provides a lower limit 
to the am ount th a t could have emerged from the big bang. An upper limit can also be
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estim ated by measuring the observed abundance of r/ +  3He, and assuming th a t all (or a 
model dependent fraction) of the 3He was formed from deuterium. From the deuterium  
abundance and models of the rate of formation of deuterium one can estim ate the baryon 
density of the Universe. This is currently calculated to  lie in the range (Walker et al. 
1991):
0.010 < n B h2 <  0.015. (1.47)
This estim ate for the baryon content is significantly lower than estim ates of the to tal 
mass density from cluster and galactic dynamics, which place f^Total somewhere in the 
range 0.2 <  i^Totai ^  1 (see equation 1.32). If both these estim ates are to  be believed, 
then a large fraction of the mass contribution must come from non-baryonic m atter. This 
is not the only discrepancy to be found in the field of estimating the m atter content of 
the Universe, as we shall see in section 1.4.
1 .2 .2  T h e  m icro w a v e  b a ck g ro u n d
The discovery of the microwave background in 1965 by Penzias and Wilson has proved 
of trem endous importance to cosmology. Not only did it provide extremely convincing 
evidence in support of the hot big bang model, but it gave new scope for the determ ina­
tion of cosmological param eters, and the testing of cosmological theories. The photon 
background is measured to have a present tem perature of
Tomb =  2.726 ±  0.010 K, (1.48)
(M ather et al. 1994), and this is found to be uniform to one part in 105 on scales of 10
degrees across all regions of the sky (Banday et al. 1997). It is also measured to have a
black-body spectrum  to an accuracy of one part in 104 (M ather et al. 1994), i.e. it has 
the form:
/   ________________________   (1 49)
" "  c2 ( e^ /kT  _  i)  >
where I „ is the intensity of radiation at a frequency u. There are several points worthy 
of note about this. The first is th a t its black body nature suggests th a t the photons 
have come from a region where m atter and radiation were in strict therm odynam ic
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equilibrium. The lack of distortion of the spectrum also suggests th a t it has passed 
through ‘em pty’ space since it left the thermodynamic equilibrium1.
The preservation of a black body form also requires th a t the photon tem perature de­
creases a t the same rate as the frequency during the Universe’s expansion. We know from 
the definition of redshift th a t the frequency of light decreases as (1 +  ¿r)-1 with redshift. 
From Stephan’s law for a black-body, the energy density is related to  the tem perature 
by:
e = cr rT 4. (1.50)
As we saw from equation 1.13, the radiation energy density decreases as the fourth power 
of (1 +  2:), and so T  oc (1 +  z )~ l . The fact th a t the tem perature to frequency ratio does 
indeed remain constant as predicted, and th a t the tem perature today is measured to be 
so small provides strong support for an expanding model in which proper volumes in the 
Universe change as the third power of the scale factor.
There are two redshifts associated with the cosmic microwave background (CMB). The 
first, recombination, is calculated from requiring th a t the therm al energy a t the tim e of 
recombination was of order the ionisation potential of a hydrogen atom  (13.6eV) -  in 
fact a t this energy, photons released when the electrons combine with the protons would 
have sufficient energj^ to ionise surrounding atoms, so recombination actually occurs a t a 
lower tem perature in a two stage process (so th a t the individual energy of each photon is 
less than  the ionisation potential). The ‘epoch’ of recombination is then defined to occur 
when the fractional ionisation of the protons was ~  0.5, this is thought to  be around 
zrec ~  1500 (e.g. Coles & Lucchin 1995). The second redshift is th a t m arking the surface 
of last scattering (from which time the observed microwave photons originated). This is 
taken to be when the optical depth decreased to about 1, and occurred at a redshift of 
•qs ~  1080 (e.g. Silk 1986) with little dependence on param eters Q,Qb,h  & A.
We shall now calculate the angular size of the particle horizon at the epoch of last 
scattering, as it tells us something interesting. We have from equation 1.40 th a t  the
1 Clearly there  are exceptions to  this -  for example where the photons have passed th rough  protoclus­
ters, and  have been reheated  as seen w ith the Sunyaev Zel’dovich effect.
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proper length of the particle horizon at a time t\s is given by:
Un cdt'
R h  ( ¿ I s )  =  « (¿ Is )  /
JO a(t')
— bca(t\s) [  t' 1/,2d t'
Jo
=  2 6 c «(¿is) ¿j1/ 2, (1-51)
where we have made the simplifying assumption th a t the Universe is radiation dom inated 
from t =  0 until recombination (so a = b i 1/ 2), where b is ju st a constant of proportion­
ality. The angle an object of comoving size ?’i subtends a t a comoving distance r 2 is:
0 = 7 7 LT  =  - >  (l 5 2 )f { r 2) r2
where f  (r2) depends on the spatial curvature (=  sin (kr) for k  =  + 1, sinh (hr) for 
k — — 1, and r  for k =  0), and we have assumed th a t we are in a Euclidean universe. 
The comoving distance to the surface of last scattering is given simply by:
ft now rr\f^
rcom = { s ( 1 " 5 3 )
This can be solved using a oc t2'3 (for an Einstein-de Sitter universe), since we are now
m atter dom inated. So bearing in mind th a t the comoving horizon is given by (ijs),
th a t fnow ¿is, and th a t a cc (1 +  z )~ l irrespective of the equation of sta te , we get:
0 =  ^ ( i + ^ r 1/2. (1.54)
So for z\s — 1000, the horizon subtends an angle of about 1°. The existence, therefore 
of fluctuations on a scale of 10° might well seem surprising.
1.3 F lu ctu ation s and their in itiation
In fact the existence of fluctuations on any scale is not predicted by the standard  model, 
which describes a completely homogeneous universe. Clearly, given the wealth of struc­
ture observed today, we can reasonably conclude th a t there must have been m atter 
fluctuations early 011, and th a t these may either have been present as an initial condition 
in the early Universe, or another physical mechanism might have caused their initia­
tion. This section describes the possible types of fluctuations and addresses two theories 
which are not part of the standard model, but which predict the existence of m atter 
fluctuations in the early Universe.
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1.3.1 T y p e s  o f  f luctuation
Fluctuations can occur in either the m atter distribution only, or both the m atte r and the 
radiation distribution. The precise nature of the fluctuations is still a m atter of debate, 
and there are three main models.
A d iab atic  p ertu rb ation s. Here the fluctuations in the radiation density are 4 /3  times 
those in the m atter distribution at all times. This close relationship between the photon 
and baryon fluctuations is as a result of the tight coupling approxim ation, in which 
Thomson scattering keeps the photons following the baryon perturbations closely even 
on small scales. The perturbations are adiabatic because the entropy per baryon remains 
constant (owing to  the entropy contribution coming from the photons, whose number 
density tracks the baryons).
Iso th erm al p ertu rb ation s. In this scenario there are no fluctuations in the radiation 
distribution, and so the photon tem perature is constant.
Isocu rvatu re p ertu rb ation s. As the name suggests these perturbations initially have 
zero curvature because overdensities in the m atter distribution are exactly cancelled by 
underdensities in the photon fluctuations, resulting in a homogeneous energy density. At 
early times on large scales, isocurvature perturbations resemble isothermal perturbations, 
since the isocurvature radiation fluctuations tend to zero as t —ï 0. As tim e progresses, 
and the Universe moves towards m atter domination, the fluctuations in the radiation 
(on scales greater than  the Jeans’ length) grow to compensate for the decrease in energy 
density of the radiation part of the fluid. Conversely the m atter fluctuations get smaller, 
and at late times tend to  zero.
On scales smaller than  the Jeans’ length, the radiation pressure acts to  homogenise the 
radiation field, and in doing so, the photons also drag m atter with them from the high 
photon density regions to the low photon density regions. Since the low photon density 
regions correspond to high baryon density regions, this acts to increase the am plitude of 
m atter fluctuations.
18
1.3.2 T op o log ica l D efec ts
Phase transitions have been proposed as a possible physical process th a t would give rise 
to m atter fluctuations in the early Universe. As we have seen earlier, these arise naturally 
from the standard  model, for example when free quarks become confined to  hadrons. 
In general phase transitions occur when the minimum free energy, F  (=  E  — T S )  of a 
system changes, and the system assumes the new minimum energy configuration. This 
change in minimum free energy generally results in a change in the level of order of the 
system, for example the phase change th a t occurs when water freezes results in the water 
molecules moving from random locations to a crystalline structure.
In the case of the early Universe, it is speculated th a t there could have been phase changes 
in unknown scalar fields, which resulted in the fields adopting new energy configurations. 
Topological defects are thought to arise when the system has more than  one minimum 
energy configuration -  while some parts of the Universe will move to one minimum energy 
configuration, other causally unconnected regions may assume a different configuration, 
and a t the boundaries of these regions, (since the field has to remain continuous), there 
has to be a region of space th a t is trapped in a non-minimum energy configuration. 
These interfaces are known as topological defects, and have the property th a t space is 
warped around them. This spatial ‘tw isting’ is equivalent to having a gravitational field 
around the defect, and so they act as seeds for m atter fluctuations.
There are a number of possible defects, each arising from a different dimensionality 
of the scalar field. These include magnetic monopoles, cosmic strings, domain walls, 
and textures. The existence of domain walls and magnetic monopoles can be ruled 
out as a source for m atter fluctuations, since their energy density is far too high to  be 
compatible (to within several orders of magnitude) with our estim ates of if. Textures and 
strings, however remain potentially feasible. These are predicted to give scale invariant 
potential fluctuations [i.e. A^ oc k° , and A 2 (k ) oc k4, see equation 1.101 for a definition 
of A 2 (&)], and the resulting m atter distribution would be expected to  contain large scale 
correlations (owing to the defects’ extensive influences on surrounding m atter), and thus 
would give rise to an initially non-Gaussian m atter distribution.
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1.3 .3  Inflation
Inflation has been motivated by a number of problems2 with the standard  model, only 
one of which is the problem of the existence of m atter fluctuations. It was first proposed 
by G uth in 1981.
i. T h e fla tn ess prob lem . As we noted earlier from equation 1.39, except in the case 
where 0  =  1, the Universe evolves away from the spatially flat solution. The fact th a t 
we measure O to be of order 1 now implies th a t 0  was extremely close to  1 in the early 
Universe. The options available to explain this are either some fine tuning of initial 
conditions, or a physical mechanism th a t gives rise to this ‘tuning’ naturally.
ii. T h e horizon  problem . In the discussion of the CMB (subsection 1.2.2), we calcu­
lated th a t the horizon size of the microwave background a t the epoch of recombination 
is presently observed to be ~  1°, but fluctuations are observed to exist on scales as large 
as 10°. The level of these fluctuations is also consistent over all directions of the sky, 
which could be deemed as odd given th a t regions separated by more than a couple of 
degrees are expected never to have been in causal contact. Again in the absence of new 
physics, the problem is only resolved by imposing a further set of initial conditions in 
the early Universe.
Hi. T h e m agnetic  m onopole  problem . If strong and electroweak forces were unified 
at one stage, then the symm etry breaking process surrounding their subsequent ‘disuni- 
fication’ is expected to  generate magnetic monopoles as a result of the phase transition. 
In this case an explanation as to why the density of magnetic monopoles is so low that 
we don’t detect them  is required (for example in our measurement of f2) .
iv. T h e cosm ological constant problem . This is another fine tuning argum ent
based on the present upper limit for the cosmological constant. If we use the relation
q0 =  fio/2  — Oai and the current constraints for q0, and fi0, the contribution to the
vacuum energy is limited by: Qa is 2. This yields a limit for the cosmological constant




|A| <  10_527?r~2 ; i.e. (1.55)
PA < 10- 123 (1.56)
P  P lan ck
which is extremely small, and hard to  justify from ‘natu ra l’ constants.
The general idea behind inflation is th a t the Universe underwent a period of exponential 
growth early on. This expansion led to an increase in the scale factor by about fifty orders 
of m agnitude. The rapid expansion forced regions th a t were once in causal contact 
outside the standard  model prediction for their particle horizon, and so explains the 
uniformity, and fluctuations observed on so called super-horizon scales in the microwave 
background. Another consequence of such an expansion is the prediction th a t fi must 
be equal to 1 now -  unlike the standard model, inflation predicts th a t universes of any 
initial density get driven towards unity through the massive expansion of the scale factor. 
M atter fluctuations also arise naturally from the amplification in scale of local quantum
fluctuations in the gravitational potential. In the simplest inflation models, because
the fluctuations come from quantum  uncertainties, they have a random phase, and so 
would be expected to be Gaussian distributed. The problem of the absence of a large 
population of monopoles is also neatly sidestepped -  as their density is diluted to less 
than one per horizon volume. The m ajor predictions from inflation are:
i. K  =  0 =» fi =  1, (for A =  0)
ii. Gaussian m atter fluctuations arising from random quantum  fluctuations in the m atter 
potential (some inflationary models predict non-Gaussian fluctuations, see below).
iii. Scale invariant (Harrison-Zel’dovich) fluctuations (Harrison, 1970; Zel’dovich, 1970). 
The mean square amplitude of potential fluctuations on different scales is predicted to be 
constant. In Fourier space, this gives \4>k\2k3 = const., and from the comoving Poisson 
equation: V 2<̂ =  4wGp5 (see section 1.6), we get k24>k on 8k- The power spectrum  for 
m atter fluctuations, P  (k) ~  \Sk\2 is therefore oc k.
There are however problems with the most basic model, for instance getting the Universe 
to  stop inflating before the energy density in each ‘horizon’ volume becomes too small, 
and th a t our current estimates of do not favour a flat universe. The first two predictions
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can be side stepped with more elaborate models of inflation, generally requiring two 
epochs of exponential expansion, leading both to possible low density universes and 
non-Gaussian fluctuations {e.g. Yi & Vishniac, 1993) (see below). These ‘refined’ models 
appear somewhat contrived, and the predictive power of inflation is lost by these tunable 
models {e.g. Barrow & Liddle, 1997).
1.4 D ark M atter
1 .4 .1  E v id e n c e  for  D a rk  M a tte r
In 1933 Zwicky found th a t the mass of the Coma cluster inferred from motions of galaxies 
in the cluster did not agree with the mass th a t would be inferred from simply measuring 
the to ta l luminosity of the galaxies and multiplying by the m ass-to-light ratio for galaxies. 
The same discrepancy between the dynamical mass and the luminous mass has been 
found for spiral galaxy rotation curves which indicate the existence of m atter way past 
the visible extent of the galaxy. These measurements are generally expressed as a mass to 
light ratio in solar units -  for example galaxy mass to light ratios are found to  be of order 
IOMq/Z/©, whereas rich cluster mass to light ratios lie in the range 100 — 300M q / L q 
(Trimble 1987, Carr 1994). Some of the discrepancy between cluster and galaxy mass to 
light ratios can be accounted for by the existence of hot X-ray em itting intracluster gas 
which lies between the galaxies, and this can account for as much as 30% of the cluster 
mass. There is still, however potentially a discrepancy between the galaxy M / L  ratios 
and those found for clusters, suggesting th a t perhaps there is more m atter present than is 
observed a t the measured wavelengths. From cluster dynamical argum ents, the density 
of the Universe is found to be ~  0.2. However, if the nucleosynthesis constraints on 
the baryon content are to  be believed, — 0.02, further suggesting th a t 90% of m atter 
m ust be non-baryonic. There are two main proposals for the nature of this dark m atter. 
These are:
H ot D ark M atter . (HDM) These particles are supposed to have an extremely high 
velocity dispersion, and candidates for the particles include massive neutrinos. Their 
effect is to wipe out fluctuations on small scales, so structures would be expected to  be
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far more extended than we actually observe. This has been ruled out as the dom inant 
contribution to the m atter content on account of observations of far more power on small 
scales than is predicted by HDM (White, Frenk & Davis 1983).
Cold D ark  M a tter . (CDM) These are non-relativistic particles such as axions which 
do not form part of the particle physics standard model. In the standard CDM scenario, 
Q =  1. This model has proved to be very successful, and it is commonly adopted 
as a standard  cosmological model against which to test observations. In recent years, 
however, it has had trouble predicting enough power (structure) on large scales compared 
with observations (see subsection 1.8.2).
A lternative scenarios have been suggested in which the m atter is either warm, or a mix­
ture of hot and cold dark m atter (e.g. Taylor & Rowan-Robinson 1992). A problem with 
the la tte r is the requirement of approximately equal contributions from both sources, 
which may require some fine tuning.
1 .4 .2  B ia s e d  g a la x y  fo r m a tio n
If the Universe has a high percentage of dark m atter, then using luminous galaxies to 
trace the m atter content is not necessarily reliable, especially given the existence of 
inter-galactic gas in clusters. This uncertainty between the positions of galaxies relative 
to  the underlying m atter distribution is termed as bias, and is generally defined as a 
param eter, b relating the galaxy correlation function to the mass correlation function 
(see equation 1.90 for a definition of the correlation function),
If bias is a purely local function, b can be shown to be a monotonic function of scale 
(Coles 1993). On large scales, then, we expect the discrepancy to tend towards a linear
space the bias, b', can be defined in terms of the power spectrum (see equation 1.95):
b and b' are only equivalent if ¿galaxies =  bSmass on all scales. The way in which galaxies 
are biased relative to the underlying m atter, and the mechanisms giving rise to  bias are
(1.57)
relationship between the underlying dark m atter, and the galactic m atter. In Fourier
p s  (k) = b'2P tot (k ) . (1.58)
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F ig u re  1.1: Transfer functions for a number of different types of prim ordial fluctuation -  baryons, 
pure CDM, pure IiDM , and MDM (30% I1DM, 70% CDM). The baryonic transfer function does 
not scale exactly w ith Sift2, and here f2 =  1, A =  0.5. This plot is reproduced from  Peacock 
(1998).
themselves unknown, although possible physical processes are discussed in Dekel & Rees 
(1987). It is common therefore to employ different functional forms for the bias, with 
characteristics th a t cover the feasible alternatives of bias. Some of these functional forms 
are discussed in C hapter 3.
1.5 Transfer functions
So far we have considered fluctuations in the early Universe without considering their 
present observable properties. A number of processes occur in the early Universe th a t 
act to  d istort the primordial spectrum  of fluctuations, and these are considered here.
The transfer function, T  (.k ) itself relates the primordial power spectrum  to the one after
24
m atter radiation equality and recombination:
p R a f t e r  recom b _  p  ^ 2  p  ^ 2  p  ^ p r i m o r d i a l  _ ^  ^
This is a convenient way of confining the effects of early Universe physical processes to 
a single function. The form of T  (k ) generally depends on the nature and proportion of 
the dark m atter content of the Universe, as this affects the level of photon coupling to 
the m atter, and in turn  the level of damping th a t occurs. It is calculated numerically by 
solving the Boltzmann equation for the particular cosmology. We can gain some insight 
about the form of the transfer function by considering the various processes th a t d istort 
density fluctuations.
T h e M eszaros effect. In the radiation dominated era, the expansion of the Universe 
is so fast th a t fluctuations inside the horizon grow only very slowly. Fluctuations outside 
the horizon are unaffected by the expansion rate, and so continue to  grow. This results 
in a tilt in the power spectrum  -  large scale fluctuations have a boosted amplitude 
relative to  the small scale fluctuations. This effect ceases a t the epoch of m atter radiation 
equality, when the expansion slows down, and fluctuations inside and outside the horizon 
grow at the same rate. In the cold dark m atter case, the Meszaros effect (1974) is 
dom inant, yielding a break in the resulting power spectrum on the horizon scale at 
m atter radiation equalit}c On scales larger than the break scale, the spectrum  remains 
Harrison-Zekdovich, whereas smaller scales have a shallower spectrum , tending to  a 
spectral index of n =  — 3.
B aryonic oscilla tion s. In purely baryonic universes the photons are more strongly 
coupled to  the baryons, and so m atter is supported by radiation pressure. As fluctuations 
grow, so too does the radiation pressure, and oscillations are established in the fluid. The 
photons only decouple from the fluid on recombination, and so the oscillatory nature 
of the baryon transfer function is due to the phase of the oscillation of each fluctuation 
mode a t the epoch of recombination (see figure 1.1).
Silk D am p in g . Another effect th a t can be im portant is Silk damping (Silk 1967) -  this 
is where photons diffuse from gravitational potential wells, dragging m atter with them, 
and so damping the fluctuation amplitude.
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Free S tream in g . Damping also occurs if there are relativistic particles present in the 
fluid, and they erase structures on scales of their free streaming length. As the Universe 
expands, these particles slow down and cease to move relativistically. This causes their 
free stream ing length to  drop, giving rise to  a feature in the power spectrum  on a scale 
corresponding to  the horizon size a t the epoch at which the particles cease to  move 
relativistically. On scales smaller than this, fluctuations are highly damped.
1.6 G row th o f structure
This section probes the dynamics of fluctuations in the Universe, approxim ating m atter 
to be an ideal fluid, and considering only the Newtonian limit. An ideal fluid is described 
by three principal equations:
T h e con tin u ity  equation . This is just mass conservation i.e. the rate  of change in 
density in a given region is given by the net rate a t which m atter flows into the region,
^  =  - V - p v .  (1.60)
T h e E uler equ ation . This is an expression for conservation of momentum in a fluid. 
The left hand side is the convective velocity derivative i.e. the rate  of change of the fluid 
velocity as one moves with the bulk flow, and the right hand side is the force acting on 
the fluid denotes gravitational potential):
^  +  ( v - V ) v  =  - - V p -  V f  (1.61)
at p
T h e P o isso n  equation . This is essentially conservation of energy -  relating the grav­
itational potential to the mass density (in the Newtonian approximation),
V 2(j) — 4nGp.  (1.62)
From these relations we can derive how an overdensity is expected to evolve with tim e in 
the limit of small density perturbations. The velocities and spatial derivatives above are
in proper coordinates, so the first step is to transform  them into comoving coordinates,
thus bringing the scale factor in explicitly whose dynamics we can deduce from the
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Friedmann equations. Converting to  comoving coordinates, we have r  =  ax , where r  
is the proper distance, and x  is the comoving distance, and v  =  (a /a ) r  +  u, where v 
is the proper velocity and u  is the peculiar velocity (i.e. the velocity in excess of the 
expansion).
Changing variables from proper to comoving coordinates gives Vp —> V c/a .  Also, in 
proper coordinates, p — p ( r ,i) , whereas in comoving coordinates p =  p ( r /a ,  t), so th a t
-  ^ x -  V cp (x , i ) , (1.63)
where [ ]c denotes a partial derivative where x  is held constant, and [ ] where ax  is
held constant. So the mass conservation equation (eqn 1.60) in comoving coordinates
becomes:
dp 3a 1 „  ,
8 i + T ' ’ + « V ' ' (,’u) =  0 ' (L64)
Applying the same procedure to  the Euler equation (eqn 1.61), gives
<9u l ,  „  , a 1 1„  /   ̂ 1 - 2
'dp  ( r /a  ( t ) , t ) ' 'dp (x ,i) '
dt p I dt. J
c i x + —  +  -  (u • V c) u + - u  =  V cp  V c #  — - a a x  , (1.65)
at a a pa a \  2 )
where we have made the substitution
</> =  <I> — - a a x 2. (1.66)
Cancelling term s in equation 1.65 and defining the density contrast, 8 as
5 =  ^ - 1 ,  (1-67)
P(t)
and remembering th a t p oc a (t )~3 in the m atter-dom inated era gives:
^  +  I ( U . V ) u +  - u =  -  —  V p -  - V #  (1.68)
at  a a pa a
and
-qy +  —V • (1 +  5) u =  0. (1.69)
at a
We can go two stages further, and combine the last two relations (equations 1.69 
and 1.68) by multiplying equation 1.68 by p, and equation 1.69 by u, adding the two
together, and then taking the divergence of this equation to give our final relation:
w +2ift = w +^ ' [{1+S)™]+^ ^ { [1+S)' (1-701
This describes the complete dynamics of fluctuations in the fluid. Owing to its non-linear 
nature, complete solutions are left to numerical modelling (see Chapter 2).
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The linear regime
It is, however possible to examine how the fluctuations grow in the linear regime, which 
we shall now do. In the linear regime we stipulate th a t |<5| <C 1, and th a t the am plitude
of the velocities in the fluid, along with the rate of fluctuation evolution are all <C 1.
Given th a t the fluid velocities and evolution are dependent entirely on the am plitude of 
5, this seems a reasonable approximation to make, and it turns out to compare well with 
numerical solutions to the problem.
So in the linear regime for a m atter dominated universe in which the pressure contribu­
tion is negligible compared with the energy density, equation 1.70 reduces to:
d 2 S J i d 5  1 2
-xwr +  2—— =  - r V  d>. (1-71)at2 a at a2
Now
V 2$  =  V 2<f> +  aaV 2x ■ x /2  =  iwGpa2 +  3ad, (1-72)
and from the second Friedmann equation (equation 1.6), a — —AirGpa/3, so
V 2$  =  47rG'a2 {p -  p) . (1.73)
So we end up with
d2S a 85 A
8W  + 2 a d i  = ‘, ’ra7iS' (L74)
and from equation 1.69 the linearised version becomes:
wy +  —V • u =  0. (1.75)
at a
These can be solved to give the time evolution for the overdensity. For instance in
an Einstein de Sitter universe (0  =  1,A =  0) in the m atter dominated era (p cc a~3,
and a cc t2/3), substituting the time dependencies into equation 1.74, and looking for 
a solution of the form 5 (x, t) =  A  [t) A,- (x) yields two time dependent solutions: 
5 = A  (x) t 2/ 3 +  B  (x) i - 1 , where the first term is referred to  (for obvious reasons) as the 
growing mode, and the second as the decaying mode. The im portant thing to note here 
is th a t the equation of sta te  influences the rate a t which a mode grows, which gives rise 
to the Meszaros effect as discussed in section 1.5.
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One other useful bit of manipulation is to investigate the relationship between overden­
sities and the fluid velocities (equation 1.75). If we substitute the growing mode solution 
S = A  (x) D (t) into equation 1.75, and rearrange a little we get:
~ - 6 = — V - u  = f H 5 ,  (1.76)
D a a a
where /  =  (Da) /  (Da) =  d in  D / d  In a. We have substituted for /  because it tu rns out 
th a t while the general tim e dependence of D is not straightforward to calculate, the 
combination /  can be calculated numerically, and is a function th a t is dependent only 
(or mostly) on the density param eter, ft. /  is generally approximated by (Peebles, 1980):
/ ( f t )  =  ft0'6. (1.77)
This is of great use in our quest to determine the density of the Universe, as it provides 
a simple relation between the dynamics of ‘overdensities’ and the fluctuation amplitude. 
This relation is used in Chapter 2 to generate initial velocity fields for a set of particles, 
and in C hapter 5 to  try  to  measure / ( f t ) .  Unfortunately this relation is complicated 
by the effects of biased galaxy formation, and for a linear bias param eter b (see subsec­
tion 1.4.2), / ( f t )  —> £l°'6/b. This is known as the redshift distortion param eter, and is 
usually denoted as (3. It is discussed at length in Chapter 5.
It is also worth noting here th a t equations 1.74 and 1.75 are easily solved in Fourier 
space, since derivatives of a function are replaced by multiples of the wave-vector, k:
D . T . { V f }  = - i k F ( k ) . (1.78)
For example, the transform  of equation 1.75 is:
/  (ft) H6k -  - k  • uk =  0. (1.79)
a
In Fourier space, equations 1.74 and 1.75 therefore reduce to a set of uncoupled equations, 
each describing a single Fourier density mode -  i.e. in linear theory, the Fourier modes 
evolve independently of one another, which is of great use in analysing m atter evolution 
as we shall see subsequent chapters.
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1.6 .1  P ro b in g  th e  non-linear regim e
P ertu rb a tio n  T h eory
We have ju st seen how equation 1.70 can be simplified in the limit of very small am­
plitude fluctuations. This subsection shows how the linearisation m ethod can be used 
for larger amplitude fluctuations (as 8 approaches unity) using second (or higher) order 
perturbation theory. This method can give some insight into what is occurring at the 
‘onset’ of the non-linear regime, (although the method can result in divergent integrals, 
which are generally side stepped by cutting off the power spectrum  contribution below 
a certain scale). The basic idea is to expand the overdensity, 8 about its mean value:
8 = 8{1) +  ¿(2) +  <5(3) +  • • • i (1.80)
where |<5(i)| <C 1, and 8(nj — O [8(i)nj-  This is substituted into equation 1.70, and term s 
of order n +  1 and higher are dropped. So for instance in second order perturbation 
theory, term s of order 5m 3 are deemed negligible. Terms to first order in hq) drop out, 
since this is the first order solution to  equation 1.70, and in the second order case one 
gets left with (for negligible pressure):
d28(2) 8,08(2)+  2---------- — AnGp 5(2) +  <5(i)
1 - ,  - ,  1 d 2+  JL V Í(1) • Vd> +  (1.81)
d t2 a dt
This can then be solved by substituting in the solution for the potential 4> =  —Gpa2f  (x), 
where /  (x) =  /  d3s '5  (x') / |x  — x '|, and using the linearised continuity equation 1.75 to 
get solve for ua . This is best solved in Fourier space, because one can get rid of the 
spatial derivatives (see equation 1.78).
T h e Z el’dovich A p proxim ation
Another method for probing the onset of non-linear behaviour is to use a Lagrangian 
approach. In this approach we deal with particle displacements rather than  density 
fluctuations, and the Zel’dovich approximation (Zel’dovich 1970) is simply a linearisation 
procedure on the particle displacements. In Lagrangian theory particles are specified by 
their displacements, £ (q, t) which relates to  the particle’s comoving Eulerian coordinate,
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X, by:
x(t,q) = q-£(q,t) ,  (1-82)
where q is the particle’s initial position. In the Zel’dovich approximation, the displace­
ment is given by:
£(q)  =  D ( i ) £ L (q).  (1.83)
W here D  (t) is the linear growth factor from the growing mode (derived above for the 
Einstein-de Sitter case), and (q) is the linear displacement field. This approxim ates 
th a t particles m aintain their initial trajectories with their displacements growing accord­
ing to  the linear theory tim e factor, D (t). This turns out to be a better approxim ation 
than taking the densities to  linear order, and can be understood in term s of the conti­
nuity equation 1.76 -  in Fourier space the particle velocity on a given scale is a factor of 
l / k  times the particle overdensity. For power spectra with indices n > —3, the velocity 
‘power spectrum ’ oc k3(\uk\2) is shallower than the m atter power spectrum . It there­
fore reaches non-linear behaviour a t later times than the m atter power spectrum , and
so there is a period of time during which the velocity field is still linear on a given scale, 
while the overdensities on this scale have begun to become non-linear (i.e. A 2 (k) ~  1).
The Zel’dovich approximation breaks down around the time when particle trajectories 
cross over. F irst caustics of very high particle density form, and then instead of being 
slowed down by the large over-density, they pass straight through it.
1.7 M ath em atica l too ls
1 .7 .1  F o u r ier  r e la t io n s
As we saw in section 1.6, the dynamical equations for density evolution are more easily 
solved in Fourier space. Owing to the requirement of homogeneity on large scales, the 6k 
modes of the Universe are statistically independent, making errors generally much easier 
to evaluate in Fourier space than in real space. These advantages coupled with the ability 
to probe fluctuations of a particular scale without contamination from smaller (possibly 
highly non-linear scales), make Fourier analysis an attractive means for studying the
31
density field. This subsection sets up the formalism th a t will be used in the rest of the 
thesis.
The three dimensional Fourier transform of a function /  (x) is defined to  be:
/ ( k )  =  I  / ( x )  eik'xd3x, (1.84)
and the inverse relation is
/ ( x )  =  - i -3 f / ( k )e -* -* d 3k. (1.85)
 ̂¿TV j J
A useful property of Fourier transform s is the convolution theorem which relates the 
convolution of two functions to the Fourier transform  of their product:
/  (k) * g (k) =  - W  /' ( k -  k ') g (kO d3k '
J J
=  J f  (x)g (x)eik'xd3x. (1.86)
The convolution theorem is useful when dealing with non-uniform galaxy samples of 
the density field. Galaxy surveys with a selection function allow one to probe only the
product of the selection function with the underlying density field, and this becomes a
convolution in Fourier space.
The analogous discrete relations are useful since these are used in the Fast Fourier 
transform  -  enabling transform s of da ta  to be performed much faster. These are (e.g. 
Arfken 1985):
2 N —1
f ( k pqr) =  ¿ 2  / ( x ^ ) e î W 'x- fc, (1.87)
i , j , k= 0
and
-, 2 N - 1
/  (xiife) =  — — 3 £  / ( ( 1-88)
( ' P,9,r= 0
where x ijk = ( x i , y j , z k) and k p?r =  .
1 .7 .2  S t a t is t ic s  o f  th e  d e n s ity  fie ld
In a Gaussian distributed density field, the only free param eters are the mean of the
distribution (p), and the variance (¡r2), which can vary with scale. The mean is generally
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factored out of the problem by defining a dimensionless overdensity, 8, which is given 
by:
8 = P- ^ - .  (1.89)
The variance can be expressed either as a correlation function , or as a pow er sp ec ­
tru m  both of which are described below.
T h e correlation  function  (and a d igression  about ergod icity)
The correlation function is a measure of the level of clustering in a field, and is given by:
( ( A x )  =  ( i ( x  +  A x ) i ( x ) ) ,  (1.90)
where angle brackets denote the average taken over an ensemble of universes. In the 
absence of such d a ta  sets, we resort to  an application of ergodic theory, which sta tes 
th a t for ergodic fields, the ensemble average is equivalent to the spatial average (the 
average taken over many regions of space) provided the number of independent patches 
of space is large. An ergodic field is required to have finite expectation values for all 
moments of the field, i.e.
£ { | X * ' ( i ) | } < o o .  (1.91)
Also, the integral of X  over the surface of a  sphere, a, of radius T  must be finite for any 
T :
3 I  X  (£) d£; 0 < T  < oo. (1.92)
M  T)
This basically requires th a t there must exist a finite separation R for which correlations 
between points of this separation tend to zero. For a Gaussian distributed density field 
this applies so long as:
0 < Pr [X (x0 \X  (x 7)] < 1  ; x,- ^  x j , (1.93)
where Pr [X (x./) \X  (xj)] is the probability of finding a value X  (x,-), a t x,-, given th a t a
value X  (xj)  has been found at position x j ,  (e.g. Adler 1981).
In an isotropic and homogeneous field, £ is independent of direction and position. As
applied to  galaxy clustering, £ can be thought of as describing the excess probability th a t
a galaxy will have a neighbour a t a separation A x  compared with a random (Poisson) 
distribution of galaxies:
SPr = n2 [1 +  £ (Ac®)] SVtfV2, (1.94)
where 5V\, and 5V2 are volume elements containing the two galaxies separated by A x ,  
and n  is the mean density (in this case of galaxies).
T he pow er sp ectru m
In Fourier space, the clustering can be described by the power spectrum , P {k ) ,  which 
is the Fourier transform  of the correlation function:
P  (ft) =  ^  j y  (  (r) elk r d3r, (1.95)
where V  is the volume of the space sampled. This factor is needed for finite samples of 
the density field, where
/ y e4'(kl"  k2)-rd3r  =  F ^ i)k2, (1.96)
and is the Kronecker delta function, which takes values zero for k i ^  k 2, and 1
for k i =  k 2. In the limit of infinite density fields, the factor, V"<S£ k is replaced with 
the usual (27t)3 SD (ki — k 2). We can also calculate the power spectrum  in term s of the 
Fourier modes of the density field. In Fourier space, the density modes are defined as:
6k = ^ j 6 ( x ) e ik'x d3x i (1.97)
now, looking at the correlations between these modes, we have:
(<M k2> =  ^ ^ ( ¿ ( x /) i ( x " ) ) e !kl-x'+ ik2'x" d V d V '
=  ^  ^  ( (A s) e,k2'Axd3Ax e'(kl+k2)'x'd V .  (1.98)
The second line has come from invoking isotropy and homogeneity in the density field, 
so th a t the correlation between overdensities is a function only of their separation, and 
not their actual positions. In the limit of infinite density fields, we can write this as
( M O  =  (k) S°  (k i +  k 2) - (1-99)
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where in the infinite case, V  is generally set to one. For a finite sample of the density 
field we have
A A 2) =  -P(&i)£klt-k 2. i e -
( A , ! 2)  =  P i h ) .  (1.100)
In dimensionless form, the power spectrum  can be expressed as A 2 (k) where
VI?3
A2(fc) = —  P ( k ) .  (1.101)
A 2 (k ) can be thought of as the contribution per unit logarithmic interval to the variance 
in <5, since:
/CO T /  r o oA 2 (k) d Ink = -------A  P  {k) d3k = (62 (x)), (1.102)
-0 0  (2 7 t)  Jo
where {S2 (x)) and P  (k ) are related through ParsevaPs theorem. This definition of the
power spectrum  [A2 (k)] has the advantage of being independent of Fourier convention.
1 .7 .3  D e f in it io n  o f  a G a u ssia n  r a n d o m  fie ld
The statistics of primordial fluctuations in the density field are predicted to be Gaus­
sian in m ost inflationary scenarios. Since much of this thesis is devoted to  analysing
the statistics of density fluctuations, it is worth specifying exactly what is m eant by a
Gaussian random field. We shall s ta rt by defining a Gaussian distribution. A random 
variable, X ,  is said to have a Gaussian distribution if it has finite mean, p = £ { X } ,  
(where £  denotes the expectation value) and non-zero, finite variance, a 2 — £ { \ X  — p\2}, 
and if it has a one point probability distribution given by:
Pr ( X  : x —> x +  dx) —    — j- exp
(27T<72 )2
(* -  f )2 d*. (1.103)
2a 2
A Gaussian random field is defined to be a set of random variables whose combined 
distributions are all m ultivariate Gaussian. And a m ultivariate Gaussian (of dimension 
n) is a set of random variables, (X =  {Aj , . . . ,  A„}) for which any linear combination of 
these variables is itself Gaussian distributed. So a multivariate Gaussian has a probability 
distribution given by:
Pr ( X  1, . . . ,  X n) — ---------  exp
V  ̂ (27r)n/ 2|C |i/2
(X -  p ) T C _1 (X — p) (1.104)
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where C is the covariance m atrix, and is given by C'ij = £ { { X % -  m) (Xj  — f tj)}.
For a Gaussian random density field, (as a direct consequence of the above statem ents) 
the Fourier modes are described by a two dimensional Gaussian random variable on the 
Argand plane, in which real and imaginary parts are independent, and so the phases 
are random . The amplitude squared of the Fourier modes is given by an exponential 
distribution i.e.
p r  ( | 4 | 2 ) =  ^ e x P [ - | 4 | 2/ P ( 4  ( 1 . 1 0 5 )
1 .7 .4  M o m e n t  d e s c r ip t io n  o f  p r o b a b ility  d is tr ib u t io n s
As we shall see later, quantitative assessments of distributions often involve looking 
a t the moments of the distribution, the first few of which generally characterise the 
distribution. For a random variable, X, the nth order moment is defined about some 
arb itrary  point X  to be:
¿ 4  =  £ j ( x - x ) n } -  ( 1 . 1 0 6 )
If X  is the mean, fj,, then the moments are conventionally written w ithout a prime. 
For the Gaussian case, all ¡in can be described in term s of ¡i and <r, with odd moments 
being zero. The first deviations from a Gaussian distribution can be described by the 
skewness =  ¡.l\ / 2, which measures the deviation from a symmetrical form, and the 
kurtosis =  4//u |, which gives an indication of the degree of peaking of the distribution. 
A Gaussian distribution has zero skewness, and a kurtosis of 3.
The moments of a distribution f i  (x) (where x has been standardised to be ( X  -  /.¿)/cr) 
can be obtained from the moment generating function, m x (t ) which is defined as:
m x (t) = S{etx}. (1.10
We can also express this as:
m x {t) = [  f 1 (x )e txdx.  (1.108)
J X
The exponential can be expanded to give:
-L tv  J-
•2 !
m x (t) — £{1 +  tx +  — (tx) ...}
n
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We can now obtain the nth moment ¡in' simply by differentiating m x (t) with respect to 
t, n times, and evaluating this a t t  =  0. Thus we can say:
,  _  dnm x (t )
~  — dt"— 'i=0 (1-110)
and we can find m x (it) = (j)x (i) simply by Fourier transform ing the probability distri­
bution function, f \  (a:). (f>x is called the characteristic function.
1 .7 .5  T h e  C e n tr a l L im it  T h e o r e m
The central limit theorem is of tremendous use in the field of statistics. It states th a t for a 
set of independent random variables, X i , . . . ,  X n, each with the same distribution and for 
which both a mean and a variance exist, then Z n =  X n — ¡ij ¡a  (where X n =  X j / n )  
has a distribution th a t approaches a standard normal distribution as n —> oo. The 
statistics of Gaussian fields are much simpler to work with than most other random 
fields because they are entirely specified by their first two moments, so to be able to 
approxim ate the sum of many variables from an unknown distribution with a Gaussian 
proves to  be very useful.
The beauty of this theorem comes from the fact tha t, other than  requiring the existence 
of a mean and a variance, it states nothing about the form of the original density function 
from which X{ are drawn. For the case of a completely general distribution, the proof 
requires some advanced m athematical techniques, and considerable quantities of paper. 
However in the case where the distribution has a moment generating function, the proof 
is quite straightforw ard, as we shall see below. (See e.g. Feller 1966).
Recalling from subsection 1.7.4, the moment generating function of a distribution W ,  
where W  = ( W  — ¡i) / a  is defined as:
m w  (f) =  £{e t w } = £{1 +  t W  +  ~ ( tW )2 +  ...} . (1.111)
If W  comes from a normal distribution, then all the odd expectation values vanish, and 
we are left with:
m w  (t) = 1 +  7Tti2^ f  +  4 !£4^ f  +  ' • ' ' (1.112)
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Now since /r2n =  cr2n (2n) \ /  (n\ 2n), this reduces to:
”iH' ( i , = ? ( i ^ T ) i [ y  = “ p [ H '  ( l u 3 )
Let us now find the moment generating function for the distribution Zn defined above. 
This can be written as:
r x
m Zn {t) =  i j e x p
=  £ < J J  exp
a /y /n
t (X, -  /*)
n a \ n
=  S{  exp
=n*{
t E  (X -  m)
n a I \Jn
t (Xi -  n)
exp
n a \ /n
(1.114)
where the last line uses the independence of X ; . . .  X n. Note th a t it is this step th a t dis­
tinguishes between the predictions made concerning the density distribution for inflation 
and topological defects -  in inflation, Xi  are independent, where as in topological de­
fects, they are not. Let us now define Y) =  (X,- — fi)/ a  for future simplicity of notation. 
We then have
[ ]M  exP
t (X{ -  fj,)
.x/n cr =  | eXp
n





where we have called my; , m y  since Y) all come from the same distribution, and thus 
have the same moment generating function. Using equation 1.112, m y  can be
t M2




fi,i =  0 , and (¿2 =  c 2 by virtue of the standardisation, so: 
my
1 f t  y  ¿¿3
3
t
If we let the bracketed part =  U(n) then
m z n (t ) =
2 ' 3! s/no2
U (n)
1 +
For large n, U (n) —» \ t  , and
m z n (t) -> exp 2





which is the moment generating function for a normal distribution, as we have shown 
above.
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Fields that are exem pt from the central limit theorem
There are some random fields th a t do not alter their form on taking linear combinations 
of random  variables from the field. The Gaussian field (unsurprisingly given the central 
limit theorem) is one example, but in general they have the property th a t the n-produet 
of their characteristic function (c.f.), (¡>x (i), [where <f>x =  m x (it)], yields a characteristic 
function of the same form as the individual variable’s c.f., i.e.
<t>x i (t) ...<f>Xn (t ) =  <j)x (n t) . (1.120)
This requirement is satisfied by the class of functions,
<j>x (t ) =  exp - a t? ( 1 .121 )
If [3 =  2 , the field is Gaussian, and for ¡3 — 1 we have a Cauchy field. Since the sum of 
many random variables from these fields has the same distribution as the original field, 
this class of fields does not tend towards a Gaussian distribution in the limit of large 
sums (with the trivial exception of the ¡3 = 2 field).
I m p l ic a t io n s  o f  th e  cen tra l  lim it th e o r e m
Since this thesis deals largely with the detection of non-Gaussian fields, the central 
limit theorem is of considerable consequence to the subsequent chapters. In general the 
extent of the effect depends both on the field, and the statistic used to measure the non- 
Gaussianity. Statistics th a t involve averaging over portions of the field on scales larger 
than the typical correlation scale of the field are likely to erase the most information 
about non-Gaussian fields.
1.8 M otivations non-G aussian fields.
A large part of this thesis explores the possibility of non-Gaussian fields with a view 
to constraining models th a t initiate fluctuations, so it is worth considering here w hat 
types of non-Gaussian field have been proposed as an alternative to the random phase 
Gaussian hypothesis. The proposed non-Gaussian fields can be divided into three classes
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-  those th a t arise from topological defect models, those th a t can be constructed from 
inflationary scenarios, and lastly those th a t are motivated empirically from large scale 
s tructu re  observations.
1 .8 .1  T h e o r e t ic a l  m o t iv a t io n s
T o p o lo g ica l  D e fe c t s .  This class is arguably the least contrived, since fluctuations 
from ‘topological seeds’ generate quite naturally a spatial coherence in the density field 
which acts to correlate the phases of the Fourier modes. These phase correlations remain 
significant because the number of seeds per horizon is initially of order one, and so there 
are limited randomising effects from other density seeds. The exact nature of the non- 
Gaussian distribution, however is model dependent and generally requires numerical 
simulations to  calculate. The two potentially viable topological defect models are global 
textures and cosmic strings.
The global tex ture model has been promoted as an interesting alternative for adia­
batic inflationary structure formation by Cen et al. (1991). This has been analysed 
by G aztanaga & Mahonen, (1996, and references therein) who analyse the density dis­
tribution of the global texture model, and predict th a t the hierarchical skewness, S 3 , 
(where S j  =  C j/^2 ^  see Chapter 2) on scales of 30/r_1Mpc would be expected to 
be S 3  ~  5 ±  1, which is three times larger than the expected Gaussian skewness. For 
the kurtosis on the same scale, they predict S 4  ~  40 ±  10 -  ten times larger than the 
Gaussian prediction.
The cosmic string model has recently been investigated by Avelino, Shellard & Wu 
(1998). The nature of this non-Gaussian distribution is to give increased skewness and 
kurtosis, with the effect becoming significant (((h'/cr)3) ~  1, and ((<5/cr)4) ~  1) 011 scales 
<  1.5 (Qh2) ~ 1 -  corresponding to scales of 20 /i~1Mpc for =  0.3, h — 0.5. It is 
debatable whether such an effect could be distinguished from gravitational evolution on 
these scales, although for open or A universes with F =  Qh < 0.2 these scales would be 
expected to be linear or mildly non-linear.
In f la t io n a ry  tu n in g .  The standard model of inflation predicts Gaussian density fluc­
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tuations (e.g. G uth & Pi 1982, Bardeen et al. 1983) arising from the amplification in 
scale of quantum  fluctuations in the potential field. However, it is possible to generate 
non-Gaussian fields for instance by invoking double inflation (two periods of inflation), 
or chaotic inflation (where the scalar field is initially inhomogeneous, and inflation is 
initiated a t a number of points in the Universe rather than at every point in space). 
Yi & Vishniac (1993) find th a t the resulting distribution, however, is strongly model 
dependent, but conclude th a t adiabatic fluctuations would only look non-Gaussian on 
super horizon scales because of CMB constraints on the level of anisotropy in the density 
field.
The non-Gaussian distributions th a t do arise, again appear to have increased skewness 
or kurtosis (or both) e.g. Allen, Grinstein & Wise (1987), who consider quantum  fluc­
tuations in an axion field which give rise to non-Gaussian isocurvature mass density 
fluctuations. They conclude th a t such fluctuations would have a high Fourier kurtosis.
1 .8 .2  O b s e r v a t io n a l ly  m o t iv a t e d  n o n -G a u s s ia n  m o d e ls
The final class of non-Gaussian models has been motivated from current observations of 
large scale structure. Over the years Peebles has been a strong advocate of such models, 
and we consider two of them  here.
The first was put forward as a suggestion to resolve arguments over whether structure 
formation was hierarchical (small structures forming first, and aggregating into larger 
structures), or fragm entary (large structures forming first, and breaking up into smaller 
ones). The argum ents in favour of the fragm entary scenario are th a t correlations in the 
density field are found to exist over a wide range of scales, but the hierarchical picture 
looked more likely on the grounds th a t we are moving towards the Virgo cluster rather 
than away from it, as might have been expected in a fragm entary scenario. Peebles 
(1983) postulated instead a non-Gaussian field which is the product of two Gaussian 
fields, (5 and rj) where the resultant is given by:
S ' = 6 ( 1  + 7]). (1.122)
This could give the large scale correlations, while still allowing hierarchical structure
41
growth. This ‘m odulated field’ model is considered in Chapters 3 & 4.
Recent advances in observational cosmology have enabled some constraints to  be placed 
on the standard  CDM model. The first of these is the compilation of several redshift 
surveys which probe scales of up to ~  100/r_1Mpc (e.g. IRAS-QDOT, Saunders et 
cil. 1991; IRAS-1.2Jy, Fisher et al. 1993; APM-Stromlo, Loveday et al. 1996b; PSCz, 
Saunders et al. 1998). These have resulted in measurements of the power spectrum  and 
the redshift distortion param eter, ¡3. The shape of the power spectrum  is now commonly 
found to  be inconsistent with a standard CDM model with constant or monotonic bias 
(e.g. Peacock 1997, Canavezes et al. 1998). This model either under-predicts the large 
scale power, or over-predicts the small scale power depending on how it is normalised.
Another potential problem for the standard CDM model is the discovery of large over­
densities of Lym an-a break galaxies at redshifts of ~  3 (Steidel et al. 1998), and the 
inference of the existence of collapsed objects a t very high redshifts (z ~  6), deduced 
from the discovery of old sta r forming galaxies a t redshifts of 2 ~  1.5 (e.g. Dunlop et 
al. 1996). The density field appears to be more highly evolved at high redshift than can 
be accounted for by CDM models unless these galaxies are highly biased relative to the 
mass field (with b ~  6).
Low density CDM models, can be made to fit the data  better, but still require a high 
level of biasing at high redshift (e.g. Peacock et al. 1998). It is possible, however, th a t 
Lym an-a galaxies are indeed highly biased relative to the mass density field, and recent 
simulations of galaxy assembly have found this to be plausible (e.g. Governato et al. 
1998).
While the above problems with standard CDM can be fixed by using combinations of 
low density, mixed dark m atter universes, a. primordially non-Gaussian field could also 
provide the required early collapse of objects. W ith this in mind, Peebles (1997, 1998) 
has put forward an inflationary non-Gaussian isocurvature model, which involves three 
scalar fields. The resulting density field is the square of a Gaussian process (i.e. it has 
a x 2 distribution with one degree of freedom) which is thought to enable the density 
field to be highly evolved on small scales a t early epochs, since for initially skew positive 
models, the power spectrum evolves into the non-linear regime faster than for Gaussian
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models. The evolution of such non-Gaussian power spectra, along with the viability of 
such a x 2 model are considered in Chapter 3.
1.9 T hesis  layout
Work in the field of non-Gaussian models has taken a number of directions -  we have 
already considered some of the theoretical work th a t has motivated invoking primor­
dial non-Gaussian fields in section 1.8.1, and have seen th a t there is also observational 
scope for such models. Much consideration has also been given to  how non-Gaussian 
fields evolve under gravity. This has been tackled m athematically using perturbation ap­
proaches to investigate the mildly non-linear regime (e.g. Fry & Scherrer 1994; Chodor- 
owski & Bouchet 1996; G aztanaga & Fosalba 1997) as well as empirically, using N-body 
simulations to  generate and evolve different non-Gaussian models (e.g. M oscardini et al. 
1991; Weinberg & Cole 1992; Coles et al. 1993; G aztanaga & Mahonen 1996).
C hapters 2 and 3 build on this work by comparing the highly non-linear evolution of 
the power spectrum  with the predictions of Peacock & Dodds (1996) for Gaussian initial 
conditions. Chapter 2 is principally a description of some of the standard techniques used 
in the field, both to  set up N-body simulation initial conditions, and then to  measure 
the power spectrum  and higher order moments from such simulations. It goes on to 
describe the Peacock and Dodds fitting formula (1994,1996) to map between linear and 
non-linear power spectra, and briefly explores an extension to this mapping to deal with 
cases where the power spectrum  is not just a power law.
The first part of Chapter 3 looks a t how the power spectrum  of non-Gaussian density 
fields evolves into the highly non-linear regime, comparing it with the fitting formula 
derived for initially Gaussian fields. Since much of the empirical work has preceded the 
theoretical work, Chapter 3 also examines some of the theoretical findings in the light 
of the results from Chapter 3, and other authors’ results. The second part of C hapter 3 
explores the viability of a non-Gaussian isocurvature model (Peebles 1997, 1998a, 1998b) 
which has been promoted recently in the literature.
Perhaps the most im portant work on non-Gaussian fields has been to  develop statistics
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to analyse the observed density field, and to test the hypothesis th a t the density field 
was primordially Gaussian. Here the work has mainly been in real space, looking at 
the higher order moments of the density field from redshift surveys (e.g. Saunders et al. 
1991; G aztanaga 1992; Nusser et al. 1995), and using topology to  estim ate the genus 
of the density field (for instance Coles et al. 1993, G ott et al. 1987, Moore et al. 1992; 
Park et al. 1992; Vogeley et al. 1994). Much of the work on higher order moments 
has concentrated on measuring statistics of the density field in the quasi-linear regime, 
and comparing the observed non-Gaussian characteristics with w hat would be expected 
for the gravitational evolution of initially Gaussian fluctuations. In the above analyses 
the density field has been found to be consistent with a distribution th a t was initially 
Gaussian. However, in all this work, it is necessary to smooth the galaxy distribution 
with some filter, averaging the effect of different regions of space. The central limit 
theorem then suggests th a t there is the danger th a t the appearance of Gaussian statistics 
will always be produced, whatever the underlying distribution.
In the light of this problem, Chapter 4 develops a Fourier based four point test for non- 
Gaussian fields, which is sensitive to phase correlations, and as such it is thought to 
be less susceptible to  the effects of the central limit theorem (Fan & Bardeen 1995). It 
also has the advantage of being able to probe large scales without contam ination from 
smaller scales. This four point test is applied to the Q D O T+1.2Jy redshift survey, and 
limits are placed on a particular class of non-Gaussian models. Future improvements to 
the sensitivity of the results with forthcoming surveys are then considered.
Chapter 5 provides an extension to the power correlations test to take into account the 
effect of redshift distortions, and the test is modified to measure the redshift distortion 
param eter ¡3 from spherical surveys. This new method does not require the distant 
observer approxim ation, allowing large angle surveys to be analysed. The m ethod is 
applied to a number of simulations, and then to the QDOT+1.2 Jy redshift survey to 
find an estim ate for ¡3.
The thesis closes with a summary of the main results from the preceding chapters, and 
a short discussion of the prospects for future work in the field.
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C h a p te r  2
N-BODY SIMULATIONS AND 
TH E EVOLUTION OF PO W E R
This chapter is mainly a technical precursor to the work in Chapter 3 which concentrates 
on the evolution of non-Gaussian fields into the non-linear regime. It contains a general 
discussion of N-body simulations, with a description of how to set up initial conditions 
for such simulations. This is followed with details about the measurement of statistics 
such as the skewness, kurtosis, and the power spectrum from simulations.
The second part of the chapter describes the use of a fitting formula to  relate the non­
linear power spectrum  to the linear power spectrum (Peacock & Dodds 1994, 1996), and 
extensions to  this idea are offered to account for non-monotonic power spectra.
2.1 N -b o d y  Simulations
2 .1 .1  I n t r o d u c t io n
The primordial fluctuations set up in the density field are thought to evolve under grav­
itational instability to  create the clustering observed today, so a comparison of the effect 
of different non-Gaussian initial conditions on clustering at the present epoch therefore 
requires studying the gravitational evolution of the initial conditions. This evolution
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is described by a set of non-linear fluid equations which originate from conservation of 
m atter, energy, and momentum. They can be combined into a single equation, which 
describes the dynamics of the fluctuations (see Chapter 1, section 1.6 for a derivation):
W  + 2aa f t = B + > - {1+S)™ + + S) <i l >
The non-linear behaviour of this equation makes a complete anatytical treatm ent of the 
density fluctuations’ evolution impossible, and while approximations using linear and 
second order perturbation theory for |5| -C 1 can be obtained (see C hapter 1, subsec­
tion 1.6.1), tracking 6 well into the non-linear regime requires a numerical approach. 
Since the purpose of the work in the following chapter is to examine the effect of initial 
conditions on clustering at the present epoch, where |<5| >  1 on scales < 20 h~ l Mpc, the 
simplest approach is to  solve the equation numerically using an N-body simulation.
2 .1 .2  E q u a t io n s  o f  m o t io n
In N-body simulations discrete particles are used to represent a continuous m atter dis­
tribution where, in the evolved simulation, each particle represents a Poisson sampling 
of the underlying distribution. The simulation is evolved by calculating the gravitational 
force exerted on each particle from all the other particles, changing their velocities, and 
displacements over some small time step accordingly, and then re-evaluating the gravi­
tational field. This process is repeated until the desired level of clustering is reached.
In order to get clustering into the non-linear regime and owing to restrictions on the num­
ber of particles th a t can be used (due to computer memory restrictions), the simulation
represents a volume much smaller than the horizon size. On these scales, Newtonian
gravity and dynamics can be used to  describe the equations of motion for the system. 
We s ta r t with the comoving Euler equation, which is Newton’s second law for a fluid 
(see Chapter 1, equation 1.65),
fix +  ^  +  -  (u • V c) u +  - u  =  -  —  Vcp -  - V c >̂, (2.2)
dt a a pa a
where p is the pressure, p density, and c denotes the use of comoving coordinates. Here, 
x  =  r/ci is the comoving position vector, and u =  ax. We now want to rewrite u in
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term s of tim e derivatives of x  only, so defining w  =  x  =  u/a , and substituting w  into 
the above equation (eqn 2.2), we have:
Ow . 1 1
ax  +  aw  +  a - — +  a (w • V c) w +  aw  =  V cp  V cd>. (2.3)
at pa a
For N-body simulations, which s ta rt off in the m atter dominated era, the pressure term  
on the right hand side of equation 2.3 can be taken to be negligible. So we are left with:
D w  1
ax  + a— — l-2aw  =  — V cd>, (2.4)
D t  a
where D ¡ D t  =  d / d t  + w  ■ Vc is the convective derivative describing the rate  of change of 
a fluid elem ent’s velocity as one moves with the fluid. In the absence of peculiar velocities 
and peculiar accelerations, (i.e. w ,w  =  0), the unperturbed relation 2.4 becomes:
fix =  - j V c<j>0, (2.5)
and subtracting the unperturbed equation (eqn 2.5) from equation 2.4 gives our final 
relation:
D w  1
a——- +  2aw =  - - W c5<j>, (2.6)
Dt  a
where 5<j> = <f>—<j>o- This is the comoving equation of motion used for N-body simulations.
Note th a t even in the absence of ‘external forces’, the comoving velocity is slowed by
the expansion of the universe, which is manifest as a drag term  on the left hand side of 
equation 2.6.
It now remains to  convert equation 2.6 into a computational method. For a fuller 
description of the m ethods outlined here, consult Hockney & Eastw ood’s book ‘Com puter 
simulation using particles’, (1988).
2 .1 .3  S o lv in g  for w  -  T h e  leap frog  a lg o r i th m
Once the force has been calculated, each particle’s displacement, Sx, and velocity is ad­
justed accordingly. This requires solution of the differential equation 2.6, which involves 
converting the differential equation into a finite difference equation. For a sufficiently 
small time step, w  can be written as:
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and D w /D t  as:
This turns equation 2.6 into:
Xn+I -  Xn-4
*■  =  - ‘ f t  ’ • <2 '8>
Xn 4 -i_ X n-J- / ¿ \  Xn + i  +  Xn-±- 1
‘ f t  i  +  2 ( a )  2 = (2-9)
This can be solved for x n+i_, and the new particle positions are:
x n+i =  x n +  x n+i<5i. (2 .10)
The use of tim e steps before and after the n th time step to calculate a property a t the n</l
tim e value is known as the leapfrog algorithm, and is used to reduce truncation errors
arising from representing continuous variables with discrete values. We can see this if 
we substitu te equation 2.10 into equation 2.9 and get:
x n+1 -  2x n +  x»_! +  / a \  x n+i -  x n_i =  _  1 (2J1)
St2 \ a )  St a2
Now if we Taylor expand x n+i and x„_i about x n we get
. . St2 ,, St3 m St4 „„
X n+1 =  X n +  5 t X n  +  -^ |-X „  +  —  X n +  —  X n
Rf^ R-fi Rt^
Xji-i =  x re -  Stx'n + — x" -  — x " ' +  — x"". (2 .12)
Substituting equations 2.12 into 2.11 and subtracting off equation 2.6 gives a residual
error in the force of order St2 -  a second order error.
2 .1 .4  S o lv in g  for V</>
We now turn  to the problem of calculating the forces, V<p. The simplest m ethod is to 
sum all the gravitational forces acting on each particle in turn:
V A i  =  ¿ G m  (2.13)
i=l lX.7 X*l
This is com putationally expensive, as the c.p.u. time required goes as N ( N — 1). Another 
approach is to  solve Poisson’s equation:
V 2^ =  4ttGS, (2.14)
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which is easily solved in Fourier space, and has the advantage th a t it can be carried 
out quickly (~  N  log N )  owing to the Fast Fourier Transform (FFT) (Cooley & Tukey 
1965). In Fourier space, equation 2.14 becomes:
- k 2cj>k =  4trGSk , (2.15)
so
' i k S kVo6 =  T . T . (2.16)
k 2
If an F F T  is used, then the simulation box is treated as having triply periodic boundary 
conditions, which allows the density field to be described by a finite set of Fourier modes. 
This is useful for setting up the initial conditions as we shall see later. In order to carry 
out the F FT , the density field needs to be averaged onto a grid, and this can be achieved 
in a number of ways -  the simplest being to assign each particle to  its nearest grid 
point (NGP). More sophisticated (and thus more computationally expensive) m ethods 
involve interpolating between nearest mesh points to  various orders. F irst order, linear 
interpolation ensures continuity in the density and is called the Cloud in Cell scheme 
(CIC). The second order interpolation (Triangular Shaped Cloud) gives continuity of the 
first derivative, and is generally used as a reasonable compromise between accuracy and 
c.p.u. time.
2 .1 .5  T y p e s  o f  N - b o d y  c o d e  
P artic le  M e sh  codes
The simplest N-body algorithm computes inter-particle forces by solving Poisson’s equa­
tion on a grid. It is called the particle mesh (PM) code, and it can be broken into the 
following operations:
(1) Assign particles to  mesh
(2) Solve Poisson’s equation on mesh using an F FT
(3) Find the force on each particle by finding the potential derivatives. This can be done 
either by finding the difference in potential between grid positions in real space, or by 
Fourier transform ing the potential field, multiplying by — ¿k, and transforming back.
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(4) Interpolate the mesh forces to the particle positions
(5) Adjust each particle’s velocity and displacement -  this is most accurately done by 
using the leapfrog algorithm.
(6) Re-evaluate the potential, and iterate steps (2)-(6).
Since forces are calculated on a mesh, this algorithm has limited resolution of order the 
mesh size.
P artic le3 M esh  codes
A refinement of the PM  code th a t increases the force resolution is to  perform a direct 
sum of forces for particles a t small separations. This is used in the particle-particle, 
particle-mesh (P3M) technique of Eastwood and Hockney (1974), which retains the mesh 
calculation for larger separations. This code tends to slow down as the level of clustering 
increases, and the short range direct sum comes to dominate the force calculation.
A P 3M  codes
The com putational cost of increasing the force resolution can be reduced by refining the 
P 3M algorithm one stage further. This is done by replacing the direct sum for the densest 
regions of the simulation in the P 3M code with a refined PM  calculation in which dense 
regions are identified, assigned to a finer mesh and treated independently of the rest 
of the simulation. In this case the boundary conditions for the refined PM  operations 
are not periodic -  instead, a mesh twice the volume of the chosen high density region 
is chosen, and regions outside the mesh or containing no particles within the mesh are 
treated  as having zero over density (this is known as zero padding). This code is known 
as the Adaptive P 3M code, owing to Hugh Couchman (1991), and can be 10-20 times 
faster than  the conventional P 3M code for highly clustered states.
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Tree codes
Another adaptive m ethod is the Tree Code (Barnes & Hut 1986). This is non-periodic, 
and does not rely on Fourier techniques for calculating the forces. The main idea here, 
is to  trea t groups of d istant particles subtending an angle less than a specified angle, 
9 (which sets the accuracy of the simulation) as one massive particle positioned at the 
centroid of the group of particles. To achieve this, the simulation box is recursively 
divided into sub-boxes until each particle sits in a box of its own. The forces on each 
particle are then calculated by choosing the largest sub-box th a t subtends an angle less 
than  9, and calculating the sum of forces between the i th  particle, and the centroids 
of the sub-boxes th a t contain all the other particles. While this code compares well in 
term s of speed with the A P3M code, it has a high memory requirement to  store all the 
combinations of sub-boxes.
2 .1 .6  S im u la t io n  a c c u r a c y
The simulations used for the work in Chapter 3 use the A P3M code provided by Hugh 
Couchman, and adapted by Peacock and Dodds for use in open and A universe models.
In order for the simulations to reflect actual gravitational growth of clustering, the 
evolved power on the scale of the box has been kept lower than A 2 (k) < 0.02 so th a t 
modes on the scale of the box are still growing linearly. This is because when the 
growth s ta rts  to become non-linear, the Fourier modes cease to evolve independently, 
and information between modes is mixed. If the modes on the scale of the box are 
allowed to  become non-linear, they will have no larger scale modes with which to mix, 
and thus their evolution will no longer reflect th a t of a universe which has an infinite 
number of modes, and approaches homogeneity on large scales. Also, since there are 
very few large scale modes of order the size of the box, estimates of the power spectrum  
on these scales are subject to larger errors, so when tracking the power spectrum  into 
the non-linear regime, it is best to have the interesting non-linear power modes well 
sampled, and thus keep them on scales much smaller than the box size.
The accuracy of the simulation procedure can be checked by measuring the to tal energy
of the system during the run. In comoving coordinates, conservation of energy can be 
written as (Layzer 1963, Irvine 1961):
where T  is the kinetic energy:
T  = V
2I
and W  is the potential energy:
  ^ 2  -rriiCiUi, (2.18)
W  = Y^mi(f )(xi)  . (2.19)
i
Using discrete time-steps, the Layzer-Irvine equation, (eqn 2.17) can be written as fol­
lows:
® n + 1 -^ n + l  — , ® n + l W n + 1  ~  TJ/- . n  , n
^  I------------------- ^ ----------------------W n + \0 - n + l  —  U. ( 2 .2 U J
If one sums equation 2.20 for n +  1 =  m, m — 1 , . . . ,  0, then most of the term s cancel, 
leaving:
m
amTm +  O-mWm — 5tWnan =  «o2o +  O-oWo = C. (2 .21)
n = 1
The left hand side of equation 2.21 can be computed during the run, and its constancy 
checked. This has been carried out for the 0  =  1 A P3M simulations used here, and for 
200 time-steps, A C / W m is of order 0.05.
2 .1 .7  In i t ia l  C o n d it io n s
The initial positions of the particles in an N-body simulation need to give the correct 
linear power spectrum  for the simulation, and reflect the one point statistical properties 
of the density field. The m ethod for obtaining these initial positions is originally due to 
Efstathiou et al. (1985), and for most of the non-Gaussian simulations considered here 
is extended in much the same way as implemented in Coles & Barrow (1987). We s ta rt 
by generating a realisation of a Gaussian field (from which non-Gaussian fields can be 
obtained by performing non-linear operations on the density field). Since the N-body box 
is taken to  be periodic, the density field can be completely described by a finite number 
of Fourier modes. Each of these will have random phase, and an amplitude squared 
th a t is exponentially distributed about the true power spectrum. Because of the finite
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number of modes, the measured power spectrum in the simulation is only an estim ator 
of the true mean power spectrum. Once the Fourier modes are assigned for each grid 
position in Fourier space, the velocity field can be determined by using the linearised 
continuity equation (see Chapter 1, equation 1.79). In Fourier space this becomes:
w k =  i H  f (Q)  (2.22)
Now particles can be brought onto the scene, and each one is assigned a grid point 
so as to  give a uniform distribution of particles. Using the Zel’dovich approxim ation 
(discussed in Chapter 1) which describes the position, x, of a particle in term s of its 
displacement, £, from its initial position, q:
x(i) =  q -  £ ( i)£ (q ) , (2.23)
and for small displacements, £ oc w. The velocity field can therefore be obtained by 
moving particles a distance proportional to the velocity field measured at th a t grid 
point.
The next consideration is how to specify 5k. If the fluctuations are to come from a 
Gaussian distribution with a specified power spectrum, then we need (|<5,t|2) =  P(k)-  
For a Gaussian distribution, the real and imaginary parts of 5k must also come from a 
Gaussian distribution, with a random phase relating the l ie,  and Tin  parts. The non- 
Gaussian cases considered in the next chapter mainly involve non-linear operations on a 
Gaussian field, in which case the Gaussian fluctuations, 5k are generated, converted back 
to real space, and 5NG =  F  (5G j , where F  is some non-linear function of the density 
field (this process is described in more detail in Chapter 3).
The steps can be summarised as follows:
(1) Generate Fourier modes with amplitude squared given by an exponential distribution 
with mean power, P(k) ,  and random phases:
Tie [¿k] =  [P{k) * loge(randi)]^ cos (27rrand2)
Xm  [¿k] =  [P{k) * loge(rand i)]2 sin (27rrand2) , (2.24)
where rand is a random variable coming from a uniform distribution between 0 and 1.
Then for non-Gaussian fields involving a non-linear operation on the Gaussian field: 
Fourier transform  back to get real space densities 
Apply non-linear transform ation to density field 
Transform back to get Fourier modes
(2) Assign velocities according to
wi <x ^ S k (2/2.5)
(3) Fourier transform  back to  get real space velocities
(4) P u t IV3 particles on a grid
(5) Move each particle a distance proportional to its velocity.
The way in which the particles are placed in the box before they are perturbed can 
affect the initial power spectrum  th a t the simulation is given. For instance if the}^ are 
placed precisely onto a grid then the simulation will have a spike in the power spectrum  
on the scale of the grid. In theory, a random assignment of positions within the box 
would best reflect the true m atter distribution, but for the number of particles used in 
these simulations and the initial amplitude of power spectrum, the shot noise due to  the 
random placements would dominate the initial power spectrum. Compromises include 
placing each particle randomly within allocated cells of the box, and a sub-random 
‘glass’ distribution which has no regular structure, but the particles are arranged so as 
to give maximal average inter-particle separation (e.g. Baugh et al. 1995). Each method, 
however, gives a contribution to  the measured power spectrum  for a finite number of 
particles. To evaluate this contribution, a reference set of initial conditions with zero 
input power is used to determine the power arising from gridding the particles, and this 
is subtracted  from the linear power estimate. For the simulations used in this work, 
randomly placed particles within their allocated boxes worked well for the n =  0 , and 
n =  - 1  spectra, bu t for shallower spectra such as n = -1 .5 , placement on a grid was 
required in order to beat down the power contribution on scales greater than the grid 
size.
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2.2 C ounts in Cells
We now turn  to  the issue of analysing the statistics of evolved simulations, and a useful 
tool for this is the counts in cells technique. Here we describe how to calculate moments 
of the sim ulated density field, and define some statistics th a t will be used in C hapter 3. 
The counts in cells technique is described in detail in e.g. Peebles (1980, §36), G aztanaga 
(1994) and Baugh, G aztanaga & Efstathiou (1995; BGE95).
Since the density field in both redshift surveys and N-body simulations is represented 
by a discrete set of points, in order to define the density a t a point, it is useful to  be 
able to sm ooth the discrete density field with a window function. The smoothed density 
field, 5w  (x) is given by
5\v (x) =  —!— [  dx'<5 (x') W  (x -  x ') , (2.26)
Vw J
where W  is a window function with volume Vw- For a spherical top hat window function 
of radius i?,
f , N  (x, R) — TV ,o n ^
5W (x) = ------- = -------- , (2.2 i)
where N  (x, R)  is the number of particles in a spherical volume of radius R , centred 
on x, and N  is the expected number count in a volume Vw  =  47rf?3/3  for a uniform 
distribution.
The moments of the mass distribution are given by:
/ J \  1 J
m j ( R )  =  ( [ N ( x , R ) - N ( R ) \  —  £  [ n  (x ; , R)  -  N  (12)] , (2.28)
where the ensemble average has been replaced by a sum over different spatial positions, 
x;. The first few reduced moments, / i j  are:
/¿2 =  (2.29)
/¿3 =  ^ 3  (2.30)
l_i4 = m 4 - 3 m l .  (2.31)
We can now introduce which is the volume averaged J-point correlation function. It
is a measure of the moments of the density field, and in the continuous limit (i.e. in the
absence of shot noise) is defined to be:
C
(2.32)
The subscript c denotes th a t this is a connected moment, which is basically the excess 
moment once the Gaussian contribution from lower order moments has been subtracted. 
This can be written as:
where ( r j , . . . ,  r  j )  =  (5 (i'i) . . .  <5 (r j ) ) c . In the absence of shot noise, can be written 
in term s of the reduced moments, p,j\
S2
Another definition for the higher order moments is the dim ensionless m om ent, D j :
S j  tu rn  out to  be useful when considering weakly evolved density fields, as we shall see 
later.
So far we have considered in the continuous limit, but since in practice, moments 
are measured from the distribution of particles, we now need to  consider the effect of 
shot noise. This noise arises from the assumption th a t galaxies or particles are drawn 
at random from an underlying continuous field, but in any realisation, the density field 
at each point can only have ‘one or zero s ta tu s’ -  either there is a galaxy at position x, 




is related to the J-point correlation function by:
=  y T  j  dri • ■ -drjkF(ri) . . . W  (r j) ( rj , .. , , r  j )
w JI (2.34)
o  (R) = p j ( R ) / N J . (2.35)
Here R  is the scale over which the density field has been averaged.




for an ensemble of realisations, while the mean number of particles a t position x  will be 
equal to  p, this mean will have non-zero standard deviation given also by p.
In order to  account for shot noise, it is convenient to use the approach adopted by 
Peebles, (1980) in which the cell of volume V  is divided into infinitesimal subvolumes, 
5Vi with occupation number, ni =  0 or 1, so th a t (n /)  =  (ni). Using this notation, the 
number of particles in a volume V , N  (U), is given by:
JV(V) =  5 > , ,  (2.38)
l
so ( N  (V )2) becomes:
(TV(V')2) =
\  l m /
I l^m
I l^m
1 +  7 ^  f  6m  dVm dVl= N ( V )  + N ( V )  r  , y 2  j  
= N { V )  + N ( V ) 2 [ l  +  ? 2] ,  (2.39)
and
^ [N (V)  -  N  (V) j '}  =  iV (V)  +  N  (V )2 f 2- (2-40)
If the particles come from a Poisson distribution, then is zero, giving a shot noise
contribution to  the second moment, m 2 of N . An estim ate of £2 is therefore given by:
£2 (R) = ( m 2 - N ) / N 2. (2.41)
A similar analysis can be performed to obtain shot noise corrections for the higher order 
correlations, giving for £3 and £4:
£3 (R) = ( m 3 -  3 m 2 + 2N^J / N 3 (2.42)
£4 (R) =  (m 4 -  3to2 -  6rn3 +  l lm 2 -  6Ar) /IV4. (2.43)
2 .2 .1  S e c o n d  o rd er  p e r tu r b a t io n  p r e d ic t io n s
For power law spectra, an approximation for the higher order moments of a gravita- 
tionally evolved m atter distribution can be obtained by solving the fluid equation 2.1 to
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Figure 2.1: Moments of evolved Gaussian fields. Lower points denote hierarchical skewness, S3, 
and upper points, hierarchical lcurtosis, S4 . Dashed lines indicate the second order perturbation 
predictions for a field smoothed with a spherical top-hat. The left panel has a linear power 
spectrum spectral index of n = 0.0; centre panel n =  —1.0; right n =  —1.5.
second order in S. For mild gravitational evolution and smoothing with a spherical top 
hat, the hierarchical skewness and kurtosis are given by:
S3 =  y - ( »  +  3) (2.44)
60712 62 . . 7 , .2 /n i r i
— T323------ 3~ 3 ’ (2.45)
{e.g. Juskiewicz et al. 1993, Bernardeau et al. 1995, Bernardeau 1994). Figure 2.1 shows 
the higher order moment results for simulations with spectral indices n =  0 , n  =  — 1, 
and n =  -1 .5 , with the perturbation theory lines plotted. The equivalent dimensionless 
results are plotted in figure 2.2.
From figure 2.1, the perturbation theory predictions are clearly only valid for scales 
greater than  10 /j-1 Mpc for the n =  —1, and n =  —1.5 models, and for scales greater 
than  about 20 h~l Mpc for the n =  0 model. On smaller scales, a scale dependence 
develops. This has been explored by Colombi et al. (1997) who have found th a t one 
can greatly improve the perturbation theory predictions if one uses an effective spectral 
index, nefx, instead of the linear spectral index. nen is determined by measuring S3, and
~i i r~7~T"i  - r  t ~ T T T T T j “ 1--- .—,—r—t—i—r-|-------- 1-----r
i  i
i f
1 * * i x
i i  .
* *
♦ *
♦ * &  4 .
T '
 i—J—1—!—!—i--------L i_ I I I I I I I I I_______ |_ _l I I 1—1—1-1.J I—
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R (IT 1 Mpc)
Figure 2.2: Moments of evolved Gaussian fields. Lower points are for dimensionless skewness, 
(D3 =  ( i3)/(j3), upper points are dimensionless kurtosis (D4 = (S4) /a4). Left panel has a linear 
power spectrum spectral index of n = 0.0, centre panel n = —1.0, right n — —1.5.
assuming th a t relation 2.44 is exact if n  is replaced by raeff. ?'-e-
_    3 4  o (- 'measured / r , a r- \
Weff =  y  -  3  -  ¿ 3  . ( 2 . 4 6 )
can then be used instead of n to determine the higher order moments {e.g. S 4 , and 
S 5) to good accuracy.
2.3 M easuring the power spectrum
The power spectrum has been calculated for the work in this section using a method 
based 011 th a t described in Peacock & Nicholson (1991), with the refinements included 
in Peacock & Dodds (1996; PD96). The particles are binned onto a grid and fast Fourier 
transform ed. The fast Fourier transform, or F FT  relates directly to a direct Fourier 
transform  of the binned particles if the box is taken to be periodic. The periodicity 
of the box means th a t the density distribution can be represented by a Fourier series, 
in which a finite set of Fourier modes can completely describe the density distribution.
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, 27ri
ki =  j  , (2.47)
^box
where the maximum value of fc["ax =  7rng/L box where ng is the number of grid points 
used to bin the data. fcpax probes scales the size of the grid spacing. This is known as 
the Nyquist frequency. The largest scale th a t can be probed is given by &box =  2 n / L box. 
The Fourier modes obtained from an F FT  are different from the true Fourier modes in 
two ways, both of which are due to the effect of binning up the particles onto a grid 
before they are Fourier transformed. These are discussed in Baugh & Efstathiou, (1994, 
BE94), and in PD96, but we shall consider them in a little detail here. The binning of 
a function can be expressed as:
/ OO <5true (y) T  (x — y) d3y, (2.48)
-O O
where T  is a top hat of width fe, and x,- =  feint ( x /6). This is a convolution of the true 
modes with a top hat, multiplied by a three dimensional comb of delta functions. In the 
limit of small k, equation 2.48 in Fourier space becomes:
ch in n ed  « x  _  ,- tru e  / v x sin (bkx/ 2) sin [bky/ 2) sill [ b k j  2)
( ] W  bkx/ 2 bky/ 2 bkz/ 2 ' ( ]
To second order in fe the binned power spectrum can thus be approximated as:
(  fe2p \
P b in n e d  ^  _  p t r u e  ^  _  _ _ _  _ ( 2  5 0 )
The discreteness of the bin centres represented here by the comb of delta functions leads 
to an aliasing effect between the power modes for small scales, resulting in a reduction of 
the measured power. An analytic expression for the effect this has on power law power 
spectra is given in BE94, which shows th a t for power laws with spectral indices between 
0 and —2, the effect increases with ^-number to kg ratio, where kg is the wavenumber 
on the scale of the smallest grid division. The maximum ratio considered here is about 
0.1:1, for which the measured power spectrum is expected to  be lower than  observed 
power by a factor of around 4%.
W hen using the Fast Fourier Transform, the smallest scales one can probe are determined 
by the number of cells in the Fourier mesh. If the number of mesh cells is L, then the 
smallest scale th a t can be probed using Fast Fourier techniques is the Nyquist frequency,
These modes are given by:
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&Ny =  7r /6  where b is the width of the smallest grid cell. So, to probe scales smaller than 
& N y , the number of grid cells on the mesh needs to be increased. For three dimensional 
FFT s, increasing the resolution of the mesh quickly runs into computer time and memory 
limitations. A neat way to  obtain modes for the smaller scales without encountering 
com puter memory problems was proposed by Jenkins et al. (1998). The trick is to  fold 
the box into a smaller sub-box, making use of exp(ik ■ r +  i2?r) =  exp(ik • r). Particles 
are translated according to R'  —► R  -  27rn/kbox where n is an integer. Now, since the 
fc-modes in an F F T  are given by m k box (see equation 2.47), then:
27vin ,
I k  • R  —  ----- m k box
K'box
exp[ik -R /] =  exp
=  exp[ik -R ]. (2.51)
This allows the simulation volume to be compressed into a smaller box which, when 
Fourier transform ed will give the same result as the Fourier transform  of the larger box 
(although with a smaller number of modes). This allows much smaller scales to be 
probed without meeting the computer memory limits, and w ithout bringing down the 
power estim ate significantly as a result of aliasing.
The Fourier density modes, ¿k,-, are given by:
^  = <2-52>
j= i
where Xj is the j- th  particle’s position, and N  is the to tal number of particles. The 
normalisation in equation 2.52 differs from the standard normalisation of the F FT , which 
generally divides the sum of exponentials by the square root of the to ta l number of bins 
used to  grid up the data. In the limit of infinite numbers of particles, the power spectrum  
can be w ritten as:
I m
P'(k )  =  -  E l i . l t  (2.53)
2=1
where m  is the number of k  modes in reciprocal space with amplitude k.
As we saw in section 2.2, for a finite number of particles representing a continuous
distribution, shot noise contributes to the error in one’s estim ate of the variance, or 
in this case the power spectrum. This contribution can be calculated by substituting
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equation 2.52 into equation 2.53, giving:
1 m I
(2.54)
* =  1 1,3
Clearly, when x/ =  Xj, irrespective of the distribution of particles, there is a contribution 
to  the power. In the absence of clustering, then the power spectrum  is purely shot noise, 
which is given by:
1 m  ,  ,
P shot (k) =  — Y i =  =  — . (2.55)
m  “  N  N  y 't=i
It is worth noting here th a t initial conditions which are set up by limiting each grid cell 
to have one particle have substantially less noise than the Poisson shot noise prediction. 
For later tim e outputs, the Poisson shot noise model becomes a reasonable estim ate of 
the noise, since the particles have by then moved sufficiently far from their initial grid 
positions to  erase the structure of the grid. The particle position can then be treated  as 
being influenced by a random Poisson process (and of course the clustering pattern  of 
the sim ulation). Including the effects of binning and shot noise, the power spectrum  is 
estim ated to  be:
(2-56)
1 12
For the work in this and the following chapter, we shall use the dimensionless form of 
the power spectrum  (see also Chapter 1):
where a 2 (k ) is given by:
r k
a 2 (jfc) =  / 4?rV k 2P  (k) dk. (2.58)
Jo
2.4 N on-linear to  linear power mapping
In this section, we look at a fitting formula th a t predicts the non-linear power spectrum  
given an input linear power spectrum. The idea th a t non-linear clustering is a unique 
function of the linear clustering amplitude was originally conceived by Hamilton et al. 
(1991; HKLM). In HKLM the authors interpolate between the growth of density fluctu­
ations in the linear regime where A^jL oc a2, and the clustering in the highly non-linear
62
regime, where clustering has become stable, giving AfJ,L oc a3. (The stable clustering 
scaling comes from considering the non-linear correlation function as a measure of the 
ratio of the excess density of galaxies compared with the background density. Since the 
proper size of the clusters does not evolve in the stable clustering regime, the excess 
density is constant. The background density decreases as a~3 due to the expansion, so 
the non-linear correlation function and power spectrum evolve as a3.) HKLM postulate 
th a t the clustering in the transitional region between linear growth and stable clustering 
is a function only of the linear clustering on a specified larger scale, where the mapping 
between the non-linear and linear scales (?’l  —> ?’n l)  is dependent on the volume averaged 
non-linear correlation function:
rL =  [1 +  £nL ( r N L ) ] 1/ 3 m L ,  (2.59)
and the mapping itself is determined empirically from N-body simulations. This method 
gives a locus from which, for initially power law models, the volume averaged non-linear 
correlation function can be described by a fitting formula which is dependent only on 
the amplitude of the linear correlation function.
This formalism has subsequently been adapted to  predict non-linear power spectra, and 
refined to  take into account the effect of different power law slopes of the linear power 
spectrum , (Peacock & Dodds 1994, 1996 (PD94, PD96); Jain, Mo, & W hite 1995). 
PD 96’s fitting formula also takes open and A models into account.
Here, we outline the formalism described in PD96. The general idea is th a t the non­
linear power spectrum , A ^L on a particular scale, 1<nl can be described as a mapping 
from the linear power spectrum A£ on a larger scale liL which is set by a second mapping. 
The m apping between the non-linear and linear power spectra can be w ritten as:
A nl (&nl) =  / nl [Al (*l)] , (2.60)
where the non-linear scale is related to the linear scale by:
’̂NL — [l +  (&nl)] “ fa , (2.61)
The m apping between scales is to account for the decrease in size of over-dense clumps 
as they collapse, and it is essentially the A:-space analogue of the real space mapping in
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A\(kL)
Figure 2.3: The non-linear power as a. function of linear power for a variety of spectral indices, 
taken from the fitting formula in equation 2.62 using Qm = 1, S2V = 0. Spectral indices are: 
n = 0 solid; n = — 1 dashed; n =  —1.5 dot-dashed.
equation 2.59. The fitting formula between linear and non-linear power, / ml is deduced 
empirically from N-body simulations -  initial conditions with power law linear power 
spectra of a variety of spectral indices are evolved into the highly non-linear regime, and 
the locus th a t describes the mapping between the linear and non-linear power is fitted 
for. In PD96, this locus is given by:
/ n l (* )  =  *
1 +  B/3x + [Aa:]0,otp
(2.62)
.1 + ( [ A x ] ° g 3 ( Q ) / \ V x W ] ) l3_
where x =  A£ (fcp), and the non-linear power spectrum on a scale &nl is given by 
/ n l  ( x ) .  A ,B ,a , f 3 ,  and V  are param eters th a t depend on the spectral index of the 
linear power spectrum , n. They all take the functional form y (1 +  n/3)~, where y , and 
2 are constants specific to each of the param eters A, B, a, and ¡3. g (fi) is a density 
dependent growth factor which describes the suppression of the linear growth of the
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power spectrum : A£ (k) cc [a (i) g (fi)]2. The functional form of g (fi) has been modelled 
by Carroll, Press & Turner (1992) to be:
ff(fi) =  ^ m [fif1/ 7 - O v +  (l +  Qm/ 2 ) ( l  +  Qv/7 0 )]_ 1 . (2.63)
Figure 2.3 shows the mapping between linear and non-linear power for a variety of power 
law power spectra.
2 .4 .1  A  m o r e  g e n e r a l  f i t t in g  f o r m u la  
M o t iv a t io n
The fitting formula provided in PD96 is dependent on spectral index, (as shown in 
figure 2.3), and is therefore best suited to single power law power spectrum  models. 
C urrent estim ates of the linear power spectrum of our local universe, however suggest 
th a t it could be a break between two power laws [e.g. Maddox et al. 1996, Peacock 
1997, G aztanaga & Baugh 1998). In order to obtain the linear power spectrum  from 
non-linear d a ta  using the PD96 formalism, an iterative process is required in which one 
guesses a tangential effective spectral index for the linear power spectrum  at k =  &l / 2 ,  
and uses this to  obtain a first estim ate for the linear power spectrum . One can find 
out how well this linear spectrum  has been estimated by winding the process forward to 
find the non-linear power expected from the linear spectrum  estimate. The tangential 
spectral index guess can then be refined, and the process iterated to  find a stable result. 
The stability of the linear power prediction also relies on the local spectral index not 
approaching n =  —3, for which the PD96 mapping blows up. Ideally one would like to 
have a fitting formula which is independent of spectral index, so th a t the linearisation 
process is independent of the linear power spectral shape, and so th a t models with 
rapidly varying spectral indices, or non-monotonic spectra can be considered.
In the next section a refined method is presented which is substantially less dependent 
on the spectral index of the linear power spectrum, and so allows easier determ ination of 
linear power spectra from their non-linear counterparts. It is found to be very successful 
for m apping between smoothly varying power spectra, with no iteration or assumption
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about the form of the spectral index required. It has also been applied to power spectra 
containing features, for which in detail it performs less well.
M e th o d
This new m ethod was motivated by the observation th a t for shallower linear power 
spectra (i.e. with a more negative spectral index), the amplitude of the non-linear power 
is greater for a given amplitude of the linear power spectrum. This can be seen by 
looking at figure 2.3, where for a given linear power value on the x-axis, the non-linear 
power is greater, the more negative the spectral index. This led to the idea th a t  perhaps 
the amplitude of the non-linear power spectrum on a particular scale is influenced by 
the power on a range of scales larger than the one in question. In particular th a t it is 
the integrated power on larger scales th a t determines the amplitude of the non-linear 
power on a given scale.
This idea can be formalised by hypothesising th a t the integrated non-linear power up to 
a wavenumber is a function purely of the integrated linear power up to where 
&L is a known function of /cnl, i.e.
ricNL .o  . . .  dk  „ I /’1<L . o , , ,  dA;
A n l (*) f  = f A I  (k) (2.64)
The relationship between linear and non-linear wavenumbers, /cl, and l can take a 
variety of forms, so long as it reflects the trend th a t clustering moves to  smaller scales in 
the non-linear regime, and th a t the more clustering there is on a given linear scale, the 
smaller the non-linear scale to  which the clustering is mapped. The choice of Zcnl (/cl) 
relationship does however affect the functional form of the relationship between the 
integrated non-linear power, and the integrated linear power, and it also changes the 
level of spectral index dependence in the mapping. A convenient possible option for 
relating the linear scales to the non-linear scales is, by analogy with the PD96 method:
The above relationship (equation 2.65) is useful for obtaining the linear power from 
the non-linear power spectrum, but inconvenient if one wants to find the non-linear 
from the linear power. This is because in order to determine the non-linear power, one
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needs to differentiate its integrated form, and to do this one needs to  know Anl f° r 
each f  A ^ Ld k /k .  If &nl is itself dependent on A ^L, then one is left needing to  solve an 
integral equation for the non-linear power. A better option for this process is:
— [l +  A l (A:l )J 3 Anl-
Another option for the linear to non-linear /c-relation is to use:
or
1 +  /  a l  (&) — A’nl ,





(2 .6 8 )
While relations 2.68 and 2.67 produce a larger spectral dependence than using equa­
tion 2.66 or 2.65, they will prove useful when we come to consider non-monotonic power 
spectra later on. The locus for each of these ¿-relations is shown in figure 2.4.
The top panels in figure 2.4 show th a t the integrated power loci using relations 2.65 and 
2.66 are only very weakly dependent on spectral index. Compare this with figure 2.3, 
which has a larger spectral index dependence. These curves can be well described by a 
param etric form given by:
-  x 1 +  hex +  (ax)de e 
î [ X ) - X [ l  + gs(Çî) [(ax)d / ( c ^ ) Y _
where param eters a, 6, c, d, fa e take the form:
(2.69)
a =  Xi (1 + y  in)
These param eters are summarised in table 2.1.
(2.70)
The procedure for using these loci to obtain the non-linear power from the linear power 
is as follows:
(1) Find the integral of the linear power as a function of k. i.e.
2 dk  S ,  2 ,, \ Aki
A l  (* 0  I T  -  L  A l  ( * i )  ~ j ~r v • . î i.
(2.71)
JO ! = 1
(2) Choose which k mapping to use. For monotonic power spectra going from linear to 
non-linear the best relation to use is equation 2.66
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kL = *nl[1 +  A 2 J -1 /3  (eqn 2.65) kh =  ^nl[1 +  A£] 1/,;3 (eqn 2.66)
kh =  kN L[1 +  /  A I] 1/3 (eqn 2.67) kh =  % l [1 +  f  A nl] 1/3 (eqn 2.68)
Figure 2.4: Loci for integrated power mappings. Each panel shows a different to
relationship. The top left uses equation 2.65; top right equation 2.66; bottom left equation 2.67; 
and bottom right equation 2.68.
(•3) Determine f  A ^L (k) d k / k  by applying the function, /  to the result from /  A^ (k) dk /k .  
For the best accuracy, this requires a knowledge of the tangential spectral index, nj  of 
A l  a t th a t ¿L-value. This can be approximated as:
log A^ (fcj_r) -  log A |  (fcj+1) 
log k j - i  -  log kj+ 1
3. (2.72)
For relation 2.66, a crude determination is all th a t is needed.
(4) For each value of f  A ^L assign a non-linear wavenumber &nl using equation 2.66.
(5) Differentiate f  A ^ L with respect to kn l, to obtain the prediction for the non-linear
68
kh =  &nl[1 +  ^ n l ]  1/3 (ecln 2 '65) kL =  ¿NL[1 +  a l] 1/3 (eqn 2-66)
Hi a b c d e a b c d e
*,■ 1.4 1.94 18.63 3.78 1.06 0.27 0.9 1.27 2.16 0.92
yi 0.008 0.22 0.049 0.033 -0 . 155 -1 .81 -0 .49 -0 .87 0.18 -1 .5 5
kh =  & nl[1 +  / A l,]-1 / 3 (eqn 2.67) kh — &nl[1 +  I  AfJjJ lj/3 (ecln 2 a? 'GO
7 %i a b c d e a b c d e
Xi 0.28 0.25 0.66 5.52 0.25 0.69 0.23 11.31 2.12 1.66
52 o I—
1 GO -1 .28 —0.0013 -0 .10 0.062 -0 .39 -1 .91 -0 .2 5 -0 .1 7 0.021
Table 2.1: The parameters required for the fitting formulae shown in figure 2.4. The ¿-relation 
used is shown above each table, and the parametric form is shown in equation 2.69.
power.
The prescription is the same for obtaining the linear power from the non-linear power, 
but the ideal choice of ¿-relation would then be equation 2.65. An estim ate of the 
spectral index from the non-linear power is sufficient.
H ow  well does it work?
The formula has been tested on the results of some Virgo Consortium 1 N-body simu­
lations (Jenkins et al. 1998; J98) which uses a 17 million particle, parallel A P3M code 
(Pearce et al. 1995, Pearce k  Couchman 1997). The new fitting formula was used to 
obtain the linear power spectra from the output power spectra of the rC D M , ACDM, 
and open CDM simulations from J98, and the non-linear power spectra were predicted 
from the linear power spectrum inputs for the simulations. Figures 2.5, 2.6, and 2.7 
show the power predictions for each of the simulations (rCDM , ACDM, and open CDM 
respectively), as deduced from the integrated fitting formula procedure described above.
xT he  Virgo C onsortium  is an  in ternational collaboration whose aim  is to  carry  ou t large N -body and 




Figure 2.5: Comparison of the integrated fitting formula predictions for the evolution of power 
with the Virgo simulation results from J98. Solid lines are the linear and non-linear power spectra 
of a rCDM simulation from J98. The dots in the top panel show the fitting formula prediction 
for the linear power using J98’s non-linear power spectrum as an input and equation 2.65 for the 
fc-mapping. Dots in the lower panel are the fitting formula prediction for the non-linear power, 
starting from J98’s linear input power spectrum, and using equation 2.68 for the /c-mapping. 
0  =  1, and T =  0 0h =  0.21.
There is clearly good agreement between the predictions and the simulation results.
2 .4 .2  P o w e r  s p e c t r a  w i t h  fea tu r e s .
The fitting formula works well when applied to monotonic power spectra with smoothly 
varying spectral index, but how does it perform if the power spectrum  contains kinks, 
or is not monotonic? An example of where this might be of interest is to model the 
non-linear power behaviour in a predominantly baryonic universe (see Chapter 1 sec­
tion 1.5 on transfer functions) where the linear power oscillates, reflecting the essentially
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ACDM
k / h  Mpc 1
Figure 2.6: Solid lines are the linear and non-linear power spectra of a ACDM simulation from 
J98. The dots in the top panel show the fitting formula prediction for the linear power using 
J98’s non-linear power spectrum as an input and equation 2.65 for the ¿-mapping. Dots in 
the lower panel are the fitting formula prediction for the non-linear power, starting from J98’s 
linear input power spectrum, and using equation 2.68 for the ¿-mapping, fi =  0.3, A = 0.7, and 
T =  Q,0h =  0.21.
undamped oscillations of the initial m atter distribution.
The spectra considered here are essentially modulated versions of smooth power laws, or 
CDM type spectra (Agmooth (k)). They have been created by taking the smooth function 
and multiplying it by a cosine based function so th a t the resultant power spectrum  is 
given by:
1 +  a cos
?r log (k)
2 o.
A1 (A;) — Agmooth (k) 













k / h  Mpc"
Figure 2.7: Solid lines are the linear and non-linear power spectra of an open CDM (OCDM) 
simulation from J98. The dots in the top panel show the fitting formula prediction for the linear 
power using J98’s non-linear power spectrum as an input and equation 2.65 for the ¿-mapping. 
Dots in the lower panel are the fitting formula prediction for the non-linear power, starting from 
J98’s linear input power spectrum, and using equation 2.68 for the ¿-mapping. Cl = 0.3, A =  0, 
and F =  CIqIi = 0.21.
The ¿-relation used for these predictions was equation 2.67 for linear to  non-linear predic­
tions, and equation 2.65 for the non-linear to linear predictions. The graphs in figure 2.8 
show the predictions for linear and non-linear power using n — 0 and a CDM model 
for the smooth power spectra, with a taking values 0.4, and 0.7 and osc =  0.3, 0.6. For 
linear to non-linear predictions, this method works best for steeper smooth spectra, and 
for a higher frequency oscillatory function, but in general the prediction preserves the 
oscillatory nature of the function, whereas the simulation quickly loses this effect. The 
non-linear to linear predictions perform less well still, again probably because features in 
the non-linear power spectrum are wiped out below a certain scale, giving a non-unique
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a =  0.4, osc =  0.6 a =  0.7, o, 0.6 a — 0.4, oSf. =  0.3
k / h  Mpc-1  k  / h  Mpc"' k / h  Mpc-1
k / h  Mpc-1  k / h  Mpc-1 k / h  Mpc-1
Figure 2.8: Comparison of the integrated fitting formula’s predictions for the evolution of power 
with simulation results. Top panels are for non-linear to linear mapping, bottom are for linear to 
non-linear mapping. Each plot shows the actual power (filled dots), with its equivalent prediction 
(solid line for bottom panels, open circles for top panels). Left hand column uses parameters 
a = 0.4, osc =  0.6; middle column, a = 0.7, osc =  0.6; and right hand column a =  0.4, osc — 0.3. 
Top row uses a power law model with spectral index n =  0 for the underlying spectrum. Bottom 
row uses a CDM type initial smooth spectrum.
non-linear power spectrum  for a given linear input.
C oncluding remarks
The integrated power mapping described above can be a useful tool for predicting the 
linear power spectrum  for smoothly varying power spectra, since it is much less sensitive 
to the spectral index of the linear power spectrum than the PD96 formalism, and so 
no iteration is required to find a stable result. It also does not blow up for spectral 
indices of n ~  - 3, and so could be used to determine whether the linear power spectrum
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was monotonic. However, application to predictions of linear power for spectra th a t  are 
non-monotonic, or contain features is much less accurate, and so this m ethod is not good 
for predicting the precise form of such spectra. This is probably because there is some 
degeneracy between input linear power spectra, and the resultant non-linear power. The 
non-linear power predictions are better, but the simple integrated mapping procedure 
preserves oscillatory features whereas the simulations tend to lose them.
In summary, power prediction for power spectra containing features is considerably 
harder than  predictions for the power law cases because the linear to non-linear power 
mapping becomes a many-to-one process. There are however clearly two regimes to  the 
evolution -  the linear, in which features are preserved, and the non-linear in which they 
are erased, and fitting recipes would clearly need to smooth the linear power above a 
certain value in order to  reflect this.
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3 .1 .1  A im s
One of the first questions to ask when considering the feasibility of primordial non- 
Gaussian fields is whether non-Gaussian fluctuations in density can evolve under gravita­
tional collapse to  produce clustering statistically similar to th a t observed today. Clearly 
this is likely to depend on the type of non-Gaussian field considered -  for instance skew- 
positive fields are likely to produce non-linear structures earlier than skew-negative ones 
simply because they s ta rt off with more high density peaks.
If certain non-Gaussian fields can give rise to sensible looking clustering then we can go 
on to ask whether they evolve in the same way as Gaussian fields. If the evolution differs 
then could some characteristic of their evolution be used as a discriminator between 
Gaussian and non-Gaussian fields? (for example by examining the change in the cluster­
ing pattern  with redshift). The nature of the density field’s evolution is also im portant 
to determine whether there are scales over which non-Gaussian fluctuations might still 
be detectable -  for example on large scales does the field still evolve linearly even after
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This chapter addresses how to create a set of non-Cfaussian fields of specified power 
spectrum  and statistics, and then asks whether the evolution of the power spectrum  in 
these non-Gaussian cases can be described by the fitting formula provided in Peacock & 
Dodds (1996), which was originally derived for the evolution of Gaussian fields.
3 .1 .2  P r e v io u s  w ork  in t h e  area
Work on the evolution of non-Gaussian fields has taken two distinct approaches. The 
first approach has been theoretical -  where perturbation predictions for the second, third 
and fourth order moments of the density field have been applied to initially non-Gaussian 
fields. The second approach has been an empirical one in which toy non-Gaussian mod­
els have been evolved through N-body simulations, and the resulting statistics compared 
with their Gaussian counterparts. Much of the work for both approaches has concen­
tra ted  on the evolution of the skewness and kurtosis, with the aim of trying to  place 
constraints on non-Gaussian models using existing galaxy clustering data.
T heoretica l  predictions from second order perturbation  theory.
The evolution of the variance, cr2, for non-Gaussian models was studied by Fry & Scherrer 
(1994; FS94), who found th a t for non-Gaussian fields the lowest order correction to 
a 2 =  £ (0) is of order O (hg)> whereas for Gaussian evolution the lowest order correction 
is 0 ( 8 o). This difference results in higher (/lower) values of a 2 for a given evolution 
timescale for initially skew positive (/negative) fields than their Gaussian counterparts.
FS94 also investigated the evolution of skewness into the weakly non-linear regime, 
and concluded th a t non-Gaussian fields have an additional contribution to the evolved 
skewness ((S3}). There are three contributions in all. These are: (1) the linearly evolved 
primordial value oc Sq, (2) a contribution from non-linear evolution which is the same as 
the contribution in Gaussian fields, (oc <5g), and (3) an additional term  also oc hg which is 
dependent on the initial skewness and kurtosis of the distribution. They conclude th a t 
the initial skewness need not necessarily dominate the final skewness, and th a t for small 
initial skewness and kurtosis the final skewness would be expected to be comparable
very non-linear structures have formed on smaller scales?
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with the Gaussian skewness prediction.
Chodorowski & Bouchet (1996) complement the work of FS94 by applying perturbation 
theory to the prediction of kurtosis given non-Gaussian initial conditions. Again, they 
find th a t  the lowest order contribution to the kurtosis ((<54)) is one order less than  for 
the weakly evolved Gaussian case, i.e. the lowest order contribution in the non-Gaussian 
case is 0 ( 5 q), and in the Gaussian case it is O(Sq).
Unfortunately both of these papers’ results are for the unsmoothed ‘moments a t a single 
poin t’, and so their exact predictions may not be observation ally relevant. G aztanaga 
& Fosalba (1997, GF97), however have recently filled this gap, producing a spherical 
collapse analysis of density evolution, which they have been able to apply to smoothed 
initially non-Gaussian fields. Their unsmoothed results agree well with the perturbation 
theory predictions of FS94, also finding the evolved non-Gaussian variance to be higher 
for positively skewed models. Their smoothed results, however introduce an interesting 
spectral index dependence th a t was not predicted by FS94. They find th a t the evolution 
of £^moothed departs least from the Gaussian prediction when n — —1, so th a t spectral 
indices on either side of n =  — 1 show greater departures from the Gaussian prediction 
for a given non-Gaussian field.
Em pirical W ork
M ost of the N-body work in this field was carried out before the perturbation theory 
predictions for the quasi-linear evolution of Gaussian and non-Gaussian moments, so 
it is interesting to compare their results in the light of the theorists’ predictions. The 
nature of previous empirical work has been to use methods similar to those reviewed in 
Chapter 2 to set up non-Gaussian initial conditions, and to evolve these using an N-body 
code. The clustering properties (such as skewness and correlation functions) have then 
been compared with observation and Gaussian N-body simulations.
Most of the non-Gaussian models considered have been generated by performing a local 
non-linear operation on a Gaussian field e.g. Gaztanaga & Mahonen 1996, GM96; Coles 
et al. 1993, CMLMM; Messina et al. 1992, MLMM; Moscardini et al. 1991, who all 
operate on the potential field, and Weinberg & Cole (1992), who operate on the density
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field itself. They look mainly a t CDM power spectra, considering fields with positive 
and negative skewness (e.g. x 2 and lognormal fields), and fields with high kurtosis, such 
as the convolution of two Gaussians.
Skew ness  conclusions. The skewness, (S3) was found to increase with tim e for all 
models considered in CMLMM; they and MLMM suggested th a t initial skewness was 
the dom inant factor influencing the skewness-variance relationship a t late times. The 
calculations of FS94, however suggest th a t this is only one of three contributory factors, 
and th a t the kurtosis as well as the Gaussian contribution to the non-linear evolution 
are equally im portant.
GM96 examined a non-Gaussian texture model with excess skewness and kurtosis, and 
found th a t the hierarchical moments, S j  =  £ j /£ 2 1 tended towards the Gaussian
evolved models as the simulation evolved. This has shown good agreement with G F97’s 
recent theoretical predictions for the non-Gaussian evolution in the quasi-linear regime. 
If skewness does indeed increase (CMLMM), while S 3 tends to decrease, then the vari­
ance m ust be increasing faster in initially skew models than in Gaussian models, and this 
suggests th a t the power spectrum  may evolve differently according to initial skewness. 
These results are in line with the predictions of FS94, and GF97.
E volution  o f  pow er. The evolution of power is mentioned in Messina et al. (1992), 
who looked a t models with CDM type power spectra, and found th a t skew positive 
models gave little power on large scales compared with the Gaussian model, ■whereas 
skew negative models gave more power on large scales than the Gaussian model. The 
findings of MMLM are corroborated by Weinberg & Cole (1992) who carefully normalised 
all their simulations to a a § L of unity. They looked at power law models, and found 
th a t skew-negative models generally resulted in shallower correlation functions, and thus 
give either more power on large scales, or less on small scales depending on choice of 
normalisation.
In the light of the work by FS94, and the above findings, the normalisation of CDM type 
power spectra clearly requires some care -  if one normalises all results to a non-linear 
value for cr8, evolving the simulations for varying amounts of time, then one is likely to 
find a dearth of power for skew positive fields on large scales. If however all fields are
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normalised to a given linear value for erg, and evolved for the same am ount of time, the 
skew positive fields are likely to show more power on large scales than  the skew negative 
fields.
The work mentioned above has been qualitative in the comparisons of the different 
non-Gaussian fields, making direct comparisons between the different pieces of work 
difficult. The work in this chapter compares the non-linear evolution of power in non- 
Gaussian models with the Gaussian derived fitting formula of Peacock & Dodds (1994, 
1996) for scale free power spectra. This has the advantage of eliminating questions of 
normalisation, and enables direct comparisons with Gaussian predictions in the highly 
non-linear regime.
3.2 E volution  o f  non-G aussian m odels into the non-linear  
regim e
3 .2 .1  N o n - G a u s s ia n  m o d e ls  c o n s id e r e d
In order to compare the evolution of non-Gaussian fields with Gaussian fields, it is 
im portant to be able to reproduce the same linear power spectrum for each of the models 
considered. For some types of fields, this is not necessarily an easy task, since to create 
a field which is non-Gaussian in density fluctuations with a specified power spectrum , 
one needs a knowledge of the distribution the Fourier modes, and these do not relate 
simply to the real space probability density function. For the Gaussian case however, 
it is simple. If the density is specified by a Gaussian random field in real space, then 
the amplitude squared of the Fourier modes will have an exponential distribution with 
random phases. A class of non-Gaussian models th a t render themselves easy to produce 
are those which are local, non-linear transform ations of a Gaussian density field:
In these models the problem is reduced to finding the required input power spectrum  for 
the Gaussian model which will yield the desired power spectrum in the non-Gaussian 
model once the transform ation /  has been applied.
(3.1)
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In three of the models we consider, /  is just a product of a Gaussian field, either 
with itself or with another uncorrelated Gaussian field, 5%. The Fourier modes of the 
resultant field are given by:
i £ G =  T . T .  (r) (r)] =  (k) * ¿2 (k) (3.2)
as a result of the convolution theorem (see e.g. Kendall & S tuart 1969, and C hapter 1). 
This gives a power spectrum
(¿ NG (ka) ¿NG (k5)*) =  ({hh (ka) *¿2 (ka)}{<5l (kb) * 52 (kb)}*>
' ' (Z7r)
=  j ( s x (ka -k O  ¿2 (kO h'l (kb -k " )* S 2 (k ")* )d k "d k '. (3.3)
l i  51 and are independent, then the ensemble average in equation 3.3 can be written 
as:
(¿! (k i)  ¿2 (k2) (k3)* ¿2 (k4)*) =  («! (kx) Si (k3)*) (62 (k2) 52 (k4)*>, (3.4)
and this becomes:
(¿ NG(ka) <SNG(kb)*) =  ( k a - k 7) P2(k b -k " )  ^ ( k ' - k " )  ¿D( k '- k " + k a - k b) dk"dk '
=  (27r)3 P ng (&) d'D (ka — k b) (3.5)
using the definition of the power spectrum from Chapter 1. So in term s of the power 
spectra of the Gaussian fields used to  create the non-Gaussian field:
P NG(k) = P1 ( k ) * P 2 (k) .  (3.6)
Since the aim is to  give the resulting non-Gaussian field a specified power spectrum , 
we need to be able to calculate the power spectra required for the Gaussian fields th a t 
are used to  generate the non-Gaussian field. Suppose we have already specified the 
correlation function of field (2), then the correlation function of field (1), £i, is obtained 
by Fourier transform ing equation 3.6:
t N G  / j . \
(3 .7)
so Pi (,k ) is:
P, (k ) =
(2
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M odulated, a m = 1.
Chi—sq u a red  positive C h i-sq u a re d  negative Cauchy
Figure 3.1: Probability density functions of density for the models described in section 3.2.1.
We can now go on to  discuss the non-Gaussian fields th a t have been considered in this 
work. The three classes considered here are the modulated field, the x 2 field, and the 
Cauchy field, and their one point probability distributions are shown in figure 3.1. Their 
velocity distributions have also been plotted, and are shown in figure 3.2. We shall now 
consider how to generate these fields.
M od u lated  field
The product of Gaussian model was suggested by Peebles (1983) as an a ttem p t to  recon­
cile the argum ents about the idea th a t galaxies formed first, and subsequently grouped 
into clusters, rather than  proto-clusters forming first, and then fragmenting. An argu­
ment in favour of the latter idea is th a t correlations in the density field are observed on 
vastly different scales. Peebles argues th a t this could in fact be due to  the primaeval 
fluctuations existing over a large range of scales. One possibility for this distribution is a 
product of two Gaussian random fields model. A similar model has also been proposed 
by Yi & Vishniac (1993) as a multiple scalar field variant of inflation. Locally this field 
is Gaussian, but it has a varying amplitude on large scales, giving it a high kurtosis. It
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M odulated, a  = 0.3 M odulated, <r = 1.
C h i-sq u a re d  positive C h i-sq u a re d  negative Cauchy
Figure 3.2: Probability density functions of velocity for the models described in section 3.2.1. 
The velocity considered is the component along the «-axis. Each model has been normalised to 
have a velocity standard deviation of 0.003 box units.
is generated by taking the product of two independent Gaussian fields:
<5NG(r) =  ¿ iG'(r) [l +  <$2 G(r)] .
This has a power spectrum:
P NG(k) =  P G (k) + P ,G [ k ) * P 2G (k) .
(.3.9)
(3.10)
For the m odulating field, 62G (r), we have chosen to use a white noise power spectrum  
with a Gaussian cut off:
P2°  (k) = a 2m exp [ -  (Rc /c)2] , (3.11)
where R c fixes the scale of the modulation and crm can be chosen to give more or less 
deviation from a Gaussian field. The choice of power spectrum for the modulating field 
is to some extent arbitrary, although the Gaussian cut off has been chosen so th a t the 
modulating field introduces fluctuations only on large scales, resulting in a field th a t has 
large scale ‘h o t’ and ‘cold’ patches, but which looks Gaussian on smaller scales. For the 
simulations shown, crm =  1.0, and R c = 30 h Mpc.
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Figure 3.3: Slices through evolved simulations of the non-Gaussian models. Each box is 
200/i_1Mpc across (with a crs of 1)> and contains 512000 particles. Far left is Cauchy; cen­
tre left, modulated; centre right x+; far right, X--
A Chi-squared field
This is essentially the square of a Gaussian field, and can give positive or negatively 
skewed distributions depending on the choice of sign below (plus and minus respectively)
5ng (r) =  ±  [¿'iG(r)2 -  cr2] . (3.12)
We shall refer to the positively skewed case as a ‘x 2 positive’ distribution (x+). and the 
negatively skewed case as a ‘x 2 negative’ distribution (x2 )- From equation 3.3, since 
this time <5i =  82 = S , the ensemble average reduces to:
(5 (ka - k ') S ( k ')  i ( k b -k " )* i(k " )* >
-  2F  ( |k a -  k ; |) P  (k') 5D(k7—k;/) ¿D(ka —k b) , (3.13)
where the factor of two in the above equation comes from the fact th a t the four point
ensemble average can be non-zero both when k ' =  k ", and when k ' =  kb — k". This 
gives the following relation for the power spectrum of the x 2 field:
P NG [k) = 2 P a { k ) * P G {k) (3.14)
and so the chi-squared correlation function is given by:
£NG(r) =  2£G (r)2 . (3.15)
The motivation for this model comes from Peebles (1997). In this paper, he proposes 
an isocurvature x 2_m°del to get structures forming earlier than in the standard CDM 
model. In this section we consider only power law models, and in section 3.3 we will 
examine Peebles’ suggested model in greater detail.
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A Cauchy distributed field
This field was chosen because it has the property th a t the distribution of the average 
of many points in the field is also Cauchy distributed, (and is thus an exception to  the 
Central Limit Theorem, see Chapter 1). The main motivation for this field comes from 
a paper by Taylor & Hamilton (1996), in which they deduce a prediction for the mildly 
non-linear power using the Zel’dovich approximation. In this paper, the mildly non­
linear power is dependent on the probability density function of velocity differences in 
the field, which suggests th a t a field with a non-Gaussian velocity difference distribution 
should (under the Zel’dovich prediction) evolve differently from a Gaussian field. The 
Cauchy distribution was chosen to be sure of obtaining both a non-Gaussian velocity 
difference field, and the required input power spectrum. The densities have a Lorentzian 
one point distribution:
=  ( 3 ' 1 6 )
The field has been generated by creating an incoherent velocity field with a Lorentzian 
distribution, which is then convolved with a smoothing function to produce the desired 
power spectrum  for the density field. For this work, the power spectrum  is chosen to 
be a power law, with spectral index n =  0, —1, or —1.5. Lorentzian distributed random 
variables, Vi can be generated by:
Vi =  tan  (rand) ; — n /2  < rand < ir/2. (3.17)
In order to  obtain a power law power spectrum, the ¿-space velocities need to be multi­
plied by a smoothing function, w (¿), which is given by:
w(k)  = Jfe-B/2_1. (3.18)
So the ¿-space velocities become Vy! — V^w (k), and this yields a density power spectrum 
of spectral index n.
3 .2 .2  T h e  s im u la t io n s
An AP3M  code was used to  evolve the non-Gaussian models described above, and each 
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Figure 3.4: Hierarchical skewness (lower set of points on each panel) and kurtosis measurements 
(upper set) for the non-Gaussian fields used in the simulations. Top left is from a Cauchy field, 
top right from a modulated field, bottom left is from a x+ held, and bottom right is x~- All 
simulations here have spectral index n =  —1. Dotted lines indicate second order perturbation 
theory predictions for a Gaussian simulation.
of 0, — 1, and —1.5. The locus of the resulting non-linear power spectrum  as it varied 
against the linear power spectrum was then plotted and compared with the Gaussian 
prediction from the Peacock & Dodds fitting formula described in section 2.4.
Most of the simulations were evolved using 803 particles and integrated for 90 time- 
steps over an expansion factor of 10. Each particle was assigned to a grid point, and 
displaced from this using the Zel’dovich approximation (with no smoothing onto the 
grid). The Fourier mesh used to evolve the particles contained 1283 grid points, with 
the initial softening of the force set to  one cell. This softening was allowed to  decrease to 
a minimum of one tenth  of the cell size, and the maximum force error perm itted was 6%.
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The tim e variable, p used in the simulation is an adjustable function of the expansion 
factor, a, (p  =  3aa/2a) ,  and a  has been kept a t a constant value of a  = 3 /2  for all 
simulations. The maximum number of mesh refinements in clustered regions was also 
kept to a constant value of three subgrid refinements. A few simulations however did 
require more particles to keep the shot noise level low compared with the evolving power 
spectrum , and these were the x 2 models with spectral index n =  —1.5. These simulations 
contained 1003 particles, and were evolved for 300 time steps. Comparisons were made 
between simulations with expansion factors of 10 and 15, and between simulations taking 
90 time-steps, and 300 time-steps, and neither of these changes affected the results. The 
power in the fundam ental mode (27r/Tbox) a t the final epoch was required to be less 
than A 2 (k) =  0.02 so as to keep the low-A; modes in the linear regime, and largely the 
simulations were set up to have a box size of ~  200 h~l Mpc. All simulations shown here 
used £lm =  1, and f lv =  0.
3 .2 .3  R e s u l t s
Figure 3.3 shows the simulation outputs a t the final evolution time, for n  =  — 1 simula­
tions. The x+ Reid displays the most highly clustered nature on small scales. Figure 3.4 
shows the hierarchical skewness and kurtosis, 53, 54 for the four different non-Gaussian 
fields considered. On large scales, only the Cauchy field agrees with the Gaussian per­
turbation predictions, with the modulated and x+ fields having hierarchical moments 
th a t are several times larger than the Gaussian predictions. The x ~  model has very low 
S 3 , 5*4, compared with the Gaussian perturbation prediction.
Figure 3.5 is a compilation of plots of non-linear power against linear input power for 
the different non-Gaussian fields discussed above. A notable feature of the graphs in 
figure 3.5 is how well the n — - 1  models match the Gaussian locus compared with the 
n = 0, and n  =  -1 .5  models. This appears to agree with the predictions of G aztanaga 
& Fosalba (1997) th a t in the quasi-linear regime, n — — 1 spectra deviate least from 
the Gaussian model. The non-Gaussian simulation tha t agrees best with the Gaussian 
prediction is the m odulated field case. This is perhaps surprising given the Zel’dovich 
prediction th a t the evolution should depend on the velocity probability function, since
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the m odulated field has one of the most non-Gaussian velocity p.d.f.s. This field, however 
is locally Gaussian, so perhaps the dominant factor is the local probability distribution. 
By contrast, the other field with zero initial skewness and high kurtosis, the Cauchy 
field, appears not to  have the scale invariant character of the m odulated field for spectral 
indices n =  0, and n  =  —1.5, with different evolution epochs displaying a different locus 
on the A ^ jL  v s  graphs. In these cases the non-linear power is significantly lower, 
although evolving towards the Gaussian prediction.
The skew positive x 2 models behave similarly to the Gaussian prediction, though the non­
linear power amplitude evolves slightly faster than the Gaussian prediction for n =  — 1, 
and n =  —1.5 spectra. This is what one might suspect, since there are a  higher proportion 
of the more overdense regions a t the s ta rt of the simulation than  in the Gaussian case, 
and these will collapse faster than the ‘less overdense regions’. At the same time, for 
the same power spectrum , there are fewer overdense regions than in the Gaussian case 
to compensate for the high density excursions, so the evolution is likely to  be a trade off 
between the number of overdense regions, and ju st how overdense the overdensities are. 
The skew negative x 2 models evolve to give much lower non-linear power amplitudes 
for a given linear spectrum. Again this is likely to be a trade off argum ent: although 
there are lots of mildly overdense regions, the rate of collapse of these slightly overdense 
regions is too slow to compensate for their high number.
In general, the results here confirm the prediction of e.g. Weinberg & Cole of less power 
for skew-negative models than for skew-positive models for a given level of evolution, 
and provide confirmatory evidence, particularly in the Cauchy model case of n =  — 1 
spectra showing closer to Gaussian evolution. It is interesting th a t both the Cauchy, and 
X -  fields undershoot the non-linear power compared with the Gaussian prediction, and 
yet these have extremely different hierarchical moment properties. Similarly, although 
the hierarchical moments of the modulated and x+ fields are a t least a factor of three 
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Figure 3.5: Evolution of power for non-Gaussian models. Blue points are for an expansion factor 
of 7.5, and red are for an expansion factor of 10. The solid line shows the Gaussian prediction 
taken from the PD96 fitting formula.
Revised fitting formula for the x+ model.
Since we will be considering the x \  field later on, it is useful to provide a revised 
estim ate for the param eters in the fitting formula for non-linear to linear power. The 
param etrisation has the form:
/ ( * )
1 +  bex +  (ax) d e
1 +  [g3 (fim, i lv) (ax)d /  (c^/x)] \  
where x  =  A£ (Atl) , /  (x) =  A ^L (&nl)i and a, b, c, d, e are given by:
(3.19)
Vi a b c d e
I/o 1.9 12.03 2.77 0.9 8.77
2/1 -0 .26 7.31 -3 .45 -1 .45 4.51
Table 3.1: Revised parameters for the PD96 fitting formula for the x+ model.
Each param eter is given by y — yo +  nUi where n is the tangential spectral index. 
Figure .3.6 shows the revised x+ power spectrum locus.
Figure 3.6: Points show the locus for the evolution of power for the \+  model (c.f. figure 3.5), 
and the solid line is a parametrisation of this locus. (See equation 3.19, and table 3.1.)
The integrated fitting formula for kj_, — &nl[1 +  ^NL W ]-1 3̂ uses tlie same param etric 
form, but this time with x = J A \  (k ) dk /k ,  and /  (.t) =  /  A ^ l  (A) dk /k .  a, b, c, d, e are 
shown in table 3.2. The power locus fitting for the x 2 model (table 3.1) will be used in 
the next section when we come to consider Peebles’ x 2 isocurvature model.
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Vi a b c d e
yo 4.46 13.49 7.91 1.15 6.1
Z/i 0.88 7.99 -9 .29 -1 .3 2.72
Table 3.2: Revised parameters for the integrated fitting formula for the x \  model.
3.3 T h e P eeb les iso curvature m odel
3 .3 .1  M o t iv a t io n  for  t h e  m o d e l .
The evidence for assembly of some massive galaxies a t redshifts as high as z  ~  6 {e.g. 
Dunlop et al. 1996) poses a problem for the adiabatic CDM model, which favours a 
later epoch for the collapse of objects. An alternative model for structure form ation has 
been proposed by Peebles (1997; P97), who suggested th a t a non-Gaussian isocurvature 
model might be able to  produce the required high redshift structures. In this model 
the initial fluctuations are isocurvature CDM, and their statistics are proportional to 
the square of a random Gaussian process. This gives a higher density contrast for the 
upward fluctuations, and is thus thought to allow objects to collapse a t an earlier epoch. 
The cold dark m atter is proposed to be the rem nant of a massive scalar field, with
initial inhomogeneities arising from quantum  fluctuations freezing in during inflation.
The CDM mass distribution is given by
p (x) =  Mgip (x )2 , (3.20)
where ip (x) is a random Gaussian process, and M 0 the field mass now or when it decayed 
to the present CDM.
We can write the non-Gaussian power spectrum in terms of the power spectrum  of the 
Gaussian field, tp:
Pp {k) =  2 P ^ { k ) * P ^ { k )  (3.21)
(see section 3.2.1). In P97, the primordial power spectrum  (before m atter radiation
equality) is chosen to  be a power law:
Pp (jfe) =  A k m, (3.22)
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k / h  M pcF1
Figure 3.7: Transfer functions used in Peebles’ models. Solid line, model 1; dashed, model 2; 
dot-dashed model 3; and dotted line model 4.
o
k  / h  Mpc 1
Figure 3.8: Graph showing the primordial scale free power spectra for Peebles’ model (displaced 
downwards by three orders of magnitude), and above it the resulting power spectrum after 
recombination. Triangles show the linearised APM power spectrum using the fitting formula 
for x \  initial conditions (equation 3.19), and parameters from table 3.1. This linearisation has 
assumed fim =0.3 , and fit, =  0.
91
Model n h m A
1 0.3 0.05 0.7 - 1.8 174
2 0.1 0.05 0.7 -1 .4 108
3 0.3 0.01 0.7 -1 .9 210
4 0.1 0.01 0.7 - 1.6 87.1
Table 3.3: The different isocurvature models considered. The values quoted for A  are for the 
linearly evolved power spectrum at the current epoch.
in which A  and m  are chosen to fit the predicted linear r.m.s. am plitude of CBR 
fluctuations a t I ~  10, and to give a$ =  1.0 ±  0.1. This gives a power spectrum  with a 
slope similar to  the observed galaxy distribution in the range 0.03L < k < 0.3 h M pc-1 
(Peacock & Dodds 1994; Lin et al. 1996), and is in agreement with the four year COBE 
da ta  for 3 <  i  <  20 (Gorski et al. 1996). The model param eters are shown in table 3.3, 
and the isocurvature transfer functions required to obtain the m atter dom inated power 
spectrum  for these model param eters are shown in figure 3.7, with the resulting power 
spectra in figure 3.8.
In this section, the feasibility of these isocurvature models is considered, starting  with 
whether this type of non-Gaussian process could be made to reproduce the APM  power 
spectrum , and then moving on to compare the higher order moments of the evolved 
distribution with those measured from the APM. The final subsection examines how 
such higher order moments are influenced by bias, and an estim ate is given for the 
required level of biasing th a t would bring the skewness and kurtosis measurements into 
agreement with the APM  measurements.
3 .3 .2  C an  th is  m o d e l  g e n e r a te  th e  A P M  p o w er  s p e c tr u m ?
In assessing the viability of these isocurvature models, it is worth asking whether the 
model is capable of reproducing the observed power spectrum of our local universe. For 
X 2 fields, the correlation function of the non-Gaussian field can be specified in term s of 
the correlation function of the Gaussian precursors, as discussed in section 3.2.1, and
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k / h  Mpc 1
Figure 3.9: Unfilled circles show the predicted linear APM power spectrum for the x 2 model 
which has been obtained using the fitting formula in equation 3.19 with parameters from table 3.1. 
Filled circles show the observed APM power spectrum, and the solid line indicates the Gaussian 
prediction for linear power. This linearisation has assumed f2m =  0.3, and =  0.
from equation 3.15, we have:
£ »  =  2 ^ ( r ) 2 , (3.23)
where is the correlation function for the non-Gaussian field, and is the ‘correlation 
function’ for the Gaussian field, ip. In order to generate the x 2 model from a real
Gaussian field, the correlation function of the non-Gaussian field m ust be greater than
zero for all separations.
In this section, the APM  power spectrum has been linearised using the fitting formula for 
X 2 evolution (see equation 3.19, table 3.1, and figure 3.9) for the different cosmological 
models summarised in table 3.3. The linearised power, P in (k ), was then divided by the 
square of the isocurvature transfer function to obtain the power spectrum  before m atter 
radiation equality, -Pprim (k):
Pprim (k ) =  Plin (*) ¡T \ .  (3.24)
Tprim has then been Fourier transformed to obtain the correlation function for the  y 2 
process, £prim =  If £Prim is not positive on all scales, then it is not possible to create
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R / I T 1 Mpc R / h _1 Mpc
Figure 3.10: The predicted primordial correlation functions for the y 2 model. These were 
deduced by taking the linearised APM power spectrum from figure 3.9, dividing by the transfer 
function for the particular model, to give the primordial power spectrum, and then Fourier 
transforming to get the correlation function.
the field from the square of real Gaussian variables. Figure 3.9 shows the linearised 
APM  power spectrum  for a y 2 initial distribution, and figure 3.10 shows the primordial 
(before m atter radiation equality) correlation functions required to yield the APM  power 
spectrum  before the universe has become m atter dominated. ‘Model 2’ shows more 
oscillation than  the others, but all of them remain above zero for the scales considered, 
indicating th a t they could all theoretically reproduce the observed APM  power spectrum  
for an appropriate initial power spectrum.
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3 .3 .3  S k ew n ess  and kurtosis  o f  th e  Isocurvature  m o d e ls
The isocurvature model can be made to  fit current estimates of the power spectrum , but 
how do the higher order moments of the distribution compare with current estim ates 
from galaxy surveys? In this section, the initial conditions specified in P97 (see table 3.3) 
have been simulated and evolved to the present epoch using an AP3M N-body code. The 
primordial power spectrum  used was the power law model in equation 3.22, with A , and 
m  specified in table 3.3. This primordial spectrum  has then been multiplied by the 
appropriate isocurvature transfer function squared to obtain the linear power spectrum  
after m atter radiation equality. Figure 3.8 shows the input linear power spectra and 
how these compare with the linearised APM  spectrum. The simulations have used 803 
particles, evolved over an expansion factor of 10, and for 90 time-steps, and all other 
simulation param eters are the same as those described in section 3.2.2. Slices from the 
evolved simulations are shown in figure 3.11.
The hierarchical skewness and kurtosis of the field (see Chapter 2, section 2.2) have 
then been compared with estimates of the hierarchical higher order moments from the 
APM  galaxy survey (G aztanaga 1994). Figure 3.12 shows the hierarchical skewness and 
kurtosis for the four different isocurvature models, along with the APM  estim ates (these 
have error bars of order the size of the symbol) taken from G aztanaga (1994). Clearly 
S3 and S4 are too high by a factor of about three to be compatible with the APM  
measurem ents for all the models considered here. The isocurvature models did not have 
exactly the same shape of power spectrum  as the APM power spectrum  (see figure 3.8), 
and there is likely to be a small discrepancy between the models’ hierarchical moments
Figure 3.11: Slices through simulation boxes of the isocurvature models taken at the present 
epoch. Each box is 200 h~l Mpc across, and contains 512000 particles. Far left is model 1; centre 
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Figure 3.12: S3 (lower points with error bars) and £ 4  (upper points with error bars) for simula­
tions of the isocurvature models in the absence of biasing. Triangles indicate APM estimates 
for S3 and £4.
and the APM  moments as a result. However, the model power spectra are steeper than 
the APM  spectrum  (i.e. n is more positive), and since the effect of using shallower power 
spectra is to raise the hierarchical moments (see figure 2.1), the observed discrepancy is 
expected to be greater still if the power spectra were identical.
3 . 3 . 4  T h e  e f f e c t  o f  b ia s  on t h e  m o d e l
If light does not trace mass, then the observed galaxy distribution will be biased relative 
to the underlying dark m atter distribution, and this will affect the higher order moments 














2  5  1 0  2 0  2  5  1 0  2 0
R ( I T 1 M p c )  R ( h _1 M pc)
Figure 3.13: Dimensionless moments, D3 (lower points with error bars) and D4 (upper points 
with error bars) for simulations of the isocurvature y2 models in the absence of biasing. Triangles 
show D3 for the APM survey, and squares are for D4. These have been calculated from the 
hierarchical moments, and the APM power spectrum.
biasing schemes are applied to the isocurvature model simulations to see if non-linear bias 
can bring the moments down in line with the APM  measurements. The biasing schemes 
used here are the same as those considered in Mann et al. (1998), and the programs used 
to  apply bias to  the density field have kindly been provided by Bob M ann. While these 
schemes are not physically motivated, they aim to reflect feasible actions of bias, such as 
suppressing galaxy formation in low density regions, and augmenting it in high density 
regions. We consider three different empirical schemes. These are:
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F ig u re  3.14: Left panel is a plot of the effect of power law bias on the m ass density field. 
Lines from bottom  to top correspond to  C% =  1 .0,1.125,1.25,1.375,1.5, with cut off points for 
censoring bias at Co =  1-0 & 2.0 (see equations 3.25 and 3.26). Right panel is Cen-Ostriker 
biasing shown for a range of param eters, C'o, C\ , & 64. Solid lines have Co = —0.4, dashed 
Co — 0. Each set of coloured lines have C2 — —0.4, —0.15, 0.1 from  bottom  to top. Black lines 
have C'i =  1; red C 1 =  1.33; cyan C 1 =  1.67; blue C 1 =  2 (see equation 3.27).
P o w er law  b ias. For C 1 > 1, this acts to suppress low density regions, and augment 
high density regions:
P g <x p%.  (3.25)
C e n so rin g  b ias. This is a form of threshold biasing, in which galaxies are assumed 
to  be unable to form if the density is lower than a certain value. It can be combined 
with the power law bias, so as to enhance galaxy formation in high density regions and 
suppress it for low density regions greater than  the threshold. Below the threshold there 
is no luminous m atter. This type of biasing is given by:
Pa oc
Pm  for Pm > Co 
0 otherwise
(3.26)
C e n -O str ik e r  b ias. As the name suggests, this formalism was developed by Cen & Os- 
triker (1992) who found th a t the galaxy density field could be expressed quite accurately 
in term s of the mass density field using the following relation:
2
In y = Lj =  Co +  C'i In
Pm
Pm




This is essentially a more general form of the power law bias, and for C'2 < 0 can be used 
to  reduce the level of bias in high density regions. The model has also been studied by 
Little & Weinberg (1994) who have used it to investigate the void probability function.
Figure 3.14 shows plots of the mapping between underlying density, and luminous density 
for the different biasing schemes considered. These biasing schemes have been applied 
to evolved simulations of the four isocurvature models for a range of bias param eters 
(C'o, C'i, C'2) which span sensible linear bias values. The techniques used to apply the 
bias to  the N-body models follow those described in M ann et al. 1998. For each biasing 
applied, the hierarchical moments S 3 and S 4 have been measured at two scales -  10 
and 20 h~l Mpc, and compared with the APM  hierarchical moments at corresponding 
scales by measuring the y 2 deviation between the APM  moments, and those found from 
the biased simulations. These y 2 values have been used to assess whether a particular 
biasing scheme can bring the hierarchical moments into statistical agreement with the 
APM  moments.
R esu lts
Firstly  we look a t how the hierarchical moments are affected by changing the biasing 
param eters for the power law bias model. Figure 3.15 shows how the hierarchical mo­
ments (averaged over scales between 7 and 20 h~l Mpc) change with different power 
law biasing. The moments decrease with increasing linear bias 6, and are in agreement 
with the APM  moments for values of b greater than about b ~  2. Figure 3.16 shows 
the hierarchical moments for an example of the Cen-Ostriker bias model (C'o =  0.35, 
C'i =  3.4, C'2 =  —0.36, giving a linear bias value of b ~  1.6). While the hierarchical 
skewness for this particular model is in reasonable agreement with the APM  moments, 
the hierarchical kurtosis is now too low. Notice also th a t there is little scale dependency 
on these biased moments.
The next stage is to  consider what values of linear bias are required to  bring all the 
different biasing mechanisms into agreement with the APM  moments. Figure 3.17 is a 
contour plot in which shaded areas indicate biasing param eters th a t bring the moments 
of the distribution down to within one, two, and three sigma agreement with the APM 









0 5 10 0 5 10
b b
Figure 3.15: Graph showing how the hierarchical moments are affected by power law biasing. 
Upper points on each panel are S4 , and lower S3 . Moments have been averaged over scales 
between 7 and 20/i_1Mpc. b is the linear bias parameter as defined in equation 1.57 from 
Chapter 1. The dotted lines indicate the equivalent averaged APM moments. Clearly a high 
level of bias (around 6 =  3 — 5) is required to match the measured APM results.
give Pr (x 2 >  ^measured) =  0.68, 0.95, 0.99 respectively). Unshaded contours indicate 
lines of constant linear bias. The levels of biasing required to bring the hierarchical
Model b - Cen-Ostriker b - Censor +  power law
1 5 .6 -  6.2 5.0 -  5.26
2 - 3.3 -  9.4
3 2.9 -  5.4 4.0 -  6.0
4 - 1 .9 - 4 .6
Table 3.4: Linear bias values giving moments within one sigma of the APM moments
Model 1 Model 2
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Figure 3.16: The hierarchical moments for a particular Cen-Ostriker bias model. Here, Co = 
0.35, Ci = 3.4, Ci =  —0.36, and the linear bias is 6 ~  1.6. While the hierarchical skewness has 
been brought down into agreement with the APM moments, the kurtosis has been brought down 
too far.
moments low enough to lie within one sigma of the APM  moments are summarised in 
table 3.4. For the Cen-Ostriker model, which has three free param eters, Co has been 
fixed at a constant value of Co =  0.35. Variations of this param eter were found to have 
little effect on the results.
D iscussion
Current estim ates of the redshift distortion param eter, /3, favour a value of /30pticai =  
0.6 ±  0.3 (e.g. Peacock 1997). For the models used here, this corresponds to a linear 
bias in the range 0.54 < b < 1.62 for Q, =  0.3 models, and 0.28 < b < 0.84 for Q =  0.1 
models. The allowed ranges of bias from the Cen-Ostriker and Censor-power law models 
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isocurvature models are unable to fit current measurements from observations of galaxy 
clustering for the biasing schemes considered here.
An im portant factor th a t has been neglected in this analysis is the effect of these biasing 
schemes on a$. Clearly the larger the linear bias value, the higher as becomes, and this 
is an im portan t observational constraint. This could be dealt with properly by changing 
the slope of the initial power spectrum so th a t the final spectrum , when biased gave 
the required as value, although this method would require many simulations to  explore 
the bias param eter space. Since the hierarchical moments of the models do not vary 
greatly with scale, one could alternatively redefine the size of the box such th a t a$ when 
biased was unity. Since the biasing models considered here depend only on density, the 
only effect of this would be to shift the scale of the moments, and since even the biased 
moments do not have a large scale dependence, it is expected th a t compensating lor as 
would not change the results significantly.
A recent preprint by Peebles (1998b; P98) examines the feasibility of a similar y 2 isocur­
vature model, comparing the non-evolved dinrensionless higher order moments of the 
isocurvature models with current observations (from the APM, and Edinburgh-Durham  
Southern Galaxy Catalogues, EDSGC). In this paper, he finds D 3 =  '2.46, and D 4 = 9.87 
for his non-evolved isocurvature models, and finds these to  be in agreement with obser­
vations from the APM  and EDSGC surveys. A plot of the D 3 and D 4 values for the 
simulations used here (figure 3.13) also agrees with this estim ate on laige scales. How­
ever, this plot also shows the expected APM dimensionless moments (calculated from 
S 3 and S4, and the APM power spectrum -  see PD94 for the conversion formula to get 
between A 2 {k), and £2 (?’))• 0 n  scales less than 30/r- 1 Mpc, there is clearly a discrep­
ancy between the model and the APM  results. It therefore seems th a t the leason these 




Censor + power law
c l  c l
F ig u re  3.17: Shaded contours show areas of bias param eter space consistent with APM  m om ents 
at the one, two & three u level. Lighter line contours indicate regions of constant linear bias. The 
top panel uses Cen-Ostriker biasing, with Co =  0.35 and the bo ttom  panel uses Censor+power 
law biasing.
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3.4  C onclusions
This chapter has looked at how the power spectra of non-Gaussian fields evolve into the 
non-linear regime. The findings are consistent with those in the literature -  principally 
th a t  initially skew positive fields result in a higher non-linear power for a given linear 
input. High initial kurtosis appears not to  have a consistent influence on the power 
evolution -  with some high kurtosis models displaying similar features to  the low initial 
kurtosis models.
One of the aims of this chapter was to explore whether an analysis of the evolution of 
the power spectrum  could be a useful test for non-Gaussian fields. This tu rns out to 
be a highly model dependent problem, and since in practice da ta  yielding information 
about the early power spectrum  has come from the detection of high redshift galaxies, 
and so from only one scale, distinguishing between non-Gaussian fields and the effects 
of low fl or A on the evolution is probably not possible until these param eters are more 
tightly constrained. Skew-negative models, however (which evolve more slowly than the 
Gaussian model) do not look promising whatever the cosmological model.
Higher order moment analyses are clearly required to constrain non-Gaussian models. 
For instance, while the y 2 isocurvature models can be made to reproduce the APM  
power spectrum , they cannot reproduce the observed higher order moments, S'3 and 
S4 . Various biasing prescriptions do bring these moments down (probably as a result 
of increasing the power spectrum  amplitude), but the values for the linear bias required 
to bring them  down enough to agree with the APM  moments lie outside the range of 
currently favoured values for the linear bias param eter.
In the next chapter, a fourth order Fourier moment analysis of the density field is devel­
oped, which can easily be applied to redshift survey data.
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C h a p te r  4
PO W ER  CORRELATIONS
4.1 In troduction
In the previous chapter, the evolution of the power spectrum  of initially non-Gaussian 
fields was studied with a view to finding an observable signature for non-Gaussian fields. 
The results of this chapter suggested tha t, while for some non-Gaussian fields, there is a 
marked difference in the evolution {e.g. negative y 2 models, and some Cauchy models), 
for other fields with equally high deviations from the Gaussian hierarchical moments, 
the evolution is very similar to the Gaussian case {e.g. the modulated fields).
It seems therefore a natural step to consider a higher order statistic to constrain non- 
Gaussian fields. We have already used higher order moment statistics such as S j  and D j  
in C hapters 2 and 3, and these appear to discriminate well between different theoretical 
models. However, these statistics operate in real space, and lend themselves to  a number 
of problems particularly when analysing real surveys. These arise mainly from the fact 
th a t in real space, correlations in the density field exist over a wide range of scales, and 
th a t in order to measure moments, the field must be smoothed. The correlations make 
analysis of errors a difficult task, and the smoothing is complicated in the presence of 
a selection function or mask. Since the effect of smoothing is essentially to  average the 
density field, there is also the risk th a t sensitivity to non-Gaussian fields is reduced on 
account of the central limit theorem.
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An alternative approach adopted by Feldman, Kaiser, and Peacock (1994; FK P) is to 
look at the density field in Fourier space, where modes are separated out on the basis 
of scale, making it easy to probe the linear regime. FK P proposed two possible tests 
for a Gaussian density field. Both make use of the property th a t a t high resolution in 
ft-space, independent Fourier modes have power values th a t fluctuate about the mean 
power for th a t  particular scale. The first test was to look at the one-point distribution 
of these power fluctuations, which is predicted to be exponentially distributed in the 
Gaussian case. FK P found th a t for the QDOT l-in-6 survey, the power distribution was 
in good agreement with the Gaussian prediction. However, Fan & Bardeen (1995) have 
subsequently argued th a t such one-point p.d.f. tests have little discrim inatory power: 
for a large enough sample, most types of non-Gaussian field are also expected to have an 
exponential power distribution as a consequence of the central limit theorem. The second 
test suggested by FK P was to look at correlations between the power fluctuations which, 
for a Gaussian field, will be a function of the selection function only. This is effectively a 
four point test, and since it is expected to be sensitive to phase correlations between the 
modes, it is perhaps less susceptible to  the swamping effects of the central limit theorem.
In this chapter, the power correlations test is developed and applied to the QD OT+1.2 
Jy  redshift survey, from which limits can be placed on a particular class of non-Gaussian 
models. An earlier version of this work is published in M onthly Notices of the Royal 
Astronomical Society (Stirling & Peacock, 1996).
4.2 Pow er C orrelations
The general idea behind looking for correlations between power fluctuations is th a t for 
an infinite density field the Fourier modes are independent, i.e.
(Skl S Q  = (2tr)3P(fc1) ¿D(k! -  k2), (4.1)
where 5D(ki — k 2) is the Dirac delta function and angle brackets denote the ensemble 
average. For a finite sample of the density field, however, this mode independence is 
lost. This is because the finite region is effectively a product of the true infinite field, 
¿infinite  ̂ ancj a m as]i) m . ¡n Fourier space the observed density modes ¿°bserved are then
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a convolution of the ‘tru e ’ density modes with the Fourier transform  of the mask (see 
C hapter 1):
^observed   ^infinite / A 0 \Ók — ok (4.2)
where <5k is given by:
4  =  S(r) eik r d3r, (4.3)
and 5(r) =  [p(r) — p (r)]/p (r) is the overdensity at position r. This has the effect of 
mixing information between the modes over a fc-scale comparable to the fc-space width 
of the mask. Now, for a Gaussian field, the following relation applies (see section 4.3):
=  ( | ó ' k l | 2 | ó ' k 2 | 2 ) - ( | ó ' k l | 2 ) ( | ¿ k 2 | 2 )
=  (P (kr) P (k 2) ) -  P (k i)  P (k 2) (4.4)
=  ( Í P ( k i )  S P ( k 2) ) (4.5)
where P{k) ,  the ensemble-average power, comes from equation 4.1; P (k ) is the power in 
a single mode:
P(  k) =  I 4 |2; (4.6)
and 5P  (k) =  P  (k) — P ( k ) .  Relation 4.5 is dependent on two properties of Gaussian 
fields -  a normal distribution for the one-point p.d.f., and the independence of the Fourier 
modes (i.e. the modes should have uncorrelated phases). For a finite sample of a Gaussian 
field, there will therefore be correlations between the different power modes, with a two- 
point function for the power fluctuations which is the square of the two-point function 
for the Fourier amplitudes. For non-Gaussian fields in which intrinsic phase correlations 
exist, this result does not apply, and in section 4.6, specific non-Gaussian models in 
which the power correlations are broader than the Gaussian prediction are considered. 
This does not prove th a t all conceivable non-Gaussian fields could be detected in this 
way, but it does show th a t the correlations of the fluctuating power field give a necessary 
condition for the field to be considered Gaussian. Figure 4.1 shows how the measured 
field appears for the IRAS-galaxy data  described in section 4.5.
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4.3 P r o o f  o f  ( | ( y 2|< y 2) re la t io n
This relation is easily proved for Fourier modes which are independent. However, for a 
redshift survey with a selection function, we are left to deal with Fourier modes which 
are a convolution of the ‘underlying’ Fourier mode with the transform  of the selection 
function, and in this case the proof becomes more tricky.
We shall s ta r t with the easy case. Clearly if k i /  k 2, then ( 1 ^  |2|£k212) =  (l^ki |2)(|^'k212)- 
In the case k i =  ± k 2, then we have (|h'ki|4) =  2(|h'k1|2)2 for a Gaussian distribution. So 
the whole answer can be written as:
(|<5k l |2| 4 2|2) =  (l^kl |2)(|^k212) +  |(<M k2) |2 +  l(<M k2>|2- (4-7)
Now let us examine the convolved mode case. We can write the convolved modes (£(,) 
in term s of convolutions with the underlying modes. For a single mode, this is just:
^ki =  >3 I  ¿ W k i-k 'd k h  (4.8)
2j 71" j j
So for power correlations, we can write:
( K j ^ k J 2} =  7T N I2 f (Akoik ^ k ci k > k 1- k J i 1+k ^ k 2-k cC +k ,d k 0d M k cd k d. 
(2tt) J
(4.9)
Now the four point average under the integral sign is only non-zero under the following 
conditions:
k a — kft , kc — k j  ,
ka — kc , kj, — k  ̂,
ka =  -k^  , k6 =  —kc ; (4.10)
so we can rewrite the four point average under the integral as:
(¿kcAiAc^kd) =  (ld'kJ2 |^kc|2 )h'D (ka +  kb)  5 d  (kc +  kd)
+  (|^kJ2 |<5kJ2 )5D (ka +  kc) 5d  (k;, +  kd)
+  (l̂ 'ka|2 |5kj2> ^  (ka +  k d )  SD (kc +  k6) . (4.11)
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Now, substituting equation 4.7 into equation 4.11, and taking care not to  double count 
instances where |k a| =  |k&| =  |k c| =  |k d| gives:
(< M kb< M O  = (27r)6 P ( k a) P ( k c)5D (ka + k b)5D (kc +  k d) (4.12)
+  (2n)6 P ( k a) P ( k b)SD (ka + k c) S D (kb + k d) (4.13)
+  (2tt)6 P  {ka) P  (kc) 6d  (ka +  k d) 5 °  (kc +  k b) . (4.14)
We now need to  consider how each of the terms 4.12, 4.13, and 4.14 contribute to  the 
integral. Term 4.12 reduces to:
~ 3  j  P i k J l i f a - k j f d k a J  P ( k b)\4>(k2- k b) \ 2d k b = P ' ( k 1) P ' ( k 2) ,  (4.15)
and term  4.13 gives:
^ 6  / l ( 4 A 6) |2V; ( k i - k a) ^ ( k 2 +  k a) ^ ( k 1+ k 6) ^  (k2- k 6) d k ad k 6 =  | ( ^ X 2>|2-
(4.16)
Finally, term  4.14 gives:
/ K -M O P V ’ ( k i - k a )  r  (k2- k a) r  ( k i+ k 6) i> (k2 +  k 6) d k ad k 6 =  0 |2.
(4.17)
So a t last we get for the convolved four point ensemble average:
(l '̂k! |2K J 2> =  P'  (&i) P'  (^2) +  K 4 / k 2 ) |2 +  K ^ k /k ,)!2, (4.18)
which is the same relation as for the uncorrelated modes. We can generally neglect the 
last term  in this relation, 011 the grounds th a t for a selection function narrower than  
~  modes separated by |k i +  k 2| will be uncorrelated.
4.4  D efin ition  o f th e power correlation function
Quantitatively, we can define a power correlation function, £p as follows:
(  [P(k) -  P(k)] [P (k  -  Ak) -  P(k  -  A*)] )
£p(A k) =  4 —    L  (4.19
7 [P(k) -  P(k)  ] ^
This is simply K^k^k ) |2 as bi equation 4.5, but normalised so th a t £p(0) =  1. We can 
now consider how to  evaluate this function for practical datasets.
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Figure 4.1: The fluctuating power field from the IRAS data described in Section 4.5. Equal 
area projections of power from shells of constant |k| are shown (Left panel at k = 0.1 h Mpc-1 , 
and right panel at k = 0.15 li Mpc-1 ). Black corresponds to low, and white to high power. The 
panels have width Ak = 0.25 h Mpc-1 . While the power is not constant for a particular value 
of |k|, there is a certain coherence scale over which there are significant correlations in power. 
As expected, this coherence scale does not appear to change with differing values of |k|, and it 
forms the basis for a test for Gaussian fluctuations.
For a galaxy survey FIvP defined the ‘weighted galaxy fluctuation field’, F ( r) as
nr)^ (4.20)
[J e rr  n "fir) u r  (r) J
where % (r)  =  S 4- h'n(r — ry) with r t- being the galaxy position vectors. The smooth 
background density is subtracted via the analogous number density ns , which applies to 
a synthetic catalogue with number density 1 / a  times th a t of the real catalogue. n (r)  is 
the expected mean density of galaxies given the angular and luminosity selection criteria, 
and w (r) is a weighting function designed to minimise the variance in power by favouring 
d istant galaxies while the shot noise is not a dominant contributor to the power. We 
have used the weighting function from FKP, which is:
w(r) = [1 + n(r)P(k)  ] - 1 . (4.21)
If this survey comes from an underlying Gaussian distribution, then FK P showed th a t 
the power correlation function would be of the form:
_  \ P ( k ) Q  (Ak) +  S  (Ak) |2 
(Ak) ^  +  s  ^  2 , (4.22)
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provided the mean power, P  can be taken as constant over the width of Q. This expres­
sion contains two functions of the mean density:
, f  d3r n 2 (r) w 2 (r) elk rQ k = ~ >■ ,3 - 2( , I ,  x 4 -23J e rr  n * (r) u r  (r)
and
c m  _  (l +  oQ .H 3r ra(r) w2 (r) e 
U _  f d 3r n 2 ( r ) w 2 (r) ' ( ]
5  is the shot noise contribution to (F  (k) F* ( k +  5k)). This can be shown by consid­
ering the above ensemble average in term s of transform s of F  (r), which is defined in 
equation 4.20. The following derivation follows th a t in section 2.1 of FKP:
^ F (k ) F *(k  +  <5k)̂ > = A  J  (w ( r ) [n g( r ) - a n s(r ) ]w (r ' ) [ng ( r ' ) - a n s(r ' ) ] )  (4.25)
x e -*(k+<5k)-r+*k-r'fZ3rd3r/
=  a J  w ( r ) w ( r ' ) n  (r) n (r;) £ (r — r ' )  e - îik,1'e!k'(1' _r)(/3rd 3r '
+A  (1 +  a) j  w(r)w(r ' )n  (r) <5p (r -  r') e~t5k'r etk'(v' ~r  ̂d3rd 3r ' ,
where 1 /A  — J  d3r n 2 (r) iu2 (r) is the normalisation factor in equation 4.20, and we have 
used (from Chapter 1 and equation (2.1.5) in FK P) the following relations:
(ng(r )ng (r')) =  n (r) n (r') [1 +  £ (r -  r')] +  n (r) <5D (r -  r') ,
(% (r) ns (r')) = a~ 2n (r) n (r') +  a “ 1«  (r) (r -  r') ,
(ns(r)  ns(r ' ) )  = o T l n ( r ) n ( r ' ) .  (4.26)
The term  containing £ (r — r') in equation 4.25 can be w ritten in term s of the power 
spectrum , and so becomes
/ /3 p id3rd 3r , ^ ^ w ( r ) w ( r l) n ( r ) n ( r ' )  P  (ft") e -ir'-(k»+k-5k)eir.(k»+k) _ (zL2?)
(27t )
Since the selection function is narrow compared with the rate of change in the power 
spectrum , F  (ft) can be pulled out of the integral, and term  4.27 reduces to 
r  ./3 /„//
A P  (ft) /  d3rd 3r '  — — 3  w ( r ) w ( r')n (r) n (r') edk"+k)-(r-r')e ir'.5k 
J  ( 2 k )
—  A P  (ft) J d3rd3r 'w(r)w(r ')n  (r) n  (r') ¿0 (r -  r') e - ,r'-(k- ik )+tr-k 
= A P ( k ) I d3rn 2( r ) w 2(v)ei6k'r . (4.28)
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(F (k) F *  (k +  ik)> =  P  (*) ^  +
J err n z {rj (rj
f d3r  n (r) w2 (r) et(5k'r 
1 +  « K  r ,3 J 2 , , 2 , , • 4.29J err n z (r) w l (r)
Now from equations 4.18 and 4.19, £p (Air) for a Gaussian field is given by:
is± A l> l! (4 .3o,
( |F  (k) |2)2 k ;
so the idea now is to estim ate £p  via equation 4.19 and to compare this with the Gaussian 
prediction in equations 4.30 and 4.29.
This finally gives
4.5 A pp lication  to  IR A S G alaxies
4 . 5 . 1  M e t h o d
The power correlation function, £p was found for a combined dataset of ~  4500 IRAS 
galaxies, consisting of the QDOT l-in-6 0.6 Jy redshift survey (see Efstathiou et al. 
1990; Lawrence et al. 1996) and the Berkeley 1.2 Jy redshift survey (Fisher et al. 1993, 
Fisher et al. 1995). The power in each Fourier mode, (=  |dk 12) was found following the 
procedure described in FK P (see also Tadros & Efstathiou 1995), using a direct Fourier 
transform  of the survey, and choosing ~  6000 random orientations in the A:-space shell 
over which to  perform the integration. This was to sample power modes close enough 
together in k space to  determine the shape of the correlation function accurately. For 
an estim ator of P(k) ,  P ( k) has been averaged over these different orientations in the 
k-space shell:
.  M  N
(4.31)
¿=1 j = 1
£p was then evaluated using the assumption th a t the ensemble average can be replaced by 
an average over different orientations in k space. This assumption holds for a Gaussian 
field, which is the hypothesis we will be testing against. There is a small am ount of 
anisotropy introduced by the angular part of the mask, so in comparing £p(A&) with its
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F ig u re  4.2: The power correlation function for the QDOT +  1.2 Jy survey. The solid line is 
the theoretical prediction for this survey if the underlying distribution is Gaussian. Error bars 
are based on Monte Carlo sim ulations of the deviations from the theoretical form  for Gaussian 
surveys of the same size as the QDOT +  1.2 Jy. The correlations have been m easured on a scale 
|ft| =  0.08 h Mpc-1 .
theoretical prediction, Q , and S  have also been averaged over the different orientations 
in the ¿-space shell.
The normalisation of depends on the correct evaluation of the mean power, P,  which 
can lead to  problems if there are not enough independent patches in ¿ space to  get 
an accurate estim ate. This can be overcome by evaluating (\F (k i) \2\F (k2) |2) on a 
shell of fixed |k |, for which the mean power is a constant. The normalisation is then 
left as a free param eter to fit for. The fitting can be done in a number of ways -  
for example one could use the fact th a t in the Gaussian case, a t large ¿-separations 
( |F  (ki) |2|F  (k2) |2) —>• (l-F (ki) |2) ( |F  (ka) |2), and so use the tail of the curve as an esti­
m ate for P  (¿ )+ P shot.- Similarly one could use the Gaussian relation for zero ¿-separation:
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( |F ( k i ) |4) =  2 ( |F  (ki) |2)2. For this work, the amplitude of (\F (ki) \2\F (k2) |2) has 
been fixed using a least squares fit between all the points on the curve and the Gaussian 
prediction for the curve, i.e. A n is chosen such that:
5 3  [An (  IF  (k) |2|F  (k +  A kj) I2)  -  {P  (k) Q (A k .) +  5  (A k ,)}2] 2 (4.32)
i
is minimised. This estim ate is not strictly optimal since it does not incorporate infor­
m ation about the expected variance at each point and the correlations between them. 
For the moment however, we assume th a t the variance does not change much between 
the A ki values, and leave a full treatm ent of the power correlation errors for section 4.7. 
The value of P  in the term  PQ  +  S  has been measured from the survey, and although 
there is likely to  be an error associated with this, it is not too critical, since S  (A k),  and 
Q (A k) have similar functional forms. Since this method does not affect the shape of 
the correlation curve, it is the normalisation th a t least compromises the sensitivity of 
the test.
The values of |k | used were chosen experimentally using the criteria th a t the scales 
probed should be in the linear regime, but not so large th a t shot noise dom inates the 
signal. The A;-space shell also needed to have large enough radius for there to  be enough 
independent coherent patches over which to find an average power correlation function.
The galaxy coordinates are in redshift space, and so peculiar velocities may affect the 
predicted shape of £p. Empirically this is found to be a small effect, in the sense th a t 
£p appears to be similar in the radial and transverse directions, and it is examined in 
detail in the following chapter.
4 .5 .2  R e s u l t s
Figure 4.2 is a plot of the power correlation function for the QDOT and 1.2 Jy survey 
with the prediction for an underlying Gaussian distribution. The error bars are based 
on expected deviations from the curve for a catalogue th a t has an underlying Gaussian 
distribution. These have been determined from a set of Monte Carlo simulations of the 
galaxy catalogue with Gaussian initial conditions, and finding the spread in the shape 
of the correlation functions. The simulations have been set up to have the same power
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F ig u re  4.3: Predicted shapes of the correlation function for a product of Gaussian field: <i(r) =  
<5o(r)[l +  i](r) ] for varying forms of the power spectrum  of r/, (\r]k\2). In the left panel, the 
m odulating scale, Rc is fixed at 50 h~l Mpc, and the different lines represent different values of 
a 2: From the bo ttom  up, the lines are for (1) zero am plitude of m odulation (i.e. a  Gaussian 
field); (2) a2 = 0.1; (3) a1 =  1.0; and (4) (the uppermost) a2 =  10.0. The right hand panel has 
a fixed am plitude, a2 of 3.0, w ith varying m odulating scales. From the bottom  up, line (1) is for 
the Gaussian prediction as in the graph above; (2) R c = 150 ft-1 Mpc; (3) the dashed line is for 
R c = 30 h~l Mpc; (4) Rc =  100 li~l Mpc; and (5) (the upperm ost line) for Rc = 50 /)._1 Mpc.
spectrum  as the initial catalogue, and have been generated by Poisson sampling from the 
parent simulations, giving all fake surveys the same angular mask and selection function 
as the real catalogue.
The figure shows th a t the QDOT+1.2 Jy survey appears to  lie within the error bars 
predicted for an initial Gaussian distribution. Quantitatively, the goodness of fit can be 
characterised by performing a y 2-type test on the data:
i>2 = T .  (4.33)
i 1
where Oi is the set of observed data  points, e,- is the equivalent set expected for a Gaussian 
distribution, and Oi is the standard deviation for the observed d a ta  points, which we 
have taken to be the same as th a t found for the Gaussian case from the M onte Carlo 
simulations. ip2 does not follow the conventional y 2 distribution, since the da ta  points 
themselves are correlated, making the actual number of degrees of freedom fewer than 
the number of d a ta  points.
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The probability distribution for ip2 has been determined from a frequency plot of ip2 
values found from the 100 Monte Carlo simulated galaxy catalogues mentioned above. 
For the null hypothesis th a t the da ta  set follows the Gaussian prediction, the contours 
on figure 4.4 give a probability, p{\p2 > ^measured) =  68%. This is in good agreement 
with the Gaussian prediction, but how does it compare with what any non-Gaussian 
model might predict?
4.6  L im its on non-G aussian  m odels
Since the power correlation function for the Gaussian case is a function of the selection 
function only, one particular class of non-Gaussian models can be analysed with rela­
tive ease. This class is the product of a Gaussian field with another stochastic field, 
uncorrelated with the former:
6(r) =  ¿G(r) [1 +  ??(r)]. (4,34)
This has been suggested as a possible alternative form for the density field, both on 
empirical grounds by Peebles (1983), and in some inflationary scenarios involving mul­
tiple scalar fields {e.g. Yi & Vishniac 1993). Locally, this field looks Gaussian, but on 
larger scales it is modulated so th a t the amplitude of fluctuations varies in different
parts of space giving rise to  quiet and noisy regions. This is equivalent to  a field with
zero skewness, but non-zero kurtosis. The one-point p.d.f. is a simple test for this form 
of non-Gaussian behaviour; however a simple transform ation of the field would restore 
a Gaussian looking p.d.f., but it would still be modulated in a way which the power 
correlations analysis could detect.
We can predict the form of by treating the (1 +  rj) part of the field as an ex tra  part 
of the selection function, so that
nw  —» n w (1 +  rj) (4.35)
in equations 4.23, and 4.24. Q then becomes:
Q'  =  Q +  2 Q*i]k + Q * V k * V k ,  (4.36)
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S '  = S  +  S  * ?/k . (4.37)
We can now use equation 4.22 to obtain the modified correlation function:
fA,0 _ / |P W < y (A k )  +  S '( A k ) |J \  
i p (  \[P ( t ) O ' ( 0 )  +  S ' ( 0 ) ] 2 / ■  1 *
Substitu ting in the term s for Q'  and S ' from equations 4.36 and 4.37, and setting 
PQ'  (0) +  S '  (0) =  P'  for ease of notation, this becomes:
P  2 Cp (Ale) =   ̂ | PQ  +  5 |2^ +  (  I (2PQ  +  S ) * t)k +  PQ * rj&k * |2^
+  ( {PQ + S)  [ (2 PQ  +  S) * ?/Ak + P Q *  ??Ak * ??Ak]*)
+  (conj.). (4.39)
Now, by noting th a t odd powers in ?̂  average to zero, and tha t
(I /  * Vk |2) =  (| /  |2) * (| Vk |2), (4.40)
where /  is a function uncorrelated with ?), we can rewrite equation 4.39 as:
P , 2eP {Ak) =  t g  + ( \ 2P {k )Q  + S f ) * ( \ VAk |2)
+  ( I P(k) Q * ?/Ak * ??Ak |2)
+  ( {P{k) Q +  S)[P{k) Q * 7?Ak *??Ak]* +  con j.), (4.41)
and this can be written as:
P'  2£'p (Ak) =  ^ ( A k )  + (|2F (A :)Q (A k) +  5 ( A k ) |2 ) * ( | ??Ak|)2 (4.42)
+  P{k)2{ \Q (Ak) * ?/Ak * ^Ak]2 )
+  2< Re{P(k)Q  (Ak) [P{k)Q (Ak) +  S' (Ak)]*}) j (|?/k|2) dk,
where Qp is the Gaussian contribution to the power correlation function. The effect of 77 
is to  broaden the correlation function by an amount dependent on the power spectrum  of
the modulating field, thus acting like an unaccounted for part of the selection function.
Since this non-Gaussian field is a product of a Gaussian with a modulating field, and 
the m odulating part can be treated as part of the selection function, we are still justified 
in our use of the approximation th a t the ensemble average power can be replaced by an 
average over k-space orientations (equation 4.31).
and S:
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Figure 4.3 shows different shapes of the power correlation function for a range of power 
spectra for rj. We have param etrised this power spectrum by supposing th a t the stochas­
tic process, 77, is white noise with an amplitude cr2, and a Gaussian cut-off on scales R c, 
so th a t
p v ~  M  2 ) =  (2 Vtt R e f  o 2 exp [ - P i G 2] , (4.43)
and
—^-3 I Pv c/3k =  a 2. (4.44)
y J J
In the absence of shot noise, equation 4.42 reduces to:
( | Q ;(AA;)|2 ) =  (\Q  +  2Q  * r]k +  Q  * rjk * rik\2)
= Q 2 (A k) ( l  +  a 2) 2 +  4Q2 * P„ +  2 Q 2 * Pv * Pv 




1 +  2I?27 2
R h 2
3 / 2
exp [-AA:2!?2/  ( l  +  2i?2T2)]
3 / 2
exp [—Afc2i? | /  (2 +  2i?27 2)]  , (4.45)
1 +  R 2C q 2
where Q 2 (A&) has been parametrised as exp[—A k / 2 y 2\. This expression is illustrated 
in figure 4.3.
We are now in a position to constrain the amplitude and scale of modulation th a t could 
possibly be present in the observed density field. The measured value of ip2 for the 
Q D O T+1.2 Jy  survey from the Gaussian prediction can be used to specify the largest 
allowed value of ip2 at a given level of confidence. For a given deviation, we can find 
a set of values of a  and R c for the power spectrum of rj which would give this level of 
departure from the Gaussian prediction. These contours are shown in figure 4.4.
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Figure 4.4: Contour plot of ip2 deviations in Rc — a2 parameter space for |Ar| =  0.08 ft Mpc~ . 
The contours represent different ip2 values for the deviation of £p from the Gaussian theoretical 
prediction. The 68% contour is the measured deviation, ip2 of £p for the QDOT+1.2 Jy survey 
from the Gaussian form. This corresponds to a probability that ip2 > treasured °f 68% if the 
survey is from a Gaussian distribution. The innermost contour indicates the region of parameter 
space for (|?7fc|2) that can be ruled out with 60% confidence as deduced from the form of £p for 
the QDOT+1.2 Jy, and the corresponding error bars. Clearly this is not a strong constraint on 
the parameters.
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Figure 4.5: The expected variation in the power correlations for a modulated field of amplitude 
a2 = 10, and Rc =  50 ft“ 1 Mpc. The dotted line shows the ensemble average prediction (c.f. 
figure 4.3), dashed lines indicate the one a deviation from this curve, and the solid line shows 
for reference the Gaussian prediction.
From figure 4.4, the sensitivity to modulations is peaked around scales of 80 h - 1 Mpc, 
and this scale is set by the depth of the survey. For smaller scale modulations, the 
effect on the power correlation function is to give extended wings a t large A k, and at 
small A k ,  the dom inant contribution to the shape is from the selection function. This 
effect, however is small a t large A k ,  and is comparable to  or smaller than  the expected 
deviations in the curve due to  the finite number of coherence patches sampled. Sensitivity 
to such wings is also reduced because of the need to use the curve itself to  normalise 
the power correlations (see equation 4.32). On large scales the sensitivity is lowered 
because there are fewer independent samples within the sample volume. Also, part of 
the effect of large scale modulations could be masked by the empirical determ ination of 
the selection function.
It is worth noting here th a t the ensemble prediction for large scale m odulations is not 
necessarily meaningful when applied to a survejr of comparable scale -  this is because in
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fact one is looking only at a single realisation of the field, which could show considerable 
deviation from the Gaussian prediction depending on the phase of the modulation, but 
when all possible phases are averaged over, the mean effect is small. The extent to which 
one might expect larger modulations than the expectation can be measured by looking 
at the expected standard deviation for a modulated field. This is illustrated in figure 4.5 
which shows a plot of the ensemble average power correlations for a particular m odulated 
field, and the expected standard deviation around this average (found from M onte Carlo 
realisations of the modulation 77). The standard deviation is maximal a t the half power 
point of the curve (£p =  1/2), where the curve can deviate by about A =  0.1 from 
the ensemble prediction.
4 .7  A  b etter  error analysis
The error analysis performed above is dependent on the number of shots and coherence 
patches for the shells. This section deals with a theoretical approach to analysing errors 
in the power correlation curve, making it possible to predict the errors without having 
to  run M onte-Carlo simulations.
The first step is to compute the covariance function for the power correlations function. 
On the surface, this eight point function looks dauntingly tedious to calculate, but we 
apply the same principles as for the four point proof, and the term s drop out after a bit 
of combinatoric crunching. The main key to calculating this function is to remember 
th a t term s in the integrand such as
ip (k i -  k„) ip (k2 +  k 0) (4.46)
oscillate to  zero, so we only have to consider pairs of ip, ip*, and there are 24 of these, as 
opposed to 2520 pair combinations in total. It is then easiest to  break these pairs into 
those th a t pair with themselves, yielding |V>(ki -  k a) |2 terms, and those th a t cross pair 
to give e.g. ip (ki — k a) ip* (k 2 -  k a). The problem then just becomes one of counting 
the number of different possible combinations of ‘self’ pairing, (s), and ‘cross’ pairing, 
(c). The account book is shown in table 4.1. Terms th a t ‘self’ pair give rise to  P-, and 
‘cross’ pair, (5[S'*), where the prime indicates th a t these are now functions convolved
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Vh ^2 V>3 y>4 Number of combinations
s s s s 1
c c c c 9
s c c c 2
c s c c 2
c c s c 2
c c c s 2
s s c c 1
c s s c 1
c c s s 1
c s c s 1
s c s c 1
s c c s 1
Table 4.1: Table showing the different combinations of ‘cross’ and ‘self’ pairing, 
with the selection function, and subscripts i and j  refer to k 4- and k j. The end result is:
< I ^ I 2I 4 I X I X I 2> =  p ' ( h )  p ' ( k 2) p ' ( k 3) p ' ( k 4)
+ K«iOi W4*>i3+ \ m * ) \ * \ m * ) \ 2 +
+ + (5 perms.)
+  2 P { k l )Tle +  (3 perms.)
+  P  (fci) P  (k2) K ^ d 'D l2 +  (5 perms.) (4.47)
From this, we can see th a t the points are likely to be correlated if k3 and k$ are within 
a coherence length of /ci and k2.
The covariance between the points on the four point correlation curve can be calculated 
from the above relation, and there are two possible approaches for doing this -  the first 
is to evaluate all the spatial relationships between k i , k 2 and fc3, k4 th a t are used to 
evaluate the four point function, and average over all these combinations. Since the 
number of length pairs goes as TV4, and N  ~  103, this is not computationally realistic.
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Figure 4.6: Plot of the theoretical eight point function (solid line) with a Monte Carlo simulation 
of the eight point function for comparison (dashed line).
the first step is to  say th a t length pairs separated by more than some multiple of the 
coherence length are uncorrelated, so we only need to consider quadrilaterals formed 
within a coherence patch. The coherence patch is then approximated to be Euclidean 
rather than  on the surface of a sphere, and a set of independent param eters are defined 
to specify the remaining four lengths of the quadrilateral given the lengths of two of the 
sides. These can be set up in a number of ways. One such set of param eters is given by 
the distance between the midpoints of lengths a and c, (=  h), and the angles between a 
and h, and c and h, (9) (see figure 4.7). These param eters can be set independently 
and their full range spans the full set of quadrilaterals given the sides a and c.
Now since the estim ate for £p is given by:
N




The covariance is given by:
(fp  (AA,'i) (A k2)) -  (fp  (A&i))(£p (Ak2)) =
(4.48)
(4.49)
N \ N 2
— -  x :  x  [«.• (A ^ )  i i  (a& 2)} -  d i  ( ¿ h M i  ( a * 2))1 , 
1\ 1 2 i=1 ,=1
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Figure 4.7: Left -  quadrilateral. Right -  diagram showing the three independent parameters, 
h, 9 and <j> which together span the set of quadrilaterals in a Euclidean plane.
where the bracketed term  is given by:
( * * .> 6  ( A « )  -  (M 0 X &  (A * ,»  =
1  [ k )
(4.50)
with A k\  =  k a — kb, A ¿2 =  k c — kd, for A k\ ^  A ^2- Since the number of different com­
binations of quadrilaterals making up the term  |2| ^ | 2|(5'|2| ^ | 2) goes as the number 
of ¿-shots to  the power of four, and the number of ¿-shots used is of order 1000, the sum 
in equation 4.49 can be replaced with an integral over all combinations of quadrilater­
als, weighted by the probability of getting each combination. So the right hand side of 
equation 4.49 becomes:
Ah N 21/v WE E (  I (A*b) ij (a*2)> - (it (A*i)><& (a*2))
7Vl yy2 ¿=1 i= i
(4.51)
1
cov ( A k i , A k 2, h,8,4>) p (h) p (9) p (</>) d li d# d̂ >,
P { k ) 4 N c
where N c is the number of coherence patches, given by the ratio of the area covered by 
the ¿-shots on the ¿-shell to  the coherence area, ‘cov’ is given by:
cov (a, c, h, 9, t )  = ( K r l ^ r l ^ l l W  -  < l ^ r l ^ r ) ( l ^ l 3l«4!a), (4.52)
and points 1, 2, 3 ,4  are related to a , c, h, 9, <f> as shown in figure 4.7. When A ¿l =  A&2, 
the covariance becomes the variance of £, A£2, and equation 4.51 needs to  be modified 
slightly to  allow for repeated instances of We then get:
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Ai(Afci)2 = ^  £  \if -  fe)2] + - [Mj -  (it)(4)] (4.53)
1 i =  1 1 izAjf t
— —  cov (A/ci, A ki, 0 ,7r/2, 7t/2)
N r P ( k )
i r i i
+
p ( k ) 4
I  cov (A/ci, Afci, ft, 8 , i^)p (ft) p (0) p (</>) dft d 8 dcp. 
J hfidYNC N u
Now, 8 and <j> can take all values with equal frequency between 0 and n,  and so p (8) = 
p { 4>) =  1 /tt and ft ranges from 0 to 2c; where q  denotes the coherence patch radius. 
p (ft) is perhaps best determined empirically, and can be taken to be the same as the 
probability distribution of the length pairs, which is easily counted while computing £p-
Figure 4.8 shows a comparison between the theoretical prediction derived above and 
the measured covariance m atrix  as derived from a set of 80 M onte-Carlo simulations 
of Gaussian distributed density fields. These independent estim ates for the covariance 
agree within one sigma of the estimated Monte-Carlo covariances.
We are now in a position to use this statistic. Since many modes contribute to each 
estim ate for £p, this estim ate can be taken to be Gaussian distributed about the ensemble 
mean prediction to  a good approximation. So the probability th a t  the d a ta  set in 
question has come from a Gaussian distribution can be expressed as a m ultivariate 
Gaussian:
p ( $ P) ocexp —̂ A & C ^ A f,-  , (4.54)
where A£, =  £p (Aft,;) — £pau (Aft*-) for values, A k{. Cij is the covariance m atrix, ‘cov’, 
which we have derived above. The exponent:
(4.55)
is then expected to have a x 2 distribution with as many degrees of freedom as there are 
points on the curve. This is because C  can be diagonalised and in this rotated frame, 
the elements of the new vector, are independent.
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0 0.01 „  0.02 0 0.01 „  0.02 Akj Akj
F ig u re  4.8: Com parison of the theoretical covariance curve w ith th a t determ ined empirically 
from  80 M onte-Carlo sim ulations. The red line indicates the theoretical prediction, do tted  lines 
show the M onte-Carlo result, with one sigma error m argins shown as dashed lines.
4.8 Im provem ents to  sensitiv ity .
There are two principal factors affecting the sensitivity of the power correlations test. 
The first is the number of independent patches of ¿-space one can sample. Clearly for a 
given scale, the number of independent patches depends on the survey volume, V. The 
larger the volume of space sampled, the more information there is for a given scale, and 
so there are more independent modes contributing to  a particular ¿-scale. We can write 
this as
AT 27^~2




F ig u re  4.9: Contour plot of the m inim um  deviation, A^™111 from the Gaussian prediction th a t 
would be detectable for different redshift surveys. A £pm is defined at A k =  c* for a power corre­
lation profile of ~  exp [■—AAr2/2<x^]. Inner to outerm ost contours are A£™n =  0 .02,0.05,0.1,0.2. 
T he survey depth is taken to be roughly one th ird  of the to ta l extent of the survey.
where N c is the number of independent patches, and kw is the ¿-space width of the 
selection function (kw oc F -1 / 3). Errors arising from taking a finite number of modes to 
sample £ therefore go down as the square root of N c (see equation 4.53).
The second factor affecting sensitivity is the shot noise, since £p (5k) =  | PQ (6k) +  
,S' (5k) \2/ \ P  + S  (0) |2. Now deviations from Gaussian clustering statistics result in 
changes to  Q, so the larger the ratio P  : S ( 0), the less the information from Q is 
swamped by th a t from S,  which is not dependent on the galaxy distribution. We see 
from equation 4.24 th a t S  (0) is inversely proportional to  the galaxy number density. 
Figure 4.9 shows a plot of how the sensitivity is dependent on redshift survey charac­
teristic. The sensitivity is defined here as the minimum deviation from the Gaussian 
predicted curve th a t would be detectable given the errors. This has been found first by 
calculating A£p (ay,), (where oy is the one sigma width of £p) from equation 4.53 for the
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given survey characteristics, and then by finding how large a deviation in Q 2 would have 
to be in order for to exceed this error. If we call the non-Gaussian curve Q \  then we 
want to  find the minimum deviation, ‘dev’, such th a t it is greater than the error, A £p:
dev =  Q ' 2 (ak) -  Q 2 (<Jfc) (4.57)
where Q'  is given by:
| P Q '{ a k) + S  [ak ) \ 2 \P Q ( a k) + S ( a k ) \ 2
 \P +  S (0) |2 "  =  A^P {ak) +  |P +  ,S(0) |2 • (4-58)
Figure 4.9 plots ‘dev’ for different survey volumes and galaxy numbers. The size of 
the survey clearly only increases in sensitivity to the power correlations test if it is 
accompanied by an increase in the number of galaxies included, since otherwise shot noise 
effects dom inate the signal, but the general trend is the more galaxies, and the larger 
the volume, the better the sensitivity. The power correlations test using the Q D O T+1.2 
Jy  survey can recognise deviations of ~  0.2 from the Gaussian prediction, and this 
looks set to  improve by a factor of 4 — 10 with the 2dF and Sloan redshift surveys, 
which are expected to  contain ~  105, and ~  106 galaxies respectively (see e.g. Maddox 
et al. 1998 for the 2dF survey, Szalay 1998 for the Sloan survey). So for 2dF and Sloan 
type surveys, we can expect to be able to tighten limits on a 2 by about one order of 
m agnitude, and since the test is sensitive to modulations on scales of order the depth of 
the survey, we expect to be able to probe scales of around 300 h 1 Mpc.
4.9 Sum m ary
This work suggests th a t power correlations can in principle be a useful tool in allowing 
quantitative limits to be placed on certain types of non-Gaussian fields. Present da ta  
sets unfortunately are not really sensitive to the effects of practical interest, but the 
sensitivity is expected to  improve by about a factor of 4 — 10 in the next geneiation 
of redshift surveys. The limits th a t have been placed on the modulated field apply to 
the ensemble average result, which is a conservative estim ate given th a t foi m odulations 
of order the survey size, the power correlations might deviate much more than this, 
depending on the phase of the modulation. A natural extension to this work would
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therefore be to include phase information about the modulated field as a param eter 
which can be constrained from the data.
The test is however expected to be affected by redshift distortions a t a small level, and 
this needs to  be allowed for to get maximum sensitivity from the test. This is examined 
in the following chapter.
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C h a p te r  5
RED SH IFT DISTORTIONS
5.1 In troduction
A problem with mapping the density field using galaxies as tracers is the uncertainty 
about the line of sight distance to the galaxies. While Hubble’s law, v  =  H qt (discussed 
in Chapter 1) relates a galaxy’s Hubble flow velocity to its distance, it does not account 
for peculiar velocities induced by local fluctuations in the gravitational potential. A 
measure of a galaxy’s recession velocity provides information about the sum of the Hubble 
flow velocity and the peculiar velocity along the line of sight, r:
^recess io n  —: T  1' ' ^ p e c u lia r -  ( ^ T )
Redshift surveys use the galaxy recession velocity as a. line of sight coordinate for the 
galaxy positions, and this clearly differs from a real space mapping because of the d istort­
ing effect of the peculiar velocities. On large scales, where the density field am plitude is 
relatively small, regions of higher overdensity are collapsing. Such overdensities (if they 
are distant) will appear to be squashed along the line of sight in redshift space because 
of the infall towards the centre of the clump. This will boost the apparent amplitude of 
fluctuations on large scales. On smaller scales where galaxies are in virialised clusters, 
the effect of the distortions is to spread out the galaxy redshift positions along the line 
of sight, giving rise to elongated structures which are commonly referred to  as ‘fingers 
of god’. These smear out the small scale power over a range of scales, and so act to
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The anisotropic transfer of power to different scales results in the correlation function, 
£ (r), being a function of orientation, and this introduces correlations between the dif­
ferent Fourier modes. The loss of Fourier mode independence in redshift space affects 
the power correlations statistic discussed in Chapter 4. On large scales, for a Gaus­
sian distribution, the redshift space densities are still Gaussian distributed because the 
transform ation of the field is linear (as we shall see in equation 5.15), and so the relation 
(from C hapter 4):
( S P ( k 1) 5 P ( k 2) )  = \(6k l 5k2*)\2 (5.2)
still holds. However, the correlation of the modes is now also affected by redshift induced 
correlations and these need to be accounted for.
The rest of this chapter deals with applying the redshift distortion formalism to density 
mode correlations with a view to accounting for redshift correlations in the power cor­
relation statistic, and then to  using the mode correlations as a m ethod for measuring ¡3. 
A standard  formalism for the effect of redshift distortions on the measured density field 
is set up in section 5.2, and this is followed with a brief discussion of previous work in 
the field of redshift distortions in section 5.3. The effect of redshift distortions on the 
correlation between density Fourier modes is investigated in section 5.4, and the distor­
tions’ effect on the sensitivity of the power correlations test is discussed section 5.5. In 
sections 5.6, and 5.7 a statistic is developed to measure /?, which is applied to simulations 
and IRAS galaxy catalogues. Finally, an improvement to  the method for measuring ¡3 is 
outlined in section 5.8.
5.2 R edsh ift d istortion  form alism
In this section we aim to derive the redshift space density in term s of the real space 
density to linear order. The formalism outlined here follows for the most part th a t of 
Kaiser (1987), with extensions from Zaroubi & Hoffman (1996) outlined in section 5.4.
If we denote the peculiar velocity along the line of sight, r  ■ v pecuiiar as U (r), then the
suppress power on smaller scales.
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coordinates, s used in redshift space are:
V ns = recession
=  r
H 0 
1 + U (r) — U  (0 )
(5.3)
(5.4)
where the units of U have been chosen such th a t H q ' is I, and U (0) is a reference velocity 
for the measurements (for instance our velocity relative to  the microwave background). 
In linear theory, the redshift space field can be treated as a transform ation of the real 
space field, in which volume elements can reasonably be considered because the distor­
tions are assumed to act continuously with a unique mapping from real to redshift space. 
Clearly, on cluster scales, where galaxies become virialised, while the transform ation in 
equation 5.4 still holds, treatm ent of the galaxy distribution in term s of ‘fluid’ volume 
elements becomes difficult. This is because the mapping does not necessarily behave 
continuously, and ‘one to m any’ mappings become likely if the element contains more 
than  one galaxy. On linear scales, the radial distortion affects volume elements in red­
shift space in two ways -  first there is some compression or extension along the line 
of sight, and second, the apparent size of the volume element is altered by the differ­
ence in perceived distance to the object. These distortions are given by the Jacobian, 
which is best derived by considering a volume element in spherical polar coordinates -  
s2d.s dcos#  d(p in redshift space, and r 2d r dcos# d<?i> in real space. Following Kaiser’s 
analysis (1987):
s2 d cos 9 dcj) dsd3s
1 + U (r) — U (0) d«sd cos 6 dd> d r —- d r
r 2 1 + U ( r ) - U ( 0 ) d cos 6 d<f> d r 1 + d U j j )dr
= d r 1 + U (r) -  U (0) 1 + dU (r)dr (5.5)
We can now use equation 5.5 to derive a relationship between real and redshift densities 
in term s of the redshift distortion param eter, ¡3 = il°-6/b. Since the number of galaxies 
is preserved, we have:
ps  (s) d3s =  pR (r) d3r, (5.6)
so (ignoring for the moment the effect of selection functions)
PS («) =  PR (r ) 1 +
U (v) — U (0 ) n - 2
1 + dU (r) (5.7)
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Now, expressing equation 5.7 in term s of the overdensity, 5 = p /p  — 1 and expanding to 
first order in U  gives:
1 + (s) p = p
=  P
1 +  bR ( r )  




1 -  2
U (r) — U (0 )
dr
(5.8)
In the d istant observer approximation, the term  [U (r) — U (0 )]/r  can be ignored on the 
grounds th a t r  is much larger than typical radial peculiar velocities. This is clearly a 
fair assumption if the redshift survey includes only ‘d istan t’ galaxies, but debatable for 
flux limited surveys. For the time being, however, we shall make the assum ption, and 
assess its implications later on. So ignoring term s in U/ r, we get:
8» ( s )  =  6R (r) 1
dU (r)
dr
dU  (r) 
d r '
(5.9)
From linear theory (Peebles 1980, & Chapter 1), 17 is related to the overdensity via the 
continuity equation, V • v  oc 5:
Vk =  (,5-10)
where ¡3 is a function of the density param eter a t the present epoch, and the linear bias 
param eter, b, and is well approximated by: ¡3 = 0,°-6/b. U is therefore given by:
U v ■ r
(27T)3 ,
Differentiating with respect to  r gives: 
d U ¡3
exp (—¿k • r)
k
dr
o- / exp ( - ¿ k  • r) , ,






Substituting equation 5.13 into equation 5.9 then gives:
'k • r N 2
*s (s) = j £ f [1+5R (r)]./exp Hk ’r) ( r̂) ^ (k) d 3 k+(r) ’ (5‘14)(27T)3
which to  first order in SR can be rewritten as
(s) =  - ^ 3  /  exP ( - ik ' r ) 1 + /3
k • r
T 7
5r  (k) d3&. (5.15)
For some survey geometries, this expression can be simplified somewhat. For instance 
in the d istant observer approximation, r  on the right hand side of equation 5.15 can
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be replaced with s using equation 5.4. If the survey subtends a small solid angle, with 
centre R , then (k • r) /  (k r ) 2 in equation 5.15 can be written as:
/ k - r \  k - ( r '  +  R)
V k r )  k V r ' 2 + R 2 ' ”
which for large R  can be reduced to:
k • (r' +  R) k  ■ R  . ,
=  < 5 - " >
In this limit, the Fourier modes are:
i 5 (k) =  i H ( k ) [ l + / ^ 2]. (5.18)
5.3 P rev ious work
The beautiful simplicity of the linear redshift space transform ation, which was originally 
derived by Kaiser (1987), has led to many attem pts to measure the redshift distortion 
param eter, /?. These have followed a variety of methods, working both with correla­
tion functions, and power spectra. The main results and m ethods used to  date are 
described briefly in this section, but for a thorough review of the field of linear redshift 
distortions, consult Hamilton (1997). There have been three principal approaches to  the 
m easurem ent of (i. The first has been to  measure the angle averaged amplitude boost to 
the power spectrum , or correlation function; the second uses the ratio of quadrupole to 
monopole moments of the redshift space power spectrum; and the third is a maximum 
likelihood approach in which both the power spectrum and ¡3 are param etrised, and 
chosen in such a way as to fit the data  optimally.
5 .3 .1  A n g le  a v e r a g e d  r e d sh if t  b o o s t
Equation 5.18 in the previous section shows th a t in redshift space, Fourier modes have 
an increased amplitude by a factor (1 +  /3/i2). Applied to the power spectrum  this gives 
a boost of:
P s (k ) - 1 T 2/i2/3 +  / i ‘/32 P ( k ) . (5.19)
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If this is averaged over all directions, this gives:
2 „ 1
P s (k) P{k) .  (5.20)
A similar relation is expected for the redshift space correlation function. This can be 
derived by working out the expectation (6s (s) 5s (s +  A s)) using equation 5.15, invoking 
the d istan t observer approxim ation to  bring ¡i out of the integral, and performing an 
angle average to  calculate (/.i2) =  (cos2 6)0 and (/.i4) =  (cos4 0)e- The prediction of an 
am plitude increase has been tested using N-body simulations by e.g. G ram m an et cd. 
(1993). In these simulations, they assess over w hat scales the linear approxim ation in 
equation 5.20 would be expected to  apply, and find th a t for Q. =  0.2 the linear regime 
s ta rts  upwards of 60 h~ l Mpc, and for Q, = 1.0 it s ta rts  upwards of 200 h ~ l Mpc.
Clearly to  measure the redshift boost of the power spectrum , one also needs the real 
space power spectrum . This can be deduced using a deprojection m ethod if one has a 
large enough num ber of galaxies’ angular positions. The real space power spectrum  is 
related to  the angular correlation function using Limber’s equation (1954) (e.g. Peebles 
1980, Coles & Lucchin 1995):
p o o  poo  /  /------------------\
w(Q) = J  y4<t>2dy j  t [ y x 2 +  y 292 j  da:, (5.21)
where the  selection function has been normalised so th a t f y 2cf)(y)dy — 1, and the 
above relation applies for small angles 6 . This equation is obtained by considering the 
probability of finding two galaxies in a pair of volume cells within m agnitude intervals 
5 M i , 5 M 2, and then integrating over the magnitude range (multiplied by the selection 
function), and over distance in the radial direction to get the number counts per angular 
separation assuming th a t the absolute m agnitude of each galaxy is independent of its 
position with respect to  other galaxies. In Fourier space, this can be recast in term s of 
spatial and angular power spectra (e.g. Peacock 1991):
A e2 (K)  = j y J  A 2 (Ky)  y 54>2 (y ) dy. (5.22)
W ith both the real and redshift power spectra (or correlation functions), ¡3 can be found 
from equation 5.20. The m ethod works best if the redshift catalogue is drawn from the 
angular catalogue, since it samples the same structures, and reduces errors due to  the 
variance in the power modes.
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This m ethod has been applied to  a number of surveys -  analysis of IRAS galaxies includes 
Fry & G aztahaga (1994; FG94), who use a 2 Jy IRAS redshift survey (Strauss et al. 1992), 
and compare the volume averaged correlation function for conical and spherical shaped 
volume cells; and Saunders et al. (1991) who use the QDOT 0.6 Jy survey (Saunders et
angular correlation function.
For optical galaxies, FG94 have used the CfA l (Huchra et al. 1983) and SSRS (da Costa 
et al. 1991) surveys; and Ratcliffe et al. (1997) have used the D urham / UKST redshift 
survey and the Edinburgh/D urham  Southern Galaxy Catalogue (Collins et al. 1988, 
Collins et al. 1992). Baugh (1996), Loveday et al. (1996a), and Tadros & Efstathiou 
(1996) have made use of the APM-Stromlo survey (Loveday 1996b) and compared it 
with the APM  angular survey (Maddox et al. 1990, 1996). Peacock & Dodds 1994, 
Peacock 1997 used the APM  angular survey and compared it with the APM -Stromlo & 
CfA2 (Vogeley et al. 1992) surveys.
Values found for (3 using this method range between 0.20 <J /^optical Is 1-10 for optically 
selected galaxies, and 0.39 < /?ir a s  ^  1-29 for IRAS selected galaxies. This m ethod is 
potentially sensitive to  system atic errors, since it relies on measuring the power spec­
trum  accurately from two different surveys using different techniques. This problem has 
motivated looking at the redshift anisotropy in more detail. Two techniques which can 
ex tract ¡3 from a single redshift survey are described below. The rest of the chapter 
concentrates on developing a third method which can also be used to obtain (3 from a 
single redshift survey.
5 .3 .2  Q u a d r u p o le  to  m o n o p o le  ra tio  o f  t h e  p o w er  s p e c t r u m
In this technique, the redshift space power spectrum from equation 5.19 is expanded in 
term s of Legendre polynomials, Vt  (//):
al. 1992) and compare its correlation function with the parent Point Source C atalog’s
OO
ps(k,fi) = j2pes(k) vt{n). (5.23)
The moments, P f  can be determined from the inversion formula:
(5.24)
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and for equation 5.19 the power spectrum  can be made up from the zeroth, second and 
fourth moments, where
for which the Legendre polynomials are V 0 (/¿) =  =  (3/x2 -  l )  /2 , V* (fi) =
of the m om ents of the power spectrum , a comparison of the different modes in the 
expansion can yield (3. The main work on this has been carried out by Cole, Fisher k  
W einberg (1994, 1995) who use the quadrupole (P |)  to monopole (Pg) ratio  of the power 
spectrum  to  determ ine (3 from the IRAS 1.2 and 0.6 Jy QDOT surveys. To keep the 
d istan t observer approxim ation and avoid the effects of the mask, they divide the survey 
into several subsurveys -  each subtending an angle less than  50°. Using this m ethod, 
they find (3 to  be 0.52 ± 0 .1 3  for the 1.2 Jy survey, and 0.54 ± 0 .3  for the QD OT survey.
A similar simpler m ethod is to make use of the difference in redshift space correlations 
between separations th a t  are parallel and perpendicular to the line of sight. This has 
been applied to  the 1.2 Jy survey by Fisher et al. (1994), who find ¡3 — 0.45ious-
5 .3 .3  S p h e r ic a l  H a r m o n ic s  -  m a x im u m  l ik e l ih o o d
The spherical harmonic approach is also to determine the different modes of the power 
spectrum , breaking up the contributions into a radial part, and an angular part. The 
relative boost of the radial part compared with the angular part can be used to  obtain 
f3. This approach provides enough information to be able to  fit independently for ¡3 and 
a param etrised form for the power spectrum , and has been analysed using maximum 
likelihood approaches. The work in this area has been carried out on the 1.2 Jy  survey by 
e.g. Fisher et al. (1994), who get (3 ~  1; Heavens k  Taylor (1995), who find (3 =  1 .1± 0 .3 , 
and Ballinger et al. (1995), who get (3 =  1.04 ±  0.3. The spherical harmonic approach 
has also been tackled by Hamilton k  Culhane (1996) who develop an operator formalism 




(35g4 — 30fj,2 +  3) /8 . Now, since the redshift distortions contribute differently to  each
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5 .3 .4  H igh er  order m o m en ts
Some work has also been carried out on the effect of redshift distortions on higher order 
moments. Fry & G aztanaga (1994) conclude th a t the three and four point functions 
are quite insensitive to redshift distortions. Hivon et al. (1995) have used a Lagrangian 
approach to  come up with theoretical predictions for the effect of redshift distortions on 
skewness and the bispectrum.
5 .3 .5  T r a n s l in e a r  r e g im e
The ‘finger of god’ effect, in which the velocities of galaxies in virialised clusters act 
to  spread out the cluster along the line of sight in redshift space, becomes im portant 
on scales where the power spectrum  amplitude reaches unit}'. In the mildly non-linear 
regime, this has been modelled by Peacock & Dodds (1994) as a convolution of the veloc­
ity distribution, f  (v) of galaxies in virialised clusters with the correlation function. The 
power spectrum  is therefore simply reduced by a factor given by the Fourier transform  
of the velocity distribution, which for the distant observer approximation gives:
, 2
P b (k) = f ( k fi k ) [ l  + ( 3 ^ )  P { k ) . (5.28)
f  (v) in the literature has been modelled both as a Gaussian velocity distribution, {e.g. 
Peacock & Dodds 1994; Heavens & Taylor 1995; Tadros & Efstathiou 1996) with
,2
/  (u) oc exp (5.29)
and as an exponential pairwise velocity distribution {e.g. Fisher et al. 1994):
V 2 \v\
f  (u) oc exp (5.30)
a in both these models (and in the rest of the chapter) is given by the pairwise radial 
velocity dispersion. The redshift space power spectrum  is currently thought to be best 
fit by the exponential distribution (Park et al, 1994; Bromley, W arren & Zurek 1997).
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5 .3 .6  S u m m ary
Hamilton (1997), in his review, collates all the measurements of f3 in the literature, and 
assigning equal weight to each au thor’s value, finds the mean and standard deviation of 
¡3. For optically selected galaxies, he finds /?opticaI =  0.52 ±  0.26, and for IRAS galaxies, 
A r a s  =  0-77 ± 0 .2 2 .
5.4 C orrelation  o f  Fourier m odes.
The effect of redshift distortions is to mix scales anisotropically so th a t Fourier density 
modes become correlated. This section goes through the theory for analysing the corre­
lations introduced as a result of redshift distortions. In outline it follows the unpublished 
work of Kaiser (private communication, 1993), and the published work of Zaroubi and 
Hoffman (1996), but this work is extended here to account for mildly non-linear scales. 
The formalism is then applied to a spherical survey geometry.
The level of correlation between redshift space Fourier modes is dependent on the angle 
between the Fourier wave-vectors, k i and k2. Since this chapter involves much discussion 
about the angles between these two ¿-vectors, it is worth introducing some nomenclature 
here. The two main situations considered are (1) when k x and k 2 are parallel to  each 
other (see figure 5.1, centre panel), and (2) when A k  =  ki — k2 is perpendicular to 
k i (figure 5.1, right hand panel). For a given \Ak\, the la tte r case gives the maximum
General Case Radial modes Transverse modes
ki / kl i Ak
F ig u re  5.1: D iagram  showing the angles between two ¿-vectors, k i ,  and k 2. Circles indicate 
the locus of lc2 for a given Ak. Radial modes have k i parallel to k 2 (i.e. 9 = 0, centre panel), 
and transverse Fourier modes have A k  perpendicular to  k i (9 = tt/2, right panel). The la tte r 
case gives the m axim um  possible angular separation, a, of k i and k 2.
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F ig u re  5.2: D iagram  showing real and redshifted structures from an observer’s point of view 
at ‘o ’, in each panel. Circles indicate real space overdensities, and ellipses the same structure 
in redshift space. Parallel sets of lines represent the crests of Fourier waves. Shaded ellipses 
indicate the  m ain contribution to the am plitude enhancement of the Fourier waves shown. The 
left panel shows two parallel wave-vectors, which derive m ost of their enhancem ent from the 
radially  flattened shaded objects (hence the name radial correlations), and the right panel shows 
two Fourier waves whose vector separation is perpendicular to k i . These waves probe inform ation 
about the objects’ angular profiles, and correlations involving this set of wave-vectors are referred 
to  as transverse correlations.
possible angle between kx and k 2 (for |A&| < |k j |)1. Since most of the contribution 
to the parallel correlations comes from radially squashed structures, correlations arising 
between parallel /¡-modes will also be referred to as ‘radial correlations’. Conversely, 
modes for which A k  is perpendicular to k i will be referred to as ‘transverse correla­
tions’. Crudely, the Fourier mode correlations can be thought of as probing the profile 
of collapsing objects, and since in redshift space, these objects are radially flattened, 
radial correlations tend to  be less extended than  the transverse correlations, whose main 
signal comes from the undistorted angular profile. Figure 5.2 is a schematic picture of 
Fourier waves going through redshifted structure for an observer placed at the centre, 
‘o ’, of each diagram. The left panel shows two parallel waves, which derive a large part
'N o te  th a t  the d is tan t observer approxim ation is no t used in this analysis, and  ‘para lle l’ and  ‘perpen ­
d icu lar’ refer to  th e  angle betw een one of the fc-vectors, k i,  and  the separation  fc-vector, A k . I t contains 
no ‘line of s igh t’ inform ation.
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of their signal from the shaded radially flattened objects. The right hand panel shows 
two ‘transverse waves’ (i.e. the vector joining these two ft-vectors is perpendicular to 
k i) . Here much of the correlation signal comes from the angular profile of the collapsing 
objects.
5 .4 .1  D e r iv a t io n  o f  t h e  covar ian ce  b e t w e e n  F ou r ier  m o d e s
We s ta r t  with a linearised form of equation 5.9:
=  d U [ r ]
dr
(5.31)
In the presence of a selection function, 11/ (r), the real space density is multiplied by the 
selection function, so the observed density field becomes:
<55 (s)' = V  (r) 
Fourier transform ing this gives:
6s  (k) =  J exp (ik  • r) 1/ (r)
s *  (r) _  H I M
d r
i *  M  _ d i/ «
dr
d r .
Now, substituting equation 5.13 for dU /dr  into equation 5.33 gives:
5s  (k) =  ,
(2tt)3
1
exp (ik • r) A/ (r) exp (—¿k' • r) 5 (k') 1 + P






The covariance of the observed Fourier modes, 6s (k) is:








j '  P  (k") [T ( k i - k " )  %  (k2 - k " )  +  T* ( k j - k " )  (k2- k " ) j  k’fk 'l d3k"
J  P  (k") h i  (k i -  k") (k3 -  k") k f k f k f C  d3*". (5-35)
where ki is the unit vector component of k  in the r  direction. If the power spectrum  can 
be taken to be constant over the width of the Fourier transform ed selection function, 
then this simplifies to:
(Æs (k i)£ 5 (k i+Æ k)*) ~










j d3fc7#  (k7) (k7 +  k) =  J d3r T 2 (r) eik r (5.37)
d 3/;7 ik (k 7) %  (k 7 +  k ) +  Vij (k 7) T* (k 7 +  k
.¿k-r=  J d37’d/2 (r) fiVje1 
- ^ 3  J d* k %  (k7) Vfm (k7 +  k) =  f d3rvk2 (r)
5 .4 .2  E x t e n s i o n  in t o  t h e  m i l d l y  n o n - l i n e a r  r e g i m e
An extension to take into account the effects of the mildly non-linear regime can be made 
using the velocity dispersion factor mentioned in subsection 5.3.5. In Fourier space the 
Gaussian velocity distribution (equation 5.29) becomes:
/(A /ik) =  exp (5.38)
and the exponential distribution (equation 5.30) becomes:
1
1 +  \  (ak/ih) 2 •
(5.39)
For the work used here, we use the first two term s of the Taylor expansion of the Fourier 
space velocity distribution on the assumption th a t (a k )2 < 1, which corresponds to 
scales of k ~  0 .3 /rM pc-1 for velocity dispersions a  ~  350 km s-1 , so the precise nature 
of the distribution of the pairwise velocities is of little consequence.
We s ta r t by assuming th a t individual Fourier modes are also reduced by a factor [ /  (k^ ) ] 1!2, 
so the Fourier modes become:
(5.40)5t -> &k [1 +  d /i2 j [1 -  A V V / 4 ]  *  *  ( k ) ,
where ¡i =  /tk =  k • r /  (kr)  is now taken to be defined under the integral over all r as in 
equation 5.34:
1
^  (k) 3 . , {exp (—Ik • r +  ik7 • r) x
I / \ 2k • r
(2tr) 
vj (r) 6r  (k7) 1 +  d k'r
1 -
k2a2 / k 7 ■ r N 2 n
k 'r
}d i 'd  r. (5.41)
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If we neglect term s to fourth order in ka, (which is consistent with the approximation 
used for the Fourier transformed velocity distribution) then the covariance of the modes 
becomes:
(^ (k O ^ k x  + Jk)*} ~ P ( h )
-  P ( k i)
>k2 (6k) + 2pkikj ^ 2i j {Sk)
k i k j k i k m t y 2i j im  (<5k)
2 7 2o k
k i k j ^ i j  (¿k) +  2f 3k ik jk ikm ^ 2i j im  (ik)
~\~P kikjkikmknkp^ 2ijimnp (&k) . (5.42)
W hile this looks somewhat intractable, it is simplified a great deal for a  spherical survey.
5 .4 .3  S p h e r ic a l  su r v e y s
The results from the previous two sections can be applied quite easily to a spherical 
survey. Since this simplifies the integrals considerably, it is a good model to use to 
show how the mode correlations are affected by redshift distortions. In order to solve 
equation 5.42, we need to be able to evaluate integrals of the form used in equations 5.37:
I  d3r  / ( r )  [f'i ■■■rj ]n e,k r . 
These can be rew ritten as a differential under the integral:
a *  _  f  f  ('•) /  5
(5.43)
j  d 3r  /  (r)  [ f f - r / 1 »  c * ' r  =  J r"  idki i ’dkj e!k rd3r
idki idk
dd
idki idkj 47T J  ^ ^ ( k r ) d r ,
(5.44)
where jo (x )  =  sin x /x .  We can now use the recursion relation for spherical Bessel 
functions:
- f  [x~nin  (a:)] =  - x ~ njn+i (* ). (5.45)ax
Applying the above mechanism to  equation 5.36 and defining v  =  k ■ d k / (|k||dk() gives 
for the integrals of functions of fy2 (r):




k k j k K , % ro =  4n J dr r 2T 2 (r) ~  6l/2^ “  +  (Ar) j  ’ t5’47)
where j n are spherical Bessel functions of order n. Finally, for the quasi-linear regime, 
®Ijimnp in equation 5.42 is given by:
kikjkikm.knkp'i& ijlmnp — (5.48)
4 k  j  d r r V  ( „  -  45, ^  +  , 5 , «  -  „ % ( * , ) }  .
These integrals can be evaluated numerically to predict the mode correlations for dif­
ferent values of ¡3, and how these change in the quasi-linear regime. We can now write 
the correlations in term s of coefficients of zq where v is cosine of the angle between the 
k-vector for one of the Fourier modes, and the separation vector, A k  between the two 
Fourier modes. This will prove to be useful later on in this chapter. In the linear regime, 
we have:
(5s {k 1)5 s {k1 + 8k)*) = P ( k 1) x (5.49)
{ Jo {6 k)  +  2(3J2 {5k) +  3/32 J 3 {6k) +  v 2[2f3Jl {5k) +  Q(32J A {5k)] +  v 4(32J 5 (ifc)} ,
where J n are the integrals of the Bessel functions above with coefficients of ¡3 and v. For 
example J 2 is given by:
J 2 {5k) =  4tr j  dr r 2T 2 (r) { • (5.50)
5 .4 .4  T h e  e ffec t  o f  (3 on  d e n s i ty  m o d e  c o r r e la t io n s
In this section equations 5.36 and 5.42 are integrated up for a Gaussian spherically 
symm etric selection function to show the effect of redshift distortions on the mode cor­
relations. Figure 5.3 shows the theoretical prediction for mode correlations in the linear 
regime {i.e. neglecting the damping effect of randomised cluster velocities) for radial and 
transverse modes for ¡3 =  0.5 (top) and ¡3 =  1.0 (bottom ). The characteristic scale over 
which parallel (radial) modes are correlated is smaller than the real space correlation 
because objects are squashed relative to their real space counterparts and parallel modes 
pick up this radial squashing. Transverse modes probe information about an ob ject’s 
unsquashed state, and so the correlations are broader than radial correlations.
144
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Ak /h  Mpc-1
Figure 5.3: The expected effect of redshift distortions on the radial and transverse correlation 
curves. These curves probe the linear regime (small k) , where the effect of damping from virialised 
clusters has been neglected. The top panel has ¡3 =  0.5, and the bottom panel /? =  1.0. Dashed 
lines indicate the radial correlations and dot-dashed the transverse correlations. The solid line 
shows the correlation in the absence of redshift distortions.
On smaller scales where the finger of god effect becomes im portant, the radial modes 
become correlated over larger A k  separations, and the initial effect is to decrease the 
separation between the radial and transverse curves. A measurement of /3 on these scales 
without taking into account the velocity dispersion would give a lower estim ate of ¡3 than  
its ‘tru e ’ value. We shall define the ‘effective /?’ to be the value th a t one would measure 
for ¡3 from the difference in correlations between radial and transverse modes neglecting 
the damping effect of virialised clusters, i.e. the best fit param eter (3 th a t would be 
obtained if the correlation curves were modelled only from equation 5.49. Figure 5.4 
shows how the estim ated value of ¡3 (‘effective /?’) would be expected to change with 
scale.
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k  / h  Mpc 1
F ig u re  5.4: Solid lines show the effective ¡5 for the mode correlation sta tistic  at different scales. 
The velocity dispersion used here is 300 km s-1 , and the dashed line indicates how the effective ¡3 
inferred from  the am plitude boost of the redshift space power spectrum  relative to  the real space 
power spectrum  is expected to change w ith scale (also neglecting the dam ping effects of virialised 
clusters). At k =  0, Aff =  Arue, but on smaller scales, the effect of incoherent velocities becomes 
noticeable. This dam ping effect appears to be more m arked for the mode correlation m ethod of 
determ ining /?.
5.5 T he effect o f  redshift d istortions on th e pow er corre­
lations test for m odulated  fields.
For a Gaussian distributed field, the power correlation statistic is simply the square of the 
Fourier mode correlation function, so in redshift space ¡3 will also aifect the correlations 
of the power modes. In the absence of knowledge of /?, the Gaussian prediction for the 
power correlation curve is not precisely known, and so the sensitivity of the test for 
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F ig u re  5.5: The expected power correlation statistic for different levels of m odulation. Top
panels have Rc =  50 A-1 Mpc, for am plitudes of m odulation (from bottom  to top) a 2 =  0, 
0.1, 1.0, 10. B ottom  panels have a 2 =  3, and m odulation scales R c =  30 A-1 Mpc (dashed),
Rc = 50 A.-1 Mpc (dot-dashed), Rc = 100 A-1 Mpc (dotted), and Rc = 150 (dot-dot-dashed).
The solid line is the Gaussian prediction (i.e. a2 =  0). In the left panels, ¡3 = 0, in the right 
/? =  5. Clearly the size of /? has only a m arginal effect on the shapes of the correlation curves.
/3 is taken into account by replacing Q (Ak) =  T 2 (Ak) with:
Q' = T 2 (Ak) +  2/?iz (Ak) +  ¡3 v (Ak) (5.51)
as in equation 5.36. (r) is the weighted selection function, given by d? (r) =  n (r) w (r)
using the same notation as Chapter 4.
Figure 5.5 shows the power correlations statistic (using transverse correlations only) for 
a range of modulations. The left panels use ¡3 = 0, and the right (3 =  5. This high value 
for (3 has been chosen so th a t there is at least some noticeable difference between the 





Figure 5.6: Plot showing how the deviation from the half power point for the unmodulated 
power correlation curve changes with /?. The solid line represents the transverse correlations, 
and the dashed line the radial correlations. The half power point is defined to be the value of the 
power correlation function at Afeo.s, where A&o.s is the ¿’-separation at which the unredshifted, 
Gaussian power correlation function has the value 0.5. Clearly, when ¡3 = 0, £p =  0.5, but as 
/3 increases, the effect of the redshift distortions is to separate the radial from the transverse 
correlations. The radial correlations become less extended (so the value of at ¿0.5 drops), 
and the transverse correlations become more extended, making £p ( ¿ 0 .5 ) increase with ¡3. In the 
absence of knowledge of ¡3, this effect decreases the sensitivity of £p to non-Gaussian fields.
Figure 5.6 shows how the deviation in £p from the undistorted prediction at a fixed 
¿-separation, ‘A ¿ 1/ 2’ changes with [3 (where A k 1/ 2 is the ¿-separation for which the 
undistorted £p =  0.5). For an uncertainty in ¡3 of ~  0.3, this corresponds to  an uncer­
tainty in £p of A£prans ~  0.025 for the transverse correlations, and A£pad ~  0.041 for 
the radial correlations. This increases the minimum deviation in the power correlations 
th a t  might be detectable by 0.025 (see figure 4.9 in Chapter 4 -  this plot considers only 
transverse correlations). Of course, one would expect the error in (3 to decrease with 




Figure 5.7: Graph showing the deviation xp2 from the Gaussian prediction for a range of values 
of /?. The dotted line indicates the value of i p 2 for which p ( x p 2 i  >  xp2 )  =  0.33. These correspond 
to one sigma errors on the estimate of /?. Again the accuracy to which (3 is determined is poor 
because of the small effect of ¡3 on the transverse power correlation function.
5.5 .1  Inferring ¡3 from power correlations
While the transverse power correlations statistic is clearly only very mildly sensitive to 
/?, it should still be possible infer a value for ¡3 (with large errors) under the assumption 
of Gaussian density fields. This has been done by measuring the ip2 statistic, where ip2 
is given by:
[di (5k) -  t (/?, 5k)]2
(5.52)
[g  (5k)]2
where d,- are the measured power correlation da ta  points, e8- their associated errors, and 
t (/?, 5k) the theoretical prediction for the power correlation function at a separation 5k 
as a function of /?. Using the probability distribution for xp2 obtained from the Monte- 
Carlo simulations described in Chapter 4, the most likely value of /? can be determined 
with its associated error bar. This is shown in figure 5.7, with the dotted line indicating 
a one sigma error bar. /? is found to be between -3.3 and 2.6. This is clearly not an 
accurate m ethod for finding /3!
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The rest of this chapter examines whether a better test for (3 can be found by looking 
a t the difference between radial and transverse correlations between the Fourier modes 
themselves. The difference arising between the transverse and radial correlations would 
be expected purely as a result of redshift distortions, since under the cosmological prin­
ciple, any cosmological field is expected to be isotropic and tend towards homogeneity 
on large scales. This break in isotropy from redshift distortions can therefore be used 
to estim ate ¡3 even for non-Gaussian fields, and give a revised estim ate of the power 
correlation statistic  for Gaussian fields. In short, the use of both radial and transverse 
correlations should allow an independent measurement of the redshift distortion param ­
eter, and enable the power correlations test to retain its sensitivity to m odulated fields.
5.6 A  b etter  m ethod  for m easuring ¡3
5 .6 .1  A i m s
In this section the formalism for the correlation between Fourier modes is used to  measure 
/?, and is tested by applying it to a number of N-body simulations with different values 
for This serves a number of purposes -  primarily to determine whether the method 
can be made to work, and to what accuracy one might expect to be able to  measure 
/3 from a typical survey. Since a number of approximations are used to  come up with 
a final formula for the mode correlations (e.g. treating the velocity difference term  in 
equation 5.7 as negligible, and extending the translinear virialised cluster approximation 
to apply to  mode correlations), it is also of interest to determine whether the m ethod is 
biased in its determination of ¡3.
Since the calculations presented here apply only to spherically symmetric surveys, and 
we have the misfortune of living in a galaxy, any application to  real redshift surveys 
requires an extension of the analysis to include the effects of a mask. Here we deal with 
a very simple extension of the analysis to see whether it can be applied to masked da ta  
sets.
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5 .6 .2  F F T s  v s  D ir e c t  F ourier  t r a n sfo r m s
M easuring the Fourier mode correlations can be quite tricky. For a s ta r t there is the 
question of whether to use direct Fourier transform s to obtain the Fourier information, 
which are time consuming, with c.p.u. time increasing a s M x lV  (where M is the number 
of modes one wishes to determine, and N is the number of particles in the redshift survey 
or sim ulation), or to use the much faster ‘Fast Fourier Transform ’, for which the time 
goes as M  In M . While the FFT  is faster, it has the disadvantage of being less accurate 
because the da ta  are binned, and the mode separation is determined by the size of the 
box into which the da ta  is put. In order to probe modes which are very close together, 
this can end up being very time consuming with an FFT , as the d a ta  need to  be put in 
a box far larger than the volume the galaxies occupy. In order to retain the resolution 
of the transform , the number of bins in the mesh has to be very large, which in turn 
slows down the transform . This problem can however be side stepped by performing 
several F F T s of the data, but each time changing the box size slightly, so th a t slightly 
different k-vectors are obtained. This is a good method for increasing the number of 
radial modes which have small separations. In order to increase the number of modes 
with small transverse separations the data  set needs to  be rotated slightly. In practice, 
however, this m ethod appears to  give rise to systematic effects in the Fourier correlation 
function, arising perhaps from the binning of the data.
The results presented below have used the direct Fourier transform , for which one has 
more control over the choice of Fourier modes, and which for realistic simulations of 
redshift surveys is not much slower than the F F T  method.
5 .6 .3  D e t e r m in a t io n  o f
In FK P and in Chapter 4 the Fourier modes were determined by treating each galaxy as 
a delta function, and Fourier transforming the galaxy field. The mean Fourier density, 
Pf, was found by Fourier transforming a set of points with the same selection function, 
but otherwise randomly positioned. In practice this leads to an increase in the shot noise 
of the mode determination, so the more points in the random sample the better. Here
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5 X 101 random points have been used in the fake d a ta  set. To save time, these have 
been Fast Fourier transformed. The box size used, however, was not large or fine enough 
to  obtain exactly the same modes as those used in the direct transform  of the data , and 
so the exact modes have been deduced by interpolating between the mesh modes. Since 
the selection function varies smoothly, the Fourier transform  of the selection function 
is also expected to be smooth, making interpolation a reasonable approxim ation to the 
true Fourier modes.
In order to  calculate the mean correlation function between the modes, one needs as 
large a ¿-range as possible, and since the power spectrum  is not generally flat, it is 
necessary to  weight each pair of Fourier modes by dividing by the power spectrum  for 
th a t wavenumber, so as not to weight unfairly modes of smaller wavenumbers (in the 
case of a negative spectral index for the power spectrum). So if the Fourier transform  
of the density contrast is given by fk  (using the same notation as in Chapter 4), then 
we look a t correlations between gk, which are given by:
g k =  ( I M 2 ) 1 ' 2  ( 5 ' 5 3 )
In the following analysis, the effects of shot noise are taken into account in the theory, 
rather than  subtracting their effects from the data.
5 .6 .4  D e t e r m i n a t i o n  o f  (3
The Fourier mode correlation function is found by going through all the pairs of modes in 
a particular ¿-range, measuring their ¿-space separation, A k  and the angle the separat­
ing vector A k  makes with one of the mode ¿-vectors, 0*. The product, g (k) g* (k +  A k) 
is then binned in both ¿-separation, and angle 0^. The number of modes in each bin is 
then counted, and the mean for each bin found.
The range of scales has been chosen so th a t the smallest ¿-mode probed contains a t least 
five independent coherence patches, and the largest ¿-mode is chosen so th a t A 2 (¿max) < 
1. Since the effective /3 is expected to decrease with increasing ¡¿| owing to fingers of 
god, this ¿-range has been split up into separate regions of order three times the ¿-space 
width of the selection function. The correlation function is then determined for this
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range of /¿-values, and the effect of virialised clusters fitted for using a single param eter 
<r to fit for the change in shape of the correlation functions with |/c|.
There are several methods one could use to determine ¡3 from a set of correlation curves as 
a function of |A;| and 9k- The first possibility is to use only the radial correlation function. 
[3 and the pairwise velocity dispersion param eter cr2 are free param eters in the theory, and 
these are adjusted to minimise a difference statistic between the theoretical curves and 
the actual curves. The difference statistic (^ 2) used here is a y 2-like statistic, in which 
the sum of the square of the differences divided by an estim ate for the error is minimised. 
As in C hapter 4, this statistic would not be expected to follow a x 2 distribution, owing 
to the correlation of the points. A contour plot can then be plotted of lines of constant 
-02, and this related to probabilities by running an ensemble of M onte Carlo simulations. 
An alternative, but very similar method is to use the difference between the radial and 
transverse curves. This has three advantages: (1) the effect of different ¡3 values is more 
pronounced, (2) the need for evaluating an accurate value for the mean Fourier density, 
Pk, is eliminated, since terms involving ~Pkl~Pk2 < SkiSk2 > cancel, and (3) although 
the errors in this statistic might be slightly larger than those from a single correlation 
curve, the correlation between errors a t different A Ads is significantly reduced, and so 
the x 2 treatm ent of the da ta  is a better approximation.
5 .6 .5  D e t e r m in a t io n  o f  errors
While the errors could be determined theoretically, this is no mean task, and requires 
previous knowledge of ¡3 for this evaluation. Here, errors in the correlation curves have 
been found empirically by breaking up the /¿-shell into octants, and measuring the stan­
dard deviation between each octant. Provided the octants are not significantly correlated 
themselves, this should provide a reasonable estim ate for the errors. This is checked in 
the discussion section.
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0  0 . 0 1  0 . 0 2  0 . 0 3  0 . 0 4
Ak / h  Mpc-1
Figure 5.8: Mode correlations from an fi =  1 simulation, with box size of 600 h~x Mpc, 28000 
‘galaxies’, and taken at a scale |fc| =  0.08 A Mpc-1 . Upper points (x) indicate transverse corre­
lations, and lower points (+) radial. Error bars here are determined from the spread in results 
in different octants of the fc-space shell. The solid line indicates the mode correlation prediction 
in the absence of redshift distortions.
5 .6 .6  C h o ic e  o f  s im u la t io n s
In order to  test the program with simulations, the simulation box needs to  be large 
enough to contain enough linear modes to be able to calculate the correlation function 
in the linear regime. The simulations used here have a power law power spectrum  with 
spectral index n — — 1, and A 2 (k) ~  1 on scales ~  '23 times smaller than the box 
size. So physically the box size corresponds to about a (600 h ~ l M pc)3 volume. The 
selection function has been chosen to be a spherically symmetric Gaussian, with width, 
u  ~  90 h~x Mpc. This allows maximal use of the simulation box while retaining the 
Gaussian shape of the selection function.
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Model #  Gals Mask? ¿-range 
/  h  M pc-1
P A p a 2
/ 104 km2s~2
Acr2
(3 =  1 28000 No 0.03 - 0.19 0.96 0.28 57.7 13.1
¡3 =  0.66 0.70 0.29 37.0 21.7
(3 =  0.25 0.34 0.19 21.7 18.2
/3 = 1 28000 Yes 0.03 - 0.19 0.58 0.27 48.0 15.2
(3 =  0.66 0.27 0.22 18.7 17.3
¡3 =  0.25 0.084 0.12 9.5 12.0
13 = 1 4505 No 0.03 - 0.19 0.88 0.27 47.8 11.4
/3 =  0.66 0.78 0.24 39.1 13.8
¡3 =  0.25 0.46 0.24 26.9 16.1
f3 =  1 4505 Yes 0.03 - 0.19 0.62 0.29 41.8 17.0
P =  0.66 0.47 0.30 26.7 14.8
P =  0.25 0.22 0.19 15.1 18.3
Table 5.1: Mean best fit (3 from 25 simulations, with standard deviation between the different 
simulations.
5 .6 .7  E x t e n s io n  to  m a sk e d  su r v e y s
The above analysis has also been applied to N-body simulations for which a QDOT 
survey-type mask has been applied. For these simulations, the masked area has been 
filled in with fake galaxies th a t have a Poisson distribution, while following the number 
counts of the selection function in the radial direction. The effect this treatm ent has on 
the estim ate of ¡3 is shown in the following section.
5 .6 .8  R e s u l t s
(1) Spherically  sym m etr ic , 28000 galaxies. Figure 5.8 shows a typical pair of radial 
and transverse correlation curves for a simulation which has ft =  1, 28000 galaxies, and 
no mask. As expected, the radial correlation curve is narrower than the transverse curve 
(see figure 5.3).
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28000 Galaxies, no mask, no weights
|k | /  h  Mpc-1 |k| /  h  Mpc-1 |k| /  h  Mpc“1
Figure 5.9: Graphs showing how effective (3 changes with scale. Each graph is the average 
from 25 simulations. The solid lines indicate the prediction for the change in effective ¡3 with 
scale once the velocity dispersion has been fitted for using a minimum \ 2 fit- Left panel: 
(3=1, a = 809 kms-1 ; centre : (3 = 0.66, a = 660kms-1; right: (3 = 0.25, a = 316 kms-1
Figure 5T0: x 2 contour plots for finding (3 and <r2. Contours are for an individual simulation 
chosen at random, and represent 0.5 steps in log£, so the second, fourth and sixth contours 
correspond to one, two and three a error margins respectively. The shaded area indicates the 
average area enclosed by the 3 a contour, found from the average of 25 simulations. Left panel 
is for (3 = 1; centre, (3 =  0.66; and right (3 = 0.25. This is for a spherically symmetric survey 
geometry.
The effect of virialised clusters on the measurement of (3 is shown in figure 5.9 -  this shows 
nicely th a t the effective value decreases with \k\. The solid line shows the theoretical 
prediction for how (3 is expected to fall off, using a best fit value for the velocity dispersion 
param eter, a 2. These graphs are the averaged results for a set of 25 simulations for each 
(3 value. Horizontal error bars indicate the range of |/c| used to determine each point, 
and vertical error bars are the error on the mean (3efj-.
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28000 Galaxies, w ith mask, no weights
|k| /  h  Mpc 1 |k| /  h  Mpc 1 |k | /  h  Mpc-1
Figure 5.11: Effective ¡3 as it changes with scale (as figure 5.9), for masked simulations and 
28000 galaxies. Left panel: /? =  1, a =  735 kms-1; centre: ¡3 — 0.66, a — 469 kms-1 ; right: 
¡3 — 0.25, cr = 346kms-1 .
Figure 5.12: y 2 contour plots for finding ¡3 and a2 (as figure 5.10). For 28000 galaxies, and a 
mask applied. The left panel is for (3 = 1; centre panel ¡3 =  0.66; and right ¡3 =  0.25.
Figure 5.10 shows a contour plot of the best fit values for (3 and a 2 -  the shaded area 
indicates the 95 % confidence limit on the average of the 25 simulations. The contours 
are for a single simulation, and show increments of 0.5 in log£ . The outerm ost contours 
show the 95% confidence region.
The rest of the results have the same form at as above:
(2) M a sk e d  s im u la tio n , 28000 ga lax ies. For simulations with 28000 galaxies, and 
a mask applied, the effective f3 plots are shown in figure 5.11, and the contour plots in 
figure 5.12.
(3) S p h e ric a lly  s y m m e tr ic , 4500 ga lax ies. For spherically symmetric surveys con­
taining 4500 galaxies, the results are displayed in figure 5.13 for the effective ¡3 plots and
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4500 Galaxies, no mask, uses weights
|k| /  h  MpcT1 |k | /  h  Mpc
Figure 5.13: Effective ¡3 for a survey containing 4500 weighted galaxies, and spherically
symmetric survey geometry (see figure 5.9). Left panel: ¡3 =  1, a =  728 kms-1 ; centre: 
(3 =  0.66, cr =  640 kms-1 ; right: ¡3 — 0.25, a =  566 kms-1 .
e «
Figure 5.14: x 2 contour plots for ¡3 and cr2 (as figure 5.10). For 4500 weighted galaxies, and 
no mask. The left panel is for ¡3 =  1; centre panel ¡3 =  0.66; and right (3 = 0.25.
figure 5.14 for the contour plots.
(4) M a sk e d  s im u la tio n , 4500 ga lax ies. For masked simulations, containing 4500 
(and thus resembling the QDOT+1.2 Jy  survey), the results are shown in figures 5.15, 
and 5.16.
Table 5.1 is a sum m ary of the mean and standard deviation of the ¡3 and ct2 values found.
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4500 Galaxies, w ith mask, uses w eights
I 0.05 0.1 0.2 I 0.05
|k | /  h  Mpc-1 |k| /  h  Mpc 1 |k | /  h  Mpc 1
Figure 5.15: Effective ¡3 for a survey containing 4500 weighted galaxies, and a mask applied 
(see figure 5.9). Left panel: ¡3=1, a =  755kms-1 ; centre: (3 =  0.66, cr =  624kms-1 ; right: 
/3 =  0.25, a =  520kms-1 .
Figure 5.16: y2 contour plots for ¡3 and <r2 (as figure 5.10). For 4500 weighted galaxies, and 
a mask applied. The left panel is for ¡3 =  1; centre panel ¡3 =  0.66; and right (3 =  0.25.
5 .6 .9  D is c u s s io n
Spherically  sym m etr ic  surveys
The shaded area of the contour plot in figure 5.10 represents the average best fit pa­
ram eter space for 25 different simulations, with the limits of the shading representing 
a probability 5% of the maximum probability value. Clearly these contours encompass 
the input value of 0, and this suggests th a t the correlations between Fourier modes can 
be used to  obtain an estim ate of 0 .
Figure 5.9 shows clearly the effect of virialised clusters bringing down the level of dis­
tortion caused by collapsing objects, and this appears to be able to be fitted well using
159
the extension to the translinear regime mentioned in subsection 5.4.2. There appears to 
be a trend of lower ‘finger of god’ contamination for lower Q.
One of the purposes of analysing many simulations is to test whether the method contains 
any system atic bias in its determination of ¡3. The error margins quoted in table 5.1 show 
the standard  deviation of the best fit results between the simulations, rather than the 
error on the mean result. For the larger simulation set (containing 28000 galaxies), the 
mean results with the error on the mean are: ¡3 — 0.96 ± 0 .06  for the ‘/? =  1’ simulations; 
/3 =  0.70 ±  0.06, for ‘/3 =  0.66’; and [3 =  0.34 ±  0.04 for ‘/3 =  0.25’. The first two results 
enclose the true value for ¡3 within these error bars. The third result, however is just 
over 2(7 higher, suggesting th a t perhaps for low models, there is a slight bias in favour 
of higher ¡3 values.
The errors on the correlation curves have been determined by breaking up the simulation 
into octants, and measuring the standard deviation between these eight regions. This es­
tim ate  can be checked by comparing the standard deviation found for (3 and a  determined 
using many simulations with the standard deviation predicted for an individual survey. 
The one sigma error on ¡3 (as determined from the example contour plot superimposed 
on the grey scale plot in figure 5.10) is typically A ¡3 ~  0.12, and A<j2 ~  8  X 104 km 2 s~2, 
whereas the dispersion of mean results is (taking results from the top part of table 5.1) 
A ¡3 =  0.29, and Act2 =  19, so the shaded areas probably more accurately represent one 
sigma regions, rather than two sigma, as estimated from the internal error calculation. 
The second question to ask is whether the approximation th a t each point (on the differ­
ence curve < gkiQk > Radial -  < gkx g%2 > Transverse) is independent and so the number of 
degrees of freedom is given by the to ta l number of points used. This is likely to manifest 
itself as a minimum reduced x 2 value which is less than 1. The mean minimum reduced 
X2 value for the set of simulations contributing to figure 5.10 is Xmin =  0.45 ±  0.13, 
also suggesting th a t this approximation is underestimating x 2 by a factor of about two. 
Error bars quoted on estimates of {3 in the next sections will therefore be quoted from 
the simulation-to-simulation standard deviation, rather than from the contour plots.
The effect of reducing the survey volume by a factor of about two, and this time weighting 
the d a ta  to  give the same level of correlations between the modes, is to  shift high values
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down, and low values up towards (3 =  0.5. The true value is however still contained 
within the 95% shaded contour in figure 5.14.
M asked  surveys
Simulations with a mask superimposed are shown in figures 5.12, and 5.16. The masked 
regions were replaced with points th a t were randomly placed apart from being required 
to fulfill the selection criteria in the radial direction. The masked areas covered ~  17% 
of the sky. The effect of this operation is to reduce the measurement of (3 by A/? ~  0.35 
for the 28000 galaxy set of simulations, and A ¡3 ~  0.3 for the 4505 galaxy simulation 
set, and this is unsurprising given th a t a randomly placed set of points should display 
no correlation differences between the radial and transverse directions.
5.7 A pp lication  to  IR A S galaxies
Since the aim is to  measure ¡3 from redshift surveys of the local universe, in this section 
limits are placed on (3 for the QDOT+1.2 Jy survey. The ideal da ta  set for this analysis is 
the PSCZ redshift survey, which is the one-in-one version of the QDOT survey. (Politics 
in the world of cosmology, have however so far kept access to  this survey limited to  the 
privileged few.) Here, we make do with the next best thing, and also apply the analysis 
to  simulations of the PSCZ redshift survey, which have generously been made available 
by Cole el al. (1998) a t the web site h ttp ://star-w w w .dur.ac.uk/~cole/m ocks/m ain.htm l. 
These simulations have enabled two studies to  be made -  first, the machinery described 
above has been applied to a few mock QDOT+1.2 Jy survey catalogues, which have 
been generated by Poisson sampling from Cole’s mock PSCZ simulations. Second, the 
analysis has been applied to the PSCZ simulations, with a view to estim ating how well 
one might be able to measure ¡3 using this method.
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5 .7 .1  S im u la tio n s used
The simulated models also incorporate galaxy biasing, which was not used in the simu­
lations of the previous section. There are three models, and these are called in Cole et 
al. ‘E3Sa’, ‘E3Sb\ and ‘0 4 S ’. The E3S models are both realisations of rC D M  models, 
with i i0 =  I; A =  0, and b — 1.8, where b is the linear bias param eter. The 04S  model 
has 0  =  0.4, A =  0 and b =  1.1.
5 .7 .2  A n a ly s i s  o f  t h e  Q D O T + 1 .2  J y  d a ta  se t
The shot noise for the QD OT+1.2 Jy survey is quite large, and since the shot noise 
affects the extent to which the radial and transverse curves differ, it is im portant to  get 
the right ratio of shot noise to real power contribution. W ith a real d a ta  set, this is 
harder, since one does not have a very accurate estim ate for the power spectrum  over 
the fc-range considered. The analysis of the correlation curves for the Q D O T+1.2 Jy 
d a ta  set have therefore been performed assuming th a t the power is 4000, 5000, & 6000 
( /i-1 M pc)3. These values cover the reasonable range for the power spectrum  on these 
scales, and have been taken from Feldman, Kaiser & Peacock (1994), which estim ates 
the power from the QDOT and the 1.2 Jy surveys.
Figure 5.17 shows the results for the PSCZ da ta  set with and without a mask applied, 
and figure 5.18 shows the equivalent results for the QD OT+1.2 Jy simulated d a ta  set. 
The mean values for ¡3 found are tabulated in table 5.2. The results for the Q D O T+1.2 
Jy  dataset are shown in figures 5.19, and table 5.3.
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Model b ^True #  Gals Mask? ¿-range 
/  h Mpc-1
P A/3 a 2/ 104
1 2 —“2 km s “
A a 2
E3Sa 1.0 1.8 0.55 13156 No 0 .0 6 -0 .2 0.49 0.16 31.1 11.42
Yes 0.24 0.20 15.2 20.3
E3Sb 1.0 1.8 0.55 12679 No 0 .0 6 -0 .2 0.25 0.16 8.61 12.8
Yes 0.065 0.06 2.78 3.95
04S 0.4 1.1 0.52 14063 No 0.06 -  0.2 0.63 0.13 42.0 7.4
Yes 0.44 0.31 41.3 22.8
E3Sa 1.0 1.8 0.55 •5218 No 0 .0 6 -0 .2 0.49 0.29 28.9 21.1
Yes 0.17 0.20 35.7 22.7
E3Sb 1.0 1.8 0.55 5030 No 0.06 -  0.2 0.46 0.17 11.9 18.1
Yes 0.0 0.0 12.4 11.44
04S 0.4 1.1 0.52 5591 No 0.06 -  0.2 0.90 0.33 42.8 8.75
Yes 0.2.3 0.24 24,6 22.2
T ab le  5.2: /? and <r2 m easured for the different sim ulation models. Top half is for PSCZ-type 
sim ulations, bottom  half for Q D O T+1.2 Jy-type simulations. A/3 is taken from the contour 
plots, and represents the m axim um  width in ¡3 for which the x 2 values are incremented by one 








M OCK PSCZ 12000 Galaxies, no mask, uses weights
|k | /  h  Mpc“ |k| /  h  Mpc
M O C K  PSC Z  12000 G alaxies, w ith  mask, uses weights
|k| /  h  Mpc“
0.15 
|k| /  h Mpc" |k| /  h  Mpc
F ig u re  5.17: Left panels are ‘E3Sa’, P =  0.55; centre ‘EZSb, P =  0.55; and right ‘0 4 S ’, 
P — 0.52. All plots are for a PSCZ type simulation, top two rows for no mask, bo ttom  two 
rows w ith a m ask applied.
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M O C K  Q D O T  4700 G alaxies, no mask, uses w eights
___  in m
|k | /  h  Mpc |k| /  h  Mpc"
M O C K  Q D O T  4700 Galaxies, w ith  mask, uses weights
|k| /  h  Mpc ' |k | /  h  Mpc 1
F ig u re  5.18: Left panels are ‘E3Sa\  (3 =  0.55; centre ‘E3Sb’, ¡3 =  0.55; right ‘0 4 S ’, ¡3 =  0.52. 
Poisson sam pled from the PSCZ simulations. Top two rows have no mask, bo ttom  two rows 
are w ith a m ask applied.
165
|k| /  h Mpc-1 p
Figure 5.19: Results for the QDOT+1.2 Jy survey. Left panel shows the effective (3 values 
measured for a range of \k\, centre panel shows the corresponding contour plot of best fit (3 
values to the data for the ¿-range 0.08 < \k\ < 0.21. Note that the true value of /? is likely to be 
up to twice this value found, on account of the missing data in the mask. The right panel uses 
only the second and third points of the effective /3 plot -  i.e. a ¿-range of 0.08 < ¡¿| < 0.14.
5 .7 .3  D is c u s s io n
The analysis of the PSCZ type simulations with no mask encompasses the true f3 value 
for two out of the three simulations within one sigma, and the third within two sigma. 
The effect of the mask is to reduce beta by A/? ~  0.21 ±  0.02. This system atic effect is 
slightly lower than th a t for the 28000 galaxy simulation.
The Q D O T+1.2 Jy  simulations encompass the true value for ¡3 two times out of three, 
the outlier also falling within two sigma of the estimate. This time the mask reduced ¡3 
by an average of A/3 =  0.48 ±  0.1. The random error is ~  0.26 for the unmasked da ta  
sets.
Using the information about the systematic decrease in ¡3 from the QD OT+1.2 Jy simu­
lations, we can now estim ate a value for /I, based on the contour plot in figure 5.19. The 
estim ates of the ‘raw ’ /3 for the different assumptions about the power differ by about 
0.06 - a relatively small effect. The P  =  5000 (fi-1 M pc)3 value for ¡3 is ¡3 =  0 .57±  0.T2. 
A crude estim ate of the true (3 value can then be obtained by adding on the system atic
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Model #  Gals Power 
/ { h ~ l U  pc)3
fc-range 
/  h M pc-1
P A/3 <J 2
/1 0 4 km2s~2
A ct2
‘Q D O T+ 4505 5000 0.06 -  0.21 0.57 0.12 2.53 5.31
1.2 J y ’ 6000 0.51 0.11 2.34 4.9
4000 0.66 0.13 2.78 5.9
Table 5.3: Best fit /? for the combined QDOT+1.2 Jy survey.
effect found from the simulated data  sets. This gives
¡3 =  1.05 ± r 0.26 ± s 0.1, (5.54)
the first error bar being the random error (+,.) on the unmasked Q D O T+1.2 Jy  simu­
lations, and the second the error on the systematic correction (± s).
While this is based on judging systematic corrections from a very small am ount of 
information, we can also use the weighted simulations of the previous section to  perform 
the same analysis. Again, the random error on the unmasked d a ta  sets are A/3 ~  0.25. 
The system atic correction is A/3 = 0.27 ±  0.22, so this would give
/3 = 0.84 ± r 0.25 ± ,  0.22 , (5.55)
which also covers the range calculated above. The PSCZ simulation results suggest th a t 
this analysis could measure ¡3 within an error of A/3 =  ± r0.15 ± s 0.1 -  a reduction of 
the random  error by about A/3 ~  0.1.
Of course, ideally one would account for the mask theoretically. While an expression for 
this can be written (see equation 5.42), the full three dimensional integral would have 
to be performed. This could be reduced to  a two dimensional integral if the mask was 
assumed to be rotationally symmetric -  again an approximation, but far closer to the 
actual survey geometry.
5 .7 .4  C o n c lu s io n s
In this section, f3 has been measured from a set of PSCZ and QD OT+1.2 Jy type 
simulations. This has shown th a t without a mask, the method can be used to measure
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¡3 to within 0.15 for the PSCZ surveys, and within 0.26 for the Q D O T+1.2 Jy  survey.
W ith a mask, system atic effects become im portant, and these have been estim ated em­
pirically here. For the real QDOT+1.2 Jy survey, taking into account system atic errors 
gives an estim ate for ¡3 of /3 = 1.05 ± r 0.26 ± s 0.1. This is consistent with previous esti­
m ates using these catalogues (e.g. Heavens & Taylor 1995; Ballinger, Heavens & Taylor 
1995).
5.8 W hat about th e neglected  term , [u (r) — u (0 )] /r ?
In order to  calculate the radial and transverse correlation functions we have assumed 
in equation 5.9 th a t the term  in [U (r) -  U (0) \/r  is negligible compared with term s in 
dU /d r  on the grounds th a t it scales as the inverse depth of the survey unlike the other 
term s (Kaiser 1987). Zaroubi & Hoffman (1996) point out th a t th a t in our local universe 
we measure velocities of a few times 103 km s-1 , so on scales of 104 km s-1 the effect 
is not necessarily negligible. W hat they missed however is th a t the [U (r) — U (0 )]/r  
term  affects only the coefficients of //°, and v 2 in equation 5.49. We can therefore use a 
multipole expansion of the correlation function to find a prediction for ¡3 th a t does not 
depend on the velocity difference term, and so is exact to linear order.
To linear order and keeping the term  in U /r, we can approximate equation 5.8 as:
(W 6 )
dr r
Equation 5.12 gives the linear theory prediction for U, so U (r) / r  can be expressed as:
U (r) =  ¡3 I  exp (¿k • r) (k) d3k. (5.57)
Now the crucial part here is to note th a t this integrand contains a term  which is linear 
in k  • r  =  k ifi, so when looking at Fourier mode correlations, there will be a term  in 
k ik jr if j .  Referring back to equations 5.47, 5.47, and 5.48 one can see th a t n th order 
term s in k.t give rise to integrals whose maximum order coefficient is v n . So we can 
expect term s relating to the velocity difference to  have a maximum order of v 2. This 
turns out to  be very convenient, as there is a v4W\ term  (see equation 5.49) for which no 
information comes from the velocity difference term.
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The term  in u l can be extracted using Legendre polynomials as outlined in section 5.3 
under ‘Quadrupole to monopole ratio of the power spectrum ’, but this time applied to 
mode correlations rather than the power spectrum. From equation 5.24 and 5.49 we 
have for the hexadecapole moment:
l  /_! ^  M ^  (kl) ^  (kl + ^  = P (h)  i^2 J5 iSk)} ’ (5"58)
where k\ ■ 5k = v. The quadrupole moment is given by:
I f_x duV2 [U) ^  (kl)  ̂ (kl +  ik )*> =  P {kl] i2f3Jl (Sk) +  6/32‘Ja (5k)}  ’ (5’59)
and the monopole by:
i  J 1 d v V 0 ( u )  (8s  (k j) 5s  (ka +  ¿k)*} =  P  (An) { J 0 (8k) +  2(3 J 2 (8k) +  3(32 J 3 (5A )} .
(5.60)
Figure 5.20 shows the theoretical curves for the monopole, quadrupole and hexade­
capole of the mode correlation function. The curves have been normalised so th a t 
P z (k) =  1. Clearly the hexadecapole mode correlation contributes a tiny effect rel­
ative to the monopole and quadrupole moments, so it is of limited use in determining (3. 
The quadrupole moment, however looks to contribute the greatest difference in effect to 
the correlation curves, which is unsurprising given th a t redshift distortions are expected 
to induce squashing along the line of sight. While there would potentially be a benefit 
from taking the ratio of quadrupole to monopole, and hexadecapole to  monopole since 
the real space power spectrum would then factor out, this advantage is probably out­
weighed by the fact th a t the correlation curves go to zero a t large ^-separation, and so 
could introduce huge errors in the resultant curve (see figure 5.21). If the main interest 
is to  test the validity of the approximation th a t the velocity difference term  is negligible, 
then since both the quadrupole and monopole terms are affected by this assumption, 
it is better to  normalise the curves by dividing by the redshift space power spectrum , 
P z (k). This then only affects the scaling of the curve, and not its shape. In general, the 
use of these Legendre polynomial moment curves would give a more complete analysis of 
the redshift induced correlations -  both because of being able to constrain the velocity 
difference term , and because it makes use of all angular information, rather than the 
specific instance of the radial and transverse curves.
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Ak
F ig u re  5.20: Mode correlation curves for different coefficients of v and different values of /?. The 
left panel shows the monopole correlation, the middle panel the quadrupole m om ent, and right 
panel the hexadecapole m om ent. For each one /? takes values 0.1 (dot dashed), 0.5 (dashed), and 
1.0 (solid).
A k
F ig u re  5.21: Mode correlation curves for the quadrupole to monopole ra tio  (left), and hexade­
capole to  monopole ratio  (right) for different values of /?. The left panel shows the monopole 
correlation, the middle panel the quadrupole moment, and right panel the hexadecapole m om ent. 
For each one (3 takes values 0.1 (dot dashed), 0.5 (dashed), and 1.0 (solid).
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5.9 S u m m a r y
This chapter has looked at the correlation of Fourier modes induced by redshift distor­
tions, and has applied its findings to two problems.
The first was to establish what effect redshift induced correlations would have on the 
power correlations statistic introduced in Chapter 4. For transverse power correlations, 
and the current range of values for ¡3 in the literature, redshift distortions are likely to 
decrease the sensitivity of the test by at most 10% for QDOT and PSCZ-type surveys.
The second part was to develop a method for measuring (3 from redshift surveys using the 
difference between the radial and transverse Fourier mode correlations. This involved ex­
tending the analysis of Zaroubi & Hoffman (1996) and Kaiser to the quasi-linear regime, 
where the effect of virialised velocities in clusters becomes im portant. For spherically 
symm etric surveys, the analysis worked well, with no evidence for this statistic  giving 
biased estim ates for ¡3. The method was then applied to  surveys th a t contained a mask. 
These surveys were dealt with by filling in masked areas with randomly positioned points 
(but which obeyed the radial selection criteria of the survey). This time, the measured 
value for (3 was found to be systematically smaller by A (3 =  0.27 ±  0.22. Applying this 
correction to  the QD OT+1.2 Jy  survey, (3 was found to be (3 =  1.05 ± r 0.26 ± s 0.1, 
where the first error bar represents the random error, and the second error bar is for the 
error in the correction for the systematic decrease in f3 as a result of the mask. This is 
consistent with the literature, and rules out (3 < 0.5. The analysis was also applied to 
mock PSCZ catalogues, for which random errors would be expected to be reduced by 
A/3 =  0.1. There is clearly scope for further work as far as dealing with the mask is 
concerned, and while this chapter has taken an empirical approach to  the problem, the 
effect on the correlations is calculable from equation 5.36. This would involve a three 
dimensional integral and the loss of angular degeneracy of the correlations.
Finally, a Legendre polynomial method was suggested as a more complete analysis of 
the redshift distortions in Fourier space. The hexadecapole moment has the advantage 
of being exact to linear order, and this could enable an analysis of the im portance of 
the velocity difference term , which has been neglected in the rest of this chapter. The
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results presented here, however, suggest th a t this term  is not a significant contributor 
to  f3, since for an ensemble of large spherically symmetric simulations, the mean value 
of (3 was found to be consistent with the true value.
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C h a p te r  6
CONCLUSIONS
This chapter gives a summary of the main results of the preceding chapters, and explores 
the prospects for future work on placing limits on non-Gaussian primordial fluctuations.
N on-linear evolution  o f  the  power spectrum
Peacock & Dodds (1996) have produced a fitting formula which maps initially power law 
power spectra onto their evolved, non-linear counterparts. In Chapter 2, an alternative 
m ethod was explored to allow initially non-power law power spectra to be mapped. This 
involved plotting the integrated linear power against the integrated non-linear power. 
The integrated power locus was found to be less dependent on spectral index, and en­
abled good fitting for monotonic, smoothly varying power spectra without the need for 
iteration, and with only a rough guess for the tangential spectral index. The formula 
was also applied to  cases where the initial power spectrum contained oscillatory features, 
and here it was found to break down. This seems to be due to a qualitatively different 
behaviour th a t occurs in the evolution of oscillatory power spectra -  while the oscilla­
tions are preserved in the linear regime, they are completely erased in the non-linear 
regime, and this process requires a many to one mapping, which is beyond the scope 
of the fitting formula considered here. It is possible th a t these power spectra could be 
m apped in two stages -  with the first stage involving some form of smoothing of the 
power spectrum  above a certain linear amplitude, and the second stage a mapping to
the non-linear power. While this would make retrieving the linear power spectrum  diffi­
cult, the degeneracy arising in the evolved power spectrum starting  from different initial 
linear power spectra is itself an issue th a t merits further work.
The first part of Chapter 3 addressed the evolution of the power spectrum  of initially non- 
Gaussian fields, comparing the evolution of different power law linear power spectra with 
th a t predicted for power spectra with Gaussian initial conditions. A number of different 
non-Gaussian models were considered, with high and low skewness and kurtosis, as well 
as fields th a t were locally Gaussian with a modulation of the amplitude of clustering 
on large scales. Broadly, the evolution on scales where the linear power amplitude was 
less than  one followed the Gaussian locus for linear evolution, and the main differences 
came in the quasi-linear regime, with the slope of the turn  off from linear behaviour 
being the discriminator between Gaussian and non-Gaussian evolution. The evolution 
of the m odulated, locally Gaussian fields was found to be very similar to the Gaussian 
evolution, while the x+ models, with high skewness appeared to evolve faster, producing 
a higher non-linear power amplitude for a given linear input. Conversely, low skewness 
models evolved much less than  the Gaussian prediction for a given linear amplitude. 
It seems however th a t skewness and kurtosis amplitudes cannot give the full indication 
for the evolution of the power spectrum, since some fields with similar higher order 
hierarchical moments displayed very different evolutionary behaviour (e.g. the Cauchy 
field compared with the x+ field).
The evolution was also found to be spectral index dependent, with all n — — 1 models 
evolving closest to  the Gaussian locus. Qualitatively, this agrees with the predictions of 
G aztanaga & Fosalba (1998) who have investigated the mildly non-linear evolution of 
non-Gaussian models.
The faster evolution of the x+ model has made it a possible alternative to Gaussian 
fluctuations in the standard CDM scenario, which has trouble reproducing the high 
redshift structures th a t are now being observed. The second part of Chapter 3 considered 
the viability of four isocurvature models with x+ initial conditions, asking whether such 
models could be made to produce the observed APM  power spectrum , and whether the 
higher order moments of the evolved fields agreed with existing APM measurements. The
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models were found to be able to produce the APM power spectrum , but their hierarchical 
moments were a factor of three too high to be compatible with the APM  hierarchical 
moments. A number of different biasing schemes were then applied to  evolved simulations 
of the models to see if this could bring the biased moments into agreement with the APM  
moments. It was found th a t biasing levels of order 2 < b < 6 would be required to  get 
agreement with the APM  data, and these levels seem to be too high to be consistent 
with current estim ates for /?optical and Q0, which favour bias values of b <, 2.
P ow er  correlations
Higher order moments are clearly a better discriminator between non-Gaussian and 
Gaussian fields, and in Chapter 4, a four point Fourier based test for Gaussian fields was 
developed. Working in Fourier space has several advantages -  firstly, Fourier modes sep­
arate  information on the basis of scale, and since large scale modes evolve independently 
of smaller, non-linear modes, it is a useful means for probing the linear regime. Secondly, 
the effects of masks and selection functions can be dealt with easily, and given th a t the 
underlying Fourier modes are statistically independent, (if the Universe is homogeneous 
and isotropic), a full error analysis is possible.
The power correlations test involves measuring correlations between the amplitude squared 
of the Fourier modes (power modes), and comparing these with correlations between the 
Fourier modes themselves, which, for a Gaussian field are function only of the mask and 
selection function. This statistic is sensitive to phase correlations of the Fourier modes 
and the kurtosis of the density fluctuations. It was applied to  the Q D O T+1.2 Jy  survey, 
and on scales of k — 0.08 h M pc- 1 , the galaxy density fluctuations were found to be 
consistent with a Gaussian distribution. The test was then extended to  place quanti­
tative limits on a certain class of non-Gaussian models -  the m odulated field, in which 
the density field is the product of two independent Gaussian fields. For the Q D O T+1.2 
Jy survey, however, no strong limits could be placed on these fields, and these await the 
next generation of redshift surveys, for which the sensitivity is projected to  improve by 
about a factor of four to ten for the 2dF and Sloan redshift surveys. While the results 
of this chapter relied on empirical determination of the errors, a description of a fuller
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error analysis was outlined, which would allow a likelihood analysis to  be performed for 
future tests.
R edshift  D istortions
The power correlations test is to some degree affected by redshift distortions, and in 
C hapter 5, these were considered in some detail. The sensitivity of the test was found to 
be reduced by about 10% for a rough estimate of ¡3 with an error range of ~  0.6. It was, 
however possible to develop the power correlations method to account for /?, by looking 
at the mode correlations.
The existing analyses of Kaiser (1993), and Zaroubi & Hoffman (1996) were extended to 
include the effects of the quasi-iinear regime, in which galaxy velocities in clusters act 
to dam p the measurement of the linear infall. This fuller analysis of mode correlations 
in redshift space was then used to develop a method for measuring /3, which involved 
looking at the difference in correlations between modes with parallel ¿¡-vectors, and those 
whose ¿¡-vector separation was perpendicular to one of the ¿¡-vectors. These two angular 
configurations for the ¿¡-vectors give the extrema of the effect on the mode correlations -  
with parallel correlations being the least extended, and the perpendicular correlations, 
the most extended.
The m ethod was tested on simulations of spherical redshift surveys, and found to work 
well, with little sign of biasing in the determination of /3. It was then adapted to take 
into account masked areas in realistic surveys by filling in the mask with random points. 
Determ ination of f3 from these masked surveys gave a system atic underestim ate of (3, as 
expected. The amplitude of this underestimate was determined empirically for a number 
of Q D O T+1.2 Jy-type simulations, and the test with empirical corrections was applied to 
find an estim ate for ¡3 from the real QDOT+1.2 Jy  redshift survey. This gave an estim ate 
for the redshift distortion param eter of /%ras =  1.05 ± r 0.26 0.1, where subscripts r
indicate the random error, and s the error in the system atic correction. This result is 
consistent with values measured for this survey in the literature. The system atic error 
could be eliminated if the mask was taken into account in the theory, and this would be 
a simple extension to the present analysis. A more complete analysis was suggested in 
which all pairs of ¿¡-vector configurations were analysed in term s of Legendre polynomials
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for the different orientations of the fc-vectors. This has an advantage th a t the velocity 
difference terra, A U /r ,  which was neglected for the above analysis, does not feature 
in the hexadecapole moment, making this moment exact to linear order. A Legendre 
polynomial method would therefore enable an analysis of the extent to  which the velocity 
difference term  contributes to mode correlations.
P r o sp e c ts  for constraining primordial non-G aussian density  fields
A number of theories set out to explain the initiation of density perturbations in the 
early Universe, and since most of these theories require new physics, it is of great inter­
est to try  to  constrain them. The prediction of Gaussian or non-Gaussian distributed 
initial perturbations is a key discriminator between theories of inflation and topological 
defects, and this provides a vital, testable prediction with which to investigate theories 
of perturbation initiation.
Over the past decade, many cosmologists have studied the density field with a view 
to constraining the statistics. So far, the density field as measured from redshift sur­
veys and super-horizon scale microwave background experiments, has been found to be 
consistent with a Gaussian distribution. There are two complementary approaches to 
placing limits on the distribution -  the first being to place limits on specifically m otivated 
non-Gaussian distributions, and the second to measure moments of the distribution to 
increasing orders, and check their consistency with a Gaussian field. The higher the 
order of the moment investigated, the larger the volume th a t needs to be sampled to 
retain the same accuracy of the estimate. At present, redshift d a ta  has limited tests 
to  measuring moments to fourth or fifth order, and to scales less than 60 h 1 Mpc. 
Cosmology is on the verge of an explosion of observational data, and in the next decade, 
we can expect to improve current limits by orders of magnitude. The developments come 
from a number of fields.
A number of new instrum ents have recently opened up the field of high redshift cos­
mology, for example. ‘SCUBA’ (the Sub-millimetre Common User Bolometric Array), 
which has enabled studies of very high redshift galaxies, and the Keck ten metre optical 
telescopes, which have facilitated accurate redshift determination of d istant galaxies. As 
our knowledge of the distribution of high redshift galaxies increases, this should tighten
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limits on the rate  of evolution of structure.
Redshift surveys are an extremely im portant tool in analysing the three dimensional 
distribution of large scale structure. This thesis has used the QD OT+1.2 Jy combined 
redshift survey, and in the past couple of years, its one-in-one parent, the PSCz survey has 
been completed, containing around 15000 galaxies, and covering 83% of the sky. In the 
next five years, these surveys will be superceded by two redshift surveys th a t will outdo 
existing surveys by orders of magnitude in both the number of galaxies, and the volumes 
probed. The 2dF (two degree field), and Sloan digital sky surveys plan to use multi-fibre 
spectrographs to measure the redshifts of between 105, and 106 galaxies, probing scales 
out to  ~  500 /i-1 Mpc. This should allow extremely accurate determ inations of higher 
order moments of the galaxy density field on scales greater than 30 h-1 M pc, which is 
the onset of the linear regime.
There are, however, some intrinsic limitations to the use of redshift surveys for inferring 
information about the primordial density field. The first of these is redshift distortions, 
which affect our precise knowledge of the radial spatial component of each galaxy. S ta­
tistically, on linear and quasi-linear scales, however, this distortion can be accounted for, 
as we have seen in Chapter 5. On scales less than 30 h -1 Mpc, non-linear evolution of 
the density field limits w hat we can infer about the linear density field, and we currently 
rely on perturbation theory and simulation approaches to analyse these scales. M ost 
problem atic though, is our lack of understanding of how the positions of galaxies relate 
to the underlying m atter distribution. Until we understand how galaxies form, inferences 
from redshift surveys are subject to assumptions about the nature of bias. Work in the 
fields of galaxy formation and gravitational lensing are therefore extremely im portant 
complementary fields to measuring large scale structure from redshift surveys.
Finally, technological developments in the field of microwave receivers, (namely the use 
of actively cooled HEMT receivers and arrays of detectors) have initiated two new satel­
lite projects to measure the fluctuations in the microwave background tem perature -  
‘Planck’, a European based mission, and ‘M A P’ (Microwave Anisotropy Probe), a US 
funded mission. These projects, set to fly in 2004, and 2001 respectively, aim to mea­
sure CMB fluctuations down to angular scales of less than one degree, and in the case
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of Planck down to 7' with a sensitivity of a few ¡jlK . The im portance of measuring 
fluctuations on sub-degree scales is th a t it probes m atter fluctuations on sub-horizon 
scales, which are of great interest for structure formation. In the absence of an era of 
reionisation, these projects are potentially of revolutionary value to cosmology, allowing 
the accurate measurement of many cosmological param eters, and because the microwave 
background directly probes linear mass fluctuations, it is here th a t we can expect the 
tightest limits on non-Gaussian fields to be placed.
The standard  CDM picture of the Universe is now struggling to account for current 
observations. It seems therefore timely th a t observational cosmology is set to make great 
advances, allowing existing models to  be properly constrained, perhaps challenging our 
current picture of structure formation, and most im portantly encouraging the birth  of 
new ideas.
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