




















with	 the	 Leap	 Motion	 device.	 A	 user	 survey	 was	 conducted	 to	 identify	 issues	 and	 help	
understand	how	the	surgeons	use	and	interact	directly	with	a	3D	object	in	a	sterile	manner.	
The	 results	 of	 this	 project	 strongly	 support	 the	 fact	 that	 the	usage	of	 the	 Leap	Motion	 is	
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The	 mission	 of	 the	 project	 “Leap	 motion	 for	 sterile	 manipulation	 of	 3D	 models”	 was	 to	












The	 report	 contains	 a	 project	 evaluation,	 the	 methodology	 of	 the	 user	 survey	 and	 the	
developed	 program	 as	well	 as	 the	 results.	 At	 the	 end	 of	 this	 report	 there	 is	 a	 discussion	









Presently	 surgeons	 must	 remain	 sterile	 while	 performing	 surgery,	 thus	 various	 tools	 and	





to	manipulate	 the	 3D	 object.	 Describing	 a	 certain	move	 of	 a	 3D	 images	 instead	 of	 a	 2D	
image	appears	to	be	more	complex.	Hence,	 it	 is	more	 likely	 to	misunderstand	each	other,	
resulting	in	possible	errors.	
In	 addition,	one	might	 argue	 that	 the	 current	 situation	of	manipulating	3D	objects	with	a	
computer	mouse	requires	patience	and	time.	Because	of	that,	it	is	clear	to	say	that	the	focus	
shifts	 from	 the	 patient	 to	manipulating	 a	 3D	 object.	 The	 efficiency	 of	 performing	 various	
tasks	 in	 3D	 space	 can	 be	 enhanced	 by	 utilizing	 the	 computer	mouse	with	 a	 keyboard,	 to	
execute	shortcuts,	thus	improving	the	overall	workflow.	It	seems	unlikely	that	this	approach	
is	 used	 by	 the	 majority	 of	 surgery	 assistants	 or	 nurses,	 due	 to	 the	 presumably	 lack	 of	
knowledge	 in	 the	software	used	for	displaying	3D	models.	 In	addition,	 the	group	believes,	
the	 lacking	 motivation	 of	 increasingly	 utilizing	 3D	 objects	 prevents	 it	 of	 enhancing	 the	
existing	 workflow.	 It	 is	 obvious	 to	 say,	 that	 medical	 imaging	 for	 the	 human	 body	
revolutionized	 clinical	 practice	 in	 the	 past	 ten	 to	 twenty	 years.	 This	 project	 aims	 to	 build	
upon	present	techniques.		
2.2. Effectiveness	





enhance	 the	 software.	 Since	 the	 software	 was	 incompatible	 with	 the	 project’s	 members	
Unix	 computers,	 it	 is	 safe	 to	 say	 that	 this	 approach	would	 not	 have	met	 the	 initial	 aims.	
Thus,	 the	project	 team	decided	 to	 reprogram	 the	 software	 in	Unity	with	an	older	 SDK,	 in	
order	to	provide	cross-platform	compatibility.	
At	 this	 moment,	 the	 latest	 SDK	 was	 exclusively	 on	 Windows	 available.	 Consequently,	
compromises	 had	 been	 made	 by	 selecting	 an	 older	 software	 development	 kit.	 Various	
features	and	functionality	were	not	available	in	the	SDK	version	the	project	team	chose.	This	
approach	 facilitated	 developing	 the	 program	 and	 dividing	 tasks	 between	 all	 four	 group	
members.		
This	 group	 received	 supportive	 feedback	 from	 two	 mentor	 meetings	 with	 professors	 of	
HiOA,	in	order	to	assess	and	solve	issues	of	the	project.	In	addition,	all	four	group	members	
attended	 courses	 in	 English	 and	 Project	 Management	 throughout	 the	 project	 cycle.	 The	
project’s	supervisor,	Louise	Oram,	arranged	a	meeting	with	the	project’s	core	members	and	
staff	 members	 of	 the	 Oslo	 University	 Hospital	 Rikshospitalet,	 in	 order	 to	 see	 a	 surgery.	
Understanding	 the	 environment	 in	 which	 a	 surgery	 is	 being	 performed	 was	 crucial	 for	
designing	the	software.		
2.3. Impact	
To	 ensure	 the	 project’s	 long-term	 impacts,	 various	 objectives	 have	 been	 executed	
successfully.	Firstly,	the	program	was	written	in	the	object-oriented	programming	language	











assisted	 the	 group	 by	 giving	 continuous	 constructive	 feedback	 and	 establishing	
communication	between	Rikshospitalet,	 the	company	Sopra	Steria,	a	company	specializing	
in	virtual	reality,	and	the	project	group.		
Primary	 Stakeholder:	 Rikshospitalet	 is	 considered	 as	 the	 project’s	main	 client,	 due	 to	 the	
development	of	a	software,	designed	for	surgeons	working	there.		
Secondary	Stakeholders:	HiOA,	the	University	College	provides	the	possibility	to	enroll	in	an	
European	 Project	 Semester.	 Patients	 which	 will	 be	 treated	 by	 surgeons	 who	 use	 the	
project’s	software	to	view	the	3D	models,	are	also	considered	secondary	Stakeholders.	The	
European	Commission,	which	offers	the	EPS,	might	also	be	interested	in	the	results	of	this	
project.	 Potential	 customers,	 such	as	other	hospitals	 that	want	 the	project’s	 product,	 can	
also	be	considered	part	of	this	group.	REK,	the	Regional	Committees	for	Medical	and	Health	








The	 secondary	 stakeholders	 are	 rather	 keen	 to	 see	 the	 project’s	 success.	 They	 are	 not	









3D	 models”	 is	 not	 the	 first	 group	 working	 on	 this	 project.	 There	 have	 been	 two	 groups	
before,	who	 participated	 in	 the	 European	 Project	 Semester,	 working	 on	 this	 project.	 The	
members	 of	 this	 team	 received	 the	 results	 of	 the	 groups,	 which	 were	 working	 on	 this	
project	 in	 the	 previous	 semesters.	 The	 initial	 idea	 was	 to	 continue	 working	 on	 the	
prototypes	 and	 results	 given	 by	 the	 previous	 project	 groups.	 The	 previous	 groups	 were	
mainly	working	on	Windows.	Since	the	dominating	operating	system	in	the	current	project	
group	was	Mac	OS,	the	current	project	group	was	not	able	to	make	the	given	program	work	
on	 their	 computers.	 To	 run	Leap	Motion	 the	code	 requires	a	SDK	 (Software	Development	














As	 the	goal	of	 the	project	was	 to	build	a	 simple	prototype,	 the	 team	chose	 to	 implement	
only	 the	 basic	 functions	 for	 3D	 model	 manipulation:	 Rotating,	 Translating	 and	 Scaling.	
However,	 the	 Translation	movement	 has	 evolved	 to	 be	more	 like	 a	Grab	 and	Move	 for	 a	
better	user	experience.	









main	 problem	 of	 this	 interaction	 method	 is	 that	 it	 would	 be	 unclear	 for	 the	 user	 if	 the	
gesture	is	activated.	
After	 reflection,	 a	 second	 idea	 was	 to	 put	 the	 hand	 inside	 the	 object	 and	 rotate	 it.	 The	
model	will	mimic	the	hand’s	rotation.	














zoom	 gesture	 on	 a	 tablet	 or	 smartphone,	 an	 action	 nowadays	 omnipresent.	 Besides,	 the	

























To	activate	a	button	with	virtual	hands	 in	a	3D	application	 is	not	a	common	task.	 Indeed,	
people	 nowadays	 are	mostly	 utilizing	 their	 hands	 to	 interact	with	 2D	 user	 interfaces,	 for	
example	smartphones	and	tablets.	Therefore,	several	approaches	were	studied.	
The	 Leap	 Motion	 Playground	 applications	 were	 tested	 to	 study	 the	 different	 ways	 of	
handling	a	button	with	virtual	hands.	In	these	cases,	the	buttons	were	2D	icons.	To	activate	
one,	 the	 user	 had	 to	 hover	 his	 index	 finger	 one	 second	 on	 top	 of	 it.	 This	 solution	 was	






















The	previous	group	 that	worked	on	 the	project	 chose	 to	associate	Unity3D	with	 the	 Leap	
Motion	SDK.	Unity3D	(most	commonly	called	“Unity”)	is	a	powerful	3D	Engine	used	mostly	
















team	 selected	 Git	 with	 the	 GitHub	 platform.	 A	 web	 platform	 used	 to	 store	 and	 share	
projects	with	other	coders.	A	project	management	tool	is	present	in	the	website	as	well.	In	









look	 for	 various	 approaches.	 Finally,	 one	 team	member	 learned	 how	 to	 work	 with	 Unity	
following	a	few	tutorials.	
Secondly,	when	 the	goals	were	defined,	 the	 team	started	coding	on	 the	application.	Each	
member	had	a	feature	to	implement.	
Lastly,	when	 a	 first	 prototype	was	 running,	 a	 part	 of	 the	 team	 started	working	 on	 a	 user	
survey.	The	goal	was	to	test	the	application	and	to	study	the	efficiency	of	Leap	Motion.	The	














2.			 By	 looking	at	how	people	 interact	with	a	prototype	of	one’s	product	one	will	get	a	
great	amount	of	 information,	which	 is	beneficial	 for	future	changes.	Conducting	a	user	




the	 developed	 program.	 The	 information	 that	 was	 collected	 is	 important	 for	 the	
upcoming	group	working	on	this	project.	
3.			 By	conducting	a	user	survey,	one	gets	an	unbiased	perspective	of	other	people.	Due	
to	 the	 biased	 perspective	 of	 the	 project	 team	 members,	 it	 was	 necessary	 to	 gather	















In	 the	 beginning	 of	 the	 user	 survey	 the	 project	 group	 briefed	 each	 participant	 about	 the	
Leap	Motion	project	and	the	goals	of	the	survey.	It	needs	to	be	mentioned,	that	some	of	the	
following	questions	 require	an	answer,	while	others	do	not.	Questions,	which	 requires	an	













for	 age	 brackets,	 and	 not	 for	 the	 specific	 age	 of	 the	 survey	 participant,	was	 to	make	 the	
survey	more	anonymous.	
These	age	brackets	were	chosen	for	a	specific	reason.	The	bracket	18-25	 is	considered	for	
students,	who	might	be	 in	 their	bachelor’s	program.	The	bracket	26-40	 is	meant	 for	older	
students	and	people,	who	might	have	a	job.	The	option	“Older	than	40”	is	meant	for	people,	















the	 questions	 in	 Fig	 x+3	 and	 Fig	 x+4	was	 to	 find	 out	 if	 one	plays	 video	 games	 and	which	
video	 game,	 to	 see	 if	 it	 would	 help	 them	 interacting	with	 Leap	Motion	more	 swiftly	 and	

































the	 virtual	 environment.	 If	 one’s	 hand	 is	 elsewhere,	 the	 button	 will	 disappear.	 The	
button	resets	the	position,	the	rotation	and	the	scale	of	the	dice	once	pushed.	
4.			 “Hva	 heter	 du?”	 is	 written	 in	 a	 small	 font	 under	 the	 number	 six	 of	 the	 dice.	 This	
phrase	will	be	part	of	an	upcoming	task	the	participants	of	the	survey	are	asked	to	solve.	






Each	 participant	 followed	 a	 procedure.	 Features,	 such	 as	 translation,	 rotation,	 scaling	
(zooming)	 and	 resetting	 the	 dice,	 were	 presented.	 A	 script	 of	 how	 to	 demonstrate	 the	
features	can	be	found	in	the	appendix.	

































































In	 the	 final	part	of	 the	survey,	 the	participant	were	asked	about	 their	honest	opinions.	As	
you	can	see	 in	Fig	x+19,	 the	participants	were	able	 to	answer	on	a	scale	 from	1	to	5,	one	


































upon	 entering	 the	 object	 with	 one	 hand.	 The	 collider	 of	 the	 object	 detects	 if	 a	 hand	 is	
touching	 or	 entering	 it	 and	 consequently	 sets	 a	 Boolean	 variable	 to	 true.	 After	 that,	 the	
rotation	of	the	hand	is	assigned	to	the	object’s	rotation.	It	is	to	be	observed	that	no	gesture	




suited	 the	demands	of	 a	 responsive	 and	 reliable	way	 to	 activate	 the	 translation	 function.	





natural	 resemblance	 in	 human	 society.	 Minor	 issues	 with	 the	 recognition	 of	 the	 pinch	
gesture	still	occur,	because	of	 the	physical	 limitations	 the	Leap	Motion	controller	 inherits.	













object	 was	 implemented.	 Presently,	 two	 hands	 are	 required	 to	 execute	 this	 function.	
Pinching	both	hands	 inside	the	object	and	expanding	the	space	of	the	hands	will	scale	the	








Loader:	Attached	to	a	GameObject,	 it	 is	 the	script	 that	 loads	 the	UIManager	and	thus	 the	
Singleton.	
Singleton:	 It	 is	 a	 design	 pattern.	 A	 class	 that	 can	 be	 instantiated	 only	 once	 and	 can	 be	
accessed	from	every	other	script	inside	the	program.	It	contains	the	UIManager,	the	organ	
GameObject	 and	 its	 initial	 state,	 and	 a	 gesture	 list.	 This	 class’s	 purpose	 is	 to	 contain	 the	
main	information	needed	to	be	accessed	from	any	other	script.	Furthermore,	it	is	initializing	
the	gesture	list	and	the	organ	initial	state.	






ButtonManager:	 This	 class	 handles	 the	 behavior	 of	 a	 button	 as	 it	 is	 a	 3D	 element	 in	 this	
application.	It	manages	its	movement	and	calls	an	activation	method	if	the	button	is	pushed.	
ResetButton:	 This	 class	 inherits	 from	 the	 ButtonManager	 to	 share	 its	 behavior.	 The	
Activation	method	calls	 the	ResetOrgan	method	of	 the	Singleton	 to	 reset	 the	organ	 to	 its	
initial	state.	


























































Before	 assessing	 the	 gathered	 data,	 a	 few	 abnormalities	 concerning	 the	 execution	 of	 the	
survey	tasks	need	to	be	mentioned:	
Nearly	 every	 participant	 experienced	 the	 Leap	Motion	 for	 the	 first	 time.	 By	 having	 three	
minutes	 of	 practice,	 participants	 could	 experience	 the	 strengths	 and	 weaknesses	 of	 the	
device,	but	it	was	not	enough	time	to	experience	how	to	deal	with	the	“design	problems”,	
that	the	Leap	Motion	device	has.	
The	 detection	 area	 of	 the	 Leap	Motion	Device	 is	 limited,	 therefore	 it	was	 hard	 for	 some	
participants	to	find	the	right	position,	where	they	could	work	with	the	Leap	Motion	device.	
41	
Some	 participants	 thought	 one	 could	 accelerate	 the	 dice	 by	 tossing	 it	 away.	 The	 survey	
should	have	asked,	 if	the	participant	 is	 left	or	right	handed,	so	the	positioning	of	the	Leap	
Motion	 device	 could	 have	 been	 adapted.	 The	 majority	 of	 participants	 were	 missing	 a	
physical	 feedback	 upon	 touching	 the	 dice	 or	 pressing	 the	 button.	 By	 taking	 the	 time,	 the	
participant	needed	to	solve	a	certain	task,	time	pressure	was	applied	to	participants.	
4.3.2.1. Translation	


















Some	 did	 not	 know	what	 the	word	 “Translation”	meant.	 A	 few	 participants	 lost	 the	 dice	






















































































Although	 Leap	 Motion	 requires	 some	 experience,	 most	 of	 the	 participants	 were	 not	
frustrated	 by	 using	 the	 Leap	Motion.	 The	 goal	 of	 the	 survey	was	 not	 to	 show	 a	 fun	 and	










15	participants	 said,	 that	 they	would	not	need	 the	help	of	 a	 technician	 to	be	able	 to	use	





Nearly	 every	 participant	 mentioned,	 that	 this	 is	 the	 statement,	 which	 is	 the	 hardest	 to	
answer.	 The	 reason	 for	 that	 might	 be,	 that	 the	 participants	 saw,	 that	 the	 program	 was	









Motion	 in	 combination	 with	 the	 developed	 program	 and	 their	 opinions	 about	 it.	 The	
gathered	data	was	vital	for	assessing	and	improving	the	program.	In	retrospect,	certain	parts	






two	 participants	 had	 experience	 with	 Leap	 Motion,	 the	 project	 group	 cannot	 make	 a	
statistically	proofed	statement,	that	says	that	these	people	are	definitely	faster	than	people	
without	 experience	 in	 any	 of	 these	 fields.	 The	 project	 group	 can	 state,	 that	 people,	who	
have	experience	in	manipulation	of	3D	models	or	experience	in	working	with	Leap	Motion	
tend	to	be	faster	than	people	without	any	experience	in	these	fields.	









average.	 It	 was	 already	mentioned,	 that	 doing	 a	 task	 several	 times	 could	 have	 fixed	 this	
52	




Motion	 controller	 to	manipulate	3D	objects	 throughout	 the	 semester.	Most	 Interviewees,	





feature	 (translation)	was	not	difficult	 to	use,	since	the	gesture	used	 for	 translating	 the	3D	





use	 the	 software	 in	 combination	with	 the	 Leap	Motion	device	directly	with	no	help	of	 an	
assistant	or	nurse,	due	to	its	sterility.	
5.2.2. Rotation	




to	 this	 pre-knowledge,	 several	 interviewees	 successfully	 accomplished	 the	 rotation	 task	









not	agree	upon	a	 straightforward	execution	of	 the	 feature.	A	possible	 justification	 for	 the	











In	 this	 paragraph,	 there	 will	 be	 various	 ideas	 and	 optimizations	 explained,	 that	 might	
improve	 this	 project,	 however	 they	 could	 not	 be	 implemented,	 due	 to	 a	 lack	 of	 time.	 It	
seems,	 that	 the	 zoom	 gesture	 usually	 performs	 accurately	 while	 zooming	 the	 object.	
However,	the	Leap	Motion	does	rarely	not	differentiate	between	zooming	and	translation.	




Translation:	 to	grab	 the	object	by	pinching	was	an	acceptable	 idea.	However,	when	users	
turned	 their	hands	 face	up,	 the	 virtual	hand	of	 the	program	simply	 could	not	understand	
that	 position,	 because	 the	 pinch	will	 be	 obscured	 by	 the	 outside	 of	 the	 hand.	 Thus,	 it	 is	
recommended	 to	 implement	 a	 more	 intuitive	 gesture.	 One	 that	 mimics	 grabbing	 a	 real	
54	
object	 with	 one	 hand,	 by	 using	 all	 five	 fingers	 for	 wrapping	 around	 the	 object	 and	 thus,	
grabbing	the	object.	
Rotation:	the	use	of	the	palm	of	the	hand	was	less	intuitive,	few	participants	thought	to	put	















few	additional	 features	 to	 the	previous	 code,	however	 the	project	group	did	not	 improve	
upon	the	prior	project’s	code,	due	to	compatibility	issues	on	different	operating	systems.	At	
that	moment,	 objectives	were	 drastically	modified	 in	 order	 to	 reach	 the	 final	 goal,	which	
allows	 surgeons	 to	 control	 three	 dimensional	 models	 while	 they	 are	 working.	 Another	
challenging	 goal	 was	 to	 develop	 a	 program	 that	 might	 be	 enhanced	 by	 future	 students.	
Furthermore,	 sometimes	 it	was	difficult	 to	arrange	meetings	with	 the	group	members.	At	
the	end,	 the	project	 could	 achieve	almost	 all	 the	main	 goals,	 such	as	develop	a	program,	






















In	 conclusion,	 a	 prototype	 with	 basic	 features	 has	 been	 developed	 with	 the	 aid	 of	 a	
conducted	 user	 survey.	 Additionally,	 a	 documentation	 of	 the	 code	 has	 been	 written	 for	
future	development.	
After	a	 careful	 inspection	of	 the	prior	project’s	program,	and	 its	 results,	 the	project	 team	
agreed	upon	developing	a	new	program	for	the	sake	of	instant	gesture	recognition	and	the	
support	of	cross-platform	compatibility.	
The	 group	 implemented	 various	 features,	 such	 as	 rotating,	 scaling	 and	 translating	 a	 3D	
object.	Additionally,	gestures	for	executing	these	features	have	been	developed,	providing	




evaluation	and	assessment	of	 the	program.	Beside	 that,	 the	project	 team	discovered	how	
one	might	utilize	the	Leap	Motion	device	for	their	first	time	manipulating	3D	objects.		
In	the	end,	the	project	team	developed	a	prototype	for	surgeons	to	manipulate	3D	objects	
directly	 in	 a	more	 intuitive	 and	 comfortable	manner.	 Instead	 of	 using	 a	 computer	mouse	
indirectly,	they	now	could	utilize	hand	gestures	to	manipulate	3D	objects.	Due	to	the	lack	of	
time,	 further	 research	 and	 development	 could	 have	 been	 made.	 Hence,	 the	 project	
published	the	software	on	GitHub	for	future	development.	Leap	Motion	has	the	potential	to	
enhance	 the	 human-computer	 interaction	 in	 a	 clinical	 environment.	 It	 is	 capable	 to	






Leap	Motion	 is	 a	 fascinating	 technology.	 As	we	were	 looking	 through	 all	 the	 projects	 the	
European	 Project	 Semester	 had	 to	 offer,	 we	were	 all	 thrilled	 by	 the	 idea	 of	 this	 subject.	

















the	 application	 was	 finished	 in	 no	 time.	 Besides,	 the	 user	 survey	 gave	 us	 a	 real	
understanding	of	 the	Leap	Motion	device	and	our	 software.	We	also	 learned	a	 lot	on	 the	








the	 hospital	 and	 consultant	 companies	 that	 could	 help	 us.	 She	 gave	 us	 a	 one-time	





group	 had	 a	 different	 way	 of	 working	 or	 even	 seeing	 the	 world.	 Communication	 was	
sometime	difficult	and	lead	to	an	argument.	However,	we	always	respected	each	other	and	





even	 the	 education.	 We	 have	 benefited	 a	 lot	 from	 this	 diversity.	 The	 most	 experienced	
developers	chose	to	lead	the	group	as	he	was	also	a	good	coordinator	and	shaper.	Hence,	
he	 could	 give	 the	 other	 clear	 tasks	 and	 goals	 that	 simplified	 the	 workflow	 dramatically.	
Nevertheless,	the	other	members	of	the	group	had	distinct	qualities	that	improved	the	team	







To	 conclude	with,	 this	 EPS	 project	 taught	 us	 several	 lessons.	We	 learned	what	was	 Leap	
Motion	 and	 saw	 that	 it	 was	 not	 as	 advanced	 as	 it	 looks	 like.	 Some	 improved	 their	
programming	skills	and	the	others	their	teaching	skills.	Furthermore,	we	mainly	learned	how	
to	 work	 in	 an	 international	 team,	 listening	 to	 everyone’s	 opinion,	 expressing	 ours	 and	
making	compromises.	Finally,	we	had	to	speaking	English,	when	the	moment	was	joyful	or	
when	it	was	stressful,	when	we	felt	excited	or	when	we	were	exhausted.	As	no	member	of	



















































































































































	 	 	 moveButton	();	
	 	 else	
	 	 	 transform.localPosition	=	startPosition;	
	 	 	
	 	 if	(activated)	{	
	 	 	 activated	=	false;	




























	 	 	 pressed	=	true;	
	 	 	 activated	=	true;	
	 	 	 //Change	color	of	object	to	activation	color	








	 	 	 pressed	=	false;	
	 	 	 //Change	color	of	object	back	to	normal	












	 	 	 timeElapsed	+=	Time.deltaTime;	
	 	 	 t	=	timeElapsed	/	duration;	
	 	 	 obj.GetComponent<Renderer>().material.color	=	Color.Lerp(from,	to,	
t);	













	 	 	 timeElapsed	+=	Time.deltaTime;	
	 	 	 t	=	timeElapsed	/	duration;	
	
	 	 	 Color	colorAlpha	=	obj.GetComponent<Renderer>	().material.color;	
	 	 	 colorAlpha.a	=	Mathf.Lerp	(1.0f,	0.0f,	t);	
	 	 	 obj.GetComponent<Renderer>().material.color	=	colorAlpha;	





	 	 	 fading	=	false;	
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	 	 	 return	true;	
	 	 else	










	 	 	 Frame	frame	=	controller.Frame	();		
	 	 	 Hand	hand	=	frame.Hands.Frontmost;	
	
	 	 	 Quaternion	newHandRotation	=	handCtrl.transform.rotation	*	
hand.Basis.Rotation	(false);	
	
	 	 	 if	(oldHandRotation	!=	Quaternion.identity)	{	
	 	 	 	 Quaternion	deltaRotation	=	newHandRotation	*	
Quaternion.Inverse	(oldHandRotation);	
	 	 	 	 transform.rotation	=	deltaRotation	*	transform.rotation;	
	
	 	 	 	 //transform.rotation	=	handCtrl.transform.rotation	*	
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hand.Basis.Rotation	(false);	//rotation	
	 	 	 	 Activated	=	true;	
	 	 	 }	
	




























































	 	 	 Finger	finger2	=	firstHand.Fingers	[i];	
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	 	 	 for	(int	j	=	0;	j	<	22	&&	!trigger_pinch1;	++j)	{	
	 	 	 	 Vector3	joint_position	=	finger2.JointPosition	
((Finger.FingerJoint)(j)).ToUnityScaled	();	
	 	 	 	 Vector3	distance	=	thumb_tip1	-	joint_position;	
	 	 	 	 if	(distance.magnitude	<	THUMB_TRIGGER_DISTANCE)	
	 	 	 	 trigger_pinch1	=	true;	




	 	 	 Finger	finger3	=	secondHand.Fingers	[i];	
	
	 	 	 for	(int	j	=	0;	j	<	22	&&	!trigger_pinch2;	++j)	{	
	 	 	 	 Vector3	joint_position2	=	finger3.JointPosition	
((Finger.FingerJoint)(j)).ToUnityScaled	();	
	 	 	 	 Vector3	distance2	=	thumb_tip2	-	joint_position2;	
	 	 	 	 if	(distance2.magnitude	<	THUMB_TRIGGER_DISTANCE)	
	 	 	 	 trigger_pinch2	=	true;	






	 	 	 if	(finger	!=	Finger.Invalid)	{	
	 	 	 	 //	translation	function	-		if	hand	is	inside	and	pinched	->	you	
can	move	the	object	
	 	 	 	 if	((trigger_pinch1	||	trigger_pinch2)	&&	trigger_inside	&&	
!zooming)	{	
	 	 	 	 	 Activated	=	true;	
	 	 	 	 	 //	use	delta	position	
	 	 	 	 	 transform.position	=	
handCtrl.transform.TransformPoint	(hand.Fingers	[0].TipPosition.ToUnityScaled	());	
//translation	
	 	 	 	 }	else	{	
	 	 	 	 	 trigger_inside	=	false;	
	 	 	 	 	 trigger_insideL	=	false;	
	 	 	 	 	 trigger_insideR	=	false;	
	 	 	 	 }	










	 	 	 trigger_insideL	=	true;	
	 	 	 }	else	if	(other.transform.parent.root.name	==	
"RigidRoundHandRight(Clone)"){	
	 	 	 	 trigger_insideR	=	true;	
	 	 	 }	




	 	 	 trigger_insideL	=	false;	
	 	 	 trigger_insideR	=	false;	
	 	 	 Activated	=	false;	
	 	 	 translating	=	false;	





































	 	 	 float	distance3	=	Vector3.Distance(thumb_tip1,thumb_tip2)*50;	
	 	 	 if(oldZoomdistance	==	distance3)	{	
	 	 	 	 zooming	=	false;	
	 	 	 }	else	{	
	 	 	 	 zooming	=	true;	
	 	 	 	 Activated	=	true;	
	 	 	 	 transform.localScale	=	Vector3.one	*	distance3;	
	 	 	 }	
	 	 	 oldZoomdistance	=	distance3;	
	 	 }	else	{	
































	 	 	 if	(gesture.Activated)	{	
	 	 	 	 gestureImage.enabled	=	true;	
	 	 	 	 gestureImage.sprite	=	gesture.Icon;	
	 	 	 	 imageEnabled	=	true;	
	
	 	 	 	 //	making	sure	translating	icon	gets	selected	if	translating	and	
rotating	at	the	same	time.	
	 	 	 	 if(gesture.GetType().Equals(typeof(Rotation))){	
	 	 	 	 	 foreach	(Gesture	otherGesture	in	
Singleton.Instance.GetGestureList())	{	
	 	 	 	 	
	 if(otherGesture.GetType().Equals(typeof(Translation))&&	otherGesture.Activated){	
	 	 	 	 	 	 	 gestureImage.sprite	=	
otherGesture.Icon;	
	 	 	 	 	 	 	 break;	
	 	 	 	 	 	 }	
	 	 	 	 	 }	
	 	 	 	 }	
	
	 	 	 	 break;	































































































	 	 	 if	(instance	==	null)	
	 	 	 {	
	 	 	 	 instance	=	new	Singleton();	
	 	 	 }	















































4. Open	 the	 folder	 of	 the	 project	 and	 open	 the	 file	 DefaultScene.unity	 with	 Unity,	
located	in	/source/Leap	Unity	SDK	2/Assets/DefaultScene.unity.	



































Tasks	 Translation	 Rotation	 Zooming	
#1	 19,53	 2,50	 10,06	
#2	 19,88	 18,80	 15,14	
#3	 8,96	 7,03	 1,27	
#4	 12,72	 12,49	 70,62	
#5	 30,79	 42,71	 27,77	
#6	 22,62	 5,73	 11,20	
#7	 13,97	 11,61	 8,18	
#8	 55,36	 17,14	 8,31	
#9	 16,80	 17,12	 71,90	
#10	 45,30	 17,58	 8,40	
#11	 28,99	 82,30	 12,19	
#12	 13,76	 14,25	 11,06	
84	
#13	 10,67	 18,93	 11,16	
#14	 36,84	 19,05	 34,53	
#15	 26,99	 9,84	 62,65	
#16	 14,00	 7,82	 10,42	
#17	 12,53	 16,49	 7,65	
#18	 14,43	 17,58	 20,71	
#19	 54,64	 9,40	 9,18	
#20	 39,48	 5,21	 12,05	
#21	 28,04	 15,83	 5,56	
	
Table	2:	Average	times	of	different	categories	of	participants	
Task/Rubrik	 Translation	 Rotation	 Zooming	 Button	
Average	(21)	 25,06	 17,59	 20,48	 21,39	
Median	(21)	 19,88	 15,83	 11,16	 14,66	
Boys	(7)	 19,12	 29,14	 30,99	 19,34	
Girls	(13)	 25,99	 12	 15,68	 23,73	
85	
18-25	(17)	 24,43	 14,46	 19,45	 18,63	
26-40	(4)	 27,76	 30,89	 24,83	 35,95	
VG:	3-4	times	a	
week	(2)	
42,72	 26,06	 18,48	 14,05	
VG:	Once	a	
week	(3)	
14,42	 14,47	 12,37	 13,16	
VG:	A	few	times	
per	year	(4)	
16,71	 8,75	 10,71	 15,85	
VG:	not	playing	
any	(12)	
27,57	 19,91	 26,09	 27,46	
Leap/VR	no	(19)	 26,22	 17,77	 20,96	 22,67	
Leap/VR	yes	(2)	 14,10	 15,92	 15,89	 14,86	
3D	no	(19)	 25,89	 18,10	 20,75	 22,63	




Task/Rubrik	 Translation	 Rotation	 Zooming	 Button	
Average	 13,81	 16,56	 20,88	 16,35	
86	
Boys	 7,35	 23,76	 26,11	 20,04	
Girls	 13,84	 5,55	 15,65	 14,38	
18-25	 12,81	 8,88	 19,18	 11,21	
26-40	 17,17	 29,76	 26,49	 25,04	
3-4	times	a	
week	
11,93	 16,66	 9,30	 2,55	
Once	a	week	 4,46	 5,28	 8,17	 1,09	
A	few	times	per	
year	
4,66	 6,18	 0,49	 5,41	
not	playing	any	 13,71	 19,18	 25,52	 19,61	
Leap/VR	no	 14,03	 17,39	 21,84	 17,02	
Leap/VR	yes	 0,34	 1,67	 4,83	 0,20	
3D	no	 13,90	 17,70	 21,84	 17,41	
3D	yes	 12,06	 5,35	 13,64	 5,77	
	
