With {ξ i } i≥0 being a centered stationary Gaussian sequence with non negative correlation function ρ(i) := E [ξ 0 ξ i ] and {σ(i)} i≥1 a sequence of positive reals, we study the asymptotics of the persistence probability of the weighted sum ℓ i=1 σ(i)ξ i , ℓ ≥ 1. For summable correlations ρ, we show that the persistence exponent is universal. On the contrary, for non summable ρ, even for polynomial weight functions σ(i) ∼ i p the persistence exponent depends on the rate of decay of the correlations (encoded by a parameter H) and on the polynomial rate p of σ. In this case, we show existence of the persistence exponent θ(H, p) and study its properties as a function of (p, H). During the course of our proofs, we develop several tools for dealing with exit problems for Gaussian processes with non negative correlations -e.g. a continuity result for persistence exponents and a necessary and sufficient criterion for the persistence exponent to be zero -that might be of independent interest.
Introduction
The study of the tail behaviour of the first passage time of a random walk n i=1 Xi with independent and identically distributed increments {Xi} above (or below) a level x ∈ R,
Xi < x), as n → ∞, is a classical topic in probability theory. This type of problems is studied both for discrete and continuous time [7, 14, 15, 20, 29] ; and due to its fundamental nature it has numerous applications in finance, insurance, queueing, and other subjects. In a recent work, Denisov, Sakhanenko and Wachtel [13] study the case when the increments {Xi} are independent, but not necessarily identically distributed. When the random variables have finite variance, Denisov et al. show that the properly time-rescaled version of the corresponding random walk (with non-identically distributed increments) has the same tail behaviour of the first passage time as the classical (i.i.d.) random walk. A particular case is when Xn = σ(n)ξn with i.i.d. {ξn}, where one has (cf. Theorem 2 in [13] )
where s(n) 2 := n i=1 σ(n) 2 . The purpose of the present paper is to study the corresponding result in the case of correlated Gaussian random variables. The picture is much more diverse, and as we shall see, the type of behaviour of the first passage time (1) strongly depends on the correlations as well as the weights.
To fix the notation for this paper, let {ξi} i≥0 be a centered stationary Gaussian sequence with E ξ 2 i = 1 and non negative correlation function ρ(i) := E ξ0ξi. Let {σ(i)} i≥1 be a sequence of positive real numbers. Define a centered Gaussian process {S ℓ } ℓ≥0 by setting
In this paper, we are interested in studying the asymptotics of the persistence probability for the sequence {S ℓ } ℓ≥0 , defined by qn := P( max 1≤ℓ≤n S ℓ < 0), as n → ∞, for a wide class of choices of σ(.) and ρ(.). We will find that for summable ρ the persistence probability is universally determined only by σ via the function s(n) 2 := n i=1 σ(i) 2 and the behaviour resembles the independent case (1) . Contrary to this, for non summable correlations ρ, the picture is significantly richer. Here, we study the case of polynomial weights σ(i) ∼ i p and polynomial correlations ρ(i) ∼ κi 2H−2 with H ∈ (1/2, 1) and H + p > 1/2. In this case, we show existence of the persistences exponent θ(H, p) and its limiting behaviour when p or/and H approach the natural boundaries of their ranges.
Let us briefly comment on the related literature. In the case of i.i.d. random walks, there is a huge literature on first passage times, both classical (see already [20] ) and recent (see [5] for a review). In the independent, but non-identically distributed case, an early work is [2] , before [13] gave an essentially complete solution to the problem. In the correlated but unweighted case (σ ≡ 1), one has to mention the works [3, 4, 24] . To the knowledge of the authors, no results seem available in the literature when the increments are correlated and weighted random variables. For general background on persistence problems and their significance in theoretical physics, we refer to the surveys [9, 25] (for a theoretical physics point of view) and [5] (for a review of the mathematical literature).
This paper is structured as follows. In Section 2, we state our main results, distinguishing the case of summable and non summable correlations. Section 3 is devoted to a few tools for non-exit problems for stationary Gaussian processes with non negative correlations that might be of independent interest. The proof of the universal result in the summable case is given in Section 4, while the proofs for the results in the non summable case are given in Section 5. Finally, Section 6 contains the proofs of the general tools from Section 3.
Main results

A universal result for summable correlations
We first study the case when the correlation ρ(.) is summable, i.e. ∞ i=0 ρ(i) < ∞.
(2)
We will also make the following three assumptions on the sequence of weights σ(.):
lim n→∞ σ(n + ℓ) σ(n) = 1, for all ℓ ≥ 1,
and up to a universal constant, the function n → σ(n)/s(n) is non-increasing, i.e. there exists a C < ∞ depending on σ such that for all m ≥ n we have σ(m) s(m) ≤ C σ(n) s(n) .
Then we can formulate the main result in the summable case.
Theorem 2.1 Let σ(.) satisfy (3), (4) , and (5) . Then for any correlation function ρ(.) satisfying (2) we have lim n→∞ log qn log s(n) = −1.
Note that the order of log persistence only depends on σ (through the function s(.)), and is hence independent of ρ(.). The reason for the universality in the above theorem is that the limiting process which governs the exponent always turns out to be the Ornstein-Uhlenbeck process.
Below we give a list of common choices of weight functions for which Theorem 2.1 holds. We use the notation f (i) ∼ g(i) to denote limi→∞ f (i)/g(i) = 1. In all cases, (3), (4), and (5) can be checked relatively easily, possibly using [8] .
Examples. (i) Suppose σ(i) ∼ i p where p > −1/2, where one has s(n) 2 ∼ n 2p+1 /(2p+ 1), so that Theorem 2.1 gives lim n→∞ log qn log n = − p + 1 2 .
(ii) More generally, suppose σ(.) is a regularly varying function of order p > −1/2. In this case one shows that s(n) 2 ∼ nσ(n) 2 /(2p + 1), so that Theorem 2.1 gives again (6) .
(iii) Suppose σ(i) ∼ i −1/2 so that s(n) 2 ∼ log n and by Theorem 2.1 lim n→∞ log qn log log n = − 1 2 .
(iv) Suppose σ(i) ∼ e γi p for some p ∈ (0, 1) and γ > 0. In this case s(n) 2 ∼ n 1−p σ(n) 2 /(2γp) and Theorem 2.1 then gives lim n→∞ log qn n p = −γ.
We now turn our attention to the assumptions on the weight sequence σ(.) made in Theorem 2.1. Our first proposition shows that without (3) the conclusion of Theorem 2.1 does not hold. In this case the persistence probability does not go to 0 with n, but instead converges to some number between (0, 1), which is not universal and depends both on ρ(.) and σ(.).
(3) does not hold), then for ρ(.) satisfying (2) we have limn→∞ qn = q, for some q ∈ (0, 1), where q depends on both ρ and σ.
Our second proposition shows that (4) is necessary for Theorem 2.1, as can be seen from a counter example with exponential weights. In this case the limiting exponent depends on both σ and ρ. Proposition 2.3 Suppose σ(i) = e αi for some α > 0, and let ρ(.) satisfy (2). Then we have lim n→∞ log qn
where {Zα(ℓ)} ℓ≥1 is a discrete time centered stationary Gaussian sequence with correlation function
.
Remark 2.4
It is unclear whether condition (5) of Theorem 2.1 is actually necessary or whether it is an artifact of our proof technique. We note that assumptions (3) and (4) already imply that the sequence { σ(n) s(n) } converges to 0; and assumption (5) demands that this sequence is eventually non-increasing up to a universal constant. Besides being a natural regularity condition, (5) does hold for a lot of natural choices of weight functions σ, as demonstrated above.
The non summable case
We will now study the case when the correlation function ρ(.) is not summable. In particular, we will assume that there exist κ > 0 and H ∈ (1/2, 1) such that
Note that (7) implies that ρ is not summable. In this case, the persistence exponent is no longer governed by the Ornstein-Uhlenbeck process as in Theorem 2.1, but instead heavily depends on the choice of ρ and σ. We will demonstrate this by assuming that σ satisfies lim i→∞ σi i p = 1,
and showing that the persistence exponent depends on both p and H. To introduce the limiting process, we need the following definition. 
Remark 2.7 The stationary Gaussian process Z(.) with correlation given in (9) can be defined via a stochastic integral w.r.t. Fractional Brownian Motion (cf. [26] for the definition of a stochastic integral w.r.t. FBM):
Definition 2.8 Given a non negative correlation function A(.) on [0, ∞), let {Z(t), t ≥ 0} be a centered stationary Gaussian process with A(.) as its correlation function, and let θ(A) ∈ [0, ∞] be defined as
where the existence of the limit follows by Slepian's Lemma and subadditivity.
We can now formulate the second main result of this paper, which handles the non summable case. Theorem 2.9 Let σ(.) and ρ(.) satisfy (7) and (8) where Cp,H is as in (9) . Further, the exponent θ(p, H) := θ(Cp,H ) lies in (0, ∞).
We remark that in the case p = 0, when S ℓ = ℓ i=1 ξi, the results of [3, 4, 24] imply that θ(0, H) = 1−H. The limiting process in this case is the (exponentially time-changed) fractional Brownian motion, for which the exponent was obtained in [27] .
There seems to be no way to obtain the exponent θ(p, H) explicitly for any other (p, H) presently. This is in contrast to the summable correlation case, where for the choice σ(i) ∼ i p the exponent equals p + 1/2, see (6) . Our next theorem explores some properties of the persistence exponent θ(p, H) as p and H vary. 
lim
In particular, θ(p, H) = p+ 1 2 is contradicted by (10), (13) , or (14) as well as θ(0, H) = 1 − H.
General tools
In this section, we state a few general results on persistence of Gaussian processes which we will apply in the sequel, and some of which may be of independent interest. Almost all our results apply for both discrete time and continuous time Gaussian processes, with time index set N := {1, 2, . . .} and R ≥0 := [0, ∞) respectively. For unifying the statements, we will denote the time index set by Ω, which is either N or R ≥0 . Also we will use µ to denote the counting measure if Ω = N, and the Lebesgue measure if Ω = R ≥0 . We will also assume throughout that the sample paths of the Gaussian process are continuous almost surely on Ω, so that the supremum over compact sets in Ω is a well defined random variable. If Ω = N, then continuity holds vacuously, as any function on N is continuous.
We first state a lemma which gives a necessary and sufficient condition in full generality for truly exponential decay of the persistence probability for stationary Gaussian processes with non negative correlations. There are sufficient conditions in the literature for truly exponential decay (cf. [11, 16, 18, 19] ), but in our understanding none of them are both necessary and sufficient. 
where {Z(t)}t∈Ω is a centered stationary Gaussian process with correlation function A(.).
As before, existence of the limit follows by Slepian's Lemma and subadditivity. The second lemma will appear in the future preprint [17] .
is a stationary non negative correlation function on Ω, and let {Z(t), t ∈ Ω} be a centered stationary Gaussian process with correlation function A(.). Then the function r → θ(A, r) is continuous, i.e. the exponent is continuous in its levels.
We will now focus on comparing persistence of different processes. In this direction, we first state a lemma which allows us to compare persistence of two Gaussian vectors in R n . 
where ||.||2 denotes the ℓ2 operator norm/largest eigenvalue of a symmetric matrix. Assume further that limn→∞ ||An − Bn||2 = 0. Then we have lim sup
Zn(i) < r) = 0.
Using this lemma, we first prove a continuity lemma for persistence exponents for discrete time Gaussian processes. This significantly improves [6, Lemma 5.1] by getting the same conclusion under much weaker hypotheses. Lemma 3.5 For every positive integer k, let {Z k (t)} t∈N be a discrete time centered Gaussian process with non negative correlation function A k (., .). Further, let {Z∞(t)} t∈N be a stationary centered Gaussian process with non negative correlation function A∞(.). As-
Then for every r ∈ R we have lim sup k,n→∞
Lifting the last result to the continuous setting, we prove the following lemma, which we will use in the sequel to prove all the main results of this paper. Lemma 3.6 For every positive integer k, let {Z k (t)} t∈R ≥0 be a continuous time centered Gaussian process with non negative correlation function A k (., .) and continuous sample paths. Further, let {Z∞(t)} t∈R ≥0 be a stationary centered Gaussian process with continuous sample paths and non negative correlation function A∞(.). Assume that A k (s, s + τ ) converges to A∞(τ ) as k → ∞, uniformly in s ≥ 0. Suppose further that the following conditions hold.
(c) The limiting process {Z∞(t)} t∈R ≥0 has a persistence exponent which is sampling continuous, i.e. lim sup ℓ→∞ lim sup
Then for every r ∈ R we have lim sup
The above lemma is a significant generalization of previous versions of similar continuity results in [11, Lemma 3.1] and [10, Theorem 1.6]. While the previous lemmas required a supremum decay control over A k (s, s + τ ), the current lemma replaces this by a summability condition, cf. (18) . In particular, none of the previous results can be used to prove Theorem 2.1 in this generality. Below we comment on sufficient conditions for verifying (18) and (20) , respectively.
, where g satisfies one of the following conditions:
log τ < −1 (thus implying [10, Theorem 1.6]);
(ii) g is regularly varying and integrable (thus implying [11, Lemma 3.1]);
(iii) g is non decreasing and integrable.
We do note that neither of these sufficient conditions, (i)-(iii), is enough to prove Theorem 2.1 in full generality, and we do need the full strength of Lemma 3.6. For all other results in this paper, the above sufficient conditions are enough. Remark 3.9 It is easy to verify that the scaled Ornstein-Uhlenbeck process with correlation function A∞(τ ) = e −α|τ | satisfies all the conditions (i)-(iii) of Remark 3.7, for any α > 0. A fact that we will repeatedly use in this paper is that the scaled Ornstein-Uhlenbeck process has persistence exponent α (cf. e.g. [12, Lem 2.5]).
The following lemma is a modification of Lemma 3.6 to the case where the limiting correlation is either non integrable or degenerate, to deduce that the corresponding exponents converge to 0 or ∞, respectively. 
Proof of Theorem 2.1
The following definition is crucial for the notation in the rest of this paper. 
In particular, if ℓ1, ℓ2 are positive integers, then we have
We proceed with stating three lemmas which will be used to prove Theorem 2.1, the proofs of which we defer to the end of the section. 
Definition 4.4 For two positive numbers x, y, the expression x z y means the existence of a finite positive constant C(z) depending only on z, such that x ≤ C(z)y. In particular, the notation x y implies the existence of a universal constant C such that x ≤ Cy.
Lemma 4.5 Let ρ satisfy (2) . Then under no assumptions on σ we have for any b ≥ 1
Lemma 4.6 Assume ρ(.) satisfies (2) and σ(.) satifies (3), (4), and (5) . With
Proof of Theorem 2.1:
Step 1: Reduction to convergence of the continuous-time interpolation.
To begin, define a Gaussian process (0, ∞) by setting X(u) := u 0 σ(⌈v⌉)ξ ⌈v⌉ dv, and note that X(u) = Su for all positive integers u. Thus X(.) is just the linear interpolation of the partial sums {S ℓ } ℓ≥1 , and consequently
For any positive integer k we define a Gaussian process on [0, ∞) by setting X k (t) := k −1 X(w(ke t )), t ≥ 0, and claim that lim
Given (24), using Slepian's Lemma along with non negativity of ρ(.), σ(.), we get
which on taking limits as n → ∞ gives
where s ′ (n) = log(s(n)/k) diverges to +∞ as n → ∞ with k fixed. On letting k → ∞ on both sides of the above equation, invoking (24) gives
thus giving the lower bound of the theorem. The corresponding upper bound follows on noting that P( sup
and invoking (24) again.
Step 2: Verification of (24). To this effect, setting u := ke s , for s ≤ t we have
where the last equality uses (22) . This gives
which is the correlation function of a scaled Ornstein Uhlenbeck process with persistence exponent 1, by Remark 3.9. From this, the desired conclusion then follows on using Lemma 3.6, where we need to verify the conditions of the lemma. To this effect, first note that (20) holds for the Ornstein Uhlenbeck process, by Remark 3.9. Proceeding to verify (19),
where the last inequality uses (23) along with (22) . This verifies (19) . It thus remains to verify (18) , for which setting u = ke s we have
wheregu(.) is as in Lemma 4.6, and the last inequality uses (22) . To verify (18) it thus suffices to show that
for every positive integer ℓ. To this effect, for τ ∈ [i/ℓ, (i + 1)/ℓ] we havẽ
This immediately gives
from which (25) follows on using Lemma 4.6. This completes the proof of the theorem.
Proof of Lemma 4.3: To begin note that
where
Now for any b > 1 we have w(bu) − w(u) → ∞, as w(bu) − w(u) ≤ K for some K fixed along a subsequence in u diverging to +∞ implies b = bu u = s(w(bu)) s(w(u)) ≤ s(w(u)+K) s(w(u)) , the right hand side of which converges to 1 along the same subsequence, using (4). Thus for all u large enough we have w(bu) − ℓ ≥ w(u), and so
which converges to 2 as u → ∞, invoking (4) and (3). Also, for any u > 0, ℓ ≥ 1 we have, by the Cauchy Schwarz inequality,
which along with the Dominated Convergence theorem gives
thus giving the upper bound in (22) . The corresponding lower bound follows on noting that
and using a similar argument as in the upper bound.
Proof of Lemma 4.5: Using Cauchy Schwarz inequality, the left hand side of (23) can be bounded as follows:
where the last line uses the fact that ρ is integrable. The last line equals s(w(bu)) 2 − s(w(u)) 2 s(w(bu)) = bu 2 √ b 2 − 1, as desired.
Proof of Lemma 4.6:
Step 1: We first treat the integral
. By the Cauchy Schwarz inequality,
Step 2: Main part of the integral. Fix M ∈ N. Then we can write the remaining part in
Since ρ satisfies (2), we can write ρ(i) =ρ(i)h(i), where bothρ, h are non negative functions satisfying ∞ i=1ρ (i) < ∞ and limi→∞ h(i) = 0. Using this, the first term in (28) can be bounded as follows:
where the inequalities in the last two lines use (5) (because x ≤ w(u) ≤ y) and summability ofρ, respectively. Proceeding to bound the second term in (28), using (4) we have
Combining (29) and (30) with (27) and (28) which converges to 0 on letting L → ∞ followed by M → ∞, on using the fact that limi→∞ h(i) = 0.
Proof of Proposition 2.2: Note that qn is a non increasing sequence in n, and so it suffices to show that lim infn→∞ qn > 0. To this effect, we first claim that S k a.s.
where the sum on the right hand side converges almost surely. It then follows that S∞ ∼ N (0, σ 2 ) for some σ < ∞, and so
and so there exists K ≥ 1 such that P(sup k≥K S k < 0) ≥ P(S∞ < −1)/2. An application of Slepian's Lemma along with the fact that {S ℓ } ℓ≥1 has non negative correlation gives for n ≥ K
which is positive, and hence the proof is complete. It thus remains to verify the almost sure convergence of {S k }. To this effect, note that {S k , k ≥ 1} is a martingale with respect to the filtration F k := σ(ξ1, · · · , ξ k ), and so to verify convergence it suffices to show that sup k≥1 E S 2 k < ∞. But this follows on using the Cauchy Schwarz inequality to note that
Proof of Proposition 2.3:
and so Dα(.) is a valid correlation function. To get the desired conclusion, we apply Lemma 3.5. It thus suffices to verify (16) , which follows on noting that (31) implies corr(S ℓ+k , S ℓ+τ +k ) α,ρ Dα(τ ), which is summable using (2).
5 The non summable case 5.1 Proof of Theorem 2.9
We begin by stating two lemmas which will be used to prove Theorem 2.9. 
where Fρ,σ(., .) is as in definition 4.2, with ρ satisfying (7) and σ satisfying (8).
Equipped with these lemmas, we can now prove Theorem 2.9.
Proof of Theorem 2.9: As in the proof of Cp,H (τ )dτ < ∞, which follows on using (32) to note that fp,H(1, e τ ) p,H max(τ, e τ (p+2H−1) ), and so we have
To conclude (35), it thus remains to verify the conditions of Lemma 3.6. To this effect, note that (20) follows from (36) and Remark 3.8. It thus remains to verify (18) and (19), which is done below.
Verification of (18). Use Lemma 5.2 to note the existence of M < ∞ such that for all u > M and b ≥ e we have
Thus for any s > 0, τ > 1, noting that u = ke s > M gives corr(X k (s), X k (s + τ )) = Fρ,σ(u, ue τ ) Fρ,σ(u, u) Fρ,σ(ue τ , ue τ )
where the last inequality uses (36). This verifies (18) via Remark 3.7.
Verification of (19) . For verifying (19) , for s ≥ 0, τ ∈ [0, 1] setting u := ke s ∈ [1, ∞) we have 
Using (7) and (8) we get ρ(⌈x⌉ − ⌈y⌉) ρ |x − y| 2H−2 , and σ(⌈y⌉) σ y p for y ≥ 1.
Consequently, the first term on the right hand side of (37) can be bounded as follows:
Similarly, the second term on the right hand side of (37) can be bounded as follows:
Finally, the third term on the right hand side of (37) can be estimated as 1 − corr X k (s), X k (s + τ ) ρ,σ τ, which verifies (19) , and hence completes the proof of the theorem.
Having proved Theorem 2.9, it remains to prove Lemma 5.1 and 5.2.
Proof of Lemma 5.1: Let us start with (a). If x ∈ [0, 1] and y ∈ [N, b], then we have
and so (42)
We will now bound each of the terms on the right hand side of (42). For the first term, we have 
To bound the first term on the right hand side of (46), we note that For the lower bound, use a similar argument as in the derivation of (46) to get
which after dividing by u 2p+2H fp,H (1, b) , taking an inf over b ≥ 1 followed by u → ∞ and N → ∞ gives the lower bound lim inf
Combining (49) with (47) completes the proof of the lemma.
Proof of Theorem 2.10
Proof of Theorem 2.10:
Step 1: Proof of continuity. Let (p k , H k ) be a sequence converging to (p∞, H∞). We need to show that lim k→∞ θ(p k , H k ) = θ(p∞, H∞).
Since lim k→∞ Cp k ,H k (τ ) = Cp ∞,H∞ (τ ), this will follow by another application of Lemma 3.6, once we verify the conditions of that lemma. Using This verifies (18) via Remark 3.7. The above display along with Remark 3.8 also verifies (20) . It thus suffices to verify (19) . But this follows on noting that Cp k ,H k (τ ) ≥ e −(p k +H k )τ .
Step 2: Proof of (10). To begin note that H (1, 1) .
denote the correlation of the process Z This is the correlation function of the scaled Ornstein-Uhlenbeck process, which by Remark 3.9 satisfies (20) , and has persistence exponent 1. The desired conclusion will then follow from (50) by invoking Lemma 3.6, once we verify the other two conditions of that lemma, namely (18) and (19) .
To this effect, again use (32) with N = 2 to note that for all H such that p is bounded in a neighborhood of 1. But this follows on noting that the derivative is continuous in H, and converges as H ↑ 1 to
which is finite for p > −1.
Step 3: Proof of (11). To begin, fixing δ > 0 and using (32) with N = 1 + δ gives 
On letting H ↓ 1/2 followed by δ → 0 and noting that fp,H(1, 1) → ∞ gives lim sup
The corresponding lower bound follows from the trivial bound Cp,H(τ ) ≥ e −(p+H)τ , giving lim H↓1/2 Cp,H(τ ) = e −(p+1/2)τ , which is the correlation function of the scaled Ornstein-Uhlenbeck process which has persistence exponent p + 1/2, by Remark 3.9, and satisfies (20) . The desired conclusion will then follow from Lemma 3.6, once we verify the conditions (18) and (19) of the lemma. To this effect, (18) follows from (51) and Remark 3.7, and (19) follows on noting that Cp,H (τ ) ≥ e −(p+H)τ , and so the proof is complete.
Step 3: Proof of (12). For any τ > 0 using (32) with N = e τ 4 gives
, which readily gives
where the last inequality uses part (b) of Lemma 5. H) , and so Cp,H (τ ) satisfies (18) . Thus conclusion then follows from part (b) of Lemma 3.10.
Step 4: Proof of (13). Note that the stationary Gaussian process with correlation function Cp,H (τ /p) has persistence exponent θ(Cp,H)/p. We shall show that this sequence of correlation functions, when p → ∞, converges to a non integrable correlation function, and then invoke part (a) of Lemma 3.10. Recall that We now claim that function C∞,H(.) is non-integrable. Indeed, denoting by K −1 the constant in the denominator of C∞,H, we have, as τ → ∞,
and so C∞,H(τ ) is regularly varying and non-integrable. This observation along with part (b) of Lemma 3.2 shows that θ(C∞,H) = 0. From this, the conclusion follows from part (a) of Lemma 3.10, once we verify (19) . But this follows on noting that Cp,H (τ /p) ≥ e − p+H p τ .
Step 5: Proof of (14) . We first claim that lim sup
We first complete the proof of (14) , deferring the proof of (53). To this effect, note that the stationary Gaussian process with correlation function Cp,H τ p+H has persistence exponent θ(C p,H ) p+H . We shall show that this sequence of correlation functions, when p ↓ −H, converges to e −τ , which is the correlation function of an Ornstein-Uhlenbeck process with α = 1, satisfying (20) , by Remark 3.9).
For this purpose, first note that
Second, note that By (53), the second term remains bounded when p ↓ −H. Therefore,
The conclusion follows by invoking Lemma 3.6, once we verify (18) and (19) . Invoking (53) we have Cp,H (τ /(p + H)) H e −τ so that we get (18) via Remark 3.7. Further, (19) is obtained from the observation that Cp,H ( τ p+H ) ≥ e −τ , and so (14) follows.
It thus remains to verify (53). To this effect we have
which is clearly finite as H − 2 < −1. This verifies (53), and hence completes the proof of (14).
Proof of the general tools
Throughout this section we carry out the proofs for Ω = R ≥0 , noting that the proof for N is simpler, and follows by minor modifications of the arguments outlined. Proof of (a). Fix a positive integer M > 0, and set si := (M + 1)i for i ≥ 1. Thus with N :
Let us denote ζ :
the last term in (54) is same as P(max 1≤i≤N X(i) < ζ −1 r). The covariance matrix of the centered Gaussian vector (X(1), . . . , X(N )) is given by the matrix B, where
This can be estimated as follows: 
Combining this with (54) we have the upper bound P(sup t∈[0,T ] Z(t) < r) ≤ β N M with
Thus there exists an M such that βM < 1, and so θ(A, r) ≥ − 1 M +1 log βM > 0, which completes the proof of part (a).
Proof of (b). To begin setting I(T ) := T 0 A(s)ds we claim the existence of a sequence of increasing positive reals {T k } k≥1 such that lim k→∞ I(T k ) I(T k /2) 2 = 0.
(55)
Step 1: We complete the proof of the lemma assuming (55) holds. To this effect, with T = T k and setting YT := T 0 Z(t)dt we have
Now, given YT = y, {Z(t), t ∈ [0, T ]} is a Gaussian process with mean m(t)y and covariance C(t1, t2), where, on the set {YT ≤ −δσT √ T },
We note that due to (55) we have KT → ∞ along the subsequence mentioned there. Therefore, we can assume that KT + r > 0.
This gives, on the set {YT ≤ −δσT √ T },
where the second inequality is by the Gaussian correlation inequality ( [28] , also see [22, Theorem 1] ). Proceeding to estimate the right hand side above, first note that by (57) and non negative correlations, we have 
because KT → ∞ along the subsequence mentioned in (55), so that KT + r − α > 0. The last relation, along with (58) gives
Combining with (56), this gives
which on taking log, dividing by T , and letting T → ∞ along the sequence {T k } k≥1 gives −θ(A, r) ≥ − δ 2 2 , where we have used (55) to conclude that that KT → ∞. The desired conclusion then follows since δ > 0 is arbitrary.
Step 2: We prove (55). Assume by way of contradiction that (55) does not hold, which implies lim infT →∞ I(T ) I(T /2) 2 > 0. Thus there exists ε > 0 and T0 > 0 such that we have
Using the assumption that I diverges, we can now make T0 even larger such that εI(T0) > 2. Further, by iterating (59), we obtain
which along with the trivial bound I(T ) ≤ T and the choice of T0 (namely, εI(T0) ≥ 2) gives 2 k T0 ≥ 2 2 k . But this is a contradiction, as the right hand side grows much faster than the left hand side as k → ∞. This completes the proof of (55).
Proof of Lemma 3.4:
Step 1: Interpolating between Yn(.) and Zn(.). Given a measurable set D ⊆ R of positive Lebesgue measure, define
and note that
where {Xn,γ (i)} 1≤i≤n is a centered Gaussian vector with inverse covariance matrix Σ −1 n,γ := (1−γ)A −1 n +γB −1 n . Note that Σn,γ is positive definite (because all eigenvalues are bounded away from zero, by (15) ) and symmetric, so that indeed it is a proper covariance matrix of a Gaussian vector. By construction, we have Xn,0(.) |g ′ n (γ, D∞)|
Xn,γ (i) 2 |Xn,γ (i) ∈ Dr, 1 ≤ i ≤ n)
Xn,γ (i) 2 |Xn,γ (i) ∈ D∞, 1 ≤ i ≤ n).
We now claim that for any D we have lim sup
Deferring the proof of (61), use (15) along with ||An − Bn||2 → 0 to conclude that
. This observation along with (60) and (61) gives the desired conclusion.
Step 2: We show (61). First, we use (15) to get the existence of positive reals λ1, λ2 free of n such that all eigenvalues of A −1 n and B −1 n lie within the interval [λ1, λ2]. In particular this implies that the eigenvalues of Σn,γ := (1 − γ)A −1 n + γB −1 n also lie in the same interval, and so fixing K > 0 we have
and so it suffices to show that sup
with C(K) > 0 for K large enough.
We will now bound each of the terms in the left hand side of (62). To begin, note that
i >Kn e − λ 1 2 x ′ x dx R n e − λ 2 2 x ′ x dx = λ2 λ1 n 2 P(χ 2 n > λ1Kn)
≤ e −C(K)n ,
because χ 2 n is a Chi-squared random variable and whereC(K) can be made arbitrarily large by making K large. A similar calculation gives P Xn,γ (i) ∈ D, 1 ≤ i ≤ n = D n e − 1 2 x ′ Σ −1 n,γ x dx
which is at most an exponentially decreasing factor. Finally we have using the Cauchy Schwartz inequality
which increases polynomially in n. Combining (63), (64), (65) and making K sufficiently large to compensate the other exponential factors gives (62), and hence completes the proof of the lemma. 
The lower bound of (17) follows from this on letting M → ∞.
Step 2: Introducing a perturbation. For the upper bound of (17), let W1, . . . , Wn be i.i.d. N (0, 1), independent of {Z k (t)} t≥0 . Then for any h > 0 we have, by the independence of the {Wi} and {Z k (t)},
which on taking log, dividing by n, and letting n, k → ∞ gives lim sup k,n→∞ 
Given that the eigenvalues of A n,k and B n,k,M,m are bounded below by h > 0, we see that (15) is satisfied. Therefore, with (70) 
