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Abstract Biological regulatory network can be modeled through a set of Boolean
functions. These set of functions enable graph-representation of the network struc-
ture and hence the dynamics of the network can be seen easily. In this article, the
regulations of such network have been explored in term of interaction graph. With the
help of Boolean function decomposition this work presents an approach for construc-
tion of interaction graphs. This decomposition technique is also used to reduce the
network state space of the cell cycle network Fission Yeast for finding the singleton
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attractors. Some special classes of Boolean functions with respect to the interaction
graphs have been discussed. A unique recursive procedure is devised that uses the
Cartesian product of sets starting from the set of one variable Boolean function. In-
teraction graphs generated with these Boolean functions have only positive/negative
edges and the corresponding state spaces have periodic attractors with length one/two.
Keywords Boolean functions · Boolean networks · Interaction graphs · Singleton
attractors · Classification.
1 Introduction
A large amount of experimental data has influenced the development of innovative
computational techniques for modeling biological networks. There are various math-
ematical models, such as Bayesian networks, probabilistic Boolean networks and net-
works involving ordinary differential equations are used in modeling of biological
networks. The ordinary differential equations [4,38,6,28,39,15] are not much used
since the approach is deterministic and thus offer average behavior. It is worth men-
tioning at this point that among all the models, the Boolean network (BN) [50–52]
has received much attention due to its simplicity and potential to modeling large num-
ber of nodes within a network. This model is used to study the interactions among
genes/proteins. Gene expression is a complex process regulated at several stages in
the synthesis of proteins. The proteins fulfilling the regulatory functions are produced
by other genes for which the genetic regulatory system [46,40,13] is structured by
networks of regulatory interactions among deoxyribonucleic acid (DNA), ribonucleic
acid (RNA), proteins and small molecules. BN model is very simple but its dynamic
process is complex and can yield insight to global behavior of large genetic regula-
tory network. Complexity of the BN model can be studied with the help of the various
properties of Interaction Graph (IG) and its associated Boolean functions [31]. The
biochemical reactions are used to form the network that control the Fission Yeast cell-
cycle, have been discussed in detail over the last decades [29,5]. Some other models
of the genetic network underlying flower development in [14], other cell-cycle net-
works in [24], and Chinese Hamster Ovary (CHO) cells in [32] have been also stud-
ied. Stability, bifurcation and periodic oscillation of two-gene regulatory networks
mediated by small RNAs (sRNAs) with multiple delays has been studied [47,48]. A
particular set of Boolean functions with certain interaction signs (+/-) of a interac-
tion graph (IG) can provide various insights in the study of dynamical behavior of
such biological networks. Thus, the main objective of this work is to find the results
of the co-relation between the IG and the BNs state space, which will throw light
in modeling the regulatory networks with the most reliable information in biological
system.
1.1 Related Review
The BN was originally introduced by Kauffman [22,16]. The use of BNs in the study
and analysis of System Biology has been elaborately discussed in [21,25,42,41].
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The total number of possible states for a BN with n genes is 2n. One of the main
problems in BNs for use in biological or any physical dynamics is the identification
of the updating rules on using observed data [9]. An algorithm for constructing a
Probabilistic BNs (PBNs) using Markov chain process and the transition probability
matrix have been discussed in [10]. A method has been proposed in [43] to describe
a pattern for gene network inference from microarray data and some prior biological
knowledge. In a BN, gene expression states are characterized to only two levels: 1
(expressed) and 0 (unexpressed). Although such binary expression is very simple,
it retains meaningful biological information contained in real continuous-domain in
gene expression profile [19]. The state of target gene is determined by the state of its
regulating genes (input genes) and its Boolean functions [20]. However, for the initial
condition, system would eventually evolve into a set of stable states called attractors.
The set of states that can lead the system to specific attractors is called basin of
attraction [30] and the attractors in particular are the most important characteristics
because they are mostly related to some specific physiological responses in biological
networks [18,2,12,8,49]. An attractor having only one state is called a singleton
attractor or fixed point, otherwise it is called a cyclic attractor.
Exploring the BN states spaces would be too time consuming, even for small n,
since 2n states have to be examined to get the singleton attractors. In order to find
a singleton attractor, a lot of trajectories may have to be examined. Authors have
proved that finding a singleton attractor is NP-hard [1]. To identify BNs which are
biologically relevant is a major problem as the number of Boolean functions and the
size of the state space of BNs are growing exponentially [31] with the increase in
the number of components. An alternate approach for static analysis of BNs through
IG has been studied in [31]. In an IG, the nodes/genes are regulated by each with a
single Boolean function and types of the functions reflex the sign interactions among
the nodes. Interaction strength between genes has been studied using various meth-
ods like signaling pathway impact analysis (SPIA) methods, SPIA based on Pearson
correlation coefficient (PSPIA), and mutual information (MSPIA) in [3].
1.2 Scope and contribution of the work
Each BN has some biological components which are independently represented by
local logical Boolean functions and associate with a Boolean value for each com-
ponent in BNs. All Boolean functions are not accurately reflecting the behaviors of
Biological systems. A subset of Boolean functions having novel characteristics of
dynamics of BNs is constructed. One such notable class and their biological proper-
ties have been introduced by Kauffman [22]. To identify BNs which are biologically
relevant is a major problem. The IG helps us to get some static analysis of BN, a
class of Boolean functions play significant role in IG towards the dynamics of BNs
state space. Thus, it is imperative to recognize classes of Boolean functions with bi-
ologically relevant properties based on sign interactions, which is one of the major
objectives of this article. It may not be out of context to mention that the work pro-
posed in [45,33] used for the representation of Boolean functions in terms of Jacobian
matrix that has been used to get the local regulatory network. In the proposed work,
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we have considered the direct relationship between the variables ((n-1) numbers) and
a single function where we used two bits of binary values of the function, the positive
and negative interactions are defined and accordingly Boolean functions are classi-
fied. Subsequently, a recursive method to generate functions of the higher variables
on same characteristics is also suggested. The work reported in [44,36] is used to
reduce the number of nodes with respect to variables by considering the Boolean
expression. In this proposed work, the network state space reduction depends upon
Boolean functions (Truth Table) recursively i.e. from n-variable to (n− 1)-variable.
So, the state space is reduced from 2n to 2(n−1), this offers less number of search
space.
The singleton attractors correspond to steady states in BNs and have close rela-
tion with steady states in other mathematical models of biological networks [27].The
dynamical properties of BNs are analyzed mainly by finding steady-states, attractors
and the size of each attractor. Therefore it is meaningful to identify singleton attrac-
tors of a given BN. Although it is not plausible that the singleton attractor problem
can be solved efficiently (i.e., polynomial time) in all cases, it may be possible to de-
velop algorithms that are faster in practice and/or in the average case. There are some
other methods that have been proposed in BN model to reduce the BNs state space
using Boolean expression [44,36,53,54]. So the other objective of this work is to
provide efficient algorithms to study the properties of BNs as well as biological net-
works with respect to singleton attractors. For the sake of simplicity toy networks are
considered for representation and analysis. An algorithm is augmented in recursive
manner to identify the singleton attractors. The work reported in [24,11,7,26] con-
sidered various biological networks which have been modeled through BNs having
different variables. The works also propose various algorithms to identify large num-
ber of singleton attractors. The present work makes use of their result for modeling
Biological networks. Here two theorems (Theorem 3 and Theorem 4) are proposed
and are proved with the help of toy networks. Theorem 3 identifies BNs having large
number of singleton attractors whereas Theorem 4 is used to identify BNs having
more number of attractors with length two. This way the theorems (Theorem 3 and
Theorem 4) establish a link towards modeling complex Biological network using the
toy networks.
In brief, the contributions of this work are summarized as follows:
(1) Formulation of sign (+/-) interaction graph using Boolean function decompo-
sition - An n-variable Boolean function is required to be decomposed into 2n−1
segments taking (n−1)-variables at a time having bit length two. So the possible
output of each segmented Boolean function is a two bits string (00,01,10,11).
These two bit segments are essential for construction of signed IGs.
(2) Recursive procedure for obtaining Boolean functions - Identification of biologi-
cally relevant Boolean functions are possible from 1-variable to n-variable recur-
sively. A unique recursive procedure is devised that uses the Cartesian product
of sets starting from the set of one variable Boolean functions. Interaction graphs
generated with these Boolean functions have only positive/negative edges and the
corresponding BN state spaces have periodic attractors with length one/two.
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(3) Reduction of Boolean network state space of cell cycle network of Fission Yeast
- The decomposition technique is also used to reduce the network state space of
the cell cycle network Fission Yeast for finding the singleton attractors. In the
next sections these points are discussed briefly.
The remainder of the paper is organized as follows: In Section 2, definition and nota-
tion of IG, Boolean function segmentation procedure is discussed. Section 3 presents
a recursive procedure to obtain Boolean functions responsible for IG having only pos-
itive/negative edges. Some significant properties of these Boolean functions are also
discussed in this section. In Section 4, a state transition model of cell cycle network
of Fission Yeast is taken and its network state space reduction procedure has been
discussed. Section 5 deals with concluding remarks emphasizing the key factors of
the entire analysis.
2 Definition and Notations
An n-variable Boolean function f is a mapping from the set of all possible n-bit
strings {0,1}n into {0,1}. The number of different n-variable Boolean functions is
22
n
, where each function can be represented by a truth table output as a binary string
of length 2n. The decimal equivalent of the binary string starting from bottom to top
(least significant bit) in the truth table is called the rule number of that function [37].
The complement of a Boolean function f is denoted as f¯ .
An example of Boolean function in truth table and its complement having rule num-
ber is given in Table 1. Note that the functions represented in the Table 1 topmost row
are expressed as Algebraic Normal Forms (ANF) [37].
An n-variable Boolean function can be decomposed into 2n−1 segments taking (n−
1)-variable at a time having bit length two. So the possible output of each segmented
Boolean function is a two bits string (00,01,10,11). Decomposition technique of an
n-variable Boolean function is discussed in the subsection 2.1:
Table 1 Example of Truth Table,(for n= 3).
x1 x2 x3 f1(x) = x1⊕x2⊕x1x3⊕x2x3⊕
1
f¯1(x) = x3⊕ x1x2⊕ x1x2x3
0 0 0 1 0
0 0 1 0 1
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 0 1
The truth table of a Boolean function deciphers various important properties in-
cluding Hamming weight and Hamming distance of Boolean functions.
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Definition 1 The Hamming weight of a Boolean function f ∈ Fn is defined as the
number of non-zero values in the binary truth table, which is denoted as w( f ).
For example, the Hamming weight w( f = x3) = w((10101010)2) = 4.
Here, Fn denotes the set of all possible n−variables Boolean functions. For sim-
plicity, in the rest part of the paper F is taken as a set of Boolean functions such that
F ∈ Fn.
Definition 2 The Hamming distance between two functions f ∈ Fn and g ∈ Fn is
defined as the number of truth table positions in which the functions differ. Thus, it
is the XOR sum of the two functions d( f ,g) = w( f ⊕g).
For example, the Hamming distance between two function f = x3 and g= x1x2x3
is d( f ,g) = w( f ⊕g) = w(10101010⊕10000000) = w(00101010) = 3.
2.1 Decomposition of Boolean functions
In this section, a method has been proposed to decompose a Boolean function
which can be expressed with the help of its decomposition fragments through a re-
lation of Boolean decompositions(or expansions) such that each decomposition frag-
ment consists of two bits.
Definition 3 Let f (x) be an output of a Boolean function corresponding to the input
vectors x. Let x1 be one variable of the input vectors x. Now f (x1 = 0,x2,x3, . . . ,xn)
and f (x1 = 1,x2,x3, . . . ,xn) are two decomposition fragments of the Boolean function
f with respect to the constituent variable x1 of the input vectors x. For simplicity, in
the rest part of the paper, f (x1 = 0,x2,x3, . . . ,xn) as f 10 and f (x1 = 1,x2,x3, . . . ,xn) as
f 11 are denoted.
In the similar fashion, for the two constituent variables x1 and x2 of the input
vectors x for a Boolean function f of n−variables, the decomposition fragments are
f (x1 = 0,x2 = 0,x3, . . . ,xn), f (x1 = 0,x2 = 1,x3, . . . ,xn), f (x1 = 1,x2 = 0,x3, . . . ,xn),
f (x1 = 1,x2 = 1,x3, . . . ,xn) and the decomposition fragments are represented as f 1200 ,
f 1201 , f
12
10 and f
12
11 , respectively.
Proposition 1 The decomposition of a n-variable Boolean function with respect to
the (n−1) variable generates 2n−1 decomposition fragments and the length of each
decomposition fragment is 2n−(n−1).
Decomposition of any Boolean function f with respect to an arbitrary input vari-
able xi have two segments f i0 and f
i
1, where i ∈ {1,2,3, . . . ,n}, which is defined in
(1)
Di( f ) =
{
f i0 = f (x1,x2,x3, . . . ,xi−1,0,xi+1, . . . ,xn)
f i1 = f (x1,x2,x3, . . . ,xi−1,1,xi+1, . . . ,xn)
}
(1)
The bit string representations of f i0 and f
i
1 are called decomposition fragments of
the Boolean function f having each 2n−1 number of bits in length.
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In the similar fashion, the decomposition of an n−variable Boolean function f
with respect to any two arbitrary input variables xi and x j have four segments f
i j
00,
f i j01, f
i j
10 and f
i j
11, where i, j ∈ {1,2,3, . . . ,n}, which are defined in (2)
Di j( f ) =

f i j00 = f (x1,x2,x3, . . . ,xi−1,0,xi+1, . . . ,x j−1,0,x j+1, . . .xn)
f i j01 = f (x1,x2,x3, . . . ,xi−1,0,xi+1, . . . ,x j−1,1,x j+1, . . .xn)
f i j10 = f (x1,x2,x3, . . . ,xi−1,1,xi+1, . . . ,x j−1,0,x j+1, . . .xn)
f i j11 = f (x1,x2,x3, . . . ,xi−1,1,xi+1, . . . ,x j−1,1,x j+1, . . .xn)
 (2)
In general, the decomposition of an n-variable Boolean function f with respect
to any arbitrary (n−1) constituent variables xi1 ,xi2 , . . . ,xin−1 generate 2n−1 segments
f i1,i2,...,in−1
(0,0,...,...,...,0), . . . , f
i1,i2,...,in−1
(1,1,...,...,...,1) which are defined in (3) as follow;
Di1,i2,...,in−1( f ) =

f i1,i2,...,in−10,...,...,...,0 = f (x1, . . . ,xi1−1,0,xi1+1, . . . ,xi2−1,0,xi2+1, . . . ,xi(n−1)−1,0,xi(n−1)+1, . . .xn)
.
.
.
f i1,i2,...,in−11,...,...,...,1 = f (x1, . . . ,xi1−1,1,xi1+1, . . . ,xi2−1,1,xi2+1, . . . ,xi(n−1)−1,1,xi(n−1)+1, . . .xn)

(3)
where i1, i2, . . . , i(n−1) ∈ 1,2,3, . . . ,n.
Illustration:
A 3-variable Boolean function f (x) = x1⊕ x2⊕ x1x3⊕ x2x3⊕ 1 = (00010101)2
is decomposed by considering 2-variables at a time, to decompose the Boolean func-
tion f consequently there are 3 disjoint decomposition fragments (D23( f ),D13( f ),
D12( f )) of the function f which are shown below.
D23( f (x)) :

f 2300 = 11
f 2301 = 00
f 2310 = 10
f 2311 = 00
 D12( f (x)) :

f 1200 = 10
f 1201 = 10
f 1210 = 10
f 1211 = 00

D13( f (x)) :

f 1300 = 11
f 1301 = 00
f 1310 = 10
f 1311 = 00

Note that the bit-vector 00010101 is a three variable Boolean function, which
is represented in the form of truth table as shown in Table 1. Now on wards, any
Boolean function will be represented as bit vector only for simplicity. Here Dmn( f )
indicates decomposition of the function f with respect to variable xm and xn.
The definition of IG is based on the decomposition technique and the analysis of
an IG can be performed with the help of decomposition fragments of any Boolean
function.
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2.2 Boolean Network
A BN is a discrete dynamical system that consists of n Boolean components which are
mutually interacting in a discrete time stamp. Dynamics of such a system is usually
described by a directed graph called interaction graph. Several IGs can be considered,
in the scope of this paper we focus on the synchronous and generalized iteration
graphs [31].
2.3 Interaction Graph (IG) of F
An IG = (V,E) consists of a set of n vertices V = {v1,v2, . . . ,vn}, each vertex is
associated with a Boolean function, and set of edges (vi,v j) ∈ E, each edge is asso-
ciated with a sign {+/−} directed edge from vi vertex to v j vertex.There exists an
arc vi→{+/−}, v j ∈ E, if and only if there exist at least one 01 or 10 in decomposi-
tion fragments of the representative function (Discussed in Illustration given below)
for positive and negative arc, respectively. For modeling of Biological network, in
the framework of IG, the vertices represent genes and the corresponding associated
Boolean functions perceive the gene regulatory rules.
Illustration: For n= 3 and F is defined by:
F =

f1(x) = x1x2x3,
f2(x) = x1x3⊕ x2x3⊕ x1x2x3,
f3(x) = x1x2⊕ x2x3⊕ x1x2x3.
the corresponding decomposition fragments of the three functions f1(x), f2(x)
and f3(x) are shown below.
D23( f1(x)/ f2(x)/ f3(x)) :

f 2300 = 00/00/00
f 2301 = 00/01/00
f 2310 = 00/00/01
f 2311 = 01/11/11

D13( f1(x)/ f2(x)/ f3(x)) :

f 1300 = 00/00/00
f 1301 = 00/01/01
f 1310 = 00/00/01
f 1311 = 01/11/01

D12( f1(x)/ f2(x)/ f3(x)) :

f 1200 = 00/00/00
f 1201 = 00/01/01
f 1210 = 00/01/00
f 1211 = 01/01/11

For each Boolean function stated above, there are three decomposition segments.
So there are total 32 = 9 decomposition segments is discussed in proposition 4. Out-
put of decomposition segments (first segment for function f1(x), second segment for
function f2(x) and third segment is for f3(x) are shown above.
Representation of edge connectivity of these three functions as per the definition
of IGs are shown in Fig.1(a), where node 1, 2 and 3 are regulated/interacted through
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Fig. 1 (a) IG of the Boolean functions f1(x), f2(x) and f3(x). and (b) BN state space of the Boolean
function f1(x), f2(x)and f3(x).
the functions f1, f2 and f3, respectively and the corresponding Boolean network state
space having three singleton attractors (000 −→ 000),(011 −→ 011) and (111 −→
111) are shown in Fig.1(b)
3 Recursive Procedure to obtain Boolean functions responsible for IGs having
positive edges only
Let S1 = {00,10,11} be a set of 1-variable Boolean functions. Here, it is seen from
the very definition of the interaction graph in section 2.3, that all the Boolean func-
tions in the set S1 are responsible for producing IG having positive edges only. The
complement functions of the set S1 are responsible for generating IG having nega-
tive edges only and the complement set is S¯1 = {11,01,00}. Note that the Boolean
functions {00,11} are present in both the cases, which are constant and the same
convention needs to be followed for any arbitrary n−variable Boolean functions.
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Let f and g be two Boolean functions of S1. The concatenation [35][34] of the
Boolean function f with itself and the concatenation of f with g are defined as f f and
f g, respectively. For example f = 01 and g= 11, then f f = f × f = 01×01 = 0101
and f g= f ×g= 01×11 = 0111. And the hamming weight of the function f and g
are denoted as(w( f )) and (w(g)), where w( f ) = 1 and w(g) = 2.
Note that, if f and g are the Boolean functions of n-variable then f f and f g are
Boolean functions of (n+ 1)-variable. So the Cartesian product with concatenation
operation of the set S1 with itself is defined successively as follows:
S1×S1 = {{0000},{1000,0010},{1010,1100,0011},{1110,1011},{1111}}.
Here, S1 contains three classes each with a 1-variable Boolean function having
hamming weight 0,1 and 2 respectively, whereas S1× S1 set contains five disjoint
classes of 2-variable Boolean functions having hamming weight 0,1,2,3 and 4 with
cardinality 1, 2, 3, 2 and 1 for the class 0, class 1, class 2, class 3 and class 4 respec-
tively. This process is repeated for next higher variable using the recursive formula
of the following:
Base Case (for n= 1)
S1 = {00,10,11} and f1 ∈ S1 (4)
Recursion (for n≥ 2)
The concatenation of two Boolean functions is defined as
fn = f(n−1) f(n−1) or f(n−1)g(n−1)|w( f(n−1))> w(g(n−1))∨ ( f(n−1) = g(n−1))
where f(n−1),g(n−1) ∈ S(n−1) (5)
Therefore, recursive Cartesian product is defined as Sn = S(n−1)× S(n−1), where Sn
contains n-variable Boolean functions having classes-0,1,2, . . . ,2n with Hamming
weight 0,1,2, . . . ,2n respectively.
Theorem 1 The recursive procedure as stated in (4) and (5), is applied (n− 1)-
variable, the recursion generate a set of n-variables Boolean functions, which are
responsible for IGs having positive edges only.
Proof: When n= 1, that is for the base case of the recursion, the least significant
bit (LSB) position of all the Boolean functions in the set S1 = {00,10,11} is either
less or same Hamming weight with respect to the most significant bit (MSB). The
Cartesian product and Concatenation operation on the set S1 = {00,10,11} is shown
in Fig.2 for generating 2-variable Boolean function.
Here, S1 contains three Boolean functions of 1-variable and the set S1× S1 con-
tains nine 2−variable Boolean functions. Red colored Boolean functions are not re-
sponsible for generating IG having all edges are positive in case of 2-variable. Any
n-variable Boolean function can be decomposed into two (n− 1)−variable Boolean
functions. As per the recursive formula defined in the expression (4) and (5), only
six functions are responsible for generating the graph having all positive edges and
all are distributed among the Hamming weight 0,1,2, . . . ,2n. Therefore, the recursive
procedure using the Cartesian product also preserves the same property for the next
higher variable.
Illustration:
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Fig. 2 Shows 2-variable Boolean functions, generated recursively from 1−variable Boolean function.
The set of 2−variables Boolean functions which produce IGs having positive
edges is S2 = {0000,1000,1010,1100,1110,1111}. Now, in the similar way, the 3-
variables Boolean functions which generate IGs can be obtained by the Cartesian
product of S2×S2 = S3 (say). Only twenty number of Boolean functions are satisfied
the recursive formula defined in (5). The Boolean functions are shown in Fig.3 and
Boolean functions from 2 to 4-variable are shown in Appendix A.
Fig. 3 Shows 3−variable Boolean functions, recursively generated from 2−variable Boolean function.
Theorem 2 The number of subsets of Sn for n-variable Boolean function is 2n+1.
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Proof: We now prove the theorem using principle of Mathematical Induction. For
n= 1, S1 = {00,10,11} contains three Boolean functions and there are three classes
having Boolean functions of Hamming weight 0,1,and 2. Consequently, the base case
is true.
By using the recursion equation (1) and (2), when n = 2 the set is as follows S2 =
{{0000},{1000},{1010,1100},{1110} ,{1111}}, which contains six Boolean func-
tions having Hamming weight 0,1,2,3, and 4. Hence for n = 2, cardinality of S2 is
2×2+1 = 22+1 = 5.
Induction Hypothesis:
Assume that, the cardinality of Sk is 2k + 1. Thus by induction hypothesis, the
number of classes of k-variable is calculated by using the formula as given below.
Sk = 2×2×2×·· ·×2(k− times)+1 = 2k+1 (6)
Induction: Here we have to prove that the result is true for (k+1)-variable. So,
the function is Sk+1 = 2× 2× ·· ·× 2(k+ 1− times)+ 1 = 2× (2× 2× ·· ·× 2(k−
times))+ 1 = 2× 2k + 1 = 2(k+1)+ 1. So, the formula is true for all the values of
k = 1,2,3, . . . ,n.
Hence, by the principle of mathematical induction, we conclude that Sn is true for all
positive integers n. The naming of the classes are given as class 0, class 1, . . . , class
2n+1 for n-variable.
Corollary 1 The number of functions for n-variable is calculated by the following
recurrence relation as given below:
ρ =
2n
∑
i=0
f n(i)
where
f n(i) =

f n−1( i2 )+
2n−1
∑
k=1
k−1
∑
j=0
( f n−1(k)× f n−1( j)),
f or i= 0,2, . . . ,2n and i= k+ j
2n−1
∑
k=1
k−1
∑
j=0
( f n−1(k)× f n−1( j)),
f or i= 1,3, . . . ,2n and i= k+ j

where f n(i) is the number of n-variable Boolean functions having Hamming
weight i and the number of Boolean functions from 1 to 5 variable is discussed in
Illustration 4.
Illustration: For 1-variable Boolean functions, the set S1 = {00,10,11} is used
for generating IG having positive edges only, here the cardinality is three i.e. f 1(0) =
1, f 1(1) = 1 and f 1(2) = 1 which is the base case. For n= 2, the set S2 = {{0000},
{1000},{1010,1100}, {1110},{1111}} and the cardinality is six. From the above
equation ρ =
22
∑
i=0
f 2(i)= f 2(0)+ f 2(1)+ f 2(2)+ f 2(3)+ f 2(4). Here f 2(0)= f 1(0)=
1, f 2(1) = f 1(0)× f 1(1) = 1× 1 = 2, f 2(2) = f 1(2)+ ( f 1(2)× f 1(0)) = 1+(1×
1) = 2, f 2(3) = f 1(2)× ( f 1(1) = 1×1 = 1 and f 2(4) = f 1( 42 ) = f 1(2) = 1×1 = 1.
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Hence the total number of functions ρ =
22
∑
i=0
f 2(i) = f 2(0)+ f 2(1)+ f 2(2)+ f 2(3)+
f 2(4) = 1+ 1+ 2+ 1+ 1 = 6 are responsible for generation of IG having positive
edges only. Similarly, ρ = 20,ρ = 192,ρ = 16860 for n= 3,4 and 5 respectively.
Theorem 3 If IG(F) has only positive edges, then the number of singleton attractors
(p = 1) (cycle length one) are more than the number of p-adic attractors where
p= 2,3, . . . ,2n.
Proof: For 1-variable Boolean function, the set S1 = {00,10,11} is used for gen-
erating IG having positive edges only. The BN state space of n-variable consists of
cycle length 1,2, . . . ,2n. In case of 1-variable the maximum length of cycle is 2. Here
the function f (x) = x1 = {10}2 is used to generate an IG having one positive edge as
rest two functions from S1 = {00,11} are neutral as per the definition of the decom-
position of Boolean function. The IG and the corresponding BN state space with two
singleton attractors for the function f (x) = x1 is shown in Fig.4.
Fig. 4 (a) Interaction Graph of 1-variable Boolean function f (x) = x1 and (b) BN state space of 1-variable
Boolean function f (x) = x1.
From the above BNs we observe that, there are two cycles having length one
and no periodic cycle of length two. In this case, the Hamming weight of the LSB
bit is either same or less as compared to the MSB bit. Here, the vectors in domain
have less Hamming weight from top to bottom and as per the truth table representa-
tion of Boolean functions, the LSB of these Boolean functions are mapped to the
top vectors of the domain and MSB’s of these Boolean functions are mapped to
the bottom vectors of the domain. Hence, single length cycles are generated more
as compared to other periodic cycles. By using (2), the set S2 = {{0000},{1000},
{1010,1100},{1110},{1111}} (Truth Table format is in Table 2) is generated using
Cartesian product of 1-variable Boolean functions. These Boolean function preserves
the same properties, that two bit positions from MSB has Hamming weight either
same or less with respect to the Hamming weight of two bits from LSB. So, the
Boolean network state space generated by this type of Boolean functions has large
number of singleton attractors as shown in Fig.5(b).
From Table 2, which contains a set of 2-variable Boolean functions F defined as:
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Fig. 5 (a) IG of the Boolean functions f1(x) = x1 and f2(x) = x1⊕x2⊕x1x2 and (b) BN state space of the
Boolean functions f1(x) = x1 and f2(x) = x1⊕ x2⊕ x1x2.
Table 2 Shows Boolean functions responsible for generating BN state spaces having one length cycle.
x1 x2 f1 f2 f3 f4 f5 f6
0 0 0 0 0 0 0 1
0 1 0 0 1 0 1 1
1 0 0 0 0 1 1 1
1 1 0 1 1 1 1 1
F =

f1(x) = 0
f2(x) = x1x2
f3(x) = x2
f4(x) = x1
f5(x) = x1x2⊕ x1⊕ x2
f6(x) = x1x2⊕ x1⊕ x2⊕1
These Boolean functions are used for enumerating IGs having positive edges
and the corresponding BN state spaces contains large number of singleton attrac-
tors. From the above six functions by taking any two functions the total number of
IGs or the corresponding BN state spaces is nPk =6 P2 = 30. Here, we have to show
that the average number of one length cycle is more than two length cycle and so on.
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The total number of one length cycle is ψ = ψ00 +ψ01 +ψ10 +ψ11, where ψ00 is
the number of one length cycle yielding the vertex ”00”. Any two functions which
maps towards vertex ”00” is 5P2 as there is only one function in which the LSB bit is
1 bit string , whereas rest of the functions (five functions) have bit string 0 in the LSB
position. Similarly, for the vertex ”11”, total number of one length cycle is ψ11 =5 P2.
For the vertex ”10”, total number of one length cycle is ψ10 = 9 and for the vertex
”01”, the total number of one length cycle is ψ10 = 9. So, the average number of one
length cycle ψavg = ψ/6P2 = (ψ00+ψ01+ψ10+ψ11)/6P2 = 58/30 = d1.932e= 2.
Here, cycles having length two are not yielding by the vertex ”00” and ”11”.
Only by talking f3 and f4 in any oder, two 2-length cycle is possible, interestingly
that graph contains two 1-length cycle. So the average number of two length cycle
is ψavg(2) = 2/30 = 0.066, which is very small in comparison with 1-length cycle.
Boolean functions are recursively generated from n−variable to (n+ 1)−variable,
therefore the recursive procedure using the Cartesian product also preserves the same
property for the next higher variable.
The above property is also elaborated using Markov chain with transition ma-
trix which is defined as follows:
Let P be a (2n× 2n)-matrix with elements {Pi, j : i, j = 1,2, . . . ,2n}. A random
process (X0,X1, . . . ,X2n) with finite state space S = {s0,s1 . . . ,s2n} is said to be a
Markov chain with transition matrix P [10,23,17]. If for all n, all i, j ∈ 1, . . . ,2n
and all i0, i1, . . . , i2n−1, we have P(Xn+1 = s j|X0 = si0 ,X1 = si1 , . . . ,Xn−1 = sin−1 ,Xn =
sin) = P(Xn+1 = s j|Xn = si) = Pi, j.
The elements of the transition matrix P are called transition probabilities. The
transition probability Pi, j is the conditional probability of being in state s j given that
we are in state si, where {i, j} ∈ {0,1, . . . ,2n} for n−variable. The transition matrix
or the path matrix for various length of cycles is defined recursively in equation (7)
and equation (8):
Base Case (for k = 1)
ψ1 =
2n
∑
i, j=1
Pi, j,∀ i= j. (7)
Recursion (for k >= 2) The path matrix having periodic cycle more than one is
defined as
Initialise Pk−1i, j = 0,∀ i= j, Pki, j = Pk−1i, j ×Pk−1i, j
ψk =
2n
∑
i, j=1
Pi, j,∀ i= j.
(8)
Illustration: For instance the initial transition matrix p1i, j generated by all the
Boolean functions of 2-variable is
p1i, j =

0.66667 0.66667 0.66667 0
0.2 0.3 0.3 0.2
0.2 0.3 0.3 0.2
0 0.66667 0.66667 0.66667

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The average number of single length cycle or singleton attractor is
ψ1 =
4
∑
i, j=1
Pi, j, ∀ i= j i.e. ψ1avg = 0.66667+0.3+0.3+0.66667 = 1.93333.
Then the average number of cycle having length two will be the matrix multipli-
cation of p1i, j× p1i, j by assigning the diagonal values to zero, which is denoted by p2i, j,
and the corresponding matrix is shown below.
p2i, j =

0 0.66667 0.66667 0
0.2 0 0.3 0.2
0.2 0.3 0 0.2
0 0.66667 0.66667 0
×

0 0.66667 0.66667 0
0.2 0 0.3 0.2
0.2 0.3 0 0.2
0 0.66667 0.66667 0

=

0.066667 0.05 0.05 0.066667
0.06 0.156667 0.156667 0.06
0.06 0.156667 0.156667 0.06
0.066667 0.05 0.05 0.066667

So, the average number of cycle having length two is ψ2 = 0.066667+ 0.156667+
0.156667+0.066667= 0.446667. Similarly, by using (8), the cycle length of 3 and 4
is ψ3 = 0.0417778 and ψ4 = 0.000570667 respectively. From the above ψ1 > ψ2 >
ψ3 > ψ4. Hence, the average number of one length cycle is large as compared to
other periodic cycles. Different average cycle lengths up to 6−variable is shown in
Table 3. The bar plot of average number of single ton attractors of these Boolean
network state space are also given in Fig.6.
Fig. 6 Bar plot of all Boolean network state space up to 6-variable Boolean function.
Illustration: Let us consider for n = 3, the set of Boolean function is defined in
F as follows:
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Table 3 Shows average number of singleton attractors are more than p-adic attractors in Boolean network
state space up to 6-variable.
n ψ1 ψ2 ψ3 ψ4 ψ5 ψ6 ψ7 ψ8 ψ9 ψ10 ψ11
1 1.333 0.222 - - - - - - - - -
2 1.933 0.444 0.0421 0.0005 - - - - - - -
3 2.657 0.565 0.0879 0.0045 1.300e−005 1.07e−010 7.36e−021 3.47e−041 - - -
4 2.966 0.373 0.0456 0.0014 1.54e−006 1.87e−012 2.77e−024 6.10e−048 2.97−095 7.06e−190 0
5 2.889 0.264 0.0267 0.0005 2.60e−007 5.91e−014 3.06e−027 8.27e−054 6.01−107 3.19e−213 0
6 2.657 0.185 0.0163 0.0002 4.8e−008 2.18e−015 4.17e−030 1.60e−059 2.39−118 5.30e−236 0
F =

f1(x) = x2x3⊕ x1x3⊕ x1x2x3
f2(x) = x2
f3(x) = x1⊕ x3⊕ x1x3
The Boolean functions are responsible for generating IGs having positive edges. The
IG and the BN state space with five single ton attractors (000 −→ 000),(001 −→
001),(010 −→ 010), (101 −→ 101) and (111 −→ 111) are shown in Fig.7(a) and
Fig.7(b) and truth table of the functions is shown in Table 4.
Table 4 Truth Table of three Boolean functions whose BN state space has more number of singleton
attractors than p-adic attractors.
x1 x2 x3 f1 f2 f3
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 1 1 1
1 0 0 0 0 1
1 0 1 1 0 1
1 1 0 0 1 1
1 1 1 1 1 1
Theorem 4 If IG(F) has only negative edges, then BN(F) has two length cycles or
periodic attractors of length two (p = 2) are more than the p-adic attractors where
p= 1,3, . . . ,2n.
Proof: For 1-variable Boolean function, the set S1 = {11,01,00} is used for gen-
erating IG having negative edges only. The BN state space of n-variable consists of
cycles length 1,2, . . . ,2n. In case of 1-variable the maximum length of a cycle is 2.
Here the function f1(x) = (01)2 (Here most significant bit(MSB) is 0 and the least
significant bit (LSB) 1) is used to generate an IG having one negative edge as the rest
two functions are constant as per the definition of IG. The IG and the corresponding
BN state space for the function f1(x) is shown in Fig.8(a) and Fig.8(b).
From the above BNs we observe that there is only one cycle having length two and
no periodic cycle of length one. In this case, the Hamming weight of the least signif-
icant bit(LSB) is either same or greater as compared to the most significant bit(MSB)
bit. Here, the vectors in domain have less Hamming weight from top to bottom and
as per the truth table representation of Boolean functions, the LSB of these Boolean
functions are mapped to the top vectors of the domain. On the other hand, MSB’s of
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Fig. 7 (a) IG of the three Boolean functions f1(x), f2(x) and f3(x) and (b) BN state space of the three
Boolean functions f1(x), f2(x) and f3(x).
Fig. 8 (a) IG of 1-variable Boolean function f1(x) = 1 and (b) BN of 1-variable Boolean function f1(x) =
1.
these Boolean functions are mapped to the bottom vectors of the domain. Hence, cy-
cles having length two are generated larger as compared to other periodic cycles. The
set S2 = {{0000},{0001},{0101,0011},{0111},{1111}} (The truth able format is
shown in Table 5) is generated using Cartesian product of 1-variable Boolean func-
tions. This preserve the same property, that two bit positions from LSB has Hamming
weight either same or less with respect to the Hamming weight of two bits from MSB.
So, the BN state space generated by this type of Boolean functions has more number
of cycles having length two as shown in Fig.9(b).
Form Table 5, which contains a set of 2-variable Boolean functions defined as:
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Fig. 9 (a) IG of the Boolean functions f (x) = x1⊕ x1x2⊕ 1 and g(x) = 1 and (b) BN state space of the
Boolean functions f (x) = x1⊕ x1x2⊕1 and g(x) = 1.
Table 5 Shows all 2-variable Boolean functions responsible for generating BN state space having more
number singleton attractor.
x1 x2 f1 f2 f3 f4 f5 f6
0 0 0 1 1 1 1 1
0 1 0 0 1 0 1 1
1 0 0 0 0 1 1 1
1 1 0 0 0 0 0 1
F =

f1(x) = 0
f2(x) = 1
f3(x) = x1x2⊕ x2⊕1
f4(x) = x1x2⊕ x1⊕1
f5(x) = x1⊕ x2⊕1
f6(x) = x1x2⊕ x1⊕ x2⊕1
The above Boolean functions are used for enumerating IGs having negative edges
and the corresponding BN contains more number of periodic cycles having length
two. From the above six functions, taking any two functions the total number of IG
or the corresponding BN state spaces are nPk =6 P2 = 30. Here, it is worth to show
that the average number of two length cycle is more than other periodic cycles and
so on. The total number of one length cycle ψ = ψ00 +ψ01 +ψ10 +ψ11, where ψ00
is the number of one length cycle yield the vertex ”00”. By taking any two functions,
maps to the vertex ”00” is zero as there is only one function having bit string 0 in
LSB, whereas the rest functions (five functions) have bit string 1 in LSB. Similarly,
for the vertex ”11”, total number of one length cycle is ψ11 = 0. For the vertex ”10”,
total number of one length cycle is ψ10 = 9/30 = 0.3 and for the vertex ”01”, the
total number of one length cycle is ψ10 = 9/30 = 0.3. So, the average number of one
length cycle is ψ1avg = 0+0.3+0.3+0 = 0.6.
Here, every pair of vertices’s generates cycle of length two. The average number
of cycles having length two is ψ2avg = 1.33556 , which is greater than the number of
average cycle having length one. Boolean functions are recursively generated from
n−variable to (n+1)−variable, therefore the recursive procedure using the Cartesian
product also preserves the same property for the next higher variable.
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The above property is also elaborated using Markov chain with transition ma-
trix which is defined in (7) and (8)
Illustration:
For instance the initial transition matrix p1i, j generated by the Boolean functions
of 2-variable as follows.
p1i, j =

0 0.66667 0.66667 0.66667
0.2 0.3 0.3 0.2
0.2 0.3 0.3 0.2
0.66667 0.66667 0.66667 0

The average number of single length cycle or singleton attractor is ψ1 =
4
∑
i, j=1
Pi, j,
∀ i= j i.e.ψ1avg = 0+0.3+0.3+0 = 0.6.
Then the average number of cycle having length two is the matrix multiplication
of p1i, j× p1i, j by assigning the diagonal values to zero, which is denoted by p2i, j, the
corresponding matrix is given below.
p2i, j =

0 0.66667 0.66667 0.66667
0.2 0 0.3 0.2
0.2 0.3 0 0.2
0 0.66667 0.66667 0
×

0 0.66667 0.66667 0.66667
0.2 0 0.3 0.2
0.2 0.3 0 0.2
0 0.66667 0.66667 0

=

0.51111 0.16111 0.16111 0.066667
0.19333 0.15666 0.06666 0.19333
0.19333 0.06666 0.15666 0.19333
0.066667 0.16111 0.16111 0.51111

So, the average number of cycle having length two is ψ2 = 0.51111+ 0.15666+
0.15666+ 0.51111 = 1.33556. Similarly, by using (7), the cycle length 3 and 4 are
ψ3 = 0.266963 and ψ4 = 0.0199533 respectively. From the above ψ2 > ψ1 > ψ3 >
ψ4. Hence, the average number of cycles having length two is more as compared to
other periodic cycles. Therefore, all the Boolean functions which are generated using
the recursive procedure also preserve the same property for the next higher variable.
Different average cycle length up to 6−variable is shown in Table 6. The bar plot of
average number of 2-periodic attractors of these Boolean network state space are also
given in Fig.10.
Table 6 Shows average number of 2-adic attractors are more than other attractors in Boolean network
state space up to 6-variable.
n ψ1 ψ2 ψ3 ψ4 ψ5 ψ6 ψ7 ψ8 ψ9 ψ10 ψ11
1 0.667 0.889 - - - - - - - - -
2 0.6 1.3356 0.2669 0.0199 - - - - - - -
3 0.369 2.1406 0.4845 0.0535 0.0016 1.531e−006 1.507e−012 1.461e−024 - - -
4 0.389 2.3708 0.1581 0.0069 2.773e−005 6.1677e−010 3.102e−019 7.856e−038 5.037−075 2.071e−149 3.502e−298
5 0.246 2.291 0.066 0.0011 8.172e−007 5.882e−013 3.099e−025 8.620e−050 6.672−099 4.001e−197 0
6 0.273 2.192 0.042 0.00033 6.750e−008 4.061e−015 1.527e−029 2.161e−058 4.335−116 1.745e−231 0
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Fig. 10 Bar plot of all Boolean network state space up to 6-variable Boolean function.
Illustration: For n= 3, F is defined as given below.
F =

f1(x) = x1⊕ x2⊕ x1x2⊕ x1x3⊕ x2x3⊕ x1x2x3⊕1
f2(x) = x1⊕ x3⊕ x1x2⊕ x1x3⊕1
f3(x) = x2⊕ x3⊕ x1x2⊕ x1x3⊕ x2x3⊕ x1x2x3⊕1
The above Boolean functions are responsible for generating IGs having negative
edges. The IG and the corresponding BN state space with three two periodic cy-
cles (000−→ 111−→ 000), (001−→ 011−→ 001) and (100−→ 110−→ 100) are
shown in Fig.11(a) and Fig.11(b) and truth table of Boolean functions are shown in
Table 7.
Table 7 Truth Table of three Boolean functions whose BN state space has more number of cycles having
length two than p-adic attractors.
x1 x2 x3 f1 f2 f3
0 0 0 1 1 1
0 0 1 0 1 1
0 1 0 1 1 1
0 1 1 0 0 1
1 0 0 1 1 0
1 0 1 0 1 0
1 1 0 1 0 0
1 1 1 0 0 0
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Fig. 11 (a) IG of the three Boolean function f1(x), f2(x) and f3(x) and (b) BN state space of the three
Boolean function f1(x), f2(x) and f3(x).
4 A state transition model of the cell cycle network
A BN is a discrete dynamical model of gene regulatory networks/protein protein
interaction networks. In this model, we assume proteins/genes are to be the nodes
of the network and assign a binary value Si(t) ∈ {0,1} for each node at a time t.
The overall expression level of all the genes/proteins at time t with n components is
denoted by the vector S(t) = [S1(t),S2(t),S3(t), . . . ,Sn(t)]. The state of the network
is updated (for every step) according to the following rule (9)[24][11].
Si(t+1) =

0, ∑
j
ai jS j(t)> 0,
1, ∑
j
ai jS j(t)< 0
Si(t), ∑
j
ai jS j(t) = 0
(9)
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where i, j = 1,2,3, . . . ,n and the value of ai j usually takes −1,1 or 0 for inter-
action activation, interaction inhibition or no reaction at all, respectively. Hence S(t)
ranges from [0,0,0, . . . ,0] (all entries of zeros) to [1,1,1, . . . ,1](all entries of ones),
and there are 2n possible states. The state of all genes are updated synchronously ac-
cording to the representing Boolean functions. The number of attractor depends upon
the regulatory rule. A consecutive regulatory rules like S(t),S(t+ 1), . . . ,S(t+ p) is
said to be a cycle of period p, if S(t) = S(t + p) and S(t) = S(t + 1) is said to be
singleton attractor. The number of singleton attractors depends upon the regulatory
rule of the network. If the regulatory rules are given by Si(t+1) = Si(t) for all i, then
there are 2n number of singleton attractors. In worst case it would take O(2n) time for
identifying all singleton attractors in a network. Therefore, it is essential to develop
an algorithm for identifying all singleton attractors without looking into all 2n states.
For this purpose, a recursive procedure has been proposed based on decomposition of
a n-variable Boolean function into two (n− 1)-variable Boolean function to reduce
the network state space.
An example of finding the singleton attractors To verify the above procedure,
we apply the cell cycle network Fission Yeast to identify singleton attractors, which
is well studied in [24][11]. As shown in the Fig.12, the network consists of 10 nodes
and 23 edges. Previously, it was discussed in [11], that there are 13 singleton attrac-
tors among 210 = 1024 states in the Boolean network state space of the cell cycle
network as shown in the Table 8. Now, we will discuss how the decomposition of
Boolean functions can reduce the search space for finding singleton attractors. All
Boolean functions of Fission Yeast cell cycle represented by f = { f1, f2, . . . , f10}, is
derived through the regulating rule discussed above. These are 10-variable Boolean
functions having length 210. Let the decomposition of a Boolean function fi into two
(n−k)-variable Boolean function f ′i and f
′′
i such that fi = fi
′ fi′′. where i= 1,2, . . . ,n
and k = i. Here, after decomposition of the Boolean function f1, we find two 9-
variable Boolean functions f1′ and f1′′ where w( f1′) = w( f1′′) = 0. So, all the sin-
gleton attractors are in 29 = 512 states of the network state space as w( f1′) = 0.
Now, similarly f2 is decomposed into two 9-variable Boolean functions f2′ and f2′′.
Here w( f2′) > w( f2′′). But f2′ can not be used for generating singleton attractors
as w( f1′) = 0. So, f2′′ is further discomposed into two 8-variable Boolean functions
f21′′ and f22′′. Here we observe that, w( f21′′) = w( f22′′) = 0. But f21′′ is not asso-
ciated with singleton attractors and the state space is reduced to 28 = 256 states in
which singleton attractors are present. Now, we have to find out all Si(Singleton at-
tractors) such that Si(t+ 1) = Si(t) within 256 network state space instead of 1024
network state space of the cell cycle Fission Yeast network and the corresponding
singleton attractors are shown in Table 8.
5 Conclusions
The article introduces the method of generating IG using Boolean function decompo-
sition. The proposed decomposition mechanism is found to be effective and practical
as it is based on truth table instead of Boolean expression. The process of generation
of n−variable Boolean functions starting from the three 1-variable Boolean functions
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Table 8 All attractors of the dynamics of the network model of fission yeast cell cycle network.
Attractor Basin size Start Sk Cdc2/Cdc13 Ste9 Rum1 Slp1 Cdc2/Cdc13∗ Wee1/Mik1 Cdc25 PP
1 762 0 0 1 0 1 0 0 0 1 0
2 208 0 0 1 0 0 0 1 0 0 0
3 0 0 0 1 0 1 0 1 0 1 0
4 0 0 0 1 0 1 0 0 0 0 0
5 18 0 0 1 0 0 0 0 0 0 0
6 18 0 0 0 0 1 0 0 0 0 0
7 2 0 0 1 0 1 0 1 0 0 0
8 2 0 0 0 0 1 0 0 0 1 0
9 2 0 0 0 1 0 0 1 0 0 0
10 2 0 0 0 0 1 0 1 0 0 0
11 2 0 0 1 0 0 0 0 0 1 0
12 2 0 0 1 0 0 0 1 0 1 0
13 2 0 0 0 0 1 0 1 0 1 0
Fig. 12 The cell-cycle network of Fission Yeast. The green solid and pink dashed arrows represent positive
and negative interactions, respectively[11].
is noteworthy. Then, by focusing on positive or negative edges, the presence of sev-
eral attractors or the presence of cyclic attractors is seen. The average numbers of one
and two periodic attractors are more in the corresponding BNs. The important point
is to detect the cycles with the help of the nature of the Boolean functions instead of
going through all possible 2n states. A number of observations are incorporated for
ease of understanding and clear comprehension, showing the truth table and average
number of cycles having various lengths in BNs. We feel that the novel results re-
ported in this work will be useful for the biologists in ascertaining actual biological
behavior from the abstract notion of mathematical behavior. In general, large variety
of properties can be statically derived from Boolean functions based on interaction
graph.
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A Boolean functions (BFs) are responsible to generate IGs having
positive/negative edges only from 2 to 4-variable
Table A1. Shows Boolean functions (BFs) responsible to generate IGs having positive edges only from 2 to 4-
variable 
2-variable BFs 
 (Number of BFs =6) 
0000-0 
1000-8 
1010-10 
1100-12 
1110-14 
1111-15 
 
3-variable BFs 
(Number of BFs =20) 
00000000-0 
10000000-128 
10001000-136 
10100000-160 
10101000-168 
10101010-170 
11000000-192 
11001000-200 
11001100-204 
11100000-224 
11101000-232 
11101010-234 
11101100-236 
11101110-238 
11110000-240 
11111000-248 
11111010-250 
11111100-252 
11111110-254 
11111111-255 
 
 
4-variable BFs 
(Number of BFs =192) 
0000000000000000-0 
1000000000000000-32768 
1000000010000000-32896 
1000100000000000-34816 
1000100010000000-34944 
1000100010001000-34952 
1010000000000000-40960 
1010000010000000-41088 
1010000010100000-41120 
1010100000000000-43008 
1010100010000000-43136 
1010100010001000-43144 
1010100010100000-43168 
1010100010101000-43176 
1010100011000000-43200 
1010101000000000-43520 
1010101010000000-43648 
1010101010001000-43656 
1010101010100000-43680 
1010101010101000-43688 
1010101010101010-43690 
1010101011000000-43712 
1010101011001000-43720 
1010101011100000-43744 
1100000000000000-49152 
1100000010000000-49280 
1100000011000000-49344 
1100100000000000-51200 
1100100010000000-51328 
1100100010001000-51336 
1100100010100000-51360 
1100100011000000-51392 
1100100011001000-51400 
1100110000000000-52224 
1100110010000000-52352 
1100110010001000-52360 
1100110010100000-52384 
1100110010101000-52392 
1100110011000000-52416 
1100110011001000-52424 
1100110011001100-52428 
1100110011100000-52448 
1110000000000000-57344 
1110000010000000-57472 
1110000010001000-57480 
1110000010100000-57504 
1110000011000000-57536 
1110000011100000-57568 
1110100000000000-59392 
1110100010000000-59520 
1110100010001000-59528 
1110100010100000-59552 
1110100010101000-59560 
1110100011000000-59584 
1110100011001000-59592 
1110100011100000-59616 
1110100011101000-59624 
1110101000000000-59904 
1110101010000000-60032 
1110101010001000-60040 
1110101010100000-60064 
1110101010101000-60072 
1110101010101010-60074 
1110101011000000-60096 
1110101011001000-60104 
1110101011001100-60108 
1110101011100000-60128 
1110101011101000-60136 
1110101011101010-60138 
1110101011110000-60144 
1110110000000000-60416 
1110110010000000-60544 
1110110010001000-60552 
1110110010100000-60576 
1110110010101000-60584 
1110110010101010-60586 
1110110011000000-60608 
1110110011001000-60616 
1110110011001100-60620 
1110110011100000-60640 
1110110011101000-60648 
1110110011101100-60652 
1110110011110000-60656 
1110111000000000-60928 
1110111010000000-61056 
1110111010001000-61064 
1110111010100000-61088 
1110111010101000-61096 
1110111010101010-61098 
1110111011000000-61120 
1110111011100000-61152 
1110111011001000-61128 
1110111011001100-61132 
1110111011101000-61160 
1110111011101010-61162 
1110111011101100-61164 
1110111011101110-61166 
1110111011110000-61168 
1110111011111000-61176 
1111000000000000-61440 
1111000010000000-61568 
1111000010001000-61576 
1111000010100000-61600 
1111000010101000-61608 
1111000011000000-61632 
1111000011001000-61640 
1111000011100000-61664 
1111000011110000-61680 
1111100000000000-63488 
1111100010000000-63616 
1111100010001000-63624 
1111100010100000-63648 
1111100010101000-63656 
1111100010101010-63658 
1111100011000000-63680 
1111100011001000-63688 
1111100011001100-63692 
1111100011100000-63712 
1111100011101000-63720 
1111100011110000-63728 
1111100011111000-63736 
1111101000000000-64000 
1111101010000000-64128 
1111101010001000-64136 
1111101010100000-64160 
1111101010101000-64168 
1111101010101010-64170 
1111101011000000-64192 
1111101011001000-64200 
1111101011001100-64204 
1111101011100000-64224 
1111101011101000-64232 
1111101011101010-64234 
1111101011101100-64236 
1111101011110000-64240 
1111101011111000-64248 
1111101011111010-64250 
1111110000000000-64512 
1111110010000000-64640 
1111110010001000-64648 
1111110010100000-64672 
1111110010101000-64680 
1111110010101010-64682 
1111110011000000-64704 
1111110011001000-64712 
1111110011001100-64716 
1111110011100000-64736 
1111110011101000-64744 
1111110011101010-64746 
1111110011101100-64748 
1111110011110000-64752 
1111110011111000-64760 
1111110011111100-64764 
1111111000000000-65024 
1111111010000000-65152 
1111111010001000-65160 
1111111010100000-65184 
1111111010101000-65192 
1111111010101010-65194 
1111111011000000-65216 
1111111011001000-65224 
1111111011001100-65228 
1111111011100000-65248 
1111111011101000-65256 
1111111011101010-65258 
1111111011101100-65260 
1111111011101110-65262 
1111111011110000-65264 
1111111011111000-65272 
1111111011111010-65274 
1111111011111100-65276 
1111111011111110-65278 
1111111100000000-65280 
1111111110000000-65408 
1111111110001000-65416 
1111111110100000-65440 
1111111110101000-65448 
1111111110101010-65450 
1111111111000000-65472 
1111111111001000-65480 
1111111111001100-65484 
1111111111100000-65504 
1111111111101000-65512 
1111111111101010-65514 
1111111111101100-65516 
1111111111101110-65518 
1111111111110000-65520 
1111111111111000-65528 
1111111111111010-65530 
1111111111111100-65532 
1111111111111110-65534 
1111111111111111-65535 
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Table A2. Shows Boolean functions (BFs) responsible to generate IGs having negative edges only from 2 to 4-
variable 
2-variable BFs 
 (Number of BFs =6) 
0000-0 
0001-1 
0101-5 
0011-3 
0111-7 
1111-15 
 
3-variable BFs 
(Number of BFs =20) 
00000000-0 
00000001-1 
00010001-17 
00000101-5 
00010101-21 
01010101-85 
00000011-3 
00010011-19 
00110011-51 
00000111-7 
00010111-23 
01010111-87 
00110111-55 
01110111-119 
00001111-15 
00011111-31 
01011111-95 
00111111-63 
01111111-127 
11111111-255 
 
4-variable BFs 
(Number of BFs =192) 
0000000000000000-0 
0000000000000001-1 
0000000100000001-257 
0000000000010001-17 
0000000100010001-273 
0001000100010001-4369 
0000000000000101-5 
0000000100000101-261 
0000010100000101-1285 
0000000000010101-21 
0000000100010101-277 
0001000100010101-4373 
0000010100010101-1301 
0001010100010101-5397 
0000001100010101-789 
0000000001010101-85 
0000000101010101-341 
0001000101010101-4437 
0000010101010101-1365 
0001010101010101-5461 
0101010101010101-21845 
0000001101010101-853 
0001001101010101-4949 
0000011101010101-1877 
0000000000000011-3 
0000000100000011-259 
0000001100000011-771 
0000000000010011-19 
0000000100010011-275 
0001000100010011-4371 
0000010100010011-1299 
0000001100010011-787 
0001001100010011-4883 
0000000000110011-51 
0000000100110011-307 
0001000100110011-4403 
0000010100110011-1331 
0001010100110011-5427 
0000001100110011-819 
0001001100110011-4915 
0011001100110011-13107 
0000011100110011-1843 
0000000000000111-7 
0000000100000111-263 
0001000100000111-4359 
0000010100000111-1287 
0000001100000111-775 
0000011100000111-1799 
0000000000010111-23 
0000000100010111-279 
0001000100010111-4375 
0000010100010111-1303 
0001010100010111-5399 
0000001100010111-791 
0001001100010111-4887 
0000011100010111-1815 
0001011100010111-5911 
0000000001010111-87 
0000000101010111-343 
0001000101010111-4439 
0000010101010111-1367 
0001010101010111-5463 
0101010101010111-21847 
0000001101010111-855 
0001001101010111-4951 
0011001101010111-13143 
0000011101010111-1879 
0001011101010111-5975 
0101011101010111-22359 
0000111101010111-3927 
0000000000110111-55 
0000000100110111-311 
0001000100110111-4407 
0000010100110111-1335 
0001010100110111-5431 
0101010100110111-21815 
0000001100110111-823 
0001001100110111-4919 
0011001100110111-13111 
0000011100110111-1847 
0001011100110111-5943 
0011011100110111-14135 
0000111100110111-3895 
0000000001110111-119 
0000000101110111-375 
0001000101110111-4471 
0000010101110111-1399 
0001010101110111-5495 
0101010101110111-21879 
0000001101110111-887 
0001001101110111-4983 
0011001101110111-13175 
0000011101110111-1911 
0001011101110111-6007 
0101011101110111-22391 
0011011101110111-14199 
0111011101110111-30583 
0000111101110111-3959 
0001111101110111-8055 
0000000000001111-15 
0000000100001111-271 
0001000100001111-4367 
0000010100001111-1295 
0001010100001111-5391 
0000001100001111-783 
0001001100001111-4879 
0000011100001111-1807 
0000111100001111-3855 
0000000000011111-31 
0000000100011111-287 
0001000100011111-4383 
0000010100011111-1311 
0001010100011111-5407 
0101010100011111-21791 
0000001100011111-799 
0001001100011111-4895 
0011001100011111-13087 
0000011100011111-1823 
0001011100011111-5919 
0000111100011111-3871 
0001111100011111-7967 
0000000001011111-95 
0000000101011111-351 
0001000101011111-4447 
0000010101011111-1375 
0001010101011111-5471 
0101010101011111-21855 
0000001101011111-863 
0001001101011111-4959 
0011001101011111-13151 
0000011101011111-1887 
0001011101011111-5983 
0101011101011111-22367 
0011011101011111-14175 
0000111101011111-3935 
0001111101011111-8031 
0101111101011111-24415 
0000000000111111-63 
0000000100111111-319 
0001000100111111-4415 
0000010100111111-1343 
0001010100111111-5439 
0101010100111111-21823 
0000001100111111-831 
0001001100111111-4927 
0011001100111111-13119 
0000011100111111-1855 
0001011100111111-5951 
0101011100111111-22335 
0011011100111111-14143 
0000111100111111-3903 
0001111100111111-7999 
0011111100111111-16191 
0000000001111111-127 
0000000101111111-383 
0001000101111111-4479 
0000010101111111-1407 
0001010101111111-5503 
0101010101111111-21887 
0000001101111111-895 
0001001101111111-4991 
0011001101111111-13183 
0000011101111111-1919 
0001011101111111-6015 
0101011101111111-22399 
0011011101111111-14207 
0111011101111111-30591 
0000111101111111-3967 
0001111101111111-8063 
0101111101111111-24447 
0011111101111111-16255 
0111111101111111-32639 
0000000011111111-255 
0000000111111111-511 
0001000111111111-4607 
0000010111111111-1535 
0001010111111111-5631 
0101010111111111-22015 
0000001111111111-1023 
0001001111111111-5119 
0011001111111111-13311 
0000011111111111-2047 
0001011111111111-6143 
0101011111111111-22527 
0011011111111111-14335 
0111011111111111-30719 
0000111111111111-4095 
0001111111111111-8191 
0101111111111111-24575 
0011111111111111-16383 
0111111111111111-32767 
1111111111111111-65535 
 
 
