Abstract. Let H be the usual Hardy operator, i.e., Hu(t) = 1 t t 0 u(s) ds. We prove that the operator K = I − H is bounded and has a bounded inverse on the weighted spaces Lp(t −α , dt/t) for α > −1 and α = 0. Moreover, by using these inequalities we derive a somewhat generalized form of some well-known fractional Hardy type inequalities and also of a result due to Bennett-DeVoreSharpley, where the usual Lorentz Lp,q norm is replaced by an equivalent expression. Examples show that the restrictions in the theorems are essential.
Introduction
Let u = u(t) denote a locally integrable function on (0, ∞). First we note that if 1 ≤ p ≤ ∞ and α > −1, then, according to the Minkowski and Hardy inequalities, cannot hold in general (for example it does not hold for the function u ≡ constant; see also Remark 1) . One main purpose of this paper is to prove that (1.2) in fact holds for every α = 0 if we impose some (relatively small) restrictions on the functions u. We formulate and prove this result in Section 2. In Section 3 we use this result to prove a generalized form of a well-known fractional Hardy type inequality (see [5] , [13] and cf. also [4] , [6] and the references given there). Moreover, we point out the fact that our result may also be considered as a generalized form of a result due to Bennett-DeVore-Sharpley, where the usual Lorentz L p,q norm is replaced by an equivalent expression (see [2] and also [3, p. 384] ).
In order not to disturb our discussions later on we give some necessary notation and other preliminaries. By u = u(x) we denote a locally integrable function on Also the following simple observation has helped guide our investigations:
The proof consists only of an obvious application of the Hölder inequality.
The main result
Our main result reads: 
and let a → ∞ to obtain a suitable counterexample. For p = ∞ we obtain a counterexample by inserting the functions u ε (t) = t ε χ (0,1) (t) + χ [1,∞) (t) into (2.1) and letting ε → 0.
Remark 3. If, in addition to the assumptions in Theorem 1, we assume that α > −1, then, according to (1.1), we see that (2.1) can be replaced by the equivalence
In view of Lemma 1 this means in particular that the expression on the right hand side of (2.2) gives an equivalent norm of L p (t −α , dt/t) for α ∈ (−1, 0) or α ∈ (0, ∞).
Proof of Theorem 1. Let v = (I − H)u, i.e.,
Then, for 0 < t 0 < t 1 < ∞ we find, by integrating by parts,
Therefore, by only using the condition that t 0 u(s)ds exists we have proved that
Now, by putting t 1 = t in (2.4) and letting t 0 → 0, we obtain that for case a) it yields that
By substituting this expression into (2.3) we obtain the following expression (for the inverse of the operator K = I − H):
Analogously, by putting t 0 = t and letting t 1 → ∞ in (2.4) we find that for case b) it yields that
By substituting (2.7) into (2.3) we get the following formula (for the inverse of the operator K = I − H):
Now, the estimate (2.1) follows by using (2.6), (2.8) and the Hardy and Minkowski inequalities in the following ways: In case a) 
The proof is complete.
Remark 4. The inequality (2.1) does not hold for 0 < p < 1 with any positive constant C. In order to see this we do the following: first we take v(t) = χ [1,1+ε] (t), ε > 0. After that we calculate a corresponding u(t) = u ε (t), from (2.6) for the case α > 0,
and from (2.8) for the case α < 0,
By inserting these functions u(t) = u ε (t) into (2.1) and letting ε → 0 we see that the constant C(α) tends to ∞.
Remark 5. According to Theorem 1 we see that the operator K = I −H is bounded and has a bounded inverse for all α such that −1 < α < 0 or α > 0. On the other hand, in view of (1.1) and the counterexample to (1.2) for α = 0 we see that for α = 0 the operator K = I − H is bounded in L p (t −α , dt/t) but it does not have bounded inverse. From an interpolation point of view it can be confusing that we have an inequality with weights t α which hold both for α > 0 and for α < 0 but does not hold for α = 0. The explanation of this phenomenon can be understood from our proof above where we have seen that the inverse operator of K = I − H is different for α > 0 and for α < 0 (see (2.6) and (2.8)), i.e,
and to interpolate we need to have exactly one operator (more about this type of phenomenon can be found in [7] ).
A fractional Hardy inequality and final remarks
It is known that if
Sometimes this inequality is called the Grisvard inequality (see [5] ) but in fact this inequality was known even before e.g. in the works of Aronszajn-Smith (Technical Report from 1961, cf. [1] ), Lions-Magenes [10] and Yakovlev [13] . The inequality (3.1) can be interpreted as a "fractional order Hardy inequality" (where the usual Hardy inequality corresponds to the endpoint case θ = 1). Some other generalizations of (3.1) have recently been obtained in [4] and [6] . Here we state another generalization as a consequence of our Theorem 1. Theorem 2. Let 1 ≤ p ≤ ∞, θ ∈ R and u be a locally integrable function on (0, ∞). Then the equality
where C(θ, p) = 2 
into (3.2) and letting ε → 0, we find (after some straightforward calculations) that the constant C(θ, p) → ∞.
Proof of Theorem 2. First let 1 ≤ p < ∞ and put α = θ − 1/p. We note that, by Hölder's inequality,
Therefore, since also θ ≥ −1/p so that αp + 2 ≥ 0,
The proof now follows by using this estimate and Theorem 1. The proof for the case p = ∞ consists only of some obvious modifications.
Remark 7. Recall that our inequality (2.1) does not hold for 0 < p < 1 (see Remark 4). Therefore it is a surprising fact that, if u and q satisfy the assumptions in Theorem 2, then the inequality (3.1) in fact holds also for the case 0 < p < 1; cf. [8, p. 19 ]. This fact can be seen by choosing numbers q and λ such that λq = θp and 1 ≤ q < ∞, by applying Theorem 2 with q and λ instead of p and θ, respectively, to the function |u(t)| p/q instead of u(t) and using the elementary inequality ||u(t)| p/q − |u(s)| p/q | ≤ |u(t) − u(s)| p/q .
Sometimes the formula (3.1) is written in a little different form in the literature (see e.g. [1] , [10] , [13] ). In order to also cover such cases we reformulate our Theorem 2 in the following equivalent way.
