INTRODUCTION
Much effort has been devoted to developing mechanistic models for nucleate boiling that include the local variations in wall temperature caused by the non-uniform transfer of heat around nucleation sites. Such models are expected to enhance and eventually replace empirical correlations relating average heat nux to average wall superheat. Numerical simulations of many nucleation sites acting simultaneously are required and this is a considerable challenge. Kunugi et al. (2(}02) performed fully three-dimensional simulations of flow fields containing tens to hundreds of growing bubbles but they assumed random nucleation on a uniformly superheated wall, rather than nucleation at specific sites, and the minimum computational cell size was 0.1 mm, about two orders of magnitude larger than the size required for detailed modelling of evaporation at a triple interface under a growing bubble. At an even less detailed level, numerical models capable of modelling hundreds to thousands of nucleation sites have been developed, for example by Pasarnchmetoglu and Nelson (J99J) and Golobic et al. (1996a, b) for low heat "Correspondence 10: Dr D. B. R. Kenning, Oxford University. Oxford, UK. E-rn:-tll: david. kcnni ng~:~;eng,ox.ac.u k fiuxes, and by Sadasivan et (11. (1995) and He e! ill. (2001) for nucleate boiling at high heat flux in a thin macro layer. These models calculate conduction within the wall accurately but use macroscopic approximations for events at the solid-fluid interface and in the liquid-vapour space. Consequently, it is highly desirable to validate the models against experimental data at a mechanistic level. Because of the high-dimensional dynamics and possibly chaotic nature or nucleate boiling, validation must be based on statistical properties over a large area and a long period. Nobody yet knows how large and long but this can be tested through invariance ofthe statistical properties. A further difficulty is that the numerical models require as input the positions and characteristics of the nucleation sites. This information cannot yet be obtained entirely from measurements of surface microgcometry and wetting characteristics. The options are:
(1) to assume a density of sites that are randomly distributed, both spatially and within a specified range of activation superheats; (2) to measure experimentally the site positions during boiling experiments and ((J make assumptions about their activation superheats from measurements of the average wall superheat; GOLOBIC et al. (3) to attempt to measure the activation superheats of individual sites during boiling, which may limit the number of sues that can be considered.
Option (I) This paper is based 011 liquid crystal data for slightly subcooled water ar 96"C and atmospheric pressure boiling on a horizontal stainless steel plate 41 x 28 x 0.13 mm thick. It discusses the methodology of speci fying the input data and making comparisons with a numerical simulation code intended for low-flux boiling. The comparisons are here limited to a single value of the uniform input heat flux. (There is no attempt to optimize the model, nor to measure its performance over a range of heat fluxes.) The comparisons are based all 6000 samples of the wall temperature fields from the experimental data and the synthetic data generated by each simulation. Data from the experiment and from a completely successful simulation should have indistinguishable statistical properties. The questions are which data and which statistical properties should be used.
EXPERIMENTAL DATA
The experimental methods and manual analysis of the data are described by Kenning and Yan (1996) . The bubble activity on the boiling side of the heated plate and the colourplay of the liquid crystal on the back of the plate were recorded together on each video field at 200 Hz with successive fields interlaced. Hue fields were converted to temperature fields by a calibration. Manual analysis of the simultaneous bubble views and temperature fields showed that each nucleation event caused sudden cooling over the maximum bubble contact area during growth (approximately equal in diameter to the departure diameter) and that th is pattern could be used successfully to detect nucleation events without reference to the bubble-side information. By backtracking in time, the local wall superheat immediately preceding nucleation was found and the local instantaneous heat nux into the liquid was calculated from the rate of change of wall temperature. The corresponding temperature gradients tn the liquid were found to be sufficiently low, on the scale of the effective site radius, that they should not affect the activation superheat. Manual analysis was too slow (0 be applied over the long time periods necessary' for statistical analysis so a new, fully automated method of imaue analvsis was developed using non-orthogonal empirical functions (Nl-Fs Hardenberg et al. (2002) . The possible misinterpretation of events such as bubble coalescence in a statistical investigation of interactions between nucleation sites is discussed by 'Ion Hardenberg et al. (2003) .
The experimental data used in this paper were derived from a sequence of 6000 temperature fields over 30 s at a heat flux of 50.8 kW m -2 for a region 20 x I I mm (chosen to exclude edge effects and regions of damaged liquid crystal). They define for each nucleation event its timing, spatial coordinates, activation temperature and the maximum radius of the NEFs describing the local cooling during bubble growth. 2499 events were defected at 1505 locations, with activation superheats in the range 8 23 K and NEF radii in the range 1-5 mm (Figures 1-3 ). The average site density is about 7 mm ", but much of the activity occurs in 16 clusters of sites lying within circles with diameters of about I 111m, comprising 653 out of 1505 sites.
Of the total 2499 events, 1498 occurred in these regions. Many other sites produce only one or two bubbles in 30 s. Uncertainty in the location of sites arises from the resolution of the camera and signal noise affecting the apparent position of the centre of the first NEF in each event. The basic spacing of the array of temperatures is CI,:cc Oi l rrun, ,~v = O. 17 mm (larger in the y direction because of the interlacing of video fields). Knowing that a 3 x 3 spatial averaging filter removes most of the signal noise, the uncertainty is estimated to be~3C1y, say ±O.5 mm, to be compared with the average NEF radius of 1.85 mm. Thus it is unclear whether the dusters of acuvity really are groups of sites interacting strongly with each other, some perhaps depending on vapour seeding from the more stable sites, or whether they are actually single sites at locations that have not been precisely determined. In their preliminary study of site interactions, Kenning and Van (1996) consolidated the clusters into single sites. Whether to do this for the input data for the numerical models is an issue to be addressed. ::l°O
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of the activation temperature is generally less than 0.5 K.
Outside the clusters. the distributed sites with very low levels of activity may be stable sites that are on the threshold of their activation temperature or they may be unstable sites that are very occasionally activated by bubbles from other sites. Again, it is necessary to consider whether to include these sites in the specification of the numerical model. A small variation in the modelling of local wall superheat may switch on or off sites that have a large effect on the spatial distribution of cooling. Some of these issues mav be resolved by further analysis, for example at different-heat fluxes, that has not yet been performed. Kenning and Yan (1996) noted that the nature of bubble growth on the same plate was sensitive to the cleaning procedure and consequent contact angle. The data in this paper are for a well-wetted plate with a contact angle '~20c, realized by stringent cleaning with residue-free detergent followed by prolonged rinsing and protection of the surface from contamination up to the instant of immersion. Larger contact angles resulting from less rigorous cleaning led to much smaller bubbles produced at high frequencies beyond the response rate of the liquid crystal. The impression that there were more active sites at large contact angles could not be tested quantitatively.
This sensitivity to contact angle must be incorporated in some way in the numerical models.
NUMERICAL SIMULATIONS AND INPUT DATA
Low beat flux models for the discrete-bubble boilinu regime have been developed by Golobic et al. (J 996a, b) and Unal and Pasumehmeroglu (l9L)4). A high heat flux model has been developed by Sadasivan et al. (1995) . All of these simulations model conduction throughout the thickness of the solid wall accurately. They arc capable of modelling the layer of liquid crystal behind the heated stainless steel but the layer has been ignored in this particular exercise. The numerical schemes use irrczular meshes that depend on the nucleation site positions,~~vitb much greater resolution around each site to resolve the steeper gradients of wall temperature near active sites. The computed temperature fields are interpolated onto a regular grid fix comparison with the experimental data.
The sirnulations require as input the positions of potential sites and activation superheats (effective site sizes) fix each of these potential nucleation sites. It is assumed that activation depends only on the local wall superheat. After a period of cooling, bubble nucleation occurs as soon as the wall superheal recovers to the activation value. Temperature gradients in the liquid at the wall are not considered. (They can be shown to be small for the particular conditions of this srudy.) The effectiveness of sites as vapour traps, seeding-flooding interactions and hydrodynamic interactions between sites (Zhang and Shoji, 2(03) are not considered. The major difference ill the various mechanistic models is their approximate representation of the fluid side of the problem. This paper employs the discrete-bubble, low-heatflux model of Golobic et al. (l996a. b) to provide simulated data for the spatia-temporal boiling processes for comparison with the experimental data. The purpose is to explore how to go about such a comparison, not to determine whether the model of Golobic et al. is good or bad. So far as the authors are aware, a comparison of this' sort based on spatio-temporal behaviour has not been undertaken previously.
The model is summarized in the Appendix. Growing bubbles are modelled as truncated spheres defined by an apparent contact angle. In the experiments, examination of a small number of the larger bubbles showed that coolin: of the wall occurred over an apparent contact: region ;ith radius only slightly smaller than the bubble radius, even though the wall was well-wetted (Kenning and Yan, 1996) . It may therefore be necessary to use an artificially high value of apparent contact angle to reconcile the distortion of bubbles near the wall with the modelling assumption of a truncated sphere. This apparent contact angle must be distinguished from the real contact angle that has the marked effect on the mode of bubble growth noted above. Growth stops at a departure radius that may be defined by a correlation but which is here taken to correspond to a base radius equal to the measured average value of the radius of the NEF corresponding to maximum cooling during all the growth events at a particular site. Consequently, there are no variations in size between simulated bubbles at a particular site, only between bubbles from different sites. The entire heat input driving bubble growth is assumed to be drawn from the wall by evaporation at a triple interface of microscopic width and high heat transfer coefficient, for which values are estimated. The inner contact region is assumed to be covered by an adsorbed film and some residual liquid trapped in the surface roughness. In this particular version of Trans IChem E, Part A, Chemical Engineering Research and Design, 2()U4, 82(A2): I-HI ."
•• ". the model, heat input to the spherical part of the bubble from the superheated boundary layer is neglected. Any wall area not directly under a growing bubble is subjected to a conventional natural convection heat transfer coefficient. Limited examination of the experimental data suggested that there was a general enhancement of the single phase heat transfer coefficient during the recovery period between bubbles, Kenning and Yan (1996) . Enhancement has not been assumed in these simulations.
The assumed absence of long-range interactions between nucleation sites is supported by the analysis of the experimental data by von Hardenberg et al. (2003) . However, other experiments on interactions between controlled pairs of nucleation sites (Gjerkes and Golobic, 2002; Zhang and Shoji, 2003) , do indicate influences extending beyond the bubble contact areas. The 20 x 11 mm region from which the experimental data are taken lllay be influenced by unspecified sites lying just outside the region. The simulation is therefore extended 1.85 mm beyond each edge, although the data arc analysed only in the region coinciding with the experimental data. In this case, it is assumed that the outer border does not contain any nucleation sites. An alternative would be to distribute sites randomly, at the same density as the inner region.
It is evident that mechanistic modelling at this level involves significant approximations that can be improved. Validation tests should suggest where improvements are required.
VALIDATION
The experiment and the simulations are spatio-temporal systems that can have complex dynamics. Assuming that, at constant heat flux, they reach equilibrium, their statistical properties become constant if measured over a sufficiently long time. The experimental data defines the positions, activation superheats and average bubble base radii for potential sites in the simulations. The problem of sites with low activity was attacked here by performing three simulations, firstly with all the 1505 experimental sites, then with the 414 sites that produced at least two bubbles in 30 s and finally with the 66 sites that produced at least five bubbles in 30 s. The temporal behaviour of the spatially averaged temperature for experiment and sirnulations are shown in Figure 4 to provide all indication of how the number of active sites affects the simulations, Table I provides a comparison of the simulations with experiment based on global parameters. In all cases, the number of sites active in the simulation is less than the number of potential sites, indicating that the simulation had sufficient sites for flexible dynamic behaviour and suggesting strong thermal interactions between the sites. Despite this, the number of bubbles produced in the sirnulations is significantly higher than the number in the experiment. The simulation with the smallest 11IJ1nberof sites is closest to the experiment. It overestimates the space lime averaged wall superheat by less than 6%. However, it overestimates the production of bubbles by 50%, so its mechanistic performance is poor. In the remainder of this section, other statistical properties are compared for the experimental data and the simulations, with consideration given primarily to the cases with 1505 and 66 potential sites.
The spatial distributions of time-averaged temperature are shown in Figure 5 . They depend on the distribution of the active sites and also on their activation superheats. All the sirnulations overestimate the amplitude of the variations in time-averaged temperature. The values of the average spatial variance {(J2) (computed for all fields and then averaged) are 3.75 and 21.7 for the experimental data and the simulation with 66 sites, respectively. This is consistent with the overestimation of bubble production and the associated latent heat flux. From visual inspection of Figure 5 , it appears that the simulation with the smallest number of active sites (d) best Table I . Global comparison of simulations and experiment.
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Number of bubbles in 30 s
Average sr (Kj captures the spatial characteristics of the experimental data, Further statistical analysis shows that there is actually little difference between the simulutions with 1505 and 66 sites in this respect
The one-dimensional power spectra of the spatial variations in the x and y directions are shown in Figure 6 , They were obtained, for example in the x direction, by computing the spectra for every row in every held and then averaging for all rows and all times. For a sufficiently large system, the spectra would be expected to be independent of direction but in this case there are some differences at the smaller length scales. for a given direction, the spectra for the two sirnulations are almost the same for wavelengths ), from 5 down to 0.7 mm, The similarities between the simulations may be a consequence of additional sites contributing to the clustering effect but, as would be expected, the simulation with fewer sites has more power in the variations at large length scales. The spectra for the simulations lie well above the spectrum for the experimental data, also as expected from the relative values of variance, but they have similar gradients for length scales above 2 mm (i.e, above the mean bubble radius). The differences at smaller length scales may be due to the details of simulating bubble growth, or possibly the effects of bubble coalescence, To provide insight into the time-dependent aspects of the comparison, the power spectra for temporal variations, obtained by averaging the individual temporal power spectra ar all grid points, are shown in Figure 7 , The spectra for the simulations arc in close agreement with each other for time intervals below 300 ms. Above 300 rns, there is a sharp and (,)1 110W unexplained, fall in the power spectrum for the simulation with the small number of sites. The simulated spectra are completely different in character from the experimental spectrum. Between 300 and 20 ms, the typical experimental bubble growth time, the simulated spectra lie above the experimental spectrum. This 18 consistent with the previous indications that the sirnulations overestimate the bubble production rate and the amplitude and frequency of the variations in the wall temperature field. Below 20 ms, the spectra cross over, suggesting that the simulations underestimate the amplitude of the temperature depressions under growing bubbles. This is also consistent with the overestimate of bubble frequency, implying that less heat is removed from the wall per bubble. For the conditions of these particular experiments, (be bubble frequency depends mainly on the recovery time between bubbles, which in (urn depends Oll the initial depression in temperature and on the single phase heal transfer coefficient during recovery, rather than the bubble growth time. Use of an enhanced single phase heat transfer coefficient and optimisarion of the combination of apparent contact angle and triple contact line heat transfer coefficient should therefore be investigated as ways of improving the simulation.
Further information should he obtainable by statistical analysis of the heat extracted from the wall. which can be estimated directly from the NEF analysis.
Other statistical properties related to bubble production, such as distributions of bubble size and activation temperature, arc of limited value for validation because the experimental distributions are input data for the simulations, Any deviations arise because of the way the simulations select active sites from the potential (i.e. experimental) sites.
CONCLUDING DISCUSSION
This first attempt at validating a semi-mechanistic simulation has highlighted several areas of difficulty:
(I) The specification of the population of potentially active sites starts from the experimental observationof actual sites, many of which are of very low activity. Analysis of data at increasing heat fluxes may show whether this is due to sites being on the threshold of their activation temperature.
Further analysis of data at a single heat flux may show whether these sites are unstable and depend on seeding by adjacent sues, This possibility is not. at present included in the simulation. (2) The simulated bubble frequency is too high. This may be due to a general increase in the single-phase heat transfer rate, caused by rising bubbles ami by nonuniform circulation in the boiling vessel, and underprediction of the cooling under individual bubbles. (3) The over-prediction of bubble production at clusters of sites leads to spatial variations in temperature that arc too high. Further analysis is required of the latent heat flux in the simulations, calculated from the production rates of bubbles of a size specified from the experimental data and calculated from the experimental transient changes in wall temperature. (4) Itis clearly desirable to increase the area of observation to include many more fully-acti, e sites and to reduce edge effects. This is well with.n the capabilities of the sirnulations but may be limitec experimentally by the spatial resolution of video cameras. The characteristics of liquid crystal thermography impose a severe limit on the temporal resolution, which may be avoidable by using high-speed infra-red thermography
The statistical comparisons have indicated some relatively straightforward ways of improving the simulation. There are a number of other features of the s rnulation that require further development.
In particular, the departure sizes of bubbles should be modelled, rather than specified from the experimental data. The present criterion for activity of a site is very simple and only thermal interactions between sites by conduction in the wall are considered. Bubble coalescence is not at present included in the simulation. Statistical analysis of the experimental data by von Hardcnberg et al. (2003) to detect interactions indicated that bubble coalescence should be examined more closely and Zhang and Shoji (2003 j identified coalescence as an important mechanism for increasing site activity. 
L~<1'
Oy~''''I).;.:.::" .. = T.'t< Input parameters for the model are:
•• heater side (conductivity, density, specific heat, thickness, dimension of inner, outer and computational area); •• fluid side (saturation temperature, evaporation heat, vapour density, liquid density, liquid specific heat, liquid conductivity, liquid kinematic viscosity, contact angle, thickness of adsorbed film, width of contact line); •• heat flux; •• nucleation site parameters (number of nucleation sites, position of nucleation site (in x-y plane), activation temperature, bubble departure radius).
(A5)
Solving Computational Model
The main task of the computational model is to calculate temperature fields in the inner area. In the area not covered by growing bubbles there is natural convection given by equation (A9). A bubble starts to grow from nucleation site I when activation temperature 7;,cu of nucleation site is achieved and that there is no other active nucleation sites in vicinity. The time of bubble growth T, is set to zero. The algorithm for mesh modification following activation is based on the Chimera grid technique.
To ensure easier generation of the computational mesh the smallest distance between two active nucleation sites i and j was set 10 1.12 (rhdi + r\)(Ij) sir~r/), Computational points that are in an area of n(rbdi sin (I?)" are excised from the basic numerical mesh and a radial mesh is inserted. Connections between the baSIC and radial meshes are performed by Voronoi tesselation. An example of computational mesh modification during activation ofa nucleation site is shown in Figure A3 . A nucleation site remains active until growth of a bubble stops at a defined bubble departure radius r bdi Then the nucleation site becomes inactive and heat removal by natural convection is resumed. Mesh modification is performed in reverse order to the description above. The criteria for activation of nucleation sites, bubble growth and deactivation of sites are shown in Table AI 
