Abstract. For a positive integer n, let X n be the vector formed by the first n samples of a stationary ergodic finite alphabet process. The vector X n is hierarchically represented via a finite rooted acyclic directed graph Gn. Each terminal vertex of Gn carries a label from the process alphabet, and X n can be reconstituted as the sequence of labels at the ends of the paths from root vertex to terminal vertex in Gn. The entropy H(Gn) of the graph Gn is defined as a nonnegative real number computed in terms of the number of incident edges to each vertex of Gn. An algorithm is given which assigns to Gn a binary codeword from which Gn can be reconstructed, such that the length of the codeword is approximately equal to H(Gn). It is shown that if the number of edges of Gn is o(n), then the sequence {H(Gn)/n} converges almost surely to the entropy of the process.
Introduction
In the hierarchical approach to data compression developed by the authors [2] , [3] , [4] , finite rooted acyclic directed graphs can be used to represent the data strings that are to be compressed. To see how this representation works, let us determine the data string x represented by the graph in Figure 1 . This graph contains ten edges labelled 1 through 10 and two terminal vertices labelled 0 and 1. If we list the paths in this graph that go from root vertex to a terminal vertex, we obtain the ten paths (1), (2, 5) , (2, 6) , (3, 7, 5) , (3, 7, 6) , (3, 8) , (4, 9, 7, 5) , (4, 9, 7, 6) , (4, 9, 8) , (4, 10) .
(The paths are listed in lexicographical order.) The string x is then obtained by replacing each path in this list with the label on the terminal vertex for that path. We see that x = 0010110111.
Let G = (V, E) denote an arbitrary finite rooted acyclic directed graph, where V is the set of vertices and E is the set of edges. Let |V |, |E| denote the number of vertices and the number of edges, respectively. (In general, let |S| denote the cardinality of any finite set S.) For each v ∈ V , let i(v) be the number of edges 1 Figure 1 that terminate at v. Following [2] , the entropy H(G) of the graph G is defined by
where the logarithm throughout shall be to base two. The entropy of the graph in Figure 1 is 3 log 5 + 2 log(5/2) = 9.61. Suppose we are given an infinite finite-alphabet sequence (x 1 , x 2 , . . . ), and let x n = (x 1 , x 2 , . . . , x n ), n ≥ 1. For each n, a graph G n is selected to represent the data string x n . One then compresses x n by assigning a binary codeword to G n that allows one to reconstruct G n and therefore x n . The length of this codeword is approximately equal to H(G n ). (See Lemma 1.) A natural question is the behavior of the entropies {H(G n )} as n → ∞ when the sequence (x 1 , x 2 , . . . ) is generated by a stationary ergodic process. In this case, our main result (Theorem 1) states that {H(G n )/n} converges almost surely to the entropy of the process, provided only that the number of edges of G n is o(n). Some of the many applications of this result shall be discussed.
Main result
If B is a finite set, let B * denote the set of all strings of finite length formed from symbols in B. Suppose s 1 , s 2 , . . . , s n are strings in a set B * . Let s 1 * s 2 * · · · * s n denote the string in B * obtained by concatenating together the strings s 1 , s 2 , . . . , s n in the indicated order.
Let G = (V, E) be a finite rooted acyclic directed graph. Let V t denote the set of terminal vertices of G. For each v ∈ V, v ∈ V t , let E + (v) denote the set of all edges emanating from v. For each v ∈ V, v = root vertex, let E − (v) denote the set of all edges which terminate at v. We say that G is a canonical graph if (i): V = {1, 2, . . . , |V |} and 1 ∈ V is the root vertex.
Every finite acyclic rooted directed graph is isomorphic to a canonical graph, and graph entropy is an isomorphism invariant; therefore, we concentrate on canonical graphs from now on. Let G = (V, E) be a finite rooted acyclic directed canonical graph. There is a unique mapping ψ G : V → V * t satisfying the following two rules:
where v(e) denotes the vertex at which edge e terminates. Let (v 1 , v 2 , . . . , v k ) be the string ψ G (1). If (x 1 , x 2 , . . . , x k ) is a string of the same length, whose symbols {x i } are selected from any set whatsoever, we write G → x if there is a one-to-one mapping f :
Let G denote the set of all finite rooted acyclic directed canonical graphs G such that ψ G is one-to-one.
We fix a finite nonempty set A for the rest of the paper. 
Then H(G(X 1 , X 2 , . . . , X n ))/n → H almost surely as n → ∞.
Applications

1.
For each x ∈ A * , let G(x) = (V (x), E(x)) be a graph in G such that G(x) → x. Suppose that max{|E(x)| : x ∈ A n } = o(n). As shown in [2] , there is a computationally attractive data compression algorithm that assigns to each sufficiently long x ∈ A * a binary codeword of length approximately equal to H(G(x)). Theorem 1 tells us that this algorithm optimally compresses the first n data samples generated by any stationary ergodic A-valued process, asymptotically as n → ∞. ("Optimally compresses" refers to the well-known fact [1] that no compression algorithm can achieve an asymptotic compression rate in code bits per data sample less than the entropy of the process generating the data samples.) 2. The well-known Lempel-Ziv parsing rule [5] partitions each string x ∈ A * into t = t(x) phrases such that (i): Each phrase is either a singleton or is obtained by adjoining a symbol to the end of a preceding phrase. (ii): The first t − 1 phrases are distinct. For example, the Lempel-Ziv parsing of the data string 0010110111 is (0), (01), (011), (0111). Let (X 1 , X 2 , . . . ) be an A-valued stationary ergodic process with entropy H. Theorem 1 can be used to deduce the asymptotic expansion t(X 1 , X 2 , . . . , X n ) = Hn log n + o n log n almost surely.
(One defines a graph G(x) → x such that H(G(x)) is approximately equal to t(x) log n whenever x ∈ A n and n is large.)
be the function such that φ(0) = 0 and φ(x) = x log x for x > 0. Let n > 1 be an integer and let x ∈ A 2 n . For each integer k such that 0 ≤ k ≤ n, let S k (x) be the set of all y ∈ A 2 k that appear in the partitioning of x into substrings of length 2 k . If y ∈ A 2 k for 0 ≤ k < n, let N l (y|x) be the number of z such that y * z ∈ S k+1 (x) and let N r (y|x) be the number of z such that z * y ∈ S k+1 (x). Define Q k (x) to be the number
Let (X 1 , X 2 , . . . ) be an A-valued stationary ergodic process with entropy H. Using Theorem 1 one can deduce the following limit formula for H:
Each string y lying in the union of the S k (x), 0 ≤ k ≤ n, generates a vertex v(y) of a graph G(x). If the length of y is at least two, two edges emanate from v(y), one going to v(y 1 ) and one going to v(y 2 ), where y 1 and y 2 are the right and left halves of y. One then applies Theorem 1 to the graphs {G(x)}. Lemma 2. For 0 < < 1, and n sufficiently large, define h (x) for x ∈ A n by
Ancillary results
Lemma 1. Let k be a positive integer. Let
= 0.
Lemma 3. Let k be a positive integer. Then there exists a function
whenever n ≥ k, µ is a probability distribution on A k , x ∈ A n , and G = (V, E) ∈ G with G → x.
Proofs
Proof of Lemma 1. We call the binary symbols in the codeword for G = (V, E) ∈ G k "codebits". The first 6k codebits in the codeword serve to identify each of the following six entities concerning G:
log |s i | ≤ 2r log n r .
Condition (4.1) is true with f k (t) = sup 0<δ≤t {δ log C − 2δ log δ}.
Proof of Theorem 1. Let (X 1 , X 2 , . . . ) be a stationary ergodic A-valued process with entropy H. For n ≥ 1, let X n = (X 1 , X 2 , . . . , X n ). If x ∈ A * has length n, define µ(x) = Pr[X n = x]. From (4.1) we see that lim sup n→∞ H(G(X n ))/n ≤ H almost surely. Fix δ > 0. By Lemma 2, there exists such that for n sufficiently large, Pr log 2
Applying the Borel-Cantelli lemma, lim sup
Replacing h (X n ) by H(G(X n )) in (5.1), and then using the fact that −n −1 log µ(X n ) → H a.s.
(Shannon-McMillan-Breiman Theorem), one concludes that lim inf n→∞ H(G(X n ))/n ≥ H − δ almost surely, for an arbitrary δ > 0.
