Applications of Ionization Data to Issues in Radiological Sciences

Introduction
The spatial pattern of energy deposition in a medium by ionizing radiation has come to be associated with the "tracks" produced by the charged particles as they slow down through subsequent interactions with the medium. With the slowing down of fast charged particles, tracks can be very distinct and may include, along their path, shorter tracks and clusters of ionization produced by the higher energy electrons ejected in small-impact-parameter collisions with the bound electrons in the medium.
Methods for describing the tracks produced by ionizing radiation have evolved from the use of average quantities such as stopping power to the elaborate mathematical models that provide the spatial coordinates of all of the events making up the tracks. The latter cannot be evaluated without a detailed knowledge of the absolute cross sections for the production and subsequent interactions of secondary electrons in ionizing events; these cross sections are needed as a function of the energy and emission angle (i.e., the DDCSs described in Section 1.2) of both the primary projectile and secondary electrons in order to determine the spatial coordinates of all the energy loss events. The DDCSs for emission of electrons in ionizing collisions also provide insight into some of the quantities commonly used in radiological physics, e.g. , stopping power and W-values (the Wvalue is the average energy required to produce an ion pair, see ICRU, 1979) .
It is instructive to look closely at a simulated charged-particle track and discuss some of the parameters that have been used in the literature to describe the characteristics of energy deposition along its path. The illustration in Figure 6 .1, originally presented by Goodhead (1987) , provides a description of the track features commonly used in radiation research. In this example, a Monte Carlo simulation of an 8-MeV alpha particle passing through water vapor is used to determine the spatial coordinates of the ionization produced along a segment of the alpha particle's path; all dimensions are scaled to represent material of unit density (1 g/cm 3 ; that of liquid water), to illustrate the extent of charged particle transport in a biologically relevant medium. It must be noted that track structure features are stochastic quantities, therefore one should not expect all of the features shown in Figure 6 .1 to be routinely observed in such a short section of the particle path. Rather, this track segment was judiciously chosen from a catalog of track segment simulations for illustrative purposes. When general conclusions are derived from such simulations, proper averages over independent track segments must be employed.
The development of stochastic descriptions of the energy deposition process has been explored in several ways, e.g., by means of computational track structure simulation as shown in Figure 6 .1 and through the use of proportional counter techniques (Rossi, 1968; ICRU, 1983; Rossi and Zaider, 1995) . These techniques allow one to obtain distributions of energy deposited in small simulated "tissue-like" volumes. The dashed circle superimposed on the particle track in Figure 6 .1 represents the cross sectional area of a spherical or cylindrical counter in which the energy deposited by the particle is measured. This technique provides information on the stochastics of energy deposition in terms of the two principal quantities of microdosimetry. The specific energy, which is the stochastic analog of absorbed dose, is defined as the energy absorbed per unit mass in a specified volume. The lineal energy is the energy absorbed in a specified volume divided by its mean chord length. It differs from the non-stochastic quantities, stopping power and LET, in that it is restricted to energy deposited within a geometrically defined volume. Of particular significance to radiation biology has been the use of micro dosimetric event size distributions, in either lineal energy or specific energy, to better understand the biological effectiveness of mixed radiation fields . Grid-walled, or "wall-less," proportional counters have also been used in association with coincidence circuitry to measure the distributions of energy deposited by single ionization events. By the use of a coincidence signal between an energy deposition event and that of a particle detector which defines the position of a fast ion relative to the proportional counter volume, one can gain information on the distribution of energy deposition as a function of the position of the fast particle moving either through or near the volume of the proportional counter. Such information provides a measure of the contribution of secondary electrons to the energy deposited in a small simulated tissue volume. In other words, such measurements help one to evaluate the effects of transport of electrons that are produced by fast ions and that have significant ranges in tissues.
The primary limitation of proportional counter techniques for use in microdosimetry has traditionally been that the minimum size of the volumes that can be reliably simulated by the detector geometry is usually of the order of a few hundred nanometers or larger (Rossi and Zaider, 1995) . Such volumes are considerably larger than the dashed circle shown in Figure 6 .1, with diameter of about 0.06 /-Lm (60 nm), and detector diameters that simulate volumes with dimensions of about 1 /-Lm are commonly used in practice. Thus, proportional counter techniques actu- ally average over many stochastic features of particle tracks and simulate sizes representative of the larger features of the mammalian cell structures, e.g., the cell nucleus. However, more recently, measurements for simulated sites of diameters of 10 nm have been reported (Kliauga, 1994) .
Many studies have been carried out on the determination of the energy deposited in cellular and subcellular volumes in the vicinity of tracks, i.e., the energy deposited as a function of distance from the particle trajectory. These studies involved theoretical approaches (Holley et al., 1990; Waligorski et al., 1986; Chatterjee and Shaefer, 1976; Butts and Katz, 1967; Katz, 1970; Katz and Kobetich, 1970) as well as measurements (Varma et al., 1978; Varma et al., 1975; Baum et al., 1974; Baum, et al. 1974; Mills and Rossi, 1980) . In essence, these radial distributions of energy deposition are an extension of the concept of energy-restricted LET. The radial distribution of energy deposited along the charged particle track is illustrated as part (c), to the right side of Figure 6 .1.
Measurements employing proportional counters have also been used to define the radial distributions of energy deposition (Gross, et al., 1969; Glass and Roesch, 1972; Varmaetal., 1978; Mettingetal., 1988; Toburen et al., 1990a) . These measurements have the capability of providing stochastic distributions of energy deposition in small volumes near, or within, the particle's path as well as contributing information on the radial profile of energy deposition perpendicular to the path. Such measurements yield the distribution of actual energy deposition that is usu-ally zero but can exceed the absorbed dose by several factors of ten.
The type and yields of chemical reactions that follow energy deposition by ionizing radiation are known to depend on the local density of ionization and excitation. Radiation chemists (Samuel and Magee, 1953) traditionally have used track entities they describe as spurs, blobs, and short tracks, to qualitatively distinguish between the different initial conditions presented by absorption of differing amounts of energy from a radiation field (see Section 6.4.1).
Charged Particle Track Simulation
As studies of radiation biology focus increasingly on the molecular aspects of damage and repair to DNA, it becomes important to better understand the energy deposition in volumes comparable to the dimensions of DNA (Varma and Chatterjee, 1994) . A complete description of energy deposition in such small volumes is obtained from Monte Carlo simulation of the charged-particle tracks. For determining the 3-dimensional structure of energy deposition by Monte Carlo techniques, the collision cross sections used in the simulation for ionization must be differential in both the ejected electron energy and emission angle. For calculations involving the stopping of heavy charged particles, cross sections are required for the full energy range of the primary heavy ion and for the full range of secondary electron energies. The range of data needed for Monte Carlo charged particle track simulation represents a large amount of knowledge and, of course, not all the data exists for the systems of interest in radiation biology. In particular, there are few data available for real biological media, i.e., heterogeneous condensed macromolecules, DNA, proteins, etc., in water.
The extensive database available for DDCSs, e.g., the electron energy spectra measured or calculated as a function of the emission angle, can also be useful in deriving both singly differential and TICSs for use in charged-particle track structure calculations. It should be noted, however, that measured DDCSs are inherently less accurate than measured TICSs, and when available, independently derived TICSs are preferable for use in track structure calculations. Where necessary, however, the differential cross sections can readily be integrated to provide needed integral cross sections. For example, the SDCSs, o{E), appropriate for the study of energy loss, can be obtained from the DDCSs, o{E, (J), by integrating as indicated by Eq. 1.5 and the TICS, 01, (this is the cross section for electron production, as contrasted to the counting or ion production cross section described in Section 1.2) can be found from the SDCSs using Eq. 1.7. In addition, one can obtain the mean energy of electrons ejected in ionizing collisions from the definition
and the median energy of the ejected electrons from the equation
( 6.2)
The utility and power of the M~nte Carlo method for simulating the tracks of charged particles to gain insight into the relative spatial characteristics of different radiations is demonstrated in Figure 6 .2, where simulated distributions of energy deposition events are shown for a fast proton track and for electrons emitted in the decay of the radio nuclide 1251. The structures shown in Figure 6 .2 illustrate, with a 2-dimensional projection of the 3-dimensional structures, the positions of all ionizations, excitations, and "stopped" secondary electrons produced in a simulated tissue following the passage of a I-MeV proton and, for comparison, similar distributions produced following the Auger-electron cascades initiated by the decay of 1251. These simulated distributions were produced from the Wilson-Paretzke code (MOCAI6, Wilson et al., 1988) .
The event-distribution of electrons simulated for the decay of 125 1 was performed using the same Monte Carlo code for the transport of secondary electrons; however, in this case, the initial electron source was provided by the Auger electrons emitted during atomic . g ' Cij
400
. . relaxation following the electron capture decay of 125 1 (Charlton and Booz, 1981) .
An analysis of the features of the energy deposition distributions shown in Figure 6 .2 supports our understanding of the relevance of the density of energy deposition on the subsequent biological effectiveness of different types of radiation. The proton track illustrates the relative frequency of ionization to be expected along the path of a "high"-LET charged particle, which may be a recoiling proton generated by neutrons of comparable energy. The particular proton track segment shown in Figure 6 .2 illustrates several features of the patterns of energy deposition by ionizing radiation. It contains a fast secondary electron ejected from the inner shell of the oxygen constituent of the simulated medium (the O-ray to the left of the path of the proton) and an Auger electron (the shorter electron track to the right of the proton path) that is ejected as that inner-shell vacancy is filled. The various components of the proton track also aid our visualization of the density of energy deposition resulting from the absorption of x rays and beta particles (fast electrons), where similar or higher energy electron tracks are also generated. For example, the characteristics of energy deposition distributions of fast secondary electrons produced by x rays, which distinguish them from those produced by high-LET particles, is that they are produced at more widely separated positions in the absorbing medium.
Note that the Auger cascades following 125 1 decay, although also composed of relatively fast electrons, contribute to an even more densely ionizing pattern of energy deposition than that produced by the proton track.
The potential relevance of the relative size of the component features of charged-particle induced track structures is perhaps best illustrated by comparison to the size of DNA features. This comparison is made in Figure 6 .3, where a simulated I-MeV proton track is shown on the same scale as the double helix of DNA, which is depicted in the linker region and wrapped around nucleosomes, which, in turn, are aggregated in a condensed 30 nm diameter DNA fiber. The denser spatial pattern of energy absorption of high-LET radiation usually results in enhanced effectiveness for DNA damage such as double strand breaks. This is one of the causes of the elevated RBE for cellular damage. An additional one has been attributed to differences of energy concentration at the micrometer level (Rossi and Zaider, 1992) .
The distributions of excitation and ionization for charged particles shown in Figures 6.2 and 6.3 were calculated using the Monte Carlo code of Wilson and Paretzke (Wilson et at. , 1988) in which the electron production and transport is based on gas-phase data. This use of gas-phase data, although common (Wilson and Paretzke, 1981; Charlton et ai ., 1985; Goodhead et ai., 1985; Goodhead and Brenner, 1982; Michalik, 1993; Kraft et ai., 1992) , is often questioned because the biological medium is a heterogeneous condensedphase material. It is used, however, because it is the only data available for which one has experimental tests of the cross sections and interaction models used and because the effects of phase are expected to be small relative to uncertainties in the knowledge of condensed-phase cross sections. It is well documented that molecular binding affects the electron spectra of ejected electrons only below about 30 eV (Toburen, 1991) , and since the energy associated with the change in phase is considerably smaller than the molecular binding energy, the change of phase may be expected to affect energy loss events at even smaller energies. Thus, phase effects should influence only a very small portion of the ejected electron spectra. In addition, cross sections for condensed-phase material, such as water, are available only by theoretical techniques (see Wright et ai., 1985 and references therein; Kaplan et ai ., 1986; Zaider, 1991) and they have not, for the most part, been tested against measured quantities. Those track simulation models that incorporate condensed-phase cross sections often must incorporate gas-phase data in other areas, such as branching ratios for dissociative ionization and elastic scattering of low-energy electrons, which also detracts from their ability to produce tracks that have truly liquid phase characteristics.
The primary differences between the physics of energy deposition in the condensed phase and that in the gas phase are generally considered to be in the oscillator strength and in the delocalization of the energy deposition due to the collective motion of the target electrons. In a gas atom or molecule, the target, electron is more localized than in a solid where the electronic wave functions of the target electrons may spread over a relatively large distance making it inappropriate to specify the precise coordinates of the energy loss event (Zaider, 1991) .
The implications of the phase of the stopping medium on energy deposition has been discussed by Inokuti (1991) . One can explore the implications of these effects on electron transport, an important factor in track structure, and more importantly on the subsequent chemical and biological processes, by direct comparison of quantities calculated with the different codes. Paretzke et ai. (1991) presented a comparison of the spatial distributions of energy deposition and ionization, as simulated by vapor phase (Paretzke, 1987) and liquid phase Monte Carlo codes (Hamm et ai., 1985) . The primary difference in the underlying physics used in these two codes, other than the use of appropriate oscillator strength distributions for liquid versus gas phase interactions, is that in the liquid, energy may be deposited to quantized collective states (plasmons) which, according to the authors, may involve the coherent contributions of as many as 10 9 electrons. These collective states are postulated to account for the large peak in the oscillator strength for energy losses in liquid water at about 20 eV. Collective states excited in the deposition of energy near the peak in the oscillator strength are assumed to decay by localizing this energy on electrons in molecules that may be nanometers away from a particle track. This has the effect of delocalizing the initial spatial pattern of energy deposition events. Another effect of the liquid structure is to change the excitation and ionization thresholds over those observed in a gas. The ionization threshold in liquid water may be as low as 8 eV compared to the isolated water molecule where it is 12.6 eV. These effects on the oscillator strength result in the inverse mean free paths of electrons (macroscopic cross sections), shown in Figure 6 .4, being considerably larger in the gas phase than in the liquid phase for energy losses less than about 30 eV. This occurs because the majority of the oscillator strength for the interaction of charged particles is for small energy loss events where the gas-phase cross sections are largest. This difference in oscillator strengths leads to larger distances between interaction products in the liquid as does the delocalization caused by the collective modes of excitation in the liquid. The effect of the delocalization function used by Hamm et al. (1985) was shown to yield a peak in the lateral delocalization of about 0.2 nm, with some influence being seen as far out as 5 nm. There was little change in the position of the peak as a function of initial electron energy from 10 eVto 10 keY.
Because of the importance of the proximity of energy deposition events on subsequent chemical reactions and on the potential repairability of damage produced in biological targets, Paretzke et al. (1991) investigated the influence of the characteristics of liquid and gas phase targets on the nearest-neighbor distributions of events produced along the tracks of electrons. The results of their calculations are shown in Figure 6 .5. The most obvious differences between the liquid and gas data shown in Figure 6 .5 are that the gas yields a much higher frequency of very close events and the liquid yields more interactions at larger separation distances. The delocalization function effectively eliminates the occurrence of nearest neighbor distances less than a few tenths of a nanometer, whereas the large cross sections for interactions with small energy loss in the gas code yields a maximum in the distributions there. It may be somewhat surprising that there are such large differences in the event frequencies at larger separations; these are expected to occur predominately from hard collisions (large energy loss), where one would not expect the phase of the medium to.have much, if any, effect. The differences in the frequency distributions at the smallest nearest-neighbor distances are the most striking; however, these distances may have little significance in a condensed material. It is difficult to understand the meaning of localization of an energy deposition event to distances comparable to, or less than the dimensions of the constituent molecules of the ~edium. Certainly it is very likely that the interaction will be with the electronic wave function of a larger collective entity than that of an isolated atom or molecule and the codes, as presently developed, cannot properly simulate this collective feature of the biological medium.
With our present understanding of the underlying physics, it is not clear precisely what is the best way to describe the condensed phase for applications of track structure in radiation biology, although there have, been several approaches (Hamm et al., 1985; Zaider, 1991; Kaplan et al., 1986) , all with relatively untested results. One should recognize that even the existence of plasmons in pure water is still a matter of uncertainty and controversy (LaVerne and Mozumber, 1993); the physics is suggestive, but is much less so than is the case for plasmons in metals, where they have been observed (Inokuti, 1991) . It should also be noted that even the "liquid" Monte Carlo transport codes have focussed on pure water as the medium of transport, which is far from the complex heterogeneous mixture of interest in the study of radiation biology. What we must not lose sight of, however, is that both the gas and liquid based track simulation codes can be powerful tools in the study of the relative biological effectiveness (RBE) of different radiations and in the search for mechanisms of radiation damage at the cellular and molecular level. The RBE is the ratio of the dose of a particular kind of radiation to the dose of a standard kind of radiation, when the two doses produce the same amount of a specified biological effect. Customarily one takes high-energy x rays as the standard kind of radiation.
One may also use the Monte Carlo calculations of charged particle tracks to obtain many of the more traditional quantities of radiological physics. For example, calculations of stopping power and W-values are commonly performed as consistency tests of the performance of such codes. For such calculations, however, the accuracy ofthe derived quantity is often much poorer than when the quantity is obtained by other methods because the Monte Carlo calculations are limited by the inherent accuracy of the collision cross sections used as input data; the related cross section measurements usually contain uncertainties of 20% or more. In addition, the Monte Carlo technique is computationally intensive; hence it is best used only when other computational techniques are unavailable and the stochastic nature of the calculation is important.
Microdosimetric Distributions
This subject is treated in ICRU (1983) and by Rossi and Zaider (1995) . In this section, we briefly show how the spectra of secondary electrons are related to radiological parameters.
As was discussed earlier, proportional-counter techniques are the primary experimental methods of determining the stochastic distributions of energy deposited in small tissue-like volumes for dosimetric purposes. Proportional-counter techniques, however, have been limited to simulated volumes with dimensions greater than a few hundred nanometers because of the characteristics of gas multiplication. Because the stochastics of energy deposition in small volumes result from energy transport by secondary electrons, the Monte Carlo technique is ideally suited for the investigation of such distributions in sites smaller than can be investigated experimentally. In practice, calculations are first conducted for sufficiently large volumes to be tested by experiment (Wilson and Paretzke, 1980) , then tested codes are used to explore the distributions in smaller sites. Wilson et al. (1988) published a detailed description of the systematics of energy deposition by protons in small volumes of simulated tissue; tissue, in this case, is simulated using water vapor cross sections. These calculations investigated energy distributions for protons passing through the simulated site as a function of site diameter, position of the passage of proton through the spherical volume, and proton energy. They investigated proton energies from 0.3 to 20 MeV. More recently, Wilson (1994) has presented similar calculations for protons that pass near, but not through, the site and deposit energy within the volume via secondary electrons. The significance of energy transport by secondary electrons inside the volume of interest from initial interactions of the radiation outside of that volume can be seen in the proportional counter data by Gross, et al. (1970) and by Glass and Roesch (1972) . Such processes are much more pronounced in fast, heavy-ion collisions, where fast secondary electrons can transport energy over relatively large distances (see, for example, Kliauga and Rossi, 1976; Metting et al., 1988; Toburen et al., 1990a; Braby et ai., 1992) .
Track Entities Derived from Electron Spectra
Track Entities in Radiation Chemistry
As discussed above, radiation chemists, in their effort to calculate chemical yields, were among the first to recognize the need for some means of accounting for the nonhomogeneous nature of energy deposition by a radiation field. The "string-of-beads" model of a track, developed by Samuel and Magee (1953) , simply divided the track into spherical "spurs"; each spur was of a radius of 1 to 1.5 nm and contained an energy deposition of 40 eV each. The spurs were equally spaced along the particle's path at distances required to give the proper LET (stopping power) values. This model was used for the discussion of diffusion-controlled reactions in water and aqueous solutions. Ganguly and Magee (1956) extended this model by placing the spurs randomly along the track and accounting for variations in the LET as the particle slowed. The next extension to this model was an allowance for variations in the sizes of the spurs. Mozumder and Magee (1966a) argued that the distribution of spur sizes must be as important to the subsequent chemical reactions as the ratio of the energy deposited as spurs and 8-rays and defined additional entities based on the amount of energy deposited. They redefined the spur to contain energy originating from primary events up to 100 eV. Secondary electrons with sufficient energy to produce their own tracks were defined as 8-rays; these result from near head-on collisions of the primary electron with a target electron. They also noted that it is possible to produce a distribution of 8-rays with different energies; those with ranges less than the average spur separation distance were called "short tracks". They then reasoned that there was a range of electrons above 100 eV, but of insufficient energy for the second generation electron to leave its site of birth. This electron, and all others produced by it, were said to form an entity called a blob. These track features, the spur, the blob, and the short track were discussed earlier and illustrated in Figure 6 .1. The distribution of these entities along a charged particle track as prescribed by Mozumber and Magee was based on the frequency of event sizes obtained from classical collision theory. This technique for describing the energy deposition was quite useful in calculations of chemical yields along the path of high-LET particles. A shortcoming of this technique, however, was that all of the interactions and their corresponding track entities were placed on the axis of the particle and there was no means to account for the less dense track of particles that have the same LET, but higher velocities.
The application of secondary electron spectra to the study of chemical yields induced by the passage of fast heavy charged particles was first explored by Miller and co-workers (Miller and West, 1977; 1981; Miller, 1981; Miller and Wilson, 1989a) . They extended the basic method of Magee and his colleagues by using the Monte Carlo technique of computational track structure to derive the 3-dimensional spectrum of spurs along the track. This technique incorporated the effects of electron transport as a function of the charged particle velocity and provided chemical yields that were in agreement with experiment for particles of the same LET, but different velocities (Miller and Wilson, 1989a ).
Track Entities in Radiation Biology
The use of electron spectra within Monte Carlo models of the spatial distributions of energy deposition by ionizing radiation has played an important role in the investigation of mechanisms for the production of biological damage and in the understanding of the RBE of different types of radiation. A major shortcoming in modeling radiation-induced biological damage is a lack of knowledge of the actual reaction pathways leading from energy deposition to fundamental endpoints such as DNA strand breaks, chromosomal aberrations, etc. In addition, little is known of the relationship of these endpoints to observed radiation-induced cell mutation and/or death. Although one can calculate energy deposition distributions in arbitrarily small volumes simulated as water vapor, or liquid water, one cannot readily convert these energy distributions into known chemical or biological products, such as DNA strand breaks and cellular mutation spectra. This is not to suggest that there have not been considerable advances in understanding in these areas (see for example the review by Magee and Chatterjee, 1986) . However, for the most part the tests of the assumptions in the models have been made using track models that provide only descriptions of the average parameters of energy deposition, and information on the stochastic distributions of initial products is lacking. By comparing the stochastic track structure information with the measured chemical and biological products, one can begin to understand the nature of the critical volumes and energies that lead to biologically detectable damage.
The difference between the spatial and temporal distributions of energy deposited by low-and high-LET radiation in DNA was initially studied by Charlton and co-workers (1985) using the Monte Carlo track simulation techniques developed by Wilson and Paretzke (1981) . By superimposing computer-generated tracks and randomly oriented cylinders with lengths and diameters chosen to approximate the elements of a DNA fiber, they compared energy distributions in chromatin by different radiations. Using this method, they showed that the energy deposition in simulated nucleosomes was several orders of magnitude greater for alpha particles than for low-LET radiation. A much more sophisticated model of DNA has been used to investigate the energy required to produce a break in one or both of the strands of DNA (Charlton and Humm, 1988; Miller and Wilson, 1989b) . By comparing the energy deposited in the strands of DNA with the measured spectrum of strand breaks induced by the decay of incorporated 125 1, they obtained 17.5 eV as the energy deposition related to the production of single-strand breaks. Goodhead and Brenner (1982) also investigated the combinations of energy and deposited volume that are correlated with the RBE observed in cells irradiated with soft and 250 kV x rays. In their studies, they found a correlation between the deposition of about 100 eV in spherical volumes of approximately 3-nanometer diameter and the RBE for x rays of different energies. Although comparisons such as these, leading to information on the energetics and volumes of importance for strand breaks and cell killing, can be criticized for many assumptions in the models, they still aid radiation biologists in developing a better understanding of the mechanisms of radiation action.
Stopping Power and LET
The definition of LET and the basic ideas related to it are given in ICRU (1970) . Many of the nonstochastic quantities relating to energy loss by charged particles in matter, or at least basic information relating to these quantities, can be obtained from a knowledge ofthe spectrum of electrons emitted as the particles interact with the atomic and molecular constituents of the medium. As discussed above, the cross sections for energy loss, (T(d, to secondary electrons can be obtained from the DDCSs for ionization, (T(E,e), by integration with respect to the angle of emission, Eq. 1.5. Likewise, the TICS, ai, can be obtained by integration over both the ejected electron energy and emission angle as illustrated in Eq. 1. 7. In a similar fashion, one can obtain the mean and median energies of the ejected electrons from the DDCSs for electron emission; see Eqs. 6.1 and 6.2, respectively. The mean and median electron energies will vary depending on the projectile energy and species. For example, a 1.5 MeV proton in water vapor will eject electrons with a mean energy of 47 eV as calculated by Eq. 6.1, whereas the median energy obtained using Eq. 6.2 is 220 eV. The same quantities, when calculated for 0.5 MeV protons, yield a mean energy of ejected electrons that is approximately the same as in the case of the 1.5 MeV proton, about 55 eV, but the median energy, 136 eV, is smaller by nearly a factor of2 .
The spectrum of electrons produced by ionization can provide detailed information on the stopping power of heavy charged particles. Using the theoretical definition of the linear stopping power, S, (ICRU, 1993) , Wilson (1972) wrote it as the sum of three contributions
where n is the number of target atoms or molecules per unit volume, a( E) is the ionization cross section per unit energy range for ejection of an electron of energy E, au is the cross section for excitation of state u of the target with energy Em and a w is the cross section for producing the residual ion in an excited state w with energy Ew' The first term in the sum is the contribution from target excitation, the second term contains energy loss that is converted to excitation energy of the residual ion, and the last term includes both the energy going into binding energy B to eject the electron and that contributing to the kinetic energy E of secondary electrons. At lower incident ion energies, it would also be necessary to include energy that is lost by the proton in chargechanging collisions and at sufficiently low energy, one would also need to include energy lost in nuclear collisions. Wilson calculated each of the contributions to the stopping power described by Eq. 6.3 and plotted the fraction of total stopping power they represented for the case of protons passing through hydrogen gas. This plot is reproduced in Figure 6 .6. From this data we see that the fraction of the energy loss going into free electron kinetic energy, FE> is approximately 60% for proton energies above about 100 keY. If the fraction of energy used to overcome the binding energy, F B , is added to FE> this fraction, representing the total energy going into ionization, is nearly 80% of the stopping power in the proton energy region above 100 keY. Below about 100 keY charge transfer and nuclear collisions become increasingly important contributions to the stopping power. This example illustrates the utility of secondary electron spectra in understanding the mechanisms of energy loss by energetic particles.
The significance of the linear energy transfer, often abbreviated as LET, as an index of the energy locally deposited in a specified volume has been extensively discussed in ICRU Report 16 (1970) . The LET is the stopping power minus the energy carried away by secondary electrons of high energies to large distances; the meaning of "high energies" or "large distances" needs to be specified for the purpose of a particular consideration. For instance, Bartels and Harder (1990) consider the energy deposition in a nanometer region around a particle track, state that it is nearly independent of the energy and mass of the primary particle, and interpret certain radiobiological effects in terms of the LET.
So far, the evaluation of the LET has been largely based on the Rutherford cross section, Eq. (2.3). Data given in the present report will enable one to evaluate the LET or other track-structure quantities more accurately, and will help make related considerations more convincing.
Energy Per Ion Pair
A principal quantity of radiation dosimetry is the average energy necessary to produce an ion pair in a gas (ICRU, 1979) . This quantity, denoted by W, is a function of the gas and the type and energy of the particle producing the ion pairs. This is another area where the spectra of electrons ejected in ionizing collisions are required in a theoretical treatment.
Following the development of Bichsel and Inokuti (1976) , one can define the differential W-value (ICRU, 1979) for protons as S(E) w(E) = j(E) , (6.4) where S(E) is the stopping power of protons at energy E andj(E) is given, for unit molecular density, by (6.5) with (6.6) and (6.7)
In these expressions, aJE) is the TICS by protons of energy E (and can be obtained from the measured DDCSs by Eq. 1.5), a/E, E) is the SDCS for ionization by protons of energy E (obtained from the measured DDCSs by Eq. 1.3), and W(E) is the mean energy for the production of an ion pair by an electron of energy E. In this calculation, ji is the number of ion pairs produced directly by the proton andj2 is the number of ion pairs produced by the secondary electrons. If the quantity w(E) can be established over the entire range of E, one can calculate the integral W-value from (6.8)
Using the data of Toburen (1971) for ionization of nitrogen by protons, Bichsel and Inokuti (1976) obtained a W-value of 32.4 eV using this technique. This is in rough agreement with the known W-value of 35 eV for nitrogen. Further development is given in Inokuti, et al. (1992) .
Moments of Energy Loss Distributions
The secondary electron spectra provide a means of calculating the moments associated with energy loss by charged particles. From the integral of a(E) (given by Eq. 1. 7) one can obtain the zeroth moment, Mo, (6.9) This is equivalent to the TICS given by Eq. 1.5. The first moment of the electron spectra, M I , is related to the energy transfer to secondary electrons by (6.10) This is the partial stopping cross section for providing kinetic energy to secondary electrons. Similarly the second moment, M 2 , is related to the energy straggling distribution (see Section 6 ofICRU, 1993) and is given by (6.11) Further information on straggling is given by Bichsel (1988) .
