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REPLICA SYMMETRY IN UPPER TAILS OF MEAN-FIELD HYPERGRAPHS
SOMABHA MUKHERJEE AND BHASWAR B. BHATTACHARYA
Abstract. Given a sequence of s-uniform hypergraphs {Hn}n≥1, denote by Tp(Hn) the number of
edges in the random induced hypergraph obtained by including every vertex in Hn independently
with probability p ∈ (0, 1). Recent advances in the large deviations of low complexity non-linear
functions of independent Bernoulli variables can be used to show that tail probabilities of Tp(Hn) are
precisely approximated by the so-called ‘mean-field’ variational problem, under certain assumptions
on the sequence {Hn}n≥1. In this paper, we study properties of this variational problem for the
upper tail of Tp(Hn), assuming that the mean-field approximation holds. In particular, we show that
the variational problem has a universal replica symmetric phase (where it is uniquely minimized by
a constant function), for any sequence of regular s-uniform hypergraphs, which depends only on s.
We also analyze the associated variational problem for the related problem of estimating subgraph
frequencies in a converging sequence of dense graphs. Here, the variational problems themselves
have a limit which can be expressed in terms of the limiting graphon.
1. Introduction
Given a s-uniform hypergraph H = (V (H), E(H)) with vertex set V (H) and hyperedge set
E(H) (which is a collection of s-element subsets of V (H)) and p ∈ (0, 1) fixed, construct a random
sub-hypergraph of H as follows: sample each vertex in V (H) with probability p and consider the
induced sub-hypergraph of H on the set of sampled vertices. Denote by Tp(H) the number of edges
in this random sub-hypergraph, which can be written, more formally, as
Tp(H) :=
∑
e∈E(H)
∏
v∈e
Xv, (1.1)
where X1,X2, . . . ,X|V (H)| are i.i.d. Ber(p). (Note that E(Tp(H)) = |E(H)|ps.) Numerous cele-
brated problems in combinatorial probability can be re-formulated in terms of (1.1), for some choice
of H.
(1) Subgraphs in Erdo˝s-Re´nyi random graphs: The number of copies of a fixed graph F =
(V (F ), E(F )) in the Erdo˝s-Re´nyi random graph G(n, p) can be formulated in terms of (1.1)
as follows: Consider the hypergraphHn(F ) (to be referred to as the F -counting hypergraph)
with vertex set of Hn(F ) as the edge set of the complete graph Kn, and edge set of Hn(F )
as the collection of the edge sets of all copies of F in Kn. Then Hn(F ) is a |E(F )|-uniform
regular hypergraph1 and Tp(Hn(F )) is precisely the number of copies of F in G(n, p).
(2) Arithmetic progressions in a random set: Given r ≥ 1, define the r-AP counting hypergraph
Hn(r) as the hypergraph with vertex set [n] := {1, 2, . . . , n} and edge set the set of all r term
arithmetic progressions in [n]. Then Tp(Hn(r)) is the number of r-term arithmetic progres-
sions in a random subset of [n], where every element is included in the subset independently
with probability p.
1A hypergraph H = (V (H), E(H)) is said to be d-regular if every vertex v ∈ V (H) is incident on exactly d hyperedges
in E(H).
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(3) Estimating motif frequencies in large graphs: Efficiently counting motifs in a large graph
such as the number of edges or triangles (more generally, subgraph counts) is an important
statistical and computational problem [21]. One natural strategy to reduce storage and
computational costs is to randomly sample subsets of vertices, where natural estimates of
subgraph counts are often of the form (1.1) above (see Section 1.2 for details).
Concentration inequalities for Tp(Hn), for a sequence of hypergraphs {Hn}n≥1, are well-known
(see [18, 27] and the references therein). In this paper, we study the precise large deviations upper
tail probabilities of Tp(Hn), in the fixed p ∈ (0, 1) regime, which involves determining the exact
asymptotics of
logP(Tp(Hn) ≥ rs|E(Hn)|), for 0 < p < r < 1. (1.2)
Note that Tp(Hn) is a random multi-linear polynomial indexed byHn, and establishing its upper tail
asymptotics falls in the framework of non-linear large deviations, introduced in the seminal paper
of Chatterjee and Dembo [12]. Here, they studied the large deviations of a general random function
f(X1,X2, . . . ,Xn), where f : {0, 1}n → R and X1,X2, . . . ,Xn are i.i.d. Ber(p), and came up with a
notion of complexity of the gradient of the function (along with additional smoothness properties),
under which the tail probabilities of f(X1,X2, . . . ,Xn) (and the associated Gibbs measure on
{0, 1}n) can be well-approximated by the so-called ‘mean-field’ variational problem, which is an
entropic variational problem over the set of product measures on the hypercube {0, 1}n. Thereafter,
Eldan [17] obtained an improved set of conditions, which involved computing the Gaussian width
of the gradient of the function, under which the above reduction holds. Similar results for Gibbs
measures beyond the hypercube were obtained by [4, 28], and recently by Austin [2] for very general
product spaces.
These results can be used to obtain various sufficient conditions on a sequence of hypergraphs
{Hn}n≥1 for which the probability in (1.2) can be approximated by the corresponding mean-field
variational problem. This motivates the following abstract definition:
Definition 1.1. (Mean-field hypergraphs) Given a s-uniform hypergraph H and p ∈ (0, 1), the
upper-tail mean field variational problem for Tp(H) is defined as:
φH(r, p) = inf
x∈[0,1]|V (H)|

 1|V (H)|
|V (H)|∑
v=1
Ip(xv) : t(H,x) ≥ rs|E(H)|

 , (1.3)
where
– 0 < p < r < 1,
– Ip(x) = x log
x
p + (1 − x) log 1−x1−p , is the relative entropy of Ber(x) with respect to Ber(p);
and
– t(H,x) =
∑
e∈E(H)
∏
v∈e xv, for x =
(
x1, . . . , x|V (H)|
) ∈ [0, 1]|V (H)|.
Moreover, a sequence {Hn}n≥1 of s-uniform hypergraphs is said to be mean-field (for the upper tail
problem) if
lim
n→∞
1
|V (Hn)|
logP(Tp(Hn) ≥ rs|E(Hn)|)
−φHn(r, p)
= 1, (1.4)
for all 0 < p < r < 1.
The mean-field condition has been established for several natural hypergraph sequences. For
example, it follows from results in the landmark paper of Chatterjee and Varadhan [14], that
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for any fixed graph F , the F -counting hypergraph Hn(F ) defined above is mean-field. In this
case, the associated variational problems {φHn(F )(r, p)}n≥1 themselves have a limit, which can be
expressed as an optimization problem in the space of graphons (the continuum limit of graphs [22]).
Lubetzky and Zhao [23] analyzed these variational problems, and identified the precise region of
replica symmetry (set of all points (p, r) where the optimization problem is uniquely minimized by
the constant function r) for regular graphs F . The validity of (1.4) for the number of arithmetic
progressions in a random set, and properties of the associated variational problem was established
in [8]. Recently, Dembo and Lubetzky [16] derived the large deviations for subgraph counts in the
uniform random graph model G(n,m) (the uniform distribution over graphs with n vertices and m
edges). Here, the variational problem in the rate function coincide with those studied in statistical
physics in the context of constrained random graphs, where symmetry breaking configurations are
often attained by block (‘multi-podal’) graphons (see [19, 20, 25] and the references therein).
For a general hypergraph sequence the results in [12, 17] can be applied to obtain different
sufficient conditions on {Hn}n≥1 for which the approximation 1.4 holds. For instance, Brie¨t and
Gopi [11] computed the Gaussian-width a general multilinear polynomial, which combined with
[17, Theorem 5] gives the following sufficient condition for a sequence of s-uniform hypergraphs
{Hn}n≥1 to be mean-field:2
∆2(Hn)≪ |E(Hn)|
|V (Hn)|
2− 1
2⌈ s−12 ⌉
√
log |V (H)|
and ∆1(Hn) = O
( |E(Hn)|
|V (Hn)|
)
, (1.5)
where ∆1(Hn) and ∆2(Hn) are the maximum degree and the maximum co-degree of Hn, respec-
tively.3 These assumptions are satisfied for a variety of hypergraphs, from dense s-uniform hy-
pergraphs (where E(Hn) = Θ(|V (Hn)|s)) to much sparser hypergraphs such as the r-AP counting
hypergraph (where E(Hn) = Θ(|V (Hn)|2). The condition in (1.5) can be significantly improved for
graphs (2-uniform hypergraphs), where the mean-field condition has been extensively studied and
well-understood [4, 17]. In this case, a sufficient condition for sequence of graphs {Gn}n≥1 to be
mean-field is
|E(Gn)| ≫ |V (Gn)| and ∆1(Gn) = O
( |E(Gn)|
|V (Gn)|
)
, (1.6)
that is, the graph Gn is not ‘too sparse’ (number of edges is much larger than the number of
vertices) and not ‘too irregular’ (maximum degree is of the same order as the average degree). In
the appendix (Proposition A.1), we show that
|E(Hn)| ≫ |V (Hn)|s−1 and ∆1(Hn) = O
( |E(Hn)|
|V (Hn)|
)
, (1.7)
is another simple sufficient condition for a sequence of s-uniform hypergraphs to be mean-field for
the upper tail problem. The conditions in (1.5) and (1.7) are, in general, incomparable. However,
2The first condition in (1.5) controls the Gaussian width of the gradient of the function x → t(H,x) [11, Corollary
6.1], while the second condition controls the Lipschitz constant. To verify the mean-field condition using [17, Theorem
5], one also needs to check a few technical conditions related to the continuity of the variational problem, all of which
can be easily verified when (1.5) holds.
3For a s-uniform hypergraphH , the degree of a vertex v ∈ V (H) (to be denoted by dH(v)) is the number of hyperedges
in H containing v, and the maximum degree ∆1(H) := maxv∈V (H) dH(v). Similarly, for u, v ∈ H , the co-degree of
u, v (denoted by dH(u, v)) is the number of hyperedges in H containing both u and v, and the maximum co-degree
∆2(H) := maxu,v∈V (H) dH(u, v).
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there are cases where (1.7) improves upon (1.5) (see Example 3 in Appendix A). Moreover, (1.7)
recovers the condition for graphs (1.6) as a special case.
Remark 1.1. In the approximation (1.4) one can often allow the sparsity parameter p = p(n), to go
to zero with n, at appropriate rates. Determining the optimal dependence on the sparsity parameter
for a specific sequence of hypergraphs is, in general, a challenging problem. For example, for upper
tails of subgraphs in the Erdo˝s-Re´nyi random graph G(n, p), Chatterjee and Dembo [12, Theorem
1.2] established the validity of (1.4), using their notion of gradient complexity, for certain regimes
of the sparsity parameter p. The dependence on p was later improved by Eldan [17], and, very
recently, Cook and Dembo [15] and Augeri [1], independently and simultaneously, established (1.4)
for cycle counts in G(n, p), under almost optimal sparsity conditions. The associated variational
problems in the sparse regime was precisely analyzed in [7, 24].
In this paper, we study asymptotic properties of the variational problem (1.3) for a sequence s-
uniform hypergraphs {Hn}n≥1 in the fixed p ∈ (0, 1) regime, assuming the mean-field approximation
(1.4) holds. The following is the summary of our results:
(1) In the fixed p regime, it is notoriously difficult to solve the variational problem (1.3) explic-
itly for a general sequence of hypergraphs. Instead, one searches for the region of replica
symmetry, that is, the set of (p, r) for which the variational problem φHn(p, r) is uniquely
minimized by the constant vector (r, r, . . . , r) ∈ (0, 1)|V (Hn)| (recall 0 < p < r < 1). We
show in Theorem 1.1 that any sequence of regular s-uniform hypergraphs has a (universal)
region of replica symmetry, which depends only on s, but not on the specific choice of the
hypergraphs. Moreover, in a sense to be made precise below, the replica symmetry region
we identify for regular s-uniform hypergraphs is tight.
(2) We also analyze the variational problem arising in the motif frequency estimation problem,
for a converging sequence of dense graphs (Section 1.2). In this case, the variational prob-
lems themselves have a limit which can be expressed, using the limiting graphon, as an
optimization problem over the space of functions from [0, 1] → [0, 1] (Theorem 1.2), giving
the exact Bahadur slope [3] of the corresponding estimate.
1.1. Replica Symmetry for Regular Hypergraphs. We begin with the following theorem,
which identifies the precise region of universal replica symmetry for regular s-uniform hypergraphs.
To this end, recall the definition of the mean-field variational problem φH(r, p) from (1.3).
Theorem 1.1. Fix 0 < p < r < 1. Then the following hold:
(a) (Replica Symmetry) Suppose {Hn}n≥1 is a sequence of regular s-uniform hypergraphs. If the
point (rs, Ip(r)) lies on the convex minorant of the function x 7→ Ip(x 1s ), then φHn(r, p) = Ip(r).
Moreover, if {Hn}n≥1 is a sequence of mean-field, regular s-uniform hypergraphs, then
lim
n→∞
1
|V (Hn)| logP
(
Tp(Hn) ≥ rs E (Tp(Hn))
)
= −Ip(r).
(b) (Replica Symmetry Breaking) If the point (rs, Ip(r)) does not lie on the convex minorant of
x 7→ Ip(x 1s ), then there exists a sequence of mean-field, regular s-uniform hypergraphs {Hn}n≥1
(depending on p and r) such that φHn(r, p) < Ip(r), and
lim inf
n→∞
1
|V (Hn)| logP
(
Tp(Hn) ≥ rs E (Tp(Hn))
)
> −Ip(r).
The proof of this theorem is given in Section 2. It shows that the variational problem (1.3) has
a region of replica symmetry for any regular s-uniform hypergraph, which is determined by the
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convex minorant of the function x → Ip(x 1s ), and this region is tight over the class of all regular
s-uniform hypergraphs: For a regular s-uniform hypergraph H denote by
R(H) := {(p, r) : 0 < p < r < 1 and φH(r, p) = Ip(r)}, (1.8)
the set of all points where replica symmetry is preserved. Then the theorem above can be re-stated
as: ⋂
H∈Hs
R(H) = Cs,
where Hs is the collection of all regular s-uniform hypergraphs and Cs is the set of all (p, r) such
that 0 < p < r < 1 and (rs, Ip(r)) lies on the convex minorant of the function x → Ip(x 1s ).4 On
the other hand, in Example 2, we construct a sequence of irregular graphs which exhibit symmetry
breaking everywhere, showing that the regularity assumption on the hypergraphs in Theorem 1.1
is necessary for obtaining a universal region of symmetry.
Remark 1.2. For a specific sequence of hypergraphs the region of replica symmetry might be
larger. For instance, if Hn is the sequence of complete s-uniform hypergraph on n vertices, it
is easy to check that replica symmetry is preserved for all 0 < p < r < 1. Another example
is the replica symmetry region in the upper tails of subgraphs in the Erdo˝s-Renyi random graph
G(n, p). To this end, given a fixed connected graph F = (V (F ), E(F )), recall the definition of the
F -counting hypergraph Hn(F ) from above: the vertex set of Hn(F ) is the edge set of the complete
graph Kn, and the edge set of Hn(F ) is the collection of the edge sets of all copies of F in Kn. Then
Tp(Hn(F )) = N(F,G(n, p)), the number of copies of F in G(n, p). Lubetzky and Zhao [23] studied
the replica symmetry region in the upper tail variational problem for N(F,G(n, p)). It follows from
their results that R(Hn(F )) ⊇ C∆(F ), where ∆(F ) is the maximum degree of F .5 On the other
hand, Theorem 1.1 above shows that R(Hn(F )) ⊇ C|E(F )|, since Hn(F ) is a regular |E(F )|-uniform
hypergraph. (Note that C∆(F ) ⊃ C|E(F )|, unless ∆(F ) = |E(F )|, in which case F is a star-graph
and the two regions are the same.)
1.2. Subgraphs in Dense Graphs. In this section, we explore the application of the general
framework introduced above, in counting subgraphs of vertex-percolated graphs. Given 0 < p < 1
and a graph G = (V (G), E(G)) the vertex-percolated graph G[p] is the random induced subgraph
G[S],6 where S is obtained by including every element of V (G) independently with probability
p. For a fixed graph H = (V (H), E(H)), denote by Tp(H,G) the number of copies of the graph
H = (V (H), E(H)) in G[p]. More formally,
Tp(H,G) :=
1
|Aut(H)|
∑
u∈V (G)|V (H)|
Xu
∏
(a,b)∈E(H)
auaub(G), (1.9)
where:
– X1,X2, · · · ,X|V (G)| are i.i.d. Ber(p) and Xu :=
∏|V (H)|
j=1 Xuj ,
– A(G) = ((auv(G))) is the adjacency matrix of G,
4Note that Theorem 1.1 does not construct a regular s-uniform hypergraph H for which R(H) = Cs, since the
symmetry breaking construction depends on p and r. We are only able to obtain such a construction when rs is
restricted to be on the concave part of the function x→ Ip(x
1
s ) (see Example 1 for details).
5This is the exact replica symmetric region when F is D-regular, that is, R(Hn(F )) = CD ([23, Theorem 1.1]).
6Given a graph G = (V (G), E(G)) and S ⊆ V (G), G[S] denotes the induced subgraph of G on the set S.
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– V (G)|V (H)| is the set of all |V (H)|-tuples u = (u1, · · · , u|V (H)|) ∈ V (G)|V (H)| with distinct
indices.7 Thus, the cardinality of V (G)|V (H)| is
|V (G)|!
(|V (G)|−|V (H)|)! ,
– Aut(H) is the automorphism group of H, that is, the group of permutations σ of the vertex
set V (H) such that (x, y) ∈ E(H) if and only if (σ(x), σ(y)) ∈ E(H).
Note that
E(Tp(H,G)) =
p|V (H)|
|Aut(H)|
∑
u∈V (G)|V (H)|
∏
(a,b)∈E(H)
auaub(G) = p
|V (H)|N(H,G), (1.10)
where N(H,G) is the number of copies of H in G.
Remark 1.3. As mentioned before, the statistic (1.9) arises in the problem of estimating motif
frequencies in large graphs [21]. Here, given a large graph Gn, the goal is to efficiently (without
storing or searching over the entire graph) estimate motif frequencies (subgraph counts) of Gn,
by making local queries on Gn. Klusowski and Wu [21] proposed the subgraph sampling model,
where one has access to the random induced subgraph Gn[S], where S ⊂ V (Gn) is obtained by
sampling each vertex in V (Gn) independently with probability p. In this model, by (1.10) above,
1
p|V (H)|
Tp(H,Gn) is an unbiased estimate of the subgraph count N(H,Gn).
The large deviation tail probabilities for Tp(H,Gn) can be derived using the general theory
described above. To see this, note that Tp(H,Gn) can be rewritten as (1.1) by defining the |V (H)|-
uniform hypergraph which has vertex set V (Gn) and a hyperedge for every copy of H in Gn.
8 In
this section, we show that the large deviation variational problem for Tp(H,Gn) itself has a limit,
when Gn is a converging sequence of dense graphs. We begin with some preliminaries on graph
limit theory. The formal statement of the result is given in Section 1.2.1.
1.2.1. Graph Limit Theory Preliminaries. The theory of graph limits developed by Lova´sz and
coauthors [22] has received phenomenal attention over the last few years. It connects various
topics such as graph homomorphisms, Szemeredi’s regularity lemma, and quasirandom graphs, and
has found many interesting applications in statistical physics, extremal graph theory, statistics
and related areas (see [5, 6, 13, 25, 26, 29, 30] and the references therein). Here we recall the
basic definitions about the convergence of graph sequences. If F and G are two graphs, denote
the homomorphism density of F into G by t(F,G) := | hom(F,G)|
|V (G)||V (F )|
, where |hom(F,G)| denotes the
number of homomorphisms of F into G.
To define the continuous analogue of graphs, consider W to be the space of all measurable
functions from [0, 1]2 into [0, 1] that satisfy W (x, y) = W (y, x), for all x, y. For a simple graph F
with V (F ) = {1, 2, . . . , |V (F )|}, let
t(F,W ) =
ˆ
[0,1]|V (F )|
∏
(i,j)∈E(F )
W (xi, xj)dx1dx2 · · · dx|V (F )|. (1.11)
Definition 1.2. [9, 10, 22] A sequence of graphs {Gn}n≥1 is said to converge to W ∈ W, if for
every finite simple graph F ,
lim
n→∞
t(F,Gn) = t(F,W ). (1.12)
7For a set S, the set SN denotes the N-fold cartesian product S × S × · · · × S.
8Technically this is a ‘multi-hypergraph’, because a subset of V (H) vertices might contain several copies of H in Gn.
However, the general theory can be easily modified to include hypergraphs with multiple edges.
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The limit objects, that is, the elements of W, are called graph limits or graphons. A finite
simple graph G = (V (G), E(G)) can also be represented as a graphon in a natural way: Define
WG(x, y) = 1{(⌈|V (G)|x⌉, ⌈|V (G)|y⌉) ∈ E(G)}, that is, partition [0, 1]2 into |V (G)|2 squares of
side length 1/|V (G)|, and let WG(x, y) = 1 in the (i, j)-th square if (i, j) ∈ E(G), and 0 otherwise.
Observe that t(F,WG) = t(F,G) for every simple graph F and therefore the constant sequence G
converges to the graph limit WG. It turns out that the notion of convergence in terms of subgraph
densities outlined above can be suitably metrized using the so-called cut distance (see Section 3 for
details).
1.2.2. Large Deviations of Subgraph Counts in Vertex-Percolated Dense Graphs. Consider a se-
quence of graphs {Gn}n≥1 converging to a graphon W ∈ W and a fixed graph H. In this case, the
limit of the upper tail large deviation probability for Tp(H,Gn) can be described as a variational
problem in the space of graphons. To this end, given a measurable function h : [0, 1] 7→ [0, 1], a
fixed graph H, and graphon W ∈ W, define
t(H,W,h) :=
ˆ
[0,1]|V (H)|
∏
(i,j)∈E(H)
W (xi, xj)
|V (H)|∏
i=1
h(xi) dx1 · · · dx|V (H)|. (1.13)
(Note that when h := 1 is the constant function 1, t(H,W,h) = t(H,W ), as defined in (1.11).)
Theorem 1.2. Suppose {Gn}n≥1 is a sequence of graphs converging to a graphon W and H =
(V (H), E(H)) is a fixed graph satisfying t(H,W ) > 0. Then, for 0 < p < r < 1,
lim
n→∞
1
|V (Gn)| log P(Tp(H,Gn) ≥ r
|V (H)|N(H,Gn)) = −ψ2(H,W, r, p), (1.14)
with
ψ2(H,W, r, p) := inf
h:[0,1] 7→[0,1]
{ˆ 1
0
Ip(h(x))dx : t(H,W,h) ≥ r|V (H)|t(H,W )
}
, (1.15)
where the infimum is taken over the set of all measurable functions h : [0, 1] 7→ [0, 1].
The proof of this result and various examples are given in Section 3. Note that the assumption
t(H,W ) > 0 implies that the limiting density of H in Gn is non-vanishing, and ensures, among
other things, that the mean-field assumptions are satisfied. This also gives the exact Bahadur slope
[3] of the unbiased estimate 1
p|V (H)|
Tp(H,Gn) (recall Remark 1.3) for the subgraph count N(H,Gn),
in the subgraph-sampling model (see Remark 3.1 for details).
2. Proof of Theorem 1.1
Proof of Replica-Symmetry : The proof for the replica symmetry case relies on the following
lemma.
Lemma 2.1. For any s-uniform d-regular hypergraph H = (V (H), E(H)), and x = (x1, x2,
. . . , x|V (H)|) ∈ [0, 1]|V (H)|, 1|E(H)| t(H,x) ≤ 1|V (H)|
∑|V (H)|
v=1 x
s
v, where t(H,x) is as in Definition 1.1.
Proof. Note that it suffices to show t(H,x) ≤ ds
∑|V (H)|
v=1 x
s
v, for x ∈ [0, 1]|V (H)|, since |E(H)| =
d
s |V (H)|. To this end, define the function,
η(x) =
d
s
|V (H)|∑
v=1
xsv − t(H,x),
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This is a smooth function on the compact set [0, 1]|V (H)|, and hence the minimum of η(·) is attained
at some point z ∈ [0, 1]|V (H)|. Therefore, to prove the lemma, it suffices to show that η(z) ≥ 0.
To show this, let S := {v ∈ V (H) : zv ∈ (0, 1)}. Then, ∂∂zv η(z) = 0, for all v ∈ S. This implies,
dzv
s−1 =
∑
e∈E(H):v∈e
∏
u∈e\{v}
zu, for all v ∈ S. (2.1)
Hence, using (2.1),
η(z) =
1
s
|V (H)|∑
v=1

dzvs − ∑
e∈E(H):v∈e
∏
u∈e
zu

 = 1
s
∑
v∈V (H)\S:zv=1

d− ∑
e∈E(H):v∈e
∏
u∈e
zu

 ≥ 0,
where the last step uses
∑
e∈E(H):v∈e
∏
u∈e zu ≤ |{e ∈ E(H) : v ∈ e}| = d , for all v ∈ V (H). 
To show replica symmetry, suppose (rs, Ip(r)) lies on the convex minorant the function Jp(x) :=
Ip(x
1
s ). Let Jˆp denote the convex minorant of the function Jp. Note that Jˆp is increasing on the
interval [ps, 1], and Jp ≥ Jˆp on [0, 1]. Hence, for x ∈ [0, 1]|V (H)| such that 1|E(H)| t(H,x) ≥ rs,
1
|V (H)|
|V (H)|∑
v=1
Ip(xv) =
1
|V (H)|
|V (H)|∑
v=1
Jp (x
s
v) ≥
1
|V (H)|
|V (H)|∑
v=1
Jˆp (x
s
v) (using Jp ≥ Jˆp)
≥ Jˆp

 1
|V (H)|
|V (H)|∑
v=1
xsv

 (Jensen’s inequality)
≥ Jˆp (rs) (using Lemma 2.1)
= Ip(r), (2.2)
The proof of replica symmetry now follows, since there is equality everywhere in (2.2), if xv = r,
for all v ∈ V (H).
Proof of Replica Symmetry Breaking : Here, suppose (rs, Ip(r)) does not lie on the convex
minorant of the function x → Ip(x 1s ). Then there exist 0 ≤ r1 < r < r2 ≤ 1 such that the point
(rs, Ip(r)) lies strictly above the line segment joining (r
s
1, Ip(r1)) and (r
s
2, Ip(r1)), that is, there exists
0 < λ < 1 such that
λrs1 + (1− λ)rs2 = rs and λIp(r1) + (1− λ)Ip(r2) < Ip(r).
By continuity, λ′Ip(r1)+(1−λ′)Ip(r2) < Ip(r) for all λ′ in a neighborhood of λ, which means, there
exists 0 < λ0 < 1 such that
λ0r
s
1 + (1− λ0)rs2 > rs and λ0Ip(r1) + (1− λ0)Ip(r2) < Ip(r).
Therefore, choose M large enough so that Mλ0 ≥ 1, and
λ0r
s
1 + (1− λ0)rs2 −
1
M
> rs and λ0Ip(r1) + (1− λ0)Ip(r2) + Cp
M
< Ip(r),
where Cp := log(1/p) + log(1/q) (with q := 1− p). (Note, this choice of M depends on p and r.)
Now, let Hn be the disjoint union of M complete s-uniform hypergraphs on ⌈ nM ⌉ vertices each.
This is a dense hypergraph, that is |E(Hn)| = Θ(ns), and, hence, satisfies assumptions (1.5), which
implies that {Hn}n≥1 is a sequence of mean-field, regular s-uniform hypergraphs. Assuming that
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the vertices of Hn are labelled {1, 2, . . . ,M⌈ nM ⌉}, define x = (x1, x2, . . . , x|V (Hn)|) ∈ [0, 1]|V (Hn)| as
xj =
{
r1 for j ∈ {1, 2, . . . ,K⌈ nM ⌉},
r2 for j ∈ {K⌈ nM ⌉+ 1,K⌈ nM ⌉+ 2, . . . ,M⌈ nM ⌉},
where K = ⌊Mλ0⌋. Then using λ0 − 1M ≤ KM ≤ λ0, r1 ≤ 1, and t(H,x) as in Definition 1.1,
t(Hn,x)
|E(Hn)| =
1
M
(⌈ n
M
⌉
s
) (K(⌈ nM ⌉
s
)
rs1 +
(⌈ nM ⌉
s
)
(M −K)rs2
)
≥ λ0rs1 + (1− λ0)rs2 −
rs1
M
> rs.
On the other hand, the entropy satisfies,
1
|V (Hn)|
|V (Hn)|∑
u=1
Ip(xu) =
1
M⌈ nM ⌉
{
K
⌈ n
M
⌉
Ip(r1) +
(
M
⌈ n
M
⌉
−K
⌈ n
M
⌉)
Ip(r2)
}
=
K
M
Ip(r1) +
(
1− K
M
)
Ip(r2)
≤ λ0Ip(r1) + (1− λ0)Ip(r2) + Ip(r2)
M
(using λ0 − 1M ≤ KM ≤ λ0)
≤ λ0Ip(r1) + (1− λ0)Ip(r2) + Cp
M
(recall Cp = log(1/p) + log(1/q))
< Ip(r),
which completes the proof of Theorem 1.1. ✷
Note that in the construction above the hypergraphs {Hn}n≥1 which break symmetry at (p, r),
depend on p and r. Whether it is possible to obtain a sequence of regular, mean-field s-uniform
hypergraphs not depending on p and r, which breaks symmetry whenever (rs, Ip(r)) does not lie on
the convex minorant of x→ Ip(x 1s ), remains open. In the example below, we construct a sequence
of regular, mean-field s-uniform hypergraphs (not depending on p and r) which breaks symmetry
whenever the point (rs, Ip(r)) lies on the concave part of x→ Ip(x 1s ).9
Example 1. Assume that the point (rs, Ip(r)) lies on the strictly concave part of the curve of
Jp(x) = Ip(x
1
s ). Hence, there exist two points a, b in a neighborhood of rs such that
a+ b
2
= rs and Jp(r
s) >
1
2
Jp(a) +
1
2
Jp(b). (2.3)
Let n = 2N be even, and letHn be the disjoint union of two complete s-uniform hypergraphs withN
vertices each, and vertices labelled labelled {1, 2, · · · , N} and {N +1, N +2, · · · , 2N}, respectively.
Define x = (x1, x2, . . . , xn) ∈ [0, 1]n as: x1 = · · · = xN := a 1s and xN+1 = · · · xn := b 1s . It
is easy to check that x := (x1, · · · , xn) belongs to the constraint space of (1.3), and by (2.3),
1
n
∑n
i=1 Ip(xi) =
1
2Jp(a) +
1
2Jp(b) < Ip(r), which shows replica-symmetry-breaking.
9If s ≥ 1, the function Jp(x) = Ip(x
1
s ) is convex if and only if p ≥ p0(s) :=
s−1
s−1+es/(s−1)
. On the other hand, if
0 < p < p0(s), then the function Jp(x) has exactly two inflection points (both to the right of x = p
s), with a region
of concavity in the middle (see [23, Lemma A.1] for details).
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3. Proof of Theorem 1.2
We begin with a few definitions from graph limit theory. The notion of graph convergence in
terms of subgraph densities in Definition 1.2 can be metrized using the cut-metric, which we recall
below:
Definition 3.1. [22] The cut-distance between 2 graphons W1,W2 ∈ W, is defined as
||W1 −W2|| := sup
f,g:[0,1]→[−1,1]
∣∣∣∣∣
ˆ
[0,1]2
(W1(x, y)−W2(x, y)) f(x)g(y)dxdy
∣∣∣∣∣ . (3.1)
The cut-metric between 2 graphons W1,W2 ∈ W, is defined as
δ(W1,W2) := inf
ψ
||Wψ1 −W2||,
with the infimum taken over all measure-preserving bijections ψ : [0, 1] → [0, 1], and Wψ1 (x, y) :=
W1(ψ(x), ψ(y)), for x, y ∈ [0, 1].
Hereafter, we assume that {Gn}n≥1 is a sequence of graphs converging to a graphon W , which
is equivalent to δ(WGn ,W ) → 0 [9, Theorem 3.8]. Now, for a fixed graph H, define the multi-
hypergraph MGn(H) with vertex set V (Gn) and a hyperedge for every copy of H in Gn. The
assumption t(H,W ) > 0 implies that |E(MGn(H))| = Θ(N(H,Gn)) = Θ(|V (Gn)||V (H)|), and
∆2(MGn(H)) = Θ
(
|V (Gn)||V (H)|−2
)
and ∆1(MGn(H)) = Θ
(
|V (Gn)||V (H)|−1
)
,
that is, the sequence {MGn(H)}n≥1 satisfies assumption (1.5). Therefore, {MGn(H)}n≥1 is mean-
field, and by Definition 1.1, for every 0 < p < r < 1:
lim
n→∞
1
|V (Gn)|
log P
(
Tp(H,Gn) ≥ r|V (H)|N(H,Gn)
)
−ψGn(r, p,H)
= 1.
where
ψGn(r, p,H) =
1
|V (Gn)| infx∈[0,1]|V (Gn)|


|V (Gn)|∑
v=1
Ip(xv) : N(H,Gn,x) ≥ r|V (H)|N(H,Gn)

 . (3.2)
with
– x = (x1, x2, . . . , x|V (Gn)|) ∈ [0, 1]|V (Gn)| and xu :=
∏|V (H)|
j=1 xuj , and
– N(H,Gn,x) =
1
|Aut(H)|
∑
u∈V (Gn)|V (H)|
xu
∏
(a,b)∈E(H) aua,ub(Gn).
The argument above shows that to prove Theorem 1.2, it suffices to prove that the limit of (3.2)
equals (1.15). To this end, suppose {Gn}n≥1 is a sequence of graphs such that limn→∞ δ(WGn ,W ) =
0. Then it follows from [9, Lemma 5.3] that there exists a permutation σ : [|V (Gn)|] → [|V (Gn)|]
such that ||WGσn − W || → 0, where Gσn is a graph obtained by relabelling the vertices of Gn
by σ. Moreover, the variational problem (3.2) is invariant under vertex permutations, that is,
ψGn(r, p,H) = ψGσn(r, p,H). This implies, to derive the limit of (3.2), we can, without loss of
generality, assume ||WGn −W || → 0.
We begin with the following lemma, which follows by a telescoping argument identical to the
proof of [9, Theorem 3.7]. We omit the details.
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Lemma 3.1. Let Gn be a sequence of graphs such that ||WGn −W || → 0. Then, for any fixed
graph H = (V (H), E(H)),
lim
n→∞
sup
f1,··· ,f|V (H)|
∣∣∣∣∣
ˆ
[0,1]|V (H)|

 ∏
(i,j)∈E(H)
WGn(xi, xj)−
∏
(i,j)∈E(H)
W (xi, xj)

 |V (H)|∏
i=1
fi(xi) dxi
∣∣∣∣∣ = 0,
where the supremum runs over all measurable functions f1, · · · , f|V (H)| : [0, 1] 7→ [0, 1].
Given a function h : [0, 1] 7→ [0, 1] and a graphon W ∈ W, recall the definition of t(H,W,h) from
(1.13). Also, denote by Tn the class of all functions h : [0, 1] 7→ [0, 1], which are constant on the
intervals
(
a−1
|V (Gn)|
, a|V (Gn)|
]
, for every 1 ≤ a ≤ |V (Gn)|. Then, recalling (3.2),
ψGn(H, r, p) =
inf
h∈Tn
{ˆ 1
0
Ip(h(x))dx : t(H,WGn , h) −R (H,Gn, h) ≥ r|V (H)| (t(H,WGn)−R (H,Gn))
}
, (3.3)
where
R (H,Gn, h) =
∑
u∈[|V (Gn)|]|V (H)|
∖
[|V (Gn)|]|V (H)|
∏
(a,b)∈E(H)
auaub(Gn)
|V (H)|∏
i=1
ˆ ui
|V (Gn)|
ui−1
|V (Gn)|
h(y)dy,
and R(H,Gn) = R(H,Gn, 1), which is R(H,Gn, h), when h is the constant function 1. The
adjustment by R(H,Gn, h) is required to move from the sum over all indices [|V (Gn)|]|V (H)| in
t(H,WGn , h) to the sum over distinct indices [|V (Gn)|]|V (H)| in N(H,Gn,x) (recall (3.2)). (Note
that R (H,Gn, h) = 0 if H is a clique.) However, the asymptotic contribution of this adjustment is
small:
sup
h:[0,1] 7→[0,1]
R(H,Gn, h) ≤ 1|V (Gn)||V (H)|
∣∣∣[V (Gn)]|V (H)|∖[V (Gn)]|V (H)|∣∣∣ ≤
(|V (H)|
2
)
|V (Gn)| . (3.4)
Lemma 3.2. If Gn is a sequence of graphs such that ||WGn −W || → 0, then for every fixed graph
H and 0 < p < r < 1,
lim
n→∞
{ψGn(H, r, p) −An(H, r, p)} = 0, (3.5)
where An(H, r, p) := infh∈Tn
{´ 1
0 Ip(h(x))dx : t(H,W,h) ≥ r|V (H)|t(H,W )
}
.
Proof. Fix r ∈ (p, 1). For each n ≥ 1, choose hn ∈ Tn such that
t(H,W,hn) ≥ r|V (H)|t(H,W ) and
ˆ 1
0
Ip(hn(x))dx < An(H, r, p) +
1
n
. (3.6)
By Lemma 3.1, t(H,WGn , hn) − t(H,W,hn) → 0 and t(H,WGn) → t(H,W ), as n → ∞. Then
there exists ε ∈ (0, r/p) such that, by (3.4),
t(H,WGn , hn)−R(H,Gn, hn) > t(H,W,hn)− ε and
t(H,W )
2
< t(H,WGn) <
r|V (H)|t(H,W )
(r − εp)|V (H)| ,
for all large n. Now, define ε′ := 2ε
p|V (H)|t(H,W )
. Then
t(H,WGn , hn)−R(H,Gn, hn) > r|V (H)|t(H,W )− ε (by (3.6))
> (r − εp)|V (H)|t(H,WGn)− ε
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> (r − εp)|V (H)|t(H,WGn)− ε′p|V (H)|t(H,WGn)
≥
(
(r/p− ε)|V (H)| − ε′
)
p|V (H)| (t(H,WGn)−R(H,Gn)) ,
by choosing ε small enough so that (r/p− ε)|V (H)| − ε′ > 0. This implies, recalling (3.3) and (3.6),
ψGn (H, rε, p) ≤
ˆ 1
0
Ip(hn(x))dx < An(H, r, p) +
1
n
. (3.7)
where rε =
(
(r/p− ε)|V (H)| − ε′
) 1
|V (H)|
p. Note that rε → r, as ε→ 0, and by arguments similar to
the proof of [12, Lemma 5.8], it follows that
ψGn (H, rε, p) ≥ ψGn(H, r, p) + o(1),
where the o(1)-term depends on p, r,H, and ε, but not on n, and goes to zero as ε→ 0. This implies
lim supn→∞ {ψGn(H, r, p) −An(H, r, p)} ≤ 0. The other direction can be proved similarly. 
Next, letQ denote the class of all measurable functions h : [0, 1] 7→ [0, 1], such that h is continuous
at every irrational point in [0, 1]. Then define
LW (H, r, p) := inf
h∈Q
{ˆ 1
0
Ip(h(x))dx : t(H,W,h) ≥ r|V (H)|t(H,W )
}
.
Note that Tn ⊂ Q, for each n ≥ 1, which gives lim infn→∞An(H, r, p) ≥ LW (H, r, p). Now, fixing
ε > 0, choose h ∈ Q such that
t(H,W,h) ≥ r|V (H)|t(H,W ) and
ˆ 1
0
Ip(h(x))dx < LW (H, r, p) + ε. (3.8)
For n ≥ 1, define
hn(x) =
|V (Gn)|∑
a=1
sup
y∈
(
a−1
|V (Gn)|
, a
|V (Gn)|
] h(y) 1
{
x ∈
(
a− 1
|V (Gn)| ,
a
|V (Gn)|
]}
.
Clearly, hn ≥ h, and hence, t(H,W,hn) ≥ r|V (H)|t(H,W ), for all n ≥ 1. Moreover, since hn ∈ Tn,
An(H, r, p) ≤
ˆ 1
0
Ip(hn(x))dx, for all n ≥ 1. (3.9)
Now, since hn(x)→ h(x) for every irrational x ∈ [0, 1], and Ip is a bounded, continuous function on
[0, 1], limn→∞
´ 1
0 Ip(hn(x))dx =
´ 1
0 Ip(h(x))dx, by the dominated convergence theorem. Hence, by
taking limits in (3.9) and using (3.8), we have lim supn→∞An(H, r, p) < LW (H, r, p) + ε. Finally,
since ε > 0 is arbitrary, by (3.5), we get
lim
n→∞
ψGn(H, r, p) = LW (H, r, p). (3.10)
Therefore, to complete the proof of Theorem 1.2, it suffices to show LW (H, r, p) = ψ2(H,W, r, p)
(recall (1.15)). Clearly, ψ2(H,W, r, p) ≤ LW (H, r, p). For the other direction, let ε ∈ (0, r/p) and
take a measurable function h : [0, 1] 7→ [0, 1] such that
t(H,W,h) ≥ r|V (H)|t(H,W ) and
ˆ 1
0
Ip(h(x))dx < ψ2(H,W, r, p) + ε (3.11)
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By standard measure theoretic arguments, there exists a continuous function g : [0, 1] 7→ [0, 1] such
that:
´ 1
0 Ip(g(x))dx <
´ 1
0 Ip(h(x))dx+ ε and
t(H,W, g) ≥ t(H,W,h) − ε|V (H)|p|V (H)|t(H,W ) ≥ (r|V (H)| − (εp)|V (H)|)t(H,W ),
where the last step uses (3.11). Hence, defining rε = (r
|V (H)| − (εp)|V (H)|) 1|V (H)| , gives
LW (H, rε, p) ≤
ˆ 1
0
Ip(g(x))dx <
ˆ 1
0
Ip(h(x))dx + ε < ψ2(H,W, r, p) + 2ε (3.12)
where the last step uses (3.11). Finally, since rε → r, as ε→ 0, by arguments similar to the proof
of [12, Lemma 5.8],
LW (H, rε, p) ≥ LW (H, r, p) + o(1),
where the o(1)-term goes to zero as ε → 0. This combined with (3.12) shows that LW (H, r, p) =
ψ2(H,W, r, p), which completes the proof of Theorem 1.2. ✷
Remark 3.1. By arguments similar to the proof of Theorem 1.2, an analogous variational problem
can be established for the two-sided tail probability. More precisely, if {Gn}n≥1 is a sequence of
graphs converging in cut-metric to a graphon W ∈ W, and H = (V (H), E(H)) is a fixed graph
satisfying t(H,W ) > 0, then for any fixed ε > 0, it follows that
lim
n→∞
1
|V (Gn)| logP
(∣∣∣∣ 1p|V (H)|Tp(H,Gn)−N(H,Gn)
∣∣∣∣ ≥ ε
)
= −γ2(H,W, ε, p),
where
γ2(H,W, ε, p) := inf
h:[0,1] 7→[0,1]
{ˆ 1
0
Ip(h(x))dx :
∣∣∣∣t(H,W,h)p|V (H)| − t(H,W )
∣∣∣∣ ≥ ε
}
,
is the exact Bahadur slope [3] of 1
p|V (H)|
Tp(H,Gn), the estimate of N(H,Gn) in the subgraph sam-
pling model described in Remark 1.3.
The variational problem in (1.15) reduces to a finite dimensional optimization problem, if the
limiting graphon W is a block function (constant on finitely many blocks). These functions are
dense in the space of graphons and arise naturally as limits of stochastic block models.
Remark 3.2. (Block Graphons) Suppose {Gn}n≥1 is a sequence of graphs converging in cut-metric
to the following K-block graphon:
W (x, y) :=
K∑
i=1
K∑
j=1
bij1{x ∈ Ai and y ∈ Aj},
where B := ((bij))1≤i,j≤K is a non-zero K × K symmetric matrix with entries in [0, 1], and
A1, A2, . . . , AK form a measurable partition of [0, 1], with λ(Ai) > 0, for all 1 ≤ i ≤ K (here
λ(·) denotes the Lebesgue measure on [0, 1]). Then, for any fixed graph H = (V (H), E(H)), the
homomorphism density
t(H,W ) =
∑
(u1,...,u|V (H)|)∈[K]
|V (H)|
∏
(a,b)∈E(H)
buaub
|V (H)|∏
i=1
λ(Aui).
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Further, for x = (x1, x2, . . . , xK) ∈ [0, 1]K , define
t(H,W,x) :=
∑
(u1,...,u|V (H)|)∈[K]
|V (H)|
∏
(a,b)∈E(H)
buaub
|V (H)|∏
i=1
λ(Aui)xui .
Then the RHS of (1.15) becomes,
inf
x=(x1,x2,...,xK)∈[0,1]K
{
K∑
i=1
λ(Ai)Ip(xi) : t(H,W,x) ≥ r|V (H)|t(H,W )
}
, (3.13)
which is a finite dimensional optimization problem with K variables. To see (3.13), note that for
any h : [0, 1]→ [0, 1] in the constraint space of (1.15), the vector x ∈ [0, 1]K defined by
xi :=
1
λ(Ai)
ˆ
Ai
h(z)dz, for 1 ≤ i ≤ K,
belongs to the constraint space of (3.13). Then by the convexity of Ip(·),
K∑
i=1
λ(Ai)Ip(xi) ≤
ˆ 1
0
Ip(h(z))dz,
which shows that (3.13) is at most the RHS of (1.15). Conversely, for some x in the constraint
space of (3.13), the function h(z) :=
∑K
i=1 xi1{z ∈ Ai} belongs to the constraint space of (1.15)
and
´ 1
0 Ip(h(z))dz =
∑K
i=1 λ(Ai)Ip(xi). Hence, the RHS of (1.15) is equal to (3.13).
We conclude with an example of a sequence of non-regular graphs which exhibits replica sym-
metry breaking, for all 0 < p < r < 1.
Example 2. (Bipartite Graphs) Consider the sequence of complete bipartite graphs Km,n, with
m/(m + n) → α ∈ (0, 1). In this case, the limiting graphon W is a two-block function with block
sizes α and (1 − α), with 0 on the diagonal blocks and 1 on the off-diagonal blocks. Then by
Theorem 1.2, for 0 < p < r < 1,
1
m+ n
log P(Tp(K2,Km,n) ≥ r2mn)→ −ψ2(K2,W, r, p).
In this case, W is 2-block, hence, by Remark 3.2,
ψ2(K2,W, r, p) = inf
(x,y)∈[0,1]2
{
αIp(x) + (1− α)Ip(y) : xy ≥ r2
}
. (3.14)
• α = 12 : Then any (x, y) in the constraint space of (3.14) satisfies x+y2 ≥
√
xy ≥ r, and by
the convexity of Ip and the fact that it is increasing on the interval (p, 1), it follows that
1
2Ip(x) +
1
2Ip(y) ≥ Ip (r), showing replica symmetry, for all values of 0 < p < r < 1.
• α 6= 12 : In this case, the graph sequence Km,n is irregular. Note that (3.14) equals the
minimum of the function:
g(x) := αIp(x) + (1− α)Ip
(
r2
x
)
, over x ∈ [r2, 1] .
Note that g is differentiable on
(
r2, 1
)
and g′ (r) 6= 0, showing replica-symmetry-breaking
for all values of 0 < p < r < 1.
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Appendix A. A Simple Mean-Field Condition
In this section we derive a simple sufficient condition for a sequence of s-uniform hypergraphs to
be mean-field for the upper tail problem (recall Definition 1.1), using the framework of non-linear
large deviations developed in [17]. To this end, we need a few definitions: The Lipschitz constant
of a function h : {0, 1}n 7→ R, is defined as:
Lip(h) = max
i∈[n],y∈{0,1}n
|∂ih(y)|,
where
∂ih(y) = h(y1, . . . , yi−1, 1, yi+1, . . . , yn)− h(y1, . . . , yi−1, 0, yi+1, . . . , yn),
denotes the discrete partial derivative of h(y) with respect to the i-th coordinate. The Gaussian-
width of a set A ⊆ Rn is defined as:
GW(A) = E
[
sup
a∈A
aTZ
]
,
whereZ follows the standard n−dimensional Gaussian distributionNn(0, In). Finally, the gradient-
complexity of h is defined as:
D(h) = GW ({∇h(y) : y ∈ {0, 1}n} ∪ {0}) ,
where ∇h(y) := (∂1h(y), · · · , ∂nh(y))⊤.
For x ∈ [0, 1], define the function:
fn(x) :=
|V (Hn)|
|E(Hn)| t(Hn,x), (A.1)
where t(Hn,x) is as in Definition 1.1. It follows from [17, Theorem 5] that a sequence of s-uniform
hypergraph {Hn}n≥1 is mean-field for the upper tail problem if
Lip(fn) = O(1) and D(fn) = o(|V (Hn)|). (A.2)
In [11, Corollary 6.1] it was proved that the above conditions are satisfied whenever (1.5) holds. The
first condition in (1.5) ensures D(fn) = o(|V (Hn)|), while the second condition implies Lip(fn) =
O(1). In the following proposition, we derive another easy sufficient condition for (A.2) to hold, in
terms of the number of hyperdges in Hn. As a special case, this recovers the mean-field condition
for graphs (1.6).
Proposition A.1. A sequence of s-uniform hypergraphs {Hn}n≥1 is mean-field for the upper tail
problem if
|E(Hn)| ≫ |V (Hn)|s−1 and ∆1(Hn) = O
( |E(Hn)|
|V (Hn)|
)
, (A.3)
where ∆1(Hn) denotes the maximum degree of the hypergraph Hn.
Proof. Recall the definition of fn(·) from (A.1). Note that,
Lip(fn) ≤ |V (Hn)||E(Hn)| maxv∈V (Hn)
∣∣{e ∈ E(Hn) : v ∈ e}∣∣ = |V (Hn)||E(Hn)|∆1(Hn).
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The second condition in (A.3) then implies that Lip(fn) = O(1).
Therefore, it suffices to show D(fn) = o(|V (Hn)|) (recall (A.2)). Note that for a standard
|V (Hn)|−dimensional Gaussian vector Z and y ∈ {0, 1}|V (Hn)|,
|∇fn(y)TZ| =
∣∣∣∣∣
∑
v∈V (Hn)
∂vfn(y)Zv
∣∣∣∣∣
=
|V (Hn)|
|E(Hn)|
∣∣∣∣∣
∑
v∈V (Hn)
Zv
∑
e∈E(Hn):v∈e
∏
u∈e\{v}
yu
∣∣∣∣∣
=
|V (Hn)|
|E(Hn)|
∣∣∣∣∣
∑
v∈V (Hn)
Zv
∑
A⊆V (Hn)\{v}
1
{
A
⋃
{v} ∈ E(Hn)
} ∏
u∈A
yu
∣∣∣∣∣
=
|V (Hn)|
|E(Hn)|
∣∣∣∣∣
∑
A⊆V (Hn):|A|=s−1
CA
∏
u∈A
yu
∣∣∣∣∣,
where CA :=
∑
v/∈A Zv · 1 (A
⋃{v} ∈ E(Hn)). By the Cauchy-Schwarz inequality,
|∇fn(y)TZ| ≤ |V (Hn)|
s+1
2
|E(Hn)|
√ ∑
A⊆V (Hn):|A|=s−1
C2A =
|V (Hn)|
s+1
2
|E(Hn)|
√
C⊤C,
where C is the column vector of length
(
|V (Hn)|
s−1
)
, having entries CA indexed by subsets A of V (Hn)
having size s−1. Note that C =MZ, whereM = ((MA,v)) is the
(|V (Hn)|
s−1
)×n matrix with entries
MA,v := 1 {v /∈ A,A
⋃{v} ∈ E(Hn)}, where A varies over the set of all subsets of V (Hn) having
size s− 1, and v ∈ V (Hn). Hence,
D(fn) ≤ |V (Hn)|
s+1
2
|E(Hn)| E
(√
Z⊤M⊤MZ
)
≤ |V (Hn)|
s+1
2
|E(Hn)|
√
E (Z⊤M⊤MZ)
=
|V (Hn)|
s+1
2
|E(Hn)|
√
trace [M⊤M]
=
|V (Hn)|
s+1
2
|E(Hn)|
√ ∑
v∈V (Hn)
∑
A⊆V (Hn):|A|=s−1
1
{
v /∈ A,A
⋃
{v} ∈ E(Hn)
}
=
|V (Hn)| s+12
|E(Hn)|
√ ∑
v∈V (Hn)
dHn(v) =
√
s|V (Hn)| s+12√
|E(Hn)|
= o(|V (Hn)|),
by the first condition in (A.3). 
In general, the conditions in Proposition A.1 and those in (1.5) are incomparable. The maxi-
mum co-degree condition in (1.5) holds for many sparse hypergraphs, such as the r-AP counting
hypergraph. On the other hand, Proposition A.1 requires very high edge-density, but allows for
larger co-degrees, as illustrated in the example below. To this end, for a finite set T and a positive
integer s ≥ 1, denote by (Ts) the set of all subsets of T with cardinality s.
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Example 3. Fix s ≥ 3, and take (s− 1)−2 < a < (s− 1)−1. For j ∈ {1, 2, . . . , ⌈na⌉}, suppose
Tj := {(j − 1)⌈n1−a⌉+ 1, (j − 1)⌈n1−a⌉+ 2, . . . , j⌈n1−a⌉},
and let F
(j)
n be the hypergraph with vertex set Tj and hyperedge set
(
Tj
s
)
. Note that
F (1)n , F
(2)
n , . . . , F
(⌈na⌉)
n ,
is a collection of ⌈na⌉ disjoint copies of the complete s-uniform hypergraph on ⌈n1−a⌉ vertices.
Next, define the hypergraph Dn = (V (Dn), E(Dn)) with vertex set V (Dn) := {1′, 2′, . . . , n′} and
hyperedge set
E(Dn) :=
{
B
⋃
{1′, 2′} : B ∈
(
V (Dn)\{1′, 2′}
s− 2
)}
,
the collection of all s-element subsets of V (Dn) containing 1′ and 2′. Finally, let Hn be the sequence
of hypergraphs obtained by taking the disjoint union of
F (1)n , F
(2)
n , . . . , F
(⌈na⌉)
n and Dn.
Note that |E(Hn)| = ⌈na⌉|E(F (1)n )|+
(n−2
s−2
)
= Θ(ns−a(s−1)). Moreover,
∆1(Hn) ≤ max{n(1−a)(s−1), ns−2} = O(n(1−a)(s−1)),
and ∆2(Hn) & n
s−2. Now, it is easy to check that condition (A.3) is satisfied. On the other hand,
using a > (s− 1)−2,
|E(Hn)|
|V (Hn)|
2− 1
2⌈ s−12 ⌉
. n
s−2−a(s−1)+ 1
2⌈ s−12 ⌉ ≪ ns−2,
showing that the first condition in (1.5) is not satisfied.
For the case s = 2 (which corresponds to graphs), (1.5) always implies (A.3). To see this note
that for any sequence of non-empty graphs {Gn}n≥1, ∆2(Gn) = 1. Therefore, the first condition
in (1.5) is equivalent to |E(Gn)| ≫ |V (Gn)| 32
√
log |V (Gn)|, which implies |E(Gn)| ≫ |V (Gn)|, the
first condition in (A.3). For an example where (A.3) holds, but (1.5) does not, consider a sequence
{Gn}n≥1 of d-regular graphs on n vertices, with 1 ≪ d = O(
√
n). In this case, condition (A.3) is
trivially satisfied (note that |E(Gn)| = nd2 ≫ n), but the first condition in (1.5) does not hold, since
|E(Gn)| = nd
2
≪ n 32
√
log n.
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