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INTRODUCTION 
Let U c R” denote a neighborhood of the origin, and consider the 
ordinary differential equation (ODE) 
(1) 
wherefEC([O, 00)x U, R”). 
In Liapunov’s second method for the stability theory, the stability of a 
solution of Eq. (1) is investigated by a scalar function V(t, x): [O, co) x 
U -+ R and its derivative along a solution of (1) 
ci,,,(t,x):=sup lim ~~v(t+h,y(r+h))-V(r,x)J, 
y(.) /I-o+ 
where the supremum ranges the set of solutions v( .) of Eq. (1) through x 
at t. 
It is well known that when V’(t, x) E C’ we have 
(2) 
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where (., .) denotes the inner product in R”. When V(t, X) E Co (i.e., V 
satisfies a local Lipschitz condition in x), Yoshizawa [lo] has shown that 
Clearly, for a solution x( . ) of Eq. (1) we have 
~i(,)(l, x(r)) aD+ vt, x(t)) 
and the equality holds if x(t) is a unique solution of the initial value 
problem or if VE Co, where D+ denotes the Dini upper derivative, and 
hence V(t, x(t)) is non-increasing if tiicl ,(t, x(t)) < 0 for all t. These 
relations (2) and (3) show that tic,, (1, x) can be calculated directly from 
V( t, x) and f( t, x) under some conditions. 
It is also known that in order to see the non-increasing property of 
V(t, x(t)) the relation D+ V(t, x(t)) < 0 need not hold for all t and may fail 
to hold on a set of measure zero when V(t, x(t)) is absolutely continuous 
or on a countable set even when V(t, x(t)) is merely continuous. Therefore 
there arises a natural question: Is V(t, x(t)) non-increasing or not if 
grad, V(r, x) is continuous except for an exceptional set of measure zero 
and 
i V(t, x) + (grad, Vt, x), At, xl> < 0 (4) 
holds only when grad, V(t, x) is continuous? 
Stalford [S] has actually shown that if the domain c R” is decomposed 
in denumerable sets U,X, and if the restriction V,(x) of the function V(x) 
to the set Xi has an extension which is locally Lipschitzian and differen- 
tiable over an open neighborhood of Xi for every i, then 
D+ Vx(t)) d sup(grad VAX(Z)), f(t, x(t))> a.e. 
along the solution x(t), where the supremum ranges over i such that 
x(t)~y~. Our question is: What happens when the restriction V, may not 
have such an extension to any open neighborhood of Zi? 
Even for the non-Lipschitz case Yorke [9] has proved that 
f’(t, x(t)) - Vto, x(b)) < j-’ W(s, x(s)) ds (2 2 to) 
10 
along a solution x( . ) of ( 1) if t,, ) (t, x) i W( t, x), where 
c-&x):= lim ~{~(t+h,x+hf(t,x)+hy)-V(r,x)). 
h-O+ 
y-0 
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However, it is not clear that ecl,(t, x) < 0 is certified if (4) holds except for 
an exceptional set of, measure zero, since the quantity under the limit sign 
in the definition of V(i) (t, x) may not be upper semicontinuous. 
The situation is more complicated and we need a special consideration 
if the equation involves delays. In this article we state the result for a delay- 
differential equation under a very special but possible situation to present 
a core of the idea though we hope to generalize the result to a more general 
case. 
Consider the difference differential equation (DDE) 
$t) =f(h 4th x(f- r)) (El 
for an r > 0, and let V(x) be a Liapunov function with separating variables 
(refer to [7]); that is, 
V(x)= i V3(xS), (5) 
where xS is the s-component of x and V,(u) is a continuous scalar function 
on US for a neighborhood US c R of the origin and for all s = 1,2, . . . . n. We 
make the following assumptions on V(x): 
(Vl ) V,(u) satisfies a locally Lipschitz condition for all S; 
(V2) V,(u) is continuously differentiable on U,\D, for a closed 
countable set D, c U, for all s; 
(V3) pS(u)u>O for all u#D,u (0) and all S; 
(V4) V,(O)=0 for all s. 
Our aim in this paper is to show the uniform stability of the zero solution 
of (E) under the condition 
<grad Ux), f(~ x, Y) > d 0 
if xS 4: D, for all s = 1, 2, . . . . n and if F’(y) < V(x) when f(t, x, v) is analytic 
on [G, co) x U x U, where V(x) is a Liapunov function with separating 
variables satisfying conditions (Vl) through (V4). Note that if D, = @ for 
all- s, that is, if V(x) E C’, then this is a special case of the well-known 
Liapunov-Razumikhin type theorem (refer to [a]). 
A similar problem has been discussed by Chen [ 1 ] for a general delay 
differential equation 
1 =f(t, x,). (6) 
His proof is based on the fact that p(x(t)) has at most a finite number of 
discontinuous points in any finite interval if V(U) is piecewise continuous 
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and if x(t) is continuous (or continuously differentiable when x(t) is a 
solution). However, this fact does not hold in general. Note the example at 
the end of Remark 1 below. 
Our motivation is to give a correct proof of the theorem in Cl] along the 
same lines, although we only partly succeed. 
1. BASIC EQUALITY 
First of all we give the following definition. 
DEFINITION. A continuous function x(t) is said to be piecewise analytic 
(p.a.) on Zc R, if x(t) is analytic at every point of Z except for countable 
points. 
In this section, let V(x) be the Liapunov function with separating 
variables given by (5) and satisfying (V2), and put 
C(x) = ( t, (xl), ?* (x2), *.., fin (x”)), 
where 
JQU) := K’,(u) if u$Ds, o 
if UED,, 
s = 1, 2, . ..) n. 
Clearly, t(x) = grad V(X) when xS 4 D, for all s. The following theorem 
gives our basic equality. 
THEOREM 1.1. Zfx(t)~ C([t,, co), R”) isp.a. on [to, co), toaO, then the 
equality 
D+ Wf)) = < kW, -I;(t)> (7) 
holds for all t E [to, co) except at most countable points. 
In order to prove this theorem we state the following lemma. 
LEMMA 1.1. Suppose x(t) E C(Z, R) for an interval Zc R, and let E(a) := 
{tEZ:x(t)=a} for a given constant a. 
Zf x(t) is p.a. on Z, then aE(a) is at most a countable set, where aE is the 
boundary of the set E. 
Proof: From the definition of p.a. there is a countable set N c Z such 
that x(t) is analytic at every t E Z\N. Therefore, we only need to prove that 
aE(a)\N is a countable set. 
Since x(t) is analytic at t E E(a)\N, the connected component of E(a)\N 
STABILITY VIA THE LIAPUNOV FUNCTION 233 
containing t is either an isolated point {t} or a closed interval by the 
theorem of coincident. Therefore, E(a) is a union of non-overlapping closed 
intervals and isolated points, and hence aE(a)\N is a countable set. 
Remark 1. If x(t) : I + R is merely continuous or even if x(t) E C”, then 
x(t) does not necessarily have the property of Lemma 1.1, or dE(a) may 
have a positive Lebesgue measure. The following is a counterexample 
suggested by M. Okada. 
Let K := [0, l]\Up=, Zk be a Cantor-like set (refer to [3]) defined in 
the following way: Zk is the union of 2k-1 non-overlapping open intervals 
of the equal length &. Each component of Zk is the central portion of a 
certain component of [0, l]\Ur:i Zj, which has exactly 2k-1 components 
of the equal length. For example, I, = ($, i), I, = (A, A) u (g, $$). 
1, = & $j, u (%, f&j, u G&T $3, u (% %I. 
Therefore, K is a closed set without interior points, the Lebesgue 
measure of K is $, and [0, l] = Ku (UF= I Zk) is a disjoint union. Let fk(t) 
be a continuous function defined on [0, l] such that fk( t) = a for a given 
a if and only if te [0, l]\lJ;=r Zj and that fk+l(t)=fk(t) on U,“=, I,. 
Defining appropriately fi (t), f2 (t), f3 (t), . . . . we can construct a Cauchy 
sequence {fk(t)) in C( [0, 11, R), where henceforth C(Z, R”) is endowed 
with the topology of uniform convergence. .Therefore, there is an 
x(t)eC([O, 11, R) to which {fk(t)} converges uniformly on [0, 11, and 
x(t) = a for tEK, 
x(t) #a for tc [0, l]\K. 
Thus, E(a) = {t E [0, l] : x(t) = a} = K = aE(a). Clearly it is also possible to 
choose fk(t) so that the limiting function x(t) is in C”. This fact shows 
that F(x(t)) is discontinuous at every point of K even if x = a is the only 
discontinuous point of a given F(x). 
Proof of Theorem 1.1. Let E,(a) := (tE [to, w):x’(t)=a} for an 
UED,, and put 
E:= rj u &F,(a)uN, 
s=l aeD, 
where N is the set of points such that x(t) is analytic at t E [to, a)\N. 
Since x(t) is p.a. on [to, co), from Lemma 1.1 the set A??,(a) (s= 1, 2, . . . . n) 
is at most countable for a ED,, and hence E is a countable set. Therefore, 
it is sufficient to show that the relation (7) holds for t E [to, a)\E. 
Let TG [to, CO)\E. Then, there is a decomposition { 1, . . . . n} =Z(i)u.l(i) 
(one of them may be empty) such that xS( i) $ D, for s E Z(t) and x”(t) E D, 
for s E J(t). Therefore, clearly vS(u) is continuous at u = xS( i) for s E Z(T), 
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and xS(f) is constant near 2 since in E,(x”(i))\~E,(x”(i)) for s E J(i). Thus, 
we have 
i { V(x(i+ h)) - V(x(i))} 
=i3g, { v,(x”(i+h))- wc(i))j 
+ k 1 { V,(x”(i+ h)) - V,(x”(i))} 
stl(l) 
=O+i 1 {V,(xs(i+h))- v,(Y(i))} 
SCI(i) 
+ 0 ..t(i) + C F’,(x”(t)) Y(i) 
SE I(i) 
= ($x(i)), a(i)) (ash+O+), 
where we note that x(t) is continuously differentiable at i since i+! N. That 
is, the equality (7) holds for all 1~ [to, co) except for a countable set. 
2. STABILITY IN THE DDE 
In this section we consider DDE 
r > 0, (El 
where f E C( [0, co ) x U x U, R”), U c R” is an open set, and f(t, 0,O) = 0. 
We give a sufficient condition for the uniform stability of the zero solution 
of (E) by using a Liapunov function with separating variables. 
For the constant r > 0 put C= C( [ -r, 01, R”), and set 11411 = 
sup-,,,,,[4(8)/ for ~EC. If tO~[O,a), A20, and xEC([&-r, 
t, + A), R”), then x, E C is defined by x, (f?) = x(t + 0), -r < 13 < 0, for any 
tE [to, t,+A). 
The stability is defined in the standard manner. For example: 
DEFINITION. The solution x(t) 3 0 of Eq. (E) is said to be uniformly 
stable if for E > 0 there is a 6 = 8(e) > 0 such that 11411 < 6 (4 E C) implies 
1x( I, t,, 4)I < E for any t, E [O, co) and all f 2 r,, where henceforth 
x( t, I,, 4) denotes a solution of (E) satisfying x,, = 4. 
Now we state our main results. 
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THEOREM 2.1. Suppose that there is a Liapunov function with separating 
variables given by (5) and satisfying (Vl) through (V4). 
Then, if 
(i) f( t, x, y) is analytic in [0, co ) X U X U, 
(ii) (grad V(x), f(t, x, y)) ~0 if V(y) Q V(x) and ifx’$ D,for all s, 
then the solution x(t) = 0 of Eq. (E) is uniformly stable. 
THEOREM 2.2. In the conditions of Theorem 2.1, let (ii) be replaced by 
(ii*) (grad V(x),f(t,x, y)>< -c(V(x)) if V(y)dP(V(x)) and if 
xs $ D, for all s. 
Then, the zero solution of Eq. (E) is uniformly asymptotically stable, where 
c(u) and P(u) are continuous functions such that c(u)>0 and P(u)> u for 
u > 0. 
In this case the hypothesis (V3) also can be replaced by 
(V3*) V(x)>0 for x#O. 
Clearly we assume that c(u) and P(u)/u are non-increasing in the proof 
since u can be restricted to be small. 
First we prepare a few lemmas. 
LEMMA 2.1. For an open set 52 c R x R”, if f  (t, x) is analytic in (t, x) E Q 
and zf the solution x(t) of i=f(t,x) satisfies (t,x(t))EQ for all tEJ, an 
interval, then it is analytic on J. 
For a proof see [S; p. 443 
LEMMA 2.2. Suppose that f(t, x, y) is analytic on [0, 00) x CT x U and 
that 4 E C is analytic on (-r, 0). 
If the solution x(t, t,, 4) of Eq. (E) existson (to,A)for t,,<A<co, then 
it is p.a. there. 
Proof Since f  (t, x, y) is analytic in (t, x, y), f(t, x, y) satisfies a local 
Lipschitz condition in x, y, and hence the solution x(t, t,, 4) of Eq. (E) is 
unique for the given initial condition (to, 4). 
Consider ODE: 
i=f(t,x,d(t-t,-r)) for to d t d t, + r, 
x(t,) = 40). 
(8) 
Clearly the solution x(t, t,, 4) of (E) is a unique solution of (8) on 
[to, t, + r] if it exists, while the unique solution of (8) is analytic on 
(to, to+ r) as long as it exists by Lemma 2.1. 
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Thus, step by step we can prove that for any integer n the solution 
x(t, t,, 4) is analytic on (to + (n - l)r, t, f nr) if it exists, and hence if 
x(t, t,, 4) exists on [t,, A) then it is p.a. there. This proves Lemma 2.2. 
LEMMA 2.3. Let v(t) be defined and continuous on an interval I. Zf 
D+v(t) 6 0 for all points t in Z except for a countable set, then u(t) is a 
monotonously non-increasing function on I. 
For the proof see [6; p. 2001. 
Proof of Theorem 2.2. First we show that if the solution x(t) of (E) is 
p.a. on [to, co), we have 
D+ V(x(t)) d -c(V(x(t))) (9) 
for all t E [to, co)\E when V(x(t - r)) < Q( V(x(t))), where Q(U) := 
(P(u) + u)/2 and E is the closed countable subset of [to, co) mentioned in 
the proof of Theorem 1.1, that is, 
D'Vx(t))= (fib(t)), a(t)> = <k4t)),f(t, 4th dt-r))) 
for all t E [to, CXI)\E and for p(x) given in Theorem 1.1. 
Take a i$ E. Then, as given in the proof of Theorem 1.1, there exists a 
decomposition of indices { 1, . . . . n} 
(1, ..., n}=Z(t)u.Z(i) 
such that x”(i) $ D,s and x-‘(t) is analytic at i for all s E Z(i) and x”(t) ED, 
and iE E,7(x”(t))\aE, (x’(i)) for all s E .Z( i). Hence, x’(t) is constant near t 
especially, 
i”(i) =f”(i, x(t), x(t- r)) = 0 (10) 
for s E J(i), and PA (u) is continuous at u = x”(i) for s E Z( 2). Suppose that 
V(x(i- r)) < Q( V(x(i))). Then, since P( V(x(t))) > Q( V(x(i))) and since D, 
has no interior points, there is a sequence { xk} such that xk -+ x(t) as 
k + co, xi $ D, for all-k and all s, and 
P( Uxkc)) Z Q(VxV))) 2 W- r)) for all k. (11) 
Therefore, by the condition (ii*) of Theorem 2.2 we have 
c ri,(x;;.u-T, t xk, x(i-r))+ 1 p’,(x;)f”(i, xk, x(7-r)) 
rsf(i) s E J(i) 
= <grad v(-xk),f(f, -yk, x(i-r)))d -c(V(xk)). 
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From the condition (Vl) on V,(U) there is an M > 0 such that 
I vS(xS,)l 6 M for all s and all k, and hence by (10) 
v.s(X”,)fS(~,XkrX(i-r))+O as k+cc 
for all s E J(t). On the other hand, the continuity yields 
I&) fyi, Xk, x(i- Y)) --t V’,(x”(i))J‘“(t; x(i), x(T-r)) 
as k + 00 for all s E I(t). Thus, we have 
D+ V(x(i))= (+(x(i)), i(T)) = (?(x(i)),f(i, x(i), x(i-r))) 
= )imx <grad Vxk), ./If, xk, d- y))> 
d -him= c( v(xk)) = -c( v(x(i))). 
Second, we claim that under the condition of Theorem 2.2, for any E > 0 
there is a 6 = 8(s) > 0 such that if 11$11 < 6 and q5 is analytic on ( -r, 0), then 
we have Ix(t, t,, d)I <E for all (to, 4) E [0, 00) x C and all t 2 t,. 
Put x(t) = x(t, t,, 4) for a fixed (to, 4) E [0, co) x C, 4 analytic, and 
define 
V(;cO) := sup v(q5(6)) eea(v(4(e))), 
-dOGO 
where CL(U) := (l/r) log[u/Q-l(u)] and Q-‘(U) is the inverse function of 
Q(U). Then, as shown in [4] we have 
D + B(x,) 6 - c*( &x,)), 
where c*(u) := min{c(u), W(U)}, for all t > to except for a countable set by 
(9) since x(t) is p.a. on [to, cc) by Lemma 2.2. 
In addition, from conditions (V3*) and (V4) for V(x) there are positive 
definite, non-decreasing, continuous functions a(u) and b(u) such that a( (xl ) 
< Ux)<Nlxl). Since V~)<SUP-,,~,, ~(~(~))~~up~,,~,~~(l~(~)l)= . . . . 
H II611 and P(4) 2 4 bW)l), we have 
By Lemma 2.3 we can see that P(x,(t,, 4)) is non-increasing in t, and 
hence Ix(t, to, d)I <E for t >, to if 11q511 <6(s) when 4 is analytic. Here, 6 can 
be any number satisfying b(6) < U(E). It is also verified that for a given E > 0 
we have that t >, to + T(E) implies Ix(t, t,, q5)] <E if q5 is analytic and 
l\q5]1 <6,, where So>0 is so small that 141 <d6, implies Ix(t, to, d)I <u. for 
a fixed u,>O for all t >, to if 4 is analytic, T(F) := b(6,)/v](~) and V(E) := 
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min{c*(u); &S(E)) d u $ b(u,)}. In fact, apply Lemma 2.3 for v(t) = 
P(x,) + ~(E)(I - to), and we have ~(cx,) < b(B(.s)) for a r E [to, t, + T(E)]. 
Therefore, (x(t, t,, b)I <E for t z r since i;‘(x,) is non-increasing as above. 
Next we show that the zero solution of Eq. (E) is uniformly stable or 
more precisely that for any E > 0, ll+l/ < 6, (E) implies Ix(t, t,, b)I <E for any 
(to, 4) E [0, co) x C and all t 3 to, where 6, (E) := &c/2). 
Let 4 E C be given, and assume that 11411 < 6, (E) for a given E >O. From 
the Weierstrass approximation theorem there is a polynomial sequence 
(#k} which converges to 4 uniformly on C-r, 01. Therefore, bk is analytic 
on ( -r, 0), and lldkll < 6, (E) for sufficiently large k, and hence we 
haveJx(t, to, $k)l <s/2 for a large k and any t> t,. 
On the other hand, since the solution x(t, to, d) is unique and dk 
converges to 4 uniformly on C-r, 01, for any t E [to, co) we can choose k 
so that 
and therefore 
Idt, to, 411 d 146 to, dk)l + b(t, to, 4) - 46 to, f&J <; + f = E. 
Thus, the uniform stability is verified, and we can prove in the same way 
that the zero slution of (E) is uniformly asymptotically stable. 
Proof of Theorem 2.1. Essentially the proof of Theorem 2.1 is involved 
in the proof of Theorem 2.2 if we can choose a sequence (xk} mentioned 
there so as to satisfy the relation (11) with P(u) = Q(U) = U. This follows 
immediately from the fact that V,(U) has no maximal points under condi- 
tion (V3). 
Remark 2. As is clear from the first part of the proof, we can omit the 
condition (Vl) for the Liapunov function if the condition (ii*) in 
Theorem 2.2 is replaced by 
&x),f(t, x, Y)> G -c(Vx)) if V(y)<P(Ux)), 
where p(x) is the vector defined in Section 1. 
Conjecture. The analyticity of f(t, X, y) can be deleted in Theorems 2.1 
and 2.2. Moreover, Theorems 2.1 and 2.2 can be generalized to Eq. (6). 
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