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Abstract
We present an algorithm for synthesizing program loops satisfying a given polynomial loop invariant.
The class of loops we consider can be modeled by a system of algebraic recurrence equations with
constant coefficients. We turn the task of loop synthesis into a polynomial constraint problem by
precisely characterizing the set of all loops satisfying the given invariant. We prove soundness of our
approach, as well as its completeness with respect to an a priori fixed upper bound on the number of
program variables. Our work has applications towards program verification, as well as generating
number sequences from algebraic relations. We implemented our work in the tool Absynth and
report on our initial experiments with loop synthesis.
2012 ACM Subject Classification Theory of computation → Program analysis; Theory of compu-
tation → Invariants; Computing methodologies → Symbolic and algebraic manipulation
Keywords and phrases loop synthesis, invariants, recurrence equations, non-linear arithmetic
1 Introduction
The classical setting of program synthesis has been to synthesize programs from proofs of
logical specifications that relate the inputs and the outputs of the program [19]. This tradi-
tional view of program synthesis has been refined to the setting of syntax-guided synthesis
(SyGuS) [2]. In addition to logical specifications, SyGuS approaches consider further con-
straints on the program template to be synthesized, thus limiting the search space of possible
solutions [10, 13, 8, 20].
One of the main challenges in synthesis remains however to reason about program loops
– for example by answering the question whether there exists a loop satisfying a given loop
invariant and synthesizing a loop with respect to a given invariant. We refer to this task of
synthesis as loop synthesis, which can be considered as the reverse problem of loop invariant
generation: rather than generating invariants summarizing a given loop as in [22, 12, 16],
we synthesize loops whose functional behavior is captured by a given invariant.
Motivating Example. We motivate the use of loop synthesis by considering the program
snippet of Figure 1a. The loop in Figure 1a is a variant of one of the examples from
the online tutorial1 of the Dafny verification framework [18]: the given program is not
partially correct with respect to the pre-condition N ≥ 0 and post-condition c = N3 and
the task is to revise/repair Figure 1a into a partially correct program using the invariant
n ≤ N ∧ c = n3 ∧ k = 3n2 + 3n+ 1 ∧m = 6n+ 6.
Our work introduces an algorithmic approach to loop synthesis by relying on algebraic
recurrence equations and constraint solving over polynomials. In particular, using our ap-
proach we automatically synthesize Figures 1b and 1c by using the given non-linear poly-
1 https://rise4fun.com/Dafny/
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(c, k, m, n)← (0, 0, 0, 0)
while n < N do
c← c + k
k← k + m
m← m + 9
n← n + 1
end
(a) Faulty loop
(c, k, m, n)← (0, 1 , 6 , 0)
while . . . do
c← c + k
k← k + m
m← m + 6
n← n + 1
end
(b) Synthesized loop
(c, k, m, n)← (0, 1 , 6 , 0)
while . . . do
c← c + k
k← k + 6n + 6
m← m + 6
n← n + 1
end
(c) Synthesized loop
Figure 1 Program repair via loop synthesis. Figures 1b and 1c are revised versions of Figure 1a
such that c = n3 ∧ k = 3n2 + 3n + 1 ∧m = 6n + 6 is an invariant of Figures 1b-1c.
nomial equalities c = n3 ∧ k = 3n2 + 3n + 1 ∧m = 6n + 6 as input invariant to our loop
synthesis task. While we do not synthesize loop guards, we note that we synthesize loops
such that the given invariant holds for an arbitrary (and thus unbounded) number of loop
iterations. Both synthesized programs, with the loop guard n < N as in Figure 1a, revise
Figure 1a into a partially correct program with respect to the given requirements.
Algebra-based Loop Synthesis. Following the SyGuS setting, we consider additional re-
quirements on the loop to be synthesized: we impose syntactic requirements on the form
of loop expressions and guards. The imposed requirements allow us to reduce the synthesis
task to the problem of generating linear recurrences with constant coefficients, called C-finite
recurrences [15]. As such, we define our loop synthesis task as follows:
◮ Problem (Loop Synthesis). Given a polynomial p(x) over a set x of variables, generate
a loop L with program variables x such that
(i) p(x) = 0 is an invariant of L, and
(ii) each program variable in L induces a C-finite number sequence.
Our approach to synthesis is conceptually different than other SyGuS-based methods,
such as [10, 8, 20]: rather than iteratively refining both the input and the solution space
of synthesized programs, we take polynomial relations describing a potentially infinite set
of input values and precisely capture not just one loop, but the set of all loops (i) whose
invariant is given by our input polynomial and (ii) whose variables induce C-finite number
sequences. That is, any instance of this set yields a loop that is partially correct by con-
struction. Figures 1b and 1c depict two solutions of our loop synthesis task for the invariant
c = n3 ∧ k = 3n2 + 3n+ 1 ∧m = 6n+ 6.
The main steps of our approach are as follows. (i) Let p(x) be a polynomial over variables
x and let s ≥ 0 be an upper bound on the number of program variables occurring in the loop.
If not specified, s is considered to be the number of variables from x. (ii) We use syntactic
constraints over the loop body to be synthesized and define a loop template, as given by our
programming model (7). Our programming model imposes that the functional behavior of
the synthesized loops can be modeled by a system of C-finite recurrences (Section 3). (iii) By
using the invariant property of p(x) = 0 for the loops to the synthesized, we construct a
polynomial constraint problem (PCP) characterizing the set of all loops satisfying (7) for
which p(x) = 0 is a loop invariant (Section 4). Our approach combines symbolic computation
techniques over algebraic recurrence equations with polynomial constraint solving. We prove
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that our approach to loop synthesis is both sound and complete. By completeness we mean,
that if there is a loop L with at most s variables satisfying the invariant p(x) = 0 such
that the loop body meets our C-finite syntactic requirements, then L is synthesized by our
method (Theorem 15). Moving beyond this a priori fixed bound s, that is, deriving an
upper bound on the number of program variables from the invariant, is an interesting but
hard mathematical challenge, with connections to the inverse problem of difference Galois
theory [25].
We finally note that our work is not restricted to specifications given by a single polyno-
mial equality invariant. Rather, the invariant given as input to our synthesis approach can
be conjunctions of polynomial equalities – as also shown in Figure 1.
Beyond Loop Synthesis. Our work has potential applications beyond loop synthesis – such
as in generating number sequences from algebraic relations and program optimizations.
Generating number sequences. Our approach provides a partial solution to an open
mathematical problem: given a polynomial relation among number sequences, e.g.
f(n)4 + 2f(n)3f(n+ 1)− f(n)2f(n+ 1)2 − 2f(n)f(n+ 1)3 + f(n+ 1)4 = 1, (1)
synthesize algebraic recurrences defining these sequences. There exists no complete
method for solving this challenge, but we give a complete approach in the C-finite setting
parameterized by an a priori bound s on the order of the recurrences. For the above
given relation among f(n) and f(n+ 1), our approach generates the C-finite recurrence
equation f(n+ 2) = f(n+ 1) + f(n) which induces the Fibonacci sequence.
Program optimizations. Given a polynomial invariant, our approach generates a PCP
such that any solution to this PCP yields a loop satisfying the given invariant. By us-
ing additional constraints encoding a cost function on the loops to be synthesized, our
method can be extended to synthesize loops that are optimal with respect to the con-
sidered costs, for example synthesizing loops that use only addition in variable updates.
Consider for example Figures 1b-1c: the loop body of Figure 1b uses only addition,
whereas Figure 1c implements also multiplications by constants.
Contributions. In summary, this paper makes the following contributions.
We propose an automated procedure for synthesizing loops that are partially correct with
respect to a given polynomial loop invariant (Section 4). By exploiting properties of
C-finite sequences, we construct a PCP which precisely captures all solutions of our loop
synthesis task. We are not aware of other approaches synthesizing loops from (non-linear)
polynomial invariants.
We prove that our approach to loop synthesis is sound and complete (Theorem 15). That
is, if there is a loop whose invariant is captured by our given specification, our approach
synthesizes this loop. To this end, we consider completeness modulo an a priori fixed
upper bound s on the number of loop variables.
We implemented our approach in the new open-source framework Absynth. We evaluated
our work on a number of academic examples and considered measures for handling the
solution space of loops to be synthesized (Section 5).
2 Preliminaries
Let K be a computable field with characteristic zero. We also assume K to be algebraically
closed, that is, every non-constant polynomial in K[x] has at least one root in K. The
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algebraic closure Q¯ of the field of rational numbers Q is such a field; Q¯ is called the field of
algebraic numbers.
LetK[x1, . . . , xn] denote the multivariate polynomial ring with variables x1, . . . , xn. For a
list x1, . . . , xn, we write x if the number of variables is known from the context or irrelevant.
As K is algebraically closed, every polynomial p ∈ K[x] of degree r has exactly r roots.
Therefore, the following theorem follows immediately:
◮ Theorem 1. The zero polynomial is the only polynomial in K[x] having infinitely many
roots.
2.1 Polynomial Constraint Problem (PCP)
A polynomial constraint F is a constraint of the form p ⊲⊳ 0 where p is a polynomial in K[x]
and ⊲⊳ ∈ {<,≤,=, 6=,≥, >}. A clause is then a disjunction C = F1 ∨ · · · ∨ Fm of polynomial
constraints. A unit clause is a special clause consisting of a single disjunct (i.e. m = 1).
A polynomial constraint problem (PCP) is then given by a set of clauses C. We say that
a variable assignment σ : {x1, . . . , xn} → K satisfies a polynomial constraint p ⊲⊳ 0 if
p(σ(x1), . . . , σ(xn)) ⊲⊳ 0 holds. Furthermore, σ satisfies a clause F1 ∨ · · · ∨ Fm if for some
i, Fi is satisfied by σ. Finally, σ satisfies a clause set – and is therefore a solution of the
PCP – if every clause within the set is satisfied by σ. We write C ⊏ K[x] to indicate that
all polynomials in the clause set C are contained in K[x]. For a matrix M with entries
m1, . . . ,ms we define the clause set cstr(M) to be {m1 = 0, . . . ,ms = 0}.
2.2 Number Sequences and Recurrence Relations
A sequence (x(n))
∞
n=0 is called C-finite if it satisfies a linear recurrence with constant co-
efficients, also known as C-finite recurrence [15]. Let c0, . . . , cr−1 ∈ K and c0 6= 0, then
x(n+ r) + cr−1x(n+ r − 1) + · · ·+ c1x(n+ 1) + c0x(n) = 0 (2)
is a C-finite recurrence of order r. The order of a sequence is defined by the order of the
recurrence it satisfies. We refer to a recurrence of order r also as an r-order recurrence, for
example as a first-order recurrence when r = 1 or a second-order recurrence when r = 2. A
recurrence of order r and r initial values define a sequence, and different initial values lead
to different sequences. For simplicity, we write (x(n))
∞
n=0 = 0 for (x(n))
∞
n=0 = (0)
∞
n=0.
◮ Example 2. Let a ∈ K. The constant sequence (a)∞n=0 satisfies a first-order recur-
rence equation x(n+ 1) = x(n) with x(0) = a. The geometric sequence (an)
∞
n=0 satisfies
x(n+ 1) = ax(n) with x(0) = 1. The sequence (n)
∞
n=0 satisfies a second-order recurrence
x(n+ 2) = 2x(n+ 1)− x(n) with x(0) = 0 and x(1) = 1. ◭
From the closure properties of C-finite sequences [15], the product and the sum of C-finite
sequences are also C-finite. Moreover, we also have the following properties:
◮ Theorem 3 ([15]). Let (u(n))∞n=0 and (v(n))
∞
n=0 be C-finite sequences of order r and s,
respectively. Then:
1. (u(n) + v(n))∞n=0 is C-finite of order at most r + s, and
2. (u(n) · v(n))∞n=0 is C-finite of order at most rs. ◭
◮ Theorem 4 ([15]). Let ω1, . . . , ωt ∈ K be pairwise distinct and p1, . . . , pt ∈ K[x]. The
sequence (p1(n)ω
n
1 + · · ·+ pt(n)ωnt )∞n=0 is the zero sequence if and only if the sequences
(p1(n))
∞
n=0 , . . . , (pt(n))
∞
n=0 are zero. ◭
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◮ Theorem 5 ([15]). Let p = c0 + c1x+ · · ·+ ckxk ∈ K[x]. Then (p(n))∞n=0 = 0 if and only
if c0 = · · · = ck = 0. ◭
◮ Theorem 6 ([15]). Let (u)
∞
n=0 be a sequence satisfying a C-finite recurrence of order r.
Then, u(n) = 0 for all n ∈ N if and only if u(n) = 0 for n ∈ {0, . . . , r − 1}. ◭
We define a system of C-finite recurrences of order r and size s to be of the form
Xn+r + Cr−1Xn+r−1 + · · ·+ C1Xn+1 + C0Xn = 0
where Xn =
(
x1(n) · · · xs(n)
)⊺
and Ci ∈ Ks×s. Every C-finite recurrence system can be
transformed into a first-order system of recurrences by increasing the size such that we get
Xn+1 = BXn where B is invertible. (3)
The closed form solution of a C-finite recurrence system (3) is determined by the roots
ω1, . . . , ωt of the characteristic polynomial of B, or equivalently by the eigenvalues ω1, . . . , ωt
of B. We recall that the characteristic polynomial χB of the matrix B is defined as χB(ω) =
det(ωI − B), where det denotes the (matrix) determinant and I the identity matrix. Let
m1, . . . ,mt respectively denote the multiplicities of the roots ω1, . . . , ωt of χB. The closed
form of (3) is then given by
Xn =
t∑
i=1
mi∑
j=1
Cijω
n
i n
j−1 with Cij ∈ Ks×1. (4)
However, not every choice of the Cij gives rise to a solution. For obtaining a solution, we
substitute the general form (4) into the original system (3) and compare coefficients. The
following example illustrates the procedure for computing closed form solutions.
◮ Example 7. The most well-known C-finite sequence is the Fibonacci sequence satisfying
a recurrence of order 2 which corresponds to the following first-order recurrence system:(
f(n+ 1)
g(n+ 1)
)
=
(
1 1
1 0
)(
f(n)
g(n)
)
(5)
The eigenvalues of B are given by ω1,2 =
1
2
(1 ± √5) with multiplicities m1 = m2 = 1.
Therefore, the general solution for the recurrence system is of the form(
f(n)
g(n)
)
=
(
c1
c2
)
ωn1 +
(
d1
d2
)
ωn2 . (6)
By substituting (6) into (5), we get the following constraints over the coefficients:(
c1
c2
)
ωn+11 +
(
d1
d2
)
ωn+12 =
(
1 1
1 0
)((
c1
c2
)
ωn1 +
(
d1
d2
)
ωn2
)
Bringing everything to one side yields:(
c1ω1 − c1 − c2
c2ω1 − c1
)
ωn1 +
(
d1ω2 − d1 − d2
d2ω2 − d1
)
ωn2 = 0
For the above equation to hold, the coefficients of the ωni have to be 0. That is, the following
linear system determines c1, c2 and d1, d2:

ω1 − 1 −1 0 0
−1 ω1 0 0
0 0 ω2 − 1 −1
0 0 −1 ω2




c1
c2
d1
d2

 = 0
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The solution space is generated by (ω1, 1, 0, 0) and (0, 0, ω2, 1). The solution space of the
C-finite recurrence system hence consists of linear combinations of(
ω1
1
)
ωn1 and
(
ω2
1
)
ωn2 .
That is, by solving the linear system(
f(0)
g(0)
)
= E
(
ω1
1
)
ω01 + F
(
ω2
1
)
ω02(
f(1)
g(1)
)
=
(
1 1
1 0
)(
f(0)
g(0)
)
= E
(
ω1
1
)
ω11 + F
(
ω2
1
)
ω12
for E,F ∈ K2×1 with f(0) = 1 and g(0) = 0, we get closed forms for (5):
f(n) =
5 +
√
5
5(1 +
√
5)
ωn+11 −
1√
5
ωn+12 and g(n) =
1√
5
ωn1 −
1√
5
ωn2
Then f(n) represents the Fibonacci sequence starting at 1 and g(n) starts at 0. Solving for
E and F with symbolic f(0) and g(0) yields a parameterized closed form, where the entries
of E and F are linear functions in the symbolic initial values.
3 Our Programming Model
Given a polynomial relation p(x1, . . . , xs) = 0, our loop synthesis procedure generates a first-
order C-finite recurrence system of the form (3) with Xn =
(
x1(n) · · · xs(n)
)⊺
, such that
p(x1(n), . . . , xs(n)) = 0 holds for all n ∈ N. It is not hard to argue that every first-order
C-finite recurrence system corresponds to a loop with simultaneous variable assignments of
the following form:
(x1, . . . , xs)← (a1, . . . , as)
while true do
(x1, . . . , xs)← (p1(x1, . . . , xs), . . . , ps(x1, . . . , xs))
end
(7)
The program variables x1, . . . , xs are numeric, a1, . . . , as are (symbolic) constants in K and
p1, . . . , ps ∈ K[x1, . . . , xs]. For every loop variable xi, we denote by xi(n) the value of xi at
the nth loop iteration. That is, we view loop variables xi as sequences (xi(n))
∞
n=0.
We call a loop (7) parameterized if at least one of a1, . . . , as is symbolic, and non-
parameterized otherwise.
◮ Remark 8. While the output of our synthesis procedure is basically an affine program, we
note that C-finite recurrence systems capture a larger class of programs. E.g. the program:
(x, y)← (0, 0); while true do (x, y)← (x+ y2, y + 1) end
can be modeled by a C-finite recurrence system of order 4, which can be turned into an
equivalent first-order system of size 6. That is, in order to synthesize a program which
induces the sequences (x(n))
∞
n=0 and (y(n))
∞
n=0 we have to consider a recurrence system of
size 6. ◭
◮ Example 9. The recurrence system (5) in Example 7 corresponds to the following loop:
(f, g)← (1, 0); while true do (f, g)← (f + g, f) end ◭
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Closed form
system
Polynomial
invariant
Recurrence
system
Loop
Calg Croots, Ccoeff
Cinit
Figure 2 Overview of the PCP describing loop synthesis
Algebraic relations and loop invariants. Let p be a polynomial in K[z1, . . . , zs] and let
(x1(n))
∞
n=0, . . . , (xs(n))
∞
n=0 be number sequences. We call p an algebraic relation for the
given sequences if p(x1(n), . . . , xs(n)) = 0 for all n ∈ N. Moreover, p is an algebraic relation
for a system of recurrences if it is an algebraic relation for the corresponding sequences. It is
immediate that for every algebraic relation p of a recurrence system, p = 0 is a loop invariant
for the corresponding loop (7); that is, p = 0 holds before and after every loop iteration.
4 Algebra-based Loop Synthesis
We now present our approach for synthesizing loops satisfying a given polynomial property
(invariant). We transform the loop synthesis problem into a PCP as described in Section 4.1.
In Section 4.2, we introduce the clause sets of our PCP which precisely describe the solutions
for the synthesis of loops, in particular to non-parameterized loops. We extend this approach
in Section 4.3 to parameterized loops.
4.1 Setting and Overview of Our Method
Given a constraint p = 0 with p ∈ K[x1, . . . , xs, y1, . . . , ys], we aim to synthesize a system of
C-finite recurrences such that p is an algebraic relation thereof. Intuitively, the values of loop
variables x1, . . . , xs are described by the number sequences x1(n), . . . , xs(n) for arbitrary n,
and y1, . . . , ys correspond to the initial values x1(0), . . . , xs(0). That is, we have a polynomial
relation p among loop variables xi and their initial values yi, for which we synthesize a
loop (7) such that p = 0 is a loop invariant of loop (7).
◮ Remark 10. Our approach is not limited to invariants describing the relationship between
program variables among a single loop iteration. Instead, it naturally extends to relations
among different loop iterations. For instance, by considering the relation in equation (1),
we synthesize a loop computing the Fibonacci sequence.
The key step in our work comes with precisely capturing the solution space for our loop
synthesis problem as a PCP. Our PCP is divided into the clause sets Croots, Ccoeff , Cinit and
Calg, as illustrated in Figure 2 and explained next. Our PCP implicitly describes a first-
order C-finite recurrence system and its corresponding closed form system. The one-to-one
correspondence between these two systems is captured by the clause sets Croots, Ccoeff and
Cinit. Intuitively, these constraints mimic the procedure for computing the closed form of a
recurrence system (see [15]). The clause set Calg interacts between the closed form system
and the polynomial constraint p = 0, and ensures that p is an algebraic relation of the
system. Furthermore, the recurrence system is represented by the matrix B and the vector
A of initial values where both consist of symbolic entries. Then a solution of our PCP –
which assigns values to those symbolic entries – yields a desired synthesized loop.
In what follows we only consider a unit constraint p = 0 as input to our loop synthesis
procedure. However, our approach naturally extends to conjunctions of polynomial equality
constraints.
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4.2 Synthesizing Non-Parameterized Loops
We now present our work for synthesizing loops, in particular non-parameterized loops (7).
That is, we aim at computing concrete initial values for all program variables. Our implicit
representation of the recurrence system is thus of the form
Xn+1 = BXn X0 = A (8)
where B ∈ Ks×s is invertible and A ∈ Ks×1, both containing symbolic entries.
As described in Section 2.2, the closed form of (8) is determined by the eigenvalues ωi of
B which we thus need to synthesize. Note that B may contain both symbolic and concrete
values. Let us denote the symbolic entries of B by b. Since K is algebraically closed we
know that B has s (not necessarily distinct) eigenvalues. We therefore fix a set of distinct
symbolic eigenvalues ω1, . . . , ωt together with their multiplicities m1, . . . ,mt with mi > 0
for i = 1, . . . , t such that
∑t
i=1mi = s. We call m1, . . . ,mt an integer partition of s. We
next define the clause sets of our PCP.
Root constraints Croots. The clause set Croots imposes that B is invertible and ensures that
ω1, . . . , ωt are distinct symbolic eigenvalues with multiplicities m1, . . . ,mt. Note that B is
invertible if and only if all eigenvalues ωi are non-zero. Furthermore, since K is algebraically
closed, every polynomial f(z) can be written as the product of linear factors of the form
z − ω, with ω ∈ K, such that f(ω) = 0. Therefore, the equation
χB(z) = (z − ω1)m1 · · · (z − ωt)mt
holds for all z ∈ K, where χB(z) ∈ K[ω, b, z]. Bringing everything to one side, we get
q0 + q1z + · · ·+ qdzd = 0,
implying that the qi ∈ K[ω, b] have to be zero. The clause set characterizing the eigenvalues
ωi of B is then
Croots = {q0 = 0, . . . , qd = 0} ∪
⋃
i,j=1,...,t
i6=j
{ωi 6= ωj} ∪
⋃
i=1,...,t
{ωi 6= 0}.
Coefficient constraints Ccoeff . The fixed symbolic roots/eigenvalues ω1, . . . , ωt with multi-
plicities m1, . . . ,mt induce the general closed form solution
Xn =
t∑
i=1
mi∑
j=1
Cijω
n
i n
j−1 (9)
where the Cij ∈ Ks×1 are column vectors containing symbolic entries. As stated in Sec-
tion 2.2, not every choice of the Cij gives rise to a valid solution. Instead, Cij have to obey
certain conditions which are determined by substituting into the original recurrence system
of (8):
Xn+1 =
t∑
i=1
mi∑
j=1
Cijω
n+1
i (n+ 1)
j−1 =
t∑
i=1
mi∑
j=1

mi∑
k=j
(
k − 1
j − 1
)
Cikωi

ωni nj−1
= B

 t∑
i=1
mi∑
j=1
Cijω
n
i n
j−1

 = BXn
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Bringing everything to one side yields Xn+1 −BXn = 0 and thus
t∑
i=1
mi∑
j=1



mi∑
k=j
(
k − 1
j − 1
)
Cikωi

−BCij


︸ ︷︷ ︸
Dij
ωni n
j−1 = 0. (10)
Equation (10) holds for all n ∈ N. By Theorem 5 we then have Dij = 0 for all i, j and define
Ccoeff =
t⋃
i=1
mi⋃
j=1
cstr(Dij).
Initial values constraints Cinit. The constraints Cinit describe properties of initial values
x1(0), . . . , xs(0). We enforce that (9) equals B
nX0, for n = 0, . . . , d − 1, where d is the
degree of the characteristic polynomial χB of B, by
Cinit = cstr(M0) ∪ · · · ∪ cstr(Md−1)
where Mi = Xi −BiX0, with X0 as in (8) and Xi being the right-hand side of (9) where n
is replaced by i.
Algebraic relation constraints Calg. The constraints Calg are defined to ensure that p is an
algebraic relation among the xi(n). Using (9), the closed forms of the xi(n) are expressed
as
xi(n) = pi,1ω
n
1 + · · ·+ pi,tωnt
where the pi,j are polynomials in K[n, c]. By substituting the closed forms and the initial
values into the polynomial p, we get
p′ = p(x1(n), . . . , xs(n), x1(0), . . . , xs(0)) = q0 + nq1 + n
2q2 + · · ·+ nkqk (11)
where the qi are of the form
wni,1ui,1 + · · ·+ wni,ℓui,ℓ (12)
with ui,1, . . . , ui,ℓ ∈ K[a, c] and wi,1, . . . , wi,ℓ being monomials in K[ω].
◮ Proposition 11. Let p be of the form (11). Then (p(n))
∞
n=0 = 0 if and only if (qi(n))
∞
n=0 = 0
for i = 0, . . . , k. ◭
Proof. One direction is obvious and for the other assume p(n) = 0. By rearranging p we get
p1(n)w
n
1 + · · ·+ pℓ(n)wnℓ . Let ω˜1, . . . , ω˜t ∈ K be such that p˜ = p1(n)w˜n1 + · · ·+ pℓ(n)w˜nℓ = 0
with w˜i = wi(ω˜). Note that the w˜i are not necessarily distinct. However, consider v1, . . . , vr
to be the pairwise distinct elements of the w˜i. Then we can write p˜ as
∑r
i=1 v
n
i (pi,0 +
npi,1+ · · ·+nkpi,k). By Theorems 4 and 5 we get that the pi,j have to be 0. Therefore, also
vni pi,j = 0 for all i, j. Then, for each j = 0, . . . , k, we have v
n
1 p1,j + · · ·+ vnr p1,j = 0 = qj . ◭
As p is an algebraic relation, we have that p′ should be 0 for all n ∈ N. Proposition 11
then implies that the qi have to be 0 for all n ∈ N.
◮ Lemma 12. Let q be of the form (12). Then q = 0 for all n ∈ N if and only if q = 0 for
n ∈ {0, . . . , ℓ− 1}. ◭
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Proof. The proof follows from Theorem 6 and from the fact that q satisfies a C-finite
recurrence of order l. To be more precise, the ui,j and w
n
i,j satisfy a first-order C-finite
recurrence: as ui,j is constant it satisfies a recurrence of the form x(n+ 1) = x(n), and w
n
i,j
satisfies x(n+ 1) = wix(n). Then, by Theorem 3 we get that w
n
i,jui,j is C-finite of order at
most 1, and q is C-finite of order at most ℓ. ◭
Even though the qi contain exponential terms in n, it follows from Lemma 12 that the
solutions for the qi being 0 for all n ∈ N can be described as a finite set of polynomial
equality constraints: Let Qji denote the polynomial constraint w
j
i,1ui,1 + · · · + wji,ℓui,ℓ = 0
for qi of the form (12), and let Ci = {Q0i , . . . , Qℓ−1i } be the associated clause set. Then the
clause set ensuring that p is indeed an algebraic relation is given by
Calg = C0 ∪ · · · ∪ Ck.
◮ Remark 13. Observe that Theorem 6 can be applied to (11) directly, as p′ satisfies a C-
finite recurrence. Then by the closure properties of C-finite recurrences, the upper bound
on the order of the recurrence which p′ satisfies is given by r =
∑k
i=0 2
iℓ. That is, by
Theorem 6, we would need to consider p′ with n = 0, . . . , r − 1, which yields a non-linear
system with a degree of at least r−1. Note that r depends on 2i, which stems from the fact
that (n)
∞
n=0 satisfies a recurrence of order 2, and n
i satisfies therefore a recurrence of order
at most 2i. Thankfully, Proposition 11 allows us to only consider the coefficients of the ni
and therefore lower the size of our constraints. ◭
Having defined the clause sets Croots, Ccoeff , Cinit and Calg, we define our PCP as the union
of these four clause sets. Note that the matrix B, the vector A, the polynomial p and the
multiplicities of the symbolic roots m = m1, . . . ,mt uniquely define the clauses discussed
above. We hence define our PCP to be the clause set CpAB(m) as follows:
CpAB(m) = Croots ∪ Cinit ∪ Ccoeff ∪ Calg (13)
Recall that a and b are the symbolic entries in the matrices A and B in (8), c are
the symbolic entries in the Cij in (9), and ω are the symbolic eigenvalues of B. We
then have Croots ⊏ K[ω, b], Ccoeff ⊏ K[ω, b, c], Cinit ⊏ K[a, b, c] and Ccoeff ⊏ K[ω, c]. Hence
CpAB(m) ⊏ K[ω,a, b, c].
It is not difficult to see that the constraints in Calg determine the size of our PCP. As
such, the degree and the number of terms in the invariant have a direct impact on the size
and the maximum degree of the polynomials in our PCP. Which might not be obvious is
that the number of distinct symbolic roots influences the size and the maximum degree of
our PCP. The more distinct roots are considered the higher is the number of terms in (12),
and therefore more instances of (12) have to be added to our PCP.
Let p ∈ K[x1, . . . , xs, y1, . . . , ys], B ∈ Ks×s and A ∈ Ks×1, and let m1, . . . ,mt be an inte-
ger partition of degω(χB(ω)). We then get the following theorem:
◮ Theorem 14. The mapping σ : {ω,a, b, c} → K is a solution of CpAB(m) if and only if
p(x, x1(0), . . . , xs(0)) is an algebraic relation for Xn+1 = σ(B)Xn with X0 = σ(A), and the
eigenvalues of σ(B) are given by σ(ω1), . . . , σ(ωt) with multiplicities m1, . . . ,mt. ◭
From Theorem 14, we then get Algorithm 1 for synthesizing the C-finite recurrence
representation of a non-parameterized loop (7): the function IntPartitions(s) returns the
set of all integer partitions of an integer s; and Solve(C) returns whether the clause set C is
satisfiable and a model σ if so. We note that the growth of the number of integer partitions
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Input :A polynomial p ∈ K[x1, . . . , xs, y1, . . . , ys].
Output :A vector A ∈ Ks×1 and a matrix B ∈ Ks×s s.t. p is an algebraic relation of
Xn+1 = BXn and X0 = A, if such A and B exist.
A← (ai) ∈ Ks×1 // symbolic vector
B ← (bij) ∈ Ks×s // symbolic matrix
for m1, . . . ,mt ∈ IntPartitions(s) do
sat, σ ← Solve(CpAB(m1, . . . ,mt))
if sat then return σ(A), σ(B)
end
Algorithm 1 Synthesis of a non-parameterized C-finite recurrence system
is subexponential, and so is the complexity Algorithm 1. A more precise complexity analysis
of Algorithm 1 is an interesting future work.
Finally, based on Theorem 14 and on the property that the number of integer partitions
of a given integer is finite, we obtain the following result:
◮ Theorem 15. Algorithm 1 is sound, and complete w.r.t. recurrence systems of size s. ◭
The completeness in Theorem 15 is relative to systems of size s which is a consequence of
the fact that we synthesize first-order recurrence systems. That is, there exists a recurrence
system of order > 1 and size s with an algebraic relation p ∈ K[x1, . . . , xs], but there exists
no first-order system of size s where p is an algebraic relation.
The precise characterization of non-parameterized loops by non-parameterized C-finite
recurrence systems implies soundness and completeness for non-parameterized loops from
Theorem 15.
◮ Example 16. We showcase our procedure in Algorithm 1 by synthesizing a loop for the
invariant x = 2y. That is, the polynomial constraint is given by p = x− 2y ∈ K[x, y] and
we want to find a recurrence system of the following form:(
x(n+ 1)
y(n+ 1)
)
=
(
b11 b12
b21 b22
)(
x(n)
y(n)
) (
x(0)
y(0)
)
=
(
a1
a2
)
(14)
The characteristic polynomial of B is then given by χB(ω) = ω
2−b11ω−b22ω−b12b21+b11b22
where its roots define the closed form system. Since we cannot determine the actual roots
of χB(ω) we have to fix a set of symbolic roots. The characteristic polynomial has two – not
necessarily distinct – roots: Either χB(ω) has two distinct roots ω1, ω2 with multiplicities
m1 = m2 = 1, or a single root ω1 with multiplicity m1 = 2. Let us consider the latter case.
The first clause set we define is Croots for ensuring that B is invertible (i.e. ω1 is nonzero),
and that ω1 is indeed a root of the characteristic polynomial with multiplicity 2. That is,
χB(ω) = (ω − ω1)2 has to hold for all ω ∈ K, and bringing everything to one side yields
(b11 + b22 − 2ω1)ω + b12b21 − b11b22 + ω21 = 0.
We then get the following clause set:
Croots = {b11 + b22 − 2ω1 = 0, b12b21 − b11b22 + ω21 = 0, ω1 6= 0}
As we fixed the symbolic roots, the general closed form system is of the form(
x(n)
y(n)
)
=
(
c1
c2
)
ωn1 +
(
d1
d2
)
ωn1n (15)
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By substituting into the recurrence system we get:(
c1
c2
)
ωn+11 +
(
d1
d2
)
ωn+11 (n+ 1) =
(
b11 b12
b21 b22
)((
c1
c2
)
ωn1+
(
d1
d2
)
ωn1n
)
By further simplifications and re-ordering of terms we then obtain:
0 =
(
c1ω1 + d1ω1 − b11c1 − b12c2
c2ω1 + d2ω1 − b21c1 − b22c2
)
ωn1 +
(
d1ω1 − b11d1 − b12d2
d2ω1 − b21d1 − b22d2
)
ωn1n
Since this equation has to hold for n ∈ N we get the following clause set:
Ccoeff = {c1ω1 + d1ω1 − b11c1 − b12c2 = 0, c2ω1 + d2ω1 − b21c1 − b22c2 = 0,
d1ω1 − b11d1 − b12d2 = 0, d2ω1 − b21d1 − b22d2 = 0}
For defining the relationship between the closed forms and the initial values, we set (15)
with n = i to be equal to the ith unrolling of (14) for i = 0, 1:(
c1
c2
)
=
(
a1
a2
) (
c1
c2
)
ω1 +
(
d1
d2
)
ω1 =
(
b11 b12
b21 b22
)(
a1
a2
)
The resulting constraints for defining the initial values are then given by
Cinit = {c1−a1 = 0, c1ω1+d1ω1−b11a1−b12a2 = 0, c2−a2 = 0, c2ω1+d2ω1−b21a1−b22a2 = 0}.
Eventually, we want to restrict the solutions such that x − 2y = 0 is an algebraic relation
for our recurrence system. That is, by substituting the closed forms into x(n) − 2y(n) = 0
we get
0 = x(n)− 2y(n) = c1ωn1 + d1ωn1n− 2(c2ωn1 + d2ωn1n) = (c1 − 2c2)ωn1︸ ︷︷ ︸
q0
+((d1 − 2d2)ωn1 )︸ ︷︷ ︸
q1
n
where q0 and q1 have to be 0 since the above equation has to hold for all n ∈ N. Then, by
applying Lemma 12 to q0 and q1, we get the following clauses:
Calg = {c1 − 2c2 = 0, d1 − 2d2 = 0}
Our PCP is then the union of Croots, Ccoeff , Cinit and Calg. Two possible solutions for our PCP,
and therefore of the synthesis problem, are given by the following loops:
(x, y)← (2, 1)
while true do (x, y)← (x + 2, y + 1) end
(x, y)← (2, 1)
while true do (x, y)← (2x, 2y) end
Note that both loops above have mutually independent updates. Yet, the second one induces
geometric sequences and requires handling exponentials of 2n. ◭
4.3 Synthesizing Parameterized Loops
We now extend the loop synthesis approach from Section 4.2 to an algorithmic approach
synthesizing parameterized loops, that is, loops which satisfy a loop invariant for arbitrary
input values. Let us first consider the following example motivating the synthesis problem
of parameterized loops.
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◮ Example 17. We are interested to synthesize a loop implementing Euclidean division
over x, y ∈ K. Following the problem specification of [17]2, a synthesized loop performing
Euclidean division satisfies the polynomial invariant p = x¯− y¯q − r = 0, where x¯ and y¯
denote the initial values of x and y before the loop. It is clear, that the synthesized loop
should be parameterized with respect to x¯ and y¯. With this setting, input to our synthesis
approach is the invariant p = x¯− y¯q − r = 0. A recurrence system performing Euclidean
division and therefore satisfying the algebraic relation x¯−y¯q−r is then given byXn+1 = BXn
and X0 = A with a corresponding closed form system Xn = A+ Cn where:
Xn =


x(n)
r(n)
q(n)
y(n)
t(n)

 A =


x¯
x¯
0
y¯
1

 B =


1 0 0 0 0
0 1 0 −1 0
0 0 1 0 1
0 0 0 1 0
0 0 0 0 1

 C =


0
−y¯
1
0
0


Here, the auxiliary variable t plays the role of the constant 1, and x and y induce constant
sequences. When compared to non-parameterized C-finite systems/loops, note that the
coefficients in the above closed forms, as well as the initial values of variables, are functions
in the parameters x¯ and y¯. ◭
Example 17 illustrates that the parameterization has the effect that we have to consider
parameterized closed forms and initial values. For non-parameterized loops we have that
the coefficients in the closed forms are constants, whereas for parameterized systems we
have that the coefficients are functions in the parameters – the symbolic initial values of the
sequences. In fact, we have linear functions since the coefficients are obtained by solving a
linear system (see Example 7).
As already mentioned, the parameters are a subset of the symbolic initial values of the
sequences. Therefore, let I = {k1, . . . , kr} be a subset of the indices {1, . . . , s}. We then
define X¯ =
(
x¯k1 · · · x¯kr 1
)⊺
where x¯k1 , . . . , x¯kr denote the parameters. Then, instead
of (8), we get
Xn+1 = BXn X0 = AX¯ (16)
as the implicit representation of our recurrence system where the entries of A ∈ Ks×r+1 are
defined as
aij =


1 i = kj
aij symbolic i /∈ I
0 otherwise
and, as before, we have B ∈ Ks×s. Intuitively, the complex looking construction of A makes
sure that we have xi(0) = x¯i for i ∈ I.
◮ Example 18. For the vector X0 =
(
x1(0) x2(0) x3(0)
)⊺
, the set I = {1, 3} and therefore
X¯ =
(
x¯1 x¯3 1
)⊺
, we get the following matrix:
A =

 1 0 0a21 a22 a23
0 1 0


2 for x, y ∈ K we want to compute q, r ∈ K such that x = yq + r holds
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Thus, x1(0) and x3(0) are set to x¯1 and x¯3 respectively, and x2(0) is a linear function in x¯1
and x¯3. ◭
In addition to the change in the representation of the initial values, we also have a change
in the closed forms. That is, instead of (9) we get
Xn =
t∑
i=1
mi∑
j=1
CijX¯ω
n
i n
j−1
as the general form for the closed form system with Cij ∈ Ks×r+1. Then Croots, Cinit, Ccoeff
and Calg are defined analogously to Section 4.2, and similar to the non-parameterized case we
define CpAB(m, x¯) as the union of those clause sets. The polynomials in CpAB(m, x¯) are then
in K[ω,a, b, c, x¯]. Then, for each ω,a, b, c ∈ K satisfying the clause set for all x¯ ∈ K gives
rise to the desired parameterized loop, that is, we have to solve an ∃∀ problem. However,
since all constraints containing x¯ are polynomial equality constraints, we apply Theorem 1:
Let p ∈ K[ω,a, b, c, x¯] be a polynomial such that p = p1q1 + · · ·+ pkqk with pi ∈ K[x¯] and
qi monomials in K[ω,a, b, c]. Then, Theorem 1 implies that the qi have to be 0.
We therefore define the following operator split
x
(p) for collecting the coefficients of all
monomials in x in the polynomial p: Let p be of the form q0 + q1x+ · · ·+ qkxk, P a clause
and let C be a clause set, then:
split
y,x(p) =
{
{q0 = 0, . . . , qk = 0} if y is empty
split
y
(q0) ∪ · · · ∪ splity(qk) otherwise
split
y
(P ) =
{
split
y
(p) if P is a unit clause p = 0
{P} otherwise
split
y
(C) =
⋃
P∈C
split
y
(P )
We then have split
x¯
(CpAB(m, x¯)) ⊏ K[ω,a, b, c]. Moreover, for p ∈ K[x1, . . . , xs, y1, . . . , ys],
matrices A,B and X¯ as in (16), and an integer partition m1, . . . ,mt of degω(χB(ω)) we get
the following theorem:
◮ Theorem 19. The map σ : {ω,a, b, c} → K is a solution of split
x¯
(CpAB(m, x¯)) if and only
if p(x, x1(0), . . . , xs(0)) is an algebraic relation for Xn+1 = σ(B)Xn with X0 = σ(A)X¯ , and
σ(ω1), . . . , σ(ωt) are the eigenvalues of σ(B) with multiplicities m1, . . . ,mt. ◭
Theorem 19 gives rise to an algorithm analogous to Algorithm 1. Furthermore, we get
an analogous soundness and completeness result as in Theorem 15 which implies soundness
and completeness for parameterized loops.
◮ Example 20. We illustrate the construction of the constraint problem for Example 17. For
reasons of brevity, we consider a simplified system where the variables r and x are merged.
The new invariant is then r¯ = y¯q + r and the parameters are given by r¯ and y¯. That is, we
consider a recurrence system of size 4 with sequences y, q and r, and t for the constant 1.
As a consequence we have that the characteristic polynomial B is of degree 4, and we fix
the symbolic root ω1 with multiplicity 4. For simplicity, we only show how to construct the
clause set Calg.
With the symbolic roots fixed we get the following template for the closed form sys-
tem: Let Xn =
(
r(n) q(n) y(n) t(n)
)⊺
and V =
(
r¯ y¯ 1
)⊺
, and let C,D,E, F ∈ K4×3 be
symbolic matrices. Then the closed form is given by
Xn =
(
CV +DV n+ EV n2 + FV n3
)
ωn1
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and for the initial values we get
X0 =


1 0 0
a21 a22 a23
0 1 0
a41 a42 a43

V.
By substituting the closed forms into the invariant r(0) − y(0)q(n)− r(n) = 0 and rearrang-
ing we get:
0 = r¯ − (c21r¯y¯ − c22y¯2 − c23y¯ − c11r¯ − c12y¯ − c13)ωn1
− (d21r¯y¯ + d22y¯2 + d23y¯ − d11r¯ − d12y¯ − d13)ωn1n
− (e21r¯y¯ + e22y¯2 + e23y¯ − e11r¯ − e12y¯ − e13)ωn1n2
− (f21r¯y¯ + f22y¯2 + f23y¯ − f11r¯ − f12y¯ − f13)ωn1n3
Since the above equation should hold for all n ∈ N we get:
(r¯) 1n − (c21r¯y¯ − c22y¯2 − c23y¯ − c11r¯ − c12y¯ − c13)ωn1 = 0(
d21r¯y¯ + d22y¯
2 + d23y¯ − d11r¯ − d12y¯ − d13
)
ωn1 = 0(
e21r¯y¯ + e22y¯
2 + e23y¯ − e11r¯ − e12y¯ − e13
)
ωn1 = 0(
f21r¯y¯ + f22y¯
2 + f23y¯ − f11r¯ − f12y¯ − f13
)
ωn1 = 0
Then, by applying Lemma 12, we get:
r¯ − (c21r¯y¯ − c22y¯2 − c23y¯ − c11r¯ − c12y¯ − c13) = 0
r¯ − (c21r¯y¯ − c22y¯2 − c23y¯ − c11r¯ − c12y¯ − c13)ω1 = 0
d21r¯y¯ + d22y¯
2 + d23y¯ − d11r¯ − d12y¯ − d13 = 0
e21r¯y¯ + e22y¯
2 + e23y¯ − e11r¯ − e12y¯ − e13 = 0
f21r¯y¯ + f22y¯
2 + f23y¯ − f11r¯ − f12y¯ − f13 = 0
Finally, by applying the operator splity¯,r¯, we get the following constraints for Calg:
c21 = 1− c11 = c22 = c23 + c12 = c13 = 0
ω1c21 = 1− ω1c11 = ω1c22 = ω1 (c23 + c12) = ω1c13 = 0
d21 = d11 = d22 = d23 + d12 = d13 = 0
e21 = e11 = e22 = e23 + e12 = e13 = 0
f21 = f11 = f22 = f23 + f12 = f13 = 0
◭
5 Implementation and Experiments
Our approach to algebra-based loop synthesis is implemented in the tool Absynth which
is available at https://github.com/ahumenberger/Absynth.jl. Inputs to Absynth are
conjunctions of polynomial equality constraints, representing a loop invariant. As a result,
Absynth derives a program that is partially correct with respect to the given invariant.
Loop synthesis in Absynth is reduced to solving PCPs. These PCPs are expressed in
the quantifier-free fragment of non-linear real arithmetic (QF_NRA). We used Absynth in
conjunction with the SMT solvers Yices [7] and Z3 [6] for solving the PCPs and therefore
synthesizing loops. For instance, the loops depicted in Figures 1b and 1c, and in Example 16
are synthesized automatically using Absynth.
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Optimizing and Exploring the Search Space. Absynth implements additional constraints
to restrict the search space of solutions to loop synthesis. Namely, Absynth (i) avoids trivial
loops/solutions and (ii) restricts the shape of B to be triangular or unitriangular. The latter
allows Absynth to synthesize loops whose loop variables are not mutually dependent on
each other. We note that such a pattern is a very common programming paradigm – all
benchmarks from Table 1 in Appendix A.1 satisfy such a pattern. Yet, as a consequence
of restricting the shape of B, the order of the variables in the recurrence system matters.
That is, we have to consider all possible variable permutations for ensuring completeness
w.r.t. (uni)triangular matrices.
Absynth however supports an iterative approach for exploring the solution space. One
can start with a small recurrence system and a triangular/unitriangular matrix B, and
then stepwise increase the size/generality of the system. Our initial results from Table 1 in
Appendix A.1 demonstrate the practical use of our approach to loop synthesis: all examples
could be solved in reasonable time.
6 Related Work
Synthesis. To the best of our knowledge, existing synthesis approaches are restricted to
linear invariants, see e.g. [24], whereas our work supports loop synthesis from non-linear poly-
nomial properties. In the setting of counterexample-guided synthesis – CEGIS [3, 23, 8, 20],
input-output examples satisfying a specification S are used to synthesize a candidate pro-
gram P that is consistent with the given inputs. Correctness of the candidate program P
with respect to S is then checked using verification approaches, in particular using SMT-
based reasoning. If verification fails, a counterexample is generated as an input to P that
violates S. This counterexample is then used in conjunction with the previous set of input-
outputs to revise synthesis and generate a new candidate program P . Unlike these methods,
input specifications to our approach are relational (invariant) properties describing all, po-
tentially infinite input-output examples of interest. Hence, we do not rely on interactive
refinement of our input but work with a precise characterization of the set of input-output
values of the program to be synthesized. Similarly to sketches [23, 20], we consider loop tem-
plates restricting the search for solutions to synthesis. Yet, our templates support non-linear
arithmetic (and hence multiplication), which is not yet the case in [20, 8]. We precisely char-
acterize the set of all programs satisfying our input specification, and as such, our approach
does not exploit learning to refine program candidates. On the other hand, our program-
ming model is more restricted than [20, 8] in various aspects: we only handle simple loops
and only consider numeric data types and operations.
The programming by example approach of [9] learns programs from input-output ex-
amples and relies on lightweight interaction to refine the specification of programs to be
specified. The approach has further been extended in [14] with machine learning, allowing
to learn programs from just one (or even none) input-output example by using a simple
supervised learning setup. Program synthesis from input-output examples is shown to be
successful for recursive programs [1], yet synthesizing loops and handling non-linear arith-
metic is not yet supported by this line of research. Our work does not learn programs from
observed input-output examples, but uses loop invariants to fully characterize the intended
behavior of the program to be synthesized. Our technique precisely characterizes the solu-
tion space of loops to be synthesized by a system of algebraic recurrences, and hence we do
not rely on statistical models supporting machine learning.
A related approach to our work is tackled in [5], where a fixed-point implementation
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for an approximated real-valued polynomial specification is presented, by combining genetic
programming [21] with abstract interpretation [4] to estimate and refine the (floating-point)
error bound of the inferred fixed-point implementation. While the underlying abstract in-
terpreter is precise for linear expressions, precision of the synthesis is lost in the presence
of non-linear arithmetic. Unlike [5], we consider polynomial specification in the abstract
algebra of real-closed fields and do not address challenges rising from machine reals.
Algebraic Reasoning. When compared to works on generating polynomial invariants [22,
12, 16, 11], the only common aspect between these works and our synthesis method is the
use of linear recurrences to capture the functional behavior of program loops. Yet, our work
is conceptually different than [22, 12, 16, 11], as we reverse engineer invariant generation
and do not rely on the ideal structure/Zariski closure of polynomial invariants. We do not
use ideal theory nor Gröbner bases computation to generate invariants from loops; rather,
we generate loops from invariants by formulating and solving PCPs.
7 Conclusions
We proposed a syntax-guided synthesis procedure for synthesizing loops from a given polyno-
mial loop invariant. We consider loop templates and use reasoning over recurrence equations
modeling the loop behavior. The key ingredient of our work comes with translating the loop
synthesis problem into a polynomial constraint problem and showing that this constraint
problem precisely captures all solutions to the loop synthesis problem. We implemented our
work and evaluated on a number of academic examples. Understanding and encoding the
best optimization measures for loop synthesis is an interesting line for future work.
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Instance s i d c
Yices Z3 Z3*
un up fu un up fu un up fu
add1* 5 1 5 173 932 921 - 117 - - 22 726 -
add2* 5 1 5 173 959 861 - 115 - - 22 109 -
cubes 5 3 6 94 - - - 116 114 - 18 496 575
double1 3 1 4 29 114 112 3882 113 111 113 13 21 63
double2 3 1 3 24 110 106 1665 115 106 115 13 18 40
eucliddiv* 5 1 5 185 213 537 - 114 115 - 19 73 -
intcbrt* 5 2 12 262 - - - 117 116 - 22 83 469
intsqrt1 4 2 6 53 - - - 113 108 114 15 19 -
intsqrt2* 4 1 6 104 105 1164 - 113 111 115 15 27 37
petter1 3 1 4 29 112 116 - 114 113 113 15 18 32
square 3 1 4 29 112 112 - 112 114 117 13 17 26
dblsquare 3 1 4 30 109 105 - 105 105 110 12 17 26
sum1 4 2 6 53 617 - - 108 112 113 17 24 99
sum2 5 3 6 82 - - - 220 112 - 20 516 -
s size of the recurrence system * parameterized system
i number of polynomial invariants - timeout (60 seconds)
d maximum monomial degree of constraints
c number of constraints
Table 1 Benchmark results in milliseconds
A Appendix
A.1 Examples and Experiments
Table 1 summarizes our experimental results. The experiments were performed on a machine
with a 2.9 GHz Intel Core i5 and 16 GB LPDDR3 RAM, and for each instance a timeout of
60 seconds was set. The results are given in milliseconds, and only include the time needed
for solving the constraint problem as the time needed for constructing the constraints is
neglectable. We used the SMT solvers Yices [7] (version 2.6.1) and Z3 [6] (version 4.8.6) to
conduct our experiments. In Table 1, the columns Yices and Z3 correspond to the results
where the respective solver is called as an external program with and SMTLIB 2.0 file as
input; column Z3* shows the results where our improved, direct interface (C++ API) was
used to call Z3.
Our benchmark set consists of invariants for loops from the invariant generation literature.
Note that the benchmarks cubes and double2 in Table 1 are those from Figure 1 and
Example 16, respectively. A further presentation of a selected set of our benchmarks is
given in Appendix A.2.
Our work supports an iterative approach for exploring the solution space of loops to be
synthesized. One can start with a small recurrence system and a triangular/unitriangular
matrix B, and then stepwise increase the size/generality of the system. The columns un
and up in Table 1 show the results where the coefficient matrix B is restricted to be upper
unitriangular and upper triangular respectively. fu indicates that no restriction on B was
set.
Note that the running time of Algorithm 1 heavily depends on the order of which the
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# eucliddiv
# Original loop
r, q, y = x0, 0, y0
while true
r = r - y
q = q + 1
end
# eucliddiv
# Solver: Yices
r, q, y = x0, 0, y0
while true
r = r - q - y
q = q + 1
y = y - 1
end
# eucliddiv
# Solver: Z3
r, q, y = x0 - 1/2 y0, 1/2, y0
while true
r = r - q - 1/2 y + 1/2
q = q + 1/2
y = y - 1
end
Figure 3 Example eucliddiv with input x0 == y0*q+r
# square
# Original loop
a, b = 0, 0
while true
a = a + 2b + 1
b = b + 1
end
# square
# Solver: Yices
a, b = 0, 0
while true
a = a - 2b + 1
b = b - 1
end
# square
# Solver: Z3
a, b = 1/16, -1/4
while true
a = a + 2b + 1
b = b + 1
end
Figure 4 Example square with input a == bˆ2
integer partitions and the variable permutations are traversed. Therefore, in order to get
comparable results, we fixed the integer partition and the variable permutation. That is,
for each instance, we enforced that B has just a single eigenvalue, and we fixed a variable
ordering where we know that there exists a solution with a unitriangular matrix B. Hence,
there exists at least one solution which all cases – un, up and fu – have in common. Fur-
thermore, for each instance we added constraints for avoiding trivial solutions, i.e. loops
inducing constant sequences.
A.2 Examples of Synthesized Loops
We took loops from the invariant generation literature and computed their invariants. Our
benchmark set consists of these generated invariants. For each example in Figures 3-7, we
first list the original loop and then give the first loop synthesized by our work in combination
with Yices and Z3 respectively.
Observe that in most cases our work was able to derive the original loop – apart from
the initial values – with either Z3 or Yices.
# sum1
# Original loop
a, b, c = 0, 0, 1
while true
a = a + 1
b = b + c
c = c + 2
end
# sum1
# Solver: Yices
a, b, c = 1/2, 1/4, 2
while true
a = a - 1/2
b = b - 1/2 c + 3/4
c = c - 1
end
# sum1
# Solver: Z3
a, b, c = -5/8, 25/64, -1/4
while true
a = a + 1
b = b + c
c = c + 2
end
Figure 5 Example sum1 with input 1+2a == c && 4b == (c-1)ˆ2
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# intsqrt2
# Original loop
y, r = 1/2 a0, 0
while true
y = y - r
r = r + 1
end
# intsqrt2
# Solver: Yices
y, r = 1/2 a0, 0
while true
y = y + r - 1
r = r - 1
end
# intsqrt2
# Solver: Z3
y, r = 1/2 a0 - 5/32, -1/4
while true
y = y - r
r = r + 1
end
Figure 6 Example intsqrt2 with input a0+r == rˆ2+2y
# intcbrt
# Original loop
x, r, s = a0, 1, 13/4
while true
x = x - s
s = s + 6r + 3
r = r + 1
end
# intcbrt
# Solver: Z3
x, s, r = 34/64 + a0, 7/16, -1/4
while true
x = x - s
s = s + 6r + 3
r = r + 1
end
Figure 7 Example intcbrt with input 1/4+3rˆ2 == s && 1+4a0+6rˆ2 == 3r+4rˆ3+4x
