Abstract. We provide an explicit combinatorial formula for the volume of the polytope of n × n doubly-stochastic matrices, also known as the Birkhoff polytope. We do this through the description of a generating function for all the lattice points of the closely related polytope of n × n real non-negative matrices with all row and column sums equal to an integer t. We can in fact recover similar formulas for all coefficients of the Ehrhart polynomial of the Birkhoff polytope and for all its faces.
Introduction
Let B n denote the convex polytope of n × n doubly stochastic matrices; that is, the set of real non-negative matrices with all row and column sums equal to one. The polytope B n is often called the Birkhoff polytope or the assignment polytope. It is a famous problem of computing the volume of B n (see [2, 3, 5] and the references therein for information on prior work). In this paper, we present a combinatorial formula for the volume of B n . Before stating it, we give some necessary definitions and notation.
We call a directed spanning tree with all arcs pointing away from a root ℓ an ℓ-arborescence. The set of all ℓ-arborescences on the nodes [n] = {1, 2, . . . , n} will be denoted by Arb(ℓ, n). It is well known that the cardinality of Arb(ℓ, n) is n n−2 . For any T ∈ Arb(ℓ, n), we denote by E(T ) the set of edges of T. S n is the set of all the permutations on [n]. For any σ ∈ S n , we associate σ its corresponding permutation matrix, i.e., the n by n matrix whose (i, σ(i)) entry is 1 and zero otherwise. Throughout this paper, we will use σ denote both the permutation and the corresponding matrix and it should be clear which one it refers to according to the context.
It is well known that given a d-dimensional integral polytope P, i.e., all the vertices of P have integer coordinate, for any positive integer t, the number e(P, t) of lattice points contained in the t-th dilation tP = {tX | X ∈ P } is a polynomial function of degree dim(P ) in the variable t, whose leading coefficient is the normalized volume of P in units equal to the volume of the fundamental domain of the affine lattice spanned by P (see for example Chapter 4 of [10] ). This polynomial is called the Ehrhart polynomial of P . Below is our key result: Theorem 1.1. For any choice of fixed ℓ ∈ [n], the coefficient of t k in the Ehrhart polynomial e(B n , t) of the polytope B n of doubly stochastic n × n matrices is given by the formula In the formula W T,e (i, j) is the n × n (0, −1, 1)-matrix associated to the unique oriented cycle in T + e as defined in Proposition 3.20 
and W
T,e σ denotes the usual matrix multiplication of W T,e and the permutation matrix σ. The symbol td j (S) is the j-th Todd polynomial evaluated at the numbers in the set S (see Definition 5.1 for details). Finally, c ∈ R n 2 is any vector such that c, W
T,e σ is non-zero for all pairs (T, e) of an arborescence T and an arc e / ∈ E(T ) and all σ ∈ S n . As a special case, the normalized volume of B n is given by (1.2) vol(B n ) = 1 ((n − 1) 2 )! σ∈Sn T ∈Arb(ℓ,n) c, σ Our proof relies on finding an expression for the Ehrhart polynomial e(B n , t) of B n using the multivariate generating function
of the lattice points of tB n . One sees that by plugging z = (1, 1, . . . , 1) in f (tB n , z), we get e(B n , t). Theorem 1.2. The multivariate generating function for the lattice points of tB n is given by
where W T,e (i, j) is the matrix specified in Proposition 3.20 in terms of cycles of K n and
We stress that each summand of Formula (1.3) has a combinatorial meaning in terms of the trees, cycles, and cuts of a directed complete graph. Our approach is based in the lattice point rational functions as developed in [10, 1] and the theory of Gröbner bases of toric ideals as outlined in [11] .
We begin recalling useful basic facts about B n . It is well-known that the vertices of B n are precisely the n × n permutation matrices. There is a graph theoretic description of the edges of B n ; they correspond to the cycles in the complete bipartite K n,n . On the other hand, for each pair (i, j) with 1 ≤ i, j ≤ n, the doubly stochastic matrices with (i, j) entry equal to 0 is a facet (maximal proper face) of B n and all facets arise in this way. It is also easy to see that the dimension of B n is (n − 1) 2 (i.e. the volume we wish to compute is the (n − 1)
2 -volume of B n regarded as a subset of n 2 -dimensional Euclidean space). Note that an n × n doubly stochastic matrix is uniquely determined by its upper left (n − 1) × (n − 1) submatrix. The set of (n − 1) × (n − 1) matrices obtained this way is the set A n of all nonnegative (n − 1) × (n − 1) matrices with row and column sums ≤ 1 such that the sum of all the entries is at least n − 2. A n is affinely isomorphic to B n and we will often do calculations in A n instead of B n because it is full-dimensional. See Chapters 5 and 6 in [12] for details on these well-known facts.
Barvinok's Algorithm and Gröbner Bases of Toric Ideals
For any polyhedron P ∈ R d , we define the multivariate generating function (MGF) of P as
If P is a polytope, and v is a vertex of P, the supporting cone of P at v is
Lemma 2.1 (Brion, 1988; Lawrence, 1991) . (see [1] for a proof ) Let P be a rational polyhedron and let V (P ) be the vertex set of P . Then,
This lemma reduces the problem of finding the MGF of a rational polyhedron P to that of finding the MGF of the supporting cone of each vertex of P . It is in general complicated to give the MGF of an arbitrary cone but, if the cone is unimodular, its MGF has a simple form: 
Barvinok gave an algorithm to decompose a cone C as a signed sum of simple unimodular cones [1] . However, one needs to keep track of lower dimensional cones in the decomposition for writing the inclusion-exclusion formula of the MGF f (C, z). Fortunately, by using the Brion's polarization trick [1] , it is not necessary to do so. This trick involves using the dual cone of C instead. Definition 2.3. Given a cone C, we call a cone K of the same dimension as C a dual cone to C if, ∀x ∈ C, ∀y ∈ K, x, y ≥ 0; or equivalently, if {F i } is the set of facets of C, and {R i } is the set of rays of K for any i, 
Applying Barvinok's algorithm to B n . The vertices of the Birkhoff polytope B n are the permutation matrices on [n] := {1, 2, . . . , n}. Therefore, we consider B n is in the n 2 -dimensional real space R n 2 = {n × n matrices}, where we use A(i, j) be the (i, j)-entry of a matrix A in the space.
In the next section, we will apply Barvinok's algorithm to the supporting cone at the vertex I, the identity matrix, step by step to get the MGF of this supporting cone. Then, applying the action of the symmetric group S n we can deduce the MGF of the rest vertices of B n and therefore the MGF of B n .
For step (2) in the algorithm, we will just give a triangulation instead since, as we will show later (Lemma 3.6), any triangulation of the dual cone gives already a set of unimodular cones.
The tool we will use to do the triangulation is the idea of toric ideal and Gröbner bases. See Chapter 8 in [11] . Here are the basic notions:
For any u ∈ Z d , we denote by supp(u) := {i | u i = 0} the support of u. Every u ∈ Z d can be written uniquely as u = u + − u − , where u + and u − are nonnegative and have disjoint support.
Definition 2.4. The toric ideal of A is defined inside the polynomial ring
Given a vector real vector λ = (λ 1 , . . . , λ n ) in R n we can define a monomial order > λ that has x a > λ x b if a, λ > b, λ and ties are broken via the lexicographic order. Using the ordering of monomials we can talk about the initial monomial of a polynomial f with respect to > λ will be denoted by in > λ (f ). For an ideal I contained in C[x 1 , .., x n ] its initial ideal is the ideal in > λ (I) generated by the initial monomials of all polynomials in I. A finite subset of polynomials G = {g 1 , ..., g n } of an ideal I is a Gröbner basis of I with respect to > λ if in > λ (I) is generated by {in > λ (g 1 ), ..., in > λ (g n )}. In other words, G is a Gröbner basis for I if the initial monomial of any polynomial in I is divisible by one of the monomials in (g i ). It can be proved from the definition that a Gröbner basis is a generating set for the ideal I. As we will state in a moment, each Gröbner basis of the toric ideal I A yields a regular triangulation of the convex hull of A.
A subdivision of A is a collection T of subsets of A, called cells, whose convex hulls form a polyhedral complex with support Q = conv(A). If each cell in T is a simplex, then T is called a triangulation of A. Every vector λ = (λ 1 , . . . , λ n ) in R n induces a subdivision of A = {a 1 , . . . , a n } as follows. Consider the polytope
. . , (a n , λ n )}) which lies in R d+1 . Generally, Q λ is a polytope of dimension dim(conv(A)) + 1. The lower envelope of Q λ is the collection of faces of the form {x ∈ Q λ |cx = c 0 } with Q λ contained in the halfspace cx ≤ c 0 and the last coordinate c d+1 is negative. The lower envelope of Q λ is a polyhedral complex of dimension dim(conv(A)). We define T λ to be the subdivision of A whose cells are the projections of the cells of the lower envelope of Q λ . In other words, {a i1 , a i2 , . . . , a i k } is a cell of T λ if {(a i1 , λ i1 ), (a i2 , λ i2 ), . . . , (a i k , λ i k )} are the vertices of a face in the lower envelope of Q λ . The subdivision T λ is called a regular subdivision of A. Remark that just as a triangulation can be uniquely specified by its maximal dimensional simplices, it can also be uniquely expressed by its minimal non-faces (minimal under containment). Now we are ready to state the algebra-discrete geometry correspondence: Theorem 2.5 (Sturmfels' correspondence). Let A be a n × d matrix with integer entries, whose rows vectors {a 1 , . . . , a n } span an affine space of dimension d − 1. Let I A be the toric ideal defined by A. Then, the minimal non-faces of the regular triangulation of A associated to the vector λ are precisely the generators of the radical of the initial ideal of the Gröbner basis of I A with respect to the term order > λ .
For details and examples see Chapter 8 of [11] .
3. On the vertex I of B n 3.1.
Step 1: The dual cone K n . We first need to describe the dual cone to the supporting cone of I. There are n 2 facets of B n : ∀i, j : 1 ≤ i, j ≤ n, the collection of permutation matrices P satisfying P (i, j) = 0 defines a facet F i,j of B n . Hence, every permutation matrix is on exactly n(n − 1) facets and the vertex I is on the facets F i,j , i = j. Let C n be the supporting cone at the identity matrix I, then the set of facets of C n is {F i,j } 1≤i,j≤n,i =j . From the normal vectors of the facets of C n we will get the rays of its dual cone:
and all other entries equal zero, if i = n and j = n; (ii) for k : 1 ≤ k ≤ n − 1, the (i, k)-entry is −1 and all other entries equal zero, if i = n and j = n; (iii) for k : 1 ≤ k ≤ n − 1, the (k, j)-entry is −1 and all other entries equal zero, if i = n and j = n. Let K n be cone spanned by rays {M i,j } 1≤i,j≤n,i =j . 
Proof. It is easy to see that {M i,j } 1≤i,j≤n,i =j span the (n − 1)
For any i, j ∈ [n] and i = j, we need to check that condition (2.1) is satisfied. It is enough to show that for any permutation matrix P on [n], we have M i,j , P ≥ M i,j , I and the equality holds if and only if P is on the facet F i,j . We have the following three situations: (i) If i = n and j = n, M i,j , P is 0 if P is on F i,j and is 1 if P is not on F i,j .
Hence, (2.1) is satisfied. (ii) If i = n and j = n, M i,j , P is −1 if P is on F i,j and is 0 if P is not on F i,j . (iii) If i = n and j = n, it is the same as (ii). Therefore, K n is a dual cone to C n .
Furthermore, all M i,j s are sitting in the hyperplane
Step 2: The triangulations of K n . Since the cone K n is in the subspace where all the matrices have zeros on the last row and last column, we can just consider K n is in the space R
2 of all (n − 1) × (n − 1) matrices by forgetting the last row and last column of the matrices. To avoid confusion of using different spaces, we denote by K n and M i,j as K n and M i,j in this smaller spaces. Hence, K n is the cone spanned by rays {M i,j } 1≤i,j≤n,i =j , where M i,j is the (n − 1) by (n − 1) matrix such that (i) the (i, j)-entry is 1 and all other entries equal zero, if i = n and j = n;
(ii) the entries on the ith row are all −1 and all other entries equal zero, if i = n and j = n; (iii) the entries on the jth column are all −1 and all other entries equal zero, if i = n and j = n. Proof. Up to a rearrangement of rows the matrix [M] will look as follows: The first few rows are the negatives of the vertex-edge incidence matrix of the complete bipartite K n−1,n−1 , then under that we have n − 1 cyclically arranged copies of an n − 2 × n − 2 identity matrix. It is well-known that the vertex-edge incidence matrix of the complete bipartite K n−1,n−1 is totally unimodular. Moreover is also known, see e.g., Theorem 19.3 in [9] , that a matrix A is totally unimodular if each collection of columns of A can be split into two parts so that the sum of the columns in one part minus the sum of the columns in the other part is a vector with entries only 0, +1, and −1. This characterization of totally unimodular matrices is easy to verify in our matrix [M] because whatever partition that works for the columns sets of the vertex-edge incidence matrix of the complete bipartite K n−1,n−1 works also for the corresponding columns of M, because the diagonal structure of the rows below it.
The fact that all triangulations have the same number of maximal simplices follows from the unimodularity as proved in Corollary 8.9 of [11] .
Therefore, any triangulation of K n gives a decomposition K n into a set of unimodular cones. Since M defines the vertex figure of K n , it is sufficient to triangulate the convex hull of M. Hence, we consider the toric ideal
Recall that a circuit of I A is an irreducible binomial x For any partition of [n] = S ∪ T, we denote by u S,T ∈ Z n(n−1) the n(n − 1) dimensional vector, where
One can easily check that u S,T has the following two properties:
for any distinct i, j and k.
We define 
Example 3.9. For n = 3,
We break the proof of Proposition 3.8 into several lemmas. Before we state and prove the lemmas, we give an explicit formula for the entries in
For any i, j ∈ [n − 1], at most three members of M are nonzero at (i, j)-entry: M i,j (i, j) = 1 (this one does not exist if i = j), M i,n (i, n) = −1, and M n,j (n, j) = −1. Hence,
Therefore, we have the following lemma. Proof. It directly follows from (3.1), (3.2) and Lemma 3.10.
Lemma 3.12. For any nonzero u ∈ Z n(n−1) satisfying uM = 0, i.e., x
Proof. We first show that there exists t ∈ [n], such that either (t, n) or (n, t) is in the support supp(u) of u. Let (i, j) ∈ supp(u), if either i or j is n, then we are done. Otherwise, by Lemma 3.10, we must have either (i, n) or (n, j) in supp(u).
By Lemma 3.10 again, we conclude that (t, n) ∈ supp(u) if and only if (n, t) ∈ supp(u). Let T = {t | (t, n) ∈ supp(u) or/and (n, t) ∈ supp(u)} and S = [n] \ T. Both S and T are nonempty. Thus S ∪ T is a partition of [n]. We will show that S ∪ T is the partition needed to finish the proof.
supp(u S,T ) = {(s, t) | s ∈ S, t ∈ T } ∪ {(t, s) | s ∈ S, t ∈ T }. Hence, we need to show that ∀s ∈ S, ∀t ∈ T, both (s, t) and (t, s) are in supp(u). If s = n, it follows immediately from the definition of T. If s = n, (s, n) ∈ supp(u) since s ∈ T. Therefore, (uM)(s, t) = u(s, t) − u(n, t), which implies that (s, t) ∈ supp(u). We can similarly show that (t, s) ∈ supp(u) as well. Lemma 3.13. Let u ∈ Z n(n−1) satisfying uM = 0, and supp(u) = supp(u S,T ) for some partition of [n] = S ∪ T, then ∃c ∈ Z such that u = cu S,T .
Proof. Because u S,T = −u T,S , we can assume that n ∈ S. Fix t 0 ∈ T, and let c := u(n, t 0 ), we will show that u = cu S,T . Basically, we need to show that ∀s ∈ S and ∀t ∈ T, u(s, t) = u(n, t 0 ) and u(t, s) = −u(n, t 0 ). We will show it case by case, by using Lemma 3.10 and the facts u(s, n) = u(n, s) = 0 when s = n and u(t 0 , t) = 0 when t = t 0 .
• If s = n, t = t 0 : u(s, t) = u(n, t 0 ) and u(t, s) = u(t 0 , n) = −u(n, t 0 ).
• If s = n, t = t 0 : u(s, t) = u(n, t) = u(t 0 , t) − u(t 0 , n) = u(n, t 0 ) and
Proof of Proposition 3.8. By Lemma 3.11, Lemma 3.12 and Lemma 3.13, we know that
Now we only need to show that for any partition S ∪ T, there does not exist another partition S ′ ∪T ′ such that supp(u S ′ ,T ′ ) is strictly contained in supp(u S,T ). Suppose we have such two partitions and let (i, j) ∈ supp(u S,T ) \ supp(u S ′ ,T ′ ). Then i and j are both in S ′ or T ′ . Without loss of generality, we assume they are both in S ′ . Let t ∈ T ′ , then (i, t) and (j, t) are both in the support of u S ′ ,T ′ , thus in the support of u S,T . But the fact that (i, j) ∈ supp(S, T ) indicates that one of i and j is in S and the other one is in T. Wherever t is in, we cannot have both (i, t) and (j, t) are in the support of u S,T . Therefore, we proved that each P S,T is a circuit. Corollary 3.14. For any ℓ ∈ [n],
is a Gröbner basis of M with respect to any term order < satisfying x ℓ,j > x i,k , for any i = ℓ. Thus, the set of initial monomials of the elements in Gr ℓ are
Example 3.15. For n = 3, ℓ = 3 :
Recall that Arb(ℓ, n) is the set of all ℓ-arborescences on [n]. For any T ∈ Arb(ℓ, n) support of T as supp(T ) := {(i, j) | i is the parent of j in T }, and let M(T ) = {M i,j | (i, j) ∈ supp(T )} be the corresponding subset of M defined in Lemma 3.6. Proposition 3.16. Fix any ℓ ∈ [n], the term order and Gröbner basis described in Corollary 3.14 give us a triangulation of K n :
Proof. From the theory of Gröbner bases of toric ideals, see Corollary 8.4 in [11] , the maximal simplices are given by the set of transversals, all minimal sets σ ⊂ {(i, j) | i = j ∈ [n]} such that σ ∩supp(m) = ∅, ∀m ∈ Ini(Gr ℓ ). Now due to the fact that each of the initial monomials are in bijection to the cuts of on the complete graph, the transversals are indeed given by all possible arborescences
One direction is easy: given any arborescence T on [n] with root ℓ, one sees that supp(T ) is a transversal. We show the other direction: if given a transversal σ, we can draw a directed graph G σ according to σ, i.e., supp(G σ ) = σ. We let T be the set of all i's such that there does not exist a directed path from ℓ to i. T is empty, because otherwise m = s ∈T,t∈T x s,t ∈ Ini(Gr ℓ ) but σ ∩ supp(m) = ∅. Therefore, for any vertex i, there exists a directed path from ℓ to i. This implies that there is an ℓ-arborescence as a subgraph of G σ . However, by the minimality of σ, G σ has to be this arborescence.
Finally, from Corollary 8.4 of Chapter 8 in [11] we know that the complement of these transversals are precisely the set of simplices of the triangulation. 
where M i,j is defined as in Example 3.4.
3.3.
Step 3: Back to the original space. We have given triangulations T ri ℓ of K n . By recovering all the M i,j to M i,j , we get triangulations of K n :
where M = {M i,j } 1≤i,j≤n,i =j and M(T ) = {M i,j | (i, j) ∈ supp(T )}. In other words, if for any T ∈ Arb(ℓ, n), we let Q T be the cone whose rays are the edges
is a set of cones defining a decomposition of K n into unimodular cones.
Example 3.18. When n = 3, ℓ = 3, we have a decomposition of K 3 into unimodular cones:
,
where M i,j is the 3 by 3 matrix obtained from M i,j by attaching a column and a row of zeros to the right and bottom.
Our goal in this subsection is to find the dual cone to each Q T back in the subspace where the supporting cone C n lies, which means the rays of the dual cone should be in the subspace
Before we do that, we give more definitions.
Definition 3.19. For any directed edge e = (s, t), (s is pointed to t,)
we define the weight of e to be the n by n matrix w(e) ∈ R (3.3) are in bijection to the set of directed edges not present in T . More precisely, the n × n matrix W T,e for the ray associated to e = (i, j) ∈ T is given by
More precisely,the entries of W T,e are , where cycle(T + e) denote the unique cycle created by adding e to T.
Proof. We observe that for each row or column of W T,e , there are either one 1, one −1 and the other entries are zeros or all entries are zeros. Hence, W
T,e is in the subspace (3.3). Given any directed edge e = (s, t) ∈ T, to check W T,e is the right ray, we need to show that for any (i, j) ∈ supp(T ), W T,e , M i,j is positive when (i, j) = (s, t) and is 0 otherwise. In fact, we will show that W T,e , M i,j = δ (i,j),(s,t) . There are three situations.
• If i = n and j = n, then W T,e , M i,j = W T,e (i, j).
T,e (i, j).
• If i = n and j = n, similarly we have W T,e , M i,j = W T,e (i, j).
Hence, for every situation W T,e M i,j = W T,e (i, j). However, since the only edge in cycle(T + e) not in T is e, W
T,e (i, j) = δ (i,j),(s,t) .
Example 3.21. When n = 3, ℓ = 3, as before we will present W T,e as a row vector, which is just the first, second and last row of the matrix in order. For the 3-arborescence T A in Figure 1 , we have four directed edges to be added, the edges (1, 2), (1, 3) , (3, 1) and (2, 3) . 
3.4.
Step 4: The multivariate generating function of tC n . Because each Q T in the triangulation of K n is unimodular, so is the dual cone of Q T , whose rays are described in Proposition 3.20. Thus by Barvinok's algorithm the MGF of tC n :
, the multivariate generating function of tC n is given by
One observes that equation (3.4) is independent of the choice of ℓ. Thus we have the following equality.
.
4.
A rational function formula for f (tB n , z)
In the last section, we obtained a formula for the multivariate generating function of the supporting cone C n of the vertex I of B n . However, because of the symmetry of vertices of the Birkhoff polytope. We can get the MGF of the supporting cone of any other vertex of B n .
Corollary 4.1. The multivariate generating function for the lattice points of the supporting cone C n (σ) at the vertex σ, for σ a permutation in S n , is given by We conclude this section with an example of Theorem 1.2 for our running example. 
Ehrhart polynomials for proper faces of the Birkhoff polytope
As one nice final application of our Theorem 1.2 we remark that one can easily obtain similar formulas for semi-magic squares with structural zeros or forbidden entries (i.e. fixed entries are equal zero). First of all note that any face F of B n is determine uniquely by the set of entries forced to take the value zero. To obtain a generating function for the dilations of a face F of B n , i.e. f (tF, z) we start from our formula for f (tB n , z) in Theorem 1.2. Just for those variables x ij mandated to be zero, we select a vector λ ij so that the substitution x ij := t λij does not create a singularity, then we set t = 0 and we obtain a multivariate sum of rational functions that gives us only the desired lattice points. Applying this method we obtained a 
