A mathematical model of ice formation in living cells during freezing is considered. Application of appropriate averaging techniques to partial differential equations describing the dynamics of water-ice phase transitions reduces spatially distributed relations to several ordinary differential equations with control parameters and uncertainties. Such equations together with objective functionals that express the difference between the amount of ice in the extracellular and intracellular liquids are considered as differential game where the aim of the control is to maximize the objective functional, and the aim of the disturbance is opposite. A stable finite-difference scheme to compute the value function is developed. Based on the computed value function, optimal controls are designed to produce cooling rates ensuring simultaneous freezing inside and outside of living cells. Such a regime provides balancing the pressures inside and outside of cells, which prevents cells from injuring.
Introduction
Numerous modern medical technologies involve freezing and thawing out of small tissue samples in such a manner that the cells preserve their functional properties. Optimization and control are necessary here because of several competitive effects of cooling. For example, a slow cooling causes freezing of the extracellular fluid, whereas the intracellular fluid remains unfrozen for a while. This results in large stresses that can violate the integrity of cell membranes. If cooling is rapid, the water inside the cell forms small, irregularly-shaped ice crystals (dendrites) that are relatively unstable. If frozen cells are subsequently thawed out too slowly, dendrites will aggregate to form larger, more stable crystals that may cause damage. Maximum viability is obtained by cooling at a rate in a transition zone in which the combined effect of both these mechanisms is minimized (for physical aspects of cryobiology see a comprehensive review [20] ). Thus, mathematical models describing the processes of freezing and thawing along with optimization problems have to be formulated. Such models are basically utilize partial differential equations that describe the dynamics of phase transitions (see e.g. [3] , [19] , [8] , [2] ). Nevertheless, the spatial distribution of parameters is not very important, if small objects such as living cells and pores of the extracellular matrix are investigated. Our experience shows that appropriate averaging techniques accurately reduce spatially distributed models to several ordinary differential equations with control parameters and uncertainties. Such equations very often contain nonlinear dependencies given by tabular data. Thus, the uncertainties and non-smooth nonlinearities complicate the application of traditional control design methods based on Pontryagin's maximum principle. Nevertheless, the dynamical programming principle related to Hamilton-Jacobi-BellmanIsaacs (HJBI) equations is suitable. The application of this technique requires stable grid methods for solving HJBI equations arising from the above mentioned problems. This paper considers a stable grid procedure that allows us to design optimized controls (cooling rates) in a model describing competitive ice formation inside and outside of a living cell.
Mathematical model of ice formation
Cryopreservation of living cells is a necessary part of many medical procedures. However, cells and tissues can be damaged by the cryopreservation process itself. One of the most injuring factors of cryopreservation is mechanical damage of cells caused by the volume increase during the water to ice phase change. Remember that cells of a tissue are located in pores of an extracellular matrix. Each pore contains a solution called extracellular liquid and a cell. The cell has a membrane that separates the intracellular liquid from the extracellular one. Note that membranes have a low heat conductivity, which causes delayed freezing of the intracellular liquid. This effect results in a very large stress exerted on the cell membrane. To avoid that, the liquids inside and outside the cell must freeze simultaneously. This can be achieved through lowering the freezing point of the extracellular fluid and optimization of cooling protocols. Figure 1 sketches an extracellular matrix with pores containing living cells. The extracellular fluid freezes earlier than the intracellular one, and the volumetric increase of ice produces a great pressure exerted on cells. The magnitude of the effect can be approximately estimated as
where p is the pressure exerted on the cell membrane, C ice is the elastic tensor of ice, α is the volumetric increase ratio due to the phase transition, β is the unfrozen water content so that 1 − β is the ice content. The unfrozen water content, β , in the extracellular matrix and in a cell can be computed using the following phase field model (see [7] ):
, e(θ) = ρCθ + ρLβ (θ),
where θ is the Celsius temperature, θ s the freezing (solidification) point, T 0 the Celsius zero point (273 • K), L the latent heat, ρ the density, C the specific heat capacity, K the heat conductivity coefficient. The function e(θ) has the sense of the internal energy. The function φ is recovered from data obtained in experiments with tissue samples. Typical form of the function β (θ) is shown in Fig. 2 .
We will derive a model based on ordinary differential equations by averaging the phase field model (1) over the regions shown in Fig. 3 . The notation is as follows: Ω 2 is the region occupied by the cell; Ω 1 is the extracellular region; Γ 2 represents the cell membrane; Γ 1 is the boundary of the pore; θ 2 , θ 1 , and θ E are the temperatures in the cell, extracellular space, and outside of the pore, respectively; e 2 and e 1 are the internal energies in the cell and extracellular space, respectively; and θ 2s , θ 1s are the corresponding freezing temperatures.
By integrating the energy balance equation of (1) over Ω 1 and assuming the film heat transfer condition for the pore boundary Γ 1 and the cell membrane Γ 2 , one obtains d dt Here λ and α are the corresponding film heat conductivities. Integrating over Ω 2 gives d dt
With the following notation for the mean valueŝ
and with the assumption that differential equations
Here, the relation betweenê i andθ i is given by the formula (see (1)):
Note that the derivatives ∂ê i /∂θ i , i = 1, 2, are discontinuous (see Fig. 4 ). Therefore, the direct form of equations (2) is not appropriate. It is convenient to express the temperatureŝ θ 1 andθ 2 through the energiesê 1 andê 2 , respectively, using the relationθ i = Θ i (ê i ) which is the inverse of relation (3) (see Fig. 5 ). By doing that, we obtain the following system of differential equations:ė
For simplicity, denote x =ê 1 , y =ê 2 , z =θ E , α i =α i , λ =λ and consider the following controlled systemẋ Here, z is the temperature outside of the pore (chamber temperature), u is the cooling rate, v 1 , v 2 are errors in data interpreted as disturbances. The control u is restricted as |u| ≤ µ, the disturbances v 1 , v 2 as |v 1 | ≤ ν, |v 2 | ≤ ν. Since the zero initial value for z is always assumed, the constant d is introduced to emulate nonzero initial values of z (the initial chamber temperature).
The definition of the function β says that exact simultaneous freezing of the extracellular and intracellular liquids can be expressed as the vanishing of one of the following functionals:
where
estimates the difference of the ice content in the intra-and extracellular regions. Consider differential game (5),(6) (resp. (5), (7)) where the objective of the control u is to minimize the functional J 1 (resp. J 2 ), whereas the objective of the disturbance is opposite. The differential game will be solved numerically using approximation schemes described in section 5. The value function is to be computed as a viscosity solution to the corresponding HJBI equation, and the optimal feedback control is to be found by applying the extremal aiming procedure [10] - [12] .
The next section outlines the differential game setting and its connection to HJBI equations.
Differential games and Hamilton-Jacobi-Bellman-Isaacs equations
Consider the following differential gamė
where x ∈ R n is the state vector, u and v are control parameters of the first and second players restricted as
Here, P and Q are given compacts. The game starts at t 0 ∈ [0, t f ] and finishes at t f . Two types of payoff functionals will be considered. The first one being of the form
the second one is
The objective of the control u of the first player is to minimize the functional (10) (resp. (11)), the objective of the control v of the second player is opposite.
Assume that the following conditions are fulfilled:
(f4) σ is bounded and Lipschitz-continuous in t, x, i.e.
(f5) f satisfies the saddle point condition, i.e.
, where f 1 (resp. f 2 ) is linear in u (resp. in v) for each fixed x. Obviously, (f5a) implies (f5).
The game (8)- (11) is formalized as in [10] - [12] , [16] . The players use feedback strategies which are arbitrary functions:
For any initial position (t 0 , x 0 ) ∈ [0, t f ] × R n and any strategies P and Q, two functional sets X 1 (t 0 , x 0 , P) and X 2 (t 0 , x 0 , Q) are defined. These sets consist of limits of the step-bystep solutions of (8) generated by the strategies P and Q respectively (see [10] - [12] , [16] ).
It is well-known due to [11] - [12] , and [16] that, under assumptions (f1)-(f5), the differential game (8) , (9),(10) (resp. (8), (9), (11) ) has value function V : (t, x) → V (t, x) defined by the relation:
where J = J 1 (resp. J 2 ). The value function is bounded and Lipschitz-continuous in t, x, i.e.
The next important result proved in [17] says that the value function V coincides with the viscosity solution (see [4] , [5] , and [6] ) of the following HJBI equation:
where the Hamiltonian H and the terminal condition are defined as
in the case of the payoff functional (10) . In the case of the payoff functional (11), the Hamiltonian and the terminal condition are of the form
and the viscosity solution is defined in a special way (see [1] ).
In the next section, approximation schemes for solving this HJBI equation are discussed and convergence results are given.
Approximation schemes and convergence results
The consideration of this section will be carried out in R 3 so that the state variables are x, y, and z. Moreover, the time-independence of the right-hand-side is assumed for brevity. However, all results are valid for arbitrary space dimensions and time dependent systems.
In [1] , a finite difference scheme for finding viscosity solutions to equation (12) with the payoff functional of the form (10) or (11) is proposed. The scheme is based on a solution operator which can be considered as a modification of the abstract solution operator introduced in [14] . Similarly to [14] , the convergence result is based on the monotonicity property of the solution operator. The monotonicity property can be achieved if the Hamiltonian is monotonic in the impulse variables. The required monotonicity of the Hamiltonian can be obtained by a certain transformation of the variables t and x, y, z. However, the change of the variables disturbs the Lipschitz constant of the Hamiltonian in the impulse variables. The latter forces another change of the variables, and etc., which destroys the numerical implementation.
In section 5, a finite difference scheme which is free from the above drawback is proposed. The scheme is based on the operator introduced in [13] . The main idea here is to use either the right or the left divided differences for the approximation of the spatial derivatives V x , V y , and V z depending on the sign of f 1 , f 2 , and f 3 , respectively, where the f i is the i th component of the right hand side of the controlled system.
Introduce the following notation:
and consider a difference scheme:
Here, the terminal conditions are related to the payoff functionals (10) and (11), respectively. The symbols V The scheme can be considered as the successive application of an operator Π to the grid function:
Note that such an operator can be naturally extended to continuum functions.
Definition 1. The operator Π is monotone, if the following implication holds:
where the point-wise order is assumed.
Definition 2.
The operator Π has the generator property, if the following estimate holds:
for every φ ∈ C 2 b (R 3 ), r = (x, y, z) ∈ R 3 , and fixed a, b, c > 0.
Here
is the space of twice continuously differentiable functions defined on R 3 and bounded together with their two derivatives, · denotes the point-wise maximum norm, Dφ and D 2 φ denote the gradient and the Hessian matrix of φ.
Theorem 1. (convergence, [14] ). Assume that the operator Π(·; τ, aτ, bτ, cτ ) is monotone for any τ > 0 and satisfies the generator property, then the grid function obtained by the procedure:
converges point-wise to the value function of the differential game (8), (9), (10) as τ → 0, and the convergence rate is √ τ .
Theorem 2. (convergence, [1]
). Assume that the operator Π(·; τ, aτ, bτ, cτ ) is monotone for any τ > 0 and satisfies the generator property, then the grid function obtained by the procedure:
converges point-wise to the value function of the differential game (8),(9),(11) as τ → 0, and the convergence rate is √ τ .
Remark 1. Theorems 1 and 2 refer only to the monotonicity and generator properties of the operator Π. Really, some secondary properties have to hold to claim the convergence (see [14] and [1] ). We omit here the discussion of them because they obviously hold for the operator Π considered below.
The next lemma gives conditions which provide the monotonicity of Π. Denote
) yields the monotonicity of the operator Π(·; τ, aτ, bτ, cτ ) provided that a, b, c ≥ Λ √ τ , where Λ is the Lipschitz constant of H in p 1 , p 2 , p 3 .
For example, monotone decreasing of H can be achieved through the following transformation of variables in the controlled system:
where C ≥ Λ is a constant. Note that such a variables transformation changes the Lipschitz constant of the Hamiltonian in the impulse variables. Therefore, the condition C ≥ Λ , where Λ is the new Lipschitz constant can be violated, which avoids from the desired monotonicity. It should be stressed that such a situation is typical, and, therefore, this technique is applicable for small values of t f only, which makes treatment of realistic tasks impossible. We omit the proof of this Lemma.
Upwind solution operator
Let us investigate a solution operator proposed in [13] . We will prove that this operator is originally monotone and does not require any transformation of variables. Unfortunately, the convergence arguments given in [13] are very sketchy and not strong. They are solely based on topological considerations and do not take into account the nature of viscosity solutions. Nevertheless, the idea of the operator proposed is brilliant. Denote
The operator introduced in [13] assumes the following approximations of the spatial derivatives:
where f 1 , f 2 , f 3 are the right hand sides of the controlled system computed at (
3 the right and the left divided differences, respectively. Finally, the operator is given by
in the case of functional J 1 (without σ if J 2 ).
Lemma 2. (monotonicity)
. Let M be the bound of the right hand side of the controlled system. If a, b, c ≥ M √ 3, then the operator Π(·; τ, aτ, bτ, cτ ) given by (14) is monotone.
Proof. Suppose V ≤ W . Let us show that Π(V ; τ, aτ, bτ, cτ ) ≤ Π(W ; τ, aτ, bτ, cτ ).
We have
By rearranging terms and using the obvious relations f + − f − = |f | and min
.
> 0, which finally implies the required inequality.
Lemma 3. (generator property). The generator property (13) holds.
Proof. Consider the case of functional J 1 (the proof for functional J 2 is obtained by letting σ = 0).
and (x, y, z) ∈ R 3 . We have
+ τ σ(x, y, z).
is the right-hand-side of the controlled system. Estimate
Thus, the operator considered satisfies the conditions of Theorems 1 and 2.
Control procedure
In this section, the computation of optimal controls for system (5) in accordance with the extremal aiming procedure [10] - [12] is described.
Let ε be a small positive number, t n the current time instant. Consider a cubic ε-neighborhood
of the current state (x(t n ), y(t n ), z(t n )) of system (5) . By searching through all grid points (x i , y j , z k ) ∈ U ε , find the point (x i * , y j * , z k * ) such that
The current control u(t n ) which is supposed to be applied on the next time interval [t n , t n + τ ] is computed from the condition of maximizing the projection of the system velocity (f 1 , f 2 , f 3 ) onto the direction of the vector x i * − x(t n ), y i * − y(t n ), z i * − z(t n ) :
It is clear that the value of the control will be either µ or −µ.
Based on the results of [10] - [12] , one can prove that the above discrete control procedure ensures the following estimate. Let h = max{∆ x , ∆ y , ∆ z }. There exist constants C 1 and C 2 such that
if C 2 h < ε and C 2 √ τ < ε. A similar estimate holds for the functional J 2 .
Simulation results
Let us first consider the following two-dimensional variant of the controlled system:
which corresponds to the infinite cooling rate.
The values of the coefficients and bounds on the control and disturbances used for all simulations are:
We start with the case where intracellular and extracellular liquids have the same freezing temperatures i.e. θ 1s = θ 2s . The graph of the value function computed for the functional J 1 at the time instant t = 0 is shown in Fig. 6a . The plots of the temperatures in the cell and in the pore versus time are given in Fig. 6b. Figure 6c shows that the control is not able to bring together the ice content in the pore and in the cell. The next simulation is related to the case of different freezing temperatures in the pore and in the cell: θ 1s − θ 2s = −13
• C. Figures 7a, 7b , and 7c give the graph of the value function, the temperatures, and the ice content, respectively. By comparing Fig. 7a with Fig. 6a one can see that the value function at the point (x 0 , y 0 ) is much smaller for the case of different freezing temperatures. The control which is able to equalize the ice content inside and outside the cell (see Fig. 7c ) is shown in Fig. 7d .
Computation results related to the functional J 1 and to system (5) modeling finite cooling rate are presented in Figs. 8a-8d. Also in this more realistic case, the control ensures keeping the ice content in the cell and in the pore very close to each other. Note that the computation here is performed in three dimensions. The section of the graph of the value function by the plane z = 0 is shown in Fig. 8a . Figures 9 and 10 correspond to the functional J 2 and θ 1s − θ 2s = −13 • C. Infinite cooling rate is assumed for Fig. 9 , whereas Fig. 10 displays the case of finite cooling rate. Fig. 10a shows the section of the graph of the value function by the plane z = 0. For infinite cooling rate, the achieved balance between the ice content inside and outside of the cell is practically identical to that one computed for the functional J 1 (compare Fig. 9c with Fig. 7c ). For finite cooling rate, it is even slightly better (compare Fig. 10c with Fig. 8c ).
Conclusion
The mathematical model of the balanced intra-and extracellular ice formation proposed in the paper can be used to design optimal cooling protocols for cryopreservation of living cells. The problem which has to be solved is formulated as a differential game in the two or three dimensional state space. Numerical solution of such differential games is very complicated task. The developed finite difference numerical scheme being applied to compute the value function of the differential game appears to be very suitable for the problem considered. The implementation of the numerical scheme requires (especially in the threedimensional case) parallelization of computations. All examples presented in this paper are calculated on a Linux computer admitting 32 threads. The coefficient of the parallelization was 0.9 pro thread (30 times totally). The grid size in three dimensions was 300 × 300 × 300, the number of time steps was 30000 (restrictive relation between the space and time steps, see Lemma 2) . The run times are approximately 20 min. 
