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We consider three-dimensional irrotational motion of an incompressible ideal fluid with a
ffee surface under the uniform acceleration $g$ due to gravity. The fluid lies on a flat bottom
and has undisturbed dePth $D$ . The effects of surface tension are neglected. In what follows, all
variables are non-dimensionalized using $g$ and $D$ . Introducing the three-dimensional
Cartesian coordinates $x,$ $y,$ $z$ with $z$ vertically upward and their origin located at the
bottom, we obtain the following set of dimensionless goveming equations for the fluid motion:
$\nabla^{2}\emptyset=0$ for $0<z<\eta$ , (2.1)
with boundary conditions
$\frac{\partial\eta}{\partial t}+\frac{\partial\emptyset\partial\eta}{\ \ }+ \frac{\partial\emptyset\partial\eta}{\phi\partial y}-\frac{\partial\emptyset}{\partial z}=0$ at $z=\eta$ , (2.2)
$\frac{\partial\emptyset}{\partial t}+\frac{1}{2}[(\frac{\partial\phi}{\ })^{2}+( \frac{\partial\emptyset}{\Phi})^{2}+(\frac{\partial\emptyset}{\partial z})^{2}]+\eta=b(t)$ at $z=\eta$ , (2.3)
$\frac{\partial\emptyset}{\partial z}=0$ at $z=0$ , (2.4)
where
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$\nabla^{2}=\frac{\partial^{2}}{\partial\kappa^{2}}+\frac{\partial^{2}}{\Phi^{2}}+\frac{\partial^{2}}{\partial z^{2}}$ , (2.5)
$t$ is the time, $\emptyset(x,y,z,t)$ is the velocity potential, and $\eta(x,y,t)$ is the surface elevation and
$b(t)$ is a fimction of $t$ which is determined by evaluating (2.3) as $xarrow\infty$ .
Consider a steadily propagating solution of $(2.1)-(2.4)$ that is independent of $t$ and $y$ :
$\emptyset=-vx+\Phi(x,z;v),$ $\eta=H(x;v)$ , $(2.6a,b)$
where $v$ is a positive parameter, and
$\frac{\partial\Phi}{\partial x}arrow 0,$ $\frac{\partial\Phi}{\partial z}arrow 0,$ $H-1arrow 0$ as $xarrow\pm\infty$ . (2.6c)
Solution (2.6) represents a steady propagation of a two-dimensional localized wave against a
uniform stream of constant velocity $-v$ in the $x$ direction. We call this solution a solitary
wave solution. From substitution of (2.6) into $(2.1)-(2.4),$ $\Phi$ and $H$ should satisfy
$\nabla_{\perp}^{2}\Phi=0$ for $0<z<H$ , (2.7)
$(-v+ \frac{\partial\Phi}{\partial x}I\frac{dH}{dx}=\frac{\partial\Phi}{\partial z}$ at $z=H$ , (2.8)
$-v \frac{\partial\Phi}{\partial x}+\frac{1}{2}[(\frac{\partial\Phi}{\partial x})^{2}+(\frac{\partial\Phi}{\partial z})^{2}]+H=0$ at $z=H$ , (2.9)
$\frac{\partial\Phi}{\partial z}=0$ at $z=0$ , (2.10)
in addition to (2.6c), where
$\nabla_{\perp}^{2}\equiv\frac{\partial^{2}}{2}+^{\underline{\partial^{2}}}$ (2.10b)
$\partial x$ $\partial z^{2}$
.
The existence of the above solitary wave solution was rigorously proved by Amick & Toland
[2]. Numerical solutions were obtained by Hunter & Vanden-Broeck [3] and many others
(Byatt-Smith& Longuet-Higgins [4]; Tanaka [5]; Longuet-Higgins & Tanaka [6]). According to
them, solitary wave solution exists in the range $1<v\leq 1.2942$ , or $0<a\leq 0.83332$ , where $a$
is the maximum surface elevation which is called amplitude hereafter. The solitary wave
solution has the property that the surface elevation H-l is positive and possesses a single
point of extremum which is called the crest. Moreover the solution is symmetric with respect to
the crest, that is, $\Phi(x,z)$ is odd and $H(x)$ is even in $x$ with $x=0$ on the crest, and
approach to the state at infinity as $xarrow\pm\infty$ described by (2.6c) is exponentially fast (some of
these properties were rigorously proved by Amick & Toland [2] and Craig & Stemberg [7] $)$ . In
fact, $\Phi$ approaches different constant values as $xarrow\pm\infty$ , i.e.
$C(v) \equiv[\Phi]_{rarrow\infty}-[\Phi]_{\mathfrak{r}arrow r}=vM-\frac{2T}{v}$ , (2.11a)
where $M$ and $T$ are defined by
$M(v)=f_{\infty}(H-1)dx$ , $T(v)= f_{\infty}d_{X}f\frac{1}{2}[(\frac{\partial\Phi_{s}}{\partial\kappa}I^{2}+(\frac{\partial\Phi_{s}}{\partial z}I^{2}]\ ,$ $(2.1lb,c)$
and the far right side of (2.11a) was first derived by McCowan [8]. $C,$ $M$ , and $T$ physically
represent the circulation, the mass, and the kinetic energy of the solitary wave, respectively.
Incidentally, the total energy $E$ ofthe solitary wave is defined as
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$E(v)=T(v)+ \frac{1}{2}f_{\infty}(H-1)^{2}dx=r_{\infty}dx\zeta(\frac{\partial\Phi}{\partial x})^{2}\$ , (2.11d)
where the far right side was first derived by Starr [9] (see also Appendix A in Kataoka [10]).
When amplitude is small, or $a=\epsilon^{2}$ with $\epsilon$ being a small parameter, $\Phi$ and H-l are
small quantities of $O(\epsilon)$ and $O(\epsilon^{2})$ , respectively, and the dependency on $x$ is slow
(appreciable variation in $x$ of the order of $\epsilon^{-1}$ ). Let us call this solution a small-amplitude
solitary wave solution and denote it by $(\epsilon\Phi_{s}(X,z),1+\epsilon^{2}H_{s}(X))$ , where
$X=\epsilon x$ (2.12)
is a shrunk coordinate in $x$ . The solution for $a=\epsilon^{2}$ is then given by (Grimshaw [11] with
some transcript errors, Fenton [12] $)$
$\epsilon\Phi_{s}(X,z)=\epsilon\Phi_{s1}(X)+\epsilon^{3}\Phi_{s3}(X,z)+\cdots$ , (2.13a)
$1+\epsilon^{2}H_{s}(X)=1+\epsilon^{2}H_{s2}(X)+\epsilon^{4}H_{s4}(X)+\cdots$ , (2.13b)
$v=1+ \frac{\epsilon^{2}}{2}-\frac{3}{20}\epsilon^{4}+\frac{3}{56}\epsilon^{\text{\’{o}}}+\cdots$ , (2.13c)
where
$\Phi_{s1}(X)=\frac{2\sqrt{3}}{3}\tanh(kY),$ $\Phi_{s3}(X.z)=\sqrt{}\overline{3}[\frac{5}{36}+(-\frac{2}{9}+\frac{z^{2}}{2})sech^{2}(kY)]\tanh(kY)$ , $(2.14a,b)$
$\Phi_{s5}(X,z)=\sqrt{3}[-\frac{419}{1600}+(\frac{3}{100}-\frac{3}{16}z^{2}-\frac{z^{4}}{8})sech^{2}(kY)+(\frac{4}{25}-z^{2}+\frac{3}{8}z^{4})sech^{4}(kY)]\tanh(kY),(2.14c)$
$H_{s2}(X)=sech^{2}(kY)$ , $H_{s4}(X)=-\frac{3}{4}sech^{2}(kY)_{t\mathfrak{W}}h^{2}(kY)$ , $(2.14d,e)$
$H_{s6}(X)=[\frac{5}{8}sech^{2}(kY)-\frac{101}{80}sech^{4}(kY)]\tanh^{2}(kY)$ , (2.14f)
and
$k= \frac{\sqrt{3}}{2}(1-\frac{5}{8}\epsilon^{2}+\frac{71}{128}\epsilon^{4}+\cdots)$ . (2.14g)
3. ( )
Consider interactions between two obliquely moving solitary waves, one of which has finite
amplitude $a$ (wave speed v) and the other has small amplitude $\epsilon^{2}$ (wave speed
$1+\epsilon^{2}/2+\cdots)$. We take a reference ffame moving with the undisturbed finite-amplitude solitary
wave whose traveling direction is in the positive $x$ direction and crest is on $x=0$ .
Small-amplitude solitary wave propagates at an inclination angle $\psi$ to the $x$ axis
$(0\leq\psi\leq\pi)$ ( 1 ) . The solution before interaction is a summation of the two solitary
wave solutions:





$X=\epsilon x,$ $Y=\epsilon y,$ $\tau=\epsilon t$ (3.3)
are shrunk coordinates in $x,$ $y$ and $t$ , respectively. $c_{y}$ is the leading-order wave speed in
the $y$ direction (or along the crest of the finite-amplitude solitary wave) of the
small-amplitude solitary wave given by ( 1 )
$c_{y}= \frac{1-v\cos\psi}{\sin\psi}$ . $(\begin{array}{ll}<0 for0\leq\psi<cos^{-1}(1/v)>0 cos^{-1}(1/v)<\psi\leq for\pi\end{array})$ (3.4)
Since any small perturbations propagate in the negative $X$ direction in this reference frame,
the solution (3.1) before interaction becomes the boundary condition as $Xarrow\infty$ , i.e.
$\{\begin{array}{l}\emptyset=-vx+[\Phi]_{\kappaarrow\pm\infty}+\epsilon\Phi_{s}.(\theta+O(\epsilon^{2}), z) as Xarrow\infty.\eta=1+\epsilon^{2}H_{s}(\theta+O(\epsilon^{2}))\end{array}$ (3.5)
Here we look for an asymptotic solution for small $\epsilon$ of $(2.1)-(2.4)$ whose boundary condition
as $Xarrow\infty$ is (3.5).
Scale of variation in $y$ and $t$ of the interaction Process is $O(\epsilon^{-1})$ from the flmctional
form of (3.1) which depends on $y$ and $t$ only through $Y-c_{y}\tau$ . For the scale of variation in
$x$ , two different scales coexist: 0(1) due to the finite-amplitude solitary wave solution and
$O(\epsilon^{-1})$ due to the small-amplitude one. We therefore seek solutions of different scales of
variation in $x$ : a solution with an appreciable variation in $x$ of $O(1)$ (core solution) and that
with an appreciable variation in $x$ of $O(\epsilon^{-1})$ (far-field solution). Scale of variation in $y$
and $t$ $(or y-c_{y}t)$ is fixed at $O(\epsilon^{-1})$ . The above two solutions are looked for in Sections 3.1
and 3.2, respectively, and they are unified to an overall solution by matching procedure in
Section 3.3.
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where $M,$ $M_{B}$ and $M_{U}$ are defined by (2.11b) and
$M_{B}=2M- \frac{v}{2}\frac{dM}{dv}$ , $M_{U}=- \frac{dM}{dv}+vM_{B}$ , $(3.22a,b)$
3.2. Far-field solution
We look for a solution of $(2.1)-(2.4)$ with a moderate variation in $X(=\epsilon x),$ $Y-c_{y}\tau$ and $z$
in the following power series of $\epsilon$ :
$\phi_{F}=-vx+[\Phi]_{\iotaarrow\pm\infty}+\epsilon\emptyset_{F1}(X,Y-c_{y}\tau,z)+\epsilon^{2}\emptyset_{F2}(X,Y-c_{y}\tau,z)+\cdots$ , (3.23a)
$\eta_{F}=1+\epsilon^{2}\eta_{F2}(X,Y-c_{y}\tau)+\epsilon^{3}\eta_{F3}(X,Y-c_{y}\tau)+\cdots$ , (3.23b)
where each component function is of the order of unity $(\emptyset_{Fn}=O(1), \eta_{Fn}=O(1))$ , and the
subscript $F$ is attached to $(\emptyset,\eta)$ in order to indicate the type of solution (far-field solution).
The series of (3.23) start ffom $o(\epsilon)$ and $o(\epsilon^{2})$ for $\emptyset_{F}+vx-[\Phi]_{\mathfrak{r}arrow\pm\infty}$ and $\eta_{F}-1$ ,
respectively, in accordance with the core solution having nonzero values as $xarrow\pm\infty$ from
these orders (see (3.12a) and $(3.14b)$). Substituting (3.23) into $(2.1)-(2.4)$ and arranging the
same-order terms in $\epsilon$ , we obtain a series of equations for $\emptyset_{Fn}(n=1,2,\cdots)$ . For $n=1$ and 2,
they are homogeneous ( $\partial^{2}\phi_{Fn}/\partial z^{2}=0$ for $0<z<1$ and $\partial\phi_{Fn}/\partial z=0$ at $z=0$ and 1) and
have a solution independent of $z$ :
$\phi_{Fn}=\emptyset_{Fn}(X,Y-c_{y}\tau)$ ( $n=1$ and 2). (3.24)
For $n=3$ and 4, the equations are inhomogeneous, i.e.
$\frac{\partial^{2}\phi_{Fn}}{\partial z^{2}}=J_{n}\equiv-\frac{\partial^{2}\phi_{Fn-2}}{\partial X^{2}}-\frac{\partial^{2}\phi_{Fn-2}}{\partial Y^{2}}$ for $0<z<1$ , (3.25)
$\frac{\partial\phi_{Fn}}{\partial z}=K_{n}\equiv(\frac{\partial}{\partial\tau}-v\frac{\partial}{\partial X})\eta_{Fn-1}$ at $z=1$ , (3.26)
$\frac{\partial\emptyset_{Fn}}{\partial z}=0$ at $z=0$ , (3.27)
where
$\eta_{Fn-1}=-(\frac{\partial}{\partial\tau}-v\frac{\partial}{\partial X})\emptyset_{Fn-2}$ . (3.28)
For the above inhomogeneous equations (3.25)-(3.27) to have a solution, their inhomogeneous
terms $J_{n}$ and K. on the right-hand sides of (3.25) and (3.26) must satisfy the solvability
condition:
$JJ_{n}\ =K_{n}$ , (3.29)
which gives
$[( \frac{\partial}{\partial\tau}-v\frac{\partial}{\partial X})^{2}-(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}})]\phi_{Fn-2}=0$ ( $n=3$ and 4). (3.30)
With the aid of (3.4) and the boundary condition (3.5) as $Xarrow\infty,$ $(3.30)$ leads to
$\phi_{F1}=\{\begin{array}{ll}\Phi_{s1}(\theta) for X>0,\varphi_{1}(\theta)+\tilde{\varphi_{1}}(\tilde{\theta}) tor X<0,\end{array}$ (3.31)
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$\emptyset_{F2}=\{\begin{array}{l}0 for X>0,\varphi_{2}(\theta)+\tilde{\varphi}_{2}(\tilde{\theta}) 1or X<0,\end{array}$ (3.32)
where $\Phi_{s\cdot 1}$ is given by(2.14a). Here $\varphi_{1},\tilde{\varphi_{1}},$ $\varphi_{2}$ and $\tilde{\varphi}_{2}$ are undetermined fimctions of $\theta$
or $\tilde{\theta}$ with
$\theta=X\cos\psi+(Y-c_{y}\tau)\sin\psi$ , $\tilde{\theta}=X\cos\tilde{\psi}+(Y-c_{y}\tau)\sin\tilde{\psi}$ , (3.33)
and $\psi(0\leq\psi\leq\pi)$ and $\tilde{\psi}(-\pi\leq\tilde{\psi}\leq 0)$ are two solutions of (3.4) for $\psi$ ( 1 ), ie.
$\psi=\cos^{-1}\frac{v-c_{y}\sqrt{v^{2}+c_{y}^{2}-1}}{v^{2}+c_{y}^{2}}=\sin^{-1}\frac{c_{y}+v\sqrt{v^{2}+c_{y}^{2}-1}}{v^{2}+c_{y}^{2}}(\geq 0)$, (3.34a)
$\tilde{\psi}=\cos^{-1}\frac{v+c_{y}\sqrt{v^{2}+c_{y}^{2}-1}}{v^{2}+c_{y}^{2}}=\sin^{-l}\frac{c_{y}-v\sqrt{v^{2}+c_{y}^{2}-1}}{v^{2}+c_{y}^{2}}(\leq 0)$ . (3.34b)
$\eta_{F2}$ and $\eta_{F3}$ are obtained from substitution of (3.31) and (3.32) into (3.28) as
$\eta_{F2}=\{$
$\frac{d\Phi_{s1}(\theta)}{d\theta}$ for $X>0$,






We carry out matching of the core solution $(\emptyset_{C},\eta_{C})$ and the far-field solution $(\emptyset_{F},\eta_{F})$ . In the
core region expressed by $(\emptyset_{C},\eta_{C})$ , the ordering of the far-field solution is rearranged.
Specifically, the far-field solution $(\emptyset_{F},\eta_{F})$ is expanded in the power series of $X$ $($or $\epsilon x)$ :
$h_{Fn}=(h_{Fn})_{0}+ \epsilon x(\frac{\partial h_{Fn}}{\partial X})_{0}+\frac{\epsilon^{2}x^{2}}{2}(\frac{\partial^{2}h_{Fn}}{\partial X^{2}}I_{0}+\cdots$ , (3.36)
where $h$ represents $(\emptyset,\eta)$ , and the quantities in the parentheses with subscript $0$ are evaluated
at $X=0$ . We then collect the same orders of $\epsilon$ and obtain the reordered fom [say,
$(\phi_{Fn}^{**}\eta_{Fn})]$ of $(\emptyset_{Fn},\eta_{Fn})$ . Matching is carried out by comparing the foms of the two solutions
$(\emptyset_{Cn},\eta_{Cn})$ and $(\emptyset_{Fn}^{**}\eta_{Fn})$ at each $n$ ffom $n=1$ , and it is accomplished ifthe conditions
$[\emptyset_{Cn}]_{\chiarrow\pm\infty}=\emptyset_{Fn}^{*}$ , $[\eta_{Cn}1_{\mathfrak{r}arrow\pm\infty}=\eta_{Fn}*$ ,
are satisfied.





For $n=2$ , since $\emptyset_{F2}^{*}=(\emptyset_{F2})_{0}+x(\partial\emptyset_{F1}/\partial X)_{0}$ , the matching conditions are composed of two
different kinds of terms, i.e. those independent of $x$ and those proportional to $x$ . From those




where (3.14a) and (3.32) are used. From those proportional to $x$ ,
$r= \frac{d\Phi_{s1}(\theta_{0})}{d\theta_{0}}\cos\psi$ , (3.40a)
$r= \frac{d\varphi_{1}(\theta_{0})}{d\theta_{0}}\cos\psi+\frac{d\tilde{\varphi}_{1}(\tilde{\theta_{0}})}{d\tilde{\theta_{0}}}\cos\tilde{\psi}$ , (3.40b)
where $(3.14a)$ and (3.31) are used.
For $n=3$ , where $\emptyset_{F3}=(\phi_{F3})_{0}+x(\partial\emptyset_{F2}/\partial X)_{0}+x^{2}(\partial^{2}\emptyset_{F1}/\partial X^{2}\lambda/2$ , the matching conditions
proportional to $x$ contribute to determination of unknowns at this stage. It is convenient to
express them in terms of $u_{C3}$ defined by (3.20), i.e.
$[u_{C3}- \frac{\partial u_{C3}}{\ }x]_{xarrow\infty}=0$ , (3.41a)
$[u_{C3}- \frac{\partial u_{C3}}{\partial x}x]_{xarrow r}=(\cos\psi-v)\frac{d\varphi_{2}(\theta_{0})}{d\theta_{0}}+(\cos\tilde{\psi}-v)\frac{d\tilde{\varphi}_{2}(\tilde{\theta_{0}})}{d\tilde{\theta_{0}}}$ , (3.41b)
where (3.32) and (3.36) are used. Matching conditions for $\eta$ are automatically satisfied if
(3.40) and (3.41) are satisfied.
Thus, the four unknowns $q,$ $r,$ $\varphi_{1}(\theta_{0})$ and $\tilde{\varphi}_{1}(\tilde{\theta_{0}})$ are determined by the four equations
$(3.37a,b)$ and $(3.40a,b)$ as
$q=-\Phi_{s1}(\theta_{0})$ , $r= \frac{d\Phi_{s1}(\theta_{0})}{d\theta_{0}}\cos\psi$ , $\varphi_{1}(\theta_{0})=\Phi_{s1}(\theta_{0})$ , $\tilde{\varphi}_{1}(\tilde{\theta_{0}})=0$ . (3.42a-d)
Substituting $(3.42a,b)$ into (3.18) for $q$ and $r$ , we obtain the solution $p$ which is
undismrbed initially $(or p(Y-c_{y}\tau)arrow 0 as \tauarrow-\infty)$ as





with $E$ being defined by (2.11d). Note that $P$ diverges for $c_{y}=c_{0}$ , in which case a different
analysis with finite order ofthe phase shift $p$ should be made.
Substituting $(3.42c,d)$ into (3.31) and (3.35), we have the leading-order far-field solution as
$\phi_{F1}=\Phi_{s1}(\theta)$ , (3.44a)
$\eta_{F2}=H_{s2}(\theta)$ , (3.44b)
where $\Phi_{s1}$ and $H_{s2}$ are the first and second-order solutions of the small-amplitude solitary
wave solution in $\epsilon$ given by $(2.14a,d)$ .
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Next, the six unknowns $\varphi_{2}(\theta_{0}),\tilde{\varphi}_{2}(\tilde{\theta_{0}}),$ $\backslash [\emptyset_{C2^{-}}rx]_{xarrow\pm\infty}$ and $[u_{C3}-x\partial u_{C3}/\ |_{\mathfrak{r}arrow\pm\infty}$ are
determined by the six equations (3.16), (3.21), $(3.39a,b)$ and $(3.4la,b)$ . Solutions are










$+($ $C_{U}+ \frac{c_{y}}{\sqrt{v^{2}+c_{y}^{2}-1}}M_{U}]\cos\psi\}$ .
Substituting (3.45) into (3.32) and (3.36), we have the next-order far-field solution as
$\emptyset_{F2}=\{\begin{array}{l}0 for X>0,-P_{s}\frac{d\Phi_{s1}(\theta)}{d\theta}-\frac{\tilde{P_{s}}d\Phi_{s1}(\kappa\tilde{\theta})}{\kappa d\tilde{\theta}} for X<0,\end{array}$ (3.48a)
$\eta_{F3}=\{\begin{array}{l}0 for X>0,-P_{s}\frac{dH_{s2}(\theta)}{d\theta}\tilde{P_{s}}\frac{dH_{s2}(\kappa\tilde{\theta})}{d\tilde{\theta}} for X<0.\end{array}$ (3.48b)
The solution obtained in this section is physically interPreted as follows. The core solution up
to $O(\epsilon^{2})$ given by (3.12) and (3.14) represents modulation and associated phase shift of the
extended solitary wave solution ( [13] ) whose parameters $(v^{*},B,U)$ are
subject to small and slow variations. Deviations of the Parameters $(v^{*},B,U)$ from their initial
values $(v,1,0)$ are $(\epsilon^{2}\partial p/\partial\tau,\epsilon^{2}\partial q/\partial\tau,\epsilon^{2}r)$ , and they are expressed in terms of the surface
displacement $\epsilon^{2}H_{s2}(\theta_{0})$ ofthe small-amplitude solitary wave at $X=0$ , i.e.
$[_{U}^{v^{*}}B]=\{\begin{array}{l}v10\end{array}\}+\epsilon^{2}\{\begin{array}{l}(vcos\psi-1)P(1-vcos\psi)cos\psi\end{array}\}H_{s2}(\theta_{0})$ . (3.49)
The associated Phase shift, or the degree of translation is represented by $\epsilon p$ , where $p$ is
given by (3.43). The total phase shift $\epsilon p|_{\tauarrow\infty}$ is
33
$\epsilon p|_{\tauarrow\infty}=\{\begin{array}{l}\frac{2\sqrt{6}}{3}\epsilon P for 0\leq\psi<\cos^{-1}(1/v),-- \frac{2\sqrt{6}}{3}\epsilon P for \cos^{-1}(1/v)<\psi\leq\pi.\end{array}$ (3.50)
Figure 2 shows the profile of $p|_{rarrow\infty}$ as a hnction of $\psi$ for $a=0.3$ and 0.6. Note that $p|_{\tauarrow\infty}$
diverges when $c_{y}=c_{0}$ as already mentioned after (3.43b).
The far-field solution is given by (3.44) and (3.48). The leading-order solution (3.44) is the
small-amplitude solitary wave solution itself, while the next-order solution (3.48) represents
two physical phenomena. The first terms on the right-hand sides of (3.48) for $X<0$ represent
translation of the small-amplitude solitary wave by a finite distance $P_{s}$ (the phase shift is
$\sqrt{3}\epsilon P_{s}/4)$ due to interaction with the finite-amplitude solitary wave. Figure 2 shows $P_{s}$ as a
function of $\psi$ for $a=0.3$ and 0.6. The second terms on the right-hand sides of (3.48) for
$X<0$ represent generation of the residual wave due to inelastic nature of the interaction. The
residual wave has surface profile of $sech^{2}\tanh$ type, and propagates at an inclination angle $\tilde{\psi}$
to the $x$ axis. Its amplitude $\tilde{P_{s}}$ is shown as a fimction of $\psi$ for $a=0.3$ and 0.6 in figure 2.
$\psi$
$\psi$
2 $p|_{\tauarrow\infty}$ ( $p$ ), $P_{s}$ ,
$\tilde{P_{s}}$ 2 $\psi$ ( :
$a=0.3$ , : $a=0.6)$ . $c_{y}=c_{0}$
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