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I. INTRODUCTION
It is well known that a maximum symmetry group of a 4d non-degenerate space-time has 10
independent parameters. Minkowski (Mink), de Sitter (dS), and anti de Sitter (AdS) space-times are
all the space-times of this kind. In addition, the Galilei (G) space-time has 10-parameter kinematical
group even though its geometry is degenerate, splitting into 3d space and 1d time geometries. It
is natural to ask: how many are there 10-parameter kinematical groups in 4d space-time? Bacry
and Le´vy-Leblond have answered the question [1]. Under their three assumptions and by the Ino¨nu¨-
Wigner contraction method [2], they show that there are 8 types of Lie algebras corresponding to 11
possible kinematical groups. They are the Poincare´ (P ), dS, AdS, inhomogenous SO(4) (P ′+), para-
Poincare´ (P ′−), G, Newton-Hooke (NH+), anti-Newton-Hooke (NH−), para-Galilei (G
′), Carroll (C),
and static (S) groups. If their third assumption that inertial transformations in any given direction
form a noncompact subgroup is relaxed, other 3 classical, geometrically kinematical groups will be
added, corresponding to Euclid (Euc), Riemann (Riem), and Lobachevski (Lob) geometries.
On the other hand, the principle of relativity (PoR) is the foundation of physics, and it is closely
related to the symmetry of space and time. Recently, it is pointed out that the triality of special
relativity with Poincare´, de Sitter, anti-de Sitter invariance, respectively, can be set up based on the
PoR and the postulate on two universal invariant constants c of speed dimension and l of length
dimension denoted as the PoRc,l [3, 4]. It is also found in [3, 4] that there is another realization of
Poincare´ group being called the second Poincare´ group and denoted as P2, with the corresponding
realization of algebra being denoted as p2.
1 Unlike the ordinary Poincare´ transformation under
which the metric of Minkowski space-time is invariant, the second Poincare´ transformations do not
generate the automorphism of the Minkowski space-time. Instead, they preserve all straight lines in
the Minkowski space-time. Furthermore, it has been shown based on the PoRc,l that every algebra in
all possible kinematics revealed by Bacry and Le´vy-Leblond except 4 semi-simple groups, dS, AdS,
1 For brevity, we call the new realization of the Poincare´ group as well as its algebra the second Poincare´ group and
the second Poincare´ algebra throughout the paper.
3Riem, and Lob groups has its second version [4]. Therefore, there are 24 kinematical groups with
SO(3) isotropic subgroup in all. One of the reasons of the absence of the second versions of many
groups, such as the second Poincare´ group, in [1] is that they just consider the algebraic structure
but not consider the action space of the group. A natural question appears: what are the meanings
of these additional possible kinematical algebras or what do these additional possible kinematical
algebras represent?
In order to clarify the question, one has to know on what kinds of 4d space-times these possible
kinematics are defined. Unfortunately, more than a half of the space-times corresponding to these
kinematical algebras are unknown. Our recent letter ameliorated the situation somewhat, in which
we presented a geometry with the P2 symmetry[5]. One of the purposes of the paper is to make the
thorough investigation on the P2 geometries.
Both in the treatment of Bacry and Le´vy-Leblond and the approach based on PoRc,l, which are
very different from each other, SO(3) symmetry is identified as the space isotropy in algebraic sense.
However, the sub-algebras in the possible kinematical algebras can be interpreted in many ways.
Whether an SO(3) isotropy can be identified to the space isotropy is determined by the geometrical
(as well as topological and causal) structure of the space-time. In other words, before a careful
geometrical study, we cannot conclude that the space-times possess the space SO(3) isotropy in
the geometries even though the corresponding kinematical algebras having SO(3) sub-algebra. The
second purpose of the paper is to take the geometrical structure with P2 symmetry as an example to
clarify that the algebraic so(3) isotropy in [1, 4] does not always imply the geometrical SO(3) space
isotropy.
Once the topology and geometry are clarified, one needs to re-construct the algebras according to
the understanding of the geometry. The third purpose of the paper is to show that there exists the
geometrical structure which satisfies all three assumptions in [1] and the PoRc,l in [3, 4] even after
re-construction of the algebra in terms of new space and time coordinates.
The paper will be organized in the following way. In the next section, we shall review the second
Poincare´ symmetries. Section III focuses on the no-go theorem that there does not exist a non-
degenerate metric with the second Poincare´ symmetry. In sections IV and V, we shall present
degenerate metrics and connection which are P2 invariant and study the structure of the space-times
described by the metrics and connection, respectively. In section VI, we prove the uniqueness of
the geometrical structures for the second Poincare´ symmetry. Then, we show that the maximum
symmetry of the new space-times is the Poincare´ symmetry and re-classify the generators according
to geometries in section VII. Section VIII is devoted to set up the mechanics of a free particle on
the geometry. We shall study the uniform rectilinear motions in the space with degenerate metrics
and present the formal Lagrangian formalism for the particle moving on the geometries. Finally, we
shall conclude the paper with some concluding remarks in section IX.
4II. THE SECOND POINCARE´ SYMMETRY
The ordinary Poincare´ transformations
x′
µ
= Lµνx
ν + laµ, L ∈ SO(1, 3), (2.1)
where aµ are dimensionless parameters, transfer the origin O(oµ) to the event P (xµP = l(L
−1)µνa
ν)
and a generator set {T}p = (H,P ,K,J) 2 spans a Poincare´ algebra p ∼= iso(1, 3),
H = ∂t, Pi = ∂i, Ki = t∂i +
1
c2
xi∂t, Ji = ǫ
jk
i (xj∂k − xk∂j), (2.2)
where the indexes are lowered or raised by (ηµν) = diag(1,−1,−1,−1) and its inverse. The transfor-
mation (2.1) can be expressed in a 5× 5 matrix,(
L a
0 1
)
(2.3)
With the same K,J , there exists a second generator set {T}p2 = (H ′,P ′,K,J), where
H ′ = −c2l−2txκ∂κ (= cP
′
0), P
′
i = l
−2xixκ∂κ. (2.4)
They spans the second Poincare´ algebra p2,
[H ′, P ′i ] = 0, [P
′
i , P
′
j ] = 0, [H
′, Ki] = P
′
i , [P
′
i , Kj] =
1
c2
H ′δij ,
[Ki, Kj] = −
1
c2
Lij [Ji, Jj] = −ǫ
k
ij Jk.
(2.5)
In other words, there is no difference between the ordinary Poincare´ algebra and the second Poincare´
algebra in algebraic sense. However, the second Poincare´ algebra is the different realization of iso(1, 3)
from the ordinary realization. The second Poincare´ algebra generates the second Poincare´ transfor-
mations
x′
µ
=
Lµνx
ν
1 + l−1bλx
λ
, (2.6)
where bµ are dimensionless parameters, which can be expressed again in terms of 5× 5 matrix(
L 0
bt 1
)
(2.7)
where bt := (ηµνb
ν) is the transpose of 4× 1 matrix b. Clearly, as a part of linear fractional transfor-
mations, they preserve all straight lines,
x
0 = ct,
xi = vit + xi0,
vi, xi0 are arbitrary constants, (2.8)
2 P , K · · · are the shorthands of Pi, and Ki, · · · , respectively, where i = 1, 2, 3.
5no matter whether the lines are causal (c2− δijv
ivj ≥ 0) or not. In particular, they preserve the light
cone at the origin
ηµνx
µxν = 0. (2.9)
A simple calculation shows that the second Poincare´ transformations do not preserve the metric of
the Minkowski space-time.3
To be distinguished from the ordinary time and space translation generators H and P , H ′ and P ′
are called the pseudo-time- and pseudo-space-translation generators because they cannot generate
time or space translation in Minkowski space-time.
III. NO-GO THEOREM
Theorem 1 There is no tensor field g = gµν dx
µ ⊗ dxν with the following three conditions satisfied
simultaneously: (1) g is smooth; (2) g is non-degenerate everywhere; (3) g is invariant under the
p2-translations.
If the theorem was incorrect, there would be certain a tensor field g, which would be treated as
the metric, satisfying the conditions in the theorem. Let ∇ be the Levi-Civita connection related to
g. The Killing equation for vector field P µa denoted by −l−2xµDa with Da = Dκ(∂κ)
a = xκ(∂κ)
a
would read
0 = ∇a(x
µDb) +∇b(x
µDa) = x
µ (∇aDb +∇bDa) + (dx
µ)aDb +Da(dx
µ)b, (3.1)
where Da = gabD
b = Dµ(dx
µ)a. (Dµ = gµνD
ν .) The contraction of Db and Dµ with Eq. (3.1),
respectively, yield
xµ
(
Db∇bDa +
1
2
∇a(D
bDb) +Da
)
+ (dxµ)aD
bDb = 0 , (3.2)
DµD
µ (∇aDb +∇bDa) + 2DaDb = 0 . (3.3)
The contraction of Eq. (3.2) with Dµ gives rise to
DµD
µ
(
Db∇bDa +
1
2
∇a(D
bDb) + 2Da
)
= 0 ,
which is valid for an arbitrary point p, either DµD
µ|p = 0 or(
Db∇bDa +
1
2
∇a(D
bDb) + 2Da
)∣∣∣
p
= 0 . (3.4)
3 It should be noted that the second Poincare´ group presented here is different from the second Poincare´ group
presented by Aldrovandi and Pereira [6]. The second Poincare´ group here is the semi-direct product of the pseudo-
translations and Lorentz group and is a subgroup of the general projective group, while the second Poincare´ group
presented by Aldrovandi and Pereira is the semi-direct product of the special conformal transformations and Lorentz
group and is a subgroup of the conformal transformation group.
6If DµD
µ|p = 0, Eq. (3.3) requires DaDb|p = 0, which implies that Da|p = 0. Since gab is non-
degenerate, it is possible if and only if Da|p = 0. In other words, it is possible if and only if p is the
origin of the coordinate system. When p is not the origin, Eq. (3.4) is always satisfied, together with
DbDb|p 6= 0. Then Eq. (3.2) results in
(dxµ)a|p =
xµ
DdDd
Da
∣∣∣
p
, (3.5)
which is absurd because dx0|p, dx
1|p, dx
2|p and dx
3|p are linearly independent. 
IV. GEOMETRIES FOR P2 SYMMETRY
The no-go theorem shows that the p2-invariant metrics on the 4d underlying manifold must be
degenerate. In order to completely fix the geometry of the space-time with a degenerate metric, more
information should be assigned.
Consider a 4d manifold Mp2 endowed with (1) a type-(0,2) degenerate symmetric tensor field4
g± = g±µνdx
µ ⊗ dxν = ±
l2
(x · x)2
(ηµρηντ − ηµνηρτ )x
ρxτdxµdxν , (4.1)
where
x · x = ηµνx
µxν

< 0, for upper sign> 0, for lower sign (4.2)
(2) a type-(2,0) degenerate symmetric tensor field
h± = h
µν
± ∂µ ⊗ ∂ν = l
−4(x · x)xµxν∂µ ⊗ ∂ν (4.3)
and (3) a connection ∇± compatible to g± and h±, i.e.
∇±λ g
±
µν = ∂λg
±
µν − Γ
κ
λνg
±
µκ − Γ
κ
µλg
±
κν = 0 (4.4)
and
∇±λ h
µν
± = ∂λh
µν
± + Γ
ν
λκh
µκ
± + Γ
µ
λκh
κν
± = 0, (4.5)
respectively, with connection coefficients in the above coordinate system,
Γµ± νλ = −
xνδ
µ
λ + δ
µ
νxλ
x · x
. (4.6)
It is easy to check that (Mp2± , g
±,h±,∇
±) is invariant under P2 transformation, namely, ∀ξ ∈ p2 ⊂
Γ(TMp2), equations
Lξg
± = (ξλ∂λg
±
µν + g
±
µλ∂νξ
λ + g±λν∂µξ
λ)dxµ ⊗ dxν = 0, (4.7)
4 The abstract and component forms of tensor fields are both used in the present paper.
7Lξh± = (ξ
λ∂λh
µν
± − h
µλ
± ∂λξ
ν − hλν± ∂λξ
µ)∂µ ⊗ ∂ν = 0, (4.8)
and
[Lξ,∇
±] = 0 (4.9)
are valid simultaneously. In other words, Eqs.(4.1), (4.3), (4.6) are invariant under the coordinate
transformation (2.6) and its inverse transformation,
x =
L−1x′
1− l−1(b · L−1x′)
=
L−1x′
1− l−1(b′ · x′)
. (4.10)
By definition, the curvature tensor is
Rσ±µνρ = ∂νΓ
σ
±µρ − ∂ρΓ
σ
±µν + Γ
σ
± τνΓ
τ
±µρ − Γ
σ
± τρΓ
τ
±µν = ±l
−2(δσρ g
±
µν − δ
σ
ν g
±
µρ). (4.11)
It is antisymmetric in the latter two indexes and satisfies the Ricci and Bianchi identities. The Ricci
curvature tensor is then
R±µν = R
σ
±µνσ = ±3l
−2g±µν . (4.12)
They are obviously invariant under P2 transformation. Eqs.(4.11) and (4.12) are similar to those of
the maximum-symmetric space-times.
V. STRUCTURE OF THE SPACE-TIMES
The geometries in the previous section are presented in a special coordinate system xµ. In order to
see the structures of the manifolds more transparently, we consider the coordinate transformations,

x0 = l2ρ−1 sinh(ψ/l)
x1 = l2ρ−1 cosh(ψ/l) sin θ cosφ
x2 = l2ρ−1 cosh(ψ/l) sin θ sinφ
x3 = l2ρ−1 cosh(ψ/l) cos θ
for (x · x) < 0, (5.1)


x0 = l2η−1 cosh(r/l)
x1 = l2η−1 sinh(r/l) sin θ cosφ
x2 = l2η−1 sinh(r/l) sin θ sin φ
x3 = l2η−1 sinh(r/l) cos θ
for (x · x) > 0, (5.2)
respectively. Under the coordinate transformations, Eqs.(4.1), (4.3), and (4.6) become, respectively,
g± = g¯±µνdx¯
µdx¯ν =

dψ
2 − l2 cosh2(ψ/l)dΩ22 for x · x < 0
−dr2 − l2 sinh2(r/l)dΩ22 for x · x > 0,
(5.3)
8h± = h¯
µν
± ∂µ ⊗ ∂ν =


− ∂
∂ρ
⊗ ∂
∂ρ
, for x · x < 0
∂
∂η
⊗ ∂
∂η
, for x · x > 0,
(5.4)


Γ¯ψ+θθ = l sinh(ψ/l) cosh(ψ/l), Γ¯
ψ
+φφ = Γ¯
ψ
+θθ sin
2 θ
Γ¯θ+θψ = Γ¯
θ
+ψθ = Γ¯
φ
+φψ = Γ¯
φ
+ψφ = l
−1 tanh(ψ/l)
Γ¯θ+φφ = − sin θ cos θ, Γ¯
φ
+θφ = Γ¯
φ
+φθ = cot θ
Γ¯ρ+αβ = −l
−2ρgαβ, others vanish,
for x · x < 0, (5.5)


Γ¯η−ij = + l
−2ηgij
Γ¯r−θθ = −l sinh(r/l) cosh(r/l), Γ¯
r
−φφ = Γ¯
r
−θθ sin
2 θ
Γ¯θ−rθ = Γ¯
θ
−θr = Γ¯
φ
−rφ = Γ¯
φ
−φr =
1
l tanh(r/l)
Γ¯θ−φφ = − sin θ cos θ, Γ¯
φ
−θφ = Γ¯
φ
−φθ = cot θ
others vanish
for x · x > 0, (5.6)
where
(x¯µ) =

(x¯
α; x¯3) = (ψ, θ, φ; ρ), α, β, γ run from 0 to 2, x · x < 0
(x¯0; x¯i) = (η; r, θ, φ), i, j, k run from 1 to 3, x · x > 0.
(5.7)
All quantities in x¯µ coordinate system are denoted by an over bar. The Ricci curvature (4.12) reads
R¯±µν =

3l
−2 diag(1,− cosh2(ψ/l),− cosh2(ψ/l) sin2 θ, 0) x · x < 0,
−3l2 diag(0,−1,− sinh2(r/l),− sinh2(r/l) sin2 θ) x · x > 0.
(5.8)
They show that the manifolds are, at least, local dS3 × R for x · x < 0 and local R × H3 for
x · x > 0, respectively. For the former case, ρ ∈ (0,∞) or (−∞, 0), ψ ∈ (−∞,+∞), θ ∈ [0, π], and
φ ∈ [0, 2π). For the latter case, η ∈ (0,∞) or (−∞, 0), r ∈ [0,∞), θ ∈ [0, π], and φ ∈ [0, 2π)5. Both
3d dS space-time and 3d hyperboloid have ‘radius’ l.
Under the coordinate transformation (2.6), the pure Lorentz transformations Lµν do not induce
singular transformations and not alter ρ and η. They will induce the transformations on dS3 or H3.
However, the points on the hypersurface satisfying
1 + l−1b · x = 0 (5.9)
are transformed to infinity in the new coordinate system x′, meanwhile the infinity points in the
coordinate system x, satisfying
(1 + l−1b · x)−1 = 0, (5.10)
5 The antipodal identification is not taken here as in [7].
9may be transformed to finite points. In particular, when Lµν = δ
µ
ν and bµ 6= 0 ∀µ, the points
satisfying (5.9) correspond to the points transformed from (ψ, θ, φ; ρ) to (ψ, θ, φ; 0) for x · x < 0 and
from (η; r, θ, φ) to (0; r, θ, φ) for x ·x > 0. It implies that the points with ρ = 0 for x ·x < 0 and with
η = 0 for x · x > 0 should be in the space-times. Since the geometries (5.3), (5.4), (5.5) and (5.6)
are regular at ρ = 0 for x · x < 0 and at η = 0 for x · x > 0, the geometries can be extended through
ρ = 0 and η = 0, respectively. Therefore, ρ−1 ∈ (−∞,∞) for x · x < 0 and η−1 ∈ (−∞,+∞) for
x · x > 0, the manifolds are globally dS3 × R for x · x < 0 and R×H3 for x · x > 0, respectively.
Furthermore, the 4d volume elements on the manifolds, defined by
ǫ =

l
2 cosh2(ψ/l) sin θdψ ∧ dθ ∧ dφ ∧ dρ, for x · x < 0
l2 sinh2(r/l) sin θdη ∧ dr ∧ dθ ∧ dφ, for x · x > 0
(5.11)
are invariant under the P2 transformation, so the manifolds are orientable. For x ·x < 0, the manifold
is obviously time orientable because 3d dS space-time is. For x ·x > 0, the invariant tensor h defines
an invariant vector field ∂η which is regular on the whole manifold. Compared with the Newton-
Cartan case, it gives an absolute time direction and, therefore, the space-time is also obviously time
orientable.
VI. UNIQUENESS
A. Uniqueness of p2-invariant metrics
In the coordinate systems (5.1) or (5.2), H ′ and P ′ can be written as

H ′ = c sinh(ψ/l) ∂
∂ρ
,
P ′1 = cosh(ψ/l) sin θ cosφ
∂
∂ρ
,
P ′2 = cosh(ψ/l) sin θ sinφ
∂
∂ρ
,
P ′3 = cosh(ψ/l) cos θ
∂
∂ρ
,
x · x < 0, (6.1)


H ′ = c cosh(r/l) ∂
∂η
,
P ′1 = sinh(r/l) sin θ cosφ
∂
∂η
,
P ′2 = sinh(r/l) sin θ sinφ
∂
∂η
,
P ′3 = sinh(r/l) cos θ
∂
∂η
,
x · x > 0, (6.2)
respectively. Obviously, if the vectors in p2-translation subalgebra T
′ spanned by H ′ and P ′ are
denoted by ξ(σ), where the subscript in parenthesis (σ) is used to distinguish different vectors, their
components have the form of ξλ(σ) = f(σ)(ψ, θ, φ)δ
λ
3 for x · x < 0 or ξ
λ
(σ) = f(σ)(r, θ, φ)δ
λ
0 for x · x > 0,
respectively. The direct calculations show that all ξ(σ) in Lorentz algebra Lp only depend on (ψ, θ, φ)
or (r, θ, φ) and ξ 3(σ) = 0 or ξ
0
(σ) = 0 for x · x ≶ 0, respectively.
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Suppose g± are p2-invariant metrics of the covariant form and h± are p2-invariant metrics of the
contravariant form. They satisfy
Lξ g¯
±
µν = ξ
λ∂λg¯
±
µν + g¯
±
µλ∂νξ
λ + g¯±νλ∂µξ
λ = 0, ∀ξ ∈ p2, (6.3)
Lξh¯
µν
± = ξ
λ∂λh¯
µν
± − h¯
µλ
± ∂λξ
ν − h¯ νλ± ∂λξ
µ = 0, ∀ξ ∈ p2. (6.4)
Consider the case x · x < 0 first. Eq. (6.3) for ξ(σ) ∈ T
′ reads
0 = f(σ)∂3g¯
+
33 + 2g¯
+
33∂3f(σ) = f(σ)∂3g¯
+
33 (6.5)
0 = f(σ)∂3g¯
+
3α + g¯
+
33∂αf(σ) + g¯
+
α3∂3f(σ) = f(σ)∂3g¯
+
3α + g¯
+
33∂αf(σ) (6.6)
0 = f(σ)∂3g¯
+
αα + 2g¯
+
α3∂αf(σ) (no summation for α) (6.7)
0 = f(σ)∂3g¯
+
αβ + g¯
+
α3∂βf(σ) + g¯
+
β3∂αf(σ). (6.8)
Eq.(6.5) gives ∂3g¯
+
33 = 0 right away. The validity of Eq.(6.6) for all (σ) at the same time requires
∂3g¯
+
3α = g¯
+
33 = 0. Similarly, Eq.(6.7) results in ∂3g¯
+
αα = g¯
+
α3 = 0. Then, Eq.(6.8) leads to ∂3g¯
+
αβ = 0.
The nontrivial equations of Eq.(6.3) for ξ(σ) ∈ Lp are
ξγ∂γ g¯
+
αβ + g¯
+
αγ∂βξ
γ + g¯+βγ∂αξ
γ = 0. (6.9)
This is nothing but the Killing equation on dS3 on which the 3d metric tensor
3g is unique up to an
overall constant scale factor. Thus, the 4d degenerate metric in the coordinate system (5.1) takes
the form
(g¯µν) = diag(1,− cosh
2(ψ/l),− cosh2(ψ/l) sin2 θ, 0), (6.10)
in which the overall constant scale factor has been chosen as 1. Similarly, Eq.(6.4) for ξ(σ) ∈ T
′ reads
0 = f(σ)∂3h¯
33
+ − 2h¯
3γ
+ ∂γf(σ) (6.11)
0 = f(σ)∂3h¯
α3
+ − h¯
αγ
+ ∂γf(σ) (6.12)
0 = f(σ)∂3h¯
αβ
+ . (6.13)
They demands that ∂3h¯
33
+ = h¯
3γ
+ = ∂3h¯
α3
+ = h¯
αβ
+ = ∂3h¯
αβ
+ = 0. Eq.(6.4) for ξ(σ) ∈ Lp reads
0 = ξγ(σ)∂γ h¯
33
+ , (6.14)
0 = ξγ(σ)∂γ h¯
α3
+ − h¯
3γ
+ ∂γξ
α
(σ) = ξ
γ
(σ)∂γ h¯
α3
+ , (6.15)
0 = ξγ(σ)∂γ h¯
αβ
+ − h¯
αγ
+ ∂γξ
β
(σ) − h¯
βγ
+ ∂γξ
α
(σ) = ξ
γ
(σ)∂γh¯
αβ
+ . (6.16)
They constrains ∂γ h¯
33
+ = ∂γ h¯
α3
+ = ∂γ h¯
αβ
+ = 0. Therefore, h+ = −∂ρ⊗ ∂ρ is unique up to a constant
scale factor.
Next, consider the case x · x > 0. Eq. (6.3) for ξ(σ) ∈ T
′ reads
00 : 0 = f(σ)∂0g¯
−
00 + 2g¯
−
00∂0f(σ) = f(σ)∂0g¯
−
00 (6.17)
0i : 0 = f(σ)∂0g¯
−
0i + g¯
−
00∂if(σ) + g¯
−
i0∂0f(σ) = f(σ)∂0g¯
−
0i + g¯
−
00∂if(σ) (6.18)
ii : 0 = f(σ)∂0g¯
−
ii + 2g¯
−
i0∂if(σ) (no summation for i) (6.19)
ij : 0 = f(σ)∂0g¯
−
ij + g¯
−
i0∂jf(σ) + g¯
−
j0∂if(σ). (6.20)
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They give rise to ∂0g¯
−
00 = ∂0g¯
−
0i = g¯
−
00 = ∂0g¯
−
ii = g¯
−
i0 = ∂0g¯ij = 0. Eq.(6.3) for ξ(σ) ∈ Lp requires
0 = ξk∂kg¯
−
ij + g¯
−
ik∂jξ
k + g¯−jk∂iξ
k, (6.21)
which is again just the Killing equation on Σ. So, g¯ij is unique up to a scale factor. Without loss of
generality,
(g¯−µν) = diag(0,−1,− sinh
2 r,− sinh2 r sin2 θ). (6.22)
Similarly, Eq.(6.4) for ξ ∈ p2 sets ∂0h¯
00
− = h¯
0i
− = ∂0h¯
0i
− = h¯
ik
− = ∂ih¯
00
− = ∂ih¯
0j
− = ∂ih¯
jk
− = 0.
Therefore, h− = h¯
00
− ∂0 ⊗ ∂0 up to a scale factor.
Therefore, we come to the following theorem.
Theorem 2 (The uniqueness of p2-invariant metrics)
Up to an overall constant scale factor,
(1) The type-(0,2) degenerate symmetric tensor fields g± (4.1) are unique p2-invariant metrics of
the covariant form for x · x < 0 and x · x > 0, respectively; and
(2) the type-(2,0) degenerate symmetric tensor fields h± (4.3) are unique p2-invariant metrics of the
contravariant form for x · x < 0 and x · x > 0, respectively.
B. The uniqueness of p2-invariant connection
Theorem 3 (The uniqueness of p2-invariant connection)
Suppose ∇ is a connection which satisfies
1. ∇g± = 0;
2. ∇h± = 0;
3. [Lξ, ∇]v = 0, ∀ξ ∈ p2 and ∀v ∈ TM ,
then ∇ is unique.
Proof: Taking x · x > 0 as an example. In coordinate system x¯µ, the 3-d induced connection is
uniquely determined by g¯−ij and the unknown components of connection are Γ¯
η
−ηη, Γ¯
η
−iη, Γ¯
η
−ij , Γ¯
i
−ηη
and Γ¯i−jη because of the first condition. The second condition requires Γ¯
η
−ηη = Γ¯
η
−iη = 0. The third
condition for ξ(σ) ∈ T
′ and v = ∂η is
0 = [Lξ(σ)
,∇µ]v
ν = Lξ(σ)
∇µv
ν −∇µ[ξ(σ),
∂
∂η
]ν = Lξ(σ)
∇µ(
∂
∂η
)ν
= f(σ)
∂
∂η
Γν−µη − Γ
i
−µη(∂if(σ))δ
ν
η + Γ
ν
−ηη(∂µf(σ)). (6.23)
When µ = ν = η, it reads
Γ¯i−ηη∂if(σ) = 0. (6.24)
This is an over-determined set of linear homogeneous equations for Γ¯i−ηη, which has only zero solution,
Γ¯i−ηη = 0. When µ = k and ν = η, the equation becomes over-determined sets of linear homogeneous
equations for Γ¯i−kη:
Γ¯i−kη∂if(σ) = 0, (6.25)
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which have only zero solutions, Γ¯i−kη = 0, too. The third condition for ξ ∈ T
′ and v = ∂i is
0 = [Lξ(σ)
,∇µ]v
ν = Lξ(σ)
∇µv
ν −∇µ[ξ(σ), ∂i]
ν
= f(σ)
∂
∂η
Γ¯ν−µi − Γ¯
k
−µi(∂kf(σ))δ
ν
η + Γ¯
ν
−ηi(∂µf(σ)) + (∂µ∂if(σ))δ
ν
η + (∂if(σ))Γ¯
ν
−µη. (6.26)
When µ = j, ν = η, it reads
f(σ)
∂
∂η
Γ¯η−ji − Γ¯
k
−ji(∂kf(σ)) + ∂j∂if(σ) = 0,
which leads to
∂
∂η
Γ¯η−ji = Γ¯
k
−ji(∂k ln f(σ))−
∂j∂if(σ)
f(σ)
= +g−ij . (6.27)
Thus,
Γ¯η−ji = ηg
−
ij + γ
0
ij (6.28)
where γ is independent on η. The third condition for ξ ∈ Lp and v = ∂i is
0 = [Lξ(σ)
,∇µ]v
ν = Lξ(σ)
(∇µv
ν)−∇µ[ξ(σ), ∂i]
ν
= ξ k(σ) ∂kΓ
ν
µi − Γ
λ
µi∂λξ
ν
(σ) + Γ
ν
λi∂µξ
λ
(σ) + ∂µ∂iξ
ν
(σ) + Γ
ν
µk∂iξ
k
(σ) . (6.29)
When µ = j and ν = η, it reads
0 = ξ k(σ) ∂kΓ¯
η
−ji + Γ¯
η
−ki∂jξ
k
(σ) + Γ¯
η
−jk∂iξ
k
(σ) (6.30)
Since ηg−ij satisfies the equation, γ
0
ij should also satisfies the equation. It is just the Killing equation
if γ0ij acts as a (0, 2)-type tensor. Thus, the general form of Γ¯
η
−ij should be
Γ¯η−ij = (η + C)g
−
ij . (6.31)
It differs from Eq.(5.6) trivially by a simple coordinate transformation η → η+C, which corresponds
to the coordinate transformation Eq.(2.6) with Eq.(5.9) and Lµν = δ
µ
ν . 
VII. SYMMETRIES
A. Maximum symmetry of the geometries
In the above section, we have shown that the geometries (Mp2 , g±,h±,∇
±) are the unique ge-
ometries which are invariant under the P2 transformation. In this subsection, we shall show that the
Killing vector field ξ satisfying Eqs.(4.7), (4.8) and (4.9) simultaneously must belong to p2.
Now, suppose v be an arbitrary vector field. Eq.(4.9) acting on vν gives
[Lξ,∇
±
µ ]v
ν = ξλ(∇±λ∇
±
µ v
ν −∇±µ∇
±
λ v
ν) + vλ∇±µ∇
±
λ ξ
ν
= −ξλRν±κλµv
κ + vλ∇±µ∇
±
λ ξ
ν = 0, (7.1)
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which implies
∇±µ∇
±
λ ξ
ν = Rν±λκµξ
κ = ±l−2(δνµg
±
λκξ
κ − g±λµξ
ν). (7.2)
On the other hand,
∇±µ∇
±
λ ξ
ν = ∂µ(∂λξ
ν + Γν±λκξ
κ)− Γκ±µλ(∂κξ
ν + Γν±κσξ
σ) + Γν±µκ(∂λξ
κ + Γκ±λσξ
σ)
= ∂µ∂λξ
ν −
xκδ
ν
λ∂µξ
κ + xκδ
ν
µ∂λξ
κ
x · x
± l−2g±µλξ
ν ± l−2δνλg
±
µσξ
σ +
(xµδ
ν
λ + xλδ
ν
µ)xσ
(x · x)2
ξσ.(7.3)
They give rise to the PDE
∂µ∂λξ
ν −
xκδ
ν
λ∂µξ
κ + xκδ
ν
µ∂λξ
κ
x · x
± l−2(δνµg
±
λσ + δ
ν
λg
±
µσ)ξ
σ +
xµδ
ν
λ + xλδ
ν
µ
(x · x)2
xσξ
σ = 0. (7.4)
Multiplication with xµxλxν , it reduces to
xµ∂µ(x
λ∂λ(xνξ
ν))− 5xµ∂µ(xκξ
κ) + 6xκξ
κ = 0. (7.5)
It has the following general solution
xκξ
κ = C1(x
i/x0)(±x · x) + C2(x
i/x0)(±x · x)3/2, (7.6)
where C1 and C2 are the functions of the ratio of x
i to x0 to be determined. Therefore, the Killing
vector field should have the form
ξκ = ±C1(x
i/x0)xκ ± C2(x
i/x0) · (±x · x)1/2xκ + C3(x)(xλδ
κ
σ − xσδ
κ
λ) + C
µ(x)g±µνη
νκ, (7.7)
where C3(x) and Cµ(x) are the functions of x to be determined.
In order to fix C1, C2, C3 and C
µ, we study the above expression term by term. The PDE (7.4)
for the first term reads
∂µ∂νC1 = 0. (7.8)
Thus, C1 is, at most, the linear function of x. However, C1 is independent of x ·x. Therefore, C1 can
only be a non-zero constant, at most. Note that
Lxµ∂µh
ab
± = l
−4Lxµ∂µ[(x · x)x
λxσ(∂λ)
a(∂σ)
b] = 2hab± 6= 0. (7.9)
Therefore, C1 must be zero.
The PDE (7.4) for the second term reads
∂µ∂ν((±x · x)
1/2C2) = 0 (7.10)
It means that (±x · x)1/2C2 is a linear function of x, at most. Since C2 does not contain the
factor (±x · x)1/2. The above result implies that C2 should be the homogeneous linear function of
xκ/(±x · x)1/2. Therefore, the possible linear-independent vector fields ξc(ν) = xνx
κ∂κ, which are
proportional to the pseudo-translation generators in p2.
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The PDE (7.4) for the fourth term reduces to
∂µ∂ν(C
λ(x)g±λκη
κσ) = 0, (7.11)
which implies
Cλ(x)g±λκ = Aκνx
ν +Bκ, (7.12)
where Aκν and Bκ are constants. Since
Aκνx
κxν +Bκx
κ = 0 ∀x, (7.13)
there is no nonzero solution for Aκν and Bκ. It implies
Cκ(x)g±κν = 0. (7.14)
Finally, Eq. (4.7) for the third requires
C3,ν(x)g
±
µ[σxλ] + C3,µ(x)g
±
ν[σxλ] = 0 (7.15)
because xλ∂σ − xσ∂λ are Killing vectors. When µ = ν, it reduces to
C3,µ(x)g
±
ν[σxλ] = 0. (7.16)
Since g±ν[σxλ] does not always vanish, C3 must be a constant.
Then, we come to the theorem.
Theorem 4 The maximum symmetry of the geometries (Mp2 , g±,h±,∇
±) with Eqs.(4.1), (4.3) and
(4.6) is the second Poincare´ group.
B. Re-classification of the symmetry
In the algebraic point of view, the so-called pseudo-translation generators, H ′ and P ′, spanning
the Abelean ideal of iso(1, 3), take the role of the time and space translation ones, respectively, and
K and J span the so(1, 3) algebras as usual, generating the SO(1, 3) isotropy of space-time. Its
subalgebra so(3) generates the SO(3) isotropy of space. However, the decomposition does not fit the
above structure of space-time.
For the case x · x < 0, the manifold is dS3 × R. The metric of the dS3 space-time can be written
as
ds2 =
ηαβdz
αdzβ
σ3(z)
+
(ηαβz
αdzβ)2
l2σ23(z)
(7.17)
in terms of a 3d Beltrami coordinate system, say, on the chart U3 [7],
z0 = l
x0
x3
, z1 = l
x1
x3
, z2 = l
x2
x3
, (7.18)
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where
σ3(z) = 1− l
−2ηαβz
αzβ > 0, (7.19)
and α, β run over 0, 1, 2. On the dS3 space-time, there are 3d Beltrami translations, which take the
role of translation in the neighborhood of the origin on the 3d manifolds. They are

3H+ = c∂z0 − cl
−2z0z
β∂zβ =: H,
3P+1 = ∂z1 − l
−2z1z
β∂zβ =: P1,
3P+2 = ∂z2 − l
−2z2z
β∂zβ =: P2,
(7.20)
where the superscript 3 stands for the quantity being defined on the 3d space-time. The pseudo-
translation generator in x3 defines the translation in direction z3 = l2/x3 = ρsech(ψ/l)sec θ
P ′3 = ∂z3 =: P3. (7.21)
The boost generators in 3d dS space-time are

3K1 =
1
c (z0∂z1 − z1∂z0) = K1 =: K1,
3K2 =
1
c (z0∂z2 − z2∂z0) = K2 =: K2.
(7.22)
The Galilei boost in the direction z3 is
1
c
z0∂z3 =
l
c2
H ′ =: K3. (7.23)
The three space ‘rotation’ generators

J1 := z1∂z3 = lP
′
1,
J2 := z2∂z3 = lP
′
2,
J3 := z1∂z2 − z2∂z1 = J3,
(7.24)
spans an iso(2) subalgebra,
[J1,J2] = 0, [J1,J3] = −J2, [J2,J3] = J1. (7.25)
Finally, it can be shown that

c2
l
K3 = H−
c2
l2
z33K3
−l−1J2 = P1 − l
−2z3J1
l−1J1 = P2 − l
−2z3J2
or


c2
l
K3 +
l
x3
H ′ = H
l−1J2 +
l
x3
P ′1 = P1
l−11J1 +
l
x3
P ′2 = P2
. (7.26)
The set of generators (H−(c2/l2)z3K3,P1−l
−2z3J1,P2−l
−2z3J2,P3,K,J ) defines an alternative
decomposition of iso(1, 3) algebra, different from the Poincare´ algebra. Clearly, the alternative de-
composition fits to the geometrical structure. The decomposition together the geometrical structure
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gives a new realization of iso(1, 3) algebra. It defines a new possible kinematics without the space
SO(3) isotropy.
For the case x · x > 0, the manifold is R× H3. In terms of the Beltrami coordinates, the metric
of H3 space is
ds2 = −
δijdz
idzj
σE3 (z)
−
(δijz
idzj)2
(lσE3 (z))
2
, (7.27)
where
zi = l
xi
x0
, (7.28)
and
σE3 (z) = 1− l
−2δijz
izj > 0. (7.29)
On H3 space, the 3d Beltrami translations
3P−i = ∂zi + l
−2ziz
j∂zj =
c
l
Ki =: P˜i, (7.30)
play the role of translation in the neighborhood of the origin on the 3d manifold, and the space
rotation generators, defined by
J˜i :=
1
2
ǫ jki (zjPk − zkPj) = Ji, (7.31)
span the so(3) subalgebra
[J˜i, J˜j] = −ǫ
k
ij J˜k. (7.32)
Define z0 = l2/x0 = ηsech(r/l). Then, the Carroll boosts
K˜i :=
1
c
zi∂z0 =
l
c
P ′i . (7.33)
The pseudo-time translation
H ′ = c∂z0 =: H˜ (7.34)
defines the time translation in z0 direction. Finally, it can be shown that
c
l
Ki = P˜i +
c
l2
z0K˜i or
c
l
Ki −
l
x0
P˜i. (7.35)
(H˜, P˜ + (c/l2)z0K˜, K˜, J˜ ) gives another alternative decomposition of iso(1, 3) algebra,

[H˜, P˜i +
c
l2
z0K˜i] =
c2
l2
K˜i, [P˜i +
c
l2
z0K˜i, P˜j +
c
l2
z0K˜j ] =
1
l2
ǫ kij J˜k,
[H˜, K˜i] = 0, [K˜i, K˜j ] = 0, [K˜i, P˜j +
c
l2
z0K˜j] =
1
c2
H˜δij,
[J˜i, J˜j] = −ǫ
k
ij J˜k, [H˜, J˜i] = 0, [K˜i, J˜j] = −ǫ
k
ij K˜k,
[P˜i +
c
l2
z0K˜i, J˜j] = −ǫ
k
ij (P˜k +
c
l2
z0K˜k),
(7.36)
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different from the Poincare´ algebra. The decomposition fits the geometrical structure on R × H3.
The decomposition with the geometrical structure gives another new realization of iso(1, 3) algebra.
It is easy to see that the new realization has the space SO(3) isotropy and is invariant under the
parity (zi → −zi) and time-reversal (z0 → −z0), i.e.
Π : H˜ → H˜, P˜ → −P˜ , J˜ → J˜ , K˜→ −K˜, (7.37)
Θ : H˜ → −H˜, P˜ → P˜ , J˜ → J˜ , K˜→ −K˜. (7.38)
In addition, each K˜i (i = 1, 2, 3) generates a noncompact subgroup. In other words, the generator
set (H˜, P˜ , K˜, J˜ ) satisfies all three assumptions in Ref. [1].
Since the algebra relation is the same as the para-Poincare´ algebra if P˜ are replaced by −P˜ [1],
the new realization of iso(1, 3) algebra is actually the para-Poincare´ algebra.
In brief, the Beltrami translations on the 3d manifolds are different from the algebraic (pseudo)
space translations P ′ assigned a priori. In the new sets of generators fitting the geometrical structure,
the space-time SO(1, 3) isotropy and even space SO(3) isotropy are absent. Based on the above
analysis, the space-times are the homogeneous spaces, respectively,
Mp2+ = ISO(1, 3)/ISO(1, 2), x · x < 0, (7.39)
Mp2− = ISO(1, 3)/ISO(3), x · x > 0. (7.40)
VIII. MOTIONS ON THE GEOMETRY
Since the second Poincare´ symmetry is found based on the PoRc,l [3, 4], the motion for free
particles should be uniform rectilinear. In this section, we shall confine ourselves in the 4d degenerate
space-time (Mp2− , g
−,h−,∇
−) and study the motion of free particles in it, because it possesses the
space isotropy.
A. Geodesic equation
The geodesic equation
d 2xµ
dλ2
+ Γµνλ
dxν
dλ
dxλ
dλ
= 0, (8.1)
gives rise to
d
dλ
(
1
x · x
dxµ
dλ
)
= 0. (8.2)
It solutions is
1
x · x
dxµ
dλ
= Cµ. (8.3)
Therefore,
dxi
dx0
=
C i
C0
, ⇒ xi = aix0 + lbi, (8.4)
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where ai = C i/C0 and bi are two dimensionless constants. In other words, if the motion for free
particles is still determined by the geodesic equation, the motion for free particles is a ‘uniform
rectilinear motion’ as required if x0/c is interpreted as the time and xi are interpreted as coordinates
of space. cai and lbi play the roles of the uniform velocity and the initial position respectively.
However, Eq. (8.4) reads
zi = biz0 + lai (8.5)
in terms of the Beltrami coordinates on the H3 space, z
i = lxi/x0, and z0 = l2/x0 introduced in the
previous section. Again, it has the form of ‘uniform rectilinear motion’ if z0/c is interpreted as the
time coordinates. But now, cbi and lai play the roles of the uniform velocity and the initial position,
respectively. The discrepancy raises a question: which is the genuine velocity of the free particle
moving in the space-time?
It should be noted that the geometric structure of the space-time shows that x0/c and z0/c are
not the coordinate of time and that xi are not the coordinates of space with respect to the degenerate
metric. In the space-time, η/c is the absolute time and zi is the coordinates of the space H3. In
terms of η and zi, Eq. (8.4) reads
zi =
bi
cosh(r/l)
η + lai, (8.6)
where r = l tanh−1(
√
(z1)2 + (z2)2 + (z3)2/l). When r ≪ l, it reduces to zi = biη + lai. This is a
uniform rectilinear motion in the conventional sense. Therefore, cbi is the genuine velocity of the free
particle moving in a neighborhood of the origin of the space.
B. Formal Lagrangian and Euler-Lagrangian equation for a free particle
Consider the Lagrangian
L =
1
x · x
√
(ηµνηρτ − ηµρηντ )xρxτ x˙µx˙ν , (8.7)
with x˙µ := dxµ/dλ, where λ is the affine parameter along the trajectory of a particle. The Euler-
Lagrangian equation reads
d
dλ
(x · x˙)xκ − (x · x)x˙κ
(x · x)
√
(x · x)(x˙ · x˙)− (x · x˙)2
−
2(x · x˙)2xκ − (x · x)(x˙ · x˙)xκ − (x · x)(x · x˙)x˙κ
(x · x)2
√
(x · x)(x˙ · x˙)− (x · x˙)2
= 0. (8.8)
After some manipulation, it reduces to
[(x · x)(x˙ · x˙)− (x · x˙)2]x¨κ + (x˙ · x¨)[(x · x˙)xκ − (x · x)x˙κ] + (x · x¨)[(x · x˙)x˙κ − (x˙ · x˙)xκ] = 0. (8.9)
This is a system of homogeneous equations for x¨. Since its coefficient determinant∣∣[(x · x)(x˙ · x˙)− (x · x˙)2]δλκ + x˙λ[(x · x˙)xκ − (x · x)x˙κ] + xλ[(x · x˙)x˙κ − (x˙ · x˙)xκ]∣∣ . (8.10)
is not equal to 0, it has only zero solution x¨κ = 0. It is equivalent to x˙
κ = const. Thus,
dxκ
dx0
= const. (8.11)
In other words, the generalized inertial motion can be obtained from the Lagrangian.
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IX. CONCLUDING REMARKS
Bacry and Le´vy-Leblond focus their attention on the algebraic relation in [1]. Their theorem
says that under the three assumptions there exist only 11 kinds of kinematical algebraic relations.
If the third assumption is relaxed, 3 kinds of geometrical algebraic relations will be added. In
comparison, the approach from the principle of relativity with two universal constant, PoRc,l, not
only the algebraic relations but also the realization of the generators are concerned. Therefore, more
possible kinematics than Bacry and Le´vy-Leblond revealed are obtained. The kinematics with the
second Poincare´ symmetry is one of them. Obviously, the second Poincare´ algebra is isomorphic to
the ordinary Poincare´ algebra algebraically, but the geometric realization of the two algebras are
different. The second Poincare´ group no longer preserves the metric of Minkowski space-time, but
preserves the (non-vanishing-identically) geometry (Mp2 , g,h,∇).
The geometrical analysis will, no doubts, provide a new view on all possible kinematics. In the
algebraic analysis, H , H ′, and H± take the role of the time translations, and P , P ′, and P± serves as
the space translations. The geometrical analysis, however, shows that they may have very different
meaning. For example, in the geometry with x · x > 0, the pseudo-space translations P ′ (relating
to K˜) actually generate the new kind of the boost transformations on R × H3, while the Beltrami
space translations on the H3 space are generated by P˜ which is proportional to the Lorentz boost
K. This can be seen in another way. In this case, we have p2-invariant degenerate metric g
− and
absolute ‘time’ direction ∂η. Because ∂η is unique and g
− is independent of η, the manifold Mp2 has
a line bundle structure π : Mp2 → Σ = H3, (η, z
i) 7→ (zi), where ∂η is the tangent direction of the
fiber. The R4 ideal of iso(1, 3) algebra are all along the fiber direction and (H3, g
−) can be seen as
an “absolute space”. Combine the p2 action on M
p2 and π : Mp2 → Σ, we can define the p2 action
on Σ as
g(z) = π ◦ g ◦ π−1(z), ∀z ∈ Σ and ∀g ∈ P2.
Under this definition, the actions of the R4 ideal are trivial on Σ, i.e. they are no longer ‘space
translations’. The p2 action defined above is equivalent to the Lp action on Σ. And the three boosts
{Ki} combined with (1/x
0)Pi, respectively, take the place of ‘space translations’, like the original
space translation, spanning a representation space of the so(3) sub-algebra on Σ.
The difference between the two Poincare´ algebras should be further remarked on. In the above
p2 algebra, the so(3) on Σ is unique. In contrast, in the ordinary Poincare´ algebra, the choice of
the so(3) in Lp is not canonical. The division of the ideal of p into R⊕ R
3 based on the irreducible
representation of the so(3) depends on the choice. The different choice of the so(3) corresponds to
different sets of inertial observers.
Like the Galilei and Carroll space-times, the space and time of the new geometry {Mp2 , g,h,∇}
are split. For the x · x < 0 case, 1-d space is split out. There is a special direction in space. The
kinematics on the 3d space-time is still relativistic, but is dramatically different from the kinematics
in the special direction. It should be noted that z3 is not the intrinsic coordinates for the split-out
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space. In terms of the intrinsic coordinates zα, ρ, Eq.(7.21) and Eq.(7.23) become
P ′3 = −
1√
1− l−2ηαβzαzβ
∂ρ = −P3, (9.1)
l
c2
H ′ =
1
c
z0√
1− l−2ηαβzαzβ
∂ρ = K3, (9.2)
When |zi| ≪ l, they tend to the ordinary translation P3 ≈ ∂ρ and Galilei boost K3 ≈ c
−1z0∂ρ,
respectively. For the x·x > 0, the time is split out, which fixes a special time direction and an absolute
space. In terms of the intrinsic coordinates η, zi, Eq.(7.34) and Eq.(7.33) become, respectively,
H ′ =
c√
1− l−2δijzizj
∂η = H˜ (9.3)
and
l
c
P ′i =
1
c
zi√
1− l−2δjkzjzk
∂η = K˜i. (9.4)
When |zj | ≪ l, they reduce to the ordinary time translation H˜ ≈ c−1∂η and the Carroll boosts
K˜i ≈ −c
−1zi∂η, respectively. The latter situation is very similar to the Carroll algebra and Carroll
space-time, in which there is a special time direction and an absolute space. The difference between
the Carroll space-time and the new space-time is that the absolute space in Carroll space-time is flat
while the absolute space in the new space-time is Lobachevskian. In this sense, the new kinematics
is non-relativistic.
If the space isotropy is required on the both algebraic and geometrical levels, only the space-time
with x ·x > 0 remains. On the new space-time, the motions of free particles can be well defined. The
mechanics, field theories and even gravity on the space-time should be further investigated in order
to clarify the application of the new space-time. In the higher dimensional theories, there may be
the second Poincare´ group as its subgroup of symmetry. Hence, the geometric structure may appear
in a higher dimension.
The reason that only the geometries for x ·x < 0 and x ·x > 0 cases are presented is that x ·x = 0
defines a three dimensional hypersurface, while the possible kinematics we are interested in is defined
on a 4-d manifold.
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