ABSTRACT Distinguishing one quantum channel from another becomes a next natural question following the advent of quantum state discrimination. Here, we address the problem of quantum channel discrimination with the separable states and the entangled states input. Two schemes, based on the simulator for quantum networks and channels framework (SQUANCH) and the quantum machine learning toolbox (QMLT), are proposed to perform the quantum channel discrimination task. In the first scheme, we give an example of several qubit channels, verify that the performance metrics of channel discrimination can be improved by the entangled states. In the second scheme, we train a quantum circuit learning model to classify quantum channels using the Adam stochastic optimization algorithm. Although we consider the distinguishability in the case of only two possible channels, this model can be extended to any number of channels. This method can provide a good solution for distinguishing some complex quantum channels.
I. INTRODUCTION
A communication system is a general term for a technical system used to complete an information transmission process with three elements of information source, sink and channel [1] . Among them, channel refers to the channel of communication, which is the medium of signal transmission. Therefore, a fundamental task of information theory is channel discrimination.
In the field of quantum information, two mainstream categories have been developed to determine an unknown quantum channel, called quantum channel estimation [2] - [5] and quantum channel discrimination [6] - [9] . Quantum channel estimation parameterizes channels by a series of continuous real parameters. Quantum channel discrimination determines the true channel in a set of given quantum channels. Of particular interest in us is the quantum channel discrimination. In 2000, Childs et al. [6] described the concept of distinguishing superoperators in a quantum-limited measurement. Subsequently, some schemes for distinguishing
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaochun Cheng. unitary operations and quantum channels were proposed. Later, Hayashi [8] and Harrow et al. [9] discussed the adaptive strategy and the non-adaptive strategy of two quantum channels separately. In recent years, the performance of quantum channel discrimination is still being investigated, such as channel discrimination without entanglement, channel discrimination with entangled state input, and channel discrimination power.
Combining the definition of quantum state discrimination [10] - [13] , quantum channel discrimination enjoys some similarities with it. However, there are a few differences. Quantum state discrimination is natural to one-shot quantum state case, since a measurement will destroy a quantum state. On the other hand, multiple uses of quantum channel makes more sense in quantum channel discrimination. For example, Cooney et al. had considered a four-round adaptive discrimination strategy applied to the quantum identified channel [14] , and resulted that using the channel several times does not destroy the channel while improving the possible probability of success.
Being similar to quantum state discrimination, we discuss the problem of distinguishing quantum channels with multiple hypothesis testing scenario [15] , [16] . It can be formulated as follows. Suppose that we have a black box with some possible quantum channels, some priori informations is available, and we want to find out which one it is. In other words, the goal is that of identifying the channel applied, with the greatest possible probability of success. The basic approach involves probing the black box with some quantum states and detecting the corresponding output by means of a quantum measurement, the positive operator valued measure (POVM) [17] is provided generally.
More recently, many researchers have tried their best to pursue better strategies to accomplish discrimination tasks. We give a brief description of two popular strategies among them. The first strategy, called the Minimum-error discrimination [18] , minimizes the inevitable rate of incorrect errors. The second strategy, called the Unambiguous discrimination [19] , determines certainly which quantum channel the system is in. Further, Chefles and Barnett derived a general strategy on the combination of these two [20] . Of course, even an ideal unambiguous discrimination strategy will not be error-free [21] .
In this work, we give two schemes to accomplish the task of quantum channel discrimination. Firstly, according to the quantum circuits for quantum channels [22] , [23] and an open-source framework called the SQUANCH [24] , we design a quantum circuit and program with Python backend [25] that can realize discrimination of quantum channels. The SQUANCH framework simulates a general quantum computing with various characteristics. It not only can manipulate a distributed quantum state, but also can use quantum parallelism to track all possible network states. Secondly, with the interface of quantum information processing and machine learning, we apply quantum circuit learning, which can be viewed as quantum neural networks [26] - [28] , to achieve the discrimination task. Specifically, we choose the QMLT [29] , which is a Strawberry Fields [30] application designed by Xanadu Quantum Group, to treat the general problem of channel discrimination.
In addition, machine learning is a field of artificial intelligence that seeks patterns in empirical data without forcing models on the data, that is, the approach is data-driven, rather than model-driven [31] . Machine learning is structured in supervised learning and unsupervised learning. In supervised learning, each data point in a feature space comes with a label. Labels are also known as outputs or responses, or, dependent variables in classical statistical literature. In classification, the labels are the elements of a fixed, finite set of numerical values or qualitative descriptors. The learner is provided a set of training examples with features presented in the form of high-dimensional vectors and with corresponding labels to mark its category. The aim is to classify new examples based on these training datasets. In order to facilitate the analysis, we rely here on the problem of quantum channel discrimination as numerical optimization problem for performing classification or discrimination tasks.
The remainder of this paper is organized as follows. In Section II, we give a brief knowledge on quantum information notations and introduce the distance measure that allows us to determine how close two quantum channels are to each other. Next, we propose two schemes to complete the task of quantum channel discrimination, and describe them in detail in Section III and Section IV separately. Moreover, we exemplify the task on some quantum channel pairs with both two schemes. Finally, we conclude our discussion in Section V.
II. NOTATION AND PRELIMINARIES
In this section, we give a brief knowledge on quantum computation and quantum information, review some of notations, terminologies, and backgrounds necessary to understand the problem of channel discrimination.
The state vector is an element of a Hilbert space H (we limit ourselves to finite-dimensional system in channel discrimination task). A vector has a special notation in quantum mechanics, namely, the Dirac notation, also called a ket, is denoted by |ϕ . A quantum density matrix ρ (pure state) on H is a positive operator with unit trace, with ρ 0 and tr (ρ) = 1. The space of linear operators L on H will be indicated by L (H ). The trace norm or Schatten p-norm [32] , [33] is defined as
for the values p = 1,2, · · · , ∞ and (·) † is the conjugate transpose operator. In particular, the Schatten 1-norm can be written as
A quantum channel N (ρ) is a completely positive trace preserving (CPTP) map transforming the operators on H A to operators on H B . We can define a quantum channel in terms of Kraus operators M i , i.e., N (ρ) = i M i ρM † i . In order to facilitate the description, we choose two quantum channels discrimination to illustrate. Based on the Reference [34] , we can conclude that the success probability in distinguishing the channels N 1 and N 2 is equal to
that is by considering the trace distance of the output states of a probe upon acting on the same input state. However, there continues to be a problem because the above equation is not as general as it could be. One can improve it with the help of entanglement between the input probe and an ancilla [35] , [36] , the success probability in distinguishing the channels is as follows,
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(b) Ancilla assisted: Alice prepares many states ρ k on system A and system R, and sends them from system A to Bob. Bob acts on ρ k with one of the channels, and sends outputs to system B. Alice performs measurement both system R and system B to figure out which channel Bob applied.
where N 1 − N 2 ♦ is defined as diamond-norm distance [35] .
n is a positive integer corresponding to the dimension of the reference system R n . Comparison of these two protocols is depicted in Figure 1 . According to the appeal, for multiple hypothesis testing, an ensemble {λ i , ρ i } is given, for the values i = 1,2, · · · , n, where ρ i is a quantum state with prior probabilities λ i . In the case of quantum channels, a most general measurement scheme is described by a triple (H 0 , ρ, M ) [37] , where H 0 is an ancilla, ρ is a (pure) state on
The task of channel discrimination is to maximize this value over all triples
For a clearer understanding and an excellent review of channel discrimination, further details can be found in numerous textbooks and papers about quantum computation and quantum information e.g. [31] , [32] , [34] .
III. IMPLEMENTATION OF QUANTUM CHANNEL DISCRIMINATION WITH QUANTUM NETWORKS
As a quantum simulation ecosystem, SQUANCH is a Pythonbased framework and provides an intuitive, object-oriented API for representing and manipulating ensembles of separable quantum systems [24] . Namely, SQUANCH is an open-source framework. It opens up a convenient door for FIGURE 2. The flow diagram of quantum channel discrimination with the SQUANCH framework. Each QSystem can be regarded as a state preparation stage, handling ensembles input to quantum network. Agent runs in parallel and is connected by quantum channels (classical channels are permitted also). Channels can be defined as noise models in most common definitions. Then measures and replies with the outcomes to achieve the tasks of channel discrimination. us to realize quantum channel discrimination. A schematic overview for the SQUANCH framework realizing discrimination task is shown in Figure 2 .
In hypothesis testing scenario, considering a set of quantum channel models is defined (refer to Table 1 for the notation of channels and their definitions) and we should determine which an unknown channel is belong to. For comparison of [38] , we consider the set of possible channel models to contain only two elements as well.
When quantum information is transmitted over imperfect quantum channels, it is subject to a complex set of errors that may lead to decoherence, depolarize, or be lost to the environment. For quantum information transfer to be feasible, we need to know the category of channel to restore the quantum information by some operations. In this demonstration, we simulate the transmission of quantum channels using the SQUANCH platform. With the flow path as in Figure 2 equally, a simulation circuit diagram is shown in Figure 3 .
In this demo, for each state |ϕ to be transmitted through the channel, the following procedure is simulated, quantum system (d = 2 in the paper). E ad 0 = E pd 0 = 1 0; 0 1 − γ , E ad 1 = 0 √ γ ; 0 0 , E pd 1 = 0 0; 0 √ γ , and γ is the probability of losing a photon.
TABLE 2.
Quantum channels, their optimal and worst input quantum states, and the success probability of discrimination. Here, two possible channels are applied with equal a priori probability distribution. The input states of the program include a single-shot qubit state and the maximally entanglement GHZ state. The error probability of quantum channel p or the probability of losing a photon γ will be set to 0.1. More details of other channel pairs discrimination are provided in Appendix B.
(a) Alice has a three-body initial state |ϕ = |000 , which she wants to send to Bob through different quantum channels. She could encode her state in some other forms through quantum gates, for example, the GHZ state, |GHZ = 1 √ 2 (|000 + |111 ). It is noteworthy that the number of qubits in the initial state can be configured by ourselves.
(b) On another line, the system R is transmitted to Bob via a perfect (Identity) quantum channel (For diamond-norm distance, we should consider this improvement).
(c) Alice sends her qubits through the quantum channel. Bob receives Alice's qubits and R's qubits. Encoding and decoding circuits can be added if necessary in the transmission process, but we are required to ensure the perfection of the circuit. Programmatically implementing this relatively complicated quantum circuit is straightforward in SQUANCH, as demonstrated in Appendix A. Next, we aim to discriminate channels which coming from the family in Table 1 . In general, achieving a higher probability of success requires input entanglement between probe and ancilla [39] - [41] . In order to verify this theory again, the separable states and entangled states are set as the input to the simulation. The success probability can be inferred through repeated measurements, up to some precision. The iteration time is set to 5000 and Table 2 . It is confirmed that all pure bipartite states are enough for achieving maximum success probability [39] , [40] . Then the input states are set to |ϕ = a 0 + b 1 , with a 2 + b 2 = 1 and a, b ∈ R.
the number of averages is equal to 20. Some of the results are shown in Table 2 and Figure 4 . For the sake of conciseness of the paper, we set N 1 to a fixed Identity channel, and N 2 to one of the channels in Table 1 .
Compared with the results of [38] , a trivial example of single-shot distinguishable qubit channel pair is N 1 = N I and N 2 = N bf with p bf = 0.1, the value of success probability is 10.028%. These two results coincide highly. Not only that, we have further improved the performance. Firstly, the GHZ entangled state is used as input signal improves the performance significantly, and verifies the theory that the entangled state is useful for channel discrimination. We infer that the more qubits entangled of the input state, the better performance of channel discrimination. Of course, this is at the cost of increasing the complexity of the program and the system. Secondly, it is better success in the discrimination of depolarizing channel (the results of such channel are the same in Appendix B). The reason may be that the reference may not take into account the error that occurs in both bit flip and phase flip.
Theoretically, the simulation results by SQUANCH framework can be proved by Equation (3). Specially, let us consider an example, N 1 = N I and N 2 = N bf to be discriminated based on their action on a pure input state |ϕ . The output states of the channels are given by
The error probability in distinguishing channel N I and N bf is readily found to be,
When N 1 and N 2 are unknown, the minimum error probability of distinguishing these two channels is p err . Another way, when N 2 is determined to play a role in the channel black box, it is measured that the distinguishable success probability is
where p N 1 = p N 2 = 1 2 and p N 1suc = 1 are priori information about channels. It means that N 1 is perfect lossless channel and both channels are equal probability. This is in agreement with the simulation results. Then let us consider a d × d entangled state (a maximally entangled state for simply) as the input state,
The output states of the channels are given by,
Omitting the calculation process, the error probability is equal to
This clearly shows that the maximally entangled state is beneficial to distinguish bit flip channels and identity channels. The proof process can be inferred to general entangled states and other quantum channel pairs. Through similar proofs, we can conclude that not only maximally entangled states but also general entangled states have a positive effect on channel discrimination. Indeed, we can say that entanglement is not only a resource for quantum information, but also a resource for channel discrimination [13] .
IV. IMPLEMENTATION OF QUANTUM CHANNEL DISCRIMINATION WITH QUANTUM NEURAL NETWORKS
A study just published in the Proceedings of the National Academy of Sciences provides new insights into physics by combining machine learning of artificial intelligence with quantum mechanics [42] . As an important branch of machine learning, neural networks also play an important role in the processing of quantum mechanics. For quantum channel discrimination, the dynamic process that we wish to learn is a set of unitary transformations, also called a channel [31] .
Here we suppose channel consecutive uses are independent, and the properties of channels do not change with time. The learner in a classical setting finds an estimator function in the family of functions characterized by some parameter θ . In the quantum setting, the family of functions is the unitary representation (the channel can be regarded as unitary operators). Universal quantum learning construction of an unknown quantum channel is outlined in Figure 5 . For the task of quantum channel discrimination, we apply a classicalquantum hybrid algorithm for machine learning, which called quantum circuit learning [16] , [28] , [43] , [44] . The quantum 50218 VOLUME 7, 2019 circuit learning is based on the idea of variational circuits equivalent to transformation U (x, θ). By proper tuning of θ parameters, the quantum circuit minimizes the loss and results the expected value f (x, θ) through repeated measurements on the output qubits. In other words, we provide input data to a quantum circuit, and iteratively tune the circuit parameters so that it gives a desired output. Specifically, we choose the Quantum Machine Learning Toolbox [29] to treat the general problem of channel discrimination.
Similar to quantum state discrimination strategy, we also declare three probabilities: the success rate p suc , the error rate p err and the inconclusive rate p inc . Since there are three possible outcomes, we need to assign two qubits as the output of quantum neural networks (quantum learning circuits). Here the measurement outcomes of 00 and 10 are assigned to the channel N 1 , 01 to the channel N 2 , and 11 to the inconclusive result. During training or testing, the output state will be irregular and the calculation will be unreliable, if the output state is outside of the set in Hilbert space. Therefore, a penalty needs to be added to the cost function. Then the corresponding cost function [28] is,
where α err and α inc are the penalty for giving error outcomes and inconclusive outcomes respectively, they are user-defined hyperparameters.
The algorithm for channel discrimination in quantum neural network is outlined as follows. Referring to Figure 4 , we divide the algorithm into four steps.
Step 1: Encoding. Encode input data into a quantum state preparation processor to initialize qubits.
Step 2: Transmission. Apply channel models on the initialized qubits to get the network input state.
Step 3: Learning. Activate parameterized unitary, generate and measure the output state, update optimized parameters.
Step 4: Looping. Repeat
Step 3 for each sample to minimize the loss. Repeat above three steps times to get an expectation result.
Regarding this classical-quantum hybrid neural network, some main points are described below.
A. DATA PREPARATION
For the experiment, some separable states and entangled states are should consider as input states. The quantum state preparation processor should have different initial circuits according to different input states.
B. HYBRID NETWORK ARCHITECTURE
The first section of the network is composed of a series of unitary gates [45] , such as the displacement gate D (α), the beamsplitter gate BS (θ ) and the rotation gate R (φ). The second section of the architecture is that optimizing the circuit with classical optimization methods.
C. OPTIMIZATION METHODS
We also analyze different optimization algorithms in the quantum neural network designed by the Quantum Machine Learning Toolbox. Figure 6 compares different optimization methods. The SGD method approximates the VOLUME 7, 2019 gradients with a finite differences estimate, the Adagrad method, the RMSProp method and the Adam method are adaptive algorithms. Combining momentum with Adagrad, the Adam algorithm has good stability and does not need to store all global gradients. This paper it contrastive analysis, the Adam optimizer performed better than other optimizers.
D. TRAINING
We should configure the task of quantum neural network as the supervised learning model. To train the network, we perform Adam optimizer with a batch size of 2. Parameters for Adam are default values, β 1 = 0.9, β 2 = 0.999,ε = 10 −8 . For the minimum-error discrimination strategy, the penalty parameters are set to be α err < α inc . All data are obtained after 5000 iterations and over 20 times average.
E. MODEL PERFORMANCE
We test the model on classical hardware using the channel pairs as defined in Table 1 . The experimental results are shown in Figure 7 . The experiments are performed to four representative cases. Figure 7 (a) pertains to the channel discrimination of N I and N bf with the ρ = |0 0| input. The average probability of success for discriminating these two channels is calculated to be about 53.7%, consistent with the theoretical prediction of 55%. There was an error rate of about 2.4%. For arbitrary input, Figure 7 (c), the success probability of distinguishing N I and N fd was found to be about 65.46%, much smaller than the theoretical value 75% and the result of network method 72.456%. Figure 7 (b) and (d) configure the GHZ state as the input of neural work. It is easy to see from the results that the performance of channel discrimination has been greatly improved. However, there is still a certain gap with optimal performance. Further, we train and test the discrimination model of three possible quantum channels. The result is depicted in Figure 8 . Our training network with a fixed 3000 iterations for Adam, 5000 repeated measurements and 20 times average to give a robust result. The average probability of success is calculated to be about 57.3%. Since the present theories are aimed at distinguishing two channels, the result of three channels is not comparatively analyzed. Judged from the experimental result, the model behaves well. Think deeply, we can surmised that the model is good for more channels and can be extended to any number of channels.
According to the experimental results, we can conclude that the output of learned quantum circuits is not as good as that of the quantum network method. The first method is based on the statistical results of the theoretical optimum formula, and the results are bound to be infinitely close to the theoretical values. The second method is to use quantum circuits to learn this process, and introduce penalty in the cost function. There will be errors inevitably. Nevertheless, quantum circuit learning provides another feasible method for distinguishing quantum channels, complex quantum channels particularly.
V. CONCLUSION
In the paper, two schemes for performing quantum channel discrimination are provided. Firstly, a channel discrimination algorithm using the SQUANCH platform has been proved to be effective. Compared with the results of [38] , our experimental results coincide highly with them in some channel pairs discrimination, such as the pair of N I and N bf .
In addition, the scheme has a better performance in distinguishing between depolarizing channel and others. With applying the separable states and the GHZ entangled states as the input states, the entangled states are useful for channel discrimination has been verified also. Secondly, a quantum circuit learning scheme based on the Quantum Machine Learning Toolbox is given for quantum channel discrimination. Four steps are outlined for quantum learning. Although the performance is not as good as the preceding method, it provides another feasible method for quantum channel discrimination. Meanwhile, we surmised that the learning model can be extended to any number of channels and some complex channels based on the case of three channels discrimination. In future, it will also be interesting that quantum channel discrimination is realized on a quantum computer, rather than simulation.
APPENDIX A PSEUDO-PYTHON CODE
Here, we provide the Pseudo-python code of quantum channel discrimination by the SQUANCH framework. See Table 3 for details. In the pseudo code, the text marked as bold is the frame of the program, the text marked as blue is the specific program, and the text marked as gray is some annotations.
APPENDIX B MORE DETAILS OF QUANTUM CHANNEL PAIRS
According to the continuously changeable a of the input states |ϕ = a |0 + b |1 , optimal input states can be found. Table 4 summarizes the optimal input states, the experimental success probabilities and the theoretical success probabilities of some qubit channel pairs. The error probabilities of channels are set to p N 1 = 0.2 and p N 2 = 0.1. 
