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Resumen 
En los ´ nos se han desarrollado t´ ıa que han revo­ultimos a˜ ecnicas en el campo de la biolog´
lucionado las a´reas de la geno´mica y la proteo´mica. Estas te´cnicas, entre las que se encuentran 
la secuenciaci´ omica de Shotgun, nos est´on masiva y la prote´ an permitiendo un conocimiento 
mucho ma´s profundo del funcionamiento de las ce´lulas, pudiendo ver que´ ARN mensajero y 
proteı´nas est´ as de conocer mejor al­an presentes en un momento puntual de las mismas, adem´
gunos mecanismos de regulacio´n. Con el desarrollo de estas tecnologı´as, se esta´n generando 
ma´s datos de los que es posible procesar en una cantidad razonable de tiempo. Es necesario 
el desarrollo de nuevas herramientas que manejen este tipo de datos de una forma eﬁciente, 
haciendo uso de te´cnicas de computacio´n de altas prestaciones que incluyan el uso de granjas 
de computaci´ on paralela y gesti´on, computaci´ on de plataformas virtualizadas. En la presente 
tesis se pretende realizar un abordaje integral del ana´lisis masivo de datos provenientes de estas 
te´cnicas con herramientas eﬁcientes, empezando por el procesamiento de los datos en crudo y 
obteniendo informacio´n de ma´s alto nivel sobre expresio´n de genes y proteı´nas, enriquecie´ndo­
la con informaci´ ıas de libre acceso, para ﬁnalmente on relacionada de bases de datos y ontolog´
generar informes que reﬂejen el funcionamiento celular asociado a toda esta informacio´n. Tam­
bi´ otesis en el ´ onen incluye el desarrollo de herramientas generadoras de hip´ ambito de la regulaci´
ge´nica, que sirvan a bio´logos experimentalistas para el desarrollo de nuevos experimentos de 
validacio´n. 
Este abordaje se ha concretado en el desarrollo de diferentes metodologı´as y herramien­
tas. Primeramente se han desarrollado varios ﬂujos de trabajo para ana´lisis de RNA-Seq, Mi­
croarrays y proteo´mica de Shotgun de diferentes proyectos y bases de datos pu´blicas tales 
como ENCODE, Human Proteome Project, Illumina Human Body Map o the Cancer Cell Li­
ne Encyclopedia, enfocados para realizar estudios proteogeno´micos, permitiendo detectar con 
exactitud los genes expresados sin necesidad de un control, o mezclar datos transcripto´micos 
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y proteo´micos para poder realizar una mejor deteccio´n de proteı´nas. Los resultados de estos 
ﬂujos aplicados a los datos de los diferentes proyectos mencionados se han recogido en un pa­
nel web que permite su bu´squeda y visualizacio´n interactiva (http://sphppdashboard. 
cnb.csic.es/). Se ha desarrollado tambi´ on de una herramienta web de en una nueva versi´
enriquecimiento modular de listas de genes, permitiendo su utilizacio´n con una gran cantidad 
de organismos y bases de datos de anotaciones, habiendo incluido en esta versio´n la posibilidad 
de comparar dos listas de genes, y habiendo mejorado adema´s la eﬁciencia de la herramienta y 
la visualizaci´ ason de resultados (http://genecodis.cnb.csic.es/). Se incluye adem´
el desarrollo una nueva metodologı´a de prediccio´n de interacciones entre micro ARNs y men­
sajeros, basada en la combinacio´n de informacio´n de bases de datos de predicciones existentes, 
calculando su precisio´n en base a las interacciones ya validadas y generando una nueva puntua­
cio´n relacionada con la probabilidad de que una prediccio´n pueda existir realmente. A partir de 
esta metodologı´a se ha desarrollado adema´s una herramienta web para poder acceder a la base 
de datos de interacciones generada a trave´s de la misma (http://m3rna.cnb.csic.es/). 
Otro de los m´ on g´etodos desarrollados consiste en un comparador de perﬁles de expresi´ enica, 
con una estadı´stica de comparacio´n de rangos, que permite otorgar una puntuacio´n a cada com­
paraci´ etodo se ha utilizado para comparar un perﬁl de expresi´on. Este m´ on de entrada con los 
extraı´dos de diferentes bases de datos pu´blicas como GEO, Connectivity Map y DrugMatrix, 
que han sido a su vez procesados y asociados con informaci´ armacos y enfermedades, que on de f´
permiten ﬁnalmente hacer nuevas inferencias en el contexto del reposicionamiento de fa´rma­
cos. A partir de esta metodologı´a, y con la base de datos generada a partir del procesamiento de 
las tres bases de datos mencionadas, se ha desarrollado una herramienta web para poder reali­
zar estas comparaciones (http://nffinder.cnb.csic.es/). Por u´ltimo, se ha creado 
una herramienta web que permite integrar informaci´ ınason estructural y de secuencia de prote´
a partir de la informacio´n procedente de EMDB, PDB y Uniprot, pudiendo visualizar a nivel 
de estructura anotaciones de secuencias procedentes de diversas bases de datos pu´blicas como 
dSysMap, bioMuta o PhosphoSitePlus (http://3dbionotes.cnb.csic.es/). 
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Abstract 
In recent years, techniques in the ﬁeld of biology that have revolutionized the areas of ge­
nomics and proteomics have been developed. These techniques, including high throughput se­
quencing and Shotgun proteomics, are allowing us a much deeper understanding of the cells’ 
behavior, being able to see which messenger RNA and proteins are present on a certain mo­
ment, also allowing to know better some mechanisms of regulation. With the development of 
these technologies, more data than is possible to process in a reasonable amount of time is being 
generated. It is necessary to develop new tools that handle this type of data in an efﬁcient way, 
making use of high performance computing techniques that include the use of computer clus­
ters, parallel computing and management of virtualized platforms. The intention of this work 
is to carry out an integral approach to the analysis of the data coming from these techniques 
with efﬁcient tools, starting with the processing of raw data and obtaining high level informa­
tion on gene and protein expression, enriching it with related information of ontologies and free 
access databases in ordert to create reports that reﬂect the cellular behavior associated with all 
that information. It also includes the development of hypothesis-generating tools in the ﬁeld 
of genetic regulation, which allows experimental biologists the development of new validation 
experiments. 
This approach has resulted in the development of different methodologies and tools. First, 
several workﬂows for the analysis of RNA-Seq, Microarrays and Shotgun proteomics of dif­
ferent projects and public databases such as ENCODE, Human Proteome Project, Illumina 
Human Body Map or Encyclopedia of Cancer Cell Line have been developed, focused on 
performing proteogenomic studies, allowing an accurate detection of expressed genes wit­
hout the need of controls, or mixing transcriptomic and proteomic data to enable better pro­
tein detection. The results of these workﬂows applied to the data coming from the different 
projects have been collected in a web panel that allow their search and interactive visualiza-
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tion (http://sphppdashboard.cnb.csic.es/). A new version of a modular enrich­
ment tool of gene lists has also been developed, allowing its use with a large number of or­
ganisms and annotation databases, and which has included in this version the possibility of 
comparing two lists of genes, having also improved the efﬁciency of the tool and visualization 
of results (http://genecodis.cnb.csic.es/). This work also includes the develop­
ment of a new methodology for predicting interactions between microRNAs and messenger 
RNA, based on the combination of information from existing prediction databases, calcula­
ting their accuracy based on previously validated interactions, and generating a new score re­
lated to the probability that a prediction is actually possible. From this methodology, a web 
tool has been developed in order to access the database of interactions generated through this 
new method (http://m3rna.cnb.csic.es/). Another of the methods developed con­
sists on a comparator of gene expression proﬁles, with a statistic based on comparison of 
ranges, that assigns a score to each comparison. This method has been used to compare an 
input expression proﬁle with those extracted from different public databases such as GEO, 
Connectivity Map and DrugMatrix, which have in turn been processed and associated with 
drug and disease information, which ﬁnally allows to create new inferences in the context 
of drug repositioning. From this methodology, and with a database generated from the pro­
cessing of the three mentioned repositories, a tool to perform these comparisons has been 
developed (http://nffinder.cnb.csic.es/). Finally, a tool that allows the integra­
tion of protein structural and sequence information using data coming from EMDB, PDB and 
Uniprot has been created, allowing the visualization at structure level of sequence annota­
tions from various public databases such as dSysMap, bioMuta or PhosphoSitePlus (http: 
//3dbionotes.cnb.csic.es/). 
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Capı´tulo 1 
Introduccion ´
´1.1. Omicas 
´ Omica es una palabra proveniente del ingle´s que se reﬁere al estudio de un conjunto en su 
totalidad. En el a´rea de la biologı´a molecular se utiliza para deﬁnir el estudio de los diferentes 
sistemas biol´ elulas[221]. Varias de estas ´ogicos que conforman el funcionamiento de las c´ omi­
cas, tales como la gen´ omica, la prote´ omica entre otros, omica, la transcript´ omica o la metabol´
estudian conjuntamente los procesos de expresio´n de los genes y sus productos, y podemos en­
globarlas con el nombre gen´ omica funcional[112] tal y como se representa en la erico de gen´
Figura 1.1. 
Desde hace varias de´cadas se ha intentado abordar el estudio de estos sistemas biolo´gicos, 
pero el auge de estas ´ ecnicas de alto rendimiento en omicas ha venido dado por el desarrollo de t´
el a´rea de la biologı´a, las cuales son capaces de generar grandes volu´menes de datos[180] que 
contienen informacio´n suﬁciente del sistema como para estudiarlo. Anteriormente al desarrollo 
de estas te´cnicas, el estudio completo de un sistema biolo´gico era una tarea casi imposible. El 
uso de la bioinform´ as restringido, puesto que normalmente los estudios se atica era mucho m´
limitaban a un elemento o interaccio´n en concreto, como por ejemplo averiguar la existencia 
de una reaccio´n quı´mica, o saber si un gen se expresaba o no. En la actualidad estas nuevas 
t´ elulas,ecnicas son capaces de analizar procesos o sistemas completos correspondientes a las c´
generando como se ha dicho anteriormente cantidades ingentes de datos. 
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ARN Proteínas
Función biológica
-Splicing alternativo
-ARN interferente
 -Modificaciones
 postraduccionales
~5.000.000 proteínas~ 50 a 100.000 tránscritos
´Figura 1.1: Areas de la biolog´ omica funcional. ıa estudiadas por la gen´
De hecho, el crecimiento de la cantidad de datos biolo´gicos y la disminucio´n del coste de su 
generaci´ an siendo mucho mayores que las previsiones[19, 203], gener´on est´ andose dos proble­
mas, uno de almacenamiento, y otro de procesamiento. El problema de almacenamiento viene 
causado porque la generaci´ a siendo m´ apida que el desarrollo de tecno­on de los datos est´ as r´
logı´as para su procesamiento y almacenamiento. Adema´s, el desarrollo de nuevos y mejores 
sistemas de almacenamiento tambien es m´ as lento que la evoluci´ ´ ecnicas biol´on de estas t´ ogi­
cas, provocando debido a esta brecha un cada vez mayor coste en la adquisicio´n de los mismos. 
En este sentido una de las prioridades es la de generar ﬂujos de trabajo para procesar los datos lo 
antes posible, y solamente almacenar los resultados de este procesamiento, que contienen so´lo 
la parte necesaria de los datos originales, y tienen un menor taman˜o. El problema del procesa­
miento consiste en que el crecimiento de estos datos hace que los algoritmos que se utilizaban 
tradicionalmente para analizar este tipo de informacio´n sean ineﬁcientes debido a su gran vo­
lumen, siendo imposible utilizarlos en un tiempo razonable. Adem´ ecnicas estad´as, las t´ ısticas 
para procesar grandes conjuntos de datos necesitan ser adaptadas a esta nueva realidad. Las so­
luciones en este sentido se centran por un lado en construir representaciones de los datos muy 
eﬁcientes a la hora de ser mapeados en memoria, y por otro lado en utilizar todos los recursos 
posibles de computacio´n, sobre todo mediante el uso de paralelismo. 
En este punto la bioinforma´tica, deﬁnida como la aplicacio´n de te´cnicas computacionales 
en el ´ ogicos, cobra una gran importancia[115]. La heterogeneidad de los ambito de datos biol´
problemas a resolver y el formato de los datos presentes en bioinforma´tica es bastante grande, 
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incluso dentro de un mismo a´rea de conocimiento, por lo que no existe una metodologı´a gene´ri­
ca. Lo m´ on de los datos y ﬂujos de trabajo para as correcto es deﬁnir formatos de representaci´
cada una de las a´reas de ana´lisis biolo´gicos por separado, que como hemos dicho anteriormente 
conforman las o´micas. 
El trabajo presentado en este manuscrito est´ on de herramientas y a centrado en la creaci´
metodologı´as dentro del ´ omica funcional. De las omicas presentes en este areaarea de la gen´ ´ ´
nos hemos centrado sobre todo en la transcript´ omica.omica y la prote´
1.1.1. Computaci´ omicason de alto rendimiento en ´
Una de las formas de afrontar este tan ra´pido crecimiento en la generacio´n de datos biolo´gi­
cos es la utilizaci´ on de alto rendimiento, para que de esta forma on de sistemas de computaci´
puedan ser procesados de forma ma´s ra´pida y eﬁciente. Hasta la pasada de´cada, el desarrollo 
de los procesadores estuvo guiado por el incremento del rendimiento mediante la explotacio´n 
del paralelismo a nivel de instruccio´n y el escalado de la frecuencia de reloj como consecuencia 
de una mayor capacidad de integracio´n en los chips conocida como Ley de Moore[200]. Se 
desarrollaron innumerables te´cnicas para mejorar el rendimiento en este tipo de arquitecturas, 
tales como: la ejecuci´ ıa aprovechar ciclos de reloj reorganizan­on fuera de orden, que permit´
do el orden de las instrucciones teniendo en cuenta las dependencias de datos; la ejecucio´n 
especulativa[266], que a trave´s de la prediccio´n de saltos permitı´a ejecutar instrucciones poste­
riores a un salto condicional, ahorrando ciclos de reloj en caso de e´xito; el Single Instruction, 
Multiple Data (SIMD), incluido en procesadores Intel como extensiones SSE y en AMD como 
3DNow!, y que permitı´a realizar la misma operacio´n sobre un conjunto de datos en paralelo; 
el uso de memorias cache´ ma´s grande y con ma´s niveles, permitiendo reducir las diferencias 
entre el procesador y la memoria principal en lo que se vino a llamar el memory wall[311]; o 
el Simultaneous Multithreading[286] en el que gracias a la duplicacio´n de varios elementos del 
procesador, ´ ıa permitir varios hilos de ejecuci´ anea. A dı´a de hoy este pod´ on de forma simult´
estas mejoras y sus evoluciones esta´n presentes en los procesadores de propo´sitos general, des­
tacando el crecimiento en el ancho de vector de hasta 512-bits para las extensiones multimedia 
en el caso de las AVX-512[268] de Intel. 
Pero lleg´ ıano un momento en el que el incremento de prestaciones que los procesadores sol´
incorporar en un chip llego´ a un lı´mite. La frecuencia de reloj no pudo seguir aumentando[225] 
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a causa de elevados consumos energe´ticos lo que suponı´a una gran diﬁcultad a la hora de disipar 
la cantidad de calor producida en el chip. De manera ana´loga a problemas como el anteriormente 
citado memory wall o el ILP wall, que es el lı´mite de instrucciones simulta´neas que el proce­
sador es capaz de ejecutar, irrumpe con fuerza el conocido como power wall que se acentu´a 
con el incremento de la frecuencia de reloj y la escala de integracio´n. Este aspecto ha supuesto 
un cambio radical a la hora de disen˜ar microprocesadores en la actualidad, poniendo el foco 
en la explotacio´n de tareas entre procesadores con la aparicio´n de los procesadores con varios 
n´ on de varios procesadores independientes en ucleos, o multi-core, que consisten en la integraci´
el mismo espacio del chip. Estos procesadores destacan por ser ma´s sencillos y por ende me­
nos exigentes desde el punto de vista del consumo. Al existir varios nu´cleos, se podı´an seguir 
varios ﬂujos de procesamiento de forma independiente y paralela, y al ser ´ as sencillos, estos m´
el consumo energe´tico se redujo considerablemente. Este nuevo paradigma trajo consigo otra 
diﬁcultad an˜adida, la necesidad de que tanto los sistemas operativos como las aplicaciones ex­
plotaran explı´citamente este nuevo paradigma de paralelismo con el ﬁn de poder aprovechar 
toda su potencia computacional. Este tipo de procesadores ha seguido evolucionado durante 
esta de´cada, a mayor escala de integracio´n se desarrollan chips con mayor nu´mero de nu´cleos 
con caches ma´s grandes. 
En tareas en las que se procesan cantidades ingentes de datos como puede ser en el con­
texto bioinforma´tico, el uso de un unico procesador no suele ser la soluci´ as adecuada en ´ on m´
vista del bajo rendimiento observado, por lo que la tendencia es a hacer uso de computadores 
mayores con varios chips multi-core que cooperaran para realizar tareas de forma ma´s eﬁcien­
te. En un inicio se desarrollaron equipos especiales, como mainframes, que tenı´an propo´sitos 
muy especı´ﬁcos, y costes muy elevados. En el ´ atica, por ejemplo, existie­area de la bioinform´
ron potentes servidores especializados en realizar tareas tales como alineamientos de secuen­
cias contra bases de datos, como BLAST[9]. Posteriormente se exploraron los clusters, que son 
conjuntos de ordenadores unidos entre sı´ por una red, vistos de forma externa como un u´nico 
recurso computacional. Los utilizacio´n de clusters viene motivada por la posibilidad de utili­
zar sistemas ma´s baratos, y que por su ﬂexibilidad, permitiesen an˜adir ma´quinas con diferente 
conﬁguracio´n hardware, e incluso diferentes sistemas operativos. 
Los clusters de computaci´ as utilizada hoy en d´on siguen siendo la alternativa m´ ıa para llevar 
a cabo tareas complejas en el contexto bioinforma´tico. Sin embargo, con el auge de los acele­
radores tipo GPUs (Graphics Processors Units) con sorprendentes rendimientos, la comunidad 
cientı´ﬁca ha mostrado inter´ on de aplicaciones biol´es en la migraci´ ogicas que presenten un alto 
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grado de paralelismo a este tipo de arquitecturas. Es tal el intere´s creciente, que a modo de ejem­
plo en el contexto de alineamiento de secuencias mediante el algoritmo de Smith-Waterman para 
proteı´nas hemos observado la aparicio´n de varios desarrollos destacando el CUDA-SW++[165] 
y sus versiones sucesivas CUDA-SW++2.0[168] y CUDA-SW++3.0[166]. 
Sin embargo, el auge de los aceleradores en el contexto HPC (High Performance Com­
puting) no se restringe ´ ´ onunicamente al ambito de las GPU donde NVIDIA aparece en posici´
dominante con el framework CUDA[212]. En los ´ nos destacamos la aparici´ultimos a˜ on del 
coprocesador Xeon-Phi. Intel comercializa la primera versio´n de la arquitectura MIC (Many 
Integrated Cores) en el an˜o 2012 bajo el nombre de Knights-Corner (KNC) que deriva del di­
funto proyecto Larrabee. Esta arquitectura se basa en dotar al chip de un conjunto elevado de 
cores con arquitectura similar a los Pentium a los que se les incorporan potentes unidades vec­
toriales de 512-bits, todo ello interconectado con un anillo bidireccional. Desde el an˜o pasado 
se comercializa la segunda versio´n de la arquitectura MIC bajo el nombre de Knights-Landing 
(KNL) cuyas principales mejoras redundan en incrementar las capacidades de las unidades vec­
toriales uniﬁcando su repertorio con los procesadores de propo´sito general (AVX-512 SIMD), 
mayor ancho de banda con memoria y la posibilidad de conﬁguracio´n de dicha memoria HBM 
(High-Bandwidth Memory) ad-hoc segu´n la aplicacio´n. Entre las principales ventajas de la ar­
quitectura MIC frente a la arquitectura GPU de NVIDIA podemos destacar su facilidad de pro­
gramacio´n debido a que los modelos de programacio´n soportados son ide´nticos a los utilizados 
en los procesadores de propo´sito general, por lo que la tarea de migracio´n de co´digo se ve 
claramente beneﬁciada, pudiendo incluso reutilizar el co´digo y binario desarrollado para arqui­
tecturas Intel-x86. De manera ana´loga a lo observado con el uso de las GPUs, destacamos el 
inter´ as eﬁcientes desde el es de la comunidad por migrar herramientas a estas arquitecturas m´
punto de vista computacional. Siguiendo el sı´mil anterior, en el contexto de alineamiento de 
secuencias mediante el algoritmo Smith-Waterman destacamos para el KNC las herramientas 
SWAPHI[167], Parasail[56] y SWIMM[246]. 
En el contexto de fabricantes de procesadores tambie´n es importante destacar el movimiento 
relativamente reciente por parte de Intel en la adquisicio´n de uno de los principales fabricantes 
de FPGA (Field-Programmable Gate Array) en el an˜o 20151. Intel adquiere Altera con el ﬁn 
de dotar a sus procesadores de alta gama de hardware reconﬁgurable que permita incremen­
tar el rendimiento principalmente el aplicaciones del a´mbito transaccional. Este aspecto queda 
patente con el anuncio de Microsoft de hacer uso de estas capacidades de las FPGAs en su 
1https://www.nytimes.com/2015/06/02/business/dealbook/intel-altera-buy­
chips-computers-chip-maker.html 
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infraestructura de Cloud Azure2 y con el acuerdo de Amazon con el otro fabricante destacado 
de FPGAs Xilinx para dotar a sus servicios Amazon Web Services de capacidades computacio­
nales basadas en FPGA. Recientemente Intel ha anunciando tambie´n un acuerdo con el gigante 
de venta por Internet Alibaba para dotar a su Cloud de recursos computacionales basados en 
sus FPGA3. Ya existen trabajos que ponen de relevancia las ventajas computacionales de este 
tipo de aceleradores en el contexto de alineamiento de secuencias destacando la herramienta 
OSWALD[247] para las FPGAs de Intel-Altera que puede lograr rendimientos parecidos a las 
GPUs. 
En el contexto de la computacio´n en la nube o Cloud Computing conviene destacar el 
fen´ on creciente de este tipo de infraestructura por parte de algunos centros omeno de utilizaci´
bioinforma´ticos. La utilizacio´n de recursos computacionales en la nube viene motivado prin­
cipalmente por el abaratamiento de precios de los principales proveedores de servicio como 
Amazon AWS, IBM Cloud, Microsoft Azure o Google Cloud. La facilidad a la hora de desple­
gar las herramientas inform´ on de la amortizaci´aticas, el pago por uso en contraposici´ on de una 
infraestructura informa´tica ﬁja y las ventajas en el mantenimiento de los equipos han motivado 
a algunos centros de investigaci´ on en la nube como alternativa. on a plantearse la computaci´
Estos aspectos van de la mano del desarrollo ma´s eﬁciente de infraestructura software que faci­
lite la distribuci´ on entre los diferentes nodos y su computaci´on de la informaci´ on en paralelo. 
En este a´mbito destacamos la aparicio´n del modelo de programacio´n distribuida Map-Reduce 
y su posterior popularizacio´n con el framework Hadoop desarrollado por Google que permite 
trabajar con un alto n´ umenes de datos de manera sencilla. En la actuali­umero de nodos y vol´
dad destacamos el framework Spark como evolucio´n de Hadoop siendo este ma´s eﬁciente en 
el procesamiento de informaci´ on entre nodos y on al reducir signiﬁcativamente la comunicaci´
gestionar eﬁcientemente la informacio´n en la memoria de los nodos. Como alternativa que va 
ganando mayor aceptaci´ aticos destacamos la on entre la comunidad de investigadores bioinform´
API Spark Python que une dos mundos en claro avance: la computacio´n distribuida por medio 
de Spark y el incremento de desarrolladores de Python4 que va desbancando al popular lenguaje 
R ampliamente utilizado en el campo del Big Data. 
2https://www.top500.org/news/microsoft-goes-all-in-for-fpgas-to-build­
out-cloud-based-ai/ 
3https://newsroom.intel.com/news/alibaba-collaborating-intel-fpga-based­
solution-help-customers-accelerate-business-applications 
4http://spectrum.ieee.org/computing/software/the-2016-top-programming­
languages 
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1.1.2. Transcripto´mica 
1.1.2.1. Historia 
El ADN de las c´ on de la enzima ARN poli­elulas se transcribe en ARN gracias a la acci´
merasa, incluyendo varios tipos como el ARN mensajero, el ARN de transferencia, el ARN 
ribosomal, el ARN no codiﬁcante o el ARN pequen˜o entre otros. Este proceso, llamado trans­
cripci´ on g´ elulas, transmitien­on del ADN, forma parte de la maquinaria de expresi´ enica de las c´
do informacio´n que sera´ codiﬁcada en proteı´nas, o en forma de elementos regulatorios[6]. Los 
mecanismos de expresi´ enica son diferentes en organismos eucariotas y procariotas[271]. on g´
Centra´ndonos en eucariotas, el proceso se realiza en el nu´cleo de sus ce´lulas, ocurriendo des­
pu´ on propiamente dicha un proceso de maduraci´es de la transcripci´ on del ARN, que permite 
generar a partir de un tra´nscrito primario distintas mole´culas de ARN maduro. Esta maduracio´n 
viene dada por el splicing alternativo, que elimina los intrones del ARN primario y adema´s 
puede eliminar algunos de los exones del mismo[199]. 
La transcripto´mica es el area que estudia la expresio´n de los genes mediante el estudio ´
del ARN, apareciendo esta palabra por primera vez en 1996[230, 295]. La caracterizacio´n y 
clasiﬁcaci´ ı como el estudio de la estructura transcripcional de los genes mediante on del ARN, as´
la determinacio´n de sus extremos, patrones de splicing y otras modiﬁcaciones posteriores a 
la transcripcion, as´ ı´ como la cuantiﬁcaci´ anscritos y su comparaci´on de los tr´ on en diferentes 
condiciones de la ce´lula son los trabajos ma´s importantes que se realizan dentro de este a´rea. 
A pesar de la cantidad de tipos de ARN que forman el transcriptoma, en muchas ocasio­
nes la transcript´ alisis de abundancia del ARN mensajero maduro, lo omica se centra en el an´
que se conoce como la realizacio´n de perﬁles de expresio´n ge´nica. Con este tipo de ana´lisis 
se genera informaci´ on, con la po­on acerca de los genes expresados y sus niveles de expresi´
sibilidad tambie´n de extraer informacio´n acerca de las diferentes isoformas expresadas. En la 
actualidad existen te´cnicas de alto rendimiento como los chips de ADN (Microarrays) y la 
ultra-secuenciaci´ alisis de forma r´on que permiten realizar este tipo de an´ apida y eﬁcaz, lo que 
ha llevado a una revolucio´n en el a´rea[279]. 
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1.1.2.1.1 Microchips de ADN (Microarrays) 
La primera tecnica de alto rendimiento usada en biolog´ ı´a que se desarrollo´ fue la de los 
chips de ADN (DNA Microarrays)[41, 116, 285]. Estos chips consisten en una superﬁcie so´lida 
en la cual se deposita una coleccio´n de fragmentos de ADN. Estos fragmentos pueden ser ADN 
complementario u oligonucleo´tidos, y contienen secuencias que corresponden a fragmentos de 
ADN del organismo con el que se quiere trabajar. Estas secuencias son ﬁjadas a la superﬁcie 
so´lida que contendra´ el microarray en forma de puntos ordenados en forma de matriz bi o 
tridimensional. La superﬁcie sobre la que se depositan suele ser de materiales semiconductores o 
de cristal. Posteriormente se aı´sla ARN o ADN de la muestra con la que se quiere trabajar. Estas 
secuencias se marcan posteriormente mediante ﬂuorescencia. Una vez construido el microarray 
con las secuencias, y la muestra procesada y marcada, se hibridan ambos. Las secuencias del 
microarray y de la muestra que sean complementarias se unen, conteniendo los puntos donde se 
encuentran mayor proporcio´n de marcadores ﬂuorescentes. El microarray, una vez hibridado, 
se escanea utilizando te´cnicas de imagen, mediante la´seres y microscopios confocales, para 
chequear la presencia de estos puntos ﬂuorescentes, y poder ası´ realizar una medida indirecta 
de la abundancia de las secuencias en la muestra. 
Esta te´cnica puede ser utilizada con varios ﬁnes, pero en el caso de la transcripto´mica, el 
uso mayoritario de los microarrays es el de realizar un an´ on g´alisis de expresi´ enica[319]. Los 
fragmentos que conforman la matriz de puntos del microarray son ADN complementarios u 
oligonucleo´tidos correspondientes a partes de los genes de los cuales se quiere medir la ex­
presi´ no de estas secuencias es clave, ya que lo ideal es utilizar secuencias que no on. El dise˜
aparezcan repetidas en ningu´n otro gen del organismo a analizar, o por el contrario la medida 
de abundancia correspondera´ a la suma de las concentraciones de los genes que la contengan. 
Una vez disen˜ado el microarray, en este caso se extrae ARN mensajero de la muestra con la que 
se va a trabajar, que normalmente se procesa para obtener su ADN complementario y marcarlo 
mediante ﬂuorescencia, tal y como puede observarse en la Figura 1.2. Finalmente se analiza la 
intensidad de la ﬂuorescencia para ver la expresio´n de los genes. 
Comparar concentraciones de genes entre diferentes muestras puede ser bastante complica­
do de esta forma, ya que el uso de diferentes reactivos, concentraciones de muestras, marcadores 
ﬂuorescentes, y dema´s para´metros que pueden variar dentro del experimento, pueden dar lugar 
a medidas muy diferentes de intensidad. De todas formas, con la mejora de esta tecnologı´a a lo 
largo de los an˜os, se han ido fabricando chips y analizadores que permiten una cada vez mejor 
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reproducibilidad. Estos incluyen secuencias spike-ins[183] cuyo grado de hibridacio´n es cono­
cido, para poder normalizar los niveles de intensidad de los diferentes puntos del microarray. 
De esta forma es posible comparar niveles de expresio´n de genes en diferentes condiciones si 
se utiliza un mismo tipo de chip. 
Para intentar solventar este problema de las comparaciones se desarrollaron los microarrays 
de dos colores[259], en los cuales se utiliza ARN mensajero de dos muestras a comparar, que 
se marca en cada uno de los casos con un marcador ﬂuorescente diferente. Posteriormente este 
ARN mensajero se mezcla y se hibrida con el microarray igual que en los otros casos, pero el 
ana´lisis de imagen posterior cambia, ya que existe la posibilidad de que ARN mensajero mar­
cado con los dos diferentes ﬂuorocromos haya hibridado en un mismo punto del microarray. 
En este caso hay que realizar ana´lisis en diferentes longitudes de onda para ver por separado la 
intensidad de cada uno de los canales. Esta intensidad no se utiliza para realizar cuantiﬁcaciones 
absolutas, ya que la intensidad en los puntos del microarray esta´ ﬁjado por las dos diferentes 
condiciones, que compiten entre ellas por hibridar en el chip. En este caso se utilizan las pro­
porciones entre los valores de intensidad de las condiciones para determinar en cua´l de ellas un 
determinado gen est´ as o menos expresado. a m´
La tecnologı´a de microarrays sigue presente hoy en dı´a debido a su robustez y un coste 
relativamente bajo, pero presenta una serie de limitaciones[42]. Primero de todo, se asume 
que la intensidad de ﬂuorescencia medida en un punto del microarray es proporcional a la 
cantidad de ARN o ADN complementario presente en la muestra. Esto no es siempre ası´, ya 
que a altas concentraciones la sen˜al se satura, y a concentraciones muy bajas se favorece que 
no se produzca la uni´ nal s´on. Por lo tanto, la se˜ olo es linealmente proporcional en un rango de 
concentraciones de ARN en la muestra. Tambie´n puede ser problema´tico el disen˜o de secuencias 
para detectar los genes en el microarray, ya que sobre todo en organismos ma´s complejos como 
los mamı´feros, puede ser muy complicado encontrar secuencias u´nicas de un solo gen, cuando 
existen otros con una homologı´a de secuencia muy alta con este. Esta situaci´´ on se agrava en 
genes con diferentes variantes de splicing. Por ´ on en microarrays ultimo, el ana´lisis de expresi´
se limita a genes conocidos, ya que so´lo se detectan genes de los cuales se conoce la secuencia 
y se puede generar un oligo o ADN complementario que pueda hibridar con el ARN de ese 
gen. Esto puede ser bastante problema´tico en genomas de especies que pueden ser altamente 
variables. 
9
 
10 CAP´ ONITULO 1. INTRODUCCI ´  
Extracción ARN mensajero
Transcripción inversa y
marcado fluorescente
Hibridación del microarray
Extracción ARN mensajero
Transcripción inversa y
marcado fluorescente
Mezcla de muestras
Hibridación del microarray
Control Mutante
Microarray de oligonucleótidos Microarray con ADN complementario
Figura 1.2: Esquema de ana´lisis de diferentes tipos de microarrays. 
1.1.2.1.2 High-Throughput Sequencing 
Los m´ on directa de secuencias, como el m´ on de etodos de determinaci´ etodo de secuenciaci´
Sanger[249] existen desde mucho tiempo antes de la aparicio´n de la ultra-secuenciacio´n. Pero 
estos m´ as de que generalmente no se pod´etodos eran muy lentos y caros, adem´ ıan utilizar para 
cuantiﬁcar ARN mensajero y medir expresio´n de genes. Por dar algunas cifras acerca del alto 
coste de estos m´ on del primer borrador del genoma humano en 2001[150], etodos, la secuenciaci´
que fue completada mediante secuenciacio´n de Sanger, tuvo un coste estimado de entre 500 y 
1000 millones de do´lares. Posteriormente se idearon te´cnicas de secuenciacio´n de tra´nscritos 
basada en etiquetas como CAGE[140] y SAGE[294], que permitı´an realizar cuantiﬁcacio´n de 
secuencias utilizando esta tecnologı´a de secuenciacio´n de Sanger, pero con las mismas limita­
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ciones de coste y tiempo. Estas tecnologı´as sirvieron principalmente para anotar la estructura 
de los tr´ as que para poder hacer cuantiﬁcaciones. anscritos m´
A ﬁnales de los 90 empezaron a desarrollarse diferentes t´ on de alto ecnicas de secuenciaci´
rendimiento[243] que empezaron a estar disponibles durante la primera de´cada de los 2000, 
que se conocen como High-Throughput Sequencing o Next Generation Sequencing, y que re­
volucionaron el a´rea de la biologı´a. Estas te´cnicas mejoraron en varios o´rdenes de magnitud la 
cantidad de secuencias que se podı´an analizar en la misma cantidad de tiempo, adema´s de que 
se redujeron considerablemente los costes derivados de la tarea. Esta tecnologı´a es la predo­
minante hoy en dı´a en el mundo de la secuenciacio´n, habie´ndose mejorado considerablemente 
en la profundidad de la secuenciacio´n, tiempo necesario y costes de la misma. Desde el inicio 
de esta tecnologı´a, se busco´ superar el lı´mite econo´mico de secuenciar un genoma humano por 
menos de 1000 do´lares[176, 257], augurando una nueva era en la medicina personalizada. En el 
an˜o 2014, la compan˜ı´a Illumina lanzo´ al mercado el secuenciador HiSeq X Ten[108], que tiene 
la capacidad de secuenciar un genoma humano a una cobertura de x30, y que esta´ cerca de bajar 
de esa barrera de los 1000 do´lares. 
Varias empresas desarrollaron me´todos diferentes dentro del ambito de la tecnologı´a del ´
High-Throughput Sequencing: Illumina, Roche 454 e Ion Torrent entre otras. A pesar de las 
diferencias te´cnicas de cada una de estas aproximaciones, todas se basan en la capacidad de 
miniaturizar y paralelizar muchas operaciones de secuenciacio´n, siendo capaces de leer millo­
nes de fragmentos de ADN/ARN en horas. Cada una de estas operaciones de secuenciacio´n 
se alimentan con mole´culas de ADN de tal forma que so´lo haya una unica mol´´ ecula por ope­
racio´n, la cual se ampliﬁca y entonces se secuencia. Estos aparatos permiten que cada una de 
estas operaciones se realice en un espacio muy pequen˜o, y permitiendo que se realicen grandes 
cantidades de estas operaciones en paralelo. Otra de las grandes ventajas de esta te´cnica es que 
se utilizan pequen˜os fragmentos de ADN sin ningu´n requerimiento adicional de insercio´n de 
pl´ on cons­asmidos u otros vectores, permitiendo un ahorro adicional en tiempo. La secuenciaci´
ta de varias fases, una primera de preparacio´n de una librerı´a de fragmentos de ADN, la ﬁjacio´n 
de los fragmentos, secuenciaci´ alisis de imagen. on y an´
La preparacio´n de la librerı´a es un paso fundamental, ya que tiene que producirse un ex­
tracto representativo y no sesgado del material gene´tico que se va a analizar. Generalmente se 
utiliza una muestra de ADN que es fragmentado en trozos pequen˜os, y posteriormente estos 
fragmentos se inmovilizan en una superﬁcie s´ on permite que olida o soporte. Esta inmovilizaci´
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se produzcan millones de reacciones de secuenciacio´n a la vez. En la mayor parte de las tecno­
logı´as, una vez fragmentado el ADN, este necesita ser ampliﬁcado para poder ser detectado de 
forma eﬁciente en el proceso de la secuenciacio´n. Hay dos te´cnicas principalmente para reali­
zar esto: la emulsi´ on de fase s´ on PCR, una on PCR[66] y la ampliﬁcaci´ olida[77]. En la emulsi´
vez fragmentado el ADN se liga con primers PCR. Despue´s de hacer esto, se separan las dos 
hebras de ADN y e´stas son capturadas por microesferas, bajo unas condiciones que propician 
que haya una mole´cula de ADN por microesfera. Posteriormente se ampliﬁca la secuencia por 
PCR, manteniendose las copias de la misma pegadas a la microesfera. Por u´ltimo, estas micro-
esferas son o bien colocadas en una placa con celdillas, entrando cada microesfera en una de 
ellas, o ﬁjadas quı´micamente a una superﬁcie de cristal. La ampliﬁcacio´n de fase so´lida con­
siste en la ligacio´n de unos adaptadores de los fragmentos, para que de esta forma se puedan 
pegar en una superﬁcie. Posteriormente estas secuencias pegadas a la superﬁcie se ampliﬁcan 
por PCR, gener´ ıas,andose unas estructuras llamadas “clusters de ADN”. Existen otras tecnolog´
llamadas de single-molecule sequencing[104, 69], que permiten generar librerı´as sin ampliﬁcar 
las secuencias, requiriendo de menor cantidad de ADN. De esta forma se evitan mutaciones 
propiciadas por la ampliﬁcacio´n. Hay varias aproximaciones, en las cuales pueden permanecer 
ﬁjados a una superﬁcie unos primers, las propias mol´ ıa, o incluso eculas de ADN de la librer´
unas polimerasas. 
La forma de secuenciar en cada uno de estos casos puede ser muy diferente. En las muestras 
que se ampliﬁcan por PCR, el ana´lisis de imagen se basa en medir el consenso de cada una de 
las secuencias ampliﬁcadas. Al irse a˜ otidos ﬂuorescentes de uno en uno en cada nadiendo nucle´
paso de secuenciacio´n, se necesita que este paso sea muy ﬁable, ya que de no serlo resulta en un 
desfase que provoca ruido en el an´ ıas single-moleculealisis de ﬂuorescencia. Al utilizar librer´
sequencing no existe este problema, pero podrı´a darse el caso de que se an˜adieran mu´ltiples 
bases en un ciclo, o que estos nucleo´tidos no tengan una etiqueta ﬂuorescente. 
El metodo de secuenciaci´ on de terminador c´ ´ etodo c´ıclico[196] es un m´ ıclico que incorpora 
cada vez un nucleo´tido, se realiza un ana´lisis de imagen por ﬂuorescencia y una ruptura. En 
cada paso, se anaden bases nucleot˜ ı´dicas marcadas con ﬂuorescencia, que adema´s tienen un 
terminador reversible, de forma que cuando una de estas bases se une al ADN de los fragmentos, 
se pare la reacci´ amara recoge la ﬂuorescencia de estos on. Una vez terminada esta fase, una c´
nucle´ al de ellos se ha unido. Posteriormente se realiza un lavado de otidos para determinar cu´
las bases que no se han unido a ningu´n fragmento, y se elimina el terminador de las bases que 
se han unido. El proceso se repite m´ otido de cada fragmento en ultiples veces leyendo un nucle´
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cada ciclo, obteniendo ası´ las secuencias de la muestra. 
El me´todo de secuenciacio´n por ligacio´n utiliza una ligasa en vez de una polimerasa, y 
sondas marcadas con ﬂuorescencia. En este caso, una sonda hibrida con su secuencia comple­
mentaria, que es un adaptador que se encuentra pegado a la cadena que se va a secuenciar. 
Entonces se a˜ endose estos ´nade una ADN ligasa y sondas marcadas con ﬂuorescencia, uni´ ulti­
mos a la primera sonda mediante la ligasa, reconociendo dos nucleo´tidos cada vez mediante 
ﬂuorescencia despue´s de realizar un lavado para eliminar las sondas no ligadas. Este ciclo se 
repite varias veces hasta completar la secuencia, y una vez hecho esto, se resetea la primera 
sonda, elimina´ndola y uniendo otra desplazada una base, y repitiendo todo el proceso varias 
veces para cubrir toda la secuencia. 
El m´ on[242] est´etodo de pirosecuenciaci´ a basado en la bioluminiscencia, ya que mide la 
liberacio´n de pirofosfatos inorga´nicos genera´ndose luz visible mediante reacciones enzima´ticas. 
En este caso no se utilizan nucle´ ıntesis de ADN, sino que otidos modiﬁcados para parar la s´
se manipula la ADN polimerasa an˜adiendo dNTP. Despue´s de incorporarse el dNTP, la ADN 
polimerasa extiende la sonda y para. Se vuelve a an˜adir un dNTP complementario en el siguiente 
ciclo, reinicia´ndose la sı´ntesis de ADN. La cantidad de luz emitida se graba en diagramas de 
ﬂujo, que permiten reconstruir la secuencia de ADN. 
Existe una tecnologı´a de secuenciacio´n basada en semiconductores[106] que es muy similar 
a la pirosecuenciaci´ alisis de luz emitida, como al a˜on, pero en vez de hacer un an´ nadirse un 
dNTP se libera un proto´n que hace decrecer el pH, se miden los cambios de pH para cada 
pocillo donde se encuentran las secuencias para determinar que´ base se ha unido. Al igual que 
en la pirosecuenciacio´n, tras medir el pH, los dNTPs se lavan, y el ciclo se repite. 
Los me´todos de secuenciacio´n en tiempo real[69] permiten que no se interrumpa el pro­
ceso de sı´ntesis de ADN. En este caso se van an˜adiendo continuamente dNTPs marcados con 
ﬂuorescencia a la vez que se va realizando un ana´lisis de imagen para detectar la ﬂuorescencia 
del ADN sintetizado. Las mole´culas de la ADN polimerasa se encuentran ﬁjadas a la superﬁ­
cie de unos detectores llamados Zero Mode Waveguide (ZMW). Estos detectores evitan que la 
luz visible del la´ser lo atraviese completamente, iluminando un fondo de 30nm. Esto permite 
que los nucle´ endose detectar la otidos marcados por encima del detector no emitan luz, pudi´
incorporacio´n del nuevo nucleo´tido. 
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Los instrumentos de secuenciacio´n comercializados hoy en dı´a combinan alguno de estos 
metodos de preparaci´ on de librer´ ´ ıas de secuenciaci´ıas con alguna de las tecnolog´ on explicadas 
anteriormente. La tecnologı´a de Illumina[28], representada en la Figura 1.3, que permite obte­
ner lecturas de fragmentos de unos 100-150 pares de bases, utiliza el proceso de ampliﬁcacio´n 
de fase so´lida y el me´todo de terminacio´n cı´clica reversible utilizando cuatro colores. La tecno­
logı´a de secuenciaci´ as largas que con on de Roche 454[177], permite obtener lecturas mucho m´
Illumina. Utiliza el proceso de ampliﬁcacio´n de gel PCR y el me´todo de pirosecuenciacio´n. Ion 
Torrent[228, 194] tambi´ on de gel PCR pero en este caso la en utiliza el proceso de ampliﬁcaci´
tecnologı´a de secuenciacio´n basada en semiconductores. La plataforma SOLiD[289] utiliza la 
ampliﬁcacio´n por gel PCR y el me´todo de secuenciacio´n por ligacio´n. Los secuenciadores de 
Paciﬁc Biosciences[69] utilizan la tecnologı´a de single-molecule sequencing y la secuenciacio´n 
en tiempo real, permitiendo adquirir lecturas de ma´s de 10000 pares de bases. La plataforma 
de Helicos BioSciences[282] por su parte, tambi´ ıa de single-molecule se-en utiliza la tecnolog´
quencing pero acoplada al uso de la secuenciacio´n por terminacio´n cı´clica reversible. De todos 
estos tipos de secuenciaci´ as utilizada y que se ha impuesto ﬁnalmente ha sido la de on, la m´
Illumina[62], que proporciona una gran reproducibilidad y una buena calidad de lecturas, con 
una tasa de error cercana al 0.1 %[92]. 
Fragmentos Adaptadores
Preparación de librería1
Fijación del ADN en la superficie Amplificación
Separación de hebras Formación de clusters
Secuenciación por síntesis Análisis de imagen
2 3
4 5
6 7
Figura 1.3: Descripcio´n de la tecnologı´a de secuenciacio´n de Illumina. 
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A pesar de la novedad del High-Throughput Sequencing, esta tecnologı´a ya ha sufrido algu­
nas mejoras en los ´ nos. Una de las m´ onultimos a˜ as grandes fue el desarrollo de la secuenciaci´
paired-end[84]. Con este me´todo se secuencian los dos extremos de los fragmentos de ADN de 
la librerı´a, pudiendo de esta manera producirse de una forma muy sencilla el doble de lecturas 
para la secuenciacio´n, adema´s de proporcionar una mejor precisio´n, ya que sabiendo el taman˜o 
del fragmento, se puede inferir la posici´ ason relativa entre las dos lecturas de la pareja. Adem´
de esta forma es mucho ma´s fa´cil identiﬁcar duplicados por PCR, ya que es mucho ma´s compli­
cado encontrar parejas de lecturas id´ on, asegurando casi por enticas en este tipo de secuenciaci´
completo la existencia de duplicados PCR en el caso en el que aparezcan. La profundidad de 
secuenciacio´n es modiﬁcable aumentando o disminuyendo el nu´mero de lecturas analizadas, pu­
diendo adem´ on a una regi´ na[195], as restringirse la zona de secuenciaci´ on de ADN muy peque˜
permitiendo ası´ coberturas altı´simas de la misma que permitan encontrar cambios mucho ma´s 
sutiles entre diferentes muestras. En este sentido, al poder tener una cantidad muy alta de lec­
turas analizadas en una secuenciacio´n, se puede utilizar para una u´nica muestra, o aprovechar e 
introducir diferentes muestras en la librerı´a mediante adaptadores de multiplexacio´n[269]. Una 
vez obtenidas las lecturas, e´stas se pueden ﬁltrar fa´cilmente por estos adaptadores y separar las 
muestras. De esta forma se puede reducir el tiempo de secuenciacio´n de estudios con multitud 
de muestras. 
Gracias a esta tecnologı´a se han podido conseguir grandes avances en el a´rea de la trans­
cripto´mica, permitiendo comparar las abundancias relativas de los tra´nscritos de un organis­
mo en diferentes condiciones, eliminando los problemas de saturacio´n existentes en los micro­
arrays, y no so´lo limita´ndose a cuantiﬁcar los tra´nscritos de genes ya conocidos, sino permitien­
do caracterizar nuevos tra´nscritos, isoformas e incluso transcriptomas completos de organismos 
cuyo genoma es conocido pero no ası´ el transcriptoma. 
1.1.2.2. Flujos de trabajo 
A pesar de que los microarrays siguen utiliza´ndose en la actualidad debido a su bajo coste, 
la investigaci´ omica se ha movido mayoritariamente a la utilizaci´on en transcript´ on de High-
Throughput Sequencing. El te´rmino usado para la utilizacio´n de esta tecnologı´a para mapear y 
cuantiﬁcar transcriptomas se denomina RNA-Seq[302, 307]. Mediante estudios utilizando esta 
tecnologı´a se puede medir la expresi´ enica de una muestra, pero adem´on g´ as se pueden descubrir 
nuevos tra´nscritos y sitios de splicing alternativos[222, 275]. 
15
 
16 CAP´ ONITULO 1. INTRODUCCI ´  
1.1.2.2.1 Preparaci´ onon de muestras y secuenciaci´
Existen una gran variedad de aproximaciones en la preparacio´n de muestras para su uti­
lizaci´ ıas diferentes, ya explicadas on en estudios de RNA-Seq debido a la cantidad de tecnolog´
anteriormente. Pero hay partes clave del procedimiento que son comunes a todas las tecnologı´as. 
La cantidad de ARN necesario para poder ser secuenciado varı´a de una plataforma a otra, 
pero existe la posibilidad de realizar una ampliﬁcacio´n del mismo[290], existiendo la posibi­
lidad de introducir ruido en la muestra. La mayor parte del ARN de la ce´lula viene dado en 
forma de ARN riboso´mico, el cual debe ser ﬁltrado si queremos estudiar de forma completa la 
diversidad del transcriptoma presente en el resto del ARN. Una forma de hacer esto consiste en 
enriquecer de forma selectiva el ARN mensajero de la muestra, utilizando kits de eliminacio´n 
de ARN riboso´mico, o mediante el enriquecimiento de cadenas con colas poli(A), presentes 
so´lo en los mensajeros. Los ana´lisis de RNA-Seq enfocados en tipos especı´ﬁcos de ARN como 
ARN peque˜ en necesitar´no, ARN no codiﬁcante o micro ARN tambi´ ıan de un paso adicional 
de aislado de las mole´culas. Una vez hecho esto, el ARN resultante tiene que ser ligado con 
primers para poder realizar un paso de transcripcio´n inversa, y generar ADN complementario 
a estas cadenas de ARN, ya que las plataformas de secuenciacio´n trabajan con ADN, no con 
ARN. Puede realizarse un paso adicional en el proceso de generacio´n del ADN complementario 
para mantener la informacio´n sobre la hebra de la que procede el ARN[157], muy conveniente 
en el caso del estudio de transcriptomas complejos. El ADN resultante no puede ser introducido 
directamente en el secuenciador, ya que como se ha explicado previamente, este necesita ser 
preprocesado para generar una librerı´a. Dependiendo de la tecnologı´a usada, los pasos a seguir 
son diferentes, pero el resultado de la secuenciacio´n es siempre el mismo, ﬁcheros que contie­
nen multitud de secuencias cortas con una calidad asociada a las mismas. El formato de ﬁcheros 
FASTQ[52] nace para estandarizar la salida de la secuenciaci´ ıas. Es on con este tipo de tecnolog´
un formato de texto ASCII basado en el formato FASTA[226] que permite almacenar las se­
cuencias y sus calidades de una forma sencilla. Utiliza cuatro lı´neas por secuencia. La primera 
comienza siempre con el cara´cter @, seguido de un identiﬁcador de secuencia y una descrip­
ci´ ınea contiene la secuencia en s´ ınea empieza con on opcional. La segunda l´ ı misma. La tercera l´
un cara´cter + seguido opcionalmente del mismo identiﬁcador de secuencia y descripcio´n. La 
cuarta lı´nea contiene los valores de calidad de la secuencia de la segunda lı´nea, por lo que debe 
contener el mismo n´ an codiﬁca-umero de caracteres. Los valores de calidad de la secuencia est´
dos en la escala Phred[75, 76], que esta´ relacionada de forma logarı´tmica con la probabilidad 
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de error en la asignacio´n de nucleo´tidos: 
QP HRED = −10 log10(Pe) (1.1) 
Esta escala, utilizando un u´nico cara´cter por cada nucleo´tido, proporciona una forma simple y 
eﬁciente a nivel de espacio de almacenar la probabilidad de error de asignacio´n. Existen dos 
bases ASCII principalmente utilizadas para codiﬁcar estos valores de calidad en los ﬁcheros 
FASTQ, que suelen ir de un valor de Q de 0 hasta 40. Estas bases son 33 y 64, y representan el 
valor ASCII con un valor Q de 0, utilizando caracteres ASCII de la base an˜adiendo el valor Q 
para representar la calidad de cada nucleo´tido. 
1.1.2.2.2 Procesamiento de secuencias 
1.1.2.2.2.1. Control de calidad Una vez obtenido un ﬁchero FASTQ con las secuencias pro­
venientes de una muestra, es conveniente realizar un control previo sobre la calidad del mismo. 
Existe la posibilidad de que se hayan secuenciado partes de adaptadores, que exista algu´n tipo de 
contaminacio´n en la muestra, o incluso que la secuenciacio´n no haya sido de la calidad esperada 
por alg´ ecnico. Existen programas tales como FASTQC[13], NGSQC Toolkit[55] un problema t´
o PRINSEQ[251] que permiten visualizar estadı´sticas de calidad de la secuenciacio´n, compro­
bar la existencia de secuencias duplicadas con nucleo´tidos indeterminados (Ns), que implican 
problemas t´ on, e incluso lanzar b´ecnicos en la secuenciaci´ usquedas de secuencias de adapta­
dores o de partes de genomas de organismos que podrı´an aparecer como contaminantes contra 
el ﬁchero FASTQ para ver si existe algu´n tipo de problema con el mismo. Algunos de estos 
programas mencionados anteriormente permiten adema´s ﬁltrar las secuencias problema´ticas o 
de baja calidad. Existen herramientas complementarias a los programas que no permiten rea­
lizar el ﬁltrado, tales como FASTX-Toolkit[227, 147] o TagCleaner[252], capaces de procesar 
este tipo de ﬁcheros. Especial cuidado merecen los FASTQ provenientes de una secuenciacio´n 
paired-end, que normalmente aparecen como dos ﬁcheros FASTQ que contienen cada uno un 
extremo del fragmento de cada secuencia, y que deben ser ﬁltrados en paralelo, de tal forma 
que si se descarta uno de los extremos del fragmento, el otro tambie´n debe ser descartado, o 
separado en otro ﬁchero. Esto es ası´ porque muchos programas que permiten trabajar con se­
cuencias paired-end[84] requieren que existan el mismo nu´mero de lecturas en cada uno de los 
dos ﬁcheros, y en el mismo orden. 
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1.1.2.2.2.2. Alineamiento o ensamblaje de novo Una vez comprobada la calidad de los ﬁ­
cheros FASTQ y ﬁltradas las posibles secuencias de mala calidad o contaminantes, el siguiente 
paso serı´a realizar el alineamiento contra un genoma de referencia o realizar un ensamblaje de 
novo[284, 44], tal y como puede apreciarse en la Figura 1.4. Elegir una u otra opcio´n tiene 
unas implicaciones en coste y tiempo muy diferentes. En organismos cuyo genoma ya ha sido 
secuenciado, y de los cuales se tiene suﬁciente informacio´n acerca de sus genes, suele ser prefe­
rible realizar un alineamiento contra la referencia, que es bastante menos costoso computacio­
nalmente hablando que un ensamblaje. Esta aproximacio´n tiene algunas limitaciones, como no 
poder lidiar bien con lecturas de zonas repetitivas, o regiones que no existen en la referencia 
pero sı´ en la muestra. Por el contrario, los ensamblajes de novo permiten conocer mejor ca­
racterı´sticas estructurales de los tra´nscritos de una muestra en particular, pero requiriendo de 
unas necesidades computacionales muy grandes, no disponibles en muchos equipos de sobre­
mesa actuales. Adema´s de esto, los ensamblajes de novo suelen requerir de una profundidad 
de secuenciacio´n muchı´simo mayor para poder dar resultados de tra´nscritos consistentes. Este 
estudio se ha centrado en el ana´lisis RNA-Seq mediante el alineamiento contra una referencia, 
por lo que conviene una explicacio´n ma´s exhaustiva de este tipo de ana´lisis. 
Lecturas RNA-Seq
Alinear contra
genoma de 
referencia
Ensamblaje
de novo
de transcritos
 
contig contig
Referencia
-Menor coste computacional
-Necesidad de referencia anotada
-Mayor fiabilidad en resultados
-Problemas en zonas repetitivas
-Alto coste computacional
-No necesidad de referencia
-Necesidad de mayor profundidad
 de secuenciación
 
Figura 1.4: Diferentes formas de tratar lecturas de ana´lisis RNA-Seq dependiendo de la existencia o no de una 
referencia. 
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Una de las mayores diﬁcultades del alineamiento de lecturas de tra´nscritos contra una re­
ferencia consiste en mapear estas lecturas, que provienen ba´sicamente de los exones de los 
genes, contra una secuencia geno´mica en la que tambie´n aparecen intrones. Existen programas 
de alineamiento de secuencias especiﬁcos para RNA-Seq, como SOAPsplice[123], STAR[63] o 
TopHat[284, 137], que son capaces de abordar especı´ﬁcamente este problema mediante una 
aproximacio´n en dos fases, en la que primero se realiza un alineamiento de lecturas inicial 
para descubrir uniones de exones, que son utilizadas posteriormente para guiar un segundo ali­
neamiento. Algunos de esos programas tambie´n son capaces de utilizar anotaciones de genes 
existentes para localizar estas uniones de exones y reﬁnar au´n ma´s el alineamiento. Tambie´n 
son capaces de priorizar los alineamientos en los cuales las lecturas de los dos extremos del 
fragmento en un ana´lisis paired-end mapean de una forma consistente. 
El resultado de un alineamiento suele ser un ﬁchero en formato SAM[160] o BAM. En reali­
dad son el mismo tipo de ﬁchero, siendo el formato SAM un formato de texto tabulado, y 
BAM su versio´n binaria. Este tipo de ﬁcheros consta de dos secciones, una cabecera que es 
opcional y cuyas lı´neas empiezan por el cara´cter @, y una seccio´n de alineamiento. Cada lı´nea 
de la cabecera contiene primero un c´ on asociada al odigo de dos letras seguido de informaci´
co´digo, conteniendo datos referentes a la versio´n del formato, el orden y agrupamiento de los 
alineamientos, informacio´n sobre la referencia contra la que se ha alineado y sobre el software 
utilizado para el alineamiento. Cada lı´nea de la seccio´n de alineamiento contiene once campos 
con informacio´n sobre el propio alineamiento, tal como la posicio´n exacta del mapeo, datos 
adicionales de calidad del alineamiento, las diferencias con la referencia, etc, y adema´s puede 
contener un nu´mero variable de campos adicionales optativos, que suelen contener informa-
ci´ ıﬁca del alineador. Existen muchos programas que requieren un cierto orden en este on espec´
tipo de ﬁcheros, por lo que existen herramientas que permiten manipularlos tales como SAM-
tools[160] o Picard[39]. Estas herramientas, adema´s de modiﬁcar el orden de estos ﬁcheros, 
permiten buscar y eliminar secuencias duplicadas, unir varios ﬁcheros, generar ı´ndices para los 
mismos, convertir de formato de texto a binario y viceversa, y otras operaciones similares. 
1.1.2.2.3 Ana´lisis de secuencias 
Una vez alineadas las secuencias, existen una serie de ana´lisis que se pueden llevar a cabo 
con las mismas. Hay ﬂujos de trabajo que son exclusivos de RNA-Seq, y hay otros que perte­
necen a ana´lisis de High-Throughput Sequencing de ADN y pueden adaptarse para trabajar con 
19
 
20 CAP´ ONITULO 1. INTRODUCCI ´  
ARN. A continuacio´n se explican los tipos de ana´lisis de intere´s para la presente investigacio´n. 
1.1.2.2.3.1. An´ on g´ Para medir la expresio´n de los genes en un ana´li­alisis de expresi´ enica 
sis RNA-Seq primero necesitamos conocer las lecturas que caen dentro de los lı´mites de las 
zonas codiﬁcantes de cada gen o exones. Para esto existen paquetes de herramientas como 
HTSeq[12] o featureCounts[163] utilizando adema´s ﬁcheros GFF o GTF que contienen infor­
maci´ as caracter´on sobre las coordenadas de genes y dem´ ısticas de los mismos (comienzo y ﬁnal 
de exones, intrones, UTRs. . . ). 
Existen diversas fuentes de variabilidad que necesitan de una normalizacio´n posterior. La 
fragmentaci´ on de la librer´ anscritoson del ARN llevada a cabo en la construcci´ ıa causa que tr´
ma´s largos generen ma´s lecturas que los cortos teniendo ambos la misma abundancia[217]. Por 
otro lado, la diferencia en el n´ on produce ﬂuc­umero de lecturas generadas en cada secuenciaci´
tuaciones en el nu´mero de lecturas mapeadas en diferentes muestras[178]. Por estos motivos 
aparecieron m´ on, como el c´etodos de normalizaci´ alculo de RPKM[201] y FPKM, que normali­
zan el conteo de tra´nscritos teniendo en cuenta la longitud de los mismos y la abundancia total 
de lecturas de la muestra: 
109C 
R = (1.2)
NL 
Siendo C el n´ umero total umero de lecturas que caen en los exones de determinado gen, N el n´
de lecturas que han caı´do en cualquier exo´n dentro del experimento, y L la longitud de la suma 
de los exones en pares de bases. La u´nica diferencia entre RPKM y FPKM es que en el primero 
se cuentan lecturas, mientras que en el segundo secuentan fragmentos. El nu´mero de lecturas 
y fragmentos es diferente u´nicamente en estudios en los que se utilizan lecturas paired-end. A 
pesar de ser ampliamente utilizados, estos me´todos han sido muy criticados, y se han propuesto 
nuevos me´todos como el ca´lculo de TPM[299], en el cual primero se normaliza por la longitud 
del gen, y posteriormente se normaliza por la profundidad de la secuenciacio´n. A pesar de todos 
estos me´todos de normalizacio´n, es muy complicado en casos de genes con conteos de lecturas 
muy bajos saber si realmente estas lecturas se deben a expresio´n real del gen o son artefactos 
debido a algu´n tipo de contaminacio´n de la muestra o ruido. 
Cuando ya se ha estimado un valor de expresio´n normalizado para cada gen, una pregunta 
importante consiste en entender co´mo estos niveles de expresio´n cambian en diferentes con­
diciones. Con la aparici´ o el desarrollo de metodolog´on de los microarrays comenz´ ıas para el 
ana´lisis estadı´stico de su expresio´n diferencial[287, 49, 265]. Estas metodologı´as son aplica­
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bles directamente a los datos de expresio´n de RNA-Seq, cambiando los valores de intensidad de 
ﬂuorescencia por los valores normalizados de abundancia de tra´nscritos provenientes del conteo 
de lecturas. En un comienzo, los me´todos intentaban modelar estas lecturas utilizando distribu­
ciones como la de Poisson[178], pero se ha visto que estas distribuciones no tienen en cuenta 
la variabilidad biolo´gica entre muestras[241]. Por esta razo´n, y teniendo en cuenta que mu­
chas veces no existe un n´ eplicas biol´umero suﬁciente de r´ ogicas para inferir esta variabilidad, 
muchos me´todos tales como DESeq[169], EdgeR[185] o Cuffdiff [283] intentan modelar esta 
variabilidad en el conteo utilizando aproximaciones parame´tricas como por ejemplo la distribu­
cio´n binomial negativa. Estos me´todos cuentan con paquetes de herramientas que normalmente 
aceptan directamente tablas de entrada con las lecturas de los genes en crudo, ya que cada uno 
de ellos normaliza estas lecturas con un m´ alisis, los resul­etodo propio. Una vez realizado el an´
tados suelen consistir en tablas con genes, y un valor de fold change, p-valor y q-valor referente 
a un FDR asociado a cada uno de ellos. Filtrando estos datos se pueden obtener listas de genes 
que han variado signiﬁcativamente entre diferentes condiciones de unas muestras. 
1.1.2.2.3.2. An´ La b´alisis de variantes usqueda de mutaciones en una muestra determinada 
y la busqueda de signiﬁcaci´ on de las mismas a efectos fenot´ ´ alisis m´ıpicos es otro de los an´ as 
comunes trabajando con datos de High-Throughput Sequencing. De hecho, el comienzo de su 
utilizaci´ o un futuro en el que la medicina personalizada[127], a trav´on augur´ es de la toma de 
una muestra del paciente, y su ana´lisis mediante secuenciacio´n, permitiera conocer el origen 
gene´tico de muchas de nuestras enfermedades, y poder actuar en consecuencia. Los avances de 
los ´ nos han permitido que esto empiece a ser una realidad[253], aunque la tecnolog´ultimos a˜ ıa 
es todavı´a limitada y cara. El estudio de poblaciones tambie´n se ha visto beneﬁciado por este 
tipo de an´ as sencilla la realizaci´alisis, permitiendo de una forma mucho m´ on de ensayos de 
asociacio´n de genomas completos[296]. 
Debido a que en este caso se trata de un ana´lisis de mutaciones en el ADN, el ana´lisis de 
variantes en un estudio de RNA-Seq queda limitado a las zonas codiﬁcantes del genoma que 
adema´s se han expresado en una determinada muestra. Por lo tanto, puede ser util en algu­´
nos casos, pero para poder obtener una lista ma´s completa de mutaciones de una muestra es 
necesario secuenciar ADN nuclear. 
Para este tipo de ana´lisis se parte del alineamiento de las secuencias de una determinada 
muestra. A la hora de realizar los alineamientos hay que tener en cuenta que la muestra puede 
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contener una serie de mutaciones, y es necesario incluir esta posibilidad como para´metro, en 
otro caso s´ ıamos alineamientos perfectos contra la secuencia del genoma de referencia olo tendr´
y estarı´amos perdiendo la informacio´n acerca de las variantes. Son las lecturas con alineamien­
tos imperfectos contra la referencia las que son u´tiles a la hora de descubrir mutaciones en la 
muestra. Existen programas, como Samtools[160] con su herramienta mpileup, o GATK[186] 
que, a partir del alineamiento, buscan posiciones donde exista una cantidad suﬁciente de lectu­
ras en las cuales, en un mismo nucleo´tido, exista una divergencia con respecto a la referencia, 
como puede observarse en la Figura 1.5. A cada posible mutaci´ onon se le asigna una puntuaci´
dependiendo del nu´mero de lecturas que soportan esa evidencia, y de la calidad del alineamien­
to de esas lecturas contra la referencia, entre otros factores. Las posibles mutaciones que tienen 
una calidad baja se ﬁltran, y las que se mantienen se escriben en un ﬁchero de texto denomina­
do VCF[292]. Este tipo de ﬁcheros contienen tres partes: una de meta-informacio´n, en la que 
cada una de las lı´neas comienza con ##, y que contiene b´ onasicamente datos sobre la versi´
del formato de ﬁchero, el programa utilizado para generarlo, la referencia contra la que se ha 
alineado el genoma, e informaci´ ınea de cabe­on sobre el formato usado en el genotipado; una l´
cera, que comienza con #; y lı´neas con datos, que contienen informacio´n sobre las posiciones 
donde existe la variaci´ on de genotipado de las mismas, pudiendo aparecer varias on, e informaci´
muestras separadas por tabuladores. Existen programas tales como snpEff [50] o VEP[187] que 
permiten procesar estos ﬁcheros VCF generados, pudiendo asociar las mutaciones por coorde­
nadas a un determinado gen, o intentar ver el posible efecto de esa mutacio´n, si esta´ en una zona 
codiﬁcante, sobre la proteı´na que se generarı´a. 
1.1.3. Proteo´mica 
Una vez que el ADN se ha transcrito en ARN mensajero en el nu´cleo de la ce´lula, e´ste sale 
al citoplasma y llega a los ribosomas, que son complejos macromoleculares de proteı´nas y ARN 
encargados de sintetizar proteı´nas a partir de la informacio´n contenida en el mensajero. Estas 
proteı´nas, que son mol´ acidos, desempe˜eculas formadas por cadenas de amino´ nan un papel fun­
damental para la vida, ya que son responsables de gran parte de los procesos esenciales que se 
producen en un organismo, tales como el transporte de mole´culas, interviniendo en reacciones 
bioquı´micas o tienen funcio´n estructural. El conjunto de proteı´nas expresadas en una condicio´n 
determinada es el proteoma, y la proteo´mica es el area encargada de estudiarlo. El proteoma ´
es un conjunto ma´s variable que el transcriptoma, ya que depende por un lado de las carac­
terı´sticas del mismo, que incluyen su secuencia, estructura tridimensional e interacciones entre 
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Figura 1.5: Apilamiento de lecturas en ana´lisis de SNPs utilizando NGS. 
diferentes proteı´nas o con otras mole´culas, entre otros, y de otros factores como los cambios 
quı´micos ocurridos despue´s de la sı´ntesis de las proteı´nas llamados modiﬁcaciones postraduc­
cionales (PTMs)[232]. El concepto de proteoma apareci´ no 1994[303]. o por primera vez en el a˜
El desarrollo de este a´rea ha venido en gran medida marcado por la aplicacio´n en este a´mbito 
de la tecnologı´a de la espectrometr´ en existen otras tecnolog´ıa de masas[3]. Pero tambi´ ıas y re­
cursos necesarios para llevar a cabo experimentos. Estas incluyen tecnologı´as de separacio´n de 
proteı´nas, muy utilizadas como paso previo a la espectrometrı´a de masas. 
Estos avances tecnolo´gicos han permitido el auge de estudios de descubrimiento de pro­
teı´nas, muy importantes en el contexto del hallazgo de nuevos biomarcadores y en proyec­
tos de ciencia ba´sica. De esta forma han surgido proyectos como el Human Proteome Project 
(HPP)[155] perteneciente al Human Proteome Organization (HUPO), que consiste en un es­
fuerzo global colaborativo consistente en mapear y caracterizar todas las proteı´nas codiﬁcadas 
por genes humanos. La creaci´ ınas del on del mapa de la arquitectura molecular basada en prote´
cuerpo humano puede ser muy u´til para indagar sobre funciones biolo´gicas y moleculares de 
las mismas y para mejorar en el diagno´stico y tratamiento de enfermedades. Aparte del traba­
jo colaborativo del HPP, dos grupos han avanzado notablemente en el estudio del proteoma, 
habiendo publicado drafts del proteoma humano[138, 308]. 
En este tipo de proyectos de descubrimiento, existe un gran problema, ya que debido a la 
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gran cantidad de tipos de ce´lulas diferentes en un organismo, el proteoma expresado en un mo­
mento determinado puede ser muy diferente, siendo complicado conocer la forma de encontrar 
que´ tipo de ce´lula, y en que´ condiciones determinadas puede expresar determinada proteı´na. 
De esta forma la bioinform´ ındole y atica aparece, integrando datos de experimentos de diversa ´
construyendo bases de datos que sirvan como herramienta para poder realizar hipo´tesis en este 
sentido[288]. 
1.1.3.1. Identiﬁcaci´ ınas mediante espectrometr´on de prote´ ıa de masas 
1.1.3.1.1 Espectro´metros de masas 
Un espectr´ on la ometro de masas[114] es un aparato capaz de medir con una gran precisi´
masa de mole´culas ionizadas, o ma´s correctamente la relacio´n masa-carga (m/z), en este caso 
de peptidos y prote´ ı´nas. El proceso realizado por el espectro´metro de masas consta de varias 
partes que pueden variar, esquematizados en la Figura 1.6. A continuacio´n se detallan los pasos 
ma´s importantes. 
Sistema de entrada Fuente de ionización Analizador de masas Detector
Sistema de vacío
m/z
Resultados del espectrómetro Análisis de datos
Figura 1.6: Esquema de las partes de un espectro´metro de masas y ana´lisis posterior. 
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1.1.3.1.1.1. Entrada de la muestra Trabajando con proteı´nas, existe un primer nivel de 
separaci´ on de on previo, que puede ocurrir con un fraccionamiento subcelular o con separaci´
proteı´nas utilizando electroforesis en gel. Una vez la muestra se ha separado de esta forma, y se 
ha realizado una digesti´ on de corte conocido, como on utilizando enzimas proteasas con un patr´
la tripsina, el siguiente paso de separacio´n ocurre en un sistema de cromatografı´a de alta reso­
lucion como los sistemas de cromatograf´ ı´a lı´quida de alto rendimiento (HPLC), que suele estar 
acoplado a la entrada del espectro´metro de masas y permite que se introduzca gradualmente 
una muestra al espectr´ ıa de columna en la cual se ometro. La HPLC es un tipo de cromatograf´
bombea a alta presio´n una muestra en un solvente (fase mo´vil) a trave´s de una columna cro­
matogra´ﬁca (fase estacionaria). La muestra se va introduciendo en pequen˜as cantidades y sus 
componentes se retrasan diferencialmente en funcio´n de sus interacciones con la fase estacio­
naria a medida que atraviesan la columna. El tiempo que tarda la parte separada de la muestra 
en ser eluida de la columna se denomina tiempo de retencio´n, el cual se utiliza como referencia 
para identiﬁcar el compuesto. 
1.1.3.1.1.2. Ionizaci´ La muestra primero debe ser ionizada, para as´on ı volatilizar la muestra 
y poder introducirla en el sistema de vacı´o del espectro´metro. La ionizacio´n de pe´ptidos y 
proteı´nas fue un problema en el comienzo del desarrollo de estas metodologı´as debido a que las 
te´cnicas existentes destruı´an las mole´culas. Con el desarrollo de te´cnicas de ionizacio´n suave 
se permiti´ on sin producir una fragmentaci´ ecnicas MALDI[132] o su ionizaci´ on excesiva. Las t´
(matrix-assisted laser desorption/ionization) y ESI[78] (electrospray ionization) fueron claves 
para esto. La te´cnica MALDI consiste en primero mezclar la muestra con una matriz so´lida 
que suele consistir en un material org´ on la muestra se irradia con un l´anico. A continuaci´ aser 
pulsado, expulsa´ndose entonces iones cargados de la matriz, cationes y parte de la muestra, 
genera´ndose una nube gaseosa. Finalmente la muestra es ionizada por colisiones con las otras 
mole´culas del gas y se acelera hacia la ca´mara de vacı´o del espectro´metro de masas. En la 
te´cnica ESI se introduce la muestra disuelta en un solvente por un capilar de metal cargado. 
Debido a la carga ele´ctrica, el lı´quido sale de la punta del capilar en forma de gotas, forma´ndose 
un aerosol. El solvente se evapora, quedando los iones de la muestra, que entonces se dirigen 
hacia la ca´mara de vacı´o del espectro´metro. 
1.1.3.1.1.3. Analizador de masas Una vez que la muestra se ha ionizado, los iones pasan al 
lugar donde se encuentra el analizador de masas. E´ste se utiliza para separar los iones obtenidos 
de la muestra por su relacio´n de masa y carga (m/z) y suele consistir en una ca´mara de vacı´o 
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donde se aplica algu´n tipo de campo ele´ctrico o magne´tico para poder ver las diferencias de 
comportamiento de los iones al moverse a trav´ amara. Existen varios tipos de analiza-es de la c´
dores de masas, pero los ma´s utilizados en proteo´mica son los siguientes: analizadores Time Of 
Flight (TOF), que utilizan un campo ele´ctrico para acelerar los iones y midiendo el tiempo que 
toman para alcanzar el detector, se puede inferir la relacio´n m/z; cuadrupolos, que constan de 
cuatro varillas de metal enfrentadas en pares, sobre los que se aplica una corriente continua y 
otra alterna, permitiendo esto crear un campo ele´ctrico controlado que desvı´a selectivamente los 
iones que lo atraviesan, pudi´ noendose ﬁltrar de esta manera los iones con un margen muy peque˜
de m/z, siendo e´stos los u´nicos que llegara´n al detector; y las trampas io´nicas, que funcionan de 
un modo similar a los cuadrupolos, pero en vez de desviar los iones que no se encuentran en un 
determinado margen de m/z, ´ amara, y posteriormente son estos se conﬁnan y almacenan en una c´
liberados de forma selectiva. Existen varios tipos de trampas io´nicas, entre las cuales destacan 
las Quadrupole Ion Trap[254] (QIT) y Orbitrap[89]. 
1.1.3.1.1.4. Detector Acoplado con el analizador de masas es necesaria la existencia de 
un detector, que registra la carga inducida o la corriente producida cuando el ion pasa cerca 
o golpea una superﬁcie. Los ma´s utilizados se denominan multiplicadores de electrones, los 
cuales se componen de varias placas sobre las cuales se aplica una diferencia de potencial, 
que entonces producen una descarga de electrones cuando un ion incide sobre su superﬁcie, 
producie´ndose entonces un efecto cascada por la existencia de numerosas placas. 
1.1.3.1.2 Aproximaciones de identiﬁcaci´ ınason de prote´
Existen dos aproximaciones principales para la identiﬁcacio´n de proteı´nas, la top-down[133], 
en la que se analizan proteı´nas intactas que suelen estar aisladas, y la bottom-up[318], en la cual 
se utilizan proteı´nas que son previamente fragmentadas mediante enzimas proteasas con un 
patr´ ometro de on de corte conocido, como la tripsina. En ambos casos, utilizando un espectr´
masas, es posible obtener un espectro de masa, que no es ma´s que la huella de m/z para los 
cuales hay iones presentes en la muestra. El objetivo en proteo´mica consiste en interpretar es­
tos espectros, asignando secuencias de pe´ptidos a cada uno de ellos. En muestras de proteı´nas 
suﬁcientemente aisladas con este paso es suﬁciente, pero en estudios de proteo´mica en los que 
se utilizan mezclas complejas, llamados normalmente como proteo´mica de shotgun, es nece­
sario un paso adicional, ya que de no llevarse a cabo aparecen muchos espectros similares, los 
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cuales no pueden ser diferenciados. En el caso de la aproximacio´n top-down puede no ser nece­
sario este paso adicional debido al grado de aislamiento de la muestra, pero en aproximaciones 
bottom-up, que son las ma´s utilizadas en proteo´mica de shotgun, es imprescindible para una 
identiﬁcacio´n ﬁable. 
1.1.3.1.3 Espectrometrı´a de masas en ta´ndem 
La realizacio´n de este paso adicional en mezclas complejas se realiza mediante la espectro­
metrı´a de masas en ta´ndem[262] (MS/MS o Tandem Mass Spectrometry). Esta te´cnica incluye 
varios pasos de selecci´ ıa de masas con pasos intermedios de fragmen­on mediante espectrometr´
tacio´n. En el caso de proteı´nas consiste en que una vez los pe´ptidos ya ionizados se encuentran 
dentro del analizador, se vuelven a fragmentar generando iones m´ nos que tambi´as peque˜ en son 
detectados, haciendo que el patro´n de fragmentacio´n sea mucho ma´s especı´ﬁco de secuencia. 
Normalmente el espectr´ eptidos ionizados, y se­ometro primero registra los espectros de los p´
lecciona los de mayor intensidad, llamados iones precursores, para despue´s fragmentarlos y 
generar el espectro de fragmentacio´n. 
1.1.3.1.4 Ana´lisis de datos 
Una vez llevada a cabo la espectrometrı´a de masas, para poder realizar el ana´lisis de iden­
tiﬁcacio´n de proteı´nas hay que procesar toda la informacio´n generada en forma de espectros. 
Dependiendo del espectro´metro, el formato de salida de estos ﬁcheros de espectros puede ser 
muy diferente. Existen iniciativas, como la del HUPO-PSI que intentan estandarizar estos for­
matos, habi´ andar MZml[179], que contiene en un formato endose creado de esta forma el est´
XML los diferentes datos extraı´dos del espectro´metro. 
1.1.3.1.4.1. Motores de b´ ınasusqueda de prote´ Los resultados de estos experimentos con­
tienen espectros pertenecientes a mezclas de proteı´nas, siendo en proteo´mica de shotgun, que 
es de las ma´s utilizadas en experimentos de alto rendimiento, especialmente complejas. De esta 
forma, se requiere de un paso de asignaci´ eptidos. Esta asignaci´on de espectros a p´ on se lleva a 
cabo mediante el uso de programas de bu´squeda en bases de datos de secuencias[73] tal y como 
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se muestra en la Figura 1.7, en los cuales se introduce la lista de espectros obtenidos en el expe­
rimento, y una base de datos de secuencias de proteı´nas que normalmente corresponden con el 
conjunto de proteı´nas del organismo analizado. Estos programas realizan una digestio´n sinte´tica 
de las proteı´nas, eligiendo el mismo tipo de enzima que se ha empleado en el experimento, para 
generar pe´ptidos del mismo tipo. A partir de estos pe´ptidos sinte´ticos se realiza un ca´lculo para 
determinar la m/z de cada uno de ellos, y entonces se compara el espectro del experimento con 
el de las m/z de estos pe´ptidos sinte´ticos, asigna´ndose puntuaciones a esas comparaciones en 
base a su grado de similitud. Para comprobar la ﬁabilidad de las asignaciones se realiza un test 
estadı´stico midiendo entre otros la tasa de falsos descubrimientos (FDR). Para ello se suele utili­
zar una base de datos sen˜uelo (decoy)[72], donde los espectros del experimento son comparados 
con espectros te´ ınaoricos provenientes de secuencias que no corresponden con ninguna prote´
real. De esta forma el FDR se deﬁne como la proporcio´n de asignaciones incorrectas (asigna­
ciones a secuencias se˜ on determinado. nuelo) que se aceptan utilizando un umbral de puntuaci´
Hay varios me´todos para obtener secuencias decoy[72, 209]. Entre los ma´s populares destacan 
la generaci´ on de las prote´ onon de las secuencias de forma aleatoria, la inversi´ ınas, o la realizaci´
de una digestio´n in silico de las proteı´nas seguida de una inversio´n de los pe´ptidos obtenidos 
conservando el extremo C-terminal (pseudoinversa). Ejemplos de programas de bases de datos 
de bu´squeda son OMSSA[88], Mascot[229], X!tandem[54] o SEQUEST[73]. Todos estos me´to­
dos son sumamente costosos computacionalmente, requiriendo de horas, o incluso dı´as, para 
completar la tarea de asignacio´n de espectros a pe´ptidos. 
1.1.3.1.4.2. Inferencia de proteı´nas Desde el momento en el que se fragmentan las pro­
teı´nas con enzimas, todo el ana´lisis se realiza a nivel de pe´ptido. No es fa´cil, a partir de los 
p´ e prote´ alisis[210] debido a la eptidos identiﬁcados, inferir qu´ ınas son las que aparecen en el an´
redundancia de secuencias. Esta aparece por diferentes causas. Una de ellas es la existencia del 
splicing alternativo, que impide muchas veces la discriminacio´n de la isoforma expresada debi­
do a la posibilidad de que ninguno de los pe´ptidos identiﬁcados sea u´nico de alguna ellas[33]. 
Otro problema es la existencia de las familias de proteı´nas, cuyos miembros tienen un alto grado 
de homologı´a entre sı´, lo cual provoca que haya pe´ptidos compartidos por diferentes miembros 
de la misma familia, lo que tambie´n diﬁculta la tarea de inferencia[235]. 
En muchos estudios no se describe la forma por la cual una proteı´na aparece como identiﬁ­
cada. En ocasiones hay p´ as de una entrada de la eptidos que aparecen como identiﬁcados en m´
base de datos y se asignan de forma aleatoria a cualquiera de las proteı´nas de la identiﬁcacio´n. 
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MATYDKNLFAKLEN
MS/MS
m/z
Espectro experimental
Base de datos
de proteínas
m/z
Espectro teórico
Rank                 Peptide                     Score
1              MATYDKNLFAKLEN                 4.2
2              MAYDDKNLFAKLLN                 2.1
                               ...
n              KKTAYDDKLFAKEN                 0.1
Identificación del péptido
Figura 1.7: Esquema de funcionamiento de motor de bu´squeda en proteo´mica de shotgun. 
En otras ocasiones se toman como inferidas todas las proteı´nas de la identiﬁcacio´n. De esta 
forma no so´lo se sobreestima el nu´mero de proteı´nas identiﬁcadas, sino que adema´s se puede 
realizar una interpretaci´ ogica incorrecta. Por lo tanto, es necesario utilizar una metodo­on biol´
logı´a ma´s precisa a la hora de realizar esta inferencia para poder interpretar los datos de una 
forma ma´s correcta, como la explicada en [210]. 
Para poder clasiﬁcar los diferentes grados de inferencia de las proteı´nas, primero hay que 
clasiﬁcar los pe´ptidos. Estos pueden ser u´nicos, los cuales son exclusivos de una u´nica proteı´na; 
discriminantes, que son pe´ptidos compartidos cuya presencia puede ser explicada por un grupo 
de proteı´nas que no contienen pe´ptidos u´nicos; y no discriminantes, que son pe´ptidos compar­
tidos cuya presencia puede ser explicada por proteı´nas con pe´ptidos u´nicos o discriminantes, 
b´ eptidos que aparecen en diferentes grupos de prote´asicamente p´ ınas. A partir de estos tipos de 
pe´ptidos, las proteı´nas inferidas pueden clasiﬁcarse en cuatro grupos de evidencia: inferencia 
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de proteı´nas concluyentes, que contienen pe´ptidos u´nicos; inferencia de proteı´nas no conclusi­
vas, que s´ eptidos no discriminantes; inferencia de prote´olo contienen p´ ınas indistinguibles, que 
son grupos de proteı´nas que comparten todos los pe´ptidos, incluyendo alguno discriminante; y 
grupo ambiguo, que es un grupo de proteı´nas que explican la presencia de un grupo de pe´pti­
dos discriminantes. Un ejemplo de esta inferencia de proteı´nas puede verse en la Figura 1.8. 
A partir de esta clasiﬁcacio´n, y utilizando el principio de la navaja de Occam[211], se puede 
obtener una lista mı´nima de proteı´nas que explique la lista de pe´ptidos identiﬁcados. Esta lista 
contendrı´a todas las identiﬁcaciones de proteı´nas concluyentes, y agruparı´a las identiﬁcaciones 
de proteı´nas indistinguibles entre sı´. Existen tambie´n me´todos ma´s reﬁnados, como el propuesto 
en [233] que mejora la inferencia en caso de ambigu¨edad. 
P
ro
te
ín
a
s
Péptidos
Péptidos únicos
Péptidos disriminantes
Péptidos no discriminantes
Proteína conclusiva
Proteínas indistinguibles
Grupo ambiguo
Proteínas no conclusivas
Figura 1.8: Ejemplo de inferencia de proteı´nas a partir de la clasiﬁcaci´ eptidos.on previa de los p´
1.1.4. Proteogeno´mica 
En aproximaciones proteomicas´ bottom-up utilizando espectrometrı´a de masas en ta´ndem, 
las ma´s utilizadas para estudios con mezclas complejas de proteı´nas, el resultado del ana´lisis 
son espectros pertenecientes a pe´ptidos y fragmentos de los mismos. Como se ha comentado 
anteriormente, estos datos se analizan generando espectros teo´ricos a partir de bases de datos de 
proteı´nas, y se comparan con los espectros reales del experimento. Pero en este tipo de estudios 
se asume que todas las secuencias que codiﬁcan proteı´nas en el genoma son conocidas y esta´n 
correctamente anotadas, y que adema´s existe una base de datos de secuencias de proteı´nas de 
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referencia para el mismo. Por lo tanto, la coleccio´n de proteı´nas de un organismo se considera un 
conjunto ﬁjo. La prote´ onomica hasta ahora ha permitido el estudio de la variabilidad de expresi´
de las proteı´nas e identiﬁcar modiﬁcaciones postraduccionales, entre otros. 
El problema de hacer estas asunciones esta´ en que muchos pe´ptidos de las muestras no van 
a estar nunca presentes en estas bases de datos de proteı´nas basadas en la referencia, y por 
lo tanto no serı´an identiﬁcados en los ﬂujos de trabajo de proteo´mica de shotgun. Esto puede 
ser debido a que los p´ ınas con eptidos contengan mutaciones puntuales, provengan de prote´
formas de splicing no detectadas, o incluso que provengan de proteı´nas no conocidas. Existe la 
posibilidad de realizar secuenciaciones de novo de los pe´ptidos[170], pero la tasa de errores es 
muy alta, adema´s de ser un proceso muy costoso computacionalmente. 
Debido a estos problemas, y gracias a los avances en el campo de la transcripto´mica, so­
bre todo gracias a la tecnologı´a de RNA-Seq, aparece la proteogeno´mica[126]. En un inicio el 
t´ omica se utiliz´ omica que fueron utilizados para mejo­ermino proteogen´ o en estudios de prote´
rar la anotacio´n del genoma. En deﬁnitiva, la proteogeno´mica es un campo en el que se utilizan 
datos de experimentos de gen´ omica, y se combinan para mejorar los resultados omica y prote´
obtenidos en ambas. Actualmente se utiliza en gran medida, aprovechando los avances de la 
gen´ omica, para estudiar las particularidades de la secuencia de un orga­omica y la transcript´
nismo, tal y como se muestra en la Figura 1.9, y poder de esta manera mejorar el proceso de 
asignacio´n de espectros a pe´ptidos. De esta forma, se pueden generar bases de datos de pro­
teı´nas m´ on espec´ umero de as completos con informaci´ ıﬁca de una muestra, y minimizar el n´
espectros que quedan sin asignar. 
1.1.4.1. Ana´lisis de datos 
En el contexto de la proteogeno´mica primero hay que realizar un experimento de RNA-Seq 
y otro de proteo´mica de shotgun sobre una misma muestra. La mayor parte del procesamiento 
de los datos que diﬁere de un an´ andar consiste en la preparaci´alisis est´ on de bases de datos a 
partir de los datos transcripto´micos. Los siguientes apartados describen este ﬂujo de ana´lisis. 
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Espectros de proteómica de shotgun
m/z
m/z
Búsqueda de proteínas
AATCAGGCTACCTGGGCAACT
AATCAGGCAACCTGGGCAACT
AATCAGGCAACCTCGGCAACT
AATCAGGCAACCTCGGCAACT
AATCAGGCAACCTTGGCAACT
AATCAGGCAACCTTGGCAACT
AATCAGGCAACCTGGGCAACT
AATCAGGCAACCTGGGCAACT
AATCAGGCAACCTGGGCAACT
AATCAGGCAACCTGGGCAACT
AATCAGGCAACCTCGGCAACT
Análisis splicing y mutaciones
Variaciones identificadas
T AChr1:2955
SNPs
Nuevas uniones
exón-exón
Chr1:4612-4753
Base de datos de proteínas Base de datos de variaciones
+
Figura 1.9: Esquema de ﬂujo de trabajo de proteogeno´mica. 
1.1.4.1.1 Procesamiento de RNA-Seq 
1.1.4.1.1.1. Identiﬁcaci´ El procesamiento a realizar no diﬁere mucho de on de variantes 
un ana´lisis de variantes esta´ndar en un experimento de resecuenciacio´n. Se parte de los ﬁcheros 
FASTQ del secuenciador, que se alinean contra el ﬁchero FASTA de referencia del organismo. Es 
importante utilizar un alineador con capacidad para reconocer el splicing, y que adema´s pueda 
darnos un ﬁchero de salida con las uniones entre exones detectadas al partir las lecturas. En el 
caso de los alineadores mencionados en la secci´ omica, lo normal es obtener un on de transcript´
ﬁchero en formato BED, que no es ma´s que un ﬁchero de texto tabulado en el que podemos 
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encontrar las coordenadas de estas uniones de exones. 
Posteriormente habrı´a que realizar un ana´lisis de variantes sobre el alineamiento, de la mis­
ma forma que el explicado en la Seccio´n 1.1.2.2.3.2. De esta forma podemos obtener un ﬁchero 
VCF que contenga todas las mutaciones y pequen˜as inserciones y delecciones que se hayan 
detectado en nuestra muestra. 
Estas diferencias con respecto al genoma de referencia son las que se recolectan para generar 
secuencias nuevas que permitan una mejor base para el proceso de b´ on de usqueda e identiﬁcaci´
proteı´nas. 
1.1.4.1.1.2. Generaci´ eptidoson de bases de datos de p´ Una vez tenemos toda la informa­
ci´ on de nuestra muestra a nivel transcript´on posible sobre la variaci´ omico, es necesario proce­
sarla para generar nuevos pe´ptidos que contengan esta variacio´n. Existen varias formas de hacer 
esto, pero en an´ a bien anotado, bastar´alisis en los que el organismo est´ ıa con generar nuevos 
pe´ptidos en torno a los variantes encontrados. Hay que tener en cuenta los casos en los que al 
existir la mutacio´n, pueda darse un cambio en el marco de lectura, ya que de esta forma no solo 
habrı´a un cambio puntual en un aminoa´cido, sino que podrı´a cambiar la secuencia de parte de 
la proteı´na. Existen programas como customProDB[300] o PGTools[207] que permiten realizar 
este trabajo partiendo de diferentes aproximaciones. 
De esta forma obtenemos nuevas secuencias, que pueden ser almacenadas en un formato 
tipo FASTA. Conviene utilizar una notacio´n suﬁcientemente explicativa en las cabeceras de las 
secuencias, para poder identiﬁcar la proteı´na de origen, y la variacio´n llevada a cabo sobre la 
misma. 
1.1.4.1.2 Bu´squeda de proteı´nas 
Una vez que se han generado las nuevas secuencias procedentes de la variacio´n detectada 
en el experimento transcripto´mico, lo normal es concatenar el ﬁchero FASTA generado con 
el procedente de las secuencias de proteı´nas de la referencia. Es posible realizar bu´squedas 
separadas con las diferentes bases de datos, pero el porcentaje de falsos descubrimientos puede 
dispararse. Utilizando una base de datos de un taman˜o similar al de la referencia original nos 
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permitira´ posteriormente poder realizar comparaciones ma´s robustas. 
Existe tambie´n la posibilidad de ﬁltrar las proteı´nas de la base de datos de referencia uti­
lizando los datos de expresi´ omico. De esta manera puede on procedentes del estudio transcript´
mejorar la sensibilidad a la hora de encontrar proteı´nas que aparecen expresadas, pero con la 
contrapartida de que podemos perder la identiﬁcaci´ ınas de las cuales no existe ARN on de prote´
mensajero. 
Una vez decidida la base de datos a utilizar por el motor de b´ ınas, se rea­usqueda de prote´
liza todo el procesamiento de igual manera, obteniendo identiﬁcaciones de pe´ptidos que pos­
teriormente se podr´ ınas. Ocurre en ocasiones que aparecen detectados nuevos an inferir a prote´
pe´ptidos que no son suﬁcientes para determinar la existencia unı´voca de una nueva forma de 
proteı´na, pero pueden dar pistas para la realizacio´n de nuevos experimentos. 
1.1.5. An´ omicasalisis terciario en ´
Una vez procesados los datos en experimentos de o´micas, en muchas ocasiones el resultado 
puede derivar en listas de genes o proteı´nas de intere´s para el experimento. Es tarea de la bioin­
form´ ıas que permitan enriquecer los resultados de estos experimentos atica investigar metodolog´
a la hora de mejorar la interpretacio´n biolo´gica de los mismos, o generar nuevas predicciones 
a partir de los mismos para poder guiar a los investigadores en la realizacio´n de nuevos expe­
rimentos. La informacio´n biolo´gica disponible en repositorios y bases de datos pu´blicas puede 
ser de gran utilidad en estos casos a la hora de realizar estas tareas. 
1.1.5.1. Ana´lisis de enriquecimiento funcional 
Un ana´lisis de enriquecimiento funcional consiste en, a partir de una lista de genes de in­
ter´ on biol´es procedente de un experimento, extraer informaci´ ogica sobre los mismos en forma 
de anotaciones provenientes de bases de datos y repositorios pu´blicos, y entonces realizar un 
ana´lisis estadı´stico para dilucidar cuales de esas anotaciones son relevantes a la hora de explicar 
esa lista. Existen multitud de m´ alisis, donde lo m´etodos para realizar este tipo de an´ as impor­
tante es un buen uso de las bases de datos biolo´gicas para generar hipo´tesis lo ma´s correctas 
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posible. 
1.1.5.1.1 Repositorios biolo´gicos 
Este tipo de ana´lisis aparecen de forma natural despue´s de la creacio´n de bases de datos 
de conocimiento biol´ ıa en ogico como Gene Ontology[16, 34]. Gene Ontology es una ontolog´
la cual se ha construido un vocabulario controlado que permite describir los genes y las carac­
terı´sticas de sus productos. En realidad, esta´ dividida en tres partes separadas, que engloban la 
totalidad de anotaciones para los genes, y son la funcio´n molecular de los productos de los ge­
nes, su participacio´n en procesos biolo´gicos, y su localizacio´n dentro de la ce´lula. La ontologı´a 
de Gene Ontology se ha implementado como un grafo acı´clico dirigido, donde cada te´rmino se 
deﬁne como un nodo dentro del mismo, y las relaciones entre ellos son las aristas del grafo. 
Existe una cierta jerarquı´a dentro de estos t´ as especia­erminos, donde los nodos hijos son m´
lizados que sus padres. Gene Ontology no so´lo se dedica a construir su ontologı´a, sino que 
tambi´ on de genes con los t´ on se lleva en realiza una anotaci´ erminos de la misma. Esta anotaci´
a cabo mediante dos metodologı´as distintas, una supervisada de asociacio´n manual de conte­
nidos, y otra mediante inferencia computacional. Gran parte de las herramientas de ana´lisis de 
enriquecimiento de anotaciones parten de la utilizacio´n de esta ontologı´a, por lo que en los an˜os 
posteriores a su aparici´ etodos de este tipo. Quince on (2002), aparecieron gran cantidad de m´
an˜os despue´s, en 2017 Gene Ontology sigue siendo una referencia dentro del ambito de este ´
tipo de repositorios, y au´n hoy en dı´a sigue recibiendo ﬁnanciacio´n por parte de instituciones 
tan importantes como el National Human Genome Research Institute (NHGRI) perteneciente al 
National Institutes of Health (NIH), por lo que se asegura la continuidad de este tipo de ana´lisis. 
Otras bases de datos interesantes para este tipo de estudios pueden ser las que estudian las 
rutas metabo´licas de los organismos. Este es el caso de las bases de datos KEGG[304], Pant­
her[197] o Reactome[107]. Estas bases de datos contienen una jerarquı´a de rutas metabo´licas, 
y para cada una de ellas presentan los genes involucrados en las mismas, y la parte de la ruta en 
la que participan sus productos ge´nicos. 
Existen una gran cantidad de bases de datos que relacionan genes y proteı´nas con diversos 
tipos de informacio´n. Ejemplos de esto pueden ser por ejemplo OMIM[10] donde se relacio­
nan genes con enfermedades mendelianas, TRANSFAC[181] donde se asocian genes con los 
factores de transcripcio´n que los regulan, miRBase[143] que contiene informacio´n acerca de 
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micro ARNs e interacciones con genes o PhosphoSitePlus[117] que contiene modiﬁcaciones 
posttraduccionales de proteı´nas. 
Tambi´ on a nivel en hay una gran cantidad de bases de datos que proporcionan informaci´
de secuencia o estructura, como es el caso de UniProt[305], que contiene, a parte de una ba­
se de datos de proteı´nas de referencia con identiﬁcadores para las mismas, informacio´n acerca 
de la estructura secundaria y regiones de intere´s de las mismas, Immune Epitope Database 
(IEDB)[297] que contiene informacion acerca de ep´ ı´topos de proteı´nas a nivel de secuencia, 
o bases de datos de mutaciones provenientes de diferentes enfermedades, tales como dSys­
Map[202] o BioMuta[310]. 
1.1.5.1.2 Tipos de ana´lisis de enriquecimiento 
Existe una gran cantidad de metodologı´as diferentes de ana´lisis de enriquecimiento funcio­
nal. Seg´ on de Huang et al.[120], se pueden clasiﬁcar en tres tipos diferentes. un la revisi´
1.1.5.1.2.1. An´ En este tipo de ana´lisis, a partir de la alisis de enriquecimiento singular 
lista de genes de intere´s, se va probando el enriquecimiento de cada una de las anotaciones 
asociadas a los genes de la lista una por una. Los te´rminos que superen un umbral de enri­
quecimiento se reportan como la salida del ana´lisis junto con los valores de este umbral. El 
enriquecimiento suele realizarse contando el n´ es que est´umero de genes de inter´ an asociados 
a determinado te´rmino biolo´gico, y comparar este nu´mero con el nu´mero global de genes aso­
ciados al mismo t´ alculo se puede ermino en una lista de referencia para el experimento. Este c´
realizar con me´todos estadı´sticos como Chi Cuadrado, el test exacto de Fisher, el ca´lculo de 
probabilidades en una distribuci´ on hipergeom´on binomial o en una distribuci´ etrica. La mayor 
parte de las herramientas que surgieron a partir del lanzamiento de Gene Ontology se basan en 
este tipo de an´ as sencillo de todos. Ejemplos de herramientas de este tipo de alisis, que es el m´
ana´lisis son DAVID[121], Onto-Express[135] o FATIGO+[5]. Los resultados de estos ana´lisis 
pueden ser listas de t´ ıciles de interpretar, en los que no aparecen relaciones erminos enormes, dif´
entre los mismos que puedan ayudar a los investigadores en la interpretacio´n biolo´gica de los 
mismos. El enriquecimiento de estos te´rminos tambie´n puede variar dependiendo del taman˜o 
de la lista seleccionado como entrada para este tipo de ana´lisis, ya que no existen unas normas 
ﬁjas a la hora de seleccionar los genes de la misma. 
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ES(S)
Correlación con el fenotipo
Genes pertenecientes al Gene Set
Puntuación de enriquecimiento
Lista ordenada genes experimento
Genes relevantes
Figura 1.10: Esquema de resultados del me´todo GSEA. 
1.1.5.1.2.2. An´ Este m´alisis de enriquecimiento de conjuntos de genes etodo de enrique­
cimiento funcional, abreviado como GSEA[273], realiza una estrategia similar al ana´lisis de 
enriquecimiento singular, pero en este caso no se utiliza una lista de genes de intere´s, sino que 
como entrada requiere la lista completa de genes con los valores asociados de expresio´n dife­
rencial, ya que este tipo de an´ alisis de microarrays. Esto puede ser alisis fue concebido para an´
una ventaja, ya que genes que pueden ser descartados en un ana´lisis singular, aquı´ pueden ser 
´ erminos que de otra manera ser´utiles contribuyendo al enriquecimiento de t´ ıan descartados. La 
estrategia en este me´todo consiste en, a partir de esta lista completa de genes ordenada por los 
valores de expresio´n diferencial, encontrar la clasiﬁcacio´n de los que pertenecen a una deter­
minada categorı´a funcional, asignando un valor de enriquecimiento mayor cuantos ma´s genes 
aparezcan en los extremos de la lista de genes ordenada, como puede observarse en la Figura 
1.10. Esto puede llevarse a cabo con test estadı´sticos como el de Kolmogorov-Smirnov. Ejem­
plos de este tipo de herramientas son FatiScan[5] o GO-Mapper[264]. Un problema de este tipo 
de me´todos es precisamente el hecho de que se tengan que utilizar listas de genes asociados a un 
valor que las ordene, ya que existen muchos tipos de ana´lisis biolo´gicos cuyo resultado pueden 
ser listas de genes, pero sin ningun valor de ´ ranking. Un ejemplo de esto serı´a un ana´lisis de 
resecuenciacio´n de un genoma en busca de SNPs. La lista resultante de SNPs podrı´a analizarse 
para generar una lista de genes mutados de inter´ ıa una forma directa de poder es, pero no existir´
ordenarlos. Adema´s, a pesar de tener en cuenta todos los genes de la lista ordenada para el ana´li­
sis, los que aparecen en la zona central, es decir, los que tienen un valor mı´nimo de cambio de 
expresi´ ısticas utilizadas, existiendo casos on, son mucho menos tenidos en cuenta por las estad´
en los que alguno de estos genes puede llegar a ser relevante para el ana´lisis. 
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1.1.5.1.2.3. An´ El an´alisis de enriquecimiento modular alisis de enriquecimiento modular 
toma como base el tipo de an´ erminosalisis utilizado en el singular, pero permite relacionar t´
entre sı´, por ejemplo agrupando te´rminos compartidos por varios genes existentes en la lista 
de intere´s del experimento, pudiendo de esta forma mejorar la sensibilidad y especiﬁcidad del 
ana´lisis. La forma de construir los grupos de anotaciones es importante, ya que utilizando datos 
de diferentes bases de datos biolo´gicos, puede existir cierta redundancia en los mismos. La 
estadı´stica utilizada en este tipo de ana´lisis tambie´n es equivalente a la del ana´lisis singular. 
Una de las limitaciones de este tipo de an´ erminos de los alisis es la posibilidad de que haya t´
cuales no se encuentren relaciones entre ellos, y que queden fuera de los resultados signiﬁcativos 
del ana´lisis. Au´n ası´, tener en cuenta las relaciones entre genes y anotaciones es algo mucho 
m´ ıa real del experimento. Ejemplos de herramientas de este tipo son as cercano a la biolog´
Ontologizer[26] o topGO[7]. 
1.1.5.1.3 Listas de genes de referencia 
En los an´ ıstica, es alisis de enriquecimiento singular y modular, a la hora de realizar la estad´
importante deﬁnir correctamente el conjunto de genes de referencia contra los que comparar al 
hacer el enriquecimiento. Diferentes listas de genes de referencia conducen a valores diferentes 
en la estadı´stica, lo que conlleva p-valores de enriquecimiento distintos. Muchas herramientas 
utilizan por sistema el conjunto total de genes del genoma del organismo a analizar, o el total 
de genes del genoma que contienen anotaciones. Para ana´lisis en los que la referencia del expe­
rimento sea todo el genoma, como por ejemplo en an´ on diferencial utilizando alisis de expresi´
datos de transcripto´mica, esto puede ser correcto, pero en otros casos puede ser una eleccio´n 
inapropiada, como por ejemplo un experimento de microarrays, ya que los genes que no esta´n 
presentes en el propio microarray no pueden tener la oportunidad de ser seleccionados para 
nuestra lista de intere´s. Por lo tanto, lo correcto es que la lista de referencia sea el conjunto de 
genes que pueden ser seleccionados para la categorı´a de anotaciones estudiada. 
1.1.5.1.4 Correcci´ ultiples hip´on de m´ otesis 
En los ana´lisis de enriquecimiento se prueban numerosas anotaciones de genes al mismo 
tiempo, por lo que la probabilidad de que aparezcan falsos positivos aumenta[27]. Se debe rea­
lizar una correccio´n de comparaciones mu´ltiples debido a esto. Muchas de las herramientas 
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existentes utilizan me´todos como el de Bonferroni o Holm. Estos me´todos asumen indepen­
dencia de las variables, pero en este caso pueden existir dependencias entre las mismas, por 
lo que me´todos como el de Benjamini-Hochberg pueden ser ma´s apropiados. De todas formas, 
los p-valores de enriquecimiento son muy dependientes de los me´todos utilizados, y estos tests 
pueden ser muy conservadores realizando la correccio´n, pudiendo eliminar anotaciones de los 
resultados que pueden llegar a ser relevantes para la correcta interpretaci´ alisis. Por lo on del an´
tanto, es importante conocer las limitaciones de estos me´todos, y saber que un mejor ana´lisis 
puede deberse sobre todo por la utilizacio´n de mejores fuentes de datos (anotaciones, mapeo de 
genes). 
1.1.5.1.5 Traduccio´n de identiﬁcadores 
Existe una gran variedad de identiﬁcadores de genes y proteı´nas distintos mantenidos por 
organizaciones independientes, y que generan una gran redundancia. A la hora de relacionar 
anotaciones biolo´gicas con genes, los disen˜adores de estas bases de datos deben tomar la deci­
sio´n de cua´l de estos identiﬁcadores utilizar. Poder traducir entre diferentes tipos de identiﬁca­
dores de genes y proteı´nas y hacerlo de una manera eﬁciente es una caracterı´stica muy necesaria 
en las herramientas de enriquecimiento. De no ser ası´, los ana´lisis podrı´an quedar sesgados, y 
no explicar de manera correcta la biologı´a del experimento. Tambie´n es importante poder tradu­
cir identiﬁcadores de sondas, como las de los microarrays, ya que muchos ana´lisis de este tipo 
provienen de resultados de expresi´ ıa, y poder integrar on diferencial con este tipo de tecnolog´
todos los pasos de traduccio´n de identiﬁcadores en una misma herramienta minimiza el nu´mero 
de errores cometidos en el proceso. Gran parte de las herramientas de ana´lisis toman como refe­
rencia algu´n tipo de identiﬁcadores de genes, como Entrez Gene[173] o Ensembl[124]. Existen 
tambi´ on de diversas fuentes de en esfuerzos por crear sitios centralizados para obtener informaci´
datos de genes, incluyendo traducciones entre identiﬁcadores, como es el caso de Biomart[263]. 
1.1.5.2. An´ onalisis de perﬁles de expresi´
Los resultados de experimentos de transcripto´mica suelen contener la lista de genes del ex­
perimento (en microarrays los genes asociados a las sondas presentes en el mismo, en RNA-Seq 
la lista completa de genes del organismo secuenciado) con un valor nume´rico asociado, que 
puede ser un valor de expresio´n crudo o normalizado, o un valor de diferencia de expresio´n 
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en el caso de comparar dos condiciones. En la actualidad, suele ser obligatorio, o al menos 
recomendable, a la hora de publicar un artı´culo de investigaci´ ali­on donde se han realizado an´
sis de este tipo, publicar estos datos de expresio´n en bases de datos pu´blicas, tales como Gene 
Expression Omnibus (GEO)[24] o ArrayExpress[141] entre otras[248]. Estas bases de datos 
almacenan, junto con estos datos de expresio´n, datos acerca del experimento realizado, inclu­
yendo informaci´ on de las muestras, las caracter´on acerca de la preparaci´ ısticas de la muestra, 
como el tipo de tejido o cultivo celular del que procede, o las condiciones comparadas. Poder 
extraer informacio´n de los experimentos presentes en estas bases de datos nos permite sobre 
todo poder realizar meta-ana´lisis comparando diferentes condiciones, para poder extraer con­
clusiones valiosas sobre datos ya publicados, que de otro modo no podrı´an reaprovecharse. 
Existen numerosos ejemplos de meta-an´ on de alto alisis publicados en revistas de investigaci´
impacto[309, 172]. El tipo de meta-ana´lisis que se puede realizar depende en gran medida de la 
informacio´n almacenada asociada a los experimentos, ya que gracias a ella se pueden agrupar 
diferentes experimentos. 
1.1.5.2.1 Bases de datos de experimentos 
GEO y ArrayExpress son las bases de datos de experimentos ma´s populares en la actualidad. 
De hecho existe informacio´n duplicada en ambas bases de datos, ya que ArrayExpress importa 
sistem´ en existe informaci´aticamente parte de los datos publicados en GEO[91]. Tambi´ on redun­
dante dentro de cada una de estas bases de datos debido entre otros a la reutilizacio´n de datos de 
experimentos en diferentes publicaciones[244]. Es importante conocer la estructura y tipos de 
datos existentes en estas bases de datos para poder realizar b´ alisis coherentes en usquedas y an´
ellas. Existen otras librerı´as de perﬁles de expresio´n que utilizan cultivos celulares u organismos 
modelo para poder realizar tambi´ alisis sobre ellos, como es el caso de el programa en meta-an´
LINCS del NIH, o Connectivity Map (CMAP)[149] del Broad Institute. 
1.1.5.2.1.1. Gene Expression Omnibus GEO es una base de datos pu´blica perteneciente al 
NCBI que almacena datos procedentes de microarrays, experimentos de NGS y otros tipos de 
datos procedentes de geno´mica funcional y que son enviados por la comunidad investigadora. 
Los datos almacenados en GEO cumplen con el esta´ndar MIAME[37], que son ba´sicamente 
unas guı´as y requisitos sobre la informaci´ ınima que deber´on m´ ıa ser almacenada en un expe­
rimento de microarrays. Ma´s tarde, para poder empezar a incluir datos de NGS en GEO, se 
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adopto´ tambie´n el esta´ndar MINSEQE[79]. En GEO existen principalmente dos tipos de datos,
 
los que se almacenan en el mismo formato en el que los enviaron los autores, y conjuntos de
 
datos procesados. La organizacio´n de estos tipos de datos puede visualizarse en la Figura 1.11.
 
GPL
-Especificaciones del array 
o secuenciador.
GSM
Figura 1.11: Esquema de organizacio´n de los datos en la plataforma GEO. 
Para los datos enviados por los autores existe una organizacio´n para regular y estandarizar el 
formato de datos. Las GPL o plataformas son una descripci´ ısticas del aparato on de las caracter´
utilizado para realizar el ana´lisis, como por ejemplo el tipo de microarray, o el secuenciador uti­
lizado, adema´s de una plantilla con las sondas o genes utilizados para el mismo. De esta forma, 
con un identiﬁcador de plataforma, podremos saber para que´ identiﬁcadores de gen podremos 
tener valores de expresio´n. Las GSM o muestras, describen por un lado los protocolos que se 
han seguido para manipular la muestra y analizarla, y las medidas de abundancia para cada una 
de las sondas o genes presentes en la plataforma que tiene asociada. Por ´ an las GSEultimo est´
o series, que son agrupaciones de muestras que est´ ı en un experimento. an relacionadas entre s´
Tambie´n pueden incluir datos o ana´lisis adicionales que no tienen cabida en otro sitio. Existe 
gente en GEO, que a partir de toda esta informacio´n, construye nuevos conjuntos de datos lla­
mados GDS. Un GDS es un conjunto de muestras GSM que son biolo´gica y estadı´sticamente 
comparables entre sı´. Muestras de un mismo GDS deben pertenecer adema´s a la misma pla­
taforma GPL, por lo que comparten un mismo conjunto de identiﬁcadores, cuyos valores de 
expresi´ en deben de estar calculados de una forma equivalente, utilizando por ejemplo on tambi´
un mismo me´todo de normalizacio´n. Las muestras pertenecientes a un GDS tambie´n contienen 
informacio´n en forma de etiquetas sobre los factores experimentales, pudie´ndose subdividir 
los GDS por grupos con etiquetas comunes. GEO contiene en su portal herramientas para la 
bu´squeda de estos datos, su comparacio´n, y visualizaciones de los mismos. 
41
 
42 CAP´ ONITULO 1. INTRODUCCI ´  
1.1.5.2.1.2. ArrayExpress ArrayExpress es un repositorio de experimentos de geno´mica 
funcional muy similar a GEO, pero perteneciente al EMBL-EBI. Al igual que GEO, el repo­
sitorio contiene principalmente datos de microarrays y experimentos NGS que cumplen con 
los esta´ndares de MIAME y MINSEQE respectivamente. Las fuentes de datos de ArrayExpress 
son principalmente dos, los datos enviados por los investigadores, que posteriormente son su­
pervisados y reﬁnados por trabajadores del EMBL-EBI, y la importacio´n de datos de GEO. La 
organizacio´n de datos tambie´n es similar a la de GEO. En este repositorio los datos van or­
ganizados en torno a experimentos, que pueden contener varios ensayos que pertenecen a un 
estudio. Los experimentos almacenan metadatos describiendo la muestra biolo´gica y el proce­
dimiento experimental, ası´ como tablas de resultados. En los experimentos de microarrays se 
almacenan los ﬁcheros de resultados en crudo, y resultados procesados en forma de matrices 
de expresio´n. Para experimentos NGS, son almacenados los ﬁcheros BAM de alineamientos y 
ﬁcheros de resultado en forma de matrices con datos de expresio´n normalizados. Los ﬁcheros 
de secuencias en crudo se depositan en otro repositorio llamado European Nucleotide Archive 
(ENA). Para las diferentes muestras pertenecientes a los ensayos en este repositorio adema´s se 
almacenan unos metadatos llamados variables experimentales, que son ba´sicamente atributos de 
las muestras que describen factores que diﬁeren entre las muestras de prueba y las de control. 
Esta informacio´n tambie´n es muy similar a la existente en las etiquetas de los GDE de GEO. 
En esta plataforma tambi´ usqueda para poder acceder f´en existe una herramienta de b´ acilmente 
a experimentos a trave´s de sus metadatos. 
1.1.5.2.1.3. Connectivity Map y LINCS Connectivity Map se construyo´ con el propo´sito de 
poder analizar librerı´as de compuestos qu´ armacos sobre una gran diversidad de tipos ımicos y f´
de tejidos y lı´neas celulares humanas, y poder descubrir conexiones entre diferentes compuestos 
utilizando los perﬁles de expresi´ as de un mill´on resultantes. Contiene m´ on y medio de perﬁles 
de expresio´n generados a partir de ensayos utilizando microarrays en los que se han utilizado 
unos 5000 compuestos quı´micos y 3000 reactivos gen´ on asociados eticos. Los perﬁles de expresi´
a la adicio´n de un compuesto contienen una serie de metadatos tales como el tipo de tejido o 
lı´nea celular utilizada, la concentraci´ on del tratamiento con el compuesto qu´on y duraci´ ımico. 
Tambie´n contiene herramientas de bu´squeda a partir de estos metadatos, y de comparacio´n 
de perﬁles de expresio´n, utilizando algoritmos de reconocimiento de patrones simples muy 
parecidos a los utilizados en la herramienta GSEA de enriquecimiento de anotaciones para poder 
encontrar estas asociaciones entre perﬁles y compuestos. 
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LINCS es una librerı´a de perﬁles de expresio´n muy similar a CMAP, que contiene conjuntos 
de datos provenientes de resultados de ensayos utilizando lı´neas celulares y tejidos de humanos 
con diferentes compuestos. Los perﬁles generados en este repositorio son en su mayorı´a perﬁles 
de expresio´n de subconjuntos de genes que sean representantes de todo el transcriptoma. Este 
parecido con CMAP ha llevado a que se hayan aunado fuerzas y se haya creado la infraestruc­
tura de co´mputo CLUE (CMAP and LINCS Uniﬁed Environment)[51], que es un conjunto de 
herramientas y aplicaciones web que permita acceder y manipular a los usuarios a todo este 
conjunto de datos de una forma uniﬁcada. 
1.1.5.2.2 An´ on de perﬁles alisis y comparaci´
Con el auge de la tecnologı´a de los microarrays se extendio´ su uso para realizar comparacio­
nes entre diferentes muestras y poder extraer conclusiones biolo´gicas midiendo las diferencias 
y similitudes entre ellas. La forma ma´s sencilla de comparacio´n serı´a el ana´lisis de expresio´n 
g´ omica, donde las muestras enica explicado anteriormente en los ﬂujos de trabajo de transcript´
se comparan dos a dos, y se mide la diferencia de expresio´n a nivel de genes. Un paso ma´s alla´ es 
el estudio de matrices de expresi´ enica, que son matrices generadas a partir de la expresi´on g´ on 
ge´nica de un nu´mero mayor de muestras. A este nivel se pueden comparar las diferencias entre 
las muestras o entre genes, simplemente comparando ﬁlas o columnas de la matriz. Para poder 
realizar estas comparaciones es necesario poder deﬁnir me´tricas de distancias entre muestras o 
genes (ﬁlas o columnas). Al tener vectores nume´ricos con la expresio´n ge´nica para cada gen 
para cada muestra, una posibilidad serı´a recurrir a la distancia eucl´ on de ıdea o a la de correlaci´
Pearson, pero existen una gran cantidad de me´tricas que pueden ser ma´s adecuadas para este 
prop´ etrica adecuada, hay que decidir osito, como las recogidas en [128]. Una vez elegida una m´
si utilizar informacio´n adicional sobre las muestras o genes presentes en la matriz de expresio´n, 
ya que dependiendo de esto podremos hacer un tipo de ana´lisis u otro. 
Cuando no disponemos de informacio´n adicional sobre las muestras podemos optar por in­
tentar clasiﬁcarlas mediante algoritmos de clustering para ası´ agrupar grupos de genes o mues­
tras con propiedades caracterı´sticas. Existen numerosas te´cnicas de clustering no enfocadas en 
expresio´n ge´nica pero que se utilizan en este campo con e´xito, tales como el clustering jera´rqui­
co[70], k-means[236], mapas autoorganizados[277], ana´lisis de componentes principales[130], 
la descomposici´ on no negativa de matri­on en valores singulares[93] e incluso la factorizaci´
ces[218, 152]. 
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Al disponer de informacio´n adicional sobre las muestras, una posibilidad serı´a la de cons­
truir clasiﬁcadores tales como discriminantes lineales, ´ on o m´arboles de decisi´ aquinas de vec­
tores soporte que permitan asignar clases predeﬁnidas a perﬁles de expresio´n ge´nica dados 
como entrada. Normalmente se suelen entrenar estos clasiﬁcadores con un conjunto de datos 
conocido, para posteriormente utilizarlos para ayudar a distinguir entre, por ejemplo, subtipos 
conocidos de tipos de ca´ncer[99]. 
En procesos exploratorios que implican una gran cantidad de muestras, como las presentes 
en las bases de dato explicadas anteriormente, realizar alguna de las aproximaciones de cluste­
ring anteriormente mencionadas puede ser inabarcable por la complejidad computacional y el 
tamano de las mismas, as˜ ı´ como construir clasiﬁcadores sobre conjuntos tan heteroge´neos de 
muestras, que puede no ser demasiado u´til, ya que estos se suelen centrar en intentar clasiﬁcar 
perﬁles de expresi´ ısticas determinadas. En estos casos, una opci´ ıaon con unas caracter´ on podr´
ser la de intentar buscar conexiones entre la expresio´n de una muestra de entrada, y los perﬁles 
almacenados en la base de datos. De esta forma podemos relacionar los metadatos almacenados 
en estos perﬁles similares con la muestra de entrada. Unas primeras aproximaciones en este sen­
tido [125, 239] en las cuales se utilizaban conjuntos m´ nos y espec´as peque˜ ıﬁcos de datos, dieron 
paso a aproximaciones ma´s soﬁsticadas como la previamente mencionada de comparacio´n de 
perﬁles utilizando un algoritmo parecido al de GSEA en Connectivity Map[149] o MARQ[291], 
que con una estrategia similar permitı´a comparar perﬁles con un subconjunto amplio de datos 
escogidos de GEO. 
1.1.5.3. Prediccio´n de interacciones en elementos regulatorios 
Uno de los retos de la biologı´a molecular es el de entender los mecanismos de regulacio´n 
de la expresi´ enica. Se han descubierto gran cantidad de mecanismos para llevar a cabo esta on g´
regulacio´n: modiﬁcaciones en el estado de la cromatina, mediante, por ejemplo, modiﬁcaciones 
en las histonas, que pueden hacer que no est´ one disponible para las enzimas de transcripci´
el acceso a las regiones del ADN necesarias para que se inicie el proceso; la metilacio´n del 
ADN que permite silenciar genes o regiones enteras de ADN; el ARN no codiﬁcante, cuyas 
secuencias son complementarias al ADN o ARN codiﬁcante e impiden su traduccio´n. Existen 
diferentes tipos de ARN no codiﬁcante, tales como el ARN pequen˜o nuclear, el ARN pequen˜o 
de interferencia, ARNs asociados a Piwi, o los micro ARNs. Estos u´ltimos han sido foco de 
atencio´n en estos ultimos a˜´ nos debido a su participacio´n en la regulacio´n de gran cantidad de 
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procesos de la celula. 
1.1.5.3.1 Micro ARNs 
Los micro ARNs[154] se encuentran entre los tipos existentes de ARN no codiﬁcantes, 
habiendo adquirido una gran relevancia desde su descubrimiento en 1993, ya que se ha asocia­
do a su regulacio´n con procesos tales como la apoptosis[46], proliferacio´n celular[38] y otros 
procesos ﬁsiol´ ogicos[102]. Los micro ARNs son unas mol´ogicos y patol´ eculas de ARN mono-
catenario de aproximadamente 22 nucleo´tidos que se unen a un complejo proteico denominado 
RISC, y lo guı´an a ARNs mensajeros de los cuales son complementarios en secuencia, tal y co­
mo puede apreciarse en la Figura 1.12. Estas mole´culas existen en gran cantidad de organismos, 
existiendo ligeras diferencias en su comportamiento entre ellos. En plantas por ejemplo, los mi­
cro ARNs tienen una complementariedad perfecta con las regiones codiﬁcantes de sus dianas, 
produciendo la degradacio´n del ARN mensajero[25]. En animales generalmente se unen de una 
manera imperfecta a la regi´ on en la traducci´on 3’UTR del mensajero produciendo una inhibici´ on 
del mismo[40]. 
A la hora de poder predecir interacciones de sitios de unio´n entre micro ARNs y ARN men­
sajeros, es necesario conocer c´ on entre estas dos mol´ ıferosomo funciona la uni´ eculas. En mam´
por ejemplo existen varias reglas deﬁnidas experimentalmente. La complementariedad de se­
cuencia entre la semilla del micro ARN, que es una parte del mismo que normalmente se ubica 
en los nucleo´tidos entre el 2 y el 7, y el mensajero, suele ser suﬁciente para producir la repre­
sio´n del ARN mensajero[38, 159]. La complementariedad de secuencia en los nucleo´tidos del 
13 al 16 del micro ARN puede reforzar la aﬁnidad con el mensajero, o incluso compensar una 
complementariedad incompleta con la semilla. Los emparejamientos wobble entre nucleo´tidos 
G y U en la regi´ on con el ARN mensajero[64]. La on de la semilla puede interferir en la uni´
conformacio´n espacial del mensajero, y la estabilidad termodina´mica en la unio´n con el micro 
ARN tambi´ on[134]. en son muy importantes a la hora de que se produzca la uni´
MirBase[144] es la base de datos m´ on acerca de micro ARNs, as importante de informaci´
conteniendo un repositorio de secuencias de estas mole´culas en su forma tanto madura como 
precursora. En los ´ nos el conocimiento experimental acerca de estas mol´ultimos a˜ eculas ha 
crecido en gran medida gracias a experimentos de NGS tales como el HITS-CLIP[47], en los 
que se inmunoprecipitan proteı´nas del complejo RISC pudiendo de esta forma identiﬁcar ARN 
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Transcripción
pri-micro ARN
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Figura 1.12: Esquema del proceso de silenciamiento de genes por micro ARNs. 
46
 
47 ´ 1.1. OMICAS 
mensajeros dianas de determinados micro ARNs. 
Existen tambie´n gran cantidad de bases de datos de interacciones validadas experimen­
talmente. Ejemplos de este tipo serı´an TarBase[258, 223], miRTarBase[118, 119, 48] o star­
Base[314, 162]. Estas bases de datos suelen incluir interacciones de varios organismos, y en 
algunos casos organizadas por el tipo de experimento por el cual se ha validado la interaccio´n, 
existiendo evidencias ma´s o menos ﬁables. La base de datos starBase es algo ma´s novedosa, 
ya que utiliza las t´ ambito del ecnicas previamente mencionadas de HITS-CLIP y similares del ´
NGS para aumentar de forma signiﬁcativa la cantidad de datos validados de interacciones. 
1.1.5.3.1.1. Predicci´ Conocer todas las posibles interacciones entre mi­on de interacciones 
cro ARNs y ARN mensajero es crucial para entender ciertos aspectos de la regulacio´n de la 
c´ no de las bases de datos va­elula. Gracias al trabajo de gran cantidad de investigadores el tama˜
lidadas experimentalmente no para de crecer. Pero au´n ası´, sigue habiendo una gran cantidad de 
posibles interacciones que no han sido todavı´a estudiadas, por lo que tambi´ a llevando a en se est´
cabo un gran esfuerzo en el desarrollo de algoritmos de prediccio´n de interacciones. Los me´to­
dos existentes de predicci´ aticoon pueden ser de varios tipos[238]: ab initio, aprendizaje autom´
(machine learning) y me´todos hı´bridos. 
Los algoritmos ab initio se basan en las reglas conocidas estudiadas en las interacciones 
validadas experimentalmente. Se basan en modelos computacionales que no utilizan los datos 
experimentales directamente. Por ejemplo, MiRanda[74] utiliza una puntuacio´n de complemen­
tariedad estimada para seleccionar a las parejas. MicroTar[280] y PITA[134] buscan diferentes 
tipos de complementariedad dentro de la semilla, permitiendo adema´s wobbles. Otros algorit­
mos como el de TargetScan[159] primero buscan una complementariedad perfecta dentro de la 
semilla, y luego generan una puntuaci´ andose en diferentes aspectos del contexto de la on bas´
unio´n. Casi todos estos me´todos utilizan el paquete Vienna RNA[113] para calcular la estabi­
lidad termodin´ on ﬁnal de la interacci´amica y utilizarla como parte de la puntuaci´ on, e incluso 
algoritmos como el de RNAhybrid[237] o miRiam[148] primero intentan maximizar esta esta­
bilidad antes de buscar la complementariedad entre las secuencias. 
Los algoritmos de machine learning en cambio utilizan los datos experimentales para poder 
entrenar un clasiﬁcador. De esta forma el clasiﬁcador puede identiﬁcar sitios diana basa´ndose en 
en la similitud con sitios ya conocidos. Como ejemplo de este tipo de algoritmos esta´ RFMirTar­
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get[192], que utiliza un clasiﬁcador random forest que evalu´a 17 caracterı´sticas de predicciones 
realizadas por el algoritmo miRanda en un conjunto de datos de prueba. En el caso de MultiMi­
Tar[198], el clasiﬁcador es una ma´quina de vectores soporte que utiliza 90 caracterı´sticas de las 
interacciones. Para estos programas, se utilizaron como ejemplos de interacciones positivas las 
pertenecientes a las bases de datos experimentales miRecords y TarBase. 
Los me´todos hı´bridos aparecieron debido a problemas existentes en los algoritmos ab initio. 
Su problema es la alta tasa de falsos positivos que contienen, o en algunos casos, el excesivo 
ﬁltrado para intentar aplacar esta alta tasa. Las aproximaciones hı´bridas son ba´sicamente al­
goritmos ab initio a los cuales posteriormente se les aplica clasiﬁcadores entrenados con ca­
racterı´sticas extra´ umero de falsos ıdas de bases de datos experimentales. De esta forma, el n´
positivos se reduce. Por otro lado, el problema de las aproximaciones de aprendizaje automa´ti­
co es la poca cantidad de informacio´n acerca de interacciones de las cuales se ha validado su 
no existencia. Como ejemplo de aproximacio´n hı´brida esta´ NBmiRTar[316], que primero aplica 
el algoritmo ab initio miRanda, y despue´s utiliza un clasiﬁcador bayesiano ingenuo para ﬁltrar 
la salida de e´ste. Para el clasiﬁcador utiliza datos de interacciones experimentales existentes en 
TarBase. 
Muchos de estos algoritmos que generan predicciones de interacciones han incorporado sus 
resultados en bases de datos tales como EIMMo[85], DIANA-microT[175], TargetScan[158] o 
PITA[134]. 
1.1.5.3.1.2. Combinaci´ Debido a los problemas existentes con los algo­on de predicciones 
ritmos ab initio y basados en predictores de aprendizaje autom´ en se han propuesto atico, tambi´
me´todos de combinacio´n de diferentes me´todos y bases de datos para intentar mejorar la sensibi­
lidad y especiﬁcidad de las predicciones. Por ejemplo, en [258] se midio´ la capacidad de varios 
algoritmos y bases de datos predictivas, ası´ como combinaciones entre ellas. La conclusio´n de 
este estudio fue que el valor m´ o con la intersecci´as alto de especiﬁcidad se logr´ on de cinco de 
estos algoritmos. En el caso de ComiR[53], se combinan cuatro bases de datos estimando la 
probabilidad de cada gen de ser diana de un conjunto de entrada de micro ARNs utilizando un 
algoritmo de ma´quinas de vector soporte, considerando adema´s, en el caso de que se propor­
cione, valores de expresio´n de estos ARN. ExprTarget[86] utiliza una regresio´n logı´stica para 
combinar las puntuaciones de predicciones en diferentes bases de datos con datos de expresio´n 
para ARN mensajero y micro ARNs. Este algoritmo utiliza estos valores de expresio´n para ajus­
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tar un modelo lineal para cada posible interaccio´n y el p-valor obtenido se utiliza como parte 
de la puntuaci´ as las puntuaciones de predicciones de diferentes bases on en el modelo. Adem´
de datos se ajustan en funcio´n de su parecido con los valores de bases de datos experimentales. 
BCmicrO[317] utiliza un modelo probabilı´stico para determinar la probabilidad de una interac­
cio´n de ser experimentalmente validada utilizando puntuaciones de diferentes bases de datos. 
Existen muchos ma´s ejemplos de algoritmos de este tipo que se basan en combinar puntua­
ciones de diferentes bases de datos predictivas, como por ejemplo Ranking Aggregation[60], 
GenMiR3[122] o a Bayesian Graphical model[270]. 
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Capı´tulo 2 
Objetivos 
El desarrollo de nuevas te´cnicas experimentales de alto rendimiento en biologı´a, tales como 
el High Throughput Sequencing y la prote´ an permitiendo un conocimien­omica de shotgun, est´
to mucho ma´s profundo de los mecanismos de funcionamiento celulares. Pero esto ha tenido 
como consecuencia la generacio´n de resultados cada vez ma´s complejos y de mayor taman˜o, 
difı´ciles de analizar e interpretar por los especialistas sin el apoyo de nuevas herramientas in­
forma´ticas. Es necesario crear herramientas que sean lo suﬁcientemente eﬁcientes para manejar 
este tipo de datos en un tiempo razonable, por lo que cada vez m´ an empezando a incluir as se est´
te´cnicas de computacio´n de altas prestaciones que incorporen el uso de granjas de computacio´n, 
computaci´ on de plataformas virtualizadas. on paralela y gesti´
Los objetivos generales de esta tesis incluyen un abordaje integral del ana´lisis masivo de 
datos provenientes de los campos de la transcripto´mica y proteo´mica, mediante el desarrollo de 
nuevos me´todos y ﬂujos de trabajo que abarquen desde el procesamiento de los datos en crudo 
hasta la obtencio´n de resultados de alto nivel que puedan ser enriquecidos con informacio´n de 
bases de datos y ontologı´as de libre acceso, y de esta forma construir aplicaciones que pue­
dan facilitar el an´ ologos experimentalistas, reduciendo el alisis de los datos por parte de los bi´
tiempo de procesado y generando visualizaciones e informes que permitan una fa´cil interpre­
taci´ otesis que sirvan de base para el desarrollo de nuevos on de los mismos y crear nuevas hip´
experimentos de validacio´n. 
De forma ma´s especı´ﬁca, se proponen los siguientes objetivos: 
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1. Disen˜ar un ﬂujo automa´tico de procesamiento de datos de RNA-Seq que implique un 
an´ on en alisis de calidad y procesamiento primario de los datos, hasta llegar a informaci´
forma de cuantiﬁcacio´n de genes, diferencias de expresio´n entre condiciones experimen­
tales, mutaciones y nuevos tr´ on de la expresi´ enicaanscritos. Abordar la normalizaci´ on g´
y el ca´lculo de umbrales de expresio´n para los genes, ası´ como el desarrollo de me´todos 
proteogen´ utiles para generar nuevas b´ omica de shot­omicos ´ usquedas con datos de prote´
gun. Enmarcar este desarrollo dentro de la utilizacio´n de repositorios de experimentos de 
acceso pu´blico, para poder analizar y comparar una gran cantidad de muestras de forma 
simulta´nea. 
2. Desarrollar herramientas de ana´lisis terciario a partir de los resultados de alto nivel del 
m´ on biol´etodo anterior. Por un lado, utilizando toda la informaci´ ogica disponible en bases 
de datos pu´blicas en forma de te´rminos biolo´gicos asociados a genes, agrupar conjuntos 
de genes provenientes de estos resultados en base a estos te´rminos para averiguar los 
procesos en los que estos genes esta´n implicados. Por otro lado, agrupar, anotar y procesar 
datos de resultados de expresi´ ublicos para poder compararlos con on de repositorios p´
nuevos experimentos, y realizar asociaciones en base a las anotaciones asociadas a los 
mismos. 
3. Desarrollar metodologı´as para realizar predicciones de elementos regulatorios de la ex­
presion de genes como los micro ARNs, integrando caracter´ ı´sticas de diferentes me´todos 
ya existentes para maximizar la probabilidad de acierto a la hora de realizar una vali­
daci´ as nuevos m´ on entre diferentes on experimental. Generar adem´ etodos de comparaci´
algoritmos de prediccio´n que lo hagan de una manera ma´s precisa y tolerante a la falta de 
informacio´n que los me´todos existentes. 
4. Desarrollar una herramienta de integraci´ ıa estructural con informa­on de datos de biolog´
cio´n biolo´gica a nivel de secuencia procedente de bases de datos pu´blicas, con la posibi­
lidad de ahondar m´ ınas resultantes as en el conocimiento de determinados genes o prote´

de los ana´lisis previos.
 
En todos estos casos se utilizara´n me´todos de computacio´n de altas prestaciones para optimizar 
los tiempos de ejecuci´ as, utilizando tecnolog´on de estas herramientas. Adem´ ıas web, crear vi­
sualizaciones interactivas para estas herramientas para facilitar al ma´ximo la interpretacio´n de 
estos resultados. 
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Aportaciones principales 
3.1.	 Proteogenomics Dashboard for the Human Proteome Pro­
ject (dasHPPboard) 
dasHPPboard es un novedoso panel de datos orientado a la proteo´mica, en el que se recogen 
datos tanto en crudo como procesados pertenecientes al consorcio espan˜ol del proyecto del pro­
teoma humano (SpHPP), con el objetivo de ayudar al HPP a completar el mapa del proteoma 
humano. El HPP es un proyecto perteneciente a la Human Proteome Organization (HUPO), cu­
ya ﬁnalidad es la de encontrar y caracterizar todas las proteı´nas codiﬁcadas por genes humanos 
para de esta forma generar un mapa de la arquitectura molecular del cuerpo humano basado en 
proteı´nas y ayudar a mejorar en el conocimiento, diagno´stico y tratamiento de enfermedades. 
Este proyecto est´ ıa de masas, anticuerpos y reactivos de a basado en tres pilares: espectrometr´
captura por aﬁnidad, y bases de conocimiento fundamentadas en la bioinforma´tica[155]. Desde 
su inicio, el HUPO dividio´ el proyecto HPP en dos programas: C-HPP[220] que basa el trabajo 
en la caracterizacio´n del proteoma haciendo una divisio´n por cromosomas, y B/D-HPP[2], que 
divide el trabajo en grupos por diferentes enfermedades y sistemas biolo´gicos. En este proyec­
to es de gran importancia el estudio de las proteı´nas perdidas (missing), que son aquellas de 
las cuales so´lo se tiene evidencia a nivel de tra´nscrito y una secuencia predicha (o inferida por 
homologı´a) o prote´ omicaınas parcialmente identiﬁcadas de las cuales hay evidencia transcript´
pero sin informacio´n convincente proveniente de espectrometrı´a de masas. De hecho constituye 
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la primera fase del C-HPP y se espera que concluya en 2018[219]. Dentro de esta divisio´n, 
el SpHPP se encuentra dentro del proyecto C-HPP, siendo responsable del cromosoma 16. El 
consorcio espan˜ol a su vez esta´ dividido en cinco grupos de trabajo: expresio´n de proteı´nas y 
est´ eptidos, plataforma SRM, cuidado de salud cl´ on de andares de p´ ınico y biobanco, secuenciaci´
proteı´nas, y bioinforma´tica[255]. En el cromosoma 16, segu´n neXtProt (versio´n 2017-1-23)[87] 
existen 854 genes que codiﬁcan proteı´nas, de los cuales 82 son missing. 
El desarrollo de dasHPPboard se enmarca en la pertenencia durante el an˜o 2014 al grupo 
de trabajo de bioinform´ elulas dife­atica del SpHPP. Debido a la gran cantidad de tipos de c´
rentes en el cuerpo humano, existe gran variabilidad en la expresio´n de los genes y proteı´nas. 
No todos los genes y proteı´nas se expresan en todos los tipos de tejidos, por lo que se deben 
utilizar muestras de diferentes tejidos y lı´neas celulares para mejorar la eﬁciencia de la bu´sque­
da de estas proteı´nas missing[101]. A pesar de esto, muchos grupos de investigacio´n siguen 
utilizando lı´neas celulares y tejidos por su disponibilidad, o facilidad de utilizacio´n. Gracias 
a la existencia de estudios transcripto´micos que contienen gran cantidad de datos, como el 
proyecto ENCODE[206], que contiene una gran cantidad de datos de experimentos de lı´neas 
celulares humanas, se puede realizar una mejor seleccio´n de las muestras buscando evidencias 
transcripto´micas de la expresio´n de determinados genes antes de iniciar experimentos proteo´mi­
cos. Existen varias herramientas para buscar proteı´nas dentro de experimentos proteo´micos (the 
Proteome Browser[96], CAPER[100], GenomewidePDB[129], H-InvDB[313], Chromosome 18 
Knowledgebase[231]), pero dasHPPboard, aparte de ser un panel de visualizacio´n y bu´squeda 
de experimentos transcript´ omicos, adem´omicos y prote´ as incluye las bases de datos necesarias 
para poder llevar a cabo estudios proteogeno´micos, gracias a la deteccio´n de polimorﬁsmos y 
nuevas uniones entre exones. 
3.1.1. Bases de datos de experimentos 
El valor del dasHPPboard reside principalmente en la cantidad de datos de diferentes tipos 
de experimentos tanto de proteo´mica como de expresio´n ge´nica que contiene. Como se ha dicho 
en los parrafos anteriores, una b´ ınas missing requiere de una primera usqueda efectiva de prote´
fase de descubrimiento de tejidos y lı´neas celulares en los que estas proteı´nas se encuentran 
expresadas. La existencia de grandes bases de datos pu´blicas de experimentos de expresio´n 
g´ on g´enica son de gran utilidad en este sentido, ya que la expresi´ enica es un indicador de la 
expresio´n proteica, habie´ndose integrado datos de ENCODE, y datos procedentes de GEO o 
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(DASHPPBOARD) 
ArrayExpress. Tambie´n se han incluido datos proteo´micos del SpHPP, ya que esta herramienta 
se pens´ on de estos o inicialmente como un repositorio de experimentos del HPP. La integraci´

tipos de datos a trave´s de la proteogeno´mica es otro de los grandes pilares de la herramienta.
 
3.1.1.1. SpHPP 
Uno de los objetivos de este trabajo consistı´a en el desarrollo de una base de datos cuyo 
cometido era el de contener todos los datos producidos por el proyecto HPP. En una primera 
aproximacio´n se han integrado los datos provenientes del SpHPP. El SpHPP, como respon­
sable del cromosoma 16 dentro del proyecto C-HPP, inicialmente centro´ sus esfuerzos en la 
realizacio´n de experimentos proteo´micos de espectrometrı´a de masas utilizando lı´neas celula­
res conocidas para intentar validar experimentalmente la presencia de proteı´nas missing. 
Estos incluyen experimentos de prote´ ometros de masas omica de shotgun, utilizando espectr´
de alto rendimiento (Orbitrap, Q Exactive, MaXis Impact y 5600 triple TOF), para caracterizar 
las lı´neas celulares MCF7, CCD18, Jurkat y Ramos. Estos datos de espectros y bu´squedas 
se encuentran almacenados en la base de datos de proteomeXchange[298] en las accesiones 
PXD000442, PXD000443, PXD000447 y PXD000449. 
Tambie´n se han integrado datos de SRM (Selected Reaction Monitoring) generados en los 
laboratorios de prote´ ecnica permite utilizar la espectrometr´omica del SpHPP. Este tipo de t´ ıa 
de masas en ta´ndem para buscar y cuantiﬁcar una o unas pocas proteı´nas en una muestra com­
pleja, por lo que se suele utilizar como validacio´n una vez que existen datos positivos en un 
experimento de shotgun. Estos experimentos SRM se realizaron utilizando al menos tres lı´neas 
celulares utilizadas por todos los laboratorios del SpHPP, MCF7, CCD18 y Ramos. Tambie´n 
se han integrado datos de otros experimentos realizados con las lı´neas celulares TC28, Jurkat 
y HUH7, y con tejidos como celulas humanas endoteliales de la arteria umbilical (HUAEC), 
plasma y suero. En total, los resultados con estos tejidos y lı´neas celulares incluyen me´todos 
SRM para 43 proteı´nas. 
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3.1.1.2. ENCODE
 
Como se ha explicado al principio de esta subsecci´ on de datos transcript´on, la inclusi´ omicos 
puede ayudarnos a enfocar los esfuerzos de nuevos ana´lisis hacia tipos de muestras en los que 
puede haber una probabilidad mayor de encontrar lo que se esta´ buscando, como por ejemplo en 
este caso proteı´nas missing. Buscando fuentes de datos que ayudasen a completar el mapa trans­
cript´ ıneas celulares y tejidos, se consider´ on de datos omico a una mayor cantidad de l´ o la inclusi´
no provenientes del proyecto HPP. El proyecto ENCODE[206] contiene una gran cantidad de 
experimentos transcript´ ıneas celulares. Este proyec­omicos acerca de una gran variedad de l´
to nacio´ en 2003 y fue fundado por el National Human Genome Research Institute (NHGRI) 
con el objetivo de identiﬁcar todos los elementos funcionales del genoma humano, incluyendo 
elementos que actuan tanto a nivel de proteı´nas como de ARN, ası´ como elementos regulato­
rios que controlan el funcionamiento de las c´ on de los genes. De elulas mediante la modulaci´
esta forma, los grupos de investigacio´n asociados al proyecto han realizado una gran cantidad 
de experimentos en este sentido, como RNA-Seq o ChIP-Seq. En este trabajo se ha analizado 
la expresi´ enica de todas las l´on g´ ıneas celulares con datos de RNA-Seq procedentes de ARN 
de toda la ce´lula con colas poliA+, siendo en enero de 2015 de 23 lı´neas celulares. Algunas 
de estas lı´neas celulares conten´ as de un experimento, y en varios de estos experimentos ıan m´
existı´an varias muestras biolo´gicas distintas, formando un total de 44 experimentos y 288 se­
cuenciaciones realizadas en total. Todos estos datos desglosados se encuentran en la Tabla 3.1. 
3.1.1.3. Illumina Human Body Map 2.0 
En el mismo contexto de ana´lisis proteogeno´mico se incluyo´ el proyecto Human Body Map, 
que se llev´ o en la generaci´ omicos, con se­o a cabo en 2010 y consisti´ on de perﬁles transcript´
cuenciadores Illumina HiSeq 2000, de 16 tejidos humanos: adiposo, adrenal, del cerebro, pecho, 
colon, coraz´ n´ ıgado, pulm´ odulo linf´ ostata, m´ etico,on, ri˜on, h´ on, n´ atico, ovario, pr´ usculo esquel´
testı´culos, tiroides y glo´bulos blancos. Los datos de este proyecto fueron liberados en 2011, 
y fueron utilizados para generar modelos de genes para el humano en la versio´n de Ensembl 
62. Estos datos se han publicado en GEO bajo la accesio´n GSE30611, en ArrayExpress bajo el 
nombre de E-MTAB-513, y en SRA[156] bajo la accesio´n ERX011226. 
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Tabla 3.1: Lista de las 23 lı´neas celulares del proyecto ENCODE utilizadas en el estudio 
Lı´nea celular Tejido Nu´mero de experimentos incluı´dos Nu´mero de muestras incluı´das 
BJ piel 1 2 
IMR90 pulmo´n 1 2 
K562 sangre 3 6 
SK-N-SH cerebro 1 2 
NHEK piel 3 6 
HEPG2 hı´gado 3 6 
GM12892 sangre 1 3 
GM12891 sangre 1 2 
HELA-S3 cervix 3 6 
HSMM mu´sculo 2 4 
H1-HESC ce´lulas madre embrionarias 5 10 
GM12878 sangre 4 7 
HUVEC vaso sanguı´neo 3 6 
NHLF pulmo´n 2 4 
A549 epitelio 1 2 
MONOCYTES-CD14+ monocitos 1 2 
HMEC pecho 1 1 
SK-N-SH RA cerebro 1 2 
LHCN-M2 mioblastos de mu´sculo esquele´tico 2 2 
CD20+ sangre 1 2 
MCF-7 pecho 2 5 
AG04450 pulmo´n 1 2 
Total 44 86 
3.1.1.4. Cancer Cell Line Encyclopedia 
El proyecto Cancer Cell Line Encyclopedia (CCLE)[23] es una compilacio´n de datos de ex­
presio´n ge´nica, variacio´n en nu´mero de copias en cromosomas y compendio de mutaciones de 
947 lı´neas celulares de c´ as tratadas con diferentes com­ancer humanas, algunas de ellas adem´
puesto farmacolo´gicos, llevado a cabo como una colaboracio´n entre el Broad Institute, Novartis 
Institutes for Biomedical Research y su Genomics Institute of the Novartis Research Foundation. 
Proporciona acceso pu´blico a los perﬁles de expresio´n ge´nica de 917 de estas lı´neas celulares 
correspondientes a 36 tipos de ca´ncer diferentes utilizando la plataforma de microarrays Affy­
metrix Human Genome U133 Plus 2.0. Estos datos se encuentran publicados en GEO bajo la 
accesio´n GSE36133. 
3.1.1.5. IGC’s Expression Project for Oncology 
El International Genomics Consortium (IGC) es una organizacio´n m´ ´edica sin animo de 
lucro cuyo ﬁn es el de acelerar el paso de los avances en geno´mica a la medicina y la industria. 
Este consorcio creo´ el proyecto Expression Project for Oncology (expO) en 2004, que consiste 
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en una coleccio´n de tumores, con 2158 muestras que corresponden a 156 tejidos diferentes, 
utilizando tambie´n la plataforma de microarrays Affymetrix Human Genome U133 Plus 2.0. 
Este conjunto de datos tambie´n se encuentra disponible en GEO bajo la accesio´n GSE2109. 
3.1.1.6. Otros estudios 
Adem´ omicos procedentes de diversos proyectos, se han in-as de todos estos datos transcript´
cluido los datos de varias publicaciones, interesantes por su gran cantidad de muestras y diver­
sidad de tejidos y lı´neas celulares. Entre estos estudios se encuentra uno que estudia la leucemia 
mieloide aguda[98], en el cual la te´cnica RNA-Seq fue utilizada para determinar los patrones 
de expresi´ enica en l´ onon g´ ıneas celulares de este tipo de enfermedad que albergan una aberraci´
3q. Los datos de este estudio incluyen muestras de siete lı´neas celulares, las cuales esta´n dis­
ponibles en ArrayExpress con el nu´mero de entrada E-MTAB-2225. Tambie´n se han incluido 
los datos de la publicacio´n de Roth et al.[245] que contiene los perﬁles transcripcionales de va­
rios tejidos humanos, provenientes de diez donantes fallecidos, y que fueron analizados con la 
plataforma de microarrays Affymetrix Human Genome U133 Plus 2.0. En total son 352 mues­
tras provenientes de 65 tejidos, las cuales se encuentran almacenadas en GEO bajo la accesio´n 
GSE3526. 
3.1.2. An´ omicosalisis de datos transcript´
El ana´lisis de este tipo de datos permite por un lado obtener valores ﬁables de expresio´n 
del conjunto de genes del genoma humano, y de este modo ver cuales de las muestras podrı´an 
estar produciendo proteı´nas de inter´ as, algunos de estos tipos de experimentos pueden es. Adem´
ayudarnos a comprender las caracterı´sticas concretas de cada tipo de tejido, como mutaciones o 
patrones de splicing especı´ﬁcos, y poder mezclarlos con datos proteo´micos para aplicar de este 
modo te´cnicas de proteogeno´mica. 
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3.1.2.1. Ana´lisis de datos de RNA-Seq 
Despu´ on de los diferentes proyectos, se es de descargar los ﬁcheros FASTQ de secuenciaci´
siguio´ el ﬂujo de ana´lisis detallado en la Figura 3.1 para analizar este tipo de experimentos. 
Como primer paso, se llevo´ a cabo un control de calidad con la herramienta FastQC[32], y se 
eliminaron contaminantes y adaptadores residuales con la herramienta FASTX-toolkit[227, 147]. 
Las lecturas que pasaron estos controles fueron alineadas contra la versio´n GRCh37 del genoma 
humano de referencia utilizando TopHat[284, 137] (versio´n 2.0.9). Una vez realizado el alinea­
miento, se utilizo´ la herramienta SAMtools[161] rmdup para eliminar potenciales duplicados 
PCR que puedan falsear los datos de cuantiﬁcaci´ ıﬁcamen­on. Esta herramienta, utilizada espec´
te con datos de secuenciacio´n paired-end, en el caso de que existan mu´ltiples parejas de lecturas 
que aparezcan mapeados en coordenadas id´ unicamente una pareja de lectu­enticas, mantienen ´
ras, que sera´ la que tenga la mayor puntuacio´n de calidad de alineamiento, bajo la suposicio´n 
de que el resto de lecturas exactamente iguales con las mismas coordenadas de mapeo sera´n du­
plicados PCR generados en la fase de preparacio´n de la librerı´a de secuenciacio´n. En el caso de 
la existencia de r´ ecnicas, en este caso se unieron con la herramienta SAMtools merge.eplicas t´
Posteriormente los alineamientos se ordenaron por nombre de lectura utilizando la herramienta 
SAMtools sort. El proceso de cuantiﬁcaci´ o en dos partes, una primera de conteo de on se realiz´
fragmentos, llevada a cabo mediante el script htseq-count contenido en el paquete HTSeq[12], 
y utilizando anotaciones de genes de GENCODE[105] (versi´ alculoon V18), y una segunda de c´
de lecturas normalizadas FPKM(fragmentos por kilobase de tr´ on de fragmentos anscrito por mill´
mapeados) que fue realizada mediante un script Ruby propio. 
Los valores de lecturas normalizadas, como los FPKM, se suelen utilizar para poder compa­
rar la expresio´n entre varios experimentos, pero es un valor no muy ﬁable a la hora de determinar 
si un gen esta´ realmente expresado. Existen genes cuyos niveles de expresio´n necesarios para 
realizar su funci´ nos, pero tambi´on son muy peque˜ en, a pesar de los grandes avances llevados 
a cabo con las tecnologı´as NGS, puede haber unos niveles de ruido apreciables en este tipo de 
experimentos, adema´s de poder realizarse alineamientos incorrectos, siendo muy complicado 
distinguir si realmente existe expresio´n del gen, o si se trata de ruido. Algunos autores han pro­
puesto lidiar con este problema sencillamente conservando un porcentaje arbitrario de los genes 
m´ ıa del experimento, y muy pro­as expresados, pero esta estrategia no tiene en cuenta la biolog´
bablemente ﬁltre genes que realmente se esta´n expresando. Es necesario el uso de me´todos ma´s 
robustos para analizar este tipo de datos. Existen me´todos que utilizan las lecturas alineadas 
en zonas interge´nicas para evaluar el posible ruido del RNA-Seq, y poder proponer unos valo­
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Figura 3.1: Flujo de ana´lisis transcripto´mico para RNA-Seq, desde los datos de partida hasta el conteo normalizado 
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res umbrales de expresio´n, tales como el explicado en el artı´culo de Ramskold et al.[234], o el 
m´ a basado en el trabajo de Hebenstreit et al.[109]. etodo del proyecto Bgee[244], que est´
3.1.2.1.1 Implementaci´ etodos de umbral para RNA-Seq on de m´
Con el objetivo de determinar el nivel a partir del cual consideramos un tra´nscrito expresado, 
para cada experimento RNA-Seq descargado y analizado, los me´todos de umbrales previamente 
citados fueron adaptados y calculados, adem´ aﬁcos con los resultados de los as de incluir gr´
ca´lculos de umbral. 
Estos dos me´todos se basan en contar lecturas interge´nicas e interpretarlas como ruido. En 
este caso se utilizaron las anotaciones de GENCODE (versio´n V18) para delimitar las zonas 
interge´nicas, tomando los rangos existentes de los genes e invirtie´ndolos para obtenerlas. En 
el estudio de van Bakel et al.[18] se aﬁrma que la densidad de lecturas media en zonas de 
comienzo y ﬁn de genes es muy alta, y que correlaciona con los genes conocidos, por lo que 
no deberı´an ser tenidas en cuenta. Como resultado de esto, se ajustaron las coordenadas de las 
regiones interge´nicas eliminando 10 kilobases de las zonas de comienzo y ﬁn de los genes. 
Finalmente se realizo´ un recuento de fragmentos utilizando el script previamente mencionado 
htseq-count. 
En el m´ alculo del umbral se realiza de la siguiente mane­etodo de Ramskold et al.[234], el c´
ra. La informacio´n acerca de la expresio´n de genes y regiones interge´nicas se compartimentaliza 
utilizando una escala logarı´tmica desde log10(0.01) hasta log10(100) tomando pasos de 0.1 en 
0.1 en esta escala transformada, y generando cantidades acumuladas de genes y regiones in­
terge´nicas expresadas por encima de diferentes niveles. Posteriormente se calcula una tasa de 
falsos descubrimientos (FDR) para cada uno de estos niveles de expresio´n: 
acum intergi ∗ (1 − acum genesi)acum genesiF DRi = (3.1)
1 − acum intergi 
que es entonces utilizado para estimar el verdadero nu´mero de genes expresados en cada regio´n 
a partir de los datos de expresi´ enica, que se calcula como la multiplicaci´on g´ on de la densidad 
de genes en ese punto por la tasa de falsos descubrimientos en el mismo: 
genes esti = acum genesi ∗ F DRi (3.2) 
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A continuacio´n, se calcula una tasa de falsos negativos (FNR) a partir de este nu´mero estimado 
de genes expresados realmente:  n genes estj
FNRi = 1 −  nj=i (3.3) genes estjj=1 
Finalmente, el umbral se calcula como la interseci´ on generada por la FDR y la on entre la funci´
FNR en los diferentes puntos. Este me´todo se ha implementado como un script Ruby, incluyendo 
co´digo adicional en R para generar las curvas a partir de los diferentes puntos de FDR y FNR 
calculados, y poder conocer el punto exacto de la interseccio´n. 
El m´ en utiliza la expresi´etodo de umbral utilizado en el proyecto de Bgee tambi´ on de genes 
y zonas interge´nicas para su ca´lculo. Los niveles de expresio´n se dividen en regiones, y para 
cada regi´ on de genes y regiones interg´on, se calcula la proporci´ enicas expresados sobre esos 
niveles comparado con la proporcio´n total: 
N interg sobrei ∗ N genes 
Ri = (3.4)
N genes sobrei ∗ N interg 
El valor de umbral se deﬁne como el mı´nimo valor de i para el cual R sea igual o menor que un 
valor ﬁjo, que en este caso es de 0.05. Este m´ en se ha desarrollado como un script etodo tambi´
en Ruby. 
3.1.2.1.2 Bases de datos para proteogeno´mica 
Con el dasHPPboard tambi´ on de an´ omicosen se quiere facilitar la realizaci´ alisis proteogen´
proporcionando bases de datos de pe´ptidos construidas utilizando la informacio´n de variantes 
(SNPs) y nuevas uniones entre exones obtenidas de los datos de RNA-Seq. Estas bases de datos 
pueden ser utilizadas para la identiﬁcacio´n de variantes de proteı´nas presentes en experimentos 
de prote´ ınea celular o tejido de los cuales se extrajeron estos omica de shotgun en la misma l´
SNPs y nuevas uniones de exones. 
Se han utilizado dos aproximaciones distintas a la hora de generar las bases de datos de 
pe´ptidos que contienen polimorﬁsmos de un ´ acido (SAPs) y para las de nuevas unico amino´
uniones entre exones. En ambos casos los datos de partida son los provenientes del ana´lisis de 
RNA-Seq, con los datos ya ﬁltrados y alineados. 
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En el caso de las bases de datos de SAPs, primeramente se utilizo´ la herramienta SAMtools 
mpileup para realizar la b´ on BCF) fue usqueda de SNPs. El ﬁchero binario obtenido (extensi´
convertido al formato variant call format (VCF) con la herramienta BCFtools[208] (versio´n 
0.1.17-dev) y posteriormente ﬁltrado con el script vcfutils.pl contenido dentro del paquete de 
SAMtools. Los SNPs con una profundidad menor que 10 lecturas o una calidad menor que 10 
no se consideraron para ana´lisis posteriores. Los SNPs restantes fueron anotados con la he­
rramienta Variant Effect Predictor[188, 187] de Ensembl, que permite convertir las variantes 
nucleotı´dicas en los amino´ as permite obtener las puntuaciones acidos correspondientes, y adem´
de prediccio´n de efectos funcionales de los mismos utilizando los programas SIFT y PolyPhen­
2. Esta informacio´n de prediccio´n fue utilizada para ﬁltrar las variantes sino´nimas (sin cambio 
de aminoa´cido) utilizando scripts escritos en R. Posteriormente, con los variantes restantes, se 
extrajeron secuencias de 80 aminoa´cidos alrededor del pe´ptido mutado a partir de ﬁcheros FAS­
TA de proteı´nas provenientes de la base de datos de Ensembl. La base de datos de SAPs incluye 
aquellas mutaciones que no existan en el proteoma de referencia (utilizando la versio´n de En­
sembl v73). Esta aproximaci´ omica se basa en la llevada a cabo por Sheynkman et on proteogen´
al.[261]. 
Las bases de datos de los pe´ptidos resultantes de nuevas uniones entre exones fueron genera­
das utilizando el paquete de R customProDB[300]. En este caso se parte de un ﬁchero adicional 
generado por la herramienta TopHat, un ﬁchero BED que contiene los sitios de unio´n detectados 
al realizar el alineamiento de secuencias. Este ﬁchero es leı´do, ﬁltrando las uniones entre exones 
ya conocidas. Las restantes se utilizan para obtener secuencias nucleotı´dicas que son traducidas 
en los 3 marcos de lectura diferentes dando como resultado secuencias de pe´ptidos. Estas se­
cuencias se comparan entonces con las de pe´ptidos ya conocidos, ﬁltrando los ya existentes en 
la referencia. En este caso, la longitud de los pe´ptidos no es constante, depende de la longitud 
de los exones que se unen mediante estas nuevas uniones deﬁnidas por TopHat. 
Estos ﬂujos de trabajo se han implementado para utilizar los datos de RNA-Seq a nivel de 
muestra, ası´ que en los experimentos que incluyen ma´s de una contendra´n varias bases de datos, 
que pueden ser agrupadas por los usuarios a su antojo, siendo necesario u´nicamente un paso de 
eliminacio´n de redundancia de secuencias. Adema´s se proporcionan bases de datos de referencia 
de secuencias contaminantes provenientes de cRAP[281], ası´ como secuencias sen˜uelo de las 
bases de datos de p´ etodo de pseudoinversa con tripsina. eptidos, utilizando el m´
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3.1.2.2. Ana´lisis de datos de microarrays 
Los experimentos de microarrays utilizados en este estudio fueron procesando utilizando 
el siguiente ﬂujo de trabajo. Todo el ﬂujo de trabajo se ha llevado a cabo utilizando el entorno 
estadı´stico R/Bioconductor[90]. La correcio´n de ruido de fondo y la normalizacio´n de los valo­
res del microarray se llevo´ a cabo utilizando el algoritmo fRMA[182] (Frozen Robust Multichip 
Average). Posteriormente a este paso de normalizacio´n, se calculo´ un umbral de probabilidad de 
expresio´n para cada muestra para poder distinguir las sondas expresadas de las no expresadas 
utilizando el algoritmo Gene Expression Barcode[184]. Mediante este algoritmo se estimo´ este 
valor teniendo en cuenta gran cantidad de datos de diferentes plataformas Affymetrix disponi­
bles en repositorios pu´blicos, incluyendo la plataforma Affymetrix Human Genome U133 Plus 
2.0. El resultado de este algoritmo es un valor z calculado bajo la distribucio´n normal de los 
conjuntos de sondas no expresados. Un valor de z mayor que dos fue utilizado para identiﬁcar 
a los genes expresados en cada muestra. Se calculo´ tambie´n una probabilidad de expresio´n del 
gen utilizando un clasiﬁcador bayesiano ingenuo que basa sus ca´lculos en la longitud de se­
cuencia de las regiones 3’UTR, 5’UTR y CDS del gen, la probabilidad de que un gen expresado 
sea un gen codiﬁcante de una proteı´na missing, y el co´digo de barras del gen para cada muestra 
biolo´gica[101]. De esta manera se obtiene una puntuacio´n con la que es posible ordenar los 
genes de los ma´s probablemente expresados a los menos. 
3.1.3. An´ omicosalisis de datos prote´
3.1.3.1. An´ omica de shotgunalisis de datos de prote´
A partir de ﬁcheros de salida de los espectro´metros, y normalizados a formato mgf (Mascot 
Generic Format), se realizaron b´ ınas humanas de usquedas contra la base de datos de prote´
UniprotKB[174] utilizando el motor de bu´squeda Mascot, y posteriormente se calculo´ un FDR 
utilizando una base de datos se˜ o un ﬁltrado eliminando las identiﬁcaciones con nuelo, y se realiz´
un FDR menor al 1 %. A partir de estas identiﬁcaciones, se realiz´ ınaso una inferencia de prote´
utilizando el software PAnalyzer[233]. Estos experimentos se analizaron de nuevo incluyendo 
la posibilidad de fosforilaciones con la ﬁnalidad de buscar modiﬁcaciones postraduccionales. 
Se realizaron bu´squedas similares pero utilizando el motor de bu´squeda X!Tandem esta vez. 
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3.1.3.2. Ana´lisis de SRM 
Los p´ ıpicos fueron obtenidos de las bases de datos PeptideAtlas[61] y GPMDB[54], eptidos proteot´
seleccionando las transiciones o´ptimas para cada pe´ptido diana en base a los espectros MS/MS 
adquiridos previamente y a predicciones y datos de repositorios p´ o a cabo un ublicos. Se llev´
proceso de conﬁrmaci´ eptidos mediante el algoritmo MIDAS[301], y posteriormente on de los p´
las proteı´nas de este conjunto fueron detectadas utilizando al menos tres transiciones por pe´pti­
do. Se pueden encontrar m´ ıculo de Segura et al.[256]. as detalles del procedimiento en el art´
3.1.4. Implementacio´n de la herramienta 
El dasHPPboard est´ on de diferentes componentes y tecnolog´a compuesto por la uni´ ıas para 
poder clasiﬁcar, acceder y visualizar todos estos resultados de una forma modular e indepen­
diente. Antes que nada, es necesaria una estructura para poder organizar y acceder a los datos. 
De esta forma se ha generado una librerı´a en la cual se han unido todos estos datos con un con­
junto de metadatos extraı´dos de las bases de datos y proyectos de donde fueron tomados para 
poder organizarlos y visualizarlos adecuadamente. Los metadatos se almacenan implı´citamente 
dentro de un ´ ıstica diferente arbol de directorios, en el cual cada nivel representa una caracter´
de los datos. Esta forma de almacenar los metadatos tiene la ventaja importante del ahorro en 
espacio de disco al aparecer de forma implı´cita, adema´s de un acceso mucho ma´s sencillo a los 
datos. La librerı´a que maneja estos datos puede recorrer este a´rbol de directorios para realizar 
consultas sobre los mismos, adema´s de poder disponer de sus metadatos asociados. Tambie´n se 
ha dise˜ arbol de directorios de manera nado un programa para poder incluir nuevos datos en el ´
sencilla. Tanto la librerı´a como el programa de inclusio´n de nuevos datos esta´n escritos en Ruby. 
El diseno del ˜ a´rbol de directorios utilizado para almacenar los datos funciona de forma 
jera´rquica, como puede observarse en la Figura 3.2. Primero se dividen los datos por el proyecto 
al que pertenecen, que esta´ muy ligado con el tipo de muestras que contienen, tales como tejidos 
o lı´neas celulares. En siguientes niveles de carpetas se almacenan los siguientes metadatos: la 
versio´n del genoma utilizada para analizar los datos, el nombre del tejido o lı´nea celular y por 
´ on acerca de los experimentos, tal como el compartimento celular analizado o ultimo informaci´

el laboratorio donde se ha realizado el experimento. Tomando como base la librerı´a de acceso a
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Figura 3.2: Representacio´n gra´ﬁca de la estructura de datos interna del dasHPPboard 
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los datos mencionada previamente, y utilizando el framework web Nanoc, que genera de forma 
program´ on est´atica una visualizaci´ atica en html utilizando Ruby como base, se ha realizado el 
desarrollo del visor web para explorar los experimentos en el panel. Finalmente, los resultados 
ﬁnales de los experimentos han sido procesados y divididos por cromosomas con la ﬁnalidad de 
descargar la mı´nima cantidad de datos posible en cada consulta, siendo estos ﬁcheros del orden 
de unos pocos kilobytes. 
A partir de todos estos datos esta´ticos se ha desarrollado un mo´dulo de bu´squeda de genes 
y proteı´nas. Se ha creado una base de datos MySQL a partir de la informacio´n y metadatos de 
los experimentos, utilizando un script escrito en Ruby, usando el patro´n de arquitectura Active 
Record[82], presente como la parte de modelo en el framework de desarrollo de pa´ginas web 
basado en el patro´n de disen˜o de modelo-vista-controlador[145] Ruby on Rails. La interfaz 
de bu´squeda permite realizar consultas tomando como entrada identiﬁcadores de gen como 
los sı´mbolos oﬁciales o los identiﬁcadores de Ensembl, e identiﬁcadores de proteı´na como los 
de Uniprot o los de neXtProt. Los resultados de las bu´squedas con esta herramienta incluyen 
informacio´n adicional acerca del gen o proteı´na buscada y una tabla de experimentos, en la cual 
se proporcionan enlaces para su visualizacio´n en el panel del dasHPPboard. 
3.1.5. Resultados 
Hasta el momento se han generado 24GB de datos de ana´lisis de experimentos de diversa 
ı´ndole, en formato texto e ima´genes. Esta cantidad ingente de resultados necesitaba de una in­
terfaz en la cual visualizarlos de una forma sencilla e intuitiva. El disen˜o del dasHPPboard nace 
de esta necesidad, habie´ndose creado una vista en formato tabular que muestra los diferentes 
tipos de experimentos para los distintos tipos de tejidos o lı´neas celulares, mostrando la infor­
maci´ umero de experimentos y muestras para cada una de estas intersecciones. on acerca del n´
A dı´a de hoy esta herramienta visualiza 3523 experimentos conteniendo cada uno de ellos di­
ferentes muestras, separados en diferentes pesta˜ ıneas celulares, 77 tipos nas que contienen 948 l´
de tejidos normales y 156 tipos de tejido canceroso. Estos nu´meros se pueden encontrar ma´s 
desglosados en la Tabla 3.2. 
Para cada una de estas pestan˜as, los experimentos esta´n organizados primero por la proce­
dencia de los mismos, es decir, el proyecto o repositorio al que pertenecen. Posteriormente estos 
datos se subclasiﬁcan por el laboratorio o la serie de datos a la que pertenecen, como una forma 
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Tabla 3.2: Resumen del nu´mero y tipo de experimentos que se almacenan en dasHPPboard 
Nu´mero de lı´neas celulares/tejidos/tejidos cancerosos Nu´mero de experimentos 
Lı´neas celulares 
Tejidos 
Tejidos cancerosos 
Total 
Encode 
HPP 
ArrayExpress 
GEO 
HBM 
GEO 
HPP 
GEO 
RnaSeq (Gingeras) 
RnaSeq (Myers) 
Shotgun (SpHPP) 
SRM (SpHPP) 
RnaSeq (E-MTAB-2225) 
GeneExpressionArray (GSE6133) 
RnaSeq 
GeneExpressionArray (GSE3526) 
SRM (SpHPP) 
GeneExpressionArray (GSE2109) 
lı´neas celulares = 19
 
tejidos = 0
 
tejidos cancerosos = 0
 
total = 14
 
lı´neas celulares = 14
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tejidos cancerosos = 0
 
total = 14
 
lı´neas celulares = 4
 
tejidos = 0
 
tejidos cancerosos = 0
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lı´neas celulares = 6
 
tejidos = 0
 
tejidos cancerosos = 0
 
total = 6
 
lı´neas celulares = 7
 
tejidos = 0
 
tejidos cancerosos = 0
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lı´neas celulares = 917
 
tejidos = 0
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total = 917
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tejidos = 16
 
tejidos cancerosos = 0
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tejidos = 65
 
tejidos cancerosos = 0
 
total = 65
 
lı´neas celulares = 0
 
tejidos = 3
 
tejidos cancerosos = 0
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tejidos = 0
 
tejidos cancerosos = 156
 
total = 156
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Figura 3.3: Visio´n global de la estructura del dasHPPboard, sus fuentes de datos y tipos de resultados representa­
dos 
de diferenciar a los mismos dentro de un mismo proyecto y tipo de ce´lula. Dentro de cada una de 
estas celdas s´ umero de experimentos que pertenecen olo se muestra en un primer momento el n´
a esta clasiﬁcacio´n, habiendo an˜adido un co´digo de color a estas celdas para distinguir entre di­
ferentes tipos de experimentos. Pinchando en una de estas celdas de resultados, e´sta se expande 
y aparece informacio´n adicional sobre los experimentos que han dado lugar a estos resultados. 
Esta informacio´n adicional aparece en forma de tabla y es diferente dependiendo del tipo de 
experimento. En la cabecera de esta nueva tabla aparece informacio´n redundante acerca del tipo 
de muestra y experimento, y adem´ on acerca del compartimento y fracci´as informaci´ on celular 
de la muestra. Si existe informacio´n acerca del laboratorio que ha generado la muestra, tambie´n 
aparece aquı´. Aunque existen diferentes tipos de experimentos, todos ellos han sido procesados 
para mostrar informacio´n a nivel de cromosoma, y en este visor se ha generado un panel de 
cromosomas para poder seleccionar y descargar los datos de un experimento de un determinado 
cromosoma. Dentro del dasHPPboard se pueden distinguir varios tipos de experimentos, como 
RNA-Seq, microarrays, proteo´mica de shotgun y SRM, para los cuales se han creado ﬂujos y se 
han generado resultados y visualizaciones dentro del panel de visualizacio´n. Este ﬂujo aparece 
representado en la Figura 3.3. 
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3.1.5.1. Resultados de RNA-Seq
 
Dentro del dasHPPboard, una vez seleccionado y expandido un resultado de este tipo, apa­
rece una tabla en la que hay ﬁlas que contienen las diferentes muestras del experimento al que 
pertenecen. Para cada muestra, se visualiza la accesio´n de GEO o ArrayExpress, si la muestra 
proviene de uno de estos repositorios y el visor de cromosomas para descargar datos en forma 
de tabla, conteniendo las columnas descritas en la Tabla 3.3. En este tipo de experimentos se 
muestran tambi´ alculo de los umbrales de expresi´ aﬁcos de los en detalles del c´ on, incluyendo gr´
mismos. Como ya se comento´ anteriormente, para cada experimento de RNA-Seq se calculan 
los dos me´todos de umbrales explicados anteriormente. En las tablas de resultados, aparece un 
campo adicional haciendo referencia a estos umbrales, con valores de HIGH QUALITY cuando 
el valor de expresio´n ge´nica para un gen determinado ha superado los dos valores de umbral ob­
tenidos, LOW QUALITY, cuando el valor de expresi´ olo ha superado uno de los dos umbrales on s´
y NO EXPRESSION cuando el valor de expresio´n no ha superado ninguno de estos dos umbra­
les. Aparecen tambi´ eptidosen en las ﬁlas de esta tabla enlaces de descarga para las bases de p´
generadas por los me´todos proteogeno´micos descritos anteriormente, conteniendo informacio´n 
acerca de mutaciones y nuevas uniones entre exones encontradas en la muestra. Adema´s, si 
existen distintas re´plicas biolo´gicas para el experimento, aparece un enlace adicional por el cual 
se expande una nueva tabla y se obtiene informacio´n acerca de ellas. 
3.1.5.2. Resultados de microarrays 
Los resultados de experimentos de microarrays aparecen en el dasHPPboard de forma pa­
recida a los resultados de RNA-Seq, en forma de tabla y mostrando en cada ﬁla una muestra 
del experimento seleccionado. Aquı´ tambie´n puede aparecer la accesio´n GEO del experimento 
del que proviene la muestra, y un visor de cromosomas para descargar los datos, tambie´n en 
formato tabular, cuyos campos tambie´n aparecen descritos en la Tabla 3.3. En el caso de los 
microarrays, se incluye como valor an˜adido en los resultados los valores calculados de z expli­
cados previamente, dando valores de NA a los genes marcados como no expresados, es decir, 
con un z menor que 2. 
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Tabla 3.3: Lista de caracterı´sticas incluidas en las tablas de resultados de experimentos que esta´n disponibles para 
su descarga en dasHPPboard 
RNA-Seq Microarrays Shotgun PTMs SRM
 
Ensembl Gene ID X X X X X
 
Gene Name X X X X X
 
Type of protein group
 
Number of peptides that
 
Gene Description X X X X X
 
FPKM X
 
Expression Quality X
 
neXtProt ID X X X X X
 
Threshold Information X
 
Z score X
 
Protein Missing X X X X X
 
Group of proteins peptide belongs to X
 
Uniprot protein isoforms X X
 
Uniprot canonical protein ID X X X
 
(unique, group of isoforms, protein family) X
 
neXtProt protein evidence X X X
 
Protein inference category (Panalyzer) X X
 
Mascot score X
 
support the identiﬁcation X
 
Peptide type X
 
Peptide sequence X X
 
PTM sequence X
 
Peptide p value X
 
Peptide q value X
 
PTM type X
 
PTM position X
 
PTM reported by Uniprot X
 
PTM reported by Phosphositeplus X
 
Retention time X
 
Collision energy X
 
Experiment setup X
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3.1.5.3. Resultados de proteo´mica de shotgun 
En este caso, al estar extraı´dos los experimentos de los que provienen estos datos de la 
plataforma proteomeXchange, al expandir un resultado de este tipo aparece primeramente el 
co´digo de accesio´n de este repositorio. Tambie´n aparece la vista de cromosomas para descarga 
de resultados. En este caso los resultados tambi´ onen tienen forma tabular, e incluyen informaci´
del experimento a nivel de peptidos y prote´ ı´nas, cuyas caracterı´sticas aparecen en la Tabla 3.3. 
En este tipo de experimentos aparece la opcio´n de expandirlos, mostrando los diferentes expe­
rimentos que se han consolidado para crear los resultados de shotgun. Para cada uno de ellos 
aparece informacio´n de la conﬁguracio´n experimental del mismo, como el instrumento y el 
m´ as del laboratorio donde se ha realizado. Tambi´etodo utilizados, adem´ en aparece una vista de 
cromosomas para poder descargar los PTMs encontrados. Estos resultados en formato tabular 
contienen entradas para cada combinaci´ ına y PTM, indicando m´ ısti­on de prote´ ultiples caracter´
cas descritas en la Tabla 3.3, incluyendo una lista que indica si cada una de las posiciones 
reportadas ya aparecı´a en UniProt o PhosphoSitePlus[117] previamente. 
3.1.5.4. Resultados de SRM 
Los resultados de experimentos de este tipo, al expandirse, contienen la vista de cromosomas 
para descargar los ﬁcheros asociados al mismo. Estos ﬁcheros de resultados, en forma de tablas, 
contienen diferente informaci´ on de prote´ etodo que on asociada a la identiﬁcaci´ ınas por este m´
han sido listadas en la Tabla 3.3. 
3.1.5.5. Resultados centrados en proteı´nas missing 
De los 3523 experimentos contenidos en esta herramienta, 3510 esta´n clasiﬁcados como 
transcripto´micos. El valor de esta herramienta consiste en poder mostrar informacio´n acerca 
de la expresi´ ınas missing,on de los genes, en especial la de los genes correspondientes a prote´
en una gran variedad de tejidos y lı´neas celulares. Tener de una forma centralizada toda esta 
informacio´n transcripto´mica centrada en la expresio´n de genes que pueden codiﬁcar proteı´nas 
missing puede resultar muy interesante a la hora de buscar tejidos y lı´neas celulares candidatos 
para realizar nuevos ana´lisis proteo´micos en los que encontrarlas. 
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Figura 3.4: Ejemplo de uso de la seccio´n de bu´squeda del dasHPPboard 
La seccio´n de bu´squeda del dasHPPboard tambie´n puede ser de gran utilidad para esta tarea, 
ya que realizar una b´ usquedausqueda a ciegas puede ser muy laboriosa. Se puede realizar una b´
de cualquier proteı´na de intere´s, y comprobar si existen estudios transcripto´micos para los cuales 
el valor de expresi´ a reﬂejado en la Figura 3.4. on es signiﬁcativo. Un ejemplo de este ﬂujo est´
En el momento de realizar el estudio, la proteı´na con el identiﬁcador de neXtProt NX Q9IUE0 
aparecı´a marcada como missing (release de neXtProt 2014-09-19). Introducie´ndola en el cuadro 
de bu´squeda, aparece una lista de resultados, entre los cuales se encuentran estudios de RNA-
Seq para los cuales se ha encontrado nivel de expresio´n signiﬁcativa. El tipo de muestra sobre el 
que han realizado estos estudios transcripto´micos es tejido testicular, el cual concuerda con la 
descripcio´n presente en la base de datos neXtProt, indicando que podrı´a tener un papel regulador 
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de otro gen que se expresa en los testı´culos. A partir de esta bu´squeda, podemos movernos a 
los diferentes experimentos encontrados, y descargar las bases de datos proteogeno´micas, para 
poder realizar estudios proteo´micos mucho ma´s dirigidos. En este caso no ha sido necesario, ya 
que en la siguiente versi´ ına ya ha on de la base de datos neXtProt (de mayo de 2015) esta prote´
sido marcada como codiﬁcante de proteı´nas basa´ndose en evidencias proteo´micas, por lo que 
queda demostrada la utilidad de la herramienta en este tipo de casos. 
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3.2.	 Una herramienta de enriquecimiento modular no redun­
dante para geno´mica funcional (GeneCodis3) 
Los estudios de expresi´	 area de la biolog´on de ARN se han extendido en el ´ ıa. En muchas 
ocasiones este tipo de estudios se llevan a cabo para tener una visio´n global de lo que ocurre en 
las celulas analizadas. Pero despu´ es de los an´ ´ ısticos de expresi´alisis estad´ on diferencial, muchas 
veces el resultado consiste en listas de centenares de genes que pueden ser interesantes ya que 
su expresio´n ha cambiado. Debido a esta necesidad, han ido apareciendo con el tiempo un grupo 
de herramientas, llamadas de enriquecimiento funcional de genes, que permiten a partir de estas 
listas, y con informacio´n biolo´gica adicional acerca de cada uno de estos genes por separado, 
obtener informaci´ ogica global acerca de la naturaleza del experimento. on biol´
La mayor parte de las herramientas de ana´lisis de enriquecimiento de genes con anotaciones 
existentes esta´n disen˜adas para evaluar anotacio´n por anotacio´n de forma individual, perdiendo 
de esta forma las potenciales relaciones entre ellas. Como ya se ha explicado anteriormente en la 
Seccio´n 1.1.5.1.2.1, los algoritmos de este tipo de herramientas se denominan de enriquecimien­
to singular. Poder encontrar relaciones entre anotaciones basa´ndose en la co-ocurrencia puede 
ayudarnos a mejorar el entendimiento biolo´gico de listas de genes asociadas a un experimento. 
El hecho de utilizar grupos de anotaciones para el an´ en a˜ ermi­alisis puede tambi´ nadir nuevos t´
nos biol´ alisis estad´ogicos al mismo, ya que mejora la representatividad en el an´ ıstico. Como 
ya se ha comentado, posteriormente a las herramientas de enriquecimiento singular aparecieron 
entre otras, las de enriquecimiento modular, que b´ alisis agrupando asicamente permiten este an´
anotaciones y permiten todas las mejoras anteriormente comentadas. 
La herramienta GeneCodis[43] aparecio´ en 2007 con el propo´sito de convertirse una herra­
mienta de referencia de an´ on ya conten´alisis de enriquecimiento modular. Esta primera versi´ ıa 
las bases de la actual herramienta. Era una herramienta web basada en procesamiento median­
te scripts CGI Perl. Tomaba como referencia identiﬁcadores de gen de Entrez, permitiendo la 
traduccio´n de identiﬁcadores de algunas bases de datos de genes (sı´mbolos de genes, identiﬁca­
dores de Unigene, etc), y como bases de datos de anotaciones utilizaba la ontologı´a de Gene On­
tology[16, 34], las rutas metabo´licas de KEGG[304], motivos de secuencias de InterPro[80] y 
palabras clave de SwissProt[17]. Como limitaciones de esta primera implementacio´n podrı´amos 
citar la interfaz web, basada en poder visualizar las tablas de resultados; las limitaciones basa­
das en el nu´mero de bases de datos utilizadas para identiﬁcadores de genes, anotaciones, y 
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organismos soportados; o el mayor tiempo requerido para procesar los resultados, debido a una 
implementaci´ unico servidor, lo que podr´on en Perl sobre un ´ ıa suponer no poder atender todas 
las peticiones de usuarios de forma simulta´nea. Au´n ası´, en el an˜o 2009, esta herramienta habı´a 
realizado m´ alisis, y se instal´as de 25000 an´ o en un servidor espejo del Center for Bioinformatics 
de la universidad de Pekı´n. 
En este mismo an˜o 2009, se libero´ una nueva versio´n de la herramienta[214], totalmen­
te renovada. Esta nueva versio´n mejoro´ la cantidad de anotaciones, an˜adiendo bases de datos 
de micro ARNs o factores de transcripci´ en realizar an´on, permitiendo tambi´ alisis de enriqueci­
miento singular adema´s del modular previamente realizado. Se an˜adieron nuevos identiﬁcadores 
de genes para lograr una mayor compatibilidad en los an´ en un mayor n´alisis, y tambi´ umero de 
organismos. El programa encargado del ca´lculo estadı´stico fue totalmente reescrito en el len­
guaje C++ para lograr una mayor eﬁciencia, y se a˜ o soporte de ejecuci´nadi´ on en un entorno 
grid, para permitir la realizacio´n de muchos ma´s ana´lisis de forma concurrente. Todo el backend 
de la herramienta tambi´ nadiendo tambi´ atico a en fue reescrito en Ruby, a˜ en un acceso program´
la misma a trave´s de servicios web SOAP. Por ultimo se mejoro´ la interfaz web, con una m´´ as 
adecuada representaci´ nadiendo gr´on de los resultados, a˜ aﬁcos sencillos para una mejor inter­
pretacio´n visual. 
En esta nueva versio´n de la herramienta los objetivos han sido similares a los que dieron 
lugar a la segunda versio´n: incorporar la mayor cantidad de informacio´n proveniente de bases 
de datos para anotar los genes, y de esta manera poder realizar mejores interpretaciones de listas 
de genes de experimentos; mejorar la velocidad de procesamiento de los datos, para realizar 
ana´lisis en el menor tiempo posible; y mejorar la apariencia de los resultados, creando diferentes 
formas de visualizacio´n para una mejor comprensio´n de los mismos. 
3.2.1. Fuentes de datos para la herramienta 
GeneCodis es una herramienta que toma como partida identiﬁcadores de genes y anotacio­
nes biol´ on. Por un lado, existe ogicas. Existen dos grandes problemas con este tipo de informaci´
una gran diversidad de identiﬁcadores de diferentes bases de datos para un mismo gen. Como se 
ha explicado anteriormente, no existe una solucio´n o´ptima para este problema, por lo que se ha 
optado en este caso por utilizar la herramienta BioMart[263], ya que contiene, partiendo de la 
base de identiﬁcadores de genes Ensembl, una gran variedad de traducciones a identiﬁcadores 
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de genes de otras bases de datos, traducciones a identiﬁcadores de proteı´nas, incluso descripcio­
nes, secuencias y m´ ısticas de los mismos. Internamente, se asocian todos los posibles as caracter´
identiﬁcadores pertenecientes a un mismo gen, y se le asigna un identiﬁcador interno, de esta 
forma se pretende contener los datos de asociacio´n de genes de la forma menos sesgada posible. 
Por otro lado, la informaci´ ogica en forma de anotaciones de genes, es una informa­on biol´
cio´n muy heteroge´nea, distribuida a lo largo de diferentes repositorios y bases de datos, cada 
uno de ellos con un formato diferente. Gran parte de las herramientas de ana´lisis de enrique­
cimiento de anotaciones utilizan Gene Ontology como base de sus ana´lisis. Desde su primera 
versio´n GeneCodis viene utilizando las anotaciones de esta ontologı´a, utilizando adema´s una 
versi´ erminos muy espec´on, denominada GO slim, en la cual se han eliminado t´ ıﬁcos, para po­
der de esta manera dar una explicacio´n ma´s general, con te´rminos que suelen contener mayor 
n´ on de la herramienta se han utilizado versiones actua­umero de genes asociados. En esta versi´
lizadas de anotaciones ya incluidas en la segunda versio´n. Por ejemplo, las rutas metabo´licas de 
KEGG[304], informaci´ ınas procedente de InterPro[80], in­on estructural de dominios de prote´
formacio´n regulatoria de dianas de micro ARNs procedente de mirBase[143], o informacio´n de 
factores de transcripcio´n procedente de TRANSFAC[181] almacenada en MsigDB[273] y YEAS­
TRACT[1] en el caso de la levadura. Como novedad, en esta nueva versio´n se han an˜adido enfer­
medades relacionadas con genes provenientes de OMIM[10], informacio´n acerca del efecto en 
la actividad de los genes bajo el efecto de diferentes fa´rmacos proveniente de PharmGKB[111, 
8], rutas metabo´licas procedentes de Panther[197] e identiﬁcadores de artı´culos de Pubmed 
asociadas a genes. Internamente, despue´s de manipular los ﬁcheros de las diferentes bases de 
datos, se obtiene una tabla de asociacio´n entre te´rminos y genes, la cual es procesada para 
que los identiﬁcadores de genes de estas tablas sean los co´digos internos generados en el paso 
anterior. 
3.2.2. Algoritmo para enriquecimiento 
GeneCodis realiza dos tipos de ana´lisis de enriquecimiento distintos, modular y singular. El 
an´ erminos entre s´ alisis con un mejor sentido alisis modular permite asociar t´ ı para realizar un an´
biol´ erminos se ha utilizado el algoritmo apriori[4], que permite en­ogico. Para poder asociar t´
contrar de forma eﬁciente conjuntos de elementos frecuentes para generar reglas de asociacio´n 
entre ellos. Este algoritmo se disen˜o´ para identiﬁcar conjuntos de elementos que son subcon­
juntos de al menos un nu´mero mı´nimo de transacciones en una base de datos. En este caso el 
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procedimiento determina conjuntos de te´rminos que comparten al menos un nu´mero mı´nimo de 
genes, comenzando por encontrar t´ unicos, utilizando esa salida para generar conjuntos erminos ´
de te´rminos cada vez ma´s grandes que compartan esos genes, hasta que no se puedan aumentar 
ma´s esos conjuntos. 
Posteriormente, una vez generados estos conjuntos, el an´ ıstico de enriquecimien­alisis estad´
to es equivalente. Se cuentan las ocurrencias de cada grupo de anotaciones en la lista de genes 
proporcionada como entrada y en la lista de genes de referencia. Por defecto GeneCodis3 usa 
como lista de referencia todos los genes anotados con terminos para las categor´ ı´as de te´rminos 
seleccionadas para ese organismo en concreto, utilizando como base el conjunto de genes de 
Ensembl. Entonces se realiza un test para encontrar las categorı´as enriquecidas, el cual puede 
ser una distribucio´n hipergeome´trica o una prueba de independencia χ2. Posteriormente, los 
p-valores generados por uno de estos tests son ajustados por contraste mu´ltiple pudiendo elegir 
entre dos me´todos diferentes. El primero de ellos es una correccio´n basada en simulacio´n, en 
la que seleccionan aleatoriamente subconjuntos de genes de la lista de referencia del taman˜o 
de la lista de entrada, y se calculan p-valores para cada conjunto de categorı´as enriquecidas, 
realizando este proceso 10000 veces, y corrigiendo entonces el p-valor original calculando la 
fraccio´n de simulaciones en las el p-valor para esa categorı´a que es mejor que el original. El 
segundo m´ ıa el de falsos descubrimientos propuesto por Benjamini y Hochberg[27]. etodo ser´
3.2.3. Reﬁnado de resultados 
En muchas ocasiones, a pesar de la utilidad de los ana´lisis de enriquecimiento, se generan 
listas muy largas que pueden confundir a la hora de realizar la interpretaci´ ogica. Muchas on biol´
veces esto ocurre por la redundancia de los te´rminos biolo´gicos que aparecen en gran canti­
dad de repositorios. Tambi´ erminos que pueden ser demasiado gen´en existen t´ ericos como para 
proporcionar informacio´n u´til. 
En esta versio´n de la herramienta se ha incluido un reciente me´todo denominado Gene-
Term Linker[81] cuya ﬁnalidad es intentar agrupar los resultados de enriquecimiento buscando 
modulos de genes y t´ erminos coherentes entre s´ ´ etodo realiza un ﬁltrado y agrupaci´ı. Este m´ on 
de te´rminos y genes para despue´s hacer un reﬁnamiento y ası´ eliminar redundancias en los gru­
pos generados, generando al ﬁnal un conjunto de genes y anotaciones agrupados en metagrupos. 
Finalmente se realizan una serie de tests estadı´sticos para comprobar la signiﬁcancia y cohe­
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Figura 3.5: Ejemplo de reﬁnado de resultados mediante el me´todo GeneTerm Linker. 
rencia de estos metagrupos. Esta opcio´n aparece en los resultados generados, ya que requiere 
un paso adicional de co´mputo. El resultado, visible en el ejemplo de la Figura 3.5 consiste en 
una tabla en la que aparecen los metagrupos junto con su signiﬁcancia estadı´stica, pudiendo ver 
detalles adicionales de coherencia de los mismos, y los resultados de GeneCodis a partir de los 
cuales se han generado. 
3.2.4. Ana´lisis comparativo 
La mayor parte de herramientas de ana´lisis de enriquecimiento trabajan u´nicamente con una 
lista de genes. Pero en muchos estudios se comparan diferentes condiciones obteniendo varias 
listas. En estas ocasiones, es importante encontrar las diferencias o similitudes funcionales entre 
estas listas. Tradicionalmente se han realizado ana´lisis por separado de las listas, y comparado 
de forma manual posteriormente los resultados. 
En esta versi´ alisis comparativo que permite el an´on se ha desarrollado un an´ alisis de dos 
listas de genes diferentes al mismo tiempo. Se realizan ana´lisis de enriquecimiento modular y 
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singular para todas las anotaciones marcadas, para cinco listas de genes en total, que serı´an las 
dos listas originales, la lista formada por la interseccio´n de estas dos, y los genes exclusivos de 
cada lista. Estas operaciones se realizan en el espacio de los genes y no de las anotaciones para 
garantizar la signiﬁcancia estadı´stica de los resultados. 
La forma de de mostrar los resultados es similar a la del ana´lisis de una sola lista, con la 
adicio´n de un diagrama interactivo de Venn para cada categorı´a de anotaciones que permite 
seleccionar el conjunto de genes del que se quieren visualizar los resultados. 
3.2.5. Caso de uso 
Para mostrar la utilidad de GeneCodis, se han analizado datos de genes diferencialmente 
expresados en la lı´nea celular WI-38 correspondiente a ﬁbroblastos de pulmo´n humano expues­
tos al compuesto carcino´geno α-benzopireno [65]. En este estudio se expusieron cultivos de 
esta lı´nea celular a tres distintas concentraciones de α-benzopireno (0.1, 0.5 y 1µM), y poste­
riormente se midieron diferencias de expresio´n ge´nica utilizando microarrays, obteniendo 384, 
972 y 837 genes diferencialmente expresados. Un esquema de los resultados de este ana´lisis se 
muestra en la Figura 3.6. 
En este caso se ha realizado un ana´lisis comparativo, utilizando como listas los genes sobre-
expresados e inhibidos signiﬁcativamente para las tres concentraciones del compuesto. Entre 
otros, se ha realizado un ana´lisis utilizando como base de datos de anotaciones los procesos 
biolo´gicos de Gene Ontology. Como se puede observar, los genes inhibidos aparecen relacio­
nados sobre todo con el ciclo celular, de lo que se deduce que probablemente el ciclo celular 
en los cultivos expuestos a α-benzopireno detienen los procesos asociados a divisio´n celular. 
Tambi´ on del ADN. Los genes sobreex­en aparecen inhibidos genes relacionados con reparaci´
presados aparecen principalmente asociados a procesos de respuesta a estre´s, aceleracio´n del 
metabolismo y angioge´nesis. Todos estos datos pueden apreciarse a primera vista en las nubes 
de t´ as exhaustiva en las tablas de resultados. Por ´erminos, o de una forma m´ ultimo, se ha apli­
cado GeneTerm Linker a estos resultados de enriquecimiento, agrupando anotaciones y genes 
en metagrupos con una mayor coherencia biol´ ı de una forma mucho ogica, pudiendo explicar as´
ma´s sencilla los diferentes procesos asociados a nuestros genes. 
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Figura 3.6: Comparacio´n de genes diferencialmente regulados y su ana´lisis funcional con GeneCodis. 
3.2.6. Implementacio´n 
GeneCodis esta´ compuesto de varias capas de software. La capa ma´s interna esta´ compues­
ta por codigo´ C++ que realiza los tests estadı´sticos, adema´s de generar las combinaciones de 
te´rminos biolo´gicos para el ana´lisis modular[36]. Por encima de esta capa, aparece una librerı´a 
escrita en Ruby para encapsular el co´digo C++, donde aparecen funciones para el acceso a 
los genes, sus traducciones y a los t´ ogicos. Esta librer´erminos biol´ ıa es la encargada de gene­
rar tambie´n la entrada apropiada para lanzar el co´digo C++, que adema´s puede ejecutarse de 
forma local, o en un cluster de computadoras, para poder ası´ liberar al servidor web de carga 
computacional. La librerı´a tambie´n hace uso de la ejecucio´n multihilo para minimizar el tiempo 
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de generacio´n y lanzamiento de datos. Esta librerı´a se ha implementado para poder ser llamada 
como un servicio web, para uniﬁcar de esta forma su utilizacion v´ ı´a web o programa´tica. Por 
´ on se ha desarrollado con Ruby on Rails, uno de los framework ultimo, la capa web de la aplicaci´
web ma´s ampliamente utilizados en la actualidad. 
3.2.7. Resultados 
Desde el lanzamiento de esta tercera versio´n de GeneCodis, la herramienta ha sido utilizada 
en m´ on de visita as de 67000 ocasiones por unos 19000 usuarios distintos, y con una duraci´
de ma´s de 13 minutos por sesio´n, lo cual reﬂeja el nivel de popularidad que ha alcanzado esta 
herramienta. Aparte de las novedades metodol´ on, mencionadas ogicas introducidas en esta versi´
previamente, se han introducido mejoras, sobre todo en la parte gra´ﬁca, para proporcionar a 
los usuarios datos de forma ma´s intuitiva. Primero de todo, se ha simpliﬁcado el formulario 
de entrada, dejando visibles los elementos imprescindibles para poder ejecutar un ana´lisis, y 
simpliﬁcando y ocultando las opciones avanzadas, tales como la seleccio´n de la lista de genes 
de referencia, o los tests estadı´sticos utilizados para calcular los p-valores y sus correcciones. 
La visualizacio´n de los resultados tambie´n se ha mejorado, an˜adiendo a las tablas de re­
sultados de enriquecimiento mayor interactividad, permitiendo su ordenacio´n y ﬁltrado. Para 
esta versi´ as se han a˜ erminos por on adem´ nadido nuevos elementos visuales, como una nube de t´
tabla de resultados, que contiene los treinta te´rminos ma´s signiﬁcativos de los resultados. Los 
tama˜ erminos var´ umero de genes asociados a cada uno de ellos. nos de los t´ ıan dependiendo del n´
De esta forma se puede realizar una muy ra´pida interpretacio´n de la parte ma´s relevante de los 
resultados del analisis. Los gr´ aﬁcos a´ ˜ on de la herramienta tambi´nadidos en la segunda versi´ en 
se han renovado, consistiendo en una gra´ﬁca en forma de tarta y otra de columnas, pudiendo ser 
modiﬁcadas en tiempo real mediante ﬁltros. Esta mayor interactividad en la visualizacio´n de 
los resultados, junto con la adicio´n del algoritmo de GeneTerm Linker permite una mejor inter­
pretaci´ alisis. La incorporaci´ alisis comparativos tambi´ nadoon de los an´ on de los an´ en se ha dise˜
en este sentido, intentando actualizar la herramienta para un uso ma´s co´modo con resultados de 
experimentos de alto rendimiento. Todas estas mejoras aparecen esquematizadas en la Figura 
3.7. 
Esta nueva funcionalidad, junto con la mejora en la implementacio´n, haciendo uso de la 
programacio´n con hilos para minimizar los tiempos de ejecucio´n en partes del co´digo que no 
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Figura 3.7: Mejoras en la visualizacio´n y ana´lisis de datos integradas en esta versio´n de GeneCodis. 
habı´an sido paralelizadas en anteriores versiones de la herramienta, y optimizando la conﬁgura­
cio´n y lanzamiento de los trabajos en cluster para maximizar la ejecucio´n de varios trabajos en 
paralelo, son las principales caracterı´sticas que deﬁnen a esta tercera versio´n de la herramienta. 
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3.3.	 Mejorando las predicciones en interacciones entre ARN 
mensajeros y micro ARNs (m3RNA) 
A pesar de la mejora en las tecnologı´as de secuenciacio´n masiva, que han permitido la puesta 
en marcha de me´todos para descubrir nuevas interacciones entre mensajeros y micro ARNs, se 
presupone que existen a´ an relacionados con un muchas por descubrir, ya que los micro ARN est´
la regulacio´n de pra´cticamente todos los genes codiﬁcantes de proteı´nas[83]. Gran cantidad de 
grupos de investigacio´n han dedicado esfuerzos a estudiar la naturaleza de estas interacciones 
para intentar comprender las caracterı´sticas que son ma´s importantes para que se produzcan, 
y ası´ poder crear modelos que las tengan en cuenta y poder realizar predicciones que intenten 
ﬁnalmente explicar c´ on g´omo afectan estas uniones a la expresi´ enica. Ya se ha explicado en la 
Seccio´n 1.1.5.3.1 las caracterı´sticas que se tienen en cuenta a la hora de realizar predicciones, y 
los diferentes me´todos utilizados. 
La existencia de un gran nu´mero de algoritmos y bases de datos de predicciones diﬁculta a 
los investigadores el proceso de buscar si existen genes diana para un determinado micro ARN, 
y si existen, cual es ma´s probable que realmente se una, debido a la heterogeneidad de formatos 
de ﬁcheros y diferencias en los identiﬁcadores, tanto en los genes como en los micro ARNs. El 
experimentalista tendrı´a o bien que elegir una base de datos sin tener muy claro cual es la mejor, 
o tendrı´a que intentar recopilar datos de diferentes bases de datos, con el tiempo que eso conlle­
va. La diﬁcultad adicional existente con los identiﬁcadores puede hacer que perdamos posibles 
interacciones interesantes. Existen varios tipos de identiﬁcadores de micro ARNs, los cuales 
pueden ser muy confusos de utilizar. Normalmente siguen la convencio´n de poner primero el 
co´digo en tres letras del organismo, seguido de tres letras que pueden ser miR o mir dependiendo 
de si se trata de un micro ARN maduro o precursor, y posteriormente se an˜ade un nu´mero, que 
se proporciona secuencialmente seg´ naden suﬁjos en el caso de que un su descubrimiento. Se a˜
un micro ARN maduro pueda provenir de diferentes secuencias precursoras, y adema´s existen 
diferentes nomenclaturas para denominar a los productos maduros predominantes u opuestos, 
nomenclaturas que adema´s han ido cambiando con el tiempo. La base de datos miRBase[11] ha 
uniﬁcado estas diferentes nomenclaturas proporcionando un nombre u´nico para cada secuencia. 
Ante esta situacio´n se propone el siguiente trabajo, consistente en una metodologı´a que 
combina y proporciona nuevas puntuaciones a las interacciones provenientes de diferentes bases 
de datos. De esta forma se proporciona a la comunidad un recurso centralizado que intenta aunar 
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las mejores caracterı´sticas de cada uno de los recursos existentes previamente.
 
3.3.1. Recursos utilizados 
Como ya se ha mencionado, en este trabajo se ha intentado aunar gran cantidad de infor­
macio´n de diferentes bases de datos de interacciones, tanto experimentalmente validadas como 
provenientes de predicciones. Como bases de datos experimentales, se han utilizado las pre­
viamente mencionadas: miRWalk, miRecords, TarBase y miRTarBase. Todas las interacciones 
presentes en estas bases de datos se han unido para conformar el esta´ndar contra el que comparar 
las interacciones de las bases de datos de prediccio´n. 
Las bases de datos predictivas incluidas son: EIMMo[85], DIANA-microT[175], Micro-
cosm[97], microRNA.org[31], TargetScan[158], PITA[134], miRWalk-predictive[68] y TargetSpy[272]. 
EIMMo busca posibles sitios de unio´n para un micro ARN en genes de cuatro especies distintas, 
y dependiendo del nu´mero de especies en los que haya habido algu´n posible sitio de unio´n, uti­
liza estadı´stica bayesiana para calcular la probabilidad de conservacio´n de la semilla. En el caso 
de DIANA-microT, primero se busca complementariedad encontrando semillas de 7 a 9 nucleo´ti­
dos, o de 6 con la posibilidad de un wobble, en la regio´n de la UTR del gen, otorgando entonces 
una puntuaci´ andola con un conjunto de interacciones ya identiﬁcadas, on a cada sitio compar´
para ﬁnalmente ponderar estas puntuaciones. Tanto Microcosm como microRNA.org utilizan el 
algoritmo miRanda explicado anteriormente. TargetScan se basa en el algoritmo explicado en 
la Seccio´n 1.1.5.3.1.1. PITA escanea las UTR de los genes y puntu´a cada sitio utilizando el 
me´todo de Kertesz et al.[134]. El algoritmo en que se basa miRWalk-predictive busca la com­
plementariedad ma´s larga entre los micro ARNs y las secuencias de genes buscando primero 
en la semilla. Los sitios encontrados se clasiﬁcan por la regio´n del gen donde se ha produ­
cido el alineamiento, y por ´ on de probabilidad de la ocurrencia ultimo se calcula la distribuci´
de emparejamientos aleatorios de una subsecuencia mediante una distribucio´n de Poisson, aso­
ciando las mejores interacciones con probabilidades ma´s bajas. Finalmente, TargetSpy utiliza 
como entrada 3’UTRs y secuencias de micro ARNs, se buscan sitios complementarios, y los 
puntua mediante un clasiﬁcador que estima la calidad de las caracter´ ı´sticas mediante el me´todo 
ReliefF[142]. 
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3.3.1.1. Normalizacio´n de bases de datos 
Existe una gran heterogeneidad en cuanto a identiﬁcadores de genes y micro ARNs, de he­
cho existen incluso bases de datos que disponen de identiﬁcadores de tra´nscritos, una forma 
mucho ma´s especı´ﬁca de deﬁnir la interaccio´n. En este trabajo se ha optado por utilizar identiﬁ­
cadores de miRBase y Ensembl como identiﬁcadores comunes, para poder comparar e integrar 
bases de datos. Para traducir del formato de genes original de la base de datos a Ensembl, se ha 
utilizado la herramienta BioMart[263]. En el caso de los identiﬁcadores de micro ARNs, miR-
Base dispone en su seccio´n de descargas de un ﬁchero de diccionario para convertir del resto 
de notaciones al formato de identiﬁcador de miRBase. Finalmente, para poder comparar de un 
mejor modo estas bases de datos, se han normalizado las puntuaciones de cada base de datos 
predictiva, escalando todas las interacciones de 0 a 1, teniendo una puntuacio´n ma´s cercana a 
1 la interaccio´n con mayor probabilidad de ser validada experimentalmente. Se probaron otras 
estrategias de normalizacio´n, como la resultante de sustituir las puntuaciones por uno menos 
la funcio´n de densidad acumulada evaluada hasta el punto en el que se encuentra cada una de 
las puntuaciones, intentando de esta manera eliminar el efecto de la existencia de zonas en las 
que un pequen˜o rango de puntuaciones concentran gran densidad de interacciones. Esta puntua­
cio´n dependiente del rango de la interaccio´n ﬁnalmente no fue utilizada, ya que en las pruebas 
realizadas no mostr´ etodo de escalado. o ninguna mejora con el m´
3.3.2. Rendimiento de bases de datos predictivas 
Antes de comenzar a realizar ning´ on, un primer paso fue comprobar la un tipo de combinaci´
ﬁabilidad de las bases de datos predictivas, de una forma muy similar a la descrita en [205]. Se 
utilizo´ todo el conjunto de interacciones experimentalmente validadas para medir el enriqueci­
miento en e´stas dentro de cada una de las bases de datos predictivas mediante una distribucio´n 
hipergeome´trica. Para cada base de datos predictiva, se ordenaron las interacciones por su va­
lor de puntuacio´n, y se hizo un test hipergeome´trico para valores diferentes de umbral en las 
puntuaciones. Se determin´ as enriquecido eligiendo el umbral o el conjunto de interacciones m´
asociado a un p-valor ma´s bajo del test. Este p-valor es una medida de enriquecimiento en inter­
acciones experimentalmente validadas en estas bases de datos. Al obtener p-valores muy bajos, 
era muy probable cometer errores de redondeo, por lo que se utiliz´ on propuesta o la aproximaci´
en [164]. Los resultados esta´n incluidos en la Tabla 3.4. 
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Tabla 3.4: Fiabilidad de las diferentes bases de datos de predicciones de interacciones, junto con los nuevos me´to­
dos propuestos 
etodo puntuacion z ´ No interacciones m´ No interacciones BBDD No interacciones validadas Proporci´ % interacciones para mı´nimo z ınimo z on interacciones validadas M´
WSP 
LRS 
EiMMo 
DIANA-microT 
microrna.org 
microcosm 
PITA 
TargetSpy 
miRWalk 
TargetScan 
mirTarget 
-84.52 123589 
-89.27 163829 
-61.87 191582 
-54.51 269525 
-21.2 134227 
-17.99 6035 
-15.2 75683 
-14 178114 
-9.92 422089 
-9.29 19491 
-5.08 149088 
4669137 
4669137 
1781671 
2889574 
737379 
352016 
206722 
300000 
780000 
132809 
691265 
4286 
4286 
2949 
3010 
2685 
784 
1425 
653 
1243 
1832 
234 
9.18E-04 6.94 
8.18E-04 9.2 
1.66E-03 10.75 
1.31E-03 11.77 
3.64E-03 18.2 
2.23E-03 1.71 
6.89E-03 36.61 
2.18E-03 59.37 
1.59E-03 54.11 
1.38E-02 14.68 
3.39E-04 21.57 
Estos datos mostrados pueden darnos una idea de lo bien que se comportan estas bases 
de datos a la hora de predecir, pero necesitamos tambie´n alguna forma de comparacio´n entre 
ellas. En el ´ aquina, el area bajo una curva ROC (Receiver Operating area del aprendizaje m´ ´
Characteristic) es una de las aproximaciones ma´s usadas para medir y comparar rendimientos. 
En una curva ROC se comparan la raz´ onon de verdaderos positivos (VPR) o sensibilidad y la raz´
de falsos positivos (FPR), que serı´a equivalente a uno menos la especiﬁcidad. Estas razones se 
calculan del siguiente modo: 
V P 
V PR = (3.5)
V P + FN 
FP 
FPR = (3.6)
FP + V N 
Donde VP serı´an los verdaderos positivos, FN los falsos negativos, FP los falsos positivos y 
VN los verdaderos negativos. En el caso de predicci´ ametros se on de micro ARNs, estos par´
calculan como sigue. Una interaccio´n se considera: VP en caso de que se haya predicho y este´ 
validada; VN en caso de que la interacci´ e dentro de las bases de on ni se haya predicho ni est´
datos experimentales; FP en caso de que la interaccio´n se haya predicho pero no se encuentre 
validada; y FN en caso de que la interaccio´n se haya determinado experimentalmente pero no se 
encuentre entre las predicciones. Cada punto de la curva ROC se obtiene utilizando diferentes 
valores umbral para las puntuaciones normalizadas. La Figura 3.8 muestra curvas ROC para 
todos los algoritmos predictivos. 
Esta forma de medir el rendimiento no es perfecta, ya que no todas las interacciones existen­
tes han podido ser validadas, y hay muy pocos conjuntos de interacciones que se han probado 
y que no se hayan validado, para servir de referencia a los verdaderos negativos. De esta forma 
este conjunto de VN, y parte de los FP no han podido ser correctamente clasiﬁcados. Por lo tanto 
realizar comparaciones con valores mal clasiﬁcados puede dar lugar a resultados erro´neos. Una 
aproximacio´n alternativa puede ser la de utilizar las curvas de precisio´n y sensibilidad. Aquı´, la 
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Figura 3.8: Curvas ROC para me´todos predictivos incluidos en este trabajo junto con los nuevos algoritmos pro­
puestos. 
precisio´n, que se calcula como sigue: 
V P 
P recision = (3.7)
V P + FP 
se compara con la razo´n de verdaderos positivos o sensibilidad. Existe una relacio´n entre las 
curvas ROC y las curvas de precisio´n y sensibilidad [57], por lo que las limitaciones que se han 
expuesto para las curvas ROC tambie´n afectan a este tipo de medidas. Para poder comparar de 
un mejor modo, y ası´ complementar la informacio´n procedente de las curvas ROC, se introduce 
en este trabajo el concepto de curva de precisio´n. Para cada base de datos predictiva, las inter­
acciones se ordenan pos sus puntuaciones normalizadas en orden descendiente, y se determinan 
los valores de precisi´ aﬁca se construye utilizando el rango on acumulada en cada punto. La gr´
de las interacciones como eje horizontal, y la precisio´n acumulada hasta ese punto en el eje 
vertical. La curva resultante, generada en la Figura 3.9 para las mismas bases de datos que en 
el caso de la curva ROC anterior, muestra la proporcio´n de las interacciones predichas que han 
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Figura 3.9: Curvas de precisi´ etodos predictivos incluidos en este trabajo junto con los nuevos algoritmos on para m´

propuestos.
 
sido validadas experimentalmente contra el total de predicciones. Esta aproximacio´n tambie´n 
esta´ afectada por la dependencia de los valores de falsos positivos, que no siempre puede esti­
marse, pero en este caso, al no utilizarse el valor de verdaderos negativos, se minimiza el error 
por la p´ on.erdida de informaci´
3.3.3. Me´todos propuestos 
3.3.3.1. Weighted Scoring by Precision (WSP) 
En este trabajo se ha propuesto el siguiente me´todo, que combina las puntuaciones de ca­
da interaccio´n en diferentes bases de datos predictivas calculando la suma ponderada de las 
puntuaciones normalizadas de cada prediccio´n. Estos pesos se han incluido a causa de que los 
m´ alculo de las puntuaciones de las distintas bases de datos pueden no tener la misma etodos de c´
ﬁabilidad. 
El m´ en en la Figura etodo propuesto se realiza de la siguiente forma, esquematizada tambi´
3.10. Primero las interacciones de cada base de datos predictiva se ordenan de mejor a peor 
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Figura 3.10: Esquema de funcionamiento de los dos me´todos propuestos. 
puntuacio´n: 
Sij − min(Sij )
Sij = t[0, 1] (3.8) 
max(Sij ) − min(Sij ) 
Entonces se calcula la precisio´n acumulada para cada una de las interacciones ordenadas hasta 
ese punto. De esta forma la precisi´ on s´on acumulada para determinada interacci´ olo tiene en 
cuenta el nu´mero de verdaderos y falsos positivos desde la mejor interaccio´n hasta ese punto. 
Se determino la precisi´ on umbral como la obtenida del c´ ´ ultima interacci´alculo de la ´ on, y para 
tener en cuenta la diferente ﬁabilidad en varias bases de datos predictivas, el valor de precisio´n 
es corregido resta´ndole este valor. De esta forma, las interacciones con una precisio´n corregida 
menor que cero se podrı´an tomar como las que se comportan de forma similar a una prediccio´n 
realizada al azar. 
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Por u´ltimo, se calcula una puntuacio´n para cada interaccio´n, que integra todos estos ca´lculos 
previos para cada una de las bases de datos predictivas tomadas en consideracio´n: 
nn 
Sˆj = Sij ∗ (P recisionij − Umbrali) (3.9) 
i=1 
Con este m´ on combinada alta ser´etodo, las interacciones con una puntuaci´ an aquellas que, o 
bien han obtenido una puntuacio´n muy alta en una base de datos, o han obtenido puntuacio­
nes buenas en muchas de las bases de datos utilizadas. De esta forma, al tener en cuenta la 
precisio´n, las puntuaciones altas tambie´n signiﬁcan mayor probabilidad de que se puedan va­
lidar experimentalmente. Si una interaccio´n no ha sido correctamente puntuada en una de las 
bases de datos, muy probablemente esto no ocurra en las dema´s, y con la ponderacio´n de las 
puntuaciones este efecto en la puntuacio´n ﬁnal se minimiza. 
3.3.3.2. Logistic Regression combined Scoring (LRS) 
En este estudio adema´s del me´todo WSP, se ha incluido tambie´n otro me´todo de combi­
nacio´n de bases de datos de predicciones muy similar desarrollado por colaboradores de este 
trabajo. En esta aproximaci´ as alta sea la probabilidad de que una on se asume que cuanto m´
interaccio´n se pueda validar experimentalmente, ma´s ﬁable es. En este me´todo, descrito en la 
Figura 3.10, primero se determina la probabilidad de cada interaccio´n de cada una de las bases 
de datos predictivas de haber sido experimentalmente validada, y entonces las combina para 
otorgar a cada interacci´ unica probabilidad, utilizando un modelo de regresi´ ıstica.on una ´ on log´
Primero, las interacciones de cada base de datos son ordenadas por sus puntuaciones, de 
mejor a peor. Entonces, las interacciones se agrupan por puntuacio´n, y para cada grupo se cal­
cula el ratio entre el nu´mero de interacciones experimentalmente validadas dentro del grupo 
con respecto al taman˜o total del grupo. Estos ratios se interpolan creando una curva suavizada. 
Finalmente, se ajusta una regresion log´ ı´stica utilizando las puntuaciones extraı´das de las curvas 
suavizadas, teniendo en cuenta que las mismas interacciones pueden tener diferentes puntua­
ciones en las distintas bases de datos predictivas. Las probabilidades devueltas por la regresio´n 
logı´stica en las diferentes bases de datos se combinan entonces para crear las puntuaciones 
ﬁnales. 
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3.3.4. Desarrollo de aplicacio´n web m3RNA 
Las bases de datos combinadas obtenidas con estos dos me´todos han sido incluidas en una 
aplicaci´ on consta de una librer´on web. La aplicaci´ ıa escrita en Ruby, que realiza consultas a una 
base de datos implementada en postgreSQL. Se pueden utilizar diversos tipos de identiﬁcadores 
tanto de micro ARNs como de genes, ya que la librerı´a internamente los traduce a los forma­
tos internos, Ensembl y miRBase. Esta librerı´a esta´ conectada con un servicio web SOAP, para 
proporcionar acceso programa´tico para operaciones de lectura de datos. Los usuarios pueden 
acceder a la informacio´n por esta vı´a proporcionando un identiﬁcador de organismo y una lista 
de micro ARNs y/o genes. Los resultados se devuelven en forma de tabla, que contiene informa­
cio´n de las bases de datos combinadas, datos de las bases de datos experimentales y predictivas 
utilizadas, en forma de puntuaciones normalizadas y datos sobre la precisio´n, y datos descripti­
vos acerca de los micro ARNs y genes utilizados en la consulta. Por encima de todo estos se ha 
construido una sencilla aplicacio´n web con el framework Ruby on Rails. 
3.3.5. Caso de uso 
Una utilidad directa de esta herramienta es la de encontrar posibles micro ARNs que re­
gulen la acci´ on experimental. En la on de determinado gen para entonces realizar una validaci´
publicacio´n de Chen et al.[45] se realiza una validacio´n experimental de que el micro ARN 
hsa-miR-30d-5p inhibe la expresi´ on en la regi´on del gen CCNE2 mediante su uni´ on 3’UTR del 
mismo realizando ensayos de genes reportero luciferasa y de inmunoprecipitacio´n de ARN. 
Si se quisieran encontrar posibles dianas para el gen CCNE2 en el supuesto de no haber 
sido validado experimentalmente a´ es de la web de la herramienta presentada, y selec­un, a trav´
cionando en el formulario el organismo adecuado (Homo sapiens) e introduciendo el nombre 
del gen en la caja de entrada, se obtendrı´a una tabla de resultados de posibles interacciones 
ordenadas segu´n la puntuacio´n del algoritmo WSP. De entre los diez primeros resultados, cinco 
pertenecen a la familia de los micro ARN miR-30, siendo hsa-miR-30d-5p el cuarto, con una 
puntuacio´n muy buena, como puede observarse en la Figura 3.11. El algoritmo LRS en este caso 
tambie´n corroborarı´a esta prediccio´n, otorgando la mejor puntuacio´n a esta posible interaccio´n. 
Esta prueba se ha realizado no permitiendo la inclusi´ on entre el gen CCNE2on de la interacci´
y el micro ARN hsa-miR-30d-5p en las bases de datos de interacciones experimentalmente 
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hsa-miR-30d-5p
Figura 3.11: Gra´ﬁca de resultados del algoritmo WSP para el gen CCNE2. 
validadas, para no sesgar el resultado, y asemejarlo a un caso real. 
3.3.6. Resultados 
Se ha utilizado un test hipergeome´trico para poder medir la ﬁabilidad de las bases de datos 
predictivas. Los resultados de este test pueden verse en la Tabla 3.4, incluyendo tambie´n las 
bases de datos generadas por los me´todos descritos en este trabajo. El valor z calculado para 
cada una de estas bases de datos es una medida de enriquecimiento en interacciones experi­
mentalmente validadas. Ya que los me´todos desarrollados en este trabajo combinan todas estas 
bases de datos de predicciones, es lo´gico que sean las mejor puntuadas en cuanto a este valor z, 
ya que contienen todas las interacciones predichas que han podido validarse del resto de bases 
de datos. TargetScan es de las bases de datos incluidas ma´s pequen˜as, pero contiene la mayor 
proporcio´n de interacciones que han podido validarse experimentalmente. A pesar de esto, el 
valor z asignado a esta base de datos es bastante pobre. Por lo tanto, utilizar esta puntuacio´n 
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como u´nica medida de ﬁabilidad en las predicciones puede llevarnos a un error. Esta medida es 
ﬁable ´ no similar. unicamente utilizando bases de datos de un tama˜
Para poder comparar los resultados de los m´ etodosetodos propuestos, se han utilizado los m´
de evaluacio´n propuestos anteriormente, las curvas ROC y las curvas de precisio´n. Adema´s, 
hemos incluido otros dos m´ on de bases de datos muy simples, la uni´etodos de combinaci´ on y 
la interseccio´n. En la Figura [curva ROC] se pueden apreciar las curvas ROC para todas las 
bases de datos predictivos y los me´todos propuestos. Se puede observar que la interseccio´n es 
el m´ ´ ı debido a su min´ no,etodo con un area bajo la curva mayor, pero esto es as´ usculo tama˜
contando so´lo con 117 interacciones. Del resto de bases de datos, los dos me´todos propuestos 
tienen un ´ on tomadas area bajo la curva igual o mejor que el resto de bases de datos de predicci´
en consideracio´n, quedando EiMMo igualada con el me´todo WSP. Es importante recalcar la 
diferencia de taman˜o de las diferentes bases de datos, que al igual que con la base de datos 
interseccio´n puede hacer que la comparacio´n pueda verse distorsionada. 
Para limitar los efectos de la informacio´n ausente en falsos positivos y verdaderos negativos, 
se ha propuesto en este trabajo la curva de precisio´n. Se ha calculado para todas las bases de 
datos predictivas y me´todos propuestos, y aparece representada en la Figura [curva precision]. 
Como primera diferencia aparece que la base de datos de intersecci´ ıa con una on, que aparec´
mayor a´rea bajo la curva utilizando curvas ROC, desaparece de entre las mejores. Es conside­
rable tambie´n la diferencia entre las curvas de la base de datos EiMMo y el me´todo WSP, que 
aparecı´an con la misma ´ onarea bajo la curva en las ROC, y en cambio en este tipo de comparaci´
queda muy por debajo. En la gra´ﬁca se puede apreciar que los dos me´todos propuestos mejoran 
al resto, y se comportan de un modo muy similar exceptuando las primeras 400 interacciones 
aproximadamente. Esas diferencias constituyen un porcentaje muy bajo de las interacciones de 
los dos me´todos, en torno al 0.01 %. En la experiencia a la hora de validar interacciones, no 
so´lo es importante una buena puntuacio´n de un determinado me´todo, sino que tambie´n hay que 
tener en cuenta la posici´ on dentro del total de las interacciones ordenadas. De on de la interacci´
esta forma, los dos me´todos propuestos son perfectamente compatibles, pudiendo elegir para 
validaci´ as alto de la lista en ambos m´on las interacciones que aparezcan en lo m´ etodos. 
Por u´ltimo, todos los datos de las bases de datos tanto predictivas como experimentales, y 
de los dos m´ an accesibles a trav´etodos propuestos, est´ es del portal desarrollado para tal efecto. 
Utilizando el buscador, aparecera´ una lista de interacciones que puede ordenarse por diferentes 
valores, en las que aparece su presencia o ausencia en las bases de datos experimentales inclui­
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das, los valores de prediccio´n normalizados, ası´ como la precisio´n y la precisio´n corregida de 
cada una de las bases de datos predictivas, ası´ como para los dos me´todos propuestos. Se pueden 
realizar bu´squedas dentro de la tabla y consultar informacio´n de los genes y micro ARNs que 
aparecen en los resultados de la b´ as de poder descargar todas las interacciones usqueda, adem´
de una consulta en forma de ﬁchero tabulado. 
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3.4. Una herramienta para buscar experimentos transcripto´mi­
cos similares en el contexto del reposicionamiento de fa´rma­
cos (NFFinder) 
En el proceso de desarrollo de nuevos fa´rmacos se invierte una cantidad ingente de recur­
sos y tiempo, llegando a pasar ma´s de quince an˜os hasta poder llegar a comercializarlos. Los 
compuestos en una fase inicial o preclı´nica son probados en cultivos celulares y animales para 
estudiar como act´ ua el organismo ante la mol´ ´ etica), y c´ ua la mol´ecula (farmacocin´ omo act´ ecula 
frente al organismo (farmacodina´mica). De esta manera se puede estudiar la posible toxicidad 
del compuesto o su forma de absorci´ on por el organismo. Una vez superada esta on y degradaci´
fase, si el compuesto candidato es ido´neo, pasa a fase clı´nica, con una primera fase inicial en la 
que se utiliza un reducido n´ ıa y los posibles umero de personas, donde se determina la posolog´
efectos secundarios, entre otros. Gran cantidad de compuestos candidato son rechazados en es­
tas fases, sin llegar a fases clı´nicas m´ endose invertido as avanzadas o lanzarse al mercado, habi´
mucho tiempo y dinero en ellos. Las empresas farmace´uticas almacenan toda esta informacio´n 
sobre los compuestos, posibles dianas, efectos adversos, etc. Debido a los altos costes en es­
te tipo de desarrollos, las farmace´uticas normalmente utilizan tambie´n otro tipo de estrategias 
complementarias. Una de ellas es el reposicionamiento de f´ asicamente la uti­armacos, que es b´
lizacion de compuestos ya conocidos en enfermedades para las cuales no hab´ ı´an sido disen˜ados 
inicialmente[71]. De esta forma se pueden reducir los costes y el tiempo invertido hasta llegar 
a las fases de pruebas clı´nicas. 
Gran parte de los fa´rmacos reposicionados existentes lo fueron por accidente[21], por ejem­
plo al observar en fases clı´nicas efectos secundarios que podrı´an ser terape´uticos para otras 
enfermedades. Pero gracias a las nuevas tecnologı´as se ha pretendido evaluar todos estos com­
puestos descartados frente a nuevas dianas en busca de tratamientos. Existen principalmente dos 
estrategias en este sentido, las basadas en compuestos y las basadas en enfermedades[67]. Las 
basadas en compuestos intentan buscar similitudes a nivel quı´mico, estructural o de actividad 
con compuestos ya utilizados para tratar determinada patologı´a de intere´s. Las basadas en enfer­
medades buscan enfermedades con signos patolo´gicos similares para intentar utilizar el mismo 
tipo de compuestos como tratamiento. Lo ma´s efectivo suele ser combinar ambas estrategias. 
Existe una forma alternativa de reposicionamiento a la hora de trabajar con enfermedades 
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de origen gene´tico. Este tipo de enfermedades suele mostrar patrones anormales de expresio´n 
g´ armacos. De esta forma se enica, que pueden investigarse para intentar revertirlos mediante f´
pueden aprovechar los datos presentes en bases de datos de expresio´n relacionados con com­
puestos y/o enfermedades para encontrar patrones de expresio´n similares e intentar hacer nue­
vas relaciones que desemboquen en un reposicionamiento. Gracias al auge en las tecnologı´as 
de secuenciaci´ ublicos en los que almacenar experimentos de on, se han creado repositorios p´
expresio´n de un modo muy homoge´neo. En la seccio´n 1.1.5.2.1 aparecen las principales bases 
de datos creadas en este sentido, siendo las ma´s importantes GEO de NCBI y ArrayExpress de 
Embl-EBI. 
En el caso de Connectivity Map[149] del Broad Institute, aparte de albergar datos de expre­
sio´n, contiene una herramienta que permite realizar consultas contra sus datos, y de esta manera 
poder realizar comparaciones. Para llevar a cabo estas comparaciones utiliza un algoritmo de 
reconocimiento de patrones basado en el de GSEA[273]. De esta forma, y al utilizarse en los 
perﬁles de expresi´ elulas humanas tratadas con diferentes on de esta base de datos cultivos de c´
compuestos, se pueden buscar conexiones funcionales entre estos compuestos, enfermedades y 
genes. 
Tomando como base la idea de Connectivity Map de comparaci´ o la idea on de perﬁles surgi´
de extender este tipo de comparaciones a otras bases de datos de experimentos. De esta for­
ma surge NFFinder, una herramienta web para poder crear hipo´tesis en reposicionamiento de 
f´ on de perﬁles de expresi´armacos basado en comparaci´ on. Esta herramienta permite, a partir 
de la introduccio´n de los genes diferencialmente expresados de un experimento, poder realizar 
consultas contra una base de datos que contiene datos de GEO, CMap y DrugMatrix, realizando 
comparaciones de ﬁrmas de expresio´n con un me´todo basado en el utilizado en la herramienta 
MARQ[291]. Los experimentos extraı´dos de estas bases de datos han sido procesados utilizando 
herramientas de minerı´a de texto como MetaMap[14], extrayendo informacio´n relacionada con 
farmacos, enfermedades y cient´ ı´ﬁcos para poder ﬁltrar los resultados de una forma mucho ma´s 
especı´ﬁca. 
3.4.1. Construcci´ on de perﬁles on y comparaci´
NFFinder genera una base de datos interna a partir de las miles de ﬁrmas de expresi´ eni­on g´
ca de todos los experimentos extraidos de GEO, CMap y DrugMatrix. Estas ﬁrmas se generan 
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Figura 3.12: Esquema de construccio´n de la base de datos y etiquetado de ﬁrmas de NFFinder. 
en base a la comparacio´n de diferentes muestras de estas bases de datos utilizando Limma[240] 
para hacer un ana´lisis de expresio´n diferencial. Una vez hecho esto, si existe un suﬁciente nu´me­
ro de re´plicas, los genes se ordenan por el valor t procedente de Limma, y si no, se ordenan por 
los valores de cambio de expresio´n entre las condiciones. En el caso de CMap y DrugMatrix, 
es trivial realizar estas comparaciones, ya que en estas bases de datos los compuestos utilizados 
fueron comparados con experimentos control. De esta manera, todas las comparaciones son ra­
zonables. No ocurre lo mismo con los datos de GEO. Los datos utilizados de esta plataforma 
son aquellos que han sido revisados manualmente e introducidos en los llamados GEO DataSets 
(GDS). Estos contienen informacio´n adicional sobre los factores presentes en el experimento, 
originalmente introducidos para poder realizar tareas de agrupamiento y comparacio´n dentro de 
estos datos. Los factores pueden representar cualquier tipo de agrupamiento de muestras, desde 
tiempos, tipo de ce´lulas, cultivo o tejido, compuesto utilizado, etc, y son los que se utilizan para 
comparar las muestras y poder crear perﬁles de expresio´n. Pero no todas las comparaciones 
tienen sentido. En este trabajo se buscan primero palabras clave para encontrar muestras asig­
nadas como control, y poder realizar comparaciones del resto de muestras contra estas. Si no se 
encuentra, se comparan todas las posibles condiciones, pudiendo aparecer comparaciones sin 
sentido. Estas comparaciones no pueden ser ﬁltradas de forma automa´tica, por lo que es tarea 
del usuario hacer esto a la hora de realizar una interpretacio´n de los resultados. La direccio´n 
de la comparacio´n en caso de no encontrar un control, o no identiﬁcar una serie de tiempos, se 
realiza tambie´n de forma arbitraria. Todos los resultados de las ﬁrmas de perﬁles se almacenan 
en una base de datos local. El proceso de generacio´n de perﬁles y el posterior procesamiento de 
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las ﬁrmas para an˜adir distintos tipos de metadatos aparece esquematizado en la Figura 3.12. 
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Figura 3.13: Esquema de funcionamiento de la comparacio´n de perﬁles en NFFinder. 
Una vez generada la base de datos de perﬁles, a partir de una lista de genes sobreexpresados 
e inhibidos de un experimento, podemos realizar comparaciones para poder encontrar experi­
mentos con una expresio´n similar, como puede observarse en la Figura 3.13. Estas comparacio­
nes se realizan utilizando una metodologı´a similar a la empleada en la herramienta MARQ[291], 
calculando una puntuacio´n de similitud basada en la utilizada en Connectivity Map. Los genes 
de entrada primero se dividen en dos listas separando los genes sobreexpresados de los inhibi­
dos. Cada una de estas dos listas recibe una puntuacio´n al compararse con un perﬁl de expresio´n, 
premiando a los genes de estas listas que se encuentran tambie´n diferencialmente expresados 
de una forma signiﬁcativa en el perﬁl contra el que se compara. De esta forma los perﬁles com­
parados son ma´s parecidos si sus genes diferencialmente expresados son similares, recibiendo 
ası´ mejores puntuaciones. Para calcular estos valores de puntuacio´n so´lo se pueden utilizar los 
genes de entrada que tambie´n aparezcan en la ﬁrma. Los genes reciben un peso en base a la 
posicio´n en la ﬁrma, que depende de la distancia de ese gen al centro de la ﬁrma: 
di ∈ [0, 1] : di =
     
pos firmai − Ng firma 2 Ng firma 
2
     
 (3.10)
 
Gracias a esta distancia se pueden calcular unos pesos pesoi = peso(di) utilizando la siguiente 
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funcio´n de peso: 
β1di 
peso(di) = αβ0di + (1 − α) ∗ e β1 (3.11) 
donde α = 0.5, β0 = 0.3 y β1 = 50. Los genes que no aparecen en la ﬁrma se penalizan de la 
siguiente manera: 
penalizacion = Ng no firma ∗ peso(0.2) (3.12) 
Tambie´n se calculan puntuaciones parciales para cada elemento de las listas de genes sobreex­
presados e inhibidos por separado: 
i 
+ j=1 
pesoj pos firmai
P unt parc = − (3.13)i Ng entrada 
j=1 pesoj + penalizacion Ng firma 
pos firmai j
i−
=1
1 pesoj + penalizacion −P unt parc i = − (3.14)Ng entrada Ng firma 
j=1 pesoj + penalizacion 
Por ´ on ﬁnal para cada una de las listas, que es el m´ultimo se calcula una puntuaci´ aximo de todas 
las calculadas: 
+P unt+ = max(P unt parc i ) (3.15) 
−P unt− = −max(P unt parc i ) (3.16) 
Finalmente se calcula una puntuacio´n global, que puede ser 0 si las dos puntuaciones parciales 
tienen el mismo signo y no son 0, o P unt+ −P unt− si tienen diferentes signos. El signo de esta 
puntuacio´n ﬁnal indica si la relacio´n entre la entrada y la ﬁrma es directa o inversa, es decir, 
si la expresio´n de la ﬁrma contra la que se compara la entrada es similar, o por el contrario 
es totalmente opuesta. En NFFinder se selecciona el tipo de relacio´n buscada al inicio, por lo 
que se ﬁltran todos los resultados de comparacio´n del sentido contrario al indicado. Una vez 
calculadas todas las puntuaciones entre la entrada y las ﬁrmas de la base de datos, las mismas 
se escalan entre 0 y 100, siendo 100 la mejor puntuacion, que corresponder´ ı´a a la ﬁrma ma´s 
similar en el caso de una comparaci´ as opuesta en el caso de una comparaci´on directa, y la m´ on 
inversa. 
La signiﬁcacio´n estadı´stica de cada puntuacio´n se calcula utilizando permutaciones aleato­
rias de listas de genes de entrada del mismo tama˜ on de las no que la original y viendo la fracci´
que generan una puntuacio´n mejor que la lista original. Posteriormente el valor p generado se 
corrige utilizando una correccio´n FDR[27]. 
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3.4.2. Etiquetado de ﬁrmas 
Las ﬁrmas de expresio´n de las bases de datos de Connectivity Map y DrugMatrix se aso­
ciaron de una forma directa a te´rminos de fa´rmacos y compuestos, ya que en las bases de datos 
de origen ya existen esas asociaciones. En el caso de GEO es ma´s complicado debido a que esa 
informacio´n no esta´ asociada directamente. Primero se extraen las descripciones de los GDS a 
los que pertenecen las ﬁrmas de expresio´n, y posteriormente se analizan utilizando una herra­
mienta de ana´lisis de lenguaje natural para te´rminos biome´dicos, MetaMap[15]. Este programa 
consigue extraer t´ o una b´erminos asociados a los existentes en UMLS[35]. Se realiz´ usqueda 
manual de te´rminos UMLS asociados a compuestos quı´micos, fa´rmacos y enfermedades, ﬁl­
trando entonces los resultados de la ejecuci´ on del on del programa MetaMap con la descripci´
GDS por estos te´rminos. Una vez hecho esto, todas las ﬁrmas asociadas a un GDS son marcadas 
con los t´ edicos resultantes de la ejecuci´erminos biom´ on de MetaMap, separando por un lado los 
te´rminos asociados con compuestos quı´micos y fa´rmacos, y por otro los te´rminos asociados a 
enfermedades. 
NFFinder adema´s de generar una asociacio´n de ﬁrmas con compuestos y enfermedades para 
poder ası´ hacer relaciones entre fenotipos a trav´ on entre diferentes ﬁrmas, es de la comparaci´
tambie´n contiene asociaciones de las ﬁrmas de expresio´n con investigadores expertos. Los GDS 
de GEO contienen en su descripci´ ıculos relacionados con on un apartado con las citas de los art´
esos datos, cuyos autores serı´an los expertos relacionados. De esta forma la relacio´n entre las 
ﬁrmas de expresio´n contenidas en GEO y los expertos es directa. A la hora de comparar una lista 
de genes de entrada con la base de datos de perﬁles de NFFinder, se genera una puntuacio´n para 
cada experto, que es b´ umero de experimentos asociados a ﬁrmas de expresi´asicamente el n´ on 
similares a la de entrada. 
3.4.3. Caso de uso 
NFFinder se ha desarrollado en el contexto de la investigacio´n acerca de la neuroﬁbroma­
tosis, que es un grupo de enfermedades autosomales dominantes causadas por deﬁciencias en 
los genes de la neuroﬁbromina. En el sistema nervioso perife´rico, la neuroﬁbromatosis se mani­
ﬁesta en forma de tumores benignos que pueden degenerar en tumores malignos de la vaina del 
nervio perif´ as com´erico (MPNST). La enfermedad m´ un de este tipo, NF1, ocure en 1:3000 na­
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cimientos [260] y se considera una enfermedad rara. Como ejemplo para ilustrar la aplicacio´n, 
se pretende buscar compuestos para revertir el fenotipo de lı´neas celulares ST88-14 derivadas 
de tumores MPNST. Para poder encontrar una lista de genes diferencialmente expresados, se 
utilizaron resultados de ana´lisis de microarrays comparando tumores MPNST contra ce´lulas de 
Schwann normales[276]. 
En una primera aproximaci´ o una b´on se realiz´ usqueda inversa frente a CMAP y DrugMatrix. 
Como resultado se obtuvieron 775 perﬁles con un total de 391 compuestos. Los 30 fa´rmacos con 
mayor puntuacio´n junto con los 10 ma´s abundantes, formando un conjunto de 32 compuestos, 
est´ ancer (56 %), des´ ogicos (12 %), an relacionados con tratamientos contra el c´ ordenes neurol´
problemas de la piel (12 %) y neoplasias benignas (3 %). El 40 % del total de fa´rmacos rela­
cionados con tratamientos contra el ca´ncer se utilizan para tratar diferentes tumores malignos 
del sistema nervioso, como por ejemplo la Tricostatina A, que es uno de los mejor puntuados, 
y que muestra efectividad en otros tipos de tumores como el ca´ncer de mama o el carcinoma 
de ce´lulas escamosas gracias a su efecto de detener la proliferacio´n celular y desencadenar la 
apoptosis[171]. 
Posteriormente se buscaron perﬁles similares en GEO a partir del anterior perﬁl de entrada. 
En este caso de entre los resultados existe un porcentaje de entre un 20 % y un 30 % de per­
ﬁles entre los 200 con mejor puntuacio´n cuyas comparaciones no tienen sentido. Del resto de 
comparaciones adecuadas, la mayor parte provienen del conjunto de datos GDS2736 en el cual 
tambie´n se analiza la expresio´n de tumores MPNST. De esta forma se puede encontrar informa­
cio´n adicional incluyendo publicaciones e investigadores trabajando en experimentos similares, 
que permitan de una forma ma´s indirecta poder an˜adir ma´s informacio´n acerca del perﬁl de 
entrada del programa. 
3.4.4. Implementacio´n 
Las ﬁrmas de expresio´n procedentes de GEO fueron generadas utilizando el lenguaje de 
programacio´n R que contiene la herramienta GEOQuery[58], utilizada para generar de forma 
automa´tica las ﬁrmas de expresio´n a partir de los datos en crudo de los GDS, y posteriormente 
aplicar Limma[240] para realizar el an´ on diferencial entre muestras. alisis de expresi´
Las listas de genes de entrada pueden introducirse en diversas nomenclaturas, habie´ndose 
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utilizado las extensiones de Python de BioMart[263] para poder construir un diccionario in­
terno y realizar las traducciones. De esta misma forma se han traducido las sondas de los genes 
de las ﬁrmas de expresio´n de GEO para poder realizar comparaciones entre diferentes plata­
formas. Adicionalmente se han incluido datos de interacciones validadas experimentalmente 
entre micro ARNs y ARN mensajero de las 4 bases de datos estudiadas en el trabajo de m3RNA 
(miRWalk, miRecords, TarBase y miRTarBase), y un diccionario para convertir entre diferentes 
nomenclaturas de micro ARNs procedente de miRBase, para poder realizar consultas a partir de 
micro ARNs que potencialmente regulan la expresio´n ge´nica de una determinada ﬁrma. 
NFFinder contiene una librerı´a escrita en el lenguaje de programacio´n Python que se en­
carga de generar, almacenar y acceder a la base de datos de ﬁrmas de expresio´n, para lo cual 
tambi´ ıa se ha escrito en forma de servicio en se utiliza una base de datos PostgreSQL. Esta librer´
web REST utilizando el framework web Django incluyendo adema´s el toolkit Django REST fra­
mework para poder realizar consultas de un modo uniﬁcado, y poder hacer un manejo sencillo 
de las mismas, que se almacenan tambie´n en la base de datos, para de esta forma evitar calcular 
las mismas consultas varias veces. La inferfaz web utiliza Javascript para poder mostrar los 
trabajos y navegar a trave´s de los mismos. Los trabajos de comparacio´n de una lista de entrada 
con los perﬁles de NFFinder se ejecutan en un cluster de computacio´n que contiene 6 nodos 
con procesadores Intel Xeon Quad-core, para poder realizar las comparaciones en el mı´nimo 
tiempo posible. 
3.4.5. Resultados 
En este trabajo se presenta la herramienta NFFinder, la primera aplicacio´n web de compa­
raci´ on g´ armacos que utiliza on de perﬁles de expresi´ enica orientado al reposicionamiento de f´
datos extraı´dos de GEO, Connectivity Map y DrugMatrix. En total se han procesado 3254 GEO 
GDS para generar 16432 ﬁrmas de expresi´ enica. 6100 m´ nadidas procedentes de on g´ as fueron a˜
Connectivity Map, y otras 5288 ma´s de DrugMatrix, conformando un total de 27820 ﬁrmas dife­
´rentes. Estas han sido asociadas con informaci´ armacos y enfermedades con on de compuestos, f´
el propo´sito de poder establecer conexiones entre ﬁrmas de expresio´n similares y diferentes en­
fermedades, o conexiones entre ﬁrmas de expresio´n opuestas que permitan asociar determinado 
f´ on de un fenotipo procedente de una patolog´ as se ha implementado armaco a la reversi´ ıa. Adem´
un me´todo de asociacio´n entre las listas de entrada con los estudios realizados por expertos, y 
de esta manera encontrar potenciales colaboradores a la hora de estudiar una determinada en­
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fermedad o compuesto. Todo esto se ha presentado como una interfaz web REST que permite 
realizar consultas de forma programa´tica, y que permite navegar por los resultados expuestos 
en formato JSON de una manera sencilla. 
Existen otras herramientas para realizar este tipo de comparaciones, como Connectivity 
Map, que sirvio´ de inspiracio´n para esta herramienta, o Combinatorial Drug Assembler (CDA)[153]. 
La ventaja sobre Connectivity Map es clara, se utiliza una metodologı´a de comparacio´n similar, 
pero la base de datos de ﬁrmas de expresi´ as grande en el caso de NFFinder,on es mucho m´
por lo que la posibilidad de encontrar perﬁles ma´s similares u opuestos es mucho mayor. La 
herramienta CDA parte de dos listas de genes, sobreexpresados e inhibidos, las cuales son pro­
cesadas para posteriormente realizar un ana´lisis de enriquecimiento de rutas de sen˜alizacio´n. 
CDA contiene una base de datos que parte de resultados de enriquecimiento de rutas de sen˜ali­
zacio´n y de fa´rmacos procedentes de utilizar las ﬁrmas de expresio´n de Connectivity Map, y 
busca similitudes entre estos ana´lisis de enriquecimiento y el llevado a cabo a las listas de 
entrada. Finalmente se generan listas de fa´rmacos asociados a perﬁles con patrones de expre­
si´ alisis mucho m´on similares. Esta herramienta realiza un an´ as complejo, teniendo en cuenta 
las similitudes entre rutas metabo´licas. Pero esta forma de realizar las comparaciones depende 
del conocimiento acerca de estas rutas, adem´ armacosas de las asociaciones entre perﬁles y f´
o enfermedades, por lo que el grado de error puede ser mayor, o incluso puede que se este´n 
obviando mecanismos de sen˜alizacio´n no conocidos hasta el momento. En este caso adema´s se 
utilizan solamente datos de expresio´n de Connectivity Map. Estos sistemas asimismo requieren 
de un registro previo al ana´lisis, no necesario en NFFinder, demorando de esta forma el tiempo 
necesario en realizar una consulta. La informacio´n proporcionada como resultados en CDA es 
adema´s incompleta y confusa, mientras que los resultados de NFFinder contienen la lista de 
ﬁrmas similares ordenadas por grado de similitud. 
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3.5. Una visio´n uniﬁcada, enriquecida e interactiva de la in­
formaci´ eculas (3DBionotes)on sobre macromol´
Los avances en microscopı´a en los ´ nos est´ as a ultimos a˜ an permitiendo conocer mucho m´
fondo las estructuras de gran cantidad de biomol´ ıaeculas. En concreto, el campo de la microscop´
electro´nica ha vivido una revolucio´n gracias a los avances en la criomicroscopı´a electro´nica, 
que con el uso de nuevos detectores que no necesitan convertir los electrones en fotones pa­
ra realizar la detecci´ on de una nueva generaci´on[20], junto con la aparici´ on de software para 
mejorar la reconstruccio´n de los volu´menes en la que se incluye EMAN[278], RELION[250] y 
Xmipp[59] entre otros, ha permitido reportar gran cantidad de estructuras a una resolucio´n de 
pocos angstroms[146]. De esta forma, cada dı´a aumenta el nu´mero de volu´menes reportados en 
bases de datos como EMDataBank[151] y estructuras tridimensionales en bases de datos como 
wwPDB[29]. 
En paralelo a esto, la cantidad de informacio´n a nivel de secuencias de genes y proteı´nas se 
ha disparado en los ´ nos debido a las diferentes t´ultimos a˜ ecnicas de alto rendimiento que se han 
desarrollado. Gran parte de esta informacio´n esta´ centralizada en sitios como Ensembl[315] y 
RefSeq[215] para genes o Uniprot[305] para proteı´nas. Otro tipo de informaci´ as espec´on m´ ıﬁca 
aparece dispersa en un gran n´ ublicas, con datos acerca de, por ejem-umero de bases de datos p´
plo, mutaciones relacionadas con enfermedades, regiones relacionadas con alguna caracterı´stica 
estructural concreta, etc. 
La integraci´ on es fundamental para ahondar en el co­on de estos distintos tipos de informaci´
nocimiento de las proteı´nas. Pero hasta hace poco tiempo, hacer esto de una forma sistema´tica 
era algo menos que imposible. La informacio´n estructural ha aparecido tradicionalmente alma­
cenada en el formato de ﬁchero PDB[30], pero aunque se sigue utilizando hoy en dı´a, quedo´ 
obsoleto debido a diversas limitaciones, y aparecio´ el formato PDBx/mmCIF que es el formato 
esta´ndar hoy en dı´a. En estos ﬁcheros la informacio´n estructural aparece asociada a cadenas 
de amino´ e corresponder con las secuencias consenso de las bases acidos que no tienen por qu´
de datos de secuencias, o pueden contener regiones mal mapeadas o directamente sin infor­
macio´n. De esta forma, para poder mapear informacio´n de secuencias en estructuras con estos 
formatos era necesario realizar un alineamiento entre la secuencia y la cadena del ﬁchero de 
estructura. Hacer esto de una manera sistema´tica requiere de una capacidad de computacio´n 
inmensa, ya que en la actualidad existen en la base de datos wwPDB[29] 131564 estructuras 
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depositadas, y la base de datos de proteı´nas revisadas de Uniprot, Swiss-Prot, contiene 553655 
entradas actualmente. Afortunadamente, han surgido recientemente recursos como SIFTS[293] 
que han realizado este trabajo de correspondencia de un modo semiautoma´tico, haciendo uso 
de las referencias cruzadas con Uniprot generadas en el depo´sito de estructuras en wwPDB 
para identiﬁcar el organismo del que procede la estructura y tener una correspondencia entre 
identiﬁcadores de estructura y de proteı´nas, y realizando posteriormente alineamientos de los 
segmentos conectados en las secuencias de las estructuras (de los extremos N-terminal a C-
terminal) con las secuencias de las proteı´nas. De esta forma se ha abierto una oportunidad para 
poder hacer esta integracio´n de una forma sencilla y sistema´tica, tarea abordada en el presente 
trabajo con la creacio´n de 3DBionotes, una herramienta web que permite visualizar estructuras, 
y seleccionar y visualizar diferentes anotaciones a nivel estructural o de secuencia de una forma 
sencilla. 
3.5.1. Informacio´n estructural 
Para poder visualizar toda la informacio´n estructural es necesario primeramente descargar 
las estructuras de wwPDB y los mapas de EMDB. Las estructuras procedentes de wwPDB se 
descargan en tiempo real con cada consulta realizada, y se mantienen en una carpeta en forma 
de cach´ as r´e para poder realizar consultas de forma m´ apida. En el caso de los mapas de EMDB, 
es ma´s complicado, ya que son ﬁcheros que ocupan bastante espacio, del orden de cientos de 
megabytes, adema´s de que tienen que ser remuestreados para poder visualizarlos de forma ﬂuida 
por el navegador. Por esta razo´n, en un primer momento se descargo´ la lista completa de mapas 
de EMDB, y peri´ esodicamente se va actualizando con la descarga de las entradas nuevas. Despu´
de su descarga, estos ﬁcheros se transforman utilizando el paquete Xmipp[59]. 
3.5.2. Mapeo de estructura a secuencia y anotacio´n 
Antes de realizar mapeos entre estructuras y secuencias, el primer paso es obtener la rela­
cio´n de identiﬁcadores equivalentes en las diferentes bases de datos utilizadas. En este trabajo 
se relacionan tres tipos de datos, volumenes de microscop´ ı´a electro´nica procedentes del EMDa­
taBank (EMDB)[151], estructuras procedentes de wwPDB y secuencias de proteı´na de Uniprot. 
Para ello se han utilizado los servicios web REST de EBI[191] que permiten, a partir de urls, 
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obtener informacio´n acerca de estos mapeos en formato JSON. En concreto se utilizan tres ser­
vicios diferentes de estos servicios web, que son el servicio ﬁtted que es ba´sicamente el mapeo 
entre mapas de EMDataBank y estructuras de wwPDB, el servicio uniprot que permite rela­
cionar los identiﬁcadores de PDB con las accesiones de Uniprot, y el servicio best structure, 
que utiliza datos de SIFTS para dar una lista de las estructuras de PDB asociadas a proteı´nas 
de Uniprot. De esta forma, partiendo de cualquiera de estos tipos de identiﬁcadores, podemos 
llegar a obtener una correspondencia con los otros. Todos estos datos de correspondencias son 
almacenados en una base de datos local una vez realizada una primera consulta, para funcionar 
como una cache´ y minimizar el tiempo en el que se realizan. 
Una vez obtenidas las correspondencias de identiﬁcadores, el primer paso para poder reali­
zar el mapeo de estructura a secuencia consiste en utilizar el identiﬁcador de PDB de la estruc­
tura para acceder al servicio SIFTS. Este servicio proporciona un ﬁchero de tipo XML por cada 
estructura, con informacio´n detallada de mapeo a nivel de residuo con varias bases de datos, en­
tre ellas Uniprot. Estos ﬁcheros XML pueden llegar a ocupar bastantes megabytes de espacio, y 
requerir de varios segundos para su procesamiento, por lo que hacer una gestio´n eﬁciente de su 
manejo es imprescindible. En esta herramienta se ha creado una base de datos donde almacenar 
los datos de mapeo a nivel de residuo entre los identiﬁcadores de PDB y Uniprot. La primera 
vez que se intenta acceder a los datos de mapeo de la base de datos de un identiﬁcador PDB de­
terminado, estos no existen, por lo que el sistema descarga el ﬁchero desde el servicio de SIFTS. 
Una vez descargado, genera una clave MD5 del mismo, y se analiza para extraer la informacio´n 
de mapeo, que se almacena en la base de datos en formato JSON. En posteriores accesos el sis­
tema puede utilizar la informacio´n almacenada localmente y ahorrar el tiempo de la descarga y 
procesamiento. Las entradas descargadas y almacenadas en la base de datos caducan despue´s de 
un cierto tiempo, ya que la informacio´n proveniente de SIFTS puede modiﬁcarse. Si una entrada 
ha caducado, se descarga de nuevo el ﬁchero XML de SIFTS y se compara su clave MD5 con la 
almacenada previamente. Si coincide, los datos locales permanecen y el tiempo de caducidad 
se amplia. Si no coinciden, se procesa el ﬁchero XML descargado y se reemplazan los datos de 
la entrada. 
Por ´ on de anotaciones de secuencias proveniente de distintas fuentes ultimo, la informaci´
de datos, tales como dSysMap[202], BioMuta[310], Immune Epitope DB[297], PhosphoSite­
Plus[117] o la propia Uniprot, requieren de un procesamiento distinto para cada una de ellas. 
En el caso de Uniprot y dSysMap, las anotaciones se extraen de los servicios web que propor­
cionan ambas bases de datos para tal efecto, permitiendo un acceso por identiﬁcador individual. 
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Entrada (EMDB, wwPDB, Uniprot)
Servicios Web REST
EBI
Volumen
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Secuencia
(Uniprot)
SIFTS
Correspondencia
Secuencia-Estructura  
-dSysMap
-BioMuta
-Immune Epitope DB
-Phosphosite Plus
-Uniprot
Bases de datos local
de anotaciones
Figura 3.14: Esquema del origen y relaci´ on de bases de datos on entre distintos tipos de identiﬁcadores e informaci´
estructuales y de secuencia presentes en 3DBionotes. 
Para PhosphoSitePlus y BioMuta es necesario descargar ﬁcheros en formato tabulado que tie­
nen que ser procesados. En el caso de Immune Epitope DB es necesario descargar una base de 
datos MySQL, extraer la informacio´n de la misma y procesarla. Toda esta informacio´n es poste­
riormente introducida en una base de datos local, en la que para cada identiﬁcador de proteı´na 
de Uniprot aparece una lista de anotaciones con informacio´n para cada una de ellas acerca de 
su base de datos de origen, tipo de anotacio´n, coordenadas de comienzo y ﬁnal, y un campo 
de descripcio´n en el que se almacena en formato JSON un conjunto de datos adicionales para 
cada tipo de anotacio´n, que es diferente para cada una de las bases de datos incluidas. De esta 
forma este disen˜o en la base de datos es extendible a la adicio´n de nuevas fuentes de datos. Sim­
plemente hay que convenir un formato de descripcio´n en JSON para poder describir las nuevas 
anotaciones. Las anotaciones provenientes de Uniprot y dSysMap, al poder acceder a entradas 
individuales, permiten que se haga un acceso al vuelo, manteniendo posteriormente una cache´ 
de consultas para un acceso a´ as r´un m´ apido similar a la utilizada en el caso de los mapeos de 
estructuras de SIFTS. Todo este proceso de mapeo y obtencio´n de informacio´n de bases de datos 
aparece esquematizado en la Figura 3.14. 
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3.5.3. Interfaz gra´ﬁca 
En la herramienta 3DBionotes es necesario visualizar la informacio´n estructural de los ma­
pas de EMDB y estructuras de wwPDB, combinado con las anotaciones de secuencia de los 
alineamientos con Uniprot. Para llevar a cabo esta tarea se ha desarrollado un panel web dividi­
do en cuatro partes. 
Un peque˜ u de la aplicaci´ on de no panel superior muestra el men´ on, con acceso a una secci´
ayuda, junto con el nombre de la consulta realizada, y un selector para poder elegir el mapeo 
entre estructura y secuencia ma´s conveniente. 
Secuencia
Estructura
Selección de mapeo
Identificador y descripción
Figura 3.15: Paneles de visualizacio´n de estructura y alineamiento entre estructura y secuencia en un ejemplo 
utilizando 3DBionotes. 
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El panel de la izquierda serı´a el que contiene la visualizacio´n de las estructuras. Para ello se 
ha utilizado el visualizador JSmol[103]. Este panel utiliza directamente los datos descargados 
de wwPDB y los mapas remuestreados de EMDB para la visualizaci´ on puede on. La visualizaci´
ser modiﬁcada, cambiando la ca´mara utilizando el rato´n, o a trave´s de los botones superiores, 
que permiten modiﬁcar el zoom de la c´ on m´amara, visualizar la regi´ as cercana a las anotaciones 
seleccionadas, reiniciar la visualizacio´n, o incluso tomar una instanta´nea para poder descargarla. 
Para comunicar informacio´n y cargar los datos de estructura en el visualizador ha sido necesario 
construir una pequen˜a librerı´a para encapsular los comandos necesarios para tal efecto. 
Un panel en la parte inferior de la pantalla contiene el alineamiento entre la cadena seleccio­
nada de la estructura de PDB y la secuencia de Uniprot. La visualizacio´n de este alineamiento se 
ha llevado a cabo mediante el uso del framework de JavaScript BioJS[95], en concreto el paque­
te Sequence[94]. Se pueden seleccionar regiones del alineamiento, quedando estas coloreadas 
y marcadas tambi´ on, tambi´en en el resto de paneles. Si en otro panel se selecciona una regi´ en 
aparecera´ marcada aquı´. Tanto el panel de visualizacio´n de estructuras como el de alineamiento 
entre la cadena seleccionada y la secuencia aparecen visualizados en la Figura 3.15. 
Figura 3.16: Ejemplo de panel de anotaciones en la aplicacio´n 3DBionotes. 
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El u´ltimo panel, representado en la Figura 3.16, es el que contiene las anotaciones. Se ha 
utilizado en este caso una versio´n modiﬁcada de ProtVista[305], un visor de anotaciones que ha 
sido incluido como un componente de BioJS. Este visor utiliza pistas para visualizar diferentes 
tipos de informacio´n, pudiendo ver la coocurrencia espacial de las mismas de un modo sencillo. 
Cada pista puede ser expandida para mostrar informaci´ enon adicional de las anotaciones. Tambi´
se puede realizar zoom para ver con ma´s detalle las anotaciones de una determinada regio´n. Es­
tas anotaciones pueden ser seleccionadas para visualizar la informacio´n a nivel de alineamiento 
de secuencias o de forma visual con la estructura en los diferentes paneles. 
Todos los paneles estan relacionados entre s´ ı´ de forma que toda la informacio´n quede sin­
cronizada entre ellos, y quede realzada la informacio´n equivalente para todos los paneles. 
3.5.4. Caso de uso 
La proteı´na HRas GTPasa regula la divisio´n celular actuando como un interruptor molecular 
de la propagacio´n de sen˜ales de los receptores de la membrana celular. En su forma activa esta´ 
unida a un GTP, pudiendo a su ver activar numerosas rutas de transducci´ nales. Cuando on de se˜
la mole´cula se desactiva se libera un fosfato y se mantiene unida al GDP. La familia de proteı´nas 
a las que pertenece es una familia de protooncogenes debido a su importancia en el proceso de la 
divisio´n celular.De hecho, mutaciones en este tipo de proteı´nas son la causa de un gran nu´mero 
de ca´nceres[136]. 
3DBionotes puede utilizarse para explorar la estructura y las anotaciones de esta proteı´na, 
codiﬁcada en Uniprot como P01112. En el ejemplo, a partir de este identiﬁcador se ha mapeado 
con la estructura de PDB 4Q21. Esta proteı´na tiene tres regiones en las que interactu´a con la 
mole´cula GTP/GDP. En el panel de anotaciones, como puede observarse en la Figura 3.17, en 
la seccio´n de variantes se puede observar una gran cantidad de mutaciones sobre todo en una 
de estas regiones, entre los amino´ ıa de ellas asociadas a enfermedades. acidos 10 y 17, la mayor´
De esta forma se puede visualizar de una forma muy directa la importancia de estos sitios de 
interacci´ on con enfermedades. on con GTP/GDP y su relaci´
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Figura 3.17: Visualizacio´n de la proteı´na HRas GTPasa, con las regiones de interaccio´n con GTP/GDP marcadas. 
3.5.5. Implementacio´n 
Se ha creado una librerı´a escrita en Ruby para poder acceder y procesar a los datos de es­
tructura, secuencia, mapeo y anotaciones. Todo esto ha sido contenido dentro del framework 
web Ruby on Rails para poder implementar un servicio web REST que centralice todas las con­
sultas, que genera datos en formato JSON para poder realizar un procesamiento sencillo. Todos 
los datos de mapeo, secuencia y anotaciones han sido almacenados de la forma anteriormente 
expuesta en una base de datos MySQL utilizando campos de texto extensos con informacio´n 
JSON para tipos de datos complejos. Como se ha comentado anteriormente, no todos los datos 
esta´n contenidos en la base de datos desde un inicio, sino que se van descargando y procesando 
bajo demanda, utilizando en gran medida la base de datos local como cache´ para agilizar el 
acceso a la informacio´n. Los datos de las estructuras PDB son almacenadas en una carpeta local 
seg´ on de EMDB.un se van descargando, al igual que la informaci´
La visualizacio´n web se ha creado tambie´n dentro del framework Ruby on Rails. Cada uno 
de los paneles de resultados es un frame distinto, que requiere de la utilizacio´n de mensajes 
ası´ncronos para su intercomunicacio´n a trave´s de la pa´gina web que los contiene, permitiendo 
una gran interactividad entre las diferentes visualizaciones. Se ha hecho un uso intensivo de 
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librerı´as JavaScript para las visualizaciones, y de esta forma utilizar en la manera de lo posible 
los recursos del ordenador que esta´ generando la visualizacio´n y descargar al servidor de estas 
tareas. 
3.5.6. Resultados 
3DBionotes es una plataforma para integrar datos de diferentes fuentes biolo´gicas presen­
tada en el contexto de la biologı´a estructural. De esta forma, se permite a los investigadores 
poder trabajar, con un mı´nimo esfuerzo y sin instalar ningu´n tipo de software adicional, con da­
tos estructurales, manteniendo una visualizacio´n ﬂuida tridimensional, solapando los diferentes 
tipos de informacio´n a nivel de secuencia encima de ella, para poder llegar a un mejor entendi­
miento de la funcio´n de estas estructuras y su rol en el metabolismo celular. Hasta el momento 
de la publicacio´n no se ha encontrado ninguna herramienta con una funcionalidad similar. De 
hecho, esta herramienta ha sido enlazada desde la propia base de datos de EMDB, apareciendo 
un enlace dentro de cada entrada de mapa de microscopı´a de su sitio web. 
El desarrollo de la herramienta ha sido marcado por su dise˜ acilmente extensible. En no f´
el momento actual se esta´ terminando de desarrollar una segunda versio´n de la herramienta, 
con nuevas bases de datos de informaci´ ogica, entre otras novedades. La creaci´on biol´ on de 
un marco gene´rico para las anotaciones, reﬂejado en un u´nico tipo de entradas en la base de 
datos, es la principal razon de la sencillez de esta caracter´ ı´stica. Para an˜adir una fuente de datos 
simplemente habrı´a que a˜ on para esa base de datos, y nadir un nuevo procesador de informaci´
dependiendo de la posibilidad de descargar anotaciones de forma individual, o de descarga de 
toda la base de datos de golpe, habrı´a que, o bien an˜adir esa fuente de datos como un tipo de 
anotacio´n cacheable, o descargable en bloque. Habrı´a que an˜adir tambie´n co´digo fuente para 
incluir ese nuevo tipo de datos en el panel de anotaciones. 
El dise˜ on tambi´ ısticasno modular de los paneles de visualizaci´ en es otra de las caracter´
importantes de esta herramienta. Cada panel de visualizacio´n es totalmente independiente del 
resto, estando conectados todos por un sistema de paso de mensajes ası´ncrono. De esta forma, 
se podrı´an an˜adir nuevos paneles a la herramienta de una forma sencilla. O desarrollar un vi­
sor equivalente en otra tecnologı´a y sustituirlo sin realizar cambios sustanciales en el co´digo. 
De hecho, en una primera fase de desarrollo se implemento´ el panel de anotaciones con otra 
tecnologı´a, y una vez aparecido ProtVista se realizo´ el cambio del panel. 
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3.6. Disen˜o de infraestructura y computacio´n de alto rendi­
miento 
El despliegue de las herramientas anteriormente explicadas de una forma eﬁciente requie­
re de conocimiento de diferentes sistemas y tecnologı´as. Poder gestionar los recursos de estos 
sistemas tambie´n es una gran ventaja a la hora de maximizar el rendimiento de estas aplicacio­
nes. Existen muchas aproximaciones diferentes a la hora de gestionar los trabajos necesarios 
por estas herramientas web, pero la limitacio´n de recursos obliga a descartar muchas de las 
soluciones ma´s modernas y eﬁcientes. En la actualidad, gran parte de las aplicaciones web 
desarrolladas por grandes empresas tienen un servidor front-end que recibe las peticiones, y 
permite redireccionarlas a una ma´quina con recursos libres que contenga un servidor web y 
gestione la petici´ on de las peticiones, y a la existencia de un gran n´on. Gracias a la gesti´ ume­
ro de ma´quinas que puedan actuar de servidor web, permiten una respuesta inmediata incluso 
con un gran n´ aneas. Este sistema de escalado horizontal permite, a umero de peticiones simult´
costa de utilizar ma´s recursos, evitar la saturacio´n del servicio. De todas formas, no es posible 
comparar herramientas web de grandes empresas, que reciben millones de peticiones diarias, 
con herramientas realizadas para la investigacio´n en un ambito determinado, con un n´´ umero 
mucho m´ as visitas as limitado de peticiones. De hecho, la herramienta de este trabajo que m´
recibe es GeneCodis, que registra entre 40 y 80 visitas diarias. Las te´cnicas de computacio´n de 
alto rendimiento desarrolladas en los trabajos realizados son las siguientes. 
3.6.1. Integraci´ on en cluster en herramientas web on de computaci´
Las aplicaciones web, y el software en general, se puede dividir en dos partes, la parte de 
visualizaci´ on, o front-end, y la parte de acceso a base de datos y procesamiento de on y navegaci´
informacio´n, o back-end. Es importante realizar una separacio´n clara entre estas dos capas, ya 
que de hecho en la tecnologı´a web parte de la carga de la visualizacio´n se genera del lado del 
cliente, el cual no debe sobrecargarse. En aplicaciones web de consulta a base de datos que no 
reciban una gran cantidad de accesos, una opcio´n podrı´a ser utilizar un u´nico servidor para todo, 
incluyendo el servidor web y el servidor de bases de datos. Pero en aplicaciones ma´s intensivas 
computacionalmente hablando, es imposible mantener toda la carga de procesamiento en un 
mismo servidor, ya que este puede llegar a saturarse y generar una caı´da de servicio. 
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Una opcion podr´ ı´a ser realizar un escalado horizontal de la aplicacio´n, replicando la misma 
en diferentes servidores que repartan la carga. Pero esta opcio´n es muy costosa. Una alternativa, 
que es la que se ha desarrollado en varios de los trabajos de esta tesis, serı´a la de utilizar un ser­
vidor como front-end, con tambie´n parte del back-end situado en el mismo, como la encargada 
de gestionar el acceso a bases de datos y la gesti´ a conectado con on de trabajos. Este servidor est´
un cluster de computacio´n, siendo capaz de enviar trabajos al mismo. La parte del back-end en­
cargada de gestionar los trabajos, genera la informacio´n requerida como entrada para el proceso 
que se lanza despue´s a la cola del cluster, realiza consultas al software encargado de la gestio´n 
de colas, que en este caso es Open Grid Scheduler, permite hacer seguimiento de los procesos 
enviados, y de esta manera actualizar en el gestor de trabajos de la herramienta la informacio´n 
de los mismos, hasta que estos ﬁnalizan. De esta forma se puede garantizar la ejecucio´n de un 
trabajo dentro de la aplicacion en el m´ ı´nimo tiempo posible, evitando adema´s el bloqueo de la 
herramienta. Las herramientas GeneCodis y NFFinder hacen uso de esta arquitectura, ası´ como 
otras herramientas en las que se ha colaborado, como 3DEM Loupe[213] o Breaking-Cas[216]. 
3.6.2. Plataformas virtualizadas 
La utilizaci´ unica aplicaci´on de un servidor para una ´ on web puede tener como consecuencia 
que el servidor est´ ultimos a˜e ocioso la mayor parte del tiempo. Con los avances de los ´ nos en el 
´ on, es posible particionar un servidor para poder aprovechar estos recur­ambito de la virtualizaci´

sos ociosos. Existen diferentes tecnologı´as para hacer esto, como utilizar virtualizaci´ asica
on cl´
a trave´s de hipervisores, con sistemas operativos especı´ﬁcos que permitan una virtualizacio´n 
de tipo 1 (Xen[22], VMWare ESXi[204] o Microsoft Hyper-V[131]), o hipervisores de tipo 2 
que se ubican por encima de un sistema operativo general (Oracle VirtualBox[306], KVM[139] 
o VMWare Workstation[274]), o utilizar tecnologı´as ma´s modernas como los contenedores de 
aplicaciones (LXC[110] o Docker[193]). De estas dos soluciones, la u´nica que permite un ais­
lamiento total de los recursos de un servidor es la de ma´quinas virtuales. De esta forma en una 
so´la ma´quina potente podemos tener decenas de ma´quinas virtuales, cada una con los recursos 
b´ olo se encargue del front-end y del lanza­asicos para poder mantener un servidor web que s´
miento de trabajos. En el caso de utilizar un hipervisor de tipo 2, se podrı´an mezclar en una 
misma ma´quina la presencia de ma´quinas virtuales y servicios comunes del sistema operativo 
nativo, que podrı´an estar instalados a partir de contenedores, como por ejemplo servidores de 
bases de datos. Si se utilizan hipervisores de tipo 1, como ha sido en este caso con la utilizacio´n 
del hipervisor de VMWare ESXi, no se podrı´a hacer uso de recursos del sistema operativo nativo, 
115
 
116 CAPI´TULO 3. APORTACIONES PRINCIPALES 
pero en cambio la eﬁciencia de las ma´quinas virtuales es mayor. 
3.6.3. Almacenamiento compartido 
A la hora de trabajar con clusters de computacio´n, es fundamental mantener un espacio 
de almacenamiento comu´n al que puedan acceder todos los nodos de procesamiento, y de esta 
manera evitar el coste adicional de transferir los ﬁcheros entre discos de diferentes ma´quinas. 
Existen diferentes soluciones a nivel de hardware para hacer esto, como son los Storage Area 
Networks (SAN) o los Network-Attached Storage (NAS). En el caso de los SAN se proporciona 
un almacenamiento en red a nivel de bloque, por lo que el sistema de ﬁcheros queda del lado 
del cliente, mientras que los NAS proporcionan almacenamiento a nivel de ﬁcheros, por lo que 
el propio servidor NAS se encarga del sistema de ﬁcheros. Los sistemas SAN son mucho ma´s 
costosos que los NAS, y tambi´ as eﬁcientes, pero a la hora de compartir ﬁcheros con varias en m´
ma´quinas a la vez, los SAN requieren de sistemas de ﬁcheros especiales que producen un ren­
dimiento ﬁnal no tan alto. Por lo tanto en el caso de este trabajo, se han utilizado sistemas NAS, 
utilizando para compartir los ﬁcheros por la red el protocolo Network File System (NFS). 
Muchos hipervisores permiten trabajar con almacenamiento en red, como sistemas SAN 
utilizando iSCSI o NAS con NFS. De esta forma, utilizando varias ma´quinas con un hipervisor 
instalado, y un sistema de almacenamiento en red de alguno de estos tipos, es posible utili­
zar indistintamente una ma´quina virtual en cualquiera de las ma´quinas, permitiendo una alta 
disponibilidad en caso de fallo. De esta manera adema´s se centralizan las tareas de respaldo de 
ﬁcheros. Para los trabajos llevados a cabo en el desarrollo de esta tesis, se han utilizado sistemas 
NAS con NFS acoplados a dos servidores con el hipervisor VMWare ESXi instalado 
3.6.4. GPGPU 
La GPGPU o General-Purpose Computing on Graphics Processing Units es el concepto de 
aprovechar las capacidades de co´mputo de las tarjetas gra´ﬁcas para llevar a cabo otras tareas 
para las que originalmente estaban dise˜ onnadas. Como se ha hablado previamente en la Secci´
1.1.1, gracias a frameworks como CUDA ha sido posible la utilizacio´n de las tarjetas gra´ﬁ­
cas para realizar c´ ıﬁco, permitiendo aumentos de rendimiento considerables en la alculo cient´
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ejecuci´ odigo.on de determinadas funciones de c´
Sin ocupar el tema principal de este trabajo, se realiz´ on en un trabajo que o una colaboraci´
se sirve de este tipo de tecnologı´as, la aplicacio´n NMF-mGPU[190]. En este trabajo se presenta 
una implementacio´n del algoritmo non-negative matrix factorization (NMF)[152], un algoritmo 
iterativo de descomposicio´n de matrices utilizado en bioinforma´tica en ana´lisis de agrupamiento 
de expresi´ enica o en miner´ o con la herramienta on g´ ıa de texto, entre otros, como se demostr´
bioNMF[224, 189]. Esta implementaci´ aﬁcas utilizando on ha sido llevada a cabo en tarjetas gr´
CUDA, con la posibilidad de utilizar simulta´neamente multiples tarjetas a trave´s del uso de paso 
de mensajes con MPI[267]. 
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Capı´tulo 4 
Conclusiones 
El principal objetivo de la bioinform´ ologos de herramientas ´atica es el de dotar a los bi´ uti­
les para transformar los datos provenientes de experimentos en informacio´n util que explique ´
las caracterı´sticas del mismo y permita generar nuevas hipo´tesis. En particular, en el a´mbito 
de la genomica funcional, el objetivo es transformar datos masivos procedentes de las ´ o´mi­
cas, previamente procesados y presentados, como por ejemplo listas de genes diferencialmente 
expresados, o proteı´nas presentes en la c´ onelula en un momento determinado, en informaci´
fa´cilmente asimilable acerca de los procesos que esta´n teniendo lugar en la ce´lula en ese instan­
te y de esta forma ahondar en el conocimiento acerca de la funci´ ınason de los genes, las prote´
y sus interacciones. Estando englobado el presente trabajo en e´ste a´mbito, se han abordado as­
pectos muy diferentes dentro del mismo, intentando ﬁnalmente crear una serie de herramientas, 
complementarias entre sı´, que constituyan un marco de trabajo para la investigacio´n con datos 
´ etodos y herramientas bioinform´omicos. Se han desarrollado diferentes m´ aticas, comenzando 
por el procesamiento de datos crudos de un secuenciador alto rendimiento en experimentos de 
RNA-Seq, pudiendo generar a trav´ etodos de ﬁltrado y comparaci´es de diferentes m´ on listas de 
genes que pueden ser estudiadas e interpretadas mediante las herramientas de comparacio´n de 
perﬁles, ana´lisis funcional y estructural presentadas. Estos me´todos de procesamiento de da­
tos de secuenciadores tambi´ omica y la en quieren servir de puente entre el estudio de la gen´
proteo´mica. Adema´s, se ha tenido en cuenta la importancia del ana´lisis regulatorio de los ge­
nes a trave´s del estudio de las interacciones entre ARN mensajero y micro ARNs, que puede 
condicionar en gran medida la expresio´n de genes extraı´dos de estos experimentos. 
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Las conclusiones ﬁnales de este trabajo son: 
1. Se ha generado un ﬂujo de trabajo automa´tico para experimentos de RNA-Seq de diferen­
tes repositorios pu´blicos, que incluye alineamiento, cuantiﬁcacio´n, ﬁltrado de expresio´n 
de genes y bu´squeda de mutaciones y nuevos sitios de splicing para generar bases de datos 
de amino´ utiles para experimentos de proteogen´acidos ´ omica. 
2. Se ha aplicado este ﬂujo automa´tico a experimentos RNA-Seq de diferentes repositorios 
pu´blicos como ENCODE o GEO, y junto con resultados provenientes de otros tipos de 
experimentos de alto rendimiento (proteo´mica de Shotgun, SRM y microarrays) se han in­
tegrado en dasHPPboard, una aplicacio´n web que permite visualizarlos y realizar bu´sque­
das orientadas a proteogeno´mica. 
3. Se ha desarrollado una nueva versio´n la aplicacio´n web GeneCodis, una herramienta que 
permite el enriquecimiento funcional, modular y singular de listas de genes. Se han an˜adi­
do nuevos organismos y bases de datos de anotaciones a la aplicacio´n, ası´ como nuevas 
funcionalidades como el an´ on con la herramienta Gene­alisis comparativo o la integraci´
Term Linker. Se ha renovado la interfaz, an˜adiendo gra´ﬁcos interactivos, nubes de te´rmi­
nos y mejoras en las tablas de resultados. Se ha mejorado tambie´n el tiempo de respuesta 
de la aplicacio´n gracias a la programacio´n multihilo y al uso de la computacio´n en cluster. 
4. Se ha desarrollado un algoritmo de combinacio´n de bases de datos de predicciones de 
interacciones entre ARN mensajeros y micro ARNs, que utiliza las puntuaciones norma­
lizadas de estas bases de datos, las posiciones relativas de cada interaccio´n dentro de las 
mismas y la proporcio´n de interacciones validadas experimentalmente para generar un 
nuevo sistema de puntuaciones. Se ha desarrollado tambi´ ıa de en una nueva metodolog´
comparacio´n de este tipo de bases de datos. 
5. A partir del desarrollo de este algoritmo, y con la inclusio´n de otro similar propuesto por 
colaboradores, se ha desarrollado una aplicacio´n web para poder consultar informacio´n 
acerca de interacciones entre ARN mensajeros y micro ARNs, tanto de las puntuaciones 
de estos algoritmos como las de los utilizados a la hora de realizar las combinaciones, e 
informacio´n adicional sobre las interacciones validadas experimentalmente. 
6. Se ha desarrollado una herramienta web de comparacio´n de perﬁles de expresio´n ge´ni­
ca, que utiliza experimentos procesados de las bases de datos GEO, Connectivity Map y 
DrugMatrix, los asocia con diferente informacio´n acerca de fa´rmacos, compuestos, en­
fermedades y expertos, y usando como entrada listas de genes procedentes de datos de 
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expresi´ enica, los experimentos de las diferentes bases de datos son ordenados por el on g´
parecido con esta u´ltima utilizando un algoritmo de reconocimiento de patrones, mostran­
do tambi´ on relacionada con los mismos y de esta manera poder generar en la informaci´

hipo´tesis en el contexto del reposicionamiento de fa´rmacos.
 
7. Se ha creado una herramienta web que, a partir de informaci´ on de estruc­on de asociaci´
turas a secuencias, y utilizando datos de anotaciones de diferentes bases de datos a nivel 
de secuencia, muestra a nivel visual estas anotaciones a nivel de estructura, gracias a un 
visor de mole´culas 3D, un panel de alineamiento entre secuencia y estructura, y un panel 
de anotaciones mostradas a nivel de secuencia. 
4.1. Trabajo futuro 
La informaci´ ublicas inclu´on de bases de datos p´ ıda en las herramientas desarrolladas en 
este trabajo es la base de las mismas. Gran parte de estas bases de datos mantienen polı´ticas 
de actualizacio´n frecuentes, por lo que resulta de gran importancia tener esto en cuenta. No 
todos los trabajos desarrollados han tenido el mismo e´xito a la hora de llevar esto a cabo. En el 
caso de 3DBionotes, a la hora de incluir una nueva base de datos de anotaciones se tiene que 
generar un nuevo script para procesar esa informacio´n correctamente. Una vez realizado, este 
script se incluye dentro del co´digo de generacio´n de bases de datos, que se ejecuta de forma 
peri´ onodica y reconstruye la base de datos interna de la herramienta. Este tipo de informaci´
es sencilla de procesar, a pesar de la variedad de formatos en los que se presenta, siendo el 
´ on de la misma, que aumenta con la unico problema el tiempo consumido en la reconstrucci´
inclusio´n de bases de datos de gran volumen. De esta forma, el proceso de actualizacio´n es 
autom´ as, las bases de datos atico y transparente para el mantenimiento de la herramienta. Adem´
que relacionan la informacio´n estructural y la de secuencia, ası´ como la informacio´n almacenada 
de asociacion de identiﬁcadores, son accedidas directamente, con la existencia ´ u´nicamente de 
una cache´ para poder realizar accesos ma´s ra´pidos a la informacio´n. 
De forma similar, en la herramienta NFFinder la descarga de los experimentos se realiza a 
trave´s de una API para R de GEO, llamada GEOQuery. Estos experimentos son posteriormente 
procesados tambi´ aticamente, por lo que reconstruir la base de datos con ﬁrmas de en autom´
GEO actualizadas serı´a sencillo. El u´nico posible problema podrı´a ser el de encontrar te´rminos 
mal clasiﬁcados por la herramienta de procesamiento autom´ ıan que ser atico de texto, que tendr´
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encontradas e incluidas dentro de una lista de te´rminos excluidos. 
En el caso de la herramienta dasHPPboard, tanto el panel de la aplicacio´n como la base 
de datos de bu´squeda de genes y proteı´nas en experimentos, se basan en la informacio´n con­
tenida en la estructura de carpetas de la aplicacio´n. Para los datos de RNA-Seq del proyecto 
ENCODE la actualizacio´n se puede realizar de forma automa´tica, con un script que descarga 
todos los ﬁcheros de unas caracterı´sticas determinadas, y realiza el ﬂujo de ana´lisis hasta ge­
nerar los resultados que se introducen en esa estructura de carpetas de la aplicacio´n. Con el 
resto de experimentos el proceso es ma´s manual, ya que son datos muy heteroge´neos. En estos 
caso, se propone como trabajo futuro automatizar al menos la inclusio´n de datos de algunas de 
estas fuentes. De especial intere´s serı´a la automatizacio´n del ﬂujo de ana´lisis de datos de pro­
teomica de ´ Shotgun procedentes de ProteomeXchange, lo que dotarı´a al portal de mucha ma´s 
informacio´n proteo´mica con la que contrastar los datos transcripto´micos. 
Las dos herramientas ma´s problema´ticas en este a´mbito son m3RNA y GeneCodis. Las bases 
de datos de interacciones de ARN mensajero con micro ARNs son muy heteroge´neas, algunas 
requieren de registro, y no todas son descargables directamente para su procesamiento. Esto, 
junto con la diversidad de formatos de identiﬁcadores de genes y micro ARNs y los cambios 
de formato de tablas entre diferentes versiones de una misma base de datos, hacen de la ac­
tualizacio´n de los datos de esta herramienta un proceso obligatoriamente manual. En el caso 
de GeneCodis, el problema principal consiste en la gran cantidad de organismos y bases de 
datos distintas utilizadas en la herramienta. Gran cantidad de herramientas de enriquecimiento 
de listas de genes utilizan u´nicamente datos de Gene Ontology o KEGG por su facilidad de 
acceso y homogeneidad entre diferentes organismos. Actualmente el proceso de actualizacio´n 
en GeneCodis se tiene que realizar de una forma muy manual, debido a las particularidades de 
acceso y descarga de las bases de datos. En la actualidad existe un script para cada base de 
datos, pero luego los datos deben ensamblarse, chequeando posibles fallos o inconsistencias. 
La diversidad de identiﬁcadores utilizados en los nombres de genes se trata utilizando la herra­
mienta BioMart[263], que permite uniﬁcar todos los datos. Se propone como trabajo futuro para 
estas herramientas explorar la posibilidad de utilizar servicios ma´s modernos que BioMart para 
traducir identiﬁcadores de genes y obtener informacio´n de los mismos, tales como el servicio 
MyGene.info[312], que a trav´ on de datos en es de un servicio web RESTful permite la obtenci´
formato JSON de forma mucho ma´s ra´pida y directa. Tambie´n se propone abordar el problema 
de la heterogeneidad en las bases de datos, intentando generar scripts automa´ticos, o con una 
mı´nima intervencio´n humana, que permitan realizar actualizaciones perio´dicas de los datos uti­
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lizados por estas herramientas, ası´ como almacenar y permitir utilizar diferentes versiones de 
las mismas. 
Otro de los planes a corto plazo es el de generar una nueva visualizacio´n para el backend 
de NFFinder. En el momento del desarrollo de la herramienta, por encima de la capa de los 
servicios web de la herramienta, se genero´ una visualizacio´n web utilizando la herramienta 
TIBCO Spotﬁre R®. Por problemas de licencias, en la actualidad los resultados de NFFinder se 
proporcionan directamente en la forma de salida JSON. Por este motivo se propone para el 
futuro una visualizacio´n realizada completamente en HTML5 y JavaScript sin dependencias 
externas. 
Aparte de estas mejoras en las herramientas ya existentes, los objetivos a medio plazo impli­
can el desarrollo de nuevas herramientas dentro del a´mbito de la geno´mica funcional. Destaca 
el intere´s por mejorar el reﬁnado de resultados de enriquecimiento funcional, iniciado con la 
integracio´n de la herramienta GeneTerm Linker, que mejora los resultados ofrecidos por Gene-
Codis, pero requiere de ajustes manuales para cada base de anotaciones utilizada, por lo que es 
complicado an˜adir nuevos recursos que permitan esta opcio´n. Formas ma´s soﬁsticadas de en­
riquecimiento, por ejemplo utilizando informacion acerca de la topolog´ ı´a de rutas metabo´licas 
como base, o buscando mo´dulos dentro de grafos de relaciones entre anotaciones. Serı´a intere­
sante tambie´n creacio´n de nuevas herramientas que faciliten el ana´lisis de experimentos de alto 
rendimiento en gen´ ıa que se han producido omica, ya que gran cantidad de los avances en biolog´
en los u´ltimos an˜os utilizan estas te´cnicas, y pueden surgir nuevos tipos de ﬂujos de ana´lisis. 
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