Approaches to the construction of agents that are to engage in competitive negotiation are often founded on game theory. In such an approach the agents are endowed with utility functions and assumed to be utility optimisers. In practice the utility function is derived in the context of massive uncertainties both in terms of the agent's priorities and of the raw data or information. To address this issue we propose an agent architecture that is founded on information theory, and that manages uncertainty with entropy-based inference. Our negotiating agent engages in multi-issue bilateral negotiation in a dynamic information-rich environment. The agent strives to make informed decisions. The agent may assume that the integrity of some of its information decays with time, and that a negotiation may break down under certain conditions. The agent makes no assumptions about the internals of its opponent -it focuses only on the signals that it receives. It constructs two probability distributions over the set of all deals. First the probability that its opponent will accept a deal, and second that a deal will prove to be acceptable to it in time.
INTRODUCTION
We propose an agent architecture that is founded on information theory, and that manages uncertainty with entropy-based inference. This architecture aims to address the problem of defining a utility function for a game-theoretic agent in the context of massive uncertainties both in terms of the agent's priorities and of the raw data or information. Our agent does not necessarily have a utility function and so is not necessarily a utility optimiser -it may have less selfish aims such as simply 'playing fair'. This Negotiating Agent, NA, engages in bilateral bargaining with an opponent, OP. It strives to make informed decisions in an information-rich environment that includes market data and general sources including the Internet. NA attempts to fuse the negotiation with the information generated both by and because of it. It reacts to information derived from its opponent and from the environment, and proactively seeks missing information that may be of value.
NA is founded on information theory. Game theory tells us what to do, and what outcome to expect, in many well-known negotiation situations, but these strategies and expectations are derived from assumptions about the internals of the opponent. Game theoretic analyses of bargaining are founded on the notion of agents as utility optimizers in the presence of complete and incomplete information about their opponents (Muthoo, 1999) . Two probability distributions form the foundation of both the offer evaluation and the offer making processes. They are both over the set of all deals and are based on all information available to the agent. The first distribution is the probabili ty that any deal is acceptable to OP. The second distribution is the probability that any deal will prove to be acceptable to NA -this distribution generalizes the notion of utility.
NA makes no assumptions about the internals of OP in particular whether it has a utility function. NA does make assumptions about: the way in which the integrity of information will decay, preferences that its opponent may have for some deals over others, and conditions that may lead to breakdown. It also assumes that unknown probabilities can be inferred using maximum entropy probabilistic logic (MacKay, 2003) that is based on random worlds (Halpern, 2003) . The maximum entropy probability distribution is "the least biased estimate possible on the given information; i.e. it is maximally noncommittal with regard to missing information" (Jaynes, 1957) . In the absence of knowledge about OP's decision-making apparatus, NA assumes that the "maximally noncommittal" model is the correct model on which to base its reasoning.
A preference relation is an assumption that NA makes about OP's preferences for some deals over others. For example, that she prefers to pay a lower price to a higher price. A single-issue preference relation assumes that she prefers deals on the basis of one issue alone, independent of the values of the other issues. A preference relation may be assumed prior to the negotiation, or during it based on the offers made. For example, the opponent may display a preference for items of a certain color; (Faratin et a!., 2003) describes a basis for ordering colors. The preference relations illustrated here are single-issue orderings, but the agent's reasoning operates equally well with any preference relation as long as it may be expressed in Hom clause logic.
Bilateral bargaining is known to be inherently inefficient (Myerson and Satterthwaite, 1983) . (Bulow and Klemperer, 1996) shows that a seller is better off with an auction that attracts n+ 1 buyers than bargaining with n individuals, no matter what the bargaining protocol is. (Neeman and Vulkan, 2000) shows that the weaker bargaining types will fare better in exchanges leading to a gradual migration. These results hold for agents who aim to optimize their utility and do limit the work described here.
INFORMED AGENTS
NA operates in an information-rich environment. The integrity of its information, including information extracted from the Internet, will decay in time. The way in which this decay occurs will depend on the type of information, and on the source from which it is drawn. Little appears to be known about how the integrity of information, such as news-feeds, decays.
One source of NA's information is the signals received from OP. These include offers to NA, and the acceptance or rejection of NA's offers. If OP rejected NA's offerof$8 two days ago then what is NA's belief now in the proposition that OP will accept another offer of $8 now? Perhaps it is around 0.1. A linear model is used to model the integrity decay of these beliefs, and when the probability of a decaying belief approaches 0.5 1 the belief is discarded. This choice of a linear model is independent of the bargaining method. The model of decay could be exponential, quadratic or what ever.
IA sentence probability of 0.5 represents "maybe, maybe not".
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Interaction Protocol
The agents communicate using sentences in a firstorder language L. This includes the exchange, acceptance and rejection of offers. L contains the following predicates: Offer( 6), Accept( 6), Reject( 6) and Quit(.) , where Offer( 0) means "the sender is offering you a deal 6", Accept( 6) means "the sender accepts your deal 6", Reject (6) means "the sender rejects your deal 6" and Quit (.) means "the sender quits -the negotiation ends". Two negotiation protocols are described. First, negotiation without decay in which all offers stand for the entire negotiation. Second, negotiation with decay in which offers stand only if accepted by return -NA represents OP's offers as beliefs with sentence probabilities that decay in time.
NA and OP each exchange offers alternately at successive discrete times (Kraus, 2001) . They enter into a commitment if one of them accepts a standing offer. The protocol has three stages: l. Simultaneous, initial, binding offers from both agents; 2. A sequence of alternating offers, and 3. An agent quits and walks away from the negotiation. The negotiation ceases either in the second round if one of the agents accepts a standing offer or in the final round if one agent quits and the negotiation breaks down.
In the first stage the agents simultaneously send Offer(.) messages to each other. These initial offers are taken as limits on the range of values that are considered possible. This is crucial to the method described in Sec. 3 where there are domains that would otherwise be unbounded. The exchange of initial offers "stakes out the turf' on which the subsequent negotiation will take place. In the second stage an Offer(.) message is interpreted as an implicit rejection, Reject(.) , of the opponent's offer on the table.
Agent Architecture
Incoming messages from all sources are timestamped and placed in an "In Box", X, as they arrive. NA has a knowledge base K and a belief set B. Each of these two sets contains statements in L. K contains statements that are generally true, such as Reject(.) and Quit(.) messages to OP. The way in which S works is described in Sec. 5.
Momentarily before the S function is activated, a "revision function" R is activated:
R clears the "In Box", and stores the messages either in a with a given sentence probability or in K.
A deal, Ij, is a commitment for the sender to do something, T (the sender's "terms"), subject to the receiver committing to do something, w (the receiver's "terms"): Ij = (T,W) . NA 
Random Worlds
Let 9 be the set of all positive ground literals that can be constructed using the predicate, function and constant symbols in Z, A possible world is a valuation function v : 9 -> {T,..l}. V denotes the set of all possible worlds, and V lC denotes the set of possible worlds that are consistent with a knowledge base K (Halpern, 2003) .
A random world for K is a probability distribution W lC = {p;} over V x = {v;}, where W x: expresses an agent's degree of belief that each of the possible worlds is the actual world. The derived sentence probability of any IJ E E, with respect to a random world Wx is:
n A random world W lC is consistent with the agent's beliefs a if: (V3 E a)(B(,3) = Pw.:C3)). That 2The often-quoted oxymoron "I paid too much for it, but its worth it." attributed to Samuel Goldwyn, movie producer, illustrates that intelligent agents may choose to negotiate with uncertain utility.
A FOUNDATION FOR INFORMED NEGOTIA nON
is, for each belief its derived sentence probability as calculated using Eqn. I is equal to its given sentence probability.
The entropy of a discrete random variable X with probability mass function {Pi} is (MacKay, 2003) :
= -LmPn 10gPn where: Pn ::::: 0 and LnPn = 1. Let W{lC,B} be the "maximum entropy probability distribution over V lC that is consistent with a". Given an agent with K and a, its derived sentence probability for any sentence, IJ E L, is:
Using Eqn. 2, the derived sentence probability for any belief, ,3i, is equal to its given sentence probability. So the term sentence probability is used without ambiguity.
ESTIMATING P(OPAcc(.))
NA does two different things. First, it reacts to offers received from OP -that is described in Sec. 4. Second, it sends offers to OP. This section describes the estimation of P(OPAcc(Ij» where the predicate OPAcc(lj) means "the deal e is acceptable to OP". When a negotiation commences NA may have no information about OP or about prior deals. If so then the initial offers may only be based on past experience or circumstantial information.' So the opening offers are simply taken as given.
In the four sub-sections following, NA is attempting sell something to OP. In Sees. 3.1 and 3.2 NA's terms T are to supply a particular good, and OP's terms w are money -in those examples the amount of money w is the subject of the negotiation. In Sees. 3.3 and 3.4 NA's terms are to supply a particular good together with some negotiated warranty period, and OP's terms are money -in those examples the amount of money P and the period of the warranty period ware the subject of the negotiation.
One Issue -Without Decay
The unary predicate OPAcc(x) means "the amount of money $x is acceptable to OP". NA is interested in whether the unary predicate 0PAcc( x) is true for various values of $x. NA assumes the following preference relation on the OPAcc predicate: These two offers differ by TIin the game-theoretic result and w in the maximum entropy result. The game theoretic approach relies on estimates for 1f and TI:
If OP has a utility, and it may not, then if OP is rational: 1f :::;~:::; TI. The inherent inefficiency of bilateral bargaining (Myerson and Satterthwaite, 1983) shows for an economically rational OP that uap, and so consequently TI,may be greater than w. There is no reason to suspect that TIand w will be equal. OPAcc(wop) . Suppose that there is some level of integrity decay on these two beliefs: 0 < B((Jd < 0.5 < B((J2) < 1. Then V K contains n + 1 possible worlds ranging from "all false" to "all true" each containing n literals. So a random world for K will consist of n + 1 probabilities {p;}, where, say, PI is the probability of "all true", and Pn+ 1 is the probability of "all false". P {K,B} will be the distribution that maximizes -Ln Pn log Pn subject to the constraints: Reject(wna) and Offer(wop) each qualified with the time at which they arrived, and the decay rate on their integrity. The assumptions in the analysis given above are: the choice of values for~and w -which do not appear in Eqn. 3 in any case -and the choice of the "maximally noncommittal" distribution.
One Issue -With Decay
If the agents continue to exchange offers then new beliefs will be acquired and the integrity of old beliefs will decay. If the next pair of offers lies within the interval [wop, wna] and if the integrity of (31 and (32 decays then the sentence probabilities of (31 and (32 will be inconsistent with those of the two new beliefs due to the total ordering of sentence probabilities on [~, w] The analysis given above requires that values be specified for the opening offers~and w. The only part of the probability distribution that depends on the values chosen for~and w are the two "tails" of the distribution.
So the choice of values for these two opening offers is unlikely to effect the estimates. The two tails are necessary to "soak up" the otherwise unallocated probability.
Maximizing Entropy
If X is a discrete random variable taking a finite number of possible values {x;} with probabilities {Pi} then the entropy is the average uncertainty removed by discovering the true value of X, and is given by H = -Ln Pn 10gPn' The direct optimization of H subject to a number, e, of linear constraints of the form LnPngk(:Cn) = "th for given constants "th, where k = 1"", e, is a difficult problem. Fortunately this problem has the same unique solution as the maximum likelihood problem for the Gibbs distribution (Pietra et al., 1997) . The solution to both problems is given by:
for n = 1,2",·, where the constants {Ai} may be calculated using Eqn. 4 together with the three sets of constraints: Calculating the expressions for the values of {Pn} given in the example above in Sec. 3.2 does not require the full evaluation of the expressions in Eqn. 4. That equation shows that there are just three different values for the {Pn}. Applying simple algebra to that fact together with the constraints yields the expressions given.
Two Issues -Without Decay
The above approach to single-issue bargaining generalizes without modification to multi-issue bargaining, it is illustrated with two issues only for ease of presentation. The problem considered is the sale of an item with 0, , , , ,4 years of warranty. The terms being negotiated specify an amount of money P and the number of years warranty w. The predicate OPAcc(w,p) now means "OP will accept the offer to purchase the good with w years warranty for $p".
NA assumes the following two preference orderings, and K contains:
OPAcc(z,y))) As in Sec. 3.1, these sentences conveniently reduce the number of possible worlds.
The number of possible worlds will be finite as long as K 
Two Issues -With Decay
Following from the previous section, suppose that K In this array, the derived sentence probabilities for the three sentences in B are shown in bold type; they are exactly their given values.
ESTIMATING P(NAAcc(.))
The proposition NAAcc(8) means: "8 is acceptable to NA". This section describes how NA attaches a conditional probability to the proposition: P(NAAcc(8) I It) in the light of information It. The meaning of "acceptable to NA" is described below. This is intended to put NA in the position "looking back on it, I made the right decision at the time" -this is a vague notion but makes sense to the author. The idea is for NA to acceptadeaI8whenP(NAAcc(8) I It)::::: a for some threshold value a that is one of NA's mental states.
P(NAAcc( 8) I Ir) is derived from conditional probabilities attached to four other propositions:
meaning respectively: "terms w are perfectly suited to my needs", "OP will be a good agent for me to be doing business with", "8 is generally considered to be a good deal for NA", and "on strictly subjective grounds, 8 is acceptable to NA". The last two of these four probabilities factor out both the suitability of w and the appropriateness of the opponent OP. The difference between the third and fourth is that the third captures the concept of "a good market deal" and the fourth a strictly subjective "what w is worth to NA". The "Me(.)" proposition is related to the concept of a private valuation in game theory.
To determine P(Suited(w) I It). If there are sufficiently strong preference relations to establish extrema for this distribution then they may be assigned extreme values se 0.0 or 1.0. NA is repeatedly asked to provide probability estimates for the offer w that yields the greatest reduction in entropy for the resulting distribution (MacKay, 2003) . This continues until NA considers the distribution to be "satisfactory". This is tedious but the "preference acquisition bot-28 tleneck" appears to be an inherently costly business (Castro-Schez et al., 2004) . To determine P(Good(OP) I It) involves an assessment of the reliability of OP. For some retailers (sellers), information -of varying reliability -may be extracted from sites that rate them. For individuals, this may be done either through assessing their reputation established during prior trades (Ramchum et al., 2003) (Sierra and Debenham, 2(05) , or by the inclusion of some third-party escrow service that is then rated for "reliability" instead.
P(Fair(8) I II U {Suited(w), Good(OP)}) is determined by market data. As for dealing with Suited, if the preference relations establish extrema for this distribution then extreme values may be assigned. Independently of this, real market data, qualified with given sentence probabilities, is fed into the distribution. The revision function R identifies and removes inconsistencies, and missing values are estimated using the maximum entropy distribution.
Determining P(Me(8)
Good( OP)}) is a subjective matter. It is specified using the same device as used for Fair except that the data is fed in by hand "until the distribution appears satisfactory". To start this process first identify those 8 that "NA would be never accept" -they are given a probability of re 0.0, and second those 8 that "NA would be delighted to accept" -they are given a probability of:::::: 1.0. The Me proposition links the information-theory approach with "private valuations" in game-theory. There is no causal relationship between the four probability distributions as they have been defined, with the possible exception of the third and fourth. To link the probabilities associated with the five propositions, the probabilities are treated as epistemic probabilities and the nodes form a simple Bayesian net. The weights on the four arcs of the Bayesian net are a subjective representation of what "acceptable" means to NA. The resulting net divides the problem of estimating P(NAAcc) into four simpler sub-problems.
The conditionals on the Bayesian network are subjective -they are easy to specify because twelve of them are zero -that is, for the cases in which NA believes that either Me or Suited is "false". For example, if the conditionals (set by NA) are: P (NAAcc Me,Suited,Good,Fair) = 1.0 P (NAAcc Me, Suited, <Good, Fair) = 0.1 P (NAAcc Me, Suited, Good, ,Fair) NAAcc Me, Suited, rvGood, ,Fair) = 0.05 then, with probabilities of 0.9 on each of the four evidence nodes, the probability P(NAAcc) = 0.75. It then remains to manage the acquisition of information It from the available sources to, if necessary, increase P(NAAcc(8) I It) so that 8 is acceptable. The conditional probabilities on the net represent an agent's priorities for a deal, and so they are specified for each class of deal.
The NAAcc predicate generalizes the notion of utility. Suppose that NA knows its utility function U. If the conditionals on the Bayesian net are as in the previous paragraph and if either P(Me(.)) or P(Suited(.)) are zero then P(NAAcc(.)) will be zero. If the conditional probabilities on the Bayesian net are 1.0 when Me is true and are 0.0 otherwise then
otherwise, where w = max; U(w).4 A bargaining threshold a > 0.5 will then accept offers for which the surplus is positive. In this way NAAcc represents utility-based bargaining with a private valuation. NAAcc also is intended to be able to represent apparently irrational bargaining situations (eg: "I've just got to have that hat"), as well as tricky multi-issue problems such as those typical in eProcurement.
It enables an agent to balance the degree of suitability of the terms offered with the reliability of the opponent and with the fairness of the deal.
NEGOTIATION STRATEGIES
Sec. 3 estimated the probability distribution,
, that OP will accept an offer, and Sec. 4
estimated the probability distribution, P(NAAcc), that NA should be prepared to accept an offer. These two probability distributions represent the opposing interests of the two agents NA and OP. P(OPAcc) will change every time an offer is made, rejected or accepted. P(NAAcc) will change as the background information changes.
This section discusses NA's strategy S.
Bargaining can be a game of bluff and counterbluff in which an agent may even not intend to close the deal if one should be reached. A basic conundrum in any offer-exchange bargaining is: it is impossible to force your opponent to reveal information about their position without revealing information about your own position. Further, by revealing information about your own position you may change your opponents position -and so on.
5
This infi4The introduction of w may be avoided by defining P (Me(T, w) )~l+exp for U(w)~U (T) and zero otherwise, where {3 is some constant. This is the sigmoid transfer function used in some neural networks.
This function is near-linear for U(w) ::::: U(T), and is concave, or "risk averse", outside that region. The transition between these two behaviors is determined by the choice of {3. A fundamental principle of competitive bargaining is "never reveal your best price", and another is "never reveal your deadline -if you have one" (Sandholm and Vulkan, 1999 
a}, it optimizes the likelihood of trade -it is a good strategy for an agent that is keen to trade without compromising its own standards of acceptability. An approach to issue-tradeoffs is described in (Faratin et al., 2003) . The bargaining strategy described there attempts to make an acceptable offer by "walking round" the iso-curve of NA's previous offer (that has, say, an acceptability of ana 2: a) towards OP's subsequent counter offer. In terms of the machinery described here, an analogue is to use the strategy S-: arg msxx] P(OPAcc(8))
'It) 2: ana} for a = ana' This is reasonable for an agent that is attempting to be accommodating without compromising its own interests. Presumably such an agent will have a policy for reducing the value ana if her deals fail to be accepted. The complexity of the strategy in (Faratin et aI., 2003) is linear with the number of issues. The strategy described here does not have that property, but it benefits from using P(OPAcc) that contains foot prints of the prior offer sequence -see Sec. 3.4 -in that distribution more recent offers have stronger weights.
CONCLUSIONS
The negotiating agent achieves its goal of reaching informed decisions whilst making no assumptions about the internals of its opponent.
The agent is founded on information theory is 'driven' by realtime information flows derived from its environment that includes the Internet. Existing text and data mining bots have been used to feed information into NA in experiments including a negotiation between two agents in an attempt to swap a mobile phone for a digital camera with no cash involved. NA has five ways of leading a negotiation towards a positive outcome. First, by making more attractive offers to OP. Second, by reducing its threshold 0:. Third, by acquiring information to hopefully increase the acceptability of offers received. Fourth, by encouraging OP to submit more attractive offers. Fifth, by encouraging OP to accept NA's offers. The first two of these have been described. The third has been implemented but is not described here. The remaining two are the realm of argumentation-based negotiation which is the next step in this project. The integrated way in which NA manages both the negotiation and the information acquisition should provide a sound basis for an argumentation-based negotiator. (Halpern, 2003) discusses problems with the random-worlds approach, and notes particularly representation and learning. Representation is particularly significant here -for example, the logical constants in the price domains could have been given other values, and, as long as they remained ordered, and as long as the input values remained unchanged, the probability distributions would be unaltered. Learning is not an issue now as the distributions are kept as simple as possible and are re-computed each time step. The assumptions of maximum entropy probabilistic logic exploit the agent's limited rationality by attempting to assume "precisely no more than is known". But, the computations involved will be substantial if the domains in the language .c are large, and will be infeasible if the domains are unbounded. If the domains are large then preference relations such as ";1 can simplify the computations substantially. Much has not been described here including: the data and text mining software, the use of the Bayesian net to prompt a search for information that may lead to NA raising -or perhaps lowering -its acceptability threshold, and the way in which the incoming information is structured to enable its orderly acquisition (Debenham, 2004 ). We have not described the belief revision and the identification of those random worlds that are consistent with K.
The following issues are presently being investigated. The random worlds computations are performed each time the knowledge, K, or beliefs, B, alter -there is scope for using approximate updating techniques interspersed with the exact calculations. The offer accepting machinery operates independently from the offer making machinery -but not vice versa -this may mean that better deals could have been struck under some circumstances. 
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