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Visual analysis follows a default, predominantly coarse-to-ﬁne processing sequence. Low spatial frequen-
cies (LSF) are processed more rapidly than high spatial frequencies (HSF), allowing an initial coarse pars-
ing of visual input, prior to analysis of ﬁner information. Our study investigated the inﬂuence of spatial
frequency processing order, accumulation mode (i.e. how spatial frequency information is received as an
input by the visual system, throughout processing), and differences in luminance contrast between
spatial frequencies on rapid scene categorization. In Experiment 1, we used sequences composed of six
ﬁltered scenes, assembled from LSF to HSF (coarse-to-ﬁne) or from HSF to LSF (ﬁne-to-coarse) to test
the effects of spatial frequency order. Spatial frequencies were either successive or additive within
sequences to test the effects of spatial frequency accumulation mode. Results showed that participants
categorized coarse-to-ﬁne sequences more rapidly than ﬁne-to-coarse sequences, irrespective of spatial
frequency accumulation in the sequences. In Experiment 2, we investigated the extent to which differ-
ences in luminance contrast rather than in spatial frequency account for the advantage of coarse-to-ﬁne
over ﬁne-to-coarse processing. Results showed that both spatial frequencies and luminance contrast
account for a predominant coarse-to-ﬁne processing, but that the coarse-to-ﬁne advantage stems mainly
from differences in spatial frequencies. Our study cautions against the use of contrast normalization in
studies investigating spatial frequency processing. We argue that this type of experimental manipulation
can impair the intrinsic properties of a visual stimulus. As the visual system relies on these to enable rec-
ognition, bias may be induced in strategies of visual analysis.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
The human visual system is constantly involved in the percep-
tion and categorization of complex stimuli such as natural scenes.
In the spatial domain, scenes are classically described in terms of
pixel luminance. In the Fourier domain, a dual representation of
a scene is created using the amplitude and phase spectra (Field,
1987; Ginsburg, 1986; Hughes, Nozawa, & Kitterle, 1996;
Tolhurst, Tadmor, & Chao, 1992). The amplitude spectrum corre-
sponds to the distribution of luminance contrast across spatial fre-
quencies and orientations, and the phase spectrum corresponds to
the spatial relation between spatial frequencies. Luminancecontrast refers to the magnitude of luminance variation in a stim-
ulus relative to its mean luminance (Shapley & Enroth-Cugell,
1984). The visual system uses low-level features, such as spatial
frequencies and luminance contrast to enable recognition, and
from a neurobiological point of view, we now know that cells in
the primary visual cortex respond to luminance contrast, spatial
frequencies and orientations (Boynton, 2005; De Valois, Albrecht,
& Thorell, 1982; De Valois, Yund, & Hepler, 1982; Poggio, 1972;
Shams & Von der Malsburg, 2002; Shapley & Lam, 1993). Many
studies have also highlighted the importance of the amplitude
spectrum in scene categorization (Guyader, Chauvin, Peyrin,
Hérault, & Marendaz, 2004; Oliva & Torralba, 2001; Torralba &
Oliva, 2003). Overall, these studies support current inﬂuential
models of scene perception (Bar, 2003; Bar et al., 2006; Bullier,
2001; Hegdé, 2008; Kauffmann, Ramanoël, & Peyrin, 2014; Peyrin
et al., 2010; Schyns & Oliva, 1994). According to these models,
visual analysis is based on the parallel extraction of different attri-
butes at different spatial frequencies in scenes, and follows a
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spatial frequencies (LSF), containing the coarse information on a
visual stimulus, are rapidly conveyed by magnocellular pathways
to the occipital cortex and then access high-order cortical areas,
in order to activate plausible interpretations of the visual input.
This initial coarse analysis is then used to guide the later
processing of high spatial frequencies (HSF) which are conveyed
more slowly by parvocellular pathways and provide ﬁner
information.
Several behavioral studies, and a few neuroimaging studies,
have investigated coarse-to-ﬁne processing during scene percep-
tion (De Cesarei & Loftus, 2011; Musel, Chauvin, Guyader,
Chokron, & Peyrin, 2012; Musel et al., 2014; Parker, Lishman, &
Hughes, 1992; Peyrin et al., 2010; Schyns & Oliva, 1994). Evidence
of a predominant coarse-to-ﬁne processing was originally provided
by psychophysical studies using hybrid scenes (Schyns & Oliva,
1994). Hybrid stimuli are made up by superimposing two images
of scenes that contain different spatial frequencies and different
semantic information (e.g. a highway scene in LSF superimposed
on a city scene in HSF). When presentation times were very short
(30 ms), perception of these hybrid scenes was dominated by LSF
information. When presentation times were longer (150 ms),
perception of hybrids was dominated by HSF information. This
suggests that LSF take precedence over HSF in the visual time-
course. More recent studies (Musel et al., 2012, 2014; Peyrin
et al., 2005, 2010) explicitly simulated different time courses of
spatial frequency processing during scene categorization using
sequences of scene images in which the spatial frequency content
differed from one image to the other, going either from low-
to-high spatial frequencies (coarse-to-ﬁne processing) or from
high-to-low spatial frequencies (ﬁne-to-coarse processing). These
studies showed that sequences depicting coarse-to-ﬁne processing
were categorized more rapidly than those depicting ﬁne-to-coarse
processing. This suggests that the presentation order of spatial fre-
quencies strongly inﬂuences the speed of scene categorization, and
when LSF are presented ﬁrst in the sequence, this may particularly
facilitate the process. Recent event-related brain potential (ERP)
studies have suggested that the accumulation of spatial frequency
information could also inﬂuence the perception of scenes, irrespec-
tive of the presentation order of spatial frequencies. De Cesarei and
Codispoti (2011) and De Cesarei, Mastria, and Codispoti (2013)
investigated how spatial frequencies inﬂuence the identiﬁcation
of neutral and emotional scenes. They also used sequences con-
taining images of scenes in which the amount of spatial frequency
information increased progressively from one image to the next. To
be precise, they presented sequences in which the ﬁrst scene was
either LSF or HSF, and the entire scene was gradually revealed by
progressively adding either HSF or LSF information. This procedure
allowed the authors to investigate the effects of the addition of
spatial frequency information, according to the type of spatial fre-
quency content (either LSF or HSF) which had been initially pro-
cessed. Behavioral results showed that the identiﬁcation rate of
scenes increased as spatial frequency information was added, irre-
spective of the spatial frequency content initially presented in the
sequence (LSF or HSF), and no differences in behavioral perfor-
mances were observed between sequences starting with LSF and
HSF information. These results suggested that scene identiﬁcation
did not critically depend on the initial processing of LSF – it
appeared to rely more on the addition of spatial frequency infor-
mation. However, divergences between the above mentioned stud-
ies may result from methodological differences in the
accumulation mode of spatial frequency in the sequence of scene
images. The accumulation mode refers here to how spatial fre-
quency information is received as an input by the visual system,
throughout the sequences (e.g. in the previously cited examples,
either successively or additively). They also raised the question ofwhether the visual system would beneﬁt from the reinjection of
spatial frequency information relating to previous inputs during
the processing of spatial frequency sequences. To our knowledge,
no study has as yet directly investigated how the accumulation
mode of spatial frequency in the sequence inﬂuences the well-
established advantage of LSF over HSF during rapid scene
categorization.
The ﬁrst experiment in the present study aimed to investigate
rapid scene categorization depending on both the presentation
order of spatial frequencies (LSF before HSF or HSF before LSF)
and the accumulation mode of spatial frequencies in the sequence
(successive or additive presentation of different spatial frequency
bands). In order to do this, we used dynamic scenes composed of
six images of a scene ﬁltered in different spatial frequencies, going
from LSF to HSF or from HSF to LSF. This allowed us to test the
effects of spatial frequency order. Dynamic scenes also depicted
either a successive or additive processing. This allowed us to test
the effects of spatial frequency accumulation mode. Successive
sequences therefore started with either an LSF or an HSF ﬁltered
scene. They subsequently shifted to a higher or a lower spatial fre-
quency band, and ended with an HSF or LSF ﬁltered scene, respec-
tively. Additive sequences started with an LSF or an HSF ﬁltered
scene, but this time, either HSF or LSF information was added.
The spatial frequency content therefore increased from one image
to the next, and sequences ended with an almost intact (or non-ﬁl-
tered) scene. Participants were asked to perform a categorization
task on these stimuli (indoor vs. outdoor). Based on recent models
of visual perception, we expected to observe a coarse-to-ﬁne
advantage, i.e. more rapid categorization when LSF (rather than
HSF) were presented ﬁrst. However, if the addition of spatial fre-
quencies throughout the sequence constitutes an advantage irre-
spective of the order of presentation of spatial frequency,
additive sequences should be categorized more rapidly than suc-
cessive sequences in sequences which begin with either LSF or
HSF information. Interaction between the accumulation mode of
spatial frequencies and the order of spatial frequencies during
sequences ought to reduce the coarse-to-ﬁne advantage in additive
sequences (compared to successive sequences).
In the same context, differences in luminance contrast have
been shown to exert a strong inﬂuence on speed of visual process-
ing. For example, reaction times decrease as luminance contrast
increases (Harwerth & Levi, 1978). The luminance contrast in
scenes decreases as spatial frequency increases, following a 1/fa
function (Field, 1987). LSF are characterized by a high luminance
contrast, and HSF are characterized by a lower luminance contrast.
The temporal precedence of LSF over HSF (i.e. coarse-to-ﬁne pro-
cessing) during scene categorization could therefore be explained
by differences in contrast rather than in spatial frequency content.
In order to avoid any confusion between the inﬂuence of spatial
frequency content and that of luminance contrast in scene percep-
tion, recent studies equalize both the mean luminance and the
luminance contrast of the ﬁltered stimuli used (see, for example,
Goffaux et al., 2011; Mu & Li, 2013; Vlamings, Goffaux, &
Kemner, 2009) by attributing the same mean luminance and the
same root mean square (RMS) contrast to all ﬁltered stimuli. The
RMS contrast corresponds to the standard deviation of luminance
values and has been shown to be the most reliable indicator of
the visibility of broadband ﬁltered images (Bex & Makous, 2002).
However, the speciﬁc role of luminance contrast in the spatial fre-
quency processing of scenes has never been systematically investi-
gated. In a second experiment, we investigated the speciﬁc role of
luminance contrast, spatial frequencies, and their interaction dur-
ing the coarse-to-ﬁne processing of scenes. In order to do so, we
used dynamic scenes adapted from Experiment 1, and manipulated
the spatial frequency content and luminance contrast of the
images composing the sequences.
Fig. 1. (a) Example of scenes from different categories (outdoors and indoors). Mean
amplitude spectra of each category. On each amplitude spectrum, low spatial
frequencies are close to the center, and high spatial frequencies are on the periphery.
Vertical orientations are represented on the x-axis and horizontal orientations on the
y-axis. (b) Six band-pass ﬁlters used to ﬁlter the scenes. (c) Example of six spatial
frequency ﬁltered images in the Successive (top) and the Additive (bottom)
conditions depicting a coarse-to-ﬁne (CtF) and ﬁne-to-coarse (FtC) sequence, with
the corresponding band-pass ﬁlter underneath. On the band-pass ﬁlter, we illustrate
how spatial frequency information progresses in either a successive or additive
manner. For each Order condition (CtF and FtC), successive and additive sequences
started with exactly the same frame. It should be noted that the perception of spatial
frequencies could be affected by the reduction in picture size of scenes for the
illustrative purposes. Picture size is approximately 10 times smaller than the actual
picture size on the screen used in the experiment. Central spatial frequencies used to
ﬁlter the scenes were therefore reduced for illustrative purposes.
L. Kauffmann et al. / Vision Research 107 (2015) 49–57 512. Experiment 1
The ﬁrst experiment aimed to determine whether scene catego-
rization relies more on the processing of LSF prior to that of HSF, or
whether it is favored more by the addition of information from dif-
ferent spatial frequencies rather thanby the successive and separate
processing of different spatial frequency bands. We used scene
sequences composed of six ﬁltered versions of a scene, as stimuli.
First of all, we manipulated the order of spatial frequencies in our
sequences. In the coarse-to-ﬁne condition, ﬁltered scenes were
assembled following an LSF to HSF order. In the ﬁne-to-coarse con-
dition, ﬁltered sceneswere assembled following a reverseHSF to LSF
order. Next, we manipulated the accumulation mode of spatial fre-
quencies in the sequences. In the successive condition, ﬁltered
scenes whichmade up the sequences were built from band-pass ﬁl-
ters centered on different spatial frequencies. Each frame therefore
contained different spatial frequency information. In the additive
condition, sequences beganwith the same frameas in the successive
condition, but spatial frequency information was progressively
added to the previous ﬁltered scene of the sequence. Each frame
therefore contained an increasing amount of spatial frequency
information (while retaining the prior information) until an almost
intact scenewas presented. If scene categorization ismainly favored
by the initial processing of LSF information, we expected to observe
amore rapid categorizationof coarse-to-ﬁne sequences than of ﬁne-
to-coarse sequences, irrespective of the accumulation mode of spa-
tial frequency information (successive or additive). Moreover, if the
addition of spatial frequency information is more advantageous for
scene categorization than the successive processing of differential
spatial frequency band information, we expected additive
sequences to be categorizedmore rapidly than successive sequences
in all of the spatial frequency order conditions. Finally, if the addi-
tion of different spatial frequency bands is more advantageous irre-
spective of presentation order, we expected to observe an
interaction between the accumulation mode of spatial frequencies
and their order, and anticipated that this would be expressed in a
reduction of the coarse-to-ﬁne advantage in additive sequences
(compared to successive sequences).
2.1. Materials and methods
2.1.1. Participants
Thirty right-handed participants (4 males; Mean age ± SD:
23 ± 4 year) with normal or corrected-to-normal vision and no his-
tory of neurological disorder were included in the experiment. All
participants gave their informed written consent before participat-
ing in the study which was in accordance with the Code of Ethics of
the World Medical Association (Declaration of Helsinki) for exper-
iments involving humans.
2.1.2. Stimuli and procedure
Stimuli were constructed from 40 black and white photographs
(256-level gray-scales, 1024  768 pixels) of natural scenes,
belonging to two categories (20 indoor scenes and 20 outdoor
scenes) with a visual angle of 24  18 degrees1. Exemplars from1 The use of large visual scenes covering 24  18 degrees of visual angle was
motivated by several reasons. Firstly, large visual scenes ensure to stimulate both the
fovea and the peripheral visual ﬁeld and avoid a bias for HSF processing. Indeed, a
recent study (Musel et al., 2013) showed that HSF information contained in similar
large scenes elicited strong activation within the occipital cortex linked to the foveal
projection whereas LSF scenes activated more strongly retinotopic areas involved in
the processing of the peripheral visual ﬁeld. Furthermore, it should be noted that we
are conducting parallel work on patients with age-related macular degeneration
(AMD), for whom small stimuli sizes are not appropriate since these patients present
a deﬁcit in processing information in the central visual ﬁeld. Therefore, large visual
scenes were also used in the present study in order to maintain consistency with
these works and adapt our paradigms with these patients.the two categories (outdoor and indoor) were chosen in order to
ensure that dominant orientations in the mean amplitude spectrum
were similar and to avoid categorization based on this type of visual
cue. Furthermore, outdoor and indoor categories were equivalent in
terms of visual cluttering (Subband Entropy measures; see
Rosenholtz, Li, & Nakano, 2007). Mean sub-band entropy did not dif-
fer between outdoors and indoors (2.95 ± 0.16 and 2.95 ± 0.14,
respectively; F1,38 < 1). Stimuli were elaborated using the MATLAB
image processing toolbox (Mathworks Inc., Sherborn, MA, USA).
In our Successive sequences, each scene was ﬁltered with six
band-pass ﬁlters with central frequencies corresponding to 24,
34, 49, 71, 101 and 144 cycles per image and a standard deviation
of 25.6 cycles per image (i.e. 1, 1.4, 2, 2.9, 4.2 and 6 cycles per
degree and a standard deviation of 1.07 cycles per degree; see
Fig. 1c). The central frequencies of ﬁlters were not linearly spaced
– they followed a logarithmic scale2. This enabled us to obtain a bet-
ter sampling of the amplitude spectrum of natural scenes, in which2 The logarithmic scale used to deﬁne central frequencies of the ﬁlters was given by
fk = f0/Xk, with f0 the highest central frequency, X the geometric separation between
each ﬁlter central frequency, and k the ﬁlter number from high to low frequency.
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shape; Field, 1987) and a better sampling of low spatial frequencies
with more ﬁlters centered on low spatial frequencies (for a similar
approach, see Willenbockel et al., 2010). The information contained
in frequencies below 7.2 cycles per image (or 0.3 cycles per degree)
was removed. Filtered scenes were then normalized to obtain a
mean luminance of 0.5 (for luminance values of between 0 and 1;
i.e. mean luminance of 128 on a 256 gray-level scale).
For the Additive sequences, the six ﬁlters used in the Successive
condition were iteratively added from LSF to HSF and from HSF to
LSF. For sequences starting with LSF, each scene was ﬁltered with
six ﬁlters. The ﬁrst ﬁlter was centered on 24 cycles per image.
The second ﬁlter corresponded to the addition of two ﬁlters, one
centered on 24 cycles per image and the other one on 34 cycles
per image (see Fig. 1c). The third ﬁlter corresponded to the addi-
tion of three ﬁlters centered on 24, 34, and 49 cycles per images.
The fourth ﬁlter corresponded to the addition of four ﬁlters cen-
tered on 24, 34, 49, and 71 cycles per image. The ﬁfth ﬁlter corre-
sponded to the addition of ﬁve ﬁlters centered on 24, 34, 49, 71,
and 101 cycles per image. The sixth ﬁlter corresponded to the addi-
tion of six ﬁlters centered on 24, 34, 49, 71, 101, and 144 cycles per
image. For sequences starting with HSF, the ﬁltering order was
reversed. Each ﬁltering level therefore corresponded to an increas-
ing truncation of the frequency spectrum of images along high or
low spatial frequencies. This additive procedure used to build ﬁl-
ters was preferred to a procedure based on increasing width, in
order to maintain previously-received information following the
addition of spatial frequencies. Since the addition of band-pass ﬁl-
ters resulted in a ﬁlter with a larger band-pass, the resulting ﬁlter
was normalized to a maximum value of 13. Filtered scenes were
then normalized to obtain a mean luminance of 0.5 (for luminance
values of between 0 and 1; i.e. mean luminance of 128 on a 256
gray-level scale).
The resulting ﬁltered scenes in both the Successive and Additive
conditions were then assembled in order to create short movies,
from LSF to HSF (CtF sequence) or from HSF to LSF (FtC sequence,
see Fig. 1). Each movie lasted 150 ms and was composed of six ﬁl-
tered versions of the same scene (presented for 25 ms each). These
dynamic sequences (for both Successive and Additive condition)
allowed us to imitate and impose either a coarse-to-ﬁne (CtF) or
a ﬁne-to-coarse (FtC) processing of scenes. It should be noted
that the ﬁrst LSF image in CtF sequences was the same in the
Successive and Additive conditions. Similarly, the ﬁrst HSF image
in FtC sequences was the same in the Successive and Additive
conditions4.
Stimuli were displayed using E-Prime software (E-Prime Psy-
chology Software Tools Inc., Pittsburg, PA) on a 170 monitor, with
a resolution of 1024  768 pixels, at a refreshing rate of 80 Hz
and with a viewing distance of 70 cm. In order to respect the dis-
tance and the central position, participants’ heads were supported
by a chinrest. Each participant performed two sessions according
to the two accumulation conditions (Successive and Additive),
which consisted of 80 trials each. The order of the sessions was
counterbalanced between participants. Within each session, the3 Each ﬁlter is built as follows: Fk = min(1,Fk1 + Gk), with Fk the ﬁlter for the image
k and Gk the band pass Gaussian ﬁlter k.
4 It should be noted that we also created and tested in a pilot experiment the
difference between additive (i.e. sequences starting with either LSF or HSF) and
reverse sequences (i.e. sequences starting with an almost intact scenes and ending
with LSF or HSF, respectively). Results showed that these reverse sequences were
categorized faster than additive sequences (F1,29 = 5.24, p < 0.05). Furthermore, for
reverse sequences, there was no difference between sequences ending with LSF and
sequences ending with HSF (F1,29 < 1). The advantage of reverse sequences on additive
sequences could be simply due to the fact that, reverse sequences started with the
whole spatial frequency information. Therefore, these sequences were not further
used in the present experiment.sequences (CtF and FtC) were displayed randomly. Each trial began
with a central ﬁxation point that was presented for 500 ms (in
order to control the gaze direction to the center of the screen),
immediately followed by the dynamic sequence lasting 150 ms
and a backward mask built with 1/f noise and presented during
30 ms to prevent retinal persistence. Participants were asked to
categorize the dynamic scenes as fast and as accurately as possible
by pressing a button with their foreﬁnger or their middle ﬁnger
according to the category of the scene. Response buttons were
counterbalanced across participants Response accuracy and
response times (in milliseconds) were recorded. The experiment
lasted about 15 min.
2.2. Results
Two 2  2  2 ANOVAs with Order of spatial frequencies (CtF
and FtC), Accumulation mode of spatial frequencies (Successive
and Additive), and Category of scenes (outdoor and indoor) as
within subject factors were performed on mean error rates (mER)
andmean correct response times (mRT, in milliseconds) using Stat-
istica 10.0 software (Statsoft, Tulsa, USA). The signiﬁcance thresh-
old was set at a = 0.05. To reduce the effect of extreme values, RT
for each subject’s correct response in each condition was trimmed
by removing responses inferior and superior to three times the
interquartile interval. This resulted in removing an average of
0.92% of the trials.
Whatever the experimental condition, mER was low (under
10%). The ANOVA performed on mER revealed no main effect of
Order (Mean ± SD; CtF: 7.25 ± 5.50%; FtC: 6.79 ± 4.77%,
F1,29 = 0.42, p = 0.522, partial eta square – gp2 = 0.014), Accumula-
tion (Successive: 6.59 ± 4.99%; Additive: 7.46 ± 5.24%; F1,29 = 1.69,
p = 0.204, gp2 = 0.055), and Category (outdoor: 6.92 ± 4.96%; indoor:
7.13 ± 5.36%, F1,29 = 0.08, p = 0.775, gp2 = 0.003). There was no inter-
action between Accumulation and Order (F1,29 = 0.07, p = 0.797,
gp2 = 0.002), between Accumulation and Category (F1,29 = 1.70,
p = 0.203, gp2 = 0.055), or Order and Category (F1,29 = 0.25,
p = 0.623, gp2 = 0.008). However, there was a signiﬁcant interaction
between these three factors (F1,29 = 7.59, p = 0.010, gp2 = 0.207), due
to a signiﬁcant Order  Category interaction for Successive scenes
only (Successive: F1,29 = 5.93, p = 0.021, gp2 = 0.170; Additive:
F1,29 = 2.04, p = 0.164, gp2 = 0.066). Post-hoc comparisons (Tukey’s
HSD) for the Successive condition revealed that participants made
more errors when categorizing indoor (8.00 ± 7.02%) than outdoor
scenes (4.50 ± 5.47%) for FtC sequences (p = 0.020), whereas there
was no difference between indoor (6.33 ± 6.94%) and outdoor
(7.50 ± 8.17%) categorizations for CtF sequences (p = 0.893).
The ANOVA performed on mRT (see Fig. 2) revealed no main
effect of the Accumulation (Successive: 565 ± 61 ms; Additive:
561 ± 69 ms; F1,29 = 0.50, p = 0.486, gp2 = 0.017) and no main effect
of Category (Mean ± SD; outdoor: 563 ± 65 ms; indoor:
563 ± 64 ms, F1,29 = 0.02, p = 0.892, gp2 = 0.001) but there was a sig-
niﬁcant main effect of Order (F1,29 = 37.39, p < 0.001, gp2 = 0.563).
CtF sequences (548 ± 68 ms) were categorized faster than FtC
sequences (578 ± 62 ms), irrespective of the Accumulation of spa-
tial frequencies in the sequence. The expected interaction between
Accumulation and Order was not signiﬁcant (F1,29 = 2.13, p = 0.155,
gp2 = 0.068). However, with respect to our hypothesis of a faster cat-
egorization when LSF are presented ﬁrst, we compared CtF and FtC
categorization for each Accumulation condition. Planned compari-
sons revealed that CtF sequences were categorized faster than FtC
sequences for both Successive (CtF: 555 ± 63 ms; FtC: 575 ± 63 ms;
F1,29 = 7.21, p = 0.012, gp2 = 0.200) and Additive sequence (CtF:
541 ± 78 ms; FtC: 581 ± 67 ms; F1,29 = 18.77, p < 0.001, gp2 = 0.393).
It should be noted that there was no difference between Successive
and Additive scenes for CtF (Successive: 555 ± 63 ms; Additive:
541 ± 78ms; F1,29 = 2.45, p = 0.128, gp2 = 0.078) or FtC categorization
Fig. 2. Mean correct reaction times (in milliseconds) to categorize coarse-to-ﬁne
(CtF) and ﬁne-to-coarse (FtC) sequences in the Successive and Additive conditions.
Error bars correspond to standard errors. * Indicates signiﬁcant differences.
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p = 0.498, gp2 = 0.016). There was no interaction between either of
the other manipulated factors (Accumulation  Category:
F1,29 = 0.02, p = 0.896, gp2 = 0.001; Order  Category: F1,29 = 1.15,
p = 0.293, gp2 = 0.038; Accumulation Order Category: F1,29 = 2.18,
p = 0.151, gp2 = 0.070).2.3. Discussion
In Experiment 1, our aim was to investigate rapid scene catego-
rization depending on the sequence order of spatial frequencies
(LSF before HSF or HSF before LSF) and on the accumulation mode
of spatial frequency throughout the sequence. More speciﬁcally,
we tried to ﬁnd out whether the successive or the additive presen-
tation of spatial frequency information is more advantageous for
coarse-to-ﬁne and ﬁne-to coarse scene categorization. Results
showed that coarse-to-ﬁne sequences were categorized more rap-
idly than ﬁne-to-coarse sequences, irrespective of the accumula-
tion mode of spatial frequency information. This suggests that
the initial processing of LSF (compared to HSF) information is more
advantageous in rapid scene categorization. This result is consis-
tent with some behavioral data (Musel et al., 2012, 2014; Parker
et al., 1992; Schyns & Oliva, 1994) and therefore provides a new
experimental argument for coarse-to-ﬁne processing as a useful
default strategy in scene categorization. However, contrary to what
might have been expected (De Cesarei & Codispoti, 2011; De
Cesarei et al., 2013), the additive presentation of spatial frequency
information during coarse-to-ﬁne processing did not induce a sig-
niﬁcant increase in speed of categorization. This result suggests
that the addition of spatial frequency information – and thus the
reinjection of the previously-received spatial frequency informa-
tion over sequence processing – is not more advantageous than
the successive processing of information from different spatial fre-
quency bands (going from LSF to HSF) in the categorization of
scenes.
Overall, the results from Experiment 1 suggest that the role of
the presentation order of spatial frequencies (i.e. LSF before HSF)
is more pronounced than that of the accumulation of spatial fre-
quencies in rapid scene categorization. Greater speed of scene cat-
egorization when LSF presentation precedes that of HSF could
however be explained by differences in luminance contrast rather
than by differences in spatial frequency content. In Experiment 2,
we therefore looked more closely at the speciﬁc role of luminance
contrast, spatial frequencies, and their interaction during coarse-
to-ﬁne processing of scenes.3. Experiment 2
Experiment 2 aimed to further explore the extent to which dif-
ferences in spatial frequencies and luminance contrast might
explain the advantage of coarse-to-ﬁne over ﬁne-to-coarse pro-
cessing. Our stimuli were dynamic scenes, composed of six ﬁltered
versions of a scene, assembled from LSF to HSF (coarse-to-ﬁne pro-
cessing) or from HSF to LSF (ﬁne-to-coarse processing). In the ﬁrst
experimental condition (SF-CON), dynamic scenes corresponded to
those used in the Successive condition in Experiment 1. The movie
stimuli were composed of 6 images, each with a different spatial
frequency content and contrast value, depicting two different
sequences: a low-to-high spatial frequency with high-to-low con-
trast sequence (CtF) and a high-to-low spatial frequency with low-
to-high contrast sequence (FtC). This condition allowed us to test
the effects of the interaction between spatial frequencies and con-
trast during scene categorization. The second experimental condi-
tion (SF) allowed us to investigate how differences in spatial
frequencies might explain the coarse-to-ﬁne advantage irrespec-
tive of luminance contrast differences. The movies were composed
of 6 images, each with a different spatial frequency content. Con-
trast was however identical in all images. The movies depicted
low-to-high spatial frequency (CtF) and high-to-low spatial fre-
quency (FtC) sequences. The third experimental condition (CON)
allowed us to investigate how differences in luminance contrast
might explain the coarse-to-ﬁne advantage irrespective of spatial
frequency differences. The movie stimuli were composed of 6
non-ﬁltered images, and in each image contrast was modiﬁed in
order to correspond to the values of the CtF or FtC sequences used
in the SF-CON condition. In this way, we obtained movies depicting
high-to-low contrast (CtF) and low-to-high contrast (FtC)
sequences. As in Experiment 1, participants performed a categori-
zation task (indoor vs. outdoor) on these stimuli. It should be noted
that the ﬁne-to-coarse sequences in the additive condition tested
in Experiment 1 had lower overall luminance contrast values than
the coarse-to-ﬁne sequences (mean RMS contrast of ﬁne-to-coarse
sequences: 0.07; mean RMS contrast of coarse-to-ﬁne sequences:
0.12). We did not therefore use additive sequences when speciﬁ-
cally investigating the role of contrast in Experiment 2. We com-
pared sequences in which the same images were displayed but
in reverse order.
If the advantage of coarse-to-ﬁne over ﬁne-to-coarse categori-
zation is mainly explained by differences in spatial frequencies,
we expected CtF sequences to be categorized more rapidly than
FtC sequences in the SF-CON and SF conditions only. In this
case, we should observe a signiﬁcant interaction between
SF-CON/CON and CtF/FtC conditions. Conversely, if the advantage
of coarse-to-ﬁne processing is mainly due to differences in
luminance contrast rather than in spatial frequency content, we
expected CtF sequences to be categorized more rapidly than FtC
sequences only in the SF-CON and the CON conditions. We should
observe a signiﬁcant interaction between SF-CON/SF and CtF/FtC
conditions.3.1. Material and methods
3.1.1. Participants
Thirty-eight right-handed participants (8 males Mean age ± SD:
22 ± 5 year) with normal or corrected-to-normal vision and no
history of neurological disorder were included in the experiment.
Participants did not participate to Experiment 1. All participants
gave their informed written consent before participating in the
study which was in accordance with the Code of Ethics of the
World Medical Association (Declaration of Helsinki) for experi-
ments involving humans.
Fig. 3. Example of six images which make up the movies and depicting a coarse-to-
ﬁne (CtF) and a ﬁne-to coarse (FtC) sequence. In the SF-CON condition, both spatial
frequencies and luminance contrast are manipulated. In the SF condition, only
spatial frequencies are manipulated. In the CON condition, only luminance contrast
is manipulated. It should be noted that perception of spatial frequencies could be
affected by the reduction in picture size of scenes for the purposes of illustration.
Picture size is approximately 10 times smaller than the actual picture size on the
screen used in the experiment. Central spatial frequencies used to ﬁlter the scenes
were therefore reduced for illustrative purposes.
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Stimuli were built from the same 40 black and white photo-
graphs of indoor and outdoor scenes used in Experiment 1. In the
SF-CON condition, we used exactly the same stimuli as in the Suc-
cessive condition of Experiment 1 (see Section 2.1.2). Filtered
scenes were then normalized to obtain a mean luminance of 0.5
(for luminance values of between 0 and 1; i.e. mean luminance
of 128 on a 256 gray-level scale). Luminance contrast was not
modiﬁed. This resulted in six images of each scene with different
spatial frequency content associated with a particular RMS con-
trast value (Table 1).
In the SF condition, each scene was ﬁltered with the same six
band-pass ﬁlters used in the SF-CON condition. This time, images
were then normalized to obtain a mean luminance of 0.5 (for lumi-
nance values of between 0 and 1; i.e. mean luminance of 128 on a
gray-level scale) with a standard deviation of 0.1 (i.e. 25.6 on a
gray-level scale; root mean square [RMS] contrast). This resulted
in six images of each scene with different spatial frequency content
but identical RMS contrast value (Table 1).
In the CON condition, the spatial frequency content of scenes
was not manipulated. The luminance contrast of each scene was
normalized using six standard deviations of luminance values cor-
responding to those obtained after scenes were ﬁltered using the
six band-pass ﬁlters from the SF-CON condition (Table 1). This
resulted in six images of each scene with identical spatial fre-
quency content and different RMS contrast values.
The resulting ﬁltered scenes in each Contrast condition were
then assembled in order to create short movies (Fig. 3), from
low-to-high spatial frequencies with high-to-low contrast (CtF
sequences) or from high-to-low spatial frequencies with low-to-
high contrast (FtC sequences) in the SF-CON condition; from low-
to-high spatial frequencies (CtF sequences) and from high-to-low
spatial frequencies (FtC sequences) in the SF condition; and from
high-to-low contrast (CtF sequences) and from low-to-high con-
trast (FtC sequences) in the CON condition. Each movie lasted
150 ms and was composed of six ﬁltered versions of the same
scene (presented for 25 ms each).
Each participant performed three sessions according to the
three Contrast conditions (SF-CON, SF, and CON), which consisted
of 80 trials each. The order of the sessions was counterbalanced
between participants. Within each session, the sequences (CtF
and FtC) were displayed randomly. The procedure and task were
the same as in Experiment 1. Response accuracy and response
times (in milliseconds) were recorded. The experiment lasted
about 20 min.3.2. Results
Two 3  2  2 ANOVAs with Contrast condition (SF-CON, SF,
and CON), Order (CtF and FtC), and Category (outdoor and indoor)
as within subject factors were performed on mean error ratesTable 1
Mean and standard deviation (±SD) of RMS contrast of the six images composing the sequen
FtC) in Experiment 2, for luminance values between 0 and 1. The mean luminance value
Condition Image 1 Image 2 Image 3
Mean ±SD Mean ±SD Mean
SF-CON CTF 0.13 0.01 0.10 0.01 0.07
FTC 0.04 0.01 0.05 0.01 0.05
SF CTF 0.10 0 0.10 0 0.10
FTC 0.10 0 0.10 0 0.10
CON CTF 0.13 0.01 0.10 0.01 0.07
FTC 0.04 0.01 0.05 0.01 0.05(mER) and mean correct response times (mRT, in milliseconds).
To reduce the effect of extreme values, RT for each subject’s correct
response in each condition was trimmed by removing responses
inferior and superior to three times the interquartile interval. This
resulted in removing an average of 0.67% of the trials.
Whatever the experimental condition, mER was low (under 5%).
The ANOVA conducted on mER revealed no main effect of Contrast
(Mean ± SD; SF-CON: 5.03 ± 4.75%; SF: 5.00 ± 4.21%; CON:
4.57 ± 4.73%; F2,74 = 0.42, p = 0.656; gp2 = 0.011), Order (CtF:
5.35 ± 4.98%; FtC: 4.39 ± 3.84%; F1,37 = 3.05; p = 0.089; gp2 = 0.076),
and Category (outdoor: 5.09 ± 4.93%; indoor: 4.65 ± 3.82%;
F1,37 = 0.71, p = 0.404; gp2 = 0.019). There was no signiﬁcant interac-
tion between Contrast and Order F2,74 = 0.60, p = 0.551, gp2 = 0.016)
or between SF-CON/CON and CtF/FtC (F1,37 = 0.83, p = 0.367,
gp2 = 0.022) or SF-CON/SF and CtF/FtC conditions (F1,37 = 0.04,
p = 0.842, gp2 = 0.001). There was a signiﬁcant interaction between
Contrast and Category (F2,74 = 3.16, p = 0.048; gp2 = 0.079).
However, post-hoc comparisons (Tukey’s HSD) revealed no differ-
ence between any conditions (all ps > 0.05). All other interactions
were not signiﬁcant (Order  Category: F1,37 = 0.01, p = 0.998,
gp2 = 0.000; Contrast  Order  Category: F2,74 = 0.65, p = 0.526,
gp2 = 0.017).ce for each contrast condition (SF-CON, SF, and CON) and each sequence order (CtF and
of all images was equal to 0.5.
Image 4 Image 5 Image 6
±SD Mean ±SD Mean ±SD Mean ±SD
0.01 0.05 0.01 0.05 0.01 0.04 0.01
0.01 0.07 0.01 0.10 0.01 0.13 0.01
0 0.10 0 0.10 0 0.10 0
0 0.10 0 0.10 0 0.10 0
0.01 0.05 0.01 0.05 0.01 0.04 0.01
0.01 0.07 0.01 0.10 0.01 0.13 0.01
Fig. 4. Mean correct reaction times (in milliseconds) to categorize coarse-to-ﬁne
(CtF) and ﬁne-to-coarse (FtC) sequences in the SF-CON, SF, and CON conditions.
Error bars correspond to standard errors. * Indicates signiﬁcant differences.
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effect of Contrast (F2,74 = 7.26, p = 0.001, gp2 = 0.164). Sequences
were categorized faster in the CON condition (553 ± 70 ms) than
in the SF-CON (574 ± 70 ms) and SF conditions (565 ± 70 ms; SF-
CON vs. CON: F1,37 = 10.38, p = 0.003, gp2 = 0.219; SF vs. CON:
F1,37 = 6.35, p = 0.016, gp2 = 0.147; SF-CON vs. SF: F1,37 = 3.17,
p = 0.083). There was a main effect of Order (F1,37 = 66.21,
p < 0.001, gp2 = 0.641). CtF sequences were categorized faster than
FtC sequences (556 ± 67 ms and 573 ± 67 ms, respectively). There
was no interaction between Contrast and Order (F2,74 = 2.13,
p = 0.126, gp2 = 0.054). However, with respect to our hypothesis of
the advantage of coarse-to-ﬁne over ﬁne-to-coarse processing,
we compared CtF and FtC categorizations for each Contrast condi-
tion. Planned comparisons revealed that CtF sequences were cate-
gorized faster than FtC sequences in the FS-CON condition (CtF:
563 ± 73 ms; FtC: 586 ± 71 ms; F1,37 = 25.01, p < 0.001, gp2 = 0.403),
in the SF condition (CtF: 555 ± 74 ms; FtC: 574 ± 68 ms;
F1,37 = 15.24, p < 0.001, gp2 = 0.292) and CON condition (CtF:
549 ± 71 ms; FtC: 558 ± 71 ms; F1,37 = 4.27, p = 0.046, gp2 = 0.103).
Furthermore, the interaction between SF-CON/CON and CtF/FtC
conditions was signiﬁcant (F1,37 = 4.61, p = 0.038, gp2 = 0.111),
suggesting that the coarse-to-ﬁne advantage was reduced in the
CON relative to the SF-CON condition. On the other hand, the inter-
action between SF-CON/SF and CtF/FtC conditions was not signiﬁ-
cant (F1,37 = 0.33, p = 0.568; gp2 = 0.009). Post hoc comparisons
(Tukey’s HSD) revealed that for CtF sequences, there was no differ-
ence between the SF-CON and CON conditions (p = 0.084), between
the SF-CON and SF conditions (p = 0.702) or between the CON and
SF conditions (p = 0.799). For FtC sequences, scenes were catego-
rized more rapidly in the CON than in the SF-CON (p < 0.001) and
SF condition (p = 0.018), but there was no difference between the
SF-CON and SF conditions (p = 0.229). There was no main effect
of Category (outdoor: 563 ± 66ms; indoor: 566 ± 71ms; F1,37 = 0.41,
p = 0.524, gp2 = 0.011) or interaction between Category and the other
manipulated factors (Contrast  Category: F2,74 = 0.35, p = 0.705,
gp2 = 0.009; Order  Category: F1,37 = 3.16, p = 0.084, gp2 = 0.078;
Contrast  Order  Category: F2,74 = 0.27, p = 0.768, gp2 = 0.007).
3.3. Discussion
Experiment 2 aimed to determine whether differences in lumi-
nance contrast, in spatial frequency content, or both, account for
the advantage of the coarse-to-ﬁne over ﬁne-to-coarse categoriza-
tion observed in behavioral performances. The design used inExperiment 2 allowed us to investigate the coarse-to-ﬁne
advantage when both spatial frequency content and luminance
contrast values were different (SF-CON condition) and to investi-
gate the effects of spatial frequencies (SF condition) and luminance
contrast (CON condition) separately. Results showed that in the SF-
CON condition (i.e. when spatial frequency content and luminance
contrast values differed between ﬁltered scenes), coarse-to ﬁne
sequences were categorized more rapidly than ﬁne-to-coarse
sequences, thus replicating results of Experiment 1 (Successive
condition). We also observed a coarse-to-ﬁne advantage in the SF
condition (i.e. when only spatial frequency differed) and the CON
condition (i.e. when only luminance contrast value differed).
However, the coarse-to-ﬁne advantage was signiﬁcantly reduced
in the CON condition in comparison to the SF-CON condition. These
results suggest that both spatial frequencies and luminance con-
trast account for a predominant coarse-to-ﬁne (rather than ﬁne-
to-coarse) processing, but that the coarse-to-ﬁne advantage
observed in the SF-CON condition was mainly driven by differences
in spatial frequencies.
4. General discussion
In the present study, we investigated the inﬂuence of the pre-
sentation order of spatial frequencies, the accumulation mode of
spatial frequency information over time, and differences in lumi-
nance contrast between spatial frequencies on rapid scene catego-
rization. Two experiments were conducted to address these issues.
The ﬁrst experiment sought to determine whether rapid scene cat-
egorization was favored by the processing of LSF prior to HSF
(coarse-to-ﬁne processing), rather than HSF prior to LSF (ﬁne-to-
coarse processing), or by the addition of different spatial frequency
bands, rather than successive and separate processing of different
spatial frequency bands. Our results showed ﬁrst of all that
dynamic scenes depicting coarse-to-ﬁne processing were catego-
rized more rapidly than those depicting ﬁne-to-coarse processing,
irrespective of the type of accumulation of spatial frequencies (suc-
cessive or additive). This result is consistent with a considerable
number of behavioral and computational studies which have
shown that processing of LSF precedes that of HSF using sine wave
gratings and ﬁltered scenes, and that categorization is facilitated
when LSF are available before HSF (De Cesarei & Loftus, 2011;
Hughes et al., 1996; Kihara & Takeda, 2010; Loftus & Harley,
2005; Mermillod, Guyader, & Chauvin, 2005; Musel et al., 2012,
2014; Parker et al., 1992; Schyns & Oliva, 1994). It is also consistent
with neurophysiological and neuroimaging evidence (Bar, 2003;
Bar et al., 2006; Bullier, 2001; Kveraga, Boshyan, & Bar, 2007;
Peyrin et al., 2010) suggesting that LSF activate visual pathways
before HSF in order to activate plausible interpretations of the
visual input.
In Experiment 1, we tested whether coarse-to-ﬁne processing of
scene was favored more by the accumulation of spatial frequency
information throughout the sequence by adding spatial frequency
bands (Additive condition). We compared this to the successive
and separate presentation of information from different spatial fre-
quency bands (Successive condition). We found that coarse-to-ﬁne
sequences were categorized more rapidly than ﬁne-to-coarse
sequences for both successive and additive sequences. In a recent
study, Musel et al. (2012) used dynamic stimuli similar to our suc-
cessive sequences, in order to impose a coarse-to-ﬁne or a ﬁne-to-
coarse processing of scenes, in both young and elderly participants.
Their results showed that young participants categorized coarse-
to-ﬁne sequences more rapidly than ﬁne-to-coarse sequences.
Our results therefore replicate their ﬁndings, and this suggests that
these dynamic stimuli are highly suited to the investigation of
coarse-to-ﬁne processing. Other studies have used a protocol
involving the progressive revelation of scenes, from LSF to HSF or
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Cesarei & Codispoti, 2011; De Cesarei et al., 2013; see also
Schettino, Loeys, Bossi, & Pourtois, 2012; Schettino, Loeys,
Delplanque, & Pourtois, 2011; Schettino, Loeys, & Pourtois, 2013).
In these studies, sequences started with an LSF or an HSF scene,
and HSF or LSF information, respectively, was added progressively.
A sufﬁciently long inter-image interval allowed participants – who
were asked to decide if they were able to identify the gist of a scene
– time to respond. The authors report that the identiﬁcation rate of
scenes increased as spatial frequency information was added, but
no differences were observed between sequences starting with
either LSF or HSF information. These results suggested that scene
identiﬁcation did not critically depend on the initial processing
of LSF, but rather on the addition of spatial frequency information.
This result differed from the more rapid reaction times observed in
our Experiment 1 for additive sequences starting with LSF com-
pared to those starting with HSF. Our results suggest that order
(and the initial processing of LSF) is more predominant than the
amount of spatial frequencies in rapid scene categorization. It
should be noted that speed of categorization (e.g. response times)
was not the central focus of previous studies, in which each reve-
lation step (i.e. each ﬁltered scene containing increasing spatial fre-
quency content) was presented for 1000 ms and separated from
the next scene by more than one second. Importantly, exposure
duration of stimuli has been shown to inﬂuence spatial frequency
processing (De Cesarei & Loftus, 2011; Schyns & Oliva, 1994). Very
short presentation times favor LSF processing, and longer presenta-
tion times favor HSF processing. However when presentation dura-
tion goes beyond a certain length, it no longer inﬂuences the
processing of spatial frequencies and the difference between LSF
and HSF processing disappears. In this context, long exposure dura-
tion, of for example 1000 ms, may have masked the effects of spa-
tial frequencies in gist identiﬁcation. The shorter duration of each
scene in our sequences (25 ms), and the absence of any inter-image
interval, seems to be more appropriate in the investigation of the
effects of spatial frequency order during rapid scene
categorization5.
To summarize, results from Experiment 1 indicate that the pre-
sentation order of spatial frequency information, rather than the
accumulation of spatial frequency information, plays a predomi-5 We kept dynamic sequences short in our experiments (150 ms) in order to ensure
optimal imitation of the rapid spatial frequency-based processing of scenes. It is
therefore possible that this short presentation time did not allow us to distinguish a
clear difference between the successive and additive conditions. A protocol involving
the progressive revelation of scenes by gradually adding HSF and LSF information to
LSF and HSF scenes, respectively, and in which a categorical choice is made at each
revelation step might be used to work out if the addition of spatial frequency
information is more advantageous than the successive processing of information from
different spatial frequency bands in scene categorization, since this procedure allows
us to determine exactly how much information is needed to enable recognition, even
if it does not reﬂect rapid scene processing. We thus conducted a control experiment
on 8 participants (5 females, mean age ± SD: 20 ± 2 years) in which participants had
to perform a categorization task after each image in the sequence. We presented
sequences of six ﬁltered scenes, according to two accumulation modes (Successive
and Additive) and two spatial frequency orders (CtF and FtC). Each scene composing
the sequences was presented individually during 25 ms and immediately followed by
a mask during 30 ms and a gray background screen during which the participants
could give a response. Thus, after each image, participants were asked to categorize
the scene as belonging to two different categories (indoor and outdoor). They were
asked to respond as rapidly and accurately as possible. The second image of the
sequence appeared once a response was given, and similarly for the next images in
the sequence. Results revealed that participants correctly categorized the scene
earlier when it was presented in a coarse-to-ﬁne (Mean ± SD: 1.06 ± 0.07 images on 6
images in the sequences) than a ﬁne-to coarse sequence (Mean ± SD: 1.24 ± 0.14
images; F1,7 = 23.16, p < 0.005). Furthermore, they correctly categorized the scene
more rapidly in a coarse-to-ﬁne (Mean ± SD: 526 ± 92 ms) than a ﬁne-to-coarse
sequence (Mean ± SD: 648 ± 187 ms; F1,7 = 11.85, p < 0.05). However, there was no
effect of the accumulation mode and no interaction between the accumulation mode
and the spatial frequency order for all measures (all Fs < 1).nant role in rapid scene categorization. However, since LSF and
HSF are characterized by high and low luminance contrast, respec-
tively, differences in contrast rather than in spatial frequencies
may account for the advantage of coarse-to-ﬁne over ﬁne-to-
coarse categorization. In Experiment 2, we investigated the extent
to which spatial frequency order and luminance contrast differ-
ences account for the coarse-to-ﬁne advantage. The design used
in Experiment 2 allowed us to investigate the coarse-to-ﬁne advan-
tage when both spatial frequency content and luminance contrast
values were different (SF-CON condition) and to investigate the
effects of spatial frequencies (SF condition) and luminance contrast
(CON condition) separately. Results showed that coarse-to-ﬁne
sequences were categorized more rapidly than ﬁne-to-coarse
sequences in the SF-CON condition, when both spatial frequency
content and luminance contrast values differed between the ﬁl-
tered scenes composing the sequences. A coarse-to-ﬁne advantage
was also observed in the SF condition (i.e. when only spatial fre-
quency content differed) and the CON condition (i.e. when only
luminance contrast values differed). However, the advantage of
coarse-to-ﬁne over ﬁne-to-coarse processing was reduced in the
CON condition in comparison to the SF-CON condition. These
results therefore suggest that the advantage of a predominant
coarse-to-ﬁne processing stems from both spatial frequencies
and luminance contrast processing, and to a greater extent from
differences in spatial frequencies.
Equalization of luminance contrast in all ﬁltered scenes (i.e.
RMS contrast equalization) is a control method used in a growing
number of studies. This procedure is thought to allow the examina-
tion of spatial frequency processing without any of the potentially
confounding effects of luminance contrast differences between
spatial frequencies. Several recent studies which used ﬁltered
images equalized in terms of luminance contrast as stimuli failed
to observe strong effects of spatial frequencies on a behavioral
level. For example, Vlamings et al. (2009) used LSF and HSF ﬁltered
faces as stimuli in an ERP study, in which contrast equalization
between spatial frequencies was either present or absent. On a
behavioral level, they found that LSF faces were categorized more
rapidly than HSF faces. However, this observed difference was sig-
niﬁcantly reduced when contrast was equalized between LSF and
HSF faces. Similarly, Goffaux et al. (2011) manipulated both the
spatial frequency content of faces, and the exposure duration of
stimuli. All ﬁltered faces were equalized in terms of luminance
contrast. Their behavioral results did not reveal any effect of spatial
frequency or any interaction with exposure duration on partici-
pants’ performance. These results are therefore consistent with
the idea that luminance contrast plays an important role in high-
lighting differences in LSF and HSF processing. It also suggests that
the use of luminance contrast equalization across ﬁltered stimuli in
studies investigating spatial frequency processing may be a rele-
vant methodological aspect to consider when comparing studies
since it appears to inﬂuence behavioral performances in tasks
involving the processing of spatially frequency ﬁltered stimuli.
Although differences in luminance contrast in part account for
the advantage of coarse-to-ﬁne over ﬁne-to-coarse processing,
our results suggest that differences in spatial frequencies play a
more predominant role, therefore cautioning the use of contrast
normalization.
Indeed, luminance contrast equalization between spatial fre-
quencies results in a reduction of contrast in LSF, and the enhance-
ment of HSF contrast. It therefore induces severe modiﬁcations in
the amplitude spectrum properties of stimuli. Many studies attest
to the importance of the amplitude spectrum during scene recog-
nition, and psychophysical and computational studies have
observed that the distribution of contrast across spatial frequen-
cies and orientations in scenes follows statistical regularities that
are exploited to categorize scenes (Field, 1987; Guyader et al.,
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statistical regularities on the amplitude spectrum are also relevant
on a neurobiological level. In an fMRI study, Andrews et al. (2010),
showed for example, that category-selective regions of the infero-
temporal cortex, such as the parahippocampal place area (Epstein
& Kanwisher, 1998) and the fusiform face area (Kanwisher,
McDermott, & Chun, 1997), responded more strongly to amplitude
spectrum properties that were typical of the preferred category
(i.e. scenes and faces, respectively). Therefore, any modiﬁcation
of the amplitude spectrum using RMS contrast equalization may
result in an irrelevant analysis of its properties by the visual sys-
tem (including high-level areas), and may bias visual processing
strategies. RMS contrast normalization should, therefore, be used
with caution when investigating spatial frequency processing in
scenes.
To sum up, the present study investigated how rapid scene cat-
egorization is inﬂuenced on a behavioral level by the presentation
order of spatial frequencies, the accumulation mode of spatial fre-
quency over time, and differences in luminance contrast between
spatial frequencies. Firstly, we showed that categorization perfor-
mance was enhanced when LSF information was available before
HSF information, irrespective of the spatial frequency accumula-
tion mode in sequences (i.e. successive or additive). This result
supports inﬂuential models of visual perception and suggests that
coarse-to-ﬁne processing is the predominant, and indeed default
strategy in scene analysis (Bar, 2003; Kauffmann et al., 2014;
Peyrin et al., 2010; Schyns & Oliva, 1994). We also demonstrated
that the advantage of coarse-to-ﬁne processing over ﬁne-to-coarse
processing was driven by both spatial frequencies and luminance
contrast in scenes, and to a greater extent by differences in spatial
frequencies. The present study also cautions against the use of
luminance contrast normalization in studies investigating spatial
frequency processing. We argue that such manipulation impairs
properties in the stimulus which need to be exploited by the visual
system to enable recognition, and may bias visual processing
strategies.
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