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Many of the most important applications of mathe
matics involve what are known as linear methods. The idea
of what is meant by a linear method applied to a linear
problem or a linear system is so important that it deserves
attention in its own right.
Matrix theory, vector analysis, Fourier series, and
Laplace transforms are examples of mathematical techniques
which are particularly suited for handling linear problems.
In order for the linear theory to apply to the linear
problem it is necessary that what we have called "inputs
and outputs" and "linear systems" be representable within
the theory. Therefore we introduce the concept of a vector
space. The law of combination which will be defined for
vector spaces are intended to make precise the meaning of
our vague statement "combining these inputs in various
ways". Generally, one vector space will be used for the
set of inputs and one vector space will be used for the
set of outputs. We also need something to represent the
"linear system" and for this purpose we introduce the
concept of linear transformation.
The next step is to introduce a practical method
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for performing the needed calculations with vectors and
linear transformations. We restrict ourselves to the
case in which vector spaces are finite dimensional. Here
it is appropiate to represent vectors by n-tuples and to
represent linear transformations by matrices.
The point is that the concepts of vector spaces and
linear transformations are common to all linear methods
while linear matrix theory applies only to those linear
problems which are finite dimensional. Thus it is of
practical value to discuss vector spaces and linear trans
formations before introducing the formalism of n-tuples
and matrices. And, generally, proofs that can be given
without recourse to n-tuples and matrices will be shorter,
simpler and clearer.
In chapters I and II of this thesis vector spaces,,
linear transformations and matrices are discussed. Con
siderable information is given on normal, unitary and
orthogonal matrices. Many interesting theorems and their
applications are discussed. In chapter III we summarize
a complete set of computational steps which will effective
ly determine a unitary (or orthogonal) matrix of tran
sition for diagonalizing a given normal matrix.
CHAPTER I
VECTOR SPACES AND MATRICES
1.1 VECTOR SPACES
Definition 1.1.1. By a field we mean a non-empty
set of elements with two laws of combination, which we
call addition and multiplication, satisfying the follow
ing conditions:
Fl. To every pair of elements a,b£F there is associ
ated a unique element, called their sum, which we denote
by a+b.
F2. Addition is associative: (a+b)+c = a+(b+c).
F3. There exists an element, which we denote by 0,
such that a+0 = a for every atF.
F4. For every a«F there exists an element, which we
denote by -a, such that a+(-a) = 0.
F5. Addition is commutative: a+b = b+a.
F6. To every pair of elements a,b€F, there is asso
ciated a unique element, called their product, which we
denote by ab or a-b.
F7. Multiplication is associative: (ab)c = a(bc).
F8. There exists an element different from 0, which
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we denote by 1, such that a*l = a for every a£.F.
F9. For every adP, a / 0, there exists an element,
which we denote by a'1, such that a'a"1 = 1.
F10. Multiplication is commutative: ab = ba.
Fll. Multiplication is distributive with respect to
addition: (a+b)c = ac + be.
The elements of a field F are called scalars. The
rational numbers, real numbers and complex numbers are
familiar and important examples of fields. We do not
develop the various properties of abstract fields other
than the rationals, reals and complex numbers.
Definition 1.1.2. A vector space V over F is a set
of elements, called vectors, with two laws of combination,
called vector addition and scalar multiplication, satis
fying the following conditions:
Al. To every pair of vectors J^tfi6V there is asso
ciated a unique vector in V called their sum, which we
denote by JL + ft .
A2. Addition is associative: (/,+/* ) +f= £ + (£ + f)
A3. There exists a vector, which we denote by 0,
such that J/+ 0 =,ufor allot-6 V.
A4. For each j^e V there exists an element, which
we denote by -JL> such that JU + ( -Ji) = 0.
A5. Addition is commutative: JU +P = f> +Js .
Bl. To every scalar a.feF and vector eL«V, there is
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associated a unique vector, called the product of a and dO,
which we denote by a^,.
B2. Scalar multiplication is associative: a(bJL-) =
(ab) JL .
B3. Scalar multiplication is distributive with respect
to vector addition: a( 4*+ fl ) = aJL. + a|» .
B4. Scalar multiplication is distributive with respect
to scalar addition: (a + b)dU= &)~ + b^O.
B5. l'JL = <t (where 1«F) .
Definition 1.1.3. A set of vectors are said to be
linearly dependent if there exists a non-trivial linear
relation among them. Otherwise the set is said to be
linearly independent.
It should be noted that any set of vectors that in
cludes the zero vector is linearly dependent. A set
consisting of exactly one non-zero vector is linearly in
dependent. For if a <*" = 0 with a ^ 0, then J- = J-* 1 =
(a~1#a) = a"1(a«U) = a"1^ = 0. Notice also that the
empty set is linearly independent.
Definition 1.1.4. A linearly independent set spann
ing a vector space V is called a basis of V.
If A = '{r'-i , «^• . J is a basis of V-^ then by definition
anJUVi can be written in the form <£= ^•xa'i.jLx' wnere ai'F
and *^*V. The interesting thing about a basis as distinct
from other spanning sets is that the coefficients are
uniquely determined by
6
A vector space with a finite basis is called finite
dimensional and the number of elements in a basis is
called the dimension of the space. There are interest
ing vector spaces with infinite bases. However, it is
not our intention to deal with infinite dimensional vec
tor spaces as such. Whenever we speak of the dimension
of a vector space without specifying whether it is finite
or infinite dimensional we mean that the dimension is
finite.
Definition 1.1.6. A subspace W of a vector space V
is a non-empty subset of V which is itself a vector space
with respect to the operations of addition and scalar
multiplication defined in V.
1.2 LINEAR TRANSFORMATIONS
Let U and V be vector spaces over the same field
of scalars F.
Definition 1.2.1. A linear transformation 0 of U
into V is a single-valued mapping of U into V which as
sociates to each JL6U a unique element <5"(«l) e V such that
for all fl*,/j£U and all a,b*F, we have
The use of the word "into" in the definition of a
linear transformation is intended to mean that it is not
necessary that every cL€ V be the image of some <Le U.
Example: Consider the complex plane. The trans
formation defined bytf*(x,y) = (Cx,6y) for some fixed
scalar is a linear transformation which maps each point
p to a point q collinear with p.
1.3 MATRICES
Definition 1.3.1. A matrix over a field F is a rec
tangular array of scalars. The array will be written
in the form
11 12 ... lnl
21 22 ... 2n
ml m2 . . . mn,
whenever we wish to display all elements in the array or
show the form of the array. A matrix with m rows and n
columns is called an m x n matrix. An n x n matrix is
said to be of order n.
We often abbreviate a matrix written in the form
above to Caii] where the first index denotes the number
of the row and the second index denotes the number of
the column. The particular letter appearing in each in
dex is immaterial; it is the position that is important.
With this convention a^,- is a scalar and feij] ls a ma
trix. The a^j appearing in the array [a^j] is called
the components or element of [a^-j] . Two matrices are
equal if and only if they have the same components. The
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main diagonal of the matrix [a^j] is the set of elements
fen, • •. ja^ where t = min{m,nj . A diagonal matrix A
is a square matrix in which the elements not in the main
diagonal are zero. A matrix with every element zero is
called the zero matrix.
Matrices can be used to represent a variety of dif
ferent mathematical concepts. The way matrices are ma
nipulated depends upon the objects which they represent.
In our discussion we investigate the properties of ma
trices as representations of linear transformations.
Not only do matrices provide us with a convenient means
of doing whatever computations which is necessary with
linear transformations, but the theory of vector spaces
and linear transformations also prove to be a powerful
tool in developing the properties of matrices.
1.4 ADDITION AND SCALAR MULTIPLICATION OF MATRICES
Definition 1.4.1. By the sum, A+B, of two m x n
matrices A = ja-jj] and B = [b-[j] is meant the m x n matrix




Definition 1.4.2. By the scalar product, KA, of an
m x n matrix A = [aij] and a scalar K is meant the m x n
matrix C = [c±j] , where c^- =
2j |2 2 2j pi 4"|
o lj [1 0 -lj ~ [4 o oj.
9
Example:
fl -1 3] [2 -2 4~]
2
0 li 16 0 2J.
Theorem 1.4.1. If A, B and C are any m x n matrices,
then
1. 0-A = 0. (The "0" on the left is a sealer, and
the "0" on the right is a m x n matrix.
2. 1-A = A.
3. A(B + C) = AB + AC.
4. (A + B)C = AC + BC.
5. A(BC) = (AB)C.
Of course, in each of the above statements we must assume
the operations proposed are well defined. For example,
in 3, B and C must be the same size and A must have the
same number of columns as B and C have rows. Also, the
set of column matrices form a vector space.
Definition 1.4.3. Let X be a column (row) vector
with elements {x^...,xnl and let Y be a column (row)
vector of the same order with elements fvi««-jynl • By
the inner product X*Y of X and Y is meant the scalar
{xiVl + x2y2 + ...,xnyn} .
Example:
If X = {2,-1,3) and Y = (2, 0, -2} , then X*Y
= 2(2) + -1(0) + 3(-2) = -2.
Definition 1.4.4. Let A = £a£j] be an m x n matrix
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and B = [t>ij] be an n x p matrix. Since the order of
any column A± of A is equal to the order of any row B,-
of B, it is possible to form the inner product A^'B-j.
By the Cayley product AB of two matrices A and B, taken
in this order, is meant the m x p matrix C = [c-jj] , where


















Multiplication of matrices is not always commutative,
not even for square matrices of the same order. If A is
an m x n matrix and B is an n x p matrix, p ^ m, then AB
is defined but BA is not. If p = m / n, then AB and BA
are both defined but AB ^ BA, since AB is a square matrix
of order m and BA is a square matrix of order n. Even
if p = m = n, we do not necessarily have AB = BA, as the
following examples testify:




li oj Li oj Lo U
If A and B are matrices such that AB = 0, it does




Definition 1.4.5. The rank of a matrix A, denoted
P(A), is the maximum number of independent rows or columns.
1.5 SOME SPECIAL MATRICES
There are many special matrices that play an important
role in various parts of matrix theory and in the develop
ment of this thesis. We consider some of these special
matrices in this section.
Definition 1.5.1. A square matrix [^ij] (n) such that
a-Lj = 0 if i / j and aj[j = 1 if i = j is called an identity
matrix and will be denoted by I(n)•
Example:
ll 0 0
I(3) =0 1 0
V ; Lo 0 1.
On the other hand, one must not jump to the conclu
sion that if BA = A, B is an identity matrix. We have,
for example
1o ol fo oi [b o"|
0 lj 12 3J U 3j
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Definition 1.5.2. If A is an m x n matrix, then the
n x m matrix whose successive rows are successive columns
of A is called the transpose of A and will be denoted by
AT. In other words, the (i,j)th element of AT is the




then AT = I -2 1
0 2
Definition 1.5.3. A matrix A is said to be symmetric
T T


















Theorem 1.5.1. If A is a matrix, then AAT is symmetric.
Proof: (AAT)T = (AT)TAT = AAT.
Theorem 1.5.2. If A is a square matrix, then A + AT
is symmetric and A - AT is skew-symmetric.
Proof: (A + AT)T= AT + (AT)T = AT + A = A + AT
and (A - AT)T = A + (-AT) T = AT + (-AT)T = AT - (AT)T
= A? - A = -(A - AT).
We shall consider two important unary operations
that can be performed on matrices with complex elements.
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We first recall that if u = a+ib is a complex number,
then u = a-ib is known as the complex conjugate of u.
Definition 1.5.4. If A = [a^j] is a matrix with com
plex numbers as elements, then the matrix A = Laij] , where
aij is the complex conjugate of a• •, is called the conju










-3i -4 10-2iJ 3i
1+i 0 3i
and A* = -i 1 -4
3 2-i 10+2i.
Definition 1.5.5. A matrix A with complex elements
is said to be Hermitian if A = A* and skew-Hermitian if
A = -A*. For example, if a, b, c, d, e, f, g, h, and k










Definition 1.5.6. A matrix A has an inverse if there
exists a matrix B such that AB = BA = I. Customarily,
B is denoted by A"1.
A matrix that has an inverse is said to be non-
singular or invertible; otherwise it is said to be sin
gular. Only a square matrix can have an inverse.
1.6 CHANGE OF BASIS AND HBRMITE NORMAL FORM
Let A = ^i,... ,JinJ and a' = ^Li, ,J4ij be bases
of the vector space U. In a typical "change of basis"
situation the representations of various vectors and
linear transformations are known in terms of the basis A,
and we wish to determine their representation in terms
of the basis A. We, in this connection, refer to A as
the "old" basis and to a'as the "new" basis. Each c6j is
expressible as a linear combination of the elements of
A, that is,
The associated matrix P = [Pij] is called the matrix of
transition from the basis A to A.
Let there be an m x n matrix A of rank p, and let
there exist a non-singular m x m matrix Q such that
A = Q-1A having the following form:
(1) There is at least one non-zero element in each
of the first ^ rows of A, and the elements in all remain-
rows are zero.
(2) The first non-zero element appearing in row i
15
(i f ^ ) is a 1 appearing in column K^, where K
(3) In column Ki the only non-zero element is the 1







0 0 0 10
.00000.
1.7 DETERMINANTS, EIGENVALUES AND SIMILARITY TRANSFORMATIONS
We have seen that if A represents a linear trans
formation (Tof V into itself with respect to a basis A
and P is the matrix of transition from A to a new basis
a' then is the matrix representing 0 with respect
to A. In this case A and A are said to be similar and
the mapping of A onto A = P~^Ap is called a similarity
transformation (on the set of matrices, not on V).
Given 6 we seek a basis for which the matrix repre
senting G is particularly simple. In practice # is given
only implictly by giving a matrix A representing <T. The
problem, then, is to determine the matrix of transition
P so that P-lAP has the desired form. The matrix repre
senting 6 has its simplest form whenever u maps each
basis vector onto a multiple of itself, that is, whenever
for each basis vector <k- there exists a scalar X such that
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(T(«C) =XjL . It is not always possible to find such a
basis, but there are some rather general conditions under
which it is possible.
We introduce some topics from the theory of determi
nants solely for the purpose of finding the eigenvalues
of a linear transformation. Whenever a basis of eigen
vectors exists the use of determinants will provide a
method for finding the eigenvalues and, knowing the
eigenvalues, use of the Hermite normal form will enable
us to find the eigenvectors.
To define determinants and handle them we have to
know something about permutations. Accordingly, we in
troduce permutations in a form most suitable for our
purpose.
Definition 1.7.1. A permutation IT of a set S is a
one-to-one mapping of S onto itself.
We are dealing with permutations of finite sets and
we take S to be set of the first N integers; S = £l,2,...
Let ]f(i) denote the element which Jt associates with i.
Whenever we wish to specify a particular permutation we
describe it by writing the elements of S in two rows;
the first row containing the elements of S in any order
and the second row containing the element TT(i) directly
below the element i. Thus for S = {1,2,3,4} , the per
mutation TCfor which ¥(1) = 2, Tt(2) = 4, TT(3) =3, and
17
Tf(4) = 1, can conveniently be described by
TY fl 2 3 4\ (2 4 1 3\ /4 1 3 2)
l[ = |2 4 3 l| or (4 1 2 3j or(l 2 3 4/.
Two permutations acting on the same set of elements
can be combined as a function. Thus if IT and <T are two
permutations, (TlTwill denote that permutation mapping i
onto <ffif(i)]; (<ftt)i = tfpT(i)] . As an example, let TT de
note the permutation described above and let
« s ll 3 4 2|.
^-(11 It).
Notice particularly that (TTJ/lttT.
The permutation that leaves all elements of S fixed
is called the identity permutation and will be denoted
by £ . For a given ft the unique permutation if"-*- such that
lf-ltr=6 is called the inverse of TT.
For a permutation TT, let sgn It denote the (-lJ^nO.
"sgn" is an abbreviation for signum and we use the term
"sgn IT*" to mean the sign of IT . If sgn TT is 1 we say that
is even; if sgnTTis -1 we say that Tf is odd.
Let A = &--;-j3 De a square n x n matrix. We wish to
associate with this matrix a scalar that will in some
sense measure the "size" of A and tell us whether or not
A is non-singular.
Definition 1.7.2. The determinant of the matrix A
= [a^-J is defined to be the scalar lAl = |ai -| computed
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according to the rule
\Al = laijl = £(sgnir)aifr(l)a2TT(2). . -anTT(n) }
where the sum is taken over all permutations of the ele
ments of S = [l,...,nj. Each term of the sum is a pro
duct of n elements, each taken from a different row of A
and from a different column of A and sgn Tt. The number
n is called the order of the determinant.













~ alla22a33 + a12a23a31 +a13a21a32
"a12a2la33 " a13a22a31 " alla23a32
Theorem 1.7.1. If A is the matrix obtained from A
by multiplying a row (or column) of A by a scalar c,
then Ia'I = clAl .
Proj5f: Each term of the expansion of |Al contains
just one element from each row of A. Thus multiplying
a row of A by c introduces the factor c into each term
of | A | - Thus /A'/ = cjAj .
Theorem 1.7.2. If A is the matrix obtained from A
by interchanging any two rows (or columns) of A, then
|a'|= -IaI .
Proof: Interchanging two rows of A has the effect
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of interchanging two row indices of the elements appear
ing in A. If « is the permutation interchanging these
two indices this operation has the effect of replacing
each permutation TT by ff^f. Since o is an odd permutation,
this has the effect of changing the sign of every term
in the expansion of /Aj . Therefore, /a'/ = -|AJ .
Theorem 1.7.3. If A has two equal rows, |A I = 0.
Proof: The matrix obtained from A by interchanging
the two equal rows is identical to A, and yet, by theorem
1.7.2, this operation must change the sign of the de
terminant. Since the only number equal to its negative
is zero, |A I = 0.
Definition 1.7.3. For a given pair i,j, consider in
the expansion for lAl those terms which has a^• as a fac
tor. |Al is of the form lAl = a-j^A-j^ + (terms which do
not contain a^-j as a factor). The scalar A^j:is called
the cofactor of a^-.
Definition 1.7.4. If A = [a- •"] is any matrix and
A- • is the cofactor of a^,-, the matrix CA^-j) is called
the adjoint of A.
Now we should to consider matrices for which the
elements are polynomials. If F is the field of scalars
for the set of polynomials in the indeterminate X, let K
be the set of all rational functions in X, that is, the
set of all permissible quotients of polynomials in X. A
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matrix with polynomial components is a special case of
matrices with elements in K.
From this point of view a polynomial with matric
coefficients can be expressed as a single matrix with
polynomials as components. For example
1 0
L-l 2J
Conversely, a matrix with polynomial elements in an in
determinate X can be expanded into polynomials with
matric coefficients. Since polynomials with matric co
efficients and matrices with polynomial components can
be converted into one another, we refer to both types of
expressions as polynomial matrices.
Definition 1.7.5. If A is any square matrix, the
polynomial matrix A-xI = C is called the characteristic








The determinant of C is a polynomial jc| = f (x) = knx
+ kn_1xn" + ... kQ of degree n; it is called the
characteristic polynomial of A. The equation f(x) = 0
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is called the characteristic equation of A. We should
observe that the coefficient of xn in the characteristic
polynomial is (-l)n, the coefficient of x11"1 is (-1)11"1
times ^i=1aij} and the constant term Kq - |a|.
1.8 EIGENVALUES AND EIGENVECTORS
Let (j be a linear transformation of V into itself.
It is often useful to find subspaces of V in which C
also acts as a linear transformation. If W is such a
subspace, this means that (T(W)CW. A subspace with this
property is called an invariant subspace of V under (T.
Generally, the problem of determining the properties of
(Ton V can be reduced to the problem of determining the
properties of 6~ on the invariant subspaces.
In general, a problem of finding those scalars ,\
and associated vectors ^ for which £~(€) = ~k% , is called
an eigenvalue problem.
Definition 1.8.1. A non-zero vector 5 is called an
eigenvector of <J if there exists a scalar X such that
Definition 1.8.2. A scalar A. is called an eigenvalue
of 6 if there exists a non-zero vector £ such that
Notice that the equation (T(£) = X*» is an equation
in two variables, one of which is a vector and the other
a scalar. The solution ^=0 and \ any scalar is a
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solution we choose to ignore since it will not lead to
an invariant subspace of positive dimension. Eigenvec
tors are sometimes referred to as characteristic vectors
and similarly eigenvalues as characteristic values.
Theorem 1.8.1. Similar matrices have the same eigen
vectors and eigenvalues.
Proof: This follows directly from the definition
since eigenvalues and eigenvectors are associated with
the underlying linear transformation.
Theorem 1.8.2. Similar matrices have the same
characteristic polynomial.
Proof: Let A and A* = P-1AP be similar. Then
lA-xll = fP^AP-xlJ = |P-1(A-xI)P| = fP'-HlA-xll-fp/
= |A-xl| = f (x) . We shall call the characteristic
polynomial of any matrix representing C the characte
ristic polynomial of (T . This theorem shows that the
characteristic polynomial of a linear transformation is
uniquely defined.
Let S(A.) be the set of all eigenvectors of G corre
sponding to \, together with 0.
Theorem 1.8.3. S(/l) is a subspace of V.
Proof: If d- and j3fS(A), then
o^aJL + bp) = a C{A) + b <T(p)
b X £
bp).
Hence a^+ bpeS(A.) and S(A) is a subspace.
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We shall call S(\) the eigenspace of 6 correspond
ing to A. , and any subspace of S(A.) will be called an
eigenspace ofC . X is a solution of the characteristic
equation f (x) = 0. Hence (x-/\) is a factor of f (x) . If
(x-d) is a factor of f(x) while (x-/l)k+1 is not, \ is a
root of f(x) = 0 of multiplicity k. We refer to this
multiplicity as the algebraic multiplicity of . The
dimension of S(A) is called the geometric multiplicity
of X.
Theorem 1.8.4. If the eigenvalues A-^, . . . Ag are
all different and \£-\, . . . £g? is a set of eigenvectors,
>L^ corresponding to C±, the set ££]_, . ..£^1 is linearly
independent.
Since we are interested here mainly in numerical
procedures, we start with matrices representing the
linear transformations and obtain their eigenvalues and
the representations of the eigenvectors. For example,
let
-1 2 2
A = 2 2 2
_3 _6 -6J
The first step is to obtain the characteristic matrix
-1-x 2 2
C(x) = 2 2-x 2
-3 -6 -6-x
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and then the characterxstxc polynomial
|c(x)|= -(x+2)(x+3)x.
Thus the eigenvalues of A are A.-^ = -2, X-2 = -3 and Ao = 0.
The next steps are to substitute, successively, the eigen
values for x in the characteristic matrix. Thus we have
12 2
C(-2) = 2 4
-3 -6 -4




The components of the eigenvector corresponding to ^ = -2
are found by solving the equations
2x = 0.
x3 = 0.
Thus (2, -1, 0) is the representation of an eigenvector
corresponding to Ai; for simplicity we shall write %
= (2, -1, 0), identifying the vector with its represen
tation.
In a similar fashion we obtain
2 2 2
C(-3) = 2 5 2
-3 -6 -3





and hence the eigenvector S>2 ~ (1 > °» "-
Similarly, from
-1 2 2'
C(0) = 2 2 2
-3 -6 -6.
we obtain the eigenvector £3 = (0, 1, -1).
By theorem 1.8.4, the three eigenvectors obtained
for the three different eigenvalues are linearly inde
pendent .
CHAPTER II
ORTHOGONAL, UNITARY AND NORMAL MATRICES
2.1 ORTHOGONAL AND UNITARY TRANSFORMATIONS
Definition 2.1.1. A linear transformation of V into
itself is called an isometry if and only if it preserves
length, that is, if and only if |K(JL)|| = ||JL|| for all ±>
eV. An isometry in a vector space over the real num
bers is called an orthogonal transformation. An isometry
in a vector space over the complex numbers is called a
unitary transformation. We try to save duplication and
repetition by treating the real and complex cases to
gether whenever possible.
Consider a basis A = fa,±, • • .«tnl for a vector space
for which the representing matrix is the unit matrix.
Every set of vectors which has this property is called
an orthonormal set. The word "orthonormal" is a com
bination of the words "orthogonal" and "normal". A
vector is normal if it is of unit length and two vectors
are orthogonal if {JL,6) = (f ,jJ) = 0; («£,/&) is the scalar
product of £ and (I . Thus the vectors of an orthonormal
26
27
set are mutually orthogonal and normalized. The basis
of A under consideration is an orthonormal basis.
Theorem 2.1.1. An orthonormal set is linearly in
dependent .
Proof: Suppose £g± , ^,.. .^J is an orthonormal set
and that ^x^i = 0. Then 0 = (£j,0) = (gj,£ix±£±)
= ^jXj^ij,^) = x-. Thus the set is linearly indepen
dent.
Theorem 2.1.2. If A = {tL. , . . . , j^? is any linearly
independent set whatever in V, there exists an orthonor
mal set X = {£i,...£sJ such that £y. = £* &ik-L±.
Proof: (The Gram-Schmidt orthonormalization process)
Recall that the length of a vector d is |I«l|| where ||«^W
is a nonnegative real number. Since «t, is an element of
a linearly independent set d^ ^ 0, and therefore |Ut||
*°\ Let ^i =-|]Zii] ^i- clearlv' II4JI = i.
Suppose, then, jS\i -•-£^ has been found so that it
is an orthonormal set and such that each £^ is a linear
combination of {/-^,.. . ,^1 . Let
•'■'r+l =<ir+lr^l"ir+l^l -•••"( ^r
Then for any £±, liiir, we have
Furthermore, since eachSk is a linear combination of
the $JL\,.. . 5«*-k\ 5 o2r+i is a linear combination of
Also' ^'r+1 is not zero since
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is a linearly set and the coefficient of J, in the
representation of c^r+^ is !• Thus we can define
Clearly, ££^,.. . , J^+-j7 is an orthonormal set with the
desired properties. We can continue in this fashion
until we exhaust the elements of A. The set X =
has the required properties.
Definition 2.1.2. Any matrix is said to be unitary
if U*U = I. Obviously U is non-singular, its inverse
U"1 being U*. Also, UU* =1. If U is real, then it will
be unitary if UTU = I, for in this case U* = UT.
Definition 2.1.3. A matrix U is said to be ortho-
T
gonal if it is real and U U = I. Clearly every ortho
gonal matrix is unitary.
Theorem 2.1.3. The product of two unitary matrices
of the same order is unitary.
Proof: If A and B are two unitary matrices of the
same order such that
A*A = AA* = I
B*B = BB* = I.
Then we have (AB)*AB = B*A*AB = B*IB = I and according
AB is unitary.
Theorem 2.1.4. The inverse of a unitary matrix is
unitary.
Proof: Let A be a unitary matrix such that AA* = I.
Taking inverses (A*)~^A"^ = I so that A is unitary.
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Theorem 2.1.5. The set of all n-rowed orthogonal
matrices is a group with respect to multiplication.
Proof: Let A and B be any two orthogonal matrices
of the same order such that AAT = I, BBT = I. We have
(AB)(AB)T = (AB)(BTAT) = A(BBT)AT = AIAT = I so that AB
is also an orthogonal matrix. Taking inverses we obtain
AAT = I. (AAT)-1 = I"1, ie. (AT)"1(A-1) = I so that A"1
is also orthogonal.
2.2 NORMAL MATRICES
It is possible to give a necessary and sufficient
condition that a matrix be unitary similar to a diagonal
matrix. The real value in establishing this condition
is that several important types of matrices do satisfy
this condition. This leads to the following definition.
Definition 2.2.1. If all elements of a matrix below
the main diagonal are zero the matrix is said to be in
superdiagonal form, that is a^j = 0 for i>j.
Definition 2.2.2. The matrices A and a' are unitary
(orthogonal) similar if and only if there exists a uni
tary (orthogonal) matrix P such that a'= P^AP = P*AP or
A' = P^AP = PTAP.
Theorem 2.2.1. A matrix A in superdiagonal form is
a diagonal matrix if and only if A*A = AA*.
Proof: Let A = feij] where a^- = 0 if i > j. Suppose
A*A = AA*. This means, in particular, that
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£iaD±aDi ~ &aikaik* 2ml
But since a. . = 0 for i>j this reduces to
2.2
Now if A were not a diagonal matrix there would be a
first index i for which there exists an index k *i such
that a^k ?t 0. For this choice of the index i the sum on
the left in (2.2) reduces to one while the sum on the
right contains at least two non-zero terms. Thus
which is a contradiction. Thus A must be a diagonal
matrix. Conversely, if A is a diagonal matrix then clear
ly A*A = AA*.
Definition 2.2.3. A matrix A for which A*A = AA* is
called a normal matrix.
Definition 2.2.4. A matrix A is similar to a diag
onal matrix if and only if there exists n linearly
independent eigenvectors of A.
Theorem 2.2.2. A matrix A is unitary similar to a
diagonal matrix if and only if it is normal.
Proof: If A is normal, then any matrix unitary







Thus if A is normal, the superdiagonal form to which it
is unitary similar is also normal and, hence, diagonal.
Conversely, if A is unitary similar to a diagonal matrix
it is unitary similar to a normal matrix, and it is there
fore normal itself.
Definition 2.2.5. A matrix H is Hermitian if and
only if H = H*.
Theorem 2.2.3. Unitary matrices and Hermitian ma
trices are normal.
Proof: If U is unitary, then
U*U = U-1U = UU"1.
If H is Hermitian, then
H*H = HH = HH*.
Theorem 2.2.4. If there exists an orthonormal basis
consisting of characteristic vectors of a linear trans
formation (T, f € - GIT .
Proof: Let X = fe^,. .. ,£7 be an orthonormal basis
consisting of characteristic vectors of d*'. Let %.- be
the characteristic value corresponding to ^. Then
>/j). For a fixed £^ this equation holds for all
/. and hence {6*{St)^) = (%tit,t) for all JL^V. This
means <T*(/i) = ^-xii and ^i •*-s an characteristic vector
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of C* with characteristic value A^- Then
fi) = Ai/li/i = tf"V(ii). Since fff* = <>*C on a basis
of V, <7<T* = C"V on all of V.
Definition 2.2.6. A linear transformation (Tfor
which 6"V=:<r«* is called a normal linear transformation.
Clearly, a linear transformation is normal if and only
if the matrix representing it (with respect to an ortho-
normal basis) is normal.
Theorem 2.2.5. For a normal linear transformation,
eigenvectors corresponding to different eigenvalues are
orthogonal.
Proof: Suppose C{£\) = X-\£\ and ^(^2) = ^2^2 wnere
*! /A2- Then A2(glf£2) = (S1,*2£2) = (*i,<r(£2)) =
«T*(£l),£2 ) = Uifi,S2) = *li£l£Z)- Thus (^1 ~Z2)
times (£-^,£2) - 0. Since JL± - K2 ¥■ ° we see that
(^,S2) = °j that is, ^^ and £2 are orthogonal.
Theorem 2.2.6. A normal linear transformation o is
an isometry if and only if all of its eigenvalues are
of absolute value 1.
Proof: Suppose » is an isometry. Let X be an eigen
value of (T and let ^ be an eigenvector corresponding to
X. Then HSU2 = ||<T(£)||2 = (<r(£); (T(g)) = U€^4) =
|;i|2(S,S). Hence Ul2 = 1.
On the other hand suppose (T is a normal linear trans
formation and that all its eigenvalues are of absolute
value 1. Since tf" is normal there exists a basis X =
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>• "jin} of eigenvectors of C . Let ^ be the eigen
value corresponding to £^. Then (^(f-jj , f(£-;)) =
(^i/i»Aj/j) = ^i^j (£i>/j) = <*"ij- Hence <»" maps an ortho-
normal basis onto an orthonormal basis and is an isometry.
Although the results we state now have been already
obtained, they are sufficiently useful to deserve being
summarized separately. We are now considering matrices
whose entries are complex numbers.
Theorem 2.2.7. If H is Hermitian, then
(1) H is unitary similar to a diagonal matrix D.
(2) The elements along the main diagonal of D are
the eigenvalues of H.
(3) The eigenvalues of H are real.
Conversely, if H is normal and all its eigenvalues real,
then H is Hermitian.
Proof: We have already observed that a Hermitian
matrix is normal so that (1) and (2) follow immediately.
Since D is diagonal and Hermit ian 55 = D* = D and the
eigenvalues are real.
Conversely, if H is a normal matrix with real eigen
values, then the diagonal form to which it is unitary
similar must be real and hence Hermitian. Thus H itself
must be Hermitian.
Theorem 2.2.8. If A is unitary, then
(1) A is unitary similar to a diagonal matrix D.
(2) The elements along the main diagonal of D are
the eigenvalues of A.
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(3) The eigenvalues of A are of absolute value 1.
Conversely, if A is normal and all its eigenvalues are
of absolute value 1, then A is unitary.
Proof: We have already observed that a unitary
matrix is normal so that (1) and (2) follow immediately.
Since D is also unitary, LTD = D*D = I so that j/l-|2 =
Ai^i = 1, for each eigenvalue X±'
Conversely, if A is a normal matrix with eigenvalues
of absolute value 1, then from the diagonal form D we
have D*D = DD = I so that D and A are unitary.
CHAPTER III
DETERMINING A UNITARY (OR ORTHOGONAL) MATRIX
OF TRANSITION
We now summarize a complete set of computational
steps which will effectively determine a unitary (or
orthogonal) matrix of transition for diagonalizing a
given normal matrix. Let A be a normal matrix.
(1) Determine the characteristic matrix C(x) = A-xI.
(2) Compute the characteristic polynomial f(x) = jA-xI)
(3) Determine all eigenvalues of A by finding all
solutions of the characteristic equation f(x) = 0. In
any but very special or contrived examples this step is
tedious and lengthy. In an arbitrarily given example
we can find at best only approximate solutions. In that
case all of the steps are also approximate. In some
applications special information derivable from the pe
culiarities of the application will give information
about the eigenvalues or the eigenvectors without our
having to solve the characteristic equations.
(4) For each eigenvalue/^ find the corresponding
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eigenvector by solving the homogenous linear equations
C(Ai)X = 0.
(5) Find an orthonormal basis consisting of eigen
vectors of A. If the eigenvalues are distinct, Theorem
2.2.5 assures us that they are mutually orthogonal. Thus
all that must be done is to normalize each vector and
the required orthonormal basis is obtained immediately.
Even when a multiple eigenvalue X- occurs, theorem
2.2.2 assures us that an orthonormal basis of eigenvectors
exists. Hence there is no difficulty in obtaining a
basis of eigenvectors. The problem is that the different
eigenvectors corresponding to the multiple eigenvalue A-.
are not automatically orthogonal; however, that is easily
remedied. All we need to do is to take a basis of eigen
vectors and use the Gram-Schmidt orthonormalization pro
cess. The vectors obtained in this way will still be
eigenvectors since they are linear combinations of eigen
vectors corresponding to the same eigenvalue. Vectors
from different eigenspaces will be orthogonal because
of Theorem 2.2.5. Since eigenspaces are seldom of very
high dimensions, the amount of work in applying the Gram-
Schmidt process is usually quite nominal.
We now give several examples to illustrate the com
putational procedures and the various diagonalization
theorems. Remember that these examples are contrived
so that the characteristic equation can easily be solved.
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Randomly given examples of high order are likely to re
sult in vexingly difficult characteristic equations.
Example 1, a real symmetric matrix with distinct
eigenvalues. Let
1 -2 0*
A = -2 2-2
0 -2 3
We first determine the characteristic matrix,
1-x -2 0"
C(x) = -2 2-x -2
0 -2 3-x.
and then the characteristic polynomial,
f(x) = |c(x)| = -x3 + 6x2 - 3x - 10 = -(x+l)(x-2)(x-5).
The eigenvalues are A-i = -1, X2 = 2, A3 = 5.
Solving the equations C(/\i)X = 0 we obtain the
eigenvectors 061 = (2,2,1), «C2 = (-2,1,2), ^3 = (1,-2,2).
Theorem 2.2.5 assures us that these eigenvectors are
orthogonal. Normalizing them we obtain the orthonormal
basis
X = 6l = 1/3(2,2,1), g2 = l/3(-2,1,2), £3 = 1/3(1,-2,2)}.
The orthogonal matrix of transition is
2-2 1













and f(x) = x - 5x + 4 = (x-l)(x-4) = 0 is the charac
teristic equation. The eigenvalues are A.]_ = 1 and A^ = 4.
(The example is contrived so that the eigenvalues are
rational, but the fact that they are real is assured by
Theorem 2.2.7). Corresponding to A-i = 1 we obtain the
normalized eigenvector g-^ = l/:f3*(-l, 1+ i) . The unitary




Example 3, an orthogonal matrix. Let
1 -2 2'
A = 1/3 -2 1 2
-2 -2 -1.
This orthogonal matrix is real but not symmetric. There
fore, it is unitary similar to a diagonal matrix but it
is not orthogonal similar to a diagonal matrix. We have
1/3 - x -2/3 2/3
-2/3 1/3 - x 2/3C(x) =
. -2/3 -2/3 -1/3 -
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and hence -x3 + l/3x2 - l/3x + 1 = -(x-l)(x2 + 2/3x + 1)
= 0 is the characteristic equation. Notice that the real
eigenvalues of an orthogonal matrix are particularly easy
to find since they must be of absolute value 1. The
eigenvalues are = 1, = -1 + 2 ? and ^ _ -1 -
The corresponding normalized eigenvectors are ^ =
1/1(2(1,-1,0), g2 = 1/2(1, l,]f2T), and g3 = l/2( 1,1, - l/H") .
Thus the unitary matrix of transition is
l/lHF 1/2 1/2
U = -1/1(2" 1/2 1/2
0 i/f2 -
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