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Synopsis 
 This thesis consists of three chapters. In the first chapter 
we find bounds for the moduli of the zeros of certain 
polynomials in terms of some or all of their coefficients 
by subjecting their coefficients or their real and 
imaginary parts to certain restrictions .In the second 
chapter we consider a special class of polynomials,called 
lacunary polynomials and find bounds for their zeros.The 
third chapter deals with the extremal properties of 
polynomials and their derivatives. 
    Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of degree n. A 
classical result due to Enestrom and Kakeya ([43],[63]) 
states that if the coefficients of P(z) are real, non-
negative and decreasing, then all the zeros of P(z) lie in 
the closed unit disk .1≤z  
In the literature there exist several generalizations and 
refinements of this result. Joyal, Labelle and Rahman 
[67] extended the Enestrom-Kakeya Theorem to 
polynomials whose coefficients are monotonic but not 
necessarily non-negative.Govil and Rahman [61]  
generalized the theorem to polynomials whose 
                                           i 
  
 
coefficients are not necessarily real.Aziz and Zargar [17], 
Govil and Mc-tume [64], Aziz and Shah[14,15], 
Bidkham and Dewan [37], Shah and Liman [102] have 
givenseveral generalizations of the Enestrom-Kakeya 
Theorem. 
In the first chapter, we generalize and improve upon 
these results. We also obtain several other results 
concerning the location of the zeros of polynomials. 
      Q.G.Mohammad [86] and K.K.Dewan [41] have 
found bounds for the number of zeros of a polynomial in 
the circle 
2
1≤z under certain restrictions on the 
coefficients. C.M.Upadhye[109] generalized their results 
to the circle 10, <<≤ δδz  and found a ring-shaped region 
for the bound of the number of zeros. We give 
generalizations of their results also in the first  chapter  
by restricting the coefficients of the polynomial to certain 
conditions . 
    In the second chapter , we consider polynomials of the 
form   
         
k
k
n
n
n
n
n
n
p
p zazazazazaazP +++++++= ............)( 221110 , 
                  knnnp <<<<≤ ......0 21 . 
                                        ii 
  
 
Such a polynomial is called a lacunary polynomial. 
Landau [72,73], in connection with his study of the 
Picard’s Theorem, initiated the problem of finding the 
bounds for the zeros of such polynomials involving only 
some of the coefficients. We give some  improvements 
on the bounds given by him . We also apply these 
polynomials to give generalizations of the results of 
Walsh [112],Joyal,Labelle and Rahman [67] and Deutsch 
[32] in the second chapter. 
    If P(z) is a polynomial of degree n, then by Bernstein’s 
Theorem 
               )(max)(max 11 zPnzP zz == ≤′                       (1) 
and by Maximum Modulus Theorem 
               )(max)(max 11 zPRzP znRz =>= ≤                         (2) 
   Lax [74] and Ankeny and Rivlin [3] considered the 
class of polynomials P(z) having no zeros in .1<z and 
obtained results analogous to (1) and (2) . 
The class of polynomials having no zero in  1, ≥< kkz  was 
studied  by Malik [76] ,whereas the class of polynomials 
having no zero in 1, ≤< kkz  was studied by Govil [58,59] . 
further improved by Aziz [4] ,Dewan [42] and others. 
                                     iii 
  
 
Frappier , Rahman  and  Ruschweyh [51] found  a  bound 
for  the  maximum   modulus of  )(zP′  in    terms    of   the  
maximum  modulus of  )(zP  taken over the (2n) th roots 
of unity.This bound was further improved by Aziz [4] in 
various ways . 
In the third chapter,we  generalize some  of  these results. 
In addition, we also find the corresponding inequalities if 
the zeros of the polynomial lie inside or outside a disk of 
radius less than or equal to 1. 
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                         Chapter 1 
 
Bounds for the Zeros of Polynomials 
 
 
 
 
 
 
 
 
 
  
 
Bounds for the Zeros of Polynomials 
 
1. Introduction and Statement of Results 
Let  ∑
=
=
n
j
j
j zazP
0
)(   be a polynomial of degree n. One of 
the fundamental  problems about P(z) is  to find the 
zeros of P(z) i.e. the values of z ,if any, such that 
P(z)=0 or, in other words, to solve (find the roots of) 
the equation P(z)=0.As for the existence of such 
values ,one of the basic theorems of  MathemP a g e  
| 11atics, called the Fundamental Theorem of Algebra, 
guarantees the existence of at least one zero of P(z) 
in the Complex plane and ,in fact, as many zeros as 
the degree of the polynomial, that is n, which may , 
however, be coincident. 
 Various methods for finding the zeros of P(z) are 
available in the literature in case n ≤ 4.But when 
 n ≥ 5, it   was proved by H. Abel in his publication 
“On the Algebraic Resolution of Equations ”that it 
is impossible to find the zeros of the polynomial in 
general by a formula using radicals. Galios Theory 
  
 
and Complex Analysis also came into existence for 
finding a solution to the same problem.     
 Although the Fundamental Theorem of Algebra gives 
the exact number of zeros of a polynomial, it says 
nothing about their location in the complex domain. 
The problem of finding out the region which 
contains all or a prescribed number of zeros of a 
polynomial was first studied by Karl F. Gauss  [54] . 
He proved:               
Theorem A-1.If ∑
−
=
+=
1
1
)(
n
j
j
j
n zazzP  ,where sa j '  are all real,  
then P(z) has all its zeros in  ,Rz ≤  
where 
(i) )2,1max( 2
1
SR = ,S being the sum of positive sa j ' . 
(ii) jjnj anR )2(max 2
1
1 ≤≤= , 
whereas  in the case of arbitrary real or complex 
sa j ' ,P(z ) has all its zeros in ,Rz ≤ where R is the 
positive root of the equation 
(1.1.1) 0).....(2 112
1
=+− − n
nn azaz . 
 More exact bounds for the moduli of the zeros of a 
polynomial than those given by Gauss were given 
  
 
by A. L. Cauchy. He proved the following results 
(see [26], [79],[84] ): 
Theorem A-2.All the zeros of the polynomial 
P(z)=∑
=
n
j
j
j za
0
 of degree n lie in the circle Rz ≤ ,where R 
is the positive root of the equation  
 (1.1.2)        0..... 1110 =++++ −− nnnn zazazaa . 
The limit is attained whe P(z) is the L. H. S. of  
(1.1.2). 
Theorem A-3.All the zeros of the polynomial 
P(z)=∑
=
n
j
j
j za
0
 of degree n  lie in the circle 
(1.1.3)                   Mz +≤ 1 , 
where 
  
n
j
nj
a
a
M ≤≤= 0max . 
Several generalisations and improvements of these 
results are available in the literature (for reference 
see [79],[84],[95]). 
Mohammad [86] used Schwartz Lemma and 
proved the following result: 
  
 
Theorem A-4.All the zeros of the polynomial 
∑
=
=
n
j
j
j zazP
0
)(  lie in 
(1.1.4)                       ,
na
M
z ≤   if   ,Man ≤  
where 
       1101011 .....max.....max −−=−= ++=++= nnznnz azaazaM  
Results of similar type were obtained among others 
by Cohn [30], Berwald [22], Montel [90], Toya 
[107],Carmichael and Mason [27],Fujiwara  [52], 
Walsh [112],Williams [113], Markovitch [82], Specht 
[103] , Kuniyeda [71], Joyal, Labelle and Rahman  
[67], Mohammad [85,86], Dewan [35], Aziz and 
Mohammad [10-12], Aziz and Shah [14-15], Aziz 
and Zargar [17], Dutt and Govil [31], Deutsch 
[32],and Rubinstein [97]. 
If we consider a polynomial with restricted 
coefficients, then we have the following elegant 
result  on the location of its zeros, known as the 
Enestrom-Kakeya Theorem. 
  
 
Theorem A-5.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n whose coefficients ja  satisfy 
(1.1.5)                          0..... 011 >≥≥≥≥ − aaaa nn ,  
then all the zeros of P(z) lie in the closed unit disk 
.1≤z  
Applying Theorem A-5 to the polynomial )1(
z
Pz n , we 
get the following equivalent form of  Enestrom 
Kakeya Theorem: 
Theorem A-6.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n such that 
(1.1.6)                .0..... 110 >≥≥≥≥ − nn aaaa  
Then P(z) has no zero in .1<z  
Theorem A-5 was proved by Enestrom [46].It was 
also proved independently by Kakeya [68] and 
Hurwitz[65]. Joyal, Labelle and Rahman [67] 
extended Theorem A-5 to polynomials whose 
coefficients are monotonic but not necessarily non-
negative by proving the following result: 
  
 
Theorem A-7.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree    n such that 
(1.1.7)                 ...... 011 aaaa nn ≥≥≥≥ −  
Then all the zeros of P(z) lie in  
(1.1.8)                  
n
n
a
aaa
z
00 −+≤ . 
 Aziz and Zargar [17] relaxed the hypothesis of 
Enestrom-Kakeya Theorem and proved the 
following  generalisation of TheoremA-7: 
Theorem A-8.  Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n such that for some k≥1, 
(1.1.9)                ...... 011 aaaka nn ≥≥≥≥ −   
Then all the zeros of P(z) lie in  
(1.1.10)                  .1 00
n
n
a
aaka
kz
−+
≤−+  
If in Theorem A-8 we take 00 >a , we have the 
following result: 
Theorem A-9.  Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n such that for some k≥1, 
(1.1.11)                             .0..... 011 >≥≥≥≥ − aaaka nn  
  
 
Then all the zeros of P(z) lie in 
(1.1.12)                   .1 kkz ≤−+  
For polynomials whose coefficients are not 
necessarily real, Govil and Rahman [61] proved the 
following generalisation of Theorem A-5: 
Theorem A-10.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0, 1,…..,n, such 
that 
(1.1.13)                  ,0..... 011 ≥≥≥≥≥ − αααα nn  
Where nα >0, then P(z) has all its zeros in 
(1.1.14)                         ∑
=
+≤
n
j
j
n
z
0
21 β
α
 
 Govil and Mc-tume [64] proved the following 
generalisations of Theorems A-7 and A-10: 
Theorem A-11.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,….,n,such 
that for some 
1≥k , 
(1.1.15)                 011 ..... αααα ≥≥≥≥ −nnk  
Then P(z) has all its zeros in  
  
 
(1.1.16)            .
2
1 0
00
n
n
j
jnk
kz
α
βααα ∑
=
++−
≤−+  
Theorem A-12.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β=  j=0, 1,….,n, such 
that for some 
,1≥k  
(1.1.17)                ...... 011 ββββ ≥≥≥≥ −nnk  
Then all the zeros of P(z) lie in  
(1.1.18)            .
2
1 0
00
n
n
j
jnk
kz β
αβββ ∑
=
++−
≤−+   
While extending Theorem A-5 to polynomials with 
complex coefficients ,Govil and Rahman [61] 
proved the following results: 
Theorem A-13. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with complex coefficients such that for 
some real β , 
               ,,.....,1,0,
2
arg nja j =≤≤−
pi
αβ  
and 
(1.1.20)                ...... 011 aaaa nn ≥≥≥≥ −  
Then P(z) has all its zeros in 
  
 
(1.1.21)              
n
n
j
jn
a
aa
z
∑
−
=
++
≤
1
0
sin2)cos(sin ααα
. 
Theorem A-14. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,such 
that   
 (1.1.22)                 .0..... 011 >≥≥≥≥ − αααα nn  
Then P(z) has all its zeros in the disk 
(1.1.23)                 
n
n
j
jn
z
α
ββ ∑
−
=
+
+<
1
0
2
1 . 
As a generalisation of Theorem A-8, Shah and 
Liman [102] proved the following result: 
Theorem A-15.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0, 1,…..,n, 
such that for some 1≥k , 
                        011 ..... αααα ≥≥≥≥ −nnk  
(1.1.24) 
                        011 ..... ββββ ≥≥≥≥ −nn . 
Then P(z) has all its zeros in 
(1.1.25)            { }nn
nn
n k
a
k
a
z βαααα ++−≤−+ 001)1( . 
  
 
As an extension of Theorem A-9,Shah and Liman 
[102] proved the following theorem: 
Theorem A-16. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with complex coefficients such that for 
some real β , 
               ,,.....,1,0,2
arg nja j =≤≤−
pi
αβ  
and for some  1≥k , 
(1.1.26)               ...... 011 aaaak nn ≥≥≥≥ −   
Then all the zeros of P(z) lie in 
(1.1.27)   





+++−≤−+ ∑
−
=
1
1
00 sin2)cos)(sin(
11
n
j
jn
n
aaaak
a
kz ααα . 
Putting some further restrictions on the coefficients 
of a polynomial ,Bidkham and Dewan [37] have 
found a bound for its zeros given in the following 
theorem: 
Theorem A-17.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,such 
that   
(1.1.28)           0......0 0111 >≥≥≥≥≤≤≤< −− αααααα λλnn , 
  
 
where  n≤≤ λ0 . Then all the zeros of P(z) lie in the 
circle 
(1.1.29)             





+−≤ ∑
=
n
j
jn
na
z
0
221 βαα λ . 
 Shah and Liman [102] proved the following 
generalisation of Theorem A-17: 
Theorem A-18.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degreen with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some 10,1 −≤≤≥ nk λ , 
(1.1.30)       
.0...
......
011
0111
>≥≥≥≥
≥≥≥≥≤≤≤
−
−−
ββββ
αααααα λλ
nn
nnk
 
Then all the zeros of P(z) lie in 
(1.1.31)        [ ]nn
nn
n k
a
k
a
z βααααα λ ++−−≤−+ 0021)1( . 
 Regarding the number of zeros of the polynomial 
∑
=
=
n
j
j
j zazP
0
)(  in  
2
1≤z ,Q. G. Mohammad  [86] has 
proved the following result: 
Theorem A-19. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n such that 
                      0..... 011 >≥≥≥≥ − aaaa nn . 
  
 
Then the number of zeros of P(z) in 
2
1≤z  does not 
exceed  
(1.1.32)                 
0
log
2log
11
a
an+ . 
K. K. Dewan  [41] generalised Theorem A-19  to 
polynomials with complex coefficients by proving 
the  following result: 
Theorem A-20. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree  n  with complex coefficients such that 
                    nja j ,....,1,0,2arg =≤≤−
pi
αβ , 
for some real β  and 
                      011 ..... aaaa nn ≥≥≥≥ − . 
Then the number of zeros of P(z) in  
2
1≤z  does not 
exceed        
 (1.1.33)           
0
1
0
sin2)1sin(cos
log
2log
1
a
aa
n
j
jn ∑
−
=
+++ ααα
. 
Theorem A-21. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree  n  with complex coefficients . If  jja α=Re and 
jja β=Im , j=0,1,…..,n, and 
                  0..... 011 >≥≥≥≥ − αααα nn ,  
  
 
then the number of zeros of P(z) in  
2
1≤z  does not  
exceed 
(1.1.34)                   
0
0log
2log
11
a
n
j
jn ∑
=
+
+
βα
. 
C. M. Upadhye [109] generalised theorems A-20 
and A-21 by proving the following results: 
Theorem A-22. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree  n  with complex coefficients such that 
                    nja j ,....,1,0,2arg =≤≤−
pi
αβ , 
for some real β  and 
                      011 ..... aaaak nn ≥≥≥≥ − , 
for 1≥k . 
Then the number of zeros of P(z) in  
10,
1
0 <<≤≤ δδz
M
a
,does not exceed 
(1.1.35)        
0
1
0
sin2)1sin(cos
log
1log
1
a
ak
n
j
jn ∑
−
=
+++ αααα
δ
, 
where     
(1.1.36)     ∑
−
=
+−−++=
1
0
01 sin2)sin(cos)1sin(cos
n
j
jn aaakM ααααα . 
  
 
Theorem A-23. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n  with complex coefficients such that 
                    nja j ,....,1,0,2arg =≤≤−
pi
αβ , 
for some real β  and 
                      011 ..... αααα ≥≥≥≥ −nnk ,for 1≥k . 
Then the number of zeros of P(z) in  
10,
2
0 <<≤≤ δδz
M
a ,does  not exceed  
(1.1.37)           
0
0
00 2)(
log
1log
1
a
ak
n
j
jnn ∑
=
+−++ βααα
δ
   , 
where, 
(1.1.38)          ∑
=
+−++=
n
j
jnkM
0
002 2)( βαααα . 
In the literature there exist  several extentions and 
generalisations of Enestrom-Kakeya Theorem (for 
reference see Hurwitz [65], Egervery [45], 
Krishnaiah [70], Cargo and Shisha [26], Joyal, 
Labelle and Rahman [67],Govil and Jain [60],Aziz 
and Mohammad[12], Dilcher [44], Tomic [106], 
Anderson, Saff andVerga [2], Dewan and Bidkham 
[37], Dewan and Govil [38], Aziz and Zargar 
  
 
[17],Aziz and Shah [14-15],Shah and Liman [102], 
etc.). 
In this chapter we shall prove some interesting 
results concerning the bounds for the zeros of a 
polynomial, which, among other things, generalise 
and improve  upon  some known results as well. 
We also find the bounds of the zeros of a  
polynomial  which are sharper than the already-
existing bounds. In addition we also prove some 
results on the number of zeros of a polynomial in a 
prescribed region. We begin with 
Theorem 1.1.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n.If for 
some real number 10, ≤< ττ , 
(1.1.39)                 0..... 011 >≥≥≥≥ − ταααα nn , 
then  P(z) has all its zeros in 
(1.1.40)               
n
n
j
j
z
α
βατ 





+−
+≤
∑
=0
0)1(2
1 . 
 
 
  
 
 
Remark 1.1.Taking  1=τ  in Theorem 1.1 ,we get 
Theorem A-10. 
If we apply Theorem 1.1 to the polynomial               
–iP(z),we easily get the following result: 
Theorem 1.2.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n.If for 
some real  
number 10, ≤< ττ , 
(1.1.41)                 0..... 011 >≥≥≥≥ − τββββ nn , 
then  P(z) has all its zeros in 
(1.1.42)               
n
n
j
j
z β
αβτ 





+−
+≤
∑
=0
0)1(2
1 . 
Remark 1.2.If we take  1=τ  in Theorem 1.1 and all 
the  
coefficients are real i.e. 0=jβ ,j=0,1,…..,n, it reduces to 
the Enestrom-Kakeya Theorem(Theorem A-5). 
Theorem 1.3.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n.If for 
some real numbers 10, ≤< ττ  and 1≥k , 
  
 
(1.1.43)                 011 ..... ταααα ≥≥≥≥ −nnk , 
then P(z) has all its zeros in 
(1.1.44)    
n
n
j
jnk
kz
α
βααταα ∑
=
++−+
≤−+ 0
000 2)(2
1 . 
Remark 1.3. Taking  1=τ  in Theorem 1.3, we get 
Theorem A-11. 
Applying Theorem 1.3 to the polynomial –iP(z),we 
get 
Theorem 1.4.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n.If for 
some real numbers 10, ≤< ττ  and 1≥k , 
(1.1.45)                 011 ..... τββββ ≥≥≥≥ −nnk , 
then P(z) has all its zeros in 
(1.1.46)    
n
n
j
jnk
kz β
αββτββ ∑
=
++−+
≤−+ 0
000 2)(2
1 . 
Next we prove the following generalisation of 
Theorem A-10: 
Theorem 1.5.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0, 1,…..,n. If for 
some real numbers  1≥k , 10 −≤< nλ ,  
  
 
(1.1.47)    0.....,..... 011\1 >≥≥≥≥≥≥≥ −− ααααααα λλλ knn , 
Then all the zeros of P(z) lie in 
(1.1.48)             
n
n
j
jk
z
α
βα λ ∑
=
+−
+≤ 0
2)1(2
1 . 
Taking n=λ  in Theorem 1.5 ,we obtain the following 
result: 
Corollary 1.1.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n. If for 
some real number  1≥k ,  
                   0..... 011 >≥≥≥≥ − αααα nnk , 
then all the zeros of  P(z) lie in 
(1.1.49)                
n
n
j
j
kz
α
β∑
=+−≤ 0
2
)12( . 
Remark 1.5.Taking  k=1 in corollary 1.1 ,we get 
Theorem A-10 of Govil and Rahman. If all the 
coefficients are real i.e. 0=jβ ,for all j and k=1,we get 
Enestrom-Kakeya Theorem(Theorem A-5). 
 Applying Theorem 1.5 to the polynomial –iP(z),we 
get the following result: 
  
 
Theorem 1.6.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n.If for 
some real numbers  1≥k , 10 −≤< nλ , 
(1.1.50)    0.....,..... 011\1 >≥≥≥≥≥≥≥ −− βββββββ λλλ knn , 
then all the zeros of P(z) lie in 
(1.1.51)             
n
n
j
jk
z β
αβλ ∑
=
+−
+≤ 0
2)1(2
1 .  
Now, we present  the following interesting 
generalisation of Theorem A-15,which provides an 
extension of  Enestrom-Kakeya  Theorem and  a  
refinement of Cauchy’s Theorem (Theorem A-3) 
and  Theorem A-15 as well. 
Theorem 1.7.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some 10,1 ≤<≥ τk , 
 (1.1.52)                
.0.....
.....
011
011
≥≥≥≥≥
≥≥≥≥
−
−
ββββ
ταααα
nn
nnk  
Then all the zeros of P(z) lie in 
(1.1.53)        
n
nn
n
n
a
k
a
kz
βαατααα ++−+
≤−+
)(2)1( 000 . 
  
 
To show that Theorem 1.7 is a refinement over 
Cauchy’s Theorem and Theorem A-15,we consider 
the following example: 
Example . Let 1.2)32(...)32()32()( 21 ++++++++= −− zizizizzP nnn  . 
According to Cauchy’s Theorem ,all the zeros of 
P(z) lie in 6.4≤z ,whereas taking k=2 and 
1.2
2
=τ  in 
Theorem 1.7,it follows that all the zeros of P(z) lie in 
the disk 2.21 ≤+z , which is contained in the disk 
6.4≤z . 
The following result immediately follows from 
Theorem1.7 by taking 
n
nk
α
α 1−
= . 
Corollary 1.2. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n .If for 
some real number 10, ≤< ττ  , 
 (1.1.54)                    
.0.....
.....0
011
011
≥≥≥≥≥
≥≥≥≤<
−
−
ββββ
ταααα
nn
nn  
Then all the zeros of P(z) lie in the region 
(1.1.55)           
n
nn
n
nn
aa
z
βααταααα ++−+
≤
−
+ −−
)(2 00011 . 
Applying Theorem 1.7 to P(tz) ,we get the following 
more general result: 
  
 
Corollary 1.3. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0, 1,…..,n .If for 
some real numbers 10,1 ≤<≥ τk   and t>0 , 
(1.1.56)               
,0.....
.....
011
1
011
1
≥≥≥≥≥
≥≥≥≥
−
−
−
−
ββββ
ταααα
ttt
ttkt
n
n
n
n
n
n
n
n
  
then all the zeros of P(z) lie in  
(1.1.57) 
n
n
n
nn
n
n
atat
k
ta
kz 1
000 )(2)1(
+
+−
+
+
≤−+
ααταβαα
.                                                    
Remark 1.6. If  00 ≥α ,then under the same 
hypotheses  as in Theorem 1.7,all the zeros of P(z) 
lie in 
(1.1.58)        
n
nn
n
n
a
k
a
kz βαταα +−+≤−+ 0)1(2)1(  . 
If  0=jβ  for all j i.e. ja  is real for all j and 1=τ ,we get 
Theorem A-9 of Aziz and zargar [17]. 
Applying Theorem 1.7 to the polynomial iP(z), we 
get 
Theorem 1.8.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some 10,1 ≤<≥ τk , 
(1.1.59)             
......
0.....
011
011
τββββ
αααα
≥≥≥≥
>≥≥≥≥
−
−
nn
nn
k
 
  
 
Then all the zeros of P(z) lie in 
(1.1.60)          
n
nn
n
n
a
k
a
kz
αββτβββ ++−+
≤−+
)(2)1( 000 .  
We, now, prove the following generalisations of 
Theorems A-10 and A-11: 
Theorem 1.9.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some real number 0≥ρ ,  
(1.1.61)            011 ..... ααααρ ≥≥≥≥+ −nn . 
Then P(z) has all its zeros in   
(1.1.62)        
n
n
j
jn
n
z
α
βαααρ
α
ρ ∑=
+−++
≤+ 0
00 2
  . 
Remark 1.7.  Taking  nk αρ )1( −= , 1≥k   ,Theorem 1.9 
reduces to Theorem A-11. 
Theorem A-10 is a special case of Theorem 1.9.To 
see this we take 0,0 0 >= αρ  . 
The following corollary is obtained by taking 
01 ≥−= − nn ααρ  and  00 >α  in Theorem 1.9: 
  
 
Corollary 1.4.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that  
 (1.1.63)       0..... 011 >≥≥≥≤ − αααα nn . 
Then P(z) has all its zeros in 
(1.1.64)            
n
n
j
jn
n
nz
α
βα
α
α
∑
=
−
−
+
≤−+ 0
1
1
2
1 . 
Applying Theorem 1.9 to the polynomial P(tz) ,we 
obtain the following result: 
Corollary 1.5.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β=  ,j=0,1,…..,n.If for 
some real numbers 0≥ρ  and t>0,  
(1.1.65)            0111 ..... ααααρ ≥≥≥≥+ −− ttt nnnn .  
then P(z) has all its zeros in  
(1.1.66)        
n
n
n
j
jn
n
n
n t
t
t
z
α
βαααρ
α
ρ
1
0
00
1
2
−
=
−
∑+−++
≤+   . 
 In Theorem 1.9, if we take 00 ≥α ,we get the 
following result: 
  
 
Corollary 1.6.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for  some  real number 0≥ρ ,  
(1.1.67)            0..... 011 ≥≥≥≥≥+ − ααααρ nn . 
Then P(z) has all its zeros in   
(1.1.68)          
n
n
j
j
n
z
α
βρ
α
ρ ∑=
+
+≤+ 0
2
1  . 
If we apply Theorem 1.9 to the polynomial                
-i P(z),we easily get the  following result: 
Theorem 1.10.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some  real number 0≥ρ ,  
(1.1.69)            011 ..... ββββρ ≥≥≥≥+ −nn .  
Then P(z) has all its zeros in the disk  
(1.1.70)    
n
n
j
jn
n
z β
αβββρ
β
ρ ∑=
+−++
≤+ 0
00 2
 . 
On applying Theorem 1.10 to the polynomial P(tz), 
we get the following result: 
  
 
Corollary 1.7.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β=  ,j=0,1,…..,n.  If for 
some real numbers 0≥ρ  and t>0,  
(1.1.71)            0111 ..... ββββρ ≥≥≥≥+ −− ttt nnnn , 
then P(z) has all its zeros in 
(1.1.72)      
n
n
n
j
j
jn
n
n
n t
tt
t
z β
αβββρ
β
ρ
1
0
00
1
2
−
=
−
∑+−++
≤+  . 
Theorem A-18 of Shah and Liman is not  correct, 
because 1≥k  has no meaning in the 
statement.Moreover, the authors claim that it is a 
generalisation of Theorem A-8 which is absurd  as 
the two theorems are in no way connected. If we 
take k extremely large such that 1−≥ nnk αα ,the 
hypothesis will not work. The correct statement of 
the theorem is as follows: 
Theorem 1.11.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some 10,10 −≤≤≤< nk λ , 
 (1.1.73)                   
.0...
......
011
0111
>≥≥≥≥
≥≥≥≥≤≤≤
−
−−
ββββ
αααααα λλ
nn
nnk  
  
 
Then all the zeros of P(z) lie in  
(1.1.74)        [ ]nn
nn
n k
a
k
a
z βααααα λ ++−−≤−− 0021)1( . 
As a generalisation of this result, we prove the 
following 
Theorem 1.12.Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0, 1,…..,n,  such 
that for some  real numbers 10,10 −≤≤≤< nk λ  and 
10 ≤< τ , 
 (1.1.75)                   
.0...
......
011
0111
>≥≥≥≥
≥≥≥≥≤≤≤
−
−−
ββββ
ταααααα λλ
nn
nnk  
Then all the zeros of P(z) lie in  
  (1.1.76)     [ ]nn
nn
n k
a
k
a
z βααταααα λ ++−+−≤−− )(221)1( 000 . 
The following result is an immediate consequence 
of Theorem 1.12: 
Corollary 1.8.If  s'α  are all positive, then, under the 
conditions of Theorem 1.12 ,all the zeros of P(z) lie 
in 
(1.1.77)     [ ]nn
nn
n k
a
k
a
z βταααα λ +−+−≤−− )1(221)1( 0 . 
Taking k=1, in Cor.1.8,we get the following result: 
  
 
Corollary 1.9. If P(z) is a polynomial satisfying the 
conditions of Theorem 1.12 ,then all the zeros of 
P(z) lie in 
(1.1.78)              [ ]nn
na
z αβταα λ −+−+≤ )1(221 0  . 
Remark 1.8. If P(z) is a polynomial of degree n such 
that 
         0111 ...... ταααααα λλ ≥≥≥≥≤≤≤ −−nnk . 
Then all the zeros of P(z) lie in 
                       





−+−+≤ ∑
=
n
n
j
j
n
k
a
z αβταα λ
0
0 2)1(22
1 . 
For  1=k   and 1=τ  , we get  Theorem A-17 of  Dewan 
and Bidkham [37]. 
Remark 1.9. If all the coefficients of P(z) are real 
and 1=τ  ,Cor.1.9 reduces to Enestrom-Kakeya 
Theorem by taking  n=λ . 
Remark 1.10. If the conditions of Theorem 1.12 are 
satisfied by the imaginary parts of the coefficients, 
then we are able to prove the following  result 
which follows by applying Theorem 1.12 to the 
polynomial -iP(z): 
  
 
Theorem 1.13. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with jja α=Re  and ,Im jja β= j=0,1,…..,n,  such 
that for some  real numbers 10,10 −≤≤≤< nk λ  and 
10 ≤< τ , 
 (1.1.79)                   
.......
0.....
0111
011
τββββββ
αααα
λλ ≥≥≥≥≤≤≤
>≥≥≥≥
−−
−
nn
nn
k
 
Then all the zeros of P(z) lie in 
(1.1.80)     [ ]nn
nn
n k
a
k
a
z αββτββββ λ ++−+−≤−− )(221)1( 000 . 
Next, we have been able  to prove the following 
generalisations of Theorems A-19 to A-22: 
Theorem 1.14. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n  with complex coefficients such that 
                    nja j ,....,1,0,2arg =≤≤−
pi
αβ , 
for some real β  and 
(1.1.81)       011 ..... aaaak nn τ≥≥≥≥ − , 
for 10,1 ≤<≥ τk  . 
Then the number of zeros of P(z) in  
               10,
3
0 <<≤≤ δδz
M
a , 
does not exceed 
  
 
(1.1.82)                  
0
00
1
1
)1sin(cos2sin2)1sin(cos
log1log
1
a
aaak
n
j
jn −−−++++ ∑
−
=
ααταααα
δ
, 
where ,    
(1.1.83)              
∑
−
=
++−−−++=
1
0
03 sin2)1sincos()1sin(cos
n
j
jn aaakM αταταταα  . 
Remark 1.11. For  1=τ  ,Theorem 1.14 reduces to 
Theorem A-22. 
 Remark 1.12. Taking 
2
1
,1,1 === δτk  in Theorem 1.14, 
we get Theorem A-20 and for
2
1
,1,1 === δτk  and  
0== βα , we get Theorem A-19. 
Theorem 1.15. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n  with complex coefficients . If 
jja α=Re and jja β=Im ,j=0,1,…..,n, and 
                  011 ..... ταααα ≥≥≥≥ −nnk , 
for  10,1 ≤<≥ τk .Then the number of zeros of P(z) in 
           10,
4
0 <<≤≤ δδz
M
a  
 does not exceed  
  
 
(1.1.84) 
0
0
000 2)(2)(
log1log
1
a
k
n
j
jnn ∑
=
++−++ βαατααα
δ
 , 
where, 
       ∑
=
++−+++=
n
j
jnnkM
1
00004 2)()( βαατβααα  . 
Remark 1.13. For 1=τ ,Theorem 1.15 reduces to 
Theorem A-23. 
Remark 1.14. For 
2
1
,1,1 === δτk , Theorem 1.15  reduces 
to Theorem A-21 provided 00 >α . 
If we put ,,.....,1,0,0 njj ==β  in Theorem 1.15 ,we get the 
following result: 
Corollary 1.10.. Let ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n   such that 
                  011 ..... aaaka nn τ≥≥≥≥ − , 
for  10,1 ≤<≥ τk .Then the number of zeros of P(z) in 
              10,
5
0 <<≤≤ δδz
M
a  
 does not exceed  
(1.1.85)             
0
000 )(2)(log1log
1
a
aaaaak nn +−++ τ
δ
 , 
where, 
  
 
                     )()( 0005 aaaaakM nn +−++= τ  . 
Remark 1.15. For 
2
1
,1,1 === δτk  and 00 >a  in Cor.1.10, 
we obtain Theorem A-19. 
Theorem 1.16.. Let ∑
=
=
n
j
j
j zazP
0
)(  be  a  polynomial of 
degree  n   such that for some real number  0≥ρ , 
(1.1.86)                  011 ..... aaaa nn ≥≥≥≥+ −ρ . 
Then the number of zeros of P(z) in 
                  10,
6
0 <<≤≤ δδz
M
a   
does not exceed  
(1.1.87)                           
0
002log1log
1
a
aaaa nn −+++ρ
δ
 , 
where, 
            06 2 aaaM nn −++= ρ . 
Remark 1.16. For  0=ρ  , 
2
1
=δ  and  00 >a  ,Theorem 
1.16 reduces to Theorem A-19. 
Theorem 1.17. Let j
n
j
j zazP ∑
=
=
0
)(  be a polynomial of 
degree n with complex coefficients such that for 
some real  β , 
              nja j ,....,1,0,2arg =≤≤−
pi
αβ   
  
 
and 
(1.1.88)                  011 ..... aaaa nn ≥≥≥≥+ −ρ . 
Then  the number of zeros of P(z) in 
                 10,
7
0 <<≤≤ δδz
M
a  
 does not  exceed 
(1.1.89)   
0
1
1
0 sin2)1sin(cos)1sin(cos2
log1log
1
a
aaa
n
j
jn ∑
−
=
+−−−+++ αααααρ
δ
 , 
where,  
            ∑
−
=
+−−+++=
1
1
07 sin2)sin(cos)1sin(cos2
n
j
jn aaaM αααααρ  . 
Remark 1.17. For  0=ρ  and 
2
1
=δ , Theorem 1.17 
reduces to Theorem A-20. 
Theorem 1.18. Let j
n
j
j zazP ∑
=
=
0
)(  be a polynomial of 
degree n with complex  coefficients such that 
jja α=Re  and  
jja β=Im , j=0,1,…..,n. If for some real  number 0≥ρ , 
 (1.1.90)             011 ..... ααααρ ≥≥≥≥+ −nn , 
then the number of zeros of P(z) in 
  
 
                10,
8
0 <<≤≤ δδz
M
a   
does not exceed 
(1.1.91)         
0
0
00 22
log
1log
1
a
n
j
jnn ∑
=
+−+++ βααααρ
δ
, 
where, 
         ∑
−
=
++−++=
1
1
008 22
n
j
jnnM ββαααρ  . 
Remark 1.18. For  0=ρ  , 
2
1
=δ  and  00 >α , Theorem 
1.18 reduces to Theorem A-21. 
                       2. Lemmas 
For the proofs of the above theorems we need the 
following results: 
Lemma 1.1. Let  ∑
=
=
n
j
j
j zazP
0
)(  be a polynomial of 
degree n with complex coefficients such that  
               nja j ,.....,1,0,2arg =≤≤−
pi
αβ , 
for some real β  .Then for any 0>t , 
               αα sin)(cos)( 111 −−− ++−≤− jjjjjj aataatata  . 
The proof of Lemma 1.1 follows from a lemma of 
Govil and Rahman in  [61]. 
  
 
Lemma 1.2.If f(z) is regular , 0)0( ≠f  and Mzf ≤)(  in 
1≤z  , then the number of zeros of f(z) in  10, <<≤ δδz , 
does not exceed  )0(log1log
1
f
M
δ
 .( see [105]) . 
Lemma 1.3. If a polynomial P(z) has all its zeros in a 
circular region C , then all the zeros of )(zP′ ,the 
derivative of P(z) also lie in C. 
Lemma 1.3 is known as Gauss-Lucas Theorem ( see 
[75],[79]) . 
3. Proofs of Theorems 
Proof of Theorem 1.1. Consider the polynomial 
               )()1()( zPzzF −=   
                     ).....)(1( 0111 azazazaz nnnn ++++−= −−   
                     00111 )(.....)( azaazaaza nnnnn +−++−+−= −+  
                     00111 )(.....)( αααααα +−++−+−= −+ zzz nnnnn  
                           ∑
=
−
+
−++−
n
j
j
jj
n
n ziizi
1
10
1 )( ββββ  
                      zzz nnnnn )(.....)( 0111 τααααα −++−+−= −+   
 ∑
=
−
+
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n
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j
jj
n
n ziiziz
1
10
1
000 )()( ββββαατα  
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∑
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For  1>z  , we have 












































++
+++−+
−++−+−
−>
∑
=
−
−
−
−
−−−
n
j
jnjj
nnnn
nnnnn
n
n
z
z
z
zz
zz
zzzF
1
1
0
0
10
101211
1)(
111
1
.....
1
(
ββ
ββαατ
ταααααα
α  
      




















+++++
−+−++−+−
−>
∑
=
−
−−−
n
j
jjn
nnnn
n
n
zz
1
100
001211
)(
)1(.....
ββββα
ατταααααα
α  
                                              (by using the hypothesis) 
     














+−+−= ∑
=
n
j
jnn
n
zz
0
0 2)1(2 βαταα  
     0>  if 
           
n
n
j
j
z
α
βατ ∑
=
+−
+>
0
0 2)1(2
1   . 
Hence all the zeros of F(z) whose modulus is 
greater than 1 lie in    
  
 
       
n
n
j
j
z
α
βατ ∑
=
+−
+≤ 0
0 2)1(2
1  
Since all the zeros of F(z) whose modulus is less 
than or equal to 1 already satisfy the inequality ,it 
follows that all the zeros of F(z) and hence of P(z) 
lie in the circle      
      
n
n
j
j
z
α
βατ ∑
=
+−
+≤ 0
0 2)1(2
1  . 
This completes the proof of Theorem 1.1. 
Proof of Theorem 1.3. Consider the polynomial 
 
      ).....)(1( 0111 azazazaz nnnn ++++−= −−  
      00111 )(.....)( αααααα +−++−+−= −+ zzz nnnnn  
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Now for 1>z , 
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This completes the proof of Theorem 1.5. 
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For 1>z  ,we have ,therefore, 




















+−+
+−++−+
−++−+−
−−+>
−
−−−
001
100
01211
.....)1(
...
1)1()(
βββ
ββαατ
ταααααα
α
nn
nnnn
nn
nn
n
k
aa
kzzazF  
     { }








++−+−−+= nn
nn
nn
n k
aa
kzza βαατααα )(21)1( 000  
          0>  if 
{ }nn
nn
n k
aa
kz βαατααα ++−+>−+ )(21)1( 000  . 
This shows that all the zeros of F(z) whose modulus 
is greater than 1 lie in the circle defined by (1.1.53) 
i.e. 
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Let us show that the above inequality holds also for 
1≤z . Indeed , for 1≤z ,the left-hand side of (1.1.53) 
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Hence to verify (1.1.53) it  is sufficient to prove that 
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That is, inequality (1.3.1) is true for 0<nα , too. 
We showed that all the zeros of F(z) whose 
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That proves Theorem 1.7. 
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This shows that all the zeros of F(z) whose modulus 
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This completes the proof of Theorem 1.9. 
Proof of Theorem 1.12. Consider the polynomial 
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Since every zero of P(z) is also a zero of F(z) ,it 
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This completes the proof of Theorem 1.12. 
Proof of Theorem 1.14. Consider the polynomial 
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That completes the proof of Theorem 1.14. 
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)()1()( zPzzF −=  
      00112111 )(.....)()( azaazaazaaza nnnnnnnn +−+−+−+−= −−−−+  
      00112111 )(.....)()( azaazaazaazza nnnnnnnnn +−+−+−++−−= −−−−+ ρρ  
For  1≤z  , 
001211 .....)( aaaaaaaazF nnnnn +−++−+−+++≤ −−−ρρ  
        002 aaaa nn −+++= ρ  
  
 
Hence, by Lemma 1.2, the number of zeros of F(z) 
and hence P(z) in  10, <<≤ δδz , does not exceed 
               
0
002log1log
1
a
aaaa nn −+++ρ
δ
 . 
To prove that P(z) has no zero in  
6
0
M
a
z <  ,we 
consider  
F(z) =(1-z)P(z), i.e. 
=)(zF 00112111 )(.....)()( azaazaazaazza nnnnnnnnn +−+−+−++−− −−−−+ ρρ  
      )(0 zqa +=  , 
where, 
=)(zq zaazaazaazza nnnnnnnnn )(.....)()( 0112111 −+−+−++−− −−−−+ ρρ  . 
For  1≤z  , 
012111 .....)(max aaaaaaazq nnnnnz −++−+−+++≤ −−−= ρρ  
       602 Maaa nn =−++= ρ  
Therefore  
     )()( zqazF o +=  
              )(0 zqa −≥  
              )(max 10 zqza z =−≥  
              60 Mza −≥  
              0>  if  
  
 
                  
6
0
M
a
z < . 
This shows that F(z) and hence  P(z) has no zero in 
6
0
M
a
z <  and the proof of Theorem 1.16 is complete . 
Proof of Theorem 1.17. Consider the polynomial 
)()1()( zPzzF −=  
      00112111 )(.....)()( azaazaazaaza nnnnnnnn +−+−+−+−= −−−−+  
      00112111 )(.....)()( azaazaazaazza nnnnnnnnn +−+−+−++−−= −−−−+ ρρ  
For 1≤z  , we have ,by using Lemma 1.1, 
[ ] ......sin)(cos)()( 11 +++−+++≤ −− ααρρ nnnnn aaaaazF  
 [ ] 00101 sin)(cos)( aaaaa +++−+ αα                                                  
∑
−
=
+−−−+++=
1
1
0 sin2)1sin(cos)1sin(cos2
n
j
jn aaa αααααρ  
  Hence, by using Lemma 1.2 , it follows that the 
number of zeros of F(z) and  therefore P(z) in 
10, <<≤ δδz  ,does not exceed 
   
0
1
1
0 sin2)1sin(cos)1sin(cos2
log1log
1
a
aaa
n
j
jn ∑
−
=
+−−−+++ αααααρ
δ
 . 
To prove that P(z) has no zero in  
7
0
M
a
z <  , consider 
=)(zF  )()1( zPz−  
    00112111 )(.....)()( azaazaazaazza nnnnnnnnn +−+−+−++−−= −−−−+ ρρ       
  
 
      )(0 zqa += , 
where 
=)(zq zaazaazaazza nnnnnnnnn )(.....)()( 0112111 −+−+−++−− −−−−+ ρρ  
For  1≤z  , we have, by using Lemma 1.1, 
.....sin)(cos)()(max 111 +++−+++≤ −−= ααρρ nnnnnz aaaaazq  
                 αα sin)(cos)( 0101 aaaa ++−+                              
               ∑
−
=
+−−+++=
1
1
0 sin2)sin(cos)1sin(cos2
n
j
jn aaa αααααρ  
                 7M=  
Thus  
     )()( zqazF o +=  
              )(0 zqa −≥    
              )(max 10 zqza z =−≥  
              70 Mza −≥  
              0>  if   
7
0
M
a
z < . 
This shows that F(z) and hence  P(z) has no zero in 
7
0
M
a
z <  and the proof of Theorem 1.17 is complete . 
Proof of Theorem 1.18. Consider the polynomial 
)()1()( zPzzF −=  
      ).....)(1( 0111 azazazaz nnnn ++++−= −−  
  
 
      [ ] .....)()()( 111 +−+−++−= −−+ nnnnnnnn zizi ββααβα  
         [ ] )()()( 001212 βαββαα izi ++−+−+    
      [ ] .....)()()( 111 +−+−++−+−= −−+ nnnnnnnnn zizzi ββααρρβα  
          [ ] )()()( 000101 βαββαα izi ++−+−+  
For  1≤z  , 
∑
=
++−+++≤
n
j
jnnzF
0
00 2)( βαααρρα  
        ∑
=
+−+++=
n
j
jnn
0
00 22 βααααρ . 
Hence, by Lemma 1.2 ,the number of zeros of F(z) 
and therefore P(z) in  10, <<≤ δδz  ,does not exceed  
              
0
0
00 22
log1log
1
a
n
j
jnn ∑
=
+−+++ βααααρ
δ
 . 
To prove that P(z) has no zero in  
8
0
M
a
z <  ,we 
consider 
)()1()( zPzzF −=  
      [ ] .....)()()( 111 +−+−++−+−= −−+ nnnnnnnnn zizzi ββααρρβα  
         [ ] 00101 )()( azi +−+−+ ββαα  
      )(0 zqa +=  , 
where, 
)(zq  [ ] .....)()()( 111 +−+−++−+−= −−+ nnnnnnnnn zizzi ββααρρβα  
  
 
          [ ]zi )()( 0101 ββαα −+−+  
For  1≤z  , 
0012111 .....)(max βααααααρρα +−++−+−+++≤ −−−= nnnnnz zq ∑
=
+
n
j
j
1
2 β  
              ++−++= 002 βαααρ nn ∑
=
n
j
j
0
2 β  8M=  
Thus  
     )()( zqazF o +=  
              )(0 zqa −≥    
              )(max 10 zqza z =−≥  
              80 Mza −≥  
              0>  if   
8
0
M
a
z < . 
This that F(z) and hence  P(z) has no zero in 
8
0
M
a
z <  
shows and the proof of Theorem 1.18 is complete .  
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Bounds for the Zeros of Lacunary Polynomials 
 
1. Introduction and Statement of Results 
  A  polynomial of  the form  
  (2.1.1)        ,............)( 1
1110
k
k
n
n
n
n
p
p zazazazaazP ++++++=  
 where 
     0......
1
≠
knnp
aaa   and  ,......1 21 knnnp <<<<≤  
is called a lacunary polynomial. 
 The problem of finding the bounds for the  moduli 
of the zeros of such polynomials, which are 
independent of certain coefficients, was initiated by 
Landau in 1906 in connection with his study of the 
Picard’s Theorem . He considered the cases p=1 and 
k=1 or 2, proving for these cases the existence of a 
circle  ),( 10 aaRz =  containing at least one zero of P(z). 
In fact , he proved ,in [72] and [73] (see also [79]), 
the following results: 
Theorem B-1. Every trinomial 
 (2.1.2)         2,0,)( 110 ≥≠++= naazazaazP nnn , 
  
 
has at least one zero in the circle  
 (2.1.3)               
1
02
a
a
z ≤  . 
Theorem B-2. Every quadrinomial         
 (2.1.4)             nmaaazazazaazp nmnnmm <≤≠+++= 2,0,)( 110  , 
has at least one zero in the circle  
    (2.1.5)             
1
0
3
17
a
a
z ≤  . 
Landau  also raised the question as to whether or 
not a circle with the same property as in the above 
two cases existed in the case p=1 and k arbitrary. 
An affirmative answer was given in 1907 by 
Allardice [1] ,who proved the following result : 
Theorem B-3. At least one zero of the polynomial 
(2.1.6)             ,......)( 1
1110
k
k
n
n
n
n zazazaazP ++++=     
lies  in the circle  
(2.1.7)     )
1
(
11
0 ∏
=
−
≤
k
j j
j
n
n
a
a
z . 
Fejer  [48-49] proved the following result in this 
direction: 
Theorem B-4. At least one zero of the polynomial 
 (2.1.8)               ,......)( 1
110
k
k
n
n
n
n
p
p zazazaazP ++++=    
  
 
lies  in the circle  
(2.1.9)          p
k
j j
j
p n
n
a
a
z
1
1
0 )
1
(∏
=
−
≤  . 
  Many other interesting results regarding the 
subject were ,later, proved by  Montel  [89], Walsh 
[111] , Van Vlack [110], Biernacki [23], Dieudonne 
[43], Marden [79] ,etc. 
 Walsh [112] has found a bound for the zeros  
involving all the coefficients  of any polynomial. In 
fact,he has proved the following result: 
Theorem B-5.All the zeros of the 
polynomial ∑
=
=
n
j
j
j zazP
0
)( of degree n lie in the circle  
(2.1.10)                
jn
j n
jn
a
a
z
1
1
∑
=
−≤ . 
A similar result has been proved by Joyal, Labelle 
and Rahman [67] .They have proved: 
Theorem B-6. Let  ∑
−
=
+=
1
1
)(
n
j
j
j
n zazzP be a polynomial of 
degree n and  jnj aB 20max −≤≤=  .Then P(z) has all its 
zeros in the circle 
(2.1.11)             { }Baaz nn 4)1(121 211 ++++≤ −−  . 
E. Deutsch [32] has proved the following result: 
  
 
Theorem B-7. Every zero of the complex 
polynomial 
                  0111 ......)( azazazzP nnn ++++= −−  
satisfies 
(2.1.12)              { }121 1,.....,1,1,max −++ +++≤ nkkk aaarz  , 
where  { }1,......,1,0 −∈ nk  and  kr  is the positive zero of the 
polynomial 
(2.1.13)     011 ......)( azazazzg kkkk −−−−= +  . 
In this chapter we shall present some refinements of 
the bounds given in the theorems B-1 to B-7.In fact, 
we prove the following results: 
Theorem 2.1.At least one zero of the polynomial  
(2.1.14)      0,)( 0 ≠++= nknnkk aazazaazP , lies in the circle 
(2.1.15)         
k
ka
a
kn
n
z
1
0)( 





−
≤ . 
The bound is sharp and equality holds for the 
polynomial 
                   2441)( zzzP ++= . 
Remark 2.1. Taking k=1 , Theorem 2.1 reduces to 
Theorem B-3 with k=1.  
Since  
1
0
1
0 2
1 a
a
a
a
n
n
<
−
    for 2>n   ,we get a refinement of 
the bound of the zero given by Theorem B-1. 
  
 
Theorem 2.2. The  polynomial given by (2.1.2) has 
at least one zero in the circle 
(2.1.16)           
1
0)(
a
a
n
kn
z
+
≤  , 
for any  nkk <≤2,  . 
Remark 2.2. Since  2<+
n
kn  for  nk <≤2  and ,in fact, 
1→+
n
kn  as →n ∞ , we get a refinement of the bound 
given in Theorem B-1. 
Theorem 2.3. The polynomial given by (2.1.4) has at 
least one zero in the circle 
(2.1.17)             
1
0)
2
(
a
a
m
m
z
−
≤ . 
Remark 2.3. Note that 2
2
≤
−m
m  for 4≥m  and, in fact, 
for sufficiently large m and therefore n , .1
2
→
−m
m This 
gives a refinement of the bound 
1
0
3
17
a
a  given by 
Theorem B-2. 
Theorem 2.4. Let  10,......)( 10 −≤≤++++= npzazazaazP nnpp , be 
a polynomial of degree n. Then all the zeros of P(z) 
lie in 
 (2.1.18)         .
1
1
1
1
1
+−
−
+
=
∑≤
jn
n
j
p
j a
a
z   
  
 
Remark 2.4. Taking p=n-1 , Theorem 2.4 reduces to 
Theorem  B-5 . 
Theorem 2.5. Let    
10,......)( 1110 −≤≤+++++= −− npzzazazaazP npppp , 
 and   jpj aB 10max −≤≤= .Then P(z) has all its zeros in the 
circle 
(2.1.19)        { }Baaz pp 4)1(121 2 +−++≤  . 
Remark 2.5.Taking p=n-1, Theorem 2.5 reduces to 
Theorem B-6. 
Theorem 2.6.All the zeros of the polynomial  
                     npp
p
p zzazazaazP +++++=
−
−
1
110 ......)(  
lie in            
(2.1.20)      { }pkkk aaarz +++≤ ++ 1,......,1,1,max 21  , 
where { }pk ,......,1,0∈   and kr  is the unique positive zero 
of  
(2.1.21)      011 ......)( azazazzg kkkk −−−−= +  . 
Remark 2.6. Taking p=n-1, Theorem 2.6  reduces to 
Theorem B-7. 
 
 
  
 
             2. Lemmas 
For the proofs of the above results we shall make 
use of the following well-known result, known as 
the Gauss-Lucas Theorem (see [75], [79]): 
Lemma 2.1. If all the zeros of a polynomial  )(zP  lie 
in a circular region C, then all the zeros of  )(zP′ , the 
derivative of  )(zP  also lie in C . 
                    3. Proofs of  Theorems 
Proof of Theorem 2.1. Suppose nnkk zazaazP ++= 0)(   has 
no zero in 
                
k
a
a
kn
n
z
1
1
0)(






−
≤ . 
Then  P(z) has all its zeros in  
                
k
a
a
kn
n
z
1
1
0)(






−
>  . 
Hence the reciprocal polynomial  
               nknkn azazazQ ++= −0)(  
has all its zeros in 
                  
k
k
a
a
n
kn
z
1
0
)(






−
< . 
By the Gauss-Lucas Theorem ,therefore, 
               [ ]kkkn aknznazzQ )()( 01 −+=′ −−  
has all its zeros in 
                 
k
k
a
a
n
kn
z
1
0
)(






−
< . 
  
 
This implies 
                
k
k
a
a
n
kn
1
0
)(






− <
k
k
a
a
n
kn
1
0
)(






− , 
an obvious contradiction .That proves the result . 
Proof of Theorem 2.2. Assume the contrary. Then 
all the zeros of  nn zazaazP ++= 10)(  lie in 
                     
1
0)(
a
a
n
kn
z
+
>  . 
Therefore the reciprocal polynomial  
                 nnn azazazQ ++= −110)(  
has all its zeros in  
                    
0
1)(
a
a
kn
n
z
+
<  . 
Hence, by Gauss-Lucas Theorem, all the zeros of 
                [ ]102 )1()( anznazzQ n −+=′ −  
lie in  
                    
0
1)(
a
a
kn
n
z
+
<  . 
Therefore, it follows that 
                     
0
1)1(
a
a
n
n −  <
0
1)(
a
a
kn
n
+
 
              i.e.  
n
n 1−  <
kn
n
+
 
  
 
which implies  2
1
<
−
<
n
nk  ,a contradiction. This 
contradiction establishes the result. 
Proof of Theorem 2.3. By employing the method 
used in the proofs of the previous results, it is easy 
to see that at least one zero of nnmma zazazaazP +++= 1)(  
lies in 
                  )1)(1( −−≤ nm
mn
z
1
0
a
a  
Now  
      
)11)(11(
1
)1)(1(
nm
nm
mn
−−
=
−−
 
                     
mnnm
1)11(1
1
++−
=  
                     
2
121
1
nm
+−
<                    
                     
m
21
1
−
<   
                     
2−
=
m
m  
because  
nm
nm
11
>⇒<  so that  
mnm
211
<+  and  2
11
nmn
> . 
Hence P(z) has at least one zero in   
                      z  < 
2−m
m  ,  
and the result is proved.    
Proof of Theorem 2.4.  
            0111 ......)( azazazazazP ppppnn +++++= −−   
  
 
Therefore  
(2.3.1)   0111 ......)( azazazazazP ppppnn +++++= −−  
                    { }0111 ...... azazazaza ppppnn ++++−≥ −−  
                    
















++−=
− n
n
pn
n
pn
n
za
a
za
a
za
1
......
11 0  
                    








−= ∑
+
=
+−
−
1
1
1
1 11
p
j
jn
n
jn
n
za
a
za . 
Let    .1,.....,2,1,max
1
1
1
+=>
+−
− pj
a
a
z
jn
n
j  
Then   .1,.....,2,1,
1
1
1
+=∀>
+−
− pj
a
a
z
jn
n
j  
  ⇒       .1,.....,2,1,
11
+=∀>
+−
−
−
− pj
a
a
z
jn
jn
n
jjn
 
  ⇒        .1,.....,2,1,1
1
1
111
+=∀>
+−
−
−−
+− pj
a
a
a
a
z
z
jn
n
j
n
jjn  
  ⇒         .1,......,2,1,11 1
11
1
1
+=∀>
+−
−
+−
− pj
za
a
a
a
z jnn
jjn
n
j  
  ⇒        .1,......,2,1,11
1
1
1
1
1
+=∀<
+−
−
+−
− pj
a
a
zza
a jn
n
j
jn
n
j  
  ⇒        .11
1
1
1
1
1
1
1
1
1
+−
−
+
=
+−
−
+
=
∑∑ <
jn
n
j
p
j
jn
n
j
p
j a
a
zza
a
 
  ⇒         .11
1
1
1
1
1
1
1
1
1
+−
−
+
=
+−
−
+
=
∑∑ −>−
jn
n
j
p
j
jn
n
j
p
j a
a
zza
a
 
Using this in (2.3.1),we get  










−>
+−+
=
−∑
1
1
1
1
111)(
jnp
j n
jn
n
a
a
z
zazP  
       0> , if  
  
 
     .
1
1
1
1
1
+−
−
+
=
∑>
jn
n
j
p
j a
a
z  
This shows that the zeros of P(z) in 
         1,.....,2,1,max
1
1
1
+=>
+−
− pj
a
a
z
jn
n
j  , 
are those which satisfy 
          .
1
1
1
1
1
+−
−
+
=
∑≤
jn
n
j
p
j a
a
z  
But the zeros of P(z) which lie in the circle 
         1,.....,2,1,max
1
1
1
+=≤
+−
− pj
a
a
z
jn
n
j  
already satisfy the above inequality. Hence it 
follows that all the zeros of P(z) lie in the circle  
            .
1
1
1
1
1
+−
−
+
=
∑≤
jn
n
j
p
j a
a
z  
That proves the result. 
Proof of Theorem 2.5. Since 0≥B  ,we have 
             ppp aaBa −=−≥+− 1)1(4)1( 22 . 
Therefore , 
              24)1(1 2 ≥+−++ Baa pp . 
Now if  
  { }Baaz pp 4)1(121 2 +−++>  ,      
then  1>z  and, on squaring the above inequality ,we 
get 
  
 
          [ ] [ ]Baaz pp 4)1(41)1(21 22 +−>+−  
i.e. Baazaz ppp +−>+−++ 22
2 )1(
4
1)1()1(
4
1  
[ ] Baazaz ppp >−−+++−⇒ 222 )1()1(41)1(  
0)1(2 >−++−⇒ Bazaz pp  
⇒ 0))(1( >−−− Bazz p  
0))(1( >−−−⇒ ppp zBazzz  
This implies 
(2.3.2)                 
1
1
−
>−
+
z
z
Bzaz
p
p
p
p  
But  
(2.3.3)                    )......1(
1
)1(
1
1−
+++=
−
−
>
−
p
pp
zzB
z
zB
z
zB
  
and 
(2.3.4)      01
1
101
1
1 ............ azazaazaza
p
p
p
p +++≤+++
−
−
−
−
 
                                          )1......( 1 +++≤ − zzB p . 
Therefore, by using (2.3.4) , 
01
1
1 ......)( azazazazzP ppppn +++++= −−  
      )......( 0111 azazazaz ppppn +++−−≥ −−   
      )1......( 11 +++−−≥ −+ zzBzaz pppp            
      0>  if 
)1......( 11 +++>− −+ zzBzaz pppp . 
  
 
Thus, by using (2.3.2) and (2.3.3),we conclude that 
0)( >zP  if  { }Baaz pp 4)1(121 2 +−++>  . 
This shows that all the zeros of P(z) lie in  
                { }Baaz pp 4)1(121 2 +−++≤  
and the theorem follows. 
Proof of Theorem 2.6. Let pjkM ≤≤+= 1max . We must 
show that a complex number z satisfying  Mz +> 1  
and   krz >  cannot be a zero of P(z).We have 
∑
=
−≥
p
j
j
j
n
zazzP
0
)(  
       ∑
=
−≥
p
j
j
j
n
zaz
0
 
       ∑∑
+==
++
−−+−=
p
kj
j
j
k
j
j
j
kkn
zazazzz
10
11   
       
1
)()(
11
1
−
−
−+−≥
++
+
z
zzM
zgzz
kp
k
kn  
       
1
)()(
11
11
−
−
−+−>
++
++
z
zzM
zgzz
kp
k
kp  
       )(
1
)1)(( 11
zg
z
Mzzz
k
kp
+
−
−−−
=
++
. 
Since krz >  and  kr  is the unique positive zero of )(zg k , 
we have 0)( >zg k  and thus  0)( >zP . 
That proves the result. 
 
  
 
 
 
 
 
                        Chapter 3 
 
Extremal Properties of Polynomials 
 
 
 
 
 
 
 
  
 
Extremal Properties of Polynomials 
1. Introduction and Statement of Results  
Polynomials play an important role in almost all 
branches of Mathematics .In fact ,most of the 
important problems of  science and technology are 
connected with the theory of polynomials. 
Mathematically ,they have their own beauties. 
Polynomials are, roughly peaking, the building 
blocks of all continuous functions. Karl  Weierstrass  
proved that an arbitrary continuous  function 
defined on a finite closed interval can be uniformly 
approximated by a sequence of polynomials. The 
problem of best approximation by polynomials was 
introduced earlier by the Russian mathematician P. 
L. Chebyshev, who studied properties of 
polynomials with least deviation from a given 
continuous function. In the words of S. A. 
Telyakovskiy [104], ”Among those that are 
fundamental in Approximation Theory are the 
extremal problems connected with inequalities for 
  
 
the derivatives of polynomials. The use of 
inequalities of this kind is a fundamental method in 
proofs of inverse problems of approximation 
theory.” 
S. Bernstein ,while working on a problem in 
Approximation Theory ,proposed the problem of 
finding, for any polynomial  ∑
=
=
n
j
j
j zazP
0
)(  of degree at 
most n , )(max 1 zPz ′=  in terms of  )(max 1 zPz = . The well-
known chemist D. Mendeleev ,who invented  the 
periodic table of the elements , also confronted with 
a similar type of problem while making a study of  
the specific gravity of a solution as a function of the 
percentage of the dissolved substance. In 
mathematical terms, the problem was to find   
)(max 11 xPx ′≤≤− , where P(x) is a quadratic polynomial of a 
real variable x with real coefficients satisfying 
1)(1 ≤≤− xP  for 11 ≤≤− x .He [83] was himself able to 
prove that  4)(max 11 ≤′≤≤− xPx  .The result is best possible 
and the extremal polynomial is 221)( xxP −= .He 
conveyed his result to A.A.Markov ,who [80] 
  
 
generalised this result to polynomials of degree n 
and proved the following result: 
Theorem C-1.If  ∑
=
=
n
j
j
j xaxP
0
)(  is a polynomial ofdegree 
n with  1)( ≤xP  in the interval  11 ≤≤− x  ,then in the 
same interval , 
(3.1.1)                  2)( nxP ≤′ . 
The result is best possible and the extremal 
polynomial is the Tchebychev’s polynomial 
                )coscos()( 1 xnxTn −= . 
The following result of S.Bernstein provides a much 
better estimate than the one given by Theorem C-1: 
Theorem C-2.If  ∑
=
=
n
j
j
j xaxP
0
)(  is a polynomial of degree 
n and  1)( ≤xP  in the interval  11 ≤≤− x , then  
(3.1.2)                  2
1
2 )1()( −−≤′ xnxP .      -1<x<1. 
For higher order derivatives of P(x),Theorem C-1 
was generalised by W. Markov [81] ,the brother of 
A.A. Markov, by proving the following result: 
  
 
Theorem C-3. If  ∑
=
=
n
j
j
j xaxP
0
)(  is a polynomial of 
degree n such that  1)( ≤xP  in the interval  11 ≤≤− x  , 
then 
(3.1.3)       )12.....(5.3.1
)1).....(2)(1()(
2222222
−
−−−−≤′
k
knnnn
xP  . 
The result is sharp and the extremal polynomial is 
again the Tchebychev’s polynomial 
                  )coscos()( 1 xnxTn −=  
S.Bernstein [19] proved an analogue of Markov’s 
result for the closed unit disk in the complex plane 
instead of the closed interval [-1,1],and proved the 
following celeberated result on trigonometric 
polynomials: 
Theorem C-4. If  ∑
−=
=
n
nk
i
k
kecT θθ )( , where sck '  are complex 
numbers ,is a trigonometric polynomial of degree n 
such that  1)( ≤θT  for  piθ 20 ≤≤  ,then 
 (3.1.4)             nT 2)( ≤′ θ          for piθ 20 ≤≤ . 
 The result is not sharp  and the bound 2n can be 
replaced by n, as is given in the following 
theorem.The theorem appeared in print for the first 
  
 
time in a paper of Fekete [50] , who attributes the 
proof to Fejer .The proof can also be seen in 
S.Bernstein [19], where he attributes the proof to 
Landau. 
Theorem C-5. If  )(θT  is a trigonometric polynomial 
of degree n   and  1)( ≤θT  for  real θ  ,then 
(3.1.5)             nT ≤′ )(θ          for real θ  . 
The result is sharp and equality holds for the 
polynomial  
)(θT =sin (nθ ) . 
An immediate consequence of Theorem C-5 is the 
following famous result known as Bernstein’s 
Inequality. 
Theorem C-6. If ∑
=
=
n
j
j
j zazP
0
)(  is a polynomial of degree 
at most n, then 
(3.1.6)          )(max)(max 11 zPnzP zz == ≤′  . 
The result is best possible and equality holds for the 
polynomial   
,)( nzzP α= where 1=α . 
  
 
Concerning the estimate for  the maximum 
modulus of the polynomial P(z) on a larger circle 
1>= Rz  in terms of the maximum modulus of P(z) on 
the unit circle 1=z  and the degree of P(z) ,we have 
the following result : 
Theorem C-7. If P(z) is a polynomial of degree 
n,then for every R>1, 
(3.1.7)       )(max)(max 1 zPRzP znRz == ≤  . 
The result is best possible and the extremal 
polynomial is ,)( nzzP α=  where 1=α . 
Theorem C-7 is a simple consequence of the 
Maximum Modulus Principle (for reference see 
[91], [95]). 
 If we restrict ourselves to the class of polynomials 
having no zeros in 1<z ,then the estimate for the 
maximum modulus of )(zP′  is given by the following 
result, which was conjectured by P. Erdos and later 
proved by P. D. Lax[74]. 
Theorem B-8. If P(z) is a polynomial of degree n 
having no zero in 1<z  ,then 
  
 
(3.1.8)               )(max
2
)(max 11 zP
n
zP
zz ==
≤′ . 
The inequality is sharp and equality holds for 
,)( nzzP βα +=  βα = . 
Simple proofs of  this theorem were given by de 
Bruijn [25] and Aziz and Mohammad [9].For other 
proofs see Boas [24] and Rahman [94]. Malik [76] 
proved the the following generalisation of Theorem 
B-8: 
Theorem C-9. If P(z) is a polynomial of degree n 
having no zero in 1, ≥< kkz  ,then 
(3.1.9)         )(max
1
)(max 11 zPk
n
zP
zz == +
≤′ . 
The result is sharp and the extremal polynomial is 
nkzzP )()( +=  . 
Turan [108] considered the class of polynomials 
having all zeros in the unit disk  1≤z  and proved 
the following result: 
Theorem C-10. If P(z) is a polynomial of degree n 
having all its zeros  in ,1≤z , then 
(3.1.10)         )(max
2
)(max 11 zP
n
zP
zz ==
≥′ . 
  
 
The result is sharp and equality holds for the 
polynomial having all its zeros on 1=z  . 
Malik [76] generalised Theorem C-10 by proving 
the following result : 
Theorem C-11. If P(z) is a polynomial of degree n 
having all its zeros  in 1, ≤≤ kkz  ,then 
(3.1.11)         )(max
1
)(max 11 zPk
n
zP
zz == +
≥′ . 
The result is sharp and equality holds for the 
polynomial  
,)()( nkzzP += where  1≤k  . 
 The case when P(z) has all its zeros in 1, ≥≤ kkz ,was 
settled by Govil [58] ,who proved: 
Theorem C-12. If P(z) is a polynomial of degree n 
having all its zeros  in 1, ≥≤ kkz , then 
(3.1.12)         )(max
1
)(max 11 zPk
n
zP
znz == +
≥′ . 
The result is sharp and equality holds for the 
polynomial  
,)( nn kzzP +=  where  1≥k  . 
  Aziz [5] proved the following refinement of 
Theorem C-12 : 
  
 
Theorem C-13. If  C
n
j
jn zzazP
1
)()(
=
−=  is a polynomial of 
degree n having all its zeros in  1, ≥≤ kkz , then 
(3.1.13)          )(max)(
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1
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z
n
j j
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++
≥′  
 The bound in Theorem C-12 depends only on the 
zero of the largest modulus and not on the other 
zeros even if some of them are very close to the 
origin and the extremal polynomial is 1, ≥+ kkz nn  .It is 
interesting to obtain a bound in Theorem B-12 
which depends on the locaton of all the zeros of the 
polynomial P(z) and also on the coefficients 
naaa ,.....,, 21 .In this direction Dewan et .al [40] has 
proved the following result,which is also a 
refinement of Theorem B-13: 
Theorem C-14. If  0,)()(
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jn azazzazP C  is  a 
polynomial of degree 3≥n   such  that  
,1, njkz jj ≤≤≤ 1),.....,,max( 21 ≥= nkkkk , then 
(3.1.14) 
   )(max)(
1
2
)(max
1
1
1
zP
kk
k
k
zP
z
n
j j
n
z
=
=
=
∑
++
≥
′
 
  
 
     )(min)()1(
1
1
zP
kk
k
kk
k
kz
n
j j
nn
n
=
=
∑
++
−
+   
∑
=
−
+





+
−−−
+
+
n
j j
n
n
n
kknn
knk
k
a
1
2 1
)1(
)1()1(
1
4
                                                         
∑
=
−
−
+












−−
−−−−
−






−
−−−
+
+
n
j j
nn
n
n
knn
knk
nn
knk
k
a
1
2
2
1
1
)3)(2(
)1)(2()1(
)1(
)1()1(
1
4  
)
3
1
1
1(2)
1
1(2
31
1
2
1
1
1
−
−
−
−
−
+
+
−
+
−−
−
−
− n
k
n
k
k
a
n
k
k
a nn
n
n
n
          for n>3, 
and 
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The result is best possible and equality holds for the 
polynomial  3,1,)( >≥+= nkkzzP nn  . 
Frappier, Rahman and Ruscheweyh [51] proved the 
following refinement of Theorem B-6: 
Theorem C-15. If P(z) is a polynomial of degree n, 
then 
)(min)()1(
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(3.1.16)       )(max)(max 211 n
ik
nkz ePnzP
pi
≤≤= ≤′ . 
 Since the maximum of )(zP  on 1=z  may be larger 
than the maximum of )(zP  taken over the (2n)th 
roots of unity ,Theorem C-15 represents a 
refinement of Theorem C-6. Consider, for example, 
the polynomial .0,)( >+= aiazzP n   
 A. Aziz [4] proved the following interesting 
refinement of  Theorem C-15 and hence of Theorem 
B-6 as well. 
Theorem C-16.If P(z) is a polynomial of degree n, 
then for every given real α , 
 (3.1.17)         )(
2
)('max 1 piαα += +≤ MM
n
zPz    
where , 
  (3.1.18)        )(max
)2(
1
n
ki
nk ePM
piα
α
+
≤≤=   
and piα +M  is obtained from (3.1.18) by replacing α by 
piα + . 
The result is best possible and equality  in (3.1.17) 
holds for .11,)( ≤≤−+= rrezzP in α   
  
 
As an application of Theorem C-16 ,A.Aziz [4] 
proved the following result ,which constitutes the 
corresponding refinement of Theorem C-16.  
Theorem C-17.If P(z) is a polynomial of degree n, 
then for  all real α  and R>1, 
(3.1.19)       ),)(
2
1())((max 1 piαα += +
−≤− MMRzPRzP
n
z
  
where αM and piα +M are defined as in Theorem C-16. 
The result is  best  possible and equality in (3.1.19) 
holds for the polynomial  .11,)( ≤≤−+= rrezzP
in α
 
As an improvement of Theorem C-16,A. Aziz  [4] 
proved the following result for polynomials not 
vanishing in  1<z .    
Theorem C-18. If P (z) is a polynomial of degree n 
having all its 
 zeros in  1<z   ,then for all real α , 
  
(3.1.20)        { }21221 2)(max piαα += +≤′ MM
n
zP
z
, 
where αM  is defined as in Theorem C-16 for all real 
α . 
The result is best possible and equality in (3.1.20) 
holds for αin ezzP +=)( . 
  
 
As an application of Theorem C-18, A.Aziz [4] 
proved the following improvement of  Theorem C-
17. 
Theorem C-19. If P(z) is a polynomial of degree n 
having no zero in the disk 1<z ,then for every given 
real α and R>1, 
 (3.1.21)             2
1
22
1 ))(2
1()()(max piαα += +
−≤− MMRzPRzP
n
z  
where  αM  is defined as in Theorem C-16.The result 
is sharp and equality in (2.1.21) holds for αin ezzP +=)( . 
  In this chapter we prove generalisations of some of 
the above mentioned theorems. We also find the 
corresponding inequalities if the zeros of the 
polynomial lie inside or outside a disk of radius less 
than or equal to 1.In fact, we prove the following 
results: 
Theorem 3.1. If P(z) is a polynomial of degree n 
having all its zeros in 1≥≥ kz  ,then 
(3.1.22)          { }piαα +
=
+
+
≤′ 222
2
2
1 )1(2)(max MMk
n
zP
z
 , 
where  αM and piα +M  are defined as in Theorem C-16. 
  
 
Remark 3.1. For k=1, Theorem 3.1 reduces to 
Theorem C-18. 
Theorem 3.2. If P(z) is a polynomial of degree n 
having all its zeros in 1≥≥ kz  ,then for all real α  and 
R>1, 
(3.1.23)     { }2122
21 )1(2
1)()(max piαα +
=
+
+
−≤− MM
k
R
zPRzP
n
z
 . 
Remark 3.2. For k=1 ,Theorem 3.2 reduces to 
Theorem C-19. 
    Applying Theorem 3.2 to the 
polynomial )1()(
z
PzzQ n=  and noting that )()( zQzP =  for 
1=z , we get the following result: 
Corollary 3.1.If P(z) is a polynomial of degree n, 
then for all real α  and 1≤r  ,  
(3.1.24)     { }2122
21 )1(2
1)()(max piαα +
=
+
+
−≤− MM
k
r
zPrrzP
n
n
z
 . 
Theorem 3.3. If P(z) is a polynomial of degree n 
having all its zeros in  kz <  where 1≤k  ,then 
(3.1.25)   { }2122
21 )1(2
)(max piαα +
=
+
+
≤′ MM
k
n
zP
nz
 . 
  
 
Theorem 3.4. If P(z) is a polynomial of degree n 
having all its zeros in  kz <  where 1≤k  ,then for all 
real α  and 1>R  , 
 (3.1.26)     { }2122
2 )1(2
1)()( piαα ++
+
−≤− MM
k
R
zPRzP
n
n
 , 
where αM and piα +M are defined as in Theorem C-16. 
  We shall, now, consider a class of polynomials P(z) 
satisfying  )1()(
z
PzzP n= .Such a polynomial is called a 
self-inversive polynomial. In this direction we have 
the following elegant result: 
Theorem 3.5. If P(z) is a self-inversive polynomial 
of degree n, then 
(3.1.27)            { }21221 2)(max piαα += +≤′ MMnzPz  . 
 Next ,we prove a generalisation as well as an 
improvement of Theorem C-14 ,which ,in 
particular, provides a refinement of Theorems C-12 
and C-13. 
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The result is sharp and equality holds for nn kzzP +=)( .   
Since 
2
1
≥
+ jkk
k  for nj ≤≤1 ,the above theorem 
immediately gives the following. 
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Corollary 3.2. If  0,)()(
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polynomial of degree 3≥n  having all its zeros in 
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In both the inequalities , equality holds for 
nn kzzP +=)( . 
  
 
Remark 3.3. Taking 1=ρ  in Theorem 3.6, we get 
Theorem C-14. Moreover, the bound obtained in 
Theorem 3.6 gives an improvement on Theorem C-
14.  
Since for  k<< ρ1 , 
x
k xx ρ+  and  )1(
)()(
−
−−−
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kxk nxx ρρρ  are both 
increasing functions of x and so 
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are always non-negative ,it follows that inequalities 
(3.1.30) and (3.1.31) in Cor.3.1 together provide a 
refinement of Theorem C-12 and for n>3 a 
refinement as well as a generalisation of Theorem 
C-13.  
                      
                    2. Lemmas 
 
For the proofs of the above results we need the 
following lemmas: 
  
 
Lemma 3.1.If P(z) is a polynomial of degree n ,then 
for  1=z  and for every real α , 
 (3.2.1)       { }piαα ++≤′−+′ 22222
2
)()()( MMnzPzznPzP  , 
where αM  and  piα +M  are defined as in Theorem C-16. 
Lemma 2.1 is due to A.Aziz ([4, lemma3]) . 
Lemma 3.2. If P(z) is a polynomial of degree n 
having all its zeros in 1≥≥ kz  ,then 
(3.2.2)              )()( θθ isiss eQePk ≤   ,  piθ 20 ≤≤  
where  
  (3.2.3)             )1()(
z
PzzQ n=   
and  )( θis eP  denotes the sth derivative of )( θieP  . 
Lemma 2.2 is due to N.K.Govil and Q.I.Rahman 
[62] 
Lemma 3.3. If P(z) is a polynomial of degree n 
having  all its zeros in kz <  , where   1≤k   ,  then 
(3.2.4)          )(max)(max 11 zQzPk zzn ′≤′ ==  , 
where Q(z) is defined by (3.2.3). 
Lemma 3.3 is due to N.K.Govil [59] . 
Lemma 3.4. If P(z) is a polynomial of degree n at 
most, then 
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The result is best possible and equality holds for 
nzzP α=)( ,α  being complex. 
Lemma 3.4 is due to Frappier et al [51] . 
Lemma 3.5. If P(z) is a polynomial of degree  at 
most n, then for R>1, 
(3.2.6)  )0()()(max)(max 21 PRRzPRzP nnznRz −== −−≤    for  2≥n  
and 
(3.2.7)   )0()1()(max)(max 1 PRzPRzP zRz −−≤ ==          for  1=n  
The coefficient of )0(P  is best possible for each n. 
Lemma 3.5 is due to Frappier et al [51] . 
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Proof  of Lemma 3.6. Since P(z) is a polynomial of 
degree n >2 , )(zP′  is a polynomial of degree 21 ≥−n  . 
Applying inequality (2.2.6) of  Lemma 2.5 to )(zP′  
,we get , 
(3.2.10)    )0()()(max)(max 31111 PrrzPrzP nnznrz ′−−′≤′ −−=−>=  . 
This gives by using inequality (3.2.5) of Lemma 3.4  
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Hence for RRz <<= ρ1,  , by using a simple deduction 
from maximum modulus principle ([91],see also 
[95]), we have 
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which proves inequality (3.2.8) . 
Inequality (3.2.9) will follow in a similar manner by 
using inequality (3.2.7) instead of inequality (3.2.6) . 
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which proves inequality (3.2.14) . 
The inequality (3.2.15) follows in a similar manner, 
but instead of (3.2.8) we have to use (3.2.9). 
 
 
                  3. Proofs of Theorems 
Proof of Theorem 3.1. Let  )1()(
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thereby proving Theorem 3.1. 
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Proof of Theorem 3.3.We have by Lemma 3.1 , 
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and the proof of Theorem 3.3 is complete. 
Proof of Theorem 3.4 follows on the same lines as 
Theorem 3.2. 
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 Proof of Theorem 3.6.We shall first establish 
inequality (3.1.28). 
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That proves inequality (3.1.28) and hence Theorem 
3.6 for n>3. 
The proof of the result for n=3 follows on the same 
lines, but instead of (3.2.8) and (3.2.14) we have to 
use (3.2.9) and (3.2.15). 
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