We study ows in physical networks with a potential function de ned over the nodes and a ow de ned over the arcs. The networks have the further property that the ow on any arc a is a given increasing function of the di erence in potential between its initial and terminal node. An example is the equilibrium ow in water-supply pipe networks where the potential is the head and the Hazen-Williams' rule gives the ow as a numerical factor k a times the head di erence to a power, s > 0 (and s 0:54).
1. Introduction exposition is in terms of the power-loss in a general network, with known consumptions at each node. Two-terminal networks are just a special case.
Notation
Our notation follows that of Bertsekas et al. 1] and of Rockafellar 21] . A network G = (N; A), or the directed graph associated with the network, consists of two nite sets A and N and a function that assigns to each a 2 A a pair (i; k) 2 N N such that i 6 = k. The elements of A are called arcs (or edges): the elements of N are called nodes (or vertices). We may label the arcs with the rst jAj positive integers, i.e. starting from 1, and identify A with this set. We label the nodes with the jNj nonnegative integers from 0 to jNj ? 1. The correspondence of arc j with its nodes is written j (i; k).
We say that i is the initial or start node of arc j and k is the terminal or end node of arc j.
Let E be a node-arc incidence matrix for G, that is assign a column vector to each arc with 0s everywhere except for a 1 for one node of the arc and ?1 for the other. More precisely, the entries e ij of E are given by e ij = ( +1 if i is the initial node of arc j, ?1 if i is the terminal node of arc j, 0 otherwise.
We always assume that G is connected, so that jAj jNj ? 1, and the rank of E is jNj ? 1. For i 2 N, we let p(i) 2 IR be the head (or potential or voltage or time) at node i. For a 2 A, let q a 2 IR denote the ow on arc a, from start to end. For i 2 N, let b(i) be the de cit (or input, or consumption, or current supplied) at node i.
For each arc a (i; k) 2 A, suppose there is given a conductivity function a : IR ! IR and a nonnegative real number, the conductivity factor k a .
The ow function k a a will relate the head di erences and ows by (2.2). DEFINITION. We say the network conductivity functions satisfy Assumption A( ) if, for each a 2 A, a is continuous, a (0) = 0, a (?t) = ? a (t) for all t, a (t) ! 1 as t ! 1, a 2 C 1 (0; 1), and 0 a (t) > 0 for all t > 0. DEFINITION. We say the network conductivity factors satisfy Assumption A(k) if, with A(k) = fa 2 A j k a > 0g, then (N; A(k)) is a connected graph.
As all of our results depend on G being connected and assumption A(k) being satis ed, these are presumed to be satis ed throughout the paper. given conductivity functions a satisfying Assumption A( ), and given conductivity factors k a satisfying Assumption A(k), nd a head vector p 2 IR jNj such that q a = k a a (p(i) ? p(k)); 8a (i; k) 2 A; (2:2) and Eq = b: (2:3) We remark that the above only determines p up to a p + ce, c 2 IR, where e is the vector all of whose entries are one. When, as from Section 4 onwards, we want to make p unique we suppose its 0-th entry is 0. Informally, the a can be thought of giving the form of the conductivity law. In the context of the pipe-network problem, varying a conductivity factor k a amounts to varying some aspect of pipe a's geometry, its length or diameter or roughness.
The`power-law nonlinearity' in our title refers to the situation when the ow q a on an arc a (i; k) satis es, q a = k a (p(i) ? p(k); s a ) where (t; s) = tjtj s?1 ; s > 0:
Type (H) means that there exists s > 0 such that for all a 2 A, a (t) = (t; s).
The power-loss P in the network is de ned by
(2:5)
Where there are arcs in parallel joining i to k, the summation is over all of them. We always have i < k. Both of these conventions will be used elsewhere in this paper. Provided all the a are odd functions, the powerloss P is nonnegative and, by Rockafellar 21 , x1I],
In a two-terminal network, where b(i) = 0 except for the two nodes, one of which we always label i = 0 and the other n t jNj ? 1, we have P = b(0)(p(0) ? p(n t )). From this, in the language of DC electric circuits, with b(0) > 0 the applied voltage di erence p(0) ? p(n t ) is a nonincreasing function of any conductivity factor k a precisely when P is. Rockafellar 21 x8B] gives the following de nition.
DEFINITION. The set of pairs (b(0); p(0)?p(n t )) when p solves the equilibrium problem is called the characteristic curve of the two-terminal network with terminals 0 and n t . Lemma 3, a variant of Theorem 2, stated in Section 3, implies that, unless the network is type (H), we can increase resistance, or characteristic curve, on an arc, yet lower the overall characteristic curve of the network. This is a restatement, for two-terminal networks, of Braess's paradox.
3. The main theorems THEOREM 1. Suppose (N; A) is a type (H) network and that b satis es (2.1). Then, for any a, the power-loss P is a nonincreasing function of k a .
The proof will be given in Section 5 together with a much stronger result with the same hypotheses. Before we state a converse, in Theorem 2, we give an additional example of Braess's paradox, this time involving only powerlaw nonlinearities on the arcs, which shows that it is necessary in Theorem 1 that the powers be the same on all the arcs. satisfying the preceding restriction the power-loss P is a nonincreasing function of each k a , then there is an s > 0 such that for all a 2 IN and t 0, a (t) = a (1)t s . Theorem 2 and Lemma 3 follow from their = 6 versions. This is because when > 6 we can construct networks which have e ectively 6 arcs by (i) putting the surplus arcs in series and then putting this series in parallel with one of the chosen 6, and (ii) setting the conductivity factors of the surplus arcs to zero.
The proof of the = 6 case of Lemma 3, given in Section 7, depends in part on a detailed analysis of a general nonlinear Wheatstone bridge network.
(If readers nd the requirement 6 to be unpleasant, we remark that Theorem 2 can be modi ed to allow its removal to 1. The modi cation is to allow repetition of the conductivity functions in the elements in the test networks, i.e. to drop the requirement that ' be one-to-one. The proof of Theorem 1 depends on a variational, or optimization, argument. In Section 2 we de ned the network equilibrium problem. Rockafellar 21 x8H] is the standard reference that this problem is equivalent to two others, namely the optimal di erential problem, Problem (P) given in the next paragraph, and the optimal distribution problem, Problem (D) given in Section 5. This section contains more material than is needed for the narrow aim of Theorem 1. Some of this, such as existence and uniqueness, is, however, reassuring in that it shows that the counterintuitive ows of Theorem 2 actually exist. The results in this section are not new, and for reasons of space the proofs are suppressed. For detailed proofs and references see 15, 21] .
The optimal di erential problem de ned in Rockafellar 21,  
De ne X to be the set of vectors with coordinate indexing starting at 1 in IR jNj?1 , augmented with a zero-th component which is zero. Problem (P) is to nd p satisfying
With Assumptions A( ) on the a and A(k) on the k a , (i) V 0 is strictly convex on X;
(ii) V 0 (p)= k p k ! 1 as k p k! 1 in any norm on X;
(iii) solutions to Problem (P) exist and are unique in X.
(iv) p solves the network equilibrium problem if and only if it solves Problem (P). We will call items (iii)-(iv) Du n's Existence Theorem. An additional property of V 0 , whose consequences are explained in 15] but which is not used in this paper, is the following. For a satisfying Assumption A( ) in the pipe-network problem, we have the inequality
Here p 0^p1 denotes the minimum of the two vectors p 0 , p 1 and p 0 _ p 1 denotes their maximum.
In the case of the Hazen Williams' we have the following additional item. THEOREM 5. For type (H) networks,
is a strictly convex norm on X.
Duality
For a satisfying Assumption A( ), a has an inverse. Call the inverse function a , a ( a (t)) = t; 8t 2 IR: De ne R to be the integral of from 0, R(0) = 0. For q 2 IR jAj de ne
The problem of minimising U(q) over q satisfying is that (q) is the vector with components a (q a ). Similarly k (q) is the vector with components k a a (q a ).
THEOREM 6. Let G = (N; A) be a connected network. If p solves the primal problem (P), de ned above, then q = k (E T p ) solves the dual problem (D).
If q solves the dual problem (D), and q = k (E T p) for some p with p(0) = 0, then p solves the primal problem (P).
At the solutions U(q ) = ?V b (p ).
The constraints Eq = b restrict q to lie on a certain hyperplane. For type (H) networks, the minimization problem, Problem (D), is to nd the point q on this hyperplane which is closest to the origin in a certain l p norm. For networks not of type (H), Problem (D) is to nd the point q on this hyperplane at which U(q) is minimized.
Theorem 2 can be rephrased to give a characterisation of l p norms amongst certain classes of convex functions U. Other recent characterisations of l p norms occur in 6,7].
Proof of Theorem 1
The theorems in this subsection do not depend on the`network' aspects of the optimization problem. We begin with a very easy general monotonicity result. V (p; k) V (p;k) 8p:
Suppose that, for all k, p (k) exists satisfying V (p (k); k) = minfV (p; k) j p 2 IR jNj g:
Proof. Inequality (6.1) gives, with k k ,
The result follows from these two inequalities.
The proofs of both theorems in this section depend on the homogeneity of V 0 . Calculus arguments give that the homogeneity is equivalent to The power-loss P = b T p . In particular V 0;0 (p 0 ) ? P 0 V 0;0 (p ) ? P ; V 0;1 (p 1 ) ? P 1 V 0;1 (p ) ? P : Let q be the minimisers of U over the set of q such that Eq = b. Let P be the corresponding powers. Then U 0 (q ) U 0 (q 0 ) = s s + 1 P 0 ; U 1 (q ) U 1 (q 1 ) = s s + 1 P 1 : (6:11) Multiplying the rst by (1 ? ) and the second by and adding gives, P (1 ? )P 0 + P 0 :
This establishes the required concavity of the power in r. An alternative argument using both parts (i) and (ii) to give the result of Theorem 1 follows. Let a be xed. Let the power as a function of k a be denoted Pk(k a ). Let the power as a function of r a = k ?1=s a be denoted Pr(r a ). Omit the subscript a in the rest of this proof. Consider k 0 < k 1 
Proof of Theorem 2
In contrast to Section 6, all the proofs in Sections 7 and 8 depend on the network structure. In this section we complete the proof of Theorem 2 by proving the = 6 case of Lemma 3.
The next lemma says that if two arcs with the same conductivity function -up to a multiplicative constant -placed in series give the same function -up to a multiplicative constant -(which, we remark, is a very strong requirement), then is a power law, (t) = (1)t s for t 0. The lemma is e ectively a uniqueness statement for a certain functional equation. The centre term is (2t) by (7.1). If t v=3, we have 2t 2v=3 v ? t, giving (h) (v) = (2v=3), since is nondecreasing. If t > v=3, we have v ? t 2v=3 2t, and again (h) (v) = (2v=3). Using (7.1) this gives ? (exp( + log(m=2 n ))) = log ? (m; n) + log ? (exp ) : (7:5) Dividing by log(m=2 n ) and letting (m=2 n ) tend to one, we have, for where (log exp) 0 ( ) exists, that it is a positive constant independent of (as the m; n are independent of ). The next two theorems from earlier papers, and our discussion in Section 3, give some indications towards our proof of Theorem 2. We begin with de nitions from Riordan and Shannon 19] . DEFINITION. Let n 0 and n f be given nodes of a network G. The network G is said to be series-parallel with respect to n 0 and n f if through each arc of G there is at leat one path from n 0 to n f not touching any node twice, and no two of these paths pass through any arc in opposite directions. An equivalent inductive de nition is as follows. The one-arc graph G 0 with A 0 = (n 0 ; n f ) is de ned to be series-parallel. A network is series-parallel with respect to n 0 and n f if it is either (i) a connection of a series-parallel network with respect to n 0 and n i in series with a second series-parallel network with respect to n i and n f , or (ii) a parallel connection of two networks both series-parallel with respect to n 0 and n f . (The Wheatstone bridge graph of the example in Section 3 is not seriesparallel with respect to f0; 3g but is series-parallel with respect to f1; 2g.) A two-terminal network is said to be series-parallel if it is series-parallel with respect to the two terminal nodes. THEOREM 11. For series-parallel two-terminal networks, the power-loss P decreases when any conductivity factor k increases.
Characterisations of series-parallel networks are also known. See Du n 13]. THEOREM 12. A network is series-parallel if and only if there is no embedded network having the Wheatstone bridge con guration.
We now return to the proof of Lemma Now take k 3 = 0 so that p and k satisfy k 1 1 (p(1)) = k 4 4 (p(3) ? p(1)); (7:9) k 2 2 (p(2)) = k 5 5 (p(3) ? p(2)): and k 4 and k 5 are given by (7.9) and (7.10).) Thus, equations (7.8), (7.9) and (7.10) give
From this, with j = log j , there exists 2 IR such that Hence, for all a 2 IN , a (t) = a (1)t s . This completes the proof.
Remark. Variations on Theorem 2 may be possible. Thus, rather than xing conductivity functions a and varying conductivity factors k a , it may be appropriate to x resistance functions a and vary resistance factors r a . Indeed the nal sentence of our abstract comes close to suggesting this if one considers the changes to the resistance to come from varying the lengths of the pipes.
The analogue of Lemma 10 is as follows. If two arcs with the same resistance function -up to a multiplicative constant -placed in parallel give the same function -up to a multiplicative constant -then is a power law, (t) = (1)t 1=s for t 0. An informal way to consider possible variations on Theorem 2 and Lemma 3 is as follows. Suppose that one is given 6 very large rolls of wire, with each roll being identi able by its colour say. The rolls of wire are made of rather exotic electrical conductors. For each type of wire w, the form of the resistance function w is constant along the wire in roll w. By cutting a length l of wire from roll w one obtains an element with resistance r(l) w (with larger r(l) corresponding to longer l). Electrical networks can be built making their arcs from lengths l w of wire from roll w assembled in various kinds of networks. If, no matter which electrical network is built, the power loss P increases when r is increased, we expect that the network would have to be of type (H).
Further results
The following theorems (i) show, for the Wheatstone graph, that type (H) is not necessary to have power-loss decreasing in k a , and (ii) show that 6 is necessary in Lemma 3. THEOREM 14. Suppose, in addition to the hypotheses of Lemma 13, that the conductivity functions on each arc are the same, that is k a a = k a for some satisfying Assumption A( ). If it is given that, at any k 2 IR 5 , k 0 satisfying Assumption A(k), the power-loss is a decreasing function of any k a then log is concave on (0; 1).
Proof. Given 0 < p(2) < p(1) we let p(3) = p(1)+p(2), and choose k 1 , k 2 , k 4 , k 5 positive so that (7.9) and (7. algebra demands but was, for moderately large networks, beyond the usual scope for numerics of the widely used Computer Algebra packages without some augmentation. See Keady 15] 
