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Abstract
In this paper, we aim to learn associations be-
tween visual attributes of fonts and the verbal
context of the texts they are typically applied
to. Compared to related work leveraging the
surrounding visual context, we choose to focus
only on the input text as this can enable new
applications for which the text is the only vi-
sual element in the document. We introduce a
new dataset, containing examples of different
topics in social media posts and ads, labeled
through crowd-sourcing. Due to the subjective
nature of the task, multiple fonts might be per-
ceived as acceptable for an input text, which
makes this problem challenging. To this end,
we investigate different end-to-end models to
learn label distributions on crowd-sourced data
and capture inter-subjectivity across all annota-
tions.
1 Introduction
In visual designs, textual information requires the
use of fonts with different properties. Whether it is
books, magazines, flyers, ads or social media posts,
different typefaces are commonly used to express
non-verbal information and add more dimensions
to the text. An appropriate font usually embodies
information about character, context and usage of
the design (Doyle and Bottomley, 2006). This mo-
tivates us to explore font associations with regular
users in a crowd-sourced setting. In other words,
we investigate how users relate fonts to different
characteristics of the input text.
Current font selection interfaces such as
O’Donovan et al. (2014) and commercial online
services (e.g., MyFonts1 and Typekit2) assist users
in selecting fonts by taking into account font sim-
ilarity. However, they do not consider the verbal
1www.myfonts.com
2https://fonts.adobe.com/
context of the input text. Having a better under-
standing of the input text, users can benefit from
a font recommendation system during authoring,
saving time and avoiding tedious exploration of
long lists of fonts.
Most graphic designers agree that there is no
strict or universally-accepted rule for choosing
fonts. Different social and personal factors can
be involved in typeface selection, which makes
this process subjective. However, there seems to
be enough agreement among human opinions to
build reasonably effective models of font properties
(O’Donovan et al., 2014; Shinahara et al., 2019).
Several empirical studies have directly explored
the relationship between fonts and texts (Shinahara
et al., 2019; Henderson et al., 2004; Mackiewicz,
2007). For example, Brumberger (2003a) indicates
that readers have strong opinions about the appro-
priateness of particular typefaces for particular text
passages, and they can differentiate typeface/text
mismatches.
In this study, we aim to model for the first time
the associations between visual font attributes and
textual context, with the final goal of better font rec-
ommendation during text composition. Our main
contributions are: 1) We propose and formulate
a new task: “font recommendation from written
text.” 2) We introduce a new dataset, Short Text
Font Dataset, containing a variety of text examples
annotated with ten different representative fonts.
3) We compare different end-to-end models that
exploit contextual and emotional representations
of the input text to recommend fonts. These mod-
els are able to capture inter-subjectivity among all
annotations by learning label distributions during
the training phase. We show that emotional repre-
sentations can be successfully used to capture the
underlying characteristics of sentences to suggest
proper fonts.
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2 Related Work
Font-related studies have been extensively explored
in graphic design literature. Shinahara et al. (2019)
performed an empirical study on collections of
book titles and online ads, showcasing trends relat-
ing typographic design and genre. Several previ-
ous studies have attempted to associate personality
traits and fonts (O’Donovan et al., 2014; Brum-
berger, 2003b; Juni and Gross, 2008; Mackiewicz
and Moeller, 2005; Amare and Manning, 2012).
They support the idea of typefaces consistently per-
ceived to have particular personas, emotions, or
tones. More recently, FontLex (Kulahcioglu and
De Melo, 2018) was the first to find the association
between fonts and words by utilizing font-emotion
and word-emotion relationships. Instead of focus-
ing on independent words, our proposed model
suggests fonts by considering the broader context
of the whole text.
Task Subjectivity In some tasks, aggregated an-
notations always correspond to the correct answer
(Brew et al., 2010). Therefore, to fully utilize the
crowd’s knowledge, different approaches have been
proposed to aggregate labels, from simply apply-
ing majority voting to more sophisticated strate-
gies to assess annotators’ reliability (Yang et al.,
2018; Srinivasan and Chander, 2019; Rodrigues
et al., 2014). All of these methods rely on the
assumption that only one answer is correct and
should be considered as ground truth (Nguyen
et al., 2016). Whereas in tasks like ours, senti-
ment analysis (Brew et al., 2010) or facial expres-
sion (Barsoum et al., 2016), the answer is likely
to be more subjective due to its non-deterministic
nature (Urkullu et al., 2019). We follow previous
studies that successfully employed label distribu-
tion learning to handle ambiguity in the annotations
(Geng et al., 2013; Shirani et al., 2019; Yang et al.,
2015).
3 Font Dataset
The proposed dataset includes 1,309 short text in-
stances from Adobe Spark3. The dataset is a col-
lection of publicly available sample texts created
by different designers. It covers a variety of topics
found in posters, flyers, motivational quotes and
advertisements.4
3https://spark.adobe.com.
4The dataset along with the annotations can be
found online: https://github.com/RiTUAL-UH/
Font-prediction-dataset
Choice of Fonts A vast number of fonts and type-
faces are used in contemporary printed literature.
To narrow down the task, we had a font expert se-
lect a set of 10 display fonts that cover a wide range
of trending styles. These fonts display enough
differentiation in visual attributes and typical use
cases to cover the topics in our text samples. Fig-
ure 1 shows several examples from the dataset, each
rendered with the most congruent font (font with
the highest agreement).
Figure 1: Examples from our collected dataset visual-
ized through fonts with the highest annotation agree-
ments.
Annotation Process In an MTurk experiment,
we asked nine annotators to label each sample text
by selecting their top three fonts (Figure 2). Work-
ers were asked to choose suitable fonts after read-
ing the sentence. We included carefully-designed
quality questions in 10 percent of the hits to moni-
tor the quality of our labeling. We also needed to
ensure workers selected fonts based on the compre-
hension of the text rather than just personal pref-
erence. Therefore, we removed the annotations of
workers who selected the same font more than 90
percent of the time, resulting in six to eight anno-
tations per instance (we removed instances with
fewer than six annotations).
As we mentioned earlier, we asked annotators
to rank their top three font choices for each text in
our dataset. We decided to treat the first, second,
and third choices differently as they represent the
workers’ priorities. Therefore, we give the highest
weight to the first choices (1.0) and lower weights
(0.6) and (0.3) to the second and third choices, re-
spectively. Figure 3 shows three examples with
label distributions over 10 fonts. By comparing
the label distributions of these examples, we can
observe that ‘formal’ fonts like F0, F2, and F5 are
often selected in business contexts (left). ‘mod-
ern/display’ fonts like F1, F3, and F8 are favored in
more casual settings (center), and ‘script’ fonts like
Figure 2: A text sample from the dataset rendered using the available 10 fonts for labelling. F0) Source Sans Pro,
F1) Blakely, F2) FF Ernestine Pro, F3) FF Market Web, F4) Bickham Script Pro 3, F5) Burbank Big, F6) Fresno,
F7) Sneakers Script Narrow, F8) Felt Tip Roman, F9) Pauline
Figure 3: Label distributions for three examples
Figure 4: Average label distribution of the entire corpus
F4, F8, and F9 are preferred for more emotional
contexts (right). We observe that some fonts are
more popular than others. Figure 4 shows the av-
erage label distribution over all instances. F3, F2,
and F1 are the most popular, while F4, F8, and F9
are the least popular among all 10 fonts.
Statistics The dataset contains 8,211 tokens. The
mean and standard deviation number of tokens per
instance is 6.27 and 4.65, ranging from 1 to 27 to-
kens. We obtained a Fleiss kappa agreement (Fleiss,
1971) of 0.348 by taking into account all three
choices. This value is reasonable for a task such
as this since previous subjective tasks have also re-
ported low inter-rater agreement scores (Salminen
et al., 2018; Alonso et al., 2014). We split up the
data randomly into training (70%), development
(10%) and test (20%) sets for further experimenta-
tion and evaluation.
4 Methodology
Task Definition Given a piece of text X , we
want to determine which font(s) y = {y0, ...y9}
are more appropriate or congruent with the proper-
ties of the input text. We formulate this problem as
a ranking problem where the model assigns each
font a real value dxy , representing the degree to
which y describes X . In other words, dxy represents
the degree of congruency of font y with input X .
The values for all the labels are summed up to 1 to
fully describe the instance (Geng, 2016).
4.1 Model
We explore transfer learning from pre-trained mod-
els to improve the performance of our task. We
investigate four different deep learning-based ar-
chitectures to learn font distributions of examples
in our dataset. Inspired by previous works, which
supported the relationship between font and emo-
tion (Section 2), we compare the effectiveness of
emotional embeddings in our models to contextual
embeddings like BERT.5
GloVe-BiLSTM Model In this model, we use
GloVe embeddings (Pennington et al., 2014) as in-
put and a BiLSTM layer to encode word sequence
information in forward and backward directions.
Subsequently, we pass the encoded-words to two
dense layers for prediction.
NRC Model Similar to the GloVe-BiLSTM
Model, this model is LSTM-based. The differ-
ence is that instead of GloVe embeddings, we use
the emotional representations of words from NRC
5The implementation is available online: https://
github.com/RiTUAL-UH/Font_LDL_2020
Figure 5: Font-Emoji Pearson Correlation Coefficient Heatmap
Emotion (Mohammad and Turney, 2013), Inten-
sity (Mohammad, 2018b) and Valence, Arousal,
and Dominance (VAD) (Mohammad, 2018a) lex-
icons as input to the model. To efficiently look
up the emotion value of words, we search for
the stemmed and synonym versions of out-of-
vocabulary words.
BERT Model We use pre-trained BERT se-
quence classification model (Devlin et al., 2018) to
obtain contextual embeddings as features. Then the
output is fed to two dense layers yielding the class
predictions. We implement our model based on the
Hugging Face’s BERT implementation (Wolf et al.,
2019).
Emoji Model In this model, we use the Deep-
Moji pre-trained model (Felbo et al., 2017) to gen-
erate emoji vectors by encoding the text into 2304-
dimensional feature vectors. We treat these features
as embedding and pass them to the model with
two dense layers. Deepmoji6 is a sentence-level
model containing rich representations of emotional
content which is trained on a 1,246 million tweet
corpus in the emoji prediction task.
5 Experimental Settings and Results
5.1 Training Details
The Kullback-Leibler Divergence (KL-DIV) (Kull-
back and Leibler, 1951) is used as the loss function
to train the models. KL-DIV measures how the
predicted probability distribution is different from
the ground truth probability distribution. To train
all the models, we use Adam optimizer (Kingma
and Ba, 2014) to optimize the model parameters.
We run all models over four runs with different ran-
dom seeds and report the averaged score to ensure
stability. The reported test results correspond to
models with the best accuracy on the validation set.
6Our implementation is based on the Hugging Face Torch-
moji implementation,
https://github.com/huggingface/torchMoji
5.2 Evaluation Settings
We evaluate the performance by using two different
evaluation metrics for this new task.
Font Recall (FR) Less popular fonts could be un-
derrepresented by the models. Therefore we need
an evaluation metric that measures the performance
of models in learning individual labels. Since we
are dealing with an unbalanced dataset, motivated
by evaluation methodology used in previous recom-
mendation systems like Kar et al. (2018); Carneiro
et al. (2007), we compute Font Recall, i.e. the aver-
age recall per font, to measure the performance of
the models in learning individual labels.
FR :=
∑|F |
i=1
|Ri|
|F |
Where |F | represents the number of labels and Ri
is the recall for the ith font.
F-score For each instanceX from the test set, we
select the top k = {1, 3 and 5} fonts with the high-
est probabilities from both ground truth and pre-
diction distributions. Then we compute weighted
averaged F1-score for each k.
Note that there are many cases where two or
more fonts have the exact same probability. In this
case, if the model predicts either one of the labels,
we consider it as a correct answer in both metrics.
5.3 Results
Model/Evals FR Top3 FR Top5 F-Top1 F-Top3 F-Top5
Majority Baseline 30.00 50.00 12.44 43.72 62.24
NRC Model 30.78 51.60 23.10 47.27 66.16
GloVe Model 32.71 53.74 25.95 51.29 68.29
Emoji Model 33.17 54.06 26.00 51.43 68.53
BERT Model 33.54 56.00 26.97 51.91 69.38
Table 1: Experimental results for all five models. FR
represents Font Recall and F represents F-1 score. The
results in bold are statistically significant compared to
the Majority Baseline.
Table 1 compares different models in terms of
five evaluation settings. The first two columns of
the results show FR for the top 3 and 5 fonts. The
other three columns show F-score for the top 1, 3
and 5 fonts. Comparing to the Majority Baseline,
the results from the Emoji and BERT models are
statistically significant under paired t-test with 95%
confidence interval. Although the BERT model
performs slightly better than the rest, the Emoji
model performs just as well, which suggests two
things: (1) the font recommendation task is highly
related to what emojis represent and 2) a simpler
model like Emoji model can perform similarly to a
complex solution like BERT.
We analyze the reason behind the effective-
ness of the Emoji model by visualizing the Font-
Emoji Pearson Correlation Coefficient Heatmap
(Figure 5) in the training set. Interestingly, fonts F4
and F9 with a ‘Script’ style are highly correlated by
‘Heart’ and ‘Love’ emojis. Also, F3 with a ‘Play-
ful’ style is negatively correlated with emojis with
discomfort and mild irritation expressions.
Data Augmentation A well-established tech-
nique for automatic data augmentation is leverag-
ing machine translation to find meaning-equivalent
phrases in a single language (Mallinson et al., 2017;
Coulombe, 2018). To mitigate the highly imbal-
anced class distribution in our data set, we tried
over- and under-sampling techniques. We selected
examples with high values in underrepresented
classes and translated them to four non-English
languages using Google Translate7. We then trans-
lated these examples back to English, resulting
in 170 more examples. We also removed 50 in-
stances with high values in the popular classes. We
observed that the data augmentation process has
marginal improvements (up to 1%) in some models.
We leave the exploration of more sophisticated data
augmentation approaches for future work.
6 Conclusion
In this paper, we associated font with written text
and tackle the problem of font recommendation
from the input text. We collected more than 1,300
short written texts and annotated them with ten
fonts. We formulated this task as a ranking problem
and compared different models based on emotional
and contextual representations that exploit label
distribution learning to predict fonts.
The current approach covers a fixed number of
fonts, but it can be extended to support a larger set
of fonts. For example, we can use font similarity
techniques and enable users to pick a group of
7https://cloud.google.com/translate/docs/apis
fonts, or to provide increased flexibility for the
fonts available to users.
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