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行なわれている。本論文は， 2 種類の組合せ最適化問題のクラス(グループ選択条件付問題のクラス， 1 次目的関数
付問題のクラス)を対象として，ニューラルネットワーク解法の求解性能を向上するための方法を提案する。グルー
プ選択条件付問題のクラスとは，制約条件に 1 次元グループ選択条件または 2 次元グループ選択条件を有し，目的関
数が決定変数の高々 2 次形式で表される問題である o 1 次目的関数付問題のクラスとは，制約条件がグループ選択条


































トワーク解法が特に注目されてきている o 本論文では，グループ選択条件付問題のクラスと 1 次目的関数付問題のク
ラスに対するニューラルネットワーク解法の求解性能向上に関する研究成果が報告されている。これら 2 種類のクラ
スは，工学上の応用に関して非常に重要な問題を数多く含んでいる o 従来，これらの問題に対してニューラルネット
ワーク解法を含む様々な近似解法が研究されてきたが，その解精度が十分とはいい難い状況にある。
グループ選択条件付問題のクラスでは，まず，探索開始点を決定する重要な要素であるニューロン初期値の設定に
関して，グリーディ解法に着目した適切なニューロン初期値の設定法を提案しており，従来の乱数設定法に比べ非常
に効率の良い探索を実現することに成功している O 次に，局所解に陥り易いという問題点に対しては，探索方向の決
定要素である動作方程式にω関数と呼ばれる手法を導入することにより，局所解からの脱出を図っている。また，探
索空間の適切な絞り込み方法の提案により，時間・領域計算量を効果的に低減し，従来では対応できなかった大規模
問題に対しても高精度の解を得ることに成功している。さらに，工学上重要な 2 種類の適用事例を通して，提案解法
の有効'性について検証している。
次に， 1 次目的関数付問題のクラスでは，従来解法の解精度の悪化の原因を分析し高精度の解を得る方法として，
動作方程式に目的関数の最適化作用を強化する状態遷移項の付加を提案している D さらに，動作方程式の係数にも着
目し，各ニューロン毎に目的関数の最適化に適した値の設定方法を提案している o その結果，探索空間が多峰性に富
み最適解を得るのが非常に困難であった問題に対しても，高精度の解を得ることに成功している。最後に，グラフ理
論，通信制御の両分野に属する適用事例を通して，提案する解法の有効'性について検証している D
以上のように本論文では， 2 種類の組合せ最適化問題のクラスに対するニューラルネットワーク解法の求解性能を
向上する有効な手法を提案し，代表的な幾つかの工学分野への適用事例を通してそれらの有効性について検証してい
る o このように本研究は，ニューラルネットワーク解法の本質的な問題に着目して，それらに対処するための方法を
与えており，最適化メカニズムの発展に大きな進歩をもたらしている o その意味において，本研究成果は，組合せ最
適化問題に対する近似解法の研究分野に貢献するところが多 ~'o よって，博士(工学)の学位論文として価値のある
ものと j忍める。
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