Introduction
A growing concern for many grammatical models, especially functionally oriented The remainder of the paper is organized as follows: Section 2 offers a brief description of the interrelation among RRG, FunGramKB and ARTEMIS highlighting both the points of consensus and the adjustments required for an effective integration of RRG functional syntax into the Grammar Development Environment (GDE) which will perform the parsing operations within ARTEMIS. Section 3 updates the syntactic analysis of phrasal constituents in RRG by fully developing the programmatic proposal put forward in Van Valin (2008) , which starts from a radical substitution of the analysis based on formal categories such as NP or AdjP for a functionally oriented description in clac 65/2016, 75-108 cortés-rodríguez: rrg phrasal constituents 78 terms of the categories Referential Phrase (RP) and Modifier Phrase (MP). In section 4 a description of the elements necessary for the computational parsing of these new categories within the GDE is proposed. After a conclusion section and the list of references, the paper is rounded off with an appendix including a list of the abbreviations that have been used in the parsing rules proposed and in the AVMs.
Artemis, RRG and FunGramKB
As stated above, ARTEMIS is an NLP prototype designed primarily for natural language understanding. One crucial differentiating feature with regard to other NLP systems with similar tasks is the fact that ARTEMIS seeks to be linguistically motivated. This involves adopting a linguistic theory, RRG, as a foundational pillar for the construction of the components of the NLP system. Periñán-Pascual (2013: 209) explains some features of RRG that make it suitable for NLP:
(a) RRG is a model where morphosyntactic structures and grammatical rules are explained in relation to their semantic and communicative functions.
(b) RRG is a monostratal theory, where the syntactic and semantic components are directly connected through a bidirectional "linking algorithm".
(c) RRG is a model that makes strong claims to typological adequacy.
However, given the conditions imposed by NLP environments, a direct computational "translation" of RRG's grammatical structures and rules is impossible, and some finetuning becomes necessary. These adjustments involve, on the one hand, resorting to other models that complement RRG in an area where this grammar is still On the other hand, ARTEMIS deploys FunGramKB knowledge base (Periñán-Pascual and Arcas-Túnez 2004 , 2005 , 2007 , 2008 , Periñán-Pascual and Mairal Usón 2009 , 2010 ,2011 , which in turn also exploits constructional schemata as a system for meaning representation.
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FunGramKB includes the following interrelated modules:
(a) The lexical component, which is language-specific and consists of two submodules: the lexicon (which includes in the format of entries all the linguistic information related to the lexical units) and the morphicon (which deals with all inflectional processes of a language).
(b)
The grammatical level, also language dependent where constructional schemata of a given language are stored. Such schemata are organized according to the 4 layer classification proposed within the LCM.
(c) The Conceptual component is language independent and stores all deep semantic units and structures into different submodules: the ontology (a hierarchical storehouse for concepts in a human mind), the cognicon (or repository of procedural conceptual schemas or scripts to encode stereotypical actions) and the onomasticon (for real world entities and events). (1) < IF DEC < TNS PAST 〈 be-in ' (refrigerator, [[do' (juice, [freeze' (juice) (3) +(e1: past +FREEZE_00 (x1)Theme (x2: +JUICE_00)Referent (f1: (e2: +BECOME_00 (x2)Theme (x3: +BLACK_00)Attribute))Result (f2: +REFRIGERATOR_00)Location)
In simple terms, the process involved in understanding a stretch of natural language with the tools that have been described is summarized in the following figure:
The main goal of ARTEMIS is to deal with all the phases of this process; consequently, it consists of the following modules: The Grammar Development Environment (GDE), the CLS Constructor and the COREL-Scheme Builder. As can be inferred from the previous description of examples (1-3), the two last modules are designed to transfer the shallow semantic representations of sentences into conceptually deeper structures amenable for their processing in different PLN tasks. However, prior to this it is necessary to make an effective computational parsing of the morphosyntactic structure underlying sentences based on the principles of RRG for grammatical descriptions; this is the goal of the GDE.
The analysis carried out in this paper seeks to enrich the information that is required for an effective parsing of the so-called RPs in RRG, and which would become a part of the GDE. So far, the GDE consists of two basic types of theoretical constructs, a set of rules The fact that RPs are described in terms of a layered structure in RRG is due to their remarkable structural equivalence with clauses. The most striking similarity is that nouns (and adjectives) can take arguments, as verbs in clauses do. This is especially relevant in the case of derived nominals as in the destruction of the city by the earthquake and of the relational nouns like friend or relative, commonly followed by PPs introduced by of which can be considered as their direct arguments, following Nunes (1993) . It is important to highlight that, in accordance with Van Valin (2008: 167) the parallelism between RPs and clauses increases because the former need not be endocentric categories; i.e. there is no restriction for RPs to be headed exclusively by any specific lexical category. The same as there is a strong tendency, but not an absolute correlation, for verbs to be the nuclei of clauses, there is a strong tendency for nouns to be the nuclei of RPs, but it is not always the A preliminary general scheme of the LSRP is given in the following figure 6 : involves that the MP must make room for a periphery to house the modifying MP; e.g.
a very brightly debated proposal.
There is an especially relevant slot in RPs, the so-called 'RP Initial Position' (RPIP) that exhibits features similar to those of both the detached (f.i. it allows Genitive MPs as in 
Rules and AVMs implementation within ARTEMIS
In its present state of development, still as a proof-of-concept NLP system, ARTEMIS needs a fully-fledged development of many specific syntactic rules and AVMs to satisfy the system for grammatical analysis based on RRG. This is especially true in the case of phrasal structures: whereas the rules for the analysis of constituents at clause level is already partially based on the layered structure of the clause, as evidenced by the existence of nodes such as CORE, PER o NUC, 9 the internal structure of phrasal constituents does not contemplate the way they are analyzed in RRG. In this section I will provide a first attempt at developing the syntactic rules and the AVMs necessary
for this NLP prototype to analyze phrasal constituents in compliance with RRG's conception.
The first changes to be introduced will affect the overall structure of the clause, as I intend to further integrate the RRG syntactic perspective into ARTEMIS. Thus, the initial rules in version 1. However, the same does not hold either for the structures above the clause and below the sentence (note that there isn`t any rule to account for precore positions or detached constituents). 10 As mentioned in note 3, version 1.0 rules in ARTEMIS are only a kind of 'toy grammar' and, therefore, they are still susceptible to significant modifications, as further extensive research is required to develop it as a fully-fledged parser.
clac 65/2016, 75-108 The rule that expands the CL node also contemplates the introduction of two nodes, namely AUX (for auxiliary verbs) and PreC-L1. They are necessary to account for those cases in which there is a clause initial auxiliary verb that in turn can be preceded by a constituent in a clause initial position. In the original RRG analysis this is described as a PreCore slot, and it is the place typically occupied by question words in languages in which they do not appear in situ, and also by fronted constituents as in To The same must be done with the rest of the rules for XPs proposed in this paper.
Conclusion
As stated in the introduction, the analysis in this paper aimed at contributing to the development of the GDE within a functionally based parsing prototype, ARTEMIS. In order to do so, it has been necessary to previously offer an updated description of phrasal units in Role and Reference Grammar. Consequently, this study also contributes to the computational implementation of this linguistic theory. There are, however, several pending issues to achieve these goals, among which the following must be considered: (i) the revision of the lexical rules associated to the functional units that are encoded as POS tags in the repository for lexical items within ARTEMIS. Several of these tags are used in the rules proposed for XPs in this paper; (ii) AVMs need significant revision, subject to the development of further analysis both from within and without phrasal constituents; and (iii) the prototype rules for the different layers that make up the so-called LSC in RRG needs thorough refinement.
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