ABSTRACT Salp swarm algorithm (SSA) is a newly developed meta-heuristic algorithm, which is mainly developed based on the swarming behavior of salps sailing and foraging in the ocean. An improved salp swarm-based optimizer is proposed in this paper to overcome the potential shortcomings of original SSA, including being easily trapped in local or deceptive optima and its slow convergence rates in dealing with some high-dimensional and multimodal landscapes. The designed variant is called CMSSA that combines two strategies simultaneously. First, a chaotic exploitative mechanism with ''shrinking'' mode is introduced into the basic SSA to improve the exploitative tendencies of the algorithm. Then, a combined mutation scheme is adapted to make full use of the strong intensification capabilities of Gaussian mutation and the strong exploratory leanings of Cauchy mutation. In addition, the embedded strategies can achieve a more stable equilibrium between the core searching patterns of the SSA, which are diversification and intensification. We thoroughly studied the optimization advantages of the improved CMSSA using several representative benchmark cases, including unimodal, multimodal, and fixed-dimension multimodal functions, and three well-regarded engineering cases. The obtained experimental results, statistical tests, and comparative simulations indicate that the exploratory and exploitative proclivities of the SSA and its convergence patterns are vividly improved. The results indicate that the proposed CMSSA is a promising algorithm and shows superior efficacy compared with other algorithms.
I. INTRODUCTION
Swarm intelligence algorithms are derived from the simulation of biological evolution or foraging behaviors in nature [2] - [5] . There are new powerful optimizers in the field such as Harris Hawk Optimizer (HHO) that follows the hunting behaviors of hawks and escaping behaviors of rabbits [7] . From other hand, we have a set of well-spread opti-
The associate editor coordinating the review of this manuscript and approving it for publication was Zijian Zhang. mizers, which some well-established examples are Particle Swarm Optimization (PSO) [9] , [10] , Ant Colony Optimization (ACO) [11] , [12] , Bacterial Foraging Optimization (BFO) [13] - [15] , Artificial Bee Colony (ABC) [17] , Fruit Fly Optimization (FOA) [18] , [19] , and Grasshopper Optimization Algorithm (GOA) [20] - [22] , Grey Wolf Optimizer (GWO) [23] , [24] , Whale Optimization Algorithm (WOA) [25] , [26] . These algorithms have good self-organizing learning, relatively efficient exploratory and exploitative mechanisms, and occasionally superior performance in tackling a set of artificial or real-life problems. At present, they have become a research hotspot. At the same time, these algorithms have their own characteristics. For example, the PSO has a simple structure, high operational efficiency, and it is less affected by the dimensions of problems, but PSO may converge easily to LO, and the exploratory and exploitative traits are too dependent on parameter settings; ACO adopts the positive feedback mechanism that completes the information transfer between the population and achieves the ultimate convergence to the optimal path through the cooperation of the individual ants, but the algorithm has a poor exploitative trend and slow convergence rate, and its performance is significantly affected by the parameter settings; BFO has a better intensification capability, but the structure is more complex. ABC algorithm shows a well-organized balance between exploration and exploitation, which is suitable for real-world landscapes, and it is not too sensitive to the selection of parameters and initial values, but the searching accuracy is not high and randomness is too strong. On the basis of the No-Free-Lunch (NFL) [27] theorem, no algorithm is fully applicable to all problems as a universal winner. Researchers are working on novel algorithms and improving the performance of previously-proposed optimizers to achieve better solutions for real-world problems.
In 2017, Mirjalili et al. [28] proposed a Salp chain-based algorithm, which imitates the swarming behaviors of salp observed in the deep areas of the sea. The SSA has no control parameter, which can assist SSA in avoiding the problem of high sensitivity to unreasonable settings. The performance of SSA is verified by multiple benchmark functions and engineering applications in [28] . Therefore, SSA has been widely used in many fields. In [29] - [32] , SSA has been used as a novel optimization engine for wrapper features selection (FS) approaches. Asaithambi and Rajappa [33] used SSA to find the optimal size for the CMOS differential amplifier and comparator circuits. Ekinci and Hekimoǧlu [34] proposed to apply SSA to adjust Power System Stabilizer (PSS) in multimachine power systems. El-Fergany [35] proposed to use SSA to find the optimum solution of unknown parameters in the Polymer Exchange Membrane Fuel Cells (PEMFC) model. Hussien et al. [36] introduced the clustering behavior of SSA in order to predict the activities of chemical compounds. Ibrahim et al. [37] proposed a segmentation model for fish images using SSA. Zhang et al. [38] estimated parameter for soil water retention curve using the SSA. Abbassi et al. [39] utilized SSA to detect optimal parameters of photovoltaic cell models.
Although SSA has been widely used, it still may suffer from the shortcomings of mediocre convergence rate and limited exploratory capacities. Moreover, SSA is still prone to stagnation to LO during continuous iterations. Since the SSA has just been proposed, there are currently few algorithms for improvement. Hegazy et al. [30] attempted to improve the basic SSA's structure by adding a new control parameter to adjust the current optimal solution. Rizk-Allah et al. [40] put forward a new binary version of SSA based on the improved Arctan transformation. Sayed et al. [41] proposed a new chaos-induced SSA (CSSA), in which chaotic variables generated by chaotic sequences are used to replace the random variables. Yu et al. [42] proposed a novel SSA based on greedy criteria.
In this study, two strategies are introduced into the SSA, and an improved CMSSA algorithm is proposed. Firstly, a chaos-induced exploitative mechanism (CEM) with ''shrinking'' mode is applied to the SSA, which enhances the exploitative capabilities of the algorithm. Then, by considering the advantages of Gaussian and Cauchy mutations, a combined mutation scheme is embedded into the SSA. Hence, to verify the validity of the modified CMSSA, this algorithm is compared with other well-established metaheuristic algorithms and several variants of state-of-the-art algorithms on some representative benchmark functions, which consist of unimodal, multimodal and fixed-dimension multimodal cases. In addition, CMSSA is also employed to deal with three engineering problems. In summary, the proposed mechanisms have effectively mitigated the problems of original SSA in falling into LO and premature convergence and enhanced the self-control between the diversification and intensification inclinations.
The remainder of this paper is organized as follows. Section 2 describes an overview of SSA algorithm. The improved CMSSA is presented in Section 3. In Section 4, the experimental results and discussions are introduced. In Section 5, CMSSA for the engineering problems is described. In section 6, conclusions and future works are expressed.
II. AN OVERVIEW OF SSA ALGORITHM
The salp is a marine animal with a transparent bucket-type body, and its body organization and movement patterns are highly similar to those of jellyfish. When moving, it provides a reverse propulsive force by letting the surrounding water pass through its barrel-like body. The most interesting fact is that the swarming behavior of salps is different from the majority of animal groups; hence, the SSA employs a special updating mechanism. In each iteration, the population is sequenced, and each individual closely follows its previous individual, rather than all individuals moving only to the optimal value. Figure 1 shows the concept of salp chains.
In 2017, Mirjalili et al. [28] established a mathematical model inspired by the swarming characteristics of salps and they proposed to apply SSA to figure out a range of optimization problems. Here, we review the main steps of SSA: 1) Population initialization: Let space be a N × D-dimensional Euclidean space, where N is the number of agents and D is the spatial dimension. The presence of food in the space is represented as
T and the position of salps can be expressed as 
In the population, the state of each dimension of the leader is X 
The control parameters in the Eq. (2) are c 1 , c 2 , and c 3 , where c 2 and c 3 are random numbers between [0, 1] to boost the randomness of the leader's movement and strengthen the exploratory capabilities and individual's multiplicity. The most important control parameter is c 1 , which stabilizes the exploration and exploitation phases during the process of iteration. The expression of c 1 is as shown in Eq. (3):
where l and l max are the current and maximum number of iterations, respectively. 3) Update the position of the followers: The movement of followers accords with Newton's law of motion; hence, the movement distance R of followers is defined by Eq. (4):
During the optimization process, time t is the difference between the number of iterations, so t = 1. v 0 represents the initial speed of the follower. Hence, at the beginning of each iteration, the follower's speed indicates v 0 = 0. Parameter a is the acceleration of the follower between the interval of the iteration, and the formula is a = v final − v 0 /t. As the follower only follows the movement of the previous salp close to itself, the speed of the movement is
Hence, the followers update their states as shown in Eq. (6):
where X m d is the position of the mth follower in the dth dimension before updating, and X m * d is the updated follower's position.
In addition, in order to make SSA have better overall and randomness in the previous search process, this paper is the same as the original SSA [28] select more than one leader to search. The more leader, the more random the algorithm is, but the stability of the algorithm will also be reduced, so in order to balance the randomness and stability of the algorithm, the former N /2 salps are selected as leader and the latter N /2 salps are the follower.
It is worth noting that in Figure 2 , Figure 6 and elsewhere below, the fitness of salps is defined as the evaluation of the generated solution using an objective function. The objective functions of this paper refer to the test benchmark functions described in subsection 4.1 and the three engineering benchmark functions described in section 5. All of the objective functions are minimization problems. The flowchart of SSA is illustrated in Figure 2 .
III. IMPROVED SSA-BASED METHOD
The improved CMSSA is equipped with two effective strategies. First, a CEM with ''shrinking'' mode is successfully integrated with the SSA to enhance the intensification proclivities of the SSA algorithm. The ''shrinking'' mode used in this work is an improved version of that variant applied in [43] . Then, a combined mutation strategy is applied to the original SSA, to take the advantages of Gaussian mutation and Cauchy mutation. VOLUME 7, 2019 A. CEM WITH A ''SHRINKING'' MODE Chaos [44] is essentially a nonlinear phenomenon with nonperiodicity, ergodicity, randomness, and sensitivity to initial conditions. Its behavior is similar to random and has certain rules. Chaos can also traverse all states without repetition according to its own laws within a certain range. In view of the ergodicity of chaos, it can be an effective mechanism to avoid the prospect of getting into the LO during the process. If chaos's variables are employed for exploratory and exploitative purposes, it has been shown that it may lead to more advantages compared to the alternative tactic, which is the random search. There are many models for generating chaotic sequences, the most commonly used is the logistic mapping model. As reported in [41] , the logistic chaotic map can be also applied to significantly improve the traits of SSA. The chaotic sequence derived from the logistic map is obtained by Eq. (7):
where µ is the chaotic adjustment factor, and when µ = 4, the logistic map is completely chaotic. So in this paper, we take µ = 4. C 1 is a random number, C 1 ∈ [0, 1] and C 1 = 0, 0.25, 0.50, 0.75, and 1.00. N is the number of individuals. Figure 3 shows the logistic map with the setting of µ = 4, C 1 = 0.4501 as the initial value and iterations of 10 4 times. It is no doubt that the former part in Figure 3 has a higher probability of taking values at both ends, and the probability of taking values in the middle is more uniform, while the latter has a more uniform distribution than the former. The CEM has a better optimization effect when the search space is small, which can improve the exploitative talents of SSA and effectively avoid running into LO. Literature also recommends that the chaos-based mechanisms can promote the exploratory and exploitative traits of other algorithms [43] , [45] , [46] . The CEM is represented as follows:
Step 1: Using Eq. (8), the chaotic variable C i generated by Eq. (7) is mapped into the chaotic vector CH i in the search range [lb, ub] .
Step 2: Using Eq. (9), the chaotic vector CH i is linearly matched with the best food source FoodPosition to produce a candidate vector food source V i .
where λ is a parameter that controls the contraction and it is represented by Eq. (10):
where cycle denotes the current number of iterations and m controls the contraction speed. As the value of m increases, the rate of contraction will be slower. According to Eq. (10), in this paper, we set m = 1000. After 1000 iterations, the contraction factor λ is displayed in Figure 4 . From the convergence trend shown in Figure 4 , we see that the λ will continue to decrease when increasing the number of iterations. As Eq. (9), λ becomes smaller and the corresponding chaotic search range will also decrease. In addition, it is obvious from the convergence curve in Figure 4 that λ is relatively large at the beginning of the iteration, which is advantageous to expand the searching range of the food source. However, in the later stage, λ gradually becomes smaller, which helps to escape from LO and further convergence towards the global minimum.
B. GAUSSIAN MUTATION
Gaussian distribution is a kind of probability distribution that is very important in the fields of mathematics, physics, and engineering. It has a major influence on many aspects of statistics. The Gaussian distribution is also called Normal distribution. Normal distribution has several satisfying traits. Many random factors and events in nature can be approximately described by Normal distribution, and many probability distributions can be approximated or derived using this distribution. The probability density function of the Gaussian distribution is stated using Eq. (11):
where µ is the mean and σ is the variance.
Gaussian variation [47] is to add a random vector obeying the Gaussian distribution to the state of the original individual. Previous works show that introducing a Gaussian mutation into algorithms such as bat algorithm (BA/BAT) [48] , Moth-Flame Optimization (MFO) [49] , and GOA [22] has improved the overall capabilities of these methods. In CMSSA, Gaussian mutation is executed on the positions of salps SalpPositions, which is defined as follows:
where N (0, 1) obeys the Gaussian distribution with the mean value of 0 and the variance of 1. Since Eq. (12) adds a Gaussian distribution random disturbance term SalpPositions × N (0, 1) on the basis of SalpPositions, and makes the most of the information-disturbance of the present population, it can make salp jump out of the constraint of local extreme point and converge to the global extreme point. In addition, it can improve the convergence speed.
C. CAUCHY MUTATION
Cauchy distribution has many unique characteristics and it is one of the exceptional continuous distributions in statistics [50] . The one-dimensional Cauchy distribution probability density function is obtained using Eq. (13):
When δ = 1, µ = 0 is the standard Cauchy distribution, denoted as:
The standard Cauchy distribution function is obtained by Eq. (15):
The Cauchy mutation has been also applied to other metaheuristic optimizers, such as PSO [51] , BA [52] , and Cat Swarm Optimization (CSO) [53] . In this work, the Cauchy mutation is utilized to randomly disturb the positions of salps SalpPositions, which is beneficial to increase the diversity of the population to refrain from trapping into LO and improve the exploratory traits of SSA. The proposed equation is obtained as follows:
D. COMBINED MUTATION STRATEGY Figure 5 compares the curves of Gaussian and Cauchy distributions. As it can be seen from Figure 5 , the curve of Cauchy distribution is lower than the curve of Gaussian distribution in the middle area and larger than the Gaussian distribution in the two sides of the region. Two wings are narrower, with typical probability characteristics of two wings, which indicate that Cauchy distribution can produce a large probability of a random number, that is, Cauchy distribution can generate a large variation step size with a high probability. According to this analysis, the Gaussian mutation has a quite strong exploitative trait, which can speed up the convergence rate of the SSA. The Cauchy mutation has a fairly strong exploratory capacity; hence, when the SSA may be trapped in LO, it can guide individuals to jump out of the LO with a higher chance.
In this work, we combined Gaussian and Cauchy mutations and the main steps are as follows:
The steps of the proposed CMSSA are represented as follows. The flowchart of CMSSA is also shown in Figure 6 . The time complexity of initializing is O(n). Calculating the fitness of the initial salps is O(n). Selecting from the fitness is O(n). Updating the position of the leading salp and follower salp is O(n). Calculating the fitness of the updated salps is O(n). Performing a CEM with a ''shrinking'' mode is O(n 2 ). Performing Combined mutation strategy included Gaussian and Cauchy mutation is O(n 2 ). Selecting the best salps from the combined mutation strategy is O(n 2 ). Updating the positions of salps and calculating the fitness of the updated salps is O(n 2 ). Hence, the resulting time complexity of the original SSA and the improved CMSSA are as follows:
As can be seen from the above comparison of time complexity, the improved CMSSA has a higher time complexity than the original SSA. The main reason is that in order to improve the performance of the original SSA algorithm, we have introduced a CEM with ''shrinking'' mode and a combined mutation strategy to the original SSA. However, it can be found from the experimental results in most cases, CMSSA can achieve a better solution than SSA. Therefore, our proposed CMSSA has important value and application prospects.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we report all obtained results and then, we discuss the results and observations in details.
A. BENCHMARK FUNCTION VALIDATION
In this experimental section, the well-known benchmark functions selected from [23] are utilized for benchmarking the efficacy of optimizers. The equations of the functions are stated in Table 1 -3, where Dim represents the function's dimension, Range is the frontier of the search space for the corresponding function, and f min represents the optimal value. If the value of Dim is n, it means that the dimension is not fixed, and different dimensions can be set according to the experiment. In general, our aim for these test functions is minimization and can be segmented into three categories: unimodal, multimodal and fixed-dimension multimodal. As we know, unimodal functions can be applied to benchmark exploitation powers because they have only one global best and no LO. Compared to the unimodal functions, the multimodal cases have a great quantity of LO and they may increase with dimensions, which allow them to test the exploration powers of an algorithm and the capabilities of them in jumping out of the LO. In addition, fixed-dimension multimodal functions and multimodal functions have only one global optimum and a lot of LO. However, since the solution space of the former is quite small, the search agent's adaptive adjusted step size is required. Therefore, if we use these benchmark functions to test algorithms, we can meet the requirements for solving different types of problems and can make a comprehensive evaluation of the performance of the optimization algorithm.
For fair experimentation, all tests were performed under the same conditions, using 20 search agents over 1000 iterations. In addition, it should be noted that each benchmark function was executed 30 times independently, to alleviate the impact of randomness. In addition, the Wilcoxon sign rank test [54] , a non-parametric statistic with a 5% significant level, was used to investigate statistical significant differences between paired algorithms. Moreover, for the purpose of further statistical comparison, we also rank the average performance of all the algorithms used in the comparison experiments by the Friedman test [55] .
B. THE IMPACT OF CEM AND COMBINED MUTATION
As it can be seen from Section 3, two strategies are introduced into the original SSA, namely, CEM and combined mutation that includes Gaussian and Cauchy mutations. To investigate the influences of each mechanism and any combination, seven different CMSSAs were developed, which are shown in Table 4 . Among them, ''CEM'', ''GM'' and ''CM'' respectively represent ''chaotic exploitative mechanism'', ''Gaussian mutation'' and ''Cauchy mutation''. In Table 4 , ''1'' indicates that SSA uses this operation, and ''0'' means that no corresponding operation is applied. For example, CMSSA5 means that SSA combines ''CEM'' and ''Gaussian mutation'' without ''Cauchy mutation''.
The performance of various CMSSAs is tested using the 23 benchmark functions described in Table 1 -3. For the sake of fairness, the common parameter settings for the experiment are as described in section 4.1, and the dimension we choose is 30. In addition, the Friedman test is employed to test the average ranking values of these algorithms, to further study the differences between all methods. Obviously, based on these ranking results in Table 5 , CMSSA7, which combines the three strategies has the lowest value and therefore, it verifies that CMSSA7 has the best performance in solving these test functions compared to other combinations. At last, according to the above analysis, CMSSA7 is selected as the best improvement method for SSA, and CMSSA7 is shown by CMSSA in the rest of the experiments.
C. COMPARISONS OF CMSSA WITH OTHER WELL-ESTABLISHED METHODS
In this section, the improved CMSSA is compared to the original SSA [28] and four recent successful meta-heuristics, namely Firefly Algorithm (FA) [56] , Grey Wolf Optimizer (GWO) [23] , Whale Optimization Algorithm (WOA) [25] and Sine Cosine Algorithm (SCA) [57] on the functions presented in Table 1 -3. Besides, in order to further compare the performance of CMSSA with the above-compared algorithms, we investigated the impact of dimensions on the solutions' quality and optimizers' efficiency when it changes. Therefore, the test experiments for 5 dimensions of F 1 -F 23 functions are implemented here, which are 30, 100, 200, 500 and 1000, respectively. In order to ensure fairness, all the algorithms involved are consistent with their common parameters, as described in section 4.1. Benchmark function validation and other parameters are taken as the corresponding recommended values from the original paper of each algorithm. Parameters are shown in Table 6 . As the dimension increases, the mean values and standard deviation (std) values attained by different algorithms for the corresponding functions are recorded in Table 7 -9. The best result on each test function are marked in bold, and the criterion is that the smaller the mean value, the better.
As for the results shown in Table 7 of the unimodal benchmark functions (F 1 -F 7 ) in each dimension, the proposed CMSSA performs better overall except that the optimization in F 1 and F 2 is not ideal. Among them, no matter in low or high dimensions, in F 1 and F 2 , CMSSA is only inferior to WOA. In F 3 , F 4 , F 5 , F 6 , and F 7 , in addition to F 6 on the 30 dimensions, in other cases, CMSSA has obvious advantages, while other algorithms fall into local minima.
For the multimodal benchmark problems (F 8 -F 13 ) in Table 8 , CMSSA also performs better than other comparison algorithms in all dimensions. Except in some dimensions, it is not clear which CMSSA or WOA approach will perform better for F 9 and F 11 .
In addition, for Table 9 showing the results of the fixeddimension multimodal benchmark problems, CMSSA has no unique advantage, except that F 20 in 30 dimensions is slightly weaker than FA, and the performance of other functions in all dimensions is not much different from other algorithms. Specifically, CMSSA has an absolute advantage over other comparison algorithms in all dimensions on F 15 and F 21 . In terms of F 16 , F 17 , F 18 , and F 19 , it can be seen from the analysis of the results in each dimension that the optimization performance of various algorithms has little difference, and it is unclear which method performs better. For F 14 , F 20 , F 22 , and F 23 , in some dimensions, our proposed CMSSA has the best optimization effect, while in other dimensions, CMSSA and other algorithms basically have the same optimization results.
In order to further explore the differences between CMSSA and the algorithms, the Friedman test is performed to test the average ranking values, which are shown in Table 10 . On the basis of the ranking results, it is revealed that the proposed CMSSA has achieved to the lowest average ranking regardless of whether it deals with low or high dimensional problems, indicating that CMSSA has the best performance.
In this paper, the convergence curves of two representative functions are respectively selected from the three types of functions described in Table 1 -3 for comparative analysis. Figure 7 shows the convergence curves for CMSSA and other original methods for different benchmark problems with 30 dimensions. According to the convergence curve shown in Figure 7 , we can observe that CMSSA has the best convergence performance in realizing the F 3 , F 5 and F 13 problems, and other algorithms fall into the LO, prematurely. For F 14 , although SSA converges very quickly in the later phase, CMSSA has almost reached the best value at the beginning of the search. Dealing with F 8 and F 23 , like the F 14 problem, CMSSA has the fastest convergence trend compared to other algorithms.
As we know, it is particularly noteworthy that when the dimensions of test functions continue to increase, providing the solutions becomes more complex and challenging. Based on the above experimental results, it can be found that by introducing a CEM with ''shrinking'' mode into CMSSA, the algorithm can better avoid falling into local optimization. At the same time, by combining mutation strategy, the most suitable mutation strategy is specified for the individual, so that the population will evolve in a direction conducive to evolution. Combined with the statistical analysis of the experimental results, whether in handling low or high dimensional problems, in most cases, we can conclude that CMSSA is the best choice to find optimal values.
D. COMPARISONS WITH STATE-OF-THE-ART ALGORITHMS
In order to further confirm the efficacy of the CMSSA, a set of algorithms, including PSO with an Aging Leader and Challengers (ALCPSO) [58] , Comprehensive Learning PSO (CLPSO) [59] , self-adaptive DE (SaDE) [60] , jDE [61] , Hybridizing GWO with differential evolution (HGWO) [62] , and Improved GOA (IGOA) [22] , are considered to deal with the functions expressed in Table 1 -3. The setting of the parameters for the above algorithms is based on the corresponding original papers. For fairness, the experimental common parameters are set as described in section 4.1 and the dimension is selected to be 30. Table 11 shows the mean and standard deviation (std) values of different algorithms tested 30 times, independently. The statistical comparison results by Wilcoxon test are recorded in the penultimate row of Table 11 , where ''+'', ''−'' and ''='' indicate that CMSSA performs better, worse, and equal to the corresponding algorithm, respectively. In order to further intuitively derive the merits of each algorithm, the Friedman test is also used to rank the results of the algorithms, and the average ranking value (ARV) is presented in the last row of Table 11 .
Under the verification of the comparison results in Table 11 , the overall performance of CMSSA on these 23 test problems is the best. Specifically, it achieves the lowest mean on 10 benchmark functions. HGWO performed better on F 1 , F 2 , and F 7 . The effect of jDE on F 15 is better. The solution accuracy of CLPSO on F 20 is higher. In addition, on other test functions, there are a variety of algorithms can solve these test problems well.
From the statistical results of the Wilcoxon test, CMSSA can significantly exceed other competitors. In terms of ''+/−/='', CMSSA has significantly better performance than ALCPSO, CLPSO, and SaDE on 15, 18 and 16 out of 23 functions, and inferior to them on 5, 4 and 6 out of 23 ones. Similarly, CMSSA is significantly superior to jDE, HGWO and IGOA on 14, 17 and 23 out of 23 problems, and similar to them on 4, 4 and 0 out of 23 ones.
From the average ranking values using the Friedman test, the algorithms used are sorted in the following order: CMSSA, jDE, SaDE, ALCPSO, HGWO, IGOA, and CLPSO, which also shows that CMSSA is better than other enhanced algorithms.
We select six convergence curves from the three types of functions for analysis. Figure 8 shows these convergence curves. From the curves depicted in Figure 8 , it can be detected that CMSSA has the fastest convergence rate on these benchmark functions. For F 3 and F 6 , although HGWO and jDE have a quicker convergence toward better results compared to other algorithms, and the improved CMSSA's performance is still the best overall. For F 8 , F 21 , and F 23 , the proposed method converges to the optimal value very quickly in the early stage, while other algorithms gradually converge to the optimal value within later iterations. Regarding the F 12 function, we can see that CMSSA is far superior to other competitors, and other algorithms fall into local optimum values, prematurely.
In summary, from the above experimental results and analysis, CMSSA is the best choice relative to other comparison algorithms, regardless of whether the processed landscape is unimodal, multimodal or fixed-dimension multimodal. The main reason is that the proposed CMSSA applies the CEM with ''shrinking'' mode and combined mutation strategy, which effectively improves the exploratory and exploitative trends of the original SSA and can further enhance the balance between the exploitation and exploration skills of CMSSA. Therefore, the proposed CMSSA can effectively tackle the benchmark problems.
E. THE TIME COSTS OF CMSSA AND OTHER COMPARISON ALGORITHMS ON TEST FUNCTIONS
The time cost of CMSSA and other comparison algorithms on test functions (F 1 -F 23 ) is reported in Table 12 . It should be noted that here we have selected 30 dimensions, other common parameters are set as described in section 4.1, and the time cost is in seconds. As shown in Table 12 , except for IGOA, CMSSA takes more time to solve 23 problems than other algorithms. The reason is that we have introduced a CEM with ''shrinking'' mode and a combined mutation strategy to the original SSA in order to overcome the potential shortcomings of original SSA. It is these two improved operations that increase more time cost. However, through experimental results and analysis, in most cases, CMSSA can achieve better results than other algorithms. Therefore, we have great significance for the improvement of the original SSA.
V. CMSSA FOR THE ENGINEERING BENCHMARKS
In this section, the CMSSA is applied to three constrained engineering benchmark problems, namely welded beam design (WBD), cantilever beam design (CBD), and tension/ compression spring design (TCSD). These problems have several inequalities as constraints, so our proposed CMSSA can deal with them during the optimization process. Because CMSSA's search agents are independent of fitness, the algorithm does not need to change its mechanism to solve constraints. We choose the simplest constraint handling solution, the death penalty function, that is, when the search agent violates any constraints, it will be assigned a large objective function value. This process will automatically cause the infeasible solutions to be discarded during the optimization of the heuristic algorithms. The most outstanding advantages of this method are simplicity and low time cost.
A. WBD PROBLEM
This problem is considered to be a famous problem in the field of structural optimization. The optimization design of welded beam takes minimizing the total cost of the welded beam as the optimization objective, and takes shear stress (τ ), bending stress (θ), buckling load (P c ), deflection (δ) as the constraints [63] , [64] . There are four variables and seven constraints for WBD problem: x 1 is the thickness (h); x 2 represents the length of the clamped bar (l); x 3 is height (t); x 4 is the thickness (b). The optimization model of WBD case is expressed as follows:
Variable range:
CMSSA is used to solve the WBD problem, and the results obtained are compared with those from the literature [65] - [71] . Table 13 records the results and it indicates that CMSSA finds the minimum optimal cost. This verifies the enhanced efficacy of the proposed CMSSA compared to other well-established methods. 
B. CBD PROBLEM
This problem is also a structural optimization problem. Here, we minimize the weight of a cantilever beam.
The cantilever beam has five hollow square parts, the first of which is fixed and the fifth block is loaded vertically [6] . The problem's description is as follows:
Subject to g ( x) = 61 Table 14 . Table 14 shows that the performance of CMSSA algorithm surpasses other methods. The comparison results reveal that our proposed CMSSA can effectively deal with this problem as well.
C. TCSD PROBLEM
Another classic engineering problem is TCSD. In this case, the decision maker wants to minimize the heaviness of a spring. The problem consists of three variables: diameter (d), mean coil diameter (D), and the number of dynamic coils (N ) [72] . The mathematical expression for TCSD is as follows:
We can solve the TCSD problem using both mathematical and meta-heuristic methods. Meta-heuristic methods include SSA, GSA, PSO, ES, GA, RO, improved HS, and DE. The mathematical methods used to settle TCSD are numerical optimization techniques (constraints correction at constant cost) and mathematical optimization techniques. The experimental results between the above techniques and CMSSA are exhibited in Table 15 . Note that to perform a fair comparison, we apply a similar penalty function for CMSSA [73] . Table 15 shows that CMSSA outperforms all other algorithms in dealing with the TCSD problem and offers the most effective design scheme.
In conclusion, experiments on these three classical engineering design problems show that the proposed CMSSA can perform well in the optimization of practical problems. Furthermore, the efficacy of the proposed algorithm is confirmed when dealing with the constrained problem. The reason why CMSSA is superior to the constrained problems is that CMSSA can effectively assist the original SSA in harmonizing the exploration and exploitation propensities.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, the proposed CMSSA is designed to mitigate the shortcomings of the original SSA, such as insufficient exploitative capacities and slow convergence rate. In the proposed CMSSA, we mainly introduce a CEM with ''shrinking'' mode, which enhances the intensification trends and makes it easier to escape from the LO. Then, a combined mutation strategy is introduced, which can realize the complementarity of the strong exploitative trend of Gaussian mutation and Cauchy mutation in avoiding premature behaviors. The numerical results on representative benchmark functions including unimodal, multimodal functions and fixed-dimension multimodal functions show that the proposed method is effective in solving function optimization, and can effectively alleviate the premature convergence of SSA. It can also jump out of LO; greatly improve the computational accuracy and diversification capacities of SSA. Moreover, the simulation results indicate that CMSSA can improve the computational results when solving three engineering design problems, and can be used with useful practical values.
In addition, to further validate the impact of the ''CEM'', ''GM'', and ''CM'' strategies, SSA is reconstructed with different combinations. The experiment results show that the combination of SSA with ''CEM'', ''GM'' and ''CM'' has the best performance compared with other combinations, that is, the CMSSA algorithm proposed in this paper.
The research and application of SSA are still in its infancy, and there are still many issues worthy of further study. Firstly, the traditional classical meta-heuristic algorithms can be combined with SSA to achieve a better balance between the global and the local search capacities, to improve the overall optimization potential of the SSA. Then, how to apply CMSSA for solving multi-objective problems and dynamic optimization is the focus of our next research. In addition, given the time-complexity of the proposed algorithm in solving more complicated problems, and in order to further enhance the computational capacity of the algorithm, one can combine it with GPU parallel algorithm and multi-thread parallel processing technology. 
