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Pd t∣R t−1 ,d1 : t−1 ={ ∑Rt−1
Pd t∣ R t=1 change just occurred
Pd t∣ , d t−1 Rt=2
P d t∣ , d t−2 : t−1 R t=3
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PR t∣R t−1 ,=Pd t∣R tPR t−1∣d1: t−1
Figure 7 shows this approach being run on binomial sampled data. There are twenty 
changepoints among the data set of 200 points. Fifteen different values of θ are run in parallel between 
=.02 to  =.3. θ θ Over the sequence of data the model with change probability of .1 becomes the most 
likely given the sequence. The expected value of   ends up at approximately .11 after being evidencedθ  
with the last datum.


























































































































































































































































































































θ Update w/ OCPD­Iterative  3.376  10­4
θ Update w/ Gibbs Sampling 3.564 10­4
The model being used assumes that each datum is drawn from a Gaussian distribution with a 
mean of zero. At a changepoint the variance, that was constant over the previous run, changes to some 
new value. A prediction, in this context, is an estimate of the variability in the next datum. The error of 
each prediction is the difference between the actual standard deviation and the predicted standard 
deviation. The best estimate of the actual standard deviation of one data point is the absolute value of 
the data. 
The mean squared error for each prediction method was simply the mean of the particular 
method's predictions squared over the testing series. Interestingly, despite the large variability in 
approximating the change probability, the OCPD­Iterative seemed to make the best predictions. It was 
probably the case that the best value for θ was larger than both the one inferred by Gibbs sampling and 
the value selected by A&M. Because the mean value for θ calculated by the OCPD­Iterative method 
was the largest, it perhaps made slightly better predictions. Overall, though, the differences between all 
these mean squared errors is relatively small, and it is not known whether the difference is statistically 
significant. The main point to be emphasized is that the change probability were successfully 
approximated instead of arbitrarily chosen, and that the predictions made when θ was approximated 
were at least as good as the method used by A&M.
5.2 Coal Mining Disaster Data
Adams and MacKay used with the OCPD algorithm on a time­series data set of mining disasters 
involving the deaths of ten or more persons. The raw data is a sequence of days between mining 
disasters from 1851 to 1962. They modeled the data as a Poisson process with a Gamma prior on the 
rate parameter, λ. The Gamma priors were set to α=1 and β=1. This data set was reconstructed from a 
paper by R. G. Jarrett (1979). Adams and MacKay modeled the change point probability as 
memoryless, and set θ to a constant 1 / 250.
The top plot in Figure 21 shows the cumulative number of mining disasters kill ten or more 
miners over the total data sequence. The bottom is a replication of the run length distributions from 
Adams and MacKay. The color mapping is on a logarithmic scale. The time of enactment of the Coal 
Mining Regulations Act of 1887 is pointed out. From a retrospective perspective, the year of enactment 
of the legislation certainly seems to have been a “changepoint” for the frequency of large­scale coal 
mining disasters. 
The choice of change probability was given no justification and seemed arbitrary. The same 
analysis that was applied to the stock market data above was again applied to this data set. The OCPD­
Iterative algorithm using the expected run lengths of the probabilistic run distribution and Gibbs 
sampling were both used to approximate the value of θ. The time series data set was broken up into a 
training and testing set (like before) and predictions. Squared errors over the testing set for each of the 
three methods were collected. The training set of the data was chosen to range from weeks 1201 to 1700 
and the testing set was chosen to range from 1701 to 2200. The entire data set of nearly 6000 pieces of 
data was not used out of time constraints and the computational costs. Recall that if a prediction is to be 
made at week 2000, the OCPD­Iterative algorithm and Gibbs sampler would use the data from from 
weeks 1201 to 1999 to calculate the value of θ for the prediction. 
Figure 21: OCPD algorithm run on coal mining disasters
Figure 22 shows the approximated value for θ as calculated for each value of the training set. As 
more data is used in the approximation, the variability in the approximation of θ diminishes. Both 
Gibbs sampling and the OCPD­Iterative method seem to converge by the end of the training set,  which 
shows that the training set was sufficiently large. These converged values seemed to be around  .005, 
which was about .004 larger than the constant value used by A&M.
Algorithm Mean Squared Error of Predictions
A&M θ=1/1000 0.0442
θ Update w/ OCPD­Iterative  0.0447
θ Update w/ Gibbs Sampling 0.0446
θ=0 0.0441
The actual predictions and squared errors were made using the data over the 500 weeks 
following the training set. Like the previous data set, the differences between the mean squared errors 
were small and may not be statistically significant. Unsurprisingly, the mean squared errors from the 
method using Gibbs sampling and the OCPD­Iterative algorithm to calculate the value of θ were nearly 
the same. The OCPD method using the constant value of θ chosen by A&M did slightly better than the 
methods used to approximate the value of   at each online prediction (if the MSE differences areθ  
statistically significant). 
Interestingly, the smallest mean squared error over the testing set of the data was when the 
change probability was set to zero. A change probability of zero meant that the model essentially had 
no representation of change – that the model was just taking some running total of all the previous 
evidence without considering any particular runs. In particular, the prediction of the variability of the 
next piece of data would simply be the standard deviation of all the previously evidenced data. There 
are so few changepoints in the data sequence that the OCPD model does not really seem like the 
Figure 22:  Inferred   over training subset of coal mining disastersθ
appropriate generative model. This was probably due to only using a subset of the data for training and 
testing (because of time constaints). The particular testing subset (between weeks 1701 to 2200) was 
chosen because it seemed to be around a changepoint, but perhaps a slightly later time period (between 
weeks 2000 to 2500) would have yielded better results.
The main point of these two data sets is not so much that the OCPD­Iterative method yields 
much better predictions than the original algorithm run by Adams and MacKay, but that the change 
probability could be accurately inferred from the data (not arbitrarily selected) while making just as 
good predictions. 
6 Conclusions
An online approach to making changepoint inferences was proposed. It was shown to be faster 
than Gibbs sampling while being more robust than either Gibbs sampling or the changepoint algorithm 
from Adams and MacKay. 
The proposed algorithm typically showed similar bias and variance to Gibbs sampling. The only 
circumstance where Gibbs sampling had much lower bias and variance was for data generated from a 
Gaussian distribution with a known mean. This was unsurprising because changepoints in these data 
are much easier to see from a retrospective perspective. 
It is recommended that the expected run length method of estimating   be used with theθ  
algorithm because it tended to make better inferences about   and usually had a slightly faster runningθ  
time (because it generally converged more quickly). 
The OCPD­Iterative algorithm tends to be more robust than either Gibbs sampling or the 
original OCPD algorithm. It is an improvement to Gibbs sampling because it is simpler to use. The 
convergence of θ is easy to track, while setting the sufficient number of samples of the Gibbs sampler 
is difficult. It is better than the original OCPD algorithm because it may be applied in more general 
situations where the hazard function is unknown. 
The algorithm performed at least as well as the original OCPD algorithm on two of the real­
world data sets modeled in the paper by A&M. But rather than presuming any prior knowledge of the 
hazard function, the OCPD­Iterative algorithm was able to infer it from the data.
6.1 Future Work
There are applications of a practical online changepoint detection scheme that need to run in 
constant time. The OCPD­Iterative method would quickly choke if given hour samples of stock market 
data. One divergence from this work could look modifications to the algorithm supplied to make it run 
in constant time. The simplest approach to this might only use a constant size window of the most 
recent data with the algorithm. In the context of the OCPD­Iterative algorithm, this is like adding the 
feature that only the more recent data is relevant for inferring the change probability. If the change 
probability is thought to shift over time, using a window of the recent data should be a better model. 
Future work could look at the effect of varying the size of the window and compare its performance to 
the OCPD­Iterative algorithm described in this paper.
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