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Optical initialization of hole spins in p-doped quantum dots: orientation efficiency and loss of
coherence
Michał Gawełczyk∗ and Paweł Machnikowski
Institute of Physics, Wrocław University of Technology, 50-370 Wrocław, Poland
We study theoretically the recently proposed hole spin initialization scheme for p-doped quantum well or
dot systems via coupling to trion states with sub-picosecond circularly polarized laser pulses. We analyze the
efficiency of spin initialization an predict the intrinsic spin coherence loss due to the pulse excitation itself as
well as the phonon-induced spin dephasing, both taking place on the timescale of the driving laser pulse. We
show that the ratio of the degree of dephasing to the achieved orientation effect does not depend on the pulse
area but is sensitive to the temperature and detuning. The optimal excitation parameters are identified.
PACS numbers: 78.67.De, 03.65.Yz, 63.20.kd
I. INTRODUCTION
Exploration of spin dynamics and spin decoherence in semi-
conductors is of a great interest in viewof possible applications
in the rapidly expanding field of spintronics and can contribute
to the development of new devices, like logic circuits1,2,
magnetic random access memories3 or spin-transfer nano-
oscillators4. Despite the fact that hole spin states received less
attention in the past due to their sub-picosecond dephasing
time in a bulk GaAs5,6 they turn out to be far more promising
candidates for the spin control in nanostructure-based devices.
Firstly, the reduction of the system dimensionality yields the
coherence time extension up to a few picoseconds in p-doped
quantumwell (QW) systems7–9 which can still be enhanced by
a further carrier localization at low temperatures10–14. More-
over, in cotradiction to electron states, holes do not suffer
from the spin dephasing induced by the contact hyperfine
interaction15. Furthermore, due to the high anisotropy of the
hole g-factor in low-dimensional GaAs, new possibilities of
spin manipulation arise16–18.
Recent investigations of spin dynamics of resident holes
in p-modulation-doped QWs came with a proposal for an
optical spin arrangement scheme10–14. The system is driven
by a circularly polarized, sub-picosecond laser pulse which
excites part of resident holes confined in QW fluctuations to
the trion state. As the light is circularly polarized it couples
only electrons and holes with spins oriented in one direction.
The system is placed in a homogenous in-plane magnetic field
and therefore the excited trion spin undergoes precession and,
as a consequence, recombines with a hole in a random spin
state. Thus, on the average, half of the created trions leave an
inverted hole spin upon recombination. In this manner, one
is able to polarize hole spins in a desired direction.
Our aim is to investigate this spin initialization scheme in
terms of its efficiency as well as of the intrinsic (caused by
the excitation process itself) and phonon-induced hole spin
dephasing. Such decay of coherence may be important in
future applications but it affects also the results of current
experiments19, in particular those based on the resonant spin
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amplification effect13,20,21, where the spin coherence is crucial
for the formation of the observed signal.
It is known22 that under optical excitation spin states can ex-
perience pure dephasing due to a dynamical phonon response
to the transient charge evolution. The spin state, even if not
directly coupled to the reservoir, is affected by an indirect
dephasing through the entangling charge evolution caused by
the optical pulse. In this paper, we show that, indeed, such a
hole spin dephasing process, resulting from the carrier-phonon
interaction, is present in the discussed system. Moreover, we
find that the laser pulse itself causes a considerable amount
of decoherence. Thus, we show that some degree of spin
dephasing is unavoidably built into the initialization scheme.
Both these dephasing processes are of a dynamical nature
and as such cannot be described as a simple exponential tem-
poral decay of coherence characterized by a dephasing time.
To compare it to other processes occurring in systems of this
type one can use the only characteristics available, namely
the total decrease of coherence and the duration of dephas-
ing process which is equal to the laser pulse duration (here,
sub-picosecond). Comparing the latter to timescales of other
relevant processes occurring in discussed system, like the
phonon-assisted23,24 or hyperfine hole-nuclei coupling driven
hole spin relaxation25, electron spin dephasing26–28 or re-
laxation of the positive trion29 (ranging from hundreds of
picoseconds to a few microseconds), we find it to be at least
three orders of magnitude shorter. This fact allows us to con-
sider it separately and treat the dynamical spin dephasing as
instantaneous on the background of the whole optical spin
initialization process. One can therefore think of the dynam-
ically dephased hole spin state as of the initial state for all
other processes occurring in the discussed spin orientation
scheme13.
In this paper, we discuss the dependence of the efficiency
of spin polarization and the degree of spin dephasing on both
carrier system and laser pulse features. We show that the
degree of dynamical dephasing can be on the order of a few
to even tens of percent, depending on the system features,
which makes it highly relevant in comparison with other un-
favourable processes affecting the quality of spin initialization
scheme. We show that the relative magnitude of the phonon-
induced effect, as compared to the intrinsic dephasing and
spin orientation efficiency, changes qualitatively between low
2and moderate temperatures and indicate the optimal control
conditions for minimizing the loss of coherence.
The paper is organized as follows. In Sec. II, we provide
the theoretical framework of the investigated system. Then, in
Sec III we analyze the spin initialization process and discuss
its efficiency. Next, in Sec. IV, we investigate the intrinsic
loss of hole spin coherence due to the optical excitation and
recombination process. Then, in Sec. V we study the phonon-
induced hole spin dephasing. The results of the latter are
given in Sec. VI. Finally, we conclude the paper in Sec. VII.
II. MODEL
We investigate a single p-doped quantum dot (QD), which
can be both a self-assembled QD or a width fluctuation in a
single p-doped QW, forming a so called natural or monolayer
fluctuation QD30, with a resident hole present in it. This
system is optically excited by a short (sub-picosecond)pulse of
circularly polarized laser light. The carrier system is coupled
to a bulk acoustic phonon bath by means of deformation
potential and piezoelectric couplings (the Fröhling coupling
is not considered as only low frequencies are relevant under
the excitation conditions considered here). The Hamiltonian
of the system thus has the form
H = Hc + Hph + Hc−ph + Hlas.
The first term, the Hamiltonian of the confined carrier sub-
system, is
Hc = Et |T ↑〉〈T ↑| ,
with only one relevant trion state taken into account (according
to the selection rules) and the energies of the hole states
|↑〉, |↓〉 set to zero. Here, |↑〉 = h†↑ |0〉, |↓〉 = h
†
↓ |0〉 and
|T ↑〉 = h†↑h
†
↓a
†
↑ |0〉, where h
†
↓/↑ and a
†
↓/↑ are the hole and
electron creation operators with the spin orientation denoted
in the subscript, and Et is the trion energy.
The circularly polarized pumping laser couples only the
two optically active states, which is reflected in the laser
Hamiltonian part
Hlas =
1
2
f (t) ei∆t |↑〉〈T ↑| + h.c.,
where f (t) is the laser pulse envelope, taken to be Gaussian,
f (t) = θ√
2πτ
exp
(
− t
2
2τ2
)
,
with the pulse duration time τ = 600 fs and the pulse area
θ =
∫ ∞
−∞ f (t) dt. ∆ is the frequency detuning from the funda-
mental transition in the system and we use the rotating wave
approximation and the rotating frame picture31.
The system is then coupled to the bulk acoustic phonon
reservoir (which is justified by the similarity of the elastic
properties of the surrounding and the QW material). The
phonons are described by the free phonon Hamiltonian,
Hph =
∑
k,λ
~ωk,λb
†
k,λ
bk,λ,
TABLE I. The GaAs material parameters used in the calculations.
Static dielectric constant εs 12.9
Piezoelectric constant d -0.16 C/m2
Longitudinal sound speed cl 5150 m/s
Transverse sound speed ct1,t2 2800 m/s
Deformation potential:
for electrons σe −7.0 eV
for holes σh 3.5 eV
Crystal density ρc 5350 kg/m
3
and coupled to the carrier subsystem by the interaction Hamil-
tonian Hc−ph
Hc−ph =
∑
k,λ
[Fh (k, λ) (|↓〉〈↓| + |↑〉〈↑|)
+Ft (k, λ) |T ↑〉〈T ↑|]
(
bk + b
†
−k
)
,
where b
†
k,λ
and bk,λ are phonon creation and annihilation
operators, ωk,λ is the phonon frequency and λ denotes the
phonon branch (denoted l and t1, t2 for the longitudinal and
the two transverse branches, respectively). The coupling con-
stants Fh (k, λ) and Ft (k, λ) = 2Fh (k, λ) − Fe (k, λ) include
the deformation potential and piezoelectric couplings,
Fe/h (k, λ) =√
~
2NVρc
(
ideMλ (k)
ε0εs
√
ωk,λ
+ δλlσe/h
√
k
cl
)
Fe/h (k) ,
where d is the piezoelectric constant, εs is the static dielectric
constant, σ is the deformation potential, ρc is the material
density, cλ is the speed of sound, V is the unit cell volume,
N is the normalization constant, δij is the Kronecker delta,
Fe/h =
∫ ∞
−∞
d3rψ∗
e/h
(®r ) eikrψe/h (®r )
is the formfactor32 and Mλ (k) are
Ml(θ, φ) = 3
2
sin 2θ cos θ sin 2φ,
Mt1(θ, φ) = sin 2θ cos 2φ,
Mt2(θ, φ) = (3 sin2 θ − 1) cos θ sin 2φ
in the phonon polarization basis
eˆl,k = (cos θ cos φ, cos θ sin φ, sin θ),
eˆt1,k = (− sin φ, cos φ, 0),
eˆt2,k = (sin θ cos φ, sin θ sin φ,− cos θ).
The parameter values are presented in Tab. I.
The Hamiltonian of the system under consideration in the
absence of the laser field can be exactly diagonalized by
application of unitaryWeyl operators performing the transition
into the polaron picture33,34
Wh/t = exp
[∑
k,λ
(
Fh/t (k, λ)
~ωk,λ
b
†
k,λ
−
F∗
h/t (k, λ)
~ωk,λ
bk,λ
)]
.
3The transformation operatorW for the two level system |↑〉,
|T ↑〉 is constructed as
W = (|↑〉〈↑| + |↓〉〈↓|)Wh + |T ↑〉〈T ↑| Wt.
Application of the W operator on the full optically driven
system cancels the original carrier-phonon interaction, Hc−ph,
and yields the transformed laser Hamiltonian part
H˜las =WHlasW
† ≃ Hlas + V, V = S ⊗ R, (1)
where
S = − i
2
f (t) |↑〉〈T ↑| ei∆t + h.c., (2)
R = i
∑
k,λ
f ∗
k,λ
~ωk,λ
(
bk,λ − b†−k,λ
)
. (3)
Here fk,λ = [Fh (k, λ) − Ft (k, λ)] /~ωk,λ and only terms up
to the linear order in fk,λ are kept in Eq. (1). In this represen-
tation, there is no direct carrier-phonon interaction in place
of which the phonon-assisted hole-trion optical transitions
appear explicitly. These terms induce phonon response to
spin-dependent charge evolution and lead to dephasing of the
spin superpositions, as will be described in detail in Sec. V.
III. SPIN ORIENTATION
Before we discuss the magnitude of the dephasing effects,
we need a quantitative characteristics of the spin orientation
itself. This is derived in this section.
The evolution of the density matrix of the carrier system
under the optical excitation in the absence of phonons can be
described perturbatively in the second order Born approxima-
tion in the interaction picture. The final state is
ρ (∞) ≃ρ0 − i
~
∫ ∞
−∞
dτ [Hlas (τ) , ρ0] (4)
− 1
~2
∫ ∞
−∞
dτ
∫ τ
−∞
dτ′ [Hlas (τ) , [Hlas (τ′) , ρ0]] ,
where ρ0 is the initial density matrix with arbitrary occupa-
tions p↑ = p
(0)
↑ , p↓ = p
(0)
↓ for spin-up and spin-down holes,
respectively, and pT = 0 for spin-up trions. Immediately after
the excitation the occupations are p↑ = p
(0)
↑ (1 − 2q), p↓ = p
(0)
↓ ,
pT = 2qp
(0)
↑ , where
q =
1
8~2
 fˆ (∆)2 (5)
and
fˆt (ω) =
∫ t
−∞
dτ f (τ) eiωτ .
Thus, q is proportional to the pulse power at the frequency
ω = ∆. Due to the in-plane magnetic field, the trion spin
undergoes precession and recombines with a random hole
spin. Therefore, on the average half of the trions leave an
inverted hole spin after recombination. This yields the final
relaxed state with no trions present and hole occupations equal
to p↑ = p
(0)
↑ (1 − q) and p↓ = p
(0)
↓ (1 − q) + q.
We introduce the spin polarization P for the final state
P =
p↓ − p↑
p↑ + p↓
= P0 + q (1 − P0) ,
where P0 = p
(0)
↓ −p
(0)
↑ is the initial spin polarization. It is clear
that q = 1 corresponds to the full spin polarization, hence q
can be interpreted as the optical spin orientation efficiency.
Through its dependence on the pulse power, q is proportional
to θ2.
There are two contributions to the loss of spin coherence
during the optical orientation process. One, which we refer
to as intrinsic, results from the optical excitation and recom-
bination, that is, it is related to the orientation mechanism
itself. The other contribution is an effect of the coupling to
phonons. These two contributions are discussed in Secs. IV
and V, respectively.
IV. INTRINSIC DECOHERENCE
Here, we calculate the degree of the intrinsic loss of co-
herence for the discussed spin initialization scheme, namely,
the change in coherence due to the laser pulse itself without
presence of phonons. Again, we use the second order Born
approximation for the density matrix evolution. The object
of our interest is the absolute value of the final hole spin
coherence. From Eq. (4) one finds
|〈↓| ρ (∞) |↑〉 | = |(1 − ξ) 〈↓| ρ0 |↑〉 |
≃ (1 − Re ξ) |〈↓| ρ0 |↑〉 | ,
where
ξ =
1
4~2
∫ ∞
−∞
dτ
∫ τ
−∞
dτ′ f (τ) f (τ′) ei∆(τ−τ′).
The real part of ξ is
Re ξ =
1
8~2
∫ ∞
−∞
dτ
∫ τ
−∞
dτ′ f (τ) f (τ′) cos (i∆ (τ − τ′))
=
1
8~2
 fˆ∞ (∆)2 = q,
where the parity of f (t) was used. The degree of the intrin-
sic decoherence is thus equal to the relative spin orientation
efficiency. Since both are proportional to θ2, one obviously
cannot avoid the loss of coherence by a pulse power adjustment.
While unitary spin control may lead to a growth of coherence,
the discussed initialization procedure always comes with an
inherent decoherence.
4V. PHONON-INDUCED DEPHASING
Assuming the pulse area to be small, i.e., the angle of
rotation of the state in the Hilbert space induced by it is small,
we treat the interaction V given by (1) perturbatively taking
the pulse area θ as a small parameter. As we are interested in
the phonon-induced decoherence of the resident hole spins we
investigate how the corresponding off-diagonal density matrix
element changes due to the phonon-induced dephasing. The
calculations are carried out in the second order approximation
with respect to V32.
Assuming the system to be initially in the product state,
̺ (−∞) = ρ0 ⊗ ρT (with ρT being the thermal equilibrium
distribution of phonon modes), we start with the evolution
equation for the full system density matrix ˜̺ (t) in the inter-
action picture with respect to Hlas,
˜̺ (t) ≃ ˜̺0 + 1
i~
∫ t
−∞
dτ [V (τ) , ̺ (−∞)]
− 1
~2
∫ t
−∞
dτ
∫ τ
−∞
dτ′ [V (τ′) , [V (τ′′) , ̺ (−∞)]]
(6)
where V (t) is the interaction Hamiltonian in the interaction
picture with respect to Hlas.
Taking the trace over the phonon reservoir degrees of free-
domwe get the reduced densitymatrix of the carrier subsystem
in the Schrödinger picture
ρ (t) = U (t)TrR ˜̺ (t)U† (t) ,
where U (t) is the evolution generated by Hlas.
Upon substituting for ˜̺ (t) from Eq. (6), the first term of
ρ (t), ρ(0) (t) = U (t) ̺0U† (t), obviously gives the unperturbed
evolution, while the second one vanishes as it contains the
thermal average of an odd number of phonons. Finally, the
last term is the perturbative second order correction to the
reduced density matrix. After substituting V from Eq. (1) into
Eq. (6) and defining the frequency dependent operators
Y (ω) = 1
~
∫ ∞
−∞
dtS (t) eiωt (7)
the expression for ρ after the laser pulse takes the form
ρ (t) = U (t) ρ0U† (t) + ∆ρ,
with the phonon-induced correction
∆ρ =
∫ ∞
−∞
dω
ω2
R (ω)U (∞)
(
Y (ω) ρ0Y† (ω)
−1
2
{
Y† (ω)Y (ω) , ρ0
})
U† (∞) ,
(8)
where
R (ω) = 1
~2
∑
k,λ
 fk,λ 2 |nB (ω) + 1| δ (|ω| − ωk,λ )
is the phonon spectral density.
Using Eq. (7) with the explicit form for S from Eq. (2) one
finds
Y =
i
2
fˆ∞ (ω − ∆) |T ↑〉〈↑| + h.c., (9)
where fˆt (ω − ∆) is the pulse spectrum shifted by the detuning.
Substituting this to Eq. (8) and keeping only terms up to
the second order in θ we arrive at the solution for the spin
coherence after the pulse
〈↓| ρ (∞) |↑〉 = 〈↓| U (∞) ρ0U† (∞) + ∆ρ |↑〉
≃ (1 − w) 〈↓| ρ(0) (∞) |↑〉 ,
where
w (∆) = 1
8
∫ ∞
−∞
dω
R (ω)
ω2
 fˆ∞ (ω − ∆)2 (10)
can be interpreted as the degree of the phonon-induced de-
phasing. Thus the degree of dephasing is proportional to the
overlap between the phonon spectral density and the Gaussian
power spectrum of the laser pulse shifted in the frequency
domain by the detuning. According to Eq. (10), the phonon-
induced dephasing scales with the square of the pulse ampli-
tude, θ2. This seems intuitively reasonable if one considers
the growing efficiency of phonon generation by the driving
field35. Clearly, the degree of dephasing is correlated with the
amount of perturbation in the environment (here the genera-
tion of non-thermalphonons) via the "which path" information
transfer34.
In what follows, we focus on w as a measure of spin-
mediated dephasing in the system and investigate its depen-
dence on the laser pulse detuning, w (∆), as compared to the
efficiency of the spin initialization and to the intrinsic contri-
bution to dephasing for various system parameters covering
both self-assembled and interface fluctuation QD systems.
In the numerical calculation of w, the electron and hole
wave functions were modeled by Gaussians
ψe/h (r) = π−
3
4
(
lzle/h
)−1
e
− 1
2
(
r⊥
le/h
)2− 1
2
(
ze/h
lz
)2
with lz and le/h being the wave function localization widths in
the growth direction and in the sample plane for electron and
hole respectively. We introduce the parameter d = |ze − zh |,
which is used as a measure of wave functions separation in
the growth axis.
VI. RESULTS
As we have seen, the intrinsic loss of coherence in the op-
tical orientation process is equal to the achieved orientation
effect. The phonon-induced contribution is therefore of more
interest. Here, we present the results on the phonon-induced
dephasing as a function of the system parameters and ori-
entation conditions and then compare them to the intrinsic
contribution and orientation efficiency.
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FIG. 1. (Color online) The phonon spectral density, R (ω), with its
DP (left panels) and PE (right panels) contributions for exemplary
systems: three sizes of a self-assembled QD (upper panels) and
fluctuation QDwith various electron spread volumes (bottom panels).
In the upper left panel, the pulse power spectrum | fˆ∞ (ω − ∆) |2 is
plotted with grey dash-dotted line for an arbitrary pulse area θ and
detuning ~∆ = 10 meV, at T = 1 K.
The phonon spectral density is shown in Fig. 1 for two
typical systems imitating a self-assembled QD (similar, rela-
tively strong confinement for electrons and holes, le≈lh) and a
fluctuation one (electron weakly confined, le≫lh) in the upper
and lower panels, respectively. The DP and PE contributions
are shown separately. Additionally, we plot the pulse power
spectrum (grey dash-dotted line). For self-assembled QDs,
the PE interaction occurs to be negligible, while it can give a
significant contribution in fluctuation QDs with the maximum
coupling for phonons at ω ≈ 2 meV. The DP coupling has
its maximum for ω ≈ 5 meV. The pulse power spectrum
| fˆ∞ (ω) |2 is much narrower than the spectral density so one
can expect that w (∆) given by (10) will resemble the shape of
R (ω). Since the phonon-induced dephasing is proportional
to θ2, in the following discussion we will plot the value of
w/θ2, which is independent of the pulse area.
The resulting degree of phonon-induced dephasing for two
sets of system parameters that correspond to self-assembled
and interface fluctuation QDs is shown in Fig. 2 and Fig. 3,
respectively. One can observe strong dependenceof the degree
of dephasing on the laser detuning. In all the cases, at low
temperture (T = 1 K), the decoherence is suppressed by the
negative detuning larger than about 5 meV and approximately
two times greater positive one. In Fig. 2, we show separately
plotted contributions from the piezoelectric and deformation
potential couplings to the global effect for a few hole and
electron wave function localization widths with a set lh/le
ratio equal 0.8. This corresponds to a self-assembled QD
system, where both carriers are well confined in comparable
volumes. One can notice the strong dependence of the effect
on the QD size: the more the carriers are confined the stronger
the dephasing, reaching several percent for the confinement
typical for, e.g., a self-assembled InAs/GaAs and detunings of
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FIG. 2. (Color online) The deformation potential (dotted green line)
and piezoelectric (dashed blue line) coupling contributions to the
phonon-induced dephasing as a function of the laser detuning for a
different in-plane wave function localization widths with lh = 0.8 le
imitating carriers well confined in a self-assembled QD. In the bottom
right panel the wave function separation in the growth axis set to
d = 1 nm. The solid red line is the sum of the two contributions.
Calculations for T = 1 K.
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FIG. 3. (Color online) The deformation potential (dotted green line)
and piezoelectric (dashed blue line) coupling contributions to the
phonon-induced dephasing as a function of the laser detuning for
the hole wave function size lh = 10 nm but with varying electron
confinement for an interface fluctuation QD. The solid red line is
the sum of the two contributions. In the top right panel the wave
function separation in the growth axis is set to d = 0.5 nm. All
calculations for T = 1 K.
a fewmeV, resonant with the effectively most strongly coupled
phonons (see Fig. 1). The lower right panel shows that a small
carrier separation along the growth axis, d = 1 nm, lowers the
total dephasing value due to reduced DP contribution while
an increase of the PE part is observed.
Fig. 3 shows the degree of phonon-mediated dephasing for
the interface fluctuation QDs. We start with a result for a sam-
ple in which the hole and electron wave functions are spread
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FIG. 4. (Color online) The dependence of the total phonon-induced
dephasing on the temperature for two sets of parameters reflecting a
typical self-assembled QD (left panel) and a fluctuation QD (right
panel).
over a comparable volume (both types of carriers confined in-
side a large QD) and then gradually stretch the electron wave
function in the in-plane direction to simulate the natural QD
system with heavy holes strongly confined on the potential
fluctuation and electrons loosely bound to them. With this
transition, the competition between the contributions fromDP
and PE couplings takes place with the PE interaction dom-
inating for natural QDs (le ≫ lh) while the total value of
the degree of dephasing declines. This can easily be under-
stood because the PE interaction grows with the carrier spatial
displacement that suppresses charge compensation. Overall,
for a fluctuation QD, the PE coupling contributes much more
to the phonon ultrafast dephasing than in the case of a self-
assembled dot. The drop of the total effect for fluctuation QDs
is connected with the raising spread of carrier wave functions.
Additionally, the effect of a small, d = 0.5 nm, displacement
between electron and hole wave functions along the growth
axis is studied with its result shown in the top right panel.
One can notice a small rise of the PE contribution due to a
further charge separation.
Fig. 4 presents how the phonon-induced dephasing scales
with temperature. For both sets of parameters (imitating car-
riers confined in a self-assembled QD and the natural QD
system), one can observe some increase of the degree of de-
phasing as the temperature grows. The effect of temperature
is relatively larger in the case of fluctuation-likeQDs. For sys-
tems of both types the phonon-induced dephasing is enhanced
by the temperature (switching on phonon absorption) more on
the negative detuning side, while its slope far on the positive
side remains unchanged. In the case of a self-assembled QD
at T = 1 K the maximum of the degree of dephasing is at
roughly 5 meV detuning. For the resonant excitation one gets
approximately 4% degree of dephasing and a small negative
detuning of about 2 meV is needed to reduce it below the level
of 1%. At higher temperatures the maximum shifts slightly
and, which is more interesting, a secondary peak appears on
the negative detuning side. Having in mind that the orientation
efficiency drops with detuning, one finds the local minimum
at less than 1 meV negative detuning to be a candidate for
the optimal excitation condition at higher temperatures. For
a fluctuation QD, the dependence of the degree of dephas-
ing becomes more symmetrical with rising temperature. The
10-3
10-2
10-1
100
101
102
w
/q
T = 1 K
4 K
8 K
16 K
le = 5 nm
lh = 4 nm
T = 1 K
4 K
8 K
16 K
le = 80 nm
lh = 10 nm
10-3
10-2
10-1
100
101
102
-10 -5 0 5
h-∆  (meV)
T = 1 K
4 K
8 K
16 K
le = 10 nm
lh = 8 nm
-10 -5 0 5
T = 1 K
4 K
8 K
16 K
le = 40 nm  lh = 10 nm
FIG. 5. (Color online) The ratio of the degree of phonon-induced
dephasing to the initialization efficiency, w/q, as a function of the
laser detuning for various temperatures. The left panels contain the
plots for two sizes of a self-assembled QD. In the right panels a
fluctuation QD.
maximal value, roughly equal to the value for the resonant
excitation, shifts even more towards zero detuning and varies
from about 1% at T = 1 K to above 5% at T = 32 K.
The results presented above show that the phono-induced
dephasing decreases for detuned pulses which might suggest
that increasing the detuning is a way to retain more coherence
while orientationg the spins. It is clear, however, that the
efficiency of spin orientation also decreases for detuned pulses.
A reasonable figure of merit is the ratio of the phonon-induced
loss of coherence, w, and the orientation efficiency q. Since
both w and q are proportional to θ2 this quantity does not
depend on the pulse area. Moreover, since the relative intrinsic
dephasing is equal to q the ration w/q simultaneously yields
information on the relative importance of the two dephasing
channels.
Fig. 5 presents the dependence of w/q on the laser detuning
for different sizes of both self-assembled and fluctuation QDs
at various temperatures. For systems of both types at low
temperature the negative detuning is always favorable in view
of the decreasing w/q ratio. The maximal value of detuning
to be used can be estimated from the dependence of q on
the detuning for a desired efficiency level. With the rise of
temperature there is a qualitative change: a minimum of w/q
appears at a low negative detuning, yielding the condition for
an optimal excitation. It is placed at about−2.5meVatT = 8K
and is shifted towards zero detuning with rising temperature.
The w/q values within (0.1 − 0.01) are achievable at this
temperature. For the fluctuation QDs the slope in vicinity of
the minimum is small, therefore in such systems the condition
for the optimal excitation is less strict.
7VII. CONCLUSIONS
We have investigated the recently proposed spin initializa-
tion scheme10,13,14 from the point of view of its efficiency and
the amount of dephasing unavoidably built into the process.
We have identified two channels of spin dephasing: one in-
trinsic, related to the initialization scheme itself, and other one
resulting from coupling to phonons. Both contributions are
proportional to the optical pulse power. Since the efficiency of
spin orientation shows the same dependence, there is a fixed
proportionality relation between the achieved orientation ef-
fect and the incurred dephasing, thus the loss of coherence
cannot be effectively reduced by using weak excitation. The
decoherence caused by the excitation process itself is equal to
the obtained optical spin orientation efficiency and drops down
with the increase of the laser detuning, equally for positive and
negative. The phonon-induced dephasing dominates over the
latter in the positive detuning range (greater that a few meVs)
at low temperatures (a few K). At higher temperatures there
is a closed range of detuning values shifted to the negative
side for which the phonon-induced effect is weaker.
The investigation of the ratio of the phonon-induced de-
phasing to the spin orientation efficiency yields the conditions
for an optimal optical excitation. At low temperatures (a few
K) the negative detuning is always advantageous. With the
rise of temperature a strict condition for the minimal value of
w/g arises making the small negative detuning (a few meVs)
most favourable.
While the pulse-driven dephasing is independent of the
sample details, the strength of the phonon-induced dephasing
depends critically on the confinement size of the carriers as
well as on the displacement between the electron and the hole.
Our results are applicable both to self-assembled QD systems
and natural (fluctuation QD) ones where the phonon-induced
effect is less important. The degree of dephasing associated
with reasonable polarization efficiency via the discussed ini-
tialization method is at least on the order of a few percent,
which is large from the point of view of quantum computing
applications. The occurrence of a comparable degree of such
an ultrafast hole spin dephasing in similar system have been
shown experimentally13.
While our considerations referred to a p-doped system,
motivated by recent experiments10,13,14, all the derivations
and statements about the dynamical dephasing made by us
are applicable also for systems with resident electrons36–38.
The excitation process, regardless of the type of resident
charge present in the system, consists of creating an addi-
tional electron-hole pair hence the phonon-induced dephasing
effect is symmetric with respect to the type of the resident
carrier.
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