We describe a novel approach to refractive-index reconstruction in two-dimensional systems with no special symmetry, based on observation of traces of rays that travel through the optical system. The mathematical model of ray-tracing analysis is presented in detail, and both the analytical and numerical solutions are given. Methods of data processing in the presence of experimental errors are developed and applied to model problems.
Introduction
The problem of reconstructing refractive-index distribution of inhomogeneous optical media arises in many areas of research, such as optical fiber profiling, [1] [2] [3] [4] [5] diagnostics of planar waveguides, 6, 7 plasma diagnostics, and analysis of crystalline lenses. 8 In the case in which the analyzed system possesses circular or elliptic symmetry, the problem is well studied, and the methods of solution are based on the transformation of the measured optical path 1, 2, 4, 9 or the deflection angle 5, 8, 10 into the refractive-index profile. For the systems without symmetry, several methods based on computer tomography 10, 11 and spherical aberrations 12 have been reported. In this paper we present a novel, highly precise approach to the problem of nondestructive diagnostics of asymmetric objects, which is based on observation of the traces of thin coplanar laser beams ͑rays͒ that travel through the optical system. We call this method the ray-tracing analysis.
In ray-tracing experiments, a set of rays is passed through a region for which the refractive index is to be found ͑Fig. 1͒. We refer to this set of rays as sampling rays. The traces of the sampling rays are visible because of scattering and can be registered and digitized. The positions of the points that form sampling rays are then used to compute the distribution of the refractive index by the mathematical methods described below.
Ray-tracing analysis has been applied to nondestructive diagnostics of planar waveguides. 6, 7 It can also be applied to the analysis of three-dimensional optical systems with cylindrical symmetry, for which the refractive index varies with the spatial coordinates ͑ x, y, z͒ such as n ϭ n͑r, z͒, r 2 ϭ x 2 ϩ y 2 . For such systems the variation of the index is essentially a two-dimensional problem.
Unlike some other methods, an advantage of the ray-tracing analysis is that it does not assume any particular model of the refractive index. However, the numerical problem of determining index distribution from measured ray path data is illconditioned, and the result can be sensitive to noise in the data. In this paper we present methods both to regularize the problem and to obtain a quantitative indication of the level of experimental accuracy that would be required for the ray-tracing data to achieve a given desired accuracy in the refractive index.
Mathematical Model
In terms of geometric optics, the propagation of light in an optical media is described by the eikonal equation 13
where S͑r͒ denotes the optical path and n͑r͒ is the refractive index in a point r ϭ ͑x, y, z͒. The function S͑r͒ is called the eikonal. The surfaces S͑r͒ ϭ const are called the wave fronts. The geometric light rays may be defined as the orthogonal trajectories to the wave fronts. They are regarded as oriented curves whose direction coincides everywhere with the direction of the average Poynting vector ͑for isotropic media 13 ͒. The position vector r of a point on the ray path satisfies the ray equation
where ds denotes an element of the ray path. When n͑r͒ is not continuous, Snell's law n͑r 1 ͒ sin 1 ϭ n͑r 2 ͒ sin 2 is used in conjunction with the locality principle 14 : namely that reflection and refraction proceed in such a manner as if the incident wave were plane and the curvilinear boundary were replaced by a tangent plane at the point of incident. Here 1 and 2 are the angles that the incident and refracted rays make with the normal to the tangent plane.
Consider a two-dimensional inhomogeneous optical medium with smooth refractive index n ϭ n͑ x, y͒. We assume that the rays r͑s͒ ϭ ͓x͑s͒, y͑s͔͒ allow the unique parameterization y ϭ y͑ x͒, which is valid for modest variations of n. With this assumption, Eq. ͑2͒ can be rewritten ͑see Appendix͒ as
where w͑ x, y͒ ϭ ln͓n͑ x, y͔͒. Using Eq. ͑3͒ two problems may be formulated: the direct and the inverse problem. In the direct problem the refractive index is given, and Eq. ͑3͒ determines the rays y ϭ y͑ x͒ that would travel through such an optical medium. This problem is also known as the problem of ray tracing, and fast and accurate methods of its solution are given elsewhere ͑see, e.g., Ref. 15 and references therein͒.
The inverse problem can be studied as follows: Suppose one observes a family of sampling rays, parameterized by h,
which covers a planar area G with unknown refractive index, such as in Fig. 1 . The problem is to determine the refractive index n͑x, y͒ by use of this information.
Provided that the function Y͑x, h͒ satisfies the following conditions, the solution for n͑x, y͒ exists: We defer the discussion of uniqueness of the solution.
The first and the third conditions that guarantee the existence of the solution imply that Y͑ x, h͒ is a sufficiently smooth function, while the second condition implies that the sampling rays cover all G and, very important, do not intersect in G. That is, the equation h ϭ h͑ x, y͒ has a unique solution for every ͑ x, y͒ ʦ G.
It is convenient to rewrite Eq. ͑3͒ in the following form:
where
Equation ͑5͒ is equivalent to the following system of ordinary differential equations, whose solutions are called characteristics of Eq. ͑5͒:
The characteristics have a direct physical interpretation: The solutions of the first equation x ϭ x͑ y͒ determine the wave fronts ͑the curves orthogonal to the rays͒, and the second equation determines the refractive index on the wave fronts. Thus, the inverse problem can be solved by solving the system of ordinary differential equations ͓Eqs. 7͑a͒ and 7͑b͔͒ with initial conditions to be given below.
Analytical Solution
The analytical solution for the inverse problem was first given in a series of papers in Russian by Mikaelian ͑see Ref. 16͒ . We briefly present the results. According to Ref. 16 , the general analytical solution of the inverse problem for a large class of ray families can be reduced to a calculation of integrals. Let the function h͑ x, y͒ be given by a product of functions g͑ x͒ and f ͑ y͒: h͑ x, y͒ ϭ g͑x͒ f͑y͒. Then from Eqs. ͑6͒ and ͑7͒ we have
which can be integrated by a separation of variables to give
where C 1 is an arbitrary constant. Denote by S the sum of both integrals. The first solution of the system ͓Eqs. ͑7͔͒ may be written in the form S͑ x, y͒ ϭ C 1 , and S͑ x, y͒ is therefore a wave front. Let x ϭ X͑ y, C 1 ͒ be the solution of Eq. ͑7a͒. Then Eq. ͑7b͒ can be integrated:
The general solution may be written in the form T͑C 1 , C 2 ͒ ϭ 0, and the refractive index n͑ x, y͒ is given explicitly by
where ⌽͓S͑x, y͔͒ is an arbitrary function. A particular consequence of Eq. ͑10͒ is that the ray traces do not determine the refractive index uniquely but up to an arbitrary function of wave fronts. Therefore, if the solution to the inverse problem exists, the problem has infinitely many solutions.
The latter statement is also valid for an arbitrary family of rays, according to the principle of inhomogeneous media similarity. 16 Consider inhomogeneous optical media with n 1 ϭ n 1 ͑r͒. The wave fronts are given by the equation S͑r͒ ϭ const. The wave fronts would remain the same if we write the former equation in the form ͓S͑r͔͒ ϭ const, with being an arbitrary C 1 function with monotone growth. Substituting S͑r͒ in the eikonal Eq. ͑1͒, we have
Denote Ј͓S͑r͔͒ by ⌽͓S͑r͔͒. The former equation now takes the form n͑r͒ ϭ n 1 ͑r͒⌽͓S͑r͔͒, where ⌽ Ͼ 0 is an arbitrary function. Consequently, the rays ͓Eq. ͑4͔͒ determine the refractive index up to an arbitrary function of wave fronts. The reason we obtained infinitely many solutions is that on a given wave front the refractive index may be determined up to an arbitrary constant C. For every wave front this constant is different, so that the solution on one wave front does not depend on the solution on another wave front. Suppose now that on a wave front S͑ x, y͒ ϭ C 1 there is one point at which the refractive index is known. Then the refractive index on this wave front is determined uniquely, which follows from the uniqueness of the solution for ordinary differential equations. If every wave front in G contains exactly one point with a given refractive index, n͑ x, y͒ is determined uniquely in G. In practice, the index is known on the boundary of region G.
As a specific example, consider a family of ray paths given by h͑ x, y͒ ϭ sin h͑ y͒͞sin͑ x͒. Equation ͑8͒ yields the following equation for wave fronts:
The function F͑ x, y͒ in Eq. ͑7b͒ may be obtained from Now the general solution of the system ͓Eqs. ͑7͔͒ can be written in the form
where ⌽ is an arbitrary function. In particular, when n does not depend on x, it corresponds to a well-known solution for the Selfoc waveguides, n͑ y͒ ϭ n͑0͒ cosh͑ y͒ , also called the Mikaelian lens. 16 Consider now an optical medium whose refractive index is piecewise smooth. The simplest example of such a system is an optical medium G with a smooth refractive index placed into another medium H whose refractive index is also smooth ͑Fig. 1͒. It can be a thick lens in air, a crystalline lens of the eye in water, a waveguide in matching oil, and so forth. As we mentioned above, the ray traces satisfy Eq. ͑3͒ in the smooth parts of the system and Snell's law on discontinuities. Consequently, the rays are smooth in G and H but are not differentiable on the boundary ‫ץ‬G. The method of ray-tracing analysis can be applied separately to G and to H provided that inside each medium conditions ͑1͒-͑3͒ hold and the refractive index is specified on all boundaries ‫ץ‬G ഫ ‫ץ‬H. The refractive index on the boundaries can be found either by direct measurement, such as in Ref. 17 , or, when the boundary is not accessible, by Snell's law. In the latter case, the index must be known in the outer part of the system, H, and so must be the slopes of the rays in H and in G near ‫ץ‬G. The computation of the index in H does not require its knowledge or ‫ץ‬G, but on the outmost boundary ‫ץ‬H, and this can be done by direct measurement. 17 No matter how many media are put one into another, the computation of the
Therefore the ray-tracing analysis of media with discontinuities is reduced to consecutive analysis of its smooth parts.
Numerical Solution and Treatment of Noisy Data
The experimental data are represented in digital form as a set of points on the sampling rays:
where x ij is the abscissa of the ith point on the ray j, y ij is the ordinate of this point, N j is the number of registered points on the ray j, and M is the number of sampling rays. We also assume that the index function w͑ x, y͒ ϭ ln͓n͑ x, y͔͒ is known on the boundary ‫ץ‬G and that all the points in Eq. ͑11͒ belong to the interior of G. The solution of the general problem given by Eqs. ͑7͒ is performed in two steps. In the first step the functions C͑ x, y͒ and F͑ x, y͒ are computed from the experimental data given by Eq. ͑11͒, and in the second step the system ͑7͒ is solved. As Eq. ͑7a͒ does not depend on w explicitly, it can be integrated separately from Eq. ͑7b͒, and this allows one to develop an efficient algorithm to compute the solution with only the values of C͑ x, y͒ on the rays, that is, C͓ x, Y͑ x, h͔͒. This results in a set of points ͕͓ y j , X͑ y j ͔͒, j ϭ 1, . . . , M͖, which are the points of intersection of the sampling rays with a given wave front. Then the values of F͑ x, y͒ are computed in these points, and Eq. ͑7b͒ may be integrated by any method of numerical integration. A precise and computationally efficient method is to interpolate the values ͕ y j , F͓X͑ y j ͒, y j ͔͖ jϭ1 M with a cubic spline and to compute w͓X͑ y͒, y͔ as the integral of the spline plus boundary conditions. This approach does not require knowledge of C͑ x, y͒ and F͑ x, y͒ at every point of G but only on the rays and thus has modest requirements for computer memory and speed. The integration of a cubic spline has fourth-order precision ͑with respect to the distance between two neighboring rays͒, and the wave front can be determined with second-order precision.
The method of ray-tracing analysis is stable with respect to errors in the boundary conditions. Because on the wave front x ϭ X͑ y͒ the logarithm of the refractive index is given by w͓X͑ y͒, y͔ ϭ Implementation of the described technique, applied to the set of 40 sampling rays with 30 -100 registered points on each, results in very good agreement of the reconstructed refractive index with the model used for ray tracing. In Fig. 2 we present a plot of computed refractive index, which is virtually indistinguishable from the model used to produce the ray path data ͓Eq. ͑11͔͒, namely,
G is given by the intersection of two circles with centers in ͑Ϫ0.3, 0͒ and ͑0.5, 0͒, and with radii ͑1 ϩ 0. , respectively, as given in Fig.  3 . The maximum error of reconstruction is 0.0024 with the average error 0.00021. Note that the chosen n͑ x, y͒ has a lumpy inhomogeneous structure that may be present in ocular lenses. Now we turn to the most difficult part of the solution: computation of C͑ x, y͒ and F͑ x, y͒ in Eqs. ͑7͒ from noisy experimental data. These functions are expressed in Eq. ͑6͒ through the first and the second derivatives of the measured ray path function Y͑ x, h͒ given by a table of its noisy values. The problem of numerical differentiation is an ill-conditioned problem, which makes the reconstruction of the refractive index ill-conditioned as well. The regularization of data, inevitable for numerical differentiation, must, on the one hand, be sufficiently strong to remove the oscillations in the second derivative caused by the noise and, on the other hand, be flexible enough to characterize variations of the function Y͑ x, h͒. In Eqs. ͑7͒ we have proposed the use of constrained smoothing splines for the generalized Luneburg lens index reconstruction. This approach takes into account the specific structure of the Luneburg lens. The a priori knowledge that the analyzed preform is somewhat similar to the Luneburg lens allows one to impose adequate restrictions on the second derivative of the spline and thus to obtain a high-quality solution.
In general cases, when the refractive index is an arbitrary function, one may use smoothing splines without restrictions, but the price for spline flexibility is considerable loss of precision. Furthermore the traditional methods for choosing a smoothing parameter, such as the generalized cross validation and a true mean-square method, 18, 19 systematically oversmooth the solution. All these methods give splines that can hardly be distinguished from the true solution when plotted, but which fail to approximate well the second derivative. We recall that the smoothing parameter plays an important role in the theory of splines and controls the trade-off between the requirements of smoothness and the goodness of fit. Excessively large values of the smoothing parameter lead to oversmoothing while values that are too small lead to oscillations of the spline.
We have found that the best results are obtained with smoothing splines of 5th degree when the smoothing parameter p is so small that oscillations of the spline are not completely canceled. Such a selection can be done by solving
where S is the spline of degree 2mϪ1, which minimizes
where x i , y i are data points from Eq. ͑11͒ ͑the index j is suppressed here͒, p is the smoothing parameter, and C is a prescribed value. The idea is to select C to be slightly bigger than the estimated L ϱ Ϫ norm of the true ͑2m Ϫ 2͒th derivative of the ray and thus to prevent the spline from oversmoothing.
Because this method does not completely cancel oscillations caused by random noise in the data, the resulting refractive index also contains some randomness. The next step consequently is to perform index reconstruction with different sets of sampling rays and to average the results. This allows us to make a posteriori error analysis and to compute the confidence intervals for the resulting refractive index. To cancel possible systematic errors, the use of sampling rays with different initial slopes is recommended, that is, rotation of the analyzed optical system.
In Fig. 4 the results of model calculations of raytracing analysis are presented. First, several sets of sampling rays were obtained by ray tracing with pseudorandom Gaussian noise added to the ordinates of the points ͓Eq. ͑11͔͒ to simulate experimental uncertainties ͑Fig. 3͒. The number denotes the standard deviation of the noise, and, because the units are selected in a way that the characteristic size of the system is of an order of 1, the value 1͞ may also be interpreted as the signal-to-noise ratio.
The noisy sampling rays were used to reconstruct the refractive-index distribution. Then the refractive indices that correspond to different sets of sampling rays were averaged and compared with the refractive index used for ray tracing. It can be seen that our method correctly reconstructs the shape of the refractive index. An adequate precision can be achieved when experimental errors are sufficiently small, of an order of 0.1% of the measured values. Consequently, the readings of the positions of sampling rays must be performed with high accuracy. In this context, the finite width of sampling rays and the resolution of the measurement device may limit the attainable precision. In our simulations we selected the noise level that seems to model the actual measurement errors, and these rays are plotted in Fig. 3 . For rather homogeneous refractive indices the results are most satisfactory. For reconstruction of highly inhomogeneous structures, such as in Fig. 2 , additional accuracy of data is needed, because in this case the second derivative of the rays has a more complicated form. In this case, precision similar to that in Fig. 4 was obtained when the standard deviation of the noise was three times smaller. The ray paths used for reconstruction are shown in Fig. 5 , and the results of index reconstruction are presented in Fig. 6 .
Conclusion
The ray-tracing analysis represents a powerful alternative to the methods based on inversion of measured optical path or deflection angle. It does not require circular or elliptic symmetry of the optical system and thus is applicable to a much wider class of problems. The precision of this method of reconstruction is comparable with that of methods applicable only for symmetric systems. The method is much more sensitive to the measurement errors because it involves the solution of an ill-conditioned problem. Traditional methods of data regularization systematically oversmooth the solution. On the grounds that an unknown systematic error is much worse than a random error, we undersmooth noisy data and then average the results of several experiments. This allows us to perform a posteriori error analysis and to determine the confidence intervals. For a given experimental noise level, there is a natural limit on the precision of determination of the value of the refractive index. This is not a serious concern at the moment because the experimental errors in determining boundary conditions are estimated to be of the same order of magnitude. 17 Our studies elucidated the level of experimental accuracy that any measurement should attempt to achieve.
Because ray-tracing analysis is independent of the geometry of an optical system, it can be applied to a variety of problems. It requires neither an index match between the system and surrounding media nor a constant index mismatch on the boundary. The method is stable with respect to the errors in boundary conditions. In a forthcoming paper we will discuss the application of ray-tracing analysis to the reconstruction of three-dimensional refractive index with cylindrical symmetry.
