Feeling the pulse on the wrist is the regular diagnostic method in traditional Chinese medicine. However it is natural to ask whether there is any difference between feeling the pulse on the wrist or at any other part of the body: such as the fingertips at which it is easily measured by electronic devices. We employ a series of neural networks to model blood pressure propagation from the wrist to the fingertip. In order to avoid the problem of over-fitting we apply information theoretic criterion to determine the optimal model in these networks and then apply surrogate data method to the residuals in this model. We demonstrate the application of this method to recordings of human pulse in six subjects. Our result indicates that there is no significant difference between pulse waveform measure on the lateral arterial artery (wrist) and at the fingertip.
Introduction
Traditional Chinese medicine practitioners (TCMP) always feel the pulse on a patient's wrists during diagnosis. This procedure has been routine in traditional Chinese medicine (TCM) for thousands of years. It is both convenient and easy for TCMP to feel the pulse on the wrist. 1 But is there any significant difference of feeling the pulse between the wrist and other location, such as carotid artery or fingertips (other than the signal intensity)?
To answer this question, we adopt backpropagation neural networks to model the nonlinear transformation from wrists to fingertips. From a large number of potential modeling regimes, a nearest neighbor technique and a neural network model were found to perform best. 2 The usual procedure is to build artificial neural networks with a fairly large number of neurons. However, this creates a statistically ill-posed problem as the number of model parameters can easily exceed the number of available data. Consequently such neural networks are apt to over-fit.
The two most common methods to avoid statistical over-fitting are: (i) early stopping; and (ii) regularization techniques.
3 Both of these methods can improve generalization of the known neural network. But they cannot tell how many parameters of the neural network are sufficient for a specific application. In this paper we take an alternative approach, minimum description length (MDL), 4 to determine how many parameters (i.e., neurons) of the neural network are enough to provide adequate generalization and yet avoid over-fitting.
Relatively few attempts at application of description length are found in model selection for neural networks for time series prediction. Judd and Mees have successfully applied description length to selection for radial basis function networks. 5 More recently, Small and Tse used a rough MDL calculation to specific neural network architecture. 6 In the current work we constructed the general neural networks, which support existing training functions, and developed MDL to a general method, which are applicable to the general network architecture, to determine the optimal network for a model of blood pressure propagation from wrists to fingertips. The surrogate data method is then applied to the model residuals to determine whether there is significant deterministic structure not captured by the model. The main novel contribution of this paper is the combination of model selection (with MDL) and surrogate method for model validation. We also present the application of this new method to analysis of human pulse wave dynamics. In Sec. 2 we briefly review surrogate data algorithms, and the minimum description length criterion we employ. Section 3 presents the application of this method to pulse time series data of six healthy subjects. Finally, in Sec. 4, we conclude.
Surrogate Data Method and Description Length
In this section, we describe the three main techniques utilized in this manuscript. Section 2.1 concerns the application of surrogate data hypothesis testing. Section 2.2 reviews application of the information theoretic technique to pulse time series data and nonlinear curvefitting to improve description length curves. The flowchart illustrates the basic idea how we combine the using neural networks to predict dynamics, MDL including nonlinear curvefitting, and surrogate data method to confirm the equivalence between measuring the pulse on the wrist and fingertip. 8 has been widely applied in the literature.
Linear surrogate data
The rationale of surrogate data hypothesis testing is to generate an ensemble of artificial surrogate time series by using a surrogate randomization algorithm and ensure that the generated surrogates are consistent with some null hypothesis. One then applies some test statistic (or indeed a battery of test statistics) to both the surrogates and the original data. Commonly employed null hypothesis include 8 :
• NH0: The data is independent and identically dis-
The data is linearly filtered noise.
• NH2: The data is a static monotonic nonlinear transformation of linearly filtered noise.
If the test statistic value for the data is different from the ensemble of values estimated for the surrogates, then one may reject the given null hypothesis as being a likely origin of the data. If the test statistic value for the data is not distinct from that for the surrogates, then one may not reject the null hypothesis. Consequently, surrogate data provides a rigorous way to apply statistical hypothesis testing to experimental time series. One may apply it to determine whether an observed time series has a statistically significant deterministic component. But, by itself, it cannot separate the noise and deterministic components. We need to model and identify the deterministic component of blood pressure propagation from wrists to fingertips.
The three algorithms are known as Algorithm 0, Algorithm 1, and Algorithm 2. For the sake of brevity we only describe the Algorithm 0 which we used to generate the surrogates. For Algorithm 0, one just simply shuffles the order of the data. Such shuffling will destroy any temporal correlation. In essence such surrogates are random data consistent with the same probability distribution as the original. Taking the hypothesis in our experiments, NH0, into account, we adopted Algorithm 0 to generate surrogates.
To test the hypothesis of surrogate data one must select an appropriate test statistic d(·). As these surrogate methods were originally introduced as a "sanity test" for correlation dimension estimation, correlation dimension is a popular choice.
10 Correlation dimension provides a simple way to distinguish a random signal from a signal generated by a strange (possibly chaotic) set and charactize the strange attractor. For example, in principle a random data has an "infinite" correlation dimension. Intuitively, this is because an orbit of it is not expected to have any spatial structure. In contrast, the correlation dimension for a closed curve (a periodic orbit) is 1, and a strange (fractal) set can have a correlation dimension that is not an integer. Therefore, the correlation dimension is now a standard tool in nonlinear dynamics that helps one distinguish between noise and low-dimensional chaos. We adopt Gaussian Kernel Algorithm (GKA) 11 to compute correlation dimension. Unlike the Grassberger-Procaccia algorithm, the GKA models the underlying attractor as a deterministic time series obscured by noise.
Computation of description length
In this work we adopt backpropagation neural networks, which have multi-layer perceptron models with a single hidden layer, sigmoid activation functions, and linear output. For inputs ( To provide an optimal model among models built by backpropagation neural networks, we apply minimum description length (MDL) originally described by Rissanen 4 to neural networks modeling. The MDL has the great advantage of relatively small computational costs. The description length of the data with respect to this model is then given by the sum
where E(l) represents the cost of describing the model prediction error of the model of size l, and M (l) represents the cost of describing the model parameters of this model.
be a time series of N measurements; let f (y i−1 , y i−2 , . . . , y i−d ; Λ l ) be a scalar function of d variables that is completely described by the l parameters Λ l = (λ 1, λ 2... λ l ). Define the prediction error
is the negative log likelihood of the model prediction error
. Assuming that the model prediction errors are Gaussian distributed, we can then make the following approximation
For any Λ l the description length of the model f (· ; Λ l ) is given by the description length of the l parameters Λ l 6 :
where γ is a constant related to the number of bits in the exponent of the floating point representation. δ i is interpreted as the relative precision of the parameter λ i. In Ref. 6 each neural network is built by the expansion of the previous (smaller) model, i.e., adding one new basis function to the old model. The basis function only comprises of linear parameters and the authors ignore the nonlinear parameter, so M (l) in Ref. 6 is only a rough approximation. However, in the current work all the neural networks are built independently and we need to calculate the contribution to the description length of not only linear parameters of the neural network, but also the nonlinear model parameters. To account for the contribution of all linear and nonlinear parameters to M (l) we define n p (i) as the effective number of the parameters of the ith neuron contributed to the description length of the neural network. Thus we have
Note that in the current work the neural networks can be implemented with the existing training algorithms and the MDL criterion is applicable to select the model size of neural networks trained by any training algorithm. Consequently, it provides a general methodology for model selection. In general n p (i) is the function of i, but we often assume it to be almost constant, n p and have The parameter n p is closely relative to the effective number of parameters computed by False Nearest Neighbors (FNN) proposed by Kennel et al.
12
Because the aim of FNN is to determine the minimum sufficient embedding dimension d e . Too low an embedding dimension results in points that are far apart in the original phase space but move closer together in the reconstruction space. In realistic application, when the embedding dimension is chosen too small the phase space cannot be completely unfolded, but when it is too large, noise will occupy a large part of the embedding space, as the data will be very sparsely spread. So FNN estimates the number of the degrees of freedom of the system, a parameterized model will require approximately this number of parameters. Now we can employ the three function form (2), (3), and (6) to calculate description length, but DL curves fluctuate dramatically, which is very likely to affect the true position of the minimum point. Since the networks are built independently it leads to the fluctuation of the DL curve. We adopt nonlinear curvefitting based on the least-square sense to fit original DL curves. The required function, which takes a value l and vector x to fit the original description length, is
where l is the number of neurons; F (x, l) . Hence, the fitted DL curve (7) provides a smooth estimate of the original and aims to catch the true minimum. We have found that the minimum estimated by the fitted curve is more robust for the purpose of optimal model selection for four applications c : the Rössler system, 13 the Ikeda map, 14 chaotic laser data, 15 and ECG data. 16 In these four experiments we also utilized neural networks to model their time series prediction and calculated description length of each network in conjunction with nonlinear curvefitting to estimate the optimal model. Finally we apply the testing data set to verify the performance of optimal networks. In all experiments, the optimal networks can provide adequate generalization and capture the dynamics very well.
c The problem that the original DL curves fluctuate dramatically more or less happened to these four examples. 
Application and Examples
In this section we apply the surrogate data method to the model of blood pressure propagation from the wrist to the fingertip, and present the application of this technique to recordings of human pulse from six healthy volunteers. The experiment results indicate that the given hypothesis cannot be rejected, and therefore that there is no significant difference between pulse waveform measure on the lateral arterial artery (wrist) and at the fingertip. The procedure to confirm deterministic propagation of blood pressure from human wrists to fingertips can be explained at length in the following three steps:
(I) we first utilize backpropagation neural networks with different numbers of neurons to model blood pressure propagation from the wrist to the fingertip. We collect the pulse data on both the wrist and the fingertip for each volunteer at the same time. The measure device is PowerLab 4/25 of ADInstruments. The sampling rate is 100 Hz and resolution is 16bits. When building models, neural networks use pulse data on the wrist to perform one-step prediction of pulse data on the fingertip so as to try to find some relation between them. We select 2600 points to build neural networks with another 420 points as the testing set. We adopt the Levenberg-Marquardt algorithm, 17 which is a very general training algorithm, to train neural networks.
(II) After building models, we then use minimum description length with the help of nonlinear curvefitting to decide the optimal model size. Figure 2 shows the DL curve and nonlinear curvefitting curve of models of the blood pressure propagation from 1 to 23 neurons. One-step predictions of the networks with 5, 8, 13, and 17 neurons for the testing data set are presented in Fig. 3 . We observe that the network that is made up of thirteen neurons can predict the best results among the four predictions.
For all the six volunteers the testing pulse data on each fingertip has greatly high correlativity with the corresponding prediction of the optimal network, as illustrated in Table 1 , i.e., the prediction obtained by the optimal networks are almost same as the testing data. Therefore all optimal networks estimated by MDL can accurately model the blood pressure propagation from on the wrists to the fingertips for all six cases.
(III) Finally we apply the surrogate data method to generate 30 surrogates of the one-step error of the testing set of the optimal model. The given hypothesis is NH0, i.e., the one-step error is i.i.d. noise. And then we employ GKA with embedding dimension d e from 2 to 10 to calculate correlation dimension d c Fig. 2 . Description length (solid line) of pulse data gets the minimum point at seventeen (i.e., seventeen neurons), but the fitted curve (dashed line) shows the minimum at thirteen. We find that the trained neural networks with thirteen neurons can provide adequate generalization and avoid overfitting. of this one-step error and correlation dimension estimated for all surrogates. Based on whether the correlation dimension estimates of one-step model error is out of or in the range of correlation dimension estimates for the surrogates, we decide whether to reject or fail to reject this given hypothesis. If we can reject it, we have to consider it is very likely that there is other influence, such as dynamic determinism in the prediction error, i.e., there is some difference between feeling pulse on the wrist and that on the fingertip. Typical results of one volunteer with x-axis embedding dimension and y-axis correlation dimension are depicted in Fig. 4 .
One can find that the correlation dimension of the original error stays in the range of the mean plus or minus one standard deviation between d e = 3 and d e = 8. Furthermore, most of them are close to the average, which means the correlation dimension of the original data is close to the center of the distribution of correlation dimension for thirty surrogates, and therefore the original data cannot be distinguished from the results of the surrogates. Consequently we can not reject the given hypothesis: the original error is i.i.d. noise, i.e., we cannot reject that there is no dynamic noise between the pulse data on the wrist and the fingertip. Note that the behavior of correlation dimension calculated by GKA with embedding dimension higher than eight becomes unstable. The correlation dimension estimates for the thirty surrogates at this time are unstable and fluctuate dramatically between values of about 0.8 and 2.6. Increasing embedding dimension yields increasing correlation dimension. But for embedding dimension sufficiently large correlation dimension will be equal to the true embedding dimension, and any further increase of embedding dimension should not change the value of correlation dimension any more. So the proper embedding dimension should be lower than eight in this experiment. It seems likely that for higher embedding dimension the GKA fails to converge as expected. However, it may be possible that the optimal models failed to distinguish between data and surrogates even though significant difference exists. To address this problem, we consider another further experiment in which we examine the prediction of pulse data on the finger with (deterministic but independent) observational "noise". The "noise" is from the Rössler system. For the Rössler system the equations are:
x(t) = −y(t) − z(t)
.
y(t) = x(t) + a * y(t)
with parameters a = 0.15, b = 0.20, c = 10.00, and the sampling time t s = 0.5s. We solve the ODE equation (8), and then add x-component data of the Rössler dynamics to pulse data from the fingertip of the same volunteer, and then repeat the experiment. We still select 2600 data to build neural networks with another 420 data as the testing set. The magnitude of x-component data is set at 5.6% of the magnitude of the pulse data on the fingertip; the standard deviation of the variants is set at 10% of the standard deviation of the pulse data on the fingertip. The dynamic noise therefore is considerably small comparing to this pulse data. Description length and corresponding nonlinear curvefitting of every neural network with neurons from 1 to 23 are presented in Fig. 5 . Relevant results about correlation dimension for this pulse data with Rössler dynamics data are presented in Fig. 6 , which reveals the deviation between the correlation dimensions of the original data and surrogates distinctly. Fig. 5 . The description length curve (solid line) and fitted curve get the minimum point at fourteen and at ten respectively. We select the trained neural network with 10 neurons as the optimal model. Fig. 6 . Stars are correlation dimension of the original one-step prediction error of the optimal model with embedding dimension from 2 to 10; the solid line is the mean of correlation dimension of 30 surrogates at every embedding dimension from 2 to 10; two dashed lines denote the mean plus the standard deviation (the upper line) and the mean minus the standard deviation (the lower line); two dotted lines are the maximum and minimum correlation dimension among these thirty surrogates. Numerical problems with GKA are evident for de > 8. Table 2 . Results of all six volunteers' pulse data, in which dc is correlation dimension of the original prediction error of the corresponding optimal networks and dc the mean of correlation dimension of all surrogates, and σ the standard deviation of them. The embedding dimension is selected from 5 to 8. Since we artificially added the Rössler dynamics data to the pulse data on the fingertip, such dynamics should exist in the error. In Fig. 6 we can observe that correlation dimension of the original error is even far away from the range comprised of minimal and maximal correlation dimension between d e = 2 and d e = 8. Consequently we can reject the given hypothesis: the original error is i.i.d. noise. This is consistent with our expectation. Again, for d e > 8 the GKA fails to converge properly.
We therefore find that if there is some significant difference, i.e., some dynamic noise between pulse data on the wrist and the fingertip, the optimal model can identify them from the pulse data, and then surrogate data method can show the existence of this deterministic dynamic structure in the residuals. On the other hand if there is no difference between model prediction and data, the surrogate data method will show corresponding results, as presented in Fig. 4 .
In all cases the correlation dimension of each residual stays in the middle of distribution of its surrogates, and then we can not reject the hypothesis that the residual is i.i.d. noise, according to Table 2 . Consequently, we cannot reject that there is no significant difference between the pulse data on the wrist and the fingertip.
Conclusion
We have described a procedure to confirm deterministic propagation of blood pressure from human wrists to fingertips. In previous studies we found that MDL can estimate the optimal model for different kinds of nonlinear time series, including ECG data. Superficially, pulse data is extremely similar to ECG data, so we can employ MDL to select the optimal model built by neural networks for pulse data, and afterward apply surrogate data method to the residual of the optimal model, the prediction error. It estimates correlation dimension for the one-step prediction error of the optimal model and their surrogates under the given hypothesis (NH0): the prediction error is consistent with i.i.d. noise. According to results of all volunteers, we cannot reject the hypothesis that the prediction error is i.i.d. noise.
We therefore conclude that with the statistics at our disposal, pulse measurements on fingertips and wrist are indistinguishable.
For comparison we repeat the experiments with the addition of observational "noise" (x-component Rössler data) to the pulse data of the fingertip of one subject under the same hypothesis. In this experiment we can reject the hypothesis that the prediction error is i.i.d. noise. This result implies that once deterministic deviation exists in the pulse data on the fingertip (in other words, there is significant difference between the pulse data on the wrist and the finger), surrogate techniques can detect the deterministic signals. Therefore, our result indicates that there is no significant difference between pulse waveform measure on the lateral arterial artery (wrist) and at the fingertip.
