Influence Maximization is to find a subset of influential nodes so that they can spread influence to the largest range in a network. The study on influence maximization is of great importance, and many solutions have been developed, including greedy algorithm which provides the provable approximate guarantee. However, greedy algorithm is very time-consuming, it is unrealistic to apply it to large-scale networks. Heuristic algorithms, which are efficient in influential nodes identifying, usually cannot provide any performance guarantee. To solve above problems, we propose an efficient influence maximization algorithm based on clique (called IMC for short). Our proposed algorithm extracts the cliques in a network and utilizes the information of clique to reduce network size and obtains candidate node set, finally, k most influential nodes are identified from the candidate set. Extensive experiments on 14 real-world networks based on independent cascade model show that our proposed algorithm outperforms state-of-the-art influence maximization algorithms, and achieves comparable influence spread to CELF with less running time.
I. INTRODUCTION
In recent years, more and more online social sites such as WeChat, Twitter and Facebook have been emerged. Online social sites have become important marketing platforms for enterprises and advertisers because of its huge users and fast information transmission. More and more users prefer to interact and share information through online social media, which makes information easier to spread among users [1] , [2] . Viral marketing [3] is an effective social network marketing strategy that aims to bring the largest cascade effect in social networks by selecting a small number of initial users. Suppose a company produces a new product and promotes it to customers. The company plans to choose some customers to give them free trial products, hoping that the pre-existing adopters will recommend them to their friends, and their friends will recommend them to their friends' friends. What's expected is that the product can be accepted by people as The associate editor coordinating the review of this manuscript and approving it for publication was Xiwang Dong. many as possible through word-of-mouth effect. This strategy has been proved to be effective and successful [4] . However, the budgets of most companies are generally limited. So, the key problem is how to select a small number of influential people as the initial customers so that they can influence as many customers as possible to accept this product.
Influence maximization (IM) originates from the area of viral marketing [5] . It is to extract a small number of nodes from a network to maximize the spread of influence under a cascade model. This problem was first studied by Domingos and Richardson [6] . Kempe et al. [7] defined the problem as discrete combinatorial optimization and three widely used models, Independent Cascade (IC) model, Weight Cascade (WC) model and Linear Threshold (LT) model, were defined. Kempe et al. demonstrated that the problem of influence maximization in complex networks is an NP-hard problem. Meanwhile, a simple greedy algorithm was proposed to solve the problem, and it is proved that the solution can guarantee (1 − 1 e + ) approximation of optimal solution, in which e is a natural logarithm and is the error of Monte-Carlo simulation influence estimation, that is, at least 63% of optimal VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ solution can be reached. Greedy algorithm needs to iteratively select k seed nodes. In every iteration, all remaining nodes need to be traversed, moreover, the algorithm needs tens of thousands of Monte-Carlo simulations to approximate the propagation estimation, which severely limits its application in large-scale networks.
To lower the high time-consuming problem of greedy algorithm, many researchers have proposed algorithms. For example, CELF [8] , CELF++ [9] , StaticGreedy [10] , SMG [11] , etc. Some researches [12] - [16] take advantage of degree centrality to select seed nodes. Because social networks often have an obvious community structure, some research works [17] - [22] utilize community detection to divide the network into small communities, then find seed nodes in small communities. Some researches make use of Reverse Influence Sampling (RIS) [23] - [25] to sample tens of thousands of subgraphs to approximate the influence of nodes. Other algorithms take advantage of metaheuristic algorithm [26] - [29] to solve complex combinatorial optimization problems.
With the development of Internet, the scale of network has reached millions or even billions. However, typical greedy algorithm is time-consuming when scaling to large-scale networks. Heuristic algorithms, while saving time, usually cannot provide any performance guarantees. Efficient and effective identification of influential nodes remains as the core issue of influence maximization. In this paper, we focus on solving the time-consuming problem of greedy algorithm under IC model, and an efficient influence maximization algorithm based on clique (IMC) is proposed.
In summary, the contributions of our paper are as follows:
• We devise a new framework to incorporate cliques in the influence maximization problem.
• We propose an efficient algorithm for finding the top-k influential nodes in social networks based on clique.
• We carry out experiments on 14 real-world datasets based on IC models to demonstrate the efficiency and effectiveness of our proposed algorithm.
The rest of our paper is organized as follows: In Section II, the related works are reviewed and discussed. Section III illustrates the basic definitions and models. In Section IV, the influence maximization algorithm based on clique is proposed. Section V presents the evaluation framework, including the datasets, baseline algorithms, and evaluation metrics. Experimental results are presented and discussed in Section VI. The article finally gives the conclusion in Section VII.
II. RELATED WORKS A. GREEDY-BASED ALGORITHMS
Since Kempe et al. [7] first defined influence maximization problem as discrete combinatorial optimization and proposed greedy algorithm, many methods have been studied to solve the efficiency problem of greedy algorithm. Leskovec et al. [8] make use of submodularity of optimization function and proposed an efficient algorithm naming CELF (Cost Effective with Lazy Forward), which can decrease the running time of simple greedy algorithm by about 700 times and achieve near optimal solution. The first round of CELF calculates the marginal gain (influence spread) of each node and stores it in a priority queue. Then selects the node with highest marginal gain as the first seed node. In the next iteration, if the marginal gain of a node in the current round is greater than the marginal gain of other nodes in the iteration of previous round, according to the ''diminishing returns'' property of submodular function, the marginal gain of any node in current round of iteration is less than or equal to the marginal gain in the iteration previous round. Therefore, the marginal gain of current node must be greater than the marginal gain of other nodes in current iteration. It is not necessary to calculate the marginal gain of other nodes in the iteration, and directly select the current node as seed node, which greatly improves the efficiency. Goyal et al. [9] proposed an improved algorithm of CELF called CELF++, which further improved the efficiency and it is about 35%-50% faster than CELF. Chen et al. [13] put forward two greedy algorithms, namely NewGreedy and MixGreedy. NewGreedy algorithm removes the edges that do not participate in influence propagation to construct new small graph to reduce the computation time of simple greedy algorithm. MixedGreedy algorithm combines the advantages of NewGreedy and CELF to further improve the efficiency. Cheng et al. [10] take advantage of static snapshots and propose a static greedy algorithm called Stat-icGreedy, which reduce the round of Monte-Carlo simulation by about two orders of magnitude. Lu et al. [30] proposed a probability-based method to improve simple greedy algorithm. In this algorithm, the influence spread was expressed as a linear combination of the node-to-node probabilities and seed nodes were selected based on influence spread.
B. CENTRALITY-BASED ALGORITHMS
Greedy algorithms require tens of thousands of Monte-Carlo simulations to approximate the influence, which greatly limits efficiency of the algorithm. Many centrality-based algorithms have been put forward to avoid this problem.
The most intuitive is to select k nodes with the highest degree in network as seed nodes. However, such selection strategy leads to inaccurate results.
SingleDiscount [13] algorithm is a simple improved degree centrality based algorithm. Initially all nodes are arranged according to degree, and the node with the highest degree is selected as seed node. Once a node is selected as seed, the degree of its all neighbors will be discounted by 1. Iteratively selects node with the highest degree until the number reaches k. SingleDiscount does not consider the propagation probability between nodes, and the evaluation of influence is not accurate. For IC model with propagation probabilities p, Chen et al. [13] derived a more accurate degree discount algorithm named DegreeDiscount. They proved that for a node v with t v neighbors already selected as seeds, degree of node v should be discounted by
Experimental results show that the DegreeDiscount algorithm achieved much better influence spread than SingleDiscount. Kundu et al. [15] measured the influence of a node based on the degree of the node's neighbors and the two-hop neighbors. For a node v, the diffusion degree C DD (v) was calculated as follows:
Betweenness centrality [31] calculates the percentage of the shortest path between any two nodes passing through a certain node, reflecting the importance of the node as a bridge. Closeness centrality [32] is the average shortest path from all other nodes to a certain node, higher values of closeness centrality means that node has higher influence.
C. COMMUNITY-BASED ALGORITHMS
Most centrality-based algorithms have linear time complexity, which means they can find seed nodes in a very effective way. However, since these algorithms only consider the network topology, they usually produce inaccurate solutions.
Some studies take advantage of community information to tackle influence maximization problem. Cao et al. [18] proposed OASNET algorithm that first applied community detection to solve the influence maximization problem. First, the CNM algorithm [33] was used to divide network into c communities. Then use traditional greedy algorithm to select k nodes in each community. Finally, k seed nodes were selected from c * k candidate nodes using dynamic programming algorithm. Wang et al. [17] proposed a community-based greedy algorithm termed CGA for mining top-k influential nodes. According to the framework of CGA, an improved label propagation algorithm was first used for detecting communities in a social network by taking into account information diffusion. Zhao et al. [20] proposed an influence maximization algorithm IM-LPA based on label propagation mechanism. The k nodes with the highest degree are selected as seed node set. Labels were given to the seed nodes and propagated in network. Influential nodes were selected according to the result of label propagation. Bozorgi et al. [21] proposed INCIM algorithm. After the network was divided into communities, SIMPATH [34] was used to calculate the local spread of node in community, the global spread of community, and the border spread of border nodes. Shang et al. [35] proposed an influence maximization framework based on multi-neighbor potential in community networks (IMPC). First it calculates the influence from seed nodes to their neighbors, and to their neighbors' neighbors, then, evaluates the influence spread from neighbors' neighbors to the rest of network.
Community-based algorithms tend to approximate the influence of a node within its own community to the influence on the whole network, and some smaller communities are directly ignored when selecting influential communities to select seed nodes. In addition to the methods described above, there are many other influence maximization algorithms, such as reverse influence sampling based algorithms [23] - [25] , [36] , swarm intelligent optimal algorithms [27] - [29] , [37] , Influence path based algorithms [38] - [40] .
III. PRELIMINARIES
A social network can be represented as an undirected graph G = (V , E), where V is the set of nodes corresponding to the individuals in social network, and E is the set of edges corresponding to the interaction between individuals. Table 1 lists the major variables used in this paper.
A. DIFFUSION MODEL
Diffusion model is an abstract simulation of information dissemination in real world, which is of great significance for the study of influence maximization. At present, the most widely used models is Independent Cascade (IC) model [7] . In the influence maximization propagation model, node v in network G is in two states: active or inactive. Active nodes are nodes that have accept products and have the intention to spread them to neighbors. Inactive nodes are those who have not heard of products or refuse to adopt them. Initialize all nodes in an inactive state, and then select k seed nodes to be activated.
In the propagation process, the activated node gradually activates other nodes according to the diffusion model until there is no new node activated. After the propagation, the number of nodes that are activated is the influence spread of the seed node set S. Independent Cascade (IC) Model: In this model, in step 0, the initial active node set is set to S. In step t, the set of active nodes is represented as S t . Every node u in S t will have an opportunity to activate its inactive neighbor v and succeed with probability p uv . Node u has only one chance to activate v, whether successful or not, u will not attempt to activate v in the future. If v is successfully activated, then from step t + 1, v becomes active node and attempts to activate its inactive neighbors. If no more node is activated in subsequent step T , the diffusion process will stop.
B. INFLUENCE MAXIMIZATION
The influence maximization problem is first defined by Kempe et al. [7] . We use S to represent the set of seeds, S(t) as the active nodes set in step t, and σ (S) to represent the expected number of activated nodes. The definition of influence maximization problem is as follows:
Definition 1 (Influence Maximization [7] ): Given a social network G = (V , E), in which V is the node set, and E is the edge set in the network. For a given integer k and the diffusion model C, the influence maximization problem is defined as selecting a set T that satisfy |T | = k and T ⊆ V , which can maximize the influence spread under a given diffusion model C. It can be expressed as follows:
where T is a subset of network G = (V , E) which consists of k candidate seed nodes, and S is the optimal seed set.
Chen et al. [39] has proved that compute the exact influence spread of a node set under the diffusion model is # P-hard problem. Kempe et al. [7] proved that the problem of influence maximization in Definition 1 is NP-hard, and the objective function S is submodular under IC model. Generally, a submodular function f has the following properties:
Based on submodular, Kempe et al. [7] proposed simple greedy algorithm, which is shown in Algorithm 1. The time complexity of greedy algorithm is O(kRnm), where k is the number of seeds set, R represents the number of Monte-Carlo simulations and n and m donate the number of nodes and edges in network, respectively. It is obvious that greedy algorithm is very time-consuming, which severely limits the application on large-scale networks.
IV. OUR METHODS
Greedy algorithm is time-consuming due to its large number rounds of Monte-Carlo simulation. Clique is the complete subgraph in network, and nodes in a clique are fully connected. If we identify some nodes in a clique as seeds, other nodes in the clique connected to these nodes may not need to be calculated, and we may be able to save a lot of computational overhead. In this section, our proposed algorithm IMC will be introduced. The algorithm consists of three steps:
(1) Extract cliques; (2) Candidate selection; (3) Seed generation. The following content will give a detailed explanation of each step.
A. EXTRACT CLIQUES
Clique plays an important role in influence maximization of social network. For example, in the scientists cooperation network, the authors of the same paper are interconnected to form a complete subgraph. In reality, messages in the complete subgraph are easier to propagate. In addition, nodes with larger degree in a clique connect more nodes outside the complete subgraph, which play a more important role in the subgraph. In this section, we extract cliques from the network to narrow down the possible candidate node set. The concept of cliques in sociology is defined as: cliques are individuals who exchange and share similar interests, and every two nodes in the cliques are interconnected [41] .
Definition 4 (Maximal q-Clique): If a q-clique cannot be extended to a larger clique, it is a maximal q-clique.
The well-known algorithm for finding cliques is proposed in the literature [42] , [43] , which is also used by Palla et al. [44] in the article published on Nature.
As mentioned above, the largest clique has the largest number of nodes in all cliques. The size of the largest clique may be determined by the largest degree of node in network. Starting from the largest possible clique size, the recursive algorithm for finding all maximal cliques is discussed as follows [43] :
For a node u ∈ V , let N (u) be the set of nodes that adjacent to u, i.e., N (u) = {v ∈ V |(u, v) ∈ E}. Let CL be a set of nodes that constitutes the complete subgraphs discovered so far. Initialize CL as an empty set, then expand CL gradually to V and its subsequent induced subgraphs through the recursive process Expand to search for larger and larger complete subgraphs until they reach their maximal. Suppose that the complete subgraph found at the current stage is represented as CL = {p 1 , p 2 , . . . , p d }, the set of nodes
FI is a subset of SUB that has been processed by the algorithm, and the remaining candidate set to be expanded is represented as CA. The process of algorithm Expand is represented by a search forest, and a complete subgraph is formed from a set of vertices on the path from the root to any vertex. Pseudocode FindCliques(G) for generating complete subgraphs is shown in Algorithm 2.
The recursive procedure Expand is illustrated in lines 4-20. If CL is a clique that has been found, the algorithm prints a string ''clique,'' (line 7). Each time node v is selected as a new element of a larger clique, the algorithm prints ''v,'' (line 9). In addition, when v moves from CA to FI, the algorithm prints a string ''back,'' (lines 16, 17) . After that, we can easily get the tree representation of all the maximal cliques from the sequence printed by above strings.
Algorithm 2 FindCliques(G)
Input: G = (V , E) 1: Initialize CL = φ 2: Expand(V,V) 3: end of findCliques 4: procedure Expand(SUB,CA) 5: begin 6: if SUB = φ then 7: print ''clique,'' 8: else u ← a node in SUB that maximizes |CA ∩ N (u)| 9: while CA − N (u)! = φ do 10:
v ← a node in (CA − N (u)) 11:
print ''v,'' 12:
CA The candidate selection step is to determine a set of candidate nodes based on the cliques obtained in Section EXTRACT CLIQUES.
The nodes in a clique are easy to interact with each other. In addition, considering selects adjacent nodes as seed nodes, overlapping effect will occur in influence diffusion. We choose a node with the largest degree in one clique as the representative node of the whole clique, and then delete the other nodes of the cliques in which the node is located. We can get important candidate seed nodes and avoid overlapping effect. There are always numerous cliques in largescale networks. So the number of candidate nodes can be guaranteed to be much larger than the number of seed nodes to be found. The candidate seed node set Seq of network G is selected based on the following algorithm.
The pseudocode is outlined in Algorithm 3. It first initializes the set of candidate seed node set Seq as NULL (line 1), then finds the clique with the largest number of nodes in network G (line 4-6). The algorithm FindCliques(G) in line 4 is the algorithm for finding the all maximal cliques introduced in Section EXTRACT CLIQUES. In lines 7-10, the algorithm judges the size of the clique, if the size in the network G is less than q, then the tag is marked as False (line 10). Otherwise, the node with largest degree in a clique is selected to join the candidate seed node set Seq(line 8). Then delete all nodes and edges in the clique of the node that just joined candidate set (line 12). After the algorithm is finished, it outputs the candidate seed node set Seq, while it is also the important and representative node set in the network G.
Algorithm 3 FindSeq(G, q)
Input: G = (V , E), q 1: Initialize Seq ← φ 2: tag ← Ture 3: while tag do 4: for clique in FindCliques(G) do 5:
maxClique ← The largest clique in G 6: end for 7;
if length(maxClique) > q then 8:
Seq ← maxDegreeNode(maxClique) 9: else 10:
tag ← False 11: end if 12: Delete the nodes and edges in maxClique 13: end while Output: Seq C. SEED GENERATION For a network G = (V , E), S and T are two nodes sets of the network and satisfy S ⊆ T ⊆ V , for any node v of G, the influence maximization function is submodular (Eq.2). After the above two processes, we get candidate seed node set Seq ⊆ V , for any two node sets M and N in Seq and satisfy M ⊆ N ⊆ Seq ⊆ V , the influence function for node v ∈ Seq is also satisfied the following equation:
Eq. 4 shows that when the domain is defined as all nodes in network, the influence function σ (S) is submodular. It is also a submodular function when the domain is a subset of node set V .
According to the characteristics of submodularity, only marginal gains of some nodes need to be calculated when selecting seed nodes in each round. Thus, without affecting the normal selection of seed nodes, a lot of unnecessary simulation diffusion time can be saved. The submodular optimization selection strategy adopted in this section is described as follows:
1) In the first round of seed node selection, the influence marginal gain of all nodes in candidate set is calculated, and the node with the largest marginal gain is selected as seed node, then removed it from candidate set. 2) In subsequent iterations, the node with the largest marginal gain is selected from the new candidate set to determine whether the number of rounds it records is the current round. If it is the current round, the node is directly selected as the next seed node. Otherwise, the marginal gain of the node in this round is calculated, and the influence of all nodes are reordered. Until the node with the largest marginal gain of the current round remove v from Q 14: else 15 :
Add v to Q, arrange Q 18: end if 19: end while Output: S is found, the seed node of the current round is selected and removed from the candidate set. Algorithm 4 illustrates the process of generating seed nodes.
In Algorithm 4, each node v corresponds to a group of data (v, infadd, round), where infadd is the marginal gain after the node v is added to the seed node set S, and round corresponds to the number of rounds. infSum is the total influence of seed nodes found so far. Q stores candidate seed nodes according to influence gain. In lines 2-7, the algorithm calculates the influence gain of all nodes in the set of candidate seed nodes, add all nodes to Q and sort descending. We take advantage of the submodular to select the seed nodes in lines [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
The whole framework of IMC is shown as Algorithm 5. In Algorithm 5, we first perform FindSeq(G, q) function in Algorithm 3 to select candidate seed node set Seq, then we employ the FindSeed(G, Seq, k) function discussed in Algorithm 4 to determine seed nodes.
Time complexity analysis: The worst-case time complexity for generating all maximal cliques is O(n n / 3 ). The running time of finding candidate seed nodes is O(cnum * d avg ), where cnum represents the number of cliques greater than or equal to the given parameter q. Our experimental results demonstrate that FindCliques(G) and FindSeq(G, q) runs very fast in practice. The time complexity of generating the seed nodes is O(kRm * num), where num is the number of candidate seed nodes. According to above analysis, the total running time of the algorithm is O(n n / 3 + cnum * d avg + kRm * num).
V. EVALUATION A. DATASETS
To validate the performance of IMC for influence maximization, we carry out experiments on 14 real-world networks. The specifications of these networks are shown in Table 2 .
Datasets include a variety of social relationships, ranging from medium size to large-scale. Five datasets (HepTh, NetHEHT, AstroPh, CondMat, and CondMat2005) are downloaded from arXiv. 1 Five datasets (Brightkite, Douban, DBLP, Youtube, and Flixster) are downloaded from website. 2 The others are all downloaded from SNAP website, 3 maintained by Jure Leskovec.
Facebook is an undirected network contains friendship information of Facebook users. A node represents a user and an edge represents a friendship between two users.
HepTh, NetHEHT, AstroPh, and CaAstroPh are the collaboration graph of authors of scientific papers from the arXiv's Astrophysics section, the nodes represent the author and an edge between two authors represents a common publication.
CondMat and CondMat2005 are the collaboration networks which cover the authors of scientific papers submitted to Condensed Matter.
Deezer is collected from the music streaming service Deezer. Nodes represent the users and edges are the mutual friendships.
Brightkite contains user-user friendship relations from Brightkite. A node represents a user and an edge represents friendship between users.
Douban is a network collected from a Chinese online recommendation site Douban. A node is a user and an edge represents the friendship between users.
DBLP is a co-authorship network of the DBLP computer science bibliography. A node represents an author and an edge between two authors represents a common publication.
Amazon is a co-purchase network based on ''Customers Who Bought This Item Also Bought'' feature of the Amazon website. Nodes are products, and the undirected edges between two nodes indicate that the corresponding products are often purchased together.
Youtube is a friendship network of the Youtube site. Nodes are users and the edge between two nodes indicates a friendship.
Flixster is a network of the movie rating site Flixster. Nodes are users and the edge between two nodes indicates that two users have a similar movie taste.
B. BASELINE ALGORITHMS
To verify the effectiveness of our IMC algorithm, we chose the following seven algorithms as baseline algorithms, and the parameter of minimum size of the largest clique q in IMC is set to 3.
DD [15] : Diffusion Degree is a semi-local centrality-based method, for a node v, the diffusion degree C DD (v) was calculated as Eq.1, and the top k nodes with highest value DD are selected as seed nodes.
SSA [24] : Stop-and-stare Algorithm is an optimal sampling algorithm based on RIS sample technology, and the top k nodes that appear the most times in the generated subgraphs are selected as the seeds. The parameters and δ are set to 0.1 and 0.01.
DPSO [27] : Discrete particle swarm optimization (DPSO) algorithm that optimize the local influence estimation function to select the seed nodes. The learning factors c 1 and c 2 are set to 2, the inertia weight w is set to 0.8, the maximal evolutionary generation g max is set to 100.
LAIM [45]: An iterative algorithm to calculate the local influence of a node based on a recursive formula, and the top k node with the highest local influence are mined as the seed nodes.
DDSE [46]: Degree descending search evolution (DDSE) algorithm originated from differential evolutionary algorithm, and combined with degree-descending search strategy and expected diffusion value to select influential nodes. The probabilities of mutation, crossover and diversity operations are set to 0.1, 0.4 and 0.6, respectively. The maximal evolutionary generation g max is set to 100.
IMPC [35] : A framework for influence maximization based on community structure. Influence of nodes are measured by seeds expansion based on multi-neighbor potential and influence propagation within communities.
CELF [8] : The algorithm is an improvement of greedy algorithm, which has the same result as greedy algorithm, and up to 700 times speedup. Here we take Monte-Carlo simulation of 10000 to obtain accurate estimates.
C. EVALUATION METRICS
All the experiments are implemented under IC model. For a fair comparison, we use 10,000 Monte-Carlo simulations to evaluate the influence spread of different algorithms, and set the number of seed nodes to 50 in all networks. We use two metrics, namely, influence spread and running time to evaluate the performance of our algorithm. Given the seed set S, the influence spread is defined as the number of expected active nodes after diffusion process. It is used to evaluate the accuracy of an influence maximization algorithm. The higher influence spread value indicates the more accurate of the algorithm. Running time is defined as the time for finding seed set S.
D. EXPERIMENTAL ENVIRONMENT
All simulation procedures are coded by C++ language and conducted on a PC platform with 4 Intel (R) Cores (TM), i7-4790 3.60GHz CPU and 8G memory.
VI. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness and efficiency of our proposed algorithm IMC and compare influence spread and running time with other state-of-the-art algorithms.
A. INFLUENCE SPREAD
We first compare the influence spread of eight algorithms on 14 datasets, as shown in Fig.1 , where the x-axis represents the number of seed nodes to be found, and the y-axis indicates the influence spread. It is noteworthy that CELF algorithm cannot obtain seed nodes at acceptable time on Youtube and Flixster datasets. The results of CELF algorithm are not listed in Fig.1 (m) and (n).
From the figure, we can see that IMC together with CELF are always the algorithm that provide the best performance. In networks CaAstroPh, Deezer, Douban, and DBLP ( Fig.1  (f) , (h), (j), and (k)), the influence spread of IMC is slightly higher than CELF. In other datasets, our IMC achieves comparable results to CELF. This reflects the effectiveness of our algorithm.
In addition, IMC performs better as a more satisfactory and robust algorithm than other algorithms in 14 social networks.
SSA obtains less influence spread compared to CELF and IMC in most datasets. As to two meta-heuristic algorithms, DPSO always performs better than DDSE except the one in Fig.1 (f) when k < 20. DDSE even acts itself as the worst one among all algorithms except network Facebook, HepTh, NetHEHT, CondMat2005, DBLP, Youtube, and Flixster ( Fig.1(a) -(c), (g), (k), (m), and (n).) This is because the algorithm only estimates the expected diffusion value of nodes in one-hop neighbor, which leads to obvious oscillation of influence spread curve. The DD algorithm considering the expected influence of a given node and the cumulative contribution of the neighbors is a reasonable measure for influence estimation, but it always gives the same diffusion value to nodes with different degree. Therefore, the seed set selected by DD is always suboptimal, especially in Fig.1 (a) and (k), where the influence increases inappropriately when seed size k > 10.
As for LAIM, its influence spread is lower than CELF and IMC, and even the worst one in DBLP and Flixster network ( Fig.1 (k) , (n)), which indicates that it is not accurate to calculate the influence of nodes by using iterative formula.
As for network Youtube and Flixster ( Fig.1 (m) , (n)), the comparison results show that IMC is significantly better than the other six baseline algorithms.
In general, experimental results on 14 real-world networks under IC model indicate that our IMC is an efficient and robust algorithm for finding the most influential seed nodes compared to other algorithms. The comparison between other algorithm and IMC shows that taking advantage of clique can significantly improve the accuracy of influence maximization algorithms.
B. RUNNING TIME
In the application of algorithms in large-scale networks, time efficiency is a key issue for many researchers.
In order to verify that the process of extracting cliques and selecting candidates will not become the bottleneck of the algorithm. Table 3 shows the total running time to extract cliques and generate candidate nodes on all datasets. From the results we see that it takes a few seconds on a mediumscale dataset to generate candidate nodes and takes only a few minutes on large-scale networks.
On the one hand, our proposed algorithm IMC is an improvement of greedy algorithm, on the other, IMC together with CELF provide the best performance in contrast to the influence spread, so we compare the running time of IMC and CELF algorithm on twelve real-networks (expect network Youtube and Flixster, because CELF cannot obtain seed nodes within an acceptable time on these two networks) under IC model, as shown in Fig.2 . The running time for generating cliques and candidate nodes of IMC are also included. The x-axis represents the number of seed nodes, while the y-axis represents the running time.
The running time of IMC algorithm is far less than the CELF algorithm, which shows its extremely high time efficiency of our proposed algorithm. IMC performs more efficient in identifying influential nodes and can be scalable to large-scale networks. As shown in Fig.2 , the running time of IMC on Amazon is almost five times faster than CELF, and the running time on Facebook is almost eight times faster than CELF.
C. IMPACT OF ALGORITHM PARAMETER q
As shown in Section IV, IMC algorithm depends on a parameter q, which decides the size of candidate node sets. Larger q indicates generate smaller candidate node set. We set the value q to 3-6 to generate candidate nodes in twelve networks expect network Youtube and Flixster, because CELF cannot obtain seed nodes within an acceptable time on these two networks, and then use submodularity of influence function to generate seed nodes from candidate nodes. The influence spread and running time of seed nodes generated by our proposed algorithm are compared with CELF algorithm to evaluate how the parameter q affects influence spread and running time on real-world networks, as shown in Fig. 3 . The x-axis represents the different value q of different networks while the y-axis represents the ratio of influence spread and running time of IMC and CELF algorithms. When the value of q is greater than 6, there are fewer than 50 candidate nodes generated on some small networks (for example, HepTh and NetHEHT), so the case where q is greater than 6 is not considered. In addition, when the model propagation probability is small (p = 0.01), the neighbors that a seed node can influence often cannot reach 7-hops or more. The influence spread of seed nodes will also be greatly reduced.
Here we give the results on twelve networks. Fig.3 shows that by selecting a larger value of q, the running time will decrease while influence spread suffers a slight loss. So, it's important to choose the right q to balance the influence spread and the running time.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose an efficient algorithm to solve the problem of traditional influence maximization. The algorithm we proposed could reduce the running time of traditional greedy algorithm while maintaining the influence spread guarantee. Our IMC algorithm divides the seed node selection process into three phases: (1) Extract cliques; (2) Candidate selection; (3) Seed generation. IMC incorporates the clique property to reduce the search space of seed nodes effectively.
The experimental results on twelve real-world networks show that IMC algorithm can achieve more than 99% of CELF influence spread, and the execution efficiency is increased by about 40%-90%. It can be used to solve the problem of influence maximization in large-scale real social networks. The experiments on real-world datasets illustrate that the proposed algorithm significantly outperforms the state-of-the-art algorithms in terms of influence spread.
There are several future directions for this study. The minimum size q of the cliques will affect influence spread and running time of IMC algorithm. How to quickly and accurately select the appropriate q value is still a problem to be further explored in order to ensure the spread of influence and short running time. Moreover, to further improve the efficiency of IMC, we will exploit other methods to generate seed nodes from candidate nodes.
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