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Abstract
Building successful recommender systems requires
uncovering the underlying dimensions that describe
the properties of items as well as users’ preferences
toward them. In domains like clothing recommen-
dation, explaining users’ preferences requires mod-
eling the visual appearance of the items in question.
This makes recommendation especially challeng-
ing, due to both the complexity and subtlety of peo-
ple’s ‘visual preferences,’ as well as the scale and
dimensionality of the data and features involved.
Ultimately, a successful model should be capable
of capturing considerable variance across different
categories and styles, while still modeling the com-
monalities explained by ‘global’ structures in or-
der to combat the sparsity (e.g. cold-start), vari-
ability, and scale of real-world datasets. Here, we
address these challenges by building such struc-
tures to model the visual dimensions across differ-
ent product categories. With a novel hierarchical
embedding architecture, our method accounts for
both high-level (colorfulness, darkness, etc.) and
subtle (e.g. casualness) visual characteristics simul-
taneously.
1 Introduction
Identifying and understanding the dimensions of users’ opin-
ions is a key component of any modern recommender system.
Low-dimensional representations form the basis for Matrix
Factorization methods, which model the affinity of users and
items via their low-dimensional embeddings. In domains like
clothing recommendation where the visual factors are largely
at play, it is crucial to identify the visual dimensions of peo-
ple’s opinions in order to model personalized preference most
accurately.
In such domains, the visual appearance of the items are
crucial side-signals that facilitate cold-start recommendation.
However, uncovering visual dimensions directly from the im-
ages is particularly challenging as it involves handling se-
mantically complicated and high-dimensional visual signals.
In real-world recommendation data, items often come from
a rich category hierarchy and vary considerably. Presumably
there are dimensions that focus on globally-relevant visual
rating facets (colorfulness, certain specific pattern types, etc.)
across different items, as well as subtler dimensions that may
have different semantics (in terms of the combination of raw
features) for different categories. For instance, the combina-
tion of raw features that determine whether a coat is ‘formal’
might be totally different from those for a watch. Collars, but-
tons, pockets, etc. are at play in the former case, while fea-
tures that distinguish digital from analogue or different strap
types are key in the latter. Thus extracting visual dimensions
requires a deep understanding of the underlying fine-grained
variances.
Existing works address this task by learning a linear em-
bedding layer (parameterized by a matrix) on top of the vi-
sual features extracted from product images with a pre-trained
Deep Convolutional Neural Network (Deep CNN) [He and
McAuley, 2016b; McAuley et al., 2015; He and McAuley,
2016a]. This technique has seen success for recommenda-
tion tasks from visually-aware personalized ranking (espe-
cially in cold-start scenarios), to discriminating the relation-
ships between different items (complement, substitute, etc.).
However, with a single embedding matrix shared by all items,
such a model is only able to uncover ‘general’ visual dimen-
sions, but is limited in its ability to capture subtler dimen-
sions. Therefore the task of modeling the visual dimensions
of people’s opinions is only partially solved.
In this paper, we propose an efficient sparse hierarchical
embedding method, called Sherlock, to uncover the visual
dimensions of users’ opinions on top of raw visual features
(e.g. Deep CNN features extracted from product images).
With a flexible distributed architecture, Sherlock is scalable
and allows us to simultaneously learn both general and sub-
tle dimensions, captured by different layers on the category
hierarchy. More specifically, our main contributions include:
• We propose a novel hierarchical embedding method for
uncovering visual dimensions. Our method directly fa-
cilitates personalized ranking in the one-class Collabora-
tive Filtering setting, where only the ‘positive’ responses
(purchases, clicks, etc.) of users are available.
• We quantitatively evaluate Sherlock on large e-comm-
erce datasets: Amazon Clothing Shoes & Jewelry, etc.
Experimental results demonstrate that Sherlock outper-
forms state-of-the-art methods in both warm-start and
cold-start settings.
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• We visualize the visual dimensions uncovered by Sher-
lock and qualitatively analyze the differences with state-
of-the-art methods.
2 Related Work
One-class Collaborative Filtering. [Pan et al., 2008] in-
troduced the concept of One-Class Collaborative Filtering
(OCCF) to allow Collaborative Filtering (CF) methods, es-
pecially Matrix Factorization (MF), to model users’ prefer-
ences in one-class scenarios where only positive feedback
(purchases, clicks, etc.) is observed. This line of work in-
cludes point-wise models [Hu et al., 2008; Pan et al., 2008]
which implicitly treat non-observed interactions as ‘negative’
feedback. Such ideas were refined by [Rendle et al., 2009]
to develop a Bayesian Personalized Ranking (BPR) frame-
work to optimize pair-wise rankings of positive versus non-
observed feedback. BPR-MF combines the strengths of the
BPR framework and the efficiency of MF and forms the
basis of many state-of-the-art personalized OCCF methods
(e.g. [Pan and Chen, 2013; Krohn-Grimberghe et al., 2012;
He and McAuley, 2016b; Zhao et al., 2014]).
Incorporating Side-Signals. Despite their success, MF-
based methods suffer from cold-start issues due to the lack
of observations to estimate the latent factors of new users
and items. Making use of ‘side-signals’ on top of MF ap-
proaches can provide auxiliary information in cold-start set-
tings while still maintaining MF’s strengths. Such signals in-
clude the content of the items themselves, ranging from the
timbre and rhythm for music [Wang et al., 2014; Koenig-
stein et al., 2011], textual reviews that encode dimensions
of opinions [McAuley and Leskovec, 2013; Zhang et al.,
2014a; Ling et al., 2014], or social relations [Zhao et al.,
2014; Jamali and Ester, 2010; Pan and Chen, 2013; Krohn-
Grimberghe et al., 2012]. Our work follows this line though
we focus on a specific type of signal—visual features—which
brings unique challenges when modeling the complex dimen-
sions that determine users’ and items’ interactions.
Visually-aware Recommender Systems. The importance of
using visual signals (i.e., product images) in recommenda-
tion scenarios has been stressed by previous works, e.g. [Di
et al., 2014; Goswami et al., 2011]. State-of-the-art visually-
aware recommender systems make use of high-level visual
features of product images extracted from (pre-trained) Deep
CNNs on top of which a layer of parameterized transforma-
tion is learned to uncover those “visual dimensions” that pre-
dict users’ actions (e.g. purchases) most accurately. Modeling
this transformation layer is non-trivial as it is crucial to maxi-
mally capture the wide variance across different categories of
items without introducing prohibitively many parameters into
the model.
A recent line of work [He and McAuley, 2016b; He and
McAuley, 2016a; He et al., 2016] makes use of a single pa-
rameterized embedding matrix to transform items from the
CNN feature space into a low-dimensional ‘visual space’
whose dimensions (called ‘visual dimensions’) are those that
maximally explain the variance in users’ decisions. While a
simple parameterization, this technique successfully captures
the common features among different categories, e.g. what
characteristics make people consider a t-shirt or a shoe to
be ‘colorful.’ But it is limited in its ability to model sub-
tler variations, since each item is modeled in terms of a low-
dimensional, global embedding. Here, we focus on building
flexible hierarchical embedding structures that are capable
of efficiently capturing both the common features and subtle
variations across and within categories.
Taxonomy-aware Recommender Systems. There has been
some effort to investigate ‘taxonomy-aware’ recommendation
models, including earlier works extending neighborhood-
based methods (e.g. [Ziegler et al., 2004; Weng et al., 2008])
and more recent endeavors to extend MF using either explicit
(e.g. [Mnih, 2012]) or implicit (e.g. [Zhang et al., 2014b;
Mnih and Teh, 2012; Wang et al., 2015]) taxonomies. This
work is related to ours, though does not consider the visual
appearance of products as we do here.
3 The Sherlock Model
We are interested in learning visually-aware preference pre-
dictors from a large corpus of implicit feedback, i.e., the ‘one-
class’ setting. Formally, let U and I be the set of users and
items respectively. Each user u ∈ U has expressed positive
feedback about a set of items I+u . Each item i ∈ I is asso-
ciated with a visual feature vector fi ∈ RF extracted from a
pre-trained Deep CNN. For each item we are also given a path
on a category hierarchy from the root node to a leaf category
Ci (e.g. Clothing→Women’s Clothing→ Shoes). Our objec-
tive is to build an efficient visually-aware preference predictor
based on which a personalized ranking of the non-observed
items (i.e., I \ I+u ) is predicted for each user u ∈ U .
3.1 The Basic Visually-aware Predictor
A visually-aware personalized preference predictor can be
built on top of MF [He and McAuley, 2016b], which pre-
dicts the ‘affinity score’ between user u and item i, denoted
by x̂u,i, by their interactions on visual and non-visual dimen-
sions simultaneously:
x̂u,i = 〈
user factors︷ ︸︸ ︷
θu; γu ,
item factors︷ ︸︸ ︷
θi; γi 〉︸ ︷︷ ︸
interactions between u and i
+ 〈ϑ, fi〉︸ ︷︷ ︸
visual bias of i
+βi, (1)
where user u’s preferences on visual and non-visual (latent)
dimensions are represented by vectors θu ∈ RK′ and γu ∈
RK respectively. Correspondingly, θi ∈ RK′ and γi ∈ RK
are two vectors encoding the visual and non-visual ‘proper-
ties’ of item i. The affinity between u and i is then predicted
by computing the inner product of the two concatenated vec-
tors. Item i is also associated with an offset composed of two
parts: visual bias captured by the inner product of ϑ and fi,
and the (non-visual) residue βi.
3.2 Modeling the Visual Dimensions
The key to the above predictor is to model the visual di-
mensions of users’ opinions, which has seen success at tack-
ling cold-start issues especially for domains like clothing
recommendation where visual factors are at play. Instead
of standard dimensionality reduction techniques like PCA,
prior works have found it more effective to learn an em-
bedding kernel (parameterized by a K ′ × F matrix E) to
linearly project items from the raw CNN feature space to
a low-dimensional ‘visual space’ [He and McAuley, 2016b;
He and McAuley, 2016a]. Critically, each dimension of the
visual space encodes one visual facet that users consider;
these facets θi are thus modeled by θi = Efi, i.e., all θi’s
are parameterized by a single matrix E.
For each visual dimension D, the above technique com-
putes the extent to which an item i exhibits this particular
visual rating facet (i.e., the ‘score’ θ(D)i ) by the inner product
θ
(D)
i = 〈E(D), fi〉, (2)
where E(D) is the D-th row of E. Despite its simple form,
the embedding layer is able to uncover visual dimensions that
capture ‘global’ features (e.g. colorfulness, a specific type of
pattern) across different items. However, in settings where
items are organized in a rich category hierarchy, such a single-
embedding method can only partially solve the task of mod-
eling visual preferences as dimensions that capture the subtle
and wide variances across different categories are ignored.
For example, the combination of raw features that determine
whether a shirt is casual (such as a zipper and short sleeves)
might be quite different from those for a shoe. Thus to extract
the ‘scores’ on a visual dimension indicating casualness, each
category may require a different parameterization.
It is the above properties that motivate us to use category-
dependent structures to extract different visual embeddings
for each category of item.
3.3 Sparse Hierarchical Embeddings
Variability is pervasive in real-world datasets; this is espe-
cially true in e-commerce scenarios where the items from dif-
ferent parts of a category hierarchy may vary considerably.
A simple idea would be to learn a separate embedding
kernel for each (sub-) category to maximally capture the
fine-grained variance. However, this would introduce pro-
hibitively many parameters and would thus be subject to over-
fitting. For instance, the Amazon Women’s Clothing dataset
with which we experiment has over 100 categories which
would require millions of parameters just to model the em-
beddings themselves. Our key insight is that the common-
alities among nodes sharing common ancestors mean that
there would be considerable redundancy in the above scheme,
which can be exploited with efficient structures. This inspires
us to develop a distributed architecture—a flexible hierarchi-
cal embedding model—in order to simultaneously account
for the commonalities and variances efficiently.
Note that each row in the K ′ × F embedding matrix E
is used to extract a specific visual dimension. Let Ψ denote
the category hierarchy and hΨ its height, the high-level idea
is to partition the K ′ row indices of the embedding matrix
into hΨ segments such that each segment is associated with
a specific layer on Ψ. For each layer, the associated segment
is instantiated with an independent copy at each node which
is used to extract the corresponding visual dimensions for all
items in the subtree rooted with the node.
Figure 1 demonstrates a concrete example of extracting
K ′ = 7 visual dimensions for the Amazon Women’s Clothing
Women’s Clothing
AccessoriesShoesClothing
Handbags SunglassesBootsJeans
…
…Skirts … Slippers…
Skirt Jeans
Examples:
 Visual vector  Visual vector
Figure 1: Illustration of the high-level idea of Sherlock. Each
layer is associated with a segment of the embedding matrix,
which is instantiated at each node on this layer. The embed-
ding matrix at each leaf node is a concatenation/stack of the
segments along the root-to-leaf path. (Here we demonstrate
allocating K ′ = 7 visual dimensions with a 4:2:1 split on the
hierarchy Ψ.)
dataset. Here we show the top 3 layers of the hierarchy (i.e.,
hΨ = 3); handling deep and complex hierarchies will be dis-
cussed later. In this example, layers 0, 1, and 2 are associated
with segment S0 = [0, 1, 2, 3], S1 = [4, 5], and S2 = [6] re-
spectively. The 4 × F matrix associated with the root node
will be used to extract the first 4 visual dimensions (i.e., 0,
1, 2, 3) for all items in the dataset. While the 2 × F matri-
ces attached to the second-level nodes (i.e. Clothing, Shoes,
etc.) are used to extract visual dimensions 4 and 5 for items
in the corresponding subtrees. Finally, the 1× F matrices on
the bottom layer are used to extract dimension 6 for each of
the fine-grained categories (i.e., Skirts, Jeans, Boots, etc.).
Finally, each leaf node of Ψ is associated with a fullK ′×F
embedding matrix, which is the concatenation/stacking of all
the segment instances along the root-to-leaf path. Formally,
let (C(1)i , . . . , C(hΨ)i ) be the root-to-leaf path of item i on Ψ,
and S(l)i the segment of the embedding matrix associated with
node C(l)i on layer l. The full embedding matrix associated
with the leaf node C(hΨ)i is:
E
C
(hΨ)
i
=

—– S(1)i —–
—– S(2)i —–· · ·
—– S(hΨ)i —–

K′×F
.
Then the ‘visual properties’ of item i (i.e., θi) are computed
by
θi = EC(hΨ)i
fi. (3)
For example, in Figure 1 the embedding matrix for the
‘Skirts’ node (ESkirts) consists of 4 rows inherited from the
root, 2 rows from its parent ‘Clothing,’ and 1 row of its own.
Each skirt item i in the dataset will be projected to the visual
space by ESkirtsfi.
Note that parameters attached to the ancestor are shared by
all its descendants and capture more globally-relevant visual
dimensions (e.g. colorfulness), while the more fine-grained
dimensions (e.g. a specific style type) are captured by descen-
dants on lower levels. This ‘sparse’ structure enables Sher-
lock to simultaneously capture multiple levels of dimensions
with different semantics at a low cost.
The distributed architecture of Sherlock allows tuning the
partition schemes of the K ′ visual dimensions to trade off
the expressive power and the amount of free parameters in-
troduced. Allocating more dimensions to higher layers can
reduce the number of parameters, and the opposite will en-
hance the ability to capture more fine-grained characteristics.
Note that Sherlock can capture the single-embedding model
as a special case if it allocates all K ′ dimensions to the root
node, i.e., use a K ′ : 0 : . . . : 0 split.
Imbalanced Hierarchies. Sherlock is able to handle imbal-
anced category hierarchies. Let ~ be the length of the short-
est path on an imbalanced hierarchy. Sherlock only assigns
segments to layers higher than ~, using the same scheme as
described before. In this way, the unbalanced hierarchy can
be seen as being ‘reduced’ to a balanced one. Note that (1)
real-world category hierarchies (such as Amazon’s catalogs)
usually are not severely imbalanced, and (2) experimentally
Sherlock does not need to go deep down the hierarchy to per-
form very well (as we show later), presumably because data
get increasingly sparser when diving deeper.
3.4 Learning the Model
Bayesian Personalized Ranking (BPR) is a state-of-the-art
framework to directly optimize the personalized ranking >u
for each user u [Rendle et al., 2009]. Assuming indepen-
dence of users and items, it optimizes the maximum a pos-
terior (MAP) estimator of the model parameters Θ:
arg max
Θ
= ln
∏
u∈U
∏
i∈I+u
∏
j /∈I+u
p(i >u j|Θ) p(Θ), (4)
where the pairwise ranking between a positive (i) and a non-
positive (j) item p(i >u j|Θ) is estimated by a logistic func-
tion σ(x̂u,i − x̂u,j).
Let E∗ denote the set of embedding parameters associated
with the hierarchy Ψ, then the full set of parameters of Sher-
lock becomes Θ = {βi, γi, γu, θu, ϑ,E∗}. Using stochastic
gradient ascent, first we uniformly sample a user u as well as
a positive/non-positive pair (i, j), and then the learning pro-
cedure updates parameters as follows:
Θ← Θ + α · (σ(x̂u,j − x̂u,i)∂(x̂u,i − x̂u,j)
∂Θ
− λΘΘ), (5)
whereα represents the learning rate and λΘ is a regularization
hyperparameter tuned with a held-out validation set.
Complexity Analysis. Here we mainly compare Sher-
lock against the single-embedding model. For a sampled
triplet (u, i, j), both methods requireO(K ′×F+K) to com-
pute x̂u,i − x̂u,j . Next, computing the partial derivatives for
βi, γi, γu, θu, and ϑ take O(1), O(K), O(K), O(K ′), and
O(F ) respectively. Note that both models take O(K ′ × F )
for updating the embedding parameters due to the amount
of parameters involved. In summary, Sherlock as well as the
single-embedding model take O(K ′ × F + K) for updating
a sampled triple.
Table 1: Dataset statistics
Dataset #users (|U|) #items (|I|) #feedback
Men’s Clothing 1,071,567 220,478 1,554,834
Women’s Clothing 1,525,979 465,318 2,634,336
Full Clothing 2,948,860 1,057,034 5,338,520
4 Experiments
In this section, we conduct experiments on real-world data-
sets to evaluate the performance of Sherlock and visualize
the hierarchical visual dimensions it uncovers.
4.1 Datasets
We are interested in evaluating our method on the largest
datasets available. To this end, we adopted the Amazon
dataset introduced by [McAuley et al., 2015]. In particular,
we consider the Clothing Shoes & Jewelry dataset, since (1)
clothing recommendation is a task where visual signals are at
play, and (2) visual features have proven to be highly success-
ful at addressing recommendation tasks on this dataset. Thus
it is a natural choice for comparing our method against these
previous models. Additionally, we also evaluate all methods
on its two largest subcategories—Men’s and Women’s Cloth-
ing & Accessories. Statistics of these three datasets are shown
in Table 1. For simplicity, in this paper we denote them as
Men’s Clothing, Women’s Clothing, and Full Clothing re-
spectively.
Category Tree. There is a category tree associated with
each of our clothing datasets. Figure 1 demonstrates part
of the hierarchy associated with Women’s Clothing. On this
hierarchy, we have 10 second-level categories (Clothing,
Shoes, Watches, Jewelry, etc.), and 106 third-level categories
(e.g. Jeans, Pants, Skirts, etc. under the Clothing category).
Visual Features. Following the setting from previous works
[He and McAuley, 2016b; He and McAuley, 2016a; McAuley
et al., 2015], we employ the Deep CNN visual features ex-
tracted from the Caffe reference model [Jia et al., 2014],
which implements the architecture comprising 5 convolu-
tional layers and 3 fully-connected layers [Krizhevsky et al.,
2012]. See [McAuley et al., 2015] for more details. In this
experiment, we take the output of the second fully-connected
layer FC7 to obtain a visual feature vector fi of F = 4096
dimensions.
4.2 Evaluation Protocol
Here we mainly follow the leave-one-out protocol used by
[He and McAuley, 2016b; Rendle et al., 2009], i.e., for each
user u we randomly sample a positive item Vu ∈ I+u for val-
idation and another Tu ∈ I+u for testing. The remaining data
is then used for training. Finally, all methods are evaluated
in terms of the quality of the predicted personalized ranking
using the average AUC (Area Under the ROC curve) metric:
AUC =
1
|U|
∑
u∈U
1
|I \ I+u |
∑
j∈I\I+u
1(x̂u,Tu > x̂u,j), (6)
where 1(·) is the indicator function and the evaluation goes
through the pair set of each user u.
All our experiments were conducted on a single desktop
machine with 4 cores (3.4GHz) and 32GB memory. In all
cases, we use grid-search to tune the regularization hyperpa-
rameters to obtain the best performance on the validation set
and report the corresponding performance on the test set.
4.3 Baselines
We mainly compare our approach against BPR-based rank-
ing methods, which are known to have state-of-the-art perfor-
mance for implicit feedback dataset. The baselines we include
for evaluation are:
• Random (RAND): This baseline ranks all items ran-
domly for each user u.
• BPR-MF: Introduced by [Rendle et al., 2009], this base-
line is the state-of-the-art method for personalized rank-
ing in OCCF settings. It takes the standard Matrix Fac-
torization [Ricci et al., 2011] as the preference predictor.
• Visual-BPR (VBPR): Built upon the BPR-MF model,
it uncovers visual dimensions on top of Deep CNN fea-
tures with a single embedding matrix [He and McAuley,
2016b]. This is a state-of-the-art visually-aware model
for the task though.
• VBPR-C: This baseline makes use of category tree to
extend VBPR by associating a bias term to each fine-
grained category on the hierarchy.
In summary, these baselines are designed to demonstrate
(1) the strength of state-of-the-art visually-unaware method
on our datasets (i.e., BPR-MF), (2) the effect of using the
visual signals and modeling those visual dimensions (i.e.,
VBPR), and (3) the improvement of using the category tree
signal to improve VBPR in a relatively straightforward man-
ner (i.e., VBPR-C).
4.4 Performance and Quantitative Analysis
For each dataset, we evaluate all methods with two settings:
Warm-start and Cold-start. The former focuses on measuring
the overall ranking performance, while the latter the capabil-
ity to recommend cold-start items in the system. Following
the protocol used by [He and McAuley, 2016b], the Warm-
start evaluation is implemented by computing the average
AUC on the full test set, while Cold-start evaluates by only
keeping the cold items in the test set, i.e., those that appeared
fewer than five times in the training set.
For fair comparisons, all BPR-based methods use 20 rat-
ing dimensions.1 For simplicity, VBPR, VBPR-C, and Sher-
lock all adopt a 10:10 split, i.e., K = 10 latent plus K ′ = 10
visual dimensions. To evaluate the performance of Sherlock,
we use three different allocation schemes for the 10 visual di-
mensions, denoted by (e1), (e2), and (e3) respectively. Table 2
summarizes the detailed dimension allocation of each scheme
for each of the three datasets. For Men’s and Women’s Cloth-
ing, all three schemes allocate the 10 visual dimensions to the
top 3 layers on the category hierarchy. In contrast, visual di-
mensions are allocated to the top 4 layers for Full Clothing as
it is larger in terms of both size and variance.
1We experimented with more dimensions but only got negligible
improvements for all BPR-based methods.
Table 2: Different evaluation schemes to allocate 10 visual
dimensions.2 More visual dimensions are distributed to lower
layers on the hierarchy in the order of (e1)⇒ (e2)⇒ (e3).
Scheme Full Clothing Men’s Women’s
(e1) 6:2:1:1 7:2:1 7:2:1
(e2) 4:3:2:1 5:3:2 5:3:2
(e3) 2:3:3:2 3:4:3 3:4:3
Note that comparison between Sherlock and VBPR using
the same amount of embedding parameters would be unfair
for VBPR, as in that case VBPR would have to use a larger
value ofK ′ and would thus need to learn more parameters for
θu and would be subject to overfitting.
Table 3 shows the average AUC of all methods achieved on
our three datasets. The main findings from this table can be
summarized as follows:
1. Visually-aware methods (VBPR, VBPR-C, and Sher-
lock) outperform BPR-MF significantly, which proves
the usefulness of visual signals and the efficacy of the
Deep CNN features.
2. VBPR-C does not significantly outperform VBPR, pre-
sumably because the category signals are already (at
least partially) encoded by those visual features. This
suggests that improving VBPR requires more creative
ways to leverage such signals.
3. Sherlock predicts most accurately amongst all methods
in all cases (up to 5.7%) especially for datasets with
larger variance (i.e., Full Clothing) and in cold-start set-
tings, which shows the effectiveness of using our novel
hierarchical embedding architecture.
4. As we ‘offload’ more visual dimensions to lower lay-
ers on the hierarchy (i.e., (e1) ⇒ (e2) ⇒ (e3)), perfor-
mance becomes increasingly better. This indicates the
stability of Sherlock as well as the benefits from captur-
ing category-specific semantics.
4.5 Training Efficiency
Each iteration of the stochastic gradient descent procedure
consists of sampling training triples (u, i, j) with the size of
the training corpus. In Figure 2 we demonstrate the accuracy
on the test set (Warm-start setting) of all visually-aware meth-
ods as the number of training iterations increases. As shown
by the figure, Sherlock with three allocation schemes can all
converge reasonably fast. As analyzed in Section 3, our meth-
ods share the same time complexity with VBPR, and experi-
mentally both are able to finish learning the parameters within
a couple of hours.
4.6 Visualization of Visual Dimensions
Next we qualitatively demonstrate the visual dimensions re-
vealed by Sherlock. To achieve this goal, we take our model
trained on Men’s Clothing (10 visual dimensions with a split
2Numbers separated by colons denote the corresponding amount
of dimensions allocated to each layer (from top to bottom).
Table 3: AUC on the test set (total number of dimensions is set to 20). (e1), (e2) and (e3) correspond to the three evaluation
schemes in Table 2. The best performing method in each case is boldfaced.
Dataset Setting (a) (b) (c) (d) (e1) (e2) (e3) improvementRAND BPR-MF VBPR VBPR-C Sherlock Sherlock Sherlock e vs. c e vs. best
Full Clothing Warm-start 0.5012 0.6134 0.7541 0.7552 0.7817 0.7842 0.7868 4.3% 4.2%Cold-start 0.4973 0.5026 0.6996 0.7002 0.7272 0.7400 0.7375 5.8% 5.7%
Men’s Clothing Warm-start 0.4967 0.5937 0.7156 0.7161 0.7297 0.7341 0.7364 2.9% 2.8%Cold-start 0.4993 0.5136 0.6599 0.6606 0.6774 0.6861 0.6889 4.4% 4.3%
Women’s Clothing Warm-start 0.4989 0.5960 0.7336 0.7339 0.7464 0.7476 0.7519 2.5% 2.5%Cold-start 0.4992 0.4899 0.6725 0.6726 0.6910 0.6960 0.7008 4.2% 4.2%
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Figure 2: Comparison of visually-aware methods with num-
ber of training iterations on Full Clothing dataset.
of 5:3:23) and rank all items on each visual dimension D as
follows: arg maxi θ
(D)
i , i.e., to find items that maximally ex-
hibit each dimension.
In Figure 3 we demonstrate four example dimensions, two
associated with the top layer (D0, D1), and the rest the bot-
tom layer (D8, D9). For each of these dimensions, we show
the top-ranked items in a few of the bottom-level categories—
Coats, Watches, and Shoes. We make the following observa-
tions from Figure 3.
Sherlock produces meaningful visual dimensions, each of
which seems to capture a human notion. For example, dimen-
sionsD0 andD8 capture the notions of ‘dark’ and ‘formality’
respectively, though items are from different categories and
vary considerably in aspects like shape and category-specific
features.
As expected, Sherlock captures both globally-relevant and
subtle dimensions. Top-level dimensions D0 and D1 are cap-
turing the notions of darkness and brightness respectively,
features which are applicable to all categories. While the
bottom-level dimensions D8 and D9 are capturing the subtler
notions of formality and casualness, which requires a deep
understanding of category-specific semantics. For example,
to extract the ‘business’ dimension (D8), attributes like collar
and button are at play for the Coats category, while features
that distinguish digital from analogue or strap types are key
for the Watches category.
Note the single-embedding model only uncovers dimen-
sions like those captured by the top-level on our hierarchy.
3D0, D1 . . . , D4 are on the top-level,D5, D6, D7 are on the sec-
ond level, and D8, D9 are on the bottom-level.
...Top 
level
Bottom 
level
Watches:
Shoes:
Coats:
Watches:
Shoes:
Coats:
...
...
Watches:
Shoes:
Coats:
Watches:
Shoes:
Coats:
...
Figure 3: Demonstration of four visual dimensions uncov-
ered by Sherlock on Men’s Clothing. Top-level dimensions
D0 and D1 appear to capture ‘general’ notions (darkness and
brightness); while bottom-level dimensions D8 and D9 cap-
ture subtler notions (business and casualness), which requires
the ability to model category-specific semantics.
The strength of Sherlock in exploiting the commonalities and
variances of items and uncovering dimensions makes it a suc-
cessful method in addressing the recommendation task.
5 Conclusion
Uncovering rating dimensions and modeling user-item inter-
actions upon them are key to building a successful recom-
mender system. In this paper, we proposed a sparse hierarchi-
cal embedding method, Sherlock, that simultaneously reveals
globally-relevant and subtle visual dimensions efficiently. We
evaluated Sherlock for personalized ranking tasks in the one-
class setting and found it to significantly outperform state-of-
the-art methods on real-world datasets.
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