Absrmcr-Minimax or worst-case approaches have been used frequently recently in model predictive control (MPC) to obtain control laws that are less sensitive to uncertainty. The problem with minimax MPC is that the controller can become overly conservative. An extension to minimax MPC that can resolve this problem is dosed-loop minimax MF'C. Unfortunately, closed-lwp minimax MPC is essentially an intractable problem. In this paper, we introduce a novel approach to approximate the solution to a number of closed-loop minimax MPC problems. The result is convex optimization problems with size growing polgnomially in system dimension and prediction horizon.
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I. MINIMAX MPC
The class of systems we address is linear discrete-time systems with external disturbances Z k + i = A Z k + B U k + G W k (la) ' Yk = C X k
(1b)
The variables Xk E E%", U k E w", y k E Rp and W k E R' denote the state, control input, controlled output and external disturbance respectively. Furthermore, the system is constrained, Uk E D and xk X. The constraint sets U and X are assumed to be polyhedrons. U E U = { U : E,uIf,,} (2a) x E x = {z : E,X 5 fi}
The disturbance w k is only known to be bounded in some measure, but otherwise unknown. The set of possible disturbances is denoted W.
W k E w (3)
A fundamental flaw with this formulation is the fact that the MPC controller in reality applies feedback. This will make the minimax-approach unnecessarily conservative, since it has to find a single control sequence that works well in openloop for all admissible disturbance realizations.
In a closed-loop minimax MPC approach, one would assume instead that the future control U k + l is calculated optimally over the horizon N -1 first when Zk+1 is available.
The problem to solve in closed-loop minimax MPC is thus
This type of minimax MPC has been addressed in, e.g., [7] and [131. Unfortunately, the problems are intractable for anything but small systems and very short horizons, due to an exponential explosion in computational complexity. . .
The disturbance set W is one of the ingredients that determine the type of optimization problem we, end up with. For simplicity, we concentrate on a box-constrained model.
(~2~lw%+llk) (7) w = w, = { U : IIW113s 5 1)
employ a minimax strategy, i.e., minimization of a worst-
The dominating approach in robust MPC synthesis is to case performance measure. Open-loop minimax MPC with a finite horizon performance measure can be stated as The idea is to assume that at least some feedback will be employed. This can be done by parameterizing the future control sequence in terms of the future states and a new decision variable Vk+)lk E Wm,
The feedback matrix L is typically chosen off-line, or some more or less heuristic procedure is used to find a suitable Feedback prediction in the form (7) can be written as
where C x = @T==,L. Closing the loop gives the following
The problem is that the mapping from C and V to X and U is nonlinear, hence optimization over both LX and V is likely to cause problem. At least, it is not obvious how this parameterization can be incorporated in a standard convex optimization problem.
Let us look at bit closer on the parameterized control sequence.
It is composed of one certain pars C x R ( h k l k + B V ) + V , and one mapping from the disturbances to the controlsequence, CxaGW. Important to remember is that CxRG has a causal structure, i.e. uk+jlk depend only on U J~+ ; /~, i <
j.
The findings motivate us to try an alternative parameterization.
The control sequence is now parameterized directly in the uncertainty. The matrix L;j E WmX' describes how uk+;lk uses W k + j l k . Note that the parameterization is causal in the same sense as the standard parameterization (IO). Inserting the parameterization yields
The mapping from C and V to X and U is now bilinear.
This is the main idea in this work, and it will allow us to formulate a number of convex minimax MPC problems (with polynomial complexity in the prediction horizon N and system dimensions).
MINIMAX MPC IS CONVEX I N C AND V
In the previous section, a parameterization of the future control sequence was proposed. It will now be shown that this parameterization allows us to solve some minimax MPC problems with on-line optimization of feedback predictions using convex programming.
A. Minimum Peak Perfomnee
A commonly used performance measure in minimax MPC To summarize, the minimum peak problem with elementwise bounded disturbances and feedback predictions is solved with the following linear program. The derived optimization problem can be solved with a standard linear programming solver. This means that the introduction of L as a free variable has not complicated the problem in terms of conceptual complexity. However, the number of introduced variables and constraints is huge. This will be discussed further in Section IV. To take care of these constraints using linear programming, we need to bound the absolute value of the matrix C(G+BL) from above. This is done by defining a matrix variable R and two sets of inequalities. Linear state and control constraint can be taken care of using the methods described in the previous section, i.e., the problem will only be augmented with a set of linear inequalities. Our solution tu the minimax problem is thus given by the following semidefinite program.
C ( G + B L ) 5 n

s. t. (18), (19)
IV. CHEAPER PARAMETERIZATIONS
The main problem with the proposed minimax formulations is the excessive amount of decision variables and constraints.
The reason is, to begin with, the high-dimensional parameterization of the matrix C. The number of free variables in this matrix alone is C = (-0.2072 0.04141 0.07256)~k
The control objective is to keep the output Y k as close as passible to the reference value 1, but at the same time never exceed this level2. The input is constrained ItLkl 5 1.
Since the main objective is to balance the output close to the constraint level, the weight matrices are chosen as Q = 1 and R = 0.01. The prediction horizon was N = 10. The proposed minimax controller with free feedback predictions was implemented, together with a number of minimax controller~~ using parameterization (10) with fixed feedback matrices defined using LQ controllers with Q = 1 and control weights R ranging from to lo4. The results are given in Figure 2 . The performance is substantially improved with
In addition to this, the matrices R and T also introduce O(N2) variables.
Note however that many of &e variables and constraints are redundant. For instance, the matrix C(g + EL) is lower block triangular, so R can also be lower block triangular.
These issues will not be dealt with here. The software used to implement the algorithms, YALMIP [9] and SEDUMI Stepresponses for proposed minima,: controller with on-line feedback predictions, and the exact closed-lwp minimax MPC Closed-loop behavior is essentially the same.
As one can see in the figure, the performance of the two controllers is almost identical. The results are very encouraging, considering that two approximations are involved in our minimax controller (the semidefinite relaxation and the . linear parameterization of U).
VI. CONCLUSION A novel approach to improve conservativiness in minimax MPC has been proposed. A new parameterization of the control sequence allows approximation of closed-loop minimax MPC using standard convex programming. The convex programs scale reasonably well with problem dimensions. Numerical experiments indicates that the performance is substantially improved compared to standard minimax schemes, and is comparable with the exact closed-loop minimax MPC solution.
%e problem is Written as a se~ond order cone problem to enahle use of SEDUMI
