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Abstract
In this article, we apply Deift-Zhou nonlinear steepest descent method
to analyze the long-time asymptotic behavior of the solution for the discrete
defocusing mKdV equation
q˙n =
(
1− q2
n
)
(qn+1 − qn−1)
with decay initial value
qn(t = 0) = qn(0),
where n = 0,±1,±2, · · · is a discrete variable and t is continuous time variable.
This equation was proposed by Ablowitz and Ladik.
Key words: discrete defocusing mKdV equation, Lax pair, Riemann-Hilbert
problem, Deift-Zhou steepest descent method, long-time asymptotic behavior.
1 Introduction
Since Deift and Zhou developed nonlinear steepest descent method in 1993 [1],
it has been successfully applied to analyze the long-time asymptotic behavior of
a wide variety of continuous integrable systems, such as the mKdV equation, the
∗Corresponding author: faneg@fudan.edu.cn
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NLS equation, the sine-Gordon equation, the KdV equation, and the Cammasa-
Holm equation [2–6]. However, there still has been little work on the long-time
behavior of the discrete integrable systems, except for the Toda lattice and discrete
NLS equation [7, 8].
In this article, we consider the following discrete defocusing mKdV equation
q˙n =
(
1− q2n
)
(qn+1 − qn−1) (1)
with initial value
qn(t = 0) = qn(0), (2)
where q˙n = dqn(t)/dt, n = 0,±1,±2, · · · and t is continuous time variable. The
equation (1) was first proposed by Ablowitz and Ladik [9]. They further showed
that the equation (1) is the semi-discrete version of the following classical mKdV
equation [9]
uτ (x, τ) + 6u
2ux(x, τ) − uxxx(x, τ) = 0.
Narita found two kinds of Miura transformations
qn =
(un−1 + un+1)un − 2un−1un+1
(un−1 − un+1)un
,
qn =
un−1 − 2un + un+1
un−1 − un+1
between the equation (1) and Sokolov-Shabat equation [10]
u˙n = 4(un−1 − un)(un − un+1)/(un−1 − un+1).
The some kinds of exact solutions of equation (1) were obtained by using homotopy
analysis method and exp-function method [11, 12]. With Darboux transformation,
Wen and Gao obtained the explicit solutions for the equation (1) on the discrete
spectral of Lax pair [13]. However, the solutions of the equation (1) with initial-
boundary condition on the continuous spectral have been still unknown by using
inverse scattering transformation or Riemann-Hilbert approach. So in this paper,
we would like to apply Riemann-Hilbert approach/Deift-Zhou nonlinear steepest
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descent method to investigate the long-time behavior of the solution for the initial
value problem of discrete defocusing mKdV equation (1)-(2).
The organization of this paper is as follows. In section 2, we introduce appro-
priate eigenfunctions and spectral functions to reformulate initial value problem of
discrete mKdV equation (1)-(2) as a Riemann-Hilbert problem(RHP). From section
3 to section 8, we transform the RHP to a model one by using a series of deforma-
tions and decompositions. In section 9, we show the existence and boundedness of
the Cauchy operators during solving the RHP. At the last section, we provide the
asymptotic behavior of the solution of the equation (1).
2 Riemann-Hilbert problem
In this section, we first investigate the solvability of the initial value problem
(1)-(2) equation and then transform it into a RHP. Moreover, we further express
the potential qn of the discrete defocusing mKdV equation (1) with a solution of
the obtained RHP.
Similar to Proposition 2.1 in [8], we can show the following proposition.
Proposition 2.1. Let s be a nonnegative integer. If the initial condition (2) satis-
fies
‖qn(0)‖1,s =
∞∑
n=−∞
(1 + |n|)s |qn(0)| <∞, (3)
‖qn(0)‖∞ = sup
n
|qn(0)| < 1, (4)
then the equation (1) admits an unique solution in the space
l1,s = {{cn}
∞
n=−∞ :
∞∑
n=−∞
(1 + |n|)
s
|cn| <∞, 0 ≤ t <∞}.
Proof. We define
c−∞ =
∞∏
n=−∞
Ä
1− |qn|
2
ä
, ρ0 = (1− c−∞)
1
2 ,
3
then we have
sup
n
|qn(0)| ≤ ρ0. (5)
It is easy to verify that c−∞ and ρ0 are both conserved quantities. Therefore, we
consider equation (1) as an ordinary differential equation with respect to t, whose
solution belongs to the Banach space l1,s ⊂ l∞ under the condition (3) and (4).
Given the ball in l∞
B := {{qn(t)} ∈ l
∞, |qn(t)− qn(0)| < ρ0},
we show that the equation (1) admits a solution in the space B. Since the right-
hand side of (1) is Lipschitz continuous and bounded, there exits a t1 such that
equation (1) admits solution in B for t ∈ (0, t1]. By the standard argument about
ordinary differential equations in [14], we get that t1 depends on ρ0 so as we have
(5). Because we have known that ρ0 is conserved, we have
sup
n
|qn(t1)| ≤ ρ0. (6)
Similarly, we could extend the solution of equation (1) to t ∈ (t1, 2t1]. Repeating
the procedure above, we then can extend the solution to t ∈ [0,∞) in the space l∞.
Therefore, for 0 ≤ t <∞, we have
sup
n
|qn(t)| ≤ ρ0.
Based on the fact that there is a solution for (1)-(2) in l∞ shown above, we
further verify that the solution belongs to the Banach space l1,s. From equation
(1), we get
‖q˙n(t)‖1,s ≤ Const. ‖qn(t)‖1,s .
By integrating q˙n(t) with respect to t, we get
‖qn(t)‖1,s ≤ ‖qn(0)‖1,s + Const.
∫ t
0
‖qn(τ)‖1,s dτ.
By virtue of the Gronwall inequality, it follows that ‖qn(t)‖1,s grows at most expo-
nentially and does not blow up.
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For the uniqueness, if we set
qn(0) = 0,
then the problem (1)-(2) only admits a zero solution.
In the following, we transform the initial problem (1)-(2) into a RHP. It is known
that the discrete mKdV equation admits a Lax pair [9]
Xn+1 = z
σ3Xn +QnXn, (7)
X˙n = z
2σ3Xn +BnXn, (8)
where Xn is a 2× 2 matrix, and
σ3 =
Å
1 0
0 −1
ã
, zσ3 =
Å
z 0
0 z−1
ã
, Qn =
Å
0 qn
qn 0
ã
,
Bn =
Å
−qn−1qn qnz + qn−1z
−1
qnz
−1 + qn−1z −qn−1qn
ã
.
The Lax pair (7)-(8) admit the following asymptotic Jost solutions
Xn(z, t) ∼ z
nσ3
Ç
ez
2t 0
0 ez
−2t
å
, n→ ±∞.
Making transformation
Yn = z
−nσ3
Ç
e−z
2t 0
0 e−z
−2t
å
Xn,
then we have
Yn+1 − Yn = z
−σ3Q˜nYn, (9)
where
Q˜n = z
−nσˆ3e−
t
2 (z
2−z−2)σˆ3Qn
=
Ç
0 qnz
−2ne−t(z
2−z−2)
qnz
2net(z
2−z−2) 0
å
, (10)
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and for a 2× 2 matrix A, the symbol eσˆ3 is defined by
eσˆ3A ≡ eσ3Ae−σ3 .
Denoting Y
(±)
n as the 2× 2 eigenfunctions of (9) such that
Y (−)n → I as n→ −∞, (11)
Y (+)n → I as n→ +∞, (12)
then we have
Y (−)n = I +
n−1∑
k=−∞
z−σ3Q˜kY
(−)
k , (13)
Y (+)n = I −
∞∑
k=n
z−σ3Q˜kY
(+)
k . (14)
By WKB expansion method, it follows that
Y (−)n =z
−nσˆ3e
t
2 (z
2−z−2)σˆ3
×
Å
1 +O(z−2, even) zqn−1 +O(z
3, odd)
z−1qn−1 +O(z
−3, odd) 1 +O(z2, even)
ã
, (15)
Y (+)n =z
−nσˆ3e
t
2 (z
2−z−2)σˆ3
×
Å
c−1n +O(z
2, even) −c−1n z
−1qn +O(z
−3, odd)
−c−1n zqn +O(z
3, odd) c−1n +O(z
−2, even)
ã
, (16)
whereO(z±3, odd) (O(z±2, even)) means the remaining part containing z±3, z±5, · · ·
(z±2, z±4, · · · , respectively) and
cn =
∞∏
k=n
Ä
1− |qk|
2
ä
.
Rewriting
Y (−)n = (Y
(−)
n,1 , Y
(−)
n,2 ), Y
(+)
n = (Y
(+)
n,1 , Y
(+)
n,2 ),
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where Y
(±)
n,j is the jth column of Y
(±)
n , and letting
X(±)n = z
nσ3
Ç
ez
2t 0
0 ez
−2t
å
Y (±)n , (17)
from (11) and (12), we find that (7) admits matrix solutions X
(−)
n = (X
(−)
n,1 , X
(−)
n,2 )
and X
(+)
n = (X
(+)
n,1 , X
(+)
n,2 ) such that
X
(−)
n,1 → z
nez
2t
Å
1
0
ã
, X
(−)
n,2 → z
−nez
−2t
Å
0
1
ã
, as n→ −∞, (18)
X
(+)
n,1 → z
nez
2t
Å
1
0
ã
, X
(+)
n,2 → z
−nez
−2t
Å
0
1
ã
, as n→∞. (19)
From spectral problem (7), we know that
det(X(±)n ) 6= 0,
which implies that X
(±)
n are invertible. Thus, by the linearity of the eigenfunction,
there exist four functions a(z), b(z), a∗(z) and b∗(z), such that
X
(−)
n,1 (z, t) = a(z)X
(+)
n,1 (z, t) + b(z)X
(+)
n,2 (z, t), (20)
X
(−)
n,2 (z, t) = b
∗(z)X
(+)
n,1 (z, t) + a
∗(z)X
(+)
n,2 (z, t), (21)
which combining with (7), we can get the symmetry
a∗(z) = a(z¯−1), b∗(z) = b(z¯−1).
By using (17) and (20), we find that
a(z) =
det(X
(−)
n,1 , X
(+)
n,2 )
detX
(+)
n
=
det(Y
(−)
n,1 , Y
(+)
n,2 )
detY
(+)
n
,
b(z) =
det(X
(+)
n,1 , X
(−)
n,1
detX
(+)
n
=
det(Y
(+)
n,1 , Y
(−)
n,1
detY
(+)
n
.
From (10), (13) and (14), it is worthy of notice that both Y
(−)
n,1 and Y
(+)
n,2 belong
to C[{|z| ≥ 1} ∪ {∞}] and they are both analytic outside the unit circle. While
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both Y
(−)
n,2 and Y
(+)
n,1 are continuous on the closed unit disc and analytic inside the
unit circle. Thus, using (15)-(16), we know that a(z) is analytic outside the unit
circle, moreover a→ 1 as z →∞.
Besides, b is continuous on the unit circle, and
a∗(0) = 1. (22)
By calculating the determinant of X
(−)
n and X
(+)
n , we obtain that
|a(z)|2 − |b(z)|2 = c−∞ > 0, for |z| = 1,
which implies a 6= 0 on the unit circle. Let r = b/a, r¯ = b∗/a∗, we then have
r¯(z) = r(z¯−1), 0 ≤ |r(z)| < 1.
We now construct the RHP for equation (1). Defining a 2 × 2 analytic matrix
function on C \ {|z| = 1}
m(z;n, t) =


Ç
1 0
0 cn
å
znσˆ3e−
t
2 (z
2−z−2)σˆ3
Å
Y
(−)
n,1
a , Y
(+)
n,2
ã
|z| > 1,Ç
1 0
0 cn
å
znσˆ3e−
t
2 (z
2−z−2)σˆ3
Å
Y
(+)
n,1 ,
Y
(−)
n,2
a∗
ã
|z| < 1,
(23)
from (15)-(16), we can get the expansion of m
m = I +m1z
−1 + · · · , z →∞. (24)
Moreover, with (15), (22) and (23), we find that
qn =
m12
z
∣∣∣
z=0
=
d
dz
m12
∣∣∣
z=0
, (25)
where m12 is the (1,2)-entry of the matrix m.
By using (20) and (21), we can derive that
m+ = m−v, z ∈ Σ, (26)
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where Σ = {z : |z| = 1} is called jump curve (see Figure 1), and
v(z;n, t) = znσˆ3e−
t
2 (z
2−z−2)σˆ3
Å
1− |r(z)|
2
−r¯(z)
r(z) 1
ã
,
is called the jump matrix.
In summary, we have got the RHP of m

m analytic on C \ {|z| = 1},
m+ = m−v, z ∈ Σ,
m(z;n, t)→ I as z →∞.
Letting
ϕ =
t
2
(z2 − z−2)− n log z, (27)
we obtain that
v(z;n, t) = e−ϕσˆ3
Å
1− |r(z)|2 −r¯(z)
r(z) 1
ã
. (28)
Figure 1. The jump curve Σ;
+
’+’ means the orientation of the contour
0
3 The first RHP deformation
In this section, we change the RHP of m into a new equivalent one, such that
its jump matrix admits a helpful lower/upper triangular factorization. We take a
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real constant number 0 < V0 < 2, we will discuss the asymptotic behavior under
assumption |n| ≤ V0t, t→∞.
From (27), the function ϕ has four first order stationary phase points
S1 = A, S2 = A¯, S3 = −A, S4 = −A¯,
where
A = 2−1
Å…
2 +
n
t
− i
…
2−
n
t
ã
.
Figure 2. The sign figure of Reϕ
negative
positive
positive
negative
negative
negative
positive positive
S1
S2S3
S4
0
Let
z = |z|eiθ.
From (27), we have
Reϕ =
t
2
cos(2θ)(|z|2 − |z|−2)− n log |z|,
which leads to the sign figure of Reϕ as shown in Figure 2.
We denote ˚ SjSj+1 as the arc on unit circle from Sj to Sj+1 such that the
central angle of the arc is less than π (S5 = S1). Define δ as an analytic function
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on C \ {|z| = 1} satisfying an scalar RHP


δ+(z) = δ−(z)
Ä
1− |r|
2
ä
on S˘1S2 ∪ S˘3S4,
δ+(z) = δ−(z) on S˘2S3 ∪ S˘4S1,
δ → 1 as z →∞,
which admits a unique solution
δ(z) = e
− 12πi
Ä∫
S2
S1
+
∫
S4
S3
ä
log (1−|r(τ)|2) dττ−z , (29)
where
∫ Sj+1
Sj
, j = 1, 3 denote the integral on˚ SjSj+1. Noticing that
sup
|z|=1
|r(z)| < 1,
it can be shown that both δ and δ−1 are bounded.
We introduce a transformation on C \ {|z| = 1}
m(1) = mδ−σ3 , (30)
where the jump curve still is Σ(1) = Σ, but its orientation is clockwise on S˘1S2∪S˘3S4
and counterclockwise on S˘2S3 ∪ S˘4S1 as shown in Figure 3.
On Σ, we find that
(
mδ−σ3
)
+
= m−vδ
−σ3
+ =
(
mδ−σ3
)
−
δσ3− vδ
−σ3
+ , (31)
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where
δσ3− vδ
−σ3
+ = e
−ϕσˆ3
ÇÄ
1− |r(z)|2
ä
δ−δ
−1
+ −r¯(z)δ+δ−
r(z)δ−1− δ
−1
+ δ
−1
− δ+
å
=


e−ϕσˆ3
Ç
1− |r(z)|
2
−r¯(z)δ2+
r(z)δ−2− 1
å
,
e−ϕσˆ3
Ñ
1
−r¯(z)δ2+
1−|r(z)|2
r(z)δ−2
−
1−|r(z)|2
1− |r(z)|2
é
=


Ç
1 −r¯(z)δ2+e
−2ϕ
0 1
åÇ
1 0
r(z)δ−2− e
2ϕ 1
å
on S˘2S3 ∪ S˘4S1,(
1 0
rδ−2
−
e2ϕ
1−|r|2
1
)(
1 −
r¯δ2+e
−2ϕ
1−|r|2
0 1
)
on S˘1S2 ∪ S˘3S4.
Also, we verify that
m(1) = mδ−σ3 → I as z →∞.
So if setting
v(1) =
{
δσ3− vδ
−σ3
+ on S˘1S2 ∪ S˘3S4,(
δσ3− vδ
−σ3
+
)−1
on S˘2S3 ∪ S˘4S1,
then we get RHP for m(1) as follows
m
(1)
+ = m
(1)
− v
(1), z ∈ Σ(1) (32)
To express the jump matrix more concise, we set
ρ(z) =
{
− r¯
1−|r|2
on S˘1S2 ∪ S˘3S4,
r¯ on S˘2S3 ∪ S˘4S1,
(33)
and
ρ¯(z) = ρ(z¯−1),
then we have
v(1) = b−1− b+, (34)
12
where
b− =
Å
1 0
ρ¯δ−2− e
2ϕ 1
ã
, b+ =
Å
1 ρδ2+e
−2ϕ
0 1
ã
. (35)
Figure 3. The jump curve Σ(1)
S1
S2S3
S4
0
4 The second RHP deformation
In this section, we would decompose ρ and ρ¯ into the rational part and two
small parts respectively, so that we can make the second RHP transformation with
augmented jump contour (see Figure 4).
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Figure 4. Jump curve Σ(2)
L is in blue and L¯ is in orange
Ω2
Ω1
Ω3
Ω5
Ω5
Ω3
Ω4
Ω6
Ω4Ω6
S1
S2
S4
S3
l¯12
l¯21
L˜12
l21
l12
0
Denoting
d = 2−1min(
»
2 + n/t,
»
2− n/t),
and making the decomposition
ρ = R+ hI + hII , (36)
ρ¯ = R¯+ h¯I + h¯II , (37)
we then can obtain the following estimates
∣∣e−2ϕhI ∣∣ ≤ Ct 12−l on Σ, (38)∣∣e−2ϕhII ∣∣ ≤ Ct−q/2 on L, (39)∣∣e−2ϕR(z)∣∣ ≤ Ce−Ctǫ2 on Lǫ, (40)∣∣e2ϕh¯I ∣∣ ≤ Ct 12−l on Σ, (41)∣∣e2ϕh¯II ∣∣ ≤ Ct− q2 on L¯, (42)∣∣e2ϕR¯(z)∣∣ ≤ Ce−Ctǫ2 on L¯ǫ, (43)
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where we can see L, L¯ in Figure 4 and for a positive real number ǫ (< d/2)
Lǫ = {z ∈ L : |z − Sj| ≥ ǫ for j = 1, 2, 3, 4},
L¯ǫ = {z ∈ L¯ : |z − Sj| ≥ ǫ for j = 1, 2, 3, 4}.
In the following, we first get down to the decomposition of ρ on the one side of
S˘1S2; then we shall study the decomposition of ρ¯ on the other side of S˘1S2; At last,
in the similar way, we would investigate the decomposition on the other curves, like
S˘2S3, S˘3S4 and S˘4S1.
4.1 Decomposition of ρ on S˘1S2
We consider ρ as a function of θ. If we set θ0 = −arg(A), then the region of ρ
is (−θ0, θ0), which is a symmetric interval about θ = 0. Thu.s, we could decompose
ρ as the sum of an odd function and an even function
ρ(θ) = He(θ
2) + θHo(θ
2),
Ho and He can be approximated by Taylor’s expansion at the point θ
2 = θ20
Ho(θ
2) = µo0 + · · ·+ µ
o
k
(
θ2 − θ20
)k
+O(θ2 − θ20)
k+1,
He(θ
2) = µe0 + · · ·+ µ
e
k
(
θ2 − θ20
)k
+O(θ2 − θ20)
k+1.
Define
R(θ) =
k∑
l=0
(
µel (θ
2 − θ20)
l + θµol (θ
2 − θ20)
l
)
,
h(θ) = ρ(θ)−R(θ),
α(z) = (z − S1)
q (z − S2)
q ,
where k and q are two fixed positive integers and have the relationship
k = 4q + 1.
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Notice that
R(±θ0) = ρ(±θ0), θ = −i log z, on S˘1S2,
we consider R as a function of complex number z, which could be extended analyt-
ically to a fairly large neighborhood of S˘1S2.
We consider a function
ψ = ϕ/(it),
then (27) implies that ψ strictly decrease on (−θ0, θ0). Thus, we can consider θ as
a function of ψ and h/α, which are defined by
(h/α)(ψ) =
®
h (θ(ψ)) /α (θ(ψ)) , ψ(θ0) ≤ ψ ≤ ψ(−θ0),
0, otherwise on the real line.
We verify that
(h/α)(θ) = O((θ ± θ0)
k+1−q), θ → ±θ0.
Since both S1 and S2 are the first order stationary phase points, one gets
dθ
dψ
=
Å
dϕ
itdθ
ã−1
= O((θ ± θ0)
−1), θ → ±θ0.
For any integer 1 ≤ l ≤ 3q+22 , we deduce that
h/α ∈ H lψ, (44)
where H lψ norm is uniformly bounded with respect to (n, t) as long as |n| ≤ V0t.
We apply Fourier transform to (h/α)(θ) to decompose h into two parts
h = hI + hII ,
where
hI(θ) = α(θ)
∫ ∞
t
eisψ(θ)(‘h/α)(s)ds, (45)
hII(θ) = α(θ)
∫ t
−∞
eisψ(θ)(‘h/α)(s)ds, (46)
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and ’Åh
α
ã
(s) =
∫ ∞
−∞
e−isψ
Å
h
α
ã
(s)ds.
Thus, we have
ρ = R+ hI + hII .
By using (44)-(45) and Schwartz inequality, we have
∣∣e−2ϕhI ∣∣ ≤ Ct 12−l on S˘1S2. (47)
Let
p =
…
d2 + 2d+
1
2
−
…
1
2
,
and introduce a curve
L12 = l12 ∪ l21 ∪ L˜12, (48)
where
l12 = {S1 + S1e
iπ
4 u : 0 ≤ u ≤ p},
l21 = {S2 + S2e
− iπ4 (p− u) : 0 ≤ u ≤ p},
L˜12 = arc(S1 + S1e
iπ
4 p, S2 + S2e
− iπ4 p).
From (46), It is shown that hII can be analytically extend to {Reϕ > 0}, and
∣∣e−2ϕhII ∣∣ ≤ Ce−tRe(iψ)) |α| . (49)
Since that both S1 and S2 are first order saddle points and L˜12 is a closed curve in
the inner of {Reϕ > 0}, we have
Reiψ ≥


Cu2 on l12,
C(p− u)2 on l21,
C on L˜12.
(50)
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It is easy to check that
|α| =


O(uq) on l12,
O((p − u)q) on l21,
O(1) on L˜12.
(51)
With (50) and (51), we obtain
∣∣e−2ϕhII ∣∣ ≤ Ct−q/2 on L12. (52)
For sufficiently small positive number ǫ (ǫ < d/2), we define
lǫ12 = {z ∈ l12 : |z − S1| ≥ ǫ},
lǫ21 = {z ∈ l21 : |z − S2| ≥ ǫ},
Lǫ12 = l
ǫ
12 ∪ l
ǫ
21 ∪ L˜12.
Since dist(Lǫ12, {S1, S2}) ≥ ǫ, it follows that
Re(iψ) ≥ Cǫ2,
and with the boundedness of R(z) on Lǫ12, we get
∣∣e−2ϕR(z)∣∣ ≤ Ce−Ctǫ2 on Lǫ12. (53)
4.2 Decomposition of ρ¯ on S˘1S2
For the one side of S˘1S2, we have decomposed ρ into three parts
ρ = R+ hI + hII .
Similar result can be obtained for ρ¯ on S˘1S2 and set
p¯ =
»
2(2− nt )√
2 + nt +
√
2− nt
.
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Consider the contour L¯12 = l¯12 ∪ l¯21, where
l¯12 = {S1 − S1e
− iπ4 u : 0 ≤ u ≤ p¯},
l¯21 =: {S2 − S2e
iπ
4 (p¯− u) : 0 ≤ u ≤ p¯}.
Noticing decomposition
ρ¯ = R¯+ h¯I + h¯II ,
where
R¯(z) = R(z¯−1),
then in a similar way to the derivation of hI and hII , we can get the estimates∣∣e2ϕh¯I ∣∣ ≤ Ct 12−l on S˘1S2, (54)∣∣e2ϕh¯II ∣∣ ≤ Ct− q2 on L¯12. (55)
Let
l¯ǫ12 = {z ∈ l¯12 : |z − S1| ≥ ǫ},
l¯ǫ21 = {z ∈ l¯21 : |z − S2| ≥ ǫ},
L¯ǫ12 = l
ǫ
12 ∪ l
ǫ
21,
then for a fixed ǫ, we get
∣∣e2ϕR¯(z)∣∣ ≤ Ce−Ctǫ2on L¯ǫ12. (56)
Remark 4.1. We have decomposed ρ and ρ¯ on S˘1S2; and we could get (36)-(37)
on S˘2S3, S˘3S4 and S˘4S1: ρ = R + hI + hII , similarly. What’s more, we could get
(38)-(43) in the same way.
4.3 The second RHP deformation
According to the decomposition for ρ and ρ¯, we would make the second defor-
mation to get a new RHP equivalent to the original one. Set
b± = b
e
± + b
o
±,
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where
be+ =
Å
1 (R+ hII)δ
2e−2ϕ
0 1
ã
, bo+ =
Å
1 hIδ
2e−2ϕ
0 1
ã
,
be− =
Å
1 0
(R¯+ h¯II)δ
−2e2ϕ 1
ã
, bo− =
Å
1 0
h¯Iδ
−2e2ϕ 1
ã
.
Then, for (34)-(37), we have
v(1) = (bo−b
e
−)
−1bo+b
e
+ on Σ
(1).
Since both hII and R is analytic on Ω5 and Ω6, b
e
+ is analytic on Ω5 and Ω6;
similarly, be− is analytic on Ω3 and Ω4. Thus, we define a new holomorphic function
on C \ Σ(2) as shown in Figure 4:
m(2) =


m(1) on Ω1 and Ω2,
m(1)
(
be−
)−1
on Ω3 and Ω4,
m(1)
(
be+
)−1
on Ω5 and Ω6,
(57)
and it is easy to see that
lim
z→∞
m(2) = lim
z→∞
m(1) = I.
From (32) and (57), it follows that
m
(2)
+ = m
(2)
− v
(2) on Σ(2), (58)
where
v(2) = (b
(2)
− )
−1b
(2)
+ (59)
and
b
(2)
+ =


be+ on L,
I on L¯,
bo+ on Σ,
b
(2)
− =


I on L,
be− on L¯,
bo− on Σ
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with
w
(2)
± = ±(b
(2)
± − I), w
(2) = w
(2)
+ + w
(2)
− .
We have completed the second RHP transformation.
5 Reduction of the RHP
In this section, we would like to reduce the previous RHP to a model RHP.
We firstly apply an integral operator introduced in [17] to write m(2) in the integral
form. Then, we reduce this integral to the sum of the decaying part and the integral
related to the leading order.
5.1 Partition of matrices
Recall that m(2) can be written in the integral form
m(2)(z) = I +
1
2πi
∫
Σ(2)
((I − Cw(2))
−1I)(τ)w(2)(τ)
τ − z
dτ, (60)
where Cw(2) = C+(·w
(2)
− )+C−(·w
(2)
+ ), and C± are the Cauchy operators defined by
C±(f)(z) =
1
2πi
∫
Σ(2)
f(τ)dτ
τ − z±
, f ∈ L2(Σ(2)), z ∈ Σ(2).
By (24), (25), (30) and (57), we then get
qn =
d
dz
Ä
(m(2))12δ
−1
ä ∣∣∣
z=0
= δ(0)−1
d
dz
(m(2))12
∣∣∣
z=0
=
δ(0)−1
2πi
∫
Σ(2)
z−2
î
((I − Cw(2))
−1I)(z)w(2)(z)
ó
12
dz. (61)
Now we would like to decompose w
(2)
± into two parts
w
(2)
± = w
′
± + w
c
±,
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where
wc± = w
a
± + w
b
±,
wa± :


wa± = w
(2)
± on {|z| = 1},
wa± is equal to the contribution to w
(2)
± from terms of type
hII and h¯II ,
wb± :
®
wb± = w
(2)
± − w
a
± on L
ǫ ∪ L¯ǫ,
wb± = 0 on Σ
(2) \ (Lǫ ∪ L¯ǫ).
So we set a contour consisting of four crosses
Σ′ = Σ(2) \ (Σ ∪ Lǫ ∪ L¯ǫ) = ∪4j=1Σj ,
where Σj is the small cross connected to Sj for j = 1, 2, 3, 4. Note that the orien-
tation of Σ′ and Σj are determined by that of Σ
(2) (see Figure 5).
Figure 5. Σ′ consisting of four crosses
Σ1
Σ2Σ3
Σ4
0
Lemma 5.1. There exists a constant C > 0, such that
∣∣wa±∣∣ , |wa| ≤ Ct−1 on Σ(2), (62)∣∣∣wb±∣∣∣ , ∣∣∣wb∣∣∣ ≤ Ce−γǫt on Σ(2). (63)
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Moreover, we have
∥∥w′±∥∥L2(Σ′) , ‖w′‖L2(Σ′) ≤ Ct−1/4, (64)∥∥w′±∥∥L1(Σ′) , ‖w′‖L1(Σ′) ≤ Ct−1/2. (65)
Proof. Since δ and δ−1 is bounded, from the estimate (38)-(43), we get (62) and
(63), and from (50), we get
|δ2Re−2ϕ| ≤ Const.e−Ct|z−S1|
2
on l12 ∩ Σ
′,
which leads to ∫
l12∩Σ′
|δ2Re−2ϕ|dz ≤ Const.t−1/2,∫
l12∩Σ′
|δ2Re−2ϕ|2dz ≤ Const.t−1/2.
Since all Sj are the first order stationary phase point of ϕ, we obtain that∫
L∩Σ′
|δ2Re−2ϕ|dz ≤ Const.t−1/2,∫
L∩Σ′
|δ2Re−2ϕ|2dz ≤ Const.t−1/2.
For δ−2R¯e2ϕ on L¯ ∩ Σ′, we also have∫
L¯∩Σ′
|δ−2R¯e2ϕ|dz ≤ Const.t−1/2,∫
L¯∩Σ′
|δ−2R¯e2ϕ|2dz ≤ Const.t−1/2.
Therefore, by simply analyzing the entry of w′±, we deduce (64) and (65).
5.2 Some resolvent and estimates
We shall decompose∫
Σ(2)
z−2((I − Cw(2))
−1I)(z)w(2)(z)dz,
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into the principal part and the decaying part by the resolvent identity,
Under the assumption that both (I − Cw(2))
−1 and (I − Cw′)
−1 exist and are
bounded, by the second resolvent identity, we have∫
Σ(2)
z−2(I − Cw(2))
−1Iw(2)
=
∫
z−2(I − Cw′)
−1Iw′ +
∫
z−2wc +
∫
z−2(I − Cw′)
−1(CwcI)w
(2)
+
∫
z−2(I − Cw′)
−1(Cw′I)w
c +
∫
z−2(I − Cw′)
−1Cwc(I − Cw(2))
−1(Cw(2)I)w
(2)
=
∫
z−2(I − Cw′)
−1Iw′ + I + II + III + IV. (66)
Since the length of Σ(2) is finite, by (62) and (63), we have
‖ wc± ‖Ls(Σ(2)), ‖ w
c ‖Ls(Σ(2)) ≤ Ct
−1 for s = 1, 2. (67)
For 0 /∈ Σ(2), z−2 is bounded on Σ(2), so we obtain
|I| ≤ Ct−1.
Because the Cauchy integral operator is bounded on L2(Σ(2)) and
‖ C± ‖L2→L2≤ 1,
we can get that
‖ CwcI ‖L2(Σ(2)) ≤‖ C+(w
c
−) ‖L2(Σ(2)) + ‖ C−(w
c
+) ‖L2(Σ(2))
≤‖ wc− ‖L2(Σ(2)) + ‖ w
c
+ ‖L2(Σ(2))≤ Ct
−1. (68)
Similarly, from (64), we have
‖ Cw′I ‖L2(Σ(2))= O(t
−1/4) as t→∞. (69)
From (62)-(63) and ‖ C± ‖L2→L2≤ 1, for f ∈ L
2(Σ(2)) , we can show that
‖ Cwcf ‖L2(Σ(2)) ≤‖ C+(fw
c
−) ‖L2(Σ(2)) + ‖ C−(fw
c
+) ‖L2(Σ(2))
≤ C ‖ f ‖L2(Σ(2)) ( sup
z∈Σ(2)
|wc−(z)|+ sup
z∈Σ(2)
|wc+(z)|)
≤ Ct−1 ‖ f ‖L2(Σ(2)), (70)
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by which, we obtain that
|II| ≤ C ‖ CwcI ‖L2‖ w
(2) ‖L2
≤ C ‖ CwcI ‖L2 (‖ w
′ ‖L2 + ‖ w
c ‖L2)
≤ Ct−1,
|III| ≤ C ‖ Cw′I ‖L2‖ w
c ‖L2
≤ Ct−1,
|IV | ≤ C ‖ Cwc ‖L2→L2‖ Cw(2)I ‖L2‖ w
(2) ‖L2
≤ C ‖ Cwc ‖L2→L2 (‖ CwcI ‖L2 + ‖ Cw′I ‖L2)(‖ w
′ ‖L2 + ‖ w
c ‖L2)
≤ Ct−1.
From these estimates, combining (61) and (66), we obtain the following equation
qn =
δ(0)−1
2πi
∫
Σ(2)
z−2
[
(I − Cw′)
−1Iw′
]
12
(z)dz +O(t−1). (71)
Let
CΣ
′
w′ = C+(· × w
′
−
∣∣
Σ′
) + C−(· × w
′
−
∣∣
Σ′
),
which is an operator on 2× 2 Hilbert space L2(Σ′). Since w′ vanishes on Σ(2) \Σ′,
by (2.58) in [1], we could write (71) as
qn =
δ(0)−1
2πi
∫
Σ′
z−2
î
(I − CΣ
′
w′ )
−1Iw′
ó
12
(z)dz +O(t−1), (72)
where Cw′ in (71) is an operator on L
2(Σ(2)), whose kernel is w′.
Remark 5.2. We have assumed in this subsection that both (I − Cw(2))
−1 and
(I − Cw′)
−1 exist and are bounded. In fact, in Section 9, we will prove that both
(I − Cw(2))
−1 and (I − Cw′)
−1 exist and are bounded uniformly as t→∞.
6 Four crosses
In this section, we may decompose w′ into four parts according to the cross.
25
Moreover, we will make some estimates such that the principal part is more accurate
for qn.
Define matrix functions on Σ′
wj =
®
w′ on Σj ,
0 on Σ′ \ Σj ,
j = 1, 2, 3, 4, (73)
then we define integral operators on L2(Σ′) with kernels in (73)
Aj = C
Σ′
wj , j = 1, 2, 3, 4. (74)
For Aj , we have the following result.
Proposition 6.1. Given j, k = 1, 2, 3, 4 (j 6= k), we have
‖AjAk‖L2→L2 ≤ Ct
− 12 , (75)
‖AjAk‖L∞→L2 ≤ Ct
− 34 . (76)
The proof of this proposition is similar to Lemma 3.5 in [1]. Referring to (64) and
(65), we only have to replace A′, B′ in Lemma 3.5 of [1] with Aj , Ak respectively;
then, Proposition 6.1 follows.
Assuming that as t → ∞, (1 − Aj)
−1 exists and is uniformly bounded which
would be proven in Section 9. because CΣ
′
w′ =
∑
j Aj , by direct calculation, we get
1−
∑
j 6=k
AjAk(1−Ak)
−1 = (1− CΣ
′
w′ )[1 +
∑
j
Aj(1 −Aj)
−1].
We verify that for any f ∈ L(Σ′),
‖ Aj(f) ‖L2 ≤‖ C+(fw
j
−) ‖L2 + ‖ C−(fw
j
+) ‖L2
≤ (‖ wj+ ‖L∞ + ‖ w
j
− ‖L∞) ‖ f ‖L2
≤ 2 ‖ w′± ‖L∞‖ f ‖L2≤ Ct
−1 ‖ f ‖L2 ,
which implies
‖ Aj ‖L2→L2= O(t
−1). (77)
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With Proposition 6.1, as t→∞, we have
(1− CΣ
′
w′ )
−1 = [1 +
∑
j
Aj(1 −Aj)
−1][1−
∑
j 6=k
AjAk(1−Ak)
−1]−1, (78)
then we obtain that∫
z−2[(1− CΣ
′
w′ )
−1I](z)w′(z)
=
∫
z−2[I +
∑
j
Aj(1−Aj)
−1I](z)w′(z)dz +
∫
z−2{[1 +
∑
j
Aj(1−Aj)
−1]
× [1−
∑
j 6=k
AjAk(1−Ak)
−1]−1
∑
j 6=k
AjAk(1−Ak)
−1I}(z)w′(z)dz. (79)
and
AjAk(1−Ak)
−1 = AjAk +AjAk(1 −Ak)
−1Ak. (80)
By the definition of Ak, we learn that AkI ∈ L
2(Σ′) and
‖AkI‖L2 ≤ C
∥∥∥wk∥∥∥
L2
≤ C ‖w′‖L2 ≤ Ct
−1/4.
From the uniform boundedness of the operator (1−Ak)
−1, we obtain (1−Ak)
−1AkI
belong to L2(Σ′) and ∥∥(1−Ak)−1AkI∥∥L2 ≤ Ct−1/4. (81)
Combining (75), (76), (80) and (81), we get that
[
∑
j 6=k
AjAk(1 −Ak)
−1]I ∈ L2(Σ′),
and ∥∥∥∥∥∥[
∑
j 6=k
AjAk(1−Ak)
−1]I
∥∥∥∥∥∥
L2(Σ′)
≤ Ct−3/4.
If we can verified that∥∥∥∥∥∥[1 +
∑
j
Aj(1 −Aj)
−1][1 −
∑
j 6=k
AjAk(1−Ak)
−1]−1
∥∥∥∥∥∥
L2→L2
(82)
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is bounded uniformly as t → ∞, by Ho¨lder’s inequality, we can write (79) in the
form ∫
z−2[(1− CΣ
′
w′ )
−1I](z)w′(z)
=
∫
z−2[I +
∑
j
Aj(1 −Aj)
−1I](z)w′(z)dz +O(t−1). (83)
With equation (64)-(65), we obtain that
[1−
∑
j 6=k
AjAk(1−Ak)
−1]−1, t→∞
exists and is a bounded operator on L2(Σ′). Also, by (77), we know that
1 +
∑
j
Aj(1−Aj)
−1
exists and is bounded on L2(Σ′). Thus, we have proven the uniform boundedness
of (82).
With (79), if we prove that for any pair of different numbers in {1, 2, 3, 4}(j 6= k)
and some constant C∣∣∣∣
∫
Σ′
z−2[Aj(1 −Aj)
−1I](z)wk(z)
∣∣∣∣ ≤ Ct−1, (84)
and have the following theorem.
Theorem 6.2. The potential function qn admits the asymptotic estimate
qn =
δ(0)−1
2πi
∑
j
∫
Σj
z−2{[(1−Aj)
−1I](z)wj(z)}12dz +O(t
−1), t→∞. (85)
Proof. By using (72), (83) and (84), we could complete the proof of (85) by consider
the following relation
Aj(1−Aj)
−1 = (1−Aj)
−1 − 1.
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To prove (84), considering
[Aj(1−Aj)
−1I]wk = Aj(1−Aj)
−1AjIw
k +AjIw
k,
we obtain the estimate∫
Σk
|AjIw
k| =
∫
Σk
∣∣∣∣∣
Ç∫
Σj
wj(η)dη
η − ζ
å
wk(ζ)
∣∣∣∣∣ dζ
≤C ‖ wj ‖L1(Σj)‖ w
k ‖L1(Σk)≤ Ct
−1,
∫
Σk
|Aj(1 −Aj)
−1AjIw
k| =
∫
Σk
∣∣∣∣∣
Ç∫
Σj
(1 −Aj)
−1AjI(η)w
j(η)dη
η − ζ
å
wk(ζ)
∣∣∣∣∣ dζ
≤C
∫
Σj
|(1 −Aj)
−1AjI(η)w
j(η)|dη ‖ wk ‖L1(Σk)
≤C ‖ (1−Aj)
−1AjI ‖L2(Σj)‖ w
j ‖L1(Σj)‖ w
k ‖L1(Σk)
≤C ‖ AjI ‖L2(Σj)‖ w
j ‖L2(Σj)‖ w
k ‖L1(Σk)
≤C ‖ AjI ‖L2(Σj)‖ w
′ ‖2L2(Σj)≤ Ct
−1.
Then (84) follows.
With Theorem 6.2, the original RHP can be reduced to four RHPs on four
separated crosses and the leading order is only about these four RHPs.
7 Rotation and Scaling
In this section, we would introduce scaling operators concerning each stationary
phase point.
Before getting down to the scaling operator, we shall first make some prepara-
tions. From (27), we show that for any j = 1, 2, 3, 4,
ϕ′′(Sj) = (−1)
j2iS−2j
√
4t2 − n2. (86)
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Let T1 = T2 = 1 and T3 = T4 = −1, we define the following quantities for j =
1, 2, 3, 4
δj(z) = e
(−1)j−1 12πi
∫
Sj
Tj
log(1−|r(τ)|2) dτ
τ−z
, (87)
νj = −
1
2π
log(1− |r(Sj)|
2), lj(z) =
∫ Sj
Tj
dτ
τ − z
, (88)
χj(z) =
1
2πi
∫ Sj
Tj
log
1− |r(τ)|
2
1− |r(Sj)|
2
dτ
τ − z
, (89)
where the symbol
∫ Sj
Tj
stands for the integral on the arc T¯jSj from Tj to Sj . These
quantities have the relationship
δj(z) = e
(−1)j−1(χj(z)+iνj lj(z))
=
Å
Sj − z
Tj − z
ã(−1)j−1νj
e(−1)
j−1χj(z). (90)
We verify that δ(z) =
∏4
j=1 δj(z) by making product directly and define
δˆj(z) = δ(z)/δj(z).
Since each Sj is first order stationary phase point, we have
ϕ(z) = ϕ(Sj) + ϕ
′′(Sj)(z − Sj)
2 + ϕj(z), (91)
where
ϕj(z) = O(|z − Sj |
3).
We extend the four small crosses to four infinite ones

Σ(Sj) = (Sj + Sje
iπ/4R) ∪ (Sj + Sje
−iπ/4R),
oriented inward like Σj for j = 1, 3,
Σ(Sj) = (Sj + Sje
iπ/4R) ∪ (Sj + Sje
−iπ/4R),
oriented outward like Σj for j = 2, 4,
and define the contours
Σj(0) =
®
(eiπ/4R) ∪ (e−iπ/4R), oriented inward like Σj , j = 1, 3,
(eiπ/4R) ∪ (e−iπ/4R), oriented outward like Σj , j = 2, 4.
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In fact, we have a mapping from Σj(0) to Σ(Sj)
Mj : Σj(0)→ Σ(Sj),
z 7→ βjz + Sj,
where
βj =
1
2
(4t2 − n2)−1/4iSj(−1)
j. (92)
Directly calculating we find that
ϕ′′(Sj)β
2
j = (−1)
j+1 i
2
.
We introduce the scaling operator
Nj : (C
0 ∪ L2)(Σ(Sj))→ (C
0 ∪ L2)(Σj(0), )
f(z) 7→ (Njf)(z) = f((βjz + Sj),
which is the pull-back of Mj .
Figure 6. the mapping M−11
0
S1
0
M−11
Σ(S1)
Σ1(0)
By equation (90) and (91), we obtain
Nj(e
−ϕ)(z) = e−ϕ(Sj)−
ϕ′′(Sj)
2 β
2
j z
2−Njϕj(z)
= Snj e
− t2 (S
2
j−S
−2
j
)+(−1)j i4 z
2−Njϕj(z), (93)
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Njδj(z) =δj(βjz + Sj) +
Å
βj
βjz + Sj − Tj
ã(−1)j−1iνj
z(−1)
j−1iνj
× e(−1)
j−1χj(βjz+Sj). (94)
Further from (93) and (94), we get
Nj(δje
−ϕ)(z) = δ0j δ
1
j (z), (95)
where
δ0j =S
n
j
Å
βj
Sj − Tj
ã(−1)j−1iνj
e(−1)
j−1χj(Sj)−
t
2 (S
2
j−S
−2
j
)δˆj(Sj), (96)
δ1j (z) =
Å
Sj − Tj
βjz + Sj − Tj
ã(−1)j−1iνj
z(−1)
j−1iνj Nj δˆj(z)
δˆj(Sj)
× e(−1)
j i
4 z
2−Njϕj(z)+(−1)
j−1(χj(βjz+Sj)−χj(Sj)). (97)
Note that Σ(Sj) is extension of Σj . Let wˆ
j
± be the zero extension of w
j
±
∣∣
Σj
on
Σ(Sj); then, the related operator on L
2(Σ(Sj)) is denoted as Aˆj = Cwˆj with kernel
wˆj = wˆj+ + wˆ
j
−, j = 1, 2, 3, 4.
Define a 2× 2 matrix ∆0j = (δ
0
j )
σ3 and the related operator ∆˜0j : ∆˜
0
jφ = φ∆
0
j for
2× 2 matrix φ; then ∆˜0j and its inverse are bounded. Letting
w˜j± = (∆
0
j)
−1(Njwˆ
j
±)∆
0
j , w˜
j = w˜j+ + w˜
j
−,
and αj = Cw˜j : L
2(Σj(0))→ L
2(Σj(0)), direct calculation shows that
αj = ∆˜
0
jNjAˆjN
−1
j (∆˜
0
j )
−1, (98)
Aˆj = N
−1
j (∆˜
0
j )
−1αj∆˜
0
jNj. (99)
Noticing that the support of Njwˆ
j belongs to M−1j Σj , by using (115), we obtain
(∆0j )
−1(Njwˆ
j)∆0j = (∆
0
j)
−1(Njwˆ
j
+)∆
0
j =
Å
0 R(βjz + Sj)δ
1
j (z)
2
0 0
ã
. (100)
Similarly, on M−1j (Σj ∩ L¯) \ {0}, we have
(∆0j)
−1(Njwˆ
j)∆0j = (∆
0
j )
−1(Njwˆ
j
−)∆
0
j =
Å
0 0
−R¯(βjz + Sj)δ
1
j (z)
−2 0
ã
. (101)
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8 Convergence
Noticing that the principal part of qn consists of four integrals respectively on
four separate crosses: Σj (j = 1, 2, 3, 4), we consider the convergence of the principal
part in this section. That is, we estimate four terms∫
Σj
z−2[(1 −Aj)
−1I](z)wj(z)dz, j = 1, 2, 3, 4.
By (99), we have the following equalities∫
Σj
z−2[(1−Aj)
−1I](z)wj(z)dz
=βj
∫
Σj(0)
(βjz + Sj)
−2[(1− αj)
−1(∆0j )](z)(∆
0
j )
−1Njwˆ
j(z)dz
=βj(δ
0
j )
2
∫
Σj(0)
[(1 − αj)
−1I](z)(∆0j )
−1Nj(· × wˆ
j)(z)∆0jdz. (102)
We estimate the limit of formula (102). For this purpose, we investigate the con-
vergence of the following functions
(βjz + Sj)
−2NjR(z)δ
1
j (z)
2, NjR(z)δ
1
j (z)
2,
(βjz + Sj)
−2NjR¯(z)δ
1
j (z)
−2, NjR¯(z)δ
1
j (z)
−2.
Proposition 8.1. For any arbitrary fixed constant γ (0 < 2γ < 1), on M−1j (Σj ∩
L) ∩ {z : ±z/eiπ/4 > 0} respectively, we have∣∣∣(βjz + Sj)−2NjR(z)δ1j (z)2 − S−2j R(Sj±)e−iz2/2z2iνj ∣∣∣
≤ Ce−
i
2 γz
2
t−
1
2 log t, (103)∣∣∣NjR(z)δ1j (z)2 −R(Sj±)e−iz2/2z2iνj ∣∣∣
≤ Ce−
i
2 γz
2
t−
1
2 log t, (104)
where R(Sj+) = r¯(Sj) on M
−1
j (Σj ∩ L) ∩ {z : z/e
iπ/4 > 0} and R(Sj−) =
−
r¯(Sj)
1−|r(Sj)|
2 on M
−1
j (Σj ∩ L) ∩ {z : z/e
iπ/4 < 0}.
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This proposition can be proved in a similar way to proposition 10.1 in [8], we
omit it here. Similarly, we also have the following proposition.
Proposition 8.2. For any arbitrary fixed constant γ (0 < 2γ < 1), on M−1j (Σj ∩
L¯) ∩ {z : ±ze−iπ/4 > 0} respectively, we have∣∣∣(βjz + Sj)−2NjR¯(z)δ1j (z)−2 − S−2j R¯(Sj±)eiz2/2z−2iνj ∣∣∣
≤ Ce
i
2γz
2
t−
1
2 log t, (105)∣∣∣NjR¯(z)δ1j (z)−2 − R¯(Sj±)eiz2/2z−2iνj ∣∣∣ ≤ Ce i2γz2t− 12 log t, j = 1, 3, (106)
where R¯(Sj+) = r(Sj) on M
−1
j (Σj∩L¯)∩{z : ze
iπ/4 > 0} and R¯(Sj−) = −
r(Sj)
1−|r(Sj)|
2
on M−1j (Σj ∩ L¯) ∩ {z : ze
iπ/4 < 0}.
Remark 8.3. For even number j, in the same way, we can get the following result
(βjz + Sj)
−2NjR(z)δ
1
j (z)
2 = S−2j R(Sj±)e
iz2/2z−2iνj
+O(e−
i
2γz
2
t−
1
2 log t), on M−1j (Σj ∩ L) ∩ {z : ±ze
iπ/4 > 0},
NjR(z)δ
1
j (z)
2 = R(Sj±)e
iz2/2z−2iνj
+O(e−
i
2γz
2
t−
1
2 log t), on M−1j (Σj ∩ L) ∩ {z : ±ze
iπ/4 > 0},
βjz + Sj)
−2NjR¯(z)δ
1
j (z)
−2 = S−2j R¯(Sj±)e
iz2/2z−2iνj
+O(e
i
2γz
2
t−
1
2 log t), on M−1j (Σj ∩ L) ∩ {z : ±z/e
iπ/4 > 0},
NjR¯(z)δ
1
j (z)
−2 = R¯(Sj±)e
iz2/2z−2iνj
+O(e
i
2γz
2
t−
1
2 log t), on M−1j (Σj ∩ L) ∩ {z : ±z/e
iπ/4 > 0}.
We consider some new matrices and operators that are limits of those on Σj(0)
which is a union of four parts
Σj(0) =
k⋃
k=1
Σkj (0),
where
Σkj (0) = e
i(2k−1)π/4
R
+.
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For j = 1, 2, 3, 4, we define
wj,∞± = limt→∞
w˜j±, w
j,∞ = wj,∞+ + w
j,∞
− .
Defining operators
α∞j = Cwj,∞ : L
2(Σj(0))→ L
2(Σj(0)), (107)
then by (104), (106) and Remark 8.3, we have
‖ w˜j± − w
j,∞
± ‖L2≤ Ct
−1 log t,
‖ (Cw˜j − Cwj,∞)I ‖L2≤ Ct
−1 log t.
Direct calculation shows that
‖ (1− α∞j )
−1I − (1− αj)
−1I ‖L2≤ Ct
−1 log t. (108)
In summary, by using (85), (102), (103), (105), (108), Remark 8.3, we get that
qn =
δ(0)−1
2πi
4∑
j=1
βjS
−2
j (δ
0
j )
2
{∫
Σj(0)
[(1− α∞j )
−1I](z)wj,∞(z)dz
}
12
+O(t−1 log t). (109)
For the branch cut of ziνj , we first consider that of δ1j . From (97), it is reasonable
to consider M−1j S¯jTj ∪ (β
−1
j (Tj − Sj) + R
−) as the branch cut of δ1j . As t → ∞,
we find that this branch cut becomes R− = {x ∈ R}. Therefore, we consider R− as
the branch cut of ziνj in the remaining of this article.
9 The boundedness of operators
In this section, we would investigate the existence and boundedness of the fol-
lowing operators
(I − Cw(2))
−1, (I − Cw′)
−1, (1−Aj)
−1, (1− Aˆj)
−1,
(1− αj)
−1, (1− α∞j )
−1 (j = 1, 2, 3, 4).
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Remark 9.1. Assume that operator (1−α∞j )
−1 exists and is bounded on L2(Σj(0))
for all j. With Proposition 8.1, 8.2 and Remark 8.3, we deduce that (1 − αj)
−1
exists and is uniformly bounded as t → ∞. Because Mj is homeomorphic from
Σj(0) to Σ(Sj), Nj is invertible and ‖Nj‖L2(Σ(Sj)→L2(Σj(0)) is bounded as well as
‖N−1j ‖L2(Σ(Sj)→L2(Σj(0)). Moreover, noticing that ∆
0
j and its inverse are invertible,
we get the existence and boundedness of (1− Aˆj)
−1 from those of (1−αj)
−1. More
precisely, by equation (98), we have
(1− Aˆj)
−1 = N−1j (∆˜
0
j )
−1(1− αj)
−1∆˜0jNj.
By (2.58) in [1], we derive the existence and boundedness of (1 − Aj)
−1 from
those of (1− Aˆj)
−1; thus, (1−CΣ
′
w′ )
−1 exists and is uniformly bounded with equation
(78). Moreover, by (2.59) in [1], (I − Cw′)
−1 exists and is uniformly bounded.
Because of (62)-(63) and boundedness of Σ(2), we get that
‖Cw(2) − Cw′‖L2(Σ(2))→L2(Σ(2)) → 0.
Thus, by the second resolvent identity, we obtain that for sufficiently large t, the
existence and boundedness of (I − Cw′)
−1 implies those of (I − Cw(2))
−1.
According to Remark 9.1, the remaining work in this section is to prove the
existence and boundedness of (1 − α∞j )
−1. We discuss this problem in two cases
when j is odd and j is even.
If j is odd, we change the orientation of Σ1j (0) and Σ
4
j(0) in Σj(0). In fact, this
change doesn’t affect α∞j as an operator on L
2(Σj(0)). So we could add the real
line with orientation marked in Figure 7, we define matrices
wj,e± =


wj,∞± on Σ
2
j(0) ∪ Σ
3
j(0),
−wj,∞∓ on Σ
1
j(0) ∪ Σ
4
j(0),
0 on R,
wj,e = wj,e+ + w
j,e
− , α
e
j = Cwj,e ,
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where
wj,e+ =


Ç
0 0
r(Sj)e
iz2/2z−2iνj 0
å
z ∈ eiπ/4R+,(
0 −
r¯(Sj)
1−|r(Sj)|2
e−iz
2/2z2iνj
0 0
)
z ∈ e3iπ/4R+,
0 otherwise on Σe,
wj,e− =


Ç
0 −r¯(Sj)e
−iz2/2z2iνj
0 0
å
z ∈ e−iπ/4R+,(
0 0
r(Sj)
1−|r(Sj)|2
eiz
2/2z−2iνj 0
)
z ∈ e−3iπ/4R+,
0 otherwise on Σe.
Then, by (2.58) in [1], we only need estimate the bound of (1− αej)
−1.
Figure 7 Σej for j is odd
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We write
vj,e = (bj,e− )
−1bj,e+ = (1− w
j,e
− )
−1(1 + wj,e+ ),
and define a meromorphic function σ
σ =


ziνjσ3 z ∈ Ωe2 ∪ Ω
e
5,
bj,e+ z
iνjσ3 z ∈ Ωe1 ∪ Ω
e
3,
bj,e− z
iνjσ3 z ∈ Ωe4 ∪ Ω
e
6.
(110)
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We simply denote ve = vj,e, also detσ = 1 implies that σ is invertible. Let
ve,σ = σ−1− v
eσ+, on Σ
e
j , (111)
then we find that
ve,σ =


v0 := e−
iz2
4 σˆ3
Ç
1 r¯(Sj)
−r(Sj) 1− |r(Sj)|
2
å
on R,
I on Σe \ R,
(112)
where
ve,σ =(be,σ− )
−1be,σ+ = (1− w
e,σ
− )
−1(1− we,σ+ )
=
Ç
1 0
−r(Sj)e
iz2/2 1
åÇ
1 r¯(Sj)e
−iz2/2
0 1
å
. (113)
Let
we,σ = we,σ+ + w
e,σ
− .
Since the operator Cwe,σ |R : L
2(R)→ L2(R) satisfies
‖ Cwe,σ |R ‖≤ sup
z∈R
|e−iz
2/2r¯(Sj)| ≤‖ r ‖L∞(R)< 1,
by Lemma 2.56 in [1], we have ‖ Cwe,σ ‖< 1 , where Cwe,σ is an operator on L
2(Σe).
Thus (1 − Cwe,σ )
−1 exists and is bounded. Like the step 5 in section 3 of [1], we
can deduce the existence and boundedness of (1 − αej)
−1. So the boundedness of
(1− α∞j )
−1 follows.
As for j is even, we could go through the process once again as j is odd, but we
simply complete it by making conjugate transformation to wj,e± . Notice that for j is
even, Σej admits the orientation that is different from the case of j is odd. Exactly,
each line of Σej admits different orientation.
Let wj,e = wj,e+ + w
j,e
− , where w
j,e
± are given by
wj,e± =


wj,∞± on Σ
2
j(0) ∪ Σ
3
j(0),
−wj,∞∓ on Σ
1
j(0) ∪ Σ
4
j(0),
0 on R.
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Further,
wj,e+ =


Ç
0 0
r(Sj)e
−iz2/2z2iνj 0
å
z ∈ e−iπ/4R+,(
0 −
r¯(Sj)
1−|r(Sj)|2
eiz
2/2z−2iνj
0 0
)
z ∈ e−3iπ/4R+,
0 otherwise on Σe,
wj,e− =


Ç
0 −r¯(Sj)e
iz2/2z−2iνj
0 0
å
z ∈ eiπ/4R+,(
0 0
r(Sj)
1−|r(Sj)|2
e−iz
2/2z2iνj 0
)
z ∈ e3iπ/4R+,
0 otherwise on Σe.
Define a conjugate operator T :
Tf(z) = f(z¯).
We could find that Twj,e± is almost the same as w
j,e
± on Σ
e by replacing r(Sj) to
r(Sj−1). Noticing that
‖ r¯ ‖L∞=‖ r ‖L∞< 1,
the proof of even number j follows as the proof of odd number j.
10 The asymptotic of discrete mKdV equation
In this section, we give the asymptotic behavior of qn shown in equation (127).
By (109), we only have to estimate{∫
Σj(0)
[(1− α∞j )
−1I](z)wj,∞(z)dz
}
12
. (114)
We expand the mj in the form
mj(z) = I +
1
2πi
∫
Σj(0)
[(1− α∞j )
−1I](τ)wj,∞(τ)dτ
τ − z
= I − z−1mj1(z) + · · · , (115)
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where
mj1(z) =
∫
Σj(0)
[(1− α∞j )
−1I](z)wj,∞(z)
dz
2πi
. (116)
And mj is analytic on C \ Σj(0) and satisfy
mj+ = m
j
−v
j,∞ on Σj(0), (117)
where
vj,∞ = (1− wj,∞− )
−1(1 + wj,∞+ ).
For odd number j, we set
Σ∞j = Σ
e
j ,
and the orientation of Σ∞ is different from Σe only on R (See the Figure 8). Further
we denote w˜j,∞± as the zero extension of w
j,∞
± on Σ
∞
j .
Figure 8. Σ∞j for j is odd
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Define Φ(z) = mj(z)σ(z) on C \ Σ∞, then we would find that
Φ+ =
®
Φ− on (e
iπ/4
R) ∪ (e−iπ/4R) \ (0),
Φ−(v
0)−1 on R.
(118)
From the asymptotic behavior of mj as z →∞, we have
Φ(z)z−iνjσ3 = I − z−1mj1 + · · · . (119)
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which implies that Φ is analytic on C \R. Letting Φˆ = Φz−
iz2
4 σ3 on C \R, we then
get a model RHP 

Φˆ+ = Φˆ−
Ç
1− |r(Sj)|
2 −r(Sj)
r(Sj) 1
å
on R,
Φˆz−iνjσ3e
iz2
4 σ3 → I as z →∞.
By using the result (110) in [16], we could get that
(mj1)12 =
i(2π)1/2eiπ/4e−πνj/2
r(Sj)Γ(−iνj)
, j = 1, 3. (120)
For the case when j is even, we can write mj as
mj = I +
∫
Σj(0)
[(1− Cwj,e)
−1I](τ)wj,e(τ)dτ
τ − z
= I − z−1mj1(z) + · · · , (121)
where
mj1 =
∫
Σj(0)
[(1− Cwj,e)
−1I](z)wj,e(z)dz. (122)
Because Cwj,e = TCTwj,eT and T
2 = 1, we obtain
CTwj,e = TCwj,eT (123)
and ∫
Σj(0)
[(1− CTwj,e)
−1I](z)Twj,e(z)dz
=
∫
Σj(0)
[T (1− Cwj,e)
−1TI](z)Twj,e(z)dz
=
∫
Σj(0)
T [(1− Cwj,e)
−1I × wj,e](z)dz
=
∫
Σj(0)
[(1− Cwj,e)−1I](z)wj,e(z)dz. (124)
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Therefore, in a similar way to the case when j is odd, we have
{∫
Σj(0)
[(1− CTwj,e)
−1I](z)Twj,e(z)dz
}
12
=
i(2π)1/2eiπ/4e−πνj/2
r(Sj)Γ(−iνj)
. (125)
Combining (124) and (125) gives
(mj1)12 = −
i(2π)1/2e−iπ/4e−πνj/2
r(Sj)Γ(iνj)
, j = 2, 4, (126)
where νj = −
1
2π log(1− |r(Sj)|
2).
Finally, combining (109), (115), (116), (120) and (126) gives the asymptotic
behavior of the discrete mKdV equation
qn = δ(0)
−1
4∑
j=1
βjS
−2
j (δ
0
j )
2(mj1)12 +O(t
−1 log t), for |n| ≤ V0t, (127)
where Sj, j = 1, 2, 3, 4 are stationary points; βj and δ
0
j are given by (92) and (96)
respectively, and
(mj1)12 = (−1)
j−1 i(2π)
1/2e−iπ/4e−πνj/2
r(Sj)Γ[(−1)jiνj]
, j = 1, 2, 3, 4.
The asymptotic formula (127) is composed of a decaying term and a leading term
coming from four stationary phase points Sj , j = 1, 2, 3, 4. In the leading term δ
0
j
contains three oscillatory factors: Snj , e
− t2 (S
2
j−S
−2
j
) and β
(−1)j−1iνj
j . Since n/t is
fixed, as t tends to the infinity, n also tends to the infinity. If we set θj = argSj
and κj the imaginary part of S
2
j , then we can write the three oscillatory terms in
the form
Snj e
− t2 (S
2
j−S
−2
j
)β
(−1)j−1iνj
j = e
i
2 (2nθj−2κjt+(−1)
jνj log t)ψj(n/t),
where ψj is a function about n/t. Then, βj(δ
0
j )
2 behaves like const.t−1/2eipjt+iqj log t,
pj ∈ R and qj ∈ R.
In this article, we have got the long time asymptotic formula (127) for the
solutions of the initial value problem for the discrete defocusing mKdV equation (1)-
(2) by the Deift-Zhou steepest descent method. To our knowledge, with exception
42
to recent work on Toda lattice and discrete Schro¨dinger equation [7,8,18–20], there
has been little work on asymptotic behavior for didscrete integrable systems via
the Deift-Zhou steepest descent method. There are almost no work on asymptotic
behavior for discrete integrable systems with nonzero boundary conditions.
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