Abstract
Introduction
Detection of systematic patterns of anatomy in brain imaging has become essential to our understanding of disease effects on brain anatomy and function. Unlike other imaging modalities, noninvasive MRI-based measurement of the local water diffusion tensor (DT) in brain tissue can provide vital information on tissue microstructure and composition. DT images can be analyzed to provide 3D images of mean diffusivity, anisotropy and dominant orientation of water diffusion for each imaged voxel in brain tissue. Some brain regions, such as the cortical and subcortical gray matter and cerebrospinal fluid, have largely isotropic diffusivity, as the diffusion process is not heavily constrained by axons running in myelinated fiber tracts. In that case, an overall scalarvalued diffusion measure, such as the trace or mean diffusivity can adequately describe the local characteristics of water diffusion. In the white matter, however, the Fractional Anisotropy (FA) is typically computed from the diffusion tensor eigenvalues, thus providing a single scalar measure at each voxel as an index of specific tissue characteristics. FA is progressively reduced in normal aging and neurodegenerative conditions such as Alzheimer's disease, as water diffusion becomes less directionally constrained when then myelin sheaths on white matter axons deteriorate. FA is widely used in neuroscientific studies to detect and map disease effects on white matter. Even so, in white matter areas with substantial diffusion anisotropy, multidirectional water mobility can not be described by any single measurement ( [5] ).
In this paper, we use tensor-valued statistical framework to exploit the information in the full diffusion tensor and identify situations in which this outperforms derived scalar signals for detection of group differences. This question depends on empirical factors such as the noise in each channel of the matrix-valued signals, as well as mathematical factors such as the correct combination and comparison of the tensor components using statistics on associated Lie groups ( [20] ) such as the symmetric tensor manifold.
Tensor-valued statistics are under rapid development for other types of computational brain imaging studies. Among the many deformation-based approaches for analyzing anatomy, tensor-based morphometry (TBM) computes the spatial derivatives of the deformation fields that match a set of brain images to a common template. When images of many subjects are aligned to the same standard template or atlas, maps of the deformation gradients (Jacobians) can be computed in the atlas coordinate system and group statistics can be computed at each voxel to identify localized group differences in anatomical shape or size.
The standard TBM analysis is performed in on the determinant of the Jacobian matrix, which gives the local volume change recovered by the deformation and thus the directional component of the change is discarded. In [15] , the authors retained the local directional parameter of shape change -the eigenvalues of the strain matrixand performed a manifold version of the Hotelling's T 2 test to obtain statistics on the deformation. This method makes use of the full deformation tensors, but as these tensors do not form a Euclidean vector space, the resulting positive-definite deformation tensors are analyzed using a manifold version of the multivariate statistics. In this paper, we show that comparable statistics on the symmetric tensor manifold can be used to compute statistics on the diffusion tensors, with significant empirical advantages in a neuroscience application (mapping brain structure differences in the blind).
The typical measure of anisotropy is FA which describes the eccentricity of the diffusion when represented as glyph, commonly an ellipsoid. The difference of FA between diseased and control groups is typically used to identify the pathological changes in brain morphology. However, FA is not a valid geodesic measure on the manifold of symmetric positive definite tensors as described in [15] . One measure of anisotropy, derived from metric defined on the tensor manifold, is the Geodesic Anisotropy (GA) introduced by Bachelor et al. ( [6] ). Here, we used GA, computed in the LogEuclidean metric defined in Lepore et al. ( [15] ) as an alternative scalar measure to compare with FA. Like FA, GA is a scalar measure derived from a tensor, but it measures the deviation of a tensor from the zero tensor in the associated log-Euclidean metric. In a sense, GA can be seen as a geodesic distance on the flattened tensor manifold, while FA is just a simple comparison of the tensor eigenvalues. It is an open and important question in DTI analysis which of these metrics has greatest power for detecting clinically relevant differences in groups of tensor-valued images.
While both FA and GA are sensitive scalar measure of directional water diffusion, they still discard information from the reconstructed diffusion tensors that are not used. Eigenvalues of the DT, for example, express the relative rates of diffusion in three principal directions obtained by singular value decomposition. The notion of a valid eigen structure breaks down in cases where fibers cross, and some high-angular resolution diffusion imaging models (HARDI) have been proposed -such as q-ball imaging ( [18] ), or diffusion spectrum imaging -to overcome this limitation. Even so, in the framework of DTI, several researchers have found that individual eigenvalues may be more specific markers of axonal morphology than other tensor-derived scalar measurement ( [11] , [16] ).
With some caveats regarding fiber crossing, eigenvalue λ 1 typically represents the diffusion rate along the principal diffusion direction, where this exists, and eigenvalues of λ 2 and λ 3 represent diffusion rates in directions perpendicular to the principal direction. The latter two values can indicate demyelination ( [1] ).
In this work, we analyze and compare the four measurements -the matrix logarithm of the full diffusion tensors (this is a six-parameter matrix), the tensor eigenvalues, and the GA and FA -for a group of 12 blind subjects and 14 matched controls. Since symmetric, positivedefinite matrices form a conical subspace of the vector space of matrices, statistics were computed within the Log-Euclidean framework developed in [3] , and we used a manifold version of Hotelling's T 2 test as a measure of difference between populations while a Student's t-test was performed on the scalar statistics.
This approach tackles a general issue in computer vision where pattern classification and statistical inference must be performed on matrix-valued images. Such images arise naturally in brain imaging with DTI, and in the imaging of strain fields in mechanical engineering (e.g. in the flow of foams and in seismic monitoring), and in the analysis of 2D and 3D flows, deformation mappings, and correspondence fields in image processing, as the derivatives of deformation fields are second-rank tensors. Such work in the brain imaging field has been termed tensor-based morphometry ( [7] , [14] , [15] , [17] ).
Methods
3D MPRAGE MRI and DTI scans were acquired from 12 blind subjects and 14 sighted subjects (mean age of 34.5 years; standard deviation (SD) of 10.0 yrs.) A Siemens (Avanto) 1.5 T scanner was used to obtain DTI scans of subjects for the study. A single-shot echo planar (EPI) diffusion tensor sequence with an acquisition time of approximately 40 minutes and 12 gradient directions was used. Full brain axial sections were acquired with 2.5mm slice thickness, and a 128x128 matrix. The imaging parameters were: TR=8000ms, TE=92ms, 2.5 mm slice distance, and 4 averages.
DICOM format diffusion gradient images were converted to tensor components using the software MedIN-RIA ( [9] ), and all DT images were denoised with a LogEuclidean tensor denoising method that eliminates singular or rank-deficient tensors (i.e., negative or zero dif-fusion eigenvalues) which arise due to acquisition noise but cannot represent a physical diffusion process. After removal of extracerebral tissues, each individual scan was rigidly aligned to a high-resolution single subject average brain MRI scan in ICBM space (the Colin27 brain template, [10] ) via a 9-parameter affine registration using the FSL/FMRIB linear image registration tool (FLIRT) algorithm ( [12] ). A fluid-based 3D registration algorithm ( [8] ) and described in [15] was used to map each subject's MP-RAGE MR onto one of the control subjects. To reduce computational time, the source and target images were downsampled using a Hannwindowed sinc kernel [15] . The resulting deformation fields were trilinearly interpolated to restore the warped image to its original resolution.
The deformation fields from the anatomical images were applied to the DT-MR images to map them to the common space. To obtain the right orientation for the DTI tensors, we corrected the orientation of the fluidlyconvected tensor signals by applying the local rotational and translational component of the deformation only. The Rotation operator that we applied to DT is described in the next section.
Handling orientation information
Unlike the case of scalar images, one must ensure that the multidimensional tensor orientations remain consistent with the anatomy after image transformations ( [2] , [21] ).
Both the parameters of the affine registration ( [19] ) and fluid-based nonlinear registration described in [8] were used to compute the displacement fields and Jacobian matrices to obtain the rotation matrix to correct the orientation of the DT.
Two separate methods were used here to compute the tensor rotations. First, the Finite Strain (FS) method was applied using the transformation matrices M resulting from the affine registration. A preservation of principal direction (PPD) algorithm was then applied to the higher order transformation as described in [2] and [21] .
More precisely, to find the rotational component R r , of the affine transformation, we used
where Q represents the best orthogonal appromination of M.
The relevant reorientation components of the nonlinear transformation (R n ) were computed using (1) Jacobian matrix (J) from the fluid registration with the MP-RAGE MR images, and (2) the principal eigenvector (e 1 ) and secondary eigenvector (e 2 ) computed from DT images, as detailed in [2] :
R n e 1 = 
Multivariate statistical analysis on the DTI matrices
We applied a Riemannian manifold version of the Hotelling's T 2 test to the logarithms of the tensors, and voxelwise Student's t-tests to the derived scalar images (GA and FA). In order to apply Hotelling's T 2 test, we need to first compute the geodesic mean and variance matrices from the multi-subject DT data at each voxel. From [15] and [21] , in the Log-Euclidean framework the Mahalanobis distance, M, is found to be:
where S is the mean of a set of vectors S i ,i=1,...,m:
and the covariance is given by
Results
We found that, as expected, the Hotelling's T 2 test on the full tensor was more sensitive for detecting differences between populations, including differences that would remain undetected with conventional univariate statistical methods. Group differences between blind subjects and sighted subjects were apparent in broadly distributed brain regions, and diffusely throughout the white matter. Prominent FA deficits were detected in occipital brain regions that house the primary and secondary visual cortices, as well as Meyer's loop and other thalamostriate pathways that are fundamental to visualprocessing in normal subjects, but likely to be developmentally impaired in the blind subjects. Figure 1a displays maps that compared the mean GA of the blind group versus the sighted group, with differences shown as a percentage of the healthy control mean values. Some occipital lobe white matter regions and corpus callosum regions were found to have less anisotropic diffusion for blind versus control subjects. Figure 1b and 1c show the p-value maps (significance values) from the Hotelling's T 2 statistic computed at each voxel from the matrix logarithm of the full diffusion tensor. These are shown alongside statistical significance maps for tests of group differences in the eigenvalues. Significance maps based on Student's t tests on the scalar measures, GA and FA, are also mapped in Figure 1d and 1e . The effect sizes, as inferred from the significance maps, were numerically greater for the matrix logarithms of the DT versus the tests of the eigenvalues alone. Differences in the scalar GA and FA measures showed lesser effect sizes, regionally and in general, compared to the differences detected with the multivariate statistics. Minimal differences were observed when comparing the two scalar measures to each other. Figure 2 illustrates the cumulative distribution function (CDF) of the p-values for the four different scalar and multivariate statistics including the T 2 statistics on the tensor logarithms, and t statistics on the eigenvalues, GA and FA of the diffusion tensor. The null distribution, which represents the expected CDF if no group difference were present, is indicated by the solid line, for comparison. The degree of difference between null distribution and the empirical cdf curve for each statistic is a reasonable measure of the effect size of each derived index, as it reflects the extent and distribution of voxels with different significance levels. As expected, the multivariate tests yielded significance CDFs that rose faster and more sharply than the univariate statistics indicating greater effect sizes for the detection of group differences.
Figure 2 also illustrates that, even when using multivariate statistics, the cumulative distribution of p-values from the 6 variables of the full tensor, computed in the Log-Euclidean framework, yields a more steeply rising p-value curve than based on the 3 eigenvalues, treated as a trivariate vector of observations.
Discussion
Here we showed that statistics on the full tensor manifold in DTI provided additional power, in some cases for detecting differences in brain morphology between diseased and control groups. Using plots of cumulative distribution functions, estimates of false discovery rates (FDR) and permutation testing on a range of tensor-derived signals, we found that all measures largely agreed in the localization of distributed brain structure differences between blind subjects and controls. These results are consistent with the neuroscientific literature on developmental brain changes and experience-dependent plasticity in subjects with prolonged sensory deprivation or dysfunction. The main contribution of this work is to motivate the use of multivariate, and especially log-Euclidean, methods in the analysis of tensor-valued images. Rather than reducing the rank of the tensor by algebraically combining its scalar components or comparing its eigenvalues, analysis of the full second-rank diffusion tensor is sensitive to group differences in fiber orientations and differences in directional diffusion that are appropriately calibrated with respect to the noise in each channel. As such, the approach is comparable to other pattern classification and discriminant analysis methods in computer vision, where the classifier function is built from a feature set, and the covariance matrix of all features is computed in an appropriate space, prior to dimension reduction and inference. The Hotelling's T 2 tests used here are one of many multivariate statistics that could be applied to the tensors in the log-Euclidean manifold. Geodesic principal component analysis, in the group of image diffeomorphisms ( [4] , [13] ), is an alternative approach for analyzing variation in the non-Euclidean shape spaces that commonly arise in computational anatomy. Ongoing work, by our group and others, is focusing on whether the tensors have an underlying lower-dimensional manifold structure that can be learned for purposes of abnormality detection, or, conversely, whether even higherorder diffusion models (such as HARDI or hybrid diffusion imaging) provide additional benefit for disease classification and characterization. The results of these analysis efforts will depend on both empirical and logistical factors, such as the signal to noise available when sampling the orientation-dependent diffusion function in DTI, and mathematical factors, such as the most efficient spectral or statistical representation of the multidimensional diffusion processes. 
