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We establish the equality of all the so-called strict s-numbers of the weighted Hardy
operator T : Lp(I) → Lp(I), where 1 < p < ∞, I = (a,b) ⊂R and
T f (x) = v(x)
x∫
a
u(t) f (t)dt,
u and v being prescribed functions satisfying certain integrability conditions.
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1. Introduction and notation
Given a compact map T : X → X , where X is a Banach space, the “quality” or the “strength” of its compactness can be
described by a sequence of so-called s-numbers. These s-numbers contain, among others, approximation, Kolmogorov and
Bernstein numbers which play a quite important rôle in approximation theory.
When s-numbers were ﬁrst introduced (in 1974) by Pietsch [11], the deﬁnition he proposed was more restrictive than
that which later came to be generally accepted (see [12, 6.2.2]). In this paper we refer to s-numbers satisfying the original
scheme as “strict” s-numbers.
We note that for operators acting between Hilbert spaces it is well known that all s-numbers coincide; outside Hilbert
spaces this is certainly not true (see [12, 6.2.5]).
In [1] it was proved that for the simple integral operator H : Lp(I) → Lp(I), where 1 < p < ∞ and H f (x) =
∫ x
0 f (t)dt ,
the approximation and Bernstein numbers coincide on the rearrangement invariant spaces Lp(I). More recently, in [4] it
was shown that all strict s-numbers coincide not only for H but also for different types of Sobolev embeddings involving
the spaces W 1,p and Lp .
In this paper we extend the result of [4] concerning H to the weighted Hardy operator T : Lp(I) → Lp(I), where
T f (x) = v(x)
x∫
a
u(t) f (t)dt
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between the weighted Lebesgue spaces Lp(I,u) and Lp(I, v), the norm on Lp(I,w) being given by
‖ f ‖p,w =
( ∫
I
| f w|p
)1/p
.
This extinguishes the possibility that the coincidence of strict s-numbers might be due to the rearrangement-invariance
of the (unweighted) Lebesgue spaces. The question remains as to how wide is the class of operators for which the strict
s-numbers coincide.
To be more precise we deﬁne the terms used above and mention some basic facts concerning s-numbers. Given Banach
spaces X and Y , the closed unit ball in X will be denoted by BX , while B(X, Y ) will stand for the space of all bounded
linear maps of X to Y ; we shall write B(X) instead of B(X, X).
Let s : T → (sn(T )) be a rule that attaches to every bounded linear operator acting between any pair of Banach spaces a
sequence of non-negative numbers that has the following properties:
(S1) ‖T‖ = s1(T ) s2(T ) · · ·0.
(S2) sn(S + T ) sn(S) + ‖T‖ for S, T ∈ B(X, Y ) and n ∈N.
(S3) sn(BT A) ‖B‖sn(T )‖A‖ whenever A ∈ B(X0, X), T ∈ B(X, Y ), B ∈ B(Y , Y0) and n ∈N.
(S4) sn(Id : ln2 → ln2) = 1 for n ∈N.
(S5) sn(T ) = 0 when rank (T ) < n.
We shall call sn(T ) (or sn(T : X → Y )) the nth s-number of T . When (S4) is replaced by
(S6) sn(Id : E → E) = 1 for every Banach space E with dim(E) n,
we say that sn(T ) is the nth s-number of T in the “strict” sense. Obviously (S6) implies (S4), and so for a given operator T
the class of s-numbers is larger than that of “strict” s-numbers. More information about s-numbers, and those that are
“strict”, can be found in [11].
Given a closed linear subspace M of X , the embedding map of M into X will be denoted by J XM and the canonical map
of X onto the quotient space X\M by Q XM .
Now we introduce certain important s-numbers and give some relations between them. First, moduli of injectivity and
surjectivity are deﬁned.
Deﬁnition 1.1. Let T ∈ B(X, Y ). The modulus of injectivity of T is
j(T ) := sup{ρ  0: ‖T x‖Y  ρ‖x‖X for all x ∈ X};
the modulus of surjectivity of T is
q(T ) := sup{ρ  0: T (BX ) ⊃ ρBY }.
Deﬁnition 1.2. Let T ∈ B(X, Y ) and n ∈N. Then the nth approximation, isomorphism, Gelfand, Bernstein, Kolmogorov, Mitya-
gin, Weyl, Chang and Hilbert numbers of T are deﬁned by
an(T ) = inf
{‖T − F‖: F ∈ B(X, Y ), rank (F ) < n},
in(T ) = sup
{‖A‖−1‖B‖−1},
where the supremum is taken over all possible Banach spaces G with dim (G) n and maps A ∈ B(Y ,G), B ∈ B(G, X) such
that AT B is the identity on G;
cn(T ) = inf
{∥∥T J XM∥∥: codim(M) < n},
bn(T ) = sup
{
j
(
T J XM
)
: dim(M) n
}
,
dn(T ) = inf
{∥∥Q YN T∥∥: dim(N) < n},
mn(T ) = sup
{
q
(
Q YN T
)
: codim(N) n
}
,
xn(T ) = sup
{
an(T A): ‖A : l2 → X‖ 1
}
,
yn(T ) = sup
{
an(BT ): ‖B : Y → l2‖ 1
}
,
hn(T ) = sup
{
an(BT A): ‖A : l2 → X‖, ‖B : Y → l2‖ 1
}
,
respectively.
In [11] the following lemma and theorem were proved.
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Theorem 1.4. Let T ∈ B(X, Y ). All the numbers listed in Deﬁnition 1.2 are s-numbers; an(T ), in(T ), cn(T ), dn(T ), mn(T ) and bn(T )
are strict s-numbers. The following inequalities hold for every n ∈N:
an(T )max
(
cn(T ),dn(T )
)
min
(
cn(T ),dn(T )
)
min
(
bn(T ),mn(T )
)
 in(T ),
and
an(T )max
(
xn(T ), yn(T )
)
min
(
xn(T ), yn(T )
)
 hn(T ).
The approximation numbers are the largest s-numbers, the Hilbert numbers are the smallest s-numbers and the isomorphism
numbers are the smallest strict s-numbers.
2. Preliminaries
In this paper we consider the map Tc,(a,b),v,u of Hardy type deﬁned by:
Tc,(a,b),v,u f (x) = v(x)
x∫
c
u(t) f (t)dt, a c  b, (2.1)
where u and v are given real-valued functions with |{t: u(t) = 0}| = |{t: v(t) = 0}| = 0: here |.| denotes Lebesgue measure.
This map will act between Lebesgue spaces on an interval (a,b). If no ambiguity is likely we shall simply denote this map
by Tc,(a,b) or Tc .
Throughout this section we shall assume that −∞ < a < b ∞ and 1 p ∞, and for all X ∈ (a,b),
u ∈ Lp′(a, X), and v ∈ Lp(X,b). (2.2)
Remark 2.1. Note that the study of the weighted Hardy operator Tc,(a,b),v,u on unweighted Lebesgue spaces is equivalent
to that of the unweighted Hardy operator Tc,(a,b),1,1 on weighted Lebesgue spaces with corresponding weights u and v .
Obviously we have∥∥Tc,(a,b),v,u ∣∣ Lp(a,b) → Lp(a,b)∥∥= ∥∥Tc,(a,b),1,1 ∣∣ Lp((a,b),u)→ Lp((a,b), v)∥∥.
This equivalence will allow us, in what follow, to focus only on the weighted Hardy operator on unweighted Lebesgue
spaces.
For given interval I = (c,d) ⊂ (a,b), deﬁne
J (I) = sup
x∈I
‖uχ(c,x)‖p′,I‖vχ(x,d)‖p,I . (2.3)
Then the norm of the operator Ta,I : Lp(I) → Lp(I) satisﬁes
J (I) ‖Ta,I‖ 4J (I) (2.4)
(see [10]). A necessary and suﬃcient condition for compactness of T is described in the following theorem, the proof of
which is given in [10, Theorem 7.3], and in [2, Theorem 2.3.1].
Theorem 2.2. Let 1 p  q < ∞ or 1 < p  q = ∞ and suppose that (2.2) holds; put
A(c,d) = sup
c<X<d
{‖u‖p′,(c,X)‖v‖q,(X,d)}, a c < d b. (2.5)
Then if Ta is a bounded linear map from Lp(a,b) to Lq(a,b), Ta is compact if and only if
lim
c→a+ A(a, c) = limd→b− A(d,b) = 0. (2.6)
From Theorem 2.2 it follows that
u ∈ Lp′(a,b) and v ∈ Lp(a,b) (2.7)
guarantee compactness of Ta .
When u = v = 1 on a bounded interval (a,b), it is possible to obtain the exact value of ‖Ta | Lp(I) → Lp(I)‖ as we can
see from the next theorem, which was proved in [7].
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A more general version of this theorem was independently proved in [13].
Lemma 2.4. Suppose that 1 < p < ∞. Then the function J (.,d) is continuous and non-increasing on (a,d), for any d < b, and J (e, .)
is continuous and non-decreasing on (a,b) for any e > a.
Proof. Given x ∈ (a,b) and ε > 0, there exists h = h(x, ε) ∈ (0,min{ 12 (x+ a),b − x}) such that( x+h∫
x−h
∣∣u(t)∣∣p′ dt
)1/p′
< min
(
ε
‖v‖p,( x−a2 ,d) + 1
, ε
)
.
Then
J p′(x,d) J p′(x− h,d) = max
{
sup
x−h<z<x
[ z∫
x−h
∣∣u(t)∣∣p′ dt‖v‖p′p,(z,d)
]
, sup
x<z<d
[( x∫
x−h
+
z∫
x
)∣∣u(t)∣∣p′ dt‖v‖p′p,(z,d)
]}
max
{
εp
′
, εp
′ + [J (x,d)]p′}= εp′ + [J (x,d)]p′
and so 0 < [J (x− h,d)]p′ − [J (x,d)]p′ < ε. Similarly 0 < [J (x,d)]p′ − [J (x+ h,d)]p′ < ε and the continuity is established.
It is obvious that J (.,d) is non-increasing. For the function J (e, .) the proof is similar. 
3. Properties ofA
In this section we introduce and establish properties of the function A which we shall need later.
Deﬁnition 3.1. Let I be a subset of (a,b). We deﬁne
A(I) ≡ A(I,u, v) :=
{
sup f ∈Lp(I), f =0 infα∈C
‖Ta,I f−αv‖p,I
‖ f ‖p,I if μ(I) > 0,
0 if μ(I) = 0,
where Ta,I f (x) is as in (2.1) and
μ(I) :=
{∫
I |v(t)|p dt, 1 p < ∞,∫
I |v(t)|dt, p = ∞.
When u = v = 1 we can, with the help of the generalized trigonometric functions sinp and cosp (see [3,8,9]), evaluate
the function A:
Theorem 3.2. Let J = (c,d) ⊂ I . Then
A( J ) = ‖
∫ x
(c+d)/2 u(t)dt‖p, J
‖u‖p, J = infα∈R
‖∫ x
(c+d)/2 u(t)dt − α‖p, J
‖u‖p, J = γp| J |,
where
u(x) = cosp
(
πp(x− (c + d)/2)
d − c
)
and γp =
(
p′
)1/p
p1/p
′
π−1 sin(π/p)/2.
Proof. See [4]. 
The next remark can be found in [4].
Remark 3.3. The function φ deﬁned by φ(x) = sinp(πp x−ab−a ) satisﬁes
‖φ‖p,I
‖φ′‖p,I = γp|I|,
where γp is as in Theorem 3.2.
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A(I) sup
f ∈Lp(I), f =0
‖Ta,I f ‖p,I
‖ f ‖p,I = ‖Ta,I‖ 4J (I). (3.1)
Note that from Deﬁnition 3.1 the next corollary immediately follows.
Corollary 3.4. For all subintervals I ⊆ (a,b),
A(I) inf
y∈I
∥∥T y,I ∣∣ Lp(I) → Lp(I)∥∥.
Lemma 3.5. Let 1 p ∞ and I = (c,d) ⊆ (a,b). Then ‖Tx,I | Lp(I) → Lp(I)‖ is continuous in x.
Proof. Let I = (c,d) ⊆ (a,b), x ∈ (a,b) and e be the nearest point of I¯ to x. Then Tx,I = Te,I and ‖Te,I‖ :=
‖Te,I | Lp(I) → Lp(I)‖  ‖Tx‖ := ‖Tx | Lp(a,b) → Lp(a,b)‖. Moreover if I ′ ⊂ I , with e′ the nearest point of I¯ ′ to x then
Te,I f = Te,I ( f χ(e,e′)) + Te′,I ′( f χI ′ ), whence 0 ‖Te,I‖ − ‖Te′,I ′ ‖ ‖u‖p′,(e,e′)‖v‖p,(c,b) . This yields the lemma. 
Lemma 3.6. Suppose Ta is bounded and e ∈ (c,d) = I ⊆ (a,b). Then
min
{‖Te,(c,e)‖,‖Te,(e,d)‖}min
x∈I ‖Tx,I‖.
Proof. We can see that for x ∈ I , ‖Tx,I‖ = max{‖Tx,(c,x)‖,‖Tx,(x,d)‖} and with help of Lemma 3.5 the lemma follows. 
In the next two lemmas ‖ · ‖p,v :=
∫
I (| f v|p)1/p denotes the norm in Lp(I, v).
Lemma 3.7. If 1 < p ∞, then given any f , e0 ∈ Lp(I, v) with e0 = 0 there is a unique scalar c f = c f ,e0 such that ‖ f − c f e0‖p,v =
infc∈C ‖ f − ce0‖p,v .
Proof. Since ‖ f − ce0‖p,v is continuous in c and tends to ∞ as c → ∞, the existence of c f ,e0 is guaranteed by the local
compactness of C. For 1 < p < ∞ the uniqueness follows from the uniform convexity of Lp(I, v). Let p = ∞, and suppose
that there are two distinct values c1, c2 of c f . This yields the contradiction ‖ f − (1/2)(c1 + c2)e0‖p,v < ‖ f − c1e0‖p,v . 
Lemma 3.8. Let e0 ∈ Lp(I, v) \ {0} and let c f = c f ,e0 be as in Lemma 3.7. The map f → c f : Lp(I, v) → C is continuous for 1 <
p ∞.
Proof. Suppose that gn → f . Since {cgn } is bounded we may suppose that cgn → c as gn → f . Then
‖gn − c f e0‖p,v  ‖gn − cgne0‖p,v
and so
‖ f − c f e0‖p,v  ‖ f − ce0‖p,v
which gives c = c f . 
Theorem 3.9. Let 1 < p < ∞ and I = (c,d) ⊆ (a,b). Then there exists e ∈ I such that
A(I) = min
x∈I
∥∥Tx,I ∣∣ Lp(I) → Lp(I)∥∥= ∥∥Te,I ∣∣ Lp(I) → Lp(I)∥∥.
Proof. Since ‖Tx,(c,x)‖ and ‖Tx,(x,d)‖ are monotone in x we can see that there is y ∈ I at which ‖T y,(c,y)‖ = ‖T y,(y,d)‖.
Then using Lemma 3.6 we get ‖T y,I‖ = minx∈I ‖Tx,I‖. If α < ‖T y,I‖ there exist f i , i = 1,2, supported in (c, y) and (y,d),
respectively, with ‖ f i‖ = 1, ‖Tb,I f i‖ > α, and f1 positive, f2 negative. Clearly the corresponding values of c f , say c1, c2,
are positive and negative respectively. Then by continuity there is a λ ∈ [0,1] such that cg = 0 for g = λ f1 + (1− λ) f2, and
‖T y,I g‖p = λp‖T y,I f1‖p + (1− λ)p‖T y,I f2‖p > αp‖g‖p . Then, by Lemma 3.7,
A(I) inf
c
∥∥(T y,I − cv)g∥∥/‖g‖ = ‖Tb,I g‖/‖g‖ > α.
Since α < ‖T y,I‖ is arbitrary, A(I)  ‖T y,I‖ and the ﬁrst equality follows from Corollary 3.4. Using the obvious facts that
‖Tc,I | Lp(I) → Lp(I)‖ and ‖Td,I | Lp(I) → Lp(I)‖ are greater than ‖Tx,I | Lp(I) → Lp(I)‖ for any x ∈ (c,d), and the continuity
of ‖Tx,I | Lp(I) → Lp(I)‖ in the variable x, we obtain the second equality. 
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(1) The function A(.,d) is non-increasing and continuous on (a,d).
(2) The function A(c, .) is non-decreasing and continuous on (c,b).
(3) limy→e+ A(e, y) = limy→e− A(y, e) = 0.
Proof. The proof of (1) illustrates the techniques necessary to prove (2) and (3) also. That A(.,d) is non-increasing is easy
to see. To establish continuity from the left, ﬁx y ∈ (a,d). Then there exists h0 > 0 such that for 0 < h < h0,
Ap(y,d)Ap(y − h,d) = sup
‖ f ‖p,(y−h,d)1
inf|α|‖u‖p′,(y−h0,d)
∥∥∥∥∥v
[ .∫
y−h
u(t) f (t)dt − α
]∥∥∥∥∥
p
p,(y−h,d)
= sup
‖ f ‖p,(y−h,d)1
inf|α|‖u‖p′,(y−h0,d)
[∥∥∥∥∥v
[ y∫
y−h
u(t) f (t)dt − α
]∥∥∥∥∥
p
p,(y−h,y)
+
∥∥∥∥∥v
[ .∫
y
u(t) f (t)dt − α +
y∫
y−h
u(t) f (t)dt
]∥∥∥∥∥
p
p,(y,d)
]
 sup
‖ f ‖p,(y−h,d)1
inf|α|‖u‖p′,(y−h0,d)
[
2
∥∥∥∥∥v
.∫
y−h
u(t) f (t)dt
∥∥∥∥∥
p
p,(y−h,y)
+ 2αp‖v‖pp,(y−h,y) +
∥∥∥∥∥v
[ .∫
y
u(t) f (t)dt − α +
y∫
y−h
u(t) f (t)dt
]∥∥∥∥∥
p
p,(y,d)
]
 2‖u‖pp′,(y−h,y)‖v‖pp,(y−h,y) + 2‖u‖pp′,(y−h0,d)‖v‖
p
p,(y−h,y)
+ 2‖u‖pp′,(y−h,y)Ap(y,d) + Ap(y,d).
It follows that
lim
h→0+
A(y − h,d) = A(y,d).
In the same way we see that
lim
h→0+
A(y + h,d) = A(y,d),
and now the proof of the lemma is complete. 
Note that when p = ∞ or p = 1 then A can be discontinuous as we can see from the following example. Set
v(x) =
{
1, x ∈ (0,1) ∪ (2,∞),
ε, otherwise,
u(x) = χ(1,2)(x) + εχ(0,1)∪(2,3),
with (a,b) = (0,3). Then A(x,3) < ε for x > 1, and A(x,3) > 1/2 for x < 1.
Lemma 3.11. Suppose that T : Lp(a,b) → Lp(a,b) is bounded and 1 < p < ∞. Let I = (c,d) and J = (c′,d′) be subintervals of (a,b),
with J ⊂ I , | J | > 0, |I − J | > 0, ∫ ba v p(x)dx < ∞ and u, v = 0 a.e. on I . Then
A(I) > A( J ) > 0 (3.2)
and
‖Ta,I‖ > ‖Ta, J‖ > 0. (3.3)
Proof. Since |{x: u(x) = 0}| = |{x: v(x) = 0}| = 0 the proof of (3.3) is obvious.
Let 0 f ∈ Lp( J ), 0 < ‖ f ‖p, J = ‖ f ‖p,I  1 with supp f ⊂ J . Let y ∈ J ; then
‖T(c′,y)‖p, J > 0 and ‖T(y,d′)‖p, J > 0,
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min
{‖T(c′,y)‖p, J ,‖T(y,d′)‖p, J}min
x∈ J ‖Tx, J‖p, J ,
which means A( J ) > 0.
Next, let us suppose that c = c′ < d′ < d. By Theorem 3.9, there exist x0 ∈ J and x1 ∈ I such that A( J ) = ‖Tx0, J‖p, J and
A(I) = ‖Tx1,I‖p,I .
If x0 = x1, then, since u, v = 0 a.e. on I , we get
A(I) = ‖Tx1,I‖p,I > ‖Tx1,I‖p, J = ‖Tx1, J‖p, J = A( J ).
If x0 = x1, then
A(I) = ‖Tx1,I‖p,I  ‖Tx1,I‖p, J  ‖Tx1, J‖p, J > ‖Tx0, J‖p, J = A( J ).
The case c < c′ < d′ = d can be proved similarly; the result when c < c′ < d′ < d follows from previous cases and the
monotonicity of A(I). 
Lemma 3.12. Let 1 < p < ∞, let u, v be constant over a ﬁnite real interval I = (a,b) and put d = (a + b)/2. Then
A(I,u, v) = |v||u||I|A((0,1),1,1)
= sup
f ∈Lp(I)\{0}
‖v(x) ∫ xd u(t) f (t)dt‖p.I
‖ f ‖p,I
= |u||v| ‖ sinp(πp(x− a)/(b − a))‖ cosp(πp(x− a)/(b − a))‖p,I
= |u||v|γp,
where γp is as in Theorem 3.2.
Proof. We have
A(I,u, v) = sup
‖ f ‖p,I1
inf
α∈C‖v
( .∫
a
u(t) f (t)dt − α
)
‖p,I
= |v||u| sup
‖ f ‖p,I1
inf
α∈C
∥∥∥∥∥
.∫
a
f (t)dt − α
∥∥∥∥∥
p,I
= |v||u||I| sup
‖ f ‖p,(0,1)1
inf
α∈C
∥∥∥∥∥
.∫
0
f (t)dt − α
∥∥∥∥∥
p,(0,1)
= |v||u||I|A((0,1),1,1).
The rest follows from Remark 3.3 and Theorem 3.2. 
Next, we investigate the dependence of A(I,u, v) on u and v .
Lemma 3.13. Let I = (c,d) ⊂ (a,b), 1 p ∞, and suppose that v ∈ Lp(I) and u1,u2 ∈ Lp′(I). Then∣∣A(I,u1, v) − A(I,u2, v)∣∣ ‖u1 − u2‖p′,I‖v‖p,I .
Proof. Without loss of generality we may suppose that A(I,u1, v)A(I,u2, v). Then
A(I,u1, v) = sup
‖ f ‖p,I1
inf
α∈R
∥∥∥∥∥v
[ .∫
c
(u1 − u2 + u2) f dt − α
]∥∥∥∥∥
p,I
 sup
‖ f ‖p,I1
inf
α∈R
[∥∥∥∥∥v
.∫
c
(u1 − u2) f dt
∥∥∥∥∥
p,I
+
∥∥∥∥∥v
( .∫
c
u2 f dt − α
)∥∥∥∥∥
p,I
]
 sup
‖ f ‖p,I1
inf
α∈R
[
‖v‖p,I‖u1 − u2‖p′,I +
∥∥∥∥∥v
( .∫
c
u2 f − α
)∥∥∥∥∥
p,I
]
 ‖v‖p,I‖u1 − u2‖p′,I + A(I,u2, v).
The result follows. 
608 D. Edmunds, J. Lang / J. Math. Anal. Appl. 381 (2011) 601–611Lemma 3.14. Let I = (c,d) ⊂ (a,b), 1 p ∞, and suppose that u ∈ Lp′(I) and v1, v2 ∈ Lp(I). Then∣∣A(I,u, v1) − A(I,u, v2)∣∣ ‖u‖p′,I‖v1 − v2‖p,I .
Proof. We may suppose that A(I,u, v1)A(I,u, v2). Then
A(I,u, v1) = sup
‖ f ‖p,I1
inf
α∈R
∥∥∥∥∥v1
[ .∫
c
u f dt − α
]∥∥∥∥∥
p,I
= sup
‖ f ‖p,I1
inf
|α|‖u‖p′,I‖ f ‖p,I
∥∥∥∥∥v1
[ .∫
c
u f dt − α
]∥∥∥∥∥
p,I
 sup
‖ f ‖p,I1
inf|α|‖u‖p′,I
[∥∥∥∥∥(v1 − v2)
[ .∫
c
u f dt − α
]∥∥∥∥∥
p,I
+
∥∥∥∥∥v2
[ .∫
c
u f dt − α
]∥∥∥∥∥
p,I
]
 ‖v1 − v2‖p,I‖u‖p′,I + A(I,u, v2).
The proof is complete. 
Remark 3.15. Note that in Lemmas 3.10, 3.12, 3.13, 3.14 we can replace A(c,d) by ‖Ta,(c,d),v,u‖p,(c,d) .
4. Equivalence of strict s-numbers for Ta
Throughout this section we suppose that 1 < p < ∞ if not mentioned otherwise.
Remark 4.1. Let Ta,(a,b),v,u be compact. Then it follows from the continuity of A(.,b) and ‖Ta,(a,.)‖ and Theorem 2.2 that
for suﬃciently small ε > 0 there are c,d ∈ (a,b) for which A(c,b) = ε and ‖Ta,(a,d) | Lp(a,d) → Lp(a,d)‖ = ε. Indeed, since
T is compact, there exists a positive integer N(ε) and points a = a0 < a1 < · · · < aN(ε) = b with A(ai−1,ai) = ε for i =
2, . . . ,N(ε) − 1, A(an−1,b) ε and ‖Ta,(a,a1) | Lp(a,a1) → Lp(a,a1)‖ = ε. Clearly, the intervals Ii = (ai−1,ai), i = 1, . . . ,N(ε)
form a partition of (a,b).
Lemma 4.2. If Ta : Lp(a,b) → Lp(a,b) is compact and v,u satisfy (2.2), then the number N(ε) is a non-increasing function of ε
which takes on every suﬃciently large integer value.
Proof. Fix c,a < c < b. Then, continuity of ‖Ta,(a,.)‖ with Theorem 2.2 and (2.4) ensures ‖Ta,(a,c)‖ = ε0 > 0. More-
over, as observed in Remark 4.1 there is a positive integer N(ε0) and a partition a = a0 < a1 = c < · · · < aN(ε0) = b
such that ‖Ta,(a0,a1)‖ = ε0, A(ai,ai+1) = ε0, i = 1,2, . . . ,N(ε0) − 1 and A(aN(ε0)−1,b)  ε0. Let d ∈ (a, c). According to
Lemma 3.11, A(a,d) = ε′0 < ε0 and the procedure outlined above applied with ε′0 gives ∞ > N(ε′0)  N(ε0). (Note that
due to Lemma 3.11, the compactness of T and the continuity of A(c, .) and ‖Ta,(a,.)‖, there exists d ∈ (a, c) such that
N(ε′0) > N(ε0).) If N(ε′0) = N(ε0) + 1, stop.
Otherwise, deﬁne
ε1 = sup
{
ε: 0 < ε < ε0 and N(ε) N(ε0) + 1
}
.
We claim N(ε1) = N(ε0) + 1. Indeed, suppose N(ε1)  N(ε0) + 2 and the partition a = a0 < a1 < · · · < aN(ε1) = b sat-
isﬁes ‖Ta,(a,a1)‖ = ε1, A(ai,ai+1) = ε1, i = 1,2, . . . ,N(ε1) − 2 and A(aN(ε1)−1,aN(ε1))  ε1. Decrease aN(ε1)−1 slightly to
a′N(ε1)−1 so that both A(a′N(ε1)−1,b) < ε1 and A(aN(ε1)−2,a′N(ε1)−1) > ε1, continuing the process to get a partition of (a,b)
having N(ε1) intervals such that ‖Ta,(a,a′1)‖ > ε1, A(a′i−1,a′i) > ε1, i = 2, . . . ,N(ε1) − 1 and A(a′N(ε1)−1,b) < ε1. Taking
ε2  min{‖Ta,(a,a′1)‖, A(a′i−1,a′i): 2 i  N(ε1) − 1} we obtain ε2 > ε1 and N(ε2)  N(ε0) + 2, a contradiction. This es-
tablishes the claim.
An inductive argument completes the proof. 
Lemma 4.3. Let ε > 0, 1 < p < ∞ and let Ta,(a,b),v,u : Lp(a,b) → Lp(a,b) be compact. Let a = a0 < a1 < · · · < aN = b be a sequence
such that A(ai−1,ai) ε for i = 2, . . . ,N and ‖Ta,(a0,a1)‖ ε. Then
aN(Ta) ε.
Proof. Set Ii = (ai−1,ai) and P f =∑Ni=2 Pi f + χI1 where
Pi f (x) := χIi (x)v(x)
[ ei∫
u(t) f (t)dt
]
,a
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A(Ii) = min
x∈Ii
∥∥Tx,Ii ∣∣ Lp(Ii) → Lp(Ii)∥∥= ∥∥Tei ,Ii ∣∣ Lp(Ii) → Lp(Ii)∥∥. (4.1)
Then rank P  N − 1 and, on using Theorem 3.9,
∥∥(T − P ) f ∥∥pp,(a,b) =
N∑
i=2
∥∥(T f − P f )∥∥pp,Ii + ‖T f ‖pp,I1
=
N∑
i=2
‖T f − Pi f ‖pp,Ii + ‖T f ‖
p
p,I1
=
N∑
i=2
∥∥∥∥∥v(.)
.∫
ei
u(t) f (t)dt
∥∥∥∥∥
p
p,Ii
+
∥∥∥∥∥v(.)
.∫
a
u(t) f (t)dt
∥∥∥∥∥
p
p,I1

(
max
{‖T‖p,I1 , A(I2), . . . , A(IN)})p‖ f ‖pp,(a,b)
 εp‖ f ‖pp,(a,b),
whence the lemma. 
Lemma 4.4. Let ε > 0, 1 < p < ∞ and let Ta,(a,b),v,u : Lp(a,b) → Lp(a,b) be compact and v ∈ Lp(a,b), u ∈ Lp′(a,b). Let a = a0 <
a1 < · · · < aN = b be a sequence such that A(ai−1,ai) ε for i = 2, . . . ,n and ‖Ta,(a0,a1)‖ ε. Then
in(T ) ε.
Proof. Set Ii = (ai−1,ai); then from Theorem 3.9 it follows that there is ei ∈ Ii such that
A(Ii) = min
x∈Ii
∥∥Tx,Ii ∣∣ Lp(Ii) → Lp(Ii)∥∥= ∥∥Tei ,Ii ∣∣ Lp(Ii) → Lp(Ii)∥∥. (4.2)
Since T is compact there exist functions f i such that supp f i ⊆ Ii , ‖ f i‖p,Ii = 1 and ‖Tei f i‖p,Ii = A(Ii) for i = 1, . . . ,n − 1.
Deﬁne J1 = (a0, e1) = (e0, e1), J i = (ei−1, ei) for i = 2, . . . ,n − 1 and Jn = (en−1,b) = (en−1, en). We introduce functions
gi(x) = (ci f i(x) + di f i+1(x))χ J i (x) for i = 1, . . . ,n− 1 and gn(x) = cn fn(x)χ Jn (x). For these functions we have
‖Tei−1 gi‖p,(ei−1,ai−1)
‖gi‖p,(ei−1,ai−1)
 ε and
‖Tei gi‖p,(ai−1,ei)
‖gi‖p,(ai−1,ei)
 ε for i = 1, . . . ,n − 1.
Also we can see that Tei−1,(ei−1,ai−1),1,u gi and Tei ,(ai−1,ei),1,u gi do not change sign on (ei−1,ai−1) and (ai−1, ei) respectively.
Since Tei−1,(ei−1,ai−1),1,u gi(.) and Tei ,(ai−1,ei),1,u gi(.) are continuous functions we can choose constants ci and di such that
Tei−1,(ei−1,ai−1),1,u gi(ai−1) = Tei ,(ai−1,ei),1,u gi(ai−1) > 0
and ‖gi‖p, J i = 1. Then we can see that supp(T gi) ⊆ J i .
Note that we have
‖T gi‖p, J i
‖gi‖p, J i
 ε for i = 1, . . . ,n. (4.3)
The maps A : lnp → Lp(a,b) and B : Lp(a,b) → lnp are deﬁned by:
A({di}ni=1)=
n∑
i=1
di gi(x),
Bg(x) =
{∫
J i
g(x)(T gi(x))(p) dx
‖T gi(x)‖pp, J i
}n
i=1
where ( f )(p) := | f |p−2 f .
Since
∫
I f ( f )(p) dx = ‖ f ‖pp,I = 1,
BT
(A({di}ni=1))=
{( ∫
di T gi(x)(T gi)(p) dx
)/
‖T gi‖pp, J i
}n
i=1
= {di‖T gi‖pp, J i/‖T gi‖pp, J i}ni=1 = {di}ni=1.
J i
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g(x) =
n∑
i=1
c′i T gi(x).
Using (4.3) we obtain
‖g‖p,(a,b)  ε
∥∥{c′i}ni=1∥∥lnp
and then
sup
‖ f ‖Lp (a,b)1
‖B f ‖lnp = sup‖g‖Lp (a,b)1
∥∥∥∥∥B
(
n∑
i=1
c′i T gi(x)
)∥∥∥∥∥
lnp
= sup
‖g‖Lp (a,b)1
∥∥c′i∥∥lnp  1ε .
From
∥∥A({d′i}ni=1)∥∥pp,(a,b) =
n∑
i=1
∫
J i
∣∣d′i gi(x)∣∣p dx =
n∑
i=1
∣∣d′i∣∣p∥∥gi(x)∥∥pp, J i dx = ∥∥d′i∥∥plnp
it follows that ‖A : lnp → Lp(a,b)‖ = 1. Thus
in(T ) ‖A‖−1‖B‖−1  ε. 
From Lemma 3.11, Remark 4.1, Lemma 4.2 and continuity of A(c., ) and ‖Ta,(c,.)‖p,(c,.) the next lemma follows.
Lemma 4.5. If Ta,(a,b),v,u : Lp(a,b) → Lp(a,b) is compact, then for each N > 1 there exist εN > 0 and a sequence a = a0 < a1 <
· · · < aN = b such A(ai−1,ai) = εN for i = 2, . . . ,N and ‖Ta,(a0,a1)‖ = εN .
Combining Lemmas 4.5, 4.3 and 4.4 we obtain the following theorem.
Theorem 4.6. Let 1 < p < ∞ and let Ta,(a,b),v,u : Lp(a,b) → Lp(a,b) be compact; let N > 1. Then there exist εN > 0 and a sequence
a = a0 < a1 < · · · < aN = b such that A(ai−1,ai) = εN for i = 2, . . . ,N, ‖Ta,(a0,a1)‖ = εN and
aN(Ta,(a,b)) = iN(Ta,(a,b)) = εN .
An obvious consequence of the above theorem is
Remark 4.7. Let 1 < p < ∞ and let Ta,(a,b),v,u : Lp(a,b) → Lp(a,b) be compact. Then all strict s-numbers for the map Ta
coincide.
In view of Remark 2.1 we can, quite simply, derive from Theorem 4.6 the following theorem which helps in connection
with the question raised in Section 1.
Theorem 4.8. Let 1 < p < ∞ and let Ta,(a,b),1,1 : Lp((a,b),u) → Lp((a,b), v) be compact. Then all strict s-numbers for the map Ta
coincide.
Final note. With help of Remark 4.7 we have that the asymptotic and remainder estimates which were obtained for the
approximation numbers (for example, results from [2,3,5] or [6]) automatically hold for the other strict s-numbers.
References
[1] C. Bennewitz, Approximation numbers = singular eigenvalues, J. Comput. Appl. Math. 208 (2007) 102–110.
[2] D.E. Edmunds, W.D. Evans, Hardy Operators, Function Spaces and Embeddings, Springer, Berlin–Heidelberg–New York, 2004.
[3] D.E. Edmunds, J. Lang, Behaviour of the approximation numbers of a Sobolev embedding in the one-dimensional case, J. Funct. Anal. 206 (1) (2004)
149–166.
[4] D.E. Edmunds, J. Lang, Coincidence and calculation of some strict s-numbers, The Ohio State University, MRI Preprint Series 2011.
[5] J. Lang, Improved estimates for the approximation numbers of the Hardy-type operators, J. Approx. Theory 121 (1) (2003) 61–70.
[6] J. Lang, Estimates for n-widths of the Hardy-type operators. Addendum to: “Improved estimates for the approximation numbers of Hardy-type opera-
tors”, J. Approx. Theory 121 (1) (2003) 61, J. Approx. Theory 140 (2) (2006) 141–146.
[7] V.I. Levin, On a class of integral inequalities, Rec. Mat. 4 (46) (1938) 309–331.
[8] P. Lindqvist, J. Peetre, J.M. Borwein, Problems and solutions: Solutions: Generalized trigonometric functions: 10744, Amer. Math. Monthly 108 (5)
(2001) 473–474.
[9] P. Lindqvist, Some remarkable sine and cosine functions, Ric. Mat. 44 (2) (1995/1996) 269–290.
D. Edmunds, J. Lang / J. Math. Anal. Appl. 381 (2011) 601–611 611[10] B. Opic, A. Kufner, Hardy-Type Inequalities, Pitman Res. Notes Math., vol. 219, Longman Sci. and Tech., Harlow, 1990.
[11] A. Pietsch, s-numbers of operators in Banach spaces, Studia Math. 51 (1974) 201–223.
[12] A. Pietsch, History of Banach Spaces and Linear Operators, Birkhäuser, Boston–Basel–Berlin, 2007.
[13] E. Schmidt, Über die Ungleichung, welche die Integrale über eine Potentz einer Funktion und über eine andere Potenz ihrer Ableitung verbindet, Math.
Ann. 117 (1940) 301–326.
