Robustness of the coherently distributed MUSIC algorithm to the imperfect knowledge of the spatial distribution of the sources Wenmeng XIONG · José PICHERAL · Sylvie MARCOS the date of receipt and acceptance should be inserted later Abstract The MUltiple SIgnal Classification (MUSIC) estimator has been widely studied for a long time for its high resolution capabilities in the domain of the directional of arrival (DOA) estimation, with the sources assumed to be point. However, when the actual sources are spatially distributed with angular dispersion, the performance of the conventional MUSIC is degraded. This paper deals with the sensitivity of MUSIC to modeling error due to coherently distributed (CD) sources. A performance analysis of an extended MUSIC taking into account a generalized steering vector based on a CD source model (CD-MUSIC) is first studied. We establish closed-form expressions of the DOA estimation bias and mean square error due to both the model error and the effects of a finite number of snapshots. The aim of this paper is also to determine when the point source assumption is acceptable for standard MUSIC. The analytical results are validated by numerical simulations and discussed in different configurations.
Introduction
DOA estimation issues such as the effects of model errors, the resolution of closely spaced sources, and the geometry of antennas have been widely studied in the past, with the sources assumed to be far-field point transmitters or reflectors [1] [2] [3] [4] [5] . Indeed, in most scenarios the point-source assumption is correct, but in some cases, as for instance the localization of acoustics [6] [7] or bio-medical [8] sources, ocean waves [9] , or for mobile channel communication [10] , a spatially distributed model of the sources is more appropriate.
The models for spatially distributed sources have been classified into two types, namely incoherently distributed (ID) sources and coherently distributed (CD) sources. On the first hand, for ID sources, signals coming from different points of the same distributed source can be considered uncorrelated, therefore the rank of the noise-free correlation matrix does not equal the number of signals [11] [12] [13] . On the other hand, in the scenario of CD sources, the received signal from different points of the same signal components are delayed and scaled replicas, therefore the rank of the noise-free correlation matrix equals the number of CD sources [14] . Most of the works deal with the ID model since in wireless communication, the multi-path dispersion effects are modeled as discrete ID scatterers of one source [15] . In our paper, we focus on other applications such as acoustic localization where the sources are rather modeled as continuous CD ones, this work has been partially presented in [16] .
Most of the localisation methods that have been proposed to take into account the distributed sources model are based on the joint [14] [17] or iterative [12] [18] 2D estimation of the DOA and the angular dispersion parameters. These approaches present two main drawbacks: they are time consuming due to multi-parameters estimation and error modeling is introduced due to the imperfect knowledge of the angular distribution shapes of the sources. Otherwise, the standard MUSIC DOA estimator under point source hypothesis can be used despite the angular dispersion of actual sources, in this case an estimation error of the DOA arises due to the mismatch between the model and the sources. In this paper, we introduce an estimator called CD-MUSIC which can be considered as trade off between a 2D estimator and the standard MUSIC based on the point source hypothesis. This DOA estimator exploits a generalized steering vector based on a CD source model, nevertheless it requires to know the angular distribution shape and dispersion parameters of the sources.
Previous works dealing with modeling error due to spatially distributed sources can be found in [19] for Beamforming and [20] for MUSIC. Those works are mainly based on an 1D model for telecommunication applications with a small spread dispersion, and a first order Taylor approximation in the DOA estimation error is used to obtain theoretical expressions for the performances.
The motivations of the present paper are to study the sensitivity of MUSIC to error modeling due to coherently distributed sources (since the standard point source MUSIC estimator is a particular case of CD-MUSIC, theoretical performance analysis provided for CD-MUSIC is also valid for standard MUSIC). Secondly, we will provide tools to determine when point source assumption is acceptable for MUSIC, when CD source model should be considered, or when more complex 2D estimators should be used. In this paper, the study is focused on applications such as acoustic imaging and source localisation [6] where due to the experiment configuration, the CD model is more appropriate, large spread dispersion is expected and hypothesis of Gaussian shape for the angular distribution is not always valid.
Modeling errors can originate from the following configurations: i) the shape (uniform, or Gaussian or others) of the angular distribution is badly known; ii) the shape of the angular spread distribution is known but with an improper spread dispersion parameter value (for example, a uniform distribution with an improper angular width, or a Gaussian distribution with an improper standard deviation, etc). To analyze the performances, we derive expressions with a second order Taylor approximation in the DOA estimation error rather than the first order techniques proposed in [19] and [20] . The result is a little more complex, but follows better the simulation especially when two sources are close and the angular dispersion parameter is over-estimated. In addition, we also consider the effect of the finite number of snapshots which was done in [21] [22] in a similar way in the scenario of point source. Here, we show that when the two problems arise simutaneously, the finite snapshots effect can be explicitly factored in the theoretical expressions for the performance analyses. Simulation results validate the theoretical results and illustrate the limits of the point source MUSIC for a large modeling error.
The organization of this paper is as follows. The signal model and the CD-MUSIC are given in section 2. In section 3, the sensitivity of the estimator to the spatial dispersion of the sources is theoretically analyzed. Numerical simulations are presented in section 4 to validate the analytical expressions of the previous section. Finally, conclusions are given in section 5.
Signal model and CD-MUSIC

Notations
In this paper, we use lower case boldface letters to denote vectors and upper case boldface letters to denote matrices. In addition, we use the following notations throughout the paper: (·)
T : transpose; (·) H : Hermitian transpose; Re{·}: real part; E[·]: expectation operator; I: identity matrix.
Signal model
Let us consider q spatially coherently distributed farfield sources impinging on an array of M sensors. The q sources and M signals received on the array at moment t are denoted by s(t) = [s 1 (t), . . . , s q (t)]
T and y(t) = [y 1 (t), . . . , y M (t)]
T , respectively. In the scenario of distributed sources, y(t) is given by:
where n(t) ∈ C M ×1 represents additive Gaussian or uniform noise σ
is the array steering matrix composed of q steering vectors c hi (θ) that can be written as proposed in [14] :
where a(θ) ∈ C M ×1 is the steering vector for a point source which arrives from the DOA θ. In the general case, a(θ) can be given by a(θ i ) = e The function h i (φ) is introduced to describe the angular spread distribution and it can be parameterized by an angular dispersion ∆ i which is omitted in the notation. For instance, ∆ i stands for the support for a uniform distribution and for the standard deviation for a Gaussian distribution.
The source signals and the additive noise are considered to be centered Gaussian independent random variables. Assuming that signals and noises are uncorrelated and the signal sources are uncorrelated with each other, the correlation matrix is given by:
where R s is the source covariance matrix.
CD-MUSIC
Under the hypothesis that q < M and R s and C are not rank deficient, it is well known that the decomposition of R into eigenvalues λ m and eigenvectors e m is given by:
. . , e q ] spans the signal subspace defined by the columns of C and V = [e q+1 , . . . , e M ] spans the noise subspace defined as the orthogonal complement of U, Λ s = diag{λ 1 , . . . , λ q }.
In this paper, we focus on a MUSIC based criterion which makes use of the orthogonal property of span{C} = span{U} and span{V} to estimate the DOA. We assume that the sources distribution shapes and the sources angular dispersion parameter ∆ i are known in the model, then there is only one parameter θ i for the i th source to estimate:
which is named CD-MUSIC in the following. Note that the standard point source MUSIC estimator belongs to this class of estimators, since the point source case is obtained for ∆ = 0 and h i (φ) in (2) being the Dirac delta function. In the following of this paper, the goal is to evaluate the robustness of this estimator to model errors.
Model error definitions
The criterion (3) can be impacted by two types of errors. First, the actual angular spread distribution h of the source, may not be known in practice, in this case the functionh used by the estimator will be different from the actual h, that is to say, the shape of h is badly known, or the shape of h is known but with an error on the dispersion parameter ∆. Secondly, the covariance matrix R is estimated from a finite number of snapshots, therefore the estimated covariance matrixR and its noise subspaceV are different from the actual R and V. Taking into consideration the two types of errors, the algorithm that we study is:
Let us introduce the definitions related to the errors. Assuming that the estimator (4) is based on an angular distributionh, the model error on the steering vector is defined as ∆c(θ i ) = ch(θ i ) − c hi (θ i ). Similarly the model error on the covariance matrix can be defined as ∆R =R − R, whereR =CR sC H + σ 
Performance analysis
In this section, we will investigate the effects of an imperfect knowledge of h(φ), and the finite number of snapshots on the CD-MUSIC algorithm.
General case
According to (4) , for the i − th source, the DOA estimationθ i satisfies that the first order derivative of the denominator of (4) equals zero so that :
whereċh(θ i ) = ∂c(θ) ∂θ |θ i . Assuming that, the estimation error (∆θ i =θ i − θ i ) is small, we introduce the second order Taylor series approximations of ch(θ i ) andċh(θ i ):
wherech(θ i ) =
∂θ 2 | θi , and
∂θ 3 | θi . In order to derive the expressions of the DOA estimation error, we make use of the first order approximation in [23] , which says that:
is the q × q identity matrix.
Introducing (6) and (7) in (5), and the expression ofΠ yields:
where the terms of order greater than 2 in ∆θ i have been neglected, and the scalar A(
In the following, we omit the θ i in the notations for simplicity:
Πch ,
Π∆RQch ,
Π∆RQch .
The expression of ∆θ i can be obtained by solving the 2 nd order equation (8) .The CD-MUSIC criterion chooses the minimum value of the denominator as the estimation result, soθ i should satisfy:
, which makes it possible to choose the solution of (8):
It follows that the estimation bias and the MSE are given by:
The calculations and the definitions of ϕ and χ can be found in Appendix A. It is interesting to see that the MSE is composed of two terms: one only depends on the model error, the other depends on the model error but with a factor σ 2 b /N . It can be expected that the second term will be negligible when N increases.
First order approximation
In this subsection, we discuss the situation where the estimation error ∆θ i is small enough, so that the second order terms in ∆θ i can be negligible with respect to the first order terms. Keeping only the first order terms in (8) yields:
Introducing the property Πch = Π∆c, and neglecting the second order terms in ∆θ i ∆c and ∆θ i ∆R, (12) becomes:
Replacing Π byΠ − ∆Π, and neglecting the second order terms in ∆Π∆θ i , ∆Π∆c and ∆Π∆R, the expression of the estimation error of DOA can be simplified as:
As ∆R follows a Wishart distribution, E[∆R] = 0 [24] , it follows that the estimation bias is derived as:
and the MSE can be given by:
Note that this first order approximation makes it possible to express (15) and the first term of (16) as an explicit function of the model error ∆c.
To obtain (15) and (16), the second order of Talyor approximation in ∆θ i has been ignored. Therefore, (15) and (16) are valid in the case that ∆θ i is small enough, while (10) and (11) are also valid for a larger ∆θ i .
Assuming that the source angular distribution is symmetric and the source dispersion is small enough, and the array aperture is not too large, we introduce a second order Taylor approximation in φ such that:
where
(φ)dφ is the angular spread of the source and the model, respectively.
For the sake of simplicity, assume again that we are in the case of one source. Taking into account thatΠ = I − ch(c , and introducing (17) and (18) in (15), the estimation bias can be given by:
where a is simplified for a(θ i ),ȧ = ∂a ∂θ ,ä =
Let us recall that a(θ i ) = e −jτ1 , . . . , e −jτm , . . . , e −jτ M , where τ m = 2π v λ t m (θ i ). The estimation bias can be given as:
∂θ 2 . An important result is that, at first order, the estimation bias only depends on the difference of the angular spread of the source and the model and not on their shapes.
Assuming a linear array is used, τ m = 2πd m sin(θ), where d m is the distance between the m th sensor and the origin, and the estimation bias can be given as:
From (19) and (22) we can see that the sign of the estimation bias depends on the difference between the angular spread of the source and the model. Note that in the case of a uniform distribution of the spatial dispersion, σ 
Numerical results
In this section, numerical examples are presented to illustrate the validity of the analytical results of the estimation performances established in section 3. In all simulations, source signals s(t) and noise n(t) are complex Gaussian independent random variables, with zero as mean value and 1 as source power. A uniform linear array (ULA) is composed of M = 10 omni-directional sensors spaced by half-wavelength. In this case the steering vector pour point source i can be given as a(θ i ) = 1, e −jπsin(θi) , . . . , e −jπ(M −1)sin(θi) T . The steering vector for uniformly distributed and Gaussian source can be given as c hi (θ i ) = 
Validation of theoretical results
The validation of estimation bias formulas (10) and (15) is illustrated in figure 1 , with two uniform distributed sources (θ 1 = 33
• , θ 2 = 47 • ), and with a same angular dispersion ∆ = 10
• . Figure 1(a) shows the error for an underestimation of the dispersion parameter ∆ while Figure 1(b) shows error for an overestimation. As expected, the estimation bias is null when the exact model parameter∆ = ∆ = 10
• is used. Comparing the simulation results, one can observe that the DOA estimation bias is smaller when the parameter∆ is smaller than ∆ (Figure 1(a) ), than when it is larger than ∆ (Figure 1(b) ). Focusing on the validity of the expressions derived in the previous section, we can notice that for both θ 1 and θ 2 , the DOA estimation bias obtained in (10) outperforms the one obtained in (15) , where the advantage of (10) is much more evident for θ 1 , which has a larger estimation error. Figure 2 illustrates the validation of the results obtained in (22) as a function of the difference of the angular spread of the source and model, in order to express the estimation error as an explicit function of the model error. In this scenario one source is considered at θ 0 = 45
• with uniform distribution and ∆ varies from 0
• to 15 • , the model is uniform in figure 2(a) and Gaussian in figure 2(b) . The origin is placed at the center of the array. We can see that for such an array configu- ration, the sign of the estimation bias depends on the difference between angular dispersion of the source and the model. In particular, when the angular spread of the source equals to the angular spread of the model, the estimation bias vanishes.
Robustness to shape mismatch
These simulations investigate the impact of the model error due to a mismatch of the shape of the angular distribution. To localize a source with an actual uniform distribution, we compare the performance of three estimators: i) MUSIC, assuming a point source model ( figure 3(a), 3(b) ), ii) CD-MUSIC assuming a uniform angular dispersion ( figure 3(a) ), or iii) a Gaussian angular dispersion ( figure 3(b) ). We consider the case where two uniform distributed sources arrive from θ 1 = 28
• and θ 2 = 32
• , with an angular dispersion ∆ = 10
• , assuming that the covariance matrix is known. Estimation error from simulation and theoretical equations (10) are plotted versus the model dispersion parameter ∆.
In figure 3(a) , it is shown that the model error due to a point source model (point model MUSIC) provides a larger estimation error than the model error due to a mismatch on parameter ∆, except when ∆ is overestimated.
As expected, the error due to distributed sources can be canceled with CD-MUSIC if the source dispersion parameters are known (in this case : uniform distribution and∆ = ∆ = 10
• ). Moreover, if the dispersion is only roughly known (i.e.∆ ≈ ∆ = 10
• one can see that CD-MUSIC still outperforms standard MUSIC unless dispersion is too overestimated.
When the model error is due to the use of a Gaussian shape instead of a uniform one ( figure 3(b) ), we can note that the CD-MUSIC error can be also reduced near to zero for the value∆ ≈ 3.5
• , which approximately corresponds to the case σ
• is the spread of the rectangular model and ∆ = 3.5
• is the standard deviation of the Gaussian model.
The results reveal the robustness of CD-MUSIC to the spatial distribution of the sources. Even if we take an angular distribution shape for the model which is different from that of the source signal, it is possible to have a DOA estimation bias near to zero providing ∆ is well chosen. The only case where standard MU-SIC outperforms CD-MUSIC is when the dispersion is badly known and it is overestimated with respect to the actual value. Also note that in this scenario the theoretical expression fits the simulation results except when resolution problems arise (mainly when the parameter ∆ is over-estimated).
Angular separation
In order to explore the resolution capabilities of CD-MUSIC in presence of model errors, figure 4 shows the absolute value of the DOA estimation bias when the model error due to the dispersion parameter (∆) and the angle between the two sources (θ 2 − θ 1 ) both vary. In this scenario, we consider two sources with uniform angular dispersion (∆ = 10
• ) and with θ m = 1 2 (θ 1 + θ 2 ) = 30
• . The stars mark the region where the sources are not resolved, that is to say, the two sources are so close that the CD-MUSIC criterion has only one peak in the middle. In order to highlight the behavior of the estimator, figure 5 plots the estimation error in two extreme cases : for close sources (θ 2 − θ 1 = 4
• -figure 5(a)) and for separated sources (θ 2 − θ 1 = 18
• - figure  5(b) ).
From these results one can observe that firstly, CD-MUSIC achieves high resolution performance for CD sources under the constraint of small modeling error (i.e.∆ ≈ ∆ = 10
• ). In contrary, standard point source MUSIC estimator (i.e.∆ = 0) can not provide reliable estimate for close CD sources. Secondly, when CD sources are well separated, CD-MUSIC is robust to model error on the angular dispersion parameter unless it is overestimated (∆ > ∆). Focussing on point source MUSIC (∆), one can notice that it provides accurate estimates in this case. In conclusion, unless for high resolution purpose, error modeling due to CD sources can be neglected.
Performance versus the number of snapshots
In figure 6 , the RMSE (root mean square error) of the estimator is plotted versus the snapshots number. A uniform source and a Gaussian source arrive from θ 1 = 26
• and θ 2 = 34
• , respectively. We compare the performance of CD-MUSIC (with uniform distributed model in two cases: with a large error on dispersion parameter∆ = 5
• and with a smaller error∆ = 9 • ), MU-SIC for point source, and DSPE (with uniform source model). DSPE proposed in [14] estimates jointly the DOA and the source angular dispersion parameter, using a 2D MUSIC based approach but it is more timeconsuming. The RMSE for CD-MUSIC and MUSIC decrease as well as N increases, and then converge to non zero values given by (16) . This reveals that when there are two perturbations, the finite number of snapshots effect dominates in the case of a small number of snapshots whereas the model error effect dominates when the number of snapshots is large. Also, in the case where the finite number of snapshots effect dominates, the 1D estimators have better performances; in contrary, when the model error effect dominates, the 2D estimator has better performance.
The advantage of CD-MUSIC in the case that the information of angular distribution of the actual sources is roughly known is illustrated by these simulations. When the model error is small (case∆ = 9
• ) CD-MUSIC outperforms conventional MUSIC but also the more complex estimator DSPE for N < 100 or N < 1000 according to the type of sources. When the model error is larger (case∆ = 5
• ) CD-MUSIC is almost equivalent to MUSIC except for a small number of snapshots.
Note that for CD-MUSIC and MUSIC, when N is too small, the theoretical results given by (16) do not suit the simulation results, because a first order of approximation of ∆R is not enough when ∆R is too large.
Conclusion
This paper has investigated the effects of both the angular dispersion of the source and the finite number of snapshots on the behavior of the CD-MUSIC. New analytical expressions of the DOA estimation bias and MSE as a function of these two perturbations have been given based on the second order Taylor approximation in order to provide accurate expressions even for a large error.
Numerical simulations are in adequacy with the proposed theoretical results. We have shown that, CD-MUSIC can be viewed as a trade-off between the standard MUSIC and 2D estimator DSPE. In the case that the angular dispersions of the sources are roughly known, it outperforms the standard MUSIC and the performance can be quite similar to DSPE (or even better for a small number of samples) while DSPE has the main drawback to require the maximization of a 2D criterion. We also have shown that, at the first order and in the one source case, the DOA estimation bias only depends on the difference of the angular spreads between the model and signal spatial distributions and not on their shapes. These results also make it possible to determine when we can use the standard MUSIC and which error shall be expected, and when, on the contrary, it will be necessary to use a more computationally complex 2D method such as DSPE.
Appendix A
Based on (9), we study the case that the number of snapshots N is big enough, so that ∆R, B 2 , C 2 is small, we can make the approximation : 
Introducing (23) in (9), and keeping only first order terms in ∆R, the expression of DOA estimation error can be given by:
