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Abstract
This paper presents an efﬁcient evaluation algorithm for
cross-validating the two-stage approach of KFD classiﬁers.
The proposed algorithm is of the same complexity level as
the existing indirect efﬁcient cross-validation methods but it
is more reliable since it is direct and constitutes exact cross-
validation for the KFD classiﬁer formulation. Simulations
demonstrate that the proposed algorithm is almost as fast as
the existing fast indirect evaluation algorithm and the two-
stage cross-validation selects better models on most of the
thirteen benchmark data sets.
1 Introduction
Given a training set {(xi, yi)}ni=1 with input data xi ∈
R
n and class labels yi ∈ {−1, 1}, let us assume that one
has n+ positive samples and thus n− = (n− n+) negative
samples. Fisher’s linear discriminant [7] attempts to ﬁnd a
linear projection such that the classes are well separated and
this is achieved by maximizing the ratio of the between and
within class variance. Kernel Fisher discriminant (KFD)
proposed by [9] is a powerful nonlinear version of Fisher’s
linear discriminant where the kernel trick allows the efﬁ-
cient computation of ﬁsher discriminant in feature space.
To complete the KFD classiﬁer formulation, one also needs
to ﬁnd a suitable bias term. If one chooses the bias term
such that the projections of all the training data are with
zero mean, the KFD can be described as
y(x) = sign [F (x) + b] (1)
where
F (x) =
n∑
i=1
αiK(xi, x), (2)
∗This work was supported by Australian Research Council.
and α, b can be obtained by solving the following system of
linear equations [15][
n 1TnK
K1n KK + μIn
] [
b
α
]
=
[
0
Kyˆ
]
. (3)
Here μ is the regularization parameter, Kij = ϕ(xi)T ϕ(xj)
and ϕ(·) : Rm → Rn is induced by some kernel func-
tion that maps the input space to a high dimensional feature
space (the kernel function K(·, ·) can typically be linear,
polynomial or Gaussian kernels) and yˆi are weighted labels
given as
yˆi =
{
n
n+
if yi = 1;
− nn− , else.
i = 1, 2, · · · , n. (4)
However, the bias term b chosen in this way is usually
not a good choice for classiﬁcation performance and one
usually needs to adjust the bias term by applying some
one-dimensional (1D) classiﬁcation method (say 1D sup-
port vector machines) on the extracted feature F (xi), i =
1, 2, · · · , n [9]. Hence, the typical KFD classiﬁer formula-
tion includes two stages: the ﬁrst stage computes the ﬁsher
discriminant in feature space by solving α from (3) and
the second stage computes the optimal bias term by ap-
plying some 1D classiﬁcation method on the extracted fea-
tures. Hence, in model selection for KFD classiﬁers, we
need select three types of hyper-parameters: the kernel pa-
rameters, the regularization parameter μ and (possibly) the
hyper-parameter for the 1D classiﬁcation method.
Cross-validation is one of the popular ways for model
selection. In l-fold cross-validation, one divides the data
into l subsets of (approximately) equal size and trains the
classiﬁer l times, each time leaving out one of the subsets
from training, but using only the omitted subset to compute
the classiﬁcation errors. If l equals the sample size, this is
called leave-one-out cross-validation (LOO-CV). The naive
implementation of l-fold cross-validation trains a classiﬁer
for each split of the data and is thus computationally ex-
pensive especially when l is large. Much efforts have been
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done to reduce the complexity of cross-validation for ker-
nel based classiﬁcation, see [13, 14, 10, 8, 6] for LOO-
CV of support vector machines, [16] for LOO-CV of least
square support vector machines, [5] for LOO-CV of KFD,
and [1, 2] for general l-fold cross-validation of least square
support vector machines and KFD.
In l-fold cross-validation of KFD classiﬁers, given cer-
tain model parameters, for each split, one needs to ﬁnd the
discriminant coefﬁcients αi by solving (3) and then com-
pute the bias term b by applying some 1-D classiﬁcation
method on the extracted feature F (xi) (2) and ﬁnally com-
pute the validation errors using the classiﬁer (1). However,
the efﬁcient cross-validation algorithms in [5] and [2] pro-
vide two efﬁcient ways to compute the predicted responses
(i.e., F (xk) + b) of the validation data xk where the bias
term b is from the solution of (3) instead of the optimal bias
term obtained by applying some 1-D classiﬁcation method
on the extracted feature. Since the bias term selected in
this way is usually not used in the KFD classiﬁer, as [5]
suggested, one chooses the model parameter by comparing
the predicted residual of sum of squares instead of com-
paring the cross-validation errors. Hence these algorithms
are indirect and thus approximate for KFD model selec-
tion. For the efﬁcient implementation of the exact l-fold
cross-validation of KFD classiﬁers, one needs to provide
efﬁcient ways to compute, for each split, both the predicted
response F (xk) of the validation data xk and the extracted
feature F (xi) associated with the training data xi. This pa-
per will present such ways to evaluate the cross-validation
of the two-stage KFD classiﬁers. The proposed algorithm
is of the same complexity level as the existing indirect efﬁ-
cient cross-validation methods but it is more reliable since it
is direct and constitutes exact cross-validation for the KFD
classiﬁers.
2 Efﬁcient Cross-validation
Since the nonlinear term KK appears in the system ma-
trix of (3), it is difﬁcult to derive the predicted response
for l-fold cross-validation by applying the matrix inversion
formula. It is fortunate that we can reformulate it as an
expanded linear system such that K appears linearly in
the system matrix by introducing the training error vector
e = yˆ −Kα− b1n. Note that 1Tn yˆ = 0. We have
nb + 1TnKα = 0 ⇔ 1Tne = 0 (5)
and
K1nb + (KK + μI)α = Kyˆ ⇔ Ke = μα. (6)
Thus, the solutions (α, b) of (3) and that of the following
extended linear system are identical:⎡
⎣ 0 0 1Tn0 −μI K
1n K I
⎤
⎦
⎡
⎣ bα
e
⎤
⎦ =
⎡
⎣ 00
yˆ
⎤
⎦ . (7)
Based on this formulation and the well-known matrix in-
version formula, this paper will derive the predicted residual
formula for efﬁcient l-fold cross-validation.
Let B = μ(μI +KK)−1, C = (μI +KK)−1K. Then[ −μI K
K I
]−1
=
[ −B/μ C
C B
]
⎡
⎣ 0 0 1Tn0 −μI K
1n K I
⎤
⎦
−1
=
⎡
⎣ 0 0 00 −B/μ C
0 C B
⎤
⎦
+ 1d
⎡
⎣ 1−β
−γ
⎤
⎦
⎡
⎣ 1−β
−γ
⎤
⎦
T
(8)
and therefore the solution of (7) is
b = −γT yˆ/d, α = Cyˆ − bβ, e = Byˆ − bγ (9)
where
d = −1TnB1n, β = C1n, γ = B1n. (10)
In l-fold cross-validation, one splits the data into l sub-
sets {xk,i}nki=1 of (approximately) equal size (nv), i.e., nk ≈
nv , where k = 1, 2, · · · , l and
∑l
k=1 nk = n. The naive
implementation of l-fold cross-validation needs to solve the
linear system (3) repeatedly for each split. In this paper, we
implement it based on the solution of (7) and B,C, β, γ.
Corresponding to the data split, we split y, yˆ, α, e, β, γ
into l sub-vectors and split B and C into l × l blocks, i.e.,
y 
⎡
⎢⎢⎢⎣
y(1)
y(2)
.
.
.
y(l)
⎤
⎥⎥⎥⎦ , yˆ 
⎡
⎢⎢⎢⎣
yˆ(1)
yˆ(2)
.
.
.
yˆ(l)
⎤
⎥⎥⎥⎦ , α 
⎡
⎢⎢⎢⎣
α(1)
α(2)
.
.
.
α(l)
⎤
⎥⎥⎥⎦ ,
e 
⎡
⎢⎢⎢⎣
e(1)
e(2)
.
.
.
e(l)
⎤
⎥⎥⎥⎦ , β 
⎡
⎢⎢⎢⎣
β(1)
β(2)
.
.
.
β(l)
⎤
⎥⎥⎥⎦ , γ 
⎡
⎢⎢⎢⎣
γ(1)
γ(2)
.
.
.
γ(l)
⎤
⎥⎥⎥⎦
(11)
and
B 
⎡
⎢⎢⎢⎣
B1 B12 · · · B1l
BT12 B2 · · · B2l
.
.
.
.
.
.
.
.
.
.
.
.
BT1l B
T
2l · · · Bl
⎤
⎥⎥⎥⎦ , (12)
C 
⎡
⎢⎢⎢⎣
C1 C12 · · · C1l
CT12 C2 · · · C2l
.
.
.
.
.
.
.
.
.
.
.
.
CT1l C
T
2l · · · Cl
⎤
⎥⎥⎥⎦ (13)
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Note that, in the above notations, we use Bk, instead
of Bkk, to denote the main diagonal blocks for simplicity
since these terms will be frequently used in the rest part of
this paper. For convenience, we also introduce B¯k and C¯k
to denote the kth column blocks of B and C by deleting Bk
and Ck respectively, i.e.,
B¯k 
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1k
.
.
.
B(k−1)k
B(k+1)k
.
.
.
Blk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C¯k 
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
C1k
.
.
.
C(k−1)k
C(k+1)k
.
.
.
Clk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)
Given a classiﬁer y(x) = sign[g(x)], we will call yˆi −
g(xi) the training error (or validation error) if xi is a train-
ing sample (or validation sample respectively).
Now we present the basic formula for the proposed al-
gorithm. Let the kth group be used as validation set and let
e˜(k) and e˜(k) denote the training error vector and the valida-
tion error vector respectively. Then we have (for derivations
see Appendix)
e˜(k) = Z2;
b˜k = b + (βT(k)Z1 + γ
T
(k)Z2)/d;
e˜(k) = e(k) − C¯kZ1 − B¯kZ2 − (bk − b)γ(k)
(15)
where b˜k is the bias term of the classiﬁer and (Z1, Z2) is the
solution of the following system of linear equations{[ −Bk/μ Ck
Ck Bk
]
+ 1d
[
β(k)
γ(k)
] [
βT(k) γ
T
(k)
]}[ Z1
Z2
]
=
[
α(k)
e(k)
]
.
(16)
Based on (15), one can evaluate the l-fold cross-
validation of KFD as follows.
1. Evaluate the kernel matrix K and compute B =
μ(μI + KK)−1 and C = 1μBK;
2. Compute d, b, α, β, γ, e using (9,10);
3. For k = 1, 2, · · · , l, a) solve the linear system (16);
b) compute e˜(k) using (15) and train the best bias
term b˜ by applying 1D-SVM on the 1-d projected data
(yˆ(k) − e˜(k)); c) compute the predicted labels, y(k) =
sign[y˜(k) − e˜(k) + b˜];
4. Repeat Step 3) for a number of times (m), each time
permute α, β, γ, e and both rows and columns of B,C
with a random order;
5. Sum up all incorrect labels.
Comparing this algorithm with that in [2], the most extra
computations come from the evaluation of 1D-SVM in step
3. According to [12], the training of 1D-SVM is of com-
plexity O(n lg n). Hence the complexity of the proposed
algorithm is still of O(n3). For very large data set, one
may apply the incomplete Cholesky decomposition tech-
nique [3], to further reduce the computational complexity.
3 Experimental Results
We compare the efﬁciency of the proposed and the naive
cross-validation methods on the benchmark dataset: the
Statlog German credit (1000 patterns with dimension 24),
from UCI benchmark repository [4]. Fig 1 compares the
mean run time of the proposed, the indirect [2] and the naive
10-fold cross-Validation for various number of training ex-
amples on the Statlog German credit dataset. It demon-
strates that the proposed algorithm is almost as fast as the
indirect evaluation algorithm in [2] and much faster than the
naive implementation.
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Figure 1. Run time of 10-fold cross validation
vs number of training examples.
Second, we report the performances of KFD with model
selection by cross-validation in the complete two stages on
a suite of 13 data sets from UCI benchmark repository [4].
For model selection and performance evaluation, we use the
Gaussian kernel
k(xi, xj) = e−
‖xi−xj‖2
σ2
and adopt the experimental procedure used in [11, 9], where
100 different random training and test splits1 are deﬁned (20
1The training and test splits are available from
http://ida.ﬁrst.gmd.de/ raetsch/data/benchmarks.htm.
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in the case of image and splice datasets) and the ﬁrst ﬁve
training splits are used for model selection. The model is se-
lected by minimizing the mean of ﬁve-fold cross-validation
errors on the ﬁve training splits using grid search. The re-
sults are shown in Table 4 with a comparison with the results
reported in [9].
Table 1. Performance of KFD with model se-
lection by two-stage cross-validation com-
paring with the results reported in [9] on 13
benchmark data sets.
Data set KFD[9] KFD
Banana 10.8 ± 0.5 10.5 ± 0.4
B.Cancer 25.8 ± 4.6 25.6 ± 4.5
Diabetes 23.2 ± 1.6 23.4 ± 1.6
F.solar 33.2 ± 1.7 33.5 ± 1.5
German 23.7 ± 2.2 23.5 ± 2.2
Heart 16.1 ± 3.4 15.9 ± 3.5
Image 4.8± 0.6 3.2± 0.7
Ringnorm 1.5 ± 0.1 1.6 ± 0.1
Splice 10.5 ± 0.6 10.4 ± 0.7
Thyroid 4.2 ± 2.1 3.6 ± 1.8
Titanic 23.2 ± 2.0 22.6 ± 1.0
Twonorm 2.6 ± 0.2 2.4 ± 0.1
Waveform 9.9 ± 0.4 9.7 ± 0.3
4 Concluding Remarks
An efﬁcient evaluation algorithm is proposed for cross-
validation of the complete two stages in KFD classiﬁer for-
mulation. Comparing with the existing indirect and ap-
proximate evaluation algorithms, the proposed algorithm
requires some extra computations for evaluating 1D linear
support vector machines on the extracted 1D features but it
is more reliable since it is direct and exact. For very large
data set, one may apply the incomplete Cholesky decompo-
sition technique to further reduce the computational com-
plexity.
Appendix: Derivations of (15)
First, we permute the kth group to be the last one by the
following permutation matrix
Pk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In1
.
.
.
Ink−1
Ink+1
.
.
.
Inl
Ink
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(17)
Then
Kˆ  PkKPTk =
[
K11 K12
KT12 K22
]
Pkα =
[
α(k)
α(k)
]
, Pke =
[
e(k)
e(k)
]
, Pkyˆ =
[
yˆ(k)
yˆ(k)
]
(18)
where α(k), e(k), yˆ(k) are sub-vectors of α, e, yˆ by delet-
ing α(k), e(k) and yˆ(k) respectively , K22 ∈ Rnk×nk is
the kernel matrix of the examples in the kth group while
K11 ∈ R(n−nk)×(n−nk) is the kernel matrix of the exam-
ples in all the other groups, and K12 ∈ R(n−nk)×nk with
{K12}ij = K(xi, xj) and xj being in the kth group while
xi being in the other groups.
One can rewrite (7) as⎡
⎢⎢⎢⎢⎣
0 0 1T 0 1T
0 −μI K11 0 K12
1 K11 I K12 0
0 0 KT12 −μI K22
1 KT12 0 K22 I
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
b
α(k)
e(k)
α(k)
e(k)
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
0
0
yˆ(k)
0
yˆ(k)
⎤
⎥⎥⎥⎥⎦
(19)
where (and hereafter) 1 and I denote all 1 vectors and iden-
tity matrices respectively with proper dimensions.
Thus, to train the classiﬁer after leaving the kth group
out, one need solve the following system of linear equations⎡
⎣ 0 0 1T0 −μI K11
1 K11 I
⎤
⎦
⎡
⎣ b˜kα˜(k)
e˜(k)
⎤
⎦ =
⎡
⎣ 00
yˆ(k)
⎤
⎦ . (20)
The validation error vector writes
e˜(k) = yˆ(k) −KT12α˜(k) − b˜k1nk . (21)
Denote
A11 
⎡
⎣ 0 0 1T0 −μI K11
1 K11 I
⎤
⎦ , A12 
⎡
⎣ 0 1T0 K12
K12 0
⎤
⎦ ,
A22 
[ −μI K22
K22 I
]
(22)
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and let Z1  −KT12e˜(k).
By (19) and the block inverse formula,[
A11 A12
AT12 A22
]−1
=[
A−111 + A
−1
11 A12F
−1
22 A
T
12A
−1
11 −A−111 A12F−122
−F−122 AT12A−111 F−122
]
(23)
where F22 = A22 −AT12A−111 A12, we have
[
0
yˆ(k)
]
−AT12A−111
⎡
⎣ 00
yˆ(k)
⎤
⎦ = [ Z1
e˜(k)
]
(24)
and therefore[
α(k)
e(k)
]
= F−122
[
Z1
e˜(k)
]
⎡
⎣ bα(k)
e(k)
⎤
⎦ = A−111
⎡
⎣ 00
yˆ(k)
⎤
⎦−A−111 A12F−122
[
Z1
e˜(k)
]
=
⎡
⎣ b˜kα˜(k)
e˜(k)
⎤
⎦−A−111 A12F−122
[
Z1
e˜(k)
]
(25)
Compare (23) with (8) and note the permutation matrix
Pk, one can verify that
F−122 =
[ −Bk/μ Ck
Ck Bk
]
+
1
d
[
β(k)
γ(k)
] [
βT(k) γ
T
(k)
]
(26)
and
−A−111 A12F−122 =
⎡
⎣ 0 0− 1μ B¯k C¯k
C¯k B¯k
⎤
⎦
+ 1d
⎡
⎣ −1β(k)
γ(k)
⎤
⎦[ βT(k) γT(k) ] .
(27)
Hence, from the above two equations and (25), one can
see that (15) holds with (Z1, Z2) being the solution of (16).

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