Multi-view clustering is an important approach to analyze multi-view data in an unsupervised way. Among various methods, the multi-view subspace clustering approach has gained increasing attention due to its encouraging performance.
clustering result. Therefore, these methods ahopt a two-steps procedure. Since data are often noisy or corrupted in practice, one critical issue with these approaches is that the learned graph is often noisy, inaccurate, and fails to reveal the true relationships between data points [47, 48] . In return, this fixed graph will deteriorate the downsteam clustering task, which makes the entire learning procedure suboptimal.
Orthogonally to integrating the multi-view information into a single graph, in this paper, we propose to fuse partitions to improve the model robustness.
Note that the underlying assumption for multi-view clustering is that there exists a unique clustering pattern shared by all views. Hence, the partition space should be more robust to noise. On the one hand, even if the graphs are contaminated, the cluster structure might be slightly influenced or even remain intact. On the other hand, even if some of the partitions are severely damaged, one could still obtain a reasonable performance based on our partition fusion technique. In specific, we adaptively learn a weight for each view to control its contribution to the final clustering. The final clustering is achieved through a purposely designed weighting mechanism imposed on basic partitions.
In summary, the main contributions of this work are three-fold:
1. We propose to fuse multi-view information in a partition space. A novel fusion mechanism is further developed to find the consensus clustering.
2. We present a unified multi-view subspace clustering model which iteratively learns a graph for each view, a partition for each view, a weight for each pratition, and a consensus clustering. By leveraging the inherent interactions between these four subtasks, they enhance each other. 3 . Extensive experiments on benchmark data sets validate the effectiveness of our model. Experiments on noisy data demonstrate the robustness of our approach.
The rest of this paper is organized as follows. After a review of the related work in Section 2, we introduce our proposed framework for multi-view subspace learning in Section 3. In Section 4, we evaluate the clustering performance of our algorithm. The robustness evaluation of the proposed framework on noisy data sets is presented in Section 5. Finally, we conclude the paper in Section 6.
Notation Summary In this paper, we represent the matrix with capital letter and vector with lower case letter. For a matrix A ∈ R m×n , A i,: and A :,j represent the i-th row and j-th column of A, respectively. The 2 -norm of vector
x is denoted by
x · x, where stands for the transpose operation.
The trace operator is written as T r(·). The definition of Frobenius norm of A is
A ≥ 0 indicates all elements of A are nonnegative. I is the identity matrix with a proper size.
Related Work
Multi-view Subspace Clustering (MVSC) is developed on the basis of subspace clustering. We denote the multi-view data X with [X 1 , [40, 49] propose to learn a graph on individual view by solving min
where S v ∈ R n×n denotes the graph for the v-th view, f (·) represents a certain regularizer function, and α is a regularization parameter to balance the model complexity and the fitting loss. S v is also called the self-expression coefficient matrix, which expresses each sample as a linear combination of other samples.
Hence, it can measure the similarities between samples. Based on it, subspace clustering implements spectral clustering algorithm [45] .
In [40] , the authors enforce that all graphs share a unique cluster indicator
where graph Laplacian
is the cluster indicator matrix, and c is number of clusters. It is obvious that F is negotiated across different graphs, i.e., different L v 's correspond to the unique F . Therefore, the final F might not be optimal.
Different from the above approach, the authors in [43, 49] first calculate the consensus graph S based on averaging, i.e., S v /t. Then, spectral clustering is applied. This simple approach fails to distinguish the different contributions of various views. Afterwards, we can obtain the final cluster indicators by performing k-means on F .
Another class of methods just consider the consistent graph of all views and their objective function can be written as [44, 50] 
where R(Z) is some regularization function which varies in different algorithms.
For instance, researchers in [44] use popular low-rank and sparse regularizers simultaneously. It is easy to see that just one graph can not preserve the flexible local mannifold structure of different views [43] .
We can observe that above approaches integrate multi-view information in the data space and their performance totally depends on the quality of graph.
Once the graph is fixed, the rest of MVSC process reduces to spectral clustering, which is not subject to change. In real-world applications, data are often contaminated due to noise or outliers, which deteriorates the resulting graph.
Consequently, the clustering performance will degrade. Therefore, we argue that direct manipulation on graphs might not be a good idea to make use of multi-view information.
Instead, we propose to integrate multi-view knowledge by fusing partitions.
Concretely, we generate one partition for each view, which forms the basic partitions. Then, we seek for a consensus clustering from them based on our purposely designed weighting mechanism. This change in operation domain accompanies a number of advantages. First, each partition will capture the intrinsic cluster structure, so it is easy to find an agreement among all partitions.
Second, even if one partition is heavily distorted, its contribution can be reduced by assigning a small weight, so as to prevent it from adversely affecting consensus clustering. As a result, this approach could be robust to noise.
Note that the proposed approach is different from ensemble clustering [51, 52] in several aspects. First, only one partition is generated for each view. On the contrary, many partitions are often produced for ensemble clustering. Second, the basic partitions are integrated differently. For example, Tao et al. [52] adopt a low-rank and sparse decomposition strategy to discover the connection among views and detect noises. Third, a unified framework is utilized, i.e., the generation of basic partitions and their integration are joint performed. In contrast, basic partitions are input of ensemble clustering.
Proposed Methodology
In this section, we will introduce our novel model and its solution.
Formulation
As in aforementioned MVSC [40, 53] , we combine graph construction and spectral clustering together. Different from it, we generate one partition for each view. Multiple partitions allow us to manipulate multi-view information in a partition space, which enhances the model robustness. In specific, we have
where F v ∈ R n×c is the partition result for view v. We can see that Eq. (4) will provides multiples partitions. For multi-view clustering, all views share a unique cluster pattern. Due to noises in defferent views or the heterogeneity of features, these partition matrices are not identical in general. Therefore, our next goal is to find a consensus clustering from them.
To treat each view discriminatively, we propose a weighting mechanism.
To this end, we introduce a variable w v for view v which characterizes the importance of view v. Larger value means more contribution of this partition to consensus clustering. It is reasonable to propose the following objective function
If the loss in the bracket is small, weight w v will have a large value; vice versa.
After we obtain the weight for each view, how can we reach the consensus clustering, i.e., a partition that fits all views? Unlike classification or regression, the cluster indicator matrix for each view is not unique. In general, for each unique clustering with c clusters, there are c! (c factorial) equivalent representations [54] . So the popular Euclidean distance is not applicable to measure the distance between indicator matrices any more and we need to figure out how to define the distances between partitions.
To address above challenge, we propose to use inner product F v F v , which actually represents the similarities among all data points in the v-th view. It is easy to understand that it is invariant with respect to c! permutations. Hence, we can measure the partition distance in terms of F v F v . Specifically, we develop the following partition fusion objective function
where Y is the consensus cluster indicator matrix. If w v has a large value, the v-th partition will contribute a lot to final Y .
Finally, we can combine Eqs. (5) and (6) to form a unified objective function, so that each variable can be iteratively updated. Our proposed Partition Fusion multi-view Subspace Clustering (PFSC) can be formulated as
With input data X, PFSC will output cluster indicator matrix Y . Hence, it is an end-to-end clustering method. Compared to existing work in the literature, it enjoys the following properties.
• Orthogonal to existing multi-view clustering methods, our proposed model integrates multi-view information in a partition space. Since all partitions admit a unique cluster pattern, it is natural to implement information fusion in a partition space.
• A weight is dynamically learned for each view, which can identify the importance of each view.
• This unified framework seamlessly integrates the graph learning, spectral clustering, weight learning, and partition fusion. By iteratively updating S, F, w, Y , they can be repeatly improved. This joint learning strategy facilitates to obtain a better solution.
Optimization
Since Eq. (7) involves several coupled variables, it is difficult to solve it.
Therefore, we divide the original problem into four subproblems and develop an alternating and iterative algorithm. S v , F v , w v , Y can be solved effectively and individually by fixing the others.
S v -subproblem: By fixing F v , w v , and Y , we update S v by solving:
Note that S v 's are independent for each view, hence we can solve them separately. For convenience, we ignore the subscript/superscript tentatively and get
Setting the the derivative of Eq. (9) with respect to S to zero, and noting that
, we obtain the analytical solution for S :,i ,
where d i ∈ R n×1 is a vector with the j-th element as d ij = F i,: − F j,: 2 2 . Note that once parameter α is given, the inverse is fixed in each iteration. In other words, we can calculate it in advance to save computing time. After obtaining S, we can set its negative elements to zero to ensure its nonegative.
Similarly, F v can be solved separately for each view. Then, we have:
where
Then, the optimal solution F v is the c eigenvectors of M corresponding to the c smallest eigenvalues.
w v -subproblem: Our problem can be simplified as
where P ∈ R n×n with P ij = T r[F i F i × F j F j ] and q is a vector with
It is a standard quadratic programming problem, which can be solved efficiently.
Y -subproblem: As for Y , we have the following equivalent formulation
which can be solved by singular value decomposition (SVD).
The entire optimization procedure for (7) is summarized in Algorithm 1 1 .
The main computational burden lies in the matrix inversion (line 2) and SVD (line 6). Since we just consider the top c eigenvectors, the complexity of SVD is O(n 2 c). Therefore, the overall time complexity of Algorithm 1 is O(n 3 ).
Algorithm 1: Optimization for PFSC Input: multi-view data matrix X 1 , · · · , X t , cluster number c, parameters α, β. 6: end for 7: Solve the subproblem (15) .
UNTIL stopping criterion is met.
Experiments on Benchmark Data

Data sets
To fully assess the effectiveness of our proposed method, we conduct experiments on three widely used data sets with six types of features. Handwritten numerals (HW) 2 data set is selected from UCI machine learning repository. It is comprised of 2000 data points for 0 to 9 digit classes, and each class has 200 data points. The specific characteristics of these data sets are summarized in Table 1 . 
Comparison Methods
To evaluate the performance of the presented method, we compare it with several state-of-the-art clustering methods.
• The classic k-means clustering algorithm (KM): The KM clustering on concatenated features is used as a baseline algorithm.
• Co-regularized multi-view spectral clustering (Co-reg) [25] : A co-regularization mechnism is utilized to ensure that partitions from different views are close to each other.
• Co-trained multi-view spectral clustering (Co-train) [24] : A co-training approach is used to learn multiple Laplacian eigenspace.
• Multi-view kernel k-means clustering (MKKM) [29] : In MKKM, data are first mapped into high-dimensional space by kernel trick. Then, kernels from different views are combined based on a weighting principle.
• Robust multi-view k-means clustering (RMKM) [55] : To cope with outliers, this method adopts structured sparsity-inducing norm to integrate multi-view information.
• Multi-view subspace clustering (MVSC) [40] : This method simultaneously learns multiple graphs and forces them generate the same cluster structure.
• Multi-manifold regularized nonnegative matrix factorization (MNMF) [56] :
Based on NMF, this method preserves the local geometrical structure of multi-view data.
• Auto-weighted multiple graph learning (AMGL) [32] : Different from Eq.
(2), a weight is assigned for each view.
• Multi-View Ensemble Clustering (MVEC) [52] : Solve multi-view clustering in an ensemble clustering way.
• Multiple Partitions Aligned Clustering (mPAC) [57] : This recent method uses a different approach to combine basic partitions. considering the heterogeneous nature of views. PFSC produces a partition for each graph and fuses them to reach a consensus which allows for greater flexibility to deal with heterogeneous data.
2. With respect to AMGL, another representative spectral clustering based method, PFSC outperforms it considerably in most cases. Though it assigns a weight for each graph, a common clustering is still assumed for all graphs. Moreover, its weight is empirically determined, which might not be correct for complex data. These factors make AMGL impossible to perform well in all cases.
3. Compared to the multi-view ensemble clustering method MVEC, our method PFSC performs better in most cases. As we mention previously, they are different in several key aspects that are responsible for our improvements.
4. In general, graph-based methods perform better than k-means and NMF approaches, which is due to the efficiency of graph representation for the data in a non-Euclidean space [58] . Graphs also provide a convenient way to explore supplementary information from multiple views.
5.
With respect to mPAC, our method gives competitive performance. In some cases, our performance is even better. To sum up, PFSC obtains competitive performance with respect to state-ofthe-art techniques. This validates the effectiveness of partition fusion strategy.
Parameter Sensitivity Analysis
There are two tuning parameters, α and β in our model (7) . Taking Cal-tech20 and Caltech7 as examples, we empirically examine their influence on F-score, Precision, and NMI, as shown in Figures 1 and 2 . It can be observed that the performance of PFSC is relatively stable for a wide range of parameters. In practice, images are usually liable to suffer from noises. To examine the robustness of our model, we contaminate clean images by adding two commonly seen noises: Gaussian noise and Salt & Pepper noise. We first construct a singleview data set by randomly sampling 24 images for each class from COIL20 [59] which is a data set of 20 toy images. This results in a data set with size 1024 × 480. Then, we add three levels of noise to obtain three noise data. Based on them, we form a three-view data set. In specific, we corrupt the images Here, we run k-means on all partitions from our model (7) , i.e., F 1 , F 2 , F 3 , Y , and report their results as PFSC-F 1 , PFSC-F 2 , PFSC-F 3 , PFSC-Y , respectively. We compare PFSC with two most relevant gragh-based multiview clustering method: MVSC and AMGL. In addition, we choose them since they produce very competitive performance in Tables 3-4 . In fact, MVSC is a robust learning algorithm, in which an error variable E v is purposely introduced to characterize noise for each view, and then 1 -norm regularization is imposed to E v to enforce the sparsity for the outlying entries. hand, both AMGL and PFSC-Y adopt a weighting strategy, hence they can assign more weight to high quality view. Different from AMGL, which uses the same partition for all views, PFSC-Y finds the final clustering through fusing multiple basic partitions. Since all views admit the same cluster pattern, it becomes easy for PFSC to search for the best one.
Experiments on Noisy Data
Furthermore, we can observe that our final clustering PFSC-Y often outperforms PFSC-F 1 , PFSC-F 2 , and PFSC-F 3 . This validates the effectiveness of our fusion strategy. Based on those partitions from each single view, we can eventually achieve a better clustering. The learned graphs and partitions are also displayed in Figures 5-8 . To obtain Figures 6 and 8 , t-SNE is implemented [60] . We can see that the learned graphs can not present the cluster structure.
Ideally, they should be block-diagonal. On the other hand, the partitions can explicitly display the cluster structure. This demonstrates the robustness of our model. 
Conclusion
In this paper, we develop a novel multi-view subspace clustering method, aiming to exploring multi-view information in a partition space to enhance model robustness. The proposed model integrates graph learning, spectral clustering, weight learning, and partition fusion into a unified framework, in which each component is optimized. Experimental results on widely adopted benchmark data sets validate the effectiveness and robustness of the proposed method.
