In this paper we study the fourth Painlev e equation and how the concept of isomonodromy may be used to elucidate properties of its solutions. This work is based on a novel Lax pair which is derived from an inverse scattering formalism for a derivative nonlinear Schr odinger system, which possesses a symmetry reduction that reduces it to the fourth Painlev e equation. It is shown how the monodromy data of our Lax pair can be explicitly computed in a number of cases and the relationships between special solutions of the monodromy equations and particular integrals of the fourth Painlev e equation are discussed. We use a gauge transformation technique to derive B acklund transformations from our Lax pair and generalise our ndings to examine particular solutions and B acklund transformations of a related nonlinear harmonic oscillator equation.
Introduction
The Painlev e equations were discovered around the turn of the century during an investigation of second order ordinary di erential equations of the form d 2 y dz 2 = F(z; y; dy dz ); where subscripts denote derivatives and F is rational in y and dy dz , and analytic in z. Equations of this form were sought with the characteristic that the locations of singularities other than poles of any solution are independent of the particular solution and hence dependent only on the equation. It was shown by Painlev e and his colleagues that there are fty canonical equations of this type. Distinguished amongst these are the six Painlev e equations, which may be regarded as nonlinear counterparts of some of the classical special functions, required the introduction of new transcendental functions to describe their solutions; the other forty-four may be solved in terms of linear equations, elliptic functions or expressed in terms of solutions of the six Painlev e equations. Any ordinary di erential equation which exhibits this xed singularity behaviour is said to have the Painlev e property. During the past twenty years or so there has been much interest in the Painlev e equations primarily due to the fact that they arise as symmetry reductions of soliton equations which are solvable by the method of inverse scattering 1]. This technique, which was formulated in 2] in order to solve the Cauchy problem for the Korteweg de-Vries equation, has led to the solution of numerous physically important nonlinear partial di erential equations. In essence, the key to inverse scattering is that the partial di erential equation is rewritten in terms of a linear integral equation (cf. 3, 4] ). Several of the Painlev e equations have been studied in an analogous way which is often useful in deriving properties of their solutions.
The technique we use in this work is the isomonodromy deformation method which was devised in order to solve nonlinear ordinary and partial di erential equations. Although the method has been extensively discussed (see 3] , 5] and the monograph by Its & Novokshenov 6] ) for convenience we quickly review its salient features. In the context of Painlev e equations, the isomonodromy deformation method usually arises from a Lax pair of equations of the type k =A(k; z) ; (1:1a) z =B(k; z) ; (1:1b) in which k and z are independent complex variables and A and B are m m matrices which are rational in k. This pair is constructed in such a way that the Painlev e equation under consideration arises as the compatibility of (1.1a) and (1.1b) (that is the condition that zk = kz ). The isomonodromy deformation method is then primarily concerned with the linear equation (1.1a) and rst seeks information about solutions of this equation around any regular or irregular singular points. Frequently it is found that solutions change as the singular points are encircled. For example, suppose that (k; z) is a fundamental solution matrix of (1.1a) and let k move along around any contour which surrounds some regular singular point a j . The solution matrix is then ? a j + (k ? a j )e 2i ; z ; (1:2) which, in general, is not (k; z) but instead may be written as (k; z)M j where M j is known as the monodromy matrix. In the neighbourhood of an irregular singular point the formal solution matrix may change from sector to sector of the complex k-plane according to the Stokes phenomenon (cf. (1) and (2) denote two fundamental solution sets of (1.1a) in di erent but overlapping sectors in the k-plane, then there must be a monodromy matrix S, independent of k but in general a function of z, such that (2) (k; z) = (1) (k; z)S(z):
(1:3) There is a monodromy matrix for each pair of sectors and the union of the entries in all the monodromy matrices form the monodromy data. If we now di erentiate (1.3) with respect to z and use the fact that (1) and (2) must also satisfy (1.1b) then we nd that S is independent of z.
This independence of the monodromy data is fundamental to the isomonodromy concept and the linear system (1.1a) is then said to be monodromy preserving. Jimbo & Miwa 8{10] have proved that for (1.1a) to be monodromy preserving then the coe cients in the matrix A must satisfy certain nonlinear ordinary or partial di erential equations which have the Painlev e property.
The isomonodromy method in its usual form is basically composed of two parts; the so-called direct and inverse problems. The former concentrates on the establishment of the monodromy data. Given the linear system (1.1a) with an associated monodromy preserving condition, it seeks to describe the analytical structure of (k; z) and hence construct a suitable set of monodromy data. On the other hand, given some monodromy data, the inverse component of the scheme is designed so that one may write (k; z) in the form of a linear integral equation which has parametric dependence on the monodromy data. Analysis of this integral equation leads to information about solutions of the requisite monodromy preserving equation.
Given a suitable Lax pair the isomonodromy method can be used to derive exact solutions, oneparameter family conditions, B acklund transformations and connection formulae for the Painlev e equations. Recently Bassom (1:4) where and are real parameters. Bassom et al 11] showed that depending on the values of these parameters, P IV can admit solutions which can either be expressed as the ratio of two polynomials in z or can be related to complementary error or parabolic cylinder functions.
Previous investigations of P IV using the isomonodromic deformation method (IDM) include 12{17]. Here we reconsider the application of IDM to P IV and use as a starting point a novel (1:6)
When is a non-negative integer it has been proved that (1.6) admits exact solutions which decay exponentially as j j ! 1 18{20], which are nonlinear analogues of the bound state solutions for the linear harmonic oscillator. Clarkson & Cosgrove 21] have shown that a symmetry reduction exists from the derivative nonlinear Schr odinger equation which reduces it to the nonlinear harmonic oscillator (1.6). We use this together with transformations (1.5) to deduce a new Lax pair for P IV .
This topic is considered in xx2,3 and in x4 we proceed to examine the structure of the Lax pair solutions in the vicinities of regular and irregular singularities. These forms enable us to characterise some of the exact solution hierarchies of P IV and monodromy data for these solution classes is explicitly calculated in x5. Our formulation may be used to derive B acklund transformations for P IV and this aspect is examined in x6. In x7 a brief discussion of our ndings is given.
Application of the IDM to P IV 3 2 The action of symmetry reductions on scattering pairs A Lax pair for a Painlev e-type ordinary di erential equation, usually known as a monodromy pair, can be derived by considering the associated scattering pair of a nonlinear evolution equation which possesses a symmetry reduction to the ordinary di erential equation in question. Over the years a number of symmetry reduction methods have been developed and the rst of these was based on group techniques. This procedure is now widely known as the classical Lie group method (see 22{24] for reviews). In their study of symmetry reductions of the linear heat equation, Bluman & Cole 26] formulated the so-called \nonclassical method" which is a generalisation of the classical Lie technique that necessitates the solution of an overdetermined system of nonlinear equations (in contrast to the classical method which requires the solution of an overdetermined system of linear equations). All reductions arising from the classical approach can also be obtained using the nonclassical method and frequently there are additional nonclassical reductions which cannot be found by the classical method, (cf. 25] and the references therein).
However not all symmetry reductions transform scattering Lax pairs to monodromy Lax pairs and, in particular, genuine nonclassical reductions appear to fail in this respect. Reasons for this behaviour may be gleaned by examining the actions of the group transformations associated with the di erent types of reduction.
To apply the classical method to the equation ? u(x; t); x; t = 0 we consider the one-parameter
Lie group given by x = x + " (x; t; u) + O(" 2 ); t = t + " (x; t; u) + O(" 2 ); u = u + " (x; t; u) + O(" 2 );
where " is the group parameter and , and are the in nitesimals. The classical method demands that this transformation should leave the solution set S fu(x; t) : = 0g invariant so that the group associated with the reduction maps the whole of S to itself. In contrast, the nonclassical method imposes the weaker restriction that only some subset of S need be invariant under (2.1). This subset is the intersection between S and the set of solutions of the invariant surface condition de ned by S = n u(x; t) : u x + u t ? = 0 o ; where , and are the same as in the transformation (2.1). Since (2.1) maps S into itself without imposing any constraints on , or , the nonclassical method requires that the solution set S \ S is mapped to itself. The fact that genuine nonclassical reductions map only a subset of the solution set into itself and the associated vector elds do not form a Lie algebra is the clue to the reason behind the observation that they appear to fail to reduce the Lax pair to yield a monodromy pair.
As an example of this phenomenon, consider the Boussinesq equation u(x; t) = t 2 y(z) ? x 2 =t 2 ; z = xt; A formal proof (or rebuttal) of this conjecture is clearly desirable at some point but we shall not pursue this further here. In the absence of this, a plausible explanation for this phenomenon is connected to our earlier remark concerning the actions of classical and nonclassical reductions.
One might speculate that the subset of the solution set S \ S mapped onto itself by nonclassical method excludes the Lax pair and hence the process fails to produce an IDM Lax pair for the requisite ordinary di erential equation.
Beals & Sattinger 30] state that IDM Lax pairs can be derived from scattering Lax pairs by a \scaling invariance". Our remarks suggest that the class of viable, or allowable, transformations can be generalised so as to include all classical reductions of the PDE under consideration. We now derive a new Lax pair for P IV which arises after reductions involving exponentials and rotation in the complex plane; transformations which certainly fall outside the net of possible candidates according to Beals & Sattinger. Application of the IDM to P IV 5 3 A new Lax pair for P IV The IDM Lax pair we consider here stems from the classical reduction of the scattering Lax pair of the derivative nonlinear Schr odinger (DNLS) equation iq t + q xx + i(jqj 2 q) x = 0; which can be written as a system iq t + q xx + i(q 2 q ) x = 0; (3:1a) ?iq t + q xx ? i(qq 2 ) x = 0; (3:1b) where q = q(x; t) and denotes complex conjugation. The DNLS equation arises in several physical applications including the propagation of waves in plasmas. Kaup and this is, of course, also the monodromy preserving condition of equation (3.8a).
Application of the IDM to P IV 7 4 The Direct Problem
We now examine the analytic structure of (k; z) in our P IV Lax pair (3.8) . A description of this structure in the k-plane will enable us to deduce the monodromy data and, furthermore, allow us to clarify relationships between particular solutions of the monodromy Lax pair and certain integrals of P IV . The equation (3.8a) possesses a regular singular point at k = 0 and an irregular singularity of rank four at in nity. We start our analysis with the regular point. If the parameter is such that n = for some n, then the relations (4.2) indicate that modi cations must be made to our series solution (4.1). It transpires that the details of these changes depend on whether is even or odd and these cases need to be examined separately.
Case i: = 2m with m 2 Z. In this eventuality the calculation of the n 's proceeds as before until n = 2m at which point the entries of n are no longer uniquely determined. For example, if m 2 N , then for n = 2m the coe cient matrix in (4.2) is diagonal with entries n; 2n; 0 and n whilst the middle two entries in the right-hand side vector vanish. Consequently, whilst a n , b n and d n can be computed uniquely, c n is an arbitrary function of z. the solvability conditions (4.5) for system (4.4) reduce to precisely the rst of these one-parameter restrictions for P IV . The second family of one-parameter solutions is thought to be associated with a breakdown of the formal solution of (3.8a) about the irregular point at k = 1 (see 29] and x7).
In order to avoid restrictions of the type (4.5) on the variables we must derive the general formal solution of (3.8a). This can be done by the standard procedure of adding appropriate logarithmic terms to the power series expansion. The extra terms take the form where we note that the constant C is non-zero only when = 2m + 1 for m 2 Z.
Application of the IDM to P IV 9 4.2 The Irregular Singular point Given this characterisation of asymptotic solutions of (3.8a) around k = 0, we consider now the solutions of this equation in the neighbourhood of the irregular point at k = 1. The structure of these solutions is obtained using a standard algorithm in which the monodromy equation is diagonalised and then integrated to give for n 2 I N; the constants a n and b n , n = 1; : : : ; 4, are known as the Stokes data.
Monodromy Data
The next step in our procedure is to consider the monodromy data entries a n and b n in (4.10). The solution matrix (k; z) as de ned by (4.1) and valid about k = 0 is related to the form of j (k; z) in sector S j according to 1 The symmetry properties noted above assure us that the fundamental solution (k; z) (see 4.1) valid in the neighbourhood of k = 0 satis es T (e ? i k; z) = (k; z)T transformations for P IV ; a topic we address in x6.
Application of the IDM to P IV 11 5.1 Monodromy data for special solution classes Here we discuss brie y the computation of monodromy data for two special classes of solutions of P IV . The rst of these is concerned with the circumstance when the parameters and satisfy = ?1, 2 Z. Then (3.9) gives = + 1, = ?2 2 and then P IV possesses the one-parameter family of solutions which satisfy the Riccati Progress in computing the monodromy data is also feasible for the particular values = = ? 1 3 whereupon = 0; = ? 2 9 and P IV admits the solution y(z) = ? 2 3 z. This simple solution is the rst in a P IV hierarchy which is characterised by the fact that its members can be expressed as ratios of two polynomials in z but which do not ful ll the one-parameter condition (4.6). Properties of the solutions within and the characteristics of this hierarchy are discussed in 11].
With these parameter choices the solution of the Lax pair (3.8) in sector S 1 takes the form (k; z) = (1) (k; z); (2) (k; z) , (1) 2 which, of course, satis es the consistency condition (5.6). We remark that a similar calculation using the P IV Lax pair presented by Jimbo & Miwa 8] shows that it too can be solved in terms of Airy functions under the same parameter restrictions. Given a set of monodromy data it is possible to solve our Lax pair in terms of the solution of a linear integral equation which has parametric dependence on the monodromy data. The requisite integral equation can be constructed using either a Riemann{Hilbert approach, see 34], or by appeal by Cauchy's theorem (see Flaschka & Newell 5] ). The details of the manipulations required for our P IV Lax pair have been chronicled by Milne 29] and so, in the interests of brevity, are not repeated here.
B acklund transformations
There are several accounts of how the isomonodromy deformation method can be used to obtain B acklund transformations for various of the Painlev e equations 8-10, 30, 35] . Both Hicks 36] and Bassom et al 11] have reviewed the plethora of B acklund transformations which have been obtained for P IV : of these four were identi ed as fundamental in the sense that all the other B acklund transformations can be simply expressed in terms of them. Here we use our Lax pair (3.8) for P IV and a method based on that expounded in 30] to generate B acklund transformations which, remarkably, turn out to be precisely the`fundamental' set discussed in 11].
The idea behind the procedure is to seek a gauge transformation G(k; z) which takes one normalised solution of the Lax pair to a second such solution under a change of parameter values.
The structure of G is determined by ensuring that the two solutions are asymptotic to the formally derived solutions (see x4) valid in the neighbourhood of a given singular point. We suppose that the solutions i (k; z) in the vicinity of regular singular points a i , i 2 f1; : : : ; n 1 g and j (k; z) around irregular singular points b j of rank r j , j 2 fn 2 ; : : : ; n 3 g 6 = i may be written as (6:2) then it is easily demonstrated that the gauge transformation satis es A(k; z) = G(k; z)A(k; z) + G k (k; z) G ?1 (k; z); (6:3) and comparison of terms in this equation leads to our B acklund transformations for P IV . (We adopt the convention that all terms with a tilde denote transformed quantities.) The technique is best illustrated by example and so we consider solutions of Lax pair (3.8) in the vicinity of the regular point at k = 0. In x4 we showed that in the neighbourhood of the origin a fundamental solution (k; z) of (3.8) is given by (4.3) and, since the corresponding in (6.1) is already in diagonal form, no change of basis is necessary.
According to the structure of (4.3) the two solution vectors which form (k; z) = ? (1) (k; z); (2) (k; z) have corresponding`eigenvalues' ? 1 2 and 1 2 ; by this we mean that the series solutions for (1) and (2) have leading terms k ? =2 and k =2 respectively. We seek a gauge transformation G 1 (k; z) which will increment 1 and because both eigenvalues of (6.9a,b) are + 1 2 the gauge transformation must increase (or decrease) them by identical unit steps. We choose the transformation to be G 2 (k; ) = g 1 ( )k + g 2 ( ) + g 3 ( ) 1 k and to show how we can deduce B acklund transformations for the NLHO equation we consider the case when the eigenvalues increase by one. If we start by examining the solution (6.9a) then the vectors (1) and (2) of the matrix (k; z) = ? (1) ; (2) are of orders ( + 1 2 ) and ?( + 1 2 ) in k. Our desired gauge form will take ! + 1 so the transformed column vectors~ (1) and~ (2) will be of orders ( + 3 2 ) and ?( + 3 2 ) respectively. It may be concluded that follows and the pair of results (6.12a,b) were rst obtained by Bassom et al 19] . This study was concerned with investigating the properties of the NLHO equation via an inverse scattering formalism of the derivative nonlinear Schr odinger equation and the derivation of linear integral equations. The B acklund transformations for the NLHO equation were derived from a largely adhoc approach as opposed to the systematic methodology described above. One of the signi cant results obtained in 19] was the demonstration that for a positive integer exact bound state solutions of (1.6) exist; that is solutions which decay exponentially as j j ! 1. These were the rst examples of bound states for any of the Painlev e equations.
Discussion
In this paper we have examined how the isomonodromy deformation method may be applied to a new Lax pair formulation in order to deduce various properties of the fourth Painlev e equation P IV and a related nonlinear harmonic oscillator equation (1.6). Our Lax pair arises from a classical symmetry reduction of the derivative nonlinear Schr odinger equation and possesses a regular singular point at the origin and an irregular point of rank four at in nity. Monodromy data can be explicitly calculated for two special classes of solutions of P IV and B acklund transformations derived via use of gauge transformations. It is of some interest that our formulation leads directly to the four`fundamental' B acklund transformations of P IV as discussed in 11].
It is instructive to brie y examine how our new monodromy problem for P IV is related to some of the preceding ones. The most commonly used Lax pair is undoubtedly that derived by Jimbo, Miwa & Ueno 10] in which P IV arises as a composite function of various of the entries within the matrices. The extra variables that appear in the Jimbo et al form make the structure of their Lax pair considerably more involved than our equivalent (3.8) . Their system, like ours, possesses a regular singular point at k = 0 and an irregular one at k = 1 and has been used by Mugan & Fokas 35 ] to deduce B acklund transformations via a Riemann{Hilbert approach. We have already alluded to the study of Bassom et al 11] which concluded that all the non-trivial B acklund transformations of P IV can be written as combinations of our present results (6.5){(6.8).
An important corollary of their ndings is the fact that the B acklund transformations derived from the Jimbo et al monodromy problem do not form a complete set; that is, they cannot be used to obtain the complete hierarchies of exact solutions of P IV . Hence we can conclude that the methods we have presented here are somewhat more reliable than those based on the usual monodromy forms for P IV in so far that precisely the four members of the`fundamental' set of B acklund transformations arise directly from our work.
Throughout our discussion we have endeavoured to clarify relationships between special properties of the monodromy equation and its associated preserving condition. In x4 we remarked that a series solution of the P IV Lax pair (3.8) breaks down when the parameter 2 Z and we saw that the constraints that need to be imposed on the subsequent solution correspond to the usual one-parameter family condition for P IV . However, the second one-parameter hierarchy of P IV with = ?2m 2 , m 2 Z (see 11], 33]) does not arise via this approach. Instead, this family appears to be characterised by solutions which fail to exhibit the Stokes phenomenon about k = 1; that is, Another connection between monodromy data and solutions of P IV appears under the stipulation that the solution of the monodromy equation (3.8a) should be entire in k. This then necessitates that = 2n 1 , = 1 2 n 2 , n 1 ; n 2 2 Z so that in terms of the parameters of P IV = 1 2 n 1 ?2n 2 , = ? 1 2 n 2 1 . These characterise the so-called half-integer hierarchy 11] in which exact solutions may be expressed as complicated ratios of parabolic cylinder functions of orders 1 
.
To conclude, we have thrown light on the relationships between particular solutions of a formal Lax pair and its associated Painlev e equation, P IV . A natural extension of our approach would be to ask whether similar calculations would be as illuminating for other of the Painlev e equations and results presented by Milne 29] in the context of P III suggest that this is indeed the case. A new and e cient way of deriving B acklund transformations for the Painlev e equations has been discussed which con rms that the transformations considered in 11] appear to be of generalised form. Above all, we believe that our work has shown how a number of the previously fragmentary results on P IV are actually encoded in the monodromy problem and study of the Painlev e equations in this way is both elegant and fruitful.
