ABSTRACT The use of underwater surveillance systems is critical for effective command of maritime power. Ships or submarines equipped with active sonar systems emit sounds to obtain range or angle information. Unfortunately, security issues may occur in this situation. To meet the security considerations for obtaining location information, a passive tracking or localization technique, the bearings-only target motion analysis (BO-TMA), was developed along with a given direction of arrival (DOA) estimation. With limited resources, a passive ranging approach with only a single passive array is practical, and is considered in this paper. In this paper, we propose a new geometric approach and derive a closed-form solution, which can be implemented in BO-TMA algorithms for initiation and updating the range of targets with a single passive sensor. Finally, analysis and simulation results showed that the proposed scheme can achieve good performance and is effective for a short operation time, such that an observer can move with more flexibility in combat scenarios. The proposed algorithm can further be performed by trackers to generate the initiation information and hence reduce the estimation bias.
I. INTRODUCTION A. BACKGROUND AND RELATED WORKS
Defense science and technology are critical for the strengthening of national defense, and are dominant factors in national security. The use of underwater surveillance systems has become a critical means for effectively realizing the command of naval forces.
Tracking underwater vessels in a surveillance field is a highly challenging problem. In our survey, we divided it into two major categories: passive target motion analysis (TMA) and active tracking. In passive TMA, also known as bearingsonly TMA (BO-TMA), the estimation of target motion is based only on bearings from the own ship to the target. Active tracking techniques, which estimate target motion based on the knowledge given by receiving echoes from active sonar transmission, have been extensively researched and are well established. However, considering the covert combat scenario, most modern submarines use passive sonars for the purpose of obtaining target position without revealing their own presence.
In BO-TMA, range estimation has critical importance. This is because acquiring the knowledge of range from the own ship to the target is equivalent to having knowledge of the target position, as bearing is presumed to be known. Moreover, if the target range is known, course and speed can be calculated by obtaining the positions at two successive time instances.
References [1] - [9] and [13] - [23] include studies discussing the varieties of BO-TMA. Carevic [8] and Wang and Ho [9] revealed that sensor-network-based BO-TMA provides excellent capability for tracking targets. However, such BO-TMA cannot be applied to different circumstances. In some cases, enemies have to be tracked with limited resources, i.e., with a ship's observer/sensor array alone. The low number of degrees of freedom may also pose a problem, which is common in passive ranging with a single observation point. Evirgen [10] have proved that from a single observation point it is impossible to obtain the range of the target without maneuvering. Usually, two constant-velocity legs are divided by a maneuver of the observer for increasing observability.
From a viewpoint of implementation, previous solutions [1] - [7] , [13] - [23] for single-observer BO-TMA can be roughly classified into four basic categories: graphical, recursive, and batch, closed-form. The graphical solutions literally plot bearing lines along the observer's path and then find a region along a straight line which is divided into equal segments by the bearing lines [13] , [14] . The region is considered as the target path. The recursive solutions are the predictor-corrector Kalman style algorithms and are based on a physical model and may or may not use a process noise model [17] - [21] . The batch solutions also use physical models and may or may not use process noise models to obtain solutions from a ''batch'' of data [1] , [22] , [23] . The closedform solutions are often based on some form of triangulation ranging with some simplifying assumptions, such as zero range rate, and then produce an approximate target range solution, [1] , [15] , [16] .
Graphical solutions, although slow if implemented manually, may be sufficiently accurate under favorable scenarios but can suffer greatly with poor bearing estimation under a noisy condition.
The recursive solutions are basically Kalman filters. Although these solutions can be very good, most suffer from a premature convergence of the covariance matrix on the first (unobservable) leg. The premature convergence of the covariance matrix will lead to loss of tracking capability. The choice of modified polar coordinates correctly isolates the observable states from the unobservable states on the first leg and thereby effectively eliminates the premature convergence problem [24] , [25] . However, although premature convergence problem can be alleviated by previous methods, there still can be convergence problems on subsequent legs. Moreover, the initiation of recursive solutions is still significantly sensitive, which dominates the overall performance. Hence, designing a robust and accurate passive ranging technique for the initiation has become an important research topic.
The batch algorithms are basically weighted least-squares fitting to the data. These methods also use a process model and may or may not use a process noise model. Although not restricted to a batch method, the maximum likelihood estimate (MLE) [26] is often implemented in this manner for this problem. Generally, to acquire the batch solutions, an iterative processing to find the minimum of the objective likelihood function is required. Therefore, computational complexity is quite demanding [26] . On the other hand, the iterative processing must be initialized appropriately in order to avoid divergence problems. Despite its convergence problems and high computational complexity, the ML estimator is asymptotically unbiased and efficient. Pseudolinear batch algorithms [26] , which inherently do not require iterative searches, have been developed. However, pseudolinear estimators could suffer from severe biases for certain geometries [26] , [27] .
The closed-form solutions can be sufficiently accurate under favorable conditions with low computational complexity, but can be quite biased under unfavorable scenarios. The classical closed-form mechanism, called Ekelund ranging, can be found in literature [11] , [12] and in current navy surveillance systems because it is easy to implement and requires low computational resources. If we assume that target motion is fixed with zero range rate, then an approximate solution to acquire the target range can be obtained by a double-leg maneuver, owing to the generated extra degree of freedom. However, the sensitivity to the course of the target and idealizations can result in serious degradation in the estimation of the target range.
Therefore, an efficient batch closed-form estimation method [1] that separates the process into two stages which is divided by a maneuvering was proposed. The first stage of the estimation algorithm compresses the bearing measurements to a set of linear regression coefficients for each individual observer leg. At the second stage, a closed-form pseudolinear solution for the target state is obtained based on those compressed parameters of the two legs in the first stage. It is less sensitive to target motion and has less estimation errors in general. However, we discovered that, compared with the Ekelund method, the closed-form solution requires relatively a large amount of bearing information to conduct precise range estimation and thus requires relatively long operation time with constant velocity. Unfortunately, this is not practical because a long leg operation time may restrict the flexibility of motion of the observer in combat scenarios.
B. MOTIVATIONS AND OUR CONTRIBUTIONS
In single-observer BO-TMA, graphical solutions require manual implementation and is not robust under a noisy environment. There are premature convergence and initiation problems with recursive solutions. Among batch methods, MLE requires high computational complexity and has divergence problem although it is unbiased and efficient. Pseudolinear estimator could suffer from severe biases for some geometries. In closed-form solutions, Ekelund method is easy to implement but sensitive to certain geometries. The previous method [1] solve the sensitivity problem and enhance the accuracy, but is impractical because a long leg operation time is needed.
In this paper, we propose an easy-to-use, batch closedform geometric approach to passive ranging that has consistent performance under different target motions and can achieve high accuracy of range estimation over a relatively short operation period. First, we introduce the mechanism of realizing underwater direction of arrival (DOA) domain noise, which is induced from the DOA estimation error at different ranges from the own ship to the target. A suitable Gaussian noise is assumed. Moreover, in order to efficiently obtain a good estimate of the range of the moving target, we propose a geometric approach for passive ranging with a fixed own-maneuver pattern, when using only a single passive sonar. Finally, a performance comparison was made, which shows the improvement of our method over the Ekelund ranging approach and a previous closed-form solution proposed in [1] .
The remainder of this paper is organized as follows. In Section II, the bearing estimation model, dynamic and measurement models, and some basic assumptions VOLUME 6, 2018 are described. In Section III, the formulation of the problem of the passive localization system is defined. In Section IV, a geometric approach to the passive ranging, using only a single passive sonar, and its improved version are proposed. In Section V, performance metrics for the passive ranging algorithm are introduced. Finally, simulation results and conclusions are presented in Section VI and Section VII, respectively.
II. SYSTEM MODEL
In this section, the system models, including bearing estimation model, and dynamic and measurement models are introduced first. Furthermore, basic assumptions considering underwater localization systems are introduced. Table Iis 
A. BEARING ESTIMATION MODEL
In BO-TMA systems, only the bearing or angle information is available. In our simulation, a uniform circular array (UCA) was applied, and a closed-form two-dimensional (2-D) DOA estimation algorithm (UCA-ESPRIT) [30] was implemented for obtaining the DOA estimation.
Considering that a narrowband source signal sk and the corresponding DOA azimuth information θk and elevation φ k reach the UCA array of M elements at a discrete time instance k. Considering the undersea ambient noise, the received vector can be expressed as
where
T is an M × 1 vector, representing the spatial signature vector of the UCA with DOA of the incident signal, and b k is assumed to be Gaussian noise applied for a general undersea environment. Then, the estimation can be obtained by the UCA-ESPRIT algorithm with K snapshots. The error of the estimation of DOA, using the UCA-ESPRIT algorithm at the UCA structure, under the received signal-to-noise ratio κ dB, at time instance k, is represented as ξ k . This is a random sequence resulting from the DOA estimation process.
B. DYNAMIC AND MEASUREMENT MODELS
One of most commonly used formulations for describing the passive problem is the Cartesian state model, including the dynamic model and the measurement equation, which can be expressed as
where x k , the state vector, containing localization and speed information in Cartesian coordinate system, changes along with the state transition matrix f k , while z k is the bearing measurement using measurement function h k based on the state vector x k and measurement noise w k . h k describes the relationship between the target position and true bearing. v k and w k denote the process noise and measurement noise, respectively. Note that they represent zero-mean Gaussian noise in our simulation.
C. BASIC ASSUMPTIONS
For simplicity and compatibility with BO-TMA, we assume that the state transition matrix and measurement function are fixed within the operation period, i.e., f k = f and h k = h. The expressions in the dynamic and measurement model are defined as follows:
where x k and y k denote the 2-D position component along the x-and y-axis, respectively. The 2-D velocity components along the x-and y-axis are denoted by v x and v y , respectively. The motion of a target is modeled consistently within the operation period. It performs a linear motion with the transition matrix as
where T s is the sampling interval. Our settings include only a single sensor, positioned at the observer collecting the bearing information, which was introduced before, because the use of multiple sensors might not be available at all times. Some summary remarks in [11] mention that when the own track and target track are linear, bearings alone are insufficient to determine the target range, course, or speed. Therefore, the single sensor algorithm requires the own ship to make a maneuver in order to increase observability. Trajectories of the target and the observer are depicted in FIGURE 1.
FIGURE 1.
Illustration of the BO-TMA problem. In general, the measured relative bearings to the observer are
where superscript t and ob represent target and observer, respectively, and the bearing measurement noise, w k , is usually assumed to be a zero-mean Gaussian noise. Here, we exploit the estimation results of UCA-ESPRIT as z k .
III. FORMULATION OF THE PROBLEM
For passive localization techniques in BO-TMA, previous solutions can be roughly classified into four typical categories, such as closed-form solutions, graphical methods, recursive, and batch processing; a comparative study of these techniques can be found in [12] . Closed-form solutions and recursive processing are extensively discussed techniques. For closed-form solutions there are many general simplifying assumptions, such as the approximated and fixed target ranges, which are generally based on the concept of triangulation measurements. For recursive processing, the family of Kalman filter based algorithms, such as EKF and UKF, is well established. Although these types of algorithms can widely be implemented with good results, most of them suffer from a premature convergence problem on the first leg, which is unobservable. In other words, the initiation of the recursive solution can be fairly sensitive, such that the overall performance is dominated.
In this paper, we propose a closed-form solution, which overcomes the problems mentioned before, and can also be practically implemented in the initiation of the recursive processing. Therefore, our main goal is to efficiently determine the precise localization of the target, and this can be further extended to a multi-target passive localization system, which means that the proposed procedure needs to be independent of the target motion.
Under the condition that only the bearing or angle information is available, the aims of the design can be defined as follows:
arg min
where x 0 represents the desired parameters of the target. As a result, the proposed algorithm can be implemented at any given time instance as long as the target maintains linear motion at a constant speed and course as in (4) . Note that the term velocity is related to a Cartesian coordinate system, while the terms speed and course are related to a polar system.
IV. PROPOSED PROCDURE
To efficiently obtain a good prediction of the range of the moving target, we propose a geometric approach by using VOLUME 6, 2018
only a single passive sonar, which can be separated into a two-stage procedure as shown in IV. As the target course, speed, or range cannot be obtained only from the bearing information, regardless of its abundance, when the own track is linear, the two-stage procedure is divided, based on a maneuver which is performed for increasing observability to solve the situation. First, on the first leg, the observed bearing measurement (i.e., θ 0 to θ 3 where subscript 3 is the time instance making an instantaneous maneuver in this case) is used to obtain a predicted DOA informationθ along the direction of the first leg at the time instance right after the maneuver, which creates an extra degree of freedom. Therefore, at the next stage, the proposed procedure requires the own ship to make a maneuver with θ in radians, and then keep recording the bearing information θ. As long as the required information is obtained from these two stages mentioned above, a closedform solution of the target range R can be derived by using the proposed procedure. In other words,θ and θ are needed and related to the target. Note that sinceθ is a predicted DOA information instead of another measurement, only one measurement observed by the own ship exists throughout the whole process.
To derive the closed-form solution, several own ship-target geometries have to be considered and categorized into three cases (a), (b), and (c). Note that all scenarios can be further discussed based on these three cases. For each case, all scenarios can be expressed by two representative own ship-target geometries. Furthermore, corresponding to each case, a unique solution exists, i.e., the closed-form solution. For case (a), the behavior as the own ship moving towards the target is defined either in the first or the second quadrant as illustrated in FIGURE 3 and FIGURE 4, respectively. Moreover, for the third and fourth quadrant, the same results can be found because of the symmetric property of the Cartesian coordinate system. The closed-form solution of the target range estimation for case (a) can be expressed as
where V o is the speed of the own ship, T s is the sampling period,β is the angle between the direction of target location for the predicted observer and course of the observer, which can be obtained fromθ, and β is the angle between direction of target location for observer and course of the observer, which can be obtained from θ.
Proof: See Appendix A. In addition, this case can be considered when β >β. Case (b), when the own ship is moving away from the target is defined in the two quadrants, shown in FIGURE 5 and FIGURE 6 and can also be considered whenβ > β. The corresponding closed-form solution for case (b) can be derived as
54022 VOLUME 6, 2018 Case (c) is a special scenario describing the own ship moving across the LOS rather than following the above relationship between β andβ. In the figures, this case can be represented by two scenarios for each quadrant; scenarios in the first quadrant are displayed in FIGURE 7 and FIGURE 8. Intuitively, as mentioned before, the symmetric property can also be generalized for all the quadrants. Therefore, the target range can be computed as follows:
For the derivation of (8) and (9) in detail, please also refer to Appendix A. Note that the closed-form solutions for different cases resemble each other due to the similar geometric configuration shown in the figures.
In practical conditions, to use this closed-form solution in a passive localization system, the fluctuation of the bearing information caused by the DOA measurement error due to the undersea environment must be considered. The entire procedure can be summarized in the following steps.
A. FIRST STAGE-EXTRAPOLATION BEARING ERROR MITIGATION
A regression processing technique is implemented at the first stage for a good prediction of the bearing information by extrapolation, using the collected data observed in the first leg. Considering that the distance between the target and own ship is far greater than the relative movement between the target and own ship in most combat scenarios, an extremely small bearing change along with time in a tempered operation time is reasonably assumed. Thus, we can exploit linear regression within an adequate operation time interval for an accurate extrapolation because bearing information has a quasi-linear variation even after maneuvering.
B. SECOND STAGE-RANGE ESTIMATION ERROR MITIGATION
At the second stage, because of the symmetrical requirement of the proposed method, a pair of a bearing measurements right after making a maneuver and corresponding predicted bearing information at first stage is required to acquire range information at a specific time instance. However, considering the uncertainty of bearing prediction and measurement error, a robust estimation technique cannot rely solely on parameters at one specific time instance with volatile bearing knowledge. Therefore, to fully exploit information during the observation process, all bearing measurements without outliers should be concerned when the proposed solution is implemented. The major goal of the second stage is to mitigate range estimation error by excluding unpromising bearing information from bearing measurements after a maneuver.
According to (5) , with the error-free case, the DOA at time instance k can be defined as follows:
and with the bearing error, the DOA measurement is disturbed asθ
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Outliers from DOA measurements can be dismissed by (12) or (13) as follows,
and
whereâ andb are obtained from a typical solution of a linear regression problem, which is omitted. The σ g is the standard deviation of the batch of bearing measurements after making a maneuver. Andâ is the solution for a polynomial regression problem, which can be expressed as
andâ
where Y stands for the vector form of values Y 1 , . . . , Y M and ε represents the experimental error at every time instance. Then the solution of (15) can be obtained by using the least square method and can be written aŝ
As a result, the problem can be transformed into a locally linear regression problem and then a univariate linear regression technique can be applied. Yet, there might be other regression models that can fit the projected value properly, while the observation period grows longer. To measure the goodness of the fit for those models, a classical Akaike information criterion (AIC), Bayesian information criterion (BIC), R-squared, and adjusted R-squared methods, etc. can be adopted. These criteria are related to the balance between the goodness of the fit and complexity of the model. Finally, a polynomial regression was chosen.
C. IMPROVEMENT OF THE CLOSED-FORM SOLUTION
Following the procedure discussed in subsections A and B, it can be found that the required information at the first stage is much less than that at the second stage. In order to maintain the proposed geometric structure, an improvement in the closed-form solution is necessary, which is depicted in FIGURE 9 .
In a practical BO-TMA system, the bearing values cannot be predicted precisely without having observations because linearity cannot be maintained. However, as the number of samplings become larger over time (i.e., the legs become longer), a polynomial regression can be adopted. In this way, a linear regression is suitable for the prediction of the upcoming set of projected values required at the first stage because a polynomial technique may over fit the current measurements. However, on the second leg, a polynomial technique is much more favorable for the purpose of fitting, as it contains the chosen bearing information with less noise effects.
Finally, a set of promising candidates at second stage, which are chosen by (13) , and the corresponding predicted bearing information of virtual leg is used to calculate a batch of estimated range. Since the linearity of bearing estimates at first leg is not always valid, the extrapolation may not have a decent function of prediction and hence leads to malfunction of the proposed method. Thus, a criterion is proposed as follows to differentiate obvious erroneous results from all estimates of range,
wherer j is the estimated range of j th pair of bearing information. The σ R is the standard deviation of batch of estimation of range. Andb is the solution for polynomial regression problem, which can be obtained by (14)- (16) . As a result, the proposed improved overall two-stage closed-form solution to passive ranging is summarized in Algorithm 1.
V. PERFORMANCE METRICS
In this section, the performance metrics to be used with the passive ranging algorithm are introduced. For the mth Monte Carlo simulation at the kth time step, the error of positioning is defined by e m (k), which is obtained from the estimation based on the given ground truth. Accuracy metrics can be defined in different ways [31] , [32] . Metrics can be classified on the basis of how optimistic or pessimistic they are. Each class of metrics has its own advantages and disadvantages, and specific applications. In the following, the most common accuracy measures are represented from the different classes mentioned above. Calculate standard deviation σ g using M DOA information of the second leg. ii.
Follow (14) to (16) to apply a polynomial regression technique to select promising bearing measurement candidates by excluding outliers of DOA information of the second leg by (13) . iii.
Conduct linear regression technique for the first stage to predict the required information for corresponding measurement candidates selected in the last step. iv.
Exclude erroneous estimation of range by (17) . v.
Calculate estimated range by averaging values from closed-form solution to passive ranging problem which is derived from (7) to (9) for each measurement candidate.
A. AVERAGE EUCLIDEAN ERROR (AEE)
The AEE value of an estimation can be found as
where M C (k) denotes the number of Monte Carlo simulations at the kth time instance. The AEE value is known to be related to the large error terms and can be regarded as a pessimistic metric.
B. AVERAGE HARMONIC ERROR (AHE)
Conversely the AHE is an optimistic metric related to the good error terms. The following equation defines AHE as
Naturally, while some good estimates have small error terms, an inverse operation transforms these terms and enlarges them. After averaging the total estimates, one more inverse operation scales down the overall AHE. Therefore, it AHE is considered an optimistic metric.
C. AVERAGE GEOMETRIC ERROR (AGE)
None of the above-defined metrics are balanced. AGE was proposed in [32] as a balanced metric having a characteristic of being both of optimistic and pessimistic metrics at the same time. For formulating the AGE, the logarithmic form of AGE can be expressed as follows:
and AGE can then be easily transformed. The main advantage of adopting AGE is that it is not dominated by extreme values.
VI. SIMULATION RESULTS
In this section, the performance of the proposed two-stage passive ranging algorithm is evaluated, and compared with the classic Ekelund ranging technique [10] and Nardone's and Marcus's closed-form solution [1] . The system model is the one introduced in Section II with a single passive sonar positioned at the observer and a target moving with a constant course and speed. In the simulation, observer-target geometries are as illustrated in FIGURE. 10. The set of these geometries contains a spectrum of opening range scenarios, closing ones, and ones where the bearing rate is zero on one leg. The practical values of T s = 5 seconds and normal zeromean Gaussian dynamic noise vector with sigma σ = 0.0005 were used [33] . The following simulation experiments will examine the proposed method to fully demonstrate its superiority from four aspects, different observer-target geometries, operation time, sampling interval, and maneuvering angle. 
A. DIFFERENT OBSERVER-TARGET GEOMETRIES
A Monte Carlo experiment was conducted for 36 observertarget geometries as shown in FIGURE 10 under three different noise levels (NL) representing low noise (2 • ), medium noise (5 • ), and high noise (8 • ). All other parameters are summarized in Table II . The range error was evaluated by using the normalized difference between the ground truth and estimation for the target range. The operation time is set to be 120 s and 800 s in [1] and [10] , respectively. The case of 500 s was applied in the simulation. As shown in FIGURE 11, the proposed closed-form solution achieves excellent performance and outperformed other two methods for different observertarget geometries. There are two main reasons that explain the disadvantage of the Ekelund method. First, because the Ekelund ranging technique provides an approximated solution with the assumption that target range is identical during VOLUME 6, 2018 the operation time, an inherent positioning error always exists even with ground truth of bearings. The second reason is that it is sensitive to observer-target geometry and motions. To explain this, for example, when observer's and target's motions are similar, the bearing measurement errors appear large compared with the small bearing rate caused by the similar motions of the observer and target. This in turn yields an inaccurate estimated range as the Ekelund method relies on the accuracy of bearing rates [10] . Hence bearing rates may be overwhelmed by the bearing noise.
In FIGURE 12-14, we observe that the bearing rate is reasonably small in the collinear geometry case and bearing rate error consequently becomes extremely large. Thus, the Ekelund method will severely underestimate the range of the target. On the contrary, the proposed method performs better in the collinear case because the linearity of bearing measurements in the first leg is maintained and hence it yields a low prediction error caused through linear extrapolation at the first stage. It was found that although both the methods except Ekelund method are relatively insensitive to target motions for medium and high noise environment, the proposed method has better performance than the previous closed-form solution. This is because that the previous closed-form solution requires higher order derivative of bearing information including bearing rate and the change of bearing rate, which have to be obtained from regression method based on measured bearing data and this in turn induces significant propagation error to higher order bearingrelated parameters. In other words, it needs a longer total operation time to fetch sufficient information. In summary, the proposed method is a closed-form solution and it can be implemented well in a multi-target system owing to its feature of insensitivity to target motion, without the necessity of accommodation to each target.
B. DIFFERENT OPERATION TIME
A Monte Carlo experiment was conducted under three different NL and different operation time. Three kinds of performance metrics are used to evaluate performance in different 54026 VOLUME 6, 2018 FIGURE 12. Collinear geometry case illustration. aspects for 1000 Monte Carlo samples. They are AEE, which is a pessimistic metric, AHE, which is an optimistic metric, and AGE, which is a balanced metric. Target course is randomly chosen at different Monte Carlo trial.
In practical situations, the flexibility of observer motion is significant in combat scenarios. To discover further insights, a simulation and multifaceted analysis on leg operation time below 500 s under 3 different noise levels (i.e. low, medium, high noise level) are conducted. Moreover, to contribute a more promising evaluation, here, three kinds of performance metrics belonging to optimistic, pessimistic, and balanced methods were compared. In the following paragraph, simulation results and explanations would be presented.
First of all, a common feature shared by all evaluation depicted in FIGURE 15-23 is that, generally, the proposed closed-form method surpasses other mechanisms when leg operation time (i.e. half of total operation time) is relatively short, which means that observations do not have to be taken 1in a long time duration with constant velocity. Although an adequately long leg duration causes the Ekelund method to have a better performance, as mentioned before, VOLUME 6, 2018 Ekelund method suffers from inherent errors due to invalid assumptions and the use of bearing rate with propagation error; as for the closed-form solution [1] , it has a similar problem to Ekelund method, i.e., the use of bearing rate with propagation error, and hence the first and second derivative of bearing information is used. Next, AEE metric is a pessimistic metric that accentuates large error term. As seen in FIGURE 15-17, it demonstrates that the stability of Ekelund method degrades severely with noise level. Owing to the two regression operations at second stage for refining bearing information and range estimation, the proposed closed-form solution has a relatively better stability among all. On the other hand, AHE metric is an optimistic metric that emphasizes the small error term. As shown in FIGURE 18-20, it shows that the previous closed-form solution has a disadvantage of estimating range in the best cases and the proposed method exhibits outstanding performance for short operation periods. For large operation time, previous closed-form and proposed solution are commensurate according to AHE. The proposed solution provides a more obvious superiority when noise level becomes larger. This is because by estimating higher order of derivative of bearing information, Ekelund method and previous closedform solution have weaker efficacy against noise. Finally, as for AGE metric, the proposed method almost has prevailing position when leg operation time is below 500 s. Further, to inspect the intersection points of the proposed and closedform method in [1] in it indicates that the proposed method shows more advantage with higher noise level. It means that previous closed-form solution may exploit more sample points or operation time to acquire a set of decent estimates of high order bearing information against a severer environment (i.e. higher noise level). In comparison, the bearing information used in the proposed method is first order, which means that it has a better efficacy against noise in principle.
C. DIFFERENT SAMPLING INTERVAL
To reveal the relationship between the algorithm performance and the sampling interval with relatively short operation time, a simulation was conducted and the other two methods, Ekelund method and closed-form solution in [1] , were compared in terms of the balanced metric AGE. The operation time is set as 200 sec. A Monte Carlo experiment was conducted for different sampling interval under three different noise levels, low, medium and high noise.
In FIGURE 24 , the AGE performance of the three methods degrades when sampling interval is too short because a short sampling interval leads to poor quality of bearing estimation. The passive ranging capability of the proposed method malfunctions and even yields a degraded and biased estimation results due to loss of observability. Better bearing measurements can be obtained because we can refine them with sufficient information during a long sampling interval. However, within a finite operation time, the longer the sampling interval is, the less number of bearing measurements could be obtained. Although longer sampling interval can induce better bearing measurements, there is no obvious improvement in AGE performance with long sampling interval which induces insufficient number of bearing measurements.
Among the three methods, the results reveal that the proposed method has the best AGE performance over any sampling interval. If we look at the case with long sampling intervals, it can be found that the AGE performance results of the three methods are comparable under a low noise level environment. That shows the fact that the three methods have similar ranging capability with accurate bearing measurements. However, Ekelund method suffers from the inaccurate bearing measurements severely when sampling interval is short. It reveals that Ekelund is sensitive to bearing measurement variations.
As for the closed-form solution [1] , by inspecting the declining curve of the proposed and previous solution [1] , it can be discovered that the previous solution is more sensitive to inaccurate measurements than the proposed method. The main reason is that the previous closed-form solution [1] requires high order derivative of bearing information including bearing rate and the change of bearing rate. These information is obtained by parameter compression techniques based on the erroneous or even biased bearing measurements and hence this in turn induces large propagation errors.
On the contrary, the proposed method exploits only the first-order regression results to refine the bearing measurements which induces less propagation errors. Moreover, by excluding obvious erroneous results from all range estimates, the overall estimation errors can be alleviated. Hence the proposed method is more robust than the other two closed-form solutions and the numerical results also support the statements.
D. DIFFERENT MANEUVERING ANGLE
The simulation presents the relationship between the algorithm performance and different maneuvering angle with relatively short operation time. The operation time is set as 200 sec. A Monte Carlo experiment was conducted for different maneuvering angle under three different noise levels.
It is obvious that the large maneuvering angle render targets more observable and hence the three methods perform better in general. In FIGURE 25, in the region where the maneuvering angle is near 40 degrees, there is a U-shape curve for the proposed and Ekelund method. The region is called ''ambiguous region''. Although the AGE performance is good, it does not mean that the proposed method can estimate the target well. The good AGE performance origins from the zero-crossing point of estimation bias as shown in right three plots in FIGURE 25. The zero-crossing bias phenomenon must occur with a certain maneuvering angle for a specific target in triangulation-based closed-form methods. The Ekelund and proposed method are based on the form of triangulation ranging. Namely, it is just a coincidence that the outcome is as same as the truth range for the two methods. Thus, the AGE performance in the ambiguous region should not be taken into account.
Still, the proposed method is the best over different maneuvering angle without considering the ambiguous region according to the AGE performance and estimation bias. With poorer bearing measurements, the gap between the proposed method and the other two methods becomes larger. For the Ekelund method, the inherent sensitivity to the quality of bearing measurements makes it totally lose target when maneuvering angle is not sufficiently wide. For the previous closed-form solution, it requires a longer operation time to improve its algorithm performance by enhancing the anti-noise capability to alleviate the error propagation issue. In conclusion, although for a longer operation time the previous closed-form may has superiority in performance, the proposed method has a prevailing performance of estimating range information and robustness against ill-conditioned scenarios or severe bearing measurements in a relatively short operation time. Thus, the proposed method serves as a good and flexible choice for range estimation.
VII. CONCLUSION
In this paper, we introduced and derived a closed-form solution in BO-TMA. We then proposed a two-stage algorithm for efficiently estimating the range information in angle measurements obtained from a single passive sonar in a short operation time. Our performance metrics were applied based on the overall error of range estimation. Analysis and simulation results showed that, as compared with the Ekelund ranging method and previous closed-form solution [1] , the proposed two-stage closed-form solution to passive ranging in a localization system has two advantages, including good performance for various observer-target geometries and the capability of suppressing the noise of DOA measurements and range estimation error when operating for a relatively short period. The proposed procedure suggests a feasible and well-performed solution to passive ranging in underwater localization systems. APPENDIX A. PROOF OF (7), (8) AND (9) To prove (7), as shown in FIGURE 26, FIGURE 3 is redrawn in detail. Following from basic properties of triangles, the following equations can be written
By using the law of sines Similarly, (8) and (9) can be derived by using the same rules. 
