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Abstract—Understanding the fundamentals of communication
among neurons, known as neuro-spike communication, leads
to reach bio-inspired nanoscale communication paradigms. In
this work, we focus on a part of neuro-spike communication,
known as axonal transmission, and propose a realistic model
for it. The shape of the spike during axonal transmission varies
according to previously applied stimulations to the neuron and
these variations affect the amount of information communicated
between neurons. Hence, to reach an accurate model for neuro-
spike communication, the memory of axon and its effect on
the axonal transmission should be considered, which are not
studied in the existing literature. In this work, we extract the
important factors on the memory of axon and define memory
states based on these factors. We also describe the transition
among these states and the properties of axonal transmission
in each of them. Finally, we demonstrate that the proposed
model can follow changes in the axonal functionality properly
by simulating the proposed model and reporting the root mean
square error between simulation results and experimental data.
Index Terms—Nanoscale communication, Molecular communi-
cation, Biomedical communication, Neuro-spike communication,
Axonal functionality, Spike amplitude variation.
I. INTRODUCTION
NANOMACHINES, i.e., nanoscale devices, need to es-tablish network with each to do complex tasks. Among
different communication paradigms existing in the literature
for nanonetworking, molecular communication is the most
promising one as a result of its biocompatibility and biosta-
bility [1]. Communication among neurons, i.e., neuro-spike
communication, is one of the most sophisticated and practical
mechanisms for molecular communication [2]. Hence, propos-
ing a proper model for this communication is a significant step
in finding a realistic model for nanonetworking [3].
A simplified schematic of communication between two
neurons is depicted in Fig. 1. This communication contains
three phases as outlined below:
1) Spike generation: In this phase, if the received stimu-
lations from dendrites of the input neuron are strong
enough, the neuron fires a molecular impulse known as
action potential (AP) or spike.
2) Axonal transmission: The spikes pass through the axon
of the neuron until reaching the axonal terminals.
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Fig. 1. Neural anatomy of neuro-spike communication.
3) Synaptic propagation: Arrival of a spike to the axonal
terminals potentiates the release of vesicles, which are
groups of chemical substances known as neurotransmitter,
to the synapse, i.e., the gap between the pre- and post-
synaptic neurons. If a vesicle releases, its neurotransmit-
ters diffuse through the synapse. If these neurotransmit-
ters reach receptors of the post-synaptic neuron, they bind
to these receptors and stimulate the output neuron.
Spikes were considered as all or none for a long time, hence
the existing studies in the literature on modeling neuro-spike
communication [2], [4]–[6] mainly focused on the synaptic
propagation and spike generation. However, with the use of
direct recording from axons, variations in the shape of spikes
during axonal transmission are recorded recently in different
types of neurons such as hippocampal mossy fibers and
pyramidal neurons [7]–[10]. A consequent result of the spike
shape variations is change in the release of neurotransmitters to
the synapse [10]–[12], which affects the amount of stimulation
of the target cell [13]. Hence, to propose an accurate model for
functionality of neurons, variations in the shape of the spike
during axonal transmission should be considered.
The objective of this work is deriving a realistic channel
model, which will, for the first time in the literature, incor-
porate the variations in the amplitude of spikes during axonal
transmission from communication perspective. We select the
pyramidal neurons in Cornu Ammonis (CA) area of hippocam-
pus location in the brain for our work, since this area is heavily
investigated in physiology, which provides experimental data
for our work, and is a part of learning and memory in the
brain. In this work, we use reported experimental data in the
physiology literature to propose a model for effects of axonal
transmission on the spike amplitude.
Based on the physiology literature, the axonal transmission
depends on the previously fired spikes. Hence, we model the
axon as a system with memory. For this aim, we extract the
effective parameters in the memory of axon at first. Then,
we define different states for the axonal functionality based
2on these parameters. Moreover, we provide the details of
the transition among the proposed memory states and model
the axonal functionality in each state. Finally, we reveal
the accuracy of the proposed model by simulating it and
comparing its results with experimental data.
The remainder of this paper is as follows. In Section II,
we review the basics of axonal transmission and the existing
communication model for it. In Section III, we introduce a re-
alistic channel model for axonal transmission of hippocampal
pyramidal neurons based on the physiological data. In Section
IV, we compare results of the proposed model, experimental
data and the existing model in the literature. We conclude our
work and discuss open issues and future work in Section V.
II. BACKGROUND
In this section, we review the existing physiological studies
on axonal transmission first. Then, we overview the existing
communication channel model for axonal transmission.
A. Neural Signaling
The variations in the shape of the spike during axonal
transmission were observed by applying two kinds of stim-
ulations, (i) paired pulse stimulation, which is used to extract
information about the refractory period of the neuron, i.e., the
time that it does not fire any spike after firing one, and (ii)
train stimulation, which is used to extract changes in the shape
of the spike when the neuron is sufficiently depolarized.
In [9], [14], [15], hippocampal pyramidal neurons are stim-
ulated by paired pulse stimulations with different inter pulse
intervals (IPIs) varying between 1 and 500 ms. The axon acts
as a low-pass filter in response to these stimulations [16].
In [8], [9], [17], [18], trains of high frequency stimulation
(HFS) with frequencies between 50 and 200 Hz are applied to
hippocampal pyramidal neurons. Although pyramidal cells of
CA1 can still fire during prolonged HFS, their axonal response
to these spike trains weakens until the end of stimulation, and
they may fail to respond at the end. Thus, prolonged HFS does
not affect the spike generation phase, however, it changes the
axonal functionality [17]. Based on experiments on pyramidal
neurons of CA1 and CA3, applying the prolonged HFS
increases the probability of failure in passing the spike through
the axon. It also increases the delay and duration of evoked
spike and decreases its amplitude [18]. However, as a result of
the lack of information about changes in the width and delay
of spikes, we only concentrate on spike amplitude variations.
After terminating HFS, the neuron passes two phases of
recovery, one fast and frequency-dependent and another slow
and frequency-independent. In Fast recovery, amplitude of the
response recovers quickly, but the complete recovery occurs in
the second recovery phase, i.e., Slow recovery. Moreover, dur-
ing Fast recovery, refractory period of the neuron can increase
based on the amount of suppression of axonal functionality
and the duration of the time rest after HFS termination [8].
B. Related Work
Only one communication-theoretical channel model exists
in the literature for axonal transmission [2], which is based on
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Fig. 2. Frequency response of the modified Butterworth filter [2].
[14], [16] and the assumption that the spike shape is fix. This
channel model contains serial connection of following blocks.
1) Spike to rectangular pulse converter: In this block, im-
pulses are converted to rectangular pulses such that when
a spike comes, the pulse level changes and it remains
there until the next spike.
2) Low-pass filter: The rectangular pulses are passed through
a modified version of the second-order Butterworth filter
with the frequency response given by
H(jw) =
a
−w2 + jbw + a
[
u(jw)− u(jw − c)],
where u(.) is the Heaviside step function and the pa-
rameters are selected as a = 314.152, b = 444.28, and
c = 628.3 [2]. The frequency response of this filter is
depicted in Fig. 2.
3) Spike generator: In this block, filtered pulses with low-
pass filter are converted to impulses.
The only effect of this filter is canceling spikes with small
IPI based on the frequency response of the low-pass filter.
However, based on new experiments [8], [9], the shape of an
action potential may also change during axonal transmission
according to the history of the neuron.
III. MODELING AXONAL FUNCTIONALITY
The aim of this study is deriving the response of the
axon to the stimulation, which depends on its memory from
previously applied stimuli. Hence, we model the axon by
a system with memory whose input is the IPI between the
current and the previous stimulus, ∆t, and its output is the
amplitude of the axonal response to the stimulation, i.e., A.
We have three tasks to model axonal functionality, (i) finding
the important parameters for the axonal memory and defining
memory states, (ii) deriving the relation of the output and the
memory parameters in each memory state, and (iii) modeling
the transition between memory states. These tasks are done by
utilizing the existing experimental reports in the literature.
A. Axonal Memory
We model memory of the axon with following parameters:
• Ap, normalized amplitude of the latest evoked spike be-
fore arrival of the current stimulus. Normalized amplitude
is the ratio of the amplitude of the evoked spike to
the amplitude of the baseline spike, i.e., response of
the neuron to a single stimulus after a long duration
of not receiving any stimulation. Hence, the amplitude
3of the baseline spike does not depend on the memory,
however, it varies for different type of neurons as a results
of differences in physiological shape of the axons and
dissimilarities in existence of ionic channels [19].
• ∆tp, the IPI between two previous stimuli, i.e., the latest
input of the system before arrival of the current stimulus.
Normalized amplitude of the response to this input is Ap.
• r ∈ {0, 1}, the indicator of the changes in the refractory
period of the neuron. When r = 1, the neuron has re-
ceived a small gap for recovery after a heavy stimulation
and it has not recovered properly, hence, its refractory
period has increased [8]. On the other hand, r = 0 shows
that the neuron is recovered properly during previous
stimulations and its refractory period is not changed.
• S, the state of the axonal memory. Based on experiments
on CA region of the brain [8], [9], [16], [18], we define
four states for axonal memory as outlined bellow:
1) Resting state, S = Rest : In this state, neuron has
received few stimulation during last seconds, hence,
it is not depolarized and the amplitude of its axonal
response to the first stimulus it receives is around the
amplitude of the baseline spike. However, if the neuron
receives several stimuli with small IPIs in this state,
the amplitude of its axonal response decreases and it
passes to the suppression state.
2) Suppression state, S = Sup : In this state, the neuron
has received heavy stimulation during last seconds and
the amplitude of its response is less than the ampli-
tude of the baseline spike. If the heavy stimulation
continues, the neuron stays in this state. However, if
the neuron gets some rest, it passes to one of the Fast
recovery, Slow recovery, or Resting states depending
on the duration of the rest.
3) Fast recovery state, S = FRec : If the neuron gets
a little time to rest after being heavily depolarized in
Suppression state, it passes to Fast recovery state. In
this state, the response of the neuron is under a fast
but frequency-dependent recovery. If the rest time is
too small, the neuron cannot recover properly and its
refractory period changes.
4) Slow recovery state, S = SRec : In this state, the
axonal response recovery is independent from the
intensity of the previous stimulations.
B. Axonal Response
Next step is defining the relation of the axonal response with
axonal input, memory states and parameters. Since neurons
may fail to respond a stimulus based on its arrival time [16],
we define two parameters, (i) the failure probability, Pf , and
(ii) the normalized amplitude without considering failure, An.
Then, the amplitude of the response is calculated as
A =
{
0, p = Pf
AbAn, p = 1− Pf
,
where Ab is the amplitude of the baseline spike.
To find the axonal response to a stimulus, we have
to define functions FPf (.) and FAn(.) such that Pf =
FPf (∆t, Ap,∆tp, r, S) and An = FAn(∆t, Ap,∆tp, r, S).
For this aim, we fit curves to experimental data reported in the
literature for each state S by minimizing the root mean square
error (RMSE), i.e., we select functions FPf (.) and FAn(.) in
each state such that they minimize the error defined as
RMSE =
√
1
|D|
∑
∆t∈D
(
x(∆t, Ap,∆tp, r, S)− x(∆t)
)2
,
(1)
where D is the set of IPIs that their corresponding experi-
mental data is reported in the literature, |D| is the cardinality
of set D, x(∆t) is the experimental data with IPI ∆t for
failure probability (or normalized amplitude), and x(.) is
the fitted function to the data provided by x(.), i.e, x(.) is
FPf (.)
(
or FAn(.)
)
. The rest of this section contains extracted
models from experimental data reported in the literature for
the amplitude of the axonal response in each memory state.
1) Resting state: In the experiments that paired pulse
stimulation is applied, neuron is not stimulated for a long time
before each pair of stimuli. Hence, it is in the Resting state
and its response to the first stimulus is the same as baseline
spike. However, depending on the IPI, the amplitude of the
axonal response to the second stimulus in each pair can be
less than the amplitude of the baseline spike. Hence, we use
the response to the second stimuli in each pair to model the
functionality of the neuron in Resting state.
For IPI less than 2 ms, no response is detected in body
temperature, i.e., 37◦C, for both CA1 and CA3 pyramidal
neurons [16]. Hence, we define Pf = 1 and An = 0 for
∆t ≤ 2ms. Moreover, from the results of [16], Pf and An
vary rapidly with respect to IPI, i.e., ∆t, for ∆t > 2ms.
Hence, we model their changes with exponential functions as
Pf =
{
1, ∆t ≤ 0.002
a1 exp
(− b1∆t), otherwise (2)
An =
(
c1 − d1 exp
(− e1∆t))u(∆t− 0.002). (3)
We minimize the RMSE mentioned in (1) to fit (2) and (3)
to the experimental data reported in [16] and derive a1 = 2,
b1 = 357.4 Hz, c1 = 0.95, d1 = 0.37, and e1 = 80.62 Hz.
Note that a neuron enters Resting state after properly
recovering from previously applied stimuli. Hence, r is always
zero in Resting state, which shows that the neuron is recovered
thoroughly and there is no change in its refractory period.
2) Suppression state: To model functionality of the axon at
this state, we refer to experiments with spike train stimulation.
The refractory period of the neuron is an important factor to
model its functionality in this state. Hence, in the following,
we describe axonal functionality for different values of r.
a) No change in the refractory period, r = 0: No
strong suppression occurs on either CA1 or CA3 pyramidal
nerve cells under prolonged stimulation with frequencies less
than 25Hz [9]. However, by applying stimulation with higher
frequencies for 1 min, the axonal response depolarizes to
different levels. Moreover, the amplitude degradation stops
after receiving different number of stimulations for different
frequencies [8]. Intensity of firing depends on the number of
4evoked spikes and their amplitude such that multiplication of
these two factors during last second of the prolonged HFS is
not significantly different for frequencies 50, 100, and 200 Hz
[8]. Hence, we find the maximum amount of suppression in
the normalized amplitude, i.e., Aend, as a result of applying a
spike train stimulation with frequency f by
Aend =
{
c2∆t, ∆t ≤ 0.04
Ap, otherwise
, (4)
wehre ∆t = 1f is the IPI of spikes. Based on the experimental
results reported in [8] we select the constant c2 = 16 Hz.
To find the axonal response to a spike with IPI ∆t in
Suppression state, we assume that the degradation occurred
in axonal response, Ap, is a result of receiving an spike train
with frequency 1∆t and the incoming stimulus is mth one in
this train. Hence, our task simplifies to finding m and the
axonal response to all stimuli during spike train with frequency
1
∆t . According to observations of the axonal response reported
in [8], axonal functionality suppresses rapidly among initial
seconds of HFS. Hence, we model the axonal response to the
mth stimulus in a stimulation train with frequency 1∆t by
An = Aend + (1−Aend) exp(−a2tpm), (5)
where tpm is the total time from the start of the spike train until
arrival of the current stimulus and can be written as tpm =
∆t+tp(m−1) = m∆t. We can simply substitute Ap and tp(m−1)
in (5) and derive tp(m−1) as
tp(m−1) = −
1
a2
log
Ap −Aend
1−Aend . (6)
By minimizing the RMSE between respond found by (5) and
the experimental data reported in [8], we select a2 = 0.62 Hz.
In [18], changes in the failure probability during stimulating
CA3 pyramidal neurons with prolong HFS with frequency
100Hz is reported. Based on this study, failure probability
increases during spike train stimulation. Although no more
information exists for failure probability in other frequencies,
it is clear that as the stimulus number increases, the failure
probability increases. Hence, we model the failure probability
in response to mth spike in a train with frequency 1∆t by
Pf (m) = a3 − a3 − Pf1
exp(1)
exp
(
− b3(m− 1)
)
,
where a3 = 0.8 and b3 = 0.05 are selected to fit these
curves to the experimental data reported in [18] by minimizing
RMSE. Pf1 is the failure probability to the first stimulation
of the train and can be calculated by using (2), i.e., the failure
probability in response to a stimulus with IPI ∆t arriving
at Resting state. Moreover, m can be derived by substituting
tp(m−1) = (m− 1)∆t in (6).
b) Change in the refractory period, r = 1: Based on
[8], by inserting a small gap during prolonged HFS, refractory
period of the neuron increases. It seems that refractory period
increases more for smaller gaps. However, comprehensive
information to understand axonal functionality in this situation
is not reported in the literature. Hence, to extract a model for
these changes and their effects on axonal functionality, more
experimental data is needed about response of the neuron after
inserting gaps with different durations within spike trains with
different frequencies.
3) Fast recovery state: If a neuron is not stimulated for at
least ∆tp second after receiving heavy stimulation and being
deeply depolarized, it is in one of recovery states. To find
whether the axonal functionality is deeply depolarized, we
define a threshold, Ath,F , such that Ap < Ath,F indicates
when the neurons needs Fast recovery. Axonal functionality
recovers very fast in this state and the amount of recovery
depends on the amount of suppression [8], hence the proposed
model should depend on Ap. Since change in the amplitude
after ∆t = 100 ms is not significant [8], we ignore it and
model the response by
An =
a5 − c5 exp
(
− b5(∆t− Apc2 )
)
,
Ap
c2
< ∆t < 0.1
a5 − c5 exp
(
− b5(0.1− Apc2 )
)
, otherwise
(7)
where c5 = a5 − Ap. By minimizing the RMSE between (7)
and data reported in [8], we select a5 = 0.63 and b5 = 40 Hz.
Although the axonal response does not vary significantly
after ∆t = 100 ms, the neuron needs more time to finish this
phase of recovery properly. The duration that a neuron needs
to finish Fast recovery is called Ts. If the recovery time is less
than a threshold, which is ∆tth = 100 ms  Ts based on
experimental data reported in [8], the axonal functionality does
not recover properly and the refractory period of the neuron
increases. In this case, we set the indicator for changes in the
refractory period, r, to 1 by r =
{
1, ∆tp < ∆t < ∆tth
0, otherwise
.
To become able to model variations in the failure probability
during Fast recovery state, more experimental data is needed.
The stimulations, needed to be used in these experiments, can
be spike trains with different frequencies followed by an spike
with IPI greater than ∆tp and less than Ts, where the spike
train is needed to suppress the axonal response and the purpose
of the last spike is entering the neuron to Fast recovery state.
4) Slow recovery state: Based on [8], the amplitude of the
evoked spike is recovering slowly and independently from in-
tensity of previous stimulations in this state. The neuron comes
to this state in two cases, (i) when its axonal functionality is
deeply suppressed prior to current stimulus, i.e., A < Ath,F ,
but IPI of the current stimulus is enough to finish Fast recov-
ery, i.e., ∆t > Ts, and start Slow recovery, and (ii) when the
axonal functionality is depolarized but not deeply suppressed
prior to the current stimulus, i.e., Ath,F ≤ Ap < Ath. In the
first case, the neuron spent Ts second to finish Fast recovery,
hence ∆t − Ts is the time that neuron is in Slow recovery.
However, the whole ∆t is the time that the neuron is in Slow
recovery state in the second case. Moreover, the amplitude of
the response increases rapidly during the first seconds of the
Slow recovery, hence we model it by
An =
{
1− a4 exp
(− b4(∆t− Ts)), Ap < Ath,F
1− a4 exp
(− b4∆t), Ap ≥ Ath,F , (8)
5where a4 shows the maximum amount of recovery and b4 is
calculated based on a4 by defining the time that neuron needs
to get enough recovery to enter resting state as Te, i.e., by
inserting An = Ath and ∆t = Te for Ap ≥ Ath,F or ∆t =
Te + Ts for Ap < Ath,F in (8) as b4 = − 1Te log
(1−Ath
a4
)
,
where Ath is defined as a threshold such that the neuron enters
Resting state when An becomes greater than this threshold.
Based on [8], Ts, Te, and a4 do not significantly vary for
different intensities of previously applied stimulation. Hence,
we select them as Ts = 15.9 s and Te = 56.1 s for Ath =
0.9 based on the experimental results reported in [8]. If the
previous state was Suppression with r = 0 and Ap < Ath,F ,
then we select a4 = 0.36 to minimize the RMSE between
(8) and data reported in [8] for axonal recovery after being
deeply suppressed. Since in this case, (a) the neuron passes
Fast recovery state prior to Slow recovery, (b) the normalized
amplitude of the response still needs to be recovered by a4 =
0.36 after Fast recovery, and (c) An > Ath,F indicates that the
neuron needs Slow recovery, we define Ath,F = 1−a4 = 0.64.
If the previous state of the neuron is Slow recovery state or
Suppression with r = 0 and Ap ≥ Ath,F , then the maximum
recovery the neuron needs, i.e., 1−Ap, is less than 0.36 and
neuron will continue recovering from Ap. Hence, we select
a4 = min(0.36, 1 − Ap). Moreover, we set r to zero in this
state, which means that neuron is recovered properly.
No information exists in the literature about changes in the
failure probability of spikes in this state.
C. State Transitions
The axonal memory states and the transition between them
are shown in Fig. 3. The rest of this section contains the details
of these transitions.
1) Resting state: Based on experiments on hippocampal
pyramidal neurons, when the neuron has not stimulated heavily
during the last seconds, its response to the stimulation is
greater than the case that it has received heavy stimulation.
Hence, among memory parameters of the axon, Ap indicates
whether the neuron is in the first case, which is called Resting
state. Thus, by utilizing the experimental data, we define the
threshold Ath such that when Ap is greater than or equal to
it, the neuron is in Resting state. Moreover, when a neuron
is in Resting state, it is recovered properly from previously
applied stimuli and r is 0. Hence, if the neuron receives heavy
stimulation such that the normalized amplitude of its response,
An, becomes less than Ath, it passes to Suppression state with
r = 0. Otherwise, it stays in Resting state.
2) Suppression state with r = 0: When the neuron is in
Suppression state with r = 0, it can stay in this state or pass
to one of the recovery states based on IPI of the stimulus it
receives, i.e., ∆t, as stated bellow.
• If ∆t ≤ ∆tp, the neuron stays in Suppression state with
r = 0. In this situation, the amplitude of its response
decreases and the probability of failure increases.
• If ∆t > ∆tp, the recovery of axonal response is started.
If the neuron has received heavy stimulations previously,
it needs time to finish both Fast and Slow recovery states.
Otherwise, Slow recovery state is enough to compensate
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Fig. 3. State diagram of the proposed system for axonal functionality.
the axonal response suppression. Ap has information
about the intensity of the previously applied stimuli so it
indicates whether the neuron needs one or two recovery
phases. Hence, both ∆t and Ap are important to find the
state that the neuron enters as stated bellow.
a) Fast recovery: The first recovery state after becoming
heavily depolarized is fast recovery, which takes Ts
second to finish. Ap < Ath,F shows that the neuron
is heavily depolarized and needs to pass Fast recovery
state before starting Slow recovery. Hence, if ∆t ≤ Ts
and Ap < Ath,F , the response of the neuron to current
stimulation is based on Fast recovery state.
b) Slow recovery: The neuron enters this state under two
situations: (i) the neuron is not heavily depolarized
prior to the arrival of the current stimulus, i.e., AP ≥
Ath,F , and the IPI of the current stimulus is not enough
to finish Slow recovery state and enter Resting state,
i.e., ∆t ≤ Te, (ii) the neuron is heavily depolarized
before current stimulus, i.e., AP < Ath,F , and it
has enough time to finish Fast recovery but not Slow
recovery state, i.e., Ts < ∆t ≤ Te + Ts.
c) Resting: If the neuron has enough time to finish Slow
recovery in each of the aforementioned situations that it
needs to pass Slow recovery state, i.e., (i) ∆t > Te and
AP ≥ Ath,F or (ii) ∆t > Te + Ts and AP < Ath,F ,
the axonal recovery is finished and the response to the
current stimulus is based on Resting state.
3) Fast recovery state: The possible transitions from Fast
recovery state based on the IPI of the current stimulus, i.e.,
∆t, are as follows.
• If ∆t ≤ ∆tp, the neuron passes to suppression state.
• If ∆t > ∆tp, the axonal functionality is recovering and
the axonal response is based on one of following states.
a) Fast recovery: If the neuron does not receive enough
time to finish Fast recovery, i.e., ∆tp < ∆t ≤ Ts, the
neuron stays in Fast recovery state.
b) Slow recovery: If the IPI of the current stimulus is
enough to finish Fast recovery bot not Slow recovery,
i.e., Ts < ∆t ≤ Te + Ts, next state is Slow recovery.
c) Resting: If the neuron receives enough time to recover
the axonal functionality, i.e., Te+Ts < ∆t, the neuron
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when the previous state of the axon is Resting.
goes to Resting state.
4) Slow recovery state: When a neuron is in Slow recovery
state, it can pass to Suppression state with r = 0 or stay in
Slow recovery state as stated bellow.
• If ∆t ≤ ∆tp, the neurons passes to the Suppression state
while its refractory period is not changed, i.e., r = 0.
• If ∆t > ∆tp, the neuron stays in Slow recovery state.
In this case, if the normalized amplitude of the response
reaches Ath the recovery is finished and the neuron goes
to Resting state.
D. Validation of the transition among states
Last step in defining a system model for axonal functionality
is verifying that the model meets following conditions.
a) If the neuron enters or stays in Resting state, the normalized
amplitude of the axonal response must be greater than Ath.
b) If the neuron enters or stays in Suppression state, normal-
ized amplitude of the axonal response must not increase.
c) If the neuron enters or stays in Fast recovery state, the
normalized amplitude of the axonal response, An, must
not decrease and it must be less than Ath,F .
d) If the neuron enters or stays in Slow recovery state, the
normalized amplitude of the axonal response, An, must
not decrease and it must be less than Ath.
Since a neuron can enter each of the memory states from
different states as shown in Fig. 3, we list all of the possible
cases to enter a state and show that the aforementioned
conditions are valid in the defined system.
1) Resting state: We compare An and Ath for all cases of
entering Resting state from other states as listed bellow.
• The previous state is Resting or Slow recovery state: The
neuron enters Resting state from each of the Slow recov-
ery and Resting states when the normalized amplitude of
the axonal response, An, is greater than or equal to Ath.
• The previous state is Suppression with r = 0 or Fast
recovery: The neuron enters Resting state from these two
states when IPI of the current stimulus, i.e., ∆t, is enough
to finish the recovery of axonal functionality. Hence,
the axonal response to the current stimulus is based on
Resting state with ∆t > Te, where Te = 56.1s. Thus,
the normalized amplitude of the axonal response, An, is
greater than Ath based on (3).
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Fig. 5. (a) Failure probability and (b) normalized amplitude of the response
for different arrival times of the second stimulus in a pair when the neuron is
in Resting state based on experimental results in [16] and discussed models.
2) Suppression state with r = 0: We analyze the perfor-
mance of this state by checking whether its axonal response
suppresses independent from its previous state. Since Aend
shows the maximum suppression if we apply a train of
stimulation with frequency 1∆t , if Aend is less than Ap, An
is also less than Ap. Hence, we compare Aend and Ap for
entering Suppression state with r = 0 from following states.
• Resting state: Since ∆t ≤ ∆tp and Aend is calculated
based on (4), the highest possible value of Aend is
occurring when ∆t = ∆tp. Ap and Aend for different
values of ∆tp are shown in Fig. 4. Based on this figure,
for all possible values for ∆tp, Aend is less than Ap.
• Suppression state with r = 0: Hence, Ap ≥ c2∆tp. To
stay at Suppression state ∆t should not be greater than
∆tp. Hence, Aend ≤ Ap based on (4).
• Slow recovery state: Based on (8), Ap ≥ Ath,F = 0.64,
and based on (4), Aend ≤ 0.64, hence, Aend ≤ Ap.
• Fast recovery state: Since r is equal to 0, ∆tp should
be greater than 100 ms and based on the fact that in
the Fast recovery state change in the amplitude from
∆tp = 100ms is not significant, Ap, is around 0.61.
By comparing Aend given by (4) and Ap = 0.61, when
0.038 < ∆t < 0.04 we have Aend > Ap. However, the
difference of Aend and Ap is small, less than 0.03, and
the amplitude of the response will increase slightly, which
can always happen in the real scenarios.
Hence, in most of the cases in this state, Aend is less than or
equal to Ap, which means that the normalized amplitude of
the axonal response, i.e., An, is not increasing.
3) Fast recovery: The only possible transitions to the Fast
recovery state are from Suppression state with r = 0 or
Fast recovery state. In both of these cases, the normalized
amplitude of the response is calculated based on (7), where
the normalized amplitude is always between Ap and Ath,F .
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Fig. 6. Normalized amplitude of the response to HFS for different frequencies in the Suppression state based on the proposed model, existing model in [2]
and experimental data in [8].
Moreover, Ap is less than Ath,F in both of the aforementioned
transitions. Hence, the normalized amplitude of the response,
An is less than Ath,F and not decreasing.
4) Slow recovery: The neuron can stay in this state or enter
it from Fast recovery state or Suppression state with r = 0.
Here, we analyze the axonal response in each of these cases.
• The neuron stays in Slow recovery state if the normalized
amplitude of its response, An, is less than Ath. Moreover,
since the axonal response is calculated based on (8), its
normalized value, i.e., An, is not decreasing.
• In both of aforementioned cases of entering the Slow
recovery state from other states, the normalized amplitude
of its response to the current stimulus is calculated based
on (8). Moreover, the IPI of the current stimulus, ∆t,
is less than the time that neuron needs to enter Resting
state. Hence, the normalized amplitude of the response,
An, is less than Ath and not decreasing.
IV. RESULTS
In this section, we compare results of the proposed model
with data reported in the literature from experiments on
hippocampal pyramidal neurons and the results of modeling
axonal transmission with Butterworth filter [2]. For this aim,
• We evaluate the performance of proposed memory states
by evaluating the RMSE between models and exper-
imental data reported in the literature for normalized
amplitudes and failure probabilities in each of states.
• We calculate the response of the overall system to a sam-
ple input, which is extracted from physiology literature
and contains all of the defined states, to evaluate the
accuracy of transitions among states.
A. Performance of memory states
Axonal model of [2] does not contain aforementioned states.
To compare the results of our proposed states with this work,
• We apply inputs according to the Resting and Suppression
states to this model, and consider its response for Resting
and Suppression states, respectively.
• Since there is no Suppression state in this model, we
cannot extract meaningful response for recovery states.
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Fig. 7. Failure probability in Suppression state as a function of stimulus
number at frequency 100Hz based on proposed model and experimental data
in [18].
1) Response in Resting state: To evaluate the performance
of our proposed models for Resting state, we consider memory
parameters as Ap = 1, ∆tp = 0, and ∆t Te and give paired
pulse stimuli with different IPI as the input of the models. The
response to the first stimulus of each pair is the same as the
baseline spike. The response to the second stimulus in a pair
depends on the IPI.
As it is depicted in Fig. 5, the response of the existing model
in [2] to these stimulations is always 1, and changes in the
normalized amplitude of the response are not considered. On
the other hand, our proposed model reaches a good estimation
with RMSE equal to 0.05 and 0.03 for the failure probabilities
and normalized amplitudes, respectively.
2) Response in Suppression state with r = 0: To measure
the performance of this state, we give trains of stimuli with
frequencies 50Hz, 100Hz, and 200Hz as the input of the
models and check the axonal response variations during spike
train. We select these frequencies because response of the axon
to these stimulations exists in the literature.
Normalized amplitude of the response for these frequencies
is depicted in Fig. 6 based on the models and experimental
data in [8]. We can see that the existing model in [2] cannot
be used to accurately model the axonal response while it is in
Suppression state, but our proposed model follows amplitude
variations properly. The RMSE between the proposed model
and experimental data reported in [8] for frequencies 50Hz,
100Hz, and 200Hz are 0.17, 0.07, and 0.06, respectively.
Failure probability for different stimulus numbers in a train
with frequency 100Hz based on our model and experimental
data in [18] is shown in Fig.7 and the RMSE between our
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Fig. 8. Normalized amplitude of the response in Fast recovery state based
on proposed model and experimental data in [8]. In experimental data, to
suppress neuron before fast recovery, a spike train with frequency (a) 50 Hz
and (b) 200 Hz is applied to it. In the model, Ap = 16f shows amount of
suppression before recovery phase, which is selected as (a) 0.32 and (b) 0.08.
model and these experimental data is 0.09.
3) Response in Fast Recovery state: To study the axonal
functionality during the fast recovery, firstly, spike train stim-
ulations are applied to the neuron in the physiology literature
to suppress them. Then, a stimulus with different arrival time
according to the fast recovery is applied to the neuron [8].
On the other hand, in the Suppression state of the proposed
model, maximum amount of the suppression as a result of
receiving a spike train is calculated based on (4). Hence, we
select Ap = 16f for different frequencies of the previously
applied spike trains in the experiments and find the normalized
amplitude of axonal response, An, based on our model.
The normalized amplitude of the response during fast re-
covery is depicted in Fig. 8. The RMSE between model and
experimental data reported in [8] is 0.09 in this state.
4) Response in Slow Recovery state: The processes used
in the physiology literature to study the axonal functionality
during slow and fast recovery are the same [8]. Hence, to
measure the performance of our model in this state, we use
the same procedure as Fast recovery state, i.e. we set Ap = 16f .
Then, we give stimuli with different IPI as input of our model.
Normalized amplitude of the response to stimuli with dif-
ferent IPI is depicted in the Fig. 9. The overall RMSE between
the model and experimental data reported in [8] is 0.03.
B. Performance of the transitions among memory states
Based on the simulation results provided in the previous
section, the proposed model for each of the memory states
follows the axonal functionality properly. In this section, we
study the accuracy of the transition between states and the
overall model by considering stimulations that contain all of
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Fig. 9. Normalized amplitude of the neuron response in Slow recovery state
to stimulations with different time intervals. Neuron is suppressed due to
receiving stimulation train with different frequencies prior to last stimulus.
the defined states and the response of the neuron to them is
reported in the literature. Each stimulation contains (i) 1 min
spike train with frequency 100Hz, in Fig. 10(a), or 200Hz,
in Fig. 10(b), and (ii) 1 stimulus with different arrival times
after spike train termination.
The axon is at rest before receiving first stimulus, hence,
the response to the first stimulus is calculated based on
the Resting state. After some stimuli, the amplitude of the
response decreases and become less than Ath, which is set to
0.9 in our model. At this time, axon goes to the Suppression
state. After 1 min stimulation with spike train, only one
stimulus is given to the axon with different IPIs. If IPI of
this stimulus is less than Ts, then the response is based on
Fast recovery state. Otherwise, the response is based on the
Slow recovery state.
In [2], the axon is modeled with a low-pass filter. Hence,
the amplitude of its response to the spike train with frequency
100Hz is always 1, as it is depicted in Fig. 10(a). However,
when the frequency of the spike train increases to 200Hz, the
input goes to the transition band of the low-pass filter and
because of using a spike detector after low-pass filter in the
model, the amplitude of its response varies between 1 and 0
as depicted in Fig. 10(b). Since many samples exist in 1 min
stimulation with frequency 200Hz, we select and plot some
of them to reach a clear figure in Fig. 10(b).
It is clearly shown in Fig. 10 that our model accurately
captures the variation of the spike amplitude during axonal
transmission, which was missing in the exiting literature [2].
V. DISCUSSION
The existing studies in the literature on modeling neuro-
spike communication focus on synaptic communication and
consider the amplitude of the spike during axonal transmission
as all or none. However, the shape of the spike during axonal
transmission may vary, which has a direct relation with the
probability of error detection in neuro-spike communication.
Hence, these changes should be considered to propose a
proper model for functionality of neurons. In this work,
we modeled axonal functionality based on the experimental
data reported in the literature. We defined 4 states to find
amplitude of the spike during axonal transmission, namely
Resting, Suppression, Slow recovery and Fast recovery. Then,
we proposed realistic models to find amplitude and failure
probabilities of the response in these states. Based on the
results of the simulations, we observed that the proposed
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Fig. 10. Normalized amplitude of the response of the proposed model, model
in [2], and experimental data in [8] to the sample stimulations, which contain
1 min train stimuli and 1 stimulus with different arrival times after that.
model follows axonal functionality properly. However, more
experimental data is needed to evaluate the proposed model,
for instance, reports on the exact rate of degradation and its
stop time at different frequencies lead to more accurate models
for Suppression state, and complete the following parts:
• Variation in the failure probability during Suppression,
Fast and Slow recovery states when refractory period is
not changed.
• Changes in the refractory period after inserting a small
gap during HFS, and the effect of these changes on the
axonal functionality in Suppression state with r = 1, Fast
and Slow recovery states.
To complete the proposed model for axonal functionality,
changes in the width and delay of spikes should also be
studied. Changes in the width of spikes during Suppression
state for hippocampal granule cells, which send information
to CA3 pyramidal neurons, is reported in [10]. On these
neurons, the width of spike can increase to 3 times, which
is affecting the release of vesicles to the synapse and the
probability of error detection in neuro-spike communication.
On the other hand, changes in the propagation delay of
spikes might introduce some noise into the coding of neural
information in the brain [20]. Studying these parts also needs
more experimental data.
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