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Abstract
We present a quadtree-based decomposition of the interior of a polygon with holes. The complete decomposition
yields a constant factor approximation of the minimum weight Steiner triangulation (MWST) of the polygon.
We show that this approximate MWST supports ray shooting queries in the query-sensitive sense as defined
by Mitchell, Mount and Suri. A proper truncation of our quadtree-based decomposition yields another constant
factor approximation of the MWST. For a polygon with n vertices, the complexity of this approximate MWST is
O(n logn) and it can be constructed in O(n logn) time. The running time is optimal in the algebraic decision tree
model.  2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The Steiner triangulation of a planar polygonal domain is a partition of the domain into triangles.
Steiner points are allowed. Each input line segment must be the union of some edge(s) in the triangulation.
The weight of the triangulation is the total edge length. No polynomial-time algorithm is known that
computes the minimum weight Steiner triangulation (MWST for short) of a point set, a set of line
segments, or a polygon. We are interested in approximate MWSTs of polygons and their application
in ray shooting.
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Approximate MWST. Eppstein [7] showed that a constant factor approximation of the MWST of n
points or of a convex polygon with n vertices can be computed in O(n logn) time. The problem of
designing an approximation algorithm for general polygons was posed by Bern and Eppstein [5]. We
present a solution in this paper.
Average-case ray shooting. The MWST problem was recently shown, by Aronov and Fortune [1], to
be related to the ray shooting problem. The ray shooting problem is to report the first obstacle hit by a
query ray. In this paper, we assume that the query light source falls within a polygon P with holes and
the boundary edges act as obstacles. Given a Steiner triangulation of P , a query is answered by following
the ray across triangulation edges until the first obstacle is hit. Aronov and Fortune [1] showed that for a
particular distribution of light source and ray direction, the average number of triangulation edges crossed
is bounded by the ratio of the triangulation weight to the perimeter of P . Thus, a Steiner triangulation of
low weight is desirable. Aronov and Fortune [1] presented an approximation algorithm for a set of line
segments enclosed within their convex hull. Their algorithm constructs a triangulation of size polynomial
in the number of line segments and the weight of the triangulation is within a constant factor of the weight
of a MWST. Their approximation algorithm is based on the quadtree triangulation of the vertices. In the
same paper, Aronov and Fortune also studied the approximate MWST problem in three dimensions. As
observed by Eppstein [7], triangulating a polygon by refining the quadtree triangulation of the vertices
may lead to an (logn) factor between the weight of the resulting triangulation and the weight of a
MWST.
Query-sensitive ray shooting. Mitchell, Mount and Suri [9] proposed the C-complexity to measure the
geometric complexities of a polygon P and a query ray r . A C-ball D is a connected component of the
intersection of P and a disk K . Fig. 1(a) shows a disk and the two C-balls induced by it. The center and
radius of D are taken to be the center and radius of K . D is simple if it is incident on at most two edges
of P . Both C-balls shown in Fig. 1(a) are simple. If we expand K by a factor of 1 + ε without moving
its center, then the expanded disk contains a unique C-ball that contains D. We denote this C-ball by
(1+ ε)D. D is ε-strongly simple if both D and (1+ ε)D are simple. Fig. 1(b) shows a simple C-ball D
which is not ε-strongly simple and an ε-strongly simple C-ball D′. The C-complexity of P , denoted by
cscc(P ), is the minimum number of ε-strongly simple C-balls needed to cover P . cscc(P ) is expected
to be O(n) in practice, where n is the number of vertices of P . (See de Berg et al. [3] for discussion of
realistic input models.) Given a query ray r , let cscc(r) denote the minimum number of ε-strongly simple
Fig. 1. (a) A U-shaped polygon P and a disk K . The two C-balls in K are shown shaded. Both are simple since both are incident
on two edges of P . (b) The same polygon and two simple C-balls D and D′. (1 + ε)D and (1 + ε)D′ are shown with dashed
boundaries. D′ is ε-strongly simple but D is not.
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Fig. 2. The C-complexity of the ray shown is three.
C-balls needed to cover r up to the first intersection with an obstacle. Fig. 2 shows the covering of a ray.
Mitchell et al [9] argued that cscc(r) is a reasonable reflection of the intrinsic complexity of solving a ray
shooting query. They presented an algorithm to subdivide P into O(n) regions of constant complexities.
They also prove that the number of regions visited in following r is O(cscc(r)).
Summary of results.
(1) We develop a quadtree-based decomposition of the interior of a polygon with holes. This is inspired
by the quadtree decomposition developed by Arya, Cheng and Mount [2] for multiple-tool milling.
(2) Given a polygon P , our complete quadtree-based decomposition yields a constant factor ap-
proximation of the MWST of P . Its complexity is O(cscc(P )). Given a query ray r , it takes
O(log cscc(P ) + cscc(r)) time to locate the source of r and traverse the approximate MWST to
report the first obstacle hit.
(3) We show that a proper truncation of the decomposition yields another constant factor approximation
of the MWST of P . Its complexity is O(n logn) and it can be constructed in O(n logn) time. Our
algorithm works under the algebraic decision tree model and the processing time is optimal in this
model.
Outline. In Section 2, we define our quadtree-based decomposition and prove its properties. In
Section 3, we discuss query-sensitive ray shooting. In Section 4, we analyze the weight of our quadtree-
based decomposition and the weight of triangulations derived from it. In Section 5, we present the
O(n logn)-time approximation algorithm.
2. Quadtree-based decomposition
Let P denote a polygon possibly with holes. We allow a hole to degenerate to a point. We assume that
each vertex of P is incident on two edges or no edge at all. In the latter case, the vertex is a degenerate
hole.
Define the bounding box of P to be the smallest and leftmost axis-parallel square containing P . If there
is a tie, then we select the topmost one. We scale space such that the width of the bounding box is 1. The
width of an axis-parallel square B is denoted by width(B). For any c  1, the c-expansion of B is the
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axes-parallel square with the same center as B and width c ·width(B). The c-expansion of B is denoted
by cB .
Quadtree and quadtree boxes. A quadtree is a rooted tree that models a hierarchical splitting of the
bounding box of P into quadtree boxes. The bounding box is at the root and it is the first quadtree box.
In general, given the quadtree box B at a leaf of the current quadtree, if B satisfies certain conditions (to
be explained later), B is split by a horizontal line and a vertical line through its center into four smaller
quadtree boxes. Four new leaves are added to the quadtree as children of the node for B to store the four
new quadtree boxes. We say that B is the parent of the four new quadtree boxes.
Decomposition. The decomposition of P is obtained by constructing a quadtree with the bounding box
of P at the root. To explain the conditions governing the splitting, we need two concepts subpolygons and
zones which are defined inductively. Let δ be a fixed non-negative constant. P is the only subpolygon of
the bounding box B of P . The zone of P with respect to B , Z(B,P ), is simply P itself. If width(B) > δ
and Z(B,P )= P contains more than one vertex, then P is crowded in B . In this case, B will be split
into four quadtree boxes Bi, 1 i  4. P will also be split by the horizontal and vertical splitting lines of
B into several connected components. Each such connected component is a subpolygon of the quadtree
box Bi that contains it. This finishes the basis cases of the inductive definitions of subpolygons and
zones.
Suppose that B is the quadtree box at a leaf of the current quadtree. Take a subpolygon X of B .
The zone of X with respect to B , Z(B,X), is the connected component of P ∩ 3B that contains X.1 If
width(B) > δ and Z(B,X) has more than one vertex of P , then X is crowded in B . If some subpolygon
of B is crowded, then B is split into four quadtree boxes Bi, 1 i  4. The crowded subpolygons of B
are split by the splitting lines of B into several connected components. Each such connected component
becomes a subpolygon of the quadtree box Bi that contains it. The uncrowded subpolygons of B are
not split and so they do not produce any subpolygon in any Bi . The construction completes when no
quadtree box at any leaf of the current quadtree contains a crowded subpolygon. A quadtree level is
a layer of quadtree boxes of the same width and their subpolygons in the hierarchical decomposition.
We label the quadtree levels with increasing consecutive integers starting with zero at the root. Fig. 3
illustrates the splitting operations.
An uncrowded subpolygon of the quadtree box at each node of the final quadtree is called a chamber.
The collection of all chambers form the desired decomposition of P . Given a chamber C which is an
uncrowded subpolygon of a quadtree box B , we say that C is created at B and B is the home box of C.
After a chamber is created at B , its edges may be further subdivided subsequently when a neighboring
quadtree box is split. Edges of a chamber that lie on the boundary of P are called solid edges. The others
are called non-solid edges. Two chambers are adjacent if they share a non-solid edge.
We use SP (δ) to denote the final decomposition of P into chambers (recall that δ is some non-negative
constant chosen to parameterize the decomposition). If δ = 0, then the quadtree-based decomposition of
P is complete and each chamber has at most one vertex of P .
1 The constant 3 can be replaced by any other positive constant c > 1. All the results in this paper, except the construction
algorithm and its running time analysis in Section 5, can be carried over after changing the constant factors appropriately. For
example, in Lemma 1, the sizes of two adjacent chambers will differ by some constant depending on c. The choice of 3 makes
the construction algorithm in Section 5 simpler and faster.
S.-W. Cheng, K.-H. Lee / Computational Geometry 23 (2002) 99–116 103
Fig. 3. (a) The polygon P . P is the only subpolygon of its bounding box and it is clearly crowded. So P and its bounding box
are split as shown in (b). The lower left quadtree box B ′ in (b) contains two subpolygons. Since 3B ′ contains the bounding
box of P , the zones of the two subpolygons with respect to B ′ are equal to P itself. So both subpolygons are crowded which
triggers the splitting shown in (c). Consider the upper right quadtree box B obtained from the splitting of B′. (d) B with solid
boundary and 3B with dashed boundary. B contains two subpolygons. In (e) and (f), these two subpolygons are shown with
solid boundaries and their zones with respect to B are shown with dashed boundaries. The subpolygon in (e) is crowded and so
it is split further. The subpolygon in (f) is uncrowded and it is not split with B . (g) The upper right quadtree box B1 obtained
from the splitting of B . Although P ∩B1 consists of two connected components, only the connected component on the left is a
subpolygon of B1. The connected component on the right is not a subpolygon of B1 as the subpolygon in (f) was not split.
Notations for chambers. Denote by parent_box(C) the parent of the home box of a chamber C. Denote
by parent_poly(C) the subpolygon of parent_box(C) that contains C. The size of a chamber C, size(C),
is defined to be the width of its home box. C is normal if size(C) > δ; otherwise C is small. All small
chambers have the same size.
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Properties. We prove two properties of SP (δ). First, the sizes of two adjacent chambers differ by at
most a constant factor. This resembles the “balance” and “smoothness” properties of other quadtree-
based decompositions [6,9]. Second, a chamber has constant complexity if it has at most one vertex
of P .
Lemma 1. The sizes of two adjacent chambers differ by at most a factor of 2.
Proof. Assume to the contrary that C1 and C2 are two adjacent chambers but size(C2) < size(C1)/2. Let
B1 be the home box of C1. Let B = parent_box(C2) and let X = parent_poly(C2). Since X is crowded in
B and width(B)= 2size(C2) > δ, Z(B,X) has more than one vertex of P . Since width(B)= 2size(C2)
size(C1)/2 and C2 is adjacent to C1, Z(B,X)⊆ Z(B1,C1). It follows that Z(B1,C1) has more than one
vertex of P . Moreover, size(C1) > 2size(C2) > δ, so C1 is crowded in B1 which is a contradiction. ✷
Lemma 2. A chamber has constant complexity if it has at most one vertex of P .
Proof. Let C be such a chamber and let B be its home box. Consider the time when C is created at B .
Without loss of generality, assume that the width of any neighboring quadtree box is at least width(B)
at this time. Let E be the set of solid edges of C that do not lie on the boundary of B . At this time, the
complexity of C is O(|E|). If C has a vertex of P , then there are two solid edges incident on this vertex.
Each other solid edge in E crosses the interior of B completely and it cuts off a corner of B . This implies
that |E|  6. Let E′ be the set of edges of C that lie on the boundary of B . If C is a normal chamber,
then a non-solid edge e in E′ may be subdivided subsequently when a neighboring quadtree box is split.
The complexity of C may then be increased. By Lemma 1, e can be subdivided at most once. It follows
that |E′| at most doubles and the complexity of C is still O(1). ✷
3. Query-sensitive ray shooting
Recall that SP (0) denotes the complete quadtree-based decomposition of P . An important property is
that each chamber in SP (0) has at most one vertex of P . Also, recall that cscc(P ) and cscc(r) denote the
minimum numbers of ε-strongly simple C-balls needed to cover P and a ray r , respectively.
We show that the completion of SP (0) to a triangulation yields a constant factor approximation of the
MWST with O(cscc(P )) complexity. It supports ray shooting query in O(log cscc(P )+ cscc(r)) time.
We prove the complexity and query time bounds in this section. The weight analysis is more involved and
is postponed to Section 4. Lemma 7 in Section 4 implies that the weight of any triangulation of SP (0) is
O(wt(T )), where wt(T ) is the weight of any Steiner triangulation T of P .
We first show that no ε-strongly simple C-ball can intersect a much smaller chamber in SP (0), i.e., we
show the following lemma.
Lemma 3. Let D be an ε-strongly simple C-ball. If D intersects a chamber C in SP (0), then size(C)
ε · radius(D)/(4√2 ).
Proof. Assume to the contrary that size(C) < ε · radius(D)/(4√2 ). Let B = parent_box(C) and let
X = parent_poly(C). Since B intersects D and width(B) < ε · radius(D)/(2√2 ), any point in 3B is
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within a distance of 2
√
2 width(B) < ε ·radius(D) from D. It follows that Z(B,X)⊆ (1+ε)D. (1+ε)D
is simple, so Z(B,X) has at most one vertex of P . X is thus not crowded in B , a contradiction. ✷
We prove that an ε-strongly simple C-ball intersects O(1) chambers in SP (0). We basically use a
packing argument, but it is complicated by the non-disjointness of the home boxes of chambers.
Lemma 4. An ε-strongly simple C-ball intersects a constant number of chambers in SP (0).
Proof. Let D be an ε-strongly simple C-ball. Consider the chambers with size s intersected by D.
Denote the set of home boxes of these chambers by Hs . Pick a box B in Hs . Since width(B) 
ε · radius(D)/(4√2 ) by Lemma 3, B contains an axes-parallel square B ′ such that width(B ′) =
ε · radius(D)/(8√2 ) and B ′ intersects D. Let K be the disk with the same center as D and radius
(1 + ε/8)radius(D). Clearly, B ′ ⊆ K . The disjointness of boxes in Hs implies that area(K) = π(1 +
ε/8)2(radius(D))2  |Hs| · ε2 · (radius(D))2/128, so |Hs|  2π(8 + ε)2/ε2. We bound ∑s |Hs| by
analyzing the possible values of s. There are two cases.
Case 1: The size of the largest chamber intersecting D is at least 4radius(D). Let C be the largest
chamber intersecting D and let B be its home box. We claim that for any other chamber C ′
intersecting D, size(C ′) > size(C)/16.
Suppose not. Let B ′′ = parent_box(C ′) and let X = parent_poly(C ′). Let S be the axes-
parallel square with the same center as D and width size(C). Since width(B ′′)  size(C)/8
and radius(D)  size(C)/4, 3B ′′ lies inside S. D also lies inside S. Any point in S is within
a L∞-distance of size(C)/2 + radius(D)  3size(C)/4 from B , so S ⊆ 3B . This implies that
both Z(B ′′,X) and D lie inside 3B . Moreover, D intersects both X and C. We conclude
that every point in Z(B ′′,X) is connected to C by a path (via D) that lies inside 3B . Thus,
Z(B ′′,X)⊆ Z(B,C). Since C is a chamber, Z(B,C) has at most one vertex of P and so does
Z(B ′′,X). This is a contradiction since X is crowded in B ′′.
By our claim, there are at most four possible values of s, so
∑
s |Hs| 8π(8+ ε)2/ε2.
Case 2: The size of any chamber intersecting D is less than 4radius(D). Lemma 3 implies that there are
at most log2 16
√
2/ε possible values of s, so∑s |Hs| 2π((8+ ε)2/ε2)log2 16
√
2/ε.
For any box B in Hs , D intersects at most two chambers in B . Otherwise, D is incident on three
chamber edges that lie on three distinct edges of P . This is a contradiction since an ε-strongly simple
C-ball is incident on at most two edges of P . Hence, D intersects at most 2
∑
s |Hs| chambers. ✷
We are ready to prove the main result of this section.
Theorem 1. Let P be a polygon with n vertices. There is a Steiner triangulation of P with O(cscc(P ))
size and O(wt(T )) weight, where wt(T ) is the weight of any Steiner triangulation T of P . Moreover, a
ray shooting query can be answered in O(log cscc(P )+ cscc(r)) time, where r is the query ray.
Proof. We claim that any triangulation of SP (0) satisfies the theorem. Its weight is O(wt(T )) by
Lemma 7 in Section 4. By Lemma 4, the number of chambers in SP (0) is bounded by the minimum
number of ε-strongly simple C-balls that cover P . Since a chamber in SP (0) has at most one vertex
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of P , the chamber complexity is O(1) by Lemma 2. It follows that the complexities of SP (0) and its
triangulation are O(cscc(P )). Given any query ray r , we perform a planar point location to find the light
source in O(log cscc(P )) time. We then follow r to report the first obstacle hit. By Lemma 4, the number
of chambers visited is O(cscc(r)). Each chamber is subdivided into O(1) triangles. The query time is
thus O(log cscc(P )+ cscc(r)). ✷
4. Weight analysis
Define the weight of SP (δ) to be its total edge length. In this section, we analyze the weight of SP (δ)
and the weight of triangulations derived from it. For the sake of analysis, we conceptually refine SP (δ).
Let T be an arbitrary Steiner triangulation of P . For each Steiner point of T , if it lies in the interior of
P , add it as a hole; otherwise add it as a new vertex. Compute a quadtree-based decomposition of the
resulting polygon as described in Section 2, except that the definition of crowdedness is modified. Let λ
be an arbitrarily small positive constant. So λ is less than the size of the smallest chamber in SP (δ). Let
B be a quadtree box and let X be a subpolygon of B . X is crowded in B if width(B) > λ and Z(B,X)
has at least one vertex of T . Denote the final decomposition by DP,T (λ). A chamber C of DP,T (λ) is
normal if size(C) > λ; otherwise C is small.
Our quadtree-based decomposition in Section 2 cannot be defined using the above modified definition
of crowdedness. Otherwise, our result on query-sensitive ray shooting will not hold as Lemma 3 will
break.
Observation 1. Any subpolygon that is found crowded during the construction of SP (δ) is also crowded
under the modified definition of crowdedness. It follows that DP,T (λ) is a refinement of SP (δ).
Observation 2. Lemmas 1 and 2 hold for DP,T (λ) after adapting the proofs to the modified definition of
crowdedness.
If a chamber has a vertex of T , then it must be small. Moreover, when λ is sufficiently small, a small
chamber has at most one vertex of T . Thus, Observation 2 and Lemma 2 imply the following.
Observation 3. When λ is sufficiently small, each chamber in DP,T (λ) has constant complexity.
In bounding the weight of SP (δ), we will bound the perimeter of each chamber. Since only a finite
number of chambers contain vertices of T and each such chamber has arbitrarily small perimeter, we can
ignore their contribution. For a non-square chamber without any vertex of T , we will try to charge its
perimeter to its solid edges (and hence to the perimeter of P ). However, this is not possible if the solid
edges of the chamber are too short. When this happens, we show in the following lemma that there is an
adjacent chamber that can absorb the charge.
Lemma 5. Let C1 be a non-square chamber of DP,T (λ) that does not have any vertex of T . If the length
of each solid edge of C1 is less than size(C1)/4, then C1 is adjacent to a non-square chamber C2 and one
of the following holds:
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Fig. 4. The bold line segment is the edge h of P . The dashed boxes are the home boxes of C1 and C2 which are shown with
solid boundaries.
(i) C2 does not have any vertex of T and the length of some solid edge of C2 is greater than
size(C2)/2 size(C1)/4.
(ii) C2 has a vertex of T and both C1 and C2 are small.
Proof. Let B1 be the home box of C1. Since C1 is a non-square chamber, C1 has a solid edge which
is part of some edge, say h, of P . Since C1 does not have any vertex of T , h crosses the interior of B1
completely. Moreover, by our assumption, length(h∩B1) < size(C1)/4. So h cuts off exactly one corner
of B1. Let v be the vertex at this corner of B1. Let B2 be a quadtree box adjacent to B1 such that v is a
corner vertex of B2 and B2 is the home box of a chamber C2 adjacent to C1. Fig. 4 shows the three typical
configurations. Note that C2 is also a non-square chamber and the edge h overlaps with the boundary of
C2.
If size(C2) = size(C1)/2, then size(C1) > λ and C2 ⊆ Z(B1,C1). Since size(C1) > λ and C1 is not
crowded in B1, Z(B1,C1) is free of vertices of T and so is C2. This implies that h crosses B2 completely
as shown in Fig. 4(a). We have length(h∩B2)= length(h∩ (B1∪B2))− length(h∩B1). Observe that h∩
(B1∪B2) intersects the supporting lines of two opposite sides of B2, so length(h∩ (B1∪B2)) size(C2).
By assumption, length(h ∩ B1) < size(C1)/4. It follows that length(h ∩ B2) > size(C2)− size(C1)/4 =
size(C2)/2= size(C1)/4 and (i) holds.
By Observation 2 and Lemma 1, the remaining possibility is that size(C2)  size(C1). If C2 does
not have any vertex of T , then h crosses B2 completely as shown in Fig. 4(b). We can apply the same
reasoning as in the previous case to derive that length(h ∩B2) > size(C2)− size(C1)/4 > size(C2)/2 >
size(C1)/4 and (i) holds. If C2 has a vertex of T (see Fig. 4(c)), then C2 is small. This implies that
size(C1)= size(C2)= λ, so C1 is also small and (ii) holds. ✷
We are ready to bound the weight of SP (δ).
Lemma 6. The weight of SP (δ) is O(wt(T )), where wt(T ) is the weight of any Steiner triangulation T
of P .
Proof. Let T be a Steiner triangulation of P . By Observation 1, it suffices to show that the weight of
DP,T (λ) is O(wt(T )). We classify the chambers inDP,T (λ) into three types and deal with them separately.
Let m be the number of vertices of T .
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1. Chambers with vertices of T . There are at most m such chambers and all of them are small. The
total perimeter of these chambers is O(mλ) which approaches zero as λ approaches zero.
2. Square chambers without any vertex of T . Let C be a square chamber without any vertex of T . Let
∆ be the triangle in T that covers the center of C. Our approach is to charge the perimeter of C to a
nearby edge of T . If some vertex of ∆ is not too far from C, then we show that an edge incident to this
vertex can absorb the charge. When all the vertices of ∆ are sufficiently far from C, we show that there
is an edge nearby that is long enough to absorb the charge.
Case 2.1: A vertex w of ∆ lies inside 8C. Let e and f be the two edges of ∆ incident on w. Since
the vertices of ∆ lie outside C, the distance between any vertex of ∆ and the center of C
is at least size(C)/2. Since the center of C lies inside ∆, it follows that the length of some
edge of ∆ is at least size(C)/2. Triangle inequality implies that |e| + |f |  size(C)/2, so
max{|e|, |f |} size(C)/4. We charge the perimeter of C to e or f whichever is longer.
Case 2.2: No vertex of ∆ lies inside 8C. Let B = parent_box(C) and let X = parent_poly(C). Since
X is crowded in B , Z(B,X) has a vertex of T . It follows that Z(B,X) has a vertex v of T
such that the line segment connecting v and the center c of C does not intersect any edge of P .
The line segment cv stabs a sequence of triangles in T . We visit this sequence in order starting
from ∆. Since cv lies inside Z(B,X)⊆ 7C, we eventually reach a triangle ∆′ such that a vertex
w of ∆′ lies inside 8C. See Fig. 5 for an illustration. Let xy be the first edge of ∆′ that we
encounter by walking from c to v. Observe that |xy|  2size(C) since x and y lie outside 8C
and xy ∩ 7C = ∅ (xy crosses cv). Triangle inequality implies that |wx| + |wy|  2size(C), so
max{|wx|, |wy|} size(C). We charge the perimeter of C to wx or wy whichever is longer.
In the above two cases, if an edge e of T receives a charge of 4size(C) from a square chamber C, then
|e| size(C)/4. Moreover, C lies inside a copy of 9C centered at an endpoint of e. Within the two copies
of 9C centered at the endpoints of e, there are O(1) square chambers at the same quadtree level as C.
They are the only square chambers that may charge to e at this quadtree level, so the maximum charge is
Fig. 5. The solid square is C. The dashed and dotted squares are 7C and 8C respectively.
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O(size(C)). The sizes of square chambers decrease geometrically down the quadtree hierarchy. It follows
that the total charge at e telescopes to O(|e|). This shows that the total perimeter of square chambers in
DP,T (λ) is O(wt(T )).
3. Non-square chambers without any vertex of T . Let C1 be a non-square chamber without any vertex
of T . Our approach is to charge the perimeter of C1 to the boundary of P .
Case 3.1: The length of some solid edge of C1 is at least size(C1)/4. We charge the perimeter of C1 to
this solid edge. Thus, the total perimeter of non-square chambers in case 2.1 is bounded by the
perimeter of P which is O(wt(T )).
Case 3.2: The length of each solid edge of C1 is less than size(C1)/4. Lemma 5 implies that we can
divide the non-square chambers in case 3.2 into two groups. Group 1 consists of chambers C1
such that C1 is adjacent to a non-square chamber C2 that does not have any vertex of T and the
length of some solid edge of C2 is greater than size(C2)/2  size(C1)/4. Group 2 consists of
chambers C1 such that C1 is small and C1 is adjacent to a small non-square chamber C2 that has
a vertex of T .
For each C1 in group 1, its adjacent chamber C2 falls into case 3.1 and the perimeter of C2 is
charged to the perimeter of P . We charge the perimeter of C1 by summing the perimeter of C2
in case 3.1 once more. Since the chamber complexity is O(1) by Observation 3, the perimeter
of C2 is summed a constant number of times for chambers adjacent to C2. Thus, the O(wt(T ))
bound in case 3.1 is not affected.
For each C1 in group 2 (C1 is small), its adjacent chamber C2 is small and C2 has a vertex
of T . Since T has m vertices, there are at most m chambers that are small and have vertices
of T . For each such chamber, there are O(1) adjacent small chambers and their total perimeter
is O(λ) (chamber complexity is O(1) by Observation 3). Thus, the total perimeter of non-square
chambers in group 2 is O(mλ) which is negligible for sufficiently small λ. ✷
For any δ > 0, we construct a Steiner triangulation of P by first constructing SP (δ) followed by
triangulating the chambers in SP (δ). The following lemma bounds the weight of the Steiner triangulation
obtained.
Lemma 7. Triangulating SP (δ) produces a Steiner triangulation of P with O(wt(T )+ δn) weight, where
wt(T ) is the weight of any Steiner triangulation T of P and n is the number of vertices of P .
Proof. The weight of SP (δ) is O(wt(T )) by Lemma 6. By Lemma 2, triangulating chambers with at
most one vertex of P increases the weight by a constant factor. The chambers with more than one vertex
of P are small, so their sizes are at most δ. Moreover, the total complexity of these chambers is O(n). It
follows that triangulating these chambers increases the weight by an additive O(δn) term. ✷
5. A fast approximation algorithm
In this section, we present an approximate MWST with O(n logn) complexity and an O(n logn)-time
algorithm to construct it. The strategy is to construct the decomposition SP (1/n) and then triangulate the
chambers in SP (1/n). The main task is the construction of SP (1/n) as the subsequent triangulation is
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Fig. 6. The line segments attached to the holes are the spanning diagonals.
relatively easy. Starting with P and its bounding box, the algorithm proceeds in a top-down fashion to
construct the quadtree and the subpolygons. The key steps are the identification of crowded subpolygons
and the splitting of them. We show that these two steps can be performed efficiently by maintaining some
appropriate auxiliary information. We compute all subpolygons at one quadtree level before splitting
the crowded ones and proceeding to the next level. This ordering is important for identifying crowded
subpolygons efficiently. The splitting of a subpolygon can be viewed as clipping a polygon (possibly
with holes) within four different squares. It is known that polygon clipping can be done in optimal linear
time when the polygon is simple [8]. Therefore, each subpolygon will be cut into an equivalent simple
polygon. The cutting will be constructed inductively starting with P , so we first describe how to cut
P . Let h be the number of holes in P . We first compute h non-crossing diagonals to connect the hole
boundaries and the outer boundary of P . If we view the holes and the outer boundary as vertices of a
graph, then the h non-crossing diagonals form a spanning tree. Thus, we call them spanning diagonals.
One can triangulate P in O(n logn) time [4] and then traverse the triangulation edges to identify the
spanning diagonals. Fig. 6 shows an example. If we cut P along the spanning diagonals, then we obtain
an equivalent simple polygon.
We describe the details of the algorithm in the rest of this section. In Section 5.1, we show that
subpolygons at a quadtree level can be processed in linear time to generate subpolygons at the next
quadtree level. In Section 5.2, we analyze the running time of the approximation algorithm.
5.1. Processing at a quadtree level
Invariants. A c-subpolygon of a quadtree box B is a simple polygon obtained by cutting a subpolygon
of B along a subset of spanning diagonals of P . Fig. 7 shows examples of c-subpolygons. For each
subpolygon X of B , we denote the corresponding c-subpolygon by X∗. The boundary of B is divided
into intervals that are incident on c-subpolygons and intervals that are not. We keep track of these intervals
ordered around B and denote this ordered list of intervals by intervals(B). Some c-subpolygons may have
cuts along spanning diagonals. These cuts produce degenerate intervals which are points on the boundary
of B . We treat these degenerate intervals as not incident on any c-subpolygon. Each interval incident on a
c-subpolygon is associated with the name of the c-subpolygon. The other intervals are marked as unused.
Throughout the algorithm, we keep track of the following information for each subpolygon X of a
quadtree box B inductively.
Invariant 1. The number, nX , of vertices of P that X has.
Invariant 2. The c-subpolygon X∗.
Invariant 3. The set, AX , of subpolygons and chambers currently adjacent to X.
Invariant 4. intervals(B).
S.-W. Cheng, K.-H. Lee / Computational Geometry 23 (2002) 99–116 111
Fig. 7. A portion of the polygon P . The square denotes a quadtree box B . The shaded regions denote the exterior of P and
holes. There are three subpolygons in B shown. The bottommost subpolygon is cut along the bold spanning diagonals to form
a c-subpolygon. The other two subpolygons are simple and so they are the corresponding c-subpolygons.
In the basis case, B is the bounding box of P ; there is only one subpolygon X = P ; nP = n; P ∗ is
obtained by cutting along all spanning diagonals; and AP is empty. intervals(B) can be computed by
sorting the intersections of the boundaries of B and P ∗. This takes O(n logn) time.
Test for crowdedness. If nX > 1 and width(B) > δ, then X is crowded in B . Consider the case where
nX  1. Suppose that X is at the quadtree level (. Let A be the subset of AX that contains subpolygons
and chambers at the level (. AX − A consists of normal chambers created at levels less than (. So
Z(B,X) = (⋃Y∈A Y ) ∪ (
⋃
Y∈AX−A Y ∩ 3B) ∪ X. The complexity of X is O(1) as nX  1. It follows
that both |AX| and |A| are O(1). We compute∑Y∈A nY in constant time. We traverse the boundaries of
chambers in AX −A to count the vertices of P in 3B . By Lemma 2, chambers in AX −A have constant
complexities, so the counting takes constant time. Thus, we can decide in constant time whether X is
crowded in B .
Lemma 8. The crowdedness of a subpolygon can be tested in constant time.
Helper polygon. To prepare for splitting crowded subpolygons, we merge the corresponding c-
subpolygons into a helper (simple) polygon PB . We scan intervals(B) to find intervals incident on the
non-crowded c-subpolygons. We mark these intervals as unused. In doing so, if two unused intervals
become adjacent on the same side of B , then we combine them. Afterwards, we choose a minimal subset
of unused intervals to connect the crowded c-subpolygons together. Fig. 8(a) shows an example. PB is
obtained by doubling each unused interval chosen. Some edges of PB may lie on the boundary of B . We
push these edges just outside B so that the duplicated unused intervals, which were chosen to connect
the c-subpolygons to form PB , do not appear in PB ∩B (i.e., PB ∩B consists of the c-subpolygons of B
and nothing else). Fig. 8(b) shows an example. Both the time needed to construct PB and the complexity
of PB are bounded by the total complexity of the c-subpolygons of B .
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Fig. 8. (a) The crowded c-subpolygons in Fig. 7. The unused intervals connecting the c-subpolygons are shown in bold. (b) The
doubling and perturbation.
Polygon clipping. Let Bq be a quadrant of B . We discuss a procedure to clip PB within Bq which is a
crucial step in splitting. The procedure returns the following output:
(1) PB ∩Bq .
(2) The partition I (Bq) of the boundary of Bq into intervals inside and outside PB . I (Bq) is ordered
around Bq . Each interval in I (Bq) inside PB is associated with the name of the polygon in PB ∩Bq
incident on it.
The processing time is O(|PB |), where |PB | denotes the complexity of PB . Readers who are familiar with
clipping simple polygons may skip this part.
Let s be a side of Bq . We traverse the boundary of PB and report the intersections with s ordered along
the boundary of PB . This takes O(|PB |) time and generates O(|PB |) intersections. We apply a linear-
time Jordan sorting algorithm (e.g., see [8]) to order these intersections along s. The sorted intersections
partition s into intervals inside and outside PB . The above is repeated for the other three sides of Bq . In
the end, we obtain I (Bq). The cardinality of I (Bq) is O(|PB |).
We label the endpoints of each interval in I (Bq) as source and destination such that Bq lies locally to
the right of each interval directed from its source to its destination. We pick an interval I inside PB and
start at the destination of I . We turn in the anti-clockwise direction to find an edge of PB . We follow this
edge of PB and apply the same turn-and-follow strategy at each vertex encountered until the source of
another interval I ′ is reached. We jump to the destination of I ′ and repeat. When we cycle back to the
source of I , we have discovered one simple polygon in PB ∩Bq . We associate the name of this polygon
with I and all intervals encountered before cycling back to the source of I . Fig. 9 shows an example.
Afterwards, pick another interval inside PB that has not been traversed before and repeat the above. This
continues until all intervals of I (Bq) inside PB have been traversed. In the end, we obtain PB ∩Bq . The
processing time is O(|PB |). The total complexity of polygons in PB ∩Bq is also O(|PB |).
Splitting of crowded subpolygons. The first step is to clip PB within each quadrant Bq of B . The
clipping procedure returns PB ∩ Bq and I (Bq). Its running time is bounded by the total complexity
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Fig. 9. The figure on the left shows PB . The lower left square is the quadrant Bq . The figure in the middle shows the set of
polygons in PB ∩Bq . The figure on the right shows the traversal to identify one polygon in PB ∩Bq .
Fig. 10. In the figure on the left, the disks and the curves comprise the dual graph G of PB ∩Bq in Fig. 9. The curves in bold
are the edges of FG. The figure on the right shows the merged polygons.
of the c-subpolygons. Given a c-subpolygon X∗, the number of spanning diagonals cut to obtain X∗
from X is equal to the number of holes in X. This shows that the complexity of X∗ is bounded by the
complexity ofX. Thus, the total complexity of c-subpolygons is O(KB), where KB is the total complexity
of subpolygons of B .
To recover the subpolygons of Bq , the polygons in PB ∩ Bq have to be merged appropriately. We
construct the dual graph G of the subdivision induced by PB ∩ Bq . There is a vertex in G for each
polygon in PB ∩ Bq . Two vertices (possibly the same) in G are connected by an edge for each edge
shared between the two corresponding polygons (possibly the same). G may have self-loops and two
vertices may be connected by more than one edge, but this is not a concern. We traverse G in linear time
to construct a spanning forest FG. Finally, we glue the polygons in PB ∩ Bq together at the dual of the
edges of FG. In doing so, we also merge intervals in I (Bq) correspondingly and update the names of the
polygons associated with these intervals. The merging takes O(KB) time. Fig. 10 shows an example.
Each subpolygon Y of Bq is a connected component of X ∩ Bq for some crowded subpolygon X of
B . So Y is the union of polygons in a component of FG. The merging glues these polygons together
to form a simple polygon Y ∗. Y ∗ is the simple polygon required by invariant 2. The updated I (Bq) is
intervals(Bq) required by invariant 4. To maintain invariant 1, we traverse the boundary of Y ∗ once to
compute nY .
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Lemma 9. Let KB be the total complexity of subpolygons of a quadtree box B . It takes O(KB) time to
split B and its crowded subpolygons. Moreover, invariants 1, 2 and 4 for the resulting subpolygons and
quadtree boxes can be maintained in the same time bound.
Adjacency maintenance. Let ( be the current quadtree level. We discuss how to maintain invariant 3
after splitting all crowded subpolygons at level (. In the process, the boundaries of chambers created at
levels  ( will be subdivided if necessary.
We first compute the adjacency between subpolygons at level ( + 1 and chambers created at levels
 (. Let X be a crowded subpolygon of B at level (. Let A′ be the set of chambers in AX . Chambers in
A′ are normal. If A′ is empty, then there is nothing to do. Otherwise, X has at most one vertex of P as the
chambers in A′ are not crowded. So the complexity of X is O(1) which implies that |A′| = O(1). Let Bq
be a quadrant of B . Let Y be a subpolygon in X ∩ Bq . We search A′ sequentially to find chambers that
are in contact with Y . The search time is bounded by the complexity of Y since |A′| and the complexities
of chambers in A′ are O(1). We enter each chamber found into AY and split the boundary of the chamber
accordingly. The above is repeated for all subpolygons at level ( + 1. The processing time is bounded
by the total complexity of subpolygons at level (+ 1. It follows from Lemma 9 that this time bound is
O(K), where K is the total complexity of subpolygons at level (.
It remains to compute the adjacency among subpolygons at level (+ 1. By Lemma 9, intervals(Bq) is
available for every quadtree box Bq at level ( + 1. We make a copy L of intervals(Bq) and remove
the unused intervals from L. When a degenerate unused interval is removed, we combine the two
neighboring intervals if they lie on the same side of Bq . (A degenerate unused interval is a point and
the two neighboring intervals are incident on the same subpolygon of Bq .) The intervals in the modified
L are the intersections of the boundaries of Bq and the subpolygons of Bq . We divide L into four lists,
L(Bq, s), that contain intervals on each side s of Bq . Finally, for every pair of quadtree boxes Bq and
B ′q at level (+ 1 with a common side s, we sequentially scan L(Bq, s) and L(B ′q, s). This allows us to
update the AY ’s of all subpolygons Y at level (+ 1 incident on s in linear time.
Lemma 10. Let ( be the current quadtree level. Let K be the total complexity of subpolygons at level
(. After splitting the crowded subpolygons at level (, it takes O(K) time to maintain invariant 3 for
subpolygons at level (+ 1.
5.2. Analysis
Lemmas 8–10 imply that the processing time for one quadtree level is bounded by the total complexity
of subpolygons at that level. We show that this is O(n).
Lemma 11. Let n be the number of vertices of P . The total complexity of subpolygons at a quadtree level
is O(n).
Proof. Let X be a subpolygon of a quadtree box B . Our approach is to charge the vertices of X to some
nearby vertices of P .
Case 1: X has some vertex of P . Let nX be the number of vertices of P that X has. Each vertex of P in
X is connected to at most two vertices of X that are not vertices of P . So there are at most 3nX
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vertices of X that are either vertices of P or connected to vertices of P . Let v be a vertex of X
that has not been accounted for yet. Either v is a corner vertex of B or v is an endpoint of an edge
of X that cuts off a corner of B . Since B has four corner vertices, there are at most eight vertices
of X that have not been accounted for yet. It follows that X has at most 3nX + 8 vertices. Thus,
it suffices to leave O(1) charge at each of the nX vertices.
Case 2: X does not have any vertex of P . Clearly, X has at most eight vertices. Let B ′ be the parent
of B .
(i) Some edge h of P incident on X does not cross 3B ′ completely. Let w be an endpoint of
h inside 3B ′. Let h′ be the other edge of P incident on w. We charge the vertices of X to
w. X lies inside a copy of 8B centered at w. Within this copy of 8B centered at w, there
are O(1) subpolygons at the same quadtree level as X that h or h′ can be incident on. These
are the only subpolygons that may charge to w in case 2(i). It follows that the total charge
accumulated at w is O(1).
(ii) Each edge of P incident on X crosses 3B ′ completely. Let X′ be the subpolygon of B ′
that contains X. Since X′ is crowded in B ′, Z(B ′,X′) has a vertex of P . This implies that
Z(B ′,X′) has a vertex w of P such that w can see some point in X. The vertices of X
are charged to w. We analyze the charge accumulated at w. We claim that X is the only
subpolygon of B that falls into case 2(ii) and is visible from w.
If there are two such subpolygons, then they are separated by some edge h of P that crosses
3B ′ completely. So h blocks w from one of the two subpolygons, which is a contradiction.
B is contained in a copy of 8B centered at w. Within this copy of 8B centered at w, there
are O(1) quadtree boxes at the same quadtree level as B . Only the subpolygons of these
quadtree boxes may charge to w. By our claim, at most one subpolygon per such box may
do so. It follows that the total charge accumulated at w is O(1). ✷
We have all the ingredients to derive the O(n logn)-time approximation algorithm.
Theorem 2. Let P be a polygon with n vertices. There is a Steiner triangulation of P with O(n logn)
complexity and O(wt(T )) weight, where wt(T ) is the weight of any Steiner triangulation T of P .
Moreover, this triangulation can be computed in O(n logn) time.
Proof. We compute SP (1/n) and then triangulate it. Denote this triangulation by T ′. By Lemma 7, the
weight of T ′ is O(wt(T )+ 1). Since P must be in contact with two parallel sides of its bounding box,
the perimeter of P is no less than 2. So wt(T )  2 and the weight of T ′ is O(wt(T )). Since δ = 1/n,
there are O(logn) quadtree levels. It follows from Lemma 11 that the complexity of T ′ is O(n logn).
Lemmas 8–11 imply that T ′ can be constructed in O(n logn) time. ✷
The O(n logn) running time is optimal in the algebraic decision tree model since sorting can be
reduced to the problem of constructing a Steiner triangulation of a polygon with holes.
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