Abstract-This paper examines optimal compensation for dropped feedback measurements in a networked control system. A common policy for handling such lost data is to simply use the past data. This case was treated in [8]. This paper extends that prior work to cover a more general class of dropout compensation. The paper's principal result shows that determining the optimal dropout compensator can be posed as a constrained generalized regulator problem. An example compares the performance of a networked control system using the optimal dropout compensator against more commonly used heuristic dropout policies. The comparison shows that the optimal compensator works better than these heuristic policies.
I. INTRODUCTION
Networked control systems (NCS) are control systems whose feedback paths are implemented by a communication network. The communication network can severely degrade overall control system performance through quantization errors and dropped measurements. Quantization errors occur when a sensor measurement is encoded into a fixed number of bits. Measurements are dropped when the channel causes transmission errors that force the receiver to drop the entire measurement packet. In both cases, we find the total information that can be transmitted between the control system's sensor and actuator is limited. A great deal of recent work has focused on the effect of quantization errors on overall closed loop system performance under the assumption that the channel is inherently reliable [2] [4] [l] [3]. This paper studies the effect that unreliable channels have on overall system performance assuming that there are no quantization errors.
There has been a small amount of work examining the impact of dropouts in networked control systems. In [lo] , the performance of the system as measured by the H, gain was expressed as a function of packet loss. Similar results were obtained in [8] and [9] in which the power semi-norms of output signals were computed under certain statistical dropout models. In [6] , networked control systems with dropouts are modelled as asynchronous switched systems. The approach replaces the true switched system with an "averaged" system and then studies the stability of this system. In [5] , the dropouts are governed by a Markov chain and are treated as "vacant" sampling. The work proposes two different compensation schemes: keeping the old control or generating new control with the estimated data. The stability of an LQ controller under these schemes is informally analyzed. Recent work has examined the performance of networked control systems under dropouts. An analysis of such systems is found in [7] in which dropped measurements are replaced by zeros . A more complete analysis of dropouts for singleinput single-output control systems will be found in [8] for dropout processes that are i.i.d. (identically independently distributed) in nature. In this paper, dropout compensation involved using the last received sample. A formal extension of that work to dropout processes governed by Markov chains will be found in [9] . In these papers, although some heuristic dropout compensators are used, there is little discussion on choosing the best dropout compensator.
This paper formally derives a compensator for data dropouts that optimizes overall control system performance.
If we let y denote the control system's output signal, then control system performance is measured by the power semi-
where Ryy [O] is the covariance of y. We extend the prior work in [8] to derive the power spectral density (PSD) of y when a generalized dropout compensation policy is used. Our characterization of the PSD shows that we can pose an "optimal" dropout compensation problem, in which we find the policy that optimizes overall control system performance. What is interesting here is that the optimization problem takes the form of a constrained generalized regulator problem.
The remainder of this paper is organized as follows.
Section I1 presents a model for the networked control system. Section In states a closed form expression for the PSD of the closed loop system's output signal as a function of the dropout rate and dropout compensation policy. This result is an extension of our earlier work in [8] . In section IV, an equivalent linear time-invariant model for our NCS is presented. The equivalent system is used to state an optimization problem whose solution is the "optimal" dropout compensator. Final comments are presented in section V. Proofs are moved to the appendix (section VII) to improve readability.
NETWORK CONTROL SYSTEM MODEL
We consider the networked control system in figure 1. The NCS has two inputs, w and d. w is white noise with zero mean and unit variance. d is an i.i.d. binary process with the distribution of 
In theorem 3.1, we obtained the PSDs of the NCS. These PSDs can also be generated by the linear time-invariant (LTI) system in figure 2. The LTI system has two independent white noise inputs, {w} and {n}. { w } is exactly the same noise of the NCS in eq. 1. {n} is zero mean with the variance of A/(l -E ) where A satisfies the following constraint 
(~-E ) A O @ A O + E A I B A I
has all eigenvalues within the unit circle. Remark: The condition of theorem 2.2 is exactly the stability condition. So the NCS is wide sense stationary if the NCS is mean square stable. Throughout this paper the NCS will be assumed to be mean square stable.
POWER SPECTRAL DENSITY
The following theorem presents a closed form expression for the PSDs of the NCS in eq. 1. It is a generalization of the results in [8]. The proof will be found in section VII. satisfying eq. 6. Moreover, the theorem asserts that the LTI system in figure 2 and the NCS in eq. 1 is equivalent with the same PSDs, S,,(z) and Sgc(z) . The proof of theorem 4.1 will be found in appendix (section VII). Tlzeorem 4.1: If the system in figure 2 is asymptotically stable and its transfer function Gc,(z) satisfies
then the A satisfying eq. 6 exists and is unique, the NCS in figure 1 is mean square stable, and the two systems generate the same power spectral densities, S,,(z) and Scc(z).
Because a PSD is a complete description of the second moments and the NCS shares the same PSDs with the LTI system in figure 2, both systems have the same second order moments. This paper is only interested in the second order moment properties, so the LTI system can replace the NCS, a nonlinear time-varying system. The equivalent LTI system is therefore used to synthesize a dropout compensator.
Based on the state space realizations of H ( z ) and D(z), the equivalent system has the following state space realization. cjjwncT < E ( l -E )
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As an example, we took the plant to be H ( z ) = -. Optimization problem 4.2 was solved with the MATLAB nonlinear optimization toolbox fmincon ( ) for N = 2 and E E [0,0.24] ( the problem is infeasible when E > 24.9%). The performance RYy[O] achieved using the "optimal" dropout compensation filter was compared against the performance from other popular compensators,F(z) = z-' (used in [8] ) and F ( z ) = 0 (used in [7] ). Figure 3 plots the performance RYYIO] as a function of the dropout rate E under these three dropout compensators. The figure shows that our optimal compensator indeed outperforms both of the popular heuristic dropout schemes. Based on the PSD, the original networked control system is converted into an equivalent LTI system with a constraint.
We can therefore convert the problem of finding the optimal dropout compensator into a constrained generalized regulator problem. Although this paper studies only the single-input single-output plants, all the results can be easily extended to multiple-input multiple-output systems.
The optimization problem in this paper takes a nonlinear form. By transforming it into a linear form, the powerful linear optimization tools can be utilized to do the synthesis. This will be done in future work. In this paper, the proposed equivalent linear system with a constraint is used for dropout compensator synthesis. It may also be used for other objectives, such as feedback controlier synthesis. 
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From equation
14, we get
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VII. APPENDIX: PROOF
A. Proof of Theorem 3.I
Let h and f denote the impulse response functions for L ( z ) and F ( z ) , respectively. Let w denote the exogenous disturbance signal. The signals, y, ji, and Q represent the loop function's output signal, the control signal re-injected into the plant, and the dropout compensator's output signal, respectively. These three signals are related through the convolution equations,
In the above third equality, the strict proper properties of L ( z ) and F ( z ) is applied, which leads to that y[n] and $ [n] are independent of the current and future dropouts, i.e.
{d[n], d
[n + 11,. . .}. By the above correlation relationship, we obtain
Combine equations 15 and 16 together, we obtain
where D ( z ) = .&.
for various PSDs, From equation 14 we also obtain the following equations
There are six unknown PSDs in these equations, S,,,sp~, Sm, Syg, S~F , and Spy. There are, however, only 5 equations given above. So we must find another independent equation.
The property that p switches between y and jj will help us to get it. In order to properly model the correlation between signals under such switching, it is convenient to introduce the single-sided power spectral densities. 
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Clearly from the above definitions, we see that By eq. 23, we obtain
We now compute S&(z) by noting that for m > 0,
The above 
where
Eq. 18-22 and 32 represent 6 independent equations that we then solve for the 6 PSDs. Especially we write down the result of Syy(z).
We apply eq. 23 to SIF(z) and get
Following the similar rule to the computation of
, we know
Then we get \ , . . ,
Substituting eq. 28 into eq. 26 yields The expressions of Syy(z) and S~g ( z ) exactly match eq. 2 parameter and compute it now. By the switching identities,
we simplify A ' :
and 3. From the above PSD results, we see A is a critical Similarly we obtain
We now substitute eq. 29 and 30 into eq. 25 to obtain A = Rg9jOJ
Expanding eq. 32 by
Substituting eq. 31 into eq. 24 and rearranging the terms Ieads to 
When the equivalent system is asymptotically stable, it will We apply the properties of single sided PSD in eq. 23 to cancel the summations of single sided PSDs in the above and G, we obtain For a stable equivalent system, we have no problem computing Sy,(z) and S~c ( z ) , which are expressed as has all eigenvalues within the unit circle and we again use theorem 2.1 to infer the mean square stability of the original NCS. Because the NCS is mean square stable, it will generate the PSDs Syy(z) and Sgg(z) as shown by theorem 3.1. So the NCS in eq. 1 and the equivalent system in figure 2 generate the same S,,(z) and Spp(z). 0
