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A bstract
Computational modelling empowers scientists to test hypotheses that 
they could not have done so otherwise, mainly because of the complexity 
of the system to be tested. In order to investigate particular postulates, 
computational neuroscientists build quantitative models of the central ner­
vous system in great detail, and in different levels of organisation. In this 
thesis, by simulating morphologically reconstructed neurons and composing 
networks consisting of these neurons, we investigate and aim to bridge the 
gap between neuroscientific hypotheses and levels of organisation. All of our 
investigations fall under, but are not limited to, the working memory con­
cept, a theoretical system designed to address the information processing in 
order to achieve cognition.
To begin with, we investigate macroscopic neural oscillations as observed 
during working memory tasks. We show the criticality of inter-regional de­
lay coupling effect on synchronisation phase-shift, and that near zero-lag 
synchronisation can be achieved via the M3 structural motif. After showing 
that spiking neurons can successfully model macroscopic phenomena, we fo­
cus on the microscopic level, where we simulate a number of interconnecting 
neurons and proceed to scrutinise their complex behaviour and the informa­
tion processing capabilities they exhibit. Specifically, we explore the effect 
of spiking network parameters on polychronization and the sustainability of 
spikes based on short-term synaptic dynamics. We show that the models are 
extremely sensitive to neuronal parameters including type of connectivity, 
axonal delays, density and topology. In the end we investigate two con­
tradicting theories of forgetting in short term memory: the temporal and 
the non-temporal approaches. We show that the sustained representation of 
memory cues highly depend on the size of their neuronal counterparts, and 
that both the temporal and the non temporal approaches can have a role to 
play in sustaining information, and that they do not necessarily contradict 
each other.
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Chapter 1
Introduction
1.0.1 W hy is investigating w orking m em ory im portant?
Working memory, the system responsible for the maintenance of task-related information 
during the performance of cognitive tasks [Baddeley and Hitch, 2010], is probably the 
most significant achievement of human evolution. The exact mechanisms involved behind 
this information acquisition, process and retrieval still remains an unresolved puzzle. 
Thus, memory functionality is quite an active area of research. Most importantly, solving 
this puzzle may eventually lead to a more thorough diagnosis and treatment of brain 
and memory disorders such as acquired brain injuries, the Alzheimer’s disease [Berchtold 
and Cotman, 1998], amnesia [Kopelman, 2002, Rosenbaum et ah, 2005], Huntington’s 
disease [Tibben, 2007], agnosia [Magnié et ah, 1998] and Parkinson’s disease [Elgh et ah, 
2009, Jankovic, 2008] among others.
1.0.2 From psychology to  neurons
Memory can be referred to as the record of experience represented in the brain [Eichen- 
baum, 2008]. Psychologists distinguish different forms of memory according to the type 
(verbal vs visual information), size or endurance (short-term or long-term) of informa­
tion they process [Morris et ah, 2005]. From a neuroscientific point of view, this process 
of acquiring information depends on explicit neuronal activity which eventually result 
in biological alteration that outlast the learning experience [Morris et ah, 2005]. Re­
search has shown that different memory types are supported by different brain systems 
[Eichenbaum, 2008]. Advances in brain imaging techniques have shown networks of in­
terconnecting brain areas activated during memory tasks [Shepherd, 2004, Squire et ah,
2004] i.e. working memory, which is a form of memory [Baddeley and Hitch, 2010]. It
can be described as a finite capacity part of human memory. Working memory com­
bines brief storage and manipulation and it is considered to involve among others a brief 
phonological and visuospatial store, a central action controller and a link to long-term 
memory [Baddeley and Hitch, 2010].
1.0.3 T heories and too ls
Current theories underlying learning and information storage in the brain include hebbian 
learning [Hebb, 2005], spike-timing dependent plastieity (STDP) [Bi and Poo, 1998] and 
polychronization [Izhikevich, 2006, Szatmary and Izhikevich, 2010], among others. Some 
of these theories however, are yet to be tested with respect to the different physiological 
and biological parameters in brain areas, i.e. the polychronization theory [Izhikevich, 
2006] which uses a fixed set of neocortical parameters. Brain networks of interconnecting 
systems exhibit a number of different physiological and biological parameters including 
among others the number of neurons, types of neurons and number of synapses [Shep­
herd, 2004]. In this work, we will explore the current theory of polychronization with 
respect to parameters including synaptic lengths and delays, number of synapses and 
types of neuronal connectivity. We believe that such research may lead to uncovering the 
computational plausibility of such theories, and give us an insight to the information- 
processing mechanisms required for various memory tasks, as they are linked to distinct 
systems. In our work for example, we show that the physiological and biological differ­
ences of the hippocampus as opposed with other cortical areas, can play a major role 
in the development and formation of spatio-temporal patterns of spikes (polychronous 
groups). For our models we use the Izhikevich neuron [Izhikevich, 2003], which can 
reproduce all known types of spiking activity and yet is computationally efficient. Our 
focus is on polychronization as a theory of working memory [Szatmary and Izhikevich, 
2010], because not only it can reproduce sustained neuronal activity as observed in vivo, 
but also it can resemble active cues (memories) simultaneously. Moreover, due to the bi­
ological feasibility of this model, and that STDP, an essential feature driving its synaptic 
dynamics, is observed in a variety of neurons from different areas of the nervous system 
[Sjostrom and Gerstner, 2010], our results could shed light on different information pro­
cessing mechanisms in the brain. However, this activation and sustention needs to be 
further explored.
1.0.4 W orking m em ory and intelligence
Uncovering the principles and mechanisms of memory functionality can eventually lead 
us to a more thorough diagnosis and treatment of mental disorders. On the other
hand, the central nervous system has inspired scientists to develop technologies and 
brain inspired algorithms that can be used for various purposes, such as classification 
and prediction algorithms [Trappenberg, 2010]. If we take a look at working memory 
definition, and the definitions of intelligence, we can observe that they are quite similar, 
and it is all about putting knowledge into good use. So if we truly aspire to improve the 
efficiency of existing algorithms or implement new more efficient ones, or if we seek to 
create “intelligent machinery” as Alan Turing once did [Turing, 1950], then uncovering 
the working memory system’s principles and the central nervous system’s dynamics and 
information processing mechanisms can be of great use from an engineering perspective.
• “Part of the human memory system that combines the temporary storage and 
manipulation of information in the service of cognition” [Baddeley and Hitch, 
2010] Working Memory
• “. . .  the resultant of the process of acquiring, storing in memory, retrieving, com­
bining, comparing, and using in new contexts information and conceptual skills” 
[Humphreys, 1979] Intelligence
• “The aggregate or global capacity of the individual to act purposefully, to think 
rationally, and to deal effectively with his environment” [Wechsler, 1939] Intelli­
gence
“Judgment, good sense, practical sense, initiative, the faculty of adapting one’s 
self to circumstances” [Binet and Simon, 1905] Intelligence
1.0.5 T hesis aim
Neuroscientists use brain imaging techniques [Filler, 2009, Niedermeyer and da Silva,
2005], where they employ functional magnetic-resonance imaging (fMRI) or electroen­
cephalography (EEG) to monitor brain activity during different tasks, and even stimulate 
or suppress specific regions of the brain through transcranial direct-current stimulation 
(tDCS) and transcranial magnetic stimulation (TMS). These results however are limited 
[Trappenberg, 2010], and even though they shed light as to what regions are activated 
during specific cognitive tasks, we need to know what is going on down to microscopic 
level. So, on the other end of the spectrum, neurologists record single cell recordings 
[Boulton et al., 1990, Mukamel and Fried, 2012], and they study in detail individual neu­
rons from biological and physiological perspective, as well as their spiking activity during 
specific cognitive tasks. However, these single cell recordings are very neuronal specific. 
We need to somehow bridge the gap between single cell recordings and brain imaging 
techniques, so we can uncover the principles driving the brain activations and cognitive
behaviour. Here is where computational neuroscience comes into place [Trappenberg, 
2010], and this is what drives our work in this thesis (see Fig. 1.1).
B ehaviour
C om puta tiona l
S ingle-unit
reco rd ings
Brain
im aging
F igure 1.1: The overall aim of this thesis can be visualised here, summarised in a few 
words as bridging the gap between experimental levels.
1.1 Contribution
Our contribution is divided into 4 categories.
To begin with, we review Izhikevich’s computational model of a spiking neuron which 
is both biologically realistic and computationally simple and use it to simulate popula­
tions of neurons. We then produce a network of 3 interconnecting brain regions based 
on the M3 structural motif in order to support results obtained from neuroimaging mea­
surements during working memory tasks showing synchronisation shift between distinct 
brain regions, in collaboration with scientists specializing on brain imaging techniques. 
Our results show the significance of delay coupling and structural topology between re­
gions to brain synchronisation. Moreover, from our review of the Izhikevich neuron, we 
observe that we can successfully exploit its realistic spiking activity and use it success­
fully to model biologically plausible spiking neural networks.
In the second part of our thesis we attempt to benchmark polychronization, an infor­
mation processing mechanism as a phenomenon, and how the number of polychronous 
groups vary when we vary a number of network parameters, in relation to neurophys- 
iological differences in the brain. Our results show that polychronization is extremely
sensitive to specific parameters and we show that polychronous groups can emerge at a 
lot different scales from brain area to brain area.
In the third part, we explore the spike timing theory of working memory, in which poly­
chronization and polychronous groups can be used to model sustained spiking patterns 
of activity in the brain as observed in vivo recordings. Again, we vary our models with 
respect to neurophysiological and biological parameters. We address questions including: 
a) Can the model repeat time-locked patterns of firing activity (polychronous groups) 
when we extend a number of biological parameters? b) How sensitive is the model with 
respect to the various neurophysiological and biological cortical parameters? Our results 
show that these spiking patterns behave quite differently with different physiological pa­
rameters.
In the fourth part of our thesis, we apply the spike timing theory of working memory 
on different use cases inspired from temporal and non-temporal theoretical approaches 
to forgetting. Although we do not directly attempt to validate these hypotheses, our 
results indicate that spike timing theory is extremely sensitive to these approaches.
1.2 Publications
loannou, P., Casey, M.C. & Griining, A. (2012). Evaluating the Effect of Spiking Net­
work Parameters on Polychronization. In Artificial Neural Networks and Machine Learn­
ing -  ICANN 2012, volume 7552 of Lecture Notes in Computer Science, pages 255-263.
loannou. P., Casey, M.C. & Griining, A. (2014). Factors Influencing Polychronous Group 
Sustainability as a Model of Working Memory. (Accepted)
1.3 Structure of thesis
C hap ter 2 provides an insight to memory functionality, and we outline the current 
models of working memory from a psychological point of view. We review the brain 
and the nervous system, and show how cognitive neuroscientists bring together results 
from brain imaging techniques, neurology and single cell recordings, and computational 
modelling, and how these results can help to our understanding of brain functionality 
and decoding of the neural code.
In C hap ter 3 we move towards a top-down approach to cognitive neuroscience, in 
which we show our results from the computational modelling of a 3 regional working
6memory system, where we provide support on the association hypothesis between dif­
ferent brain areas and the synchronisation of their neuronal oscillations. We discuss the 
technique and methodology used, and provide an analysis of the obtained results and of 
our computational model.
C hap ter 4 is focused on polychronization as a phenomenon, that is how a neural 
network can polychronize, that is, display time-specific asynchronous firing patterns with 
millisecond precision that can be reproduced, called polychronous groups. Furthermore, 
following a bottom-up approach, we show how polychronous groups emerge on different 
scales with regard to different parameters in the network. In addition, we summarize 
fundamental structural differences in brain regions that motivated us to conduct these 
experiments, as well as the experiments on the network model discussed in chapter 5.
C hap ter 5 is dedicated on spike-timing theory of working memory. Here, short-term 
dynamics can briefly increase the weights of synaptic connections of polychronous groups 
and result in a rise of their firing frequency, in consistency with in vivo experiments and 
observations of working memory tasks. We discuss our investigation and experimen­
tal results on this theory, and show how different network parameters can affect the 
sustainability of polychronous groups.
In C hap ter 6 we apply the spike timing model on different theoretical approaches in 
forgetting in short-term memory, including time-based decay, temporal distinctiveness 
and interference and we discuss our experiments and our results. We show that these 
hypotheses do not necessarily contradict each other.
In C hap ter 7 we put forward our conclusion, together with future direction ideas, 
and a personal note on experiences that we have gained through the computational 
neuroscientific research process.
Chapter 2
Central N ervous System  and  
W orking M em ory
2.1 Overview
In this chapter we will review the central nervous system (CNS) from a microscopic view 
(synaptic), to a macroscopic (system) and behavioural level (working memory), and show 
how we can produce computational models of the neuronal and network levels. In our 
work we focus on simplified neuronal and network computational modelling as we are 
interested in modelling the fundamental information transfer mechanism from neuron 
to neuron, the action potential. Furthermore, we show how neurons interact with each 
other to compose networks, leading to system-level modeling.
The central nervous system comprises of neurons and glial cells and the latter have 
been mainly seen as providing supporting functions [Baumann and Pham-Dinh, 2001, 
Trappenberg, 2010], including surrounding neurons and holding them together, provid­
ing nutrients and oxygen, insulating different neurons, eliminating pathogens and dead 
neurons. Even though recent evidence suggests that they could also play a role in neu­
rotransmission [Campbell and Gotz, 2002, Torres et ah, 2012, Trappenberg, 2010], in 
our work we focus only on neurons, as glial cells do not generate action potentials. For 
an extensive review of the levels of organization mentioned in this chapter, please follow 
the corresponding references provided.
2.1.1 N euron
Neurons (Figs. 2.1, 2.2) are specialised cells, and they provide the pathways by which 
information is transmitted through the nervous system [Carpenter and Reddi, 2012,
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Llinas, 2008, Trappenberg, 2010]. Even though they have differences in size, shape or 
physiological properties, they show general similarities. They are formed by the cell 
body (or soma), their extensions called neurites, the receiving fibres called dendrites 
and their major part the axon [Trappenberg, 2010].
Neurons receive signals in the order of 10000, however in some occasions such as pyrami­
dal cells in the hippocampus up to 500000 inputs [Trappenberg, 2010]. The contacting 
site of neurons is called a synapse, and it is located either at the body or the dentrites. 
The neuron that sends a signal is called presynaptic and the one that receives postsy­
naptic. Receiving signals can change the state of a postsynaptic neuron and ultimately 
generate an electric pulse in the postsynaptic neuron. This pulse is called an action po­
tential [Carpenter and Reddi, 2012, Llinas, 2008, Trappenberg, 2010]. At the receiving 
part the axons, synapses form axon terminals or axon boutons.
A synapse, in addition to its ability to mediate different specific functions like spike- 
timing dependent plasticity (STDP), has a relatively small size. The area of contact 
has a diameter of 0.5-20pm, and the presynaptic terminal’s diameter is slightly larger 
[Shepherd, 2004]. Therefore, a large number of synapses can be packed into a limited 
space in brain areas. For example, in the cat visual cortex, Imm^ of grey matter contains 
approximately 50,000 neurons, with each neuron having an average of 6000 synapses, 
giving a total of 300 x 10^  synapses [Shepherd, 2004]. Thus, if cortical areas consist of 
billions of neurons, then the synapses are in the order of trillions.
F ig u re  2.1: SMI32-stained pyramidal neurons in medial prefrontal cortex of macaque.
[BraiiiMaps.org]
F ig u re  2.2: Pyramidal neurons in the cerebral cortex of a mouse tha t express green 
fluorescent protein. The red neurons are GABAergic interneurons [Lee et al., 2005].
2.1.2 A ction  poten tia l
Neurons have the ability to change their intrinsic electric potential, the membrane po­
tential [Carpenter and Reddi, 2012, Llinas, 2008, Trappenberg, 2010]. The membrane 
potential denoted by Fm, is defined as the difference between the electric potential 
within a cell and outside a cell. This is caused by the different concentration of ions 
within and outside a cell. This is due to the permeability of cell membranes to specific 
ions through specific forms of proteins bound in the membranes called ion channels.
The axon terminals of the synapses can synthesize chemicals called neurotransmitters 
[Carpenter and Reddi, 2012, Llinas, 2008, Trappenberg, 2010]. Ion channels open and 
close under the regulation of neurotransmitters. The change, or response of the mem­
brane potential is called the postsynaptic potential (PSP). Excitatory synapses are the 
synapses that open channels allowing positively charged ions to enter the cell (excite), 
and the neurons forming these synapses are called excitatory. On the other hand, 
synapses that inhibit, that is driving the postsynaptic potential towards its resting state 
are called inhibitory [Carpenter and Reddi, 2012, Llinas, 2008, ITappenberg, 2010].
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F ig u re  2.3: Composite picture illustrating an example of intracellular recorded neu­
ronal action potentials. [Llinas, 2008]
The change in the membrane potential ultimately triggers the generation of an action po­
tential, or simply called a spike [Carpenter and Reddi, 2012, Llinas, 2008, Tiappenberg, 
2010]. The action potential consists of a sharp increase (depolarisation), of the neuron’s 
membrane potential, and then directly followed by a sharp decrease hyperpolarising the 
resting potential and then returning to the resting potential (Fig. 2.3).
2.1.3 E xcitatory  V s inhib itory synapses
Research has suggested that in the cerebral cortex, most synapses are excitatory (80%) 
[Shepherd, 2004]. In addition, there is evidence that areas such as the CAl region of 
the hippocampus may have as many as 30,000 excitatory neurons and 1700 inhibitory 
[klegias et ah, 2001]. However, at this point we want to stress that a detailed distribution 
of excitatory as well as inhibitory inputs on the somata and dendrites of neural cells, 
not only in working memory related brain areas, but also in the whole neural system, 
remains elusive [Shepherd, 2004].
2.1.4 A xonal conduction  delays
Axonal conduction delays is the time that an action potential take to travel from its 
starting point close to the neuronal soma to the axon terminals, where synapses connect 
to the postsynaptic neurons [Shepherd, 2004]. Evidence suggests that conduction time in 
the mammalian brain can reach from a few ms up to over 50ms [Swadlow and Waxman, 
2012].
__________________________________________________ n
2.1.5 Sm all world con n ectiv ity
According to [Bullmore and Sporns, 2009], there have been investigations, mainly in 
network science, that showed that complex systems e.g. society, neurons and the nervous 
system among others is bounded by the interactions among their basic fundamental 
parts. We now have the ability to investigate huge amount of high quality data in various 
complicated systems including electric and communication networks and power grids, 
airports [Amaral et ah, 2000], the world wide web, natural ecosystems, the structure 
of neural networks, molecules and intra-cell interactions [Barabasi and Oltvai, 2004]. 
These investigations have resulted in concluding that these different systems that are 
structurally and functionally different share same principles and parameters [Bullmore 
and Sporns, 2009], and more specifically similar macroscopic behaviour, in spite their 
structural differences in their fundamental compositional parts [Bullmore and Sporns, 
2009].
One such example of similarity within different complicated environments is the so- 
called small-world phenomenon [Watts and Strogatz, 1998]. This phenomenon was first 
investigated in social networks, and it produces a local connectivity among the nodes of 
a network that produce families or cliques, and that a few connections can connect the 
entire network of nodes, in spite the fact that they are more locally connected. According 
to [Bullmore and Sporns, 2009], there is evidence that these small-world networks are 
evident in genetics, communications, signalling, and neural networks.
2.1.6 Q uantification o f spike generation
Hodgkin and Huxley [Hodgkin and Huxley, 1952] were the first to be able quantify the 
action potential with four differential equations, simply called Hodgkin-Huxley model, 
receiving in 1963 for this work the Nobel Prize in Physiology or Medicine (Source: 
[Nobelprize.org].
^  =  [fw  -  PNam3h(y -  Viva) -  "  Vir) "  "  VL)] /C  (2.1)
—  =  q;„(P)(1 — n) —/3„(V)n (2.2)
- ^  =  — 'm) — l^ m { V ) m  (2.3)
—  = ah{V){l — h) — ^h{V)h (2.4)
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In these equations (2.1, 2.2, 2.3, 2.4), I  is the current per unit area, and a, and Pi are 
rate constants for the %-th ion channel, and they rely on voltage rather than time. Qn 
is the maximum conductance value, n, m, and h are dimensionless quantities varying 
between 0 and 1 and they are linked to the activation of potassium and sodium channels.
The Hodgkin-Huxley model however, is not very efficient to construct. It requires 120 
floating point operations to evaluate 0.1 ms of modelling time, and thus 1200 opera- 
tions/lms [Izhikevich, 2004]. Consequently, even with modern hardware the Hodgkin 
and Huxley equations can only be used to simulate networks with a limited number of 
neurons, or when we can afford big simulation times.
A number of models have been formulated since, describing the spiking activity of neu­
rons. These models have helped scientists to construct biologically realistic computa­
tional models of spiking networks, bridging the gap between physiological measurements 
and behavioural correlates. For instance the leaky integrate-and-fire neuron [Trappen- 
berg, 2010] which is one of the most efficient model [Izhikevich, 2004], can produce tonic 
spikes with a stable frequency. However the leaky integrate-and-fire neuron model is 
not quite biophysically meaningful, as it cannot reproduce phase spiking, bursting be­
haviour, rebound responses and a variable threshold among others. The model we use 
for our experiments is the model formulated by Eugene Izhikevich in 2003 [Izhikevich,
2003], or simply called Izhikevich neuron:
v' = 0.04u^ +  5u 4-140 — u-{-1 (2.5)
u' = a{bv — u) (2.6)
with reset conditions,
if t; > 4-30 mV, then < (2.7)
u i— u d
Variable v represents the neuronal membrane potential; u represents its recovery vari­
able, accounting for the opening of K4- ionic currents and the closing of Na4- ionic 
currents, giving negative feedback to v\ and I  represents synaptic or injected currents.
The parameter a represents the time scale of the recovery variable u. With smaller
values we have slower recovery. Parameter h represents the sensitivity of the recovery 
variable u to the subthreshold variations of the membrane potential v. Bigger values 
couple V and u more strongly and they result in possible below threshold oscillations 
and below threshold firing dynamics.
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F igure 2.4: Simulated neuronal firing pattern (regular firing) using the set of differ­
ential equations proposed by Izhikevich.
After the spike reaches its pinnacle of +30 mV, the membrane voltage as well as the 
recovery variable are reset with respect to the reset conditions in 2.7. Parameter c 
represents reset value of the membrane potential v after the firing, caused by the fast 
above threshold K+ conductances. The parameter d represents the reset of the recovery 
variable u after the firing due to slow high-threshold Na+ and K+ conductances.
For our simulations we use the Izhikevich neuron, as not only it can model the spiking 
patterns of every type of cortical neuron with the right parameter selection, but in 
addition, it requires just 13 fioating point operations for 1 ms simulation [Izhikevich,
2004], which makes it very efficient and ideal for large scale simulations.
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F igure 2.5: A neural network simulation consisting of 1000 Izhikevich neurons, each 
neuron exhibiting regular firing behaviour as seen in 2.4.
Having selected a biologically realistic neuron which is capable of demonstrating both 
microscopic and macroscopic behaviour (Figs. 2.4, 2.5), we now turn our attention to 
developing an understanding of our cognitive function of interest, working memory.
2.2 Working M emory
Memory can be described as an information storage device, which enables us to modify 
our reactions according to our experience, collect knowledge or recall events from the past 
[Morris et ah, 2005]. Memory is distinguished to working memory (short-term) and long 
term memory [Morris et ah, 2005]. These forms of memory can be further subdivided for 
psychological as well as neuroanatomical reasons. These subcategories rise from specific 
psychological observations as well as brain imaging techniques. Non-associative forms 
of memory include habituation and sensitisation, and associative forms include episodic 
memory and semantic memory [Eichenbaum, 2008]. Computational modelling has come 
to provide an strong theoretical association between these experimental approaches.
These different memory categories are observed in different brain regions [Eichenbaum, 
2008]. Eor example a study on a patient named H.M. [Scoville and Milner, 1957] showed 
that the medial temporal lobe and the hippocampal and parahippocampal regions play 
a critical role in converting short term to long term memories. In this patient the medial 
temporal lobe was removed for a treatment for epilepsy. This surgery left patient H.M. 
suffering from a severe amnesia as he could not retain any memories for more than a few
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minutes. However the memories he obtained before the surgery remained intact. Thus, 
researchers concluded that these brain areas are not the ones responsible for memory 
storage but appears to be taking part in memory consolidation. We will examine what 
brain areas are linked to working memory models as they are revealed through brain 
imaging techniques later in our chapter.
2.2.1 M ultip le-com ponent m odel
Working memory can be viewed as a finite storage system, responsible for the short­
term saving and processing of information that is required for complicated cognitive 
tasks [Baddeley and Hitch, 2010]. Moreover, given its importance in a variety of mental 
and cognitive behaviours it is a highly active theme of cognitive neuroscience under 
investigation. Back in 1974, Baddeley and Hitch designed a model of working memory 
[Baddeley and Hitch, 2010] comprising of a ‘central executive’, controlling the whole 
mechanism of working memory and its links with the long term memory and sensory and 
motor components, a verbal sequence of letters or words called the ‘phonological loop’ 
and similarly a ‘visuospatial sketchpad’ responsible for visual information (Fig. 2.6). 
A change to the original design was added again by Baddeley, in which he added the 
‘episodic buffer’, which is assumed to provide a short-term link among the phonological 
loop and the visuospatial sketchpad [Baddeley and Hitch, 2010].
Central
Executive
Episodic
buffer
Visuospatial
sketch-pad
Phonological
loop
Visual semantics-^-^ Episodic L on g -T erm L a n g u a g e  
Memory
F igure 2.6: The working memory model (adapted from [Baddeley and Hitch, 2010])
An different design of working memory is Cowan’s attentional model with four compo­
nents as the main feature of working memory [Cowan, 2001], where short-term storage 
depends on activated long-term memory. However, their models are quite similar [Bad­
deley and Hitch, 2010], as they both consider that interaction with long term memory 
and sensory inputs and storage is essential.
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2.2.1.1 Phonological loop
The phonological loop consists of a short-term phonological inventory where auditory 
memories rapidly decay, or can be extended through articulatory repetition [Baddeley 
and Hitch, 2010]. The loop probably evolved for language and communication purposes. 
It is mostly suitable for storing serial items for example numbers or digits than can be 
immediately repeated back after the perception. Usually seven items can be retained 
that is probably due to the duration of the memories and the articulatory repetition 
mechanism [Baddeley and Hitch, 2010].
Neuropsychological and functional imaging studies [Koelsch et ah, 2009] indicate that 
Broca’s area, insular cortex, premotor areas and the cerebellum are essential for the 
phonological loop. There are also indications that the phonological inventory consists 
of a broad network of inferior parietal and anterior prefrontal brain regions [Gruber and 
Goschke, 2004, Gruber and von Gramon, 2003].
2.2.1.2 Visuospatial sketchpad
The visuospatial sketchpad stores visual information [Baddeley and Hitch, 2010]. It 
serves as a short-term inventory and processing of spatial and visual information. It 
can be used to design and store visual representations to answer questions such as what 
shape or colour a specific object is, much like an architect will visualise a construction. 
It is also assumed to be part of spatial navigationand planning [Baddeley and Hitch, 
2010] .The brain regions that are activated during visual working memory tasks include 
Broca’s Areas 10, 11, 18, 19, 20, 37, and 46.
2.2.1.3 Central executive
The central executive has the role of controlling action such as the ability to guide 
attention, for multitasking, and to enable long-term memory activation [Baddeley and 
Hitch, 2010]. In addition it can integrate information from different inputs into consistent 
episodes, control the other components. Nonetheless, it is assumed that the executive 
mechanism is more broad than central and it may vary between individuals, and it can 
be affected by brain lesions and injuries [Miyake et ah, 2000].
Brain activation was examined at simultaneous verbal and spatial WM assignments, 
that activate the central executive system. Activation was seen in the prefrontal cortex, 
anterior cingulate and premotor cortex. In addition, activation was seen in bilateral
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parieto-occipital regions and the bilateral superior temporal gyri [Collette and Van der 
Linden, 2002, D'Esposito et al., 1995].
2.2.2 Em bedded process m odel
According to the embedded processes model of working memory developed by Nelson 
Cowan, memories can be retained and tasks can be carried out in a specific accessible 
state. Here the model involves the information that is relevant for a task that can be in 
the focus of attention, long-term memories out of focus however short-term activated, 
and inactive long-term memories. In addition it is assumed that the focus of attention 
has finite storage, and has a finite activation time. The focus of attention is guided by 
voluntary as well as involuntary tasks. Non trivial stimuli that are persistent through 
time can activate some memories but they do not guide the focus of attention such as 
the habituation of orienting [Cowan, 1999].
Central Executive (Directs 
attention and  controls 
voluntary processing)
Post-stim ulus tim e
F igure 2.7: The embedded processes model (adapted from [Cowan, 1999]): Initially 
the sensory storage lasts only several hundred milliseconds. Sensory and semantic 
activation may last a few seconds. A: Physically constant stimuli do not guide attention, 
but possible exception of important signals. Constant input can enter the focus of 
attention via voluntary means. B: Attention can be guided outward, to input, or inward, 
to long-term memories. C: Long-term storage of certain features happens automatically.
Attentive processing can result in voluntary retrieval and episodic storage.
The meeting point of this theory with the multi-component theory of working memory 
is that most cognitive processes and tasks require that certain information is kept in 
mind and the existence of a central executive. The embedded processes model may be 
viewed as a unitary model [Shah and Miyake, 1999], however, the model’s sensory store
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Cognitive C om ponent A rea
Brief sensory store Sensory cortex
Memory activation Association cortex
Automatic storage Diffuse cortical
Storage with attention Hippocampus
Central executive Prefrontal cortex
Attentional innervation Thalamus
Focus of attention Parietal lobes
Entry into focus Thalamus
Orienting of attention Hippocampus
Habituation of orienting Hippocampus
Table 2.1: Suggestions of areas in the brain underlying various components of the 
embedded-processes model of working memory
can be viewed as a super class of the phonological loop and the visuospatial sketchpad 
which are components of the multiple component model.
In Fig. 2.7, we can view the components of working memory that form an embedded 
processes model. All three memory components (activation, the focus of attention and 
awareness, and long term memory) contribute to memory.
Neuroanatomical investigations of the embedded processes model similar to the ones we 
explored in the previous section have led to suggestions of brain areas underlying the 
components of the model [Cowan, 1999]. Table 2.1 briefly summarizes these proposals.
2.2.3 C ontrolled a tten tion  m odel
The basic mechanism of this working memory theory include a long-term memory com­
ponent which traces are active above a threshold, the mechanisms responsible for achiev­
ing and maintaining this activation, and a finite size controlled attention component 
[Engle et ah, 1999]. Sustainability can be achieved by activating the focus of attention 
for example as a reverberation mechanism. The traces that are active above the thresh­
old, are influenced by different parameters such as their temporal proximity to the time 
of activation, their activation frequency, and how essential they are to the objective at 
hand.
This model is quite similar to the previous models we reviewed, especially Cowan’s em­
bedded processes model as it consists of similar components -  yet slightly differentiated 
as we can see in figure 2.8. As a result, the biological implementation of this model
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is quite similar to the previous models as well. More specifically, the dorsolateral pre­
frontal cortex of the frontal lobes can be linked to the functions of controlled attention 
and maintenance.
Cronping skills, coding strategies and 
ptocedores for maintaining activation 
tt- Could t e  phonological, visual, 
spatial, motoric, auditory, etc 
b. More, or less, attention demanding 
depending on the task end the 
subject
Central Executive (woikir% memory 
capacity, controlled attention, focused 
attention, supervisory attention system, 
anterior attention system, etc)
a. Achieve activation through 
controlled retrieval 
fa. Maintain activation to the extent 
that maintenance activities are 
attention demanding 
c. Block interference through 
inhibition of distractors
Short-term memory
a. Consists of those traces that are 
above threshold, with loss due to 
decay or interference 
fa. Some traces receive farther
activation by becoming the focus 
of attention 
c. Trace consists of a  pointer to a  
region of long-term memory.
Long-term m em ory
F igure 2.8: Design of the controlled attention working memory system (adapted 
from [Engle et al., 1999]): A measurement model of the interactions between long-term 
memory, short-term memory and the central executive. The link between the central 
executive and procedures for maintaining activation is thought to be influenced by the 
degree to which the tasks are habituated or attention demanding.
As before, from the neuroscientific point of view, controlled attention is suggested to 
have a broad network of cortical and subcortical regions that participate in various 
attentional functions. However, the prefrontal cortex may be the critical brain structure 
that regulates the functions and diversities in working memory, cognition and intelligence 
in general [Collette and Van der Linden, 2002, D’Esposito et ah, 1995, Engle et al., 1999].
2.3 Summary
In this chapter we reviewed the basic structure and behaviour of neurons, and what is an 
action potential and how it is formed. We showed how computational neuroscience can 
help scientists to build quantified models of neurons and neural networks realistically. 
Then we inspected human cognition in the form of the widely used system of working 
memory that consists of various components, which provide an insight on how the human 
brain can manipulate information in the service of cognition. In addition, we linked those 
components to their brain/neural counterparts, as evidence have suggested from brain 
imaging techniques.
2 0
In the following chapters, we will use quantified models of spiking neural networks which 
model neuronal firing patterns in a biologically realistic way, and investigate the emerg­
ing dynamics and the simulated neural code, and their correlation with observed brain 
activity, brain rhythms and information processing in the brain, and human cognition.
Chapter 3
M odelling N euronal O scillations 
as Observed D uring W orking  
M em ory Tasks
3.1 Introduction
In this chapter we focus on constructing a biologically plausible spiking neural network 
using the Izhikevich equations, aiming to reproduce oscillatory activity as observed in 
the brain during working memory tasks. Synchronisation of neural oscillations has 
been widely studied and observed using invasive (single-unit recordings) [Boulton et ah, 
1990, Mukamel and Fried, 2012] and non-invasive techniques (electroencephalography, 
functional magnetic-resonance imaging) [Filler, 2009, Niedermeyer and da Silva, 2005] 
and yet remains elusive how it can be achieved especially between distinct regions, 
and thus it has also been extensively studied via neuronal population modelling. In our 
model we add novelty as compared to other work, as we use a different set of biologically 
meaningful neuronal equations (the Izhikevich equations) to model neuronal populations, 
and in addition we impose the so-called “small-world” connectivity pattern for additional 
biological realism, as connections in the brain regions are considered to follow this type of 
connectivity, and thus widely implemented in recent neuroscientific literature [Bullmore 
and Sporns, 2009]. This chapter serves as an introduction to the concepts that will 
follow on the next chapters: as we focus here on neural oscillations at a macroscopic 
point of view, implicit questions arise such as “yes, but how can information be stored 
and represented in these networks?” but we will wait for the next chapters to address 
that.
2 1
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3.2 Brain networks
According to [Sporns, 2007] in the central nervous systems we have 3 types of connec­
tivity. The “anatomical connectivity” refers to anatomical links, “functional connectiv­
ity” refers to statistical dependencies, and “effective connectivity” to causal interactions 
[Sporns, 2007]. According to [Sporns, 2007] this connectivity might be between neurons, 
between their populations or between different brain regions. According to [Sporns, 
2007] these links can be synapses or fibre pathways, cross correlations, coherence, or 
information flow. Since the neural code is bounded by connectivity, all the above brain 
/  central nervous system connectivity types are essential to understand how the brain 
processes information [Sporns, 2007].
3.2.1 Levels o f brain connectiv ity
According to [Sporns, 2007], the central nervous system has a labyrinthine inter-connectivity 
between its constituent neurons. Neural connectivity patterns have been extensively 
studied [Brodmann, 1909, Swanson, 2012, y Ramon, 1904] and they are important in 
our understanding of the functional properties of neurons and neuronal systems. In the 
brain we have different levels of scale [Sporns, 2007]. At the microscopic scale, we have 
the individual neurons and their action potentials, at the mesoscale we have different 
neuronal populations and brain regions linked [Sporns, 2007]. These populations are 
into columns and mini-columns [Sporns, 2007]. At the macroscopic scale, we have dif­
ferent brain regions connected [Sporns, 2007]. These synaptic connections can be both 
specific, as they are morphologically and physiologically bound and examined [Sporns, 
2007], as well as variable, as we can have different neurons and different structures as 
well as plasticity and neural differentiation [Sporns, 2007].
3.2.2 Synchronisation in cortical m otifs
The complex architecture and structure of the brain and the central nervous system 
produces phase locked electromagnetic (neural) oscillations and they spread through­
out a number of different brain areas and networks [Fries, 2005, Singer, 1999]. These 
networks, their anatomy and connectivity support the whole for information processing 
mechanism and cognitive behaviour in general [Bressler, 1995, Buzsaki, 2006, Priston, 
2002, McIntosh, 2000, Mesulam, 1998].
Different parts of the central nervous system exhibited correlation between these oscil­
lations such as the retina, the olfactory system, the thalamus, and between different
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cortical areas. It has been suggested that this correlation is associated with sensory 
input encoding, guiding the focus of attention, input categorisation, and motor tasks. 
However it is an open question exactly how this correlation and synchronisation can be 
achieved [De La Rocha et ak, 2007].
One example of zero-lag synchronisation was found in the visual cortex of a cat [Gray 
et ak, 1989], that formed synchronisation within columns exhibiting universal activation 
characteristics. This synchronisation was linked to a number of functions, such as per­
ceptual integration and motor control as mentioned above [Pries, 2005, Roelfsema et ak, 
1997, Singer, 1999, Uhlhaas et ak, 2009, Varela et ak, 2001].
In addition, this zero-lag synchronisation was proposed to play an important role in 
bringing spikes into particular windows in order to increase the accuracy of informa­
tion communication [Pries et ak, 2007], and also to transfer spikes into the spike-timing 
dependent plasticity frame [Masquelier et ak, 2009]. In addition, in sensory systems, 
this synchronisation might be extremely important because small changes in input tim­
ing for instance between the left and right cortex can incorporate the sensory input’s 
geographical location.
An important hypothesis of neuronal synchronisation is that it can be used to address the 
binding problem. That is how the different features or aspects of objects can be bound 
(combination problem) or segregated (segregation problem) through the synchronisation 
of neuronal activity in the cortex [Milner, 1974, Shadlen and Movshon, 1999, Singer, 
2007].
This oscillatory synchronisation can be investigated through their basic building blocks 
[Sporns and Kotter, 2004]. These basic elements are called motifs, similar to the basic 
building elements in a musical piece. These motifs have also been explored in the field 
genomics and genes, among other organic systems [Milo et ak, 2002, 2004]. These motifs 
can be divided into classes according to their size (M) their number of nodes, vertices 
and patterns [Sporns and Kotter, 2004].
It has also been suggested that the bidirectional connectivity of the cortex with the 
thalamus can regulate cortical processes [Llinas and Pare, 1997, Sherman and Guillery, 
2002]. This bidirectional connectivity of the thalamus with the neocortex represents one 
such motif as mentioned above. This motif comprises of three nodes (or populations), 
by which on node is bidirectionally connected with the other two. This central node 
can distribute the neural activity symmetrically [Fischer et ak, 2006]. This type of 
connectivity based on this motif can have a role to play in inducing and stabilising 
zero-lag synchronisation [Fischer et ak, 2006, Uhlhaas et ak, 2009, Vicente et ak, 2008].
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Different motifs have been explored [Gollo et ah, 2013], and it was shown that synchroni­
sation based on these motifs is consistent at different levels and is reliable to differences 
in network parameters and synaptic delays [Gollo et ak, 2013]. In addition, the axonal 
conduction delays and their finite propagation velocity, the mechanism assumed to be 
behind the anti-phase synchronisation was explored when considering different network 
parameters, such as synaptic connections and the type of connectivity -  excitation or 
inhibition, in two module neuronal networks [Li and Zhou, 2011].
Here we will investigate the synchronization of oscillations between organized modules 
of spiking neural populations based on the structural M3 motif (Fig. 3.1), and study the 
impact of axonal conduction delays and small world connectivity on synchrosisation lag 
between them. Our results indicate that inter-regional conduction delays can drive the 
synchronisation phase between two modules and that the M3 motif based network can 
produce near zero-lag synchronization among the driven nodes. We show the criticality 
of structural motifs and module organisation based on three-node structural motifs phase 
synchronization lag.
F igure 3.1: Schematic illustration of the M3 structural motif which our 3 module 
system is based upon [Sporns and Kotter, 2004]. The driver node A projects to  the 
driven nodes B and C. Here we investigate phase synchronisation of neuronal oscillatory 
activity between the driver and the driven modules, as well as between the two driven
modules.
In order to investigate synchronisation of oscillatory activity in the brain, we construct 
a spiking neural network simulation using the Izhikevich equations which are both bio­
logically realistic and computationally efficient. Our neural network simulation consists 
of 3 regions/ populations of neurons and we implement the inter regional connectivity 
according to the structural M3 motif. For added biological realism, the local neuronal 
connectivity follows the small world connectivity pattern. The motif consists of a driver
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Region 1 100 excitatory (regular spiking), 20 
inhibitory (fast spiking). 1-50 ex­
citatory are randomly connected 
to region 2, 51-100 randomly con­
nected to region 3. Small world 
connectivity for local connections. 
Excitatory delays assigned accord­
ing to the relevant distances. In- 
tra regional delays 16ms with stan­
dard deviation 4ms. Inhibitory de­
lays 1ms
Region 2 100 excitatory (regular spiking), 20 
inhibitory (fast spiking). Receiving 
input from Region 1. Small world 
connectivity for local connections. 
Excitatory delays assigned accord­
ing to the relevant distances. In­
hibitory delays 1ms
Region 3 100 excitatory (regular spiking), 20 
inhibitory (fast spiking). Receiving 
input from Region 1. Small world 
connectivity for local connections. 
Excitatory delays assigned accord­
ing to the relevant distances. In­
hibitory delays 1ms
Table 3.1: Model parameters
node/region that projects to two driven nodes. We induce specific oscillatory neuronal 
activity in region 1 fixed at lOHz (representing alpha brain waves).
3.3 M ethodology
Each neuron is simulated using a spiking model (Eqs: 2.5, 2.6, 2.7) which models the 
dynamics of firing in biological neurons [Izhikevich, 2003]. This model has been widely 
used in studies on information processing in the brain, with theories such as polychro- 
nization [Izhikevich, 2006] underpinning simple models of working memory [Szatmary 
and Izhikevich, 2010]. The model is both computationally efficient and can reproduce 
most neuronal firing patterns. A quantitative description of the model can be found in 
chapter 2.
Each region consists of 100 neurons, giving a total of 300 neurons (see Figures 3.2, 3.3 
3.4, 3.5). Excitatory neurons are modelled as regular spiking pyramidal neurons and
26
inhibitory neurons as GABAergic fast spiking interneurons. Half of the driver region 1 
excitatory neurons are randomly connected to the region 2 neurons. The other half is 
randomly connected to the region 3 neurons.
Local connections follow the small world connectivity pattern. We use a variant of the 
original small-world algorithm for 1-d lattices [Watts and Strogatz, 1998] which does not 
remove edges, but just adds them to prevent areas of the lattice becoming disconnected 
[Newman and Watts, 1999]. The 2-d variant is used as evaluated by [Kleinberg, 2000] and 
described by [Punithan et ak, 2011] when used in conjunction with [Watts and Strogatz, 
1998]. Between regions, we made an estimation of the variability of the excitatory axonal 
conduction delays as follows: mean delay at 16ms with standard deviation 4ms. We kept 
delays fixed at 1ms for local and regional inhibitory connections. Our delay selection 
was based upon experimental findings on cortico-cortical conduction times [Bostock and 
Sears, 1978, Briggs and Usrey, 2009, Budd et ak, 2010, Swadlow and Waxman, 2012].
In order to represent local field potential (LFP) -  the voltage detected in cortical tissue 
[Destexhe and Bedard, 2013], we increased the input strength during specific time win­
dows and we increased the number of inputs to model the bursts. In this instance, we 
simulate lOHz neuronal oscillatory activity.
Experiments were developed using Matlab programming language, and simulations con­
ducted on a Windows 7 operating system, Intel Gore2 duo CPU 2.40GHz and 3 GB 
RAM.
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Connectivity for neuron(s) [33]
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F igure 3.2: Population lattice of the neural network. The synaptic connectivity of 
an excitatory neuron belonging to the first half of the driver region 1 is illustrated. 
It follows a small world connectivity pattern for local synapses and it is randomly 
connected to the driven region 2 neurons. Since the delays are assigned according to 
the relevant distances in the lattice, the further the delays the connections are more 
close to red, and shorter distances are closer to yellow. Squares denote excitatory and
rombi denote inhibitory neurons.
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F igure 3.3: Population lattice in which the connectivity pattern of an excitatory 
neuron belonging to the second half of the driver region 1 is illustrated. It follows a 
small world connectivity pattern for local synapses and it is randomly connected to the 
driven region 3 neurons. The further the delays the connections are more close to  red, 
and shorter distances are closer to yellow. Squares denote excitatory and rombi denote
inhibitory neurons.
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F igure 3.4: Population lattice in which the connectivity pattern of an excitatory 
neuron belonging to the driven region 2 is illustrated. This region receives input from 
region 1. All region 2 neurons are connected locally via the small world connectivity 
pattern. The further the delays the connections are more close to red, and shorter 
distances are closer to yellow. Squares denote excitatory and rombi denote inhibitory
neurons.
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F igure 3.5; Population lattice in which the connectivity pattern of an excitatory neu­
ron belonging to the driven region 3 is illustrated. This region also receives input from 
region 1. All region 3 neurons are connected locally via the small world connectivity 
pattern. The further the delays the connections are more close to red, and shorter 
distances are closer to yellow. Squares denote excitatory and rombi denote inhibitory
neurons.
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3.4 R esults
We successfully sim ulated  lOHz oscillatory frequency in th e  driver region 1 (See F igures 
3.6,3.7, 3.8). D ue to  th e  conduction delays betw een th e  driver and  th e  driven regions, 
neural dynam ics are transferred  from  th e  driver to  th e  driven popu la tions w ith  a delay 
bound  specific phase shift. T his phase lag is quantified as a  tim e series cross-correlation  
betw een th e  inter-regional dynam ics (Fig. 3.9). In  add ition  we can successfully sim ulate 
near-zero lag synchronisation betw een th e  driven nodes which we again  quan tify  as th e  
cross-correlation betw een in ter-regional dynam ics. T his v irtua lly  perfect sp ike-tim ing is 
caused by b o th  th e  th e  sufficient in tensity  in p u t in th e  driver region 1, and  th e  identical 
variance boundaries of tim e delays from  th e  com m on driv ing inpu t.
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F igure 3.6: Firing activity plot of the 3 regional system, in the form of individual 
action potentials of the corresponding constituent neurons. Neural populations are as 
follows: neurons 1-100 region 1, 101-200 region 2, 201-300 region 3. Red denotes 
excitatory and blue inhibitory neurons, and green the induced input. We induce lOHz 
neuronal oscillatory activity in region 1. The activity propagates to the driven regions 2 
and 3, producing near zero lag oscillatory synchronisation between the latter 2 regions.
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F igure 3.7: Firing activity plot of the 3 regional system again, which similar to Figure 
3.6, only this time we removed the induced input plot for a better visualisation of region
1 neuronal oscillatory activity.
Region l Firings Time Series Plot
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F i g u r e  3.8: Regional firing rate plots. Top: region 1, Middle: region 2, Bottom: region 
3. We can notice the synchronisation lag between the 3 regions, which we quantify next
in Figure 3.9.
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( a )  Cross-correlation function between regions 1 and 2
(b )  Cross-correlation function between regions 1 and 3
(c) Cross-correlation function between regions 2 and 3
F i g u r e  3.9: Cross-correlation functions of the corresponding firing rate single time 
series. The lag is close to 10 between the driver and the driven regions, and near zero 
lag between the driven regions 2 and 3. The lag is not exactly zero, as we induce some 
random input representing random synaptic noise in all regions.
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3.5 D iscussion
Our results are in conjunction with existing experimental evidence in support of the 
structural M3 motif population as a mechanism of zero-lag synchronisation as well as 
delay coupling based phase-shift of neuronal oscillatory activity [De La Rocha et ah, 
2007, Gollo et ah, 2013, Li and Zhou, 2011, Uhlhaas et ah, 2009, Vicente et ah, 2008].
We successfully simulated phase shift and anti phase synchronization as observed dur­
ing brain recordings by building a neural network system. The system is divided into 3 
regions/ populations of neurons modeled via the Izhikevich equations. The inter regional 
connectivity is based upon the structural motif M3. We simulated lOHz neuronal oscil­
lation frequency by selectively activating a subpopulation of the driver region 1 neurons 
every 100ms. For added biological realism we modelled the intra regional synaptic con­
nections according to the small-world connectivity pattern. We quantified inter-regional 
synchronisation phase-shift as the cross-correlation function between the corresponding 
time series.
The simultaneous arrival of action potentials at the two driven populations created near­
zero lag synchronisation. The synchronisation lag between the two driven population is 
not exactly zero, as we do not only force the driver region in producing lOHz neuronal 
activity fluctuations, but also we induce some random noise (input) to all the intra re­
gional neurons. In addition, by introducing time delays (velocity of action potentials) 
between the driver and the driven populations we could also simulate phase shift ac­
cording to the inter regional spike time velocity values. If we further stretch out delays 
between the populations we could stretch the synchronisation phase shift between them.
Essential in uncovering the effect of the brain’s anatomical connectivity on the neural 
code, is the further exploration of the fundamental structural motifs as they are abun­
dantly found in the brain, and we plan to do so in future work. In addition, we will 
explore the type of coupling between nodes/regions given the notion of an inhibitory 
node, or inhibitory population. We will study how inhibitory nodes affect synchronisa­
tion in the brain, based on motifs that include inhibitory nodes, or inhibitory connections 
between nodes. If these structural and functional motifs describe a connectivity schema 
between single nodes and high level networks, we believe that that it is essential to our 
understanding of spatiotemporal dynamics to further categorise the nodes or connec­
tions themselves to inhibitory and excitatory, and to further expand the basic motifs 
with the new type of node introduced.
By creating the above neural spiking network system we have shown that Izhikevich’s 
model of spiking neurons can be used to create a biologically realistic spiking network
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simulation. Given the simplicity of the model, and its repertoire of firing pattern mod­
elling, makes it ideal for such neural network simulations, and a strong candidate for 
our future simulations.
3.6 Summary
In this chapter we modeled from a macroscopic perspective a spiking network simulation 
aiming to reproduce neuronal rhythmic activity as observed in vivo during working 
memory tasks. In the following chapters we will focus on the microscopic level, and 
inspect closely and thoroughly individual action potentials in relation to their individual 
firing times, and their role as the means to information processing, storage and learning 
in the brain. We will focus on patterns produced by individual spikes and how they 
can fire in specific time intervals (polychronise) forming groups, hypothesised to hold 
information or memory traces [Izhikevich, 2006].
Chapter 4
Evaluating the effect o f spiking  
network param eters on  
polychronization
4.1 Introduction
Neurons generate electric action potentials (spikes) that are used to transmit informa­
tion to other cells via connections called synapses [Shepherd, 2004]. In computational 
models of neurons, axonal conduction delays -  the time required for a spike to travel 
through neural axons -  seem to lead to asynchronous firing patterns called polychronous 
groups (PNGs) [Izhikevich, 2006]. The spatiotemporal behaviour of these patterns allow 
neurons to participate in multiple PNGs, resulting in numbers of PNGs far exceeding 
the number of neurons in a network. Gurrent theories and models exploring PNGs have 
focused on typical neocortical parameters [Szatmary and Izhikevich, 2010]. Exceptions 
include [Ghrol-Gannon et al., 2012, Maier and Miller, 2008, Notley and Gruning, 2012, 
Vertes and Duke, 2010], which explored the impact of different topology networks, their 
connectivity, and different plasticity rules on the PNGs. However, if we are to fully un­
derstand PNGs, we must also observe the effect of varying network parameters on their 
incidence, especially since different brain regions have varying analogous parameters.
Brain networks of interconnecting systems exhibit a number of different physiological 
and biological parameters including the number of neurons, types of neurons and number 
of synapses. If we take working memory as an example, neuroanatomical investigations 
have associated areas such as the sensory and association cortex, prefrontal cortex, 
parietal lobes, thalamus and hippocampus [Gowan, 1999]. The anatomical diversity of 
these areas can greatly affect experimental results and hence if as proposed [Izhikevich,
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2006] PNGs are a mechanism for information storage and transmission in the brain, we 
need to understand their effect.
In this chapter, we will explore the current theory of polychronization with respect 
to parameters including synaptic lengths and delays, number of synapses and types 
of neuronal connectivity. We believe that this research may lead to uncovering the 
computational plausibility of theories that link PNGs to cognitive functions [Szatmary 
and Izhikevich, 2010], and give us an insight in the information-processing mechanisms 
required for various memory tasks, as they are linked to distinct systems. We show for 
example that the physiological and biological differences of the hippocampus as opposed 
to other cortical areas can play a major role in the development and formation of PNGs. 
Results presented in this chapter were published in [loannou et al., 2012].
4.2 Polychronization
In 2006, Eugene Izhikevich [Izhikevich, 2006] presented a minimal spiking network that 
can produce specific and reproducible time-bound but asynchronous patterns of spikes 
with millisecond precision (see Fig. 4.1) [Izhikevich, 2006]. This network consisted of 
spiking neurons and synaptic connections with axonal conduction velocities and STDP 
(See figures 4.3, 4.4). Because of this unsupervised learning mechanism the spiking 
neurons organised into specific groups and produced fixed firing patterns (polychronise).
Experimental evidence has shown that biological neurons can produce precise firing 
sequences with millisecond accuracy. This was evident in network configurations and 
the synchrony of neural combinations [Lindsey et al., 1997]. Precise firing sequences were 
revealed in 1998 [Prut et al., 1998], suggesting that the information can be represented 
or transferred by specific temporal neuronal activity. Moreover, specific spatiotemporal 
patterns of neuronal activity predicted responses in a conditioned task [Villa et al., 1999]. 
In 2000, scientists suggested that neuronal patterns may be part of distributed impulse 
sequences [Ghang et al., 2000]. In 2001, single cell recordings showed that neurons can 
produce specific time-bound patterns [Tetko and Villa, 2001]. In addition, the temporal 
precision of neuronal spikes was shown in cortical activity in vivo and in vitro in [Mao 
et ah, 2001] and in [Ikegaya et al., 2004].
4.3 Polychronous groups
In his spiking network of 2006, Izhikevich used the spiking model we reviewed in chapter 
2. He showed that spiking networks with variable axonal delays can lead to an enormous
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advantage in te rm s of inform ation capacity. M ore specifically, it was shown th a t  there  
are specific spiking form ations th a t  are no t be produced w ithou t th e  delays (Fig. 4.1). 
In addition , it was no ted  th a t  if th e  axonal delays betw een neurons is specific and  
reproducible and highly precise [Swadlow, 1985, 1994]. A ccording to  Izhikevich “why 
w ould th e  b ra in  m ain ta in  different delays w ith  such precision if spike tim ing were no t 
im p o rtan t?” [Izhikevich, 2006].
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F igure 4.1; (A) Synapses between neurons b, c, and d to neurons a and e have 
various spike delays. (B-D) Neuronal spikings are shown with vertical bars. The arrows 
point to the presynaptic timing of the action potential at the postsynaptic target. (B) 
Postsynaptic neuron does not fire if the presynaptic neurons fire synchronously. (C) If 
neuron d fires at 0ms, neuron c fires at 4ms, and neuron b fires at 8ms result to the 
postsynaptic neuron a firing due to the fact that action potentials arrive at a together. 
(D) Firing sequence that excites neuron e. Adapted from [Izhikevich, 2006].
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F igure 4.2: Polychronous group (PNG). 2 neurons may fire at distinct times, yet 
their spikes arrive at a common postsynaptic neuron together due to the difference 
in conduction delays. The arrival of the spikes will cause the postsynaptic neuron to 
fire. The output spikes from the postsynaptic neurons may again arrive simultaneously 
at other neurons, causing further spike activations. This chain of neurons is called a 
polychronous group (PNG). [Izhikevich, 2006].
pre
6?
post
- 0.5
Pre 
before post
Time (ms)
F igure 4.3: Spike-Timing Dependent Plasticity (STDP): The STDP function illus­
trates the change of synaptic strength according to the timing of pre- and postsynaptic 
spikes [Bi and Poo, 1998]. Adapted from [Sjostrom and Gerstner, 2010].
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F igure 4.4: STDP rule used in [Izhikevich 2006]: The synaptic strength increases if 
the postsynaptic neuron fired after the presynaptic spike arrived (time difference t > 0).
Adapted from [Izhikevich, 2006].
In the definition of a polychronous group, a presynaptic neuron can send spikes with 
different delays into postsynaptic neurons (Fig. 4.2). If we assume that the presynaptic 
spikes have to arrive in a close temporal proximity (here within 1 ms) at a postsynaptic 
neuron in order to produce a postsynaptic spike, then if all these presynaptic neurons fire 
simultaneously there will be no postsynaptic spike created due to the temporal difference 
of the arrivals (Fig. 4.1). If on the other hand the presynaptic neurons fire at specific 
times, then the postsynaptic spikes will be created accordingly and they will be bounded 
by specific temporal orders of presynaptic neurons firing synchronously. If we had the 
same axonal delays, then the presynaptic neurons should have fired synchronously in 
order to produce postsynaptic spikes. In the case where specific presynaptic temporal 
spikes produce specific postsynaptic spikes, the pattern is called polychronous group 
(PNG), and the neurons can polychronise. Because a neuron has more than one pre- 
and post synaptic connections, it can take part in different PNGs, and they are more 
than the neurons in a network with different axonal conduction delays.
In order to show these spatiotemporal patterns (PNGs), Izhikevich created a spiking 
netowrk in which he analysed and recorded the formation of PNGs and recorded their 
formation from specific presynaptic inputs, and showed that there are more PNGs than 
neurons. This spontaneous generation of PNGs resemble cell assemblies [Hebb, 2005]. 
PNGs are not synfire chains [Abeles, 2009] as the constituent PNG neurons do not 
fire synchonously but at different times, and we have a variety of axonal delays in the 
network. In a way, this is similar to population thinking as in [Edelman, 1993]. Moreover, 
these PNGs are not attractors [Grossberg, 1988, Ilopfield, 1982] because the network 
does not have a default state and the neurons consisting the network are re-entrant 
and not feed-forward and is similar to the ones described in liquid state computing and 
reservoir computing [Jaeger, 2007], however they are not input driven.
Because the network does not have a set of inputs and outputs, Izhikevich follows a 
selectionist approach (neuronal group selection -  neural Darwinism concept) [Edelman,
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1993]. At the spiking level, the matching axonal conduction delays in conjunction with 
STDP form these PNGs and the neurons polychronise, and each PNG is self can be a 
possible input representation. For a specific input, a specific PNG may rise.
Izhikevich hypothesised that PNGs “could represent memories and experience” and that 
they can have a role to play in cognition. He noted that “the network can have memories 
of all past and future events” with past events represent by already formed PNGs and 
future events by PNGs that have not formed yet but are available. A new memory can 
activate a new PNG and this PNG can be linked with other PNGs that represent the 
content of the memory. Because these networks can have more PNGs than neurons, 
polychronisation theory might also explain why mammals can produce such complex 
cognitive behaviour.
All these wonderful observations and hypotheses regarding polychronous groups and 
polychronisation in the brain need to be further explored and analysed. In the brain 
and the central nervous system, there are different areas and regions, that their role in 
information processing have yet to be fully unraveled. Polychronous groups and their 
formation could have a different role to play, depending on what region our focus is 
on, and what the objective, or desired outcome, or purpose that a specific region has in 
information processing, or a specific structural and functional type of connectivity in and 
within regions, in order to achieve higher level mental functions, and cognition (e.g. the 
role of basal ganglia in indirection [Kriete et ah, 2013], or the hippocampus to long term 
memory consolidation or spatial navigation [Buzsaki, 2011]). The immense complexity 
of the anatomy and physiology of the central nervous system, as well as the unknown 
features that are still yet to be discovered and keep rising to the surface (synaptic role of 
glial cells, different type of cells and neurotransmitters to name a few) makes a realistic 
biologically and neuroanatomically simulation of a spiking neural network a difficult task 
to complete, not to mention the limitation in hardware to create large scale simulations 
(even though they are attempted e.g. Izhikevich network [Izhikevich and Edelman, 
2008], the Blue Brain Project [Bluebrain.epfl.ch]). We would like our exploration of 
polychonous groups to begin in a simple spiking network model, as used by Izhikevich, 
and explore some fundamental structural and physiological parameters that are present 
in the brain, and how these affect polychronization. These include the type of neuron 
(excitatory or inhibitory), number of connections per neuron, maximum span of spike 
velocities between pre- and postsynaptic neurons, as well as the size of a polychronous 
group.
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4.4 M ethod
The main focus of this study is to examine how the number of polychronous groups varies 
when we change network parameters. For example, what effect does excitation have 
in the formation of such groups? How do conduction delays and synaptic connections 
change the dynamics of the model? We need to benchmark the model in order to explore 
future modelling capabilities. Current simulations exploring polychronization theory 
typically use a fixed set of parameters which may be unrealistic for a large number of 
brain areas. We want to test different parameters and compare general performance 
with observed ‘equivalent’ biological behaviour.
To explore these parameters we use the spiking neuron model proposed in [Izhikevich, 
2003]. It can simulate spiking patterns of most types of neurons such as regular spiking 
(RS), intrinsically bursting (IB), fast spiking (FB) among others, and yet is computa­
tionally simple and was used in Izhikevich’s original model [Izhikevich, 2006] to find 
polychronous groups. Further details can be viewed in chapter 2.
Using this neuronal model, Izhikevich presented a minimal spiking network that exhib­
ited precise spiking patterns [Izhikevich, 2006]. It consisted of 1000 spiking neurons, 
800 excitatory and 200 inhibitory with up to 20ms axonal conduction delays (with de­
lays selected randomly) for excitatory connections (1ms for inhibitory), every excitatory 
neuron connected to 100 random neurons (inhibitory neurons where connected to 100 
excitatory only) and was subject to spike-timing dependent plasticity (STDP) (see Fig.
4.4) [Bi and Poo, 1998]. In such a network, and the main concept behind polychro­
nization as a theory, two neurons may fire at distinct times, yet their spikes arrive at 
a common postsynaptic neuron simultaneously due to the difference in conduction de­
lays. The arrival of the spikes will cause the postsynaptic neuron to fire. The output 
spikes from the postsynaptic neurons may again arrive simultaneously at other neurons, 
causing further spike activations. This specific time-locked firing pattern of a chain of 
neurons is called a polychronous group (PNG).
4.5 Experim ents and evaluation
Our model here is different from the one we created in the previous chapter as we wanted 
to follow closely the original model described in [Izhikevich, 2006]. The parameter table 
can be viewed in 4.1.
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P aram eters Exp. 1 Exp. 2 Exp. 3 Exp. 4
Excitatory neu­
rons
200-900 
step of 100
800 800 800
Number of synap­
tic connections
100 80-150 step 
of 10
100 100
Max conduction 
delays
20 20 5-40 step of 
5
20
Min PNG path 7 7 7 5-10 step of 
1
T a b l e  4.1: Model parameters
For our experiments we used a C ++ implementation of the spiking network with synap­
tic connections having axonal conduction delays and STDP which is publicly available 
[Izhikevich, 2006]. In all of our experiments we simulated 18,000 seconds of network 
activity. We repeated the simulations 10 times in order to obtain a mean for the number 
of groups and firing rate. The program simulates the dynamics of a spiking network 
with delays and STDP, then uses the algorithm for counting groups defined by Izhike­
vich [Izhikevich, 2006], we consider various triplets of neurons (as in this model only 3 
incoming spikes are enough to produce a postsynaptic spike) firing with different pat­
terns revealing all polychronous groups that arise from these triplets. In our experiments 
we consider multiple values for the ratio of excitatory to inhibitory (excitatory neurons 
up to 900 out of 1000), up to 150 connections per neuron, conduction delays up to a 
maximum of 40ms, and an experiment on the minimum path required for a PNG, in 
order to see the effect they have on the number of groups.
4.5.1 E xcitation  versus inhibition
In these experiments, our line of focus is not to create a direct mapping of the excitatory 
versus inhibitory population ratios of specific brain areas, but to get a general view of 
how excitatory and inhibitory inputs affect the generation of polychronous groups. Here 
we change the ratio of excitatory to inhibitory neurons to see how it affects the number 
of groups, keeping the number of neurons and other parameters fixed.
Fig. 4.5 shows a sudden growth in the number of PNGs for over 800 excitatory neurons 
which indicates that excitation increases the total number of polychronous groups. This 
suggests that there might be brain areas where polychronous groups emerge at quite 
different scales. If we attempt to map our results broadly to brain areas with different 
ratios of excitatory to inhibitory, then the prefrontal cortex (800:200), for example, is 
thought to produce far less polychronous groups than hippocampal areas (950:50). This
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F igure 4.5: Polychronous groups and firing rates versus the number of excitatory 
neurons. Boxplots in all figures denote the median, the 25*  ^ and 75*  ^ percentiles,
extreme points and outliers (+).
perhaps fits with our understanding of the functionality each brain area has i.e. short­
term memory sustainability in the prefrontal cortex and memory consolidation in the 
hippocampus [Shepherd, 2004].
In Fig. 4.5 we also note that there is a rise in the number of groups for 400 and 500 exci­
tatory neurons followed by a fall for 600 to 800. The depression in the number of groups 
coincides with the rapid rise of inhibitory firing rates, which levels off from 800 onwards. 
This suggests that the increased activity in the inhibitory neurons, which resonates at 
a ratio of 800 to 900 excitatory neurons, somehow suppresses activity sufficiently to 
prevent a larger number of groups forming.
4.5.2 N um ber o f synaptic connections
In the polychronization model in [Izhikevich, 2006], a value of 100 synapses per neuron 
is used. Consequently, in our experiments, we varied the number of synapses to explore 
how the number of polychronous groups is affected as we increase the number of synapses 
keeping the ratio excitatory to inhibitory neurons at 800:200 and the number of neurons 
and all other parameters fixed.
Fig. 4.6 shows that for over 120 connections the number of groups increases exponentially 
while the spike rates essentially remain constant. For less than 80 connections per 
neuron a few groups emerge. Most importantly, if we take into account the scale of 
increase compared to our previous experiment we can see that synaptic connections 
play a more significant part in the formation of polychronous groups. We can see that 
if we increase the number of connections from 100 to 140 per neuron, the increase is 
in the order of 100,000 more polychronous groups that emerge. In addition, if we take
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F igure 4.6: Polychronous groups and firing rates versus the number of synaptic con­
nections.
into consideration that the number of connections quite probably is much bigger than 
the number of neurons in a network, we can see how this number might scale up. On 
the other hand, in our previous experiment where we varied the number of excitatory 
versus inhibitory connections in the network, in order to reach an increase of the order 
of 100,000 of the number of polychronous groups we stretched the ratio to the maximum 
possible. This shows how important the number of synaptic connections is to the actual 
number of polychronous groups.
4.5.3 R ange o f axonal delays
In the polychronization model [Izhikevich, 2006], conduction delays had an upper limit 
of 20ms. In our experiment, we set the upper limit of axonal conduction delays to 40ms, 
to see again how the number of polychronous groups will decrease.
Fig. 4.7 shows that the number of polychronous groups decreases rapidly as the maxi­
mum axonal conduction delay increases. It appears that axonal conduction delays signif­
icantly affect the total number of polychronous groups. Most importantly however, even 
when we stretched the conduction delays to match the maximum experimental measure­
ments, polychronous groups still emerged, even though they decreased while firing rates 
remained almost stable. There is some fluctuation for short delays (5 to 20ms), and this 
perhaps coincides with the lower firing rates of inhibitory neurons observed.
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F ig u re  4.7: Polychronous groups and firing rates versus the range of axonal delays. 
4.5.4 M inim um  group path
This experiment, as opposed to the previous ones, does not involve variation of an 
anatomical parameter, but focuses on the minimum group path (the minimum length 
of the chain of neurons activated in a group) that actually defines such a polychronous 
group [Izhikevich, 2006]. This is quite important because of the role of a polychronous 
group can have in cognitive computations. For example, polychronous groups may 
represent possible memory cues, in a way that when specific input is induced in the 
network, a PNG whose spike-timing formation resembles the activated input [Szatmary 
and Izhikevich, 2010]. Thus, the path of a group can actually be linked to the size or 
duration of the input stimulus or the memory cue.
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F igure 4.8: Miniinuin group path length
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Fig. 4.8 shows that the groups are decreasing rapidly as the minimum group path in­
creases. If we take into consideration polychronous group path lengths above 25ms, no 
polychronous groups emerge at all. This is perhaps a limitation of the network size and 
further work is needed to determine if a larger network can sustain groups with larger 
paths.
4.6 Discussion
Polychronization can be described in a few words as a systematic temporal firing activ­
ity and it is a newly suggested information processing mechanism in the central nervous 
system. Attempts have been made to assess its performance by investigating the effect 
of network topology on the recall of a PNG [Vertes and Duke, 2010]. It is used in reser­
voir computing classification models [Paugam-Moisy et ah, 2008]. It is also proposed 
as a working memory theory, where PNGs resemble memory cues which can be simul­
taneously sustained [Szatmary and Izhikevich, 2010]. A simple neural network model 
with a minimal number of features was used for a similar study of polychronous groups, 
lacking however essential neural characteristics like STDP and inhibition, nonetheless 
producing similar results [Maier and Miller, 2008]. On the other hand, different network 
topologies’ effect on polychronization was explored in [Vertes and Duke, 2010], in which 
the results produced suggest that it is a crucial parameter, i.e. small-world networks 
favour information processing through polychronization. Also the precise type of STDP 
rule used may influence the number of PNGs [Ghrol-Gannon et ah, 2012].
Gan we draw conclusions from polychronization experimental results about the human 
brain? It seems that certain parameters that vary from region to region are critical to 
the emergence of these groups. If as hypothesized in [Izhikevich, 2006] that polychronous 
groups may represent memory traces and experience, could the group path length limit 
account for limitations observed such as working memory capacity [Miller, 1956], or how 
could this affect the sustainability of the polychronous groups in working memory tasks?
Our findings suggest that the emergence of polychronous groups can vary across anal­
ogous brain regions. Here, different ratios of excitatory to inhibitory neurons in the 
prefrontal cortex and the hippocampus suggest that a higher number of polychronous 
groups emerge in the hippocampus. It appears that the number of synaptic connections 
is the most important factor affecting the total number of polychronous groups. Due to 
time constraints, we varied only one parameter in isolation. Further exploration can be 
very beneficial, i.e. by co-varying two parameters.
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4.7 Summary
In this chapter we presented our current experimental results and drew conclusions re­
garding the appearance of polychronous groups. We varied parameters including the 
ratio of excitatory vs. inhibitory neurons, axonal conduction delays, the number of 
synaptic connections as well as the minimum group path of a PNG. These results show 
that the number of PNGs varies dramatically with a changing proportion of inhibitory 
neurons, that they increase exponentially as the number of synaptic connections is in­
creased and that they decrease as the maximum axonal delays in the network increases.
Having established that parameter choice is critical to the emergence of PNGs, in the 
next chapter we will next turn our attention to whether PNGs can encode information 
which is sustainable. Here we are interested in whether spiking neural networks can 
achieve stabilization of a specific temporal spiking activity such as in the spike-timing 
theory of working memory [Szatmary and Izhikevich, 2010].
Chapter 5
Factors Influencing Polychronous 
Group Sustainability as a M odel 
of W orking M em ory
5.1 Introduction
Working memory is the system that underlies the temporary storage and manipulation 
of information. However, the exact biological basis and neural mechanisms of cognitive 
function and working memory has yet to be fully uncovered. The temporary storage 
of information has been correlated with increased firing activity lasting several seconds, 
as shown in vivo experiments [Funahashi et ah, 1989, Fuster et ah, 1971, Miyashita, 
1988]. Several computational models have been designed to address this sustained ac­
tivity in the brain [Hempel et ah, 2000, Machens et ah, 2005, Mongillo et ah, 2008, 
Sugase-Miyamoto et ah, 2008, Wang, 1999, 2001, Zipser et ah, 1993]. In this chapter, 
we will focus on one such model that has shown promise, that uses polychronisation and 
short term synaptic dynamics to achieve this reverberation, and explore it with respect 
to different physiological parameters in the brain, including size of the network, number 
of synaptic connections, small-world connectivity, maximum axonal conduction delays, 
and type of cells (excitatory or inhibitory). We show that excitation and axonal conduc­
tion delays greatly affect the sustainability of spatio-temporal patterns of spikes called 
polychronous groups, even though the large variance in some of our results suggest that 
further exploration is needed on a larger scale of neuronal populations.
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5.1.1 E levated firing activ ity  in vivo
The elevated, sustained and selective firing activity of individual neurons during work­
ing memory tasks has been observed in many in vivo electrophysiological experiments 
[Funahashi et ah, 1989, Fuster et ah, 1971, Miyashita, 1988]. Many models have ad­
dressed this elevated firing frequency of neurons, mainly in the form of recurrent neural 
networks based on NMDA receptor-mediated synaptic dynamics [Hempel et ah, 2000, 
Machens et ah, 2005, Mongillo et ah, 2008, Sugase-Miyamoto et ah, 2008, Wang, 1999, 
2001, Zipser et ah, 1993]. The main shortcoming of these models is that memories are 
expressed by specific pools of spiking neurons that do not overlap.
The extension of the memory representation using these approaches extends their over­
lap and subsequently, the activation of one memory spreads to the rest, and can pro­
duce an epileptic-like activity in the network. This limitation is addressed in a model 
that represents memories as specific time-bound firing patterns of individual neurons. 
In [Szatmary and Izhikevich, 2010], memory items are expressed by largely overlapping 
time-bound neuronal firing patterns, called polychronous groups (PNGs). The synapstic 
connections that form these PNGs change according to associative synaptic plasticity as 
long-term and short-term STDP. The strengthening is crucial in the creation of PNGs, 
and it was shown in [Szatmary and Izhikevich, 2010] that the short-term STDP mech­
anism can short-term increase the synaptic strength of the activated PNGs resulting in 
a sustainable elevated firing activity, which is in conjunction with the in vivo recordings 
of individual neurons during working WM tasks.
By selectively activating a PNG, the short term STDP increases the synaptic strength 
of their constituent neurons, and in conjunction with the stochastic synaptic noise, their 
reactivation rate increases and is persistent for a few seconds, like those recorded in vivo 
experiments and observations of working memory tasks [Szatmary and Izhikevich, 2010].
As brain imaging techniques have shown, during working memory tasks there is a variety 
of interconnected areas that are being activated. These areas exhibit striking structural, 
physiological and functional differences. There are many different types of neurons, 
with differences in size, shape and other physiological properties. Each area exhibits 
its own physiology and anatomy with some areas varying greatly. These differences 
among others include size of neurons, length of axons, density of axons, connectivity 
pattern and number, number of excitatory and inhibitory neurons. We will explore 
some fundamental structural differences and see what effect these differences can have 
on the spike timing theory of working memory and the sustainability of PNGs. In this 
chapter we test the effect of network size, number of connections, axonal delays, small- 
world connectivity, and ratio of excitatory to inhibitory neurons. The work presented
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here focuses on how the quality of PNGs changes if various network parameters are 
changed and continues our work from 4 (and also [loannou et ah, 2012]) which focused 
on how the quantity of PNGs changed when network parameters were changed.We show 
that the maximum axonal conduction delays and number of excitatory neurons have a 
significant contribution to the PNG sustainability.
5.2 M ethod
We need to find a way to measure the quality of a PNG when interpreted as an item in 
working memory. Unfortunately, literature is not very clear on how to measure aspects 
of working memory [Qin et ah, 2011] such as sustainability, item retention, delay interval 
and the decay of memory traces etc. Here we therefore measure PNG quality in two 
ways: 1. by their strength, and by 2. their duration.
We understand as the strength of a PNG the activation of the neurons that belong to the 
PNG for the duration of the simulation as a percentage of neurons activated over total 
number of neurons in a PNG, where PNG membership is determined as in [Izhikevich, 
2006]. Here we calculate strength as the area under curve (AUG) of a PNG activation 
rate plot (Figs. 5.1, 5.2). We assume that the greater the strength and activation rate of 
the memory trace, the greater will be the objective amount of information remembered, 
representing for example the amount of accurately remembered details connected to a 
memory item. Our motivation for the use of AUG derived from pharmacokinetics, as 
they use AUG to represent the total drug exposure over time [PharmacologyCorner, com].
We define the duration of a PNG as the time difference between the start of the stim­
ulation where the activation frequency increases until drops it back down to a baseline 
(Figs. 5.1, 5.2), representing the duration of the sustained activation rate in the context 
of confidence on remembering the substance or general meaning of a scene or memory 
or just the existence of a memory trace. For us this duration represents the duration 
of the memory. To bring sustainability strength and duration in context, if we have big 
values in both strength and duration, then the memory of an item or a scene will be 
remembered accurately with a lot of detail (strength) and for a long time (duration). 
Or in another example, if you have a small sustainability strength value but with a big 
sustainability duration value, that could represent a memory that is remembered for a 
long period of time however without a lot of detail.
We follow the methodology used in [Szatmary and Izhikevich, 2010], in which the original 
network consists of 1000 neurons, 800 excitatory (pyramidal neurons exhibiting regular 
spiking), 200 inhibitory (GABAergic interneurons exhibiting fast spiking) representing
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standard neocortical parameters. Excitatory synaptic connections have random delays 
up to 20ms. Inhibitory connections have 1ms delays. The connectivity probability is
0.1, and neurons are connected randomly. We use the simple model of spiking neurons 
(Eqs: 2.5, 2.6, 2.7), as proposed by Izhikevich [Izhikevich, 2003] (see chapter 2).
Like in [Szatmary and Izhikevich, 2010], excitatory towards inhibitory and all the in­
hibitory connections do not follow plasticity rules. The strength of excitatory neurons 
change with regards to the STDP rule [Sjostrom and Gerstner, 2010]. The synaptic 
strengthening depends on the arrival of spikes to the postsynaptic neuron: It strength­
ens if the spike from the presynaptic neuron has arrived at the postsynaptic target before 
the firing of the postsynaptic neuron, while it is weakened if the spike from the presy­
naptic neuron has arrived after the postsynaptic target fired. The level of strengthening 
equals and on the other hand for weakening is , where A t  is the time
difference between the arrival of the pre- and postsynaptic spike, r  =  20ms, A+ =0.1, 
and A -  = 0.12. The weights are between [0... 8]mV.
As in [Szatmary and Izhikevich, 2010], the synaptic strengthening of excitatory neu­
rons also change according to a baseline, on a short timeframe. According to short­
term STDP, input to neuron i at time t, Ii{t) , equals + sdfj), where sij is
the synaptic weight of the analogous connection between neuron j  and i, and J  refers 
to the group of presynaptic neurons whose spike arrived at neuron i at time t. The 
weight increases or decreases according to the factor sd, a variable which varies for each 
synapseSaccording to the STDP rule with the parameters A+, A -  as above and without 
synaptic input it decays back to 0 within 5 seconds. Gonsequently, when there is no 
input the synaptic efficacy stays the same, pre-then-post spikes short-term strengthens 
the synapses, and post-then-pre spikes short-term weakens them.
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F i g u r e  5.1: Firing frequency of a PNG. At the 3rd second, in which we stimulate 
the group 10 times, its firing frequency increases 10 fold. Then it decays back to a 
baseline, here 23 seconds after the stimulation. We measure sustainability in two ways: 
By strength, represented by the area under the curve, and duration, represented by the 
time the groups’ firing frequency drops down to 2Hz.
I
I
I
1
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F i g u r e  5.2: Firing plot of a PNG for the duration of the simulation. At the 3rd 
second, we stimulate the group 10 times, its firing frequency increases 10 fold and then
it decays back to its baseline.
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Here we explore what effect some fundamental parameters have on the sustainability 
strength and duration of a PNG. To begin with, we run the simulations for a period 
of time to find emerging PNGs as described in [Izhikevich, 2006]. To achieve persistent 
‘reverberation’, we select one PNG, and we stimulate its neurons according to their cor­
responding order at 100ms intervals during a one second interval to short-term increase 
the PNG neurons’ weights (Figs. 5.1, 5.2). To explore sustainability we run different 
simulations and we vary each time (while keeping everything else constant): the network 
size (keeping the group size percentage towards the whole network the same), the num­
ber of neuronal synaptic connections, the maximum axonal conduction delays between 
neurons, the connectivity pattern (small world connectivity moving from completely lo­
calized connections to completely random, assigning at the same time delays according 
to the corresponding synaptic distances), and then we vary the percentage of excitatory 
towards inhibitory neurons in the network. We run 10 simulations for each experiment 
to check consistency of our results, by averaging the results for a group of the same size 
selected from each simulation. The parameter table can be viewed in 5.1.
P aram eters Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5
Network size 800-1000 
step of 50
1000 1000 1000 1000
Number of synap­
tic connections
100 80-100 step 
of 5
100 100 100
Max conduction 
delays
20 20 10-50 step 
of 10
20 20
Small world 
connectivity 
(rewiring proba­
bility /5)
1 1 1 0-1 step of 
0.25
1
Excitatory neu­
rons
800 800 800 800 600-900 
step of 50
Table 5.1: Model parameters
5.3 Experim ents and evaluation
5.3.1 N etw ork size
In the first set of experiments we will explore the decay of the memory traces with 
respect to different network sizes. It is important to study decay in relation to network 
size in order to relate actual physiological variations, including the differences in brain 
size between brain regions, human individuals, and different mammals. The cortex has
56
a layered structure, with each layer having different neuronal populations, as well as 
neuronal variation. Other distinct brain regions have fundamental structural differences 
i.e. different neuronal populations [Shepherd, 2004]. This inspired us to conduct this 
first set of experiments, in which we explored how sustainability of a PNG is affected 
when we vary the network size. Here we use the model as described in the method 
section, however we vary the network size: 800, 850, 900, 950 and 1000 neurons, keeping 
the ratio excitatory to inhibitory 4:1. We keep the PNG size towards the rest of the 
network constant (10%).
Network size (neurons]
1
F igure 5.3: Sustainability of polychronous groups of various network sizes. The 
network size does not affect sustainability strength, but slightly increases the duration 
on networks consisting of 950 and 1000 neurons respectively. Boxplots in all figures 
denote the median, the 25*  ^ and 75^ ^ ’' percentiles, extreme points and outliers (+).
Results are as follows: we notice that the network size does not affect the sustainability 
of a PNG (see Fig. 5.3). There is a slight increase at the duration on networks consisting 
of 950 and 1000 neurons respectively, however there is a great variance and very small 
difference between the means of each set of experiments to suggest significant changes. 
This can also be quantified with an analysis of variance (ANOVA) resulting in a very 
large p value for strength (p = 0.7833) and duration (p =  0.3563), indicating that 
the differences between column means are not significant. To relate this with short-term 
memory sustainability, our results suggest that networks of different sizes, or brain areas 
of different sizes or bigger cortices, seem to have the same memory trace sustainability. 
The relative insensitivity of the quality of PNGs to global size of the network can be 
explained because a PNG is a local motif in a network -  and this local motif does not 
change if the global size is varied. The number of PNGs, i.e. their quantity however does 
depend on the global size of the network [loannou et ah, 2012]. This could suggest that 
memory decay per se is not a key factor in intelligence or working memory capacity, but 
is a result of the ability to represent larger memory content and repertoire with larger 
networks [loannou et ah, 2012], or due to some other executive control mechanisms 
[Braver et ah, 2010].
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5.3.2 N um ber o f synaptic connections
In this experiment, we study how the numbers of synapses per neuron affect memory 
trace sustainability, as synaptogenesis explodes synaptic numbers during early brain de­
velopment, while synaptic pruning alters the neural formation by decreasing the total 
number of neurons and synaptic connections, in order to achieve synaptic efficiency. In 
[Szatmary and Izhikevich, 2010], a value of 100 synapses per neuron is used. Conse­
quently, in our experiments, we varied the number of synapses from 80 to 100 in scale of 
5 to explore how sustainability is affected keeping the number of neurons and all other 
parameters fixed.
I
F i g u r e  5.4: Sustainability of polychronous groups when we vary the number of synap­
tic connections per neuron. There is an optimal mean value for strength and duration 
for 85 connections per neuron, increased from 80 connections per neuron and gradually 
decreases for 90, 95, and 100 connections per neuron.
The large variances suggest that the number of connections is not an important param­
eter in the quality of a PNG (see Fig. 5.4). This is also evident after an ANOVA 
showing large p values for strength (p =  0.3631) and duration (p =  0.3563). The relative 
insensitivity of the quality of PNGs to changes in the number of synapses does not influ­
ence an existing PNG as spiking in the network is sparse. That is a local PNG does not 
“feel” that it has more synapses, because as before most of a neurons’ incoming synapses 
are silent -  and once the anchor and mother neurons are fired, the (sparse) additional 
activity through the (additional) synapses does not change group behaviour. However, 
synapses greatly affect the quantity of PNGs, as shown in [loannou et ah, 2012].
5.3.3 Range o f axonal delays
Another important parameter that affects network structure is the maximum delays 
between synaptic connections. In the original model however [Szatmary and Izhikevich, 
2010], conduction delays had an upper limit of 20ms. In our experiment, we set the upper 
limit of axonal conduction delays to 50ms, to see again how it will affect sustainability
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of memory traces. This parameter can be interpreted in the brain as populations with 
short synapses, or areas with really high density, as mentioned above.
I
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i
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F i g u r e  5.5: Sustainability of polychronous groups when we vary the maximum length 
of the axonal conduction delays. We get very small values for strength and duration 
for up to 10ms delays, with very small variance especially for 10ms delays, and much 
bigger values for 20, 30, 40 and 50ms delays.
We get small values for strength and duration for up to 10ms delays with very small 
variance, and increasingly much bigger values for 20, 30, 40 and 50ms delays (see Fig.
5.5). The big mean differences and the very small variance between our results indicate 
how crucial the maximum range of axonal conduction delays in the network is to PNG 
sustainability. This can also be indicated by the very small p values after an ANOVA 
both for strength (p = 0.0006) and duration {p = 0.033). Axonal delays, influence 
the PNG locals, as it determines the “spread” of spike times locally. There may be a 
maximum of quality: If the spread is too narrow -  no polygronous groups, because all 
need to fire more or less at once. If the spread is too big, the likelihood decreases of 
arrival of several spikes within the membrane time constant at a target neuron, so no 
PNGs either.
5.3.4 Sm all world connectiv ity
For our next set of experiments we apply a small world connectivity pattern in the 
network [Watts and Strogatz, 1998]. Small-world has been widely used in recent years, 
both for its biological realism as well as delivering cost-effective information-processing 
systems [Bassett and Bulhnore, 2006, Vertes and Duke, 2010]. We use a variation of the 
Watts-Strogatz algorithm [Watts and Strogatz, 1998] that produces graphs with small- 
world properties: We construct a regular lattice (here a neural network), a graph with 
N nodes (neurons) each connected to K neighbours, K/2 on each side. For each node 
rii =  no,.. . ,  nw-i we take every edge (synapse) rii.rij with i < j  and reconnect it with 
probability ft. Reconnecting is achieved by replacing {ni,rij) with (n%,nk) where k is 
chosen with uniform probability from all the values. We vary the rewiring probability of
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a neighbouring synaptic connection to move from a local connectivity network (/3 = 0) 
to a random connectivity network (/3 = 1). In addition, we assign the delays according 
to the relevant distance between pre- and postsynaptic neurons.
L
F i g u r e  5.6: Sustainability of polychronous groups when we vary the rewiring proba­
bility of a neighbouring synaptic connection to move from a local connectivity network 
(6 =  0) to a random connectivity network {b = 1). There is an optimum mean value 
for b — 0.25, however with a big variance in all results, especially in the sustainability
duration (right).
There appears to be an optimum sustainability mean value for (3 =  0.25 (see Fig. 5.6), 
however there is a big variance in all the results, especially in the sustainability duration 
(right) indicating that the differences between column means are not significant. This 
is also quantified after an ANOVA with which we get high p values both for strength 
(p = 0.5432) and duration (p — 0.7811). Connectivity does not influence quality of 
PNG, as it does not matter for a group where the neurons that are part of as long as 
they have enough connections to the anchor neurons. So while the global connectivity 
looks different for a different network topology, the algorithm selects on those motifs that 
fit into the PNG pattern anyway, it explicitly affects a certain connectivity structure. 
These structures may be more or less likely to find in networks of different topologies -  
but once found, they behave and look the same as only the connections with a PNG are 
important, and those to the outside world.
5.3.5 E xcitation  versus inhibition
In this experiment, like in the previous chapter, our aim is to get a general view of how 
excitatory and inhibitory inputs affect the sustainability of PNGs. Here we explore how 
sustainability strength and duration of polychronous groups is affected when we vary 
the number of excitatory neurons in the model, keeping the total number of neurons to 
1000 .
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F i g u r e  5.7: Sustainability of polychronous groups when we vary the number of ex­
citatory neurons in the model, keeping the total number of neurons at 1000. There is 
an increase to the strength and duration values as the number of excitatory neurons
increase.
There is a large increase to the strength mean and a moderate increase in duration (large 
variance for duration) mean as the number of excitatory neurons in the network increase 
(see Fig. 5.7), indicating that excitation is a crucial parameter for sustainability in the 
model. This can be quantified using ANOVA resulting to very small p values for strength 
[p =  0.0022) and moderate for duration (p = 0.1284). The large number of inhibitory 
connections that a neuron receives can suppress the synaptic dynamics of the constituent 
PNG neurons.
5.4 Discussion
We explored how different parameters affect the sustainability of a polychronous group. 
The range of axonal conduction delays and excitatory neurons affect sustainability in 
the network, whereas network size, number of connections, connectivity pattern do not 
impact sustainability of a PNG. Previous work has shown that these parameters can 
affect memory content as quantity of emerging PNGs [loannou et ah, 2012], however 
here they do not affect the intrinsic properties (quality) of PNGs due to the associative 
nature of the synaptic dynamics.
It appears that the short-term storage of information might not be that different be­
tween individuals or between mammals of different brain sizes. Perhaps the small effect 
of these parameters might also give an explanation on the dissociation of intelligence 
and brain size between individuals [DeFelipe, 2010]. However, this might not be the 
case between species with enormous differences in brain scales, because on one hand 
specific parameters may not affect sustainability to a great extent, but on the other 
hand they affect the memory content in the form of the number of polychronous groups 
that emerge, i.e. the number of synaptic connections greatly affects the number of
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emerging polychronous groups [loannou et ah, 2012]. Axonal delays and excitation re­
sults suggest that we need specific values of parameters as a percentage of the whole 
network in order to optimise sustainability. Here the bigger the number of excitatory 
neurons in the network the bigger sustainabilty follows. This could suggest that there 
is a bigger sustainability efficiency in brain areas where we have a big percentage of 
excitatory neurons i.e. in the hippocampus as opposed to smaller percentage in cortical 
areas [Shepherd, 2004]. This could also relate to the fMRI data results revealing that the 
activation in left ventral lateral prefrontal cortex and temporoparietal junction was able 
to predict confidence ratings and on the other hand, parahippocampal and hippocampal 
activity could predict more remembered details [Qin et ah, 2011].
In addition to these fundamental structural differences, further detailed modelling of 
brain areas is necessary in order to predict the effect of sustainability not only in the 
context of short term memory, but its effect in other information processing mecha­
nisms in the brain i.e. the role of the hippocampus to long term memory consolidation 
or spatial navigation [Buzsaki, 2011]. This is in conjunction with the fact that spike- 
timing dependent plasticity has been uncovered in a variety of brain regions, including 
prefrontal, entorhinal, somatosensory and visual cortices, hippocampus, striatum, the 
cohlear nucleus and the amygdala, and in different mammals with different brain struc­
tures [Sjostrom and Gerstner, 2010]. In future work, we will explore this sustainability 
to larger scale networks i.e. using massively parallel computing platforms, to better 
evaluate sustainability and elucidate the effect of parameters not shown here due to 
scale limitations. In addition, we will incorporate more biological details as they emerge 
as well as bring together modelling from different scales. For example we can integrate 
in our model realistic morphological models of dendrites [Cuntz et ah, 2010] and explore 
different types of synaptic plasticity [Ghrol-Gannon et ah, 2012, Notley and Gruning, 
2012]. Furthermore, we will combine the macroscopic view of network modelling in the 
form of interconnected brain regions, and view the effect of sustainability on the neu­
ronal oscillations and how that affects the propagation of the rhythms in association 
with in vivo brain imaging and electrophysiological observations.
5.5 Summary
In this chapter we resumed our microscopic scale exploration of neurons in the form 
of short-term synaptic dynamics observed during working memory tasks. We varied a 
number of fundamental parameters in the network, and to our surprise, these parameters 
have different effects on the sustainability strength and duration, than on the number 
of emerging polychronous groups as we explored in the previous chapter. In the context
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of working memory these results suggest that these parameters do not have a big effect 
on the sustainability of memory traces as one would expect, they do however as we have 
previously seen, have an effect on the memory content i.e. the number of polychronous 
groups emerging [loannou et ah, 2012]. In the next chapter, we will focus on temporal 
and non-temporal approaches to forgetting in immediate serial recall, and how we can 
put these in context with the spike timing synaptic theory of working memory which we 
explored in this chapter.
Chapter 6
Spike-Tim ing N euronal M odelling  
of Forgetting in Im m ediate Serial 
R ecall
6.1 Introduction
Working memory includes a short-term mechanism for temporary storage and manipula­
tion of information, by which memory traces decay over time [Baddeley and Hitch, 2010]. 
There is a great debate among the scientific community as to why these memory traces 
decay [Baddeley and Hitch, 2010]. Time based theories support that memory traces 
disintegrate due to the passage of time [Baddeley and Hitch, 2010, Barrouillet et ah, 
2004, Burgess and Hitch, 2006, Towse et ah, 2000], whilst others support the interfer­
ence theory, with which scientists assume that forgetting does not depend on the passage 
of time per se, but on new memory traces that interfere with existing ones [Botvinick 
and Plant, 2006, Lewandowsky et ah, 2004, 2009, Nairne, 2002, Oberauer and Kliegl, 
2006]. In this chapter we will examine these theories under the spike-timing paradigm of 
working memory, in which memory traces are represented by spatiotemporal patterns of 
activity, called polychronous groups. The polychronous groups get selectively activated 
representing a sensory input, and after the stimulation get spontaneously reactivated 
due to the strengthening of their short-term synaptic dynamics. This implementation 
was based on experimental findings that showed an elevated firing activity at the neurons 
of macaque monkeys, while conducting working memory tasks [Funahashi et ah, 1989, 
Fuster et ah, 1971, Miyashita, 1988]. One might argue that this is evidence of temporal 
factor in forgetting in short-term memory. Here we approach spike-timing theory of
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working memory both in a temporal and non temporal way, and show how interference 
can influence the retention of memory traces in short-term memory.
6.2 Decay, tem poral distinctiveness and interference
The hypothesis that short-term memory content decays over time is strongly supported 
by its limited duration [Baddeley and Hitch, 2010]. The most notable theory in support 
of the decay paradigm is presented through the multiple component model of working 
memory [Baddeley and Hitch, 2010]. This temporal decay theory is often correlated with 
the notion of quick repetition, that is, to extend the duration of the information that is 
sustained and overcome its temporal limitations, memory traces are being periodically 
rehearsed by verbal or mental articulation. This articulatory mechanism forces memories 
to loop back in the short-term memory inventory and to be longer sustained.
Moreover, the hypothesis that memories decay rapidly through time, as well as results 
favouring the rehearsal process, derive from the word length effect. This word length 
effect comes from the observation of the immediate recall of long words [Baddeley and 
Hitch, 2010]. Long words like “hypothesis”, “sarcophagus”, “affiliation” , are a lot less 
correctly recalled than those consisting of short words. Another striking phenomenon is 
the phonological similarity effect, by which individuals are less correct in saying back lists 
of similar sounding words for example “stop” , “tall”, “pay”, “lamp”, “tree”. In addition, 
words with similar meaning (“huge”, “large”, “big” , “wide”, “tall”) do not affect the 
accuracy of recall. This rehearsal mechanism takes place in the multiple component 
model of working memory at the phonological loop and visuospatial sketchpad.
In 2004, Lewandowsky, Duncan and Brown proposed a mechanism that stops this repe­
tition process we mentioned above [Lewandowsky et ah, 2004]. In their studies, partic­
ipants where subject in a recall task in which they had to recall a sequence of letters, 
and they had to use the keyboard for their responses while at the same time repeating 
an irrelevant word (“super”) loudly in order to stop the repetition. This mechanism is 
known as articulatory suppression and reserve the phonological loop from the repetition, 
thus stopping memories from reactivating. They also showed that the articulatory sup­
pression length did not influence the recall, supporting that time per se is not a critical 
factor in forgetting in serial recall.
The temporal distinctiveness theory [Glenberg and Swanson, 1986] supports that the 
temporal separation of memory items at encoding affects the performance of its retrieval. 
These distinctiveness models support that memories and their recall depend on their 
distance from all other memories across a time space. More specifically, they show that
65
memory recall strengthens according to their time distance from adjacent memories. For 
example temporal distinctiveness supports that memories are better remembered when 
they are very distant than memories that are temporally closer, or, in the context of items 
in a list, time distinct items are easier to remembered than the ones that temporally 
close [Glenberg and Swanson, 1986]. Temporal distinctiveness theory is also in contrast 
with decay theory, as it does not support the notion of memories that fade because of 
the passing time. Furthermore, temporal distinctiveness apporaches do not support the 
repetition system as the one responsible for the sustainability of memory items through 
a period of time.
In our experiments, we address these temporal and non-temporal approaches to forget­
ting in short-term memory with the spike-timing theory of working memory. As we 
examined in previous chapters, polychronous groups can be used as a representation 
of memory traces. When synapses between neurons are subject to short-term STDP 
dynamics, then they can be sustained, once selectively activated, representing this way 
sustainable memory traces that decay through time. These specific experiments are 
in accordance to the decay paradigm, by which it is hypothesised that memory traces 
disintegrate as a passage of absolute time [Baddeley and Hitch, 2010]. This postulate is 
supported by experimental findings in which neurons in macaque monkeys had a per­
sistent elevated firing activity during working memory tasks [Funahashi et ah, 1989, 
Fuster et ah, 1971, Miyashita, 1988]. The sustained reactivation can be presented as the 
rehearsal, i.e. the verbal reverberation at the phonological loop, whereas the stoppage of 
the rehearsal process can be achieved through an articulatory suppression mechanism.
Is the decay approach really in contrast with the other theories, i.e. the temporal 
distinctiveness or interference? How can the spike-timing theory of working memory be 
put in context with the serial recall in an item list? Here we view the theories from 
a neuronal level, building upon our experiments from chapters 4 and 5, and show that 
these theories do not necessarily contradict each other but can actually co-exist, each 
having a role to play in forgetting in immediate serial recall.
6.3 M ethodology
We measure the quality of a PNG when interpreted as an item in working memory by:
1. their strength, and 2. their duration, as defined in chapter 5.
We follow the methodology used in Szatmary and Izhikevich [2010] and we described in 
chapter 5. To begin with, we run the simulations for a period of time to find emerging 
PNGs as described in Izhikevich [2006]. To achieve persistent ‘reverberation’, we select
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one PNG, and we activate the neurons of a PNG in order according to their polychronous 
format at 100ms intervals during a 1 second interval to short-term strengthen their 
synaptic weights (Figs. 5.1, 5.2).
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F i g u r e  6.1: Activation rate of two polychronous groups (PNGs). Group A (blue) 
gets selectively activated 10 times per 100ms intervals during the 2nd second. Group B 
(red) gets selectively activated 10 times per 100ms intervals during the 6th second. Due 
to the overlap of the groups, the stimulation of group A affects the activation rate of 
group B and vice versa. This is shown at the 2nd second where activation rate of group 
B increases as a result of stimulation of group A, and at the 6th second stimulation of 
group B increases the activation rate of group A.
The factors influencing PNG retention by time based decay was explored in chapter 5. 
Here we further explore time based decay as we run different simulations to see how a 
PNG size can affect its sustainability. Then we explore temporal distinctiveness theory 
by increasing the temporal distance between the stimulation of 2 PNGs. Finally we 
explore interference theory by stimulating again 2 PNGs at fixed temporal differences, 
only this time increase their percentage of their shared neurons. A firing rate plot of 2 
PNGs activated in the same network can be seen in figure 6.1 and their raster plot in 
figure 6.2. The parameter table can be viewed in 6.1.
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F i g u r e  6.2: Firing plot of a simulation in which we stimulate 2 PNGs. Blue denotes 
PNG (A), which is stimulated at the 2nd second, and red denotes PNG (B) which is 
stimulated at the 6th second. The 2 groups share 40 neurons. The shared neurons of 
PNG (B) interfere with the sustained reactivation of PNG (A) in two ways: 1) PNG 
(B)’s shared neurons fire at a different temporal pattern than the one that constitutes 
PNG (A). 2) They share neurons and in addition exhibit the same spatiotemporal
pattern.
Network descrip­
tion
1000 neurons, 800 excita­
tory (regular spiking), 200 in­
hibitory (fast spiking). 100 
connections per neuron. 20ms 
maximum axonal conduction 
delays. Short term and 
long term STDP. 100 neuron 
PNGs.
Time based decay Stimulated PNG size 10-150 
step of 10
Temporal distinc­
tiveness
Time difference between stim­
ulation of 2nd PNG 3-10 step 
of 1
Interference Percentage of shared neurons 
of 2nd PNG 20-40 step of 5
T a b l e  6.1: Model parameters
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6.4 Experim ents and evaluation
6.4.1 T im e based decay
The word-length effect supports that series of long words are more difficult to be re­
membered than those with smaller words like [Baddeley and Hitch, 2010]. Series of 
polysyllabic words are more difficult to be remembered than monosyllabic words. How­
ever, it is argued that the reason behind this is the phonological complexity of those 
words [Service, 1998]. In [Service, 1998] it was proposed that phonological complexity 
and articulation duration are the critical variables when the two factors are disentangled.
Another word-length effect in support of the decay theory is derived when repeating 
words with the same syllables and phonemes. It was shown that short phoneme words 
where better remembered than the long phoneme words [Baddeley et ah, 1975]. On the 
other hand, others supported that this effect especially in disyllable words was probably 
created by chance.
The above contradicting findings have motivated us to explore time based decay and the 
word-length effect from a microscopic point of view in the form of neuronal simulations 
consisting of biologically realistic spiking models. We follow the spike-timing theory 
of working memory, in which memory traces are represented by PNGs. According to 
short-term dynamics implemented in this theory, these PNGs can be stimulated and their 
firing activity spontaneously sustained even after the stimulation offset. This sustained 
activity disintegrates back to its baseline in a few seconds.
Clearly this theory is in support of Baddeleys’ time based decay theory. Here we will 
further explore this theory in relation to the word-length effect. Since PNGs represented 
memory cues/items in the original model, here we represent the length of words and 
length differences as neuronal size differences of PNGs. For instance short words are 
represented by PNGs consisting of fewer neurons, versus long words represented by 
PNGs with more neurons.
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F ig u re  6.3: Sustainability of polychronous groups of various sizes. We notice that 
size affects sustainability, both in strength and duration, as w e have very small values 
for size 10 groups, then gradually increasing for size 20, 30, 40, and 50, reaching to a 
plateau for groups size 60 and above.
For our first set of experiments, in order to explore the word-length effect we selectively 
activate groups of different sizes (10 to 150 in a step of 10) keeping all other parameters 
fixed and following the methodology in [Szatmary and Izhikevich, 2010] and summarized 
in our method section. We observe (see Fig. 6.3) that the group’s size greatly affects 
the sustainability of their firing rate, both in terms of its percentage of activation as well 
its duration. More specifically, we get very small values for small groups of size 10, and 
then their values increase linearly until group size 60, after which their sustainability 
surprisingly reaches a plateau and stabilizes for group size 60 and above. This can also 
be quantified with an analysis of variance (ANOVA) resulting in a very small p value 
for strength (p =  0.05568e“ ^^ ) and duration (p =  1.13926e~^^), indicating that the 
differences between column means are significant.
This might seem to contradict the word-length effect but we believe that this is not the 
case. Our results show that larger PNGs are more efficiently sustained. In the case of a 
long word, each syllable might be represented by a finite subset of neurons out of a total 
population. The more syllables, the more subset of neurons will be required and thus 
less neurons can be assigned to each population. Or from a different perspective, more 
syllables can produce more interference between them confusing their spatiotemporal 
pattern as we will explore next. What is evident though, is that if one has to deal with 
a small word, then one can use more of the available resources to represent it. In this 
case more neurons and larger PNGs, thus leading to a more efficient sustainability.
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6.4.2 Tem poral d istinctiveness
Temporal distinctiveness theory was explored in [Glenberg and Swanson, 1986] in the 
form of retrieving cued memory items. According to this theory, during the list pre­
sentation, the memories that are more time distinct from their neighbouring items are 
remembered better. On the other hand however, investigations in [Lewandowsky et ah, 
2006] showed that time may does not influence encoding and showed that temporally iso­
lating memories does not affect retrieval, although they mention that this could increase 
the consolidation, rehearsal or grouping or the articulation reverberation mechanism.
Here we will explore the temporal distinctiveness again in the form of PNGs (representing 
memory items) and the spike-timing theory of working memory. More specifically, at 
first instance we selectively activate two different PNGs of the same size and in the 
same network but at a specific temporal distance (3 seconds). That is we activate group 
A at time t = 2 seconds and then activate group B at time t = 6 and we measure 
the sustainability of group A as we described its quantification earlier. Then we run a 
series of simulations, and each time we gradually increase the gap by adding 1 second in
their temporal distance. Thus the temporal distance changes to t =  3, t =  4----1 =  10
seconds.
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F i g u r e  6.4: Sustainability of polychronous group A when we vary the temporal dis­
tinctiveness between the activation of group A and group B. We notice th a t sustainabil­
ity strength slightly increases as the temporal window increases. The duration increases 
for distances 5 to 7 seconds reaching maximum at 7 seconds, then gradually decreases
Results indicate (see Fig. 6.4) that in our simulation setup, increasing the temporal 
distance does not influence sustainability decay. This can be also be quantified after 
an ANOVA resulting in moderate p values for strength {p — 0.8987) and duration 
{p — 0.6169), indicating that the differences between column means are not significant.
However, this does not suggest that temporal distinctiveness does not influence item 
recall. In our model we explore decay per se, as we limit the selective activation into a
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1 second interval, and yes, our results are in conjunction with articulatory suppression 
experiments [Lewandowsky et ah, 2004] which suggested that time is not a critical factor 
on item recall. Nonetheless, we need to keep in mind that increasing the temporal 
distance can increase the stimulation time induced by the articulatory rehearsal (i.e. in 
these experiments expanding the selective activation beyond the 1 second interval), and 
thus further increasing the intra PNG’s synaptic dynamics.
6.4.3 Interference
Authors favouring time-based decay as a means to forgetting in working memory include 
[Barrouillet et ah, 2004, Burgess and Hitch, 2006, Page and Norris, 1998, Towse et ah, 
2000]. However, [Botvinick and Plant, 2006, Lewandowsky et ah, 2004, 2009, Nairne, 
2002, Oberauer and Kliegl, 2006] doubt time based decay and support some form of 
interference to forgetting. When a series of memory items are stored in short term 
memory at the same time, they might compete or degrade each other. So in a way new 
memory items push the old ones, unless the old ones are specifically focused upon.
Here we will explore interference from a neuronal perspective again, using PNGs as 
memory item representations that are subject to short-term synaptic dynamics as pro­
posed in the spike-timing theory of working memory. The central assumption in our 
neuronal model is that memory item A, can be represented by a PNG (A), and can 
be selectively activated and sustained using the method described in chapter 5. Then 
a second item (B) represented by a PNG (B) can be activated at a specific temporal 
distance from PNG (A). To measure interference, we quantify PNG (A)’s sustainability 
as an expression of its persistent activity as we described earlier in chapter 5. As we 
mentioned above, dissimilarity between items in a serial recall list favours their recall, so 
we move one step further and quantify this similarity as the percentage of shared neu­
rons between PNG (A) and PNG (B). Our assumption is that the more neurons they 
share the more similar the items. Our assumption is in line with the shared features 
interference model used in [Oberauer and Kliegl, 2006].
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F igure 6.5: Sustainability of polychronous group A when we vary the percentage of 
the shared neurons between group A and group B. We notice that the percentage of 
shared neurons has a great effect on the sustainability strength as well as the sustain­
ability duration. Strength and duration gradually increase from neurons 20% to 30%, 
reaching a plateau from 35% to 40%. However, since this sustainability only refers to 
an activation rate, the quality of the group might degrade as a result of the different 
temporal pattern of group B’s neurons (see figure 6.2.)
Our results (see Fig. 6.5) indicate that interference is a critical factor to the sustainability 
of a PNG. This can also be quantihed with an analysis of variance (ANOVA) resulting 
in a very small p value for strength {p =  0.0666) and duration (p — 0.007), indicating 
that the differences between column means are significant.
This is easily observed, as the activation of PNG (B) has a concurrent effect to the 
synaptic dynamics of its shared neurons with PNG (A), directly altering their firing 
activity. What is interesting however, is that while it seems that it strengthens/ increases 
the activity of the neurons that belong to PNG (A), they may not follow the same time 
pattern of spike firing, and thus altering what constitutes a PNG (A PNG is not a set 
of neuronal firings per se, but a specific spatiotemporal pattern of spikes) (see Fig. 6.2). 
For instance a shared neuron (number 388 on figure 6.2) belongs to PNG (A) if it fires 
at time 35ms and to PNG (B) if it fires at 93ms. So activation of PNG (B) changes 
the firing time of that neuron. On the other hand, if the shared neurons have the same 
spatiotemporal pattern, then activation of PNG (B) can concurrently strengthen the 
shared spatiotemporal pattern of PNG (A) (see Fig. 6.2). Again this does not mean 
that it contradicts the interference and dissimilarity phenomena, because at the point 
where the shared spatiotemporal pattern ends, the pattern might not follow the pattern 
of PNG (A), but will follow instead the spatiotemporal pattern of PNG (B) whose 
synaptic dynamics were more recently altered. This could explain the dissimilarity 
phenomenon: lets say that the PNG (A) and PNG (B) do not share neurons at all, then 
when one attempts to retrieve PNG (A), its spatiotemporal pattern will be activated 
easily, even by stimulating just some anchor neurons of that pattern, as that pattern 
would not have been altered by the activation of PNG (B).
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6.5 D iscussion
The exact mechanism that causes forgetting stills remains elusive [Oberauer and Lewandowsky, 
2008]. The three fundamental hypotheses of time based decay, temporal distinctiveness 
and interference have been studied in a number of experiments and models, where some 
results argue the validity of others. Here we explored the concept of forgetting in imme­
diate serial recall form a neuronal point of view, in the form neural network simulations 
where items are represented by specific spatiotemporal patterns of spikes (PNGs). Our 
results show that activation of a PNG can strengthen its synaptic dynamics and retain 
its firing pattern and disintegrate back to its baseline in full conjunction with the time- 
based approach. In addition we have shown that our model can give an explanation 
to the word-length effect, as small words can be represented by larger PNGs, which 
can then be more efficiently sustained. Our temporal distinctiveness models have not 
favoured the homonymous forgetting hypothesis, as an activation of a second PNG (B) 
did not impact the sustainability of PNG (A) enough to suggest criticality. We do how­
ever note that temporal difference between representations can affect the phonological 
loop/ reverberation mechanism and thus the selective reactivation of a PNG, this way 
further strengthening its synaptic dynamics. Our interference models have shown how 
critical the interference of a second PNG is on the sustainability of the first, and how this 
criticality can be expressed as the interference between their spatiotemporal patterns of 
firing activity.
We conclude that according to our models, both temporal and non-temporal approaches 
to forgetting and their associated phenomena can co-exist in a microscopic neuronal 
perspective and the existing spike-timing theory of WM. However, it is a matter of 
degree of influence that each approach can have on the retention and recall of items in 
a list. Our results suggest that interference can have the most immediate and dominant 
effect on the recall mechanism.
6.6 Summary
In this chapter we explored the spike-timing theory of working memory in conjunction 
with existing theories of forgetting in immediate serial recall, specifically the time-based 
decay theory, the temporal distinctiveness theory, and the interference theory. By ex­
ploring these theories from a neuronal level, we conclude that they do not necessarily 
contradict each other, but each can have a role to play in the decay of memory traces. 
This is the final chapter of our exploration of the neuronal code in conjunction with 
cognitive theories of working memory. In the next chapter we will conclude this thesis.
Chapter 7
C onclusion and Future Work
7.1 Conlusion
Neuroscience is one of the most active areas of research, aiming to provide us the knowl­
edge and tools for our better understanding of the brain, which in turn leads to a 
better diagnosis and treatment of brain disorders. Advances in electrophysiology and 
brain imaging techniques over the last few years have expanded the scientific knowledge 
exponentially (see the annual numbers of neuroscientific articles). Fascinating discov­
eries such as grid cells [Fyhn et ah, 2008, Hafting et ah, 2005, Jacobs et ah, 2013], or 
spike-timing dependent plasticity [Bi and Poo, 1998, Sjostrom and Gerstner, 2010, Song 
et ah, 2000], the discovery of new types and role of neurotransmitters [Kodirov et ah, 
2006, Yang et ah, 2011] the discovery of the role of glial cells in neurotransmission and 
physiological processes and synaptic dynamics [Gourine et ah, 2010, Kettenmann and 
Verkhratsky, 2008, Wolosker et ah, 2008], the progress in identification of the functional 
and structural pathways in the brain [Bullmore and Sporns, 2009, Hagmann et ah, 2008, 
Park and Friston, 2013], the rhythmic activity of the brain and its association with 
cognition [Fell and Axmacher, 2011, Fries, 2005], to name a few, open pathways for dis­
entangling the neural code. Here we used mathematical and computational modelling 
to investigate the neural code in ways that modern electrophysiology, brain imaging or 
other techniques have not yet being able to address.
Neural oscillations in the brain have been extensively explored. Neural oscillatory pat­
terns of activity have been assigned to different cognitive tasks, e.g. memory consolida­
tion [Buzsaki, 2011]. However it is still a mystery as to why we observe specific oscilla­
tions and what is the neural mechanism that drives these patterns. Sure, the fluctuation 
of the waves is associated to neuronal spiking. However it is still unknown why different 
regions oscillate in synchronisation, either with a shift of phase or in anti phase, or even
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synchronise with zero-lag, despite being widely physiologically separated with a range 
of delays, distances and connectivity. To address this synchronization phenomenon, we 
followed a top-down investigation of the rhythms observed in the brain during work­
ing memory tasks, and successfully attempted in a reverse engineering methodology 
to reproduce it. We used a biologically realistic model of spiking neurons and showed 
that we can achieve phase shift as well as anti-phase synchronisation between neuronal 
populations by regulating the inter-regional connectivity lengths as a function of the 
time that action potentials need to propagate from one region to another. Furthermore, 
our model is robust to small world intra-regional connectivity, adding this way extra 
biological realism. Our results are in conjunction with other research in the literature 
that investigated the role of connectivity, delays, as well as inhibition, to the rhythmic 
activity observed in the brain [De La Rocha et ah, 2007, Gollo et ah, 2013, Li and Zhou, 
2011, Uhlhaas et ah, 2009, Vicente et ah, 2008].
We then focused on a neuronal level point of view, and studied the individual firings of 
neurons and how they can form specific spatiotemporal patterns of spikes called poly­
chronous groups, as a result of their axonal conduction delays and spike-timing depen­
dent plasticity. We moved one step further from current investigations in the literature 
and explored how many polychronous groups can emerge when we vary some fundamen­
tal parameters in the network. We showed that polychronous groups are very sensitive 
to these parameters, and could affect in different scale human cognition, especially in 
the context of diseases that result in neurodegeneration, or to studies concerning how 
individual differences affect intelligence. In a similar fashion, we focused on spike-timing 
theory of working memory, where memory traces can be represented by polychronous 
groups, and in addition, when they are subject to short-term synaptic dynamics they 
can be sustained because of random synaptic noise, modelling this way the sustained 
elevated firing activity observed in the macaque brain while performing working mem­
ory tasks. Based on the structural and physiological differences in the brain between 
regions, between individuals, or between species, or as a result of neurodegeneration or 
synaptogenesis, due to natural reasons or due to brain disorders, we conducted a number 
of experiments, where in each we focused on one parameter and we stretched them to 
see how they affect sustainability.
Why is it that the mammalian brain with its pinnacle the human brain, with its immense 
expansion through evolution has not yet overcome some striking limitations such as the 
number of items that we can simultaneously process? We have billions of neurons and 
trillions of synapses, yet we can only process simultaneously a few single digit item 
numbers. To address this question not only we need to further explore brain structures 
and untangle their mysteries but also move further down a level to the organisation scale 
of the brain and study the genetic influence to the evolution of the brain. In addition, in
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our future modelling, we need to incorporate more biological details as they emerge as 
well as bring together modelling from different scales. For example integrate in our model 
realistic morphological models of dendrites [Cuntz et ah, 2010]. Our modelling needs to 
keep evolving just like neural networks have evolved from rate coding to spiking models. 
Different types of synaptic plasticity are being discovered [Sjostrom and Gerstner, 2010] 
and some have already been used and studied on computational models [Notley and 
Gruning, 2012], we should expand our investigation and include them as well. Why are 
there different types of plasticity, and what is their purpose to the whole information 
processing mechanism?
Scientific advancements and discoveries are really astonishing. Recent monumental dis­
coveries such as the Higgs boson, discovered at CERN and announced on July 4th 
2012 at state-of-the-art experimental facilities [Cho, 2012], open new pathways to our 
understanding of the universe. At the same time, as we struggle to uncover mysteries 
stretching through space and time, we have not yet untangled mysteries unfolding before 
our eyes: Why do we forget? This question led us to explore three (contradicted by some 
[Oberauer and Lewandowsky, 2008]) theories that attempt to address this phenomenon, 
with each theory having its own supporters providing specific evidence in favour of their 
thesis. Here, we approach the theories of time-based decay, temporal distinctiveness, and 
interference from a neuronal perspective in conjunction with the spike-timing theory of 
working memory. We showed that all three theories can co-exist in neuronal models. 
However, if we take into consideration brain and physiology and further explore these 
theories with regards to biological structure and location of the mechanisms involved 
in forgetting, then we might reach closer to answering why memories disintegrate, and 
elucidate whether it is because of temporal or non-temporal reasons, or which of the 
three different approaches is responsible, or whether it is that all three have a role to 
play, but each one with a different degree of influence?
7.2 Future work
Further exploration is necessary in a microscopic scale, and in addition using larger 
networks as they may lead to more confidence in our predictions. Here we showed that 
some parameters are more effective and have a bigger role to play on sustainability than 
others while using the same networks up to 1000 neurons. For instance, the network 
size, the number of synapses, and small world connectivity have much less effect on 
the sustainability than the maximum length of axonal conduction delays, or how many 
excitatory neurons there are in the network. Further exploration of this efficiency and 
the parameters driving it, can give us a reasoning for the existence of vast structural
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and physiological differences in brain regions, and what role do they serve. Are they 
merely remnants of a stochastic evolution from ancestral origins or they actually opti­
mised to better serve cognition? Is each brain region built in an optimised way to serve 
its purpose in information processing during cognitive tasks? Are the structural differ­
ences actually responsible for differences in intelligence between individuals as well as 
between species? Clearly our results show that there are trends towards answering these 
questions, for example we have shown that different parameters have different effects on 
the quantity and quality of polychronous groups. However it is a small step towards our 
full understanding of the linkage between network structure and cognition.
In addition, further exploration needs to be made on other structural cortical motifs. 
Here we explored only one specific motif, and using specific dynamics. Further analysis 
is required i.e. to study the effect of inhibitory inter-regional connectivity on models 
based on different structural motifs, and translate these results to actual structural and 
functional systems in the brain. More specifically, our 3 regional model was based on a 
specific motif of size three, however, there are a total of thirteen different variations of 
size three motifs which need further investigation and analysis. In addition, anatomical 
studies of the brain and the central nervous system reported that specific motifs are 
most abundant in cortical areas [Bullmore and Sporns, 2009], namely the first being the 
M9 and the second the M6. Further investigation of those motifs might elucidate as to 
why this is the case.
As another future direction, we must combine our work on neuronal level which we 
presented in this thesis and integrate polychronisation and the spike-timing theory of 
working memory not in single networks/ single brain regions, but in a network of in­
terconnecting areas. The results should be in phase with macroscopic observations of 
oscillatory activity in the brain during cognitive tasks. The rhythmic activity was mod­
elled in the spike-timing theory of working memory by selectively activating one group 
ten times per second, resembling this way lOHz oscillatory activity in the brain. So if we 
incorporate all three approaches we presented as early concepts in this thesis which are: 
1) realistic neuronal modelling according to actual brain physiology 2) realistic synap­
tic dynamics modelling 3) realistic within and between region modelling, then we can 
move towards to the assignment of each brain region to its specific role in information 
processing in the service of cognition in the brain, as well as a step forward to resolving 
existing mysteries surrounding the limitations of the human brain.
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