In this paper, we present our work on information analysis for big data.
Introduction
With the advance of modern technology, big data is being generated at an explosive rate from various sources such as digital process, social media exchange, physics simulations, genomics, meteorology, and biological and environmental research [18, 23, 39, 40] . There are various fields of processing big data including analysis, capture, search, storage, visualization, etc. Traditional approaches fail to capture, manage, and process data within a limited time. Advanced technology and approaches are needed to extract meaningful information and value from big data.
Due to the size of the big data, it is not easy to find useful and valuable information in big data. Patterns are normally hidden in the high dimensionality and large size of big data. How to find interesting patterns in big data is one of the big challenges in the big data research field. In order to improve the pattern recognition approaches, we need to analyze the similarity between data subgroups and similarity between individual data points. In traditional nearest neighbor problems, the similarity between two data points is based on a similarity function which aggregates the difference between each dimension of the two data points. However, such approaches only focus on full similarities, without considering patterns hidden in subspaces [1, 12, 14, 54] . Although there are some approaches designed for subspace pattern similarity recognition [5, 6, 30] , they require extra information such as the dimensionality of subspaces.
Pattern recognition is a branch of machine learning which is studied in various research fields such as computer science, psychology, psychiatry, ethology and cognitive science. It focuses on finding useful and interesting patterns in big data sets. Pattern recognition normally applies supervised learning which uses labeled training data for the assignment of a label to a given input value. One of the well-known examples of pattern recognition is classification. Classification focuses on assigning each input value to one of a given set of classes [34, 51, 17, 15, 22] .
The remainder of this paper is organized as follows. Section 2 introduces the related research work in data mining fields. Section 3 presents the formalization and definitions
Related Work
There are many research fields in data mining that are related to pattern searching in big data [56, 57, 43, 4, 52] . One of them is cluster analysis. Cluster analysis is applied to identify homogeneous and well-separated groups of objects in data sets, which plays an important role in fields of business and science. There are various steps such as data cleaning, feature selection, application of a clustering algorithm, validation of results, and interpretation of the results [26] . Among these steps, the clustering algorithm and validation of the results are especially critical. There are different types of clustering algorithms [33] such as: partitioning [32, 37, 42, 19] , hierarchical [13, 28, 29] , grid-based [53, 48, 9] , and density-based [24, 31, 10] algorithms.
Partitioning algorithms request an input parameter which is the number of clusters K. It constructs a partition of a data set into a set of K clusters. Partitioning algorithms start with an initial partition. It then uses an iterative control strategy to optimize the quality of the clustering results by moving objects from one group to another. Hierarchical algorithms represent the structure of a given data set in a hierarchical way. The hierarchical decomposition is represented by a tree structure which is normally called dendrogram. Grid-based algorithms do not process a given data set directly. Instead, they divide the data space into several grids and perform all operations on the grids. Thus gridbased algorithms process the data set fast no matter how large a given data set is. The processing time is dependent only on the number of segments of each dimension in the quantized space. Density-based algorithms are designed based on the definition of density in a given data set. They are based on the criteria that for each point within a cluster, the density in the neighborhood of a given radius must exceed a defined threshold. Densitybased algorithms can discover clusters of arbitrary shapes, and they can also filter out outliers. Each existing clustering algorithm has its advantages and disadvantages. None of the algorithms can detect clusters from all kinds of data sets efficiently and effectively. For a data set with clusters of various sizes, density, or shape, different clustering algorithms are best suited to detecting clusters of different types in the data set.
Outlier detection is closely related to cluster analysis. An outlier is a data point that does not follow the main characteristics of the input data. Outlier detection is concerned with discovering the exceptional behaviors of certain objects, and it is useful in numerous applications, including credit card fraud detection, discovery of criminal activities, discovery of computer intrusion, etc. Various research works have been done on outlier detection [55, 50, 59, 44] . Yu, D. et. al. [61] proposed an outlier detection approach termed FindOut as a byproduct of WaveCluster [48] . In their approach, clusters are removed from the original data, and outliers are identified. Knorr, E. M. et. al. [38] detected a distance-based outlier defined as a data point, if this data point has a certain percentage of the data points in the same data set which have distances of more than a predefined value away from it. Ramaswamy, S. et. al. [45] further extended Knorr's work based on the distance of a data point from its kth nearest neighbor and identified the top n points with largest kth nearest neighbor distances as outliers. Breunig, M. M. et. al. [16] presented the concept of local outlier. They also defined local outlier factor of a data point which is a degree of how isolated the data point is from the surrounding neighborhood. Aggarwal et. al. [8] extended the problem of outlier detection in subspace, and one of its purposes is to overcome the curse of dimensionality. Shi, Y. et. al. [49] tried to detect and adjust the set of clusters and outliers according to both the intra-relationship and the interrelationship between the set of clusters and the set of outliers. The authors discussed the issue related to subspace-based approach, in which each cluster is associated with a unique subset of dimensions, so is each outlier. In each iteration, the subset of dimensions and the quality of each cluster are modified and adjusted dynamically, so are the subset of dimensions and the quality of each outlier.
There are several research works on determining the quality of acquired clusters [20, 41, 58] . Ng, R. T. et. al. [29] compared the aggregated inter-connectivity of two clusters to measure their similarity. Karypis, G. et. al. [36] measured the similarity of two clusters based on a dynamic model in which two clusters are merged only if the inter-connectivity and similarity between them are highly related to the internal interconnectivity of the clusters and closeness of items within the clusters. Halkidi, M. et. al. [41] defined a validity index to describe the information of the average degree of scatter within clusters and the average number of points between the clusters. The index also incorporated criteria addressing compactness, separation and density. Chen, C. F. et. al. [20] introduced a fuzzy validity function and they measured the overall average compactness and separation of the fuzzy partition using the function. For example, the average compactness was estimated by the deviation of data points from the center of each cluster, and the separation of the partition was represented by the distance between cluster centers. All these clustering validity measurements evaluated clustering algorithms by measuring the overall quality of the clusters.
The similarity search problem has been studied and many algorithms haves been proposed to solve the K nearest neighbor search [27, 47, 2, 3, 25, 21] . In traditional nearest neighbor problems, we use a similarity function such as Euclidean distance to measure the similarity between two data points, which aggregates the difference between two data points on each dimension. Normally the nearest neighbor problems are solved based on the distance between the data point and the query point over a fixed set of dimensions. However, such approaches only focus on the similarity in full data space of the data set. Traditional algorithms [1, 12, 54] suffer from the "cure of dimensionality" which makes the distance between two data points in high dimensionality less meaningful. In a high dimensional space the data are usually sparse. The traditional similarity function such as Euclidean distance may not work well as dimensionality goes higher. Some research [14] shows that in high dimensions nearest neighbor queries become unstable because of that. Some approaches [30, 6, 5] are proposed for partial similarities. However, they have limitations. For example, they require the fixed subset of dimensions or fixed number of dimensions as the input parameters for the algorithms.
High dimensional data sets continue to pose a challenge to data mining algorithms at a very fundamental level. It is well acknowledged that in the real world a large proportion of data has irrelevant features and those features may cause a reduction in the accuracy of some algorithms. Dimension reduction is one of the well-known techniques for improving the data analysis performance [9, 7, 46] . In dimension reduction approaches, a data set is transformed to a lower dimensional space, but it still preserves the major information it carries, so that further processing can be simplified without compromising the quality of the final results. Dimension reduction is often used in clustering, classification, and many other machine learning and data mining applications. There are various solutions to reduce dimensions. One approach is to identify important attributes based on input from domain experts, selecting a subset of attributes of existing dimensions. Another type of approaches are projection methods in which the new projected dimensions are linear or un-linear combination of old dimensions. For example, some approaches use principal component analysis through singular value decomposition [35] for numerical attributes and they define new attributes (principal components) as mutually-orthogonal linear combinations of the original attributes. In information retrieval, latent semantic indexing uses singular value decomposition to project textual documents represented as document vectors. Singular value decomposition was shown to be the optimal solution for a probabilistic model for document/word occurrence. However, these approaches have a major drawback in that the generated low dimensional subspace has no intuitive meaning to users. Some approaches use random projections to subspaces as well.
Data preprocessing procedures can greatly benefit the utilization and exploration of real data. For example, Shrinking [60] is a data preprocessing technique which optimizes the inner structure of data. This technique can be applied in many data mining fields. 
Finding Patterns for Big Data
Patterns exist in various data space of big data. Figure 1 -5 demonstrates five examples of patterns. Here we use two dimensional data space just for demonstration; however, the dimensionality of big data in the real world applications is much higher. Figure 1 shows a two dimensional data set that contains three data groups: data group 1-3. Data group 2 and 3 and both similar to data group 1. Thus, these three data groups have the same pattern. Figure 2 shows a two dimensional data set that contains four data groups: data group 1-3 and 4. Data group 1 is similar to data group 3, and data group 2 is similar to data group 4. Thus, there are two patterns in this data set. Figure 3 also shows a two dimensional data set that contains four data groups: data group 1-3 and 4. Data group 1 is similar to data group 3, but neither data group 2 nor data group 4 is similar to any other data groups. Figure 4 shows a two dimensional data set that contains four data groups: data group 1-3 and 4. In this data set, there are no data groups that are similar to each other. Figure 5 shows a two dimensional data set that contains four data groups: data group 1-3 and 4. In this data set, data groups 2 and 3 are across the x axis and y axis. From the examples of data sets and patters shown in figure 1, 2, 3 , 4 and 5, we can see that there are various conditions how patterns of data groups exist in data sets depending on the real world condition of the data sets. In this section we propose to design an algorithm which analyzes the similarity of data points and detect patterns in big data.
Suppose we denote n as the total number of data points and d be the dimensionality of the data space. Let Dl be the lth dimension, where l = 1, 2, ..., d. Let the input d-dimensional data set be DS = {X1, X2… Xn}, which is normalized to be within the hypercube  ME, so that Xk PR Xm, we call ME a maximum pattern in DS.
Given a data set DS of n data points X = {X1, X2, …, Xn} with d dimensions Dl, D2, …, Dd, we first sort the data points on each dimension Dl, l=1, 2, ..., d. This is to find groups of data points on each dimension which are close to each other. We locate each pair of data points that are dimensional related to each other on each dimension.
Next, we aggregate the result from all the dimensions, and find each pair of data points that are pattern related to each other. Then, we find patterns based on the pattern related relationship between data points. There are various pattern generated, however, not all of them are maximum patterns. The next step is to merge patterns to form maximum pattern when necessary, to make sure there are no pair of pattern related data points that are not in the same pattern. Figure 6 presents our algorithm. 
Experiments
We perform experiments on both synthetic and real data sets to assess the accuracy and efficiency of the proposed approach, which are run on Intel(R) Pentium(R) 4 with CPU of 3.39GHz and Ram of 0.99 GB. We first generate synthetic data sets to test the scalability of our algorithm over dimensionality and data size. The sizes of the data sets vary from 10,000, 15,000, ... to 200,000, with the gap of 5,000 between each two adjacent data set sizes, and the dimensions of the data sets vary from 5, 10 ... to 100, with the gap of 5 between each two adjacent numbers of dimensions. The experiments on synthetic data sets demonstrate that our algorithm is scalable over dimensionality and data size. Figure 8 shows the running time of various data sets with dimensionality increasing from 10 to 35. The data sets have different data sizes such as 15000, 20000 and 25000.
From Figure 7 and 8 we can see that our algorithm is scalable when data size and dimensionality go higher.
Copyright ⓒ 2015 SERSC Figure 9 . Number of Patterns with Increasing Data Size Figure 9 shows the change of number of patterns when data size increases from 10,000 to 25,000. Figure 10 shows the change of number of patterns when the dimensionality increases from 10 to 35.
From Figure 9 and 10 we can see that the number of patterns does not have significant change when the data size or the dimensionality goes higher.
We also use real data sets from UCI Machine Learning Repository [11] to demonstrate the effectiveness of our algorithm. One of the real data sets we use is called Wine Recognition data set, which contains the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. There are 178 instances, each of which has 13 dimensions including alcohol, magnesium, color intensity, etc. Three natural clusters are in the data set, with various sizes of 59, 71 and 48. We perform the algorithms on the Wine Recognition data set, with the accuracy rate of 93.75%.
Conclusion
Big data is generated nowadays from many different research and industrial fields. In this paper we present our strategy to find useful patterns in big data. We analyze the distribution of the data set, and perform dimension to dimension process to find useful
