The Bethe-Salpeter equation for bound states formed by two scalar particles with unequal masses is investigated in the massive scalar particle exchange ladder model. The eigenvalue problem for the coupling constant is analyzed numerically. It is found that there exists a strong indication that complex eigenvalues appear in the first and second excited states for the bound state mass squared around the pseudothreshold. § 1. Introduction
For the Wick-Cutkosky model,3) that is, the scalar-scalar ladder model with massless scalar particle exchange, the eigenvalue problem can be reduced, due to the hidden 0(4) symmetry, to the Sturm-Liouville type ordinary differential equation. The eigenvalues for the coupling constant for a given bound state energy (in a certain range) can be shown to be real even when the two scalar particles have unequal masses. This is because of the fact that the unequal-mass case can be reduced to the equal-mass case by the Wick-Cutkosky transformation.
If the mass of the exchanged particle is nonzero, however, the reality of the eigenvalues becomes a nontrivial problem. For the case that the masses of the two scalar particles are equal, the eigenvalue problem can be expressed as an integral equation in a manifestly real form, from which follows readily that all eigenvalues are real. If two scalar particles with unequal masses exchange a massive scalar particle, the corresponding integral equation cannot be reduced to a real form, when the invariant bound-state mass squared lies in the physical region, that is, between zero and the two-particle threshold.
In 1969, Naito and Nakanishi 4 ) made an argument that all eigenvalues would be real provided that eigenvalues had a certain analytic property. In the same year, zur Linden 5 ) published a paper, suggesting the reality of eigenvalues by numerical calculation. In the next year, Ida More than twenty years have passed since then, and yet the situations remain unclear. This is partly because the BS formalism in the quantum field theory no more attracts much attention in the particle physicist group, and partly because the problem itself (real or complex?) seems to be a minor topic even to those working in the fields of BS equation. The main purpose of the present paper is to settle down the long-standing problem on the occasion of Professor Nakanishi's sixtieth birthday, with the aid of computer calculation.
In the next section, the eigenvalue equation to be analyzed is presented. In § 3, numerical results are reported, showing that the eigenvalues of the first two (at least) excited states form a complex conjugate pair for the bound state mass squared around the pseudothreshold. Numerical data are also given, to test the numerical scheme employed here, concerning the behaviour of the eigenvalues in the unequal-mass Wick-Cutkosky model and in the equal-mass scalar-scalar massive scalar exchange ladder model. The accuracy of the numerical results and a further outlook are discussed in the final section. § 2_ General formalism
The bound state wave function ¢(p, P4) with mass squared s(>O), formed by two scalar particles with masses m1 and m2 by exchanging a scalar particle with mass J1-in the ladder model, obeys, after the Wick rotation, the following BS equation:
with T}1=m1/(m1+m2) and T}2=md(m1+m2). We shall denote, hereafter, the model specified above as the (2) (3) and expanding the propagator in terms of the four-dimensional spherical harmonics, 
we can reduce Eq. (2·2) to an infinite system of one-dimensional integral equations.
Since the three-dimensional angular momentum is a good quantum number, we can assume that the BS amplitude has the form (2, 5) for suitable 1(=0,1,2,"') and m(-I~m~l). By changing the variable P (the magnitude of the four-dimensional momentum)" to Z defined by _ fl+Z
The BS amplitude <p(p, P4) is expressed in terms of the gL./Z)'S as We shall analyze the eigenvalue problem (2,7) for the s-wave case bymimerical method. First, we approximate the infinite system of integral equations by a finite system of algebraic equations: The summation over L' from 0 to (X) in Eq. (2·7) is truncated at some cutoff value Le, and the integration over z' is replaced by the N-point Gauss-Legendre quadrature formula. By this procedure, we can reduce Eq. (2· 7) to the (Le+ 1)· N th order matrix eigenvalue problem:
The points ZI, "', ZN are the Gauss-Legendre points on the interval [-1,1], and WI, "', WN are the corresponding weights.
Next, we calculate the eigenvalues of the matrix by an iterative method. A standard textbook like Froberg 7 ) suggests that the smallest (in modulus) eigenvalue Ao (the largest eigenvalue 1/ Ao) can be found by iteration (matrix multiplication) starting from a suitable trial vector. The next eigenvalue can be obtained by subtracting out from the original matrix the specific matrix yielding the first eigenvalue and the eigenvector, and by starting from a trial vector belonging to the subtracted space. By repeating this iteration-reduction procedure, we can calculate several approximate eigenvalues increasing in absolute value.
Since the matrix elements are all real, if we start with a trial vector with its components all real, we can perform all calculations in a manifestly real form. By the simple iteration-reduction procedure stated above, therefore, all eigenvalues and eigenvectors are necessarily real! This is undesirable because we want to judge whether the eigenvalues are real or complex. To remedy this defect, we pick up the first two (sometimes three) eigenvalues and the corresponding eigenvectors through the matrix iteration, and the eigenvalues are obtained by solving the quadratic (sometimes cubic) equation. If the smallest eigenvalue is real, the matrix reduction is performed with respect to the real . eigenvector belonging to this eigenvalue. coefficients of the eigenvalue equation are real, two complex eigenvalues appear in pair each complex conjugate to other), the reduction is performed twice with respect to the twodimensional real vectors spanning the complex eigenvector (the real part and the imaginary part of the eigenvector, for example).
Explicit calculations are performed for the [1.6¢= 1.0 =?OA] model, to compare our result with that obtained by zur Linden. 5 ) As in Ref. 5), we have calculated first six eigenvalues, and we have found that the second and third eigenvalues form a complex conjugate pair for s in the range 0.25 < s < 2.65.
We have drawn in Fig. 1 the behaviour of the first three eigenvalues as a func-. , lion of s(0:::;;:s<4) in the complex A-plane. This is to be compared with Fig. 2 in Ref. 5) , where six eigenvalues are all real. We . suspect that in Ref. 5) calculations were performed by a simple iteration-reduction method or like that, yielding only real eigenvalues.
We have taken N (the number of the Gauss-Legendre points) to be 45, and Lc (cutoff value of the four-dimensional angular momenta) to be 7. The resulting eigenvalue problem of 360 X 360 real matrix was solved numerically. At each step of the matrix reduction, the eigenvalue to be searched (the smaller (in modulus) 'root of the quadratic (or cubic) equation) is determined by the requirement that the two approximate eigenvalues, obtained at some step of the matrix iteration and at the next step, lie within the relative error less than 0.01 %. If the root is complex, the iteration is performed untill both the real and imaginary parts satisfy the 0.01 % requirement. The iteration needed was typically several times, and sometimes (especially when more than one eigenvalues approach with each other) ten and several times. We have also performed the calculation at N=54 and Lc=7, to find out that no essential change appeared compared with the case N=45 and Lc=7.
Since our iteration-reduction procedure permits that the complex eigenvalues may appear even when the case that the reality of eigenvalues is assured analytically, we have applied our procedure to the [1. 
1-Ll~
This equation says that the reduced eigenvalues defined by the left-hand side are 2, 6, 6, .... We have calculated the first three AR'S by our numerical scheme. The results are given in Table 1 . We can see that, for Ll=0.6, for example, the relative error from the exact value is 0.1 % for Ao, and is less than 1 % for III and ,12. The integral kernel (the propagator function) has a mild behaviour in the case jr*'O compared with the case ,u=0, so that there is a good reason to believe that the error induced by the numerical calculation is smaller in the nonzero mass case than the massless case. We are sure, therefore, that the above 5 % is not an artifact of our calculation scheme.
In this paper, we have discussed exclusively the first three eigenvalues in the [1.6<= 1.0 ~0.4] model in the s-wave case. The behaviour of the BS amplitudes, especially when the corresponding eigenvalues become complex, has to be clarified. Also, the properties of the eigenvalues need to be studied for other values of Ll, ,u or the three-dimensional angular momentum. A preliminary calculation suggests that the eigenvalues are all real for the p-wave case, or when ,u' exceeds a certain value (~2.1). These points will be discussed in a forthcoming paper.
Eq. (A'2) is reduced to
Since the second index of the hypergeometric function in Eq. (A· 5) is equal to a nonpositive integer (= -I), this is a polynomial of lth degree of its argument. For later convenience, we shall write the explicit form of Diu(u) for the s-wave (1=0) and p-wave (1=1) cases:
We introduce some notations. to express the matrix element Kw,tCz, z,) in Eq. (2'7) in a compact form. They are
m.
By extracting the kinematical factor from the reduced BS amplitude (h,I(P) as 
+( -l)L-LT Y_(Z)]L-L'+l[A(X_(Z))]L+l B2-(X-(z))} -L'~ 1 [R(z, Z')]L'+l
(A -lOa) and for L<L' by (1-L/2)(1-6)(1-z)
-L[ Y+(z))L'-L+l[A(X+(z))]L'+l B£(X+(z))

+ [Y_(Z))L'-L+l[A(X_(z))]L'+l B£(X-(z))} -L'~ 1 [R(z, Z'))L'+l . (A -lOb)
In the p-wave case, KW ,l(Z, z,) is given for L~ L' by
and for L<L' by
x L'+l z, z .
(A-11b)
