An interactive computer program that expedites the analysis for unreplicated two-level factorial and fractional factorial experimental designs advocated by Daniel (1976) and Box, Hunter, and Hunter (1978) is presented. The program calculates estimated effects via the Yates algorithm, identifies statistically detectable effects via normal plots and half normal plots, fits candidate models via the reverse Yates algorithm, and enables evaluation of candidate models through residual plots. The program can handle the analysis of standard 2p-q fractional factorial experiments where p -q √ 7 and can be modified to allow p -q > 7.
Introduction 1f N Chapters 10 through 13 of Box, Hunter, and 11 Hunter (1978) the authors advocate a powerful method for the analysis of data from two-level factorial and fractional factorial experiments based on the probability plotting device suggested by Daniel (1959 Daniel ( , 1976 ) (see page 74 of Daniel [1976] ). The method is especially useful when there is no replication, although much of it can be applied to the analysis of cell sample means from replicated designs.
The method is as follows.
Step 1 A complete two-level factorial design in r factors consists of all 2' possible combinations of "low" and "high" levels of the individual factors. Similarly, for standard fractional designs involving p factors each at two levels, when 2p-q observations are made there are r = p -q of the p factors such that (ignoring the remaining q factors) all 2' possible combinations of low and high levels of these factors are represented exactly once in the data set. In either case, one begins by computing the 2' linear combinations of the observations giving estimated factorial effects (overall mean, main effects, and interactions) of these factors corresponding to a treatment combination where all factors are at their high level. (We will henceforth term a combination where all factors are at their high level an "all-high" combination.) This is most efficiently done using the Yates algorithm.
Step 2
In order to help identify statistically detectable effects from among the 2' estimates calculated in Step 1, a principle of "effect sparsity" and the device of probability plotting are employed.
It is common in multifactor experiments for a few effects to be much more important than the majority. Indeed, unless this happens, there is little useful information to be gained from recognizing a factorial structure among a group of treatment combinations as opposed to simply treating the various combinations as separate levels of a single omnibus factor. Effect sparsity is the term Box, Hunter, and Hunter (1978) If one accepts the premise that most factorial effects will typically be small in absolute value compared to a few much larger ones, it follows that in a given experiment most estimated effects will primarily reflect random variation while the few estimated effects corresponding to large or "active" effects will be composed of a larger nonrandom component in addition to random variation. Looking for departures from linearity on a probability plot of estimated effects (caused by a few outlying or relatively extreme values) is a simple graphical way of identifying estimated effects that are not explainable solely in terms of random variation. Daniel's (1959) original suggestion was to make haljnormal plots of the absolute values of the estimated effects from Step 1. This stemmed from the fact that the use of effects corresponding to the all-high combination in the plotting depends upon an arbitrary designation of levels of the factors as "high" and "low." A different arbitrary designation would change the signs of the plotted estimated effects, and the use of absolute values avoids this problem. Box, Hunter, and Hunter (1978) and Daniel (1976) , however, prefer normal plots of the signed estimated effects from
Step 1, arguing that, though they are in a sense arbitrary, the signs carry information that can be useful in understanding the data. (See page 149 of Daniel (1976] .)
Step 3
The plotting techniques of Step 2 and subject matter knowledge (plus the aliasing structure for a fractional design) help the investigator identify a candidate set of active effects. It is then useful to generate a fitted mean response for each of the 2' treatment combinations making use of the estimates from Step 1 for effects judged as active and assuming all other effects to be zero. This is efficiently done using the reverse Yates algorithm. When there is more than one candidate set of active effects (perhaps because of "close calls" in , the identification process or in a situation where an initial candidate fails subsequent diagnostic checks) fitted mean responses may have to be generated more than once.
Step 4
The generated fitted mean responses can then be compared to the observed responses in order to assess the adequacy of the fitted model. The standard way of making this comparison is to compute residuals by subtracting fitted means from corresponding observations. If a fitted model is to be judged adequate, these residuals should appear "patternless," as random variation around zero carrying no useful information. Informative graphical devices for examining residuals include normal plots and plots against variables such as time order of observation, level of experimental factors, and fitted mean response. If the residuals are to be judged as carrying no information, a normal plot should be reasonably linear and plots against other variables should show only random scatter (with reasonably constant variance).
This method of analysis is easy to understand and teach because of its highly graphical nature. However, because several iterations through Steps 3 and 4 may be required, the calculations and plotting can become quite tedious if done by hand. For this reason an interactive computer program was developed.
Program Description
All estimated factorial effects in a complete 2' design producing observations y are of the form estimated effect= ;, 2: (±yt) (1) l where the sum is over all 2' values of the index l designating treatment combinations. The signs to be applied to the observations can be determined using easily generated tables discussed, for example, on page 322 of Box, Hunter, and Hunter (1978) .
There is some sentiment for the use of 2'-1 as the divisor on the right of (1), and in some references including Box, Hunter, and Hunter (1978) the values in display (1) are known as "half effects." Because (1) is consistent with standard definitions for designs where factors have more than two levels we have decided to use the 2' divisor. However, we stress that the results of this kind of analysis are independent of this choice of a scale factor.
When all 2' estimated effects corresponding to the all-high combination in a 2' design are desired, it is most efficient to generate them simultaneously using the Yates algorithm. Nelson (1982) has provided a BA-SIC program implementing the Yates algorithm. Part of our FORTRAN program is an implementation of the Yates algorithm. Let E stand for one of these (signed) estimated effects and !El stand for its absolute value. The program orders the E's and !El's and produces probability plots of either all 2' of these, or all but the one corresponding to the overall mean. (The second choice is more common, but all 2' values are sometimes plotted, particularly in fractional cases.) When a normal plot is requested, the program plots <I>-t-n°· 5 ) versus the ith smallest E being plotted (2) where n is the number of estimated effects plotted and <1>-1 is the inverse of the standard normal distribution function. Since <I >-1 cannot be written in closed form, the value of this function for a given cumulative probability value is approximated using Algorithm AS 111, Beasley and Springer (1977) . This algorithm appears in the program code as DOUBLE PRECISION FUNCTION PN. When a half normal plot is requested, the program instead plots (3) versus the ith smallest IEI being plotted.
Pronounced nonlinearity in a plot of the type (2) or (3) is indicative of statistically detectable effects, with points "trailing off" to the left or right on a normal plot or to the right on a half-normal plot corresponding to effects that are detectable.
Once one judges some effects to be active and others not, fitted treatment combination means, y 1 say, are available by summing for a given treatment combination l, the estimated grand mean and 2r -1 fitted factorial effects corresponding to the particular combination of interest. The program allows these fitted effects to be set to either zero (where the corresponding effect has not been identified as active) or an appropriately chosen plus-or-minus one times the corresponding estimated effect for the all-high combination. That is, fitted means are 
As discussed in the introduction, these can be used in the process of model checking.
'After the plots (5) and (6) are made for a particular choice of fitted effects, the program allows the user to try another choice (without having to reenter the data) or to end the session.
Program Operation
The program first asks the user for the size of the factorial (i.e., for the exponent r in 2r). It then asks the user for the 2r observed responses, at each query indicating those factors appearing in the treatment combination at their high level. After computing and displaying the 2r estimated effects (corresponding to the all-high combination), the program offers the user options to:
1. produce a normal plot of the estimated effects, 2. produce a half-normal plot of the absolute estimated effects, 3. use the reverse Yates algorithm, or 4. exit the program. If option 1 or 2 is chosen, the user is queried as to the inclusion of the estimated overall mean in the plot, the plot is produced and the user is returned to the main menu. If option 3 is chosen, the user is asked in turn to declare whether each of the fitted effects should be set to zero or should take a value estimated from the "forward" application of the Yates algorithm. After producing the plot of residuals versus fitted combination means and the normal plot of residuals, the program returns the user to the main menu.
As indicated in the Abstract, the present version of the program allows r ~ 7, but could easily be modified to accommodate larger r. The limit on r would then be determined by the amount of data storage allowed by a particular FORTRAN compiler. The necessary changes are i. array dimensions must be changed from 128 to 2r in variable declaration statements, ii. 7 must be changed to r at several places in the main program and in FORMAT statements where A 7 occurs, and iii. characters must be added to the lists in the subroutine STRNGS as follows
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DATA LTRSC/'a', 'b', 'c', 'd', 'e', 'j', 'g'/ DATA LTRSE/'A', 'B', 'C', 'D', 'E', 'F', 'G'/ so that there are r characters in each list.
Example
The data in Table 1 are taken from page 379 of Box, Hunter, and Hunter (1978) Hunter (1978) . User input appears in boldface type. Data are entered, estimated effects are calculated, a full normal plot of 2 4 -1 = 15 estimated effects made, and the reverse Yates algorithm is used setting all fitted effects to zero except those corresponding to the overall mean, the B main effect, the D main effect, the ED interaction, the ABC interaction, and the ABCD interaction. Readers interested in comparing the output to the discussion in Box, Hunter, and Hunter (1978) are reminded that the text uses a 2r-l divisor in (1), so that the present scales will differ from the ones in the text.
Output Listing

YATES ALGORITHM ENTER NUMBER OF FACTORS ( UP TO 7 ): 4 ENTER CELL MEAN FOR SPECIFIED TREATMENT COMBINATION:
( 
