Since the seminal work of Paturi and Simon [26, FOCS'84 & JCSS'86], the unboundederror classical communication complexity of a Boolean function has been studied based on the arrangement of points and hyperplanes. Recently, [14, ICALP'07] found that the unboundederror quantum communication complexity in the one-way communication model can also be investigated using the arrangement, and showed that it is exactly (without a difference of even one qubit) half of the classical one-way communication complexity. In this paper, we extend the arrangement argument to the two-way and simultaneous message passing (SMP) models. As a result, we show similarly tight bounds of the unbounded-error two-way/one-way/SMP quantum/classical communication complexities for any partial/total Boolean function, implying that all of them are equivalent up to a multiplicative constant of four. Moreover, the arrangement argument is also used to show that the gap between weakly unbounded-error quantum and classical communication complexities is at most a factor of three.
Introduction
As with many other probabilistic computation models, communication complexity (CC for short) has two contradistinctive settings: Bounded-error CC refers to the amount of communication (the number of bits exchanged) between Alice and Bob which is enough to compute a Boolean value f (x, y), with high probability, from Alice's input x and Bob's input y. On the other hand, unbounded-error CC refers to the lowest possible amount of communication which is needed to give "a positive hint" for the computation of f (x, y), in other words, even one-bit less communication would be the same as completely no communication in the worst case. More formally, it is defined as the minimum amount of communication between Alice and Bob such that for all x and y Alice (or Bob) can output a correct value of f (x, y) with probability > 1/2.
Unbounded-error CC was first studied by Paturi and Simon [26] , who characterized its one-way version, C 1 (f ), in terms of the minimum dimension k f of the arrangement that realizes the Boolean function f (see Sec. 2 for the definition of arrangements). Namely they showed ⌈log k f ⌉ ≤ C 1 (f ) ≤ ⌈log(k f + 2)⌉. It was also proven that the two-way (unbounded-error) CC, C(f ), does not differ from C 1 (f ) more than one bit for any (partial or total) Boolean function f , which is a bit surprising since there are easily seen exponential differences between them in the bounded-error setting (see, say [21] ).
Since then, arrangement has been a standard tool for studying unbounded-error CC. Alon, Frankl, and Rödl [1] showed by counting arguments that almost all Boolean functions have linear unbounded-error CCs. The first linear lower bound of an explicit function was found by Forster [8] , functions also appeared in the literature. Paturi and Simon [26] showed that C 1 (f ) (and C(f )) is equal to the logarithm of the sign-rank, srank(f ), up to a few bits (also see [6] ). Due to Klauck [17] , both C w (f ) and Q w (f ) are equivalent to the logarithm of the inverse of the discrepancy disc(f ) (see, say [21] ) within a constant multiplicative factor and a logarithmic additive factor. The recent result by Linial and Shraibman [22, 23] implies that the maximal margin of arrangements realizing f , m(f ), is equivalent to disc(f ) up to a multiplicative constant. Thus, combined with the results of the current paper, (i) C(f ), Q(f ), log k f and log srank(f ) are all within a factor of two, and (ii) C w (f ), Q w (f ), log disc −1 (f ) and log m −1 (f ) within a factor of some constant and a logarithmic additive term. However, due to the two independent results by Buhrman et al. [6] and Sherstov [28] , (i) is exponentially smaller than (ii) for some Boolean function f .
Technical Components
In this section, we present some basic tools for obtaining our results. Their proofs, as well as some of those in the following sections, are omitted due to space constraints. They are mainly the concept of arrangement and its sufficient conditions (Lemmas 2.3 and 2.4) for realizing a quantum protocol whose success probability can be calculated from arrangement parameters by Lemma 5 in [14] .
Arrangements. We denote a point in R n by the corresponding n-dimensional real vector, and a hyperplane {(
. . , h n , h n+1 ), meaning that any point (a i ) on the plane satisfies the equation 
The value k is called the dimension of the arrangement. Let k f denote the minimum dimension of all arrangements that realize f .
Remark. In the hereafter, our statements will use "functions" while their proofs, that obviously hold for partial, are showed only for total ones. Note also that the concept of arrangement in this paper is not symmetric. Here, Alice's input x and Bob's input y are associated with a point and a hyperplane, respectively. For this reason, the value of k f might be different from that of k f t , where f t (x, y) := f (y, x). However, it can be easily seen that |k f − k f t | ≤ 1. The random access coding is one of examples such that |k f − k f t | = 1 [2, 14] .
The following lemma relates arrangements to classical CC, which was shown in [26] and later in [9] in more detail including the margin. 
The vector r in this lemma is often called the Bloch vector of ρ ρ ρ. Note that Lemma 2.2 is a necessary condition for ρ ρ ρ to be a quantum state. The following sufficient condition appeared in [14] , using the geometric fact of Bloch vectors in [15, 19] . Bloch Vector Representations of POVMs. A POVM M = {E E E, I I I −E E E} is a set of operators, which represents a quantum measurement, such that E E E and I I I −E E E are positive matrices. It is known that any POVM M on N -level quantum states can be written as a linear combination of N × N generator matrices λ λ λ i 's. Namely,
where e = (e 1 , e 2 , . . . , e N 2 ) is called the Bloch vector representation of POVM M . One sufficient condition for a vector to represent a POVM is given as follows.
Lemma 2.4 Let e = (e 1 , e 2 , . . . , e N 2 ) ∈ R N 2 such that
2 ).
If we take E E E = e N 2I I I +
Two-Way Communication Complexity
The model is due to Yao [30] : The space of a quantum protocol consists of Alice and Bob's private parts and a communication channel. On her (his) turn, Alice (Bob) applies a unitary transformation on her (his) part and the communication channel, and Bob (Alice) receives quantum information from the content of the channel. Finally the output of the protocol is obtained by a measurement via Alice or Bob. Note that without loss of generality we can assume that no measurement is performed in the middle of the protocol. This is because it is well known that measurements can be postponed without increasing the communication cost [25] . Also, it is often assumed, for technical reason, that the output is put on the communication channel. A protocol described under this output style (and Yao's formalism), which we call a shared-output protocol, means that the protocol's output can be known to both Alice and Bob. We define Q(f ) as the CC for one of them to know the output since we want to regard one-way protocols as a special case of two-way protocols. Thus our Q(f ) may be smaller than the corresponding CC under shared-output protocols, but we can easily see that the gap is at most one qubit. For the shared-output protocol, the following lemma, which was given by Yao [30] without proof and proved by Kremer [20] , is quite strong. To see the intuitive meaning of this lemma might help understand the proof of Lemma 3.3 (our main lemma) more easily. There are two points: (i) The superposition consists of at most 2 n different states, independent of the size of the whole space. This allows us to consider only 2 2n (2 n × 2 n ) different combinations of vectors (and their inner product values) when calculating the trace of underlying density matrices whose size may be much larger. (ii) As one can see, a product of state A i (x) and state B j (y) exists only if i = j. This correspondence is translated into the same correspondence between the indices when calculating an inner product of a point and a hyperplane of the converted arrangement. A similar correspondence was also used in [7] for lower bounds of quantum exact and bounded-error protocols, and in [29] for tight lower bounds of quantum one-sided unbounded-error (which is referred as nondeterministic) protocols.
Let k * f = min(k f , k f t ). Then here is our first main result.
Theorem 3.2 For any Boolean function
Theorem 3.2 induces the equality of two-way and one-way quantum CCs of a Boolean function within one qubit since we can verify that the difference of the upper bound from the lower bound is at most one for any integer k f > 0. Recall that the difference between the two-way and one-way CCs is also at most one in the classical case [26] . For the proof of Theorem 3.2, it is enough to give the lower bound Q(f ) ≥ ⌈log k f + 1/8 − 1/2⌉ since Q(f ) ≤ min(Q 1 (f ), Q 1 (f t )) = ⌈log k * f + 1⌉. To do so, we relate quantum communication protocols to arrangements. Lemma 3.3 (From quantum CC to arrangements) An n-qubit shared-output protocol that computes a Boolean function f with success probability 1/2 + ǫ can be converted to a (2 2n−1 − 2 n−1 )-dimensional arrangement of magnitude at most 1 that realizes f with margin ǫ.
Proof. Suppose that P is an n-qubit protocol for f . According to Lemma 3.1, we can write the final quantum state of P on input (x, y), ρ ρ ρ xy , as follows. 
and ρ ρ ρ xy = ρ ρ ρ xy − ρ ρ ρ 0 xy − ρ ρ ρ 1 xy such that Tr(ρ ρ ρ xy ) = Tr(ρ ρ ρ 0 xy ) + Tr(ρ ρ ρ 1 xy ) = 1. Note that Tr(ρ ρ ρ 0 xy ) (resp. Tr(ρ ρ ρ 1 xy )) is the probability that the output of P is 0 (resp. 1). By basic properties of the trace [25] , Tr(ρ ρ ρ 0 xy ) can be written as follows: |m A and |m B are the computational base of Alice's and Bob's spaces, respectively, and b ∈ {0, 1}. Then, 
where the index k ∈ [2 2n−2 ] naturally corresponds to the index ij ∈ {0, 1} 2n−2 . Since P computes f (x, y) with success probability 1/2 + ǫ, Tr(ρ ρ ρ 0 xy ) ≥ 1/2 + ǫ if f (x, y) = 0 and ≤ 1/2 − ǫ if f (x, y) = 1. Thus, the points a(x) and hyperplanes b(y) can be considered as an arrangement that "realizes" f but they are in complex space. Fortunately, one can find an arrangement in R 2 2n−1 that realizes f from the above arrangement by noticing that Tr(ρ ρ ρ 0 xy ) is always real. Namely,
where
and we set (b ′ (y)) 2 2n−1 +1 = 1/2. Now by Eq.(1), the arrangement of points a ′ (x) and hyperplanes b ′ (y) realizes f with margin ǫ. Also, it is easy to see that its magnitude is at most 1. Furthermore, since A i0 (x)|A i0 (x) and B j0 (y)|B j0 (y) are already real, the dimension of the above arrangement can be reduced from 2 2n−1 to 2 2n−1 − 2 n−1 . 2
Proof of Theorem 3.2.
Let n = Q(f ). As mentioned before Lemma 3.1, there exists an (n + 1)-qubit shared-output protocol that computes f with success probability larger than 1/2. By Lemma 3.3, we can obtain a (
By solving the quadratic inequality on 2 n , Q(f ) = n ≥ ⌈log( 8k f + 1 + 1)⌉ − 2. The righthand side equals to ⌈log 8k f + 1⌉ − 2 = ⌈log k f + 1/8 − 1/2⌉ by a simple consideration on rounding reals, and hence we obtain the desired lower bound of Q(f ). On the contrary, it was proven that
) (by our definition mentioned before Lemma 3.1), we obtain the desired upper bound. These complete the proof.
Simultaneous Message Passing Models
The simultaneous message passing (SMP) model is the following three-party communication model: Alice and Bob have their inputs x and y, respectively, but they have no interaction at all. The third party with no access to input, called the referee, must compute a Boolean function f (x, y) with the help of two messages sent from Alice and Bob. For such a model, the corresponding CC are defined similarly to two-way or one-way CCs. We give quite tight characterizations of unbounded-error SMP CCs, Q || (f ) and C || (f ). First, we show the characterization of Q || (f ) via k f , which also implies that Q || (f ) is the same as the sum of Q 1 (f ) and Q 1 (f t ) up to two qubits.
Theorem 4.1 For any Boolean function
f , Q 1 (f ) + Q 1 (f t ) ≤ Q || (f ) ≤ Q 1 (f ) + Q 1 (f t ) + 2. In particular, ⌈log k f + 1⌉ + ⌈log k f t + 1⌉ ≤ Q || (f ) ≤ 2⌈log k * f + 2⌉.
Proof.
For lower bound,
is obtained by considering the relation between one-way communication models and SMP models: In the SMP model, Alice must send at least Q 1 (f ) qubits to the referee. Otherwise, the number of qubits that she sends to the referee would be m < Q 1 (f ), and then we can construct an m-qubit one-way protocol from Alice to Bob by regarding the referee and Bob as the same party, which contradicts the definition of Q 1 (f ). Similarly Bob must send at least Q 1 (f t ) qubits. Since Q 1 (f ) = ⌈log k f + 1⌉ for any f , we obtain ⌈log k f + 1⌉ + ⌈log k f t + 1⌉ ≤ Q || (f ), and 2⌈log k * f + 2⌉ ≤ Q 1 (f ) + Q 1 (f t ) + 2. What remains to do is to show the upper bound Q || (f ) ≤ 2⌈log k * f + 2⌉. For this purpose, we can use quantum fingerprinting introduced in [5] . That is, Alice's input x and Bob's y are encoded into two quantum states ρ ρ ρ x and ρ ρ ρ y , respectively, and the referee uses the controlled SWAP (C-SWAP) test. The difference from the standard quantum fingerprinting such as [5, 31, 13 ] is that we use mixed states for encoding. (The C-SWAP test for mixed states are also used in [18] for quantum Merlin-Arthur games.)
We assume k f ≤ k f t and show
By Lemma 2.3, for eachx and h h h y we can obtain n-qubit states ρ ρ ρ(x ) = −1 , and otherwise outputs 1 with probability 1 − α. Note that the C-SWAP test produces output 0 with probability [5, 18] . Thus, the referee outputs 0 with probability
Hence
Moreover, we can also show a similar result in the classical setting.
Theorem 4.2 For any Boolean function
f , C 1 (f ) + C 1 (f t ) ≤ C || (f ) ≤ C 1 (f ) + C 1 (f t ) + 1. In particular, ⌈log(k f + 1)⌉ + ⌈log(k f t + 1)⌉ ≤ C || (f ) ≤ ⌈log(k * f + 1)⌉ + ⌈log(k * f + 2)⌉.
Weakly Unbounded-Error Communication Complexity
Finally we give several relations among the weakly unbounded-error CCs. For this purpose, we need Lemmas 2.1, 3.3 and 5.2 to consider the bias of the success probability explicitly when converting protocols to arrangement, and vice versa.
Theorem 5.1 The following relations hold for any Boolean function
Proof. 1) By the definition of Q w (f ), there is a quantum protocol P such that Q w (f ) = C P + ⌈log 1/ǫ P ⌉ where C P and 1/2 + ǫ P are the communication cost and the success probability of P , respectively. By Lemma 3.3, we can obtain a (2 2C P −1 − 2 C P −1 )-dimensional arrangement of magnitude at most 1 with margin ǫ P from P . By Lemma 2.1, we have a 2C P -bit one-way protocol that computes f with probability ≥ 1/2 + ǫ P /(2 √ 2 2C P −1 ). This implies that C 1 w (f ) ≤ 2C P + ⌈log(2 √ 2 2C P −1 /ǫ P )⌉, which is at most 3C P + ⌈log 1/ǫ P ⌉ + O(1) ≤ 3Q w (f ) + O(1).
2) The proof idea is similar to 1). The difference from 1) is to construct a desired protocol from the arrangement. To this end, we use the following lemma, whose proof is omitted, that convert arrangements to one-way quantum CC. The proof follows from carefully transforming points and hyperplanes, with appropriate shrinking and shifting factors, to quantum states (by Lemma 2.3) and measurements (by Lemma 2.4), respectively. The success probabilities of resulting protocols then follows from Lemma 5 of [14] .
Lemma 5.2 (From arrangements to quantum CC) Each d-dimensional arrangement of magnitude at most 1 realizing f with margin µ can be converted into an n = ⌈log √ d + 1⌉ qubit one-way protocol that computes f with success probability at least 1/2 + αµ where α = √ 2−1 2 n+1/2 . Now we give the proof of Theorem 5.1 (2) . Take a quantum protocol P such that Q w (f ) = C P + ⌈log 1/ǫ P ⌉ where C P and 1/2 + ǫ P are the communication cost and the success probability of P , respectively. By Lemma 3.3, we can obtain a (2 2C P −1 − 2 C P −1 )-dimensional arrangement of magnitude at most 1 with margin ǫ P from P . By Lemma 5.2, we have a one-way quantum protocol for f using at most C P qubits such that its success probability is 1/2 + Ω(ǫ P /2 C P ). This implies that Q 1 w (f ) ≤ 2C P + ⌈log 1/ǫ P ⌉ + O ( 
