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Abstract
The ability to perform detailed chemical analysis of Sun-like F-, G-, and K-type stars is a powerful tool with
many applications, including studying the chemical evolution of the Galaxy and constraining planet formation
theories. Unfortunately, complications in modeling cooler stellar atmospheres hinders similar analyses of
M dwarf stars. Empirically calibrated methods to measure M dwarf metallicity from moderate-resolution spectra
are currently limited to measuring overall metallicity and rely on astrophysical abundance correlations in stellar
populations. We present a new, empirical calibration of synthetic M dwarf spectra that can be used to infer
effective temperature, Fe abundance, and Ti abundance. We obtained high-resolution (R∼25,000), Y-band
(∼1 μm) spectra of 29 M dwarfs with NIRSPEC on Keck II. Using the PHOENIX stellar atmosphere modeling
code (version 15.5), we generated a grid of synthetic spectra covering a range of temperatures, metallicities, and
alpha-enhancements. From our observed and synthetic spectra, we measured the equivalent widths of multiple
Fe I and Ti I lines and a temperature-sensitive index based on the FeH band head. We used abundances measured
from widely separated solar-type companions to empirically calibrate transformations to the observed indices
and equivalent widths that force agreement with the models. Our calibration achieves precisions in Teff, [Fe/H],
and [Ti/Fe] of 60 K, 0.1 dex, and 0.05 dex, respectively, and is calibrated for 3200 K<Teff<4100 K,
−0.7<[Fe/H]<+0.3, and −0.05<[Ti/Fe]<+0.3. This work is a step toward detailed chemical analysis
of M dwarfs at a precision similar to what has been achieved for FGK stars.
Key words: stars: abundances – stars: atmospheres – stars: fundamental parameters – stars: late-type – stars:
low-mass
Supporting material: machine-readable table
1. Introduction
Detailed spectroscopic analysis of planet-hosting stars is an
important step in the follow-up characterization of exoplanetary
systems. Analysis of high-resolution optical spectra of Sun-like
F-, G-, and K-type stars provides accurate fundamental
parameters like effective temperature, surface gravity, and
chemical abundances for numerous elements. Accurate stellar
parameters are necessary to characterize exoplanetary systems,
including the potential habitability of rocky, Earth-sized planets
(e.g., Everett et al. 2013). Furthermore, detailed chemical
analysis of planet hosts allows for investigations of trends
between planet occurrence and stellar composition, which can
constrain planet formation theories.
There is a well-established trend between stellar metallicity
and the occurrence of giant planets around solar-type stars
(Gonzalez 1997; Santos et al. 2001; Fischer & Valenti 2005),
which is consistent with the core-accretion theory of planet
formation. Additionally, several studies found that stars that
host giant planets are further enhanced in refractory elements
like Mg, Si, and Ti over and above the observed planet-
metallicity correlation (Brugamyer et al. 2011; Adibekyan
et al. 2012a), further suggesting that the primordial composi-
tion of the protoplanetary disk plays a significant role in the
efficiency of giant planet formation. Whether this dependence
on stellar composition continues down to lower-mass planets
is still unclear. Wang & Fischer (2015) found that all planets,
including Earth-sized planets (R R1.7p  Å), are more com-
mon around metal-rich stars, but that the dependence of planet
occurrence on metallicity decreases for smaller planets.
Adibekyan et al. (2012b) found that metal-poor stars that
host Neptune-sized or super-Earth planets are also over-
abundant in α-elements compared to non-hosts. Other works,
however, do not find similar trends. Based on a small sample
of planets detected by radial velocity surveys, Sousa et al.
(2011) did not find evidence of a planet-metallicity correlation
for low-mass planets. Based on Kepler results, Everett et al.
(2013) and Buchhave et al. (2012) showed that planets with
R R4p < Å exist around stars with a wide range of metalli-
cities. Buchhave et al. (2014) claimed that there does exist a
moderate metallicity enhancement for stars that host planets
with radii between R1.7 Å and R4 Å, but not for terrestrial hosts.
Similarly, Buchhave & Latham (2015) found that the
metallicity distribution of stars that host planets with
R R1.7p  Å is indistinguishable from that of non-hosts. Zhu
et al. (2016) modeled the planet-metallicity correlation as a
power law up to a critical metallicity and argued that the
difficulty of detecting a planet-metallicity correlation for
small planets is due to the combined effect of high planet
occurrence rate and low detection efficiency. Their model
reproduces the null detection of Buchhave & Latham (2015),
as well as the tentative detection of Wang & Fischer (2015),
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suggesting that a planet-metallicity correlation for small
planets cannot be ruled out.
Johnson & Apps (2009) and Johnson et al. (2010)
performed similar analysis on planet-hosting M dwarfs,
finding that, as with Sun-like stars, Jupiter-sized giant planets
are more common around metal-rich M dwarfs. Unlike Sun-
like stars, there is no evidence that this trend continues down
to Neptune-sized or smaller planets (Mann et al. 2013c;
Gaidos et al. 2016). Unfortunately, due to difficulties with
performing detailed chemical analysis on M dwarfs, there
have been no statistical studies on the correlation between
the occurrence of terrestrial planets around M dwarfs and the
abundance of refractory elements. Such studies would
shed light on the role that initial composition plays in planet
formation. It is increasingly important to develop new
methods for detailed spectroscopic analysis of M dwarfs,
as many current and future planet-detection surveys specifi-
cally target M dwarfs (e.g., MEarth, Nutzman & Charbonneau
2008; TESS, Ricker 2014; HARPS surveys, e.g., Astudillo-
Defru et al. 2017; CARMENES Quirrenbach et al. 2010; the
Habitable Zone Planet Finder, Mahadevan et al. 2010; and
SPIRou, Artigau et al. 2011).
Detailed spectroscopic analysis of M dwarf stars is hindered
by the difficulty of accurately modeling the millions of
molecular lines present in M dwarf spectra, as a result of their
cooler atmospheres. To avoid this issue, previous studies relied
on empirical calibrations based on observations of M dwarfs
with widely separated F-, G-, or K-type binary companions
(e.g., Bonfils et al. 2005). The two stars are assumed to have
formed together with the same initial composition. The overall
metallicity of the system ([M/H], or [Fe/H] as proxy) can be
measured from the FGK companion and used to empirically
calibrate metallicity-sensitive optical-NIR colors and magni-
tudes (Bonfils et al. 2005; Casagrande et al. 2008; Johnson &
Apps 2009; Schlaufman & Laughlin 2010; Johnson et al. 2012;
Neves et al. 2012; Hejazi et al. 2015; Dittmann et al. 2016),
features in moderate-resolution optical or NIR spectra (Rojas-
Ayala et al. 2010, 2012; Terrien et al. 2012; Mann et al. 2013a;
Newton et al. 2014), and features in high-resolution optical
spectra (Pineda et al. 2013; Neves et al. 2014; Maldonado
et al. 2015).
Metallicity estimates based on empirically calibrated features
in M dwarf spectra can achieve ∼0.1 dex precision in [Fe/H].
However, they are not direct measurements of Fe abundance.
Even those based on high-resolution spectra are not based
directly on Fe I lines. As such, these methods measure Fe
abundance indirectly through astrophysical abundance correla-
tions in stellar populations. For example, the relative
abundance of C and O correlates strongly with metallicity in
the solar neighborhood (Delgado Mena et al. 2010; Petigura &
Marcy 2011; Nissen 2013; Nissen et al. 2014; Teske et al.
2014; Brewer & Fischer 2016). Veyette et al. (2016) showed
that the pseudocontinuum level in M dwarfs is highly sensitive
to the relative abundances of C and O. They further showed
that C and O abundances are the primary mechanism behind
mid-M dwarf metallicity calibrations based on moderate-
resolution spectra. As indirect tracers of metallicity, empirical
methods are limited by the inherent scatter in correlated
abundance trends and will fail for stars with non-standard
abundance ratios.
Attempts to derive model-dependent abundances for M
dwarfs have been less common. Mould (1976, 1978) first
applied the method of spectral synthesis to M dwarfs, and
Valenti et al. (1998) pioneered the modern approach to deriving
precise M dwarf parameters through spectral synthesis at high
resolution. Woolf & Wallerstein (2005) used the equivalent
width (EW) matching code MOOG (Sneden 1973) to measure
Ti and Fe abundances from atomic lines in M and K dwarfs.
More recently, updated line lists and high-resolution NIR
spectroscopy have allowed standard spectral analysis techni-
ques to be applied to M dwarfs with a precision similar to such
analyses of FGK stars. Tsuji & Nakajima (2014) and Tsuji
et al. (2015) measured C and O abundances of M dwarfs by
comparing the equivalent widths of blended CO and H2O lines
in high-resolution K-band spectra of M dwarfs to their Unified
Cloudy Models. Önehag et al. (2012), Lindgren et al. (2016),
and Lindgren & Heiter (2017) utilized MARCS models
(Gustafsson et al. 2008) and the Spectroscopy Made Easy
(SME; Valenti & Piskunov 1996; Piskunov & Valenti 2017)
spectral synthesis code to infer M dwarf effective temperatures
and metallicities to a precision of 100 K and 0.05 dex,
respectively. Souto et al. (2017) used MARCS models and the
turbospectrum code (Alvarez & Plez 1998; Plez 2012) to
synthesize SDSS APOGEE spectra of two planet-hosting,
early-M dwarfs (Kepler-138 and Kepler-186) and measured
chemical abundances for 13 elements with a precision of the
order of 0.1 dex.
Current M dwarf spectral synthesis attempts, however, still
suffer some drawbacks. For one, they rely on presupposing
accurate stellar parameters to generate model atmospheres for
spectral synthesis. Most works so far employed either empirical
color–temperature relations, such as those of Casagrande et al.
(2008) and Mann et al. (2015), or empirical absolute
magnitude–temperature relations. For glog , many studies
utilized the glog -mass relation of Bean et al. (2006) and
absolute magnitude–mass relations such as those of Delfosse
et al. (2000) and Benedict et al. (2016). Others calculated glog
using those same absolute magnitude–mass relations and radius
estimates from absolute magnitude–radius relations such as
those of Mann et al. (2015). Inconsistencies in how parameters
are determined for model generation could lead to incon-
sistencies in derived abundances.
The accuracy of abundances derived from spectral synthesis
depends strongly on the accuracy of the model atmospheres
used. The pervasiveness of molecular opacity and the
importance of convective energy transport in cool dwarf
atmospheres pose unique challenges to accurately modeling M
dwarf spectra. These challenges complicate attempts to derive
accurate fundamental parameters directly from spectral synth-
esis. Results from direct spectral synthesis are often incon-
sistent with results from empirical methods (e.g., Passegger
et al. 2016). Recently, Rajpurohit et al. (2017) found that
directly comparing high-resolution H-band spectra of M dwarfs
to BT-Settl synthetic spectra resulted in best-fit temperatures
and metallicities that differed by up to 350 K and 0.8 dex from
those measured based on empirically calibrated methods
(Terrien et al. 2015).
The overall metallicities derived by Lindgren et al. (2016)
and Lindgren & Heiter (2017) are in good agreement with
those derived from the Rojas-Ayala et al. (2012), Terrien et al.
(2012), and Mann et al. (2013a) empirical calibrations based on
moderate-resolution spectra, agreeing within measurement
uncertainties. Additionally, Lindgren et al. (2016) analyzed
four FGK+M binaries, finding excellent agreement (0.01–0.04
2
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dex difference) between metallicities measured independently
from either component. Önehag et al. (2012), Lindgren et al.
(2016), and Lindgren & Heiter (2017) did not fit for individual
elemental abundances, so the accuracy of their methods for
detailed chemical analysis is unknown. Furthermore, they
found discrepancies between temperatures derived through
their spectral synthesis and those derived from empirical
calibrations. Their temperatures are consistently ∼100 K lower
than those determined by Mann et al. (2015), which were
determined by comparing optical spectra to BT-Settl models,
but ultimately tuned to match long-baseline optical interfero-
metry observations.
The metallicities derived by Souto et al. (2017) of Kepler-
138 and Kepler-186 are consistently ∼0.1–0.2 dex higher than
those derived from the Rojas-Ayala et al. (2012), Terrien et al.
(2012, 2015), and Mann et al. (2013a) empirical calibrations
based on moderate-resolution spectra. The empirically cali-
brated methods do not measure Fe abundance directly, but can
predict M dwarf [Fe/H] to < 0.1 dex precision. Analysis of
more APOGEE M dwarf spectra is needed to determine if there
is a statistically significant difference in metallicities deter-
mined from spectral synthesis and from empirical calibrations.
No independent analyses of abundances beyond overall
metallicity for Kepler-138 and Kepler-186 are available for
comparison to the Souto et al. (2017) results.
Inconsistencies between empirically calibrated and model-
dependent methods for spectroscopic characterization of M
dwarfs must be resolved in order to allow detailed chemical
analysis of M dwarfs with a similar accuracy and precision that
is achieved for FGK stars. Here, we present a new method to
derive Teff, [Fe/H], and [Ti/Fe] from high-resolution NIR M
dwarf spectra that is both physically motivated and empirically
calibrated. In Section 2, we describe our Keck/NIRSPEC
observations of M dwarfs in FGK+M systems. In Section 3,
we describe how our method utilizes state-of-the-art stellar
atmosphere models to provide the nonlinear relations for how
M dwarf spectra change as a function of stellar parameters and
composition, and how our we calibrate our method with FGK
+M systems. We discuss our results in Section 4 and
summarize them in Section 5.
2. Observations
2.1. NIRSPEC Observations of M dwarfs
On the nights of 2016 May 24 and 2017 February 2, we used
the NIRSPEC instrument (McLean et al. 1998) on Keck II on
Maunakea to observe a total of 44 M dwarfs from the Mann
et al. (2013a) catalog of FGK+M systems. We observed with
the NIRSPEC-1 filter covering 0.947–1.121 μm, corresponding
to the photometric Y-band. We used the 0.432×12 arcsec slit
for a spectral resolution of R;25,000. We employed the
standard ABBA slit-nodding pattern for a total of at least 8
exposures per target. We chose single-image exposure times,
which were necessary to reach a combined peak S/N>150
per pixel. We also obtained dark, flat field, and Ne–Ar–Xe–Kr
arc lamp calibration images. To help remove the many telluric
lines present in the NIR, an A0V star is usually observed close
in time and airmass to each target. However, due to the very
limited number of contaminating telluric lines in the Y-band,
we only observed two A0V stars at two different airmasses
each night. We used these observations when calibrating
instrumental effects.
We used the REDSPEC7 code to spatially and spectrally
rectify each image. For initial wavelength calibration, we used
sky OH lines for all orders except 72 and 74, for which we used
the arc lamp lines because these orders do not contain enough
OH lines. Following the procedure outlined in Cushing et al.
(2004), we optimally extracted (Horne 1986) the 1D spectrum
from each image and combined all spectra of the same object
using a variance-weighted mean. The spectra are contaminated
by fringes caused by interference between the order-sorting
filter and the long-wavelength blocking filter. We used Fourier-
filtering to remove the fringes. First, we used the Fourier
transform of the A0V stars to determine the dominate
frequencies of the fringes. The A0V spectra have very few
stellar or telluric lines and are dominated by the fringe signal,
which stands out as a large peak in the frequency spectrum. We
then filtered the fringe frequencies from all target spectra in
Fourier space with a FIR notch filter based on a Hanning
window with a width of 6×10−3 pix 1- and centered on the
peak frequency as determined from the A0V observations. This
procedure is similar to an option available in the REDSPEC
package to remove fringing.
Due to the fact that the Y-band is nearly devoid of telluric
lines, we chose not to use the A0V observations for telluric
correction. Instead, we corrected for the throughput of the
instrument by matching our observations to publicly available8
BT-Settl synthetic spectra. At the same time, we used the
models to improve our wavelength calibration and shift each
spectrum to the rest frame. For each order of each observed
spectrum, we multiplied the flux by a third-order Chebyshev
polynomial and applied a linear correction to the wavelengths
in order to best match a synthetic spectrum. The wavelength
correction shifts the spectrum to the rest frame and removes
extrapolation error in the REDSPEC wavelength calibration,
which arises due to the low number of OH and arc lamp lines in
the Y-band. We iterated over all models within a grid covering
Teff=2600–4300 K, glog =5.0, and [M/H]=−1.0–+0.5.
For each model, we found the best-fit coefficients for the
throughput correction and wavelength calibration via 2c
minimization. We used the coefficients that produced the
lowest 2c over the entire model grid to apply the final flux and
wavelength calibration. Figure 1 shows some representative
samples of fully reduced spectra.
3. Calibrating a Method to Measure Teff, [Fe/H], and [Ti/Fe]
We chose to combine two approaches to analyzing M dwarf
spectra and developed a method that is both physically
motivated and empirically calibrated. Our basic strategy is to
use a grid of synthetic spectra to provide the nonlinear relations
for how an M dwarf spectrum should change as a function of
physical parameters, but then apply simple transformations to
measured EWs and spectral indices to force agreement with
observations of well-characterized FGK+M systems.
3.1. Model Grid
We used the 2017 version of the PHOENIX atmosphere
modeling code (Allard et al. 2012; Baraffe et al. 2015;
Allard 2016) to generate a grid of synthetic M dwarf spectra.9
7 https://www2.keck.hawaii.edu/inst/nirspec/redspec.html
8 https://phoenix.ens-lyon.fr/Grids/BT-Settl/AGSS2009/SPECTRA/
9 All synthetic spectra are available for download online athttp://people.bu.
edu/mveyette/phoenix/.
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Due to the many issues in modeling M dwarf spectra (see
Section 4 for a discussion of some of these issues), we chose
not to finely tune our models to recreate observed spectra and
compare the model-derived parameters to those measured from
empirical methods. We leave this exercise to future studies
involving high-resolution spectra over a broader range of the
full spectral energy distribution. Instead, we created a general-
ized grid of models with the goal of accurately representing the
majority of main-sequence M dwarfs with the fewest number of
free parameters. The most important stellar parameters for the
PHOENIX models are the Teff, glog , and composition.
We chose to parameterize the composition in terms of a
metallicity value [M/H] that scales all elements equally
from their solar abundance, and a second alpha-enhancement
value [α/M] that additionally scales the elements Ne, Mg, Si,
S, Ar, Ca, and Ti by a single value. Unlike other model grids,
we do not include O as an alpha element when varying
[α/M]. Instead, we treat C and O separately, parameterizing
their abundance as a function of [M/H] as described below.
Solar abundances are based on Asplund et al. (2009) with
revisions from Caffau et al. (2011) as described in Allard
et al. (2013).
We note that Fe H M H»[ ] [ ] if alpha elements are treated
separately and not included when calculating the average
metallicity of a star, and in our models [Fe/H]=[M/H] by
definition. In this paper we use [M/H] when referring to the
metallicity of our models and [Fe/H] when referring to the
metallicity of individual stars, as that is what has been
measured. However, we consider them equivalent, assuming
that [Fe/H] is a perfect proxy for [M/H] when alpha elements
are varied independently.
3.1.1. Treatment of C and O Abundances
The relative abundance of C and O in an M dwarf’s
atmosphere has a large effect on the pseudocontinuum level in
its spectrum (Veyette et al. 2016). We accounted for this effect
by scaling C and O abundances as functions of metallicity
when generating our model grid. Spectroscopic surveys of solar
neighborhood FGK stars show a tight trend between C, O, and
Fe abundances (Delgado Mena et al. 2010; Nissen et al. 2014;
Teske et al. 2014; Brewer & Fischer 2016). We derived
empirical relations between Fe, C, and O abundances to use
when calculating our model grid based on the abundance data
of Brewer et al. (2016), who calculated the abundances of 15
elements for 1617 FGK stars. We first rescaled the abundances
to match the solar abundance scale used in the PHOENIX
models. Figure 2 shows how the relative abundance of C and O
varies as a function of [Fe/H].
In order to derive an accurate model for how C and O vary
with Fe, we made several cuts to the Brewer et al. (2016)
sample. First, we limited the sample to only Sun-like stars.
Brewer & Fischer (2016) observed that the scatter in the
measured C/O of stars in the solar neighborhood was reduced
when limiting the analysis to stars with glog >4.0, and Teff
within±200 K of the Sun. They suggested that this is due to
larger systematic uncertainty for models of stars hotter or
cooler than the Sun. Brewer et al. (2016) fit for and removed
any temperature dependence they could measure in their
abundance determinations. However, they only fit to stars with
Teff=4800–6200 K and there still exists a noticeable temper-
ature dependence in C/O for stars significantly hotter or cooler
than the Sun. We adopted the same Sun-like criteria as Brewer
& Fischer (2016). Next, we cut any stars with reported S/N<
100. Finally, we add back any stars with [Fe/H]<−0.7 or
Figure 1. Representative sample of our fully reduced NIRSPEC observations. The third spectrum (lighter blue) is a BT-Settl synthetic spectrum for comparison. The
red lines show the pseudocontinuum level. The orange shading denotes the two regions used in the temperature-sensitive index based on the FeH band head. The
purple shading denotes the Fe I lines used in abundance determination. The green shading denotes Ti I lines.
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[Fe/H]>0.4 that also meet the S/N cut. This adds back four
metal-poor late-G/early-K stars, two metal-rich late-G/early-K
stars, and one metal-rich late-F/early-G star. We add these stars
back because there are very few Sun-like stars at the metallicity
extremes of the sample where the fit tended toward C/O values
that were unrealistically low compared to other surveys that
focused on lower-metallicity stars (e.g., Nissen et al. 2014).
Although not statistically motivated, this step was necessary to
ensure the fit remains realistic within the full range of our
model grid. We note that the added stars lie beyond the [Fe/H]
range of our FGK+M calibration sample (−0.7<[Fe/H]<
+0.35) and the effect on the fit is negligible over this range.
This fit is not valid for [Fe/H]<−1.
Figure 2 shows the 341 stars that make our cuts in blue and
the full sample in gray. The scatter in the [Fe/H]–C/O relation
is significantly reduced when considering only high-S/N, Sun–
like stars compared to the full sample. Also shown for the stars
that make our cuts are 1σ error bars calculated by propagating
the individual uncertainties on [C/H] and [O/H] (0.026 and
0.036 dex, respectively) from Brewer et al. (2016). For clarity,
we also show the median C/O, the standard deviation of C/O,
and the median measurement error in C/O calculated for 0.1
dex bins in [Fe/H]. We note that the median measurement error
is not the error in the binned average, but rather represents the
typical uncertainty on a single C/O measurement in a given
bin. The variations in C/O as a function of [Fe/H] are nearly
consistent with measurement errors, though there exists some
evidence of inherent scatter, particularly at the low-metallicity
end (see Section 4 for more discussion).
Veyette et al. (2016) found that the log difference in O and C
abundance, relative to Fe abundance and scaled from solar,
[(O−C)/Fe], is a good tracer of C and O effects on the
pseudocontinuum in M dwarf spectra, with C/O being the
second most important parameter. Therefore, we fit [(O−C)/
Fe] and C/O as quadratic functions of [Fe/H]. We used an
unweighted fit to the individual points in the high-quality
sample, not the binned points. The resulting fits are
C O 0.486 0.099 Fe H 0.230 Fe H , 12= + -[ ] [ ] ( )
O C Fe 0.040 0.378 Fe H 0.747 Fe H . 22- = - +[( ) ] [ ] [ ] ( )/
The reduced 2c of the fits are 1.8 for C/O and 2.3 for [(O−C)/
Fe]. Our quadratic fit for C/O as a function of [Fe/H] is similar
to the quadratic fit derived by Brewer & Fischer (2016). As
described in Brewer & Fischer (2016), the metal-poor end of
our relation has a slope similar to the linear trends of Nissen
et al. (2014) and Teske et al. (2014); however, the linear trends
do not reproduce the leveling off of C/O at higher metallicities.
We can determine [C/Fe] and [O/Fe] as a function of C/O
and [(O−C)/Fe]:
C Fe O C Fe log C O 1
log C O 1 3
10
1
10
1
= - - -
+ -
-
-
[ ] [( ) ] (( ) )
(( ) ) ( )☉
/
O Fe O C Fe log 1 C O
log 1 C O . 4
10
10
= - - -
+ -
[ ] [( ) ] ( )
( ) ( )☉
/
We do this rather than fit for [C/Fe] and [O/Fe] directly to better
preserve the relation between [Fe/H] and the relative abundance
of C and O, which has a larger effect on the pseudocontinuum
than C and O abundances individually. We use these relations to
set the [C/M] and [O/M] of our models based on their [M/H]
(using [C/M], [O/M], and [M/H] as proxies for [C/Fe],
[O/Fe], and [Fe/H], respectively, in Equations (1)–(4)).
3.1.2. Treatment of Log g
All M dwarfs that have reached the main sequence are still
on the main sequence, evolving imperceptibly from their
ZAMS radius and luminosity (Laughlin et al. 1997). Therefore,
we make the assumption that an M dwarf’s glog and radius can
be determined solely from its temperature and composition. We
used the Teff, [Fe/H], glog , and radius estimates of 183 M
dwarfs from Mann et al. (2015) to derive relations for glog and
radius as functions of Teff and [Fe/H]. Mann et al. (2015)
determined Teff by comparing optical spectra to a grid of BT-
Settl synthetic spectra, using only spectral regions that resulted
in good agreement with effective temperatures derived through
LBOI. They calculated radii for their stars from their
temperatures and integrated bolometric fluxes via the Stefan-
Boltzmann law. They used the calibrations of Mann et al.
(2013a, 2014) to measure metallicities. Originally, Mann et al.
(2015) calculated masses from the Delfosse et al. (2000)
relation between mass and absolute K-band magnitude. Here,
we used the more recent relation of Benedict et al. (2016) to
determine masses for use in calculating glog . Figure 3 shows
glog and radius as a function of Teff and [Fe/H] and our fits to
the data. The resulting fits are
g
T T
log 7.912 0.1880 Fe H
1.334 10 1.313 10 ,
5
3
eff
7
eff
2
= - ´
- ´ ´ + ´ ´- -
[ ]
( )
Figure 2. C/O and [(O−C)/Fe] vs. [Fe/H] for FGK stars analyzed by Brewer
et al. (2016). High-S/N, Sun-like stars, as described in the text, are shown in
blue with their measurement uncertainties. Median values, ±1 standard
deviation bars, and ±1 median measurement error bars are shown for 0.1
dex bins in [Fe/H]. Also shown are quadratic fits to the high-quality sample.
There is a strong correlation between [Fe/H] and the relative abundance of C
and O, with scatter nearly consistent with measurement errors.
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R R
T T
T
15.43 0.1708 Fe H
1.431 10 4.350 10
4.246 10 .
6
2
eff
6
eff
2
10
eff
3
 = + ´
- ´ ´ + ´ ´
- ´ ´
- -
-
[ ]
( )
☉
The root-mean-square errors (RMSEs) of the fits are 0.044 dex
in glog and 0.034 R☉ in radius. Our relation turns over slightly
at ∼4050 K. While a decrease in radius with increasing
temperature is not physical, the Teff–radius relation does
become more shallow around 4000 K (Boyajian et al. 2012).
The absolute difference between the maximum radius and the
radius at 4200 K in our relation is less than twice the RMSE in
the fit. While the slight turnover is acceptable for our purposes,
we caution against applying these relations beyond the range
they are calibrated for. We used these relations to set the glog
and radius of our models, removing glog as a major free
parameter.
3.1.3. Model Grid Sampling
Following the above simplifications, we are left with three
free parameters: Teff, [M/H], and [α/M]. Table 1 shows the
range and sampling of our grid model parameters.
3.2. Calibration Sample
We drew our calibration sample from the catalog of
common-proper motion FGK+M systems described in Mann
et al. (2013a). In order to empirically calibrate our method, we
required accurate measurements of Teff, [Fe/H], and [Ti/Fe]
for the M dwarfs in our sample.
We measured effective temperatures for our M dwarfs using
the method described in Mann et al. (2013b), which is also
described briefly in Section 3.1.2. The effective temperatures of
these stars were originally calculated along with the sample
published in Mann et al. (2015), although not all stars in this
paper were also published there.
We measured the Fe and Ti abundances of our sample from
high-resolution optical spectra of the FGK primaries. Mann
et al. (2013a) originally obtained and analyzed spectra of the
FGK primaries taken with ESPaDOnS on CFHT. Here, we
reanalyzed these spectra for 21 stars in our sample using the
newest version of SME and following the procedure outlined in
Brewer et al. (2016). For the other eight stars in our sample, we
adopted the abundances derived by Brewer et al. (2016). The
reported statistical uncertainties from Brewer et al. (2016) are
0.01 dex in [Fe/H] and 0.012 dex in [Ti/H]. To ensure
consistency between the Brewer et al. (2016) catalog and
abundances measured from ESPaDOnS spectra, we compared
abundances for eight stars common to both samples and found
they are consistent within measurement errors. We also
analyzed three solar spectra reflected from asteroids (two of
Ceres, one of Vesta) obtained from the CFHT archive. The
derived abundances were consistent with solar abundances to
well within measurement uncertainties. For a detailed compar-
ison between abundances derived in this manner and other
results from the literature, see Brewer et al. (2016).
Table 2 lists our calibration sample and their measured
properties.
3.3. Spectral Features
We measure three types of features in our Y-band spectra for
use in inferring the Teff, [Fe/H], and [Ti/Fe] of M dwarfs: a
temperature-sensitive index based on the Wing-Ford FeH band
head, the EWs of 7 Fe I lines, and the EWs of 10 Ti I lines. We
used the line-identification feature of the PHOENIX models to
identify the Fe I and Ti I lines and chose wavelength ranges
over which to measure EWs based on by-eye inspection of the
observed and synthetic spectra. Table 3 lists the wavelength
ranges used when calculating the EWs of these lines and
Figure 1 highlights them in a sample of spectra. We define the
FeH index as
F FFeH index , 70.984 0.989 0.990 0.995= á ñ á ñl l= - = - ( )
where F a bá ñl= – is the mean flux in the interval a bl = – . As
shown in Figure 1 the strength of the FeH band head has a
strong spectral-type dependence and is deeper in later M
dwarfs. Since it is a Fe-bearing molecule, it is also sensitive to
[Fe/H], but to a lesser extent. The temperature-sensitivity of
FeH lines has been noted in previous works (e.g., Önehag
et al. 2012).
3.3.1. Determining the Pseudocontinuum Level
Defining the continuum level in an M dwarf’s spectrum is a
long-standing problem for M dwarf abundance analysis. One
commonly implemented solution is to choose two “continuum
Figure 3. Log g and radius as a function of Teff, colored by [Fe/H], based on
data from Mann et al. (2015). Iso-metallicity fits are shown at [Fe/H]=−0.3,
+0.0, and +0.3 based on Equations (5) and (6).
Table 1
Parameters of the Model Grid
Parameter Range Step Size
Teff 3000–4200 K 100 K
[M/H] −1 to +0.5 0.25
[α/M] −0.1 to +0.4 0.1
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regions” on either side of the feature that are relatively free of
absorption features and linearly interpolate between the mean
flux in the two regions. However, these regions can be small
and significantly effected by statistical (photon noise) or
systematic (e.g., variations in molecular opacity or poor telluric
correction) variations. To mitigate these issues, we developed a
new method of assigning the pseudocontinuum level that is less
sensitive to anomalous data points and can consistently assess
the pseudocontinuum across different targets and spectral
regions. Since we correct for the instrument throughput and
place all Echelle orders on the same relative scale, we can
assign the pseudocontinuum over the entire Y-band at once
(orders 71–77, 0.98–1.08 μm). The process has three steps.
First, we use a second-order SavitzkyGolay filter (Savitzky &
Golay 1964), with a window length of five pixels to reduce
high-frequency variations in the spectrum. Then, we apply a
running maximum filter with a width of seven resolution
elements. Finally, we fit a sixth-order Chebyshev polynomial to
the filtered spectrum to use as the pseudocontinuum. Figure 1
shows examples of the continuum fits.
We list all indices and EWs measured from the NIRSPEC
spectra of our calibration sample in Table 4. We list all indices
and EWs measured from our model grid in Table 5.
3.4. Calibrating the Models
If we could fully trust the synthetic M dwarf spectra, we
could generate spectra for the known parameters of each star
and use curve-of-growth analysis to determine abundances. To
test the agreement between our Y-band models and our
NIRSPEC observations, we show in the top row of Figure 4
an example comparison of line EWs measured from our
NIRSPEC spectra and EWs interpolated from our model grid
based on the known parameters of our calibration sample. The
EWs and indices predicted by the models are close to, but not a
perfect match to what we measure from our NIRSPEC spectra.
The fact that we know the temperatures and compositions of
these systems beforehand allows us to empirically derive
simple transformations of the observed indices and EWs in
order to force agreement between the models and observations.
After analyzing the relations between line EWs measured from
our NIRSPEC spectra and EWs interpolated from our model
grid based on known parameters (examples shown in the top
row of Figure 4), we formulated the following transformations
to the observed features.
I a a I , 8FeH 1 2 FeH¢ = + ( )
b b b IEW EW , 9Fe 1 2 Fe 3 FeH¢ = + + ( )
c c c IEW EW . 10Ti 1 2 Ti 3 FeH¢ = + + ( )
Here, IFeH, EWFe, and EWTi denote the FeH index, Fe I line
EW, and Ti I line EW, respectively, measured from a NIRSPEC
spectrum. The primed values are the transformed index and
EWs. By relying only on values measurable directly from the
Table 2
Calibration Sample
M Dwarf Name FGK Name M Dwarf Teff [K] FGK [Fe/H] FGK [Ti/Fe]
PM I02441+4913W HR 799 3572 +0.090 −0.020
PM I02555+2652 HD 18143 3228 +0.275 −0.032
PM I03332+4615S HIP 16563 4075 +0.079 −0.017
Gl 166C HD 26965 3167 −0.290 +0.220
PM I04559+0440W HD 31412 3570 +0.110 −0.010
PM I05415+5329 HR 1925 3765 +0.150 −0.050
PM I05463+0112 HD 38529 3642 +0.350 −0.030
PM I06461+3233 HIP 32423 3656 −0.210 +0.050
PM I07191+6644N HD 55745 4069 +0.240 −0.053
PM I08143+6304 HD 67850 3602 −0.094 +0.007
PM I08526+2818 HD 75732 3280 +0.360 −0.040
PM I09151+2321S HIP 45406 3881 +0.180 −0.010
PM I09573+5018 LSPM J0957+5018E 3829 −0.153 +0.013
PM I11046-0413 HIP 54155 3919 +0.080 −0.055
PM I11218+1811 HIP 55486 3993 +0.358 −0.066
LSPM J1140+0930E LSPM J1140+0930W 3591 −0.123 −0.024
PM I13113+0936 HD 114606 4022 −0.499 +0.313
PM I13168+1700 HIP 64797 3709 −0.088 −0.019
PM I13314-0759W NLTT 34353 3845 −0.185 +0.073
LSPM J1404+0157 LSPM J1404+0156 3664 −0.028 −0.009
PM I14182+1244W BD +132777 3697 −0.738 +0.252
PM I14206-2323N HIP 70100 3950 +0.178 +0.007
PM I15118+3933 HD 135144 3435 −0.076 +0.006
PM I15164+1647W HD 135792 4106 −0.284 +0.107
PM I15204+0011 HIP 75069 3966 −0.362 +0.028
PM I16072-1422 HIP 78969 4032 +0.227 −0.010
PM I16139+3346 HD 146362 3454 −0.010 −0.010
PM I16148+6038 HD 146868 3314 −0.268 +0.048
PM I17176+5224 HIP 84616 3231 −0.071 +0.017
LSPM J1742+1643 LSPM J1742+1645 3565 −0.190 +0.073
PM I17464+2743W HD 161797 3386 +0.270 −0.040
PM I18006+6832 HIP 88188 4060 +0.043 −0.049
PM I18007+2933 HD 164595 3510 −0.080 +0.050
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NIRSPEC spectra, these transformations do not require any
prior knowledge of stellar parameters.
For each spectral feature (Table 3), we fit for the a1 2– , b1 3– ,
or c1 3– constants via least squares between the indices or EWs
interpolated from our model grid and the indices or EWs
measured from our NIRSPEC spectra and transformed
following Equations (8)–(10). Table 3 lists the best-fit
constants and the RMSE in the residuals. The bottom row of
Figure 4 shows examples of the transformed measurements.
3.5. A Method to Measure Teff, [Fe/H], and [Ti/Fe]
The calibration described above can be inverted to determine
Teff, [Fe/H], and [Ti/Fe] of a star based on features measured
from its Y-band spectrum. First, the measured FeH index, Fe I
EWs, and Ti I EWs are transformed via Equations (8)–(9)
with constants from Table 3. Then, the best-fit Teff, [Fe/H], and
[Ti/Fe] are determined via 2c minimization. 2c is calculated as
f f T , Fe H , Ti Fe
, 11
i
i i
f
2 eff
2
i
åc s=
¢ -⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
ˆ ( [ ] [ ]) ( )
where i indicates the ith feature in Table 3, fi¢ is the transformed
index or EW, f T , Fe H , Ti Fei effˆ ( [ ] [ ]) is the index or EW
interpolated from the model grid based on the fitted parameters,
and is is the RMSE of the residuals from the transformation
calibration (last column of Table 3). This assumes that residuals
in the transformation dominate over EW uncertainty due to
photon noise.
To estimate the uncertainty in the inferred parameters due to
the inherent uncertainty of the above procedure, we applied it
to our calibration sample and compared with the known
parameters. The results are shown in Figure 5. We achieve
internal precisions of 60 K, 0.1 dex, and 0.05 dex in Teff,
[Fe/H], and [Ti/Fe], respectively.
We have developed a code to estimate Teff, [Fe/H], and [Ti/Fe]
of an M dwarf from its NIRSPEC Y-band spectrum publicly
available at https://github.com/mveyette/analyze_NIRSPEC1.
The code is written in Python 3 and performs throughput
correction, assigns the pseudocontinuum, measures EWs and
indices, applies our empirical corrections, and matches to our
model grid to return the best-fit Teff, [Fe/H], and [Ti/Fe].
4. Discussion
By measuring Fe and Ti abundances directly from Fe I and
Ti I lines, we improve upon previous empirical metallicity
calibrations that rely on correlated abundance trends. Further-
more, we do not have to assume the nonlinear functional form
for how line EWs change as a function of stellar parameters.
Instead, we leverage the complex physical prescription of the
PHOENIX models to account for most of the change and apply
simple, easily determined corrections to force agreement with
our calibration sample.
Our method does, however, suffer some drawbacks. In order
to create a generalized grid of synthetic spectra for inferring
Teff, [Fe/H], and [Ti/Fe], we had to make some assumptions
regarding other physical properties of M dwarfs. The under-
lying assumption is that all main-sequence M dwarfs can be
uniquely characterized by their Teff, [Fe/H], and [α/Fe] alone.
In reality, this is not the case.
In terms of other abundances, C and O have the largest effect
on an M dwarf’s spectrum (Veyette et al. 2016). While most
stars around solar metallicity fall within a narrow range of C/O
and [(O−C)/Fe], there is likely still some inherent scatter in the
[Fe/H]–C/O and [Fe/H]–[(O−C)/Fe] relations that is not
captured in our analysis. Furthermore, very metal-poor stars
([Fe/H]<−0.75) show a larger spread in C/O and [(O−C)/
Fe], separable as a low-alpha halo group (O-poor) and a high-
alpha halo/thick disk group (O-rich). This is more evident in
the results of Nissen et al. (2014), as they analyzed more metal-
poor stars than Brewer et al. (2016). This intrinsic scatter in C
and O introduces additional uncertainty into our method. We
note that there are only a few stars with [Fe/H]<−0.5 in the
Brewer et al. (2016) sample, which, combined with the fact that
our FGK+M calibration sample only contains two stars with
Table 3
Y-band Features
Feature Wavelength Range [μm] a1
a a2
a a3
a RMSE [Å]
FeH index 0.984–0.989, 0.990–0.995 −0.0574 1.07 L 0.00355
Fe I line 1.01475–1.01506 −1.48 0.686 1.49 0.0143
Fe I line 1.02183–1.02200 −1.24 0.582 1.22 0.00779
Fe I line 1.03980–1.03990 −0.698 0.729 0.695 0.00498
Fe I line 1.04253–1.04273 −1.57 0.67 1.56 0.0128
Fe I line 1.04719–1.04733 −0.167 0.823 0.164 0.00702
Fe I line 1.05343–1.05360 0.08 0.89 −0.0925 0.00647
Fe I line 1.07854–1.07867 −0.172 1.05 0.156 0.00776
Ti I line 1.00001–1.00013 −0.773 0.575 0.777 0.00777
Ti I line 1.00367–1.00378 −0.751 0.633 0.755 0.00556
Ti I line 1.00597–1.00609 −0.287 0.75 0.294 0.00532
Ti I line 1.03990–1.04009 −1.56 0.755 1.56 0.0143
Ti I line 1.04979–1.05000 −0.34 1.04 0.278 0.0129
Ti I line 1.05866–1.05886 −1.48 0.662 1.47 0.0154
Ti I line 1.06100–1.06111 −0.46 0.568 0.462 0.00471
Ti I line 1.06793–1.06806 −0.799 0.604 0.806 0.0063
Ti I line 1.07285–1.07300 −0.955 0.817 0.954 0.00909
Ti I line 1.07768–1.07787 −0.878 0.353 0.903 0.00784
Note.
a a1 2– for the FeH index, b1 3– for Fe I lines, and c1 3– for Ti I lines.
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Table 4
Measured Indices and EWs of Calibration Sample
Name 1a 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
PM I02441+4913W 1.040 0.186 0.109 0.093 0.073 0.098 0.061 0.050 0.105 0.092 0.094 0.262 0.259 0.276 0.086 0.129 0.181 0.126
PM I02555+2652 1.055 0.234 0.096 0.089 0.063 0.097 0.069 0.041 0.126 0.116 0.093 0.273 0.263 0.256 0.086 0.138 0.194 0.148
Gl 166C 1.064 0.241 0.064 0.099 0.056 0.073 0.054 0.030 0.149 0.116 0.085 0.363 0.347 0.322 0.094 0.157 0.246 0.176
PM I05415+5329 1.038 0.216 0.143 0.108 0.099 0.114 0.084 0.067 0.119 0.107 0.102 0.278 0.274 0.327 0.099 0.133 0.196 0.143
PM I06461+3233 1.035 0.163 0.083 0.090 0.047 0.083 0.053 0.037 0.103 0.090 0.074 0.261 0.245 0.262 0.068 0.112 0.165 0.120
PM I07191+6644N 1.033 0.239 0.201 0.119 0.120 0.143 0.100 0.075 0.107 0.102 0.115 0.270 0.261 0.404 0.103 0.132 0.205 0.132
PM I08143+6304 1.035 0.192 0.107 0.086 0.076 0.085 0.055 0.056 0.105 0.092 0.085 0.277 0.261 0.279 0.082 0.125 0.187 0.135
PM I08526+2818 1.062 0.241 0.093 0.085 0.063 0.100 0.071 0.038 0.142 0.117 0.079 0.286 0.271 0.261 0.094 0.141 0.210 0.149
PM I09151+2321S 1.035 0.231 0.186 0.122 0.103 0.138 0.096 0.079 0.115 0.109 0.119 0.280 0.256 0.402 0.098 0.139 0.204 0.144
PM I09573+5018 1.028 0.167 0.118 0.090 0.070 0.093 0.059 0.055 0.092 0.086 0.092 0.248 0.238 0.310 0.077 0.109 0.172 0.117
PM I11218+1811 1.032 0.259 0.193 0.119 0.103 0.133 0.096 0.083 0.124 0.121 0.119 0.290 0.264 0.409 0.111 0.148 0.217 0.153
LSPM J1140+0930E 1.040 0.188 0.099 0.096 0.085 0.087 0.051 0.048 0.115 0.094 0.078 0.272 0.277 0.285 0.090 0.127 0.183 0.131
PM I13113+0936 1.022 0.144 0.107 0.071 0.060 0.076 0.051 0.052 0.074 0.073 0.084 0.216 0.214 0.310 0.073 0.100 0.149 0.107
PM I13168+1700 1.031 0.168 0.097 0.088 0.077 0.090 0.059 0.050 0.108 0.094 0.085 0.255 0.245 0.288 0.078 0.110 0.172 0.117
PM I13314-0759W 1.026 0.180 0.137 0.093 0.086 0.101 0.068 0.064 0.101 0.088 0.092 0.259 0.248 0.321 0.085 0.113 0.175 0.131
LSPM J1404+0157 1.043 0.201 0.118 0.092 0.090 0.097 0.062 0.065 0.113 0.101 0.094 0.277 0.273 0.296 0.094 0.143 0.190 0.155
PM I14182+1244W 1.021 0.123 0.055 0.059 0.046 0.054 0.041 0.034 0.072 0.070 0.067 0.233 0.225 0.248 0.059 0.100 0.158 0.095
PM I14206-2323N 1.033 0.233 0.172 0.114 0.100 0.129 0.084 0.073 0.109 0.097 0.124 0.265 0.264 0.379 0.100 0.133 0.196 0.140
PM I15118+3933 1.047 0.213 0.086 0.081 0.072 0.080 0.056 0.046 0.110 0.101 0.080 0.291 0.275 0.258 0.086 0.128 0.193 0.140
PM I15164+1647W 1.021 0.176 0.149 0.095 0.078 0.103 0.059 0.065 0.086 0.073 0.082 0.213 0.227 0.340 0.070 0.103 0.163 0.106
PM I15204+0011 1.025 0.154 0.110 0.091 0.049 0.074 0.053 0.051 0.089 0.073 0.078 0.242 0.216 0.309 0.066 0.097 0.154 0.103
PM I16072-1422 1.032 0.238 0.195 0.123 0.111 0.128 0.098 0.066 0.099 0.098 0.112 0.245 0.257 0.400 0.087 0.122 0.188 0.161
PM I16139+3346 1.048 0.220 0.099 0.088 0.077 0.091 0.063 0.049 0.111 0.096 0.085 0.293 0.280 0.273 0.085 0.135 0.197 0.147
PM I16148+6038 1.055 0.246 0.069 0.081 0.064 0.090 0.050 0.037 0.134 0.102 0.070 0.292 0.316 0.271 0.080 0.140 0.210 0.131
PM I17176+5224 1.063 0.257 0.074 0.097 0.067 0.091 0.068 0.038 0.147 0.119 0.079 0.319 0.311 0.290 0.091 0.146 0.217 0.150
LSPM J1742+1643 1.035 0.203 0.109 0.090 0.075 0.088 0.065 0.057 0.113 0.103 0.072 0.278 0.256 0.304 0.083 0.119 0.183 0.173
PM I17464+2743W 1.051 0.221 0.106 0.091 0.081 0.095 0.065 0.058 0.118 0.106 0.095 0.293 0.273 0.269 0.093 0.145 0.205 0.155
PM I18006+6832 1.031 0.231 0.183 0.113 0.108 0.131 0.089 0.078 0.105 0.092 0.100 0.238 0.234 0.377 0.089 0.116 0.180 0.105
PM I18007+2933 1.040 0.198 0.095 0.094 0.073 0.090 0.058 0.048 0.117 0.100 0.079 0.277 0.265 0.275 0.087 0.127 0.183 0.131
Note. Equivalent widths are measured in units of Å.
a The numbers indicate the features, corresponding to the rows in Table 3.
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Table 5
Measured Indices and EWs of Model Grid
Teff [K] [M/H] [α/M] 1
a 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
4200 +0.50 +0.40 1.035 0.240 0.157 0.115 0.128 0.128 0.088 0.086 0.127 0.126 0.145 0.313 0.274 0.444 0.112 0.139 0.248 0.145
4200 +0.50 +0.30 1.037 0.245 0.163 0.117 0.134 0.134 0.091 0.089 0.124 0.122 0.141 0.303 0.261 0.428 0.106 0.135 0.239 0.140
4200 +0.50 +0.20 1.039 0.252 0.169 0.120 0.140 0.140 0.094 0.092 0.121 0.118 0.137 0.294 0.249 0.412 0.100 0.132 0.230 0.136
4200 +0.50 +0.10 1.041 0.259 0.174 0.123 0.146 0.146 0.097 0.095 0.118 0.114 0.133 0.285 0.237 0.396 0.095 0.129 0.222 0.131
4200 +0.50 +0.00 1.043 0.266 0.180 0.127 0.153 0.152 0.100 0.098 0.115 0.110 0.129 0.276 0.225 0.380 0.089 0.126 0.215 0.128
4200 +0.50 −0.10 1.045 0.275 0.186 0.130 0.159 0.158 0.103 0.101 0.113 0.107 0.125 0.268 0.214 0.364 0.084 0.123 0.208 0.124
4200 +0.25 +0.40 1.033 0.208 0.138 0.105 0.109 0.114 0.075 0.076 0.116 0.117 0.133 0.296 0.262 0.418 0.102 0.131 0.231 0.134
4200 +0.25 +0.30 1.035 0.214 0.143 0.108 0.115 0.119 0.078 0.079 0.113 0.113 0.129 0.287 0.250 0.403 0.097 0.128 0.223 0.129
4200 +0.25 +0.20 1.037 0.220 0.149 0.111 0.121 0.125 0.080 0.082 0.110 0.109 0.124 0.277 0.237 0.387 0.091 0.124 0.215 0.125
4200 +0.25 +0.10 1.039 0.226 0.154 0.114 0.126 0.130 0.083 0.085 0.107 0.105 0.119 0.267 0.225 0.370 0.086 0.121 0.207 0.120
Note. Equivalent widths are measured in units of Å.
a The numbers indicate the features, corresponding to the rows in Table 3.
(This table is available in its entirety in machine-readable form.)
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[Fe/H]−0.5, means our calibration is poorly constrained in
the low-metallicity regime.
By assuming the entire composition of a star can be
parameterized solely by [Fe/H] and [α/Fe], our method will
likely fail for stars with non-standard abundance ratios such as
stars that have accreted processed material from an evolved
companion (e.g., dwarf carbon stars, Green 2013).
There exists a slight systematic trend in the residuals
between the calibration sample [Fe/H] and the [Fe/H] we
estimate from the NIRSPEC spectra (Figure 5). It is unclear
what the exact origin of this trend is, though it is likely that it is
residual systematic differences between the models and our
observations that are not accounted for by our simple
corrections to the EWs. The mean of the residuals is <0.003
dex; however, sub-solar metallicity stars tend to be over-
estimated in [Fe/H], while super-solar metallicity stars tend to
be underestimated. This may suggest a tendency to favor solar
metallicity models. If we fit for and remove this residual trend,
the RMSE is reduced to 0.06 dex.
This work highlights an important limitation of current low-
mass star synthetic spectra. Differences between observed and
model line strengths can be due to many different issues. Some
of these issues are more significant for M dwarfs than for FGK
stars, while others are unique to M dwarfs. The corrective
transformation we apply to our measured EWs and indices is
meant to account for the combined effects of these issues. Here,
we list some potential issues.
Inaccurate oscillator strengths of the lines we used in this
analysis could be a major reason why observed line strengths
do not match modeled line strengths. We did not attempt to
adjust the oscillator strengths of any lines used in this analysis.
The thermal profile of the stellar atmosphere model used
plays a large role in determining the flux inside individual
absorption lines, as well as of the pseudocontinuum level from
which line strengths are measured. Incomplete or inaccurate
line lists for major opacity sources can result in an inaccurate
equilibrium thermal profile. This is particularly an issue for M
dwarfs, as nearly all the flux emitted by M dwarfs is emitted at
wavelengths where there is at least some molecular opacity.
Current line lists for major opacity sources in M dwarf
atmospheres such as TiO are known to be inaccurate and
incomplete (Mann et al. 2013b; Rajpurohit et al. 2013;
Hoeijmakers et al. 2015, e.g.,). However, new advances in
experimental and theoretical studies of rotational–vibrational
energy levels for important molecules, largely motivated by
their application to observations of exoplanet atmospheres, may
improve future cool dwarf models (e.g., Tennyson et al. 2016;
McKemmish et al. 2017).
Other inaccuracies in model parameters may play small roles
in the overall mismatch between synthetic spectra and observa-
tions, such as: mixing length, determined from the Teff and glog
of the model according to the calibration of Ludwig et al. (1999);
microturbulent velocity, determined from Teff according to the
radiation hydrodynamic simulations of Freytag et al. (2010);
and glog , determined from Teff and [M/H] as described in
Section 3.1.2.
One effect not accounted for in the PHOENIX models is line
splitting in the presence of magnetic fields. Some FeH lines in
the Wing-Ford band are magnetically sensitive (Reiners &
Basri 2007). Varying magnetic field strengths may introduce
additional uncertainty to our method. However, strong
magnetic fields are associated with rapid rotation (Noyes
et al. 1984). Stars with strong enough magnetic fields to
significantly effect our FeH index will already be excluded
from our analysis due to significant rotational broadening. We
note that Shulyak et al. (2014) found that the Ti I lines in the
Y-band are not very magnetically sensitive.
Figure 4. FeH index, a Fe I EW, and a Ti I EW as interpolated from our model grid compared with those measured directly from our NIRSPEC spectra (top) and the
measured values transformed as described in the text (bottom). An orange line denotes the 1:1 relation. The models do not correctly predict the observed line strengths,
but simple transformations of the observed indices and EWs are enough to bring the observations and models into agreement.
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5. Concluding Remarks
We developed a method to measure Teff, [Fe/H], and [Ti/Fe]
from high-resolution Y-band spectra of M dwarfs. Our method is
physically motivated in that it relies on state-of-the-art stellar
atmosphere models to provide the nonlinear relations for how M
dwarf spectra change as a function of temperature and composi-
tion. Our method is also empirically calibrated, using observations
of M dwarfs with wide FGK companions to force agreement
between known parameters and those inferred from our NIR
spectra. Unlike other empirical metallicity calibrations, our method
measures Fe and Ti abundances directly from atomic Fe I and Ti I
lines. Our calibration achieves precisions in Teff, [Fe/H], and
[Ti/Fe] of 60 K, 0.1 dex, and 0.05 dex, respectively. Improve-
ments to cool dwarf atmosphere models and larger calibration
samples with wider wavelength coverage could allow for detailed
chemical analysis of M dwarfs at a similar precision achieved for
FGK stars.
Few high-resolution, Y-band spectrometers are currently
available, which limits the application of the method presented
here. However, at least three new exoplanet RV surveys
specifically targeting M dwarfs include coverage of the Y-band:
CARMENES (Quirrenbach et al. 2010), the Habitable Zone
Planet Finder (HPF, Mahadevan et al. 2010), and SPIRou
(Artigau et al. 2011). These surveys will provide high-S/N,
high-resolution, Y-band spectra for hundreds of M dwarfs,
many of which host planets that will be detected during the
surveys. The ability to detect planets around and measure [Fe/H]
and [Ti/Fe] for hundreds of M dwarfs using the same data set
will be a powerful asset. These surveys will allow us to test
whether observed trends in the composition of planet-hosting
FGK stars, like enhanced α-element abundance, also hold for
lower-mass stars and smaller planets.
Another exciting application of this work is the potential to
use alpha-enhancement to constrain the ages of field M dwarfs.
The age of an individual field M dwarf is difficult to measure
reliably because its radius and effective temperature change
imperceptibly once on the main sequence (Laughlin
et al. 1997). However, surveys of nearby stars find an empirical
relation between [α/Fe] and age (Haywood et al. 2013; Bensby
et al. 2014; Feuillet et al. 2016) due to delayed Fe enrichment
of the ISM by SNe Ia. Measuring the [α/Fe] of an M dwarf can
be combined with priors based on kinematics (e.g., Burgasser
& Mamajek 2017) to provide a powerful age diagnostic. The
ability to measure the ages of field M dwarfs has many
applications, including constraining the age-rotation-activity
relation of M dwarfs (e.g., Newton et al. 2016, 2017).
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