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Evaluation of Certain Exponential Sums of Quadratic Functions Over a
Finite Field of Odd Characteristic
Sandra Draper
ABSTRACT
Let p be an odd prime, and define f(x) as follows:
f(x) =
k∑
i=1
aix
pαi+1 ∈ Fpn [x]
where 0 ≤ α1 < α2 < · · · < αk = α. We consider the exponential sum
S(f, n) =
∑
x∈Fpn
ζTrn(f(x))p ,
where ζp = e2pii/p and Trn is the trace from Fpn to Fp.
We provide necessary background from number theory and review the basic facts about
quadratic forms over a finite field Fp through both the multivariable and single variable ap-
proach. Our main objective is to compute S(f, n) explicitly. The sum S(f, n) is determined
by two quantities: the nullity and the type of the quadratic form Trn(f(x)), denoted by
ln(f) and tn(f), respectively. We give an effective algorithm for the computation of ln(f).
Tables of numerical values of ln(f) are included. However, tn(f) is more subtle and more
difficult to determine. Most of our investigation concerns tn(f).
We obtain “relative formulas” for S(f,mn) in terms of S(f, n) when νp(m) ≤ min{νp(αi) :
i ≤ 1 ≤ k}, where νp is the p-adic order. The formulas are obtained in three separate cases,
using different methods: (i) m = qs, where q is a prime different from 2 and p; (ii) m = 2s;
and (iii) m = p. In case (i), we use a congruence relation resulting from a suitable action
by the Galois group Gal(Fqsn/Fpn). For case (ii), in addition to the congruence in case (i),
a special partition of Fp2n is needed. In case (iii), the congruence method does not work.
However, the Artin-Schreier Theorem for the extension Fppn/Fpn allows us to compute the
trace of Fppn/Fpn rather explicitly.
When ν2(α1) = ν2(α2) = · · · = ν2(αk) < ν2(n), we are able to determine S(f, n) explic-
itly. As a special case, we have explicit formulas for S(ax1+p
α
).
Most of the results of the thesis are new and generalize previous results by Carlitz,
Baumert, McEliece, and Hou.
iii
1. Introduction
Let p be a prime and n a positive integer. Let Fpn denote the finite field with pn elements.
When m | n, the trace from Fpn to Fpm is written as Trn/m. We denote the Trn/1 as Trn.
Let en(y) = e2piiTrn(y)/p for y ∈ Fpn . In 1979, Carlitz wrote a paper [3] evaluating the sum∑
x∈Fq
en(ax3 + bx), a, b ∈ Fq,
where q = 2n. In 1980, Carlitz wrote another paper [4] evaluating the sum∑
x∈Fq
en(axp+1 + bx), a, b ∈ Fq,
where q = pn again, but p is an odd prime. A similar sum∑
x∈Fpn
en(axp
α+1), a ∈ Fpn , α ≥ 0,
was also implied by the results of Baumert and McEliece [2]. Also see [7].
In 2005, Hou wrote a paper [8] for the p = 2 case, generalizing the result by Carlitz.
More precisely, in [8], the polynomial ax3 + bx in [3] was replaced by a polynomial of the
form f(x) =
∑k
i=1 aix
2αi+1 + bx ∈ F2n [x]. Possible extension of the results of [8] for the
case of p = 2 to the case of odd p presented the opportunity for this thesis.
This topic, evaluation of exponential sums, has applications in many areas within and
outside mathematics. In number theory, exponential sums are a powerful tool to study
the number of solutions of polynomial equations over finite fields, see [13, Chapter 6].
Exponential sums are also widely used in coding theory, information theory, cryptography
and combinatorics. In fact, the sum
∑
x∈Fpn en(ax
pα+1) arose in the study of weights of
irreducible cyclic codes (see Baumert and McEliece [2]) and the study of the cross-correlation
function between two maximal linear sequences (see Helleseth [7]).
In this thesis, we always let p be a odd prime. We define f(x) as follows:
f(x) =
k∑
i=1
aix
pαi+1 ∈ Fpn [x]
where 0 ≤ α1 < α2 < · · · < αk = α are integers. We consider the sum
S(f, n) =
∑
x∈Fpn
en(f(x))
as Hou did in his paper [8], where he handles the case of p = 2. The function Trn(f(x)) is a
quadratic form in the Fp-coordinates of x ∈ Fpn when Fpn is identified with Fnp as a Fp-vector
space. Thus, S(f, n) is an exponential sum of a quadratic form over Fp. The exponential
sum of a quadratic form over Fp is completely determined by the nullity (n− rank) and the
type (discriminant) of the quadratic form. In Section 5, we will see that there is an effective
method for computing the nullity. However, there is no direct way to identify the type of
Trn(f(x)) from f(x). Most of our investigation is about the determination of the type of
Trn(f(x)).
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Here is a briefly outline of the thesis. Section 2 contains some necessary theorems and
information from number theory. Sections 3 and 4 discuss the quadratic forms on Fpn using
both the multivariable and single-variable approach. We may include a linear term to f(x);
the resulting sum will be S(f + bx, n), b ∈ Fpn . In fact, S(f + bx, n), as a function of b, is
the “Fourier transform” of Trn(f(x)). In Section 5, we show that S(f + bx, n) follows from
S(f, n) in a straightforward way. In Section 6, the method for the computation of the nullity
is shown. In Sections 7 through 9, we derive “relative” formulas for S(f,mn) in terms of
S(f, n). Here, S(f,mn) is the exponential sum of the same polynomial f ∈ Fpn [x] over an
extension field Fpmn . Three cases require different methods. In Section 7, we assumem = qs
where q is a prime different from p and 2. We use a congruence relation resulting from a
suitable action by the Galois group Gal(Fqsn/Fpn) to determine the type of Trqsn(f). In
Section 8, We assumem = 2s. In addition to the congruence in Section 7, a special partition
of Fp2n is needed. In Section 9, we assume m = p. In this case, the congruence method
in the previous two sections does not work. However, the Artin-Schreier Theorem for the
extension Fppn/Fpn allows us to compute the trace of Fppn/Fpn rather explicitly. We are able
to express S(f, pn) in terms of S(f, n) under the condition that min{νp(αi) : i ≤ 1 ≤ k} ≥ 1,
where νp is the p-adic order.
In Section 10, we look at the case where ν2(α1) = ν2(α2) = · · · = ν2(αk) < ν2(n). An
explicit formula for S(f, n) is obtained. Section 11 handles the special case of S(ax1+p
α
)
which can be evaluated as a result of the previous section.
Tables of numerical values of certain nullities are included in Section 12.
2
2. Background from Number Theory
In this section, we collect some well-known facts from number theory to be used later.
Let p be an odd prime and a ∈ Z. The Legendre symbol (ap ) is defined as
(a
p
)
=

0 if p | a,
1 if a is a square in F∗p,
−1 if a is a nonresidue in F∗p.
Theorem 2.1. (i) We have (−1
p
)
= (−1) 12 (p−1),(2
p
)
= (−1) 18 (p2−1).
(ii) (The law of quadratic reciprocity) Let q be an odd prime with q 6= p. Then(p
q
)(q
p
)
= (−1) 14 (p−1)(q−1).
For the proof of Theorem 2.1, see [11, §5.2]
Let q = pn, where p is an odd prime and n ∈ Z+. Let en : Fq → C be the canonical
additive character, i.e.,
en(y) = ζ
TrFq/Fp (y)
p , y ∈ Fq,
where ζp = e2pii/p. Let η : Fq → C be the quadratic character of Fq, i.e.,
η(y) =

0 if y = 0,
1 if y is a square in F∗q ,
−1 if y is a nonsquare in F∗q .
When q = p, η(y) is the Legendre symbol (yp ). The Gauss quadratic sum on Fq, denoted
by G(η), is defined as
G(η) =
∑
y∈Fq
η(y)e(y).
Lemma 2.2. (i) We have
G(η) =
∑
y∈Fq
e(y2).
(ii) For each a ∈ F∗q, ∑
y∈Fq
e(ay2) = η(a)
∑
y∈Fq
e(y2).
Proof. (i): We have
(2.1) G(η) = η(0)en(0) +
∑
y∈F∗q
η(y)en(y) =
∑
y∈(F ∗q )2
en(y)−
∑
y∈F∗q\(F∗q)2
en(y).
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On the other hand,
(2.2) −1 =
∑
y∈F∗q
en(y) =
∑
y∈(F ∗q )2
en(y) +
∑
y∈F∗q\(F∗q)2
en(y).
Adding (2.1) and (2.2), we have
G(η) = 1 + 2
∑
y∈(F ∗q )2
en(y) =
∑
y∈Fq
en(y2).
(ii): If a is a square in F∗q , say, a = b2, b ∈ F∗q , then∑
y∈Fq
en(ay2) =
∑
y∈Fq
en
(
(by)2
)
=
∑
y∈Fq
en(y2).
If a is a non square in F∗q , then∑
y∈Fq
en(y2) +
∑
y∈Fq
en(ay2) = 2
∑
y∈Fq
en(y) = 0.
So, ∑
y∈Fq
en(y2) = −
∑
y∈Fq
en(ay2) = η(a)
∑
y∈Fq
en(ay2).

The Gauss quadratic sum is completely determined. We use gp to denote the Gauss
quadratic sum over Fp, i.e.,
gp =
∑
y∈Fp
ζy
2
p .
It is easy to show that
gp =
{
±p 12 if p ≡ 1 (mod 4),
±p 12 i if p ≡ −1 (mod 4).
It took Gauss four years (1801 – 1805) to determine that signs in both cases above are
positive, i.e.,
gp =
{
p
1
2 if p ≡ 1 (mod 4),
p
1
2 i if p ≡ −1 (mod 4)
}
= i
1
4
(p−1)2p
1
2 .
The Gauss quadratic sum G(η) over Fq follows from the Davenport-Hasse Theorem on the
Gauss sum of a lifted character [5]. We have
G(η) = (−1)n−1gnp ,
where q = pn.
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3. Quadratic Forms on Fnp , the Multivariable Approach
A quadratic form on Fnq is a function F : Fnq → Fq defined by a homogeneous polynomial
in (x1, . . . , xn). When q is odd, a quadratic form on Fnq can be written as
F (x1, . . . , xn) = (x1, . . . , xn)A(x1, . . . , xn)T ,
where A is an n × n symmetric matrix over Fq. The matrix A is called the matrix of
F . Two quadratic forms F (x) = xAxT and G(x) = xBxT , where x = (x1, . . . , xn), are
called equivalent if there exists P ∈ GL(n,Fq) such that F (x) = G(xP ), or equivalently,
A = PBP T . So, the classification of quadratic forms on Fnq (q odd) under equivalence is the
same as the classification n×n symmetric matrices over Fq under congruence. Congruence
of symmetric matrices is denoted by ∼=.
The classification of quadratic form over finite fields is well-known. When q is odd, the
classification is simple and is given in the next theorem. When q is even, the classification
is slightly involved, see [1, 6].
For the rest of this section q is a power of an odd prime p.
Theorem 3.1. Let x = (x1, . . . , xn) and A be an n × n symmetric matrix over Fnq . Then
every quadratic form F (x) = xAxT on Fnp is equivalent to
x21 + · · ·+ x2r−1 + dx2r ,
where 0 ≤ r ≤ n and d ∈ F∗q. The integer r is called the rank of F and is denoted by rankF .
The image of d in F∗q/(F∗q)2, i.e. d(F∗q)2, is called the discriminant of F . (Sometimes we
simply say that the discriminant of F is d. If r = 0, the discriminant of F is defined
to be 1.) Two quadratic forms are equivalent if and only if they have the same rank and
discriminant.
The proof of Theorem 3.1 will follow two lemmas.
Lemma 3.2. Every element of Fq is a sum of two squares.
Proof. The multiplicative group F∗q contains 12(q − 1) squares and 12(q − 1) nonsquares. So,
Fq has 12(q + 1) squares (including 0). We claim that the set of squares in Fq is not closed
under addition. Otherwise, the set of squares of Fq would be a subgroup of (Fq,+), which
is impossible since 12(q + 1) does not divide q. Thus, there exists a nonsquare d ∈ Fq such
that d = a2 + b2 for some a, b ∈ Fq.
Now let x ∈ Fq be arbitrary. If x is a square, say, x = y2, then x = y2 + 02. If
x is a nonsquare, since |F∗q/(F∗q)2| = 2, we must have x = dy2 for some y ∈ Fq. Then
x = (a2 + b2)y2 = (ay)2 + (by)2. 
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Lemma 3.3. Every n× n symmetric matrix of rank r over Fq is congruent to
1
. . .
1
d
0
. . .
0

.
Proof. Let
A =

a11 a12 · · · a1n
a12 a22 · · · a2n
...
...
...
a1n a2n · · · ann

be an n× n symmetric matrix over Fq. We may assume A 6= 0. By suitable permutations
of rows and columns of A, we may assume that the first row of A is not all 0.
First, we show that A is congruent to a diagonal matrix. There are two cases for A,
a11 6= 0 or a11 = 0.
Case 1. Assume a11 6= 0. Let
P =

1
−a12a11 0
...
. . .
−a1na11 0
 ∈ GL(n,Fq).
Then
PAP T =

a11 0 · · · 0
0
... A1
0
 ,
where A1 is an (n− 1)× (n− 1) symmetric matrix over Fq. Using induction on n, we may
assume that A1 is congruent to a diagonal matrix. So, A is congruent to a diagonal matrix.
Case 2. Assume a11 = 0. Then one of a12, . . . , a1n is nonzero, say, a12 6= 0. Let
P =

1 1
1
. . .
· · · 1
 ∈ GL(n,Fq).
Then
PAP T =

2a12 ∗ · · · ∗
∗ ∗ · · · ∗
...
...
...
∗ ∗ · · · ∗
 ,
where 2a12 6= 0. Therefore, we are in case 1.
So we have proved that A is congruent to a diagonal matrix. We can use row and column
permutations to move all non-zero diagonal entries of A to the first entries in the diagonal.
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Then A has the form:
a11
. . .
arr
0
. . .
0

, a11, . . . , arr ∈ F∗q .
There are two cases for each aii: it is either a square or a nonsquare in F∗q . Without loss of
generality, we may assume that a11, . . . , ass are squares and as+1,s+1, . . . , arr are nonsquares.
So,
aii =
{
b2i if 1 ≤ i ≤ s,
d b2i if s+ 1 ≤ i ≤ r,
where b1, . . . , br ∈ F∗q and d ∈ F∗q is a nonsquare. Let
P =

b1
. . .
br
1
. . .
1

.
Then
(3.1) PAP T =

1
. . .
1
d
. . .
d
0
. . .
0

.
By Lemma 3.2, d = a2 + b2, a, b ∈ Fq. So,[
d
d
]
=
[
a b
−b a
] [
1
1
] [
a −b
b a
]
∼=
[
1
1
]
.
Therefore, the diagonal matrix in (3.1) is congruent to
1
. . .
1
0
. . .
0

or

1
. . .
1
d
0
. . .
0

depending on whether r − s is even or odd. 
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Proof of Theorem 3.1. Let F (x1, . . . , xn) = (x1, . . . , xn)A(x1, . . . , xn)T be a quadratic form
in x1, . . . , xn over Fq, where A is an n× n symmetric matrix over Fq. By Lemma 3.2, there
exists Q ∈ GL(n,Fq) such that
QAQT =

1
. . .
1
d
0
. . .
0

 r
, d ∈ F∗q .
Then
F (x1, . . . , xn) ∼= F ((x1, . . . , xn)Q)
= (x1, . . . , xn)QAQT (x1, . . . , xn)T
= x21 + x
2
2 + · · ·+ x2r−1 + dx2r .
Let G(x1, . . . , xn) be another quadratic form over Fq with rank r′ and discriminant d′.
If r′ = r and η(d) = η(d′), of course, G ∼= F . On the other hand, if G ∼= F , by the next
theorem, we have
η(d) grp p
n−r =
∑
(x1,...,xn)∈Fnp
ζF (x1,...,xn)p
=
∑
(x1,...,xn)∈Fnp
ζG(x1,...,xn)p
= η(d′)gr
′
p p
n−r′ .
It follows that r = r′ and η(d) = η(d′). 
Let F be a quadratic form on Fnq with discriminant d. Then η(d) ∈ {±1} is called the
type of F . So,
type of F =
{
1 if the discriminant of F is a square,
−1 if the discriminant of F is a nonsquare.
Theorem 3.4. Let F be a quadratic form on Fnp with type t and rank r. Then
∑
(x1,...,xn)∈Fnp
ζF (x1,...,xn)p = t g
r
p p
n−r.
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Proof. We may assume F (x1, . . . , xn) = x21 + · · ·+ x2r−1 + dx2r , 0 ≤ r ≤ n, d ∈ F∗q . Then∑
(x1,...,xn)∈Fnp
ζF (x1,...,xn)p
=
( ∑
x1∈Fnp
ζ
x21
p
) · · · ( ∑
xr−1∈Fnp
ζ
x2r−1
p
)( ∑
xr∈Fnp
ζdx
2
r
p
)( ∑
xr+1∈Fnp
1
) · · · ( ∑
xn∈Fnp
1
)
=
(∑
x∈Fp
ζx
2
p
)(∑
x∈Fp
ζx
2
p
) · · · (∑
x∈Fp
ζx
2
p
)(∑
x∈Fp
ζdx
2
p
)
pn−r
=
(∑
x∈Fp
ζx
2
p
)r−1(∑
x∈Fp
ζdx
2
p
)
pn−r
=gr−1p η(d)gpp
n−r (by Lemma 2.2 (ii)).

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4. Quadratic Forms on Fnp , the Single Variable Approach
In Section 3, quadratic forms on Fnq are represented by homogeneous polynomials of
degree 2 in x1, . . . , xn; this way of representing quadratic forms is usually referred to as
the multi-variable approach. However, since Fnq is identified with the finite field Fqn , there
is another way of representing quadratic forms of Fnq which is called the single-variable
approach.
Let a ∈ F∗qn and α ≥ 0. Let 1, . . . , n be a basis of Fqn over Fq and let x = x11+· · ·+xnn,
(x1, . . . , xn) ∈ Fnq . Let Tr = TrFqn/Fq . Then
Tr(axq
α+1) = Tr
[
a
( n∑
i=1
xii
)qα+1]
= Tr
[
a
( n∑
i=1
xi
qα
i
)( n∑
j=1
xjj
)]
= Tr
[
a
n∑
i=1
q
α
i jxixj
]
=
∑
i,j
Tr(aq
α
i j)xixj
is a quadratic form in x1, . . . , xn over Fq. Therefore, if a1, . . . , ak ∈ Fq and α1, . . . , αk ≥ 0,
then
(4.1) Tr
( k∑
i=1
aix
qαi+1
)
is a quadratic form in x1, . . . , xn over Fq.
On the other hand, every quadratic form on Fnq (identified with Fqn) can be written in
the form of (4.1). In fact, if n is odd, a basis of the Fq-space of quadratic forms on Fnq is
given by
Tr(axq
i+1), 0 ≤ i ≤ n− 1
2
, a ∈ A,
where A is a basis of Fqn over Fq. If n is even, a basis of the Fq-space of quadratic forms
on Fnq is given by
Tr(axq
i+1), 0 ≤ i ≤ n
2
, a ∈ A
and
Tr(axq
n/2+1), b ∈ B,
where A is a basis of Fqn over Fq and B is a basis of Fqn/2 over Fq. See [9] for details.
10
5. Computation of the Nullity
Let F (x1, . . . , xn) = (x1, . . . , xn)A(x1, . . . , xn)T be a quadratic form on Fnp where A is an
n× n symmetric matrix over Fp. For z, x ∈ Fnp , we have
F (x+ z)− F (x) = xAzT + zAxT + zAzT = 2zAxT + zAzT .
Thus, zA = 0 if and only if F (x+ z)− F (x) is constant for all x ∈ Fnp . So
n− rankF = dimFp{z ∈ Fnp : F (x+ z)− F (x) = constant for all x ∈ Fnp}.
The number n− rankF is called the nullity of F .
Consider
(5.1) f(x) =
k∑
i=1
aix
pαi+1 + bx ∈ Fpn [x],
where 0 ≤ α1 ≤ α2 ≤ · · · ≤ αk = α. In Section 4, we saw that every quadratic form on
Fnp (identified with Fpn) can be written as Trn(f(x)) for some f ∈ Fpn [x] of the form (5.1).
Denote the nullity of Trn(f(x)) by ln(f), i.e.
ln(f) = dimFp Ln(f),
where
Ln(f) = {z ∈ Fpn : Trn(f(x+ z)− f(x)) = constant for all x ∈ Fpn}
which is called the null space of f . Let tn(f) denote the type of Trn(f(x)). Then by
Theorem 3.4, we have
S(f, n) = tn(f)gn−ln(f)p p
ln(f).
Thus, S(f, n) is completely determined by ln(f) and tn(f).
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There is an effective algorithm to compute ln(f). We have
Trn(f(x+ z)− f(x))
= Trn
( k∑
i=1
ai(x+ z)p
αi+1 −
k∑
i=1
aix
pαi+1
)
= Trn
( k∑
i=1
(ai(x+ z)p
αi+1 − aixpαi+1)
)
= Trn
( k∑
i=1
(ai(xp
αi+1 + xp
αiz + xzp
αi + zp
αi+1)− aixpαi+1)
)
= Trn
( k∑
i=1
ai(xp
αiz + xzp
αi + zp
αi+1)
)
= Trn
( k∑
i=1
aiz
pαi+1 +
k∑
i=1
ai(xp
αiz + xzp
αi )
)
= Trnf(z) + Trn
( k∑
i=1
(aixp
αiz + aixzp
αi )
)
= Trnf(z) + Trn
( k∑
i=1
(aixp
αiz)p
−αi + aixzp
αi )
)
= Trnf(z) + Trn
( k∑
i=1
(ap
−αi
i xz
p−αi + aixzp
αi )
)
= Trnf(z) + Trn
(
x
k∑
i=1
(ap
−αi
i z
p−αi + aizp
αi )
)
= Trnf(z) + Trn
(
xp
α
k∑
i=1
(ap
α−αi
i z
pα−αi + ap
α
i z
pα+αi )
)
= Trnf(z) + Trn
(
xp
α
f∗(z)
)
,
(5.2)
where p−αi is a positive integer and p−αipαi ≡ 1 (mod pn − 1), and
f∗(z) =
k∑
i=1
(ap
α−αi
i z
pα−αi + ap
α
i z
pα+αi ).
Note that f∗ ∈ Fpn [x] is a p-polynomial with no repeated roots. Thus, Trn(f(x+ z)−f(x))
is constant for all x ∈ Fpn if and only if z is a root of f∗. Therefore,
Ln(f) = {z ∈ Fpn : f∗(z) = 0}
and
ln(f) = dimFp{z ∈ Fpn : f∗(z) = 0}
= logp | {z ∈ Fpn : f∗(z) = 0}|
= logp deg(f
∗, xp
n − x).
(5.3)
Since αk = α, then the degree of f∗ is always p2α. Let
(5.4) s = min {m : n | m, lm(f) = 2α}.
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Thus, Fps is the splitting field of f∗ over Fpn . It is then obvious that for all multiples m of
n,
(5.5) lm(f) = l(m,s)(f).
Therefore, we can compute the nullity lm(f) for all 0 < m ≡ 0 (mod n) using the following
method. First, use (5.3) to compute lin(f) for i = 1, 2, . . . until ls(f) = 2α. Then Fps is
the splitting field of f∗ and lm(f) is given by (5.5).
Example 5.1. Let
f(x) = 2x3
1+1 + 2x3
2+1 + x3
3+1 ∈ F3[x].
Then we find that
f∗(x) = x3
0
+ 2x3
1
+ 2x3
2
+ 2x3
4
+ 2x3
5
+ x3
6
.
We can then use Mathematica [15] to find that
deg(f∗, x3
m − x) =
{
36 if m = 26,
1 if 1 ≤ m < 26.
Thus, the splitting field of F3 is F326 . So
lm(f) =
{
6 if 26 | m,
0 otherwise.
Example 5.2. Let
f(x) = 3x7
1+1 + 3x7
2+1 + x7
3+1 ∈ F7[x].
Then we find that
f∗(x) = x7
0
+ 3x7
1
+ 3x7
2
+ 3x7
4
+ 3x7
5
+ x7
6
.
We can then use Mathematica [15] to find that
deg(f∗, x7
m − x) =

76 if m = 175,
75 if m < 175, 25 | m,
72 if m < 175, 7 | m,
71 if m < 175, 25 - m, 7 - m.
The splitting field of f∗ over F7 is F7175 . Write m = 5a7bm∗, where a, b ≥ 0 and (5 ·7,m∗) =
1. Then for every m > 0,
lm(f) =

6 if a ≥ 2 and b ≥ 1,
5 if a ≥ 2 and b = 0,
2 if a ≤ 1 and b ≥ 1,
1 if a ≤ 1 and b = 0.
In fact, we have computed the values of lm(f) with pn = 3, α ≤ 4, and pn = 5, α ≤ 3.
The results are tabulated in Section 12.
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6. S(f + bx) Follows from S(f)
Let f ∈ Fpn [x] be given in (5.1). Our main objective is to compute the sum S(f, n). Let
b ∈ Fpn . The sum
S(f + bx, n) =
∑
x∈Fpn
en(f(x) + bx)
is also important. In fact, when viewed as a function of b, S(f + bx, n) is the “Fourier
transform” of Trn(f). However, we will see that the seemingly more general sum S(f+bx, n)
follows easily from S(f, n). Hence, it suffices to determine S(f, n).
Theorem 6.1. Let b ∈ Fpn. Then
S(f, n)S(f + bx, n) =
{
pn+ln(f)en(f(x0)) if f∗(x) = bp
α
has a solution x0 ∈ Fnp ,
0 otherwise.
Proof. We have
S(f, n)S(f + bx, n)
=
∑
x∈Fpn
en(f(x))
∑
y∈Fpn
e(f(y) + by)
=
∑
x,y∈Fpn
en(f(x)− f(y)− by)
=
∑
x,y∈Fpn
en(f(x+ y)− f(y)− by)
=
∑
x,y∈Fpn
en(f(x) + yf∗(x)p
−α − by) (by (5.2))
=
∑
x∈Fpn
en(f(x))
∑
y∈Fpn
en[y(f∗(x)p
−α − b)]
= pn
∑
x∈Fpn
f∗(x)=bp
−α
en(f(x)).
If f∗(x) = bp−α has no solution in Fpn , then S(f, n)S(f + bx, n) = 0. Thus, assume f∗(x) =
bp
α
has a solution, x0 ∈ Fpn . Then the solution set of f∗(x) = bpα is
x0 + {x ∈ Fpn : f∗(x) = 0}
since f∗(x) is a p-polynomial. The solution set can also be written as x0 + Ln(f) where
Ln(f) is the null space of f . Since Trnf(x) is a quadratic form on Fpn , it is constant on
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x0 + Ln(f). So
S(f, n)S(f + bx, n) = pn
∑
x∈Fpn
f∗(x)=bp
−α
en(f(x))
= pn
∑
x∈x0+Ln(f)
en(f(x))
= pnpln(f)en(f(x0))
= pn+ln(f)en(f(x0)).

Corollary 6.2.
S(f + bx, n) =
{
e(f(x0))S(f, n) if f∗(x) = bp
α
has a solution x0 ∈ Fpn ,
0 otherwise.
Proof. Since S(f, n) 6= 0, then by Theorem 6.1, we know that the only case we have to
consider is when f∗(x) = bpα has a solution x0 ∈ Fpn . Then by Theorem 6.1,
S(f + bx, n) =
pn+ln(f)
S(f, n)
e(f(x0)) =
pn+ln(f)
|S(f, n)|2 e(f(x0))S(f, n).
Since S(f, n) = tn(f)g
n−ln(f)
p pln(f), we have |S(f, n)|2 = pn+ln(f). This yields the desired
result. 
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7. From S(f, n) to S(f, qsn), q 6= p, 2
In this section, assume that q is an odd prime such that q 6= p and s ≥ 0.
Theorem 7.1. In the ring Z[ζp], we have
S(f, qsn) ≡
∑
x∈Fpn
eqsn(f(x)) (mod q).
Equivalently,
tqsn(f)g
qsn−lqsn(f)
p p
lqsn(f) ≡ (q
p
)s(n−ln(f))tn(f)gn−ln(f)p pln(f) (mod q).
Proof. Let T (i) = {x ∈ Fpqsn \ Fpn : Trqsn(f(x)) = i}, i ∈ Fp. We can then write
S(f, qsn) =
∑
x∈F
pq
sn\Fpn
eqsn(f(x)) +
∑
x∈Fpn
eqsn(f(x))
=
p−1∑
i=0
|T (i)|ζip +
∑
x∈Fpn
eqsn(f(x)).
The Galois group Aut(Fpqsn/Fpn) acts on T (i). Take x ∈ T (i) and take σ ∈ Aut(Fpqsn/Fpn).
Since f ∈ Fpn [x], we have σ(f(x)) = f(σ(x)) for all x ∈ Fpqsn . Thus,
Trqsn
(
f(σ(x))
)
= Trqsn
(
σ(f(x))
)
= Trqsn(f(x)) = i.
Secondly, note that since x /∈ Fpn , then σ(x) /∈ Fpn . (Otherwise, we would have x =
σ−1σ(x) ∈ Fpn .) Therefore, σ(x) ∈ T (i).
T (i) is a union of Aut(Fpqsn/Fpn)-orbits of cardinality of q to positive powers. Recall
that the cardinality of the orbit is the size of the group divided by the size of the stabilizer.
Thus, since |Aut(Fpqsn/Fpn)| = qs, then the cardinality of every orbit must be q to some
positive power. If the cardinality of the orbit is 1, then the element of that orbit is fixed by
every automorphism, and that orbit is contained in the base field Fpn . But, the orbit is in
T (i), which is a contradiction as the orbit cannot be in Fpn . Thus, the cardinality of every
orbit is equal to qh, where 0 < h ≤ s. Thus, T (i) is a union of Aut(Fpqsn/Fpn)-orbits of size
qh where 0 < h ≤ s. So |T (i)| ≡ 0 (mod q) for all 0 ≤ i ≤ p− 1. Therefore,∑
x∈F
pq
sn\Fpn
eqsn(f(x)) ≡ 0 (mod q)
which gives us
S(f, qsn) ≡
∑
x∈Fpn
eqsn(f(x)) (mod q).
For the equivalence in the second part of the theorem, since
S(f, qsn) = tqsn(f)g
qsn−lqsn(f)
p p
lqsn(f)
and ∑
x∈Fpn
eqsn(f(x)) =
∑
x∈Fpn
ζq
sTrn(f(x))
p =
(q
p
)s(n−ln(f))tn(f)gn−ln(f)p pln(f),
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then
tqsn(f)g
qsn−lqsn(f)
p p
lqsn(f) ≡ (q
p
)s(n−ln(f))tn(f)gn−ln(f)p pln(f) (mod q).

Lemma 7.2. We have
plqsn(f)−ln(f) ≡ 1 (mod q)
and
1
2
[lqsn(f)− ln(f)] ∈ Z
.
Proof. Let X = {x ∈ Fqsnp \ Fpn : f∗(x) = 0. Then the Galois group Aut(Fq
sn
p /Fpn) acts on
X and X is a union of Aut(Fq
sn
p /Fpn)-orbits of cardinality > 1. Then,
plqsn(f) − pln(f) = |X| ≡ 0 (mod q)
pln(f)(plqsn(f)−ln(f) − 1) ≡ 0 (mod q)
since p is a prime different from q and ln(f) is an integer, then plqsn(f)−ln(f)−1 ≡ 0 (mod q).
Therefore,
plqsn(f)−ln(f) ≡ 1 (mod q).
To prove the second part of the lemma, begin with the equation from Theorem 7.1,
(7.1) tqsn(f)g
qsn−lqsn(f)
p p
lqsn(f) ≡ (q
p
)s(n−ln(f))tn(f)gn−ln(f)p pln(f) (mod q).
Using the above equation and plqsn(f)−ln(f) ≡ 1 (mod q), we can simplify (7.1) to be
(7.2) tqsn(f)g
qsn−lqsn(f)
p ≡
(q
p
)s(n−ln(f))tn(f)gn−ln(f)p (mod q).
Assume to the contrary of 12 [lqsn(f)− ln(f)] /∈ Z, i.e. lqsn(f)− ln(f) is odd. Then exactly
one of qsn− lqsn(f) or n− ln(f) is odd. This is true as qsn and n have the same parity, but
lqsn(f) and ln(f) have different parities. Also, since gp = p
1
2 or ip
1
2 , then g2p = ±p. Thus,
since qsn− lqsn(f) or n− ln(f) is odd, then (7.2) has gp to an even power on one side and
gp to an odd power on the other side. This gives us p to some power on one side and p to
some power multiplied by gp on the other side, respectively. Thus,
gpp
a ≡ b (mod q)
for some a, b ∈ Z, a ≥ 0. Let σ ∈ Aut(Q(gp)/Q) such that σ(gp) = −gp. Since Q(gp) ⊂ (ζp)
and Q(ζp)/Q is Galois, we can extend σ to τ ∈ Aut(Q(ζp)/Q). By applying τ to gppa ≡ b
(mod q), we have
−gppa ≡ b (mod q).
By subtracting the two equations, the result is 2gppa ≡ 0 (mod q), which is a contradiction.
Thus, 12 [lqsn(f)− ln(f)] ∈ Z. 
Let oq(p) denote the multiplicative order of p in Z/qZ. Then, using the above equation
plqsn(f)−ln(f) ≡ 1 (mod q), we find that 1oq(p)(lqsn(f)− ln(f)) ∈ Z. Clearly
p
1
2
(lqsn(f)−ln(f)) ≡ (−1)
1
oq(p)
(lqsn(f)−ln(f)) (mod q).
Theorem 7.3. We have
(7.3) tqsn(f) = tn(f)
(q
p
)sln(f)(−1) 14 (p−1)[lqsn(f)−ln(f)]+ 1oq(p) [lqsn(f)−ln(f)].
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Proof. First, recall that p
1
2
(q−1) ≡ (pq ) (mod q) and note that qs − 1 ≡ s(q − 1) (mod 4).
We can start with (7.2)
tqsn(f)g
qsn−lqsn(f)
p ≡
(q
p
)s(n−ln(f))tn(f)gn−ln(f)p (mod q)
and simplify it to be
tqsn(f)gq
sn−n
p ≡
(q
p
)s(n−ln(f))tn(f)glqsn(f)−ln(f)p (mod q)
tqsn(f)gn(q
s−1)
p ≡
(q
p
)s(n−ln(f))tn(f)glqsn(f)−ln(f)p (mod q).
Recall that the Gauss sum is gp = i
1
4
(p−1)2p
1
2 . Then,
g2p =
(
i
1
4
(p−1)2p
1
2
)2 = i 12 (p−1)2p = (−1) p−12 p.
Using this fact, then
gn(q
s−1)
p = [(−1)
p−1
2 p]
1
2
n(qs−1)
= (−1) 14n(p−1)(qs−1)p 12n(qs−1)
= (−1) 14n(p−1)s(q−1)p 12ns(q−1)
= (−1) 14ns(p−1)(q−1)p 12 (q−1)sn
= (−1) 14ns(p−1)(q−1)(p
q
)sn (mod q).
Also, simplify
g
lqsn(f)−ln(f)
p = [(−1)
p−1
2 p]
1
2
[lqsn(f)−ln(f)]
= (−1) 14 (p−1)[lqsn(f)−ln(f)]p 12 [lqsn(f)−ln(f)]
= (−1) 14 (p−1)[lqsn(f)−ln(f)](−1)
1
oq(p)
(lqsn(f)−ln(f)) (mod q)
= (−1)
1
4
(p−1)[lqsn(f)−ln(f)]+ 1oq(p) (lqsn(f)−ln(f)) (mod q)
Then, the above values can be substituted into
tqsn(f)gn(q
s−1)
p ≡
(q
p
)s(n−ln(f))tn(f)glqsn(f)−ln(f)p (mod q)
as
tqsn(f)(−1) 14ns(p−1)(q−1)
(p
q
)sn
≡ (q
p
)s(n−ln(f))tn(f)(−1) 14 (p−1)[lqsn(f)−ln(f)]+ 1oq(p) [lqsn(f)−ln(f)] (mod q)
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tqsn(f)
≡ tn(f)
(q
p
)s(n−ln(f))(p
q
)−sn
· (−1)
1
4
(p−1)[lqsn(f)−ln(f)]+ 1oq(p) [lqsn(f)−ln(f)]−
1
4
ns(p−1)(q−1) (mod q)
= tn(f)
(q
p
)s(n−ln(f))(p
q
)sn(−1) 14 (p−1)[lqsn(f)−ln(f)]− 14ns(p−1)(q−1)+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)s(n−ln(f))(p
q
)sn(−1) 14 (p−1)([lqsn(f)−ln(f)]−sn(q−1))+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)−sln(f)(q
p
)sn(p
q
)sn(−1) 14 (p−1)([lqsn(f)−ln(f)]−sn(q−1))+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)sln(f)((q
p
)(p
q
))sn
(−1)
1
4
(p−1)
(
[lqsn(f)−ln(f)]−sn(q−1)
)
+ 1
oq(p)
[lqsn(f)−ln(f)].
In the above equation, both sides are ±1. Thus, the two sides are equal. We can use the
law of quadratic reciprocity which states(p
q
)(q
p
)
= (−1) 14 (p−1)(q−1).
This allows us to further simplify our equation.
tqsn(f)
= tn(f)
(q
p
)sln(f)((q
p
)(p
q
))sn
(−1)
1
4
(p−1)
(
[lqsn(f)−ln(f)]−sn(q−1)
)
+ 1
oq(p)
[lqsn(f)−ln(f)]
= tn(f)
(q
p
)sln(f)((−1) 14 (p−1)(q−1))sn(−1) 14 (p−1)([lqsn(f)−ln(f)]−sn(q−1))+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)sln(f)(−1) 14 sn(p−1)(q−1)+ 14 (p−1)([lqsn(f)−ln(f)]−sn(q−1))+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)sln(f)(−1) 14 (p−1)(sn(q−1)+[lqsn(f)−ln(f)]−sn(q−1))+ 1oq(p) [lqsn(f)−ln(f)]
= tn(f)
(q
p
)sln(f)(−1) 14 (p−1)[lqsn(f)−ln(f)]+ 1oq(p) [lqsn(f)−ln(f)].

Example 7.4. Let
f(x) = 2x3
1+1 + 2x3
2+1 + x3
3+1 ∈ F3[x]
as in Example 5.1. Then we found the nullity of f(x) for every m to be
lm(f) =
{
6 if 26 | m,
0 otherwise.
Since
S(f, 1) =
∑
x∈F3
e1(f(x)) =
∑
x∈F3
e1(−x2) = η(−1)
∑
x∈F3
e1(x2) = −g3,
we have t1(f) = −1.
Now, let m be odd and not divisible by 3. Since m is not divisible by 26, then lm(f) = 0
and it follows from (7.3) that
tm(f) = −1.
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Example 7.5. Let
f(x) = 3x7
1+1 + 3x7
2+1 + x7
3+1 ∈ F7[x]
as in Example 5.2. Then we found the nullity of f(x) for every m = 5a7bm∗, (m∗, 5 ·7) = 1,
to be
lm(f) =

6 if a ≥ 2 and b ≥ 1,
5 if a ≥ 2 and b = 0,
2 if 0 ≤ a ≤ 1 and b ≥ 1,
1 if 0 ≤ a ≤ 1 and b = 0.
Since
S(f, 1) =
∑
x∈F7
e1(f(x)) =
∑
x∈F7
1 = 7,
we have t1(f) = 1.
Now, let m be odd and not divisible by 7. Write m = 5am∗ where (m∗, 2 ·5 ·7) = 1. Note
that o5(7) = 4 and (57) = −1. It follows from (7.3) that
tm(f) =
{
(−1)a(m∗7 ) if a ≤ 1,
(−1)a+1(m∗7 ) if a ≥ 2.
In the next section, we will revisit these examples and determine tm(f) for all even m
not divisible by 7.
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8. From S(f, n) to S(f, 2sn), s > 0
To find S(f, 2sn), if we use the congruence we used in the previous section, it would yield
an answer for t2sn(f) with congruence modulo 2. Since 1 and -1 are congruent (mod 2),
that does not help us to determine the sign. In this case, instead of looking at t2sn(f)
modulo 2, we will look at t2sn(f) modulo 4.
Let T (i) = {x ∈ Fp2sn \ Fp2n : Tr2sn(f(x)) = i}. We can write
S(f, 2sn) =
∑
x∈F
p2
sn\Fp2n
e2sn(f(x)) +
∑
x∈Fp2n
e2sn(f(x))
=
p−1∑
i=0
|T (i)|ζip +
∑
x∈Fp2n
e2sn(f(x)).
The Galois group Aut(Fp2sn/Fpn) acts on T (i), and T (i) is a union of Aut(Fp2sn/Fpn)-
orbits of cardinality of 2 to some power greater than or equal to 2. Recall that Aut(Fp2sn/Fpn)
is cyclic with an order of 2s. If x ∈ Fp2sn \ Fp2n , then the stabilizer of x in Aut(Fp2sn/Fpn)
does not contain Aut(Fp2sn/Fp2n) so the stabilizer of x must be properly contained in
Aut(Fp2sn/Fp2n), i.e. contained in Aut(Fp2sn/Fp4n). (Note that all subgroups of a cyclic
group of order 2s form a chain.) Thus, the Aut(Fp2sn/Fpn)-orbits have cardinality that is
divisible by 4.
So |T (i)| ≡ 0 (mod 4) for all 0 ≤ i ≤ p− 1. Therefore,∑
x∈F
p2
sn\Fp2n
e2sn(f(x)) ≡ 0 (mod 4).
This gives us
(8.1) S(f, 2sn) =
∑
x∈Fp2n
e2sn(f(x)) (mod 4).
Consider the elements of Fp2n . For every x ∈ Fp2n , xp2n−1 = 1 if and only if x ∈ Fpn . So,
we can partition Fp2n into
Fp2n = Fpn ∪A ∪B,
where
A = {x ∈ F∗p2n : xp
n−1 = −1}
B = {x ∈ F∗p2n : xp
n−1 6= ±1}.
The setB can be partitioned even further into four-element subsets of the form {±x,±xpn}.
Since f(−x) = f(x) and f(xpn) = f(x)pn , then e2sn(f(x)) is constant on {±x,±xpn}. We
can then write
(8.2)
∑
x∈B
e2sn(f(x)) ≡ 0 (mod 4).
Now, consider A. Choose β ∈ Fpn such that β is a nonsquare. Also, let x20 = β where
x0 ∈ Fp2n . We then find that xp
n−1
0 = −1. Also, for every y ∈ A, y can be written as
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y = x0x where x ∈ F∗pn , so A can be rewritten as A = x0F∗pn . Recall that
f(x) =
k∑
i=1
aix
pαi+1.
So,
∑
x∈A
e2sn(f(x)) =
∑
x∈A
e2sn
( k∑
i=1
aix
pαi+1
)
=
∑
x∈F∗pn
e2sn
( k∑
i=1
aix
pαi+1
0 x
pαi+1
)
=
∑
x∈F∗pn
e2sn
( k∑
i=1
aiβ
1
2
(pαi+1)xp
αi+1
)
=
∑
x∈Fpn
e2sn
(
f˜(x)
)− 1,
(8.3)
where
f˜(x) =
k∑
i=1
aiβ
1
2
(pαi+1)xp
αi+1 ∈ Fpn [x].
Notice that ˜˜f(x) = f(βx) when β is fixed. Combine (8.1) through (8.3). We have
S(f, 2sn) ≡
∑
x∈Fp2n
e2sn(f(x)) (mod 4)
=
( ∑
x∈Fpn
+
∑
x∈A
+
∑
x∈B
)
e2sn(f(x))
=
∑
x∈Fpn
e2sn(f(x)) +
∑
x∈Fpn
e2sn(f˜(x))− 1 (mod 4)
=
(2
p
)s(n−ln(f))
S(f, n) +
(2
p
)s(n−ln(f˜))
S(f˜ , n)− 1.
Since S(f, n) = tn(f)g
n−ln(f)
p pln(f), then S(f˜ , n) = tn(f˜)g
n−ln(f˜)
p pln(f˜) and S(f, 2sn) =
t2sn(f)g
2sn−l2sn(f)
p pl2
sn(f). By substituting these three values into the above equation, we
have
t2sn(f)g2
sn−l2sn(f)
p p
l2sn(f)
≡
(2
p
)s(n−ln(f))
tn(f)gn−ln(f)p p
ln(f) +
(2
p
)s(n−ln(f˜))
tn(f˜)gn−ln(f˜)p p
ln(f˜) − 1 (mod 4).
Since
(
2
p
)
= (−1) 18 (p2−1) and p ≡ (−1) 12 (p−1) (mod 4), we can further simplify the above to
t2sn(f)(−1) 12 (p−1)l2sn(f)g2sn−l2sn(f)p
≡ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f)gn−ln(f)p
+ (−1) 18 (p2−1)s(n−ln(f˜))+ 12 (p−1)ln(f˜)tn(f˜)gn−ln(f˜)p − 1 (mod 4).
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Theorem 8.1. Let
f(x) =
k∑
i=1
aix
pαi+1
and
f˜(x) =
k∑
i=1
aiβ
1
2
(pαi)+1xp
αi+1
and let s > 0. Then ln(f) + ln(f˜) + l2sn(f) is even. Moreover,
(8.4) t2sn(f) =
{
tn(f)tn(f˜) if ln(f) ≡ ln(f˜) (mod 2),
tn(f)tn(f˜)(−1) 18 (p2−1)s if ln(f) 6≡ ln(f˜) (mod 2).
Proof. We begin the proof by showing that ln(f) + ln(f˜) + l2sn(f) is even. Suppose to
the contrary that ln(f) + ln(f˜) + l2sn(f) is odd. Then, either one or all three terms in
ln(f) + ln(f˜) + l2sn(f) must be odd. This means that exactly one or three of n − ln(f),
n− ln(f˜), or 2sn− l2sn(f) must be odd. Recall that g2p = i
1
2
(p−1)2p and that p ≡ (−1) 12 (p−1)
(mod 4), so
g2p ≡ i
1
2
(p−1)2(−1) 12 (p−1) (mod 4)
= i
1
2
(p−1)2i(p−1)
= i
1
2
(p−1)2+(p−1)
= i
1
2
(p2−1)
= 1.
We use the above facts, in the equation
t2sn(f)(−1) 12 (p−1)l2sn(f)g2sn−l2sn(f)p
≡ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f)gn−ln(f)p
+ (−1) 18 (p2−1)s(n−ln(f˜))+ 12 (p−1)ln(f˜)tn(f˜)gn−ln(f˜)p − 1 (mod 4).
(8.5)
The above equation becomes
gp ≡ u (mod 4)
for some u ∈ Z if only one of the three numbers n− ln(f), n− ln(f˜), or 2sn− l2sn(f) is odd;
the above equation becomes
−1 ≡ vgp (mod 4)
for some v ∈ Z if all three numbers n − ln(f), n − ln(f˜), and 2sn − l2sn(f) are odd. Let
τ ∈ Aut(Q(ζp)/Q) such that τ(gp) = −gp. We can apply τ to both of the above cases. In
the first case, we get {
gp ≡ u (mod 4),
−gp ≡ u (mod 4).
This implies 2gp ≡ 0 (mod 4), which is a contradiction. For the second case, we have{
−1 ≡ vgp (mod 4),
−1 ≡ −vgp (mod 4).
This leads to −2 ≡ 0 (mod 4) which is a contradiction as well. Therefore, ln(f) + ln(f˜) +
l2sn(f) is even.
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To prove the second part of the theorem, we begin by assuming that
ln(f) ≡ ln(f˜) (mod 2).
Since ln(f) and ln(f˜) have the same parity, then l2sn(f) is even. Consider
t2sn(f)(−1) 12 (p−1)l2sn(f)g2sn−l2sn(f)p
≡ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f)gn−ln(f)p
+ (−1) 18 (p2−1)s(n−ln(f˜))+ 12 (p−1)ln(f˜)tn(f˜)gn−ln(f˜)p − 1 (mod 4).
Thus, since g2p ≡ 1 (mod 4), then g2
sn−l2sn(f)
p ≡ 1 (mod 4). We can use this and the
assumption that ln(f) ≡ ln(f˜) (mod 2) to continue with the above.
t2sn(f)(−1) 12 (p−1)l2sn(f)
≡ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f)gn−ln(f)p
+ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f˜)gn−ln(f)p − 1 (mod 4)
≡ (tn(f) + tn(f˜))gn−ln(f)p (−1)
1
8
(p2−1)s(n−ln(f))+ 12 (p−1)ln(f) − 1 (mod 4)
≡ (tn(f) + tn(f˜))δ − 1 (mod 4)
where δ ∈ {±1,±gp}. Since 12(gp − 1) is integral over Q, then gp ≡ 1 (mod 2). We can
rewrite this to be 2gp ≡ 2 (mod 4) and generalize it further to 2δ ≡ 2 (mod 4). Returning
to
t2sn(f) ≡ (tn(f) + tn(f˜))δ − 1 (mod 4),
recall that as tn(f) is the type of f , it is either −1 or 1. Then tn(f) + tn(f˜) can be either
0, 2, or −2. If tn(f) + tn(f˜) = 0, then t2sn(f) ≡ −1 (mod 4). If tn(f) + tn(f˜) = 2, then
t2sn(f) ≡ 2δ − 1 ≡ 1 (mod 4). If tn(f) + tn(f˜) = −2, then t2sn(f) ≡ −2δ − 1 ≡ 1 (mod 4).
Thus,
t2sn(f) =
{ −1 if tn(f) + tn(f˜) = 0
1 if tn(f) + tn(f˜) = ±2
}
= tn(f)tn(f˜).
Now assume that ln(f) 6≡ ln(f˜) (mod 2). Since they have different parities but the sum
is even, then l2sn(f) is odd. Without loss of generality, assume that n − ln(f) is odd and
n− ln(f˜) is even. Then, we can simplify (8.5).
t2sn(f)(−1) 12 (p−1)l2sn(f)g2sn−l2sn(f)p
≡ (−1) 18 (p2−1)s(n−ln(f))+ 12 (p−1)ln(f)tn(f)gn−ln(f)p
+ (−1) 18 (p2−1)s(n−ln(f˜))+ 12 (p−1)ln(f˜)tn(f˜)gn−ln(f˜)p − 1 (mod 4)
t2sn(f)(−1) 12 (p−1)gp
≡ (−1) 18 (p2−1)s+ 12 (p−1)ln(f)tn(f)gp + (−1) 12 (p−1)ln(f˜)tn(f˜)− 1 (mod 4)
= (−1) 18 (p2−1)s+ 12 (p−1)(ln(f˜))+ 12 (p−1)tn(f)gp + (−1) 12 (p−1)ln(f˜)tn(f˜)− 1
t2sn(f)(−1) 12 (p−1)gp − (−1) 18 (p2−1)s+ 12 (p−1)ln(f˜)+ 12 (p−1)tn(f)gp
≡ (−1) 12 (p−1)ln(f˜)tn(f˜)− 1 (mod 4)
gp(−1) 12 (p−1)
[
t2sn(f)− tn(f)(−1) 18 (p2−1)s+ 12 (p−1)ln(f˜)
] ≡ tn(f˜)(−1) 12 (p−1)ln(f˜) − 1 (mod 4)
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So,
t2sn(f) =
{
tn(f)(−1) 18 (p2−1)s+ 12 (p−1)ln(f˜) if tn(f˜)(−1) 12 (p−1)ln(f˜) = 1,
−tn(f)(−1) 18 (p2−1)s+ 12 (p−1)ln(f˜) if tn(f˜)(−1) 12 (p−1)ln(f˜) = −1
= tn(f)tn(f˜)(−1) 18 (p2−1)s.
Thus, result. 
Example 8.2. Let
f(x) = 2x3
1+1 + 2x3
2+1 + x3
3+1 ∈ F3[x]
as in Example 7.4 where t1(f) = −1 and l1(f) = 0. Choose β = 2 as the nonsquare in F3.
Then
f˜(x) = 2x3
1+1 + x3
2+1 + 2x3
3+1.
Since
S(f˜ , 1) =
∑
x∈F3
e1(f˜(x)) =
∑
x∈F3
e1(−x2) = η(−1)
∑
x∈F3
= −g3
then t1(f˜) = −1. Also, l1(f˜) = 0. By (8.4),
t2s(f) = 1, for s > 0.
Let m = 2s13bm∗ where (m∗, 2 · 3 · 13) = 1. Note that o13(3) = 3. Then, by (7.3),
tm(f) =
{
−1 if b ≥ 1,
1 otherwise.
Example 8.3. Let
f(x) = 3x7
1+1 + 3x7
2+1 + x7
3+1 ∈ F7[x]
as in Example 7.5 where t1(f) = 1 and l1(f) = 1. Choose β = 3 as the nonsquare in F7.
Then
f˜(x) = 4x7
1+1 + 3x7
2+1 + 4x7
3+1.
Since
S(f˜ , 1) =
∑
x∈F7
e1(f˜(x)) =
∑
x∈F7
e1(4x2) = g7
then t1(f˜) = 1. Also, l1(f˜) = 0. By (8.4),
t2s(f) = 1, for s > 0.
Let m = 2s5am∗ where s > 0 and (m∗, 2 · 5 · 7) = 1. Then, by (7.3),
tm(f) =
{
(−1)a(m∗7 ) if a ≤ 1,
(−1)a+1(m∗7 ) if a ≥ 2.
.
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9. From S(f, n) to S(f, pn)
Note that both S(f, n) and S(f, pn) contain a power of p. If we used the congruence
method from the two previous sections, we would only get 0 ≡ 0 (mod p) which is useless.
Therefore, to find a relative formula for S(f, pn) in terms of S(f, n), we have to use a
different method.
Let b ∈ Fpn such that Trn(b) 6= 0. Using the Artin-Schreier Theorem [10, Ch. 5, Prop.
7.8], [12, Ch. VI, Thm 6.4], we have Fpm = Fpn() where p =  + b, and the roots of the
irreducible polynomial xp − x− b are + j, j ∈ Fp. Then, for every integer t ≥ 0, we have
Trpn/n(
t) =
∑
j∈Fp
(+ j)t
=
∑
j∈Fp
t∑
s=0
(
t
s
)
jst−s
=
t∑
s=0
(
t
s
)
t−s
∑
j∈Fp
js
According to [13, Lemma 7.3],
∑
j∈Fp
js =
{
−1 if s > 0 and s ≡ 0 (mod (p− 1)),
0 otherwise.
So we have
(9.1) Trpn/n(
t) = −
∑
i>0
(
t
i(p− 1)
)
t−i(p−1).
Lemma 9.1. Let u, v be integers such that 0 ≤ u, v ≤ p− 1. Then
Trpn/n(
u+v) =
{
0 if u+ v 6= p− 1, 2(p− 1),
−1 if u+ v = p− 1, 2(p− 1).
If α is a positive integer, then
Trpn/n(
u+vpα) =−
(
v
u+ v − (p− 1)
)
(bp
0
+ · · ·+ bpα−1)u+v−(p−1)
+
{
0 if u+ v 6= 2(p− 1)
−1 if u+ v = 2(p− 1).
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Proof. Write u+ v = u′ + v′p, where 0 ≤ u′, v′ ≤ p− 1. We now have
Trpn/n(
u+v) = −
∑
i>0
(
u+ v
i(p− 1)
)
u+v−i(p−1)
= −
(
u+ v
p− 1
)
u+v−(p−1) −
(
u+ v
2(p− 1)
)
u+v−2(p−1)
= −
(
u′ + v′p
p− 1
)
u+v−(p−1) −
(
u′ + v′p
2(p− 1)
)
u+v−2(p−1)
= −
(
u′ + v′p
p− 1
)
u+v−(p−1) −
(
u′ + v′p
(p− 2) + p
)
u+v−2(p−1)
= −
(
u′
p− 1
)
u+v−(p−1) −
(
u′
p− 2
)(
v′
1
)
u+v−2(p−1)
=
{
−1 if (u′, v′) = (p− 1, 0) or (p− 2, 1), i.e. u+ v = p− 1 or 2(p− 1)
0 otherwise.
Using (9.1) again as we prove the second part of the theorem,
Trpn/n(
u+vpα) = −
∑
i>0
(
u+ vpα
i(p− 1)
)
u+vp
α−i(p−1).
Write i(p− q) = s+ s1p+ · · ·+ sα−1pα−1+ tpα where 0 ≤ s, s1, . . . , sα−1, p ≤ p− 1. By the
Lucas Theorem [14],
(
u+ vpα
i(p− 1)
)
≡
{(
u
s
)(
v
t
)
(mod p) if s1 = · · · = sα−1 = 0,
0 (mod p) otherwise.
So,
Trpn/n(
u+vpα)
= −
∑
0≤s,t≤p−1
0<s+tpα≡0 (mod (p−1))
(
u+ vpα
s+ tpα
)
u+vp
α−(s+tpα)
= −
∑
0≤s≤u
0≤t≤v
0<s+t≡0 (mod (p−1))
(
u
s
)(
v
t
)
u−s+(v−t)p
α
= −
∑
0≤s≤u
0≤t≤v
u+v>s+t≡u+v (mod (p−1))
(
u
s
)(
v
t
)
s+tp
α
(s 7→ u− s, t 7→ v − t).
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Since p = + b, then, by induction, we have p
α
= + bp
0
+ · · ·+ bpα−1 . Thus,
Trpn/n(
u+vpα)
= −
∑
0≤s≤u
0≤t≤v
u+v>s+t≡u+v (mod (p−1))
(
u
s
)(
v
t
)
s(+ bp
0
+ · · ·+ bpα−1)t
= −
∑
0≤s≤u
0≤t≤v
u+v>s+t≡u+v (mod (p−1))
(
u
s
)(
v
t
) t∑
τ=0
(
t
τ
)
(+ bp
0
+ · · ·+ bpα−1)t−τ s+τ
In the above sum, s+ τ ≤ s+ t ≤ u+ v− (p− 1) ≤ p− 1. Since Trpn/n(u+vpα) ∈ Fpn , then
we only have to sum the terms where s+ τ = 0 which is when s = τ = 0. So,
Trpn/n(
u+vpα)
= −
∑
0≤t≤v
u+v>t≡u+v (mod (p−1))
(
v
t
)
(+ bp
0
+ · · ·+ bpα−1)t
= −
(
v
u+ v − (p− 1)
)
(bp
0
+ · · ·+ bpα−1)u+v−(p−1) +
{
0 if u+ v 6= 2(p− 1),
−1 if u+ v = 2(p− 1).
Thus, result. 
Theorem 9.2. Let f be as previously stated. Assume
νp(n) < min{νp(αi) : 1 ≤ i ≤ k}.
Then,
S(f, pn) = p
1
2
(p−3)(n+ln(f))|S(f, n)|2 S(f, n).
Moreover,
lpn(f) = p ln(f),
tpn(f) = tn(f).
Proof. Let vp(n) = v and write n = pvn′ where p - n′. Choose b ∈ Fppv such that Trpv(b) 6= 0.
Then Trn(b) = Trpvn′(b) = n′Trpv(b) 6= 0. Since vp(αi) > v, we have
(9.2) bp
0
+ · · ·+ bpαi−1 = Trαi(b) = 0.
(Note that if αi = 0 then bp
0
+ · · ·+ bpα−1 is an empty sum.) Recall that
Trpn/n(
u+vpαi ) =
{
0 if u+ v 6= p− 1, 2(p− 1)
−1 if u+ v = p− 1, 2(p− 1).
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for all 1 ≤ i ≤ k and all 0 ≤ u, v ≤ p − 1. Let x = x00 + · · · + xp−1p−1 ∈ Fppn , where
xu ∈ Fpn , 0 ≤ u ≤ p− 1. Then
Trpn
(
f(x)
)
=Trpn
( k∑
i=1
ai(x00 + · · ·+ xp−1p−1)1+pαi
)
=Trpn
( k∑
i=1
ai
∑
0≤u,v≤p−1
xux
pαi
v 
u+vpαi
)
=Trn
[ k∑
i=1
ai
∑
0≤u,v≤p−1
xux
pαi
v Trpn/n(
u+vpαi )
]
= − Trn
[ k∑
i=1
ai
∑
0≤u,v≤p−1
u+v=p−1, 2(p−1)
xux
pαi
v
]
= − Trn
[ k∑
i=1
ai
(
x1+p
αi
p−1 + x0x
pαi
p−1 + xp−1x
pαi
0 + x
1+pαi
1
2
(p−1) +
1
2
(p−3)∑
u=1
(xux
pαi
p−1−u + xp−1−ux
pαi
u )
)]
= − Trn
[ k∑
i=1
ai
(
x1+p
αi
p−1 + x0x
pαi
p−1 + xp−1x
pαi
0 + x
1+pαi
0 − x1+p
αi
0 + x
1+pαi
1
2
(p−1)
+
1
2
(p−3)∑
u=1
(xux
pαi
p−1−u + xp−1−ux
pαi
u )
)]
= − Trn
[ k∑
i=1
ai
(
(x0 + xp−1)1+p
αi − x1+pαi0 + x1+p
αi
1
2
(p−1)
)
+
1
2
(p−3)∑
u=1
k∑
i=1
ai(xux
pαi
p−1−u + xp−1−ux
pαi
u )
]
= − Trn
[
f(x0 + xp−1)− f(x0) + f(x 1
2
(p−1)) +
1
2
(p−3)∑
u=1
k∑
i=1
(aixux
pαi
p−1−u + aixp−1−ux
pαi
u )
]
= − Trn
[
f(x0 + xp−1)− f(x0) + f(x 1
2
(p−1)) +
1
2
(p−3)∑
u=1
k∑
i=1
(aixux
pαi
p−1−u + a
p−αi
i x
p−αi
p−1−uxu)
]
= − Trn
[
f(x0 + xp−1)− f(x0) + f(x 1
2
(p−1)) +
1
2
(p−3)∑
u=1
k∑
i=1
xu(aix
pαi
p−1−u + a
p−αi
i x
p−αi
p−1−u)
]
= − Trn
[
f(x0 + xp−1)− f(x0) + f(x 1
2
(p−1)) +
1
2
(p−3)∑
u=1
xu
k∑
i=1
(aix
pαi
p−1−u + a
p−αi
i x
p−αi
p−1−u)
]
= − Trn
[
f(x0 + xp−1)− f(x0) + f(x 1
2
(p−1)) +
1
2
(p−3)∑
u=1
xuf
∗(xp−1−u)p
−α]
.
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Then,
S(f, pn)
=
∑
(x0,...,xp−1)∈Fppn
en
[
−f(x0 + xp−1) + f(x0)− f(x 1
2
(p−1))−
1
2
(p−3)∑
u=1
xuf
∗(xp−1−u)p
−α]
= S(f, n)
2
S(f, n)
1
2
(p−3)∏
n=1
( ∑
xu,xp−1−u∈Fpn
en
(−xuf∗(xp−1−u)p−α))
= |S(f, n)|2 S(f, n)
1
2
(p−3)∏
n=1
pln(f)+n
= p
1
2
(p−3)(n+ln(f))|S(f, n)|2 S(f, n).
Since S(f, pn) = tpng
pn−lpn(f)
p plpn(f), then
tpn(f)g
pn−lpn(f)
p p
lpn(f) = p
1
2
(p−3)(n+ln(f))|S(f, n)|2 S(f, n)
Consider the two sides separately. The left-hand side equals
tpn(f)(i
1
4
(p−1)2p
1
2 )
pn−lpn(f)
plpn(f)
= tpn(f)i
1
4
(p−1)2(pn−lpn(f))p
1
2
(pn−lpn(f)+lpn(f))
= tpn(f)i
1
4
(p−1)2(pn−lpn(f))p
1
2
(pn+lpn(f)).
When we look at the right-hand side, we get
p
1
2
(p−3)(n+ln(f))|S(f, n)|2 S(f, n)
= p
1
2
(p−3)(n+ln(f))|tn(f)gn−ln(f)p pln(f)|2 tn(f)gn−ln(f)p pln(f)
= p
1
2
(p−3)(n+ln(f))pn+ln(f)tn(f)(i
−1
4
(p−1)2p
1
2 )
n−ln(f)
pln(f)
= tn(f)p
1
2
(p−3)(n+ln(f))pn+ln(f)i
−1
4
(p−1)2(n−ln(f))p
1
2
(n−ln(f))+ln(f)
= tn(f)p
1
2
p(n+ln(f))− 32 (n+ln(f))pn+ln(f)i−
1
4
(p−1)2(n−ln(f))p
1
2
(n+ln(f))
= tn(f)p
1
2
p(n+ln(f))i−
1
4
(p−1)2(n−ln(f)).
This yields
tpn(f)i
1
4
(p−1)2(pn−lpn(f))p
1
2
(pn+lpn(f)) = tn(f)p
1
2
p(n+ln(f))i−
1
4
(p−1)2(n−ln(f)).
Thus, lpn(f) = p ln(f). We can then simplify further
tpn(f) = tn(f)i−
1
4
(p−1)2[(n−ln(f))+(pn−lpn(f))]
= tn(f)i−
1
4
(p−1)2[(n−ln(f))+p(n−ln(f))]
= tn(f)i−
1
4
(p−1)2[(p+1)(n−ln(f))]
= tn(f).
Thus, result. 
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10. When ν2(α1) = ν2(α2) = · · · = ν2(αk)
Lemma 10.1. Let α1, . . . , αk ≥ 0 be integers. Then
gcd(pα1 + 1, . . . , pαk + 1) > 2⇔ ν2(α1) = · · · = ν2(αk) <∞.
When ν2(α1) = · · · = ν2(αk) <∞,
gcd(pα1 + 1, . . . , pαk + 1) = pgcd(α1,...,αk) + 1.
Proof. It is sufficient to prove the lemma with k = 2.
(⇐) Since αi(α1,α2) , i = 1, 2, are odd, p(α1,α2) + 1 | pαi + 1 for i = 1, 2. Thus, p(α1,α2) + 1 |
(pα1 + 1, pα2 + 1). Also, since
1
2
(pα1 + 1, pα2 + 1) | 1
2
(1
2
(p2α1 − 1), 1
2
(p2α2 − 1)
)
=
1
4
(p2(α1,α2) − 1)
=
p(α1,α2) + 1
2
· p
(α1,α2) + 1
2
and since (p
α1+1
2 ,
p(α1,α2)−1
2 ) = 1, we have
1
2(p
α1 + 1, pα2 + 1) | 12(p(α1,α2) + 1) which is
(pα1 + 1, pα2 + 1) | p(α1,α2) + 1. Thus, (pα1 + 1, pα2 + 1) = p(α1,α2) + 1.
(⇒) Clearly, αi > 0 for every 1 ≤ i ≤ k. Assume to the contrary that ν(α1) > ν(α2).
Suppose that α1 = 2iα′1 and α2 = 2jα′2 where i > j and α′1 and α′2 are odd. Then,
(pα1 + 1, pα2 + 1) | (p2iα′1α′2 + 1, p2α2 − 1)
| (p2iα′1α′2 + 1, p2iα1α2 − 1)
= 2
which is a contradiction. Thus, we have proven the lemma. 
Lemma 10.2. Let α, β ≥ 0 be integers. Then
(pα + 1, pβ − 1) =
{
p(α,β) + 1 if ν2(β) > ν2(α),
2 if ν2(β) ≤ ν2(α).
Proof. Since (0, m) = m, then if any α or β is 0, the conclusion is obvious. Thus, assume
α, β > 0.
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First assume ν2(β) > ν2(α). Recall that ν2 is the 2-adic order function. Since α(α, β)
is odd, then p(α, β) + 1 | pα + 1. Since α(α, β) is even, then p(α, β) + 1 | pβ − 1. Thus,
p(α, β) + 1 | (pα + 1, pβ − 1). Note that
1
2
(pα + 1, pβ − 1) | 1
2
(p2α − 1, pβ − 1)
=
1
2
(p(2α,β) − 1)
=
1
2
(p2(α,β) − 1)
=
1
2
(p(α,β) − 1)(p(α,β) + 1).
Since (12(p
α + 1), 12(p
(α,β) − 1)) = 1 this implies that 12(pα + 1, pβ − 1) | p(α,β) + 1. For
each x ∈ Z and an odd integer k > 0, we have ν2(1 + xk) = ν2(1 + x). By this we get
ν2(pα+1) = ν2(p(α,β)+1) and ν2(pβ−1) ≥ ν2(pα+1). Then ν2(pα+1, pβ−1) = ν2(p(α,β)+1).
Then, using 12(p
α + 1, pβ − 1) | p(α,β) + 1, we get (pα + 1, pβ − 1) | p(α,β) + 1. Thus,
(pα + 1, pβ − 1) | p(α,β) + 1.
For the second part, assume that ν2(β) ≤ ν2(α). Then,(pα + 1
2
· p
β − 1
2
,
pβ − 1
2
)
| 1
2
(p2α−1, pβ − 1)
=
1
2
(p(2α,β) − 1)
=
1
2
(p(α,β) − 1)
=
(pα − 1
2
,
pβ − 1
2
)
.
Since (p
α+1
2 ,
pα−1
2 ) = 1, then (
pα+1
2 ,
pβ−1
2 ) = 1 which gives us
(pα + 1, pβ − 1) = 2.
This completes the proof. 
Theorem 10.3. Let f be as previously stated. Assume that ν2(α1) = · · · = ν2(αk) = ν and
that ν2(n) > ν. Then 2ν+1 | ln(f) and
tn(f) = (−1)(
1
4
(p−1)22ν+1)n−ln(f)
2ν+1 =
(−1)(
1
4
(p−1)2+1)n−ln(f)
2ν+1 if ν = 0,
(−1)n−ln(f)2ν+1 if ν > 0.
Proof. Using the two lemmas above, we have
gcd(pα1 + 1, . . . , pαk + 1, pn − 1) = (pgcd(α1,...,αk) + 1, pn − 1)
= pgcd(α1,...,αk,n) + 1
≡ 0 (mod (p2ν + 1)).
(10.1)
Let q = p2
ν
+ 1. Then 2ν+1 is the multiplicative order of p (mod q), namely, oq(p) = 2ν+1.
Since 2ν+1 | n, then q | pn − 1.
First we need to show that 2ν+1 | ln(f). To do that, we show that {x ∈ Fpn : f∗(x) = 0}
is a vector space over F
p2ν+1
. Let x ∈ Fpn such that f∗(x) = 0. Also, let y ∈ Fp2ν+1 . Then,
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we want to show that f∗(xy) = 0. Using the definition of f∗, we have
f∗(yx)p
−α
=
k∑
i=1
(aiyp
αixp
αi + ap
−αi
i y
p−αixp
−αi ).
We claim that yp
±αi = yp
α
for all 1 ≤ i ≤ k. By equation (10.1), pαi ≡ −1 (mod q)
which implies that p±αi ≡ −1 (mod q). Then, pα ≡ −1 ≡ p±αi (mod q). This leads to
pα∓αi ≡ 1 (mod q) for all 1 ≤ i ≤ k. Since oq(p) = 2ν+1, then α ∓ αi ≡ 0 (mod 2ν+1).
Thus, yp
α∓αi = y which implies that yp
α
= yp
±α
. Then f∗(yx)p−α becomes
f∗(yx)p
−α
=
k∑
i=1
(aiyp
α
xp
αi + ap
−αi
i y
pαxp
−αi )
= yp
α( k∑
i=1
(aixp
αi + ap
−αi
i x
p−αi )
)
= yp
α
f∗(x)p
−α
= 0.
Thus, f∗(yx) = 0. So, we have proved that 2ν+1 | ln(f).
Now, choose z ∈ F∗pn such that o(z) = q. Since pαi + 1 ≡ 0 (mod q) for all 1 ≤ i ≤ k, we
have f(yx) = f(x) for all y ∈ 〈z〉. So,
tn(f)gn−ln(f)p p
ln(f) = S(f, n)
= 1 +
∑
x∈F∗pn
en(f(x))
= 1 +
∑
x∈F∗pn/〈z〉
∑
y∈〈z〉
en(f(xy))
= 1 +
∑
x∈F∗pn/〈z〉
en(f(x)) · q
= 1 + q
∑
x∈F∗pn/〈z〉
en(f(x))
≡ 1 (mod q).
In the above, pln(f) ≡ 1 (mod q) since oq(p) = 2ν+1 | ln(f). Also,
g2
ν+1
p =
[
i
1
4
(p−1)2p
1
2
]2ν+1
= i
1
4
(p−1)22ν2p
1
2
(2ν2)
= (−1) 14 (p−1)22νp2ν ≡ (−1) 14 (p−1)22ν+1 (mod q);
hence,
gn−ln(f)p = g
2ν+1
n−ln(f)
2ν+1
p ≡ (−1)(
1
4
(p−1)22ν+1)n−ln(f)
2ν+1 (mod q).
This leads to
tn(f) = (−1)(
1
4
(p−1)22ν+1)n−ln(f)
2ν+1 .

Corollary 10.4. Assume p ≡ −1 (mod 4), α1, . . . , αk are all odd and n is even. Then
tn(f) = 1.
Proof. This follows immediately from Theorem 10.3. 
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Example 10.5. Let f(x) = 2x3
1+1+ x3
3+1 ∈ F3[x]. Then f∗(x) = x30 +2x32 +2x34 + x36 .
The splitting field of f∗ over F3 is F312 and
l2a3bm∗(f) =

6 if a ≥ 2, b ≥ 1
4 if a = 1, b ≥ 1 or a ≥ 2, b = 0,
2 if a = 1, b = 0 or a = 0, b ≥ 1,
1 if a, b = 0.
where (m∗, 2 · 3) = 1. By Corollary 10.4, for even n,
tn(f) = 1.
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11. The Formula for S(ax1+p
α
)
Theorem 10.3 helps to provide a proof for the evaluation of the sum of S(axp
α+1, n), a
special case of the sum in Theorem 10.3
Corollary 11.1. Let a ∈ F∗pn and let α ≥ 0.
(i) If ν2(n) ≤ ν2(α),
S(axp
α+1, n) = η(a)(−1)n−1i 14 (p−1)2np 12n.
(ii) If ν2(n) = ν2(α) + 1,
S(axp
α+1, n) =
p 12 [n+(2α,n)] if a
(pα−1)(pn−1)
p(2α,n)−1 = −1,
−p 12n otherwise.
(iii) If ν2(n) > ν2(α) + 1,
S(axp
α+1, n) =
−p 12 [n+(2α,n)] if a
(pα−1)(pn−1)
p(2α,n)−1 = 1,
p
1
2
n otherwise.
Proof. We first need to determine ln(f). We claim that
(11.1) ln(f) =
(2α, n) if a
(pα−1)(pn−1)
p(2α,n)−1 = (−1)
pn−1
p(2α,n)−1
0 otherwise.
Note that f∗(x) = apαxp2α + ax = apαx(xp2α−1 + a1−pα). So, if f∗(x) = 0 has a solution in
F∗pn , the number of solutions will be (p2α − 1, pn − 1) = p(2α,n) − 1. So,
ln(f) =
{
(2α, n) if f∗(x) = 0 has a solution in F∗pn ,
0 otherwise.
Notice that f∗(x) = 0 has a solution in F∗pn if and only if −ap
α−1 = xp2α−1 for some x ∈ F∗pn .
This happens if and only if (
−apα−1
) pn−1
(p2α−1,pn−1) = 1,
(
−apα−1
) pn−1
p(2α,n)−1 = 1,
(−1)
pn−1
p(2α,n)−1
(
ap
α−1
) pn−1
p(2α,n)−1 = 1,
(−1)
pn−1
p(2α,n)−1a
(pα−1)(pn−1)
p(2α,n)−1 = 1,
a
(pα−1)(pn−1)
p(2α,n)−1 = (−1)
pn−1
p(2α,n)−1 .
This yields (11.1).
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(i) Since ν2(n) ≤ ν2(α), we can use Lemma 10.2 which says (pα + 1, pn − 1) = 2. Then,
x 7→ xpα+1 is a 2-to-1 map from F∗pn to (F∗pn)2. Thus,
S(axp
α+1, n)
= 1 +
∑
x∈F∗pn
en(axp
α+1) = 1 + 2
∑
x∈(F∗pn )2
en(ax)
= 1 +
∑
x∈F∗pn
en(ax2) =
∑
x∈Fpn
en(ax2) = η(a)
∑
x∈Fpn
en(x2)
= η(a)(−1)n−1gnp (by the Davenport-Hasse theorem [5], [13, §5.2])
= η(a)(−1)n−1i 14 (p−1)2np 12n.
(ii) Since ν2(n) = ν2((2α, n)), then p
n−1
p(2α,n)−1 is odd. By (11.1),
ln(f) =
(2α, n) if a
(pα−1)(pn−1)
p(2α,n)−1 = −1,
0 otherwise.
We can then use Theorem 10.3,
tn(f) = (−1)(
1
4
(p−1)2α+1) n−ln(f)
2ν2(α)+1 .
If ln(f) = (2α, n), then
n−ln(f)
2ν2(α)+1
is even since ν2(n − (2α, n)) > ν2(n) = ν2(α) + 1. So,
tn(f) = 1; hence
S(axp
α+1, n) = gn−ln(f)p p
ln(f) = i
1
4
(p−1)2(n−(2α,n))p
1
2
[n+(2α,n)] = p
1
2
[n+(2α,n)]
since ν2(n+ (2α, n)) ≥ 2. If ln(f) = 0, then n−ln(f)2ν2(α)+1 is odd and tn(f) = −(−1)
1
4
(p−1)2α. So,
S(axp
α+1, n) = −(−1) 14 (p−1)2αgnp = −(−1)
1
4
(p−1)2αi
1
4
(p−1)2np
1
2
n
= −(−1) 14 (p−1)2(αn2 )p 12n = −p 12n
since ν2(α+ n2 ) > ν2(α) ≥ 0. To summarize, we have
S(axp
α+1, n) =
p 12 [n+(2α,n)] if a
(pα−1)(pn−1)
p(2α,n)−1 = −1,
−p 12n otherwise.
(iii) In this case, p
n−1
p(2α,n)−1 is even. By (11.1),
ln(f) =
(2α, n) if a
(pα−1)(pn−1)
p(2α,n)−1 = 1,
0 otherwise.
By Theorem 10.3,
tn(f) = (−1)(
1
4
(p−1)2α+1) n−ln(f)
2ν2(α)+1 .
The conclusion follows the same way as in (ii). 
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12. Tables of Numerical Results
Let
f(x) =
k∑
i=1
aix
pαi+1 ∈ Fpn [x], 0 ≤ α1 < · · · < αk,
where ak ∈ F∗pn and let 0 < m ≡ 0 (mod n). Since Trm(a−1k f) = a−1k Trm(f), then lm(f) =
lm(a−1k f), where a
−1
k f is monic. Thus, when we compute lm(f) with ak ∈ F∗p, we can assume
that ak = 1.
We have two tables for lm(f) in this section. Table 1 gives the values for lm(f) where
pn = 3 and α ≤ 4. Table 2 gives the values for lm(f) where pn = 5 and α ≤ 3. Both tables
were computed using Mathematica [15]. In both tables, the first column contains the values
for ai where 0 ≤ i ≤ k of f(x) as defined above. The next column is the integer s such that
Fps is the splitting field for f∗(x). The last column lists all the pairs (m, lm(f)) such that
m | s. The values of lm(f) for arbitrary m’s follows from (5.5).
The tables begin on the next page.
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Table 1. Values of lm(f) with pn = 3, α ≤ 4
a0, . . . , ak s (m, lm(f)), m | s
1 1 (1,0)
0 1 4 (1,0) (2,0) (4,2)
1 1 6 (1,0) (2,1) (3,0) (6,2)
2 1 3 (1,1) (3,2)
0 0 1 8 (1,0) (2,0) (4,0) (8,4)
1 0 1 12 (1,0) (2,0) (3,0) (4,2) (6,0) (12,4)
2 0 1 6 (1,1) (2,2) (3,2) (6,4)
0 1 1 18 (1,0) (2,1) (3,0) (6,3) (9,0) (18,4)
1 1 1 12 (1,1) (2,1) (3,2) (4,3) (6,2) (12,4)
2 1 1 5 (1,0) (5,4)
0 2 1 9 (1,1) (3,3) (9,4)
1 2 1 12 (1,0) (2,1) (3,0) (4,3) (6,2) (12,4)
2 2 1 10 (1,0) (2,0) (5,0) (10,4)
0 0 0 1 12 (1,0) (2,0) (3,0) (4,2) (6,0) (12,6)
1 0 0 1 18 (1,0) (2,1) (3,0) (6,3) (9,0) (18,6)
2 0 0 1 9 (1,1) (3,3) (9,6)
0 1 0 1 8 (1,0) (2,0) (4,2) (8,6)
1 1 0 1 30 (1,1) (2,1) (3,2) (5,1) (6,2) (10,5) (15,2) (30,6)
2 1 0 1 30 (1,0) (2,1) (3,0) (5,4) (6,2) (10,5) (15,4) (30,6)
0 2 0 1 12 (1,1) (2,2) (3,2) (4,4) (6,4) (12,6)
1 2 0 1 13 (1,0) (13,6)
2 2 0 1 26 (1,0) (2,0) (13,0) (26,6)
0 0 1 1 30 (1,0) (2,1) (3,0) (5,0) (6,2) (10,5) (15,0) (30,6)
1 0 1 1 12 (1,1) (2,1) (3,2) (4,3) (6,2) (12,6)
2 0 1 1 28 (1,0) (2,0) (4,0) (7,0) (14,0) (28,6)
0 1 1 1 24 (1,1) (2,1) (3,2) (4,1) (6,2) (8,5) (12,2) (24,6)
1 1 1 1 36 (1,0) (2,1) (3,0) (4,3) (6,3) (9,0) (12,5) (18,4) (36,6)
2 1 1 1 7 (1,0) (7,6)
0 2 1 1 13 (1,0) (13,6)
1 2 1 1 20 (1,0) (2,0) (4,2) (5,4) (10,4) (20,6)
2 2 1 1 18 (1,1) (2,2) (3,3) (6,5) (9,4) (18,6)
0 0 2 1 15 (1,1) (3,2) (5,5) (15,6)
1 0 2 1 28 (1,0) (2,0) (4,0) (7,0) (14,0) (28,6)
2 0 2 1 12 (1,0) (2,1) (3,0) (4,3) (6,2) (12,6)
0 1 2 1 24 (1,0) (2,1) (3,0) (4,1) (6,2) (8,5) (12,2) (24,6)
1 1 2 1 14 (1,0) (2,0) (7,0) (14,6)
2 1 2 1 36 (1,1) (2,1) (3,3) (4,3) (6,3) (9,4) (12,5) (18,4) (36,6)
0 2 2 1 26 (1,0) (2,0) (13,0) (26,6)
1 2 2 1 18 (1,1) (2,2) (3,2) (6,5) (9,2) (18,6)
2 2 2 1 20 (1,0) (2,0) (4,2) (5,0) (10,4) (20,6)
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Table 1. Continued
a0, . . . , ak s (m, lm(f)), m | s
0 0 0 0 1 16 (1,0) (2,0) (4,0) (8,0) (16,8)
1 0 0 0 1 24 (1,0) (2,0) (3,0) (4,0) (6,0) (8,4) (12,0) (24,8)
2 0 0 0 1 12 (1,1) (2,2) (3,2) (4,4) (6,4) (12,8)
0 1 0 0 1 90 (1,0) (2,1) (3,0) (5,0) (6,3) (9,0) (10,5) (15,0) (18,4) (30,7) (45, 0) (90,8)
1 1 0 0 1 84 (1,1) (2,1) (3,2) (4,1) (6,2) (7,1) (12,2) (14,1) (21,2) (28,7) (42, 2) (84,8)
2 1 0 0 1 52 (1,0) (2,0) (4,2) (13,0) (26,6) (52,8)
0 2 0 0 1 45 (1,1) (3,3) (5,5) (9,4) (15,7) (45,8)
1 2 0 0 1 84 (1,0) (2,1) (3,0) (4,1) (6,2) (7,0) (12,2) (14,1) (21,0) (28,7) (42, 2) (84,8)
2 2 0 0 1 52 (1,0) (2,0) (4,2) (13,6) (26,6) (52,8)
0 0 1 0 1 36 (1,0) (2,0) (3,0) (4,2) (6,0) (9,0) (12,6) (18,0) (36,8)
1 0 1 0 1 24 (1,1) (2,2) (3,2) (4,2) (6,4) (8,6) (12,4) (24,8)
2 0 1 0 1 10 (1,0) (2,0) (5,4) (10,8)
0 1 1 0 1 36 (1,1) (2,1) (3,3) (4,3) (6,3) (9,6) (12,5) (18,6) (36,8)
1 1 1 0 1 41 (1,0) (41,8)
2 1 1 0 1 42 (1,0) (2,1) (3,0) (6,2) (7,6) (14,7) (21,6) (42,8)
0 2 1 0 1 36 (1,0) (2,1) (3,0) (4,3) (6,3) (9,0) (12,5) (18,6) (36,8)
1 2 1 0 1 82 (1,0) (2,0) (41,0) (82,8)
2 2 1 0 1 42 (1,1) (2,1) (3,2) (6,2) (7,1) (14,7) (21,2) (42,8)
0 0 2 0 1 18 (1,1) (2,2) (3,3) (6,6) (9,4) (18,8)
1 0 2 0 1 24 (1,0) (2,0) (3,0) (4,2) (6,0) (8,6) (12,4) (24,8)
2 0 2 0 1 20 (1,0) (2,0) (4,0) (5,0) (10,0) (20,8)
0 1 2 0 1 41 (1,0) (41,8)
1 1 2 0 1 60 (1,0) (2,1) (3,0) (4,3) (5,4) (6,2) (10,5) (12,4) (15,4) (20,7) (30, 6) (60,8)
2 1 2 0 1 78 (1,1) (2,1) (3,2) (6,2) (13,1) (26,7) (39,2) (78,8)
0 2 2 0 1 82 (1,0) (2,0) (41,0) (82,8)
1 2 2 0 1 60 (1,1) (2,1) (3,2) (4,3) (5,1) (6,2) (10,5) (12,4) (15,2) (20,7) (30, 6) (60,8)
2 2 2 0 1 78 (1,0) (2,1) (3,0) (6,2) (13,6) (26,7) (39,6) (78,8)
0 0 0 1 1 42 (1,0) (2,1) (3,0) (6,2) (7,0) (14,7) (21,0) (42,8)
1 0 0 1 1 78 (1,1) (2,1) (3,2) (6,2) (13,1) (26,7) (39,2) (78,8)
2 0 0 1 1 60 (1,0) (2,0) (3,0) (4,2) (5,4) (6,0) (10,4) (12,4) (15,4) (20,6) (30, 4) (60,8)
0 1 0 1 1 39 (1,1) (3,2) (13,7) (39,8)
1 1 0 1 1 72 (1,0) (2,1) (3,0) (4,1) (6,3) (8,5) (9,0) (12,3) (18,4) (24,7) (36, 4) (72,8)
2 1 0 1 1 52 (1,0) (2,0) (4,2) (13,6) (26,6) (52,8)
0 2 0 1 1 80 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (16,0) (20,0) (40,0) (80,8)
1 2 0 1 1 30 (1,0) (2,0) (3,0) (5,0) (6,0) (10,4) (15,0) (30,8)
2 2 0 1 1 36 (1,1) (2,2) (3,3) (4,4) (6,5) (9,4) (12,7) (18,6) (36,8)
0 0 1 1 1 12 (1,1) (2,1) (3,2) (4,3) (6,2) (12,8)
1 0 1 1 1 41 (1,0) (41,8)
2 0 1 1 1 78 (1,0) (2,1) (3,0) (6,2) (13,0) (26,7) (39,0) (78,8)
0 1 1 1 1 60 (1,0) (2,1) (3,0) (4,3) (5,0) (6,2) (10,5) (12,4) (15,0) (20,7) (30, 6) (60,8)
1 1 1 1 1 40 (1,0) (2,0) (4,0) (5,4) (8,4) (10,4) (20,4) (40,8)
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Table 1. Continued
a0, . . . , ak s (m, lm(f)), m | s
2 1 1 1 1 9 (1,1) (3,3) (9,8)
0 2 1 1 1 28 (1,0) (2,0) (4,2) (7,0) (14,0) (28,8)
1 2 1 1 1 18 (1,1) (2,2) (3,2) (6,5) (9,2) (18,8)
2 2 1 1 1 80 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (16,0) (20,0) (40,0) (80,8)
0 0 2 1 1 41 (1,0) (41,8)
1 0 2 1 1 36 (1,0) (2,1) (3,0) (4,3) (6,3) (9,0) (12,7) (18,4) (36,8)
2 0 2 1 1 90 (1,1) (2,1) (3,3) (5,1) (6,3) (9,4) (10,5) (15,3) (18,4) (30,7) (45, 4) (90,8)
0 1 2 1 1 82 (1,0) (2,0) (41,0) (82,8)
1 1 2 1 1 24 (1,1) (2,1) (3,2) (4,3) (6,2) (8,7) (12,4) (24,8)
2 1 2 1 1 84 (1,0) (2,1) (3,0) (4,1) (6,2) (7,0) (12,2) (14,1) (21,0) (28,7) (42, 2) (84,8)
0 2 2 1 1 30 (1,1) (2,2) (3,2) (5,5) (6,4) (10,6) (15,6) (30,8)
1 2 2 1 1 28 (1,0) (2,0) (4,2) (7,6) (14,6) (28,8)
2 2 2 1 1 40 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (20,0) (40,8)
0 0 0 2 1 21 (1,1) (3,2) (7,7) (21,8)
1 0 0 2 1 78 (1,0) (2,1) (3,0) (6,2) (13,6) (26,7) (39,6) (78,8)
2 0 0 2 1 60 (1,0) (2,0) (3,0) (4,2) (5,0) (6,0) (10,4) (12,4) (15,0) (20,6) (30, 4) (60,8)
0 1 0 2 1 80 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (16,0) (20,0) (40,0) (80,8)
1 1 0 2 1 15 (1,0) (3,0) (5,4) (15,8)
2 1 0 2 1 36 (1,1) (2,2) (3,2) (4,4) (6,5) (9,2) (12,7) (18,6) (36,8)
0 2 0 2 1 78 (1,0) (2,1) (3,0) (6,2) (13,0) (26,7) (39,0) (78,8)
1 2 0 2 1 72 (1,1) (2,1) (3,3) (4,1) (6,3) (8,5) (9,4) (12,3) (18,4) (24,7) (36, 4) (72,8)
2 2 0 2 1 52 (1,0) (2,0) (4,2) (13,0) (26,6) (52,8)
0 0 1 2 1 12 (1,0) (2,1) (3,0) (4,3) (6,2) (12,8)
1 0 1 2 1 82 (1,0) (2,0) (41,0) (82,8)
2 0 1 2 1 39 (1,1) (3,2) (13,7) (39,8)
0 1 1 2 1 28 (1,0) (2,0) (4,2) (7,0) (14,0) (28,8)
1 1 1 2 1 18 (1,1) (2,2) (3,3) (6,5) (9,6) (18,8)
2 1 1 2 1 80 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (16,0) (20,0) (40,0) (80,8)
0 2 1 2 1 60 (1,1) (2,1) (3,2) (4,3) (5,5) (6,2) (10,5) (12,4) (15,6) (20,7) (30, 6) (60,8)
1 2 1 2 1 40 (1,0) (2,0) (4,0) (5,0) (8,4) (10,4) (20,4) (40,8)
2 2 1 2 1 18 (1,0) (2,1) (3,0) (6,3) (9,0) (18,8)
0 0 2 2 1 82 (1,0) (2,0) (41,0) (82,8)
1 0 2 2 1 36 (1,1) (2,1) (3,3) (4,3) (6,3) (9,4) (12,7) (18,4) (36,8)
2 0 2 2 1 90 (1,0) (2,1) (3,0) (5,4) (6,3) (9,0) (10,5) (15,4) (18,4) (30,7) (45, 4) (90,8)
0 1 2 2 1 30 (1,1) (2,2) (3,2) (5,1) (6,4) (10,6) (15,2) (30,8)
1 1 2 2 1 28 (1,0) (2,0) (4,2) (7,0) (14,6) (28,8)
2 1 2 2 1 40 (1,0) (2,0) (4,0) (5,0) (8,0) (10,0) (20,0) (40,8)
0 2 2 2 1 41 (1,0) (41,8)
1 2 2 2 1 24 (1,0) (2,1) (3,0) (4,3) (6,2) (8,7) (12,4) (24,8)
2 2 2 2 1 84 (1,1) (2,1) (3,2) (4,1) (6,2) (7,1) (12,2) (14,1) (21,2) (28,7) (42, 2) (84,8)
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Table 2. Values of lm(f) with pn = 5, α ≤ 3
a0, . . . , ak s (m, lm(f)), m | s
1 1 (1,0)
0 1 4 (1,0) (2,0) (4,2)
1 1 10 (1,0) (2,1) (5,0) (10,2)
2 1 6 (1,0) (2,0) (3,0) (6,2)
3 1 3 (1,0) (3,2)
4 1 5 (1,1) (5,2)
0 0 1 8 (1,0) (2,0) (4,0) (8,4)
1 0 1 20 (1,0) (2,0) (4,2) (5,0) (10,0) (20,4)
2 0 1 12 (1,0) (2,0) (3,0) (4,0) (6,0) (12,4)
3 0 1 6 (1,0) (2,0) (3,2) (6,4)
4 0 1 10 (1,1) (2,2) (5,2) (10,4)
0 1 1 30 (1,0) (2,1) (3,0) (5,0) (6,3) (10,2) (15,0) (30,4)
1 1 1 12 (1,0) (2,0) (3,2) (4,2) (6,2) (12,4)
2 1 1 13 (1,0) (13,4)
3 1 1 5 (1,1) (5,4)
4 1 1 24 (1,0) (2,0) (3,0) (4,0) (6,0) (8,0) (12,0) (24,4)
0 2 1 26 (1,0) (2,0) (13,0) (26,4)
1 2 1 20 (1,0) (2,1) (4,3) (5,0) (10,2) (20,4)
2 2 1 30 (1,1) (2,1) (3,1) (5,2) (6,3) (10,2) (15,2) (30,4)
3 2 1 13 (1,0) (13,4)
4 2 1 15 (1,0) (3,2) (5,0) (15,4)
0 3 1 13 (1,0) (13,4)
1 3 1 20 (1,1) (2,1) (4,3) (5,2) (10,2) (20,4)
2 3 1 30 (1,0) (2,1) (3,2) (5,0) (6,3) (10,2) (15,2) (30,4)
3 3 1 26 (1,0) (2,0) (13,0) (26,4)
4 3 1 30 (1,0) (2,0) (3,0) (5,0) (6,2) (10,0) (15,0) (30,4)
0 4 1 15 (1,1) (3,3) (5,2) (15,4)
1 4 1 12 (1,0) (2,0) (3,0) (4,2) (6,2) (12,4)
2 4 1 26 (1,0) (2,0) (13,0) (26,4)
3 4 1 10 (1,0) (2,1) (5,0) (10,4)
4 4 1 24 (1,0) (2,0) (3,0) (4,0) (6,0) (8,0) (12,0) (24,4)
0 0 0 1 12 (1,0) (2,0) (3,0) (4,2) (6,0) (12,6)
1 0 0 1 30 (1,0) (2,1) (3,0) (5,0) (6,3) (10,2) (15,0) (30,6)
2 0 0 1 18 (1,0) (2,0) (3,0) (6,0) (9,0) (18,6)
3 0 0 1 9 (1,0) (3,0) (9,6)
4 0 0 1 15 (1,1) (3,3) (5,2) (15,6)
0 1 0 1 8 (1,0) (2,0) (4,2) (8,6)
1 1 0 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
2 1 0 1 30 (1,0) (2,1) (3,2) (5,0) (6,3) (10,4) (15,2) (30,6)
3 1 0 1 30 (1,1) (2,1) (3,1) (5,4) (6,3) (10,4) (15,4) (30,6)
4 1 0 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
0 2 0 1 12 (1,0) (2,0) (3,2) (4,2) (6,4) (12,6)
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Table 2. Continued
a0, . . . , ak s (m, lm(f)), m | s
1 2 0 1 21 (1,0) (3,0) (7,0) (21,6)
2 2 0 1 130 (1,1) (2,1) (5,2) (10,2) (13,1) (26,5) (65,2) (130,6)
3 2 0 1 130 (1,0) (2,1) (5,0) (10,2) (13,4) (26,5) (65,4) (130,6)
4 2 0 1 42 (1,0) (2,0) (3,0) (6,0) (7,0) (14,0) (21,0) (42,6)
0 3 0 1 20 (1,0) (2,0) (4,2) (5,0) (10,0) (20,6)
1 3 0 1 65 (1,1) (5,2) (13,5) (65,6)
2 3 0 1 24 (1,0) (2,0) (3,0) (4,0) (6,2) (8,0) (12,2) (24,6)
3 3 0 1 24 (1,0) (2,0) (3,2) (4,0) (6,2) (8,0) (12,2) (24,6)
4 3 0 1 130 (1,0) (2,1) (5,0) (10,2) (13,0) (26,5) (65,0) (130,6)
0 4 0 1 20 (1,1) (2,2) (4,4) (5,2) (10,4) (20,6)
1 4 0 1 78 (1,0) (2,0) (3,2) (6,2) (13,0) (26,4) (39,2) (78,6)
2 4 0 1 62 (1,0) (2,0) (31,0) (62,6)
3 4 0 1 31 (1,0) (31,6)
4 4 0 1 78 (1,0) (2,0) (3,0) (6,2) (13,4) (26,4) (39,4) (78,6)
0 0 1 1 50 (1,0) (2,1) (5,0) (10,5) (25,0) (50,6)
1 0 1 1 52 (1,0) (2,0) (4,2) (13,4) (26,4) (52,6)
2 0 1 1 12 (1,0) (2,0) (3,2) (4,0) (6,2) (12,6)
3 0 1 1 65 (1,1) (5,2) (13,5) (65,6)
4 0 1 1 78 (1,0) (2,0) (3,0) (6,2) (13,4) (26,4) (39,4) (78,6)
0 1 1 1 24 (1,0) (2,0) (3,2) (4,0) (6,2) (8,4) (12,2) (24,6)
1 1 1 1 60 (1,0) (2,1) (3,0) (4,3) (5,0) (6,3) (10,2) (12,5) (15,0) (20,4) (30, 4) (60,6)
2 1 1 1 130 (1,1) (2,1) (5,2) (10,2) (13,1) (26,5) (65,2) (130,6)
3 1 1 1 7 (1,0) (7,6)
4 1 1 1 62 (1,0) (2,0) (31,0) (62,6)
0 2 1 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
1 2 1 1 20 (1,1) (2,1) (4,3) (5,4) (10,4) (20,6)
2 2 1 1 120 (1,0) (2,1) (3,0) (4,1) (5,0) (6,1) (8,1) (10,2) (12,1) (15,0) (20, 2) (24,5)
(30,2) (40,2) (60,2) (120,6)
3 2 1 1 30 (1,0) (2,0) (3,2) (5,0) (6,4) (10,0) (15,4) (30,6)
4 2 1 1 31 (1,0) (31,6)
0 3 1 1 30 (1,1) (2,1) (3,1) (5,2) (6,3) (10,2) (15,2) (30,6)
1 3 1 1 60 (1,0) (2,0) (3,2) (4,2) (5,0) (6,2) (10,0) (12,4) (15,2) (20,4) (30, 2) (60,6)
2 3 1 1 42 (1,0) (2,0) (3,0) (6,0) (7,0) (14,0) (21,0) (42,6)
3 3 1 1 130 (1,0) (2,1) (5,0) (10,2) (13,0) (26,5) (65,0) (130,6)
4 3 1 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
0 4 1 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
1 4 1 1 24 (1,0) (2,0) (3,0) (4,2) (6,0) (8,2) (12,2) (24,6)
2 4 1 1 78 (1,0) (2,0) (3,0) (6,2) (13,0) (26,4) (39,0) (78,6)
3 4 1 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
4 4 1 1 30 (1,1) (2,2) (3,3) (5,2) (6,4) (10,4) (15,4) (30,6)
0 0 2 1 24 (1,0) (2,0) (3,2) (4,0) (6,2) (8,0) (12,2) (24,6)
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Table 2. Continued
a0, . . . , ak s (m, lm(f)), m | s
1 0 2 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
2 0 2 1 60 (1,1) (2,1) (3,1) (4,3) (5,2) (6,3) (10,2) (12,5) (15,2) (20,4) (30, 4) (60,6)
3 0 2 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
4 0 2 1 60 (1,0) (2,1) (3,0) (4,1) (5,0) (6,1) (10,2) (12,5) (15,0) (20,2) (30, 2) (60,6)
0 1 2 1 40 (1,0) (2,1) (4,1) (5,0) (8,5) (10,2) (20,2) (40,6)
1 1 2 1 120 (1,1) (2,1) (3,1) (4,1) (5,2) (6,1) (8,1) (10,2) (12,1) (15,2) (20, 2) (24,5)
(30,2) (40,2) (60,2) (120,6)
2 1 2 1 52 (1,0) (2,0) (4,2) (13,0) (26,4) (52,6)
3 1 2 1 39 (1,0) (3,2) (13,4) (39,6)
4 1 2 1 30 (1,0) (2,0) (3,0) (5,0) (6,2) (10,0) (15,0) (30,6)
0 2 2 1 130 (1,1) (2,1) (5,2) (10,2) (13,1) (26,5) (65,2) (130,6)
1 2 2 1 30 (1,0) (2,1) (3,2) (5,0) (6,5) (10,2) (15,2) (30,6)
2 2 2 1 52 (1,0) (2,0) (4,2) (13,4) (26,4) (52,6)
3 2 2 1 62 (1,0) (2,0) (31,0) (62,6)
4 2 2 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
0 3 2 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
1 3 2 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
2 3 2 1 20 (1,0) (2,1) (4,3) (5,0) (10,2) (20,6)
3 3 2 1 78 (1,0) (2,0) (3,0) (6,2) (13,4) (26,4) (39,4) (78,6)
4 3 2 1 15 (1,1) (3,3) (5,4) (15,6)
0 4 2 1 78 (1,0) (2,0) (3,0) (6,2) (13,0) (26,4) (39,0) (78,6)
1 4 2 1 62 (1,0) (2,0) (31,0) (62,6)
2 4 2 1 60 (1,0) (2,0) (3,2) (4,2) (5,0) (6,2) (10,0) (12,4) (15,4) (20,2) (30, 4) (60,6)
3 4 2 1 10 (1,1) (2,2) (5,2) (10,6)
4 4 2 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
0 0 3 1 24 (1,0) (2,0) (3,0) (4,0) (6,2) (8,0) (12,2) (24,6)
1 0 3 1 60 (1,1) (2,1) (3,1) (4,1) (5,2) (6,1) (10,2) (12,5) (15,2) (20,2) (30, 2) (60,6)
2 0 3 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
3 0 3 1 60 (1,0) (2,1) (3,2) (4,3) (5,0) (6,3) (10,2) (12,5) (15,2) (20,4) (30, 4) (60,6)
4 0 3 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
0 1 3 1 40 (1,1) (2,1) (4,1) (5,2) (8,5) (10,2) (20,2) (40,6)
1 1 3 1 15 (1,0) (3,2) (5,0) (15,6)
2 1 3 1 78 (1,0) (2,0) (3,0) (6,2) (13,0) (26,4) (39,0) (78,6)
3 1 3 1 52 (1,0) (2,0) (4,2) (13,4) (26,4) (52,6)
4 1 3 1 120 (1,0) (2,1) (3,0) (4,1) (5,0) (6,1) (8,1) (10,2) (12,1) (15,0) (20, 2) (24,5)
(30,2) (40,2) (60,2) (120,6)
0 2 3 1 130 (1,0) (2,1) (5,0) (10,2) (13,4) (26,5) (65,4) (130,6)
1 2 3 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
2 2 3 1 31 (1,0) (31,6)
3 2 3 1 52 (1,0) (2,0) (4,2) (13,0) (26,4) (52,6)
4 2 3 1 30 (1,1) (2,1) (3,3) (5,2) (6,5) (10,2) (15,4) (30,6)
0 3 3 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
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Table 2. Continued
a0, . . . , ak s (m, lm(f)), m | s
1 3 3 1 30 (1,0) (2,1) (3,0) (5,0) (6,3) (10,4) (15,0) (30,6)
2 3 3 1 78 (1,0) (2,0) (3,2) (6,2) (13,0) (26,4) (39,2) (78,6)
3 3 3 1 20 (1,1) (2,1) (4,3) (5,2) (10,2) (20,6)
4 3 3 1 63 (1,0) (3,0) (7,0) (9,0) (21,0) (63,6)
0 4 3 1 39 (1,0) (3,2) (13,4) (39,6)
1 4 3 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
2 4 3 1 10 (1,1) (2,2) (5,4) (10,6)
3 4 3 1 60 (1,0) (2,0) (3,0) (4,2) (5,0) (6,2) (10,0) (12,4) (15,0) (20,2) (30, 4) (60,6)
4 4 3 1 31 (1,0) (31,6)
0 0 4 1 25 (1,1) (5,5) (25,6)
1 0 4 1 78 (1,0) (2,0) (3,2) (6,2) (13,0) (26,4) (39,2) (78,6)
2 0 4 1 130 (1,0) (2,1) (5,0) (10,2) (13,0) (26,5) (65,0) (130,6)
3 0 4 1 12 (1,0) (2,0) (3,0) (4,0) (6,2) (12,6)
4 0 4 1 52 (1,0) (2,0) (4,2) (13,0) (26,4) (52,6)
0 1 4 1 24 (1,0) (2,0) (3,0) (4,0) (6,2) (8,4) (12,2) (24,6)
1 1 4 1 31 (1,0) (31,6)
2 1 4 1 14 (1,0) (2,0) (7,0) (14,6)
3 1 4 1 130 (1,0) (2,1) (5,0) (10,2) (13,4) (26,5) (65,4) (130,6)
4 1 4 1 60 (1,1) (2,1) (3,3) (4,3) (5,2) (6,3) (10,2) (12,5) (15,4) (20,4) (30, 4) (60,6)
0 2 4 1 126 (1,0) (2,0) (3,0) (6,0) (7,0) (9,0) (14,0) (18,0) (21,0) (42,0) (63, 0) (126,6)
1 2 4 1 62 (1,0) (2,0) (31,0) (62,6)
2 2 4 1 30 (1,0) (2,0) (3,2) (5,0) (6,4) (10,0) (15,2) (30,6)
3 2 4 1 120 (1,1) (2,1) (3,1) (4,1) (5,2) (6,1) (8,1) (10,2) (12,1) (15,2) (20, 2) (24,5)
(30,2) (40,2) (60,2) (120,6)
4 2 4 1 20 (1,0) (2,1) (4,3) (5,0) (10,4) (20,6)
0 3 4 1 30 (1,0) (2,1) (3,2) (5,0) (6,3) (10,2) (15,4) (30,6)
1 3 4 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
2 3 4 1 65 (1,1) (5,2) (13,5) (65,6)
3 3 4 1 21 (1,0) (3,0) (7,0) (21,6)
4 3 4 1 60 (1,0) (2,0) (3,0) (4,2) (5,0) (6,2) (10,0) (12,4) (15,0) (20,4) (30, 2) (60,6)
0 4 4 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
1 4 4 1 30 (1,1) (2,2) (3,1) (5,2) (6,4) (10,4) (15,2) (30,6)
2 4 4 1 124 (1,0) (2,0) (4,0) (31,0) (62,0) (124,6)
3 4 4 1 39 (1,0) (3,2) (13,4) (39,6)
4 4 4 1 24 (1,0) (2,0) (3,0) (4,2) (6,0) (8,2) (12,2) (24,6)
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