A rooted planar map is a connected graph embedded in the plane, with one edge marked and assigned an orientation. A term of the pure lambda calculus is said to be (β-)normal if it is fully reduced, and planar if it uses all of its variables exactly once and in last-in, first-out order. We exhibit a bijection between rooted planar maps and normal planar lambda terms (with one free variable), by explaining how Tutte decomposition of rooted planar maps (into vertex maps, maps with an isthmic root, and maps with a non-isthmic root) may be naturally replayed in lambda calculus.
Introduction

Pure lambda calculus and its representation as higher-order abstract syntax
The pure lambda calculus is a universal programming language based on only two primitive operations: function application and function abstraction. Traditionally, the set of lambda terms Λ is defined inductively as follows, given an infinite collection V of variables:
• (variables:) if x ∈ V then x ∈ Λ • (applications:) if t ∈ Λ and u ∈ Λ then t(u) ∈ Λ • (abstractions:) if x ∈ V and t ∈ Λ then λx.t ∈ Λ One then considers lambda terms quotiented by so-called α-conversion, which says that λ-abstracted variables may in general be renamed (under a mild side-condition, that this renaming does not introduce capture of variables): for example, the terms λx.λy.λz.z(yx) and λa.λb.λc.c(ba) are α-equivalent, as are the terms λx.λy.y and λy.λx.x, and the terms λx.xx and λy.yy (note that we often omit parentheses on applications, when there is no ambiguity).
The main source of computation in the lambda calculus is the rule of β-conversion, which corresponds to the following (directed) equation: Imposing the β axiom on Λ (which we assume has already been quotiented by α-equivalence) induces a theory referred to as Λ β . Sometimes one also considers the dual rule of η-conversion, which encodes the principle of extensionality (i.e., that a function is defined by its action on inputs):
This additional axiom induces a theory referred to as Λ βη . We dispense from giving a more precise formulation of the lambda calculus in traditional terms (see for example [4] ), and instead move on to consider a more conceptual account, adapted from Dana Scott [23] . 1 The notion of an exponential object Z X is a categorical abstraction of the space of functions from X to Z. Formally, for any two objects Z and X of a category V with cartesian products, an exponential object is defined as an object Z X equipped with a natural isomorphism
that is, a family of invertible maps λ Y : V(X × Y, Z) → V(Y, Z X ) natural in Y, where V(A, B) indicates the set of morphisms from A to B, and X × Y is the cartesian product. As a consequence (or equivalently), any exponential object Z X comes equipped with an evaluation map ev : X × Z X → Z satisfying a pair of equations
for all morphisms f : X × Y → Z and g : Y → Z X (we write ";" for sequential composition, id X for the identity morphism on X, and λ[−] for the action of λ on morphisms X × Y → Z). A category with cartesian products is said to be closed (or ccc) if an exponential object Z X exists for all Z and X.
As Scott observed, one can look for a model of the pure lambda calculus internally to any ccc V as an object U equipped with a pair of morphisms app : U → U U lam : U U → U such that at least the first of the following equations holds, or possibly both:
A model satisfying (1) validates β-conversion, while a model also satisfying (2) validates η-conversion. A trivial model satisfying both (1) and (2) in the category of sets and functions takes U = { * } as the one-element set. The first concrete example of a non-trivial model satisfying (1) (and thus validating β, but not η) was exhibited by Scott [22] , in the category of domains and continuous functions. On the other hand, the principle of α-conversion is valid by construction even without either equation, since the definition itself involves only the two combinators app and lam, with no mention of formal variables. Now, following the general pattern of functorial semantics, potentially we could take this as a concise definition of the theories Λ, Λ β , and Λ βη , namely by considering the cartesian closed category freely generated from a single object U and a pair of morphisms
and then adding, respectively, no additional equations (for Λ), equation (1) (for Λ β ), or both equations (1) and (2) (for Λ βη ). Indeed, since the simply-typed lambda calculus may be interpreted in any ccc, we could then even use lambda calculus itself in order to construct morphisms of Λ, Λ β , and Λ βη . For example, the pure lambda term t = (λx.xx)(λy.y) may be encoded by [t] def = app(lam(λx.app(x)(x)))(lam(λy.y)),
where the various λs and function applications in the definition of [t] are interpreted by appeal to the "meta-level", so to speak-that is, by appeal to the ccc structure of the ambient category. If one interprets [t] for instance as a morphism 1 → U in Λ β , then equational reasoning confirms that
[t] = app(lam(λx.app(x)(x)))(lam(λy.y)) (by definition) = (λx.app(x)(x))(lam(λy.y)) (by 1) = app(lam(λy.y))(lam(λy.y)) (by ccc axioms) = (λy.y)(lam(λy.y)) (by 1) = lam(λy.y) (by ccc axioms) = [λy.y] (by definition)
Although it might at first appear circular, this kind of definition is often useful in practice, and is sometimes used in formal reasoning within proof assistants [9, 19] under the heading of "higher-order abstract syntax" (HOAS).
String diagrams for planar lambda terms
However, it is also possible to turn this formulation into a quite low-level syntax, by moving from a cartesian setting to the more general setting of monoidal categories, and employing the technology of string diagrams. We recall that the definition of an exponential object generalizes as follows: for any pair of objects X and Z of a category V equipped with a (not necessarily symmetric nor cartesian) monoidal product
a left residual of Z by X is an object X \ Z together with a natural isomorphism
Similarly, for any two objects Y and Z of V, a right residual of Z by Y is an object Z/ Y together with a natural isomorphism ρ :
As a consequence, left residuals X \ Z and right residuals Z / Y come equipped with left-evaluation and right-evaluation maps,
each satisfying a pair of equations analogous to those for the evaluation maps of exponential objects. A monoidal category is said to be closed if both a left and right residual of Z by W exists for all Z and W. (As an aside, note that any closed monoidal category can be seen as a model of Lambek's "syntactic calculus" [13, 14] , and the notation for the residuals is originally borrowed from linguistics.) Now, let the theory Λ o (where o stands for ordered) be defined as the closed monoidal category freely generated from a single object P and a pair of morphisms app : P → P / P lam : P \ P → P satisfying no additional equations. This category comes equipped with an obvious functor back to Λ, by sending P to U and collapsing the monoidal closed structure of Λ o to the cartesian closed structure of Λ. However, morphisms in Λ o represent only a very restricted class of lambda terms. . . that should be called "planar", as we now justify by explaining how to assign any such term a planar diagram.
The overall idea, following the general pattern of string diagrams for monoidal categories [12] (see also [3, 24] ), is that the two generators app and lam are translated into two basic diagrams, which are then used to build up larger diagrams via a simple set of rules. Intuitively, these basic diagrams correspond to the following operations on lambda terms:
That is, an app-node (drawn as a white circle) takes two lambda terms t and u on its incoming wires and outputs the application t(u) on its outgoing wire, while a lam-node (drawn as a black circle) emits a variable x on one wire, and then binds x in the term t on the incoming wire to produce a term λx.t on its outgoing wire.
Rather than giving a more precise definition at this stage, we illustrate with a few examples.
1. The lambda term λy.yx (with one free variable x) corresponds to the following string diagram:
To see this more clearly, we can annotate the diagram as follows:
x λy.yx y yx 2. The lambda term λv.(λw.wv)u (with one free variable u) corresponds to the following string diagram:
Again we can annotate the diagram to make the correspondence clear: is represented by the diagram where we have drawn a dotted line to indicate the place where one diagram (A) is plugged into another (B). (Incidentally, these two advantages-the representation of terms modulo α-equivalence, and the ability to easily express capture-avoiding substitution-are also the two main arguments cited in favor of the use of HOAS in proof assistants.)
As suggested by these examples, every morphism
of Λ o can be assigned a certain planar diagram D with i incoming wires and one outgoing wire. Moreover, this diagram may be annotated by a certain lambda term t (with i free variables), of a very special sort: not only is it linear, in the sense that every free or bound variable in t is used exactly once, but variables are used according to a last-in, first-out (LIFO) discipline, in the sense that λx.u may be interpreted as "push x onto the stack before evaluating u", and using a variable corresponds to a "pop" operation.
A correspondence between normal planar lambda terms and rooted planar maps
The first thing to remark about the class of planar lambda terms is that they are not closed under β-reduction. For example, λv.(λw.wv)u is β-convertible to λv.uv, but the diagram for the latter requires a crossing of wires: In general, the β axiom could be depicted as follows in string diagrams:
On the other hand, there is actually a simple and well-known inductive characterization of exactly the β-normal terms of pure lambda calculus (i.e., those terms which do not contain any β-redex (λx.t)(u) as a subterm), in mutual induction with so-called "neutral" (or "atomic") terms. Traditionally this characterization is presented as two subsets Λ normal ⊆ Λ and Λ neutral ⊆ Λ defined as follows:
Unraveling the mutual recursion, it is then easy to verify that terms in Λ normal do not contain any subterms of the form (λx.t)(u). More conceptually, this classification of normal and neutral terms may also be seen as a refinement of the HOAS definition of the raw theory Λ, closely related to the discipline of bidirectional type-checking (cf. [18] , [16, §2.4] ). If we transfer this back to the monoidal setting, we obtain a theory Λ bi o freely generated by a pair of objects A and B (where A = "neutral", B = "normal") and a triple of morphisms
(where s stands for switching from neutral to normal). Again, this category comes equipped with a functor back to Λ o (and hence also to Λ by composition with the functor Λ o → Λ), by sending A and B to P, a to app and to lam, and collapsing s to the identity morphism. Moreover (as we will see in Section 3), this signature is readily translated into a diagrammatic language, including a simple coloring discipline that rules out subdiagrams of the form (D β ). More important for our story, however, it is also easy to use this signature to derive recurrence formulas and count the number of β-normal planar lambda terms of a given size (and with a given number of free variables), where "size" is most naturally defined as the total number of switches s in the proof that a planar term is normal. The first author of this paper decided to go ahead and count the number of closed normal planar lambda terms (using a short computer program), and after a little wait obtained a sequence of numbers 1, 2, 9, 54, 368, 2916, 24057 which, remarkably enough, coincided with the first entries of series A000168 of the Online Encyclopedia of Integer Sequences [17] .
As explained at the OEIS entry, series A000168 counts the number of rooted planar maps with n edges. A rooted planar map is essentially just a connected graph embedded in the plane with one edge marked and assigned an orientation, as in the following example:
The series was originally enumerated in the early 1960s by Tutte [25] , who also derived a closed form: 2 · (2n)! · 3 n n! · (n + 2)! We (the two authors) started discussing this curious coincidence (between the sequence counting normal planar lambda terms and A000168) during the MAP 2014 workshop in Paris, and in particular this inspired the idea of trying to look for a bijection with computational aid, building on the second author's experience in rooted map counting through Tutte decomposition [2] . Although we will not emphasize the formal aspect in this paper, the use of proof assistant software (including formal representations of both normal planar lambda terms and rooted planar maps, amenable to exhaustive generation) helped in more quickly finding the bijection which will be presented and proved here at an informal level.
There is already a rich literature connecting logic and computation with algebra and topology, and certainly it has been known for some time (especially since Girard's early work on linear logic and proofnets [7] and Yetter's work on non-commutative linear logic [27] ) that certain fragments of lambda calculus and logic can be represented using planar diagrams. As far as we know, though, the fact that there is an actual bijection between a natural fragment of lambda calculus and an independently well-studied class of combinatorial objects is a new observation (although various different classes of lambda terms have been enumerated, see for example [5, 8] , and A135501). Actually, Abramsky might have come close in a relatively recent article [1] drawing connections between Kauffman's planar diagram presentation of the Temperley-Lieb algebra and Girard's geometry of interaction program for linear logic. Near the end of that paper, he discussed a certain "planar λ-calculus", although his different diagrammatic interpretation gave rise to a subtly different notion of planarity of lambda terms: variables used exactly once and in FIFO order rather than in LIFO order (as in λx.λy.λz.x(yz), for example). This class of lambda terms is trivially in bijection with what we call planar lambda terms here (by fixing lambdas and applications in place while rearranging variables), although it has different computational properties (e.g., it happens to be closed under β-reduction).
The remainder of the paper is structured as follows:
• In Section 2 we describe a type system for carving out the normal and neutral planar lambda terms, and explain how this inductive characterization leads to simple generating functions counting terms by size and number of free variables. These generating functions can moreover be solved by the quadratic method, establishing that the series counting closed normal planar lambda terms by size (or equivalently, counting normal planar lambda terms with one free variable) is indeed A000168.
• In Section 3 we quickly review the graphical language, explaining how to derive a colored, planar diagram notation for normal and neutral planar lambda terms by standard string diagram techniques.
• In Section 4 we present the main result, a size-preserving bijection between rooted planar maps and normal planar lambda terms with one free variable. The proof is based on a natural reconstruction (in lambda calculus) of Tutte's decomposition procedure for rooted planar maps, and we describe it both in terms of the traditional notation of lambda calculus and in terms of surgery on string diagrams. o arose in connection with joint work with Paul-André Melliès on the categorical interpretation of type refinement systems, and the presentation in this paper draws elements from that work. The first author would also like to warmly thank Alexis Saurin for several discussions on this subject, particularly on the connections between lambda calculus and proof-nets.
Enumerating normal and neutral planar lambda terms
The signature Λ o described in the introduction (Section 1.2) may be mechanically translated into the following type system for characterizing planarity inductively:
Here we are writing Γ and ∆ to range over ordered lists of assumptions x 1 : P, . . . , x i : P (where the x k are distinct variable names), and taking the standard reading of typing rules as denoting a valid inference from premises to conclusion. Then a term t with free variables x 1 , . . . , x i is planar just in case there is a derivation in S o of the typing judgment x 1 : P, . . . , x i : P t : P, in the standard sense of a tree of applications of typing rules starting from axioms and ending in the typing judgment at the root. Of course, writing all these "P"s might seem a bit redundant (and it is), but from this basic starting point we can move on to consider a more refined type system. In particular, for the reasons discussed in the introduction, we are interested in carving out the β-normal planar lambda terms (that is, the planar lambda terms containing no β-redexes (λx.t)(u) as subterms). Again, there is a well-known inductive characterization of normal terms in mutual induction with "neutral" terms, which when translated into the language of monoidal categories may be expressed by the signature Λ bi o (Section 1.3), and which ultimately may be transformed into the following more refined type system characterizing the neutral planar and normal planar terms:
For example, the term λy.yx is normal planar, but the planar term λy.(λz.zy)x is not normal:
From now on, we will take this not simply as a characterization but as our definition of the class of neutral planar and normal planar lambda terms.
Definition 2.1. Let t be a pure lambda term with free variables x 1 , . . . , x i . We say that t is neutral planar just in case there exists a derivation π in S bi o of the typing judgment
We then refer to π as an A-witness for t. Likewise, we say that t is normal planar just in case there exists a derivation π in S bi o of the typing judgment
and we refer to π as a B-witness for t.
By inspection, any given lambda term t has at most one A-witness or B-witness, though of course it could have one of each (since every neutral term is also normal). For this reason, if we felt up to it, we could even conflate neutral/normal planar lambda terms with derivations in a "purely logical" system,
so that for example, the normal planar term λy.yx would be equated with the following deduction:
We won't take such a radical step here. However (and more significantly), what we will do is allow ourselves to define properties of neutral/normal planar lambda terms t as properties of the corresponding A/B-witnesses π, safe in the knowledge that such definitions are coherent.
Terminology. Let π be a derivation (in S bi o ). We refer to applications of the inference rules a, s, and in π as nodes (more precisely as a-nodes, s-nodes, and -nodes), and to applications of the axioms as leaves. Definition 2.2. Let t be a neutral/normal planar lambda term with A/B-witness π. The size |π| of t is defined as the number of s-nodes in π.
For example, under this definition the normal term λy.yx has size two, as does the normal term x(λy.y):
Observe, however, that x(λy.y) has size one when viewed as a neutral term-in general, when we say that it is safe to define properties of neutral and normal planar terms t as properties of the corresponding A/B-witnesses π, what we mean is that it is safe to do so when viewing the lambda term t as a neutral or normal planar term. This is an instance of the classical notion of coherence for type systems [21] . For mnemonic purposes, we can also if we like merge the definition of size into the type system S bi o , to obtain a new type system that explicitly indicates the sizes of the neutral and normal planar terms being considered:
In any case, it is straightforward to go from these inductive definitions to a family of generating functions A i (z) and B i (z) counting terms by size, where the coefficient of z n in each A i (z) (respectively B i (z)) counts the total number of neutral (resp. normal) planar lambda terms of size n with i free variables:
(Here "[i = 1]" denotes the Iverson bracket: 1 if i = 1, 0 otherwise.) Next, we can formally aggregate these families
to define a single pair of generating functions counting neutral and normal planar lambda terms along both size and number of free variables. By unfolding definitions, we can then check that A(z, x) and B(z, x) satisfy the following functional equations:
Equations of this form can be solved by a technique known as the quadratic method [6, p.515 ]. In particular we can solve for B 0 (z), the generating function counting closed normal planar lambda terms by size:
Proof. Formula (3) becomes and after substituting into (4) we derive:
Then the idea is to define auxiliary functions F(z, x) and G(z, x) by
and look for a function X(z) such that F(z, X(z)) = 0, implying that G has a double root at X and hence that both G(z, X(z)) = 0 and ∂ ∂x G(z, x)| x=X(z) = 0. This gives a system of two equations in two unknowns X(z) and B 0 (z), which can be solved mechanically (for example using Maple):
We then obtain the stated formula for B 0 (z) by algebraic simplification. Now, the formula for B 0 (z) given in Proposition 2.3 is just one factor of z times the known generating function for counting rooted planar maps by number of edges [6, Proposition VII.11]:
Since we also trivially have B 1 (z) = B 0 (z) (corresponding to the fact that the root node of any B-witness for a term with no free variables must always be an -node, or more prosaically that every closed normal lambda term is a lambda abstraction), we obtain the Corollary 2.4. The number of rooted planar maps with n edges is equal to the number of closed normal planar lambda terms of size n + 1, and to the number of normal planar lambda terms with one free variable of size n + 1.
From the solution for B 0 (z) we can also derive algebraic generating functions for A(z, x) and B(z, x), and use these to compute small tables of coefficients, listed in Figures 1 and 2 . We note that the series counting the number of neutral planar lambda terms with one free variable (i.e., the coefficients of A 1 (z), corresponding to row i = 1 of Figure 1 ) also appears in the OEIS (from n ≥ 1) as series A220910.
Finally, let us point out that size has various equivalent formulations, including the following: On the other hand the size of a neutral planar lambda term t with A-witness π is equal to the total number of leaves in π minus one, i.e., |π| = |t| − 1.
To prove this, we first recall the standard lambda calculus notion of head variable [4, p.173 ], which will also be useful in Section 4.
Definition 2.6. Let t be a neutral planar lambda term with A-witness π. We say that a free variable x is the head variable of t if we eventually reach the leaf x : A x : A by walking up the tree π and always following the left branch of an a-rule. We also speak of the head variable of a normal planar lambda term t with B-witness π, as the head variable of the first neutral subterm of t reached by walking up the tree π along its (unary) -nodes and s-nodes (note that this variable is not necessarily free in t). Proof of Proposition 2.5. Let π be the B-witness of a normal planar lambda term t. There is a one-to-one correspondence between s-nodes in π and leaves of π, by walking up from the neutral premise of an s-node to the corresponding head variable, and vice versa. The same argument works if we begin with a neutral planar term t with A-witness π, except that the head variable of t itself does not lead back to an s-node.
String diagrams for normal and neutral planar lambda terms
The basic idea behind the diagrammatic language for normal and neutral planar lambda terms is the same as the idea described in the introduction (and, again, fits within the framework of Joyal and Street [12] ), but now the two basic diagrams are replaced by three basic diagrams, corresponding to the three generators of the category Λ bi o :
Observe 2 that the wires of the basic diagrams are both oriented and color-coded (blue = A = neutral, red = B = normal).
Overloading the terminology of Section 2, we will refer to these three basic diagrams as a-nodes, s-nodes, and -nodes, respectively. Turning counterclockwise around the wires of the nodes, we find that:
• An a-node (drawn as a white circle) has one blue incoming wire, one blue outgoing wire, and one red incoming wire.
• An s-node (drawn as a purple box) has one blue incoming wire and one red outgoing wire.
• An -node (drawn as a black circle) has one red incoming wire, one blue outgoing wire, and one red outgoing wire.
As before, the basic diagrams may also be annotated with incoming and outgoing lambda terms, subject to a few implicit invariants which will be maintained by convention:
• At an a-node, the terms t and u have distinct free variables.
• At an -node, x is free in t and occurs exactly once.
We will moreover maintain the invariant that the diagrams are planar, i.e., that there are no crossings of wires. In general, a derivation π of
in Λ bi o , and this morphism can be interpreted as a diagram π d with i incoming blue wires and one outgoing wire (the latter blue if Z = A and red if Z = B).
We always draw diagrams running down the page, oriented from inputs to outputs. Moreover, we will often annotate the incoming wires of π d by the free variables x 1 , . . . , x i and the outgoing wire by t, though (as always) these may be freely α-converted. Letting a plain outgoing wire stand generically for either a blue wire or a red wire, this general situation looks like so: t π d
x 1
x n · · · ··· Note that these diagrams should always be considered up to deformation, in the following sense: if we view the diagram as implicitly surrounded by a box, then it is possible to freely stretch and bend wires, or even grow and shrink the box, so long as the input and output wires do not cross, and stay attached to the top and bottom of the box:
For the purpose of explaining the constructions it is also convenient to agglomerate the collection of incoming wires into a single thicker blue wire (annotated by a context):
With these conventions, the morphism π • and the diagram π d are defined as follows, by induction on π:
• Case π = x : A x : A . Then π • = A id A / / A and π d = x x .
(Draw a single downwards-oriented blue wire.)
.
(Connect the blue outgoing wire of π d 1 and the red outgoing wire of π d 2 to an a-node.)
(Connect the blue outgoing wire of π d 1 to an s-node.)
(Connect the leftmost blue incoming wire and the red outgoing wire of π d 1 to an -node.) For example, here are three diagrams Observe that we have elided internal annotations in the diagrams for x(λy.y) and λy.yx-as we will usually do-since these internal annotations can be inferred from the annotations on the incoming and outgoing wires. Again, since lambda terms are treated up to renaming of variables, we could just as well annotate the diagrams as follows (for example): Visually, the size of a normal or neutral planar lambda term (in the sense of Definition 2.2) is apparent in each diagram as the total number of purple boxes joining a blue wire to a red wire. By consulting the table in Figure 2 , we know that the preceding diagrams illustrate all of the normal planar lambda terms with one free variable of size ≤ 2. Figure 3 contains all (nine) of size three, and Appendix A lists all (54) of size four. Before moving on to Section 4, we wish to make a few formal remarks about these planar diagrams, although they are not necessary for understanding the bijection with rooted planar maps.
1. Ignoring the annotations, the diagrams may be read directly as morphisms of an autonomous category, using the conventions originally proposed by Joyal and Street (see Selinger [24, §4] ). Underlying this interpretation is the closed monoidal functor from Λ bi o to any autonomous category C bi o equipped with a triple of morphisms
Here B * denotes the right dual of B and * A denotes the left dual of A, so that as a consequence A ⊗ B * is a right residual of A by B, and * A ⊗ B a left residual of B by A. If C bi o satisfies no additional equations, then the faithfulness of this functor is more or less clear, but one may wonder whether it is also full. A precise exploration of these questions is outside the scope of this paper. However, let us note that if C bi o has the additional property that dualization is involutive (as in a *-autonomous or pivotal category, for example) then it is possible to produce the following counterexample to fullness: 3 Provided that * * A = A, this is a legal diagram in the graphical language of autonomous categories and so corresponds to a morphism A → B; yet, it is not the diagram of a lambda term. Indeed, if we temporarily liberalize our conventions (by relaxing the invariant that the variable flowing out of an -node is always free in the normal term flowing in), then it is natural to annotate the diagram as follows: x Thus the diagram could be interpreted as a "pseudo-lambda term", which is ill-scoped in the sense that the variable y is "used before it is bound" in (xy)(λy.λz.z).
One recovers the diagrams introduced in Section 1.2 by ignoring the coloring of the wires and erasing
the s-nodes. These uncolored diagrams can also be interpreted as (a fragment of) proof-nets for linear logic [7] , reading a-nodes as ⊗-nodes and -nodes as -nodes. The invariant of planarity is maintained by forgoing linear logic's exchange principle (X ⊗ Y Y ⊗ X), while the coloring discipline ensures that one never introduces a β-redex, whose reduction (as was discussed in Section 1.3) would also result in a crossing of wires:
On the other hand, clearly there is an interest in considering such non-planar diagrams, at the very least because they provide interpretations of general linear lambda terms. A natural first approach to consider (and which has also been examined in a proof-theoretic context, cf. [20, p.9] ) would be to simply extend the signature Λ bi o with another operation c : B → A (standing for cut), and then introduce some relations among the four generators a, s, , and c. In particular, the colored version of the β equation (5) could then be stated grammatically in a category with an appropriate notion of braiding. Although we have not considered this extended signature in detail, it seems like a reasonable thing to study.
Relating normal planar lambda terms with rooted planar maps
In this section we prove the main result, that there is a one-to-one correspondence between normal planar lambda terms with one free variable and rooted planar maps. It is most natural to consider terms with one free variable, but of course the bijection extends trivially to closed normal planar lambda terms, since any such term must begin with a λ applied to a term with one free variable (as was observed in Section 2). Our proof relies on an inductive characterization of rooted planar maps originally described by Tutte [26] , so we begin by recalling his analysis (for another presentation, see for example Flajolet and Sedgewick [6, VII.8.2]).
Tutte decomposition of rooted planar maps
In general, a (topological) map M on a surface X [11, 15] is a partition of X into three finite sets of cells: A planar map is then a map on the sphere. Every planar map M has an underlying graph which is a connected planar graph, possibly with loops and multiple edges. An edge equipped with one of two possible orientations is called a dart. The vertex at the source of a dart and the face to the right of a dart are both said to be incident to that dart. The degree of a vertex or face counts the total number of darts incident to that vertex or face (so that an edge is counted twice in the degree of a face if it is an isthmus, and twice in the degree of a vertex if it is a loop).
A degenerate example of a planar map is the vertex map-containing a single vertex, no edges, and a single face-while any other planar map must contain at least one edge. By definition, a rooting of a planar map M consists of a choice of a dart, unless M is the vertex map, in which case it is also considered rooted by convention. Then, a rooted planar map is a planar map equipped with a rooting, treated up to root-preserving homeomorphism. Tutte's analysis begins by noting that any rooted planar map M can be categorized into one of three possible classes:
1. M is the vertex map.
2. M has an isthmic root: deleting the root edge separates the underlying graph into two connected components.
3. M has a non-isthmic root: the underlying graph remains connected when the root edge is deleted.
The isthmic and non-isthmic cases are illustrated in Figure 4 , with root darts marked A. In these diagrams and more generally, we refer to the face incident to (i.e., to the right of) A as the outer face of M (following the convention that we always draw rooted planar maps on the page with the "infinite" face to the right of the root). Tutte's analysis goes on to describe how any map which is not a vertex map may be decomposed in terms of smaller rooted planar maps:
(a) Isthmic root. Let M 1 and M 2 be the two planar maps resulting from deleting the isthmic root. Each of M 1 and M 2 is either a vertex map, or else may be rooted in a deterministic way by walking along the outer face of M in the direction of the root dart, and choosing the darts immediately following and preceding the root (marked B and C in Figure 4a ).
(b) Non-isthmic root. Let M 1 be the planar map resulting from deleting the non-isthmic root. Again, if M 1 is the vertex map it can be rooted trivially, and otherwise it can be rooted deterministically by taking the dart (marked B in Figure 4b ) immediately following the root along the outer face, unless that dart is the original root itself, in which case we take the dart (marked B in Figure 4c ) immediately following the inverse of the root dart along its incident face. There is clearly a reverse operation c I , which given any pair of rooted planar maps M 1 and M 2 joins them together to create a planar map with an isthmic root (in general, this binary operation is not symmetric). We have that
for any pair of rooted planar maps M 1 and M 2 , and conversely that
for any planar map M with an isthmic root. Moreover, we have that the number of edges in c I (M 1 , M 2 ) is equal to one plus the sum of the number of edges in M 1 and M 2 , and that the degree of the outer face of c I (M 1 , M 2 ) is equal to two plus the sum of the degrees of the outer faces of M 1 and M 2 (the inverse dart of an isthmic root is also incident to the outer face: see Figure 4a , which shows a map with outer face degree nine, constructed from two maps with outer face degrees four and three, respectively). Similarly, let us view (b) as an operation d N taking a planar map M with a non-isthmic root as input, and producing a rooted planar map M 1 as output. Going in the other direction, there is a family of operations c (k) N , which given any rooted planar map M 1 with outer face of degree ≥ k, constructs a planar map with a non-isthmic root as follows: starting at the source x of the root dart, walk (in the direction of the root dart) k darts along the outer face of M 1 until reaching a vertex y, and then add a new edge between x and y with the new root dart oriented from y to x, in such a way that the k traversed darts (and the new root dart) are all incident to the new outer face. (For example, the maps in Figures 4b and 4c may be constructed as c 
Tutte decomposition of normal planar lambda terms
Tutte's analysis of rooted planar maps may be naturally replayed on normal planar lambda terms with one free variable (hereafter "NPTVs"). We describe this here both using the traditional notation of the lambda calculus, and in terms of string diagrams and associated morphisms of Λ bi o .
Trichotomy
NPTVs are naturally partitioned into three classes, depending on how the free variable is used.
Notation. We write [x]t to indicate that t is a NPTV with free variable x. Somewhat more evocatively, Proposition 4.4 is equivalent to conditions which are immediately visible in string diagrams:
1. [x]t is the variable term iff π d is the basic diagram s. Proof. We get half of the factorization by Proposition 4.4, and for the second half, we reason that since x is the only free variable in t, the constraint of planarity forces the argument of x to be a closed normal term, hence of the form λy.u for some u with one free variable y. is necessarily different from x, and since x is the only free variable of t, y 0 must be bound by a lambda. More precisely, we know (by planarity) that t must be of the form t = λy n . . . . λy 0 .t for some n ≥ 0, and this suffices for the second half of the factorization.
The graphical equation included in the statement of Proposition 4.6 appeals to standard string diagram conventions for closed monoidal categories interpreted as autonomous categories. Although these are quite natural (cf. [3, 24] ), examining them a bit more closely will also aid us in understanding the surgery to be performed on argument-open terms.
In any closed monoidal category, every morphism f : X → Y determines a morphism f \Z : Y\Z → X\Z, for arbitrary Z. In logic this goes by the name of contraposition (with Z = ⊥), while in programming this is known as a continuation-passing transform (with Z as the answer type). In terms of the underlying operations of left residuals, f \ Z may be defined by
while in terms of string diagrams it may be depicted like so:
As a special case, taking the continuation-passing transform of the identity (on X) is again the identity (on
Conversely, every pair of morphisms g : Y \ Z → X \ Z and k : Y · W → Z determine a morphism g | k : X · W → Z corresponding to g | k def = id X · (λ[k]; g);
and which can be depicted with string diagrams like so:
In programming languages theory, the morphism k is called the continuation of g. In the special case where X = Y = Z, g is the identity, and k is the identity continuation, again we get back the identity: E as all of those blue wires which it is possible to reach without crossing another wire, after entering the page from the East. This diagrammatic description leads to the following formal definition of the valence of a neutral/normal planar lambda term, counting the total number of valence wires. Definition 4.7. Let t be a neutral/normal planar lambda term with A/B-witness π. The valence v(π) of t is defined by induction as follows:
• Case π = x : A x : A (and hence π d = x x ). Then v(π) = 1.
).
Then v(π) =
if ∆ is non-empty .
). Then v(π) = v(π 1 ).
Then v(π) = v(π 1 ).
Each valence wire counted in v(π) also implicitly contains a way of factoring the associated morphism π • : Γ → Z as π • = g | id A , for some g : A \ A → Γ \ Z. Rather then spelling this out formally, we prefer to illustrate by an example. Consider again the function-open NPTV which resulted from argument-open surgery above: Observe that certain ways of focusing on a neutral subterm of t are implicitly excluded by Definition 4.7, since they do not correspond to valence wires. For example, the potential decomposition t = (y(λz.z))(λw.λu.λv.v(uw)) does not actually correspond to a valid factorization of the diagram of t , since the wire corresponding to the neutral subterm u is not accessible from the East (blocked by its argument w, which contains a free variable). Attempting to perform the reverse surgery starting from a non-valence wire would result in a term that violates planarity:
(y(λz.z))(λw.λu.λv.v(uw)) λy.(y(λz.z))(λw.λu.λv.v((ux)w)) Figure 5 gives another example of a string diagram with valence wires indicated, as well as the associated argument-open terms arising from reverse surgery.
Bijection
Let us write c F (t 1 , t 2 ) for the binary operation taking a pair of NPTVs t 1 and t 2 and joining them together to form a function-open NPTV by the procedure described in Section 4.2.2. Similarly, let us write c A (t 1 ) for the operation taking a NPTV t 1 of valence ≥ k and factoring it along the kth valence wire to produce an argument-open NPTV by the procedure described in Section 4.2.3. Theorem 4.8. Let t be a NPTV (with B-witness π). Then exactly one of the following cases must hold:
(i) t is the variable term and |π| = v(π) = 1. (ii) t = c F (t 1 , t 2 ) for some t 1 and t 2 (and π 1 and π 2 ) such that |π| = |π 1 | + |π 2 | and v(π) = 1 + v(π 1 ) + v(π 2 ).
(iii) t = c (k)
A (t 1 ) for some t 1 (and π 1 ) and 1 ≤ k ≤ v(π 1 ) such that |π| = 1 + |π 1 | and v(π) = k + 1. Proof. Following Proposition 4.3 and the discussions in In Figure 6 , we show the result of applying this bijection to all NPTVs of size at most three, while in Figure 7 , we give an illustration of the proof of Theorem 4.9 in action, animating the full decomposition of a particular NPTV (of size = 7 and valence = 3) in parallel with the decomposition of the corresponding rooted planar map (# edges = 6, external face degree = 2). 
