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This paper discusses aclass of stochastic processes which are closed 
under linear transformations and for which explicit finite-dimensional 
characteristic functions can be obtained. The representation of
these processes i based upon a well-known special class of stochastic 
integrals defined with respect to a random measure. The processes are 
not only useful in problems involving linear transformations but 
also allow a rigorous treatment of linear operations on white noise. 
I. INTRODUCTION 
An important problem in communication and control is the charac- 
terization of the response of linear systems to random inputs. What is 
desired is a description of the resulting output process in terms of its 
finite-dimensional distributions or characteristic functions. In principle, 
this problem can be solved once the finite-dimensional distributions or 
characteristic functions of the input process are known; in practice, 
convenient expressions have been obtained in only a few special cases, 
the most notable of these being the Gaussian case. 
In this paper we discuss a class of processes--the linear processes--for 
which this problem can be soNed in a definitive manner. The linear 
processes include as special cases a number of the well-known processes 
used as models of physical phenomena. In particular, Brownian motion 
and Poisson processes are linear processes, as are all processes obtained 
by linear operations on these. The two most important properties of the 
linear processes are: 
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(1) Closure under linear transformations (that is, the result of a 
linear transformation a linear process is again a linear process). 
(2) Availability of explicit expressions for the finite-dimensional 
characteristic functions. 
The usefulness of the second property is not, of course, limited to the 
analysis of linear systems. A knowledge of the finite-dimensionM charac- 
teristic functions is required in many situations, and it is unfortunate 
that these are not known for large classes of processes. 
After the mathematical development of Sections II and III, a number 
of the more commonly encountered examples of linear processes are 
discussed in detail in Section IV. In Section V, it is shown that, in addi- 
tion to their advantages in problems involving linear systems, the linear 
processes provide a rigorous foundation for the widely used white noise 
process and may be used to extend the usual notion of white noise in a nat- 
ural manner. 
I I .  PREL IMINARIES  
The linear processes are based upon a special class of stochastic in- 
tegrals. These integrals are random analogues of the ordinary Lebesgue 
integrals obtained by replacing the usual measure with a random measure 
and have been discussed by various authors (Cram@r, 1951; Doob, 1950). 
In this section we collect some results concerning linear transformations, 
random measures, and stochastic ntegrals. No originality is claimed for 
this material; however, precise statements of much of the following are 
not readily available, and a number of definitions are needed which can 
best be introduced within the following framework. 
Throughout, R is a Euclidean space of fixed but arbitrary dimension. ~ 
Integration with respect o a probability measure is denoted by E[.] 
and two random variables are understood to be equal if they differ 
at most on a set of probability measure zero. 
n.  LINEAR TRANSFORMATIONS 
In the following, we consider ageneral linear operator on a process x(t). 
We shM1 distinguish between operators which result in a random variable 
and those which result in another process. In the first case, the operator 
1 With the exception of a few results which are related to the properties of 
intervals in a Euclidean space, the following results remain valid if R is required 
to be merely a locally-compact topological group. 
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will be referred to as a functional and in the second case as a transforma- 
tion. A linear functional on a process will be denoted by A and the 
resulting random variable by A[x]. A linear transformation will be viewed 
as a family of linear functionals {At, t ~ T} and the resulting process 
written as At[x]. The following discussion is concerned primarily with 
linear funetionals ince we may pass immediately to the transformations 
by requiring that all properties hold for each member of the family 
{A,, t C T}. 2 
Consider the linear manifold consisting of all sums of the form 
z~ = £ X~x(t~) 
where the X~ are complex constants and Ell x(td [2] < ~. The closure 
of this manifold with respect o convergence in the mean will be denoted 
by L2(x). If the inner product of two elements y and z of L~(z) is defined 
by 
(y, z) = E[y2] 
and if random variables which differ only on a set of probability measure 
zero are regarded as equal, it is easily seen that L2(x) iS a Hilbert space. 
This has been called the linear space of the process x(t) by Cram6r 
(1951). By a linear functional on a process x(t) we mean a transforma- 
tion which takes x(t) into L~.(x). It  is apparent hat L2(x) consists of 
precisely those random variables which are the result of some linear 
functional operating on x(t). 
B. RANDOM MEASURES 
A random measure X is a family of random variables with the follow- 
ing properties : 
(1) To every bounded Borel set B there corresponds a random 
variable X(B) with Eli X(B) 12] < ~. 
(2) If B1, B2, . . .  are disjoint Bore] sets whose union B is bounded, 
then 
X(B)  = X(B1) -1-X(B2) @ . ' .  
where the sum converges in the mean. We shall assume throughout that 
In a given situation it may be permissible to exclude certain subsets of T. 
For example, we may require that certain properties hold for almost every (Lebes- 
gue measure) member of the family {At , t C T}. 
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E[X(B)]  = 0 for every Borel set B; this introduces ome formal sim- 
plification and may always be accomplished by a suitable centering. 
A random measure is said to have independent components if, for 
every collection of disjoint Borel sets B1, • • • , B~, the random variables 
X(B1), - . .  , X(B~) are independent. If X is a random measure with 
independent components, the set function V defined for every bounded 
Borel set B by V(B)  = E[[ X(B)  12] is a Borel measure. This measure will 
play an important part in the following discussion. For any bounded 
Borel sets B, C we have E[X(B) f ( (C) ]  = V(B  FI C). 
A random measure has stationary components if the joint distribu- 
tions of all finite families of the form X(BI ) ,  . . .  , X(B~) are invariant 
under translations, that is, if the joint distribution of the family X(B I ) ,  
• . . ,  X(B,~) is identical with the joint distribution of X ( r  + B~), 
• • • , X ( r  + B~) for all collections of Borel sets B~, • • • , B~ and every r. 
For random measures with independent components, stationarity is 
equivalent to requiring that X(B)  and X(r  + B) be identically distrib- 
uted for every B and every r. In the stationary case, we have V(r  + B) 
= V(B);  thus V is a Haar measure and is equal to Lebesgue measure 
(on the Borel sets) to within a non-negative multiplicative constant 
(Halmos, 1955). 
The points of R for which E[IX ( {t} ) 12] > 0 are called singular points 
of the random measure X. In the case of independent components, the 
singular points of X are atoms of V (Dunford and Schwartz, 1958). 
A random measure has at most denumerably many singular points. 
We say that a random measure is nonsingular if it has no singular 
points; it is purely singular if there is a countable set D such that 
X(B  - D) = 0 for every Borel set B. A random measure with stationary 
components i nonsingular. 
An arbitrary random measure may be uniquely decomposed into the 
sum of a nonsingular part X~ and a purely singular part X~ by setting 
XI (B)  = X(B  - D) 
X2(B) = X(B  N D) 
where D is the (countable) set of singular points of X. If X has in- 
dependent components, then both Xx and X2 have independent com- 
ponents and are themselves independent since they assume nonzero 
values only on disjoint sets. 
In practice, random measures are frequently derived from random 
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interval functions (i.e., a family of random variables whose domain con- 
sists of the intervals of R). A random interval function A is additive if, 
for every finite collection of nonoverlapping intervals I1, • • • , L~ whose 
union is an interval I, we have 
&( I )  = i ( I1 )  + . - .  + A( I~) .  
It  is of bounded variation on I if 
sup I [ < 
k 
where the supremum is taken over all finite partitions of I into honorer- 
lapping intervals. A random interval function of bounded variation may 
be extended to a unique random measure which agrees with the interval 
function on its continuity intervals. 3 This extension has been discussed by 
Cram6r (1951) for continuous random interval functions. The proof is 
based upon the fact that it is possible to extend the interval function 
E[A(I)~ (J)] to a countably additive set function on the Borel sets of 
the product space R N R. For interval functions which are merely of 
bounded variation but not continuous, the same procedure is applicable. 
The essential feature again is the extension of the interval function 
E[A(I)5 (J)] to a countably additive set function on R N R in the more 
general setting (McShane, 1944). 
If  a random interval function has either independent or stationary 
components, the same property is true for the components of the ex- 
tended random measure. A point {t} is a singular point of the extended 
measure if lim~ E[[ A(In) 12] > 0 where Is is any sequence of intervals 
such that lim~ I~ = {t}. 
Suppose now that X is nonsingular and has independent components. 
In this case explicit expressions can be obtained for the characteristic 
functions of the components. For every bounded Borel set B and every 
e > 0 we may find a finite collection of disjoint sets B1, • - - , B~ such that 
X(B)  = X(B I )  + . . .  + X(B ,~)  
with Eli X(Bk)  12] = V(B~o) < e, k = 1, . . .  , n. This is an immediate 
consequence of the nonsingularity of X and the similar result which is 
well-known for the Borel measure V (Dunford and Schwartz, 1958). I t  
follows that the components of X are infinitely divisible and since they 
A continuity interval of k is defined as a continuity interval of the interval 
function E[A(/)~(J)]. 
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have zero mean and finite second moments, we have for the characteristic 
function of X(B)  (Gnedenko and Kolmogorov, 1954) 
•[exp{ iuX(B)  }] -- exp ~ [exp{/uX} - -  iuX - -  1] ~ & a(X,  B )  . 
For every bounded Borel set B, G is monotone, nondecreasing and 
bounded; the integrand is defined by continuity at X = 0 where it 
assumes the value -u2/2.  The random measure X uniquely determines 
G by the relationship 
d 2 f~  
- ~ In E[exp{iuX(B)}] = ~ exp {iuX} dx G(X, B). 
Since X is eountably additive on the bounded Borel sets of R, it follows 
that this is also true of G (for each fixed X). It  will be convenient to 
extend G to a Borel measure on the product space ( -  ~,  ~ ) N R 
(this extension is straightforward) and for the above characteristic 
function we shall write 
E[exp {iuX(B)  }] 
We note that if X is stationary then G factors into the product of a Borel 
measure on ( - ~c, ~ ) and Lebesgue measure on R. 
If the requirement that X be nonsingular is dropped, the charac- 
teristic functions may still be written in the form of Eq (1) if suitable 
restrictions are placed upon the singular components. Let X1 and 322 
be the nonsingular and purely singular parts of X and let all singular 
components be infinitely divisible. From Eq. (1), we have 
E[exp{iuX,(B) }} = exp -D [expliuX} -- iuX -- 1] G(dX X ds) , 
where D is the set of singular points of X. The characteristic function 
of X2(B) is given by 
} E[exp{iuX2(B)}] = exp t.,s- [exp{iuX} -- iuX -- 1] ~ 
As before G may be extended to a Borel measure on ( -- o~, ~ ) X R so 
that 
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if~ ~ 1 G(dX X ds)} E[expIiuX~(B)}] = exp nDj_ [exp I iuX}f  -- iuX -- 1] Xa i 
Then since XI(B) and X2(B) are independent, he characteristic func- 
tion of their sum, X(B),  is the product of the individual characteristic 
functions. This clearly has the form of Eq. (1). Thus we have: I f  X 
has independent components and if all singular components are infinitely 
divisible, then the characteristic functions of the components are given by 
Eq. (1). 
C. STOCHASTIC ][NTEGR3.LS 
Stochastic integrals of the type 
f f(s)X(ds) (2) 
are defined as limits in the mean of sequences of certain sums formally 
associated with the integral. As usual the random measure is assumed 
to have independent components. Consider the linear manifold generated 
by random variables of the form 
flX(B~) + ...  + f~X(B,~) 
where the fk are complex constants and the B~ are disjoint bounded 
Borel sets. The closure of this manifold with respect o convergence in
the mean is denoted by L~(X). If the inner product of two random 
variables of L2(X) is defined as 
(y, z) = E[y~], 
then L~(X) is a Hilbert space provided that random variables which 
differ only on sets of probability zero are identified. 
We shall denote by L2(V) the Hilbert space of functions which are 
square integrab]e with respect o the measure V (with the usual con- 
vention that functions are identified if they differ only on a set of 
V-measure zero). The inner product is given by 
g) = £ (L 
and the norm by 
II f Ii 2 = £ I f(x)l 2 V(ds). 
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There is a one-one correspondence b tween the simple functions of 
L~(V) and the random variables in the generating manifold of L2(X) 
which associates the function 4 
f(s) = flXBI(S) + "'" + f~XB~(s) 
with the random variable 
y = fiX(B1) + ... + f~X(B,~). 
This correspondence is linear and norm-preserving and may be extended 
continuously to the whole of L2(X) and L~(V) (Dunford and Schwartz, 
1958). Thus there is a one-one linear correspondence between the 
elements of L2(X) and L2(V) which preserves norms (and hence inner 
products). That is L2(X) and L2(V) are isometrically isomorphic. 
The above isomorphism is the basis for the definition of integrals hav- 
ing the form of Eq. (2). For every f E L2(V), the integrM is defined to 
be that random variable of L2(X) corresponding to f under the iso- 
morphism. More concretely, for f E L2(V), let f~(s) be any sequence of 
simple functions converging in norm to f, say 
Kn 
k=l 
The integral is then defined by the limiting relationship 
f~ f(s)X(ds) = 1.i~m. £ f~(s)X(ds) 
Kn 
= l.i.m. ~'~fnk X(B~). 
n k~l 
In the addition to integrals of the above type we will also consider 
stochastic integrals which appear as 
~ ft(s)X(ds), t T. (3) E 
This integral determines a stochastic process with parameter set T as 
opposed to the previous integral which determines a random variable. 
We assume that ft E L2(V) for every t E T and for fixed t the integral is 
4 The function ×B(s) is the indicator of the set B and is defined as 1 if s E B 
and0 i f s  (~ B. 
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defined as before. The resulting family of random variables obtained in 
this way as t varies over T defines the process. 
Let y~ be a sequence of random variables defined by 
y,~ = ~ f, ,(s)X(ds), n = 1, 2, . . .  
I t  follows from the relationship 
11 vn - w il = If A - f~ ll 
that if {y~} converges in mean to y then the sequence of integrands i a 
Cauchy sequence with a unique limit f E L2(V) such that 
y = ~ f ( s )X(&) .  (4) 
This result provides the main reason for considering random measures 
which are countably additive rather than those which are merely finitely 
additive. For integrals defined by finitely additive random measures, it is 
not always possible to find a function for which Eq. (4) is true. 
Suppose now that a process y(t) is defined by the integral 
= £ y(t) 
and that A is a linear functional on y(t). There is then a function of 
L~(V) which we denote by a[f(,)] such that 
= £ A[ f ( s ) ]x (&) .  (5) h[y] 
To see this, let {A,} be a sequence of functionals defined by 
Kn 
An[y] = ~2 x~y(a~) 
k=l 
where 1.i.m.~ A~[y] = A[y]. If the sequence of functions {f~(s)} is defined 
by 
Kn 
f~(s) - A~{f(s)} = ~ Mkft~k(S), 
k=l 
we may write 
A.[y] = £ A(8)x(&) 
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Since lA~[y]} converges in the mean to A[y], it follows from the remarks 
of the previous paragraph that there is a function A[f(s)] for which Eq. 
(5) is true. 
III. THE LINEAR PROCESS 
Consider the class of processes defined by stochastic integrals of the 
type 
f fi(s)X(ds), t C (6) T 
where, for each t E T, ft(s) is real-valued and belongs to L2(V) and X 
is a real random measure with independent components. We allow X to 
have only infinitely divisible singular components. Processes defined in 
this manner arise frequently in practice 5 and enjoy a number of special 
properties. Of particular interest o the linear transformation problem is 
the fact that they are closed under linear transformations and that it is 
possible to obtain explicit representations for their finite-dimensional 
characteristic functions. 
Interest in the linear processes i motivated by the desire to study all 
those processes which share the essential features of a process defined in 
the above way without regard to their origin. In this paper, the essential 
features of a process are understood to be those which are describable in 
terms of its finite-dimensional distributions. 6 Thus, a linear process is de- 
fined as any process whose finite-dimensional distributions are identical 
with those of a process given by Eq. (6). This definition permits us to 
replace a linear process by an equivalent process defined by Eq. (6) in 
problems involving the finite-dimensional distributions. An equivalent 
process of this type will be referred to as a realization. 
The choice of a particular realization is not unique as the following ex- 
ample demonstrates. Let y(t) be a real zero-mean Gaussian process with 
the correlation function 
E[y(t)y(t')] = f(t)f(t'). 
Suppose that on ( - ~,  ~ ) the random measure X (1) has stationary inde- 
pendent Gaussian components and that f~l)(s) is defined by 
5 Some of the more important examples are discussed in Section IV. 
6 Not all properties of interest can be described in terms of the finite-dimen- 
sional distributions of a process without some further hypothesis such as separa- 
bil ity (Doob, 1950). 
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Then the process 
(1) ft (s) = %,/{f(t) exp {-- ]s 1}. 
f ~ %, / ds ~ y(1)(t) = Jt"(1)~ )X a)~ J 
is Gaussian and has the same correlation function as y(t);  hence it is a 
realization of y(t). Next consider a random measure X (2) which has inde- 
pendent Gaussian components and is such that 
E[I X(2)(B) [2] = f exp {-i s I/ ds. 
,J B 
If (2) ft (s) is defined by 
then 
(2) f, (s) = v/~f(t)  cos s, 
Y(2)(t) = f ,  St~(2)~s)A(2)(ds) 
is a Gaussian process and its correlation function is also identical with 
that of y(t). Thus, both y(1)(t) and y(2)(t) are realizations of y(t) but 
they involve quite different integrands and random measures. 
It  is obvious that the second moments of a linear process are finite. 
In fact, if a realization of y(t) is specified by the function ft and the 
random measure X then 
Ely(t)] = 0 (7) 
= fR ft(s)ft,(s)V(ds). (8) E[y(t)y(t')] 
Suppose now that At is a linear transformation on y(t) and that a 
realization is determined by X and f t ( s ) .  Then from the remarks of 
Section I I I ,C it is clear that A~[y] is also a linear process and it has a 
realization determined by X and At[f( s)]. Thus we have 
LP1 : The class of linear processes is closed under linear transformations. 
I f  a realization of the linear process y(t) is determined by the random 
measure X and the function ft( s), then a realization of At[y] is deter- 
mined by X and At[f(s)]. 
We now obtain expressions for the finite-dimensional characteristic 
functions of a linear process. We begin with the random variable 
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y = jR 
f ( s )x (ds ) .  
I f  f ( s )  is a simple function, say f ( s )  = f lx , l ( s )  -4- " "  -4- fnxB.(s), 
it follows from the independence of the random variables 
X(B1) ,  . . .  , X (Bn)  and Eq. (1) that 
= f i  E[exp {iufk X(Bk)}] 
k=l  
= exp [exp {iufk} 
k=l k zo 
(9) 
i G(a~ X ds)} 
- iuXf~ - -  1]~-~ 
{f F = exp [exp { iuV(s )}  
1 G(dX × ds)} - iuV(s )  - 1 ]~ 
For an arbitrary function f C L2(V) we proceed as follows. Select a 
sequence of simple functions {f.} which converges (in norm) to f so that 
y = l.i.m.y. = 1.i~m. £ = £ f ( s )X(ds ) .  
n 
It follows from the inequalities 
[ E[exp {iuy}l - E[exp {iuy~}]l <= I u 1" ]l Y - Y~ II 
and 
-f f: 
1 G(dX X ds) [exp {iuXf(s)} -- iuXf(s)  -- 1]~ 
1 G(d4 X ds) [exp {iuXf~(s)} -- iuXf~(s) -- 1]~ 
2 
< u ][ f _ f~ ]12 _1_ u2 I1 f H" [I f --  f~ II 
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that the characteristic function of {Y~} converges to the characteristic 
function of y and that 
f [  u 1 G(dX X ds)  lira ~R~- [exp { iuXfn(s )}  - -  iuh f~(s )  - 1] 9 
n oo 
= ~J -~ [exp { iuhf (s )}  - -  iuX f (s )  - -  1]~ 
Thus Eq. (9) is valid for any f  C L~(V) .  
Suppose now that a realization of the linear process y(t) is given by the 
random measure X and the function f t ( s ) .  The joint characteristic 
function of the random variables y( t l ) , " . ,  y ( t~)  is denoted by 
q~tl , . . . . t~(ul ,  . . .  , urn). For fixed ul ,  . . .  , u,~, the characteristic function 
of the random variable u~y(t~) + • • • + u,~y(t,~) is given by Eq. (9) with 
f replaced by u l f t~(s )  + . .  • ÷ u J t , ( s ) .  Since this holds for all values of 
u l  , " "  , Un , we have 
{J.F; } ~t, . . . , t , , (u l  , " "  , u,~) = exp exp iX uk I rk(S)  
(lO) 
_ , ] ,  × 
Conversely, if the finite-dimensional characteristic functions of a 
process g(t) are given by Eq. (10), it is a linear process. It is always pos- 
Sible to construct a random measure J~ with independent components 
which is compatible with the Borel measure G. We assign to the random 
variable J~(B) the distribution determined by the characteristic function 
1 G(dX X ds)} exp{/~ f: [exp {iuX}--iuX-- ], 
and we require X( B ) and X(C) to be independent if B and C are disjoint. 
The countable additivity of G implies that X is also countably additive. 
If this random measure is used to define a process ?~(t) by setting 
~(t )  = f t ( s )2 (ds ) ,  
the same reasoning as before shows that the characteristic functions of 
this process are given by Eq. (10). Thus y( t )  and ~(t) have the same 
finite-dimensional distributions and ~(t) is a linear process. We have thus 
established 
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LP2: A process is a linear process if and only if its finite-dimensional 
characteristic functions may be written in the form of Eq. (10). 
In view of the preceding results, it is a relatively simple matter to 
characterize the behavior of linear processes under linear transforma- 
tions. Property LP1 states that the resulting process is itself a linear 
process and further provides a specific realization in terms of any realiza- 
tion of the original process. Then, from property LP2, we may obtain 
explicit representations forthe finite-dimensional characteristic functions 
of both the original process and the resulting process. 
For a process to be a linear process it is necessary and sufficient hat 
the characteristic functions be expressable in the form of Eq. (10). How- 
ever the characteristic functions of all orders may not be readily available 
and it is desirable to have alternate conditions which may be more easily 
applied. The next property gives conditions in terms of the first order 
characteristic functions and mixed second moments. 
LP3: Let y( t ) be a real process with zero mean and finite second moments. 
Then, for y( t) to be a linear process, it is necessary and su~cient that 
the following two conditions be satisfied 
(i) For every linear function A on y( t), there is a function f (depend- 
ing upon A) and a Borel measure G (which is fixed) such that the 
characteristic function of A[y] is given by 
{f,f~ 1 G(dh Xds)}  exp ~ [exp {iuhf(s)} -- iuhf(s) -- 1]~ 
(it) For every pair of linear functionals A1, A2 we have 
E[AI[y]A2[y]] = fR f~(s)f~(s) V(ds), 
where fl and f2 are the functions corresponding to A1 and A2. 
The necessity is obvious. To establish the sufficiency we proceed as 
follows: A family of functionals is defined by the relation At[y] = y(t), 
t E T. By hypothesis there is a functionft corresponding to each At satis- 
fying (i) and (it). For ul ,  . . .  , u~, and tl, . . .  , t~, fixed, the random 
variable u~y(t~) + . . .  + u~y(t~) may also be viewed as the result of a 
linear functional on y(t) and there is a corresponding function f which 
satisfies (i) and (it). From property (it) we have 
E[y(tj)y(tk)] -~ f f, (8)f As)V(ds), j, k = 1, . . .  , n, 
JR 
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E 
It follows that 
and 
y(tj) u~y(tk) = f t j ( s ) f ( s )V(ds ) ,  j = 1, . . .  ,n,  
j= l  ~=1 
2 
n 
f (s)  = ~'~ uJtk(s)  
k=l  
almost everywhere (V-measure). Thus the characteristic function of 
uly(tl) + " "  + u~y(t~) is given by (i) with f(s) as above. Since this is 
true for every choice of u~ and tk, the finite-dimensional characteristic 
functions of y(t)  are those of a linear process (property LP2).  
IV. EXAMPLES 
The most obvious examples of linear processes originate with random 
interval functions having independent components. Under suitable con- 
ditions (viz., bounded variation) the interval function may be extended 
to a random measure which also has independent components; and if the 
random measure is either nonsingular or has only infinitely divisible 
singular components, the stochastic integrals it defines are linear 
processes. It is clear that the Borel measure G which appears in the char- 
acteristic functions of these processes is dete~Tnined by the original 
random interval function. We shall examine this relationship in three 
special but important cases. 
A. BROWNIAN ~OTION PROCESS 
A one-dimensional Brownian motion process is a process with inde- 
pendent Gaussian increments. 7 More generally, any random measure 
with independent Gaussian components will be referred to as a Brownian 
motion. The distinguishing feature of the Brownian motion is its con- 
tinuity properties. We have the following result (Gnedenko and Kol- 
A process x( t )  has independent increments if for tl < --- < t~ (n ~ 3), the 
random variables x( t~)  - -  x ( t l ) ,  . . .  , x ( t~)  - -  x(t,~_l) are mutually independent. 
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mogorov, 1954) : I f  X is a random measure with independent components 
and if, for every bounded Borel setB,  {B~I, • • • , Bn~}, n = 1, 2, • • • , is 
a sequence of partitions of B with the property that as n -~ 
max m( B,~ ) ----> O, 
k 
then a necessary and sufficient condition for X to be a Brownian motion 
is that as n --> 
Prob. (max I X(B,~k)l > e) --> 0 
k 
for every e > 0. In particular, a random measure derived from a process 
with independent increments and continuous (probability 1) sample func- 
tions is a Brownian motion. 
I f  X is a centered Brownian motion then E[X(B)]  = 0 and 
E[] X(B) I  ~] = V(B) .  The characteristic function of X(B)  is given by 
and this may be written in the canonical form of Eq. (1) if we define 
0 0~A 
G(A >( B)  = V(B) ,  O e A.  
While the sample functions of a Brownian motion process are con- 
tinuous, they are otherwise badly behaved. For example, they are not of 
bounded variation on any finite interval and are nowhere differentiable, s 
Consequently, the Brownian motion itself is not an appropriate model for 
physical systems. I t  is, however, useful in the representation of more 
general Gaussian processes and this is its primary practical value. 
We illustrate this role of the Brownian motion in the representation f 
Gaussian processes with the following two examples. Both examples are 
concerned with one-dimensional processes. First, suppose that y(t) is 
real, wide-sense stationary, and continuous in the mean. We then have 
the well-known representation (Doob, 1950) 
f y(t) = . costs + s in ts dx (2) ( s ) 
d.-- 
8 These statements are established for one-dimensional case by Doob (1950). 
The extension to an arbitrary Euclidean space is straightforward. 
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where x (1> and x (2) are processes with orthogonal increments and them- 
selves are orthogonal. Both x (1) and x (~) are the result of a linear operation 
on y(t), and since y(t) is Gaussian, it follows that x (1) and x (2) are Gaus- 
sian. Then, because the increments have zero mean, orthogonality im- 
plies independence and x (1) and x (~) are independent Brownian motion 
processes. I t  is not difficult to show that the above integrals can be 
written as stochastic integrals with respect o the random measures de- 
termined by x (~) and x (2). These random measures are clearly independent 
Brownian motions and the processes they determine are Gaussian linear 
processes. 
The second example concerns nonstationary processes. Again y(t) has 
zero mean and finite second moments. We require that the limits 
1.i.m. y(t), 1.i.m. y(t) 
~I~o ~1"to 
exist for every to • I t  follows from a result of Cram6r (1961) that we may 
write y(t) as 
y(t) = ~ f_: f~k)(s) dx(k)(s) 
where the x (k)'s are mutually orthogonal processes with orthogonal incre- 
ments. The sum may contain a finite or infinite number of terms, con- 
verging in the mean in the latter case. When y(t) is Gaussian, the same 
reasoning as before shows that the x(k)'s are mutually independent 
Brownian motion processes. Again these integrals can be written in terms 
of the random measures determined by the x(k)'s and y(t) is a sum of 
Gaussian linear processes. 
B. POISSON PROCF, SS 
The one-dimensional Poisson process is characterized by independent 
increments and sample functions which are constant except for jumps of 
unit height. The jumps are such that (with probability 1) only a finite 
number occur in a finite interval. In applications, the samp]e function 
jumps are frequently referred to as events. Thus the Poisson process is 
used as a model for problems in which events occur independently and 
are at most finite in number in a bounded interva]. From the above char- 
acterization of the Poisson process we find that the probability of n 
sample function jumps (events) in the interval (t, t I) is (Doob, 1950) 
1 [C(t') -- C(t)] ~ exp {--[C(t ~) - C(t)]} 
n! 
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where C is monotone increasing and continuous. If the process has 
stationary increments (i.e., the distribution of the increments depends 
only upon the length of the interval) then we may write 
c( t ' )  - c ( t )  = c . ( t ' -  t) 
where c is the rate at which sample function jumps occur. 
A Poisson random measure X is characterized by independent compo- 
nents and the fact that the components are integer valued and finite on 
bounded Borel sets. The probability that X(B)  = n is given by 
± V (B) exp {-V(B)I. 
n! 
If X has stationary components, we have 
V(B) -- c .m(B)  
where c is again the rate at which events occur and m is Lebesgue 
measure. 
The mean and variance of X(B)  are both equal to V(B)  and its 
characteristic function is given by 
exp IY(B)[exp [iu} - 1]}. 
The characteristic function of the centered me~sure is
exp {Y(B)[exp {iu} -- iu - 1]}, 
and this may be written in the form of Eq. (1) if G is defined by 
0 I~A 
G(A XB)  = V(B) ,  1C  A .  
C. COMPOUND POISSON PROCESS 
The compound Poisson is similar to the simple Poisson process in that 
it has independent increments and its sample flmctions are constant 
except for jumps. Jumps occur as in the ordinary Poisson case but now 
need not be of unit height. The magnitude of the jumps is described by a 
distribution function F which we shall call the "jump distribution." We 
assume that F has a finite second moment. In the general case, a random 
measure X is governed by a compound Poisson law if it has independent 
components which consist of a sum of random variables. The number of 
random variables in the sum is determined by a Poisson law and the 
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random variables are described by a distribution function F which may 
depend upon the particular Borel set under consideration. 
For the mean and variance of a compound Poisson random measure 
we have 
and 
E[X(B)] = f_ dx F(X, B) 
o0 
E[ I X(B)  -- E[X(B)] ]~] = ] X 2 dx F(X, B). 
d- -  e~ 
For fixed X, F is a Borel measure and for fixed B it is monotone increasing 
and bounded on ( -~ ,  ~ ). The characteristic function of X(B)  
- -  E[X(B)] is given by (Gnedenko and Kolmogorov, 1954) 
{/ } exp ~ [exp {/uX} -- iuX -- 1] dx F(X, B) .
To write this in the desired form, we define G by 
X B) = ~ X~F(aX, B) G(A 
where it is understood that F has been extended to a BoreI measure on 
( -~ ,  ~). 
V. APPLICATION TO WHITE NOISE 
There appears in much of the technical literature a process commonly 
referred to as white noise. 9 One reason for considering this process is that 
it provides a common frame of reference in linear transformation prob- 
lems. If ft(s) represents he impulse response of a linear system and if we 
write formally 
= ~Jt(s)x(s)  ds, y(t) 
where x( s) is white noise, then 
-- f ft(s)ft' (s) ds. (11)' E[y(t)y(t')] 
9 Definitions of white noise vary considerably. For the purposes of this paper, 
we shall take white noise to be a stationary, Gaussian zero-mean process with a 
constant spectral density of unity. 
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Subsequent linear transformations on the process y(t) are viewed as 
equivalent transformations onthe original white noise and the correlation 
function of the resulting process is again given by an integral of the above 
type. Since all of these processes are Gaussian and have zero mean, they 
are completely specified by their correlation functions. Thus, any Gaus- 
sian, zero~mean process whose correlation function can be written in the 
form of Eq. (11) may be thought of as arising from a linear transforma- 
tion on white noise. 
While these manipulations are frequently correct in a formal sense, 
they are not well-defined mathematically and must be used with con- 
siderable care. An approach which avoids these difficulties can be based 
upon the linear processes. Consider those processes which may be written 
in the form 
f ft(s)X(ds) (12) 
where the random measure X is a Brownian motion with stationary 
components. It follows from Eq. (8) that the correlation function of this 
process is given by Eq. (11), and any further linear transformations on
the process can be written as a stochastic integral with respect o the 
original Brownian motion. Consequently, we have in this formulation all 
the essential features of the previous approach with the added advantage 
of rigor. 
It is natural to consider integrals of the above type where the random 
measure is not restricted to a Brownian motion with stationary compo- 
nents. The requirement that white noise be Gaussian is primarily a con- 
venience which makes it possible to completely specify the resulting 
processes. The essential feature here is that the distributions ofthe result- 
ing processes be determined by some equivalent linear transformation 
and some fundamental process. By allowing the random measure in Eq. 
(12) to be arbitrary (except hat it must have independent components 
and any singular components must be infinitely divisible), we may pre- 
serve this feature and broaden the class of processes to include other than 
the Gaussian. Here the random measure plays the role of a fundamental 
process and the resulting processes are precisely the linear processes. 
We close by mentioning an alternate approach to the white noise 
process and its various extensions. This approach is based upon the 
notion of a generalized stochastic process (ITS, 1954; Urbanik, 1958). 
Let ~ be the space of infinitely differentiable r al-valued functions with 
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compact support and let 6~ be the space of all real-valued random vari- 
ables defined on a common probability space. Any continuous linea,r 
transformation T on ~D into (R is called a generalized stochastic process. 
A generalized process T has independent values if for every pair of 
functions ~ and ~ of ~ with ~.¢ = 0 (pointwise multiplication), the 
random variables T[~] and T[~] are independent. The derivative of an 
ordinary process with independent increments is a generMized process 
with independent values. Thus, within this framework, the study of white 
noise and its extensions becomes the study of generalized processes with 
independent values (Urbanik, 1961). 
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