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Abstract
We introduce and study some completeness properties for systems of open coverings of a given topological space. A Hausdorff
space admitting a system of cardinality κ satisfying one of these properties is of type Gκ . Hence, we define several new variants
of the ˇCech number and use elementary submodels to determine further results. We introduceM-hulls andM-networks, forM
elementary submodel. As an application, we give estimates for both the tightness and the Lindelöf number of a generic upper
hyperspace. Two recent results of Costantini, Holá and Vitolo on the tightness of co-compact hyperspaces follow from ours as
corollaries.
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1. Introduction
Introduced in 1959 by Frolík, complete systems are families of open covering satisfying a certain property. For
a Hausdorff space, the existence of a complete system of certain cardinality κ implies that the space is of type Gκ
(a Hausdorff space is of type Gκ if it is a Gκ -set in each of its Hausdorff extensions); for a completely regular space,
the converse is also true (see [8]).
In a recent paper [2], Costantini, Holá and Vitolo work with the least infinite cardinality of a complete system;
consistently with the result of Frolík, they call such a cardinal function the ˇCech number (see also [1]).
We introduce some completeness notions for systems of open covering which are stronger than Frolík’s one. We
analyze the relationship among them and the related cardinal functions—each being a variant of the ˇCech number.
In particular, the question if each of these properties is inherited by supersystems, subsystems and/or systems of
refinements is discussed.
Further properties of spaces admitting complete systems are then studied using the tool of “elementary submodels”.
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method of proof. Powerful objects, they actually allow us to prove in a simpler and more intuitive manner results
otherwise based on much harder arguments of some combinatorial kind.
In [2], the authors give some estimates for the tightness of CL∅(X), the set of all closed subsets of a topological
space X, endowed with the co-compact topology. They show in particular that such a cardinal function may be
expressed as the open hereditary version of the k-Lindelöf number of the base space X; as a consequence, they obtain
some bounds on the tightness of co-compact hyperspaces of regular spaces, namely the product of the ˇCech number
of X with the hereditary Lindelöf number of X.
Motivated by these results and as an application of the results obtained using complete systems and elementary
submodels, we presents a non-standard approach to the problem of evaluating tightness and Lindelöf number of
hyperspaces via suitable cardinal functions of the base space.
We consider the following problem: can the tightness of a generic upper hyperspace (Λ, τ+Δ ), where Λ and Δ are
two subfamilies of closed subsets of a topological space X, still be bounded by a suitable multiple of the hereditary
Lindelöf number of X?
The answer is positive: combining the use of elementary submodels with the tool of complete systems we give
conditions under which the tightness of (Λ, τ+Δ ) is limited by the product of the hereditary Lindelöf number of X
and an appropriate modification of the ˇCech number of X. The result of [2] mentioned above follows as an easy
consequence.
Since the local tightness of an upper hyperspace is shown to be equal to the Lindelöf number of the corresponding
local “dual” upper hyperspace (see Section 6), estimates for the Lindelöf number of upper hyperspaces are also given.
In particular, we prove that the Lindelöf number of an upper hyperspace is strictly related to the Lindelöf number of
its base space.
2. Preliminaries
Let X be a nonempty set. We will denote by P(X) the power set of X. If a topology τ is assigned on X, then
CL∅(X) and K(X) will stand for the collection of all closed subsets and all compact subsets of X, respectively; we
will also work with CL(X) = CL∅(X)\{∅}. A, Δ and Λ will usually denote nonempty subcollections of P(X) (in
particular, Δ and Λ will be nonempty subfamilies of CL∅(X)), while U and V will denote families of open sets or
open covers.
Given Y ∈ P(X) and a nonempty subcollection A of P(X), we let A(Y ) = P(Y ) ∩ A; it is clear that A(Y ) =
CL∅(Y ) ∩A when A⊆ CL∅(X). Also, Y and Y c stand for the closure and the complement of Y in X, respectively,
while:
Ac = {Ac: A ∈A}, A= {A: A ∈A},⋃
A=
⋃
A∈A
A and
⋂
A=
⋂
A∈A
A.
2.1. Cardinal functions
A cardinal function is a map f from the class of all topological spaces into the class of all infinite cardinals such
that f (X) = f (Y ) for every pair X,Y of homeomorphic spaces [5,9].
Given a topological space X, we will work with the tightness, t (X), and the Lindelöf number, L(X); but we will
also introduce several new cardinal functions. For the sake of completeness, we recall that:
t (X) = sup{t (x,X): x ∈ X}+ω,
where for every x ∈ X, t (x,X) = min{κ : for all Y ⊆ X with x ∈ Y , there is A ⊆ Y with |A| κ and x ∈ A}; and
L(X) = min{κ: every open cover of X has a subcover of cardinality  κ} +ω.
Given a topological space (X, τ), a cardinal function f (X) andA⊆ P(X), we denote by hAf (X) theA-hereditary
version of f (X), that is:
hAf (X) = sup
{
f (Y ): Y ∈A}.
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f (X), respectively denoted by hf (X) and hof (X). So:
hf (X) = sup{f (Y ): Y ∈ P(X)}
and
hof (X) = sup
{
f (Y ): Y ∈ τ}.
2.2. Elementary submodels
Let ϕ0(x0, v00, . . . , v0n0), . . . , ϕt (xt , vt0, . . . , vtnt ) be a finite list of formulas in the language of set theory with free
variables xi and the vij ’s (for i = 0, . . . , t and j = 0, . . . , ni ). A set M is an elementary submodel for ϕ0, . . . , ϕt if:
∀i = 0, . . . , t, ∀(mi0, . . . ,mini ) ∈M: ∃xi ϕi(xi,mi0, . . . ,mini ) ⇒ ∃xi ∈M ϕi(xi,mi0, . . . ,mini ).
We also say that M reflects each of the formulas ∃xiϕi .
Given finitely many formulas, we can always find an elementary submodel which reflects each of them. This is
the main consequence of the following weak form of the Löwenheim–Skolem theorem (see [13, Theorem IV.7.8], [6,
Proposition 1] and/or [21, Proposition 1.2]):
Proposition 2.1. Let ϕ(x, v0, . . . , vn) be a formula of set theory with free variables x and the vi ’s and A be any set.
Then, there exists a set M such that:
(1) A ⊆M,
(2) |M| |A| +ω,
(3) ∀(m0, . . . ,mn) ∈M: (∃x ϕ(x,m0, . . . ,mn) ⇒ ∃x ∈M ϕ(x,m0, . . . ,mn)).
Due to the fact that set theory cannot be finitely axiomatized, and that working within the axioms of set theory one
cannot produce a model of set theory which is a set, it is not possible for a set to be an elementary submodel for all
formulas of set theory. The best one can do is finding a model of any fragment of set theory (see [13, Chapter IV] or
[10, Chapter 2]): for a large enough cardinal κ , the set H(κ) of all hereditarily < κ sets is a model of that fragment
of set theory. At this point, the Löwenheim–Skolem Theorem [10, Chapter 2] can be applied to obtain an elementary
submodel for the formulas of the fragment in question. Of course, this is true for a finite fragment of set theory:
Proposition 2.1 expresses exactly this fact, but without involving any model-theoretic notions such as recursion, ab-
soluteness, satisfaction, truth or transitivity. Also, the notions of formula and free variable lose any importance as soon
as the generic formula(s) take the form of a specific mathematical property(-ies).
When one is working at a certain topological proof, he/she must deal only with finitely many formulas, so he/she
is interested in the possibility of reflecting only finitely many formulas. This means that for all practical purposes, to
prove a topological statement by using the method of elementary submodels we just need to apply Proposition 2.1.
For the sake of completeness, let us spend some words on the way this result is applied in practice.
Suppose that we are working at a particular proof. We are basically free to assume the existence of a suitable set,
usually denoted by M, which reflects all the formulas (finitely many) involved in the proof. These formulas do not
actually need to be specified since the beginning. The set M can be assumed to exists a priori (and have specific
properties—such as having a certain cardinality or containing certain other mathematical objects—if necessary); each
time a true bounded sentence of the form ∃x ∈ y ϕ(x,m0, . . . ,mn), with parameters y,m0, . . . ,mn ∈M, appears in
the proof we can deduce that ∃x ∈ y ∩M ϕ(x,m0, . . . ,mn) is also true; once the proof is complete, we can list all the
formulas (finitely many) reflected by M and assume them to have been chosen before M itself (so that the correct
M can be constructed using Proposition 2.1—of course, these formulas cannot refer to M itself, even indirectly).
This explains why in a proof by elementary submodel the author would just write “let M be an elementary sub-
model” without specifying any set of formulas.
A very clear and extensive presentation of this method of proof is given by Watson in [21], while many examples
of proofs by elementary submodels can be found, among others, in [3,4,11,14,20,6].
We close this section listing some of the most basic and used properties of elementary submodels (see for exam-
ple [3,12,21]).
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to M (i.e. if there is a formula ϕ(x,m0, . . . ,mn) such that m0, . . . ,mn ∈ M and m is the unique set satisfying
ϕ(m,m0, . . . ,mn), then m ∈M).
Lemma 2.3. Let f be a function and x ∈ dom(f ) and M be an elementary submodel. If f,x ∈M, then f (x) ∈M.
Lemma 2.4 (Transitivity Lemma). Let κ be a cardinal and M be an elementary submodel such that κ ∈M and
κ ⊆M. If A ∈M and |A| κ , then A ⊆M. In particular, each countable element of M is a subset of M.
Lemma 2.5 (Closure Lemma). Let κ and λ be two cardinals and M be an elementary submodel of cardinality κ such
that κ ⊆M. If κλ = κ , A ⊆M and |A| = λ, then A ∈M.
As a consequence of Lemma 2.2, it is always tacitly assumed that any set necessary to the proof and definable in the
elementary submodel at hand is in fact already in the submodel (see [6, Remark 7]). In particular, if U0, . . . ,Un ∈M,
where M is an elementary submodel, then both ⋃ni=0 Ui ∈M and ⋂ni=0 Ui ∈M; if U ∈M, then Uc ∈M and
U ∈M (when a topology is involved).
2.3. Hyperspaces
Let (X, τ) be a topological space. If Y ∈ P(X), the following are defined:
Y− = {A ∈ CL∅(X): A∩ Y 
= ∅}
and
Y+ = {A ∈ CL∅(X): A ⊆ Y}= {A ∈ CL∅(X): A∩ Y c = ∅}.
If P ⊆ P(X), we let:
P− = {P−: P ∈P} and P+ = {P+: P ∈ P}.
If Δ is a nonempty subfamily of CL∅(X), we define the Δ-topology, τΔ, on CL∅(X) to be the topology on CL∅(X)
which has as a subbase all sets of the form U−, where U ∈ τ , plus all the sets of the form (Bc)+, where B ∈ Δ
(see [17]). The pair (CL∅(X), τΔ) is the Δ-hyperspace of X.
When Δ = CL∅(X), the corresponding Δ-hyperspace is the well-known Vietoris hyperspace [16,18,19],
(CL∅(X), τV )—the subindex V stands for CL∅(X). It is common in the literature, to write the Vietoris topology,
τV , as the supremum of two topologies on CL∅(X), i.e. τV = τ+V ∨ τ−V . The lower Vietoris topology, τ−V , on CL∅(X)
has as a subbase the family τ−, while the family τ+ determines a base for the upper Vietoris topology τ+V on CL∅(X).
When X is Hausdorff and Δ = K(X), we get another well-known hyperspace (first introduced by [7]), the Fell
hyperspace (K(X), τF ): the Fell topology, τF , is the supremum of the lower Vietoris topology and the so-called upper
Fell topology, or co-compact topology, generated by the family (K(X)c)+—in other words, τ+F = τ+K(X). The space
(CL∅(X), τ+F ) is also known as the upper Fell hyperspace, or the co-compact hyperspace, of X. Clearly, τ
+
F  τ
+
V
(and hence τF  τV ).
In general, given a nonempty subfamily Δ of CL∅(X), τΔ = τ+Δ ∨ τ−V , where τ+Δ denotes the upper Δ-topology on
CL∅(X), which is generated by the families (Δc)+. The pair (CL∅(X), τ+Δ ) will be also called the upper Δ-hyperspace,
or the co-Δ hyperspace, of X. A typical basic τ+Δ -open set is a set of the form
⋂n
i=1(Bci )+, where each Bi ∈ Δ. If Δ
is closed under finite unions, then the basic and subbasic open subsets coincide: they are all of the form (Bc)+, where
B ∈ Δ.
Remark 2.6. In order to define an upper Δ-topology on CL∅(X), we may choose Δ to be any subcollection of CL∅(X).
Indeed, τ+Δ will always contain both ∅ and CL∅(X), independently of whether Δ contains either ∅ or X, or both, or
neither of them. This is an obvious consequence of the general way one obtains a topology σ from a subbase S ,
namely considering first the collection B of all finite intersections of elements of S (including the intersection of
the empty subcollection, which gives rise to the environment space), and then taking the collection of all unions of
elements of B. Note that, in particular, for the upper Vietoris topology we have that: τ+ = τ+ = τ+ . However,V CL∅(X) CL(X)
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Indeed, on the one hand, this will cause no real loss of generality, because of the equality (that we have just pointed
out): τ+Δ = τ+Δ∪{∅} for any Δ ⊆ CL∅(X). On the other hand, assuming ∅ ∈ Δ allows us to write a generic τ+Δ -basic
neighbourhood of a given C ∈ CL∅(X) in the form (Dc1)+ ∩ · · · ∩ (Dcn)+, where D1, . . . ,Dn ∈ Δ, C ∩ Di = ∅ for
i = 1, . . . , n, and n is a strictly positive integer.
For every Λ ⊆ CL∅(X), τΔ, τ+Δ and τ−V will be used also to denote the restrictions of τΔ, τ+Δ and τ−V , respectively,
to Λ. So, (Λ, τ+Δ ) and (Λ(Y ), τ
+
Δ ), where Y ∈ P(X), are to be considered as subspaces of (CL∅(X), τ+Δ ).
In particular, (CL(X), τV ) and (CL(X), τ+V ) are subspaces of (CL∅(X), τV ) and (CL∅(X), τ
+
V ), respectively. Often,
(CL(X), τV ) and (CL(X), τ+V ) are also called the Vietoris hyperspace and the upper Vietoris hyperspace.
Remark 2.7. Let Λ ⊆ CL∅(X). As ∅ and CL∅(X) always belong to τ+Δ (see Remark 2.6), ∅ and Λ will always belong
to the restriction of τ+Δ to Λ, which is still denoted by τ
+
Δ . The fact that for every Δ ⊆ CL∅(X), τ+Δ = τ+Δ\{∅} on CL∅(X)
(see Remark 2.6), implies that for every Δ ⊆ CL∅(X), τ+Δ = τ+Δ\{∅} on Λ. In particular, τ+V = τ+CL∅(X) = τ+CL(X) on Λ.
Note that if A ∈ Λ and D ∈ Δ, then (Dc)+ is a (Λ, τ+Δ )-open neighbourhood for A if and only if D ∈ Δ(Ac).
The closure of a subfamily D ⊆ CL∅(X) (respectively D ⊆ Λ) with respect to (respectively the induced topology)
H ∈ {τΔ, τ+Δ , τ−V } will be denoted by ClH (D) (respectively Cl(Λ,H)(D)).
3. Complete systems
Given a topological space X, we will use the word system to denote any family of open covers of X. The cardinality
of a system U of X will be denoted by |U|.
Definition 3.1. (See [8, Definition 2.2]) Let (X, τ) be a topological space. A system U of X is called complete if the
following condition holds:
(
) If L⊆ τ has the f.i.p. and L∩ U 
= ∅ for every U ∈ U, then ⋂L 
= ∅.
We denote by cˇ(X) the least infinite cardinal μ such that X has a complete system of cardinality μ, i.e.
cˇ(X) = min{|U|: U is a complete system of X}+ω.
Following [2], we will call this cardinal function the ˇCech number of X. In fact, when X is completely regular,
cˇ(X) coincides with the classical ˇCech number of X:
Definition 3.2. (See [1].) Let X be a completely regular space. The ˇCech number of X is the least infinite cardinal κ
such that X is of type Gκ in β(X) and it is denoted by Ch(X).
Proposition 3.3. For every completely regular space X, cˇ(X) = Ch(X).
Proof. By [8, Theorem 2.8], a completely regular space X is of type Gκ in β(X) if and only if X possesses a complete
system of cardinality κ . 
The following result shows that the notion of completeness is preserved when passing to supersystems. The proof,
very easy, is left to the reader.
Proposition 3.4. Let X be a topological space and U, V be two systems of X. If U ⊆ V and U is complete for X, then
V is complete for X.
2 As a consequence, throughout the paper, Δ ⊆ CL∅(X) will imply that Δ is a nonempty subfamily of CL∅(X).
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below; first a few definitions:
Definition 3.5. Let X be a topological space and A,B ⊆ P(X). As it is usual in the literature, we will say that A
refines B, or B covers A, if for every A ∈A there exists B ∈ B such that A ⊆ B . We will write A B to indicate the
fact that B covers A; if A= {A} for some A ∈ P(X), then we will write just A B.
Definition 3.6. Let X be a topological space and U, V be two systems of X. V is a (strongly) refining system for U if
V = {VU : U ∈ U} and for every U ∈ U, VU  U (VU  U ).
Definition 3.7. Let X be a nonempty set and A⊆ P(X). We will call A closed upwards if:
∀B ∈ P(X) (A ∈A∧A ⊆ B ⇒ B ∈A).
When τ is a topology on X and A⊆ τ , A to be closed upwards means that A contains all open supersets of each
of its elements.
Lemma 3.8. Let (X, τ) be a topological space and U be a system of X. The following are equivalent:
(
) If L⊆ τ has the f.i.p. and L∩ U 
= ∅ for every U ∈ U, then ⋂L 
= ∅;
(
′) If L⊆ τ is closed upwards, has the f.i.p. and L∩ U 
= ∅ for every U ∈ U, then ⋂L 
= ∅.
Proof. (
) ⇒ (
′): It is trivial.
(
′) ⇒ (
): Let L ⊆ τ have the f.i.p. and suppose that L ∩ U 
= ∅ for every U ∈ U. The family ↑L = L ∪
{B ∈ τ : ∃L ∈ L (L ⊆ B)} is a closed upwards collection of open subsets of X with the f.i.p. Also, ↑L ∩ U 
= ∅
for every U ∈ U. Then, by (
′), ⋂↑L 
= ∅. But L⊆ ↑L; hence, ⋂L 
= ∅. 
Proposition 3.9. Let X be a topological space and U, V be two systems of X such that V is a refining system for U.
If U is complete for X, then V is complete for X.
Proof. By Lemma 3.8, V is complete if and only if (
′) is satisfied. So, let L be a closed upwards collection of open
subsets of X with the f.i.p. such that:
∀U ∈ U, ∃AU ∈ L∩ VU .
For every U ∈ U, fix AU : since VU refines U , there exists A′U ∈ U such that AU ⊆ A′U . But L is closed upwards, hence
A′U ∈ L. Therefore:
∀U ∈ U, L∩ U 
= ∅.
Being U complete, we conclude that
⋂L 
= ∅. 
4. F-complete systems, SF-complete systems and related cardinal functions
In line with Proposition 2.13 in [8] (see (a) ⇒ (c) of Proposition 4.3 below), we can introduce a variety of new
objects:
Definition 4.1. Let X be a topological space. A system U of X is called centred-complete, or shortly c-complete, if
the following condition holds:
(

) If L⊆ P(X) has the f.i.p. and for every U ∈ U there exist L ∈ L and U ∈ U such that L ⊆ U , then ⋂L 
= ∅;
U is called Frolík-complete, or shortly F-complete, if the following condition holds:
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) If L ⊆ P(X) has the f.i.p. and for every U ∈ U there exist L ∈ L and a finite subfamily B ⊆ U such that
L ⊆⋃B, then ⋂L 
= ∅;
U is called strongly-Frolík-complete, or shortly SF-complete, if the following condition holds:
(


) If L ⊆ P(X) has the f.i.p. and for every U ∈ U there exist L ∈ L and a finite subfamily B ⊆ U such that
L ⊆⋃B, then ⋂L 
= ∅.
It is clear that every SF-complete system is an F-complete system, that every F-complete system is a c-complete
system, and that every c-complete system is a complete system.
Remark 4.2. For every topological space X, the collection U of all open covers of X is always an F-complete (hence
also a complete and a c-complete) system of X. Indeed, let L⊆ P(X) have the f.i.p. and be such that
∀U ∈ U ∃L ∈ L ∃ finite B ⊆ U
(
L ⊆
⋃
B
)
. (1)
Towards a contradiction, suppose
⋂L = ∅: then U˜ = {X\L: L ∈ L} is an open cover of X, hence it belongs to U.
Thus, by (1), we have that there are L˜ ∈ L and L1, . . . ,Ln ∈ L such that L ⊆ ⋃ni=1(X\Li) = X\(⋂ni=1 Li) ⊆
X\(⋂ni=1 Li). Of course, this means that L∩ (⋂ni=1 Li) = ∅, in contrast with the f.i.p. of L.
Definition 4.3. Let X be a topological space. For α ∈ {c,F,SF}, the α- ˇCech number of X, denoted by αcˇ(X), is the
following cardinal function:
αcˇ(X) = min{|U|: U is an α-complete system of X}+ω.
We will assume SFcˇ(X) to have value ∞, if no SF-complete system exists for X. Because of Remark 4.2, such
assumption is not necessary for cˇ(X), ccˇ(X) and Fcˇ(X). The following proposition shows that SFcˇ(X) 
= ∞ if X is a
Hausdorff regular space.
Proposition 4.4. Let X be a Hausdorff space. Then X admits an SF-complete system if and only if it is regular.
Proof. If X is regular, U is the collection of all open covers of X, and L⊆ P(X) has the f.i.p., is such that ⋂L= ∅,
and satisfies
∀U ∈ U ∃L ∈ L ∃ finite B ⊆ U
(
L ⊆
⋃
B
)
, (2)
then we may associate to each x ∈ X an open neighbourhood Vx such that Vx is disjoint from the closure of some
Lx ∈ L. Considering U˜ = {Vx : x ∈ X} ∈ U, we will have that there exist L ∈ L and x1, . . . , xn ∈ X with L ⊆⋃ni=1 Vxi ,
and then it is easy to see as in Remark 4.2 that this contradicts the f.i.p. of L.
Suppose now that X is Hausdorff, non-regular: then there exist an x¯ ∈ X and a closed C ⊆ X\{x¯} such that
V ∩C 
= ∅ for every neighbourhood V of x¯. Let L= {V ∩C: V is a neighbourhood of x¯}: then for every V1, . . . , Vn
neighbourhoods of x¯, we have that (V1 ∩ C) ∩ · · · ∩ (Vn ∩ C) = (V1 ∩ · · · ∩ Vn) ∩ C ⊇ (V1 ∩ · · · ∩ Vn) ∩ C 
= ∅.
Therefore, L has the f.i.p.; moreover, for every system U of X and every U ∈ U, if we consider an element U of U
containing x¯, we have that U ∩ C is an element of L included in U . However, since X is Hausdorff, we have that⋂L=⋂L⊆⋂{V : V is a neighbourhood of x¯} = ∅; therefore, the system U is not SF-complete. 
In general, cˇ(X)  ccˇ(X)  Fcˇ(X)  SFcˇ(X). If X is regular, the notions of complete system and F-complete
system (and hence of c-complete system) coincide:
Proposition 4.5. Let X be a regular space and U be a system of X. The following are equivalent:
(a) U is complete;
(b) U is c-complete;
(c) U is F-complete.
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Actually, if the base space X is regular, more is true: for every α ∈ {c,F,SF}, αcˇ(X) = cˇ(X). This is Proposition 4.8
below. First, let us observe that, as for complete systems, supersystems and refining systems of c-complete, F-complete
or SF-complete systems are still c-complete, F-complete or SF-complete, respectively. Also, F-completeness improves
when passing to strongly refining systems. These facts can be easily verified:
Proposition 4.6. Let X be a topological space and U, V be two systems of X. Let α ∈ {c,F,SF}.
(1) If U ⊆ V and U is α-complete, then V is α-complete.
(2) If V is a refining system for U, and U is an α-complete system, then so is V.
Proposition 4.7. Let X be a topological space and U, V be two systems of X. If V is a strongly refining system for U
and U is F-complete, then V is SF-complete.
Proposition 4.8. Let X be a regular space. Then cˇ(X) = ccˇ(X) = Fcˇ(X) = SFcˇ(X).
Proof. By Proposition 4.5, cˇ(X) = ccˇ(X) = Fcˇ(X); also, by definition, Fcˇ(X) SFcˇ(X). Let us show that Fcˇ(X)
SFcˇ(X). Let Fcˇ(X) = μ and U be a F-complete system of X of cardinality μ. For every U ∈ U, choose VU to be a
strong refinement of U (here we use the regularity of X). By Proposition 4.7, {VU }U∈U is a SF-complete system of X
of cardinality not greater than μ (actually, equal to μ). 
To each system U of a given topological space X, we can associate a new system: for every U ∈ U, consider the
collection Ufin of all finite unions of members of U ; hence, let Ufin = {Ufin}U∈U.
It is clear that if U is any infinite cover of a topological space X, then |U | = |Ufin|. Note that an analogous property
does not hold for systems (in general, |U| 
= |Ufin|). For example, let σ be the Euclidean topology of the real line R,
and let U = {Ux : x ∈ R}, where Ux = σ\{ ]x − 1, x + 1[ } for every x ∈ R. Then |U| = c, but of course Ufin = {σ }, so
that |Ufin| = 1.
Also, note that each Ufin covers K(X) (i.e. K(X)  Ufin), so each Ufin is an open k-cover (see [2] or Section 9).
Therefore, Ufin is a system of k-covers of X. We will call Ufin the k-system associated to U. The properties of a pair of
the form (U,Ufin) may be helpful in several situations (see Section 7). In particular, F-completeness (SF-completeness)
of U is always equivalent to the F-completeness (SF-completeness) of Ufin (Proposition 4.9); also for Ufin the notions
of c-completeness and F-completeness coincide, whether the base space is regular or not (Proposition 4.11).
Proposition 4.9. Let X be a topological space and U be a system of X. Then:
(a) U is F-complete if and only if Ufin is F-complete;
(b) U is SF-complete if and only if Ufin is SF-complete.
Proof. We will show only (a): the proof of (b) is analogous.
(a) ⇒: Let U be a F-complete system of X and L⊆ P(X) have the f.i.p. and be such that for every U ∈ U there
exist LU ∈ L and a finite subfamily BU ⊆ Ufin such that LU ⊆
⋃BU . For U ∈ U, fix such a LU and such a family
BU . For every B ∈ BU , choose a finite subfamily VB ⊆ U such that B =
⋃VB ; let B′U =⋃B∈BU VB . Hence, for
every U ∈ U, LU ∈ L and the finite subfamily B′U ⊆ U are such that LU ⊆
⋃B′U . Since U be a F-complete system,⋂L 
= ∅, and Ufin satisfies (


) of Definition 4.1.
(a) ⇐: For every U ∈ U, U is a subcover of Ufin. Therefore, U is a refining system for Ufin. By Proposition 4.6(2),
the proof is complete. 
Lemma 4.10. Let X be a topological space and U be a system of X. If Ufin is a c-complete system, then U is
a F-complete system.
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such that L ⊆⋃BU , Since for every U ∈ U, ⋃BU ∈ Ufin, and Ufin is a c-complete system, then ⋂L 
= ∅. 
Proposition 4.11. Let X be a topological space and U be a system of X. The following are equivalent:
(a) Ufin is c-complete;
(b) U is F-complete;
(c) Ufin is F-complete.
Proof. (a) ⇒ (b) follows from Lemma 4.10, (b) ⇔ (c) is Proposition 4.9(a) and (c) ⇒ (a) is trivial. 
If the base space is regular, Proposition 4.11 may be completed as follows:
Theorem 4.12. Let X be a regular space and U be a system of X. The following are equivalent:
(a) U is complete;
(b) Ufin is complete;
(c) U is c-complete;
(d) Ufin is c-complete;
(e) U is F-complete;
(f) Ufin is F-complete.
Proof. (a) ⇔ (c) ⇔ (e) and (b) ⇔ (d) follow from Proposition 4.5; (d) ⇔ (e) ⇔ (f) follow from Proposition 4.11. 
5. Extensions of systems: examples of F-complete systems which are not SF-complete
Even though Fcˇ(X) = SFcˇ(X) when X is regular (see Proposition 4.8), the notion of F-completeness is different
from the one of SF-completeness, i.e. F-complete systems are not in general SF-complete. In this section, we will
provide the reader with a method (see Theorem 5.11 and its corollaries) to construct F-complete systems which are
not SF-complete. We will in particular show that very common regular spaces, such as Rk endowed with the standard
topology, admit F-complete systems which are not SF-complete.
We shall use another variant of the completeness notion for systems:
Definition 5.1. Let X be a topological space. A system U of X is called Frolík+-complete, or shortly F+-complete, if
the following condition holds:
(+) If L⊆ P(X) has the f.i.p. and there exist U ∈ U, L ∈ L and a finite subfamily B ⊆ U such that L ⊆⋃B, then⋂L 
= ∅.
Definition 5.2. Let X be a topological space. An open cover U of X is called F+-good, if for every L⊆ P(X) with
the f.i.p. and such that there exist L ∈ L and a finite subfamily B ⊆ U such that L ⊆⋃B, ⋂L 
= ∅.
Remark 5.3. It follows immediately from the above definitions that a system of a topological space X is F+-complete
if and only if each of its elements is F+-good. Also, every subsystem of an F+-complete system is still F+-complete.
Given any topological space X, A ∈ P(X) is relatively compact if A is compact; we will call an open cover U of
X relatively compact if each of its elements is relatively compact:
∀U ∈ U, U is compact.
We will call a system U of X relatively compact if it consists of relatively compact open covers of X.
Given a Euclidean space X, we will call a system U of X bounded if each open cover U ∈ U consists of bounded
subsets of X. Of course, every bounded system is relatively compact.
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Proof. Let U be a relatively compact open cover of X. LetL⊆ P(X) have the f.i.p. and suppose that there exist K ∈ L
and a finite subfamily B ⊆ U such that K ⊆⋃B. Since U consists of relatively compact subsets of X, ⋃B =⋃B
is compact, and hence K is compact. Consequently the family {K ∩ L: L ∈ L}, which has the f.i.p., has nonempty
intersection. Therefore,
⋂L 
= ∅. 
Corollary 5.5. Let X be a topological space. Every relatively compact system of X is F+-complete.
Definition 5.6. Let X be a topological space, U be a system of X and P be a family of open subset of X. For every
function f :U → P , we can define a new system of X:
UP,f =
{U ∪ {f (U)}: U ∈ U};
we will call such a system the extension of U by P and f .
Given X, U and P as in the definition above, denote by E(U,P) the family of all extensions of the system U
obtained via all the surjections f ∈ PU; more precisely:
E(U,P) = {UP,f : f ∈PU, f is onto}.
Proposition 5.7. Let X be a topological space, U be a system of X and P be a family of open subsets of X. If ⋂P is
not compact, then for every f ∈PU, UP,f is not SF-complete.
Proof. Fix a function f :U → P . Since ⋂P is not compact, there exists a family C of closed subsets of ⋂P which
has the f.i.p., but
⋂C = ∅: fix such a family C. Clearly, ∀P ∈ P , ∀C ∈ C, C ⊆ P . Hence, the family C satisfies the
hypothesis of condition (


) (see Definition 4.1) for the system UP,f , but
⋂C =⋂C = ∅ (since⋂P is closed in X,
each C ∈ C is also closed in X). 
Lemma 5.8. Let X be a topological space. Let U be a system of X and P a finite family of open subsets of X. Suppose
that:
(a) U has a F+-complete subsystem V;
(b) ⋂P = ∅.
Then, for every surjection f ∈ PU:(∀P ∈P, f−1(P )∩V 
= ∅)→ UP,f is F-complete.
Proof. Fix an onto function f :U →P such that ∀P ∈P , f−1(P )∩V 
= ∅. Let L⊆ P(X) have the f.i.p. and be such
that:
∀U ∈ UP,f ∃L ∈ L ∃ finite B ⊆ U ∪
{
f (U)} (L ⊆⋃B). (3)
Put Π = {P ′ ⊆ P: P ′⋃L has the f.i.p.}: then Π 
= ∅ (because ∅ ∈ Π ) and P /∈ Π (because of (b)). Therefore we
may consider a maximal P˜ ∈ Π and a P ∗ ∈ P\P˜ (which does exist as P˜ 
= P); moreover, since f−1(P ∗) ∩ V 
= ∅,
there will be a V ∈ V with f (V) = P ∗, so that V ∪ {P ∗} ∈ UP,f . Then, by (3), there will exist L ∈ L and B ⊆ V with
B finite, such that L ⊆ (⋃B) ∪ P ∗. On the other hand, by the maximality of P˜ in Π , it is possible to find a finite
F ⊆ L such that (⋂F)∩ (⋂ P˜)∩P ∗ = ∅. Of course, we will have that L∩ (⋂F)∩ (⋂ P˜) ⊆ L ⊆ (⋃B)∪P ∗; but
since (
⋂ P˜)∩ (⋂F)∩P ∗ = ∅, we must have in fact that L∩ (⋂F)∩ (⋂ P˜) ⊆⋃B. Now, the fact that {L} ∪F ∪ P˜
belongs to (L∪ P˜)fin, which has the f.i.p. (as L∪ P˜ has), and that B is a finite subcollection of V , which is F+-good
(as V belongs to V, which is F+-complete), implies that ⋂ (L∪ P˜) 
= ∅; hence also ⋂L 
= ∅. 
Corollary 5.9. Let X be a topological space. Let U be a system of X and P be a finite family of open subsets of X.
Suppose that:
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(b) ⋂P = ∅.
Then every extension E ∈ E(U,P) is F-complete.
Corollary 5.10. Let X be a topological space, U be a system of X and P be a family of open subsets of X. If
(a) U is F+-complete;
(b) ∃ finite subfamily Q⊆P such that ⋂Q= ∅;
then every extension E ∈ E(U,P) is F-complete.
Proof. Fix E ∈ E(U,P): then there exists an onto function f :U →P such that E = UP,f .
For every P ∈ Q, choose UP ∈ f−1(P ); let U′ be the collection of all these UP ’s. By Remark 5.3, U′ is
F+-complete for X. Hence, by the theorem above, every element of E(U′,Q) is F-complete. In particular, V =
{UP ∪ {P }: P ∈ Q} is F-complete (V is the extension of U′ by Q and f U′). Since V ⊆ E and F-completeness is
preserved passing to supersystem (see Proposition 4.6(1)), we conclude that E is F-complete. 
Proposition 5.7 and Corollary 5.10 yield the main result of this section:
Theorem 5.11. Let X be a topological space, U be a system of X and P be a family of open subsets of X. If
(a) U is F+-complete;
(b) ∃ finite subfamily Q⊆P such that ⋂Q= ∅;
(c) ⋂P is not compact;
then every extension E ∈ E(U,P) is F-complete, but not SF-complete.
Corollary 5.12. Let X be a topological space. Let U be a system of X and P be a family of open subsets of X. If
(a) U is relatively compact;
(b) ∃ finite subfamily Q⊆P such that ⋂Q= ∅;
(c) ⋂P is not compact;
then every extension E ∈ E(U,P) is F-complete, but not SF-complete.
Proof. By Corollary 5.5, U is F+-complete. Apply the previous theorem. 
Corollary 5.13. Let X be a Euclidean space. Let U be a system of X and P be a family of open subsets of X. If
(a) U is bounded;
(b) ∃ finite subfamily Q⊆P such that ⋂Q= ∅;
(c) ⋂P is not compact;
then every extension E ∈ E(U,P) is F-complete, but not SF-complete.
Proof. Every bounded system of a Euclidean space is relatively compact: apply Corollary 5.12. 
Application 5.14 (Use Corollary 5.13 with Q consisting of two elements). Let X = Rk , for some k ∈ N, be endowed
with the standard metric topology. Let U = {Un}n∈ω be the following countable bounded system of X:
∀n ∈ ω, Un =
{
S
(
x,
1
)
: x ∈ Rk
}
.n+ 3
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P0 = Rk−1 × (−1,0),
Pn = Rk−1 ×
(
0,
1
n
)
, ∀n 1.
Then, the extension system {Un ∪ {Pn}}n∈ω is countable and F-complete, but not SF-complete (it corresponds to the
extension UP,f , with f defined by f (Un) = Pn for every n ∈ ω).
Corollary 5.15. Let X be a topological (respectively Euclidean) space. Let U be a system of X and P,Q be two open
subsets of X. If
(a) U is relatively compact (respectively bounded);
(b) P ∩Q = ∅;
(c) P ∩Q is not compact;
then every extension E ∈ E(U, {P,Q}) is F-complete, but not SF-complete.
Application 5.16 (Use Corollary 5.15). Let X = Rk , for some k ∈ N, be endowed with the standard metric topology.
Let U = {Un}n∈N be the following countable bounded system of X:
∀n ∈ N, Un =
{
S
(
x,
1
n
)
: x ∈ Rk
}
.
Let:
P = Rk−1 × (−∞,0),
Q = Rk−1 × (0,+∞).
Then, the extension system UP,f , where f :U → {P,Q} is defined by:
f (Un) =
{
P if n is odd,
Q if n is even
is a countable F-complete system of X, which is not SF-complete.
6. Duals of upper hyperspaces: an interesting equality
Given Λ,Δ ⊆ CL∅(X), we can consider both upper hyperspaces: (Λ, τ+Δ ) and (Δ, τ+Λ ). This fact expresses a sort
of natural duality notion, at least from a formal point of view.
Definition 6.1. Let X be a topological space and Λ,Δ ⊆ CL∅(X). We say that (Λ, τ+Δ ) and (Δ, τ+Λ ) are each the dual
upper hyperspace of the other. For every A ∈ Λ, we say that (Δ(A), τ+Λ ) is the dual of (Λ, τ+Δ ) at A.
In this section, we show that such a duality is not only formal, but it may actually be testified by the value that
standard cardinal functions take for the hyperspaces.
The following lemma is immediate to check.
Lemma 6.2. Let X be a topological space and Λ,Δ,F ⊆ CL∅(X). For every A ∈ Λ and every D ∈ Δ, the following
are equivalent:
(a) (Dc)+ is a (Λ, τ+Δ )-open neighbourhood of A disjoint from F ;
(b) D ∈ Δ(Ac) and ∀G ∈F , G∩D 
= ∅;
(c) D ∈ Δ(Ac)\⋃G∈F (Gc)+.
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then for every A ∈ Λ, the following are equivalent:
(a) A ∈ Cl(Λ,τ+Δ )(F);
(b) {(Gc)+: G ∈F} is an open cover for (Δ(Ac), τ+Λ ).
Proof. (a) ⇒ (b): Fix D ∈ Δ(Ac). Then, (Dc)+ is a (Λ, τ+Δ )-open neighbourhood of A. By assumption, (Dc)+ ∩
F 
= ∅; hence, by Lemma 6.2, there must exist G ∈F such that D ∈ (Gc)+.
(b) ⇒ (a): Fix a generic basic (Λ, τ+Δ )-open neighbourhood of A: since Δ is closed under finite unions, such
a neighbourhood is of the form (Dc)+, where D ∈ Δ. Then, D ∈ Δ(Ac). By assumption, there exists G ∈F such that
D ∈ (Gc)+ (i.e. G ∈ (Dc)+); therefore, (Dc)+ ∩F 
= ∅. 
Proposition 6.3 allows us to show, under plausible assumptions, that the tightness of any hyperspace of the form
(Λ, τ+Δ ) at a point A ∈ Λ coincides with the Lindelöf number of its “dual at A”.
This equality will play a central role in the process of bounding the tightness of a generic upper hyperspace in both
Sections 9 and 10.
Proposition 6.4. Let X be a topological space and Λ,Δ ⊆ CL∅(X). If Δ is closed under finite unions, then:
∀A ∈ Λ, t(A, (Λ,τ+Δ )) L(Δ(Ac), τ+Λ ).
If, moreover, Λ is closed under finite unions, then:
∀A ∈ Λ, t(A, (Λ,τ+Δ ))= L(Δ(Ac), τ+Λ ).
Proof. Fix A ∈ Λ. Let λ = L(Δ(Ac), τ+Λ ) and let F ⊆ Λ be such that A ∈ Cl(Λ,τ+Δ )(F). By Proposition 6.3,
{(Gc)+: G ∈F} is an open cover for (Δ(Ac), τ+Λ ). Hence, there is F ′ ⊆F , with |F ′| λ, such that {(Gc)+: G ∈F ′}
is an open cover for (Δ(Ac), τ+Λ ). Again by Proposition 6.3, A ∈ Cl(Λ,τ+Δ )(F
′). By the arbitrariness of F , it follows
that t (A, (Λ, τ+Δ )) L(Δ(Ac), τ
+
Λ ).
Now, suppose that Λ is closed under finite unions. Let ϑ = t (A, (Λ, τ+Δ )) and let Γ be an open cover for
(Δ(Ac), τ+Λ ): we can assume Γ to consist of basic (Δ(Ac), τ
+
Λ )-open subsets. Since Λ is closed under finite unions,
there exists an F ⊆ Λ such that Γ = {(Gc)+: G ∈ F} (see Preliminaries). By Proposition 6.3, A ∈ Cl(Λ,τ+Δ )(F);
hence, there is F ′ ⊆ F , with |F ′| ϑ such that A ∈ Cl(Λ,τ+Δ )(F
′). Thus, by Proposition 6.3, Γ ′ = {(Gc)+: G ∈ F ′}
is an open subcover of Γ of cardinality  ϑ . It follows that L(Δ(Ac), τ+Λ )  t (A, (Λ, τ
+
Δ )), and hence, taking the
first part of the proof into account, the equality. 
Corollary 6.5. Let X be a topological space and Δ a nonempty subfamily of CL(X) closed under finite unions. Then,
for every A ∈ CL(X):
t
(
A,
(
CL(X), τ+Δ
))= L(Δ(Ac), τ+V ).
Proof. Apply Proposition 6.4 with Λ = CL(X): recall that τ+V = τ+CL∅(X) = τ+CL(X) on Δ(Ac) (see Remark 2.7). 
Corollary 6.6. Let X be a topological space and Δ ⊆ CL∅(X) be closed under finite unions. Then, for every A ∈
CL∅(X):
t
(
A,
(
CL∅(X), τ+Δ
))= L(Δ(Ac), τ+V ).
Proof. Apply Proposition 6.4 with Λ = CL∅(X). 
Corollary 6.7. Let X be a topological space. Then, for every A ∈ CL∅(X):
t
(
A,
(
CL∅(X), τ+V
))= L(CL∅(Ac), τ+V ).
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Corollary 6.8. Let X be a Hausdorff space. Then, for every A ∈ CL∅(X):
t
(
A,
(
CL∅(X), τ+F
))= L(K(Ac), τ+V ).
Proof. Apply Corollary 6.6 with Δ = K(X). 
7. M-hulls andM-networks
Let (X, τ) be a topological space and M be an elementary submodel such that X ∈M. For every A ∈ P(X), let:
FA,M =
{
W ∈M: W ∈ τ, A ⊆ W}
and for every Σ ⊆ τ such that X ∈ Σ , define:
HM(A)Σ =
⋂
FA,M ∩Σ.
(Of course, HM(A)Σ is always a superset of A; moreover, the assumption X ∈M∩Σ avoids the possible, unnatural
situation, where the collection FA,M ∩Σ is empty.)
The set HM(A)τ =
⋂FA,M will be denoted just by HM(A) and called the M-hull of A.
For every A⊆ P(X) and every Σ ⊆ τ such that X ∈ Σ , let
HM(A)Σ =
{
HM(A)Σ : A ∈A
}
.
In particular, HM(A)τ is the family of all M-hulls of elements from A; we will write HM(A).
Proposition 7.1. Let (X, τ) be a topological space and M be an elementary submodel such that X ∈M. For every
K ∈ K(X):
HM(K) =
⋃
x∈K
HM(x).
Proof. Let K ∈ K(X). For every x ∈ K , HM(x) ⊆ HM(K); hence,
⋃
x∈K HM(x) ⊆ HM(K).
For the reverse inclusion, fix y /∈⋃x∈K HM(x). Then ∀x ∈ K , y /∈ HM(x), i.e. ∀x ∈ K ∃Wx ∈M ∩ τ such that
x ∈ Wx and y /∈ Wx . Since K is compact, there exist x1, . . . , xn ∈ K such that K ⊆⋃in Wxi . Let V =⋃in Wxi .
By definability, V ∈M. Moreover, K ⊆ V and y /∈ V . It follows that y /∈ HM(K). 
Let A⊆ P(X). It is obvious that HM(A) covers A, but in general A does not cover HM(A). With the following
theorem, we give some conditions for HM(K(X)) to be a subfamily of K(X) (and hence, HM(K(X))K(X)).
Lemma 7.2. Let X be a topological space and U be a SF-complete system of X. If A ∈ CL∅(X) and for every U ∈ U,
A U , then A ∈ K(X).
Proof. By assumption, for every U ∈ U, there exists BU ∈ U such that A ⊆ BU . Let C be a family of closed subsets
of A with the f.i.p. Then for every U ∈ U, every C ∈ C can be covered by BU . Since U is a SF-complete system of X,⋂C =⋂C 
= ∅ and A is compact. 
Given a topological space X, a nonempty subfamily A⊆ P(X) and an open cover U of X, define:
A/U = {A ∈A: A U}.
Lemma 7.3. Let X be a topological space, A be a nonempty subfamily of P(X), U be an open cover of X and M be
an elementary submodel such that X ∈M and U ⊆M. For every A ∈A/U , HM(A) U .
Proof. Fix A ∈ A/U . Then, there exists U ∈ U such that A ⊆ U . By assumption, U ∈M. Hence, U ∈ FA,M and
HM(A) ⊆ U . 
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elementary submodel such that X ∈M and U ⊆M. For every K ∈ K(X), HM(K) U .
Proof. Note that if U is closed under finite unions, K(X)/U = K(X). Hence apply Lemma 7.3. 
Theorem 7.5. Let X be a topological space and U be a SF-complete system of X. Let M be an elementary submodel
such that X ∈M and for every U ∈ U, U ⊆M. Then HM(K(X)) ⊆ K(X).
Proof. Let K ∈ K(X). Without loss of generality, assume that each U ∈ U is closed under finite unions (if this is
not the case, by Proposition 4.9(b) we can work with Ufin). By Corollary 7.4, for every U ∈ U, HM(K) U . Since
HM(K) is closed in X, by Lemma 7.2, HM(K) is also compact. 
Let (X, τ) be a topological space,M be an elementary submodel such that X ∈M and Σ ⊆ τ be such that X ∈ Σ .
Given A,B ∈ P(X), we will say that A is M-contained in B w.r.t. Σ , and write A ⊆M,Σ B , if HM(A)Σ ⊆ B .
We will say that A is M-contained in B , in symbols A ⊆M B , if HM(A) ⊆ B .
We introduce the notion of “M-network”:
Definition 7.6. Let (X, τ) be a topological space, M be an elementary submodel such that X ∈M, Σ ⊆ τ be such
that X ∈ Σ and A⊆ P(X). A family B ⊆M∩ P(X) is a M-network for A w.r.t. Σ if:
∀A ∈A, ∀G ∈ Σ (A ⊆M,Σ G ⇒ ∃W ∈ B(A ⊆ W ⊆ G)).
A family B ⊆M∩ P(X) is a M-network for A if it is a M-network for A w.r.t. τ .
These are M-modifications of the notion of “network” [2,15]: given a topological space (X, τ) and A, B ⊆ P(X),
B is a “network” for A if:
∀A ∈A, ∀G ∈ τ (A ⊆ G ⇒ ∃W ∈ B (A ⊆ W ⊆ G)).
Theorem 7.7. Let (X, τ) be a topological space, A a nonempty subcollection of P(X) and Σ be a subcollection of
τ containing X. Let U be a c-complete system of X such that for every U ∈ U, U ⊆ Σ and A  U . Let M be an
elementary submodel such that X ∈M and for every U ∈ U, U ⊆M. Then there exists a M-network N for A w.r.t.
Σ—namely, N =M∩Σfin, where Σfin = {⋂S: S is a finite subcollection of Σ}.
Proof. Let A ∈ A and G ∈ Σ be such that A ⊆M,Σ G. Of course, if we can prove that there is a finite subfamily
{W1, . . . ,Wn} of FA,M ∩Σ such that W1 ∩ · · · ∩Wn ⊆ G, then the fact that FA,M is closed under finite intersections
(since so isM—see preliminaries) will imply that W = W1∩· · ·∩Wn is an element ofFA,M∩Σfin with A ⊆ W ⊆ G.
Towards a contradiction, suppose that this is not the case. Then,
B = {W\G: W ∈FA,M ∩Σ}
has the f.i.p. Moreover, for every U ∈ U, there are B ∈ B and TU ∈ U such that B ⊆ TU : indeed, given any U ∈ U,
fix U ∈ U such that A ⊆ U , then let B = U\G and TU = U . Since U is a c-complete system of X, we have that
∅ 
=⋂B ⊆⋂FA,M ∩Σ = HM(A)Σ ⊆ G. On the other hand, since X ∈ FA,M ∩ Σ , we have that X\G ∈ B and
hence, (
⋂B)∩G ⊆ (X\G)∩G = (X\G)∩G = ∅. A contradiction. 
Corollary 7.8. Let (X, τ) be a topological space, A a nonempty subfamily of P(X) and U be a c-complete system
of X such that for every U ∈ U, A U . Let M be an elementary submodel such that X ∈M and for every U ∈ U,
U ⊆M. Then there exists a M-network for A, namely M∩ τ .
Proof. Apply Theorem 7.7 with Σ = τ . 
Corollary 7.9. Let (X, τ) be a topological space admitting an F-complete system U. Let M be an elementary sub-
model such that X ∈M and for every U ∈ U, U ⊆M. Then there exists a M-network for K(X).
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of M. Apply the previous corollary with A= K(X) and Ufin in place of U. 
8. Bounding the Lindelöf number of upper hyperspaces: use ofM-hulls andM-networks
Lemma 8.1. Let (X, τ) be a topological space. Let Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ) and Γ be a basic open cover of
(Δ, τ+Λ ). If there exists an elementary submodel M such that:
(i) X,Γ ∈M,
(ii) there exists a M-network for Δ w.r.t. Λc,
(iii) HM(Δ)Λc ⊆ Δ,
then M∩ Γ is a basic open cover of (Δ, τ+Λ ).
Proof. We consider an arbitrary D ∈ Δ and prove that it belongs to some element of Γ ∩ M. Actually, by
HM(D)Λc ∈ Δ (which follows from (iii)), and the fact that Γ covers Δ, we obtain that there exists G ∈ Γ with
HM(D)Λc ∈ G. Since each element of Γ is a basic open set of (Δ, τ+Λ ), there exist G1, . . . ,Gn ∈ Λc such that
G =⋂ni=1 G+i ; then for every i ∈ {1, . . . , n} we have thatHM(D)Λc ⊆ Gi , hence by (ii) there exists Si ∈ P(X)∩M
with D ⊆ Si ⊆ Gi . Putting S =⋂ni=1 Si , we then have that
D ⊆ S ⊆
n⋂
i=1
Gi, (4)
where the latter inclusion means that S ∈⋂ni=1 G+i = G; moreover, by definability, S ∈M.
Now, assuming M to reflect the formula
ϕ(x, y, z) ≡ (x ∈ y ∧ z ∈ x),
we have that since (G ∈ Γ ∧ S ∈ G) is true, and S,Γ ∈M, there must exist G∗ ∈ Γ ∩M such that S ∈ G∗. But G∗,
like G, will be of the form H+1 ∩ · · · ∩H+m , with H1, . . . ,Hm ∈ Λc; therefore, from D ⊆ S (take (4) into account), we
obtain that D ∈ G∗, too, and hence G∗ may be chosen as the element of Γ ∩M we were looking for. 
Proposition 8.2. Let (X, τ) be a topological space. Let Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ) and Γ be an open cover of
(Δ, τ+Λ ). If there exists an elementary submodel M such that:
(i) X,Λ,Γ,ω ∈M,
(ii) there exists a M-subnetwork for Δ w.r.t. Λc,
(iii) HM(Δ)Λc ⊆ Δ,
then M∩ Γ is an open cover of (Δ, τ+Λ ).
Proof. Let Γ ′ be a basic open cover of (Δ, τ+Λ ) such that Γ ′  Γ . So:
∃Γ ′
(
Γ ′  Γ ∧
⋃
Γ =
⋃
Γ ′ ∧ ∀G ∈ Γ ∃n ∈ ω ∃F :n → Λ
∀D(D ∈ G ⇐⇒ (D ∈ Δ∧ ∀i ∈ n(D ∩ F(i) = ∅)))).
Since Λ,Γ,ω ∈M and, by definability, ⋃Γ = Δ ∈M:
∃Γ ′ ∈M
(
Γ ′  Γ ∧
⋃
Γ =
⋃
Γ ′ ∧ ∀G ∈ Γ ∃n ∈ ω ∃F :n → Λ
∀D(D ∈ G ⇐⇒ (D ∈ Δ∧ ∀i ∈ n(D ∩ F(i) = ∅)))).
By the previous lemma, M∩ Γ ′ still covers (Δ, τ+).Λ
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there exists B ∈ Γ such that A ⊆ B (as Γ ′  Γ ). Hence, there exists B ∈M∩ Γ such that A ⊆ B (as Γ,A ∈M).
Consequently, M∩ Γ is an open cover of (Δ, τ+Λ ) (since so is M∩ Γ ′). 
Corollary 8.3. Let (X, τ) be a topological space and μ be an infinite cardinal. Let Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ). If
Γ is an open cover of (Δ, τ+Λ ) and M is an elementary submodel of size μ such that:
(i) X,Λ,Γ,ω ∈M,
(ii) there exists a M-subnetwork for Δ w.r.t. Λc,
(iii) HM(Δ)Λc ⊆ Δ,
then Γ has a subcover of size  μ.
Proof. By the previous proposition, M∩ Γ is an open subcover of Γ . Also, since M∩Γ ⊆M, |M∩ Γ | μ. 
Theorem 8.4. Let (X, τ) be a topological space and μ be an infinite cardinal. Let Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ). If,
for every open cover Γ of (Δ, τ+Λ ), MΓ is an elementary submodel such that:
(i) |MΓ | = μ,
(ii) X,Λ,Γ,ω ∈MΓ ,
(iii) there exists a MΓ -network for Δ w.r.t. Λc,
(iv) HMΓ (Δ)Λc ⊆ Δ,
then L(Δ,τ+Λ ) μ.
Proof. If Γ is an open cover for (Δ, τ+Λ ), then, by Corollary 8.3, it admits a subcover of size  μ. 
Corollary 8.5. Let (X, τ) be a topological space, μ be an infinite cardinal and Δ ⊆ CL∅(X). If, for every open cover
Γ of (Δ, τ+V ), MΓ is an elementary submodel such that:
(i) |MΓ | = μ,
(ii) X,τ,Γ,ω ∈MΓ ,
(iii) there exists a MΓ -subnetwork for Δ,
(iv) HMΓ (Δ) ⊆ Δ,
then L(Δ,τ+V ) μ.
Proof. Note that if τ ∈MΓ , where Γ is a cover of (Δ, τ+V ), then, by definability, CL∅(X) = τ c ∈MΓ . Apply the
previous theorem with Λ = CL∅(X). 
Corollary 8.6. Let (X, τ) be a Hausdorff space and μ be an infinite cardinal. If, for every open cover Γ of (K(X), τ+V ),
MΓ is an elementary submodel such that
(i) |MΓ | = μ,
(ii) X,τ,Γ,ω ∈MΓ ,
(iii) there exists a MΓ -subnetwork for K(X),
(iv) HMΓ (K(X)) ⊆ K(X),
then L(K(X), τ+V ) μ.
9. Bounding the tightness of upper hyperspaces: more modifications of the ˇCech number
The main results of the last three sections will now be used to give conditions for the tightness of a generic upper
Δ-hyperspace to be bounded by a multiple of the Lindelöf number of its base space (see Theorem 9.9 below).
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AY = {A∩ Y : A ∈A}.
Of course,
AcY =
{
Ac ∩ Y : A ∈A}.
If τ is a topology on X, then τY is just the induced topology on Y and τ cY = CL∅(X)Y = CL∅(Y ).
Lemma 9.1. Let (X, τ) be a topological space, Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ), and Y ∈ P(X). Then τ+Λ = τ+ΛY
on Δ(Y).
Proof. We know that if (X, τ) is a topological space, S is a subbase for τ and M ⊆ X, then {S ∩ M: S ∈ S} is a
subbase for the topology induced by τ on M . Therefore, it will suffice to show that the intersection with Δ(Y) of
every subbasic τ+Λ -open set in Δ is in τ
+
ΛY
, and that every subbasic τ+ΛY -open set is open in Δ(Y) with respect to the
topology induced by τ+Λ .
Indeed, if L ∈ Λ, then
{D ∈ Δ: D ∩L = ∅} ∩Δ(Y) = {D ∈ Δ(Y): D ∩L = ∅}= {D ∈ Δ(Y): D ∩ (L∩ Y) = ∅}.
Since L∩ Y ∈ ΛY , the last set is a (subbasic) open set in (Δ(Y ), τ+ΛY ).
Vice versa, if L′ ∈ ΛY , i.e. L′ = L∩ Y for some L ∈ Λ, then{
D ∈ Δ(Y): D ∩L′ = ∅}= {D ∈ Δ(Y): D ∩L = ∅}= {D ∈ Δ: D ∩L = ∅} ∩Δ(Y),
where the last set is open in Δ(Y) endowed with the topology induced by τ+Λ . 
Corollary 9.2. Let (X, τ) be a topological space and Δ ⊆ CL∅(X). For every Y ∈ P(X):
(1) τ+V = τ+CL∅(X) = τ+CL∅(Y ) on Δ(Y),
(2) L(Δ(Y ), τ+V ) = L(Δ(Y ), τ+CL∅(Y )).
In order to give the announced result, we need to introduce another set of cardinal functions. Each of these functions
is obtained from a particular subfamily of complete systems: they all are variants of the ˇCech number.
Definition 9.3. Let X be a topological space and A a nonempty subcollection of P(X). A (open) cover U of X is an
(open) A-cover of X if it covers A (i.e. A U ).
In particular [2], a collection U of (open) subsets of X is a (open) k-cover of X if it covers K(X).
Definition 9.4. Let X be a topological space, A be a nonempty subfamily of P(X), Σ be a nonempty subfamily of τ
and β be an infinite cardinal. Define the (A,Σ)β - ˇCech number to be the following cardinal function:
(A,Σ)β cˇ(X) = min
{|U|: U is a complete system of X such that ∀U ∈ U, U is a subfamily of Σ and
an A-cover of cardinality  β}+ω,
For α ∈ {c,F,SF }, let the (A,Σ)β—α- ˇCech number be the following cardinal function:
(A,Σ)βαcˇ(X) = min
{|U|: U is an α-complete system of X such that ∀U ∈ U, U is a subfamily of Σ and
an A-cover of cardinality  β}+ω.
To each of these cardinal functions will be given value ∞ if no suitable system exists for X.
When Σ = τ , we will denote these cardinal functions by Aβ cˇ(X) and Aβαcˇ(X). When A= K(X), we will write
(k,Σ)β cˇ(X) and (k,Σ)βαcˇ(X). In particular:
kβ cˇ(X) = min
{|U|: U is a complete system of X such that ∀U ∈ U, U is a k-cover of cardinality  β}+ω,
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kβαcˇ(X) = min
{|U|: U is an α-complete system of X such that ∀U ∈ U, U is a k-cover of cardinality  β}
+ω.
The case β = L(X) will turn out to be particularly important. Given B ⊆ P(X), we can consider the B-hereditary
version of (A,Σ)L(X)cˇ(X) and (A,Σ)L(X)αcˇ(X), where α ∈ {c,F,SF}:
hB(A,Σ)L(X)cˇ(X) = sup
{
(A,Σ)L(Y )cˇ(Y ): Y ∈ B
}= sup{(A(Y ),ΣY )L(Y )cˇ(Y ): Y ∈ B},
hB(A,Σ)L(X)αcˇ(X) = sup
{
(A,Σ)L(Y )αcˇ(Y ): Y ∈ B
}= sup{(A(Y ),ΣY )L(Y )αcˇ(Y ): Y ∈ B}.
Given A, Σ and β as in the definition above, it is clear that (A,Σ)β cˇ(X)  (A,Σ)βccˇ(X)  (A,Σ)βFcˇ(X) 
(A,Σ)βSFcˇ(X) and Aβ cˇ(X)  Aβccˇ(X)  AβFcˇ(X)  AβSFcˇ(X). We can also check immediately that cˇ(X) 
Aβ cˇ(X) (A,Σ)β cˇ(X), and that αcˇ(X)Aβαcˇ(X) (A,Σ)βαcˇ(X), whenever α ∈ {c,F,SF}.
Lemma 9.5. Let X be a topological space. For α ∈ {F,SF},
αcˇ(X) = kL(X)αcˇ(X).
If X is regular, then the following hold, too:
cˇ(X) = kL(X)cˇ(X);
ccˇ(X) = kL(X)ccˇ(X).
Proof. Let α = F or α = SF. For the first part it suffices to show that αcˇ(X) kL(X)αcˇ(X). Let αcˇ(X) = μ and U be
an α-complete system of X of cardinality μ. For every U ∈ U, let U∗ be a subcover of U of cardinality  L(X). By
Proposition 4.6(2), the family U∗ = {U∗: U ∈ U} is an α-complete system of X. By Proposition 4.9 and the comments
before it, U∗fin is still an α-complete system of X consisting of k-covers, each of them having cardinality  L(X).
Therefore, αcˇ(X) kL(X)αcˇ(X).
The proofs of cˇ(X) = kL(X)cˇ(X) and ccˇ(X) = kL(X)ccˇ(X) are similar: for cˇ(X) kL(X)cˇ(X) use Proposition 3.9
instead of Proposition 4.6(2) and Theorem 4.12 ((a) ⇔ (b)) in place of Proposition 4.9; for ccˇ(X) kL(X)ccˇ(X) use
Theorem 4.12 ((c) ⇔ (d)) instead of Proposition 4.9. 
Corollary 9.6. Let X be a regular space. Then cˇ(X) = ccˇ(X) = Fcˇ(X) = SFcˇ(X) = kL(X)cˇ(X) = kL(X)ccˇ(X) =
kL(X)Fcˇ(X) = kL(X)SFcˇ(X).
Proof. Apply Proposition 4.8 and Lemma 9.5. 
Proposition 9.7. Let (X, τ) be a topological space and Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ). If :
∀M elementary submodel such that X ∈M,
∀U SF-complete system of X: (∀U ∈ U (U ⊆M)) ⇒ HM(Δ)Λc ⊆ Δ,
then:
L
(
Δ,τ+Λ
)
L(X) · (Δ,Λc)
L(X)
SFcˇ(X).
Proof. Let (Δ,Λc)L(X)SFcˇ(X) = μ and L(X) = λ. Let U be a SF-complete system of X of cardinality μ such that
each U ∈ U is a subfamily of Λc and also a Δ-cover of cardinality  λ. Fix Γ to be an open cover of (Δ, τ+Λ ). Let
M be an elementary submodel of cardinality μ · λ such that μ,λ,X,Γ,Λ,U ∈M, μ ⊆M and λ ⊆M. Thus, by
transitivity (see Lemma 2.4), U ⊆M, i.e. U ∈M for every U ∈ U. Since |U | λ for every U ∈ U, again by transitivity,
we have that U ⊆M for every U ∈ U. By assumption, HM(Δ)Λc ⊆ Δ; at the same time, by Theorem 7.7, there
exists a M-network for Δ w.r.t. Λc. Finally, observe that since μ ∈M and μ ⊆M, we also have (both if μ = ω and
if μ> ω) that ω ∈M.
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of Theorem 8.4; hence, L(Δ,τ+Λ ) μ · λ. 
Corollary 9.8. Let (X, τ) be a topological space and Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ). If Y ∈ P(X) and:
∀M elementary submodel such that Y ∈M,
∀U SF-complete system of Y : (∀U ∈ U (U ⊆M)) ⇒ HM(Δ(Y))ΛcY ⊆ Δ(Y),
then:
L
(
Δ(Y), τ+Λ
)
 L(Y ) · (Δ(Y),ΛcY )L(Y )SFcˇ(Y ).
Proof. ΛY and Δ(Y) are two subfamilies of CL∅(Y ), where ΛY contains ∅ (as ∅ ∈ Λ). Also, ΛcY is the family of
the complements in Y of all elements from ΛY . Hence, the space (Y, τY ) satisfies the hypothesis of Proposition 9.7.
Therefore:
L
(
Δ(Y), τ+ΛY
)
 L(Y ) · (Δ(Y),ΛcY )L(Y )SFcˇ(Y ).
By Lemma 9.1, L(Δ(Y ), τ+Λ ) L(Δ(Y ), τ
+
ΛY
), and the proof is complete. 
Theorem 9.9. Let (X, τ) be a topological space and Λ,Δ ⊆ CL∅(X) (where ∅ ∈ Λ). If Δ is closed under finite unions
and:
∀Y ∈ Λc, ∀MY elementary submodel such that Y ∈MY ,
∀U SF-complete system of Y : (∀U ∈ U (U ⊆MY )) ⇒ HMY (Δ(Y))ΛcY ⊆ Δ(Y);
then:
t
(
Λ,τ+Δ
)
 hL(X) · hΛc
(
Δ,Λc
)
L(X)
SFcˇ(X).
Proof. Let A ∈ Λ and Y = Ac. Combining the first part of Proposition 6.4 and Corollary 9.8, we have:
t
(
A,
(
Λ,τ+Δ
))
 L
(
Δ(Y), τ+Λ
)
 L(Y ) · (Δ(Y),ΛcY )L(Y )SFcˇ(Y ).
Take the supremum for A ∈ Λ. 
Corollary 9.10. Let (X, τ) be a topological space and Δ ⊆ CL∅(X) be closed under finite unions. If :
∀Y ∈ τ, ∀MY elementary submodel such that Y ∈MY ,
∀U SF-complete system of Y : (∀U ∈ U (U ⊆MY )) ⇒ HMY (Δ(Y))⊆ Δ(Y);
then:
t
(
CL∅(X), τ+Δ
)
 hL(X) · hoΔL(X)SFcˇ(X).
Proof. Apply Theorem 9.9 with Λ = CL∅(X). In this case, Λc = τ ; also, for every Y ∈ τ , τY is the topology on Y , so
that HM(Δ(Y ))τY =HM(Δ(Y )). 
Corollary 9.11. [2, Corollary 2.11] Let (X, τ) be a regular space. Then:
t
(
CL∅(X), τ+F
)
 hL(X) · cˇ(X).
Proof. For Y ∈ P(X), K(X)(Y ) = K(X) ∩ P(Y ) = K(Y) (see Preliminaries). So, by Theorem 7.5, the hypotheses
of Corollary 9.10 are satisfied for Δ = K(X). Also by Theorem 2.5 in [8] and Corollary 9.6, cˇ(X) = hocˇ(X) =
hokL(X)SFcˇ(X). 
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In this section we present two results alternative to Theorems 8.4 and 9.9 respectively. These results rely only on the
dual equality obtained in Section 6 (see Proposition 6.4) and on an appropriate modification of the Lindelöf number.
In [2] the “κ-Lindelöf number”, denoted by kL(X) is introduced:
kL(X) = min{κ: every open k-cover of X has a k-subcover of cardinality  κ}.
Inspired by this idea of k-modification and with an eye to the possibility of relating the Lindelöf number of a space
to that of its upper hyperspace, we introduce the following family of variants of the Lindelöf number.
Definition 10.1. Let X be a topological space, A a nonempty subcollection of P(X) and Λ a nonempty subcollection
of CL∅(X). We denote by (A,Λ)L(X) the (A,Λ)-Lindelöf number, that is:
(A,Λ)L(X) = min{a: every open A-cover U of X such that Uc ⊆ Λ has an A-subcover of cardinality a}
+ω.
If Λ = CL∅(X), we write AL(X) instead of (A,CL∅(X))L(X); hence:
AL(X) = min{a: every open A-cover of X has an A-subcover of cardinality a} +ω.
In case A = K(X), AL(X) = kL(X); while if A = {{x}: x ∈ X}, then AL(X) = L(X).
The B-hereditary version of (A,Λ)L(X), where B ⊆ P(X), is:
hB(A,Λ)L(X) = sup
{(A(Y ),ΛY )L(Y ): Y ∈ B}.
We shall use in particular the open hereditary version of (A,Λ)-Lindelöf numbers and A-Lindelöf numbers:
ho(A,Λ)L(X) = sup
{(A(Y ),ΛY )L(Y ): Y is open in X},
hoAL(X) = sup
{AL(Y ): Y is open in X}= sup{A(Y )L(Y ): Y is open in X}.
The following is a very simple, but meaningful lemma. Theorem 10.3, which follows from this lemma, gives the
conditions on Λ and Δ for the Lindelöf number of (Δ, τ+Λ ) to be equal to the (Δ,Λ)-Lindelöf number of the base
space X. So, the equalities L(K(X), τ+V ) = kL(X) (see Corollary 10.4), L(CL∅(X), τ+V ) = CL∅(X)L(X) (see Corol-
lary 10.5) and L(CL∅(X), τ+F ) = (CL∅(X),K(X))L(X) (see Corollary 10.6) are always valid when X is a Hausdorff
space.
Afterwards, Theorem 10.3 and Proposition 6.4 will allow us to bound t (Λ, τ+Δ ) by the Λc-hereditary version of
(Δ,Λ)L(X): some kind of duality is still at work here! As an easy corollary, we get the equality t (CL∅(X), τ+F ) =
hokL(X), proved by Costantini, Holá and Vitolo for any Hausdorff space X [2, Proposition 2.9].
Lemma 10.2. Let (X, τ) be a topological space. Let Λ,Δ ⊆ CL∅(X), Δ being a (closed) cover of X. For every U ⊆ τ
such that Uc ⊆ Λ, the following are equivalent:
(a) Δ U ;
(b) U is an open Δ-cover of X;
(c) U+ is an open cover for (Δ, τ+Λ ).
Proof. We show only (a) ⇒ (b), which is where the assumption on Δ is needed. Since Δ  U , it suffices to prove
that U is a open cover of X. So, let x ∈ X. Since Δ is a closed cover of X (i.e. ⋃Δ = X), there exists D ∈ Δ such
that x ∈ D. But Δ U : hence, there exists U ∈ U such that x ∈ D ⊆ U . 
Theorem 10.3. Let (X, τ) be a topological space. Let Λ,Δ ⊆ CL∅(X), Δ being a (closed) cover of X. Then:
L
(
Δ,τ+Λ
)
 (Δ,Λ)L(X).
If, moreover, Λ is closed under finite unions, then equality holds.
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an open cover of (Δ, τ+Λ ); hence, there exists V ⊆ U , with |V|  λ, such that V+ is still an open cover of (Δ, τ+Λ ).
Again, by Lemma 10.2 ((c) ⇒ (b)), V must be an open Δ-cover of X. Thus, U has a Δ-subcover of cardinality  λ.
By the arbitrary choice of U , it follows that L(Δ,τ+Λ ) (Δ,Λ)L(X).
Now, suppose that Λ is closed under finite unions and let Γ be an open cover of (Δ, τ+Λ ): we can assume Γ to
consist of basic (Δ, τ+Λ )-open subsets and, since Λ is closed under finite unions, there exists an F ⊆ Λ such that
Γ = (Fc)+ (see Preliminaries). By Lemma 10.2 ((c) ⇒ (b)), Fc must be an open Δ-cover of X, so that it has a
Δ-subcover V of cardinality  (Δ,Λ)L(X). By Lemma 10.2 ((b) ⇒ (c)), V+ is an open subcover of Γ of cardinality
 (Δ,Λ)L(X). By the arbitrary choice of Γ , it follows that L(Δ,τ+Λ ) (Δ,Λ)L(X). 
Corollary 10.4. Let X be a Hausdorff space. Then:
L
(
K(X), τ+V
)= kL(X).
Corollary 10.5. Let X be a T1-space. Then:
L
(
CL∅(X), τ+V
)= CL∅(X)L(X).
Corollary 10.6. Let X be a Hausdorff space. Then:
L
(
CL∅(X), τ+F
)= (CL∅(X),K(X))L(X).
Theorem 10.7. Let X be a T1-space. Let Λ,Δ ⊆ CL∅(X) be closed under finite unions, Δ containing the singletons.
Then:
t
(
Λ,τ+Δ
)= hΛc(Δ,Λ)L(X).
Proof. Let A ∈ Λ and Y = Ac. By Proposition 6.4, t (A, (Λ, τ+Δ )) = L(Δ(Ac), τ+Λ ). At the same time, by Lemma 9.1
and Theorem 10.3 (applied to (Y, τY )), L(Δ(Y ), τ+Λ ) = L(Δ(Y ), τ+ΛY ) = (Δ(Y ),ΛY )L(Y ) (note: since Δ contains the
singletons of X, Δ(Y) contains the singletons of Y , hence it covers Y ). Therefore:
t
(
A,
(
Λ,τ+Δ
))= L(Δ(Ac), τ+Λ )= L(Δ(Y), τ+Λ )= L(Δ(Y), τ+ΛY )= (Δ(Y),ΛY )L(Y ).
Taking the supremum for A ∈ Λ, we have:
t
(
Λ,τ+Δ
)= sup{(Δ(Y),ΛY )L(Y ): Y ∈ Λc}= hΛc(Δ,Λ)L(X). 
Corollary 10.8. Let X be a T1-space. Then:
t
(
CL∅(X), τ+V
)= hoCL∅(X)L(X).
Corollary 10.9. [2, Proposition 2.9] Let X be a Hausdorff space. Then:
t
(
CL∅(X), τ+F
)= hokL(X).
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