The ALesKo learner corpus is a small-scale comparable corpus consisting of two subcorpora: annotated essays by advanced Chinese learners of German and comparable essays by German native speakers. The motivation for its compilation was the investigation of discourse-related phenomena such as local coherence in second-language acquisition of German. After introducing how the texts were compiled and annotated, the article focuses on quantitative studies at the token level. We discuss problems of tokenisation and part-of-speech tagging and compare the inventory of the two subcorpora in terms of frequently used N-grams and lexical richness, among other aspects. We conclude the article by describing possible applications of the study in foreign language acquisition research and language teaching.
3 annotated collection of texts. It is multilingual in the sense that it comprises texts written by learners of German as a foreign language and texts by German native speakers. These texts are not translations of each other but are comparable by belonging to the same text type, namely argumentative essays written on a controversial topic.
The aim of the ALeSKo corpus is to conduct studies on coherence phenomena.
2 Local coherence can be described as the fluency of a text on a sentence-by-sentence basis by which a sentence is linked to its textual context. All such phenomena have in common that they cannot be analysed on the level of an individual sentence alone but require that the textual context be taken into account.
All the studied texts were preprocessed in the same way and annotated according to the same guidelines, which allows users to compare the two subcorpora in a systematic way. The learner texts were collected from two different student groups, but the authors had very similar backgrounds:
Chinese learners of German in their third or fourth year of learning German.
It is important to note that the learner texts in ALeSKo do not document the 2 Coherence phenomena are often studied using narrative texts. We opted to investigate argumentative writing instead, as it is a more commonly used text type in foreign language teaching at the university level and it generally includes a more varied set of discourse relations. The results of the studies are intended to provide insights into L2 learners'
interlanguage. These insights should be applicable in foreign language teaching (see also Section 5).
process of individual second language (L2) acquisition; rather, they present one snap-shot per learner at a certain point in time and therefore create a cross-individual text basis. Comparing this text basis with essays written by native speakers (L1) taken from the Falko corpus 3 provides evidence of the overuse and underuse of certain linguistic items in the learner texts. Given that the learners all had the same L1 (Chinese) and the same L2 (English) before learning German, differences between the L2 and the L1 subcorpora may occur due to transfer effects, which arise when the learners apply content of the two subcorpora in terms of token N-grams and the grammatical content in terms of an approximation by part-of-speech Ngrams. Finally, we model the complexity of the texts on different levels.
Section 5 concludes the article by describing two possible applications for ALeSKo in foreign language acquisition research and language teaching.
Design of the corpus
Contrastive interlanguage analysis assumes that learners speak an 'interlanguage' (cf. Selinker 1972 ) that systematically differs from the target language. Such analyses compare learner texts either with texts of native speakers or with data from different learner groups. By this method, the overuse and underuse of certain words and structures by learners that "contribute to the foreign-soundingness of perhaps otherwise error-free advanced interlanguage" (Granger 2008: 267) can be studied. In order to explore to what extent the L2 phenomena correspond to the L1 speakers' language use and to determine the types of divergences that can be observed, the ALeSKo corpus has been designed as a comparable corpus:
Its L2 texts have been complemented by comparable L1 German texts originating from the Falko corpus . Both L2 and L1 texts are argumentative essays meant to discuss the pros and cons of a given thesis, concluding with the writer's own opinion on the topic. This means that the subcorpora are comparable at the level of text type. Table 1 gives an overview of the texts collected in the ALeSKo corpus (version 0.9 4 ): In the text Escape to the holidays (Jost Krippendorf) and in the interview with Mr Hennig, you learned about two contrary opinions regarding the escape hypothesis.
Write a text (introduction -main body -conclusion) on the topic Are holidays an unsuccessful escape from everyday life?, in which you present arguments for and against the escape hypothesis and in which you make your own opinion clear in the conclusion.
(Hint: The text will be assessed with regard to language and content.) 8 The preparation included a teaching unit (12 lessons) on the topic Tourism and Travel based on Lodewick (1999) . During the teaching unit, the students had the option to hand in a practice essay for correction and comments.
The wdt08 essays were hand-written as a 90-minute in-class task during a teaching unit (6 lessons) on the topic Tourism and Travel based on Lodewick (1999) . The use of a dictionary was permitted. The introductory text and the task were formulated as follows: the hypothesis and in which you make your own opinion clear in the conclusion.
9
The L1 essays (Falko Essays L1 0.5) were written as a 90-minute in-class task and were typed in Notepad. No aids were permitted. The students could choose to write their argumentative essay on one of the following statements:
Feminism has done more harm to the cause of women than good.
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Crime does not pay. Two Chinese student assistants manually transcribed the hand-written L2
texts (see Figure 1 ) according to transcription guidelines. Only the students' final versions were transcribed; no corrections made by the students during the writing process were marked in the transcription. In the first version, the original line breaks were maintained (see Figure 2) . The transcriptions were checked independently and corrected when necessary. A basic annotation was performed on the final transcript without line breaks: All texts (L2 and L1) were tokenised, lemmatised, and part-ofspeech tagged (see Section 3).
In addition, all texts were labelled with metadata: an ID for the author, native language, year of birth, gender, study program, foreign language(s), length of L2 exposure, and essay topic. 
Annotation layers
This section is concerned with the annotation layers of the ALeSKo corpus.
It presents the research questions that motivated the individual layers, the tagsets, and the tools for automatic and manual annotation. In addition to general linguistic annotation layers, the corpus includes annotations specific to learner corpora, namely error tagging and target hypotheses. Thus far, explicit target hypotheses have only been included in the annotation of article selection for referential expressions. This investigation is described in detail in . 
Basic annotation layers: Parts of speech and lemmas
All texts were automatically part-of-speech tagged and lemmatised using TreeTagger 14 (Schmid 1994 (Schmid , 1995 on the basis of the STTS tagset (Schiller et al. 1999 ) and were subsequently loaded into the EXMARaLDA Partitur Editor 15 (Schmidt 2004) for manual correction of the automatic tagging and for further annotation (see Figure 3) . The tagger options were set to print only the most probable tag and to print <unknown> if the lemma was not known (rather than copying the token).
This latter function made it easier to spot lemma errors arising from word formation errors (e.g., menschlichzwischen Beziehung, correct:
zwischenmenschlichen Beziehung 'interpersonal relations' in wdt07_20) or simple typos; it also singled out other non-standard forms, such as neologisms (e.g., vollrichten in the sense of verrichten 'carry out, perform' in dhw031) and colloquial language (e.g., Weichei 'wimp' in dhw005,
Egogang 'ego trip' in dhw006). Student annotators corrected the tokenisation, the part-of-speech tagging, and the lemmatisation. To this end, they split or merged tokens when necessary and entered the correct part-ofspeech tag or lemma into separate tiers of the Partitur Editor (see Figure 3) .
Each text was independently corrected by two annotators and was subsequently controlled by a linguistic expert. Finally, the corrected parts of speech and lemmas were merged with the rest of the tags to create two new layers that assigned each token its correct part of speech tag and lemma, respectively. The original correction layer became a layer that merely pointed to the corrected tokens with an x (see Figure 3) . At first glance, it may seem surprising that part-of-speech tagging of L1 texts had a lower accuracy (96.3%) than that of L2 texts (97.0% / 97.3%).
However, the L1 texts were written by high school students without further editing, which means that they do not necessarily contain standard language and may differ from the newspaper texts on which TreeTagger was trained.
Furthermore, it holds true that the longer the sentence, the higher the probability that TreeTagger will mis-tag a token. Given that the average sentence length of the L1 texts (in terms of words) is longer than that of the L2 texts, it is therefore likely that the L1 texts will contain more tagging errors. Finally, the L1 authors misspell nouns by using lower-case letters and omit punctuation between adjacent sentences more often than the L2 authors, both of which tend to produce tagging errors.
Starting a sentence in learner German
One of the research questions that motivated the annotation of the ALeSKo corpus was whether L2 authors start their sentences in the same way that L1 Additional layers for spans and fields of embedded clauses (KonstituentenSätze KS) were added in a recursive way when required (see Figure 5 for an example sentence). There is only one explicit difference in comparison to the Falko annotation: Coordinating elements in the pre-prefield are considered part of the prefield span in Falko (Doolittle 2008: 37) , whereas these elements are excluded from the prefield in the ALeSKo annotation.
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This design decision was made to allow easy access to the prefield tokens in the quantitative evaluation without further filtering. Erroneous field structures were marked with an error tag at the clause level: f_<clause>.
For instance, f_KS in Figure 5 denotes that the embedded clause could not be properly divided into fields (it is a relative clause with an erroneous verb position). Error analysis at the field level has been left for further research. The annotation is described in detail in the ALeSKo annotation guidelines (Breckle & Zinsmeister 2009 .
Ongoing work addresses the annotation of non-prefield phrases.
Accessing the ALeSKo annotation
In order to ensure sustainable availability of the annotated data independent of the corpus creators, the final ALeSKo version will be integrated into the Falko corpus. ALeSKo version 1.0 will be available in PAULA XML (cf.
Dipper 2005) and will also be converted to RelANNIS to make the data accessible for multi-layer search in ANNIS2 (cf. Zeldes et al. 2009 ).
Quantitative descriptive analyses
24 There are only ten 'erroneous' sentences in the L2 texts: seven cases in which more than one constituent erroneously precedes the finite verb (as in the example (i) below) and three cases of main-clause structure in embedded sentences that required the finite verb in final position. 
Lexical Content
Language use is a combination of creative elements and formulaic sequences; this holds for both L1 and L2. Concerning the lexical content,
we analyse to what extent the learners reproduce (memorised) formulaic sequences (so-called chunks) in a target language-like way.
The term chunk was introduced by Miller (1956) . Because of the limited capacity of the working memory, information is combined into information units. This process is referred to as chunking; the product of chunking is called a chunk. According to Newell et al. (1989: 125) , chunking plays a significant role not only in perception and memorisation but also in the acquisition of new knowledge. Newell (1990: 328) summarises the role of chunking as follows: "Much experimental evidence exists that chunking goes on all the time."
Chunks can be defined as formulaic more-morphemic sequences (e.g., idioms or collocations but also patterns / sentence frames, cf. Aguado 2002:
28) that are memorised as a whole. According to Andersson (2000: 207f.) , chunks are also recalled en bloc: If one part of the chunk is recalled, the rest of the chunk is also activated.
Based on Myles et al. (1998) and Peters (1983) , the following characteristics (amongst others) of spoken language determine whether a sequence counts as formulaic: (i) frequency, (ii) invariance, (iii) speed, (iv) phonological coherence, (v) comparably high degree of complexity, (vi) comparably high degree of correctness, and (vii) situation-specific appropriateness. However, it is obvious that chunks also appear in written language. In this case, characteristics (i), (ii), (v), and (vi) seem especially relevant.
In language acquisition, formulaic sequences and creative language use appear to co-exist (cf. Myles et al. 1998; Wray 1992) ; both contribute to language use in their own specific ways and interact with each other.
According to Raupach (1984) , even advanced adult L2 learners make extensive use of formulaic sequences. Hickey (1993: 34) comes to the conclusion that an L2-specific use of chunks can be observed, demonstrating either an overuse or an underuse compared to L1 speakers' usage. When analysing chunks, the learner's perspective plays an important role, since sequences -although erroneous in the target language -might function as chunks from the learner's perspective (cf. Aguado 2002: 34).
For our study, we analyse N-grams (i.e., bi-and trigrams) in the L1 and L2 subcorpora as well as in the thematic subcorpora in order to observe formulaic sequences (chunks) used by the L1 and L2 authors. Bigrams are defined as sequences of two successive words; trigrams are strings of three successive words in a text. Our analysis includes token bigrams and trigrams as well as part-of-speech bigrams and trigrams. It should be noted that our analysis is entirely frequency-based.
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In order to decide whether an N-gram counts as a chunk, one must consider both N-word-phrases in which the entire phrase counts as a chunk (e.g., the bigram viel Spaß 'much fun') and longer phrases of which the N-gram is one part (e.g., the bigram Meinung nach as part of meiner Meinung nach 'in my opinion'). The more words the phrase contains, the easier it is to decide whether it qualifies as a chunk (see Footnote 28). In this article, the focus is on the analysis of trigrams, but our findings also hold for bigrams.
The N-grams were analysed on the basis of the following categorisation: all -the whole N-gram is part of the title or the task description (i.e., probably not memorised); w -the N-gram contains one word of the title or the task description; t -the N-gram contains a (part of a) chunk that was taught in the teaching unit in class prior to the essay writing (only applicable for L2;
i.e., memorised for at least some time), e.g., Verarmung der zwischenmenschlichen Beziehungen ('impoverishment of interpersonal relations'); o -other chunks (idioms, collocations, patterns, and sentence frames that are memorised, rather stable, and possibly target language-like, e.g., meiner Meinung nach 'in my opinion'); and na -not applicable (i.e., sequences that are not formulaic).
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In order to illustrate our findings, we ranked the 17 most frequent trigrams in the thematic subcorpora L1 salary 27 and L2 holidays 28 (see Table 2 ); the table provides absolute frequencies rather than proportions, since it is rank order that is of interest here. The trigram rankings of the thematic subcorpora L1 salary and L2 holidays give an overview of the use of chunks in L1 and L2. In L2 holidays , aus dem alltag is in first place, whereas in L1 salary , für die gesellschaft is highest ranked.
Ranks 1 to 6 in L2 holidays are trigrams in which all of the words have been taken directly from the essay title; three out of six L1 salary trigrams in ranks 1 to 6 contain 'other' chunks (ranks 2, 5, and 6). The first 'other' chunk in L2 holidays (meiner meinung nach) is in seventh place. In L2 holidays , the first trigram with a chunk that had been taught in class prior to the essay writing (kann man sich as part of the phrase kann man sich erholen 'can one recover') comes in at rank 17.
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In this context, it is worth noting that the detailed task description for L2 wdt has probably influenced the text pattern (cf. Skiba 2009 for text patterns by
Chinese learners of German in their L1 and L2) and consequently the use of word sequences taken from the task description.
However on the whole, the findings show that L2 holidays contains extremely high frequencies of trigrams with title words, which can be interpreted as an overuse of these sequences; certainly, this usage differs from the L1 salary findings.
Grammatical Content
We model the grammatical content as bigrams and trigrams of part-ofspeech tag sequences (based on the STTS tagset). Table 3 lists the eleven most frequent trigrams of the L2 all corpus plus two very frequent trigrams of the L1 all corpus, in a comparison of the ranking R L2 of L2 all with the ranking R L1 of L1 all . The two most frequent trigrams in both subcorpora are unsurprisingly "APPR ART NN" (preposition -article -common noun) 29 The frequencies of the top-most chunks in the L1 subcorpus seem to conform to Zipf's law; that is, frequency = C/rank, with C being the frequency of the most frequent item. The top-most ranks in the L2 subcorpus, however, are less smoothly distributed, tending to form frequency clusters.
and "ART ADJA NN" (article -attribute adjective -common noun), corresponding to a prepositional phrase and a modified noun phrase. Each pattern is illustrated by an example in parenthesis. The fourth column in the table interprets the comparison: "" marks an overuse in L2 all when a pattern is more than ten ranks higher in L2 all than in L1 all . "L2 " indicates the corresponding underuse. There is a remarkable overuse of the sequence "VVFIN ART NN" (finite verb -article -common noun) in the L2 texts. This trigram comes in at rank 11 in the R L2 and only at rank 52 in the R L1 . However, this seems to be an artefact of the learners' strategy of repeating parts of the title or the task description, e.g., Dient der Urlaub ….
The most striking difference is that none of the top-ranked L2 patterns in R L2 contains an adverb (ADV), while the patterns at rank 4 (tie) and rank 9
in R L1 do. The most frequent L2 trigram using an adverb is "ADV ART NN" at rank 21. The trigram "ADV ADV ADV" (a sequence of three adverbs, e.g., dann auch noch 'then also (still)') comes in at place 19 on the L1 list (not depicted here). However, in the L2 list, this trigram is almost at the bottom of the ranking: it is tied at rank 719 with 287 other patterns.
In examining part-of-speech bigrams, a similar picture is obtained: The combination "ADV ADV" (e.g., auch schon '(also) already') is at rank 5 in the L1 bigram list; it is also the highest-ranked L1 bigram containing at least one ADV. In contrast, this bigram is only at rank 55 in the L2 list. The highest-ranked L2 bigram containing an ADV is "NN ADV" (e.g., Urlaub nur 'holidays only') in place 17 (rank 12 in R L1 ), followed by "ADV ADJD" (adverb -predicatively or adverbially used adjective, e.g., denn wirklich '(then) really') at rank 24 (rank 13 in R L1 ). This underuse of adverbs is also reported in the Falko corpus, in which sequences of adverbs are significantly underused in the Falko subcorpora, independent of the learner's L1. Zeldes et al. (2008) explain this by the L2 strategy of learning language with the help of chunks (see also Section 4.1). They assume that elements such as adverbs that occur in highly variable topological contexts are less easily acquired than more regularly occurring ones. The learners are more uncertain about their use and thus tend to avoid them. This is supported by the fact that in Falko, more regularly occurring sub-classes of adverbs (or adverb sequences) are less underused than average adverbs (sequences).
Complexity
In order to measure the relative complexity of the L1 and L2 subcorpora, the following aspects have been examined: 1. Type-Token Ratio (TTR) and Vocabulary Growth Rate, 2. length of sentences, 3. depth of clausal embedding, and 4. complexity of the prefields and linguistic material preceding the prefields.
Type-Token Ratio and Vocabulary Growth Rate: Lexical variation
In the literature, several measures of lexical complexity have been discussed, including Lexical Originality, Lexical Density, Lexical Variation, and Lexical Sophistication (cf. Laufer and Nation 1995: 309f.) . For the present study, we focus on lexical variation (i.e., vocabulary variation), for which the Type-Token Ratio (TTR) and the Vocabulary Growth Rate are two measures frequently applied (cf. Baayen 2008) . Types are defined as the total number of different words V i used (i.e., the vocabulary V); tokens are the total number of words used. The TTR provides evidence for the lexical richness of a learner's lexicon and is calculated as follows:
Type-Token Ratio (TTR) = number of types / number of tokens By this formula, a ratio of 0.5 indicates a frequent repetition of words, while a ratio of 1 means that no words have been repeated; for example, a TTR of 0.2 would indicate that there is one different word (type) for every five words used (tokens). Table 4 shows the Type-Token Ratio (TTR) for the subcorpora L1 all and L2 all . To adequately compare the ratios of the two corpora, it was first necessary to normalise the data (see below). Table 4 indicates that the TTR of the L1 all corpus is 0.195, compared to 0.165 for the L2 all corpus. This would mean that the L1 all corpus is lexically richer than the L2 all corpus. However, TTR is strongly influenced by corpus size (cf., e.g., Baayen 2008: 224f.) . Since L1 all has more tokens than L2 all , the difference in lexical richness might be an artefact of the corpus sizes. To test this, the two corpora must be cut down to the same size.
Another method of comparing lexical richness is the measurement of vocabulary growth. This is based on the number of hapax legomena, i.e., the types V 1 in the vocabulary V that occur only once in the corpus, and the corpus size N, i.e., the number of tokens (cf. The L1 growth corpus has a slightly higher TTR than the corpus L2 growth , i.e., The curves in Figure 7 show that L1 growth contains more hapax legomena (upper grey curve) and dis legomena (lower grey curve) than L2 growth (corresponding black curves) at any point in the corpus. Furthermore, the L1 curves are steeper than the L2 curves, i.e., the probability of encountering a new type (or a type seen only once before, in the case of dis legomena) is larger in L1 growth than L2 growth .
Syntactic variation: Sentence length
We assume that L1 texts contain longer sentences in terms of words than the L2 texts. To evaluate this hypothesis, we measured the length of the matrix clauses (in words) as annotated in EXMARaLDA; punctuation was excluded from the analysis (see Table 6 ). The values given in the table are the minimum (Min.), the value of the first quartile (i.e., the value of the first quarter of all values, 1st Qu.), the median, the mean, the value of the third quartile (3rd Qu.) and the maximum (Max.).
The average sentence in the L1 texts is significantly longer than those in the L2 texts (according to a non-parametric Wilcoxon rank sum test with continuity correction: W = 775098, p < 0.001).
Syntactic variation: Clausal embedding complexity
In order to describe another form of syntactic variation, we also analysed clausal embedding complexity, i.e., the depth of clausal embedding. Based on impressions we got from reading the L1 and L2 texts, we expect that the clausal embedding complexity will be lower in the L2 all subcorpus than in L1 all . A matrix clause shows a clausal embedding of 1; a constituent clause on the third hierarchical level is marked as 4 (one matrix clause + three constituent clauses). Table 7 shows the per-text clausal embedding complexity in L1 all and L2 all . i.e., they contain less deeply embedded constituent clauses.
Syntactic variation: Length of the prefield and linguistic material preceding the prefield
In the model of topological fields (e.g., Höhle 1986), declarative main clauses in German are organised into different fields, as illustrated by Figure   4 in Section 3.2. As stated in the model, the prefield is the constituent that precedes the finite verb. To measure syntactic complexity, the length of the prefield in the L1 and L2 subcorpora was also measured. 32 Sentences that also contained a pre-prefield were not taken into account in this analysis. Table 8 shows the length of prefields in L1 all and L2 all , measured in words. According to Table 8 , the median prefield length for both L1 all and L2 all is only one word. The maximum of L1 is higher than that of L2 (maximum: 42 words vs. 28 words) and correspondingly also its mean (mean: 2.476 words vs. 2.293 words). However, the maximum of 42 is due to an extreme outlier in the L1 distribution (the second-longest L1 prefield is 23 words long). In addition, the third quartile of L1 is lower than that of L2. This means that most of the prefields of L1 all are shorter in terms of words than those in L2 all , even though some prefields in L1 all are much longer than those in L2 all .
However, this difference is not statistically significant (Wilcoxon rank sum test with continuity correction: W = 41357, p = 0.5466). In conclusion, there is no significant difference in the length of the prefields in the L1 subcorpus and the L2 subcorpus.
As another measure for complexity, we analysed the linguistic material that precedes the prefield VF in the pre-prefield VVF: 33 these include coordinating conjunctions (such as doch 'but') and left dislocations (cf.
Example 1, wdt 07_07).
( The ratio between sentences with a prefield and those with an additional pre-prefield was calculated for L1 all and L2 all (see Table 9 ). Table 9 shows that the ratio of sentences with and without pre-prefields in the two subcorpora differs greatly: The minimum and maximum ratios in L1 all are 11% and 44%, respectively, in comparison to 0% and 32% in L2 all .
In the first quartile, L1 all exhibits a ratio of pre-prefields four times higher than that of L2 all (16.75% vs. 4.5%); the median ratio is three times higher (22% vs. 7%), and the mean value 2.5 times higher (23.92% vs. 9.2%).
These results reveal a significant difference between the L1 all and L2 all distributions (Wilcoxon rank sum test with continuity correction: W = 118.5, p < 0.001), indicating that the L2 learners use significantly less linguistic material prior to the prefield proper.
Conclusions
The quantitative studies show that the L2 learners overuse sequences from the title and the task description, and that they often use chunks that had previously been introduced in class. They use grammatical patterns similar to those of the L1 authors; however, they underuse adverbs. With respect to complexity, the L2 texts are lexically poorer than the L1 texts. They also contain on average shorter sentences, which are also less deeply embedded than those in the L1 texts. However, the L2 texts and the L1 texts do not differ significantly with respect to the length of their prefields, although there is more variance in the L1 prefields. As found for the depth of embedding, the L2 texts contain significantly fewer pre-prefields than the L1 texts.
Applications for the corpus
One application scenario for the ALeSKo corpus is in teaching German as a foreign language. Most applications of corpora for teaching have thus far been developed for teaching English as a foreign language (cf., e.g., Mukherjee 2002 and Römer 2008 . A discussion focussing on corpus linguistics and German as a foreign language was initiated by Fandrych and Tschirner (2007) in the journal Deutsch als Fremdsprache, and has been continued by a series of articles on various aspects of this topic (e.g., Meißner 2008 and Lüdeling et al. 2008 ). Walter (2009, 2010) propose a variety of approaches for the use of corpora in language teaching (for teachers, educationalists, and learners) as well as in language acquisition research. While their suggestions for language teaching are based on L1 corpora containing both qualitative aspects (e.g., concordances) and quantitative aspects (e.g., frequency lists), their focus for corpora in language acquisition research is on error analysis and contrastive (interlanguage) analysis (cf. Granger 2008).
We would like to advocate a combination of those two approaches by briefly illustrating how the ALeSKo corpus could be integrated into the teaching of German as a foreign language and into teacher training and development. Both with learners in class and with teachers in training, the results of the quantitative descriptive analyses presented in Section 4 of this article could be addressed -namely, the significant differences in lexical content (chunks), lexical richness, length of sentences, depth of clausal embedding, and linguistic material preceding the prefield. All of these phenomena have shown an over-or underuse in the L2 subcorpus in comparison to the L1 data. Data-driven learning, which requires corpus literacy (i.e., corpus training), seems to be an appropriate approach for both advanced learners of German and teachers. In this type of exercise, students and teachers would receive carefully chosen input (e.g., text sections) from the L1 and L2 subcorpora, in which they would try to discover the phenomenon in question. The phenomenon would not only be illustrated by concrete examples, but should also be supported by the results of the quantitative descriptive analyses in order to allow visualisation of the differences in L1 and L2 usage.
