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COMPACTNESS CRITERIA FOR THE RESOLVENT OF THE
FOKKER-PLANCK OPERATOR
WEI-XI LI
Abstract. In this paper we study the spectral property of a Fokker-Planck operator with potential.
By virtue of a multiplier method inspired by Nicolas Lerner, we obtain new compactness criteria for
its resolvent, involving the control of the positive eigenvalues of the Hessian matrix of the potential.
1. Introduction and main results
The Fokker-Planck operator reads
P = y · ∂x − ∂xV (x) · ∂y −∆y +
|y|2
4
−
n
2
, (x, y) ∈ R2n, (1)
where x denotes the space variable and y denotes the velocity variable, and V (x) is a potential
defined in the whole spatial space Rnx. In this work we are mainly concerned with the compact
resolvent property for the non-selfadjoint Fokker-Planck operator, and this is motivated by a con-
jecture stated by Helffer and Nier (see [7, Conjecture 1.2]), which reveals the close link between
the compact resolvent property for the Fokker-Planck operator and the same property for the
corresponding Witten Laplacian. Precisely,
Conjecture 1.1 (Helffer-Nier’s Conjecture). The Fokker-Planck operator P has a compact resol-
vent if and only if the Witten Laplacian ∆
(0)
V/2, defined by
∆
(0)
V/2 = −∆x +
1
4
|∂xV (x)|
2 −
1
2
∆xV (x),
has a compact resolvent.
The necessity part, that the Witten Laplacian ∆
(0)
V/2 has a compact resolvent if the Fokker-Planck
operator P is with compact resolvent, has already established by Helffer and Nier (c.f. [7, Theorem
1.1]). The reverse implication still remains open up to now for general potential, and it is indeed
valid under some conditions on the potential V. For instance, following the analysis in [7, 13] with
some improvements, the author ([17]) proved that if V satisfies that
∀ |α| = 2, ∃ Cα > 0, |∂
α
xV (x)| ≤ Cα 〈∂xV (x)〉
s with s <
4
3
, (2)
then Fokker-Planck operator has a compact resolvent provided the Witten-Laplacian has a compact
resolvent or lim|x|→+∞ |∂xV (x)| = +∞, and moreover a constant C exists such that the following
weighted estimate ∥∥ |∂xV (x)|2/3 u∥∥L2 ≤ C (∥∥Pu∥∥L2 + ∥∥u∥∥L2)
holds for all u ∈ C∞0
(
R
2n
)
. Here and throughout the paper we will use the notation
〈·〉 =
(
1 + |·|2
)1/2
,
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which is equivalent to the Modulus |·|, and use ‖ · ‖L2 and 〈·, ·〉L2 to denote respectively the norm
and inner product of the complex Hilbert space L2
(
R
2n
)
, and denote by C∞0
(
R
2n
)
the set of smooth
compactly supported functions.
We remark the drawback of the condition (2) is that it doesn’t give any information for the
dependence on the sign of V , which plays import role in the analysis of compact resolvent property
for Witten Laplacian. For instance it is well-known (see [7, 18]) that the Witten Laplacian ∆
(0)
V/2
with V = −x21x
2
2 has a compact resolvent, while 0 actually belongs to the essential spectrum of
Witten Laplacian ∆
(0)
V/2 with V = x
2
1x
2
2 and thus its resolvent cannot be compact. By the general
criteria for Schro¨dinger operators we see if
1
4
|∂xV (x)|
2 −
1
2
∆xV → +∞, as |x| → +∞,
or more generally (see [7, Proposition 3.1] for instance), if
t
4
|∂xV (x)|
2 −
1
2
∆xV → +∞, as |x| → +∞ (3)
for some t ∈]0, 2[, then the Witten Laplacian ∆
(0)
V/2 has a compact resolvent. We refer the reader to
[7] for other criteria presented with detailed discussion. These criteria show the microlocal property,
i.e., the dependence on the sign of V , for the compact resolvent of Witten Laplacian. As far as
Fokker-Planck operator is concerned, Helffer-Nier’s Conjecture suggests strongly it should have
the similar microlocal property as the Witten Laplacian. And this kind of dependence property
for Fokker-Planck operator is not clear by now. In the present work we will give some sufficient
conditions for the compact resolvent of Fokker-Planck operator, mainly based on the sign of the
eigenvalues of the Hessian matrix
(
∂xixjV
)
1≤i,j≤n
. Our results can be stated as follows.
Theorem 1.2. Denote by λℓ(x), 1 ≤ ℓ ≤ n, the eigenvalues of the Hessian matrix(
∂xixjV (x)
)
1≤i,j≤n
.
With each x ∈ Rn we associate a set Ix of indexes defined by
Ix =
{
1 ≤ ℓ ≤ n; λℓ(x) > 0
}
.
Suppose that there exists a constant C such that
∀ x ∈ Rn,
∑
j∈Ix
λj(x) ≤ C 〈∂xV (x)〉
4/3 . (4)
Then the following conclusions hold.
(i) There exists a constant C∗ such that
∀u ∈ C∞0
(
R
2n
)
,
∥∥ |∂xV (x)|1/16 u∥∥L2 ≤ C∗ (∥∥Pu∥∥L2 + ∥∥u∥∥L2) .
As a result, the Fokker-Planck operator P has a compact resolvent if
lim
|x|→+∞
|∂xV (x)| = +∞.
(ii) Suppose there exists a number α ≥ 0, such that
lim
|x|→+∞
(
α |∂xV (x)|
2 −∆xV (x)
)
= +∞. (5)
Then we can find a constant C˜, depending on α, such that
∀u ∈ C∞0
(
R
2n
)
,
∥∥∣∣α |∂xV (x)|2 −∆xV (x)∣∣1/80u∥∥L2 ≤ C˜ (∥∥Pu∥∥L2 + ∥∥u∥∥L2) ,
and thus the Fokker-Planck operator P has a compact resolvent as a result.
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The assumption (4) is an improvement of the condition (2). We mention that the index 4/3 in
(4) is not sharp, and the following Theorem 1.3 and Corollary 1.4 are devoted to showing a better
index 14/5 may be expected.
Theorem 1.3. Suppose that there exists a number τ ≥ 0, such that the matrix
Aτ (x) =
(
aτij(x)
)
1≤i,j≤n
, aτij = τ 〈∂xV 〉
4
5 (∂xiV )
(
∂xjV
)
− ∂xixjV + τδij
is positive-definite for all x ∈ Rn, where δij is the Kronecker Delta. Then there is a constant C,
such that
∀u ∈ C∞0
(
R
2
)
,
∥∥ |∂xV (x)|1/20 u∥∥L2 + ∑
1≤i,j≤n
∥∥ ∣∣aτij(x)∣∣1/80 u∥∥L2 ≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
. (6)
As a result, the Fokker-Planck operator P has a compact resolvent if
lim
|x|→+∞
(
|∂xV (x)|+
∑
1≤i,j≤n
∣∣aτij(x)∣∣ ) = +∞.
As an immediate consequence, when n = 1 we have the compactness criteria for Fokker-Planck
operator, which is an improvement of the corresponding condition (3) for Witten Laplacian. Pre-
cisely,
Corollary 1.4. Let n = 1 and let V (x) ∈ C2(R). Suppose that there exists τ ≥ 0, such that
lim
|x|→+∞
τ |∂xV (x)|
14/5 −∆xV (x) = +∞.
Then the Fokker-Planck operator P has a compact resolvent.
Remark 1.5. In the special case when n = 1, using Corollary 1.4 and the necessity part in Helffer-
Nier Conjecture (c.f. [7, Theorem 1.1]), we can also improve the criteria (3) for Witten Laplacian,
by allowing t to range over [0,+∞[ instead of ]0, 2[ and relaxing the index 2 there by 14/5.
Remark 1.6. The hypotheses in Theorem 1.2 and Theorem 1.3, are related to the sign of the
eigenvalues of the Hessian matrix
(
∂xixjV
)
1≤i,j≤n
. In fact these assumptions are obviously fulfilled
when the Hessian matrix is negative-semidefinite. When the Hessian matrix is positive-semidefinite
or indefinite, we requires that the positive eigenvalues of Hessian matrix, instead of all the second
derivatives in the condition (2), are dominated by 〈∂xV 〉
4/3. Now look back at the aforementioned
potential V = ±x21x
2
2, and it is clear that these hypotheses are fulfilled by V = −x
2
1x
2
2 and violated
by V = x21x
2
2.
Remark 1.7. In [7, 8], the authors introduced a compactness criterion for Witten Laplacian with
polynomial potential V , based on the group theory. And it is also natural and interesting to expect
the similar group theoretical compactness criteria for Fokker-Planck operator. Now consider such
a potential, not necessary to be a polynomial, that the matrix
A˜τ (x) =
(
a˜τij(x)
)
1≤i,j≤n
, a˜τij(x) = τ |∂xV (x)|
4/5 (∂xiV (x))
(
∂xjV (x)
)
− ∂xixjV (x)
is positive-semidefinite for some τ ≥ 0. This condition is slightly stronger than the one in Theorem
1.3, and it yields
−∆xV (x) + τ |∂xV (x)|
14/5 ≥ 0.
Thus repeating the arguments used to prove maximum principle for elliptic equations, we see V
doesn’t have local minimum in Rnx, except the constant-valued potentials. So this kind of microlocal
property is imposed directly on the potential rather than its ”limiting polynomials” in the sense of
[7, 8].
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Due to the lack of estimates on the higher derivatives of V , we can’t follow the global symbolic
calculus to prove our results, although this method is efficiently explored to investigate the hypoel-
lipticity and the compact resolvent of Fokker-Planck operator (c.f. [7, 13]). Instead we will use a
multiplier method inspired by N. Lerner (see for instance [14, 15] and references therein), which
is based on the Poisson bracket analysis for the real and imaginary parts of the Fokker-Planck
operator. We hope this method not only applies to analyze the weighted estimate and the compact
resolvent, but also may give insights on the sign conditions to investigate the subellipticity (see
[4, 5, 7, 13, 17, 19] for instance) of Fokker-Planck operator.
We end up the introduction by mentioning that as a diffusive models, the study of Fokker-Planck
equation is of independent interest in kinetic theory and nonequilibrium statistical physics. Here one
of the basic problems is to analyze the large time behavior of solutions to the time-dependent Fokker-
Planck equation and prove that these solutions converge exponentially towards the equilibrium as
t goes to +∞. Various approaches, such as hypoellipticity, hypocoercivity, entropy method and
so on, are developed to study this problem, and satisfactory results are achieved. We refer to
[6, 7, 9, 10, 11, 13, 17, 20] and references therein for more detail and [2] for the spectral analysis on
the non-selfadjoint Schro¨dinger operators with compact resolvent. Finally we remark that in order
to study the exponentially trend problem, an efficient method is to investigate the spectral gap,
which is usually reduced to analyze the compactness of resolvent. On the other hand, when the
Fokker-Planck operator has an essential spectrum, only polynomial convergence rate is expected,
see the recent work [21] for the study on short-range potentials.
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of Mathematical Sciences, The Chinese University of Hong Kong, and he would like to thank their
support and hospitality. We also appreciate the support from NSF of China(11422106) and Fok
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2. Proof the main results
We firstly list some notations and facts used throughout the paper. The proofs of the main
results, Theorem 1.2 and Theorem 1.3, are presented in Subsection 2.1 and Subsection 2.2, where
two multipliers M and K (see Lemma 2.1 and Lemma 2.2 below) are introduced respectively. This
kind of multiplier method is inspired by N. Lerner [16], and here it means that we have to choose
carefully an operator M (multiplier) which is bounded and self-adjoint in L2 space, such that
Re
〈(
y · ∂x − ∂xV (x) · ∂y
)
u, Mu
〉
L2
has a good lower bound (weighted estimate here) on one side, and on the other side,∣∣∣〈 (−∆y + |y|2 /4− n/2) u, Mu〉
L2
∣∣∣
is bounded from above by
∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
. The multipliers chosen here are motivated by the
Poisson bracket analysis for the real and imaginary parts of symbol for the Fokker-Planck operator.
Precisely, if we denoted by [Q1, Q2] the commutator between two operators Q1 and Q2, which is
defined by
[Q1, Q2] = Q1Q2 −Q2Q1,
and also use the notation that X0 = y · ∂x − ∂xV (x) · ∂y and Xj = ∂yj +
yj
2 , j = 1, · · · n, then we
can rewrite the Fokker-Planck operator P define in (1) as
P = X0 +
n∑
j=1
X∗jXj ,
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and moreover we compute [
X0,
n∑
j=1
X∗jXj
]
= −
1
2
∂xV · y + 2∂x · ∂y (7)
and[
X0,
[
X0,
n∑
j=1
X∗jXj
] ]
= −2∆x +
1
2
|∂xV |
2 −
1
2
∑
1≤i,j≤n
(
∂xixjV
)
yiyj + 2
∑
1≤i,j≤n
(
∂xixjV
)
∂yi∂yj .
Thus the properties of subelliptic and weighted estimates in x variable can be deduced from the
commutator above if some kind of conditions (negative semi-definite for instance) are imposed on
the Hessian matrix
(
∂xixjV
)
1≤i,j≤n
. This suggests that the multipliers M and K here (see Lemma
2.1 and Lemma 2.2 below) should be chosen through the first-commutator analysis in (7). In this
work we will investigate only the weighted estimate and thus the essential part in the multipliers
is the term ∂xV · y in (7). Moreover it seems reasonable that the term ∂x · ∂y in (7) shouldn’t be
involved in the multipliers, since it corresponds to the hypoellipticity and thus more estimates on
the higher derivatives of V are required rather than the ones of second order. We refer to [1, 12]
for the multipliers introduced to deduce the hypoellipticity of kinetic operators.
Next we will give some estimates to be used frequently. ObserveX0 is an anti-selfadjoint operator
in L2 and thus it is clear that
∀ u ∈ C∞0 (R
2n),
n∑
j=1
∥∥Xju∥∥L2 ≤ ∥∥ 〈y〉u∥∥L2 + ∑
1≤j≤n
∥∥∂yju∥∥L2 ≤ C (∥∥Pu∥∥L2 + ∥∥u∥∥L2) . (8)
We will use the following result which is just a consequence of Ho¨rmander’s bracket condition
(cf. [3] for instance), i.e., a constant C exists such that for any vector-valued function θ(x) =
(θ1(x), · · · , θn(x)) of x variable and for any v ∈ C
∞
0 (R
n
y ), we have∥∥ |θk(x)|1/2 v∥∥L2(Rny ) ≤ C
(∥∥(θ(x) · y)v∥∥
L2(Rny )
+
∥∥∂ykv∥∥L2(Rny )
)
. (9)
2.1. Proof of Theorem 1.2. We prove in this subsection Theorem 1.2. To do so we begin with
the following estimate which holds for quite general potential.
Lemma 2.1. Let V (x) ∈ C2 (Rn). Then for all σ ∈ ]0, 1[, there exists a constant Cσ > 0 such that
for any u ∈ C∞0 (R
2n) we have
σ
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 ρ
〈y〉4
u, u
〉
L2
−
∑
1≤i,j≤n
〈(1 + |y|8) (∂xixjV ) yiyj
ρ3
y2
1 + y2
u, u
〉
L2
≤ Cσ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
where the function ρ ∈ C1(R2n) is defined by
ρ = ρ(x, y) =
(
1 + |y|8 + |∂xV (x) · y|
2
) 1
2
.
Proof. To simplify the notations we will use C in the proof to denote different constants, and
similarly use Cε to denote different constants depending on ε. This lemma is to be proven by the
multiplier method. Firstly we introduce a multiplier M, which is a C1(R2n) function defined by
M =M(x, y) =
2∂xV (x) · y
ρ(x, y)
y2
1 + y2
,
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with ρ given in Lemma 2.1. Recall X0 = y · ∂x − ∂xV (x) · ∂y. Then using the relation
1
2
[
M, X0
]
=
∂xV (x) · y
ρ(x, y)
[ y2
1 + y2
, X0
]
+
[∂xV (x) · y
ρ(x, y)
, X0
] y2
1 + y2
,
we calculate
1
2
[
M, X0
]
=
2 |∂xV (x) · y|
2
ρ(x, y)(1 + y2)2
+
(1 + |y|8) |∂xV (x)|
2
ρ3
y2
1 + y2
−
(1 + |y|8)
∑
1≤i,j≤n
(
∂xixjV
)
yiyj
ρ3
y2
1 + y2
−
4 |∂xV (x) · y|
2 |y|6
ρ3
y2
1 + y2
.
As a result, observe
Re 〈X0u, Mu〉L2 =
1
2
〈[M, X0] u, u〉L2 ,
and thus
Re 〈X0u, Mu〉L2 =
〈(1 + |y|8) |∂xV (x)|2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 2 |∂xV (x) · y|2
ρ(x, y)(1 + y2)2
u, u
〉
L2
−
〈(1 + |y|8)∑1≤i,j≤n (∂xixjV ) yiyj
ρ3
y2
1 + y2
u, u
〉
L2
−
〈4 |∂xV (x) · y|2 |y|6
ρ3
y2
1 + y2
u, u
〉
L2
.
This, along with the inequalities that
〈 2ρ
(1 + y2)2
u, u
〉
L2
=
〈 2 |∂xV (x) · y|2
ρ(x, y)(1 + y2)2
u, u
〉
L2
+
〈 2(1 + |y|8)
ρ(x, y)(1 + y2)2
u, u
〉
L2
≤
〈 2 |∂xV (x) · y|2
ρ(x, y)(1 + y2)2
u, u
〉
L2
+ C
∥∥u∥∥2
L2
and ∣∣∣∣∣
〈4 |∂xV (x) · y|2 |y|6
ρ3
y2
1 + y2
u, u
〉
L2
∣∣∣∣∣ ≤ C
∥∥ 〈y〉 u∥∥2
L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
yields
〈(1 + |y|8) |∂xV (x)|2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 2ρ
(1 + y2)2
u, u
〉
L2
−
〈(1 + |y|8)∑1≤i,j≤n (∂xixjV ) yiyj
ρ3
y2
1 + y2
u, u
〉
L2
(10)
≤ Re 〈X0u, Mu〉L2 + C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
On the other hand, since M∈ L∞(R2n) with
∥∥M∥∥
L∞
≤ 2 then it is easy to see
|Re 〈Pu, Mu〉L2 | ≤
∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
. (11)
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Recall Xj = ∂yj +
yj
2 , j = 1, · · · n. Then direct computation gives, for each 1 ≤ j ≤ n,
[M, Xj ] = −
2
(
1 + |y|8
) (
∂xjV (x)
)
ρ3
y2
(1 + y2)
+
8 (∂xV (x) · y) |y|
6 yj
ρ3
y2
(1 + y2)
−
4 (∂xV (x) · y) yj
ρ(x, y)(1 + y2)2
.
Thus, for any ε > 0,∣∣Re 〈Xju, [M, Xj ] u〉L2∣∣
≤ ε
∥∥ρ−3(1 + y2)−1(1 + |y|8)y2 ∣∣∂xjV (x)∣∣ u∥∥2L2 + Cε
(∥∥Xju∥∥2L2 + ∥∥u∥∥2L2
)
≤ ε
〈(1 + |y|8) ∣∣∂xjV (x)∣∣2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Xju∥∥2L2 + ∥∥u∥∥2L2
)
.
This gives, using
∥∥M∥∥
L∞
≤ 2 and (8),∣∣∣Re 〈X∗jXju, Mu〉L2
∣∣∣ ≤ ∣∣Re 〈Xju, MXju〉L2∣∣+ ∣∣Re 〈Xju, [M, Xj] u〉L2∣∣
≤ ε
〈(1 + |y|8) ∣∣∂xjV (x)∣∣2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Xju∥∥2L2 + ∥∥u∥∥2L2
)
≤ ε
〈(1 + |y|8) ∣∣∂xjV (x)∣∣2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Then
n∑
j=1
∣∣∣Re 〈X∗jXju, Mu〉L2
∣∣∣ ≤ ε〈(1 + |y|8) |∂xV (x)|2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Consequently, from (10), (11) and the relationship
Re 〈X0u, Mu〉L2 = Re 〈Pu, Mu〉L2 −Re
n∑
j=1
〈
X∗jXju, Mu
〉
L2
,
it follows that 〈(1 + |y|8) |∂xV (x)|2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 2ρ
(1 + y2)2
u, u
〉
L2
−
〈(1 + |y|8)∑1≤i,j≤n (∂xixjV ) yiyj
ρ3
y2
1 + y2
u, u
〉
L2
≤ ε
〈(1 + |y|8) |∂xV (x)|2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
As the result, for all σ with 0 < σ < 1, letting ε = 1− σ gives the desired estimate in Lemma 2.1.
The proof is thus complete. 
The rest part is devoted to the proof of Theorem 1.2.
Proof of Theorem 1.2. For the symmetric Hessian matrix
(
∂xixjV
)
1≤i,j≤n
, we can find a n × n
orthogonal matrix Q(x) =
(
qij(x)
)
1≤i,j≤n
such that
QT


λ1
λ2
. . .
λn

Q =
(
∂xixjV
)
1≤i,j≤n
, (12)
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where λj, 1 ≤ j ≤ n are the eigenvalues of the Hessian
(
∂xixjV
)
1≤i,j≤n
. Then for any x ∈ Rn we
can write
−
∑
j /∈Ix
λj(x)
[
(Q(x)y)j
]2
= −
∑
1≤i,j≤n
(
∂xixjV (x)
)
yiyj +
∑
j∈Ix
λj(x)
[
(Q(x)y)j
]2
, (13)
where (Q(x)y)j stands for the j-th component of the vector Q(x)y, and
Ix =
{
1 ≤ ℓ ≤ n; λℓ(x) > 0
}
.
Thus it follows from (13) and the assumption (4) that , for any x ∈ Rn,
∑
j /∈Ix
(−λj(x))
[
(Q(x)y)j
]2
≤ −
∑
1≤i,j≤n
(
∂xixjV (x)
)
yiyj + C 〈∂xV (x)〉
4/3 |y|2 .
This together with the estimate in Lemma 2.1 yields, for all 0 < σ < 1 and for any ε > 0,
σ
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 ρ
〈y〉4
u, u
〉
L2
+
∫
Rn
(∑
j /∈Ix
∫
Rn
(1 + |y|8) (−λj(x))
[
(Q(x)y)j
]2
ρ3
y2
1 + y2
u2 dy
)
dx
≤ C
〈(1 + |y|8) 〈∂xV (x)〉4/3 |y|2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cσ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
≤ ε
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε
〈(1 + |y|8) 〈y〉6
ρ3
y2
1 + y2
u, u
〉
L2
+Cσ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
≤ ε
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+ Cε,σ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
the second and last inequalities holding because
〈∂xV (x)〉
4/3 |y|2 ≤ ε 〈∂xV (x)〉
2 + Cε |y|
6
and
〈(1 + |y|8) 〈y〉6
ρ3
y2
1 + y2
u, u
〉
L2
≤ C
∥∥ 〈y〉 u∥∥2
L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Now letting ε = σ2 , we obtain
σ
2
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 ρ
〈y〉4
u, u
〉
L2
+
∫
Rn
(∑
j /∈Ix
∫
Rn
(1 + |y|8) (−λj(x))
[
(Q(x)y)j
]2
ρ3
y2
1 + y2
u2 dy
)
dx
≤ Cσ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
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and thus, choosing σ = 1/2,
〈(1 + |y|8) 〈∂xV (x)〉2
ρ3
y2
1 + y2
u, u
〉
L2
+
〈 ρ
〈y〉4
u, u
〉
L2
+
∫
Rn
(∑
j /∈Ix
∫
Rn
(−λj(x))
[
(Q(x)y)j
]2
y2
〈∂xV (x)〉
3 〈y〉6
u2 dy
)
dx (14)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
due to the fact that −λj(x) ≥ 0 for j /∈ Ix and
1
〈∂xV (x)〉
3 〈y〉6
≤ C
(1 + |y|8)
ρ3
1
1 + y2
.
In the following discussions we will give the lower bound of the summation on the left side of (14).
To do so, we use the the estimates
〈∂xV (x)〉
1
4
y2
1 + y2
≤
(
1
8
〈∂xV (x)〉
2 〈y〉8
ρ3
+
3
8
ρ
〈y〉4
+
〈y〉
2
)
y2
1 + y2
≤ C
〈∂xV (x)〉
2 (1 + |y|8)
ρ3
y2
1 + y2
+
ρ
〈y〉4
+ 〈y〉 ,
together with (14), to conclude
n∑
j=1
∥∥ 〈∂xV (x)〉 18 yj 〈y〉−1 u∥∥2L2 ≤ C
(∥∥Pu∥∥2
L2
+
∥∥ 〈y〉1/2 u∥∥2
L2
)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
. (15)
Moreover applying (9) with v = 〈y〉−1 u and θ(x) · y = 〈∂xV (x)〉
1
8 yj, we get∥∥ 〈∂xV (x)〉 116 〈y〉−1 u∥∥2L2 ≤ C
(∥∥ 〈∂xV (x)〉 18 yj 〈y〉−1 u∥∥2L2 + ∥∥∂yj 〈y〉−1 u∥∥2L2
)
≤ C
(∥∥ 〈∂xV (x)〉 18 yj 〈y〉−1 u∥∥2L2 + ∥∥∂yju∥∥2L2 + ∥∥u∥∥2L2
)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
the last inequality following from (15) and (8). As a result, observe∥∥ 〈∂xV (x)〉 116 u∥∥2L2
=
(
〈∂xV (x)〉
1
16
1
1 + |y|2
u, 〈∂xV (x)〉
1
16 u
)
L2
+
n∑
j=1
(
〈∂xV (x)〉
1
16
y2j
1 + |y|2
u, 〈∂xV (x)〉
1
16 u
)
L2
=
∥∥ 〈∂xV (x)〉 116 〈y〉−1 u∥∥2L2 +
n∑
j=1
∥∥ 〈∂xV (x)〉 116 yj 〈y〉−1 u∥∥2L2
≤
∥∥ 〈∂xV (x)〉 116 〈y〉−1 u∥∥2L2 +
n∑
j=1
∥∥ 〈∂xV (x)〉 18 yj 〈y〉−1 u∥∥2L2 ,
and thus combining the above inequalities and (15), we obtain∥∥ 〈∂xV (x)〉 116 u∥∥2L2 ≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
. (16)
Then the conclusion (i) in Theorem 1.2 follows.
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Now we prove the conclusion (ii). Let x ∈ Rn be given and let 1 ≤ i, ℓ ≤ n and j /∈ Ix. Recall
Q(x) =
(
qkℓ(x)
)
1≤k,ℓ≤n
. Similarly as above, applying again (9) with
v = yℓ 〈y〉
−3 u, θ(x) · y = (−λj(x))
1/2 〈∂xV (x)〉
− 3
2 (Q(x)y)j = (−λj(x))
1/2 〈∂xV (x)〉
− 3
2
n∑
k=1
qjkyk,
we have, ∥∥ (−λj(x))1/4 〈∂xV (x)〉−3/4 |qji(x)|1/2 yℓ 〈y〉−3 u∥∥2L2(Rny )
≤ C
(∥∥ (−λj(x))1/2 〈∂xV (x)〉−3/2 [(Q(x)y)j] yℓ 〈y〉−3 u∥∥2L2(Rny ) + ∥∥∂yiyℓ 〈y〉−3 u∥∥2L2(Rny )
)
≤ C
∫
Rn
(−λj(x))
[
(Q(x)y)j
]2
y2
〈∂xV (x)〉
3 〈y〉6
u2 dy +C
(∥∥∂yiu∥∥2L2(Rny ) + ∥∥u∥∥2L2(Rny )
)
.
Thus, combining (14) and (8),
∫
Rn

 n∑
i=1
∑
j /∈Ix
∥∥ (−λj(x))1/4 〈∂xV (x)〉−3/4 |qji(x)|1/2 yℓ 〈y〉−3 u∥∥2L2(Rny )

 dx (17)
≤ C
∫
Rn
(∑
j /∈Ix
∫
Rn
(−λj(x))
[
(Q(x)y)j
]2
y2
〈∂xV (x)〉
3 〈y〉6
u2 dy
)
dx+ C
n∑
i=1
(∥∥∂yiu∥∥2L2 + ∥∥u∥∥2L2)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Moreover, using again (9) with
v = 〈y〉−3 u, θ · y = (−λj(x))
1/4 〈∂xV (x)〉
−3/4 |qji(x)|
1/2 yℓ,
gives,
∫
Rn

 n∑
i=1
∑
j /∈Ix
∥∥ (−λj(x))1/8 〈∂xV (x)〉−3/8 |qji(x)|1/4 〈y〉−3 u∥∥L2(Rny )

 dx
≤
∫
Rn

 n∑
i=1
∑
j /∈Ix
∥∥ (−λj(x))1/4 〈∂xV (x)〉−3/4 |qji(x)|1/2 yℓ 〈y〉−3 u∥∥2L2(Rny )

 dx+ C∥∥∂yℓ 〈y〉−3 u∥∥2L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
. (18)
the last inequality following from (17) and (8). On the other hand, in view of (12) we see
n∑
i=1
n∑
j=1
λj(x) (qji(x))
2 =
n∑
j=1
λj(x) = ∆xV (x). (19)
Then, by the assumption (5) in Theorem 1.2, we can find a constant Cα depending on α, such that
∀ x ∈ Rn, 0 ≤ α |∂xV (x)|
2 −∆xV (x) + Cα ≤ Cα 〈∂xV (x)〉
2 +
n∑
i=1
n∑
j /∈Ix
(−λj(x)) |qji(x)|
2 ,
the last inequality following from (19). And thus for any x ∈ Rn,∣∣∣α |∂xV (x)|2 −∆xV (x)∣∣∣1/4 ≤ C 〈∂xV (x)〉1/2 + C n∑
i=1
n∑
j /∈Ix
(−λj(x))
1/4 |qji(x)|
1/2 ,
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which, together with (18), yields
〈∣∣α |∂xV (x)|2 −∆xV (x)∣∣ 14
〈∂xV (x)〉
3/4 〈y〉6
u, u
〉
L2
≤ C
〈 〈∂xV (x)〉1/2
〈∂xV (x)〉
3/4 〈y〉6
u, u
〉
L2
+ C
∫
Rn

 n∑
i=1
∑
j /∈Ix
〈(−λj(x))1/4 |qji(x)|1/2
〈∂xV (x)〉
3/4 〈y〉6
u, u
〉
L2(Rny )

 dx
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
As a result, we conclude, combining (16) , (8) and the above inequality,
∥∥|α |∂xV (x)|2 −∆xV (x)∣∣1/80u∥∥2L2 ≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
due to the estimate
|α |∂xV (x)|
2 −∆xV (x)
∣∣1/40 ≤ 1
10
∣∣α |∂xV (x)|2 −∆xV (x)∣∣ 14
〈∂xV (x)〉
3/4 〈y〉6
+
3
5
〈∂xV (x)〉
1/8 +
3
10
〈y〉2 .
Thus the proof of Theorem 1.2 is complete. 
2.2. Proof of Theorem 1.3. This subsection is devoted to proving Theorem 1.3. Similarly as
Lemma 2.1 we have the following
Lemma 2.2. Let V (x) ∈ C2 (Rn). Then for all σ ∈ ]0, 1[ there exists a constant Cσ > 0 such that
for any u ∈ C∞0 (R
2n) we have
σ
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈2 〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
−
∑
1≤i,j≤n
〈(∂xixjV ) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
≤ Cσ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Proof. The proof is quite similar as Lemma 2.1. Let K ∈ C1(R2n) be defined by
K = K(x, y) =
2∂xV (x) · y
〈∂xV (x) · y〉
y2
1 + y2
.
Then using the relation
1
2
[
K, X0
]
=
∂xV (x) · y
〈∂xV (x) · y〉
[ y2
(1 + y2)
, X0
]
+
[ ∂xV (x) · y
〈∂xV (x) · y〉
, X0
] y2
(1 + y2)
,
we obtain
1
2
[
K, X0
]
=
2 |∂xV (x) · y|
2
〈∂xV (x) · y〉 (1 + y2)2
+

 |∂xV (x)|2
〈∂xV (x) · y〉
3 −
∑
1≤i,j≤n
(
∂xixjV
)
yiyj
〈∂xV (x) · y〉
3

 y2
1 + y2
.
Thus using the relationship
Re 〈X0u, Ku〉L2 =
1
2
〈[K, X0]u, u〉L2 ,
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we conclude 〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈2 〈∂xV (x) · y〉
(1 + y2)2
u, u
〉
L2
−
∑
1≤i,j≤n
〈(∂xixjV ) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
(20)
≤ Re 〈X0u, Ku〉L2 + 3
∥∥u∥∥2
L2
.
On the other hand, since K ∈ L∞(R2n) with
∥∥K∥∥
L∞
≤ 2 then it is easy to see
|Re 〈Pu, Ku〉L2 | ≤
∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
. (21)
Recall Xj = ∂yj +
yj
2 , j = 1, · · · n. Then direct computation gives, for each 1 ≤ j ≤ n,
[K, Xj ] = −
2∂xjV (x)
〈∂xV (x) · y〉
3
y2
1 + y2
−
4 (∂xV (x) · y) yj
〈∂xV (x) · y〉 (1 + y2)2
.
As a result, for any ε > 0,∣∣Re 〈Xju, [K, Xj] u〉L2∣∣
≤ ε
∥∥ 〈∂xV (x) · y〉−3 (1 + y2)−1y2 ∣∣∂xjV (x)∣∣ u∥∥2L2 + Cε
(∥∥Xju∥∥2L2 + ∥∥u∥∥2L2
)
≤ ε
〈 ∣∣∂xjV (x)∣∣2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Xju∥∥2L2 + ∥∥u∥∥2L2) .
This yields, using again the facts that
∥∥K∥∥
L∞
≤ 2 and (8),
n∑
j=1
∣∣∣Re 〈X∗jXju, Ku〉L2
∣∣∣ ≤ n∑
j=1
(∣∣Re 〈Xju, KXju〉L2∣∣+ ∣∣Re 〈Xju, [K, Xj ]u〉L2∣∣)
≤ ε
〈 |∂xV (x)|2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
which, along with (20), (21) and the relationship that
Re 〈X0u, Ku〉L2 = Re 〈Pu, Ku〉L2 − Re
n∑
j=1
〈
X∗jXju, Ku
〉
L2
,
implies
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈2 〈∂xV (x) · y〉
(1 + y2)2
u, u
〉
L2
−
∑
1≤i,j≤n
〈(∂xixjV ) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
≤ ε
〈 |∂xV (x)|2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ Cε
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Given any σ ∈ ]0, 1[, letting ε = 1 − σ gives the desired estimate in Lemma 2.2. The proof is thus
complete. 
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Lemma 2.3. Let τ ≥ 0 be given. Then for any ε > 0,
∑
1≤i,j≤n
τ
〈〈∂xV (x)〉4/5 (∂xiV (x)) (∂xjV (x)) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
≤ ε
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ ε
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+ Cε,τ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
where Cε,τ is a constant depending only on ε and τ .
Proof. In the proof we use Cε,τ to denote the different constants depending on ε and τ . Direct
calculation gives
τ
〈∂xV 〉
4/5 |∂xV (x) · y|
2
〈∂xV (x) · y〉
3
|y|2
1 + |y|2
≤
ε 〈∂xV (x)〉
2 +Cε,τ |∂xV (x) · y|
10/3
〈∂xV (x) · y〉
3
|y|2
1 + |y|2
≤ ε
〈∂xV (x)〉
2
〈∂xV (x) · y〉
3
|y|2
1 + |y|2
+ Cε,τ 〈∂xV (x) · y〉
1/3
≤ ε
〈∂xV (x)〉
2
〈∂xV (x) · y〉
3
|y|2
1 + |y|2
+ ε
〈∂xV (x) · y〉
〈y〉4
+ Cε,τ 〈y〉
2 ,
and thus, using (8),
τ
〈〈∂xV (x)〉4/5 |∂xV (x) · y|2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
≤ ε
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ ε
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+ Cε,τ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Then observing
∑
1≤i,j≤n
τ
〈〈∂xV 〉4/5 (∂xiV ) (∂xjV ) yiyj
ρ3
y2
1 + y2
u, u
〉
L2
= τ
〈〈∂xV 〉4/5 |∂xV · y|2
ρ3
y2
1 + y2
u, u
〉
L2
,
the desired estimate in Lemma 2.3 follows. The proof is complete. 
The rest is occupied by the proof of Theorem 1.3.
Proof of Theorem 1.3. By virtue of Lemma 2.2 and Lemma 2.3, we obtain, for all 0 < σ < 1 and
for any ε > 0,
σ
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈2 〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+
∑
1≤i,j≤n
{
τ
〈〈∂xV 〉4/5 (∂xiV ) (∂xjV ) yiyj
〈∂xV · y〉
3
y2
1 + y2
u, u
〉
L2
−
〈(∂xixjV ) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
}
≤ ε
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+ ε
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+ Cε,τ,σ
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Letting ε = σ/2, denoting by C the different constants which may depend on τ and σ, we have
σ
2
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+
∑
1≤i,j≤n
{
τ
〈〈∂xV 〉4/5 (∂xiV ) (∂xjV ) yiyj
〈∂xV · y〉
3
y2
1 + y2
u, u
〉
L2
−
〈(∂xixjV ) yiyj
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
}
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
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and thus, using (8),
σ
2
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+
〈yTAτ (x)y
〈∂xV · y〉
3
y2
1 + y2
u, u
〉
L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
(22)
where Aτ (x) is the matrix defined in Theorem 1.3, i.e.,
Aτ (x) =
(
aτij(x)
)
1≤i,j≤n
, aτij(x) = τ 〈∂xV (x)〉
4
5 (∂xiV (x))
(
∂xjV (x)
)
− ∂xixjV (x) + τδij .
Now under the assumption that Aτ (x) is positive-definite, we can find its Cholesky decomposition
matrix
Bτ (x) =
(
bτij(x)
)
1≤i,j≤n
,
satisfying the relation
Aτ = B
T
τ Bτ .
Then using the following estimates
n∑
ℓ=1
n∑
j=1
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥2
L2
=
〈 Bτ (x)y
〈∂xV (x)〉
3 〈y〉3
y2
1 + y2
u, Bτ (x)y u
〉
L2
≤ C
〈 Bτ (x)y
〈∂xV (x) · y〉
3
y2
1 + y2
u, Bτ (x)y u
〉
L2
= C
〈 yTAτ (x)y
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
and (22), we have, letting σ = 1/2,
〈 〈∂xV (x)〉2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+
n∑
ℓ=1
n∑
j=1
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥2
L2
(23)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
Moreover observe
n∑
ℓ=1
∥∥ 〈∂xV (x)〉 110 yℓ 〈y〉−1 u∥∥2L2
≤
〈 |∂xV (x)|2
〈∂xV (x) · y〉
3
y2
1 + y2
u, u
〉
L2
+
〈〈∂xV (x) · y〉
〈y〉4
u, u
〉
L2
+
∥∥ 〈y〉 u∥∥2
L2
,
due to the estimate
〈∂xV (x)〉
1
5
y2
1 + y2
≤
(
1
10
〈∂xV (x)〉
2
〈∂xV (x) · y〉
3 +
9
10
〈∂xV (x) · y〉
1/3
)
y2
1 + y2
≤
〈∂xV (x)〉
2
〈∂xV (x) · y〉
3
y2
1 + y2
+
〈∂xV (x) · y〉
〈y〉4
+ 〈y〉2 .
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Then combining the above inequalities, (8) and (23), we have
n∑
ℓ=1
∥∥ 〈∂xV (x)〉 110 yℓ 〈y〉−1 u∥∥2L2
+
n∑
ℓ=1
n∑
j=1
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥2
L2
(24)
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
.
In order to obtain a lower bound of the terms on the left hand side of (24), we will use (9) with
θ · y =
n∑
ℓ=1
〈∂xV (x)〉
1
10 yℓ, v = 〈y〉
−1 u;
this implies
∥∥ 〈∂xV (x)〉 120 〈y〉−1 u∥∥L2 ≤ C
(∥∥ n∑
ℓ=1
〈∂xV (x)〉
1
10 yℓ 〈y〉
−1 u
∥∥
L2
+
∥∥∂yk 〈y〉−1 u∥∥L2
)
≤ C
n∑
ℓ=1
∥∥ 〈∂xV (x)〉 110 yℓ 〈y〉−1 u∥∥L2 + C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
.
As a result, it follows from the above inequalities and (24) that
∥∥ 〈∂xV (x)〉 120 〈y〉−1 u∥∥2L2 +
n∑
ℓ=1
n∑
j=1
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥2
L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
,
and thus, using again (24) and repeating the arguments used to prove (16),
∥∥ 〈∂xV (x)〉 120 u∥∥2L2 +
n∑
ℓ=1
n∑
j=1
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥2
L2
≤ C
(∥∥Pu∥∥2
L2
+
∥∥u∥∥2
L2
)
. (25)
Similarly, for any 1 ≤ j, ℓ ≤ n we use (9) again with
θ · y =
n∑
k=1
bτjk(x) 〈∂xV (x)〉
−3/2 yk, v = yℓ 〈y〉
−5/2 u,
to obtain ∑
1≤p≤n
∥∥∥ ∣∣bτjp(x)∣∣1/2 〈∂xV (x)〉−3/4 yℓ 〈y〉−5/2 u∥∥∥
L2
≤ C
∑
1≤p≤n
(∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥
L2
+
∥∥∂ypyℓ 〈y〉−5/2 u∥∥L2
)
≤ C
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥
L2
+ C
∑
1≤p≤n
(∥∥∂ypu∥∥L2 + ∥∥u∥∥L2)
≤ C
∥∥∥ ∑
1≤k≤n
bτjk(x) 〈∂xV (x)〉
−3/2 ykyℓ 〈y〉
−5/2 u
∥∥∥
L2
+ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
.
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This, along with (25) and (24), yields
∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
ℓ=1
∥∥ 〈∂xV (x)〉 110 yℓ 〈y〉−1 u∥∥L2
+
n∑
ℓ=1
n∑
j=1
n∑
p=1
∥∥∥ ∣∣bτjp(x)∣∣1/2 〈∂xV (x)〉−3/4 yℓ 〈y〉−5/2 u∥∥∥
L2
(26)
≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
.
Moreover, observing∣∣bτjp(x)∣∣1/17 〈y〉45/34 ≤ 217
∣∣bτjp(x)∣∣1/2 〈∂xV (x)〉−3/4 + 1517 〈∂xV (x)〉1/10 〈y〉3/2
due to Young’s inequality, we conclude∥∥∥ ∣∣bτjp(x)∣∣1/17 〈y〉45/34 yℓ 〈y〉−5/2 u∥∥∥
L2
≤ C
∥∥∥ ∣∣bτjp(x)∣∣1/2 〈∂xV (x)〉−3/4 yℓ 〈y〉−5/2 u∥∥∥
L2
+ C
∥∥ 〈∂xV (x)〉 110 〈y〉3/2 yℓ 〈y〉−5/2 u∥∥L2 ,
that is, ∥∥∥ ∣∣bτjp(x)∣∣ 117 yℓ 〈y〉− 2017 u∥∥∥
L2
≤ C
∥∥∥ ∣∣bτjp(x)∣∣1/2 〈∂xV (x)〉−3/4 yℓ 〈y〉−5/2 u∥∥∥
L2
+ C
∥∥ 〈∂xV (x)〉 110 yℓ 〈y〉−1 u∥∥L2 .
Combing the above estimate and (26), it follows that
∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
ℓ=1
n∑
j=1
n∑
p=1
∥∥∥ ∣∣bτjp(x)∣∣ 117 yℓ 〈y〉− 2017 u∥∥∥
L2
≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
. (27)
Now we use (9) to obtain∥∥∥ ∣∣bτjp(x)∣∣ 134 〈y〉− 2017 u∥∥∥
L2
≤ C
(∥∥∥ ∣∣bτjp(x)∣∣ 117 yℓ 〈y〉− 2017 u∥∥∥
L2
+
∥∥∂yℓ 〈y〉− 2017 u∥∥L2
)
≤ C
∥∥∥ ∣∣bτjp(x)∣∣ 117 yℓ 〈y〉− 2017 u∥∥∥
L2
+ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
,
which together with (27) gives
∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
ℓ=1
n∑
j=1
n∑
p=1
∥∥∥ ∣∣bτjp(x)∣∣ 117 yℓ 〈y〉− 2017 u∥∥∥
L2
+
n∑
j=1
n∑
p=1
∥∥∥ ∣∣bτjp(x)∣∣ 134 〈y〉− 2017 u∥∥∥
L2
≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
,
that is,
∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
j=1
n∑
p=1
∥∥∥ ∣∣bτjp(x)∣∣ 134 〈y〉− 317 u∥∥∥
L2
≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
.
As a result, using the inequality∣∣bτjp(x)∣∣ 140 ≤ 1720
∣∣bτjp(x)∣∣ 134 〈y〉− 317 + 320 〈y〉 ,
we conclude∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
j=1
n∑
p=1
∥∥ ∣∣bτjp(x)∣∣ 140 u∥∥L2 ≤ C
(∥∥Pu∥∥
L2
+
∥∥ 〈y〉u∥∥
L2
)
.
≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
. (28)
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Recall Aτ = B
T
τ Bτ , that is
aτij(x) =
n∑
p=1
bτpi(x)b
τ
pj(x).
Then
n∑
i=1
n∑
j=1
∥∥ ∣∣aτij(x)∣∣1/80 u∥∥L2 ≤ C
n∑
p=1
n∑
j=1
∥∥ ∣∣bτpj(x)∣∣1/40 u∥∥L2 .
Thus, combining (28), we conclude
∥∥ 〈∂xV (x)〉 120 u∥∥L2 +
n∑
i=1
n∑
j=1
∥∥ ∣∣aτij(x)∣∣1/80 u∥∥L2 ≤ C
(∥∥Pu∥∥
L2
+
∥∥u∥∥
L2
)
.
The proof of Theorem 1.3 is thus complete. 
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