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SUMMARY
This paper describes the application of the least-squares spectral element method to compressible flow
problems. Special attention is paid to the imposition of the weak boundary conditions along curved walls
and the influence of the time step on the position and resolution of shocks. The method is described and
results are presented for a supersonic flow over a wedge and subsonic, transonic and supersonic flow
problems over a bump. Copyright q 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION
1.1. Compressible flows
The numerical simulation of inviscid, compressible flow problems has been an active area of
research over the past decades. Transonic and supersonic flows admit discontinuous solutions, and
a proper numerical setting is required to predict the correct shock location and shock strength.
In addition, many compressible flow problems are not well posed in the sense that they do not
possess a unique solution. The physical solution—the entropy solution‡—is the solution obtained
by taking the limit of the (unique) viscous problem for the viscosity tending to zero [1].
∗Correspondence to: Marc Gerritsma, Faculty of Aerospace Engineering, Delft University of Technology,
Kluyverweg 1, 2629 HS Delft, The Netherlands.
†E-mail: M.I.Gerritsma@TUDelft.nl
‡The entropy condition is a restatement of the vanishing viscosity limit.
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This approach is also adopted in nearly all numerical schemes. One adds a certain amount of
numerical dissipation to converge to the correct solution. The addition of the dissipative terms,
however, serves three quite distinct purposes: First of all, the addition of a small amount of
dissipation at the continuous level (prior to any discretization) ensures that we have a unique
solution. Secondly, nearly all numerical algorithms require the addition of damping terms to ensure
stability; i.e. without the additional damping many schemes will blow up instead of converge. And
finally, the additional damping is usually used to suppress any over- and undershoot in the vicinity
of large gradients and shocks.
A necessary requirement for numerical schemes is that they are stable and converge to the
physical solution. As long as spurious wiggles in the vicinity of discontinuities do not hinder
the numerical procedure from converging to a stable solution, there is no need to remove these
oscillations a priori. Note, in particular, that convergence in a Lebesgue measure does not preclude
these oscillations; these oscillations will persist even in the limit. The local oscillations in the
limiting solution are known as the Gibbs phenomenon.
Another important feature in compressible flows is the use of a conservative scheme, which
means that the conservation laws (mass, momentum and energy) are satisfied at the discrete level.
The Rankine–Hugoniot relations that relate discontinuities before and after a shock are essentially
a restatement of these conservation laws in the vicinity of the shock. Hence, by employing a
conservative scheme many of the continuous relations also hold true at the discrete level. This is
the main reason why finite volume methods are so popular in compressible flow dynamics, see for
instance [2–4].
The converse is, however, not true: conservative schemes are not necessary to converge to the
exact solution. Least-squares formulations are known to suffer from lack of conservation [5–8],
and it is therefore rather challenging to apply this weak formulation to problems that contain
discontinuous solutions (shocks, contact discontinuities).
1.2. Higher order/spectral
Very little work has been done on inviscid, compressible flow problems in the framework of
higher-order/spectral methods. The main reason why so little work has been done in this field
using spectral methods is mainly due to the appearance of shocks and contact discontinuities.
Spectral methods work best when the coefficients of the higher orthogonal basis functions in the
solution decay sufficiently fast [9], in which case exponential convergence to the exact solution
may result. The smoothness of the solution dictates the decay rate of the coefficients of the global
spectral basis functions, see, for example, Gottlieb and Hesthaven [10]. In case of discontinuous
solutions, the coefficients of the higher-order modes decay very slowly and the approximate solution
tends to oscillate in the vicinity of large gradients. These wiggles are prone to pollute the entire
computational domain. Damping or filtering of these unwanted oscillations is therefore required.
The application of spectral methods to non-linear hyperbolic equations has been mainly restricted
to one-dimensional model problems, such as the Burgers equation, see, for instance, [11–13] and
references therein.
1.3. Least-squares formulation
The least-squares formulation is gaining renewed interest due to some favorable properties.
The least-squares formulation often shows optimal convergence, in contrast to the conventional
Galerkin approximation which generally yields sub-optimal convergence rates. Furthermore, the
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least-squares formulation is inherently stable and does not require artificial dissipation/viscosity
to stabilize the scheme. In addition, a well-posed least-squares approximation always leads to
symmetric, positive definite (SPD) systems, which is very convenient from a computational
point of view since only half of the system matrix needs to be computed and SPD systems are
highly amenable to well-established iterative solvers such as the preconditioned conjugate gradient
algorithm.
Despite these attractive features, very little work has been done in the field of linear and non-
linear hyperbolic equations. In the least-squares finite element (LSFEM) framework work has been
done by Jiang [14]. The techniques investigated by Jiang are as follows:
1. The minimization of the residuals in the L1-norm, which has recently been addressed by
Guermond [15] and Guermond and Popov [16].
2. The iteratively reweighed LSFEM in which the least-squares functional is weighted by the
reciprocal of the residual to the power >1. The effect of this procedure is that regions with
high residuals are less emphasized in the minimization of the functional than regions with
small residuals.
3. Minimization in the H1-norm. By minimizing not only the residual but also its gradient in
the L2-norm, oscillations in the solution are suppressed.
4. A conservative formulation in which the fluxes are introduced as additional variables.
De Sterck et al. [17, 18] showed that the use of the conservative formulation employed by Jiang is
necessary for a proper description of non-linear hyperbolic equations. For the Burgers equation, it
is shown that the solution is not in H1, but the velocity–flux pair (u, f ) is a member of H(div).
This analysis has been used by De Maerschalck and Heinrichs in the least-squares spectral element
context [19–24].
Taghaddosi et al. [25, 26] applied the least-squares finite element formulation to the two-
dimensional Euler equations in combination with grid adaptation.
For a general overview of the least-squares formulation, the reader is referred to [14, 27] and
references therein.
1.4. Outline of this paper
In Section 2, the Euler equations describing an inviscid, compressible flow will be presented in
terms of conserved variables (mass, momentum and energy). In Section 3, the weak formulation
based on a least-squares approximation is presented. In Section 4, the time-stepping procedure is
discussed. A brief description of the spectral method used in this paper is described in Section 5.
In Section 6, results will be presented for a flow over a wedge and for subsonic, transonic and
supersonic flows in a channel over a circular bump. Concluding remarks are given in Section 7.
In Appendix A, the linearized Euler equations are given.
2. COMPRESSIBLE FLOWS
Compressible flows in the absence of dissipative terms are governed by the Euler equations. There
are several ways in which the Euler equations in differential form can be written, but only the
conservative form in terms of conservation quantities will be presented.
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The two-dimensional Euler equations in conservation form are given by

t
⎡
⎢⎢⎢⎢⎣

u
v
E
⎤
⎥⎥⎥⎥⎦+

x
⎡
⎢⎢⎢⎢⎢⎣
u
u2+ p
uv
u H
⎤
⎥⎥⎥⎥⎥⎦+

y
⎡
⎢⎢⎢⎢⎢⎣
v
uv
v2+ p
vH
⎤
⎥⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎣
0
0
0
0
⎤
⎥⎥⎥⎥⎦ (1)
These equations express conservation of mass, conservation of momentum in the x- and y-directions
and conservation of energy, respectively. Here  is the local density, p is the pressure and (u,v)
denotes the fluid velocity. The total energy per unit mass is denoted by E . The total energy can
be decomposed into internal energy e and the kinetic energy per unit mass
E =e+ 
2
(u2+v2)= p
−1 +

2
(u2+v2) (2)
where in the last equality we assume a calorically ideal, perfect gas. The total enthalpy, H , is
defined as
H = E + p

(3)
For steady flows, the enthalpy is constant along the streamlines.
If the spatial fluxes depend continuously on the conserved quantities u=(,u,v,E)T, we
can express the governing equation in non-conservative form as
ut+ A(u)ux + B(u)uy =0 (4)
where A(u) and B(u) are the Jacobian matrices, given in Appendix A.
An alternative formulation is obtained by writing the governing equations in terms of the
primitive variables u=(,u,v, p)T. However, application of this formulation to test problems for
which analytic solutions are available shows that this formulation introduces errors in the shock
position and the least-squares method converges to the wrong solution [28]. An example of such
errors will be given in Section 6.1. Therefore, in this paper only the Euler equations in terms of
the conserved variables will be considered.
3. THE LEAST-SQUARES FORMULATION
The least-squares formulation is based on the equivalence of the residual in a certain norm and the
error in an associated norm. If this equivalence is established, one aims to minimize the residual
norm which then provides an upper bound for the error in the associated norm.
In order to explain the method, consider the abstract differential equation given by
Lu = f, x ∈ (5)
with
Ru =g, x ∈⊂ (6)
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Here L denotes a linear (or linearized) partial differential operator, which for the linearized Euler
equations is given in Appendix A (see also [28]). R denotes a linear trace operator by which
Dirichlet boundary conditions are prescribed. The data f and g are known vectors. Without loss
of generality, we can set g=0.
If the problem is well posed, the operator (L,R) will be a continuous mapping from the under-
lying Hilbert space X = X () onto the Hilbert spaces Y =Y () and Z = Z(), with a continuous
inverse. Here ⊂ is the part of the boundary where boundary conditions are prescribed. This
can be expressed by the following inequalities:
C1‖u‖X‖Lu‖Y +‖Ru‖ZC2‖u‖X , ∀u ∈ X (7)
These inequalities establish norm equivalence between the residuals and the error. We assume that
the exact solution uex ∈ X , then by the linearity of L and R we have
C1‖u−uex‖X‖Lu− f ‖Y +‖Ru−g‖ZC2‖u−uex‖X , ∀u ∈ X (8)
These inequalities state that if the residuals of the differential equation measured in the Y -norm and
the traces measured in the Z -norm go to zero, the exact solution is approximated in the X -norm.
On the basis of this observation, we introduce the least-squares functional
I(u)= 12 (‖Lu− f ‖2Y +‖Ru−g‖2Z ), ∀u ∈ X (9)
Minimization of this functional with respect to u gives the weak formulation
(Lu,Lv)Y +W (Ru,Rv)Z =( f,Lv)Y +W (g,Rv)Z , ∀v∈ X (10)
Generally, the least-squares method is applied to overdetermined systems where one has more
equations than unknowns, see, for instance, [29]. The least-squares solution is the solution that
minimizes the residual in the L2-norm. By adding weights larger than one to some of the equations,
one can force the solution to reduce the residual for that particular equation. By taking a weight
smaller than one, one allows the residual of these particular equations to become larger. Here a
weighing factor W is inserted for the boundary terms, which allows one to increase or decrease
the contribution of the boundary residuals to the overall residual norm. In case the trial solution
satisfies the condition Ru =0, the boundary terms vanish from the weak formulation.
For numerical calculations, we need to restrict the infinite-dimensional space X to a finite-
dimensional subspace, denoted by Xh ⊂ X . Here h denotes a generic discretization parameter,
which in this paper will refer to the mesh size or the polynomial degree used in the approximation.
There are two issues that make the application of the least-squares formulation less straightfor-
ward when applied to transonic and supersonic inviscid flow calculations. The first point concerns
uniqueness and norm equivalence. In the Introduction, it was already mentioned that the Euler
equations allow for non-unique solutions; hence, assume that u1ex and u2ex are two such solutions,
then norm equivalence would imply that ‖u1ex−u2ex‖X =0, i.e. u1ex(x)=u2ex(x) almost everywhere.
These two solutions can only differ on a set of measure zero, whereas we know that the Euler
equations allow for solutions that differ much more than that. Therefore, we can conclude that
norm equivalence cannot hold for the Euler equations. De Maerschalck tried to resolve this non-
uniqueness by incorporating the entropy inequality in the least-squares formulation [19]. The
entropy condition is obtained by defining an entropy variable and taking the compressible Navier–
Stokes equations with vanishing dissipative terms, see, for instance, Tadmor [30] or the lecture
notes on entropy and partial differential equations (PDEs) by Evans [31]. The non-uniqueness
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problem is associated with the first inequality in (7); there is no C1>0 for which this inequality
holds.
The second issue concerns the second inequality in (7) when we take Y ()= L2(). The second
inequality can then be satisfied when X ()= H1(), but for transonic and supersonic flows which
contain shocks uex /∈ H1(). A shock is typically modeled as a discontinuous function the derivative
of which is a Dirac delta distribution which is not in L2(). Hence, the original discontinuous
function is not in H1(). As a result of the fact that the exact solution is not a member of the
functional space X = H1, the residual norm will increase upon mesh refinement. This phenomenon
was described by De Sterck et al. [18] and numerically reported by De Maerschalck for both h- and
p-refinements [22]. This phenomenon is also known under the name of Lavrentiev phenomenon,
see, for instance, [32].
Both issues—lack of coercivity and approximability—can be circumvented by considering a
regularized problem in which a certain amount of numerical dissipation is added to the governing
equations. These additional dissipative terms are incorporated through the time-stepping procedure
which will be explained in the following section.
4. TIME INTEGRATION
To iterate towards a steady-state solution a fully implicit backward Euler scheme is employed:

t
+  f ()
x
≈ 
n+1−n
t
+  f (
n+1)
x
(11)
Steady state is declared when |n+1−n|/ttol, for a given tolerance. This particular choice of
time stepping adds numerical dissipation to the scheme and modifies the convection speeds in the
problem. This can be seen by considering the following hyperbolic sample problem.
Suppose that we wish to discretize the hyperbolic equation

t
+ 
b
x
=0, b∈N\{0} (12)
If we apply a high-order spectral element method to the spatial derivatives and backward Euler
for the time derivative, the dominant term in the truncation error is due to the time stepping

t
+ 
b
x
≈ 
n+1−n
t
+ 
b
x
(13)
Now
n+1−n
t
= 
t
∣∣∣∣
t=tn+1
− t
2
2
t2
∣∣∣∣∣
t=tn+1
+O(t2) (14)
If we approximate the differential equation we have that
2
t2
= 
t
{

t
}
≈ 
t
{
−
b
x
}
=−b
b−1
t

x
−bb−1 
2
tx
(15)
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This term can be rewritten as
−b
b−1
t

x
−bb−1 
2
tx
≈ b(b−1)b−2 
b
x

x
−bb−1 
x
{
−
b
x
}
= b2(b−1)2b−3 
x

x
+b22b−2 
2
x2
(16)
Hence, we have that
2
t2
≈b2(b−1)2b−3
(

x
)2
+b22b−2 
2
x2
(17)
We can therefore express the equivalent differential equation as

t
+
{
bb−1−t
2
b2(b−1)2b−3 
x
}

x
= t
2
b22b−2 
2
x2
(18)
Hence, we see that backward Euler modifies the advection speed if b2 and introduces a certain
amount of dissipation for b1. These effects have been confirmed by Oldenziel [33], for the
Burgers equation (b=2) and a highly non-linear conservation law (b=5). The dissipative term
ensures that we converge to the entropy solution and suppresses oscillations in the vicinity of
shocks and contact discontinuities. However, the modified advection speeds may lead to incorrect
shock positions and shock strengths. The time step has to be chosen sufficiently large to provide
the required stabilization, and sufficiently small to converge to the correct solution. The amount of
dissipation in the final solution can be checked by looking at the entropy distribution, s = p−,
which should be constant over the entire domain except at shocks, where due to irreversible
processes in the shock the entropy should increase.
5. SPECTRAL ELEMENTS
Instead of seeking the minimizer over the infinite-dimensional space X we restrict our search to
a conforming subspace Xh ⊂ X by performing a domain decomposition where the solution within
each sub-domain is expanded with respect to a polynomial basis. The domain  is sub-divided
into K non-overlapping quadrilateral sub-domains k :
=
K⋃
k=1
k,
◦
k ∩
◦
l=∅, k 
= l (19)
Each sub-domain is mapped onto the unit cube [−1,1]d , where d =dim(). Within this unit cube
the unknown function is approximated by polynomials. In this paper a spectral element method
based on Legendre polynomials, Lk(x) over the interval [−1,1], is employed [34–36]. We define
the Gauss–Lobatto–Legendre (GLL) nodes by the zeros of the polynomial
(1−x2)L ′N (x) (20)
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and the Lagrange polynomials, hi (x), through these GLL points, xi , by
hi (x)= 1N (N +1)
(x2−1)L ′N (x)
L N (xi )(x −xi ) for i =0, . . . ,N (21)
where L ′N (x) denotes the derivative of the N th Legendre polynomial. For multi-dimensional
problems, tensor products of the one-dimensional basis functions are employed in the expansion of
the approximate solution. We can therefore expand the approximate solution in each sub-domain
in terms of a truncated series of these Lagrangian basis functions, which for d =2 yields
uN (x, y)=
N∑
i=0
N∑
j=0
uˆi j hi (x)h j (y) (22)
where the uˆi j ’s are to be determined by the least-squares method. Since we have converted a
general higher-order PDE to an equivalent first-order system, C0-continuity suffices to patch the
solutions on the individual sub-domains together.
The integrals appearing in the least-squares formulation, (10), are approximated by Gauss–
Lobatto quadrature ∫ 1
−1
f (x)dx ≈
P∑
i=0
f (xi )wi (23)
where wi are the GL weights given by
wi = 2P(P +1)
1
L2P(xi )
, i =0, . . . , PN (24)
It has been shown in [37] that it is beneficial for non-linear equations possessing large gradients
to choose the integration order P higher than the approximation of the solution, N .
6. RESULTS
In this section, two test cases will be discussed. This first test case is a supersonic flow over a
wedge for which the exact shock position and strength are known analytically. The second test
problem is the compressible flow over a circular bottom bump. All calculations were run with a
specific heat ratio of =1.4 based on the scaled specific heats of cp =1.4 and cv =1.
6.1. Supersonic flow over a wedge
This test case consists of a two-dimensional channel flow over a wedge which has an angle of 5◦
starting at x =1. A sketch of the geometry can be seen in Figure 1.
At the inflow boundary (x =0), the flow is parallel to the x-axis and the flow properties are
given by =1.4, p=1 and M =2. An inviscid slip boundary is used for the upper and lower walls
of the channel. Since the outflow is supersonic, no boundary conditions are applied at the outflow
boundary. The solution for the flow behind the shock is ≈1.702 and M ≈1.821. The angle of
the induced shock with the free stream is ≈34.3◦.
Taking a 4×3 mesh and using a time step of t =0.2, the solution to the Euler equations
is calculated for several polynomial degrees. Figure 2 shows a close-up of the density  at the
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(a) (b)
Figure 1. The geometry (a) and the boundary conditions (b) used for flow over wedge.
(a) (b)
Figure 2. Close-up of the density  in vicinity of the exact shock position for different polynomial orders:
(a) conserved variables and (b) primitive variables.
outlet boundary in the vicinity of the shock for both primitive and conserved variables for several
polynomial degrees. In the conservative-variable case, the shock converges to the correct solution.
In the primitive-variable case, it does not. This is illustrated in Figure 2.
6.1.1. p-Convergence. The p-convergence study is conducted using a constant time step t =0.2
on a 4×3 mesh. Figure 3 shows the density  at the outlet boundary, x =4, for different polynomial
degrees. As the polynomial degree increases, the shock is resolved more sharply and the gradient
of the numerical solution steepens. The strength of the shock seems to be equal to that of the exact
solution.
Figure 4 shows the residual and the errors in the L2-norm. The residual in the L2-norm increases
as the polynomial degree increases. This is a result of the fact that the exact residual is not square
integrable and therefore the residual norm should diverge as we approximate the exact solution,
see Section 3 for an explanation of this phenomenon. The errors for each variable decrease in the
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(a) (b)
(c) (d)
Figure 3. The density at the outlet boundary for the p-convergence on a 4×3 mesh using t =0.2:
(a) P =6; (b) P =8; (c) P =10; and (d) P =12.
L2-norm as the polynomial degree increases. Note that the error only decreases algebraically due
to the limited regularity of the exact solution.
6.1.2. h-Convergence. For this test case, the h-convergence study has been conducted at a constant
time step, t =0.2. Starting from a 4×3 mesh, the number of elements is increased to 108 on
a 12×9 mesh using a polynomial degree N =4. The integration order is chosen equal to the
polynomial order. Figure 5 shows the density at the outlet boundary, x =4, for different meshes.
Although the oscillations pollute the entire outflow, the oscillatory behavior is generally much
more local than the Galerkin methods, see, for instance, [20].
The residual and the errors in the L2-norm are shown in Figure 6. The residual norm increases as
the number of elements increases as explained in Section 3. The rate of convergence as a function
of the degrees of freedom is governed by the smoothness of the exact solution and is therefore
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(a) (b)
Figure 4. Residuals (a) and errors (b) in the L2-norm of the p-convergence on a 12-element
mesh using a time step of t =0.2.
equal to the rate of convergence found with p-refinement. By rate of convergence, we mean the
L2-norm of the error as a function of the number of degrees of freedom.
6.2. Compressible flow over a circular bump
In this section, results are given for the flow over a circular bump in a two-dimensional channel.
Results will be given for subsonic flow, M∞ =0.5, transonic flow, M∞ =0.85 and supersonic flow,
M∞ =1.4. This is a difficult test problem over the entire Mach range for spectral methods due to
the presence of stagnation points at the leading and trailing edge of the bump.
6.2.1. General geometry and boundary conditions. The general geometry for the channel flow
with a circular bump is shown in Figure 7. The bump is modeled by curved elements using
the transfinite mapping by Gordon and Hall [38]. In the transfinite mapping, all sides of the
quadrilateral element are parameterized
xb(), xt(), −11, xl(), xr(), −11
where the subscripts b, t, l and r refer to the bottom, top, left and right boundaries in the logical
domain (,)∈[−1,1]2, respectively.
The transfinite mapping is then given by
x(,)= (1−)xb()+xt()+(1−)xl()+xr()
−{xt(1)+(1−)xb(1)
+(1−)xt(0)+(1−)(1−)xb(0)} (25)
In this paper, for the parameterizations for the sides only straight lines and circular arcs are used.
All length and height parameters of the channel will be scaled to the chord length c of the bump.
Uniform inflow conditions will be applied and along all walls the normal velocity will be set to
zero. At the bump, the normal velocity is weakly imposed, see (10). All other boundary conditions
are imposed strongly.
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(a) (b)
(c) (d)
Figure 5. The density at the outlet boundary for the h-convergence, t =0.2: (a) 12 elements; (b) 48
elements; (c) 70 elements; and (d) 108 elements.
The entropy variation s in the domain is calculated with the freestream entropy as a reference:
s = sˆ− sˆ∞
sˆ∞
, where sˆ = p− (26)
6.2.2. Results for subsonic flow. The solution to the subsonic flow problem will not contain shocks,
which allows us to assess the influence of the time step, the weighing of the weak boundaries and
the mesh on the resolution of the stagnation points at the leading and the trailing edges of the
bump.
To test a subsonic flow problem, the chord length of the bump is set at c=1. The length of the
channel is three times the chord length, whereas the height is set equal to the chord length. The
height of bump is 10% of the chord length. The mesh contains 33 elements (Figure 8) and
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(a) (b)
Figure 6. Residuals (a) and errors (b) in the L2-norm for the h-convergence.
Figure 7. The general geometry of the two-dimensional channel with a circular bump.
Figure 8. The mesh used for the subsonic test case. The height of the bump is 10% of the
chord length and 33 elements are used.
the polynomial degree chosen is N =6. An integration order P =8 is chosen, see (23). De
Maerschalck and Gerritsma [37] demonstrated that over-integration is beneficial for non-smooth
problems to account for the slowly decaying higher-order modes in the system.
At the outflow boundary, the exit pressure is set at p=1. At the inflow boundary, the density
is prescribed and set at =1.4; the velocity components are fixed at u =0.5 and v=0.
Figure 9 shows the influence of the time step on the Mach number along the lower wall.
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(a) (b)
Figure 9. (a) The Mach number and (b) entropy distribution for the subsonic flow and boundary
weight W =1 for different time steps.
Figure 10. Pressure contours for the subsonic flow with boundary weight W =1 and t =0.1.
(a) (b)
Figure 11. (a) The Mach number and (b) entropy distribution for the subsonic flow using
different boundary weights for t =0.1.
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We see that if the time step is reduced, the artificial diffusion also becomes smaller yielding
higher Mach number at the crest of the bump. The change in entropy reduces from 2% for t =0.5
to 1% for t =0.1. Pressure contours are given in Figure 10.
Figure 11 shows the influence of the weighing factor W , (10), on the Mach number and entropy
distributions along the lower wall for t =0.1.
The influence of the mesh is assessed by refining the mesh around the stagnation point. The
refined mesh consists of 72 elements, Figure 12. The results for a polynomial degree N =4,
integration order P =5, time step t =0.05 and weight factor W =1 along the lower wall are
displayed in Figure 13. This figure shows that the resolution of the stagnation points is more
(a)
(b)
Figure 12. Refined mesh near stagnation points consisting of 72 spectral elements of polynomial
degree N =4: (a) spectral element mesh (modified mesh) and (b) close-up details of near the
bump: spectral elements with GL grid.
(a) (b)
Figure 13. (a) The Mach number and (b) entropy distribution for the subsonic flow on a refined mesh.
Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 57:1371–1395
DOI: 10.1002/fld
1386 M. I. GERRITSMA ET AL.
pronounced and the flow almost retains its inflow Mach number after the bump. The entropy
change remains very small over the bump and the artificial entropy increase is restricted to the
location of the stagnation points. Note that the deteriorating influence of the stagnation points is a
result of the fact that a fully C0 nodal approximation was used in this work. Ways to reduce (or
even avoid) the influence of the stagnation points are the use of a staggered spectral element grid
as described by Kopriva [39] or the use of a discontinuous spectral element formulation [40, 41].
6.2.3. Results for transonic flow. To investigate the transonic flow over a bump, the geometry
is the same as that for the transonic flow problems described by Spekreijse [42] and Rizzi and
Viviand [43].
As in the subsonic case, the chord length of the bump is c=1. The length of the channel,
however, is 5 times the chord length and the height is set at 2.073 times the chord length. The
height of the bump is 4.2% of the chord length. The mesh used for this test case is shown in
Figure 14. The polynomial degree is N =5, whereas the integration order is P =6.
In Figure 15, the Mach contours at an inflow Mach number of M =0.85 and a time step of
t =0.075 are compared with the finite volume results produced by Spekreijse [42].
Figure 14. The mesh used for the transonic test case. The height of the bump is 4.2% of
the chord length and 100 elements are used.
Figure 15. Comparison of the iso-Mach lines for transonic flow, M =0.85, obtained by LSQSEM (green)
and finite volume method by Spekreijse [42] (black).
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The shock is positioned at approximately 86% of the bump with the Mach number just upstream
of the shock being M ≈1.32. These results are quantitatively in agreement with the finite volume
results obtained by Spekreijse. In Figure 16, the Mach number distribution along the lower wall of
the channel is shown. The shock is well captured and the Mach number drops from approximately
1.32 to 0.8 through the shock. This shock strength agrees with analytical shock relations, assuming
a normal shock at the bump
M2 =
√
2+(−1)M21
1+2M21 −
, so M1 =1.32 ⇒ M2 ≈0.78 (27)
6.2.4. Results for supersonic flow. The geometry used for the supersonic test case is similar to that
considered for the subsonic flow test case. The only difference is the height of the bump which is
4% of the chord length for this test case. The mesh has a total of 120 elements as can be seen in
Figure 17.
At inflow, the density is set to =1.4 and the pressure to p=1. The Mach number of the flow
at the inlet boundary is M =1.4.
Figure 16. Comparison of the Mach number along the lower wall of the channel for a M =0.85 flow
with a 4.2% bump using a time step of t =0.075 between LSQSEM solution (green line) and the finite
volume results obtained by Spekreijse [42] (black line).
Figure 17. The mesh used for the supersonic test case. The height of the bump is 4% of the
chord length and 120 elements are used.
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Figure 18. Iso-Mach lines and shock structure obtained by LSQSEM (green)
and finite volume method by Spekreijse [42].
Figure 19. Comparison of the Mach number along the lower wall of the channel for a M =1.4 between
LSQSEM (green line) and the finite volume method by Spekreijse [42].
At the leading edge of the bump, a shock develops and runs into the domain until it is reflected
by the upper wall. At the trailing edge also a shock originates at a slightly smaller angle than the
shock at the leading edge. In the region behind the bump, the two shocks collide and then merge
into a single shock. The iso-Mach contours for this test case are shown in Figure 18 together with
the results obtained by Spekreijse [42]. This figure reveals that the shock structures over the bump
agree.
The Mach number distribution along the lower wall is shown in Figure 19.
7. CONCLUSIONS
This paper described the least-squares spectral element formulation in which time stepping was
used to reach steady-state solutions. The time integration method provides artificial diffusion which
suppresses the oscillations in the vicinity of discontinuities. The time step should be chosen small
enough to capture the large gradients in the flow and to avoid a dominant influence on the advection
speeds.
The method was applied to inviscid, compressible flows governed by the Euler equations. For
the wedge problem, it is demonstrated that a formulation in terms of conserved variables leads to
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the correct shock position, whereas a formulation in terms of primitive variables yields a shock
position that deviates from the correct shock position.
For the subsonic flow over a circular bump, the influence of the time step, boundary weighing
and the grid has been assessed to resolve the stagnation points at the leading and trailing edges of
the bump. The entropy should be constant in this test case. By taking a smaller time step, different
boundary weights or by refining the mesh around the stagnation points, the influence of these
stagnation points on the solution in the interior of the computational domain is reduced.
In the transonic and supersonic test cases, over a circular bump shocks develop. Direct compar-
ison with results from literature demonstrates that the LSQSEM method is capable of solving these
types of flow problems.
APPENDIX A: LINEARIZED EULER
The two-dimensional Euler equations in conservation form are given by
Ut+F(U)x +G(U)y =0
Here U=(,u,v,E)T is a vector containing the conserved variables and the flux vectors F
and G are
F=
⎡
⎢⎢⎢⎢⎢⎣
u
u2+ p
uv
u H
⎤
⎥⎥⎥⎥⎥⎦ , G=
⎡
⎢⎢⎢⎢⎢⎣
v
uv
v2+ p
vH
⎤
⎥⎥⎥⎥⎥⎦ (A1)
The total energy E and total enthalpy H are given by
E = p
−1 +
1
2
(u2+v2), H = E + p

(A2)
The Euler equation in non-conservation form but in terms of the conserved quantities is given by
Ut+A(U)Ux +B(U)Uy =0 (A3)
where the Jacobian matrices A(U) and B(U) are given by
A=
⎡
⎢⎢⎢⎢⎣
A00 A01 A02 A03
A10 A11 A12 A13
A20 A21 A22 A23
A30 A31 A32 A33
⎤
⎥⎥⎥⎥⎦ (A4)
B=
⎡
⎢⎢⎢⎢⎣
B00 B01 B02 B03
B10 B11 B12 B13
B20 B21 B22 B23
B30 B31 B32 B33
⎤
⎥⎥⎥⎥⎦ (A5)
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with
A00 =0, A01 =1, A02 =0, A03 =0
A10 = (−3)2
(u)2
2
+ (−1)
2
(v)2
2
A11 =−(−3) (u)

, A12 =−(−1) (v)

, A13 =(−1)
A20 =− (u)(v)
2
, A21 = (v)

, A22 = (u)

, A23 =0
A30 =− (u)(E)
2
+(−1) (u)
3
3
+(−1) (u)(v)
2
3
A31 = (E)

−3 (−1)
2
(u)2
2
− (−1)
2
(v)2
2
, A32 =−(−1) (u)(v)
2
, A33 = (u)

B00 =0, B01 =0, B02 =1, B03 =0
B10 =− (u)(v)
2
, B11 = (v)

, B12 = (u)

, B13 =0
B20 = (−3)2
(v)2
2
+ (−1)
2
(u)2
2
, B21 =−(−1) (u)

, B22 =−(−3) (v)

, B23 =(−1)
B30 =− (v)(E)
2
+(−1) (v)
3
3
+(−1) (v)(u)
2
3
, B31 =−(−1) (v)(u)
2
B32 = (E)

−3 (−1)
2
(v)2
2
− (−1)
2
(u)2
2
, B33 = (v)

Linearization of these non-linear expressions with respect to the primitive variable (,u,v,E)
gives the linearized operator L.
Therefore, the linearized Jacobian matrices for the Euler equations in terms of conserved quan-
tities can be expressed as
Ut+L0U+L1Ux +L2Uy =0
where
L0 =
⎡
⎢⎢⎢⎢⎢⎢⎣
L000 L
01
0 L
02
0 L
03
0
L100 L
11
0 L
12
0 L
13
0
L200 L
21
0 L
22
0 L
23
0
L300 L
31
0 L
32
0 L
33
0
⎤
⎥⎥⎥⎥⎥⎥⎦
(A6)
with
L000 =0, L010 =0, L020 =0, L030 =0
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L010 = (3−)
[
(u)20
30
0
x
− (u)0
20
(u)0
x
]
+(1−)
[
(v)20
30
0
x
− (v)0
20
(v)0
x
]
+
[
2
(u)0(v)0
30
0
y
− (u)0
20
(v)0
y
− (v)0
20
(u)0
y
]
L110 =(3−)
[
1
0
(u)0
x
− (u)0
20
0
x
]
+
[
1
0
(v)0
y
− (v)0
20
0
y
]
L120 =(1−)
[
1
0
(v)0
x
− (v)0
20
0
x
]
+
[
1
0
(u)0
y
− (u)0
20
0
y
]
L130 =0
L200 =
[
2
(u)0(v)0
30
0
x
− (u)0
20
(v)0
x
− (v)0
20
(u)0
x
]
+(1−)
[
(u)20
30
0
y
− (u)0
20
(u)0
y
]
+(3−)
[
(v)20
30
0
y
− (v)0
20
(v)0
y
]
L210 =
[
1
0
(v)0
x
− (v)0
20
0
x
]
+(1−)
[
1
0
(u)0
y
− (u)0
20
0
y
]
L220 =
[
1
0
(u)0
x
− (u)0
20
0
x
]
+(3−)
[
1
0
(v)0
y
− (v)0
20
0
y
]
L230 =0
L300 = 
[
2
(u)0(E)0
30
0
x
− (u)0
20
(E)0
x
− (E)0
20
(u)0
x
]
+3(1−)
[
(u)30
40
0
x
− (u)
2
0
30
(u)0
x
]
+(1−)
[
3
(u)0(v)20
40
0
x
−2 (u)0(v)0
30
(v)0
x
− (v)
2
0
30
(u)0
x
]
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+
[
2
(v)0(E)0
30
0
y
− (v)0
20
(E)0
y
− (E)0
20
(v)0
y
]
+3(1−)
[
(v)30
40
0
y
− (v)
2
0
30
(v)0
y
]
+(1−)
[
3
(v)0(u)20
40
0
y
−2 (v)0(u)0
30
(u)0
y
− (u)
2
0
30
(v)0
y
]
L310 = 
[
1
0
(E)0
x
− (E)0
20
0
x
]
+3(1−)
[
(u)0
20
(u)0
x
− (u)
2
0
30
0
x
]
+(1−)
[
(v)0
20
(v)0
x
− (v)
2
0
30
0
x
]
+(1−)
[
(v)0
20
(u)0
y
+ (u)0
20
(v)0
y
−2 (v)0(u)0
30
0
y
]
L320 = 
[
1
0
(E)0
y
− (E)0
20
0
y
]
+3(1−)
[
(v)0
20
(v)0
y
− (v)
2
0
30
0
y
]
+(1−)
[
(u)0
20
(u)0
y
− (u)
2
0
30
0
y
]
+(1−)
[
(u)0
20
(v)0
x
+ (v)0
20
(u)0
x
−2 (u)0(v)0
30
0
x
]
L330 =
[
1
0
(u)0
x
− (u)0
20
0
x
]
+
[
1
0
(v)0
y
− (v)0
20
0
y
]
And
L1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
L001 L
01
1 L
02
1 L
03
1
L101 L
11
1 L
12
1 L
13
1
L201 L
21
1 L
22
1 L
23
1
L301 L
31
1 L
32
1 L
33
1
⎤
⎥⎥⎥⎥⎥⎥⎦
(A7)
with
L001 =0, L011 =1, L021 =0, L031 =0
L101 =
(−3)
2
(u)20
20
+ (−1)
2
(v)20
20
Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 57:1371–1395
DOI: 10.1002/fld
LSQSEM APPLIED TO EULER EQUATIONS 1393
L111 =(3−)
(u)0
0
, L121 =(1−)
(v)0
0
, L131 =(−1)
L201 =−
(u)0(v)0
20
, L211 =
(v)0
0
, L221 =
(u)0
0
, L231 =0
L301 =(−1)
[
(u)30
30
+ (u)0(v)
2
0
30
]
− (u)0(E)0
20
L311 =
(E)0
0
+ (1−)
2
[
3
(u)20
20
+ (v)
2
0
20
]
, L321 =(1−)
(u)0(v)0
20
, L331 =
(u)0
0
And
L2 =
⎡
⎢⎢⎢⎢⎢⎣
L002 L
01
2 L
02
2 L
03
2
L102 L
11
2 L
12
2 L
13
2
L202 L
21
2 L
22
2 L
23
2
L302 L
31
2 L
32
2 L
33
2
⎤
⎥⎥⎥⎥⎥⎦ (A8)
with
L002 =0, L012 =0, L022 =1, L032 =0
L102 =−
(u)0(v)0
20
, L112 =
(v)0
0
, L122 =
(u)0
0
, L132 =0
L202 =
(−1)
2
(u)20
20
+ (−3)
2
(v)20
20
L212 =(1−)
(u)0
0
, L222 =(3−)
(v)0
0
, L232 =(−1)
L302 =(−1)
[
(v)30
30
+ (v)0(u)
2
0
30
]
− (v)0(E)0
20
, L312 =(1−)
(v)0(u)0
20
L322 =
(E)0
0
+ (1−)
2
[
3
(v)20
20
+ (u)
2
0
20
]
, L332 =
(v)0
0
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