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José Carlos Martinhago e Eide Zanella Martinhago,
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APÊNDICE E - ARQUIVOS DE SAÍDA DO TESTE FINAL 68
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Resumo
A qualidade de dados é um tema que cresce em importância a medida que aumentam em
número e volume as bases de dados existentes. Entre os seus principais desafios está a
deduplicação, que busca reduzir a existência de registros distintos na base que representam
a mesma entidade do mundo real. Outro desafio igualmente importante é o desempenho,
visto que o problema envolve a comparação entre milhões de registros. O ambiente FEBRL
foi desenvolvido com o objetivo de apoiar as tarefas de deduplicação usando paralelismo.
Este trabalho apresenta um estudo do ambiente FEBRL e as adaptações que foram feitas
neste ambiente para que trabalhasse corretamente com conjunto de dados brasileiros,
pois ele está padronizado para ser usado em conjunto de dados australianos. Devido
a importância do paralelismo no processo de deduplicação de registros, é apresentado




The data quality is a theme that becomes more important as long as the quantity and
volume of the extand databases increase. Among its major challenges is the deduplicate,
which seeks for reduction of the distinct records in the base, but represents the same entity
of the real world. Another challenge as important as the first one is the performance,
since the problem involves the comparison between bases with millions of the records.
The FEBRL environment was developed with the purpose of supporting the deduplicate
tasks using parallelism. This research presents a study about the FEBRL environment
and the adaptation that was made in this environment to make it work properly together
with Brazilians data sets, because it is standardized to be used with Australians data sets.
And due to the importance of the parallelism in the deduplicate process of the records, we
also decided to present in this research the functioning of the parallelism in the FEBRL




O crescimento das tecnologias nos últimos 20 anos fez com que uma infinidade de bytes
fossem criados, tratados e armazenados por diferentes organizações e empresas. No ińıcio,
sua principal preocupação relacionava-se aos custos associados com o armazenamento de
dados e informações.
Hoje existe uma preocupação maior com a incerteza a respeito da qualidade de dados,
pois uma qualidade de dados ruim significa que a informação é imprecisa. Informações
imprecisas podem significar desperd́ıcio de dinheiro e de recursos.
Como sintomas de uma baixa qualidade de dados podemos citar: relatórios impreci-
sos, pedidos reprocessados, custos de compras superiores à média do mercado, desembolso
inesperado de caixa, duplicação de informações, reclamação de clientes ou colaboradores,
desperd́ıcio de dinheiro com mala direta e telemarketing entre outros. Essa baixa quali-
dade de dados prejudica uma organização em todos os sentidos, tanto internamente (ex:
desperd́ıcio) quanto externamente (ex: relação com clientes).
Um estudo da PrinceWaterhouse Coopers, dispońıvel em [12] foi feito com 600 em-
presas americanas, inglesas e australianas. Esse estudo revelou que cerca de 75% delas
tiveram problemas inesperados em decorrência da baixa qualidade de dados. O The Data
Warehousing Institute (TDWI) estimou que a baixa qualidade dos dados de clientes das
organizações americanas gera custos de 611 bilhões de dólares por ano.
O problema da qualidade de dados começou a ser foco do desenvolvimento de sistemas
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espećıficos na década de 80, quando surgiu a primeira geração de ferramentas espećıficas
para resolvê-lo. Foi a partir dáı que surgiram termos como ‘limpeza de dados’, ‘duplicação’
e ‘higienização de banco de dados’, e também de metodologias para eliminar dados re-
dundantes entre outros. Assim, tem-se a utilização destes procedimentos para normatizar
e padronizar dados, efetuar correções, validações e certificações de endereços, deixando o
Banco de Dados coerente e consistente.
Um dos principais problemas em qualidade de dados é a duplicação de registros, prin-
cipalmente duplicação de registros aproximados, ou seja, registros que não são sintatica-
mente iguais, mas que representam a mesma entidade no mundo real e onde um único
identificador não está dispońıvel. Duplicação de registros aproximados acontece quando
mais de um registro corresponde a mesma pessoa em um cadastro de clientes por exemplo.
A solução para este problema tem se tornado uma tarefa muito importante em qualidade
de dados e vem sendo foco de muitas pesquisas nos últimos anos.
A duplicação de registros em um conjunto de dados pode acontecer por várias razões:
erro de digitação, falta de padrão das abreviações (ex: R ou Rua para cadastrar um
endereço; Dr ou Doutor usado em titulação), erro na entrada dos dados (ex: o dado pode
ser digitado, capturado via reconhecimento de fala automático), entre outros.
A maioria dos erros contidos em um conjunto de dados são erros de digitação, ou seja,
erros tipográficos. Um estudo feito em [11] descobriu que 80% dos erros tipográficos são
erros simples como inserção, remoção ou substituição de um caractere ou a troca de dois
caracteres adjacentes.
Uma das soluções encontradas na literatura para resolver o problema de duplicação de
registros é a aproximação de registros. Trata-se do processo de comparação de registros em
um (deduplicação) ou mais (record linkage) conjuntos de dados no esforço de determinar
quais pares de registros representam a mesma entidade do mundo real [13]. O processo de
aproximação de registros somente detecta os registros que se referem a mesma entidade
(posśıveis duplicados), este processo não elimina os mesmos.
A idéia da aproximação probabiĺıstica de registros foi introduzida por NewCome e
Kennedy [20] em 1962 enquanto a fundamentação teórica foi produzida por Fellegi e
3
Sunter em 1969 [14]. A idéia básica é juntar registros por comparações de atributos
comuns, que inclui identificadores pessoais (como nome, data de nascimento ou idade) e
informações demográficas (como endereço ou cidade) [10].
Como exemplo para o uso de record linkage temos: um escritório de contabilidade
que pode identificar se uma pessoa está registrada em múltiplos benef́ıcios. Um exemplo
interessante seria verificar dois conjuntos de dados, um com dados referentes a imposto de
renda e outro com dados de pessoas cadastradas no projeto bolsa famı́lia. Seria posśıvel
usar record linkage para verificar se a pessoa que ganha bolsa famı́lia faz parte do conjunto
de dados dos contribuintes do imposto de renda.
Neste trabalho foi utilizado apenas a deduplicação de registros, pois visa detectar
registros duplicados em apenas um conjunto de dados.
São vários os algoritmos que se propõem a resolver o problema de duplicação de
registros aproximados, mas dos algoritmos, frameworks e ambientes pesquisados, apenas
o ambiente FEBRL propõe uma solução paralela, diminuindo assim o tempo de execução.
O ambiente de software FEBRL (Freely Extensible Biomedical Record Linkage), que
foi desenvolvido na Austrália, tem como principal objetivo detectar registros relacionados
com a mesma entidade no mundo real em um ou mais conjuntos de dados. A vantagem
de se usar este ambiente para resolver o problema de detecção de registros é que ele é um
sistema robusto, multiplataforma e pode ser executado paralelamente usando a tecnologia
de clusters, workstations, entre outros.
Um problema observado em se usar a versão atual do FEBRL está no fato dele ser
padronizado para trabalhar com o modelo australiano de identificação de pessoas. Isso
dificulta a remoção dos registros duplicados no Brasil porque a escrita é realizada de forma
diferente entre os páıses e o FEBRL segue toda uma estrutura de funcionamento que será
mostrada no caṕıtulo 3, tornando a detecção de registros duplicados complexa e ineficiente.
Por exemplo, um endereço no estilo australiano seria ‘17 epping street Smithfield ’, ou seja
número da residência, nome do logradouro, tipo do logradouro (street, avenue) e cidade.
Um exemplo de endereço no estilo brasileiro seria ‘Rua João Itiberê 295, Curitiba’, ou seja,
tipo do logradouro (rua, avenida), nome do logradouro, número da residência e cidade. Na
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hora de executar a deduplicação, o sistema analisa a seqüência definida como se fosse do
tipo australiana, que é totalmente diferente da brasileira, tornando o resultado impreciso.
O objetivo deste trabalho é mostrar uma solução de detecção de registros duplicados
aproximados em conjunto de dados brasileiros usando o ambiente de software FEBRL.
Para isso, algumas adaptações foram feitas neste ambiente de software para que o FEBRL
fosse ajustado as necessidades dos conjuntos de dados brasileiros.
Inicialmente foi realizado um estudo da linguagem de programação Phyton, que é
usada no código fonte do FEBRL. Em seguida foi realizado um estudo no código fonte
dos módulos do ambiente FEBRL para saber como é o funcionamento, a padronização e
aproximação dos registros, e por fim, foram realizadas as modificações necessárias.
Como estudo de caso para mostrar a viabilidade do uso do ambiente de software
FEBRL brasileiros foi utilizado um conjunto de dados do Sistema de Bibliotecas da Uni-
versidade Federal do Paraná (SIBI-UFPR). Este conjunto de dados contém o cadastro
dos alunos no sistema de bibliotecas da universidade.
Uma solução para o problema de duplicação de registros é de suma importância para
organizações de todos os tipos que estão à procura de uma boa qualidade de dados,
pois o problema de duplicação de dados aproximados pode atrapalhar no processo de
qualidade da organização. E hoje, a qualidade é um fator competitivo no mercado para
as organizações.
1.1 Organização do Trabalho
O trabalho está dividido da seguinte forma: no caṕıtulo 2 serão apresentados os conceitos
relativos a qualidade de dados; o caṕıtulo 3 trata do funcionamento do pacote de soft-
ware FEBRL; o caṕıtulo 4 mostra como usar o ambiente FEBRL para buscar registros
duplicados em conjunto de dados brasileiros e apresenta o estudo de caso; o caṕıtulo 5
descreve com é o funcionamento do paralelismo no FEBRL e os problemas encontrados;
no caṕıtulo 6 são descritos a conclusão e os trabalhos futuros.
Caṕıtulo 2
Qualidade de Dados
Comparando com os conceitos de Banco de Dados como segurança e integridade, que
tem sido estudado em detalhes desde a introdução da tecnologia de Banco de Dados
Relacionais, a noção de qualidade de dados apareceu somente durante os últimos 20 anos
e mostra um firme aumento no interesse [15].
Esse aumento no interesse pela questão da qualidade de dados é devido à sua im-
portância dentro da organização, a falta de qualidade de dados pode atrapalhar o desen-
volvimento e o crescimento da organização. Entre os problemas que a falta de qualidade
pode trazer podemos citar a falta de confiança do cliente, tomadas de decisões equivoca-
das, perda de oportunidades de negócios, entre outros.
O termo “qualidade de dados” relaciona-se a vários conceitos, tornando dif́ıcil sua
definição. Segundo [5], qualidade de dados é a descrição de um dado completo, consistente,
exato e preciso. Além disso, a qualidade de dados pode ser descrita com base no que é
bom o suficiente para nossas necessidades, ou seja, qualidade de dados é simplesmente
garantir que esses dados atendam as necessidades do negócio, onde são utilizados.
Existem dois tipos de avaliações da qualidade de dados que podem ser feitas em Banco
de Dados: a avaliação quantitativa (ou objetiva) e a avaliação qualitativa (ou subjetiva)
[25].
Na avaliação quantitativa, o grau de qualidade depende somente do dado que esta
sendo observado e não do ponto de vista do observador. Geralmente este tipo de avaliação
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é realizado por ferramentas automatizadas.
Na avaliação qualitativa, o grau de qualidade depende do ponto de vista do observa-
dor e também dos dados que estão sendo observados. Esta avaliação pode ser feita por
especialistas ou usuários do Banco de Dados ou em conjunto com o uso de ferramentas
automatizadas.
2.1 Aproximações para o Estudo de Qualidade de Dados
As pesquisas sobre qualidade de dados apresentam diferentes abordagens quanto a de-
finição dos atributos para a avaliação da qualidade [2]. Três aproximações são usadas na
literatura [29]: intuitiva, teórica e emṕırica.
2.1.1 Aproximação Intuitiva
A aproximação intuitiva é realizada quando a seleção dos atributos de qualidade de dados
para algum estudo particular é baseado em experiências de pesquisas ou conhecimen-
tos intuitivos sobre quais atributos são importantes [29]. A maioria dos estudos sobre
qualidade de dados se encaixa nesta aproximação.
A vantagem de se usar uma aproximação intuitiva está em cada estudo poder selecionar
os atributos mais relevantes para seus objetivos particulares [29].
Entre os atributos convencionais, também chamados de métricas de qualidade de da-
dos, freqüentemente encontrados na literatura podem ser citados:
• acurácia (precisão): o grau de exatidão e precisão com que os dados de interesse do
mundo real são representados em um sistema de informação;
• completeza: porcentagem de elementos de dados que tem valores instanciados;
• atualidade: o grau de identificação para saber se o dado gravado é atual;
• consistência: porcentagem de valores combinados entre tabelas/registros/arquivos;
• validação: porcentagem de dados que possuem valores que condizem com seu res-
pectivo domı́nio de valores permitidos.
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Segundo [5], geralmente, o uso de atributos para determinar a qualidade de dados
requer a execução de cinco atividades principais:
1. Determinar a abordagem a ser usada para medir qualidade de dados;
2. Aplicar o conjunto de regras aos arquivos/tabelas/registros que devem ser validados;
3. Indicar dados suspeitos em relatório de erros;
4. Validar e refinar o conjunto de regras;
5. Desenvolver relatórios de métricas para categorizar os problemas de qualidade de
dados.
Esse ciclo de atividades pode ser realizado de uma forma geral, independente do meca-
nismo usado para implementar qualidade de dados. O que deve ser realizado com cuidado
é a definição do conjunto de regras a serem usadas [5].
2.1.2 Aproximação Teórica
Uma aproximação teórica para qualidade de dados foca em como os dados podem tornar-
se deficientes durante o processo de produção dos dados [29]. Embora essa aproximação
seja freqüentemente recomendada, as pesquisas oferecem poucos exemplos.
2.1.3 Aproximação Emṕırica
Uma aproximação emṕırica para análise de qualidade de dados determina as carac-
teŕısticas que os clientes usam para avaliar se dados são adequados para serem usados
em suas tarefas [29]. Por isso, essas caracteŕısticas não podem ser teoricamente determi-
nadas ou intuitivamente selecionadas pelos pesquisadores.
2.2 Avaliação da Qualidade de Dados
Medir qualidade de dados é determinar a natureza e magnitude exata dos problemas dos
dados a partir de valores armazenados nas tabelas/arquivos de uma aplicação [28].
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Segundo [23], a qualidade de dados é medida de acordo com as visões apresentadas por
uma informação do sistema e o mesmo dado no mundo real. Um sistema de qualidade de
dados 100%, ou seja com qualidade total, indica que as visões de dados estão de perfeito
acordo com o mundo real e uma avaliação de qualidade de 0%, indica uma qualidade
de dados muito ruim, quando a maioria dos registros cadastrados não representam as
respectivas entidades do mundo real. A real dificuldade em qualidade de dados está
na mudança, pois os dados em nosso Banco de Dados são estáticos enquanto os dados
referentes no mundo real são dinâmicos. Essa mudança faz com que os dados em nosso
Banco de Dados acabem ficando desatualizados gerando assim uma qualidade de dados
ruim.
2.3 Duplicação de Registros
São muitos os problemas que geram a falta de qualidade de dados em um Banco de Dados
entre eles podemos citar informações fict́ıcias ou incompletas, desatualização de registros,
duplicação de registros, duplicação de registros aproximados, entre outros.
Dos problemas citados um dos principais e que vem sendo muito pesquisado é a du-
plicação de registros aproximados, ou seja, registros que não são necessariamente idênticos
textualmente, mas que representam a mesma entidade no mundo real.
Quando um Banco de Dados contem registros que foram coletados de múltiplas fontes
de informação, ou quando houve a integração de vários Bancos de Dados em um só,
este freqüentemente inclui valores duplicados [4]. Um Banco de Dados também pode
conter registros duplicados por outros motivos como: erros tipográficos, erros na captura
de dados, o uso de diferentes códigos ou falta de padrão em abreviações ou diferenças
entre interfaces de gravação. O Banco de Dados deve ser limpo, ou seja, ter os registros
duplicados removidos.
Existem diversos algoritmos, frameworks, pacotes, ambientes e métodos para detectar
de registros duplicados publicados na literatura.
Em [4] os autores apresentam um framework para melhorar a detecção de registros
duplicados usando medidas de texto similares. Eles propuseram empregar funções de
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distância de texto para cada campo e introduzir uma variação da distância de texto,
editada em um algoritmo de instrução ‘Expectation-Maximization’.
Existe também o método de combinação fonética, o qual é usado em aplicações como
recuperação de nome, onde a escrita pode ser similar a pronuncia. Sendo assim, é feita
uma aproximação dos registros que são similares foneticamente e que na maioria das vezes
são registros que se parecem gramaticalmente. Mais detalhes podem ser vistos em [30].
Um método bem conhecido, chamado ‘sorted neighborhood ’ [16], consiste em três pas-
sos: criar chaves, selecionar dados e juntar os registros. O método não se mostra muito
eficiente em detectar registros duplicados em casos onde os dados fontes não contêm
um campo de chave primária de referência. Uma variação para esse método é chamada
‘multi-pass sorted neighborhood ’. Nesta variação o problema anterior é resolvido.
Como mostrado são vários os métodos e algoritmos para detecção de registros dupli-
cados, todos os pesquisados possuem um tempo de execução alto quando a base de dados
possui milhares de registros, mas nenhum dos algoritmos e dos métodos pesquisados possui
uma versão que trabalhe paralelamente diminuindo o tempo de execução.
Caṕıtulo 3
O Ambiente FEBRL
O ambiente FEBRL (Freely Extensible Biomedical Record Linkage), está atualmente sendo
desenvolvido na Austrália como parte de um projeto colaborativo sendo contratado pelo
Australian National University (ANU), Data Mining Group, Centre for Epidemology e
por pesquisas no departamento de saúde de New South Wales [6].
O objetivo deste ambiente é desenvolver melhores técnicas de probabilidades de lim-
peza de dados também chamada de padronização, deduplicação e aproximação de regis-
tros que combinam métodos probabiĺısticos clássicos com métodos determińısticos. Visa
também uma melhor qualidade da aproximação de registros em conjuntos de dados de
todos os tamanhos reduzindo o tempo de execução desses procedimentos.
O FEBRL está implementado em um projeto orientado a objeto com vários módulos
com rotinas para tarefas espećıficas [6].
FEBRL está escrito na linguagem de programação Python, uma linguagem de código
fonte aberto [17]. Python é uma linguagem de alto ńıvel, interpretada, orientada a objetos
com uma semântica dinâmica. Sua estrutura de alto ńıvel, combinada com sua tipagem
de amarração dinâmica, a faz muito atrativa para o desenvolvimento de aplicativos de
grande porte assim como para seu uso como linguagem de script [22].
O FEBRL suporta paralelismo fazendo bom uso de modernas plataformas de com-
putação paralela de alto desempenho, tais como clusters ou workstations, servidores de
multiprocessadores ou supercomputadores [6].
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O paralelismo acontece de forma transparente para o usuário e executando o FEBRL
em paralelo os problemas são resolvidos com um tempo de execução bem menor que em
modo seqüencial. O padrão de troca de mensagens utilizado no FEBRL é o Message
Passing Interface (MPI) uma biblioteca de suporte a programação baseada em trocas de
mensagens [19].
O FEBRL utiliza várias técnicas de aproximação de registros para detectar regis-
tros duplicados, pois na maioria dos casos, não existe um identificador comum ou chave
primária compartilhada pelos conjuntos de dados [6].
A aproximação de registros se refere ao processo de juntar registros que se relacionam
com a mesma entidade ou evento em um ou mais conjuntos de dados [9]. O FEBRL usa o
termo deduplicação (deduplication), quando se quer buscar a mesma entidade em apenas
um conjunto de dados. Usa o termo record linkage quando a busca pela entidade é feita
em dois ou mais conjuntos de dados.
Os atributos usados para aproximação de registros podem ser categorizados em cinco
classes: nomes, endereços, datas e horas, atributos categóricos (tais como sexo ou na-
cionalidade) e quantidades escalares (tais como altura ou peso) [6]. A versão atual do
FEBRL possui facilidades espećıficas para o processamento de nomes, endereços e datas.
Dois passos devem ser seguidos para detectar registros duplicados no FEBRL. O pri-
meiro passo é o de limpeza dos dados também chamado de padronização e o segundo
passo é a aproximação de registros (deduplicação ou record linkage) propriamente dita,
ou seja, a busca pelos registros duplicados.
3.1 Limpeza de Dados
O exemplo da Tabela 3.1, mostra uma tabela com uma evidente variação na formatação
dos registros, muito comum em Bancos de Dados que foram integrados de outros Banco
de Dados. Esta variação junto com diversos outros tipos de erros de digitação ou de falta
de padrões em abreviaturas pode frustrar as tentativas de se detectar corretamente os
registros duplicados. Por esse motivo deve-se utilizar a limpeza de dados para padronizar
os registros, deixando a busca pelos registros duplicados mais simples.
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Ao analisar a Tabela 3.1 pode-se perceber que os registros com Id 01 e 04 correspondem
a mesma entida do mundo real gerando uma duplicação de informações.
Id Nome Sexo Endereço Cidade
01 Mariane da Silva Batista F Rua das Flores, 333 Florianópolis
02 Eduardo do Nascimento M Rua Prof Roberto Souza Curitiba
03 Ana Carolina Pereira 2 Rua João Negrão São Paulo
04 Mariane S. Baptista feminino R. Flores, 333 Floripa
05 Roberto F. Afonso 1 Av. Pres. Getúlio Vargas, 111 Vitoria
Tabela 3.1: Uma variação de valores em conjunto de dados.
A limpeza ou padronização dos dados tem como objetivo transformar a informação
armazenada no conjunto de dados original em uma forma definida [6], ou seja, consiste
em limpar e padronizar todos os campos de forma que os registros fiquem consistentes.
Para fazer a limpeza e padronização dos registros no FEBRL são seguidos três etapas
sequenciais: limpeza, identificação e segmentação [6].
3.1.1 Limpeza
Primeiramente na etapa de limpeza dos dados, a entrada (que pode ser um nome ou
endereço) é convertida para letras minúsculas. O próximo passo é utilizar as listas de
correções para corrigir eventuais erros e remover caracteres indesejados.
Estas listas de correções são formadas por pares de palavras ‘valor substituto:valor
atual’. Se uma palavra da entrada é encontrada na lista de correção como ‘valor atual’,
esta palavra será substituida pelo ‘valor substituto’. Por exemplo, podemos substituir
todas as variações para a palavra ‘sem número’ (usada em endereço) como ‘s/n’, ‘sn’,
‘sno’ pela própria palavra ‘sem número’, ou seja, a palavra ‘sem número’ será o ‘valor
substituto’ enquanto as suas variações serão o ‘valor atual’. A Figura 3.1 mostra um
exemplo da parte da lista de correção para endereço que especifica o exemplo apresentado.
A lista de correção completa para endereço pode ser consultada no Apêndice C.
A sáıda desta etapa é uma nova lista de palavras, onde todas as ocorrências de palavras
encontradas nas listas de correções foram substitúıdas pela palavra correta correspondente.
O tamanho da lista de palavras de sáıda pode ser diferente da palavra de entrada.
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Figura 3.1: Exemplo de uma parte da lista de correção de endereço.
Supondo que nossa entrada seja : ‘Av. Pres. Getúlio Vargas, 111’ no final desta etapa
ficará : ‘av pres getulio vargas 111’. Como se pode perceber a sáıda desta etapa possui
as palavras com letras minúsculas sem os pontos e acentos apresentados na entrada.
3.1.2 Identificação
Na etapa de identificação a entrada (sáıda da etapa anterior) é separada em uma lista
removendo os espaços em branco. Por exemplo, a entrada ‘av pres getulio vargas 111’ é
separada em uma lista contendo cinco palavras [‘av’, ‘pres’, ‘getulio’, ‘vargas’, ‘111’].
Usando tabelas chamadas look up e algumas regras de codificação, cada elemento
da lista é especificada com um ou mais śımbolos de identificação (tags). As regras de
codificação incluem śımbolos de identificação para elementos como v́ırgula, h́ıfen, número,
palavras alfanuméricas, enquanto as tabelas look up incluem os śımbolos de identificação
para nomes próprios, sobrenomes, cidades, nome da logradouro, cep, entre outros.
As regras de codificações usadas pelo FEBRL são implementadas em seu código fonte
enquanto as tabelas look up são arquivos separados que podem facilmente ser modificados
pelo usuário.
As tabelas look up funcionam da mesma maneira que as listas de correções, possuem
pares de palavras ‘valor substituto:valor atual’. Se uma palavra da entrada é encontrada
na tabela look up como ‘valor atual’, esta será substituida pelo ‘valor substituto’ e será
atribuida a ela o śımbolo de identificação correspondente a tabela look up, onde a palavra
da entrada foi encontrada.
Os śımbolos de identificação determinam o que aquela palavra significa. Por exemplo:
o śımbolo de identificação utilizado para a palavra ‘avenida’ é ‘WT’ que significa ‘wayfare
type’, ou seja, o tipo do logradouro. Uma lista dos śımbolos de identificação suportados
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pelo FEBRL pode ser vista no Anexo A.
Cada śımbolo de identificação possui a sua tabela look up. Um exemplo de uma parte
da tabela look up para tipo de logradouro pode ser visto na Figura 3.2. A tabela look up
completa para tipo de logradouro usada pode ser consultada no Apêndice B.
Figura 3.2: Exemplo de uma parte da tabela look up para tipos de logradouros.
É posśıvel que uma palavra da lista esteja presente em mais de uma tabela look up,
conseqüentemente esta palavra receberá mais que um śımbolo de identificação. Por exem-
plo, a palavra ‘Morretes’ pode estar presente na tabela look up de nomes de logradouros
e pode estar presente também na tabela look up nome de localidades.
Quando uma palavra não é encontrada em nenhuma tabela look up e não se encaixa
em nenhuma das regras de codificação, ela recebe como śımbolo de identificação as letras
UN (do inglês unknown, desconhecido).
Esta etapa de identificação é importante para corrigir erros de digitação e erros rela-
cionados à falta de padrão de abreviaturas.
A sáıda desta etapa é uma lista de palavras e a correspondente lista de śımbolos de
identificação como mostra o exemplo abaixo:
lista de palavras: [‘avenida’, ‘presidente getulio vargas’, ‘111’]
lista de śımbolos: [‘WT’, ‘WN’, ‘NU’]
Onde WT (wayfare type) significa tipo do logradouro, WN (wayfare name) é o nome do
logradouro e NU é o número da residência. No exemplo mostrado as palavras ’presidente
getulio vargas’ aparecem juntas na tabela look up de nomes de logradouros, cujo śımbolo
de identificação é WN. Quando isso acontece, o FEBRL considera essas palavras como se
fossem uma só, com apenas um śımbolo de identificação para elas.
15
3.1.3 Segmentação
A terceira e última etapa da limpeza dos dados é a segmentação. Nesta etapa os śımbolos
de identificação são usados para segmentar os elementos da palavra de entrada dentro de
campos de sáıdas corretos [6]. Os campos de sáıdas suportados pelo FEBRL são mostrados
na Figura 3.3.
A etapa de segmentação é necessária porque várias tabelas look up são usadas e pode
acontecer dos śımbolos de identificação finais ficarem incorretos, principalmente quando
uma palavra recebe mais de um śımbolo de identificação. Resumindo: esta etapa de
segmentação é usada para corrigir posśıveis śımbolos de identificação incorretos.
Figura 3.3: Campos de sáıda suportados pelo FEBRL. Fonte [6]
Para fazer a segmentação pode ser usado um dos dois modelos implementados no
FEBRL: o Modelo Baseado em Regras de Aproximação ou o Modelo Escondido de Markov
(Hidden Markov Model - HMM). Ambos os modelos trabalham com os campos de sáıda
da Figura 3.3.
Neste trabalho foi utilizado o Modelo Escondido de Markov porque apresenta melhores
resultados. Experimentos feitos em [7] e mostram que se comparado com os Modelos
Baseado em Regras de Aproximação, o Modelo Escondido de Markov é mais fácil e mais
16
flex́ıvel de se usar. Além disso em dados complexos produz resultados mais exatos.
O HMM é uma teoria matemática que começou sendo muito utilizada no problema de
reconhecimento de fala. Desde então, essa teoria vem sendo utilizada em vários tipos de
aplicações [3], principalmente no problema de padronização e limpeza de registros.
Os HMMs foram introduzidos e estudados no ano de 1960 e no ińıcio de 1970 e tem
se tornado popular de modo crescente nos últimos anos. Segundo [27] há duas fortes
razões para isto, os modelos são muitos ricos em estruturas matemáticas e por isso po-
dem formar as bases teóricas para usar uma grande extensão de aplicações; os modelos,
quando aplicados corretamente trabalham muito bem na prática para diversas aplicações
importantes.
Segundo [9] o Modelo Escondido de Markov é uma máquina de estados finitos pro-
babiĺısticos, compreendendo um conjunto de śımbolos de identificação, um conjunto de
estados não observados (escondidos), uma matriz de probabilidades de transição entre os
estados escondidos e uma matriz de probabilidades de emissão que é uma relação entre
os śımbolos de identificação e os estados escondidos. Existem dois estados especiais no
HMM, o estado inicial e o estado final. Este são estados virtuais, ou seja, eles não se
encontram no arquivo relacionado ao HMM que é gerado pelo treinamento de dados.
A mesma sequência de sáıda pode ser gerada por vários caminhos conectados a um
Modelo Escondido de Markov com diferentes probabilidades.
O Modelo Escondido de Markov tem o objetivo de determinar a seqüência de estados
escondidos mais parecida com a seqüência de śımbolos apresentada [9].
No caso de endereços, podemos supor que o HMM usado para modelar possui estados
finitos para cada segmento de um endereço, tais como: número da residência, nome do
logradouro, tipo do logradouro, localidade e cep.
A entrada é tratada como uma seqüência ordenada de śımbolos de identificação (sáıda
da etapa de identificação) e assumimos que cada śımbolo é emitido por um estado escon-
dido. Depois são feitos testes para determinar qual, de um grande número de possibilida-
des de arranjos e estados escondidos, é a mais parecida com a seqüência de śımbolos de
identificação [9].
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A Figura 3.4 mostra um exemplo simples de HMM para endereço, onde os nós retangu-
lares representam os estados escondidos e os números indicados nas arestas são referentes
as probabilidade de transição.
Figura 3.4: Exemplo simples de um HMM de endereço. Fonte [9]
Para melhor entender o funcionamento dos Modelos Escondidos de Markov no FEBRL,
considere o exemplo de endereço australiano: ‘17, Epping st Smithfield New South Wales
2987’.
Após as etapas de limpeza e de identificação, a sáıda ficaria como mostrada abaixo:
[‘17’, ‘epping’, ‘st’, ‘smithfield’, ‘new south wales’, ‘2987’]
[‘NU’, ‘LN’, ‘WT’, ‘LN’, ‘TR’, ‘PC’]
onde:
NU: número da residência
LN: nome da localidade (cidade)
WT: tipo do logradouro (ex: rua, avenida, travessa)
TR: território (estado)
PC: cep.
Note que há um problema nos śımbolos de identificação em ‘epping ’ como ‘LN’. Isso
ocorreu porque ‘Epping ’ é um subúrbio na cidade de ‘Sidney ’ no estado de ‘New South
Wales ’ e provavelmente estava na tabela look up do śımbolo LN. Se nós olharmos o
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endereço do exemplo saberemos que ‘epping ’ está claramente se referindo ao nome de um
logradouro (wayfare name - WN) e não uma localidade (LN).
Para o exemplo simples de HMM apresentado há 86 = 262.144 posśıveis combinações
de estados escondidos que podem ter gerado esta seqüência de śımbolos. Onde 8 é o
número de estados do HMM e 6 é o número de śımbolos de identificação da seqüência
apresentada.
Uma dessas 262.144 combinações posśıveis poderia ser:
Ińıcio → Wayfare Name (NU) → Locality Name (LN) → Postal Code (WT) → Ter-
ritory (LN) → Postal code (TR) → Territory (PC) → Final
O senso comum nos diz que esta seqüência de estados escondidos é uma combinação
improvável para a seqüência de śımbolos de identificação (que estão entre parênteses).
Para provar isso vamos calcular a probabilidade usando a matriz de probabilidade de
emissão mostrada na tabela da Figura 3.5.
Figura 3.5: Matriz de probabilidade de emissão. Fonte [9]
Probabilidade = 0.08 ∗ 0.01 ∗ 0.02 ∗ 0.8 ∗ 0.4 ∗ 0.01 ∗ 0.1 ∗ 0.01 ∗ 0.8 ∗ 0.01 ∗ 0.1 ∗
0.01 ∗ 0.2 = 8.19 ∗ 10−17
Agora vamos calcular a probabilidade para a seqüência de estados escondidos mais
parecida:
Ińıcio → Wayfare Number (NU) → Wayfare Name (LN) → Wayfare Type (WT) →
Locality Name (LN) → Territory (TR) → Postal Code (PC) → Final
Probabilidade = 0.9 ∗ 0.9 ∗ 0.95 ∗ 0.1 ∗ 0.95 ∗ 0.92 ∗ 0.95 ∗ 0.8 ∗ 0.4 ∗ 0.94 ∗ 0.8 ∗
0.85 ∗ 0.9 = 1.18 ∗ 10−2
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A segunda seqüência tem uma probabilidade bem maior que a primeira, indicando
que essa seqüência de estados escondidos é a mais parecida com a seqüência de śımbolos.
O cálculo da probabilidade é resolvido através de um algoritmo de Viterbi que é um
eficiente caminho para computar a sequência mais provável para uma dada sequência de
śımbolos de identificação. Este algoritmo não será abordado neste trabalho, mas pode ser
consultado em [27].
A distribuição das probabilidades de transição e de emissão são aprendidas através
do treinamento de dados, ou seja, a matriz de probabilidade de transição e a matriz
de probabilidade de emissão são geradas a partir do treinamento de dados que deve ser
realizado antes do usuário começar a limpeza ou padronização dos dados. Dois Modelos
Escondidos de Markov (um para endereço e outro para nome) devem ser gerados com o
treinamento de dados.
O treinamento de dados deve ser realizado para gerar um Modelo Escondido de Markov
de acordo com o conjunto de dados que será usado no processo de deduplicação ou record
linkage, assim a aproximação de registros ficará mais precisa.
A desvantagem de se utilizar o treinamento de dados no FEBRL é o fato de ser um
processo totalmente manual e demorado. A vantagem está em poder usar o mesmo HMM
gerado pelo treinamento para conjunto de dados semelhantes.
Mais detalhes sobre como foi realizado o treinamento de dados no estudo de caso é
mostrado no caṕıtulo 4.
3.2 Aproximação de Registros
O segundo passo para detectar registros duplicados consiste em decidir se os pares de
registros são iguais não iguais, ou se esta decisão não pode ser feita pelo sistema de
aproximação de registros, necessitando da intervenção humana para decidir o estado de
igualdade dos pares de registro [6].
Segundo [6], o passo para a aproximação de registros dos conjuntos de dados consiste
em três etapas: indexação, comparação e classificação.
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3.2.1 Indexação
O objetivo da etapa de indexação é reduzir potencialmente o grande número de com-
parações por eliminação de comparações entre registros que obviamente não são iguais
[6], ou seja, esta etapa agrupa os registros similares. Somente estes registros serão com-
parados na etapa de comparação que é a etapa com o processamento mais caro.
Isto deve ser feito porque se dois conjuntos A e B vão ser deduplicados, o número
posśıvel de comparações será igual ao produto do número de registros dos conjunto de
dados A e B. Sem a indexação o número de comparações cresce quadraticamente com o
número de registros contidos nos conjuntos de dados que serão comparados.
Por exemplo, executando a deduplicação em dois conjuntos de dados com 100.000 re-
gistros cada um, resultaria em 10 bilhões de posśıveis comparações, o que seria totalmente
inviável, por isso a indexação é necessária.
Atualmente o FEBRL tem implementado os seguintes métodos de indexação: método
tradicional de indexação de blocos (blocking index ), método sorting e o método bigram.
O método tradicional de indexação de blocos agrupa registros dentro de blocos onde
eles compartilham uma mesma chave. A chave de bloco é definida pelo usuário e é
composta de atributos dos registros no conjunto de dados. Um exemplo de chave pode
ser os primeiros quatro caracteres de um campo chamado sobrenome. O usuário também
pode utilizar uma combinação de várias chaves de blocos.
O método de indexação sorting estende a idéia do método tradicional explicado an-
teriormente. Com este método blocos maiores são formados por combinações de blocos
consecutivos [6]. O número de blocos depende do tamanho da variável “janela deslizante”
que dever ser fornecida pelo usuário. Esta variável nada mais é do que o número de blocos
a mais que serão criados. Se o tamanho da janela for igual a 1 este modelo passa a ser
igual ao método de indexação tradicional de blocos.
A idéia por trás deste método de indexação é a de que blocos vizinhos podem conter
registros com valores similares [6].
Já no método de indexação bigram os valores da chave de blocos são convertidas
dentro de uma lista de bigrams (que são substrings contendo dois caracteres) e sublistas
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de todas as posśıveis permutações serão contrúıdas usando uma variável limite que deve
ser fornecida pelo usuário. Esta variável pode tomar valores entre 0.0 a 10.0.
A lista de bigrams resultante são classificadas e inseridas dentro de um ı́ndice invertido,
que será usado para pesquisar os números de registros correspondentes em um bloco.
Este método é bastante usado por ser robusto para erros tipográficos pequenos.
3.2.2 Comparação
A etapa de comparação é o coração do processo de aproximação de registros e consiste
em comparar registros do mesmo bloco de ı́ndices que foram criados na etapa anterior (de
indexação).
O FEBRL possui um grande número de funções de comparação de campos que são
usadas nesta etapa. Os campos de comparação permitem várias comparações de strings,
números, datas, idades e tempo (hora). As funções de comparação implementadas no
FEBRL e suas descrições apresentadas em [6] são mostradas a seguir.
FieldComparatorExactString - Compara dois campos string e retorna um peso de
acordo com a igualdade entre eles.
FieldComparatorTruncateString - Permite a comparação de strings que podem
ser truncadas a uma certa posição fornecida pelo usuário.
FieldComparatorApproxString - Utiliza vários métodos de comparações aproxi-
madas de string. O método deve ser fornecido pelo usuário. Os métodos dispońıveis no
FEBRL são: Jaro, Winkler, Bigram, Editdist, Bagdist, Seqmatch, Compression, Sortwin-
kler e Permwinkler.
FieldComparatorEncodeString - Utiliza codificação fonética para realizar a com-
paração. Os métodos de codificação atualmente implementados no FEBRL são: Soundex,
Mod soundex, Nysiis, Phonex e Dmetaphone. O método deve ser escolhido pelo usuário.
FieldComparatorKeyDiff - Compara dois campos (ou lista de campos) com um
número máximo de caracteres diferentes que pode ser tolerado que deve ser fornecido
pelo usuário.
FieldComparatorNumericPer - Usado para comparar campo númerico, onde um
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diferencial máximo de porcentagem deve ser tolerado. O valor do percentual deve ser
fornecido pelo usuário e deve variar de 0.0 à 100.0. O valor default é 0.0.
FieldComparatorNumericAbs - Compara dois compos numéricos, onde o diferen-
cial absoluto é dado e pode ser tolerado. Este valor deve ser fornecido pelo usuário e deve
ser um valor positivo.
FieldComparatorDate - Compara duas datas que devem ser fornecidas em três
campos separados dia, mês e ano.
FieldComparatorAge - Compara idades.
FieldComparatorHour - Compara horas, assumindo que o formato dado seja em
24 horas como HHMM ou HH:MM.
FieldComparatorDistance - Pode ser calculado quando ceps ou campos similares
estão dispońıveis no conjunto de dados. Este comparador usa tabelas geográficas (onde
para cada entrada, latitude e longitude são armazenadas) para calcular a distância em
quilômetros entre dois valores.
Mais informações sobre as funções de comparações apresentadas podem ser encontra-
das em [6].
Uma função de comparação é escolhida para um campo do conjunto de dados e as
funções devem ser inicializadas na ordem em que os campos se encontram.
O resultado desta etapa é um vetor de peso para cada par de registros comparados
independentemente da função de comparação usada. Uma informação adicional no vetor
de pesos é o identificador dos registros comparados [6].
3.2.3 Classificação
A terceira e última etapa do processo de aproximação de registros, mostra a classificação
baseada nos vetores de pesos (sáıda da etapa anterior), se um par de registros constitui
uma igualdade, uma não igualdade ou uma posśıvel igualdade.
A versão atual do FEBRL possui dois tipos de classificadores implementados: o clas-
sificador ’Felligi and Sunter ’ e o classificador flex́ıvel.
O classificador Felligi and Sunter simplesmente soma log2-pesos de um vetor de pesos
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(vetor que foi retornado na etapa anterior de comparação) e então usa dois limites, que
são fornecidos pelo usuário, para classificar um par de registros em uma das três classes:
iguais, não iguais ou possivelmente iguais .
O classificador flex́ıvel permite que diferentes métodos possam ser usados para calcular
o peso da aproximação final. Para o vetor de peso, dois limites, fornecidos pelo usuário,
são usados para classificar o par de registros. O vetor final é então calculado usando uma
função (min, max, add, mult e arvg) que também precisa ser definida pelo usuário [6].
Ambos os classificadores armazenam os resultados em uma estrutura de dados que
pode ser usada para produzir vários tipos de formatos de sáıda que são apresentados a
seguir.
3.3 Formatos de Sáıda
Na versão atual do pacote FEBRL existem três formatos de sáıda que podem ser mostrados
na tela ou salvos em um arquivo de texto (dependendo da escolha do usuário):
1. um histograma das comparações dos pesos;
2. uma lista de detalhes de todos os tópicos relacionados aos pares;
3. uma lista de identificadores de registros de todos os pares comparados e seus pesos
correspondentes.
3.3.1 Histograma
O histograma é feito de caracteres simples, com os pesos estando no eixo vertical. Para
cada peso, uma barra é exibida horizontalmente indicando o número de pares de registros
com esse peso. Um exemplo de um histograma pode ser visto na Figura 3.6.
3.3.2 Lista de Detalhes
Na lista de detalhes, cada par de registro é visualizado no formato de três colunas, com
os nomes dos campos na primeira coluna, os registros na coluna do meio e os valores do
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Figura 3.6: Exemplo de um histograma de peso. Fonte [6]
segundo registro na terceira coluna. Um exemplo deste formato de sáıda é mostrado no
Apêndice A.
3.3.3 Lista de Identificadores
Na última forma de exibição, lista de identificadores, somente os números dos registros
e o peso total correspondente serão exibidos ou salvos. A primeira coluna mostra os
identificadores do registro no primeiro conjunto de dados e a segunda coluna contem os
identificadores de registros iguais no segundo conjunto de dados. Os pesos são escritos na
terceira coluna. Se existe mais que dois registros que são possivelmente iguais, a string
‘assigned ’ será mostrada na coluna quatro. Por exemplo: se um registro A é considerado
igual à um registro B com um peso de 42,21 e o registro A também é considerado igual
à um registro C com um peso de 39,01. Neste caso a palavra ‘assigned ’ será escrita na
linha referente ao registros A e B, porque o peso de A e B é maior que o peso de A e C.
Um exemplo deste formato de sáıda é apresentada na Figura 3.7.
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Figura 3.7: Exemplo de uma lista de identificadores.
Caṕıtulo 4
O Uso do FEBRL em Registros
Brasileiros
O ambiente de software FEBRL é desenvolvido na Austrália. A versão mais recente deste
pacote foi desenvolvida e padronizada para ser usada em conjuntos de dados com registros
contendo nomes e endereços australianos.
O problema de se usar o FEBRL para detectar registros duplicados aproximados em
conjunto de dados com registros brasileiros é a diferença da escrita entre os registros
brasileiros e australianos.
A Tabela 4.1 mostra exemplos de registros australianos enquanto a Tabela 4.2 mostra
exemplos de registros brasileiros.
Name Address Locality Postcode
James Whiteway 2, Maribyrnong, Ave Red Hill 2611
Mitchell Devin 26, knox, St Holder 2606
Isaac White 73, Chauncy, Pl Watson 2913
Elle Webb4 3, Burnie, St Bruce 2617
Tabela 4.1: Tabela com exemplos de registros australianos
Observando as tabelas acima, percebe-se a diferença entre os registros brasileiros e
australianos. No campo address (endereço), por exemplo, os registros australianos apre-
sentam primeiro o número da residência, depois o nome do logradouro e por último o tipo
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Nome Endereço Cidade Cep
Mariana da Silva Batista Rua das Flores, 333 Florianópolis 88000-000
Eduardo do Nascimento Rua Prof Roberto Souza Curitiba 85230-200
Roberto F. Afonso Av. Pres. Getúlio Vargas, 111 Vitória 29000-000
Ana Carolina Pereira Rua João Negrão São Paulo 01000-000
Tabela 4.2: Tabela com exemplos de registros brasileiros
do logradouro. Já no campo endereço dos registros brasileiros o tipo de logradouro vem
primeiro, depois o nome do logradouro e por último o número da residência.
Estas diferenças podem ser resolvidas modificando algumas tabelas utilizadas pelo
FEBRL. Essas tabelas são chamadas look up e contem listas de nomes, sobrenomes, en-
dereços, etc. O uso de treinamento dos Modelos Escondidos de Markov (HMM) e algumas
modificações no código fonte também ajudaram a resolver os problemas apresentados.
4.1 Tabelas utilizadas pelo FEBRL
Tabelas são arquivos texto que contêm palavras usadas na limpeza ou padronização de
registros. Existem cinco tipos de tabelas apresentadas em [6] e que são usadas pelo
FEBRL. São elas:
• Listas de correção: contem palavras (ou caracteres) e suas respectivas substituições;
• Tabelas look up: contem os śımbolos de identificação (tags) relacionadas as palavras
e suas substituições;
• Tabelas de frequências: contem palavras e números inteiros que correspondem a
frequência com que a palavra pode aparecer em um conjunto de dados;
• Tabelas de localização geográfica: contem palavras e sua localização geográfica cor-
respondente como um par numérico que indica latitude e longitude;
• Tabelas de regiões vizinhas: contem valores de regiões (endereços, ceps), e para cada
um deles uma lista com suas regiões vizinhas.
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Dos cinco tipos de tabelas apresentadas acima as duas primeiras listas de correção e
tabelas look up foram modificadas com valores brasileiros para serem usadas no processo
de deduplicação do conjunto de dados brasileiro.
4.1.1 Listas de correção
Oa arquivos da lista de correção contêm caracteres ou palavras e suas correspondentes
correções. Os dados do arquivo são convertidos dentro de uma lista Python que é usada na
etapa de limpeza e padronização de registros. Estas listas são usadas para substituir um
caracter ou palavras pela correção correspondente. Arquivos de lista de correção devem
ter a extensão ‘lst’. Um exemplo do conteúdo de uma lista de correção pode ser visto na
Figura 4.1.
Figura 4.1: Exemplo de um arquivo de lista de correção de nome
As listas de correções foram modificadas para excluir caracteres considerados inúteis
na busca de registros duplicados aproximados (ex: ‘.’, ‘?’, ‘-’, ‘;’), para retirar a acentuação
das palavras (facilitando assim o processo de deduplicação), retirar apóstofros e corrigir
alguns números.
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Foram criadas duas listas de correções uma para nomes e outra para endereços. Ambas
as listas contem praticamente a mesma informação e são usadas no processo de limpeza e
padronização de registros. A lista de correção completa de endereço pode ser consultada
no Apêndice C.
4.1.2 Tabelas look up
Chamadas também de tabela look up de identificação, as tabelas look up contêm um ou
mais blocos de entradas. Cada bloco de entrada possui um śımbolo de identificação. Os
arquivos de tabelas look up devem ter a extensão ‘tbl’ e o formato desses arquivos deve
seguir as seguintes especificações:
• Começar um bloco com uma linha que contém o śımbolo de identificação entre os
śımbolos maior menor (< >). EX: tag=<TI>. Este śımbolo de identificação deve
ser escrito no ińıcio da linha;
• Escrever abaixo do śımbolo de identificação somente as entradas que serão iden-
tificadas com o śımbolo de identificação do bloco atual, ou seja, se o śımbolo de
identificação é TI, então as linhas abaixo só deverão conter informações relaciona-
das a t́ıtulos;
• Inserir cada entrada do bloco na forma ‘valor substituto : valor atual’, onde ‘valor
substituto’ é uma ou várias palavras e ‘valor atual’ é a lista de uma ou mais palavras
separadas por v́ırgulas. Cada valor da lista de ‘valor atual’ será substitúıdo pelo seu
respectivo ‘valor substituto’;
• Inserir # para linhas comentadas.
Se a lista de ‘valor atual’ estiver vazia, então somente o ‘valor substituto’ será inserido
na tabela look up. Se um ‘valor atual’ ocorre em vários blocos e este valor é substitúıdo
pelo mesmo ‘valor substituido’ mas com śımbolos de identificação diferentes, todos os
śımbolos de identificação serão armazenadas em uma lista para esse valor atual.
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A Figura 4.2 mostra um exemplo de uma parte da tabela look up de nomes proprios
femininos.
Figura 4.2: Exemplo de uma parte da tabela look up para nomes próprios femininos
Para o desenvovimento deste trabalho foram criadas dezessete tabelas look up com
informações de registros brasileiros.
Os śımbolos de identificação padronizados pelo FEBRL não foram modificados, eles
apenas foram adaptados. A lista com os śımbolos de identificação suportados pelo FEBRL
pode ser consultada na Figura 4.3.
Para limpeza ou padronização de nomes foram criados seis tabelas look up: titulos,
nomes proprios f, nomes proprios m, sobrenomes, nome misc e prefixo nome.
A tabela look up nomes proprios f é usada para identificar os nomes próprios femini-
nos. Para criar essa tabela foi realizada uma pesquisa em vários sites especializados em
nomes e em alguns livros com informações sobre nomes próprios. Ao todo foram coleta-
dos 500 nomes femininos e as variações foram criadas inserindo alguns erros comuns de
digitação. O śımbolo de identificação usado nesta tabela é o GF (given name female).
Uma parte desta tabela foi apresentada na Figura 4.2.
Nomes proprios m é uma tabela similar à tabela look up explicada acima, a diferença
é que esta tabela identifica nomes próprios masculinos. A pesquisa foi feita da mesma
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Figura 4.3: Lista com os śımbolos de identificação suportados pelo FEBRL. Fonte [6]
maneira e ao todo foram coletados 400 nomes próprios masculinos. O śımbolo de identi-
ficação usado nesta tabela look up é o GM (given name male). Uma parte desta tabela
pode ser consultada no Apêndice B.
A tabela look up sobrenome contém uma relação dos sobrenomes mais usados no Brasil.
Para a criação da tabela foram pesquisados vários sites e livros relacionados a brasões de
famı́lia. Ao todo esta tabela possui 1050 sobrenomes diferentes e suas variações. O śımbolo
de identificação utilizado pra identificar sobrenomes é o SN (surname). Uma parte desta
tabela pode ser consultada no Apêndice B.
No Brasil geralmente não colocamos t́ıtulos antes do nome em um cadastro, já na
Austrália, onde o FEBRL foi desenvolvido isso é muito comum. Mesmo não sendo muito
utilizado no Brasil, foi criada uma tabela look up contendo alguns t́ıtulos. Isto foi feito
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pois pode ocorrer o aparecimento de t́ıtulos como doutor em conjunto de dados médicos,
professor em conjunto de dados acadêmicos, entre outros exemplos. Seria uma maneira de
garantir que o FEBRL reconhecesse o que está cadastrado se aparecer algum t́ıtulo. Para
criar esta tabela foram usados apenas os t́ıtulos mais comuns. O śımbolo de identificação
utilizado para identificação de t́ıtulos é TI (title). O conteúdo da tabela look up de t́ıtulos
utilizada é mostrado na Figura 4.4.
Figura 4.4: Tabela look up de t́ıtulos.
Prefixo nome contem palavras usadas para identificar prefixos usados em nomes com-
pletos (ex: da, do, de, etc). Para criar essa tabela look up foi usado a tabela look up
de prefixo original do FEBRL. O simbolo de identificação usado é PR e a tabela look up
completa pode ser vista na Figura 4.5.
Figura 4.5: Tabela look up de prefixos de nomes.
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A tabela look up nome misc contém uma miscelânia que é usada para identificar
algumas palavras relacionadas com nomes, mas que não estão listadas nas tabelas look up
mostradas anteriormente. Esta tabela é mostrada na Figura 4.6. A tabela é divida em 2
blocos com śımbolos de identificação diferentes: BO usados para identificar palavras como
‘filho’, ‘junior’, ‘neto’ entre outras e o śımbolo de identificação SP é usado para identificar
separadores (e, ou).
Figura 4.6: Tabela look up de miscêlanias para nomes.
Da mesma maneira que foram criadas as tabelas look up para nomes, foram criadas
as tabelas look up para endereços. Ao todo foram criadas onze tabelas look up para
fazer a limpeza dos endereços: endereco misc, endereco bairro, tipo rua, tipo instituicao,
complemento, nome cidades brasil, nome cidades parana, ceps brasil, ceps parana, estados
e paises.
Endereco misc é a tabela look up que identifica nomes de logradouros (nomes de ruas).
Devido o grande número de nomes de logradouros existentes foi concentrado somente nos
nomes de logradouros da cidade de Curitiba. Essa decisão foi tomada porque o estudo
de caso é um conjunto de dados do Sistema de Bibliotecas da Universidade Federal do
Paraná, que está localizada na cidade de Curitiba, sendo assim a maioria dos cadastrados
no conjunto de dados é da cidade de Curitiba. Para criar este arquivo foi usada a base de
dados dos correios (www.correios.com.br). O śımbolo de identificação usado nesta tabela
é o WN (wayfare name).
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A tabela look up endereco bairro é usada para identificar os bairros em um endereço.
Neste caso ficaria dif́ıcil e trabalhoso cadastrar todos os bairros das principais cidades,
por isso primeiro foi feita uma pesquisa referente a todos os bairros das capitais nacionais
depois foi selecionada as principais palavras (palavras chaves) que relacionam um nome
de bairro, ou seja, palavras que se repetem com mais frequência em nomes dos bairros
pesquisados, por exemplo: ‘alto’, ‘bela’, ‘campo’, ‘céu’, ‘floresta’, ‘jardim’, ‘primavera’,
‘planalto’, ‘serra’, ‘velha’, ‘vargem’, ‘vista’ entre outras. Como o estudo de caso é um
conjunto de dados da Universidade Federal do Paraná, que está localizada na cidade de
Curitiba no estado do Paraná, foi acrescentado nesta tabela look up todos os nomes dos
bairros de Curitiba. Estas informações foram retiradas do site da Prefeitura Municipal
de Curitiba (www.curitiba.pr.gov.br). O simbolo de identificação usado nesta tabela look
up é o LQ (locality qualifier).
Tipo de rua é a tabela look up que identifica o tipo de logradouro em um endereço
como por exemplo: ‘alameda’, ‘avenida’, ‘largo’, ‘praça’, ‘rua’, ‘vila’, entre outros. A lista
completa pode ser vista no Apêndice B. As informações contidas nesta tabela foram pes-
quisadas no site dos correios (www.correios.com.br).O simbolo de identificação utilizado
para identificar tipo de logradouro é o WT (wayfare type).
Tipo instituicao é uma tabela look up com palavras institucionais como por exem-
plo: ‘aeroporto’, ‘clube’, ‘delegacia’, ‘hotel’, ‘mercado’, ‘rodoviário’, ‘universidade’ entre
outros. São palavras que servem como informações adicionais à um endereço. A lista
completa está dispońıvel no Apêndice B. As informações contidas neste arquivo foram
conseguidas com a tradução da tabela look up original do FEBRL. O simbolo de identi-
ficação usado para identificar tipos de instituições é o IT (institution).
A tabela look up complemento com várias palavras que identificam complementos
de endereços como por exemplo: ‘apartamento’, ‘bloco’, ‘condomı́nio’, ‘fundos’, entre
outras. A lista completa pode ser encontrada no Apêndice B. Para criar esta tabela
foram pesquisadas informações em listas telefônicas e catálogos de endereços. O śımbolo
de identificação usado é o UT (unity).
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Tabelas look up que contêm relações de cidades do Brasil e cidades do estado do Paraná
são as nomes cidades brasil e nomes cidades parana respectivamente. Seria inviável criar
uma tabela contendo realmente todas as 5561 cidades do Brasil. Por esse motivo foi
criado dois arquivos de cidades, um contendo todas as cidades do Brasil com mais de
100.000 habitantes e outro contendo todas as cidades do estado do Paraná com acima
de 20.000 habitantes. O estado Paraná foi escolhido por causa do estudo de caso que
possui vários registros de todo o estado. Foi escolhido colocar várias cidades do Brasil
e principalmente do estado do Paraná porque aparecem pessoas de todo o Brasil para
estudar na Universidade Federal do Paraná e geralmente eles cadastram o endereço de
origem no primeiro cadastro ao sitema de bibliotecas. Ao todo foram coletados 237
cidades de outros estados e 85 cidades do estado do Paraná. As informações referentes as
cidades foram adquiridas no site do Instituto Brasileiro de Geografia Estat́ıstica - IBGE
(www.ibge.gov.br) dados de 2005. O śımbolo de identificação utilizados em ambas as
tabelas look up é o LN (locality name).
Estados é a tabela look up que identifica os estados brasileiros. Esta tabela contêm
todos os estados com suas siglas e algumas variações referentes a erros tipográficos. O
śımbolo de observação utilizado é o TR (territory).
Ceps brasil e ceps parana são tabelas look up com números de ceps da cidade de
Curitiba e algumas faixas de ceps das principais cidades do Brasil. As informações contidas
nestas tabelas foram retiradas da base de dados dos correios (www.correios.com.br). O
śımbolo de identificação utilizado nestas tabelas look up é o PC (postcode).
Páıses de todo o mundo e suas respectivas siglas e variações podem ser encontrados
na tabela look up paises. O śımbolo de identificação utilizado para identificar páıses é o
CR (country).
4.2 Treinamento HMM
No processo de limpeza de registros foi usado o Modelo Escondido de Markov (HMM) na
etapa de segmentação para fazer a limpeza e padronização, como descrito na seção 3.2.
O treinamento de dados deve ser feito com o conjunto de dados que será utilizado na
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aproximação de registros, antes da execução do módulo correspondente no FEBRL. O
treinamento de dados tem o objetivo de criar um Modelo Escondido de Markov com as
caracteŕısticas do conjunto de dados que será utilizado.
Os arquivos de treinamento de dados consistem de sequências com um ou mais pares
do tipo ‘śımbolo de identificação : estadohmm’. Cada sequência é um registro correto, e
o HMM aprende as caracteŕısticas de um conjunto de dados usando todos os exemplos de
treinamento apresentados durante o processo [7].





Onde GF é o śımbolo de identificação e gname1 é o estado do HMM. Uma lista dos
śımbolos de identificação e dos estados do HMM atualmente suportados pelo FEBRL
podem ser vistos no Anexo B.
Cada linha no exemplo acima corresponde a um registro de treinamento e contém uma
sequência que corresponde a um caminho particular através de vários estados (escondidos)
do HMM junto com o śımbolo de identificação correspondente [7].
O treinamento de dados no FEBRL é um processo totalmente manual e muito demo-
rado de ser realizado. E para que seja bem feito as tabelas look up e as listas de correções
devem estar bem completas. Quanto mais completas as tabelas look up e as listas de
correções mais fácil será o treinamento de dados.
Para fazer o treinamento no conjunto de dados do Sistemas de Bibliotecas da Universi-
dade Federal do Paraná, foram utilizadas as listas de correções da seção 4.1.1 e as tabelas
look up da seção 4.1.2. O treinamento foi feito seguindo os nove passos apresentados a
seguir:
Passo 1:
Foi criado um arquivo com 100 registros de treinamento. Para isso foi usado um
programa próprio chamado ‘tagdata.py’ que faz parte do pacote FEBRL. Para rodar
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este programa algumas informações devem ser fornecidas pelo usuário como: o nome do
conjunto de dados, o número de registros do conjunto, o número de registros que serão
selecionados, o nome do arquivo de sáıda, o tipo do componente (nome ou endereço), o
nome dos campos do conjunto de dados, nome das tabelas look up e o nome das listas de
correções;
Passo 2:
Depois de criado o arquivo inicial de treinamento chamado ‘treinamento sibi.csv’, este
arquivo foi editado. Na edição do arquivo foram modificados os śımbolos de identificação
incorretos e foram comentadas as linhas incorretas (para registros com mais de um śımbolo
de identificação por palavra). Como este foi o nosso primeiro arquivo de treinamento e nós
não nos baseamos em nenhum Modelo Escondido de Markov já pronto, então para cada
śımbolo de identificação apresentado, foi acrescentado o estado do HMM correspondente;
Passo 3:
Foi criado um HMM inicial usando um programa próprio chamado ‘trainhmm.py’, que
também faz parte do FEBRL. Algumas informações devem ser fornecidas pelo usuário
como: o nome do arquivo hmm, nome do arquivo contendo os registros treinados, o tipo
do componente (nome ou endereço);
Passo 4:
Depois foi criado um segundo arquivo de treinamento como no passo 1, mas desta vez
com 1000 registros. Como este é o segundo arquivo de treinamento, então foi usado o
HMM criado anteriormente. Para isso é só configurar a variável ‘hmm file’ para o nome
do HMM que foi criado no passo 3;
Passo 5:
O passo 2 foi repetido com o segundo arquivo de treinamento. Como foi usado um
HMM para gerar o arquivo no passo 4, então este arquivo já possui os estados do hmm
correspondentes ao śımbolo de identificação. O trabalho neste passo foi corrigir os śımbolos
e estados incorretos;
Passo 6:




Depois um terceiro arquivo de treinamento com 1000 registros foi criado, mas desta vez
reprocessando o segundo arquivo de treinamento corrigido no passo 5 e usando o HMM
criado no passo 6. O reprocessamento é realizado configurando a variável ‘retag file name’
para o nome do segundo arquivo de treinamento;
Passo 8:
Depois foi feito um exame no terceiro arquivo de treinamento onde as sequências
modificadas estavam em destaque com a palavra ‘changed ’. Essas sequências modificadas
foram corrigidas.
Passo 9:
Os três passos anteriores foram repetidos até que nenhuma mudança fosse detectada
no arquivo de treinamento.
Estes nove passos foram realizados para gerar dois Modelos Escondidos de Markov, um
de nome e outro de endereço, os HMM criados foram usados no processo de deduplicação
do conjunto de dados do estudo de caso.
Os Modelos Escondidos de Markov de nome e endereço resultantes do treinamento
do conjunto de dados do Sistema de Bibliotecas da Universidade Federal do Paraná são
apresentados graficamente nas Figuras 4.7 e 4.8 respectivamente.
Figura 4.7: HMM de nome resultante do treinamento de dados.
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Figura 4.8: HMM de endereço resultante do treinamento de dados.
Durante os passos de edição dos arquivos de treinamento, todas as informações novas
que apareciam e que não estavam nas tabelas look up, foram acrescentadas nas tabelas
look up correspondentes.
4.3 Estudo de Caso
Para estudar a viabilidade do uso do ambiente FEBRL em detectar registros duplicados
em base de dados brasileiras, foi usado um conjunto de dados real. Este conjunto de dados
é o cadastro de usuários do Sistema de Bibliotecas da Universidade Federal do Paraná
(SIBI).
O Sistema de Bibliotecas da UFPR é constitúıdo por uma sede administrativa, doze bi-
bliotecas universitárias e uma biblioteca de ensino médio. Todas as bibliotecas trabalham
de forma integrada.
Este conjunto de dados foi escolhido pois havia muita reclamação por parte de alguns
funcionários em relação a quantidade de registros duplicados neste conjunto de dados que
é o principal do Banco de Dados da biblioteca.
O problema de duplicação de registros no cadastro de usuários do sistema de bibliotecas
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acontece por vários motivos, entre eles:
• A identificação dos usuários atualmente é feita pelo número de matŕıcula. Existem
padrões diferentes do número de matŕıcula para alunos da escola técnica, alunos da
graduação e alunos da pós-graduação;
• Alunos cadastrados na biblioteca da escola técnica (ensino médio) passam no ves-
tibular, ou seja, eles já estão cadastrados na escola técnica, passando no vestibular,
eles terão um novo cadastro;
• O cadastro dos calouros de graduação é feito por eles mesmos online, o que dificulta
mais ainda na hora de verificar se ele já está cadastrado;
• Alunos que passam no vestibular, trancam ou abandonam o curso e depois passam
novamente no vestibular, ou seja, eles já estão cadastrados no sistema (porque já
tinham passado no vestibular e se cadastrado no sistema), mas acabam cadastrados
novamente no sistema de bibliotecas com um número de matŕıcula diferente;
• Pesquisas mal feitas e falta de informação das bibliotecárias que são responsáveis
pelo cadastros de novos usuários;
• Alunos de graduação ou pós-graduação que fazem cursos técnicos na escola técnica
da UFPR. Estes alunos acabam fazendo o cadastro em ambas as bibliotecas com
números de matŕıculas diferentes.
O conjunto de dados SIBI possui as seguintes caracteŕısticas:
Campos: Nome, Endereço, Bairro, Cep, Cidade e Estado;
Números de registro: 60.247
Para facilitar a identificação dos posśıveis registros duplicados foi criado um campo
a mais no conjunto de dados de teste. Este campo foi chamado de Identificador e seus
valores são números inteiros incrementais que variam de 0 à 60.246.
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Para fazer os testes com o estudo de caso foi utilizado o formato de base de dados
csv. Este formato foi escolhido porque o FEBRL trabalha muito bem com este tipo de
formato. Outros formatos como sql ainda estão em fase de testes no FEBRL.
4.3.1 Ambiente de Teste
Para realizar os testes com o conjunto de dados brasileiro foi utilizado um computador
com as seguintes configurações:
Hardware:
AMD Athlon (tm) XP 1700 GHz
Memória RAM: 3GB
Software:
Linux Debian 4.0.2-6 Kernel versão 2.6.15.5
Python 2.4
FEBRL 0.3
4.3.2 Testes e Resultados
Os testes foram realizados utilizando o módulo ‘project-deduplicate.py ’ do FEBRL. Este
módulo é responsável pelo deduplicação em um conjunto de dados, ou seja, ele é res-
ponsável pela detecção dos registros duplicados aproximados em um conjunto de dados
apenas.
O FEBRL possui vários tipos de configurações, por isso, inicialmente foram feitos
alguns testes com apenas 10.000 dos 60.247 registros do conjunto de dados SIBI para ser
analisada a melhor configuração. Isso foi realizado para se ter um melhor desempenho do
FEBRL.
Os tipos de configurações estão relacionados a: arquivo de log, base de dados, tipo
de padronizador (HMM ou regras de aproximação), tabelas look up, listas de correções,
método de indexação de blocos (blocking, sorting ou bigram) e as variáveis de blocos,
funções de comparações, método de classificação (Fellegi and Sunter ou flex́ıvel) e os
formatos dos arquivos de sáıda.
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Os primeiros testes foram para escolher as melhores funções de comparações dentre
as funções apresentadas na seção 3.2.2. Para isso, foram realizados cinco testes com
diferentes funções de comparações e diferentes tipos de variáveis de função. Foram esco-
lhidos cinco campos principais para serem usados nas funções testes: given name (nome
próprio), surname (sobrenome), wayfare name (nome do logradouro), locality name (ci-
dade) e postcode (cep). Estes campos foram escolhidos porque são os mais significativos
para detectar registros duplicados, não faria sentido colocar wayfare type (tipo da rua)
ou unity (unidade) por exemplo. Em todos os testes feitos, o tempo de execução foi
praticamente o mesmo. As melhores funções foram escolhidas pela análise dos arquivos
sáıda de todos os testes e escolhemos o conjunto de funções que apresentaram um melhor
resultado. A relação das funções escolhidas para o teste final são apresentadas na Tabela
4.3.
Função de Comparação Campo
FieldComparatorEncodeString given name (nome próprio)
FieldComparatorTruncateString surname (sobrenome)
FieldComparatorApproxString wayfare name (nome logradouro)
FieldComparatorKeyDiff locality name (cidade)
FieldComparatorKeyDiff postcode (cep)
Tabela 4.3: Relação das funções de comparação.
Depois de escolhidas as funções de comparação, foram feitos alguns testes para escolher
as variáveis de bloco que seriam usadas na etapa de indexação. Os testes realizados
são apresentados com detalhes no Apêndice D. Analisando os resultados, o conjunto de
variáveis de bloco escolhido para nosso teste final foi:
[[(’surname’,’truncate’,4), (’wayfare name’,’nysiis ’)],
[(’locality name’,’soundex ’), (’given name’,’phonex ’)]]
Em seguida foram feitos vários testes para escolher o melhor método de indexação e
classificação. As configurações padrão para os testes realizados foram:
• Número de registros: 10.000
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• Tipo de padronizador: Modelo Escondido de Markov para nomes e endereços;
• Funções de comparações: Apresentadas na tabela 4.3;
• Variáveis de blocos: Apresentadas acima;
• Tamanho do bloco : 500;
• Formatos de sáıda : histograma, lista de detalhes e lista de identificadores.
O tipo de padronizador utilizado em todos os testes foi o Modelo Escondido de Markov,
não foram feitos testes com o modelo de Regras de Aproximação.
Os resultados destes testes para escolher os métodos de indexação e classificação são
mostrados na tabela 4.4.
Método de Indexação Método de Classificação Tempo Total
Blocking Fellegi and Sunter 16 min. e 10 seg.
Sorting Fellegi and Sunter 20 min. e 34 seg.
Bigram Fellegi and Sunter 27 min. e 21 seg.
Blocking Flex́ıvel 11 min. e 38 seg.
Sorting Flex́ıvel 16 min. e 38 seg.
Bigram Flex́ıvel 21 min. e 53 seg.
Tabela 4.4: Resultados dos testes de métodos de indexação e classificação.
Analisando a tabela 4.4 foi conclúıdo que o melhor metódo de indexação é o blocking.
O melhor método de classificação é o flex́ıvel para conjunto de dados brasileiros, pois
ambos os métodos trabalhando juntos apresentam um tempo inferior aos demais métodos.
Para realizar os testes finais com o conjunto de dados de cadastro do Sistema de
Biblioteca da UFPR foram utilizadas as configurações finais mostradas abaixo:
Tamanho do conjunto de dados: 60.247 registros;
Tipo de padronizador: Modelo Escondido de Markov para nome e endereço;
Variáveis de blocos: Apresentadas na tabela 4.3;
Método de indexação: Blocking ;
Funções de comparação: Apresentadas na tabela 4.3;
Método de classificação: Flex́ıvel;
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Tamanho do bloco de indexação: 1000;
Fomatos de Sáıda: histograma, lista de detalhes e lista de identificadores;
Peso limite (usado nos formatos de sáıda): 30.0;
O processo de deduplicação do ambiente FEBRL executando com o conjunto de dados
SIBI e com as configurações mostradas acima demorou 3 horas, 27 minutos e 40 segundos
para ser executado. Este é o tempo total que é dividido em três passos principais e seus
tempos: (1) padronização - 29 minutos e 40 segundos; (2) deduplicação - 2 horas, 57
minutos e 45 segundos; (3) sáıda - 14 segundos.
Foram analisados os arquivos de sáıda e o processo de deduplicação do FEBRL en-
controu aproximadamente 3000 pares de registros duplicados reais que foram conferidos
no conjunto de dados, ou seja, cerca de 5% do conjunto todo estava realmente duplicado.
Entre os outros pares de registros que o FEBRL considerava duplicado, mas não eram
duplicados no conjunto de dados do estudo de caso estavam: irmãos com nomes parecidos
e com o mesmo endereço, pessoas com nomes parecidos e que moram no mesmo prédio
ou mesma rua e homônimos, ou seja, nomes iguais que respresentam pessoas diferentes.
Os formatos de sáıda histograma e uma parte da lista de identificadores finais são
apresentadas no Apêndice E. A lista de detalhes não foi apresentada para preservar as
informações dos usuários cadastrados no Sistema de Bibliotecas da UFPR.
É apresentado na Tabela 4.5 uma comparação de tempo do processo de deduplicação
realizado em nosso conjunto de dados SIBI com registros brasileiros e com um conjunto
de dados australiano fict́ıcio com o mesmo número de registros (60.247). Este conjunto de
dados australiano foi criado através de um programa chamado generate.py que também
está dispońıvel no FEBRL. Este programa permite criar um conjunto de dados fict́ıcios
utilizando tabelas look up e tabelas de frequência. Este programa também permite inserir
registros duplicados durante sua criação. As configurações usadas no conjunto de dados
australianos foi a configuração default do FEBRL no processo de deduplicação.
Observando os resultados apresentados, é verificado que o FEBRL pode ser utilizado
para detecção de registros duplicados em conjunto de dados brasileiros. Os resultados
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Passos Conjunto de Dados SIBI Conjunto de Dados Australianos
Padronização 29 min. e 40 seg. 30 min. e 10 seg.
Deduplicação 2 horas, 57 min. e 45 seg. 3 horas 10 min. e 24 seg.
Sáıda 14 segundos 20 segundos
Total 3 horas, 27 min. e 40 seg. 3 horas 40 min. e 54 seg.
Tabela 4.5: Comparação entre conjunto de dados SIBI e australiano.
deixam claro que o FEBRL é um ambiente completo e muito eficiente.
O uso do FEBRL não é muito fácil e exige muito estudo do manual para entender
tudo que ele é capaz de fazer e todas as suas configurações. Ele é um ambiente muito
complexo que exige um certa experiência em programação por parte do usuário.
O ambiente FEBRL não necessita de instalação, para usá-lo basta baixar o arquivo
compactado e descompactar em uma máquina independente do Sistema Operacional, pois
o FEBRL é multiplataforma. Para executar os programas contidos no ambientes deve-se
ter instalado na máquina a linguagem de programação Python e usar a linha de comando:
python <nome programa.py>.
O conjunto de dados testado possui um baixo número de registros, por isso não foi
necessário o uso do paralelismo, mas quando se trabalha com conjunto de dados possuindo
milhões de registros (que é muito comun), este tipo de solução se torna inviável, pois o
tempo de execução vai aumentar muito. Para fazer a deduplicação em conjunto de dados
grandes, o paralelismo é essencial e o FEBRL tem um bom suporte para paralelismo e
pode ser muito bem explorado.




Enquanto a computação de alto desempenho (paralela) foi historicamente restrita à ciência
e a engenharia, avanços tecnológicos das últimas décadas permitiram a disseminação desta
tecnologia dentro do mundo comercial na tecnologia da informação (TI) [8].
O processamento paralelo tem como objetivo dividir um problema entre diversos pro-
cessadores, diminuindo assim o tempo de execução. Geralmente o processamento paralelo
é destinado a solução de problemas que utilizam grande poder computacional.
Em outras palavras, o processamento paralelo é o método utilizado em tarefas grandes
e complexas para obter resultados na forma mais rápida posśıvel. Consiste em dividir uma
grande tarefa em tarefas pequenas que são distribúıdas em vários processadores para serem
executadas simultaneamente [26].
A Figura 5.1 exemplifica a diferença entre o processamento seqüencial e o processa-
mento paralelo.
Figura 5.1: Diferença entre o processamento sequencial e paralelo
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As duas tecnologias mais comuns para usar o processamento paralelo são: multipro-
cessadores simétricos (SMP-Symmetric Multi-Processors) e os clusters (também chamado
de agrupamentos em algumas pesquisas).
O SMP é um computador composto de múltiplos processadores, de forma que cada
processador tem a mesma habilidade e aproximadamente o mesmo tempo de acesso a
qualquer localização de memória [24].
A tecnologia de cluster segundo [18] é caracterizado como um sistema de processa-
mento paralelo ou distribúıdo, que é composto por um conjunto de computadores distintos
trabalhando como um recurso computacional único e integrado. Em outras palavras, clus-
ter é um sistema montado com mais de um computador e tem como objetivo distribuir o
processamento entre os computadores de forma que pareça um só computador.
Cada computador que faz parte de um cluster é chamado de nó. Para que o sistema
funcione corretamente é preciso um nó servidor, vários nós clientes, uma biblioteca de
troca de mensagem e uma conexão de rede entre os nós. O sistema operacional utilizado
deve ser o mesmo em todos os nós, pois cada sistema operacional trabalha o paralelismo
de uma forma diferente.
5.1 Bibliotecas de troca de mensagem
As bibliotecas de troca de mensagens são responsáveis pela comunicação entre os nós
do cluster, ou seja, elas procuram oferecer ao programador o suporte necessário para
o desenvolvimento de aplicações paralelas eficiente possibilitando que programas com
caracteŕısticas paralela sejam constrúıdos.
As bibliotecas de troca de mensagens mais conhecidas são: PVM (Parallel Virtual
Machine) [1] e a MPI (Message Passing Interface) [19].
A biblioteca PVM é um ambiente que oferece uma máquina virtual que agrega os
recursos de processamento dos nós de um cluster.
A biblioteca MPI apresenta um desempenho muito melhor se comparada com a bi-
blioteca de troca de mensagens PVM. Por causa desse melhor desempenho, a biblioteca
MPI é atualmente adotada pela maioria dos centros de pesquisas e fabricantes do mundo.
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5.2 Módulo Pypar
A biblioteca MPI possui implementações para linguagens C, C++, Fortran e Java. Como o
ambiente (FEBRL) utilizado no trabalho foi desenvolvido em Python, é necessário instalar
um módulo chamado pypar.
Este módulo permite que scripts na linguagem de programação Python sejam execu-
tados em paralelo utilizando a biblioteca de troca de mensagens MPI. Este módulo é de
código fonte aberto e não realiza modificações no interpretador Python.
Atualmente este módulo está na versão 1.9.2 e segundo [21] o módulo pypar é carac-
terizado pelas seguintes caracteŕıticas:
• Flexibilidade: qualquer objeto Python pode ser transmitido;
• Facilidade de Uso: o usuário precisa somente especificar o que enviar e para qual
processador;
• Eficiência: a troca de mensagem é muito eficiente;
• Facilidade de instalação: para rodar o módulo pypar é necesário ter instalado a lin-
guagem Python, uma biblioteca MPI, o módulo Numeric (Python) e um compilador
C.
5.3 O processamento paralelo no ambiente FEBRL
Para ser capaz de processar conjuntos de dados com grandes volumes de registros o pro-
cessamento paralelo torna-se essencial.
O paralelismo no FEBRL é atualmente implementado baseado na biblioteca de troca
de mensagens MPI.
No passo de limpeza e padronização de dados (descrito no caṕıtulo 3) cada registro do
conjunto de dados de entrada pode ser padronizado e limpo independentemente de todos
os outros registros.
Assumindo que P processadores estão dispońıveis no cluster, cada um destes proces-
sadores processam [número de registros/P ] registros de entrada para então realizarem a
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etapa de limpeza e padronização.
Por exemplo: se 4 processadores estão dispońıveis no cluster e um conjunto de dados
com 100.000 registros será processado, então, o primeiro processador pega os registros de
1 até 25.000, o segundo processador pega os registros de 25.001 até 50.000, o terceiro pega
os registros de 50.001 até 75.000 e o quarto processador pega o restante dos registros [8].
Cada processador então abre o arquivo de entrada, pula para o primeiro registro para
o qual é responsável carrega os registros e padroniza parte do arquivo de entrada, depois
cada processador escreve no arquivo de sáıda o resultado.
No passo de aproximação de registros, a etapa de indexação é o ponto de partida da
paralelização. Os dados de entrada são separados de acordo com os valores de uma ou
mais variáveis de blocos (definidas pelo usuário). Por exemplo: se a variável de bloco
definida foi o ‘cep’, todos os registros que contenham o mesmo cep são movidos para
dentro do mesmo bloco. Somente os registros do mesmo bloco serão comparados.
Como nenhuma comparação é conduzida dentro de diferentes blocos, cada bloco pode
ser processado independente dos outros blocos [8], ou seja, cada processador fica res-
ponsável por um bloco para então realizar a etapa de comparação.
Como cada bloco (na etapa de comparação) retorna os pares de registros compara-
dos e seus respectivos pesos, na etapa de classificação os processadores recebem estas
informações, analisam os pesos e escrevem os resultados nos arquivos de sáıda. Cada
processador é responsável pelos resultados que ele gerou na etapa de comparação.
5.3.1 Problema encontrado
O problema encontrado no paralelismo do FEBRL está na etapa de classificação. O
FEBRL não consegue realizar esta etapa paralelamente. Cada processador fica esperando
o processador responsável pelo bloco anterior terminar a execução para depois ele executar
o seu bloco, tornando o processo sequencial.
Caṕıtulo 6
Conclusão
A medida que o número e volume das bases de dados aumentam, cresce a importância
do termo qualidade de dados, pois qualidade de dados ruim significa informações impre-
cisas, incompletas, redundantes ou até fict́ıcias. Isso pode prejudicar todos os tipos de
organizações.
Registros duplicados, principalmente aproximados, é um dos principais problemas na
qualidade de dados e sua detecção está sendo muito discutida nos últimos anos. Por estes
motivos foi desenvolvido este trabalho e apresentada uma solução para detectar registros
duplicados em conjunto de dados brasileiros.
Foi realizada uma adaptação no ambiente FEBRL para ser utilizado em conjunto de
dados brasileiros. Essa adaptação foi realizada modificando as tabelas look up, listas de
correções e algumas regras de codificação no código fonte. Com essas adaptações nós
mostramos que é viável usar este ambiente para detectar duplicações em conjunto de
dados brasileiros.
O FEBRL foi escolhido por suportar paralelismo, porque na deduplicação de registros
o uso do paralelismo é essencial, pois como foi mostrado nos resultados, mesmo com
um conjunto de dados pequeno, como no estudo de caso, o FEBRL demora um tempo
considerável para executar a deduplicação. Deve-se pensar em milhões de registros, pois é
o que temos em grandes organizações e fazer a deduplicação sem o paralelismo, com esta
quantidade de registros, é totalmente inviável. Por isso, testes e melhorias no paralelismo
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no FEBRL são tão importantes.
6.1 Trabalhos Futuros
Há vários trabalhos futuros posśıveis. O principal trabalho seria melhorar o paralelismo
do FEBRL, pois um tempo de execução baixo é muito importante no processo de dedu-
plicação de registros em conjunto de dados com milhares de registros . O mais interessante
do paralelismo é uso de tecnologias como clusters, que são tecnologias aparentemente de
baixo custo (se comparado com outros tipos de tecnologias paralelas) com um poder de
processamento enorme.
Adaptar os algoritmos fonéticos utilizados no FEBRL para reconhecer palavras brasi-
leiras, também é um trabalho interessante. Estes algoritmos fonéticos são utilizados pela
deduplicação na etapa de indexação e de comparação.
Um outro trabalho seria fazer testes com a ferramenta geocoding dispońıvel no FE-
BRL. Esta ferramenta permite a localização de endereços usando coordenadas geográficas
(latitude e longitude).
Fazer testes com vários conjunto de dados brasileiros utilizando o módulo para record
linkage dispońıvel no FEBRL para detectar registros duplicados entre os arquivos também
são testes interessantes de serem feitos.
Melhorar o treinamento de dados é uma tarefa importante, pois este processo é to-
talmente manual e muito demorado de se realizar. Tentar automatizar esta tarefa seria
essencial.
Referências Bibliográficas
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http://www.acm.org/sigmod/record/issues/0403/R1.report4-tamer.pdf.
[16] M. A. Hernandex e S. J. Stolfo. The merge/purge problem for large databases. ACM
SIGMOD Conference, 24(2):127–138, 1995.
54
[17] Fred. L. Drake Jr. Python tutorial (guido van rossum). Relatório
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Anexo A - Estados do Modelo
Escondido de Markov
As duas tabelas abaixo contém todos os estados posśıveis para nome e endereço dos
Modelos Escondidos de Markov. Fonte [6].
Tabela de estados posśıveis do Modelo Escondido de Markov para nome.
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Tabela de estados posśıveis do Modelo Escondido de Marcov para endereço.
Apêndice A - Formato de Sáıda:
Lista de Detalhes




Data set A: example2tmp
Data set B: example2tmp
——————————————————————————————————————-
Weight: 11.567734
Fields [RecID A: 4890/example2tmp] [RecID B: 4935/example2tmp]
address hmm 1.04217665748e-07 1.04217665748e-07
gender guess female female
given name carla carla
rec id rec-851-dup-171 rec-851-dup-243
surname alvse alvsd
unit type para para
wayfare name pedro calisto merces salvador pedro calisto merces salvador
wayfare numb 2370 2370





Fields [RecID A: 1724/example2tmp] [RecID B: 3584/example2tmp]
address hmm 1.20540435338e-14 1.20540435338e-14
gender guess male male
given name hugo hugo
rec id rec-1642-dup-29 rec-1642-dup-24
surname manzatyl manzwtao
unit type para para
wayfare name jardim alegre ganchinho jardim alegre ganchinho
wayfare numb 133 133
wayfare type rua rua
—————————————————————————————————————–
Weight: 11.315827
Fields [RecID A: 1041/example2tmp] [RecID B: 3529/example2tmp]
address hmm 1.36752978293e-13 1.36752978293e-13
gender guess female female
given name monica monica
rec id rec-329-dup-26 rec-329-dup-0
surname resende resende
unit type paui piaui
wayfare name presidente getulio vargas presidente getulio vargas
wayfare numb 766 766
wayfare type avenida avenida
Esta lista de detalhes é o resultado de alguns testes com conjunto de dados brasileiros
fict́ıcios criado com o programa generate.py que faz parte do ambiente de software FEBRL.
Apêndice B - Tabelas Look Up
Tabelas look up desenvolvidas nesse trabalho.
Parte da tabela look up de nomes próprios masculinos
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Parte da tabela look up de sobrenomes
Tabela look up de tipo de logradouro



























rua : r. ru
ruela :
sitio :








Tabela look up de instituição




asilo : casa de repouso
companhia : industria, fabrica
convento :
cooperativa : coperativa









posto de saude :
universidade :
unidade :
Tabela look up de tipo de unidade
tag=<UT> # Śımbolo de Identificação para complemento de endereço








conjunto : cj, conj, conjunto habitacional
caixa postal : cp


















terreo : andar terreo, solo
Apêndice C - Lista de Correção para
Endereço
Abaixo segue a lista de correção para endereço utilizada no processo de limpeza dos
registros.
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Apêndice D - Testes das Variáveis de
Bloco
Este apêndice apresenta os detalhes dos testes realizados para escolher as variáveis de
bloco que foram usadas nos testes finais. Para a escolha das variáveis de bloco, foram
realizados 5 testes com tipos de variáveis diferentes.
1o Teste
Variáveis usadas:
[[(‘surname’,‘dmetaphone’, 4),(‘wayfare type’,‘nysiis ’)],
[(‘given name’,‘truncate’, 3), (‘postcode’,‘direct ’)],
[(‘locality name’,‘nysiis ’),(‘unit type’,‘truncate’, 2)], ]
2o Teste
Variáveis usadas:
[[(‘given name’,‘nysiis ’),(‘locality name’,‘truncate’, 3)],
[(‘surname’,‘dmethaphone’, 3), (‘postcode’,‘direct ’)], ]
3o Teste
Variáveis usadas:
[[(‘surname’,‘truncate’, 4),(‘wayfare name’,‘nysiis ’)],





[[(‘given name’,‘nysiis ’),(‘locality name’,‘truncate’, 3)],




[(‘locality name’,‘truncate’, 3), (‘given name’,‘nysiis ’)], ]
Para ficar mais fácil a visualização, a seguir é apresentado um gráfico relacionado ao
tempo de execução dos cinco testes realizados.
Apêndice E - Arquivos de Sáıda do
Teste Final
Neste apêndice são apresentados os arquivos de sáıda do teste final realizado no estudo
de caso com o conjunto de dados do Sistema de Bibliotecas da Universidade Federal do
Paraná.




































LISTA DE IDENTIFICADORES DO CONJUNTO DE DADOS SIBI
Observação: é apresentada somente uma parte da lista de identificadores devido sua ex-
tensão.





























































A lista de detalhes do conjunto de dados sibi não será apresentada neste apêndice para
preservar as informações dos usuários cadastrados.
