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Desa Alampanjang merupakan salah satu desa penerima bantuan Program 
Keluarga Harapan (PKH) di Kabupaten Kampar, namun dalam penyaluran bantuan ini 
belum sepenuhya tepat sasaran disebabkan oleh data yang digunakan masih 
menggunakan data  Basis Data Terpadu  (BDT) lama, selain itu banyaknya data dan 
kriteria dalam menetukan calon Keluarga Penerima Manfaat (KPM) PKH  menyebabkan 
tidak semua data tervalidasi dengan baik dikarenakan kesalahan dari pendamping PKH 
ataupun dari KPM PKH itu sendiri. Aplikasi yang dapat membantu proses penentuan 
penerima PKH ini yaitu dengan menerapkan ilmu jaringan syaraf tiruan menggunakan 
metode Radial Basis Function (RBF) dan K-Means. Penelitian ini menggunakan 963 data 
BDT masyarakat desa Alampanjang dengan 34 variabel untuk menentukan penerima 
bantuan PKH. Pengujian menggunakan nilai threshold 0,1 sampai 0,9 dan nilai spread 1 
sampai 9. Hasil pengujian menunjukkan nilai akurasi terbaik terdapat pada nilai k = 
35, dengan nilai spread = 5 dan nilai threshold = 0,6 pada pembagian data 
90%:10% yaitu 94,18%. Tingkat akurasi yang didapatkan berdasarkan hasil 
pengujian ini dapat dikategorikan kedalam tingkat akurasi yang baik karena 
tingkat akurasi yang didapatkan hampir mendekati nilai 100%. 
 
Kata Kunci: Basis Data Terpadu (BDT), K-Means, Keluarga Penerima Manfaat (KPM) , 
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Alampanjang Village is one of villages help recipients of Expected Family 
Program (PKH) in Kampar Regency, but the distribution of this help is not fully on target 
yet caused by the data used were still from the old Integrated Data Basis (BDT), besides 
there are many data and criteria in determining the prospective Benefit Recipient Family 
(KPM) of PKH as the effect not all data were validated well due to the mistake done by 
PKH Staff or by KPM PKH themselves. The application which can assist the process of 
determining this PKH recipients is by implementing artificial nerve network science 
namely Radial Basis Function (RBF) and K-Means. This research used 963 BDT data of 
Alampanjang Village Community with 34 variables for determining PKH help recipients. 
The examination was conducted by using threshold value 0.1 until 0.9 and spread value 1 
until 9. The examination result shows the best accuracy value obtained at k = 35 with 
spread value = 5 and threshold value = 0.6 at data distribution 90%:10% categorized 
into good accuracy level because the accuracy level obtained almost reaches value 
100%.  
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1.1 Latar Belakang 
PKH atau secara internasional dikenal sebagai program Conditional Cash 
Transfers (CCT) merupakan program pemberian bantuan  sosial bersyarat kepada 
keluarga miskin yang terdaftar dalam Basis Data Terpadu (BDT) program 
Penanganan Fakir Miskin (PFM) yang diolah oleh Pusat Data dan Informasi 
Kesejahteraan Sosial dan ditetapkan sebagai Keluarga Penerima Manfaat (KPM) 
PKH.  
 Desa Alampanjang merupakan salah satu desa penerima bantuan PKH di 
Kabupaten Kampar. Kelemahan dari program ini terdapat pada proses penyaluran 
bantuan tersebut yaitu masih terdapat penerima bantuan PKH yang tidak tepat 
sasaran. Hal ini berdasarkan kondisi masyarakat di Desa Alampanjang yang 
menunjukkan bahwa penerima bantuan PKH masih ada yang berasal dari keluarga 
mampu dengan tingkat ekonomi menengah keatas.  
Berdasarkan hasil wawancara dengan Bapak H. Muhammad Abdullah, SE 
yang merupakan admin operator SIKS-NG di Dinas Sosial Kabupaten Kampar 
menyebutkan bahwa di Kabupaten Kampar terdapat 25.389 KPM yang menerima 
bantuan PKH, namun penyaluran bantuan PKH ini belum sepenuhya tepat 
sasaran. Hal ini sesuai dengan kondisi yang ada pada masyarakat Kabupaten 
Kampar tepatnya di Kecamatan Rumbio Jaya yaitu Desa Alampanjang, di desa ini 
masih terdapat beberapa KPM yang mampu secara ekonomi mendapatkan bantuan 
PKH sedangkan disisi lain terdapat keluarga miskin yang berhak justru tidak 
mendapatkan bantuan tersebut.  
 Untuk mengetahui suatu keluarga miskin layak menerima bantuan PKH 
atau tidak dapat dilakukan dengan cara melakukan proses klasifikasi data 
berdasarkan data BDT tahun 2019 yang didapat dari Dinas Sosial Kabupaten 
Kampar. Proses klasifikasi dilakukan menggunakan mesin learning. Pada 
beberapa penelitian klasifikasi dilakukan dengan pembelajaran data mining dan 




 Pada penelitian ini dilakukan klasifikasi untuk menentukan penerima 
bantuan PKH  menggunakan  jaringan syaraf tiruan (JST). Jaringan Syaraf Tiruan 
(JST) adalah sistem pemrosesan informasi yang memiliki karakteristik mirip 
dengan jaringan syaraf biologi (Siang, 2005). Cara kerja JST ini sama seperti cara 
kerja otak manusia, yaitu belajar melalui contoh. JST telah diterapkan secara luas 
untuk masalah-masalah bisnis dunia nyata dan telah banyak digunakan untuk 
klasifikasi, identifikasi, peramalan, pengenalan wajah dan sebagainya (T. Sutojo 
dkk, 2010). 
Penelitian sebelumnya yang terkait dengan klasifikasi penerima bantuan 
PKH dilakukan oleh (Pamungkas, Muflikhah, & Wihandika, 2019) menggunakan 
metode LVQ menunjukkan hasil penelitian dengan tingkat akurasi 100% untuk 
proses pelatihan dengan parameter terbaik yaitu learning rate 0.7, pengali 
learning rate 0.3, maksimum epoch sebanyak 2 dan minimum alpha 0.3. Namun 
untuk penelitian selanjutnya, penulis tertarik melakukan penelitian tentang 
penentuan penerima bantuan PKH menggunakan metode yang berbeda yaitu 
menggunakan metode Radial Basis Function dengan algoritma K-Means 
clustering. 
Metode Jaringan Syaraf Tiruan Radial Basis Function (RBF) merupakan 
salah satu contoh metode hibrida yaitu merupakan penggabungan metode 
terbimbing (supervised) dan metode tak terbimbing (unsupervised). Kombinasi 
antara 2 (dua) jenis metode pada jaringan RBF ini menghasilkan suatu sistem 
yang handal dengan akurasi yang tinggi dan waktu iterasi yang cepat. (Tahir, 
Warni, Indrabayu, & Suyuti, 2012). Kelebihan metode RBF terletak pada desain 
yang mudah, generalisasi yang bagus dan toleransi noise pada inputannya sangat 
tinggi (Haryono, 2005).  
Penelitian sebelumnya yang menggunakan algoritma RBF yaitu 
perbandingan metode klasifikasi logistik biner dan Radial Basis Function 
Network pada berat bayi lahir rendah oleh (Samosir, Wilandari, & Yasin, 2015). 
Hasil pada penelitian ini menunjukkan bahwa ketepatan klasifikasi regresi logistik 
biner adalah sebesar 81,7% untuk data training dan 77,4% untuk data testing. 
Sedangkan ketepatan klasifikasi menggunakan RBF adalah sebesar 92,96% untuk 




yang diperoleh, maka dapat diketahui bahwa metode Radial Basis Function 
(RBF) menghasilkan akurasi lebih tinggi dibandingkan metode Regresi Logistik 
Biner, baik untuk data training maupun data testing. Penelitian terkait lainnya 
yaitu analisis learning jaringan Radial Basis Function (RBF) pada pengenalan 
pola alfanumerik dengan jumlah data yang digunakan sebanyak 720 karakter 
dimana penelitian tersebut menghasilkan persentase pembelajaran yang baik yaitu 
95% (Azmi, 2016) 
Terdapat 2 tahap dalam peyelesaian algoritma RBF yaitu tahap clustering 
data dan tahap pembaharuan bobot. Tahap clustering data ini bertujuan untuk 
menentukan data center dari suatu kelompok data, ada dua cara yang bisa 
digunakan untuk menentukan data center tersebut yaitu secara acak dan 
menggunakan algoritma clustering. Kelemahan dari metode RBF ini yaitu dalam 
menentukan data center yang optimal, penentuan data center secara acak 
merupakan cara yang paling mudah akan tetapi tidak memberikan hasil yang 
optimal. Sedangkan menggunakan algoritma clustering akan lebih baik karena 
algoritma clustering ini dapat membantu meengelompokkan data dengan 
sendirinya berdasarkan kedekatan tertentu (Haryono, 2005). Salah satu algoritma 
clustering tersebut adalah algoritma K-Means, algoritma ini merupakan algoritma 
yang sangat banyak digunakan karena efektif dan efisien, sangat mudah dipelajari 
dan dari segi waktu proses komputasinya relatif singkat serta memiliki ketelitian 
yang cukup tinggi, sehingga relatif terstruktur dan efisien untuk perhitungan 
dengan jumlah data yang besar (Ni Putu Eka Merliana, Ernawati, & Santoso, 
2015). 
Pada penelitian sebelumnya yang menggunakan metode Radial Basis 
Function (RBF) dengan algoritma K-Means Clustering adalah klasifikasi kualitas 
pisau potong tembakau (CUT CELL) oleh (Apriyanto, Sujono, & Hermanto, 
2016). Berdasarkan hasil penelitian tersebut didapatkan hasil akurasi yang cukup 
tinggi dalam kasus klasifikasi dengan tingkat akurasi 84%, sedangkan penelitian 
tentang pengenalan huruf menggunakan model Jaringan Saraf Tiruan Radial Basis 
Function (RBF) dengan Randomize Cluster Decision berdasarkan hasil pengujian 
dari 50 data pengujian 38 data dapat dikenali dan sisanya 12 data tidak dapat 




ini adalah sebesar 76% (Haryono, 2005). Hal ini menunjukkan bahwa tingkat 
akurasi metode RBF dengan algoritma K-Means lebih baik di bandingkan 
menggunakan Randomize Cluster Decision. Selain itu berdasarkan hasil penelitian 
tentang analisis kinerja algoritma Fuzzy C-Means dan K-Means pada data 
kemiskinan oleh (Ulfah & ‘Uyun, 2015) menunjukkan hasil bahwa algoritma K-
Means lebih baik dalam mengelompokkan data kemiskinan dibandingkan dengan 
algoritma FCM, dimana K-Means memiliki  akurasi sebesar 83,33% sedangkan 
FCM hanya 50%. 
Berdasarkan penjelasan dari penelitian diatas maka dilakukan penelitian 
tugas akhir dengan judul “Penerapan Metode Radial Basis Function (RBF) dan 
K-Means untuk Menentukan Penerima Bantuan Program Keluarga Harapan 
(PKH) di Desa Alampanjang”. Diharapkan dalam penelitian ini dapat 
menghasilkan sebuah aplikasi yang mampu menentukan penerima bantuan PKH  
dengan tingkat akurasi yang baik. 
1.2 Rumusan Masalah 
Pada penelitian ini yang menjadi rumusan masalah dari permasalahan yang 
telah dijabarkan yaitu bagaimana penerapan metode Radial Basis Function (RBF) 
dan K-Means untuk menentukan penerima bantuan Program Keluarga Harapan 
(PKH) serta mengetahui tingkat akurasi yang diperoleh dari hasil pengujian 
aplikasi penentuan penerima PKH di Desa Alampanjang. 
1.3 Batasan Masalah 
Pada penelitian ini penulis memiliki beberapa batasan masalah yaitu 
sebagai berikut: 
1. Data yang digunakan dalam penelitian adalah data yang terdapat dalam 
Basis Data Terpadu (BDT) 2019 Dinas Sosial Kampar di Kecamatan 
Rumbio Jaya Desa Alampanjang yang berjumlah 963 data masyaratkat 
miskin. 
2. Variabel yang digunakan sebanyak 34 yaitu sta_bangunan, sta_lahan, 
luas_lantai, lantai, dinding, atap, sumber_airminum, 
cara_peroleh_airminum, sumber_penerangan, bb_masak, fasbab, kloset, 




ada_tv, ada_emas, ada_laptop, ada_sepeda, ada_motor, ada_mobil, 
ada_perahu, aset_tak_bergerak, jumlah_sapi, jumlah_kerbau, 
jumlah_kambing, umur, balita, lansia, sta_hamil, jenis_cacat,
 partisipasi_sekolah, dan  jenjang_pendidikan. 
3. Fungsi aktivasi yang digunakan yaitu fungsi aktivasi gaussian dan fungsi 
aktivasi sigmoid biner. 
4. Pengujian akurasi menggunakan Confusion Matrix. 
1.4 Tujuan Penelitian 
Dari penjelasan yang ada di latar belakang dan rumusan masalah, 
penelitian ini memiliki tujuan yaitu: 
1. Menerapkan metode Radial Basis Function (RBF) dan K-Means untuk 
menentukan penerima bantuan Program Kelurga Harapan (PKH) .  
2. Mengetahui tingkat akurasi Radial Basis Function (RBF) dengan 
penentuan nilai center menggunakan algoritma K-Means. 
1.5 Sistematika Penulisan 
Berikut ini  adalah sistematika penulisan pada Tugas Akhir yang akan 
dibuat. Pokok-pokok permasalahan akan diuraikan dalam masing-masing bab 
yang akan dibuat,yaitu: 
BAB I PENDAHULUAN 
Menjelaskan tentang latar belakang, rumusan masalah , batasan masalah, 
tujuan penelitian, dan sistematika penulisan. 
BAB II LANDASAN TEORI  
Menjelaskan teori-teori yang terkait dengan tugas akhir yaitu, Jaringan 
Syaraf Tiruan, Radial Basis Function, algoritma K-Means Clustering, 
Program Keluarga Harapan (PKH), pengujian, penelitian terkait. 
BAB III METODOLOGI PENELITIAN  
Menjelaskan tahapan yang akan dilakukan dalam proses penelitian tugas 
akhir ini, mulai dari identifikasi masalah, perumusan masalah, studi 
pustaka, analisa sistem, perancangan sistem, implementasi sistem, 





BAB IV ANALISA DAN PERANCANGAN 
Menjelaskan mengenai pembahasan kebutuhan sistem yaitu yang terdiri 
dari proses  pemgumpulan data, analisa data dan perancangan sistem. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Menjelaskan mengenai implementasi dan pengujian pada sistem 
berdasarkan analisa dan perancangan yang telah diselesaikan. 
BAB VI PENUTUP 








2.1 Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan (JST) sudah ada pada tahun 1940, cara kerja 
jaringan syaraf tiruan ini mirip dengan cara kerja otak manusia dengan bentuk 
logika numerik yang dilakukan oleh perangkat komputer (Muis, 2010). Teori 
Saludin Muis didukung oleh buku yang di tulis oleh (Kusumadewi, 2003) 
menyebutkan bahwa jaringan syaraf tiruan merupakan representasi dari otak 
manusia dan diimplementasikan menggunakan program komputer untuk 
menyelesaikan masalah perhitungan. 
Sebuah JST dikonfigurasikan untuk aplikasi tertentu, seperti pengenalan 
pola atau klasifikasi data, melalui proses pembelajaran (T. Sutojo dkk, 2010). JST 
telah diterapkan secara luas untuk masalah-masalah bisnis dunia nyata yang 
banyak digunakan untuk klasifikasi, identifikasi, peramalan, pengenalan wajah 
dan sebagainya (T. Sutojo dkk, 2010).  
Terdapat beberapa istilah yang sering disebut didalam jaringan syaraf 
tiruan yaitu (Puspitaningrum, 2006): 
1. Neuron atau node atau unit : elemen pengolahan jaringan syaraf tiruan. 
Setiap neuron menerima data input, memproses input (melakukan 
sejumlah perkalian dengan melibatkan summation function dan fungsi 
aktivasi), dan mengirimkan hasil berupa output. 
2. Jaringan : kumpulan neuron yang saling terhubung dan membentuk 
lapisan. 
3. Input atau masukan : Merupakan sebuah artikel tunggal dari sebuah pola 
atau data lain dari dunia luar. Sinyal-sinyal input ini kemudian diteruskan 
kelapisan selanjutnya. 
4. Output atau keluaran : Merupakan hasil pemahaman jaringan terhadap data 
input. Tujuan jaringan syaraf tiruan yaitu untuk menghadapi masalah-
masalah yang kompleks. 
5. Bobot : yang berfungsi mentransfer data dari satu lapisan ke lapisan 





6. Tidak langsung berinteraksi dengan dunia luar. Lapisan ini memperluas 
jaringan syaraf tiruan untuk menghadapi masalah-masalah yang kompleks. 
7. Summation function: Merupakan fungsi yang digunakan untuk mencari 
rata-rata bobot dari semua elemen input yaitu dengan mengalikan setiap 
nilai input (Xj) dengan bobot (Wij) dan dijumlahkan (disebut penjumlahan 
berbobot atau Sj). 
8. Fungsi aktivasi: Merupakan fungsi yang menggambarkan hubungan antara 
tingkat aktivasi internal (summation function) yang berbentuk linear atau 
non linear. 
9. Paradigma pembelajaran: Merupakan proses pembelajaran atau pelatihan 
jaringan syaraf tiruan yaitu berupa, terawasi (supervised learning), tidak 
terawasi (unsupervised learning), atau gabungan (hybrid). 
Jaringan syaraf tiruan  ini mempunyai beberapa kelebihan dan kekurangan. 
Kelebihan dari jaringan syarat tiruan yaitu sebagai berikut (T. Sutojo, Mulyanto, 
& Suhartono, 2011): 
1. Belajar Adaptive: memiliki kemampuan untuk mengenali atau mempelajari 
berdasarkan data yang diinputkan. 
2. Self-Organisation: jaringan syaraf tiruan dapat membuat satu kelompok/ 
organiasi sendiri atau representasi dan infomasi yang telah diterima pada 
waktu pembelajaran. 
3. Real-time Operation: dalam melakukan perhitungan secara paralel agar 
setiap perangkat keras yang telah di bangun dan di produksi mempunyai 
keuntungan dari kemampuan itu. 
Dari kelebihan yang dimiliki jaringan syaraf tiruan, jaringan syaraf tiruan 
juga memiliki kelemahan sebagai berikut (T. Sutojo et al., 2011): 
1. Dalam perhitungan operasi-operasi  numerk jaringan syaraf tiruan tidak 
efektif 
2. Tidak efisien dalam melakukan operasi algoritma aritmatik, logika, dan 
simbolik 
3. Untuk operasi dibutuhkan pelatihan sehingga jumlah datanya besar dan 




2.1.1 Model Jaringan Syaraf Tiruan 
Pada otak manusia terdapat neuron begitu juga pada jaringan syaraf tiruan 
terdapat neuron- neuron yang saling berhubungan. Setiap neuron akan mengubah 
informasi yang telah diterima ke neuron lainnya yang disebut dengan bobot. 
Informasi yang dihasilkan akan disimpan pada bobot tersebut (Sudarsono, 2016).  
Menurut McCulloch dan Pitts (1943), cara kerja jaringan syaraf tiruan 
yaitu terdiri dari masukkan x0,x1,......xn, bobot w0,w1,......wn, laju pembelajaran α 
dan fungsi aktivasi sigmoid. Model JST yaitu (Muis, 2010) : 
1. Neuron adalah informasi yang diproses oleh elemen-elemen sederhana. 
2. Neuron saling berhubungan akan dilewati oleh sinyal-sinyal. 
3. Sinyal yang ditransimisikan akan dikalikan dengan dua neuron yang 
memiliki bobotnya masing-masing. 
4. Besaran output ditentukan dari neuron yang memiliki fungsi aktivasi. 
 
Gambar 2.1 Model Matematis Jaringan Syaraf (Muis, 2010) 
2.1.2 Arsitektur Jaringan 
Pada penilaian baik tidaknya suatu model diantaranya ditentukan dengan 
hubungan masing-masing neuron atau yang bisa disebut arsitektur jaringan. Setiap 
lapisan layer terdapat kumpulan neuron – newuron. Lapisan penyusun dibagi 
menjadi 3 bagian, yaitu (T. Sutojo et al., 2011): 
1. Lapisan input 
Pada lapisan ini terdapat bagian yang bertugas untuk menerima inputan 
dari luar yang mengambarkan suatu permaslahan. 
2. Lapisan Tersembunyi 
Pada lapisan ini terdapat bagian yang tersembunyi dimana nilai dari output 






3. Lapisan Output 
Lapisan ini merupakan hasil dari solusi terhadap suatu masalah, 
berdasarkan inputkan yang telah dilakukan. 
Jaringan syaraf tiruan memiliki 3 arsitektur jaringan, yaitu (Kusumadewi, 
2003): 
1. Jaringan lapisan tunggal (single layer net) 
Yaitu jaringan yang memiliki satu lapisan. Jaringan ini tidak memiliki 
lapisan tersembunyi dan hanya memiliki lapisan input yang langsung 
terhubung dengan lapisan output. 
 
Gambar 2.2 Jaringan lapisan tunggal (single layer net) (Kusumadewi, 2003) 
Dalam Gambar 2.2 di atas, lapisan input memiliki 3 neuron sedangkan 
lapisan output memiliki 2 neuron. Lapisan input dan outpu saling 
berhubungan diantara masing-masing neuron yang ada. 
2. Jaringan banyak lapisan (multilayer net) 
Yaitu jaringan yang memiliki satu lapisan atau lebih. Jaringan ini memiliki 





Gambar 2.3 Jaringan banyak lapisan (multilayer net) (Kusumadewi, 2003) 
Dalam Gambar 2.3 di atas, jaringan banyak lapisan memiliki 1 lapisan 
tersembunyi dan memiliki matriks bobot lebih dari satu. Lapisan input 
tidak saling terhubung dengan lapisan output, akan tetapi terhubung 
dengan lapisan tersembunyi. 
3. Jaringan lapisan kompetitif (competitive layer net) 
Jaringan ini tidak memperlihatkan hubungan antar neuron yang terjadipada 
arsitektur. Jaringan ini memiliki bobot -ή Berikut adalah gambar dari 
jaringan lapisan kompetitif. 
 
Gambar 2.4 Jaringan lapisan kompetitif (competitive layer net) (Kusumadewi, 2003) 
2.1.3 Fungsi Aktivasi 
Pada JST terdapat fungsi aktivasi yang biasanya digunakan dalam 
algoritma pembelajaran (Kusumadewi, 2004). Fungsi aktivasi yang sering 




(threshold), fungsi bipolar (symetrichard limit), fungsi bipolar (threshold), fungsi 
linier (identitas), fungsi sigmoid biner dan fungsi sigmoid bipolar. Akan tetapi 
pada penelitian ini fungsi aktivasi yang digunakan adalah fungsi aktivasi sigmoid 
biner (Kusumadewi, 2003): 
Fungsi aktivasi sigmoid biner ini memiliki range antara 0 sampai 1 dan 
outputnya bernilai 0 atau 1. Rumus dari fungsi ini yaitu: 
 
Gambar 2.5 Fungsi Sigmoid Biner (Kusumadewi, 2003) 
2.1.4 Proses Pembelajaran 
Proses pembelajaran pada jaringan syaraf tiruan yang dijelaskan pada buku 
(Kusumadewi, 2003) bahwa pembelajaran JST hampir sama dengan konsep 
jaringan syaraf biologis atau cara kerja otak manusia. Proses pembelajaran 
jaringan syaraf tiruan terbagi 3 yaitu (Puspitaningrum, 2006): 
1. Pembelajaran terawasi (Suprvised Learning) 
Pada metode ini, setiap pola yang diberikan ke dalam JST telah diketahui 
outputnya. Selisih antar pola output aktual (output yang dihasilkan)  
dengan pola output yang dikehendaki (output target) yang disebut error 
digunakan untuk mengoreksi bobot JST sehingga JST mampu 
menghasilkan output sedekat mungkin dengan dengan pola target yang 
telah diketahui oleh JST. Contoh algoritma JST yang menggunakan 
metode ini adalah : Hebbian, Parceptron, ADALINE, Bolztman, Hopfield, 
LVQ , Backpropagation. 
2. Pembelajaran tak terawasi (Unsuprvised Learning) 
Pada metode ini, tidak memerlukan target output. Pada metode ini tidak 
dapat ditentukan hasil seperti apakah yang diharapkan selama proses 
pembelajaran . Selama proses pembelajaran, nilai bobot  disusun dalam 
suatu range tertentu tergantung pada nilai input yang diberikan. Tujuan 




samadalam suatu area terntentu. Pembelajaran ini bisa sangat cocok untuk 
klasifikasi pola. Contoh algoritma JST yang menggunakan metode ini 
adalah Competitive, Kohonen, Hebbian, LVQ, Necognitron. 
3. Pembelajaran Hibrida (Hybrid Learning) 
Pembelajaran hibrida merupakan kombinasi dari pembelajaran 
unsupervised learning  dan supervised learning. Sebagian dari bobot-
bobotnya ditentukan melalui pembelajaran terawasi dan sebagian lainnya 
melalui pembelajaran tak terawasi. Contoh algoritma JST yang 
menggunakan metode ini yaitu algoritma RBF. 
2.2 Algoritma K-Means 
K-Means adalah algoritma clustering untuk data mining yang diciptakan 
tahun 70-an dan berguna untuk melakukan clustering secara unsupervised 
learning (pembelajaran tidak terawasi) dalam kumpulan data berdasarkan 
parameter-parameter tertentu. K-Means mengelompokkan objek menjadik cluster. 
Metode ini akan mencari pusat cluster dan batas-batas cluster melalui proses 
perulangan (iterative). Kedekatan atau kemiripan suatu objek lain atau dengan 
pusat cluster dihitung dengan menggunakan fungsi jarak. Algoritma K-means 
bertujuan untuk mengelompokkan data berdasarkan kemiripannya, maka data 
yang memiliki kemiripan akan di kelompokkan ke satu cluster yang sama. Ukuran 
dalam mengelompokan ini dengan menggunakan fungsi jarak. Sehingga hasil 
kemiripan data dapat diketahui berdasarkan dari jarak terpendek antara data 
terhadap titik klasterisasi. Pada umumnya algoritma K-means menggunakan jarak 
euclidean untuk menghitung kemiripan tersebut. Langkah pertama yang dilakukan 
adalah menentukan inisialisasi sejumlah k pusat cluster. Secara iteratif, pusat 
cluster tersebut akan diperbaiki sehingga merepresentasikan pusat-pusat dari k 
cluster (Asroni, 2015). 
Berikut adalah langkah-langkah dalam memproses algoritma K-Means 
(Nurul Rohmawati W, Sofi Defiyanti, 2015): 
1. Menentukan k sebagai jumlah cluster. 
2. Membagi nilai acak sebagai pusat cluster  awal sesuai dengan jumlah k 




3. Mencari setiap jarak dari data input ke masing-masing centroid  dengan 
persamaan euclidean sehingga didapatkan jarak terdekat. Berikut adalah 
persamaan  Euclidean: 
d(xi-µj) = √∑(𝒙𝒊 − µ𝒋)2 ................................................................... (2.1) 
keterangan : 
xi merupakan data kriteria. 
µj merupakanjarak terkecil pada cluster  ke-j. 
4. mengelompokkan data berdasarkan jarak terkecil. 
5. Memperbaharui nilai jarak terkecil. Nilai baru dapat diperoleh dengan 





∑ 𝒙𝒋𝒋𝒆𝑺𝒋  ........................................................................ (2.2) 
keterangan : 
µj(t+1) merupakan jarak terkecil baru pada interasi ke (t+1). 
Nsj merupakan jumlah data pada cluster Sj. 
6.  Lakukan tahap ke 2 sampai 5 sampai hasil  pada setiap cluster tetap. 
2.3 Radial Basis Function 
Jaringan Syaraf Tiruan Radial Basis Function merupakan salah satu 
contoh metode hibrida yang menggabungkan metode terbimbing dan metode tak 
terbimbing (Wiharto, Palgunadi, & Nugroho, 2013). Jaringan Syaraf Tiruan RBF 
ini dapat diaplikasikan ke berbagai domain permasalahan antara lain seperti 
pemodelan data timeseries, pengklasifikasian, pengenalan suara, restorasi gambar, 
estimasi gerak dan segmentasi benda bergerak. 
Pertama kali di teliti oleh Powell pada tahun 1985 dikenal pada 
permasalahan “Real Multivate Interpolan System”, Radial Basis Function (RBF) 
merupakan metode yang hampir menyerupai multilayer perceptron. Jaringan RBF 
ini menggunakan dua lapisan yang berbeda dengan dua lapisan pada perceptron. 
Lapisan pertama pada RBF tidak melakukan perkalian antara bobot dan masukkan 
(perkalian matrik), tetapi  menggunakan perhitungan jarak antara vektor 





Jaringan RBF merupakan alternatif dari jaringan Multilayered Feed-
forward Neural (MFN) yang telah dikembangkan. Cara kerja jaringan RBF ini 
meniru cara kerja jaringan syaraf manusia yang terdiri dari berlapis-lapis neuron 
yang bekerja bersama-sama untuk memecahkan suatu permasalahan (Purwitasari, 
Pusposari, & Sulaiman, 2011). Jaringan Syaraf Tirun RBF memiliki topologi 
jaringan yang terdiri dari unit lapisan masukan (input layer), unit lapisan 
tersembunyi (hidden layer), dan unit lapisan keluaran (output layer) (Haryono, 















Gambar 2.6 Topologi Jaringan RBF (Haryono, 2005) 
 
1. Input layer  
Input layer adalah bagian dari rangkaian jaringan syaraf tiruan Radial 
Basis Function sebagai masukan untuk melakukan proses pertama. Input layer 
ini membaca data dari faktor luar yaitu keluaran plan (unit sensor) dan nilai 
yang kita kehendaki (Kusaedi, 2004). 
Ada perbedaan strategi pada tahapan clustering data dari input ke hidden 
yang akan dijelaskan dalam rancangan suatu RBF tergantung pada bagaimana 
pusat-pusat RBF dari jaringan dispesifikasi. Tiga macam pendekatan yang akan 
dijelaskan sebagai dasar teori untuk melakukan pelatihan adalah sebagai 






a. Seleksi titik pusat secara random  
Pendekatan yang pertama dengan mengansumsikan fungsi-fungsi 
aktivasi dari unit-unit lapis tersembunyi adalah tetap/fixed. Secara 
khusus lokasi-lokasi dari pusat RBF dipilih secara random dari 
himpunan data pelatihan. Untuk itu digunakan suatu fungsi Gauss yang 
sama sebagai standar deviasinya yang tepat dalam mengikuti 
penyebaran dari titik–titik pusatnya. 
b. Titik pusat diseleksi dengan metode pelatihan mandiri  
Pendekatan yang kedua, fungsi–fungsi radial basis yang diijinkan untuk 
memindahkan lokasi-lokasi dari titik pusat yang terorganisasi mandiri, 
dimana penimbangan-penimbangan linier dari lapis keluaran dihitung 
menggunakan aturan pelatihan terbimbing. Dengan kata lain, jaringan 
mengalami proses pelatihan hibrida. Proses pelatihan pada komponen 
terorganisasi mandiri menempatkan titik-titik pusat dari RBF hanya 
dalam daerah-daerah dari ruang masukkan/input space dimana data 
yang signifikan muncul. 
c. Pendekatan pusat diseleksi secara terbimbing  
Pendekatan ketiga, pusat-pusat dari RBF dan semua parameter-
parameter bebas dari jaringan mengalami suatu proses pelatihan 
terbimbing. Langkah pertama dalam pengembangan suatu proses 
pelatihan adalah mendefinisikan nilai cost. Dimana N adalah jumlah 
sample pelatihan yang digunakan dalam proses pelatihan dan E, adalah 
signal error (Brodjol, 2008) 
2. Hidden Layer  
Pada bagian ini tahap perumusan dalam pembentukan sistem algoritma 
RBF. Layer kedua adalah lapisan tersembunyi yang bertujuan pada fungsi basis 
bobotnya dengan nilai yang berbeda. Pada hidden layer jaringan RBF fungsi 








3. Output Layer  
Hasil dari penjumlahan antara bobot dan fungsi basis akan menghasilkan 
keluaran yang disebut output layer. Output layer merespon jaringan sesuai pola 
yang diterangkan pada input layer. Transformasi dari ruang input layer ke 
hidden layer ke output layer adalah linear (Kusaedi, 2004). 
Menurut (Haryono, 2005) hal yang khusus pada RBF yaitu:  
a. Pemrosesan sinyal dari input layer ke hidden layer bersifat nonlinear, 
sedangkan dari hidden layer ke output layer sifatnya linear.  
b. Pada hidden layer digunakan fungsi aktivasi yang berbasis radial, 
misalnya Gaussian.  
c. Pada output unit sinyal dijumlahkan seperti biasa.  
d. Sifat jaringannya ialah feed-forward. 
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Gambar  2.7 Arsitektur Radial Basis Function (RBF) (Fauzannissa et al., 
2015) 
Dari gambar 2.7 diatas dapat kita ketahui bahwa RBF memiliki sturuktur 
yang berlapis. Di dalam struktur radial basis function terdapat 3 lapisan yang 
terdiri dari  (Fauzannissa, 2015): 
1. Lapisan pertama berisi node yang disusun dari variable prediktor. 
2. Lapisan kedua terdiri dari hidden unit. Setiap hidden unit mempunyai 
fungsi radial basis yang dinotasikan sebagai 𝜑𝑖𝑘. 




2.3.2 Algoritma Radial Basis Function 
Algoritma perhitungan RBF sebagai berikut: 
1. Menentukan pusat data dari data latih. 
Menentukan pusat data dilakukan dengan pengambilan nilai center 
secara acak diambil dari nilai inputan pada proses pelatihan dan 
menggunakan algoritma clustering. 
2. Menghitung jarak Euclidean 
|| xi – xk || = Di,k = √∑ (𝒙𝒊,𝒋 −  𝒙𝒌,𝒋)𝟐
𝒑
𝒋=𝟏  ...................................... (2.3) 
Dimana i,k = 1,2…….n,  j= 1, 2, ….p 
3. Menghitung fungsi gaussian hasil aktivasi dengan fungsi basis radial 
dari jarak data dikalikan b1; 
𝜑𝑖,𝑘 =  𝑒
−(𝑏1∗𝐷𝑖,𝑘)
2
 .................................................................... (2.4) 
Dengan : b1 = 
√−ln (0,5)
𝜎(𝑠𝑝𝑟𝑒𝑎𝑑)
, spread merupakan bilangan real positif 
4. Menghitung bobot lapisan dan bobot bias dengan menyelesaikan 
persamaan linier berikut: 
𝜑1,1𝑤1 + … + 𝜑1,𝑛𝑤𝑛 + 𝑏 = 𝑑1
𝜑2,1𝑤1 + … + 𝜑2,𝑛𝑤𝑛 + 𝑏 = 𝑑2
… … … + … + 𝑏 = 𝑑3
 
𝝋𝒏,𝟏𝒘𝟏 + … + 𝝋𝒏,𝒏𝒘𝒏 + 𝒃 = 𝒅𝒏 ...................... (2.5) 
5. Menghitung bobot pelatihan dengan menggunakan persamaan  
w = (𝑮𝑻𝑮)−𝟏𝑮𝑻𝒅 ....................................................................... (2.6) 
6. Menghitung output JST RBF dengan menggunakan persamaan  
𝑦 = ∑ 𝜑 𝑤 + 𝑏 .......................................................................... (2.7) 
Keterangan rumus: 
 xi = vektor input data  G = inisialisasi nilai Gaussian (𝜑) 
 xk = vektor center  d = vektor target 
 𝜑 =fungsi Gaussian  y = output RBF 
 𝜎 =nilaispread   b = bias 




2.4 Program Keluarga Harapan (PKH) 
Program Keluarga Harapan (PKH) atau secara internasional dikenal 
sebagai program Conditional Cash Transfers (CCT) merupakan program 
pemberian bantuan  sosial bersyarat kepada keluarga miskin yang terdaftar dalam 
Basis Data Terpadu (BDT) program penanganan fakir miskin yang diolah oleh 
Pusat Data dan Informasi Kesejahteraan Sosial dan ditetapkan sebagai Keluarga 
Penerima Manfaat (KPM)  PKH (Kemensos, 2018). Bantuan sosial adalah 
bantuan berupa uang , barang, dan jasa  kepada keluarga miskin atau tidak mampu 
dan kepada keluarga atau seseorang yang rentan terhadap risiko sosial seperti 
penyandang disabilitas berat dan lansia diatas 60 tahun (Kemensos, 2018). 
2.4.1 Tujuan PKH 
PKH bertujuan  untuk (Kemensos, 2018): 
1. Meningkatkan taraf hidup KPM melalui akses layanan pendidikn, 
kesehatan dan kesejahteraan sosial. 
2. Mengurangi beban pengeluaran  dan meningkatkan  pendapatan keluarga 
miskin. 
3. Menciptakan perubahan perilaku dan kemandirian  KPM dalam  
mengakses layanan kesehatan dan pendidikan serta kesejahteraan sosial. 
4. Mengurangi kemikinan dan kesenjangan. 
5. Mengenalkan manfaat produk dan jasa keuangan formal kepada Keluarga 
Penerima Manfaat. 
2.4.2 Sasaran PKH 
Sasaran PKH merupakan keluarga atau seseorang  yang miskin dan 
terdaftar dalam basis  data terpadu (BDT) program penanganan fakir miskin, serta 
memiliki komponen kesehatan, pendidikan  dan kesejahteran sosial. Kriteria 3 
komponen PKH tersebut yaitu (Kemensos, 2018): 
1. Komponen  Kesehatan 
a. Ibu hamil/menyusui. 
b. Anak usia 0 (nol) sampai dengan 6 (enam) tahun. 
2. Komponen Pendidikan 
a. Anak SD/MI sederajat. 




c. Anak SMA/MA sederajat. 
d. Anak usia 7 (enam) sampai dengan 21 (dua puluh satu) tahun yang 
belum menyelesaikan wajib belajar 12 (dua belas) tahun. 
3. Komponen Kesejahteraan Sosial 
a. Lansia mulai dari 60 (enam puluh) tahun. 
b. Penyandang disabilitas berat. 
Calon peserta PKH dikatakan memenuhi syarat apabila memenuhi 2 (dua) 
kondisi yaitu: 
1. Merupakan keluarga miskin yaitu dibuktikan dengan terdaftarnya di dalam 
Basis Data Terpadu (BDT). 
2. Terdapat anggota keluarga yang  sesuai dengan kategori kepesertaan PKH 
yaitu memiliki komponen kesehatan, pendidikan dan/atau kesejahteraan 
sosial. 
2.4.3 Indeks Bantuan Sosial PKH 
Bantuan sosial PKH diberikan 4 kali dalam satu tahun yaitu pada bulan 
Januari, April Juli dan Oktober. Menteri Sosial  Agus Gumiwang Kartasasmita  
mengatakan bantuan sosial PKH 2019 diberikan dengan skema non-flat atau 
bervariasi. Indeks bantuan sosial PKH ini disesuaikan dengan beban kebutuhan 
keluarga pada aspek kesehatan, pendidikan dan kesejahteraan sosial sehingga 
jumlah bantuan yang diterima oleh KPM menjadi bervariasi tergantung komponen 
yang dimiliki dengan pembatasan maksimal untuk 4 orang per keluarga.  
Indeks bantun sosial PKH terdiri dari dua jenis bantuan  yakni bantuan 
tetap dan bantuan berdasarkan komponen. Nominal bantuan tersebut dapat dilihat 
dalam tabel berikut: 
Tabel 2.1 Nominal Bantuan PKH 
Bantuan tetap setiap keluarga Rp.550.000 / tahun 
PKH Akses  Rp.1.000.000 / tahun 
Ibu hamil/nifas Rp.2.400.000 / tahun 
Anak usia 0-6 tahun Rp.2.400.000 / tahun 
SD/Sederajat Rp.900.000 / tahun 
SMP/Sederajat Rp.1.500.000 / tahun 
SMA/Sederajat Rp.2.000.000 / tahun 
Lansia  Rp.2.400.000 / tahun 





2.5 Tahapan Pre-Processing 
Tahapan pre-processing ini bertujuan untuk mempersiapkan data yang 
digunakan untuk proses klasifikasi agar data yang digunakan benar-benar sesuai 
dengan permasalahan yang akan dipecahkan. Adapun tahapan pre-processing 
yang digunakan dalam penelitian ini yaitu: 
1. Selection 
Dalam sebuah database tidak semua data yang akan digunakan, untuk itu 
diperlukan proses selection datayang bertujuan untuk memilih data yang 
diperlukan pada proses klasifikasi. 
2. Cleaning 
Cleaning data dilakukan untuk mengatasi missing value (nilai yang hilang 
pada suatu data) nilai yang hilang dapat diganti dengan mencari rata-rata 
dari kelompok data tersebut, membuang duplikat data, memeriksa data 
yang inkonsisten dan memperbaiki kesalahan pada data. Pada tahapan ini 
juga dapat dilakukan enrichment yaitu proses memperkaya data yang 
sudah ada dengan data atau informasi yang lebih relevan yang diperlukan 
untuk klasifikasi. 
2.6 Normalisasi 
Tujuan normalisasi yaitu mendapatkan suatu nilai dari sebuah data yang 
berukuran yang kecil yang dapat mengantikan data asli tersebut tanpa harus 
kehilangan karakteristik data tersebut , rumus dari normalisasi adalah sebagai 




 ................................................................................... (2.8) 
Keterangan : 
X* adalah  nilai yang telah dinormalisasi 
X   adalah  nilai yang belum  di normalisasi 
Min(X)adalah  nilai minimal dari fitur 





Pengujian akurasi yang digunakan pada penelitian ini menggunakan 
metode confusion matriks. Setelah aplikasi selesai dibangun sistem akan di uji 
untuk dapat  mengetahui apakah sistem yang dibangun sesuai dengan yang 
diinginkan atau tidak. Confusion matrix merupakan salah satu metode yang dapat 
digunakan untuk mengukur kinerja suatu metode klasifikasi. Pada dasarnya 
confusion matrix mengandung informasi yang membandingkan hasil klasifikasi 
yang dilakukan oleh sistem dengan hasil klasifikasi yang sebenarnya (Prasetyo, 
2012). Berikut perhitungan confusion matriks:  
Tabel 2. 2 Confusion Matriks 
 Kelas Prediksi 
1 0 
Kelas sebenarnya 
1 TP FN 
0 FP TN 
Keterangan : 
TP(True Positive) = dokumen kelas 1 yang benar akan dikelompokkan di kelas 1 
FP(False Positive) = dokumen kelas 0 yang salah akan di kelompokkan di kelas 1  
FN(False Negative)= dokumen kelas 1 yang salah akan di kelompokan di kelas 0 
TN(True Negative)=dokumen kelas 0 yang benar akan dikelompokkan di kelas 0 
Berdasarkan tabel 2.1 untuk perhitungan akurasi dengan menggunakan 




 x 100% ................................................................. (2.10) 
2.8 Penelitian Terkait 
Pada penelitian ini terdapat beberapa penelitian terkait yang dijelaskan 
dalam tabel yaitu sebagai berikut: 
Tabel 2. 3 Penelitian Terkait  

















Hasil klasifikasi pada 
penelitian ini memperoleh hasil 
akurasi yang tinggi dengan  
menggunakan 5 parameter uji 
dengan hasil paling maksimal 









(Pamungkas et al., 
2019) 
DecAlpha 0,3, Epoch 2, dan 
Minalpha 0.01 mencapai hasil 
akurasi sebesar 100%. 









Akurasi Nilai Tukar 
Mata Uang Rupiah 












Pada penelitian ini diperoleh 
arsitektur jaringan dengan nilai 
akurasi paling baik yaitu 
97,29% dengan 7 hidden 
neuron, learning rate 0,3 dan 
nilai eror proses training 
sebesar 0,042  
 











Pada penelitian ini performa 
model neural network radial 
basis function untuk pemberian 
kredit mobil memberikan 
tingkat akurasi kebenaran 
sebesar 89,2% dengan nilai 
area under the curva (AUC) 
























Pada penelitian ini 
menggunakan metodek-
meansdalam menentukan nilai 
center, akurasi yang 













Pada penelitian ini diperoleh 
pembalajaran yang baik yaitu 
95%, karenaperhitungan iterasi 




























& Pattiasina, 2016) 
(RBF) berdasarkan percobaan yang 
sudah dilakukan diperoleh 
akurasi nilai similarity diatas 
90% 







K-Means Hasil dari penelitian ini 
menunjukkan bahwa tingkat 
akurasi pengclusteran penyakit 
ginjal menggunakan metode K-



















pengujiandidapatkan  akurasi 
terbaik93.75%. pada parameter 
Learning Rate 0.2 dan 
epochsebesar2000. Metode 
RBF lebih baik dibandingkan 
denganpenelitian 
sebelumnyamenggunakan 
Metode BPNN yang memiliki 










Biner dan Radial 
Basis Function 










Ketepatan klasifikasi regresi 
logistik biner adalah sebesar 
81,7% untuk data training dan 
77,4% untuk data testing. 
Sedangkanketepatan 
klasifikasimenggunakan RBFN 
adalah sebesar 92,96% untuk 
data training dan 80,64% 
untuk data testing. Berdasarkan 
ketepatan klasifikasi ini dapat 
diketahui bahwa metode 
Radial Basis Function Network 
(RBFN) menghasilkan akurasi 
lebih tinggi dibandingkan 
metode Regresi Logistik Biner, 
baik untuk data training 





















Penelitian ini berhasil 
melakukan klasifikasi tweet, 
terutama tweet iklan. nilai 
akurasi tertinggi 97,54% untuk 
data yang belum dilakukan 
pemilihan feature, sedangkan 
untuk data yang sudah 
dilakukan pemilihan terhadap 










Means pada Data 
Kemiskinan(Ulfah 




Hasil penelitian ini 
menunjukkan bahwa 
kesesuaian data antara 
algoritma FCM dengan 
perhitungan indikator 
kemiskinan di Desa Girijati 
yaitu sebesar 50% dan untuk 
algoritma K-Means sebesar 
83,33%. Berdasarkan hasil 
kesesuain data tersebut dapat 
diketahui bahwa algoritma k-
means lebih baik dalam 
pengelompokan data 























Penelitian ini menggunakan 
300 data pasien yang dibagi 
menjadi dua bagian : 250 data 
pasien digunakan untuk proses 
pelatihan dan sisanya 50 data 
pasien digunakan untuk 
pengujian system. Hasil akhir 
yang diperoleh, jaringan syaraf 
tiruan RBF mampu 
mendiagnosa penyakit jantung 
dan menentukan jenis obat 
yang sesui/tepat dengan 
akurasi 85% 
  





3.1 Metodologi Penelitian 
Metodologi pada penelitian ini menjelaskan langkah-langkah penerapan 
metode Radial Basis Function (RBF) dan K-Means untuk menetukan penerima 
bantun PKH di Desa Alampanjang. Langkah-,langkah tersebut telah disusun dan 






2. Data Sekunder (Data BDT 2019)
Analisa dan Perancangan Sistem
Implementasi dan Pengujian Sistem
  1. Analisa Kebutuhan Data
      a. Proses Pre-Processing Data
      b. Normalisasi Data  
      c. Pembagian Data
  2. Analisa Metode K-Means
  3. Analisa Metode RBF
  4. Perancangan Sistem
      a. Perancangan Antar Muka
  1. Implementasi Sistem
  2. Pengujian Akurasi
      - Pengujian Whitebox 
      - Pengujian Confussion Matrix
Kesimpulan dan Saran
 




3.2 Rumusan Masalah 
Perumusan masalah pada penelitian ini dimulai dari mengidentifikasi 
masalah yaitu memahami permasalahan pada proses penentuan penerima bantuan 
PKH di Desa Alampanjang dan memberikan solusi terhadap permasalahan 
tersebut, Adapun rumusan masalah pada penelitian ini yaitu “Bagaimana 
Penerapan Metode Radial Basis Function (RBF) dan K-Means untuk Menentukan 
Penerima Bantuan Program Keluarga Harapan (PKH) di Desa Alampanjang”. 
3.3 Studi Pustaka 
Tahapan ini merupakan tahap untuk pengumpulan literatur yang 
dibutuhkan dalam penelitian. Pengumpulan literatur adalah untuk mendapatkan 
landasan mengenai penelitian melaui jurnal, buku serta penelitian sebelumnya  
yang berkaitan dengan penelitian ini. 
a. Buku 
Buku digunakan untuk memperoleh teori tentang jaringan syaraf tiruan 
serta segala yang berkaitan dengan penelitian ini. Buku yang digunakan 
diantaranya adalah Kecerdasan Buatan, Pengantar Jaringan Syaraf Tiruan, 
Teknik Jaringan Syaraf Tiruan, Artificial Intelligence (Teknik dan 
Aplikasinya), Membangun Jaringan Syaraf Tiruan (Menggunakan 
MATLAB dan Excel Link), Data Mining Concept and Technique, dan 
Data Mining Konsep dan Aplikasi menggunakan MATLAB. 
b. Jurnal  
Jurnal digunakan untuk mengetahui penelitian-penelitian sebelumnya yang 
berhubungan dengan Program Keluarga Harapan (PKH), metode K-Means 
dan metode Radial Basis Function (RBF). Jurnal yang digunakan 
diantaranya yaitu jurnal klasifikasi penerimaan program keluarga harapan  
(PKH) menggunakan metode Learning Vector Quantization (LVQ), 
analisis learning jaringan Radial Basis Function (RBF) pada pengenalan 
pola alfanumerik, klasifikasi kualitas pisau potong tembakau (cut cell) 
menggunakan metode (RBF) dengan algoritma  K-Means  dan analisis 





3.4 Pengumpulan Data 
Data yang digunakan merupakan data sekunder yaitu data masyarakat 
miskin yang terdapat dalam Basis Data Terpadu (BDT) yang diperoleh dari Dinas 
Sosial Kabupaten Kampar, sedangkan informasi yang dibutuhkan sebagai 
penunjang penelitian didapatkan melalui wawancara dengan Bapak H. 
Muhammad Abdullah, SE yang bertugas sebagai admin operator SIKS-NG di 
Dinas Sosial Kabupaten Kampar dengan mengajukan pertanyaan-pertanyaan yang 
berkaitan dengan penentuan penerima bantuan PKH.  
3.4 Analisa dan Perancangan 
Pada tahap ini dilakukan analisa kebutuhan data dan analisa metode yang 
menjelaskan tentang proses penelitian yang akan dilakukan serta melakukan 
perancangan sistem yang akan dibangun. Tahapan analisa dan perancangan pada 
penelitian ini terdiri dari beberapa bagian proses yaitu sebagai berikut: 
3.5.1 Analisa Kebutuhan Data 
Tahapan analisa kebutuhan data ini berisikan bagaimana menganalisa 
mengenai kebutuhan data yang dibutuhkan dalam penelitian ini. Berikut beberapa 
tahapan yang dilakukan untuk analisa kebutuhan data: 
1. Prosespre-processing data BDT Desa Alampanjang. 
Proses pre-processing data disini dilakukan 2 tahap yaitu:  
a. Data Selection 
Proses selection yang dilakukan adalah menyeleksi variabel yang 
dibutuhkan berdasarkan kriteria yang sudah ditentukan. Data yang 
digunakan pada penelitian ini adalah Basis Data Terpadu (BDT) tahun 
2019 Dinas Sosial Kabuapten Kampar khususnya desa Alampanjang. 
Data digunakan untuk mengetahui tingkat ekonomi masyarakat dan 
untuk pemberian bantuan dari pemerintah. Terdapat 69 atribut di 
dalam data BDT sebelum dilakukan seleksi variabel dan setelah 








b. Data Cleaning 
Cleaning data dilakukan untuk mengatasi missing value (nilai yang 
hilang pada suatu data), membuang duplikat data, memeriksa data 
yang inkonsisten dan memperbaiki kesalahan pada data. Pada tahapan 
ini juga dapat dilakukan enrichment yaitu proses memperkaya data 
yang sudah ada dengan data atau informasi yang lebih relevan yang 
diperlukan untuk klasifikasi. 
2. Normalisasi Data 
Pada tahapan normalisasi ini data yang berskala terlalu besar maupun data 
berskala kecil akan diubah untuk mendapatkan data yang lebih kecil 
dengan range 0  dan 1 yang dapat mewakili data asli dengan menggunakan 
persamaan (2.8). 
3. Pembagian Data 
Pada tahapan ini dilakukan proses pembagin data antara data latih dan data 
uji. Data yang didapatkan dibagi kedalam data latih 90% data uji 10% , 
data latih 80% data uji 20% dan data latih 70% data uji 30%. 
3.5.2 Analisa Metode K-Means 
Metode K-means merupakan algoritma clustering yang digunakan untuk 
menentukan data center pada langkah awal pelatihan metode RBF. Adapun 
flowchart dari metode k-means adalah sebagai berikut: 
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Gambar 3.2 adalah langkah-langkah penentuan data center menggunakan metode 
k-means. Penjelasan dari gambar tersebut adalah sebagai berikut: 
1. Tentukan k sebagai jumlah cluster,  jumlah cluster terbaik  adalah 
sebanyak jumlah inputan (n) dsampai dua kali jumlah inputan (2n). 
2. Alokasikan data center sesuai dengan  jumlah cluster yang sudah 
ditentukan. 
3. Hitung jarak data input ke masing-masing centroid menggunakan 
persamaan 2.1 
4. Kelompokkan data  berdasarkan  jarak terkecil 
5. Perbaharui nilai centroid dengan menghitung rata-rata cluster 
menggunakan persamaan 2.2 
6. Jika hasil pada tiap cluster tetap maka proses selesai, jika tidak maka 
ulangi  langkah 3 sampai 5 hingga hasilnya tetap. 
3.5.3 Analisa Metode Radial Basis Function 
Pada tahapan ini dimana nilai center yang telah hasilkan dengan metode 
K-Means yang akan digunakan untuk tahapan pelatihan dan pengujian. Nilai ini 
yang akan di proses menggunakan algoritma RBF. Pada perhitungan RBF 
digunakan fungsi aktivasi Gaussian dan fungsi aktivasi sigmoid biner. Berikut 
flowchart pelatihan metode RBF. 
Mulai 
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Gambar 3.3 merupakan langkah-langkah pelatihan metode RBF. 
Penjelasan dari gambar tersebut adalah sebagai berikut: 
1. Tenentukan data center dengan menggunakan algoritma k-means.  
2. Hitung jarak data input ke masing-masing centroid, dimana data centroid 
yang digunakan adalah hasil akhir dari perhitungan data center 
menggunakan algoritma k-means. Untuk menghitung jarak centroid 
tersebut gunakan rumus euclidean pada persamaan 2.3.  
3. Hitung hasil fungsi aktivasi dengan mengalikan data jarak dengan b1 
menggunakan rumus pada persamaan 2.4 
4. Susun matriks gaussian berdasarkan kelompoknya menggunakan rumus 
persamaan linear pada persamaan 2.5  
5. Perbaharui nilai bobot dan bias menggunakan perkalian pseudoinvers 
matriks gaussian menggunakan rumus pada persamaan 2.6 
6. Hitung Output RBF menggunakan rumus pada persamaan 2.7 
Berikut ini merupakan flowchart gabungan dari metode K-Means dan RBF 
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aktivasi
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Sedangkan untuk proses pengujian pada algoritma RBF ini dapat dilihat 
dalam gambar berikut ini: 
Mulai 







Hitung Output RBF 
selesai





Gambar 3.5 Flowchart Pengujian Metode RBF 
Gambar 3.5 merupakan langkah-langkah pengujian metode RBF. 
Penjelasan dari gambar tersebut adalah sebagai berikut: 
1. Inputkan data uji  
2. Hitung jarak data input ke masing-masing centroid menggunakana rumus 
euclidean pada persamaan 2.3.  
3. Hitung hasil fungsi aktivasi dengan mengalikan data jarak dengan b1 
menggunakan rumus pada persamaan 2.4 
4. Susun matriks gaussian berdasarkan kelompoknyamenggunakan rumus 
persamaan linear pada persamaan 2.5 
5. Perbaharui nilai bobotdan bias menggunakan perkalian pseudoinvers 
matriks gaussian menggunakan rumus pada persamaan 2.6 
6. Hitung Output RBF menggunakan rumus pada persamaan 2.7 
3.5.3 Perancangan Sistem 
Tahapan perancangan ini dilakukan untuk memberikan sebuah 
rancangan/gambaran dari sistem yang akan di bangun. Berikut perancangan 
sistem yang dilakukan: 
1. Perancangan Antar Muka 
Pada tahapan ini penulis memberikan gambaran berdasarkan tampilan dari 





3.6 Implementasi dan Pengujian 
Tahapan implementasi dan pengujian merupakan tahapan yang dilakukan 
setelah tahapan analisa dan perancangan selesai dilakukan. Tujuannya adalah 
untuk merealisasikan hasil rancangan sebelumnya dan melakukan pengujian 
terhadap sistem tersebut. Berikut adalah tahapan Implementasi dan pengujian 
sistem yang akan dilakukan. 
3.6.1 Implementasi 
 Implementasi merupakan prosedur yang dilakukan untuk merealisasikan 
rancangan yang telah dibuat sebelumnya dengan melakukan coding atau 
pengkodean yang berfungsi untuk membangun aplikasi yang telah dirancang pada 
tahapan sebelumnya.  
3.6.2 Pengujian 
Pengujian pada penelitian ini akan dibagi menjadi 2 (dua) yaitu pengujian 
whitebox dan pengujian  akurasi,  
1. Pengujian Whitebox 
Pengujian whitebox merupakan pengujian yang dilakukan untuk 
mengetahui fungsi source code dari sistem yang dibuat. Pengujian ini 
bertujuan untuk mengetahui apakah sistem yang dibangun telah sesuai 
dengan metode Radial basis function dan K-means. 
2. Pengujian tingkat akurasi pada penelitian ini menggunakan metode 
confusion matrix untuk menentukan tingkat akurasi penentuan penerima 
bantuan Program Keluarga Harapan (PKH) di Desa Alampanjang. 
3.7 Kesimpulan dan Saran 
Kesimpulan merupakan hasil dari penelitian yang dilakukan yaitu tentang 
penerapan metode RBF dan K-Means untuk menentukan penerima bantuan PKH 
yang nantinya akan menjawab tujuan dari penelitian tersebut. Apakah sistem yang 
dibuat berhasil menentukan penerima bantuan PKH dan berapa tingkat akurasi 
yang didapatkan menggunakan metode RBF dan K-Means. Sedangkan saran  
merupakan masukan untuk menyempurnakan  dan mengembangkan  penelitian 
selajuntnya tentang penentuan penerima bantuan PKH dengan metode yang 
berbeda agar kekurangan pada penelitian sebelumnya dapat ditutupi dan lebih 




BAB VI  
PENUTUP 
5.1 Kesimpulan 
Berdasarkan dari seluruh tahapan yang dilalui pada penelitian tugas akhir 
tentang penerapan metode Radial Basis Function (RBF) dan K–Means untuk 
menentukan penerima bantuan PKH ini, maka dapat diambil beberapa kesimpulan 
yaitu sebagai berikut: 
1. Penerapan metode Radial Basis Function dan K-Means untuk 
menentukan penerima bantuan PKH dapat diterapkan dalam 
menentukan penerima bantuan PKH di Desa Alampanjang. 
2. Dalam menentukan penerima bantuan PKH dengan metode Radial 
Basis Function dan K-Means, nilai akurasi terbaik terdapat pada nilai k 
= 35, dengan nilai spread = 5 dan nilai threshold = 0,6 pada pembagian 
data 90%:10% yaitu 94,18%. Tingkat akurasi yang didapatkan 
berdasarkan hasil pengujian ini dapat dikategorikan kedalam tingkat 
akurasi yang baik karena tingkat akurasi yang didapatkan hampir 
mendekati nilai 100%. 
5.2 Saran 
Berdasarkan penelitian yang telah dilakukan, terdapat beberapa hal yang 
dapat penulis sarankan untuk penelitian selanjuntya, yaitu sebagai berikut: 
1. Penentuan nilai center pada metode Radial Basis Function (RBF) dapat 
dilakukan menggunakan algoritma clustering lain. 
2. Klasifikasi penentuan penerima PKH dapat dilakukan menggunakan 
metode yang berbeda,  melakukan penggabungan ataupun perbandingan 
dua metode. 
3. Metode K-Means dan Radial Basis Function (RBF) dapat diterapkan 
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