Introduction
The presence of mixed-size sediment is a key feature of rivers. Sediment sorting patterns develop in the streamwise direction (e.g., the characteristic downstream fining profile Sternberg, 1875 ) , in the transverse direction (e.g., bend sorting Allen, 1970 ) , and in the vertical direction (e.g., bed armoring Parker and Klingeman, 1982 and dune sorting Blom et al., 2003 ) . Modeling applications in which the mixed-size character of river morphodynamics is not negligible mandate the use of a suitable continuity model accounting for mass conservation of each of the considered sediment size fractions. Hirano (1971) was the first to develop a mixed-sediment continuity model. He assumed that the river bed can be vertically divided into an active top part (the active layer), which interacts with the flow, and an inactive substrate. In the model, sediment transport and friction depend on the texture of the active layer, whereas the sediment in the substrate only plays a role if net aggradation creates new substrate sediment or net degradation leads to the entrainment of substrate sediment into the active layer.
Although it has been fruitfully used to represent physical phenomena related to mixed-sediment for nearly half a century (see Chavarrías et al., 2018 ) , the active layer model suffers from a drawback. Under certain conditions it becomes ill-posed ( Chavarrías et al., 2018; Ribberink, 1987; Stecca et al., 2014 ) . A model is ill-posed if a unique solution does not exist, or if the solution does not depend continuously on the initial and boundary conditions ( Hadamard, 1923 ) . If a model is illposed, infinitesimal variations in the initial or boundary conditions yield a significant deviation of the solution within an infinitesimal time ( Hadamard, 1923 ) . When solving the mathematical model by numerical approximations, perturbations in the initial and boundary conditions simply arise by truncation errors. This makes an ill-posed model unsuitable in practice.
The problem of ill-posedness arises from an inaccurate representation of the physical processes ( Joseph and Saut, 1990 ) . For instance, a two-fluid model for incompressible and inviscid flow in two layers with a velocity discontinuity is ill-posed ( von Helmholtz, 1868; Kelvin, 1871 ) . It is regularized (i.e., becomes well-posed) if viscous effects are taken into account ( Joseph and Saut, 1990 ) . From this perspective, the preferred approach to regularize the active layer model would be the development of a new model that includes those physical mechanisms that are not accounted for by the active layer model.
There exist alternatives to the active layer that typically aim to improve the physical description of sediment mixing process. Ribberink (1987) introduced a second layer to account for the mixing due to dunes exceptionally larger than the average dune height. Besides producing a vertical sorting profile that better reproduces the results of a laboratory experiment ( Blom, 2008 ), Ribberink's two-layer model makes the occurrence of ill-posedness less likely, although it does not completely avoid it ( Sieben, 1994 ) . Luu et al. (2006 Luu et al. ( , 2004 proposed a model in which the active layer is replaced by the sediment transport layer representing the sediment in transport rather than the sediment at the bed surface. The thickness of the sediment transport layer is estimated with a closure relation such as the one developed by Egashira and Ashida (1992) . Although conceptually different, the model by Luu et al. (2006 Luu et al. ( , 2004 is mathematically equivalent to the active layer model, which implies that it can also be ill-posed. Blom and Parker (2004) and Blom et al. (2006 Blom et al. ( , 2008 developed a model in which both bed elevation and bed grain size distribution are treated using a vertically continuous formulation ( Parker et al., 2000 ) . This implies that there is no distinction between the active and inactive part of the bed. The model by Blom and coauthors satisfactorily describes the vertical stratigraphy due to dunes at laboratory scale, but it requires a time step too small to be applicable at large scale. Moreover, its well-posedness has not been studied. Simplifying the continuous framework proposed by Parker et al. (2000) , the vertically continuous model by Viparelli et al. (2017) overcomes the need for a small time step. Although applicable at large spatial and temporal scales, their model does not solve the problem of ill-posedness ( Chavarrías et al., 2018 ) .
Given the facts that: (a) There is not yet a practically feasible alternative to the active layer model, (b) the active layer model remains well-posed over a large range of applications ( Chavarrías et al., 2018 ) , and (c) it is a computationally cheap model implemented in several software packages, here our objective is to develop a strategy to avoid illposedness while maintaining the conceptual framework of the active layer model. To this end, we develop a regularization strategy that recovers well-posedness of the active layer model and we conduct 4 laboratory experiments under conditions in which the active layer model is ill-posed to obtain data to which we compare the results of our regularized model.
The paper is organized as follows. In Section 2 we review strategies for regularizing ill-posed models. In Section 3 we present the regularization strategy. Section 4 presents the laboratory experiments and Section 5 focuses on the numerical runs to reproduce the experimental results. In Section 6 we discuss the limitations of the regularization strategy, as well as other possible modeling strategies.
Overview of regularization techniques
In this section we review techniques used to regularize ill-posed problems. Propagation problems are most completely mathematically represented by a set of partial differential equations constituting an initial value problem. In these problems an initial state changes with time subject to conditions at the boundaries of the domain. The matrixvector formulation provides a compact expression of the set of equations (e.g., Courant and Hilbert, 1989; Lyn and Goodwin, 1987; Toro, 2001 ) :
where Q is the vector of dependent variables, A is the system matrix, and S is the vector of source terms. The velocity at which small waves propagate throughout the domain (i.e., the eigenvalues of matrix A ) must be real for the problem to be well-posed (e.g., Hadamard, 1923; Ivrii and Petkov, 1974; Kabanikhin, 2008; Lax, 1957; 1958; 1980; Mizohata, 1961 ) . When the eigenvalues are real, the problem is hyperbolic. If the eigenvalues have an imaginary component (the problem being elliptic or of mixed-type), an initial value problem is ill-posed. The two-fluid shallow flow model (i.e., a model of the flow of two layers of superimposed fluids at different velocities) is known to be ill-posed when the difference in flow velocity between the upper and lower layers exceeds a certain threshold ( Ardron, 1980; Armi, 1986; Lawrence, 1990; Long, 1956; Pelanti et al., 2008 ) . In general terms illposedness arises in multiphase models (e.g., bubbles in a fluid) ( Harlow and Amsden, 1975; Kumbaro and Ndjinga, 2011; Murray, 1965; Stewart, 1979; Stewart and Wendroff, 1984 ) . Multiphase models are regularized by accounting for the forces at the interface between the two fluids ( Abgrall and Karni, 2009; Drew et al., 1979; Liska et al., 1995; Lyczkowski et al., 1978; Ramshaw and Trapp, 1978; Stewart, 1979; Stuhmiller, 1977; Tiselj and Petelin, 1997; Travis et al., 1976 ) . Although the physics of multiphase problems is better represented when including the effects of the interface forces, this approach does not completely eliminate the possibility of the problem being ill-posed.
Fernández Nieto (2003 ) , Castro Díaz et al. (2011 ) , and Sarno et al. (2017 introduce an additional term in the momentum equations to account for friction between the fluid layers. Their regularization strategy yields a well-posed model and has a physical origin. However, the additional physical term depends on the time step of the numerical solution, which implies that it cannot be considered a fully physically-based solution.
The numerical solution of a mathematically ill-posed model can be well-posed ( Chen and Peng, 2006; Chen et al., 2007; Savary and Zech, 2007; Spinewine et al., 2011 ) if the numerical solution neglects information in the physical equations ( Greco et al., 2008 ) . Worded differently, in such a case the physical equations are ill-posed, but the numerical equations that we actually solve are well-posed. In particular, when using the HLL solver (a common approximate Riemann solver proposed by Harten et al., 1983 , see Toro, 2009 , one only uses the fastest and slowest eigenvalues of the system, which implies that the dynamics due to the intermediate celerities are not resolved. This hides the problem of ill-posedness rather than solves it.
In determining the steady (equilibrium) state of a fluid dynamics problem, a commonly adopted strategy to achieve fast convergence is to modify the celerities at which information propagates (i.e., the system eigenvalues) ( Chorin, 1967; Grabowski and Berger, 1976; Plows, 1968; Soh and Berger, 1984 ) . For instance, in aerodynamics, the speed of sound may differ significantly from the air velocity, which causes a slow convergence to steady state ( Choi and Merkle, 1993; Feng and Merkle, 1990; Godfrey et al., 1993; van Leer et al., 1991 ) . Preconditioning methods ( Turkel, 1987; 1993; aim at bringing the eigenvalues of the system closer to each other such that a larger time step is allowed.
Analogously, the "bed celerity " (i.e., the speed of the wave related to changes in bed elevation ( Lyn and Altinakar, 2002; Morris and Williams, 1996; Stecca et al., 2014; De Vries, 1965 ) ) is generally slow compared to the celerities associated with perturbations of the flow. This fact has encouraged the use of a "morphodynamic acceleration factor " in morphodynamic modeling to reduce the computational time ( Latteux, 1995; Lesser et al., 2004; Ranasinghe et al., 2011; Roelvink, 2006 ) . Mathematically, as we will show later, the use of a morphodynamic acceleration factor is equivalent to the application of a particular preconditioning method.
By altering the celerity at which information propagates, the transient state of the preconditioned problem is altered with respect to the original problem, but both problems converge to the same steady state solution if the boundary conditions are steady. A drawback of preconditioning is the fact that, when the problem is subject to unsteady boundary conditions, preconditioning methods modify the steady state, as they indirectly modify the timing of the boundary conditions ( Turkel, 1999 ) . For this reason, the boundary conditions of a preconditioned model need to be adjusted if these vary with time.
The fact that a preconditioning method alters the transient state was used by Zanotti et al. (2007) to regularize the two-fluid model. They modified the system of equations by introducing two parameters. One parameter modifies the continuity equation, which affects the imaginary part of the eigenvalues. Depending on the relations between velocities and densities of the two fluids, a specific value of this parameter makes the imaginary part equal to zero. Apart from modifying the imaginary component, the parameter also modifies the real part of the eigenvalues. They introduce a second parameter that affects all equations to recover the original real part of the eigenvalues. They compare the solution of the regularized model to analytical solutions and they show that the regularized two-fluid model is stable. In the next section we will follow a similar approach to derive a regularization strategy for the active layer model.
Regularization strategy for the active layer model
In this section we propose a strategy for recovering the well-posed character of the system of equations for modeling mixed-sediment river morphodynamics. The modified set of equations is presented in Section 3.1 . In Section 3.2 -we derive the parameters used to recover the well-posed character of the model considering a simplified case with two sediment size fractions and steady flow, which allows us to obtain analytical expressions. We then extend the validity to unsteady flow conditions ( Section 3.3 ) and to conditions with more than 2 sediment size fractions ( Section 3.4 ). In Section 3.5 we discuss the implementation of the strategy.
Modified system of equations
We consider one-dimensional hydrostatic flow over a bed composed of N non-cohesive size fractions. The flow is described by the SaintVenant (1871) equations. We assume a Chézy-type friction in which the nondimensional friction coefficient is independent of the flow and bed parameters. The sediment transport rate is considered to adapt instantaneously to changes in the bed shear stress ( Bell and Sutherland, 1983 ) . The mass conservation of the bed sediment is described by the Exner (1920) equation, and the − 1 active layer equations ( Hirano, 1971 ) account for the conservation of the mass of each grain size fraction within a discrete top layer of the bed surface (i.e., the active layer). Given the flow, friction, and sediment transport assumptions, the model cannot represent small-scale processes (i.e., processes at the scale of bed elevation fluctuations due the stochastic nature of sediment transport, ripples, dunes, or bed load sheets). In other words, the variables represent parameters averaged over a period larger than the characteristic time of small-scale bed elevation fluctuations ( Armanini and di Silvio, 1988; Blom et al., 2008; Parker et al., 2000; Ribberink, 1987; Wong and Parker, 2006 ) . We refer to Appendix A for the model equations and the matrix-vector formulation of the system. Analogous to Zanotti et al. (2007) ( Section 2 ), the system of equations in Equation (1) is modified multiplying the time derivative term by a diagonal matrix M to regularize the problem:
Matrix M modifies the transient state only. The preconditioning technique does not affect the solution of the steady state (i.e., ∕ = 0 ).
The morphodynamic model under unisize conditions was analyzed by Cordier et al. (2011) . They found that the Saint-Venant-Exner model is always well-posed assuming a Chézy-type friction. This confirms that the ill-posed character of the mixed-size sediment model results from the inappropriate representation of the mixing processes by the active layer model ( Chavarrías et al., 2018 ) . For this reason, we propose a regularization strategy that recovers the well-posed character modifying the celerities at which mixed sediment processes occur. This is done by means of a set of parameters k [ -] for 1 ≤ ≤ − 1 that multiply the time derivative of each active layer equation. Similarly to Zanotti et al. (2007) , we consider a parameter [ -] that can be used to rescale the celerities after being modified by k . We stipulate that this parameter affects only the sediment processes (including the Exner (1920) equation) but not the flow.
The modified system of equations must be mass conservative with respect to the sediment. This implies that k cannot be grain size dependent (i.e., = ∀k ) and that the preconditioning technique is only applicable when the active layer thickness is constant ( Appendix B ).
Derivation of the regularization coefficients
In this section we derive the values of the coefficients and that enable regularization of the active layer model. We consider a simplified case with two sediment size fractions under steady flow conditions, as this allows us to obtain analytical expressions of the regularization parameters.
In this case, the dependent variables of the system are the bed elevation [m] and the volume of fine sediment in the active layer per unit of bed area, M a1 [ -] ( Chavarrías et al., 2018 and Appendix A ):
The system matrix is:
where the parameters b [−] and s1 [−] are the nondimensional approximated bed and sorting celerities, which (approximately) represent the celerities at which infinitesimal perturbations in bed level and grain size distribution of the bed surface propagate through the domain ( Chavarrías et al., 2018; Stecca et al., 2014; De Vries, 1965 The preconditioning matrix is:
Note that does not affect the mathematical character of the system, as it modifies all equations equally. Worded differently, the parameter changes the magnitude of the eigenvalues but not the type (real or complex). We compute the eigenvalues ( k for = 1 , 2 ) of the modified system of equations as the roots of the characteristic polynomial det ( s2 − s2 ) = 0 :
where the discriminant Δ is a second degree polynomial on equal to:
We consider a situation which is ill-posed if the regularization strategy is not applied. This implies that when = 1 (the regularization strategy is not applied), Δ < 0 (the eigenvalues are complex). We aim to modify the system of equations as little as possible in regularizing it. Worded differently, we aim at changing as little as possible from 1. The minimum modification is obtained when the discriminant is equal to 0 (i.e., the eigenvalues are in the limit for having an imaginary part different than 0). The threshold values c that modify the system of equations as little as possible are found by equating (7) to zero:
There are two possible values of c that yield real eigenvalues. The discriminant ( Eq. (7) ) as a function of is a concave parabola as 2 b > 0 . Moreover, when = 0 , Δ = 2 s1 > 0 and when = 1 , Δ < 0. This shows that one critical value of parameter is between 0 and 1, and the second value is larger than 1 (i.e., 0 < c1 < 1 < c2 ).
We compute the value of parameter that, assuming = c , recovers the real part that the eigenvalues would have if they had not been modified using the parameter :
In this case, irrespective of the value of , the eigenvalues of the regularized system are equal to:
If we do not use to recover the original real part of the eigenvalues (i.e., if = 1 ), the eigenvalues of the regularized system are equal to
Parameter can be selected to be larger or smaller than 1 and if we choose to use (i.e., if ≠ 1) the eigenvalues are independent of . Summarizing, we find three possible regularization strategies:
1. ≠ 1 and ≠ 1 2. < 1 and = 1 3. > 1 and = 1
In general terms, the approximated sorting celerities are positive, and under subcritical flow conditions (i.e, Fr < 1) the approximated bed celerity is also positive. However, due to hiding in the sediment transport relation, under conditions in which ill-posedness likely occurs, s1 may be negative regardless of the Froude number ( Chavarrías et al., 2018 ) . In this case, Strategies 1 and 2 do not guarantee that the eigenvalues k > 0. We consider that it is physically unrealistic that morphodynamic information travels in the upstream direction under subcritical flow conditions. A negative eigenvalue would imply that the boundary condition for morphology needs to be imposed at the downstream end to yield a well-posed model, and this is contradictory to the fact that the morphodynamic state under subcritical flow conditions depends on the load coming from upstream ( Blom et al., 2017a; . On the other hand, Strategy 3 guarantees that k > 0 (Appendix A of the supplementary material). Thus, we consider that the only possible regularization strategy is the one in which > 1 and = 1 .
We need to guarantee that the celerities of the system of equations modified by the regularization strategy are not physically unrealistic. In particular, under a sufficiently small Froude number, the modified bed and sorting celerities must be significantly smaller than the celerities of the flow. The regularization technique does not modify the approximated celerity associated with bed elevation changes (i.e., = 1 ) and decreases the celerity associated with mixing processes (i.e., > 1, we will discuss this point in Section 6.1 ). For this reason, the regularization technique does not cause the celerities to be physically unrealistic.
The regularization strategy is not limited to a particular range of parameter settings. Yet, when using the value of derived in this section, the Froude number cannot be in the transcritical region, as in this case the quasi-steady approximation is not valid ( Cao and Carling, 2002b; Colombini and Stocchino, 2005; Lyn, 1987; Lyn and Altinakar, 2002; Sieben, 1999 ) . In the following section we consider unsteady flow, which extends the regularization technique to the transcritical region.
Validity under unsteady flow conditions
In this section we extend the validity of the regularization parameter found for steady flow cases ( Section 3.2 ) to unsteady flow conditions. ( Table 1 ) as a function of . In this case c = 16 . 1 is the smallest value of > 1 that yields a well-posed model (i.e., all eigenvalues are real).
Table 1
Reference values in the comparison of the value of c computed analytically and numerically.
When considering unsteady flow conditions, we cannot obtain an analytical expression of c for regularizing the system of equations. Nevertheless we can numerically find the smallest value of > 1 for which the roots of the characteristic polynomial of det ( u − u ) = 0 are real values (i.e., the eigenvalues are real), where subscript u indicates that the model is unsteady. Matrices M u and A u are listed in Appendix A.5 . This procedure is nonetheless expensive computationally in comparison with an algebraic calculation. Fig. 1 shows the maximum imaginary part of all eigenvalues of a reference ill-posed case ( Table 1 ) considering unsteady flow for varying . The sediment transport rate is computed using a fractional version of the Engelund and Hansen (1967) sediment transport relation ( Blom et al., 2017a ) . A value > 16.1 yields a well-posed model (i.e., all eigenvalues are real).
To test the validity of the algebraic value of c obtained assuming steady flow we consider the same reference case ( Table 1 ) and we vary the flow velocity to obtain a range of conditions. In Fig. 2 (a) we present the value of c necessary to obtain a well-posed model computed assuming steady flow ( Eq. (8) ) and numerically considering unsteady flow. We conclude that for a Froude number below approximately 0.6, there is no significant difference between the values for steady and unsteady flow. This implies that, for Fr < 0.6, the value of c obtained analytically assuming steady flow is a good approximation of the actual value. 
Validity under multiple size fractions conditions
In a model with more than 2 size fractions, we cannot analytically obtain the value of c that regularizes the active layer model. Similar to the unsteady case, it is possible to numerically obtain the smallest value of > 1 that yields real eigenvalues computed as the roots of the characteristic polynomial det ( s − s ) = 0 (matrices M s and A s are presented in Appendix A.5 ). Again, this process is relatively expensive in computational terms. In this section we propose a method to obtain an approximate value of c for such cases and compare it to the exact value obtained numerically.
Assuming steady flow, a system that models N sediment size fractions has N equations ( Appendix A ). We reduce the system of N equations to an approximate system of 2 equations following the approach of Ribberink (1987) . We sum the N active layer equations to obtain one equation that models the changes of the mean grain size of the bed surface sediment ( Appendix A.3 ). Subsequently, we apply the same technique as the one we have used in the case of 2 size fractions to obtain a critical value of that guarantees that the approximate model is wellposed:
where the symbols are the equivalent of the case for two size fractions in the approximate model ( Appendix A.5 ) We consider a case with 3 sediment size fractions, where the fine and coarse fractions have characteristic sizes equal to 1 = 0 . 001 m and 3 = 0 . 005 m, respectively. The volume fraction contents of the 3 size fractions in the active layer are a1 = 0 , a2 = 0 . 9 , and a3 = 0 . 1 . The substrate is fully composed of fine sediment. We vary the medium grain size ( d 2 ) to obtain a range of conditions. The remaining parameters are the same as the ones presented in Table 1 . In Fig. 2 (b) we compare the exact value of c (computed numerically) to the approximated one (computed using Eq. (12) ). The approximated value of c follows the same trend as the exact one. However, the approximated value is both larger and smaller than the exact one depending on the sediment conditions. This implies that the current approximate approach may be insufficient to regularize the active layer model in the case of more than 2 sediment size fractions.
The approximate system of equations can be ill-posed under degradational conditions into a fine substrate only ( Chavarrías et al., 2018; Ribberink, 1987 ) . However, a 3 size fractions case can be ill-posed under degradational conditions into a coarse substrate ( Chavarrías et al., 2018 ) , which further limits the applicability of the approximate solution for the threshold value of .
Implementation
In this section we describe our approach for numerically solving the system of equations and apply the regularization strategy.
We have developed the numerical research code Elv to model mixedsize sediment river morphodynamics ( Blom et al., 2017a; 2017b ) which solves the equations for flow, bed elevation, and the bed surface grain size distribution in a decoupled manner (i.e., in series and not as a coupled system of equations). Thus, our code is not appropriate for solving transcritical situations ( Lyn, 1987; Lyn and Altinakar, 2002; Sieben, 1999 ) or cases with a high sediment concentration ( Cao and Carling, 2002a; Morris and Williams, 1996 ) .
The one-dimensional spatial domain is discretized using an equispaced grid. All variables are computed at the cell centers and are considered constant in each time step. Here we assume steady flow, which is represented by the backwater equation ( Eq. (16) ). This ordinary differential equation is integrated using the standard fourth-order finite difference Runge-Kutta method (RK4). The Exner (1920) equation ( Eq. (17) ) and active layer equation ( Eq. (19) ) are solved in conservative form using a first order upwind scheme in combination with forward Euler to integrate in time. We discretize the vertical domain in a finite number of cells having a certain thickness to account for stratigraphic changes in the substrate. Our scheme is balanced for the vertical fluxes between the active layer and the substrate . This means that mass conservation is guaranteed independent of the substrate discretization. The time step varies with time and is computed such that the CFL number ( Courant et al., 1928 ) is constant and equal to 0.9 ( Toro, 2009; Wu, 2007 ) . The details of the numerical implementation are described in Appendix B of the supplementary material.
When the regularization strategy is applied, we first determine the mathematical character of the model (i.e., well-posed or ill-posed) at each node using the approach proposed by Chavarrías et al. (2018) . For the case of 2 size fractions, this is done evaluating an algebraic equation, and for more than 2 size fractions we numerically compute the eigenvalues of the system matrix. At continuation, for each node we compute the threshold value c that guarantees that the model is well-posed. Again, this is done evaluating an algebraic expression ( Eq. (8) ) for 2 size fractions and it is done numerically for more than 2 size fractions ( Section 3.4 ).
The regularization strategy yields equal eigenvalues (i.e., in a two size fractions case 1 = 2 , Eq. (11) ). This implies that the problem is hyperbolic but not strictly hyperbolic ( Cordier et al., 2011; Lax, 1980; Toro, 2009 ) . In a non-strictly hyperbolic problem, the solution may not be unique and resonance may occur, which gives rise to strong nonlinear interactions ( Isaacson and Temple, 1992; Liu, 1987 ) . In avoiding a non-strictly hyperbolic-problem, we modify the value of c using a small parameter > 0 [ -] such that * = c (1 + ) , where * [ -] is the value used for updating the bed surface grain size distribution. For the cases we have studied a value of = 0 . 005 is sufficient to avoid the problems associated with non-strict hyperbolicity.
Ill-posedness causes short-wave instability ( Chavarrías et al., 2018; Joseph and Saut, 1990 and Section 5.1.2 ) meaning that perturbations will grow unstable at rates depending on the inverse of their length. Diffusion counteracts these effects by dampening perturbations ( Gray and Ancey, 2011 ) . Regularization of the problem can be provided by numerical diffusion if a first-order (diffusive) method is used. However, if the underlying problem is ill-posed, cell refinement will be able to reveal its ill-posed character even if a first-order method is used in its solution, as we do in this paper. This is because, with decreasing cell size, the numerical diffusion coefficient of a first-order method will generally decrease, while at the same time shorter (more unstable) perturbations will be solved. Therefore, an ill-posed problem will show no convergence due to its inherent instability when the mesh is progressively refined, regardless of the low-order method in use.
We observe such a behavior in Section 5.1.2 where we show that our low-order numerical scheme suffices to capture the consequences of ill-posedness by revealing instability and non-converging character in simulations conducted within the ill-posed range. It is likely that, with a higher-order (non-diffusive) method, these features would have become apparent even at lower mesh resolution due to absence of spurious diffusion dampening perturbations. However, it must be considered that our upwind scheme is characterized by small numerical diffusion coefficient, and that Stecca et al. (2016) and Siviglia et al. (2017) have shown that a first-order upwind scheme with a fine grid resolution is sufficient to capture the main features of mixed-size sediment morphodynamic simulations such as the ones we conduct.
Laboratory experiments
In this section we describe the laboratory experiments conducted under conditions in which the active layer model ( Hirano, 1971 ) is illposed in order to obtain a data set to which we can compare the results of the proposed regularization strategy. We describe the experimental plan, materials, and measurements in Section 4.1 . In Section 4.2 we present the experimental results.
Experimental plan and measurements
We conducted 4 laboratory experiments (I1, I2, I3, and I4). The experiments reproduced degradational conditions into a fine substrate, which are conditions prone to be ill-posed ( Chavarrías et al., 2018; Ribberink, 1987; Stecca et al., 2014 ) . The experiments were conducted in a 14 m long, 0.40 m wide, and 0.45 m high tilting flume in the Water Laboratory of the Faculty of Civil Engineering and Geosciences of Delft University of Technology. At the upstream end, a turbulence dissipation device was installed (item (a) in Fig. 3 ). An inclined plane was placed downstream from the turbulence dissipation device (item (b) in Fig. 3 ) to allow for an alluvial bed (item (c) in Fig. 3 ) . The structure was covered with glued sediment such that friction was similar to the one of the alluvial bed. Its elevation could be adjusted.
We consider a reference system with coordinate origin at the bottom of the flume at the downstream end of the metal structure. The z -axis is parallel to gravity and pointing up. The x -axis follows the streamwise direction of the flume, being positive in the direction of the flow. The y -axis is perpendicular to the other two axes forming a right handed orthonormal basis.
We used two sediment size fractions (fine and coarse) with characteristic grain sizes (computed as the arithmetic mean in scale) equal to 2.1 mm and 5.5 mm. The standard deviation of the two size fractions is 1.1 mm and 1.2 mm, respectively. The bed surface was initially flat, with a constant slope, and composed of coarse sediment only. Below a 0.03 m thick layer of coarse sediment, we installed a patch of fine sediment of varying length L p [m] ( Fig. 3 and Table 2 ). We imposed a constant water discharge and a constant sediment feed rate of the coarse fraction only, which was in equilibrium with the initial condition ( Table 3 and Appendix C of the supplementary material). The sediment was introduced using a feeder placed on top of the flume (item (d) in Fig. 3 ) . The downstream water level was lowered at a rate of 0.01 m/h during 8 h by adjusting a sharp-crested weir at = 12 . 60 m (item (g) in Fig. 3 ). The lowering of the water level led to bed degradation and entrainment of the fine sediment in the patch. We have tested that in these conditions the active layer model is ill-posed regardless of the active layer thickness and sediment transport relation.
Sediment was collected in a sand trap (item (e) in Fig. 3 ) at the downstream end of the flume ( = 12 . 10 m). The sediment was pumped from the sand trap (item (f) in Fig. 3 ) into a tank positioned on a weight balance next to the flume. This system allowed us to continuously measure the sediment transport rate. The water inflow was measured using an ultrasonic flow meter and the downstream water level using a position sensor. We obtained profiles of the water and bed elevation using laser sensors that were fixed to a carriage (item (h) in Fig. 3 ) . A camera was mounted on the carriage to measure the grain size distribution of the bed surface using the technique developed by Orrú et al. (2016a,b) (item (i) in Fig. 3 ). To this end, the coarse sediment was painted red and the fine sediment blue. Our experimental set-up allowed us to measure either a profile of bed and water surface elevation or the bed surface grain size distribution at a certain location with time.
For the modeling of the laboratory experiments ( Section 5 ), it is important to obtain turbulent flow conditions of a relatively deep flow (i.e., flow cannot be affected by individual grains), where sediment is predominantly transported as bed load. The concentration of sediment needs to be so small that we can assume clear water. These conditions were satisfied (Appendix C of the supplementary material).
Results
All experiments were governed by the same conditions before the fine sediment in the patch was entrained. We observed the superposition of bedforms of two different length scales ( Fig. 4 ) . Secondary bedforms approximately 0.5 m long and 0.01 m high were superimposed on primary longer bedforms of the order of 3 m and twice as high. The primary Fig. 3 . Sketch of the flume set-up: ( a ) Turbulence dissipator, ( b ) metal plate with glued sediment, ( c ) alluvial bed, ( d ) feeder, ( e ) sand trap, ( f ) sediment pump, ( g ) weir, ( h ) laser sensors for water and bed surface elevation, and ( i ) camera for measuring the bed surface grain size distribution. bedforms are interpreted as incipient gravel dunes ( Carling, 1999; Carling et al., 2005 ) . The characteristics of these features remained steady as the bed degraded. The steadiness of the features' characteristics is confirmed in a preparatory experimental run without a patch of fine sediment (Appendix C of the supplementary material).
After approximately 2 h the bed had degraded up to a point at which the trough of a long bedform was lower than the top part of the patch ( Fig. 5 (a) ). At that moment fine sediment was exposed, entrained, and transported. The larger mobility of the fine sediment created a downstream moving degradational wave ( Fig. 5 (b) ). As erosion proceeded, the shear stress was reduced (due to the increased flow depth), which reduced the degradation rate. Meanwhile, the subsequent bedform advanced and started to fill the degradational pit with coarse sediment ( Fig. 5 (c) ). Overall, the passage of bedforms induced entrainment of fine sediment and subsequent coarsening of the top part of the substrate. Since the degradational wave increased in depth in downstream direction, also the thickness of the coarse top layer increased in downstream direction ( Fig. 5 (d) ).
The substrate coarsening mechanism created an irregular interface between coarse and fine sediment compared to the initial situation where the interface was parallel to the bed surface. As a consequence, the entrainment of fine sediment became a pseudo-random process in space and time. Degradational waves formed at those locations where fine sediment was closest to the bed surface. Yet, most of the waves grew for only a limited length, as, due to the irregular interface, at some point the sediment present at the trough was coarse rather than fine. Sometimes the interface was sufficiently parallel to the bed surface and a large degradational wave formed. This is seen in the content of coarse sediment at the bed surface of the patch ( Fig. 6 (a) , (c), (e) and (g)) and in the bed elevation ( Fig. 7 ) . One or two small degradational waves formed after the passage of a large degradational wave, characterized by the fact that the bed surface is composed of mainly fine sediment and the trough of a bedform reaches elevations significantly lower than average.
A longer patch allowed for the development of longer (in space and time) and deeper erosional waves ( Figs. 6 and 7 ). Yet, the decrease in degradation rate as the wave advanced acted as a saturation mechanism limiting the height of the wave. Thus, the probability of lower bed elevation at the patch zone was not significantly larger for an increasing patch length ( Fig. 8 ) . After the patch, where the substrate was composed of coarse sediment only, wave height decreased and the bed elevation profile tended to the one upstream of the patch ( Fig. 7 ) . Yet, the presence of fine sediment downstream of the patch slightly increased the height of the bedforms with respect to the bedforms upstream of the patch ( Fig. 8 (a) and (c) ). Bedforms downstream of the patch were characterized by a coarse front and fine tail, and were approximately 2 grain sizes of the coarse sediment high. These characteristics may indicate the presence of bedload sheets ( Dietrich et al., 1989; Recking et al., 2009; Whiting et al., 1988 ) or bedforms in a transitional phase to small dunes. The domain downstream from the patch was not long enough to pre- cisely conclude on the type of bedforms. The changes in volume fraction content of coarse sediment at the bed surface were less pronounced downstream of the patch compared to at the patch ( Fig. 6 (b) , (d), (f) and (h)). This is because fine sediment entrained at the patch dispersed in the downstream direction. 
Numerical modeling
In this section we apply the regularization strategy in modeling the laboratory experiments conducted under conditions in which the active layer model is ill-posed ( Section 5.1 ). In Section 5.2 we compare the results of the regularized active layer model to the results of the two-layer model developed by Ribberink (1987) by applying them to a thought experiment under conditions in which the active layer model is ill-posed.
Modeling of our laboratory experiments
In Section 5.1.1 we calibrate the numerical model. In Section 5.1.2 we conduct a convergence test to show the consequences of illposedness and the benefits of the regularization strategy. In Section 5.1.3 we apply the numerical model to the laboratory experiments described in the previous section. In Section 5.1.4 we test the regularization strategy assuming three sediment size fractions.
Calibration
Modeling the laboratory experiments requires values for the active layer thickness and the friction coefficient, and the choice of a sediment transport relation. To this end we use the results of a set of preparatory experiments (Appendix C of the supplementary material). To chose a sediment transport relation, we run two experiments conducted under equilibrium conditions, while feeding the fine and the coarse sediment size fractions. The sediment transport relation by Ashida and Michiue (1971) reproduces our results reasonably well (Appendix D of the supplementary material). To obtain the skin friction coefficient ( C fb ) for computing the sediment transport rate (Appendix A.4 ) we correct the total measured friction coefficient C f for side wall friction with the method developed by Johnson (1942) (see Guo, 2015 ) . We obtain the values f = 0 . 0104 and fb = 0 . 0084 . Bedform drag was negligible during the initial phase as bedforms were low. When fine sediment was entrained, bedforms grew and bedform drag may have played a role. It is not reasonable to model this additional friction using standard relations (e.g. Engelund and Hansen, 1967; Haque and Mahmood, 1983; Wright and Parker, 2004 ) , as these relations provide a bedform-averaged friction coefficient, while in our case large bedforms were isolated in space and time. We decide to use a constant friction coefficient and we think that the most sensible approach is to neglect bedform drag.
A reasonable value for the active layer thickness is 0.01 m, which corresponds to the distance below the mean bed elevation with a probability of entrainment below approximately 5% ( Blom, 2008; Ribberink, 1987 ) . This value is also in accordance with 1-3 times D 90 as proposed by, for instance, Hirano (1971) ; Hoey and Ferguson (1994) , and Seminara et al. (1996) .
In one preparatory experiment under equilibrium conditions, we fed coarse sediment only and, from some point, we started feeding tracer sediment (i.e., sediment of a different color). Modeling the propagation of the front of tracer sediment, we confirm that 0.01 m is a reasonable value for the active layer thickness (Appendix D of the supplementary material).
Convergence test
First we aim to show the consequences of ill-posedness. To this end, we simulate conditions similar to the ones of the experiments using the active layer model. In the experiments, degradation into a coarse substrate (i.e., under well-posed conditions) occurred for approximately 2 h, as the patch of fine sediment was placed 3 cm below the initial bed surface. In order to obtain ill-posed conditions at the start of the simulations, the patch of fine sediment is placed right below the active layer. In this manner, 300 s simulations suffice for our purpose. Moreover, the patch extends over a distance of 8 m (from = 1 m to = 9 m) to maximize the domain over which the model is ill-posed.
We conduct 13 simulations using cell sizes ranging from 0.1 m down to 2.44 × 10 −5 m. The results do not converge and continue to change as the grid is refined ( Fig. 9 (a) ). We compute the error as a function of the cell size to quantify the (lack of) convergence. As there is no analytical solution to which we can compare the results of the numerical runs, Fig. 9 . Bed elevation at = 300 s predicted using the ( a ) active layer model ( Hirano, 1971 ) and ( b ) regularized active layer model. Each of the 13 lines presents the results computed using a different cell size (ranging from 0.1 m down to 2.44 × 10 −5 m, where darker colors represent smaller cell sizes). Panels ( c ) and ( d ) present the error at a certain time using a particular cell size (see Equation (13) ) when using the active layer model and the regularized active layer model, respectively. In panels ( b ) and ( d ) only one line is visible, as it overlaps all other lines.
we compute the error between the results of two successive simulations s and + 1 ( Love and Rider, 2013; Roy, 2005 ) . To this end, first we interpolate the bed elevation results of all simulations using the smallest cell size. The interpolation, rather than linear, takes into consideration that each value is constant inside a cell. Second, we compute the error as the norm 1 of the difference between bed elevations of two successive simulations at a certain time t :
where N x denotes the number of cells of the simulation with the smallest cell size, and L [m] the domain length. Fig. 9 (c) shows the error as a function of the cell size for several times. If the cell size is large (for instance, larger than 0.01 m), for short simulation times (for instance, shorten than 10 s), the results seem to converge. Yet, using the same cell size, the results do not converge if one considers a longer simulation time. Similarly, considering a simulation time equal to 10 s, the results do not converge when the cell size is smaller than 0.002 m. This behavior is characteristic of ill-posed simulations. The growth rate of perturbations increases with decreasing cell size. For this reason, the consequences of ill-posedness arise earlier for smaller cell sizes. Given a certain cell size, if the simulation is short enough, perturbations do not have time to grow and the solution seems to converge. For a fixed time, simulations seem to converge after the error grows (for instance, for = 120 s, simulations seem to converge for cell sizes between 0.001 m and 0.01 m). This is due to the fact that, at the given time, perturbations have already grown significantly and have coarsened the bed material causing the simulation to be well-posed. A further decrease of the cell size or an analysis at a different time shows that the active layer model does not converge. We repeat the same simulations applying the regularization strategy. The initial value of the parameter that recovers the well-posed character of the system is c = 11 . 6 . In this case the solution does not show oscillations ( Fig. 9 (b) ). Moreover, the solution converges for a decreasing cell size independently from the time at which convergence is tested ( Fig. 9 (d) ). This supports the fact that the regularized model is well-posed, contrary to the active layer model. The rate at which the solution converges confirms that the numerical scheme is first-order accurate ( Section 3.5 ).
Two sediment size fractions
We reproduce all laboratory experiments using a cell size equal to 0.05 m. The regularized model shows spatial or temporal oscillations in none of the cases ( Fig. 10 ) . For all cases the bed elevation decreases smoothly in the streamwise direction ( Fig. 10 (b) , (f), (j) and (n)). This contrasts with the measured temporal change of bed elevation, which presents bedforms and the formation of degradational waves at the upstream end of the patch ( Fig. 10 (a) , (e), (i) and (m)). The measured increase in wave height at the patch ( Fig. 10 (a) , (e), (i) and (m)) and Section 4.2 ) is not captured. The effect of the patch is observed in the model results in the fact that degradation occurs faster for a long patch ( Fig. 10 ) than for a short one ( Fig. 10 (b) ).
The continuous and smooth predicted entrainment of substrate sediment yields an almost steady volume fraction content of sediment in the active layer both at the patch ( Fig. 10 (c) , (g), (k) and (o)) and at the downstream end ( Fig. 10 (d) , (h), (l) and (p)). The measured data shows, on the other hand, a variable volume fraction content at the bed surface. The model correctly captures the mean value and nicely reproduces that a longer patch causes an increase in the amount of fine sediment at the bed surface. The fact that the model does not capture bedforms is not surprising, as the mechanisms necessary for bedform formation are not present in the model. For instance, the fact that the flow model is based on the hydrostatic pressure assumption prevents modelling processes such as flow separation. The possibility of capturing the formation of the degradational waves at the patch is also discarded, as from the analysis of well-posedness we see that the regularized model does not show any instability mechanism that could induce wave growth. For this reason, the model results represent values averaged over the passage of several bedforms and degradational waves. We choose not to filter the measured bed elevation data, as given the characteristics of the bedforms, it would introduce a large amount of spurious information (e.g., the degradational wave would start at the wrong location) and we would lose a significant amount of data at the beginning and end of the domain.
Overall the regularized model yields a reasonable approximation of the mean temporal change of the measured data. The degradational trend is captured and the surface grain size distribution approximates the average measured values. The substrate is not unrealistically altered as there are no oscillations in the solution.
Three sediment size fractions
To test the regularization strategy for multiple grain sizes, we model Experiment I4 ( Table 2 ) using 3 different grain sizes by applying the exact solution to obtain the regularization parameter. The fine size fraction remains the same and the previous coarse size fraction is represented in this case by two characteristic grain sizes equal to 4.895 mm and 5.895 mm. For an initial volume fraction content at the bed surface of the medium size sediment equal to 0.375, the initial bed slope is the same as when using two characteristic sizes and the sum of the sediment transport rate of the medium and coarse fractions when using three sizes is equal to the sediment transport rate of the coarse fraction when using two sizes. In this manner the simulation accounting for three sediment fractions is comparable to the one accounting for two size fractions.
In Fig. 11 we compare the bed elevation and mean grain size of the bed surface sediment predicted by the regularized model using 2 and 3 sediment size fractions. The evolution of the bed elevation shows only a weak dependence on the number of size fractions used to discretize the sediment mixture. The model with 3 size fractions presents a mild coarsening (0.2% increase in mean grain size) with time before sediment from the patch is entrained (after 2 h). This coarsening is not visible when using 2 size fractions, because in this case, during the initial state, the bed surface sediment consists of one single grain size only. We conclude that the regularization technique is applicable for a general case with more than 2 size fractions. Ribberink 's (1987) 
Comparison between

two-layer model and the regularized model
To our knowledge there is no other laboratory data set apart from the one presented in Section 4 to which we can apply the regularized active layer model to test its performance. This is because either the conditions that other researchers have studied yield a well-posed active layer model (e.g. Ashida and Michiue, 1971 ) or the active layer model is illposed but the active layer thickness varies with time due to dune growth ( Blom et al., 2003 ) . The latter case is a situation that the regularization strategy cannot deal with ( Section 3.1 ). However, Ribberink (1987) applies his two-layer model to a thought experiment under conditions in which the active layer model is ill-posed. In this section we apply the regularized active layer model to his thought experiment and compare it to the two-layer model. Ribberink (1987) conducted a laboratory experiment with mixedsize sediment, which was dominated by aggradation after a period of degradation (Experiment E8-E9). The initial bed was characterized by a uniform slope, composed of a bimodal mixture (a coarse and fine fraction), and well mixed both in the streamwise and vertical direction. The sediment supply was initially in equilibrium. A temporal increase of the proportion of the coarse fraction in the sediment supply perturbed the equilibrium condition and induced the downstream propagation of a coarsening wave. The downstream migration of the coarsening front caused a preceding and temporary bed degradation as a result of the difference in sediment mobility between the coarse sediment forming the wedge and the fine sediment downstream of the front of the wedge. Eventually, the bed aggraded and was characterized by a larger slope than the initial one, so as to allow for the transport of the coarser fed sediment under equilibrium conditions. During the short degradational part of the experiment, the bed surface was coarser than the substrate (i.e., conditions in which the active layer model is prone to be ill-posed Chavarrías et al., 2018; Ribberink, 1987; Stecca et al., 2014 ) . However, while reproducing the experiment numerically, Ribberink (1987) found that the active layer model was well-posed. Subsequently, Ribberink (1987) applied his two-layer model to a thought experiment that was equal to E8-E9 except for the fact that the substrate sediment was finer than in the flume experiment such that the active layer model is ill-posed. A numerical simulation of the thought experiment using the active layer model showed oscillations that eventually made the code crash ( Ribberink, 1987 ) . The thought experiment was reproduced well by a numerical code implementing Ribberink 's (1987) two-layer model. Fig. 11 . Bed elevation ( a ) and mean grain size at the bed surface ( b ) as a function of time predicted in Experiment I4 using the regularized active layer model using 2 and 3 sediment sizes.
Here we run a numerical simulation of the thought experiment using our regularized active layer model and compare it to the results of Ribberink 's (1987) two-layer model reported in Fig. 7 .9 of Ribberink (1987) . Simulation details can be found in Appendix C . Fig. 12 presents the time series of bed elevation and mean grain size of the bed surface sediment at a location 20 m downstream from the inlet. During the first 20 h the effects of the coarsening of the fed sediment are not felt 20 m downstream from the inlet. While the regularized active layer model predicts a constant bed elevation and grain size distribution of the bed surface sediment during this period of time, the two-layer model predicts a fining of the bed surface ( Fig. 12 (b) ). This is due to the fact that the initial grain size distribution of the exchange layer is not in equilibrium with the one at the active layer and causes a vertical flux of sediment. However, the bed elevation remains constant as predicted by both models ( Fig. 12 (a) ).
The aggradational phase is preceded by a degradational wave, which is much more pronounced in the regularized active layer model than in the two-layer model. This is because in the regularized active layer model degradation causes entrainment of the fine substrate sediment, whereas in the two-layer model the exchange layer acts as a buffer that slows down the process. The coarsening of the bed surface between approximately 25 h and 40 h as predicted by both models is very similar. While after 40 h the regularized active layer model predicts a constant grain size distribution of the bed surface sediment, the two-layer model predicts an asymptotic adaptation toward equilibrium conditions. This effect is again caused by the exchange layer that coarsens slowly compared to the active layer on top of it, as it accounts for the effects of occasionally large bedforms. The equilibrium state differs between the two models. We believe that this is due to the fact that we do not know exactly what values were used by Ribberink (1987) for the constants in the sediment transport relation ( Appendix C ).
The regularized active layer model captures the dynamics predicted by the two-layer model of Ribberink (1987) . The advantage of the twolayer model is that it accounts for a source of vertical mixing that the regularized active layer model does not take into consideration (i.e., the mixing due to occasionally large bedforms). On the other hand, the twolayer model may become ill-posed ( Sieben, 1994 ) while the regularized active layer model is always well-posed. 
Discussion
In this section we discuss the physical interpretation of the regularization strategy ( Section 6.1 ), as well as possible extensions and further development ( Section 6.2 ).
Physical interpretation of the regularization strategy
The ill-posed solution predicted by the active layer model is characterized by oscillations that temporarily fine the bed surface and coarsen the substrate. This behavior is also observed in our laboratory experiments ( Figs. 6 and 7 ) . One may be tempted to conclude that the active layer model, although being mathematically ill-posed, provides reasonable results. This argument is wrong for two reasons. The first reason is that the numerical solution does not converge for a decreasing mesh size. The solution keeps changing and oscillations become larger when the cell size is reduced ( Chavarrías et al., 2018; Joseph and Saut, 1990 ) . Such a solution cannot be representative of physical phenomena. Second, the physical processes responsible for the small scale variability in bed elevation (i.e., ripples, bedload sheets) are not accounted for by the active layer model ( Section 3.1 ). Any resemblance of the model results with bed elevation fluctuations due to small scale bedforms is therefore coincidence.
The frequently used morphodynamic factor ( Φ ) ( Latteux, 1995; Ranasinghe et al., 2011; Roelvink, 2006 ) is a particular case of a preconditioning matrix with parameters = 1∕Φ and = 1 ∀k . The proposed regularization strategy can be considered as the use of a morphodynamic factor not only for the changes in bed elevation ( ) but also for the changes in grain size distribution of the bed surface ( M a k ). The "sorting morphodynamic factor " ( Φ s k ) is then defined as Φ s = 1∕( ) . We have seen that the only applicable regularization strategy is that in which = > 1 ∀k and = 1 , which is equivalent to saying that the regularization strategy is based on a "sorting morphodynamic factor " 0 < Φ s < 1. This implies that the mixing or sorting processes associated with changes in grain size distribution of the bed surface sediment are slowed down with respect to the celerity predicted by the active layer model.
The effect of applying the regularization strategy is a slowdown of the sediment mixing processes in the model computations. This effect is similar to the effect of a (temporary) increase of the active layer thickness. From a physical perspective this slowdown of mixing processes may be associated with a (temporary) increase of the range of elevations covered by the bed level fluctuations . The slowdown of mixing processes resulting from applying the regularization strategy implies that the regularized active layer model can be applied to a wider range of physical problems (i.e., also those characterized by a fairly small time scale of mixing) than the active layer model.
Alternatives to the regularization strategy
Our regularization strategy is applied locally and temporally. Worded differently, only when and where the model is ill-posed, we update the grain size distribution of the bed surface sediment using the parameter c . Moreover, c depends only on the conditions at the location under consideration (note that the preconditioning matrix is diagonal). This is the simplest strategy but one could decide to avoid discontinuities in the value of c throughout the domain by coupling neighboring nodes. Carraro et al. (2018) propose a technique to decrease the computational cost of morphodynamic simulations. As in our case, their strategy can be seen as a preconditioning technique. They consider unisize sediment conditions and modify not only the Exner (1920) We have focused on restoring the hyperbolic character of the system of equations and to this end we based our study on the linear solution (i.e., short waves). This focus suffices here, as short waves are most sensitive to ill-posedness ( Joseph and Saut, 1990 ) . However, the regularization strategy modifies the celerity and growth rate not only of short waves but also of long ones. For this reason, we suggest to further study how long waves are affected and whether the results of the regularization strategy are physically realistic based on a similar analysis to that of Lanzoni et al. (2006) .
We have assumed a constant active layer thickness to avoid the added complexity due to a cumbersome closure relation linking the preconditioning parameters to the change in time of the active layer thickness. It may be possible to extend our regularization strategy to situations in which the active layer thickness changes with time (e.g., due to dune growth) by providing such a closure relation. On the other hand, it is reasonable that the regularization strategy requires a constant active layer thickness given the fact that mathematically the strategy has the same effect as an increase in the active layer thickness (i.e., a decrease in the celerity of the mixing processes).
We have concluded that the regularization strategy needs to slowdown the mixing processes (i.e., c > 1) to guarantee that the eigenvalues are always positive regardless of the value of the sorting celerity s1 . However, if the sorting celerity is guaranteed to be positive (e.g., because hiding is negligible), the acceleration of the mixing processes also yields positive eigenvalues and a well-posed model. There may be cases in which the latter strategy yields more realistic results. Moreover, we have chosen to guarantee that the regularized eigenvalues are positive reasoning that morphodynamic information travels in the downstream direction under subcritical conditions ( Lanzoni et al., 2006; Lyn and Altinakar, 2002; Stecca et al., 2014; Suzuki, 1976 ) . This statement is partially contradictory to recent studies that consider sediment transport as a stochastic process ( Ancey and Heyman, 2014; Furbish et al., 2012 ) . The stochastic nature of sediment transport yields an advectiondiffusion equation that models the amount of moving particles per unit of bed area. The diffusive character implies that information also travels in the upstream direction. For this reason, a regularization strategy in which information travels in the upstream direction may be physically realistic under certain circumstances.
For a case with more than two sediment size fractions ( Section 3.4 ), the approximate value of the parameter c is not (completely) satisfactory as well-posedness is not guaranteed. We have observed in our tests that ill-posedness occurs when (at least) two eigenvalues of the bed and sorting eigenvalues are similar with respect to the other bed and sorting eigenvalues. For a case considering two sediment size fractions this is referred in literature as the "crossing of eigenvalues " ( Sieben, 1997; Stecca et al., 2014 ) . Worded differently, the difference between two eigenvalues must be large enough for the model to be well-posed. A regularization strategy based on guaranteeing a minimum distance between eigenvalues could yield an inexpensive solution for the case with more than two sediment size fractions.
Conclusions
We have developed a preconditioning method for regularizing the active layer model ( Hirano, 1971 ) used in modeling mixed-sediment river morphodynamics. Our method recovers the well-posed character of the system of equations by means of one parameter that modifies the celerity of the mixing processes. Physically this means that the mixing processes are slowed down or the time scale of the mixing processes is increased.
We conduct 4 laboratory experiments under conditions in which the active layer model is ill-posed and we compare the observations to the predictions of the regularized active layer model. The regularized active layer model captures the mean behavior observed in the experiments associated with changes averaged over the passage of several bedforms.
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Appendix A. Model equations
In this section we present the system of equations for modeling mixed-sediment river morphodynamics. In Section A.1 we present the flow equations. In Section A.2 we present the active layer model ( Hirano, 1971 ) . A simplified active layer model is presented in Section A.3 . In Section A.4 we show the closure relations. In Section A.5 we present the system of equations in matrix-vector formulation.
A.1. Flow equations
We consider a one-dimensional mixture of water and sediment flowing over a mobile bed. A set of partial differential equations that accounts for the interactions between sediment and water is found by applying mass and momentum conservation principles for the mixture of sediment and water (e.g., Garegnani et al., 2011; Greco et al., 2012 ) . The complete system of equations reduces to the Saint-Venant-Exner model (i.e., clear water approximation) under low sediment concentrations ( = b ∕ < 0 . 006 , where q b [m 2 /s] and q [m 2 /s] are the sediment transport rate and flow discharge per unit width, respectively e.g., Garegnani et al., 2011; Garegnani et al., 2013 ) . In the remaining we will assume that the clear water approximation is valid.
The flow is modeled using the Saint-Venant (1871) equations: The flow equations can be further simplified assuming steady flow. Under this condition the conservation of water mass and momentum reduce to a spatially constant discharge, and the backwater equation:
where Fr = ∕ √ ℎ 3 is the Froude number.
A.2. Active layer model
To model changes in bed elevation we assume that the sediment transport rate adapts instantaneously to changes in bed shear stress. Spatial and/or temporal adaptation to capacity load ( Bell and Sutherland, 1983; Phillips and Sutherland, 1989; 1990 ) is not considered. Neglecting mechanisms such as subsidence and uplift ( Paola and Voller, 2005 ) , and assuming a constant bed porosity, we obtain the Exner (1920) equation:
where for simplicity the sediment transport rate includes the pores. The sediment phase is composed of a mixture of N non-cohesive sediment size fractions. Each fraction is characterized by a grain size d k [m] where k is an index identifying a size fraction. The total sediment transport rate per unit width is the sum of the sediment transport rate of size fraction k, q b k [m 2 /s]:
The conservation of the volume of sediment of size fraction k in the active layer per unit of bed area ( a = a a [m]) is expressed mathematically as ( Hirano, 1971 ) :
where 
From the first constrain in Eq. (20) one obtains the change of the volume of sediment in the active layer of the N th grain size with time.
The system is complete with an equation for the conservation of mass in the substrate. Yet, this equation is linearly dependent on the Exner (1920) and Hirano (1971) equations which implies that it does not play a role in the mathematical character of the system ( Chavarrías et al., 2018; Stecca et al., 2014 ) .
A.3. Simplified Active Layer Model
To simplify the system of equations we replace the − 1 equations that account for the change in bed surface volume fraction content of the N fractions by one equation that models the average grain size following the approach of Ribberink (1987) . We multiply each regularized active layer equation by its characteristic grain size and we add all the equations:
is the mean grain size of the sediment in the active layer and I m =
is the mean grain size of the sediment at the interface between the active layer and the substrate. The mean grain size is computed arithmetically as it is a necessary step to obtain an approximate equation. Yet, we consider that the mean grain size is better approximated assuming the grain size distribution to be logarithmically distributed.
We write the sediment transport rate q b k as a function of the flow depth h and the mean grain size of the sediment in the active layer D ma such that:
We use that:
where we have used the constrain that ∑ =1 a = 1 . Thus,
where we have used that:
We substitute the backwater equation ( Eq. 16 ) in the Exner (1920) equation ( Eq. 17 ) and the equation of the mean grain size ( Eq. 21 ) to obtain the final set of equations:
A.4. Closure relations
To close the system of equations we provide closure relations for the friction term, the sediment transport rate, and the flux between the active layer and the substrate.
We adopt the following Chézy closure relation for the friction term:
where C f [ -] is a nondimensional friction coefficient that we assume to be constant (i.e., independent of the flow or bed properties), and = ∕ ℎ [m/s] is the mean flow velocity. The sediment transport rate of size fraction k per unit width is assumed to be the product of a nondimensional sediment transport rate ( * b [−] ) and the bed surface fraction content. The latter we assume equal to the active layer volume fraction content. The Einstein (1950) parameter ( √ 3 ) scales the nondimensional quantity such that:
where = s ∕ w − 1 [ -] is the submerged specific gravity, s = 2650 kg/m 3 the sediment density, and w = 1000 kg/m 3 the water density. The sediment transport rate q b k includes the volume of pores. The nondimensional sediment transport rate is assumed to be a function of the nondimensional bed shear stress, k ( Shields, 1936 ):
where C fb [ -] is the skin friction coefficient. The nondimensional sediment transport rate is computed using a sediment transport relation such as the one proposed by Ashida and Michiue (1971) 
The parameter k [ -] is the hiding function:
where D m is a characteristic mean grain size of the sediment mixture. Ashida and Michiue (1971) propose c = 0 . 05 . Under degradational conditions we assume that the volume fraction content of sediment at the interface between the active layer and the substrate is equal to the sediment in the top part of the substrate. Under aggradational conditions the sediment in the active layer is assumed to be transferred to the substrate ( Hirano, 1971 ) :
Other formulations include those of Hoey and Ferguson (1994) .
A.5. Matrix formulation
In this section we present the matrix-vector form ( Eq. (1) ) of the active layer model in combination with the unsteady flow equations ( Stecca et al., 2014 ) and assuming steady flow ( Chavarrías et al., 2018 ) as well as the simplified morphodynamic model.
The vector of dependent variables ( Q u ), system matrix ( A u ), and vector of source terms ( S u ) of the fully unsteady system is Stecca et al. (2014) : 
The preconditioning matrix is in this case: 
Assuming steady flow, the vector of dependent variables ( Q s ), system matrix ( A s ), and vector of source term ( S s ) are equal to Chavarrías et al. (2018) : 
The preconditioning matrix assuming steady flow is: 
The nondimensional approximated bed and sorting celerities are ( Chavarrías et al., 2018; De Vries, 1965 ) :
where the parameters are ( Chavarrías et al., 2018; Stecca et al., 2014 ): 
In the simplified morphodynamic model ( Section A.3 ), the vector of dependent variables ( Q m ), system matrix ( A m ), and vector of source term ( S m ) are: 
The preconditioning matrix is:
The parameters are: 
Appendix B. Mass conservation of the modified system
Mass conservation of the modified system of equations ( Section 3.1 ) is guaranteed if the sum of the N modified active layer equations is equal to the modified ( Exner, 1920 ) equation. As we already substituted the Exner (1920) 
To allow for morphodynamic changes the parameter must be different than 0. This yields a multiplicity of cumbersome closure relations for k relating the temporal change of the active layer thickness to those of the volume fraction contents at the bed surface. We choose to simplify the problem assuming that = ∀k so that we obtain:
Given that ≠ 1 to recover the well-posedness of the system of equation, the active layer thickness must be constant to conserve mass in the modified system of equations.
Appendix C. Parameters of the numerical simulation of the thought experiment
In this section we provide the details of our numerical simulation of the thought experiment conducted by Ribberink (1987) . The thought experiment is based on the laboratory Experiment E8-E9 conducted by Ribberink (1987) . The only difference is that in the thought experiment the substrate is finer than in the laboratory experiment.
The domain is 30 m long and it is discretized into 0.01 m long cells. The simulation time is 120 h. The total and skin friction coefficient are equal to 0.0117. The sediment mixture is composed of two sediment sizes equal to 0.78 mm and 1.29 mm. The flow discharge per unit width is constant and equal to 0.0803 m 2 /s. The downstream water level is constant and such that initially the bed is in equilibrium. The upstream sediment load is initially equal to 5.64 × 10 −6 m 2 /s and it is composed of 50% of the fine fraction. During the first 30 h the fraction of fine sediment linearly decreases to 0. The total amount of sediment decreases to 95% of the initial value. The active layer thickness is equal to 0.02 m. The initial volume fraction content of fine sediment in the substrate is 0.6.
It is not fully clear to the authors which sediment transport relation and which parameters Ribberink (1987) used in the simulation of the thought experiment using the two-layer model. We have inferred that he used the relation developed by Meyer-Peter and Müller (1948) with the hiding function by Egiazaroff (1965) with the calibrated parameters = 15 . 85 , = 1 . 5 , and c = 0 . 0307 . The mean grain size is computed arithmetically. We calibrate the ripple factor (a constant multiplying the Shields (1936) stress) such that the bed slope and volume fraction content of fine sediment are as close as possible to the reported values. We obtain that for a ripple factor equal to 0.3169 the bed slope is 1.65 × 10 −3 (the same as Ribberink (1987) reported) and the volume fraction content of fine sediment in the active layer is equal to 0.409 ( Ribberink, 1987 reported a value equal to 0.43).
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