Abstract-We present a novel approach based on Residual Generative Adversarial Network (R-GAN) to discriminate genuine pain expression from posed pain expression by magnifying the subtle changes in the face. In addition to the adversarial task, the discriminator network in R-GAN estimates the intensity level of the pain. Moreover, we propose a novel Weighted Spatiotemporal Pooling (WSP) to capture and encode the appearance and dynamic of a given video sequence into an image map. In this way, we are able to transform any video into an image map embedding subtle variations in the facial appearance and dynamics. This allows using any pre-trained model on still images for video analysis. Our extensive experiments show that our proposed framework achieves promising results compared to state-of-the-art approaches on three benchmark databases, i.e., UNBC-McMaster Shoulder Pain, BioVid Head Pain, and STOIC.
I. INTRODUCTION
Discriminating spontaneous facial expressions from posed ones is a challenging problem, due to the high visual similarity between the two phenomena. In both situations, a subject's face shows similar features, which are difficult to discriminate. Fortunately, spontaneous expressions generally occur in less controlled situations with some involuntary subtle movements in the subject's facial muscles in a response to a stimuli. Capturing these subtle facial dynamics is however non-trivial. Moreover, head movements further complicate the detection of spontaneous expressions. On the other hand, it is well-substantiated that posed facial expressions are usually exaggerated and have higher occurrence frequency than spontaneous ones [4] . For instance, analyzing facial action units reveals that deliberate smiles are more intense than spontaneous smiles [5] , since the subjects have more control over their facial movements to express an exaggerated smile.
Studies on Facial Action Coding System (FACS) [6] have showed that facial Action Units (AUs) react differently when someone deliberately shows facial expressions [7] . Based on this finding, some works have been conducted on detecting and analyzing AUs that are more associated with categorical facial expression, i.e., disgust, anger, sadness, happiness, surprise, and contempt. By extracting and combining appearance features representing facial textures and geometric features, most of previous works have strived to obtain a discriminative representation of spontaneous facial expressions. There is still a correlation among geometric and appearance features that prevents to capture subtle dynamic of spontaneous facial expressions. The recent great advancements in face analysis are stimulated by approaches that learn deep representations from the region of interest and perform classification or regression on the top of the learned representations [8] . Although these methods perform well and learn discriminative representations, they seem to fail to detect subtle changes in the face. It is indeed challenging to devise a rich representation encoding the subtle facial changes.
One basic approach is to improve the resolution of small regions of interest by enlarging the scale of input images and generate high-resolution feature maps [9] . On the other hand, some other methods produce multi-scale representations using hierarchical techniques [10] . However, scaling the input dimension usually increases the computational cost for training and testing. In addition, multi-scale representations do not capture dynamics of the face that have discriminative information for facial analysis. We argue that detecting correlations between subtle and large-scale facial movements is important. Once these correlations are detected, we can transform the representation of subtle movements using learned large-scale information maintaining the dynamic of the face.
In this paper, we propose a Residual Adversarial Generative Network (R-GAN) to generate a magnified representation of subtle facial movements. We encode the small motion of facial components by capturing and encoding the appearance and dynamic of video sequences. Our proposed method further improves the summarized representations by magnifying the small spatiotemporal variations alike macro-expressions. Figure 1 shows the summarized representations of given videos and detected subtle facial movements. Similar to the classical GAN [11] , R-GAN has two stacked networks, i.e., a generator and a discriminator network. In order to intensify small dynamics and make their representation more discriminative, we use finegrained details from early layers of the generator by adding a residual connection. Using this technique, the generator network learns magnified representation of the input. Using the intermediate representations, the discriminator network is trained to detect posed and genuine pain expressions. We also add a classification network to the discriminator to classify the detected facial expression. Using this strategy, we further validate the accuracy of the whole model. Moreover, the classification network supervises the adversarial learning of the model. Fig. 1 : Our proposed framework: by capturing the appearance and dynamic changes, an input video is summarized into a single image map that is fed into a residual generative adversarial network for discriminating posed from genuine pain.
Among the salient contributions of this paper, we can cite: (1) We present a Residual Generative Adversarial Network (R-GAN) for discriminating genuine pain expressions from posed ones. In contrast to the classical GAN, we include a residual representation learning network to the generator for magnifying the subtle dynamics of the face; (2) we encode the spatiotemporal variations of the video by summarizing the entire video frames into one image map preserving the video dynamics. This approach significantly improves the training process and relaxes the need for a large amount of data (videos) for training the networks; (3) we conduct extensive experiments on three benchmark and publicly available datasets to evaluate the performance of the proposed method.
II. RELATED WORK
The facial expression analysis methods can be classified into two broad categories, i.e., static and dynamic. Static methods analyze the facial structure in a single frame without considering the contextual information of consecutive frames in a video sequence [12] , [13] . On the other hand, dynamic approaches [14] , [15] take the advantage of temporal relationship of adjacent frames to enhance the performance. The existing methods mainly focus on classification of different facial expressions. However, few works have investigated the problem of distinguishing posed facial expressions from spontaneous ones. Valstar et al. [16] revealed that the temporal modeling of brow movements is crucial for detecting spontaneous facial expressions. Cohen and Schmidt [7] showed the importance of the amplitude and duration of facial movements. Park et al. [17] used face region specific weight factors to achieve a new representation of the subtle expressions.
Although being successful, the aforementioned studies mainly aim at differentiating posed and spontaneous facial expressions. To be specific, distinguishing genuine pain from posed one is important in some medical and criminal applications [18] . According to FACS, analyzing facial expression of pain provide information for detecting genuine pain [19] . Hill et al. [19] showed that the facial actions presented during deliberately dissimulated pain expressions exhibit significantly different temporal behaviour than genuine pain expressions. Littlewort et al. [20] used Support Vector Machines (SVM) to determine posed pain by extracting Gabor wavelet features from the faces.
Due to the subtlety of facial movements, an effective magnified representation of facial dynamic is required. Huang et al. [21] proposed a super-resolution technique based on recurrent convolutional neural network to capture the longterm dynamics in the face videos. Kappeler et al. [22] applied super-resolution convolutional neural network on a group of motion compensated frames with a fixed temporal scale. Yang et al. [23] used a joint spatiotemporal residual network for intensifying the dynamics in the videos. Leding et al. [24] applied Generative Adversarial Network (GAN) to image super-resolution. However, these methods seem to suffer from efficiently capturing the complex underlying subtle movements.
III. POSED VERSUS GENUINE PAIN
In this present work, we propose a novel framework to address the challenging task of discriminating genuine pain expressions from posed ones. First, we introduce a video summarization method, which is based on spatiotemporal pooling, to encode the dynamic and appearance of a video sequence into an image map. Then, we present a GAN alike model for differentiating genuine pain expressions from posed ones.
A. Weighted Spatiotemporal Pooling
It is well known that the performance of deep models is highly dependent on the size and quality of the training data. For instance, when dealing with videos, they are usually divided into segments (mainly to increase the number of samples) before feeding them to a CNN. However, complex deep models dealing with video sequences, tend to involve a lot of parameters for tuning. Although some methods treat videos as sequences of temporally stacked frames, these methods are usually not able to efficiently extract the dynamic of the videos. In particular, representing the appearance and dynamic of the face is essential for the facial expression analysis due to the correlation between different facial expressions. This motivates us to propose a novel spatiotemporal pooling method for capturing and encoding the appearance and dynamics of the whole video sequence into a single image map that is used as the input of our deep model.
In order to encode the appearance and the dynamics in the videos, one should capture the optimal spatiotemporal information. To encode and capture such information, we rely on the fact that visual attention is usually given to the regions that have more descriptive information [25] . Inspired by information theory, the local information of an image can be quantified in terms of sequences of bits. We extend this theory to the context of video sequences, where a sequence of frames exhibits spatiotemporal characteristics. Capturing spatiotemporal information correlates with a powerful statistical video model. To reduce the high dimensionality of the data, we follow a Markov assumption that the probability density of a point is estimated by its neighboring points. Therefore, the task is to obtain a statistical model of groups of neighboring points. The Gaussian Scale Mixture (GSM) is a powerful tool for this purpose. Based on GSM, the neighborhood is typically built on the top of a group of neighboring coefficients in a multi-resolution image transform domain.
Let x ∈ R K be a column vector encompassing neighboring points. Based on GSM, x can be modelled as a product of two independent components, i.e., x = αU, where U is a zeromean Gaussian vector with convariance matrix C U and α is a mixing multiplier. The value of α varies over space and time. Hence, x is a zero-mean Gaussian vector with covariance C x = α 2 C U . The mutual information between frames of two time instances provides useful information about the appearance and dynamic of a video sequence. We propose a model to capture spatiotemporal information by comparing frames of two overlapping consecutive segments of the video and computing a weighted score of variations between them. In this way, we can summarize two segments of the video into one channel image. By repeating this process for all segments, we obtain a multichannel image that summarizes the appearance and dynamic of the whole video sequence. Figure 2 illustrates our proposed Weighted Spatiotemporal Pooling method (WSP).
We assume that the neighborhood x undergoes a series of spatiotemporal variations after passing time t, resulting in a deformed neighborhood y.
where the spatiotemporal deformation is modeled using a gain factor g followed by an additive independent Gaussian noise V with covariance C V = σ 2 v I, where I is the identity matrix. One limitation of the above model is that, it does not account for noise and only consider the spatiotemporal variations in the ideal case. To address this problem, we add the noise element to the reference and deformed neighborhood models.
where N 1 and N 2 are independent Gaussian noise with covariance matrices C N 1 = C N 2 = σ 2 n I. The parameter σ 2 n is the uncertainty of noisy observations. So, we can derive the covariance matrices of y, p, and q as:
At each point, the information of the reference and deformed frames is obtained by the mutual information I (x|p) and I (y|q), respectively. We aim to approximate the perceptual information content from both frames. To be specific, we subtract the common information shared between p and q from I (x|p) and I (y|q). So, we define a weight based on the mutual information content as:
To solve Equation (7), it should be noted that x, y, p, and q are all Gaussian for a given fixed α. Therefore, the mutual information approximation can be computed using the determinants of the covariances.
where
According to the fact that U and N 1 are independent, Equation (11) can be simplified using:
This results in:
Similarly, we can derive:
Putting all the above equations together, we can simplify the mutual information weight function in Equation (7) as:
n I| (20) Applying an eigenvalue decomposition to the covariance matrix C U = OΛO T , where O is an orthogonal matrix and Λ is a diagonal matrix with eigenvalues λ k for k = 1,..., K along its diagonal entries, we can compute |C (p,q) |.
Due to the orthogonal property of O and the expression between two O, |C (p,q) | is obtained as a closed-form equation.
The obtained weight function shows an interesting connection with the local deformation withing frames of video. According to the deformation model in Equation (1), the variations from x to y are characterized by the gain factor g and the random deformation σ 2 v . As g is a scale factor along the signal direction, it does not cause any changes in the structure of the image. Thus, the structural deformations are captured by σ 2 v . Our weight function increases monotonically with σ 2 v . This demonstrates that more weights are cast to the areas that have larger variations.
We still need to approximate a set of parameters, i.e., C U , α 2 , g, and σ 2 v , to use the weight function of Equation (23). We estimate C U asĈ (24) where N is the number of evaluation widows and x i is the i-th neighborhood vector. The multiplier α is spatially varying and can be approximated using a maximum likelihood estimator.
We can also obtain the deformation parameters g and σ 2 v by optimizing the following least square regression problem.
By taking the first-order derivative from Equation (26), we have:ĝ
Putting this into Equation (1), we can compute σ 2 v using V T V /K, which results in:
We compute the information content weight by moving a sliding window across each frame of two consecutive frames (see Fig. 2 ), where the window covers a H × W spatial neighborhood at each location. This process results in an information content weight map for each two overlapping segments of the video. Let x i and y i be the i-th points in the reference frame X and the deformed frame Y, respectively. The Mean Square Error (MSE) between two frames is given by
where P is the total number of points in the frame. We define an information content weighted MSE for the corresponding location of the central point in the spatial neighborhood using Equation (23) . Assuming x j,i and y j,i are the i-th point at the j-th frame and w j,i be the information content weight computed at the corresponding location, we derive Weighted Spatiotemporal Pooling (WSP) as:
where M is the length of each segment of the video. Repeating this process for all two consecutive segments, we obtain N − 1 single images, which encode the appearance and dynamic variations within the whole video. By stacking all the obtained images together, we build a (N − 1)-channel image map that will be used as an input for facial expression analysis.
B. Residual Generative Adversarial Network
In the previous section, we performed a Weighted Spatiotemporal Pooling (WSP) to exploit the appearance and the dynamic variations of a video sequence by summarizing the whole length of the video into an image. Here, we introduce a new Residual Generative Adversarial Network (R-GAN) to differentiate genuine pain expression from posed one. We present a different architecture for the generator network that produces magnified representations for subtle changes in the facial structures. In addition, the discriminator network supervises the generative process by computing an adversarial loss and a classification loss. Figure 3 shows an overview of our proposed R-GAN architecture. GAN) . The generator is coupled with a deep residual network that takes data with fine-grained details from the input. The residual representations are used to improve the original generator output by magnifying the areas with high variations. The discriminator has two parts, i.e., the adversarial part and the classification part. The adversarial network decides whether the input is genuine or not, while the classification network estimates the intensity of the pain level.
The objective function of the basic GAN [20] is based on a minimax optimization problem, which is expressed as:
where G stands for the generator that maps data z from the input distribution p z (z) to the distribution p data(q) over data q. D represents the discriminator that estimate the probability of a sample that comes from the distribution p data(q) rather than G. In this paper, q and z are the representations for magnified and subtle spatiotemporal variations of the face, i.e., F m and F s , respectively. Our goal is to train the generator so that it maps the representations of subtle changes F s to the magnified ones G (F s ) that can be used for discrimination process. Due to subtlety of changes in the face, learning the representation G (F s ) that matches F m is a non-trivial task. Therefore, we presents a new residual generator network that has a residual connection in addition to the vanilla generator model. In this way, the model provides low-level features of the subtle variations f from which the generator learns to produce the residual representation between the representations of magnified and subtle changes through a residual learning process. Hence, we reformulate the objective function of GAN as:
As in Figure 3 , the generator produces a latent representation showing the variations on the face. The discriminator network has two tasks, i.e., the adversarial task for differentiating between the posed pain expression and the genuine ones and the classification task for estimating the intensity of the facial pain expressions. We learn the parameters of R-GAN in an alternative way to optimize the minimax problem.
Let G Θ g denotes the generator network with parameters Θ g . We compute Θ g by optimizing the loss function L dis , which is a weighted summation of the adversarial loss L dis a and the classification loss L dis c .
The adversarial part of the discriminator is trained such that it maximizes the probability of assigning the correct label to both the generated magnified representation G Θ g (F s ) and the input with noticeable variations F m . We denote the parameters of the adversarial part of the discriminator D Θ a as Θ a and estimate it by solving the following optimization problem:
(34) Solving the above optimization problem allows the discriminator to distinguish the difference between the generated magnified representation for the subtle variations and the real ones from the genuine pain expressions. To justify the detection performance from the generated magnified representations, the classification part of the discriminator should be first trained using the features of genuine pain to achieve reasonable classification accuracy. Denoting D Θ c as the classification part of the discriminator, we calculate its parameters Θ c by optimizing the following loss function:
Taking the generated intermediate representation as input, the discriminator deals with it in two parts, i.e., the adversarial and the classification parts. The adversarial part comprises two fully-connected layers followed by a sigmoid layer that yields in the adversarial loss. The classification part has two fully-connected layers followed by a softmax layer that is used for computation of the classification loss. Suppose the adversarial loss is L dis a and the classification loss is L dis c , the discriminator loss is calculated as the sum of both losses, i.e.,
Adversarial Loss. Trying to deceive the discriminator with the generated representations, an adversarial loss is used to enforce the generator to produce the magnified representation for the faces with subtle facial variations similar as that of the large variations. The adversarial loss L dis a is defined as:
Classification Loss. Receiving the generated representation as input, the classification part of the discriminator network computes the probabilities for different pain intensity levels. The classification loss L dis c is simply equivalent to the softmax cross entropy loss of the output comparing with the ground-truth.
IV. EXPERIMENTS
To evaluate the performance of the proposed framework, we performed comprehensive experiments on three benchmark and publicly available databases, i.e., the UNBCMcMaster Shoulder Pain Expression Archive [26] , the BioVid Heat Pain [27] , and the STOIC [28] . First, we analyze the differences between facial expressions of the posed and genuine pain. Then, we extensively evaluate the performance of R-GAN and the video summarization method. Finally, we show that our experimental results are competitive compared to the state-of-the-art.
A. Experimental Data

UNBC-McMaster. The UNBC-McMaster Shoulder Pain
Expression Archive [26] is widely used for pain expression analysis. This database contains videos of spontaneous facial expressions of subjects performing a series of active and passive range-of-motion tests to their either affected or unaffected limbs in two sessions. Each video sequence is annotated in a frame-level fashion by FACS, resulting in 16 discrete pain intensity levels based on action units. In our experiments, we used the active test set that has 200 face videos of 25 subjects with 48,398 frames.
BioVid. The BioVid Heat Pain database [27] has been collected from 90 participants from three age groups. Four distinct pain levels have been induced in the right arm of each subject. Bio-physiological signals such as the Skin Conductance Level (SCL), the electrocardiogram (ECG), the electromyography (EMG), and the electroencephalogram (EEG) have been recorded. In our experiments, we only use Parts A and D of this database, which contain spontaneous and posed facial expressions, respectively. Part A includes 8,700 videos of 87 subjects which are labeled with respect to pain stimulus intensity. Part D contains 630 videos of 90 subjects, who show posed facial expressions. 
B. Posed Pain vs. Genuine Pain
We analyzed the reaction of the facial structure to the pain stimulus. From the labeled samples, we took discrete cosine transform (DCT) and measured the intensity of each individual frequency band. Figure 4 shows the results of our observations. As can be seen, genuine pain expression mainly has low-frequency components (see the blue histogram in Figure 4 ). On the other hand, posed pain expression mainly has medium to high-frequency component (see the red histogram in Figure 4 ). These results validates our initial hypothesis that the facial expression of the posed pain is more exaggerated, as the subject tries to show high intensity of the pain by shrinking their facial components. These changes in the face usually occur quick that increase the intensity of higher DCT bands.
C. Parametric Analysis of Weighted Spatiotemporal Pooling
As described in Section III-A, the proposed WSP divides the video sequence into the fixed-size overlapping segments. The volumetric patch-wise comparison between two consecutive segments allows WSP to perform a spatiotemporal pooling by capturing the appearance and dynamic variation within the video. Using this technique, we can summarize the entire length of the video into a single image with a fixed number of channels. The performance of the WSP depends on two parameters, i.e., the length of segments and the spatial size of patches. In Table I , we evaluated the performance of the proposed method in terms of adversarial accuracy (detecting posed and genuine pain) and the classification accuracy (estimating pain intensity level) by changing the Another important parameter, which affects the performance of WSP, is the spatial size of the patches. Table II compares the performance of the proposed framework by changing the spatial size of patches. Using small windows, the receptive field of WSP is also small. As a result, the spatiotemporal pooling is performed in a tiny region of the video, which ignores most of important relationships between neighboring points. However, choosing a large size for patches' window leads to low accuracy. We argue that this drop in the performance is due to capturing too much information and increasing the complexity of the obtained summarized image. Based on our experiments, the optimal spatial size of patches is 5×5. Moreover, more accurate observation of the both Tables I and II shows that changes in the classification accuracy is lower than the changes in the adversarial accuracy. These results demonstrate that the classification part of the discriminator network is robust to the small changes of the input sample. However, detection of genuine pain expressions is highly correlated to the subtle variations in the face. Therefore, an accurate representation of the appearance and dynamic of the face is crucial for discrimination of the genuine and posed facial expressions.
D. Comparative Analysis
To evaluate to performance of the proposed framework, we compared our proposed method with the state-of-the-art approaches. Table III draws comparisons between our proposed framework with Variational Auto-Encoder (VAE) [29] , Fast-RCNN [8] , Faster-RCNN [30] , GAN [11] , and Conditional GAN (CGAN) [31] on three benchmark databases, i.e., UNBC [26] , BioVid [27] , and STOIC [28] . We conducted two series of experiments: (i) without using WSP, and (ii) using WSP, to analyze the importance of capturing subtle facial variations for differentiating posed pain expression [27] .
from genuine one. As can be seen from Table III, our proposed R-GAN consistently outperforms other methods by a noticeable margin. However, the results are worse when we did not apply WSP. Although the proposed method achieved a very high accuracy in STOIC database, we assert that it is due to the small size of the database. To the contrary, R-GAN is able to discriminate the posed and genuine pain on larger databases such as UNBC and BioVid.
To provide more insights into the performance of the proposed method, Figure 5 depicts the recall-accuracy curve for the aforementioned methods by applying WSP on the BioVid database [27] . This curve further demonstrates the effectiveness of the proposed R-GAN learning capability. Figure 6 shows some mis-detection examples of the proposed method. Some subjects who experience real pain are classified as actors exhibiting posed pain, while some posed pain expression samples are detected as genuine pain expression. We argue that these mis-detections are due to the failure of the proposed method in modeling inter-person reactions to the pain. As can be seen in Figure 6 , some subjects skillfully pretend a painful experience, while some people, who suffer from the real pain, either suppress their feeling or react differently, e.g., by smiling. 
V. CONCLUSION
We presented a novel framework for distinguishing genuine pain from posed pain. We proposed a Weighted Spatiotemporal Pooling (WSP) to capture and summarize the appearance and dynamic of the face in the whole length of the video into one single image map. This strategy allows to use pre-trained models on images for video analysis applications. The WSP captures subtle variations of the facial structure, which are crucial for facial expression analysis. In addition, we introduced Residual Generative Adversarial Network (R-GAN) for discriminating genuine pain from posed one. A residual network is connected to the generator network to enhance the magnification of the subtle facial variations. The discriminator has two parts namely adversarial and classification part. The adversarial network makes a decision between genuine and posed pain expression, while the classification network estimates the intensity of pain level. We showed the effectiveness of our proposed framework on three benchmark, publicly available databases and achieved state-of-the-art performance.
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