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We compared the efﬁcacy of three automated brain injury detection methods, namely symmetry-
integrated region growing (SIRG), hierarchical region splitting (HRS) and modiﬁed watershed segmenta-
tion (MWS) in human and animal magnetic resonance imaging (MRI) datasets for the detection of
hypoxic ischemic injuries (HIIs). Diffusion weighted imaging (DWI, 1.5T) data from neonatal arterial
ischemic stroke (AIS) patients, as well as T2-weighted imaging (T2WI, 11.7T, 4.7T) at seven different
time-points (1, 4, 7, 10, 17, 24 and 31 days post HII) in rat-pup model of hypoxic ischemic injury were
used to assess the temporal efﬁcacy of our computational approaches. Sensitivity, speciﬁcity, and simi-
larity were used as performance metrics based on manual (‘gold standard’) injury detection to quantify
comparisons. When compared to the manual gold standard, automated injury location results from SIRG
performed the best in 62% of the data, while 29% for HRS and 9% for MWS. Injury severity detection
revealed that SIRG performed the best in 67% cases while 33% for HRS. Prior information is required
by HRS and MWS, but not by SIRG. However, SIRG is sensitive to parameter-tuning, while HRS and
MWS are not. Among these methods, SIRG performs the best in detecting lesion volumes; HRS is the most
robust, while MWS lags behind in both respects.
 2014 Elsevier B.V. All rights reserved.1. Introduction
Magnetic resonance imaging (MRI) datasets contain
information that characterize normal and abnormal tissues based
on their MR physical properties and anatomical locations. In
clinical trials, MRI indices are used as outcome measures to assess
pathological changes and to monitor treatment efﬁcacy
(Schiemanck et al., 2006). Traditionally, regions or boundaries of
interest (ROI) on MRI, either in healthy or injured tissues are
manually traced and can be fraught with inconsistencies between
users, potential biases, difﬁculty in replicating data, and low
throughput (Niimi et al., 2007). Computational advances in
efﬁcient ROI detection algorithms are important for (1) clinical
diagnosis, (2) assessment of treatment and (3) experimental and
clinical research objectives (Ghosh et al., 2012a).Advances in computer vision and pattern recognition have
made inroads using several computational ROI detection tech-
niques in medical MRI data (Anbeek et al., 2008; Bergo et al.,
2008; Birgani et al., 2008; Cuadra et al., 2004; Hojjatoleslami and
Kruggel, 2001; Kabir et al., 2007; Kharrat et al., 2009; Khotanlou
et al., 2009; Manana et al., 2006; Ray et al., 2007; Saha and
Bandyopadhyay, 2007; Van Leemput et al., 2001; Zhiguo et al.,
2005). Comparison of these existing methods (Table 1) reveals sev-
eral computational challenges, including: (a) partial volume
effects, (b) low contrast, and (c) motion artifacts that blur ROI/ana-
tomical boundaries (Table 2). These challenges still remain even
after a range of proposed solutions to improve computational
assessments, including registration (Schmidt et al., 2005), normal-
ization (Kabir et al., 2007), or use of prior brain tissue models par-
ticularly for adult MR data (Birgani et al., 2008). While prior
probabilistic models for brain anatomy and speciﬁc diseases have
been used (Corso et al., 2008), they are not robust to injury induced
brain distortions, as model-subject co-registration often fails
(Cuadra et al., 2004; Ghosh et al., 2012a). Curve ﬁtting based
methods like active contour snakes (Droske et al., 2001; Liang
et al., 2006; Zhou and Xie, 2013), level-set propagation (Droske
et al., 2001) and their combined and/or modiﬁed versions (Bai
Table 1
Overview of state-of-the-art MRI based injury detection methods. Last three rows (in gray) summarize the methods we used in our comparisons.
Table 2
Challenging problems in injury detection from MRI data and how three methods overcome these challenges.
Problems Methods which overcome these challenges
ID Details Symmetry Sun and Bhanu (2012) HRS Ghosh et al.
(2011)
Watershed Ratan et al.
(2009)
(1) Insufﬁcient cues/features to discriminate between ROI and
normal tissues. Only low-level cues (features), e.g., gray
scale, texture or shape, are used to extract the ROIs,
leading to a low detection accuracy.
Uses symmetry as a new cue, which is able to
discriminate between ROIs and normal
tissues. It is automatic and without prior
models.
Use prior knowledge
(mean MR values of
sub-regions) to detect
ROI.
Manual initialization for
prior knowledge (position
and mean gray scale
values of the ROIs).
(2) Blurred boundaries between tissues belonging to different
tissue structures. These are partially caused by the loss of
resolution and contrast during the collection and
digitization of a MR image, mainly due to partial volume
effects.
The blurred boundary is outlined properly. Segment regions at
different levels.
Outlines small and
blurred region boundaries.
(3) Movement artifacts due to the subjects’s head movement
during scanning that result in recording errors, especially
for MR sequences taken at different time points. Different
MRI slices might have different motion artifacts and hence
different noise levels that present an additional challenge
for image pre-processing due to image-dependent
variations in image contrast.
No registration or alignment is needed. It is
invariant to rotation and scaling.
Same as symmetry
method.
Same as symmetry
method.
1060 N. Ghosh et al. /Medical Image Analysis 18 (2014) 1059–1069et al., 2013; Kazemifar et al., 2014; Le Guyader and Vese, 2008;
Liang et al., 2006; Mesejo et al., 2014; Somkantha et al., 2011;
Wang et al., 2013) have been applied to medical image segmenta-
tion. However, these methods suffer from manual interventions
(Liang et al., 2006; Zhou and Xie, 2013), computational complexity
(Kazemifar et al., 2014; Mesejo et al., 2014), dependence on MRI
contrast levels (Kazerooni et al., 2011; Liang et al., 2006;
Somkantha et al., 2011) and inadequate cues for efﬁcient registra-
tion to prior-models (Bai et al., 2013; Le Guyader and Vese, 2008;
Wang et al., 2013) and atlases (Kazemifar et al., 2014), speciﬁcally
in low-contrast noisy MRI data (Zhou and Xie, 2013).Moreover, for neonatal brains, age-matched brain maps and
prior models are not readily available (due to scarce data from
healthy controls) and often cannot be co-registered easily as a
result of increased water content and structural variability in
immature brains (Ghosh et al., 2012a). Thus, MRI based automated
detection of neonatal brain injury remains extremely challenging
and a comparative study of different techniques might bring forth
case-speciﬁc applications and future computational improvements
by wisely fusing more than one technique.
The rationale for undertaking the current study was two-
fold: ﬁrstly, to compare three fully automated computational
N. Ghosh et al. /Medical Image Analysis 18 (2014) 1059–1069 1061approaches to study neonatal HII without using any prior models
or brain atlases, and secondly to evaluate these methods for serial
MRI data, as the ischemic lesion rapidly evolves. We tested all
aspects ﬁrst in our well characterized model of rodent neonatal
HII followed by validation using human HII MRI data. We report
on the comparative usage of three state-of-the-art computational
methods for ROI detection from MR images following neonatal
HII. Speciﬁcally, we assessed a symmetry-integrated region grow-
ing (SIRG) method (Sun and Bhanu, 2009; Sun et al., 2009), a hier-
archical region splitting (HRS) method (Ghosh et al., 2011), and a
modiﬁed watershed (MWS) method (Ratan et al., 2009). Using
MRI data from an animal model and patients with neonatal ische-
mia, the performance of these three methods were compared to
manually detected ground-truths based on usage of prior knowl-
edge, volumetric accuracy, regional overlap and robustness (lesion
detection in multiple MR slices and across cohorts). We found that
for evolving neonatal ischemic injury, SIRG performed best overall
but HRS was the most robust, and fusion of these two techniques in
future studies has a greater potential for automated injury detec-
tion from brain MRI data.2. Materials and methods
2.1. Clinical and animal MRI data
All three of our computational methods were tested on animal
and human datasets. In our animal studies we utilized postnatal
10 days old rat pups that underwent neonatal HII, using the
Rice–Vannucci Model (RVM) of unilateral permanent carotid artery
ligation with 8% hypoxia (Ghosh et al., 2012a). The current study
utilized neonatal rats (n = 4) at seven different time points to mon-
itor the evolution of ischemic injury. In addition, n = 4 rodents
were also assessed at a lower MR ﬁeld strength (4.7T) at later
time-points. T2-weighted images (T2WI) were acquired at seven
different time-points (1, 4, 7, 10, 17, 24 and 31 days) post induction
of HII. This range of time points was chosen based on previous
studies that revealed the dynamic nature of the evolving HII injury
(Obenaus et al., 2011a). All animal protocols were approved by the
Loma Linda University (LLU) Institutional Animal Care and Use
Committee. Key imaging acquisition parameters are summarized
in Table 3 (see also (Ghosh et al., 2011)).
In our clinical data sets we utilized diffusion weighted imaging
(DWI) and their quantitative apparent diffusion coefﬁcient (ADC)
maps from neonatal patients (n = 2) evaluated for arterial ischemic
stroke (AIS). De-identiﬁed neonatal data were acquired at 3–5 days
post injury (Ghosh et al., 2012b). Use of all patient data were
approved by LLU Institutional Review Board (see Table 3).Table 3
Neuroimaging acquisition parameters for rodent and human MRI.
Parameters 11.7T
(rodent)
4.7T
(rodent)
1.5T
(human)
T2 T2 DWI
Repetition time (ms) 2358 3563 3000
Echo time (ms) 10.21 20 110
Echoes/b-values
(s/mm2)
10 6 0, 1000
Number of averages 4 2 1
Field of view (cm) 2  2 3  3 220  220–
240  240
Matrix 128  128 128  128 256  256
Number of slices 20 25 17
Slice thickness (mm) 0.5–1 1 4–5
Inter-slice gap (mm) 1 1 1.2–1.5
Acquisition time
(min)
20 12 1.5–3.8In both experimental animal models and human MR data, expe-
rienced evaluators provided ground-truth manually derived ROIs
for comparison and testing purposes. As we found earlier that
inter-observer variability for lesion detection is small (Ghosh
et al., 2012b), we have used the mean ROI location from two expe-
rienced raters as the gold-standard for comparison. A minor caveat
is that both SIRG and MWS methods used relative intensity based
TIFF images whereas HRS can directly utilize T2-relaxation and
ADC values for detection. In addition, skull stripping and brain
extraction from MRI data was performed by HRS using published
preprocessing steps (Ghosh et al., 2012b).2.2. Lesion detection by symmetry-integrated region growing (SIRG)
The SIRG lesion detection method (Sun and Bhanu 2009; Sun
et al., 2009) takes the original MR image (Fig. 1a), ﬁnds the axis
of symmetry (Fig. 1b), derives a symmetry afﬁnity matrix
(Fig. 1c) that is used as a measure of symmetry in later steps.
The next step enhances segmentation results by verifying that
the symmetric parts are segmented appropriately (Fig. 1d), fol-
lowed by computation of kurtosis and skewness from the symme-
try afﬁnity matrix which are used to extract the asymmetric
regions from segmented brain (Fig. 1e). Simultaneously, the sym-
metry afﬁnity matrix (Fig. 1c) from each MRI slice is also used
for clustering and identiﬁcation of asymmetric groups using 3D
relaxation techniques (Fig. 1f). The 3D relaxation and kurtosis/
skewness results are then fused to obtain a more reﬁned asymmet-
ric region (Fig. 1g). Finally, an unsupervised classiﬁer extracts the
regions of injury from the asymmetric regions (Fig. 1h) by incorpo-
rating 3D information from 2D MRI slices as an additional new fea-
ture (Fig. 1, right panel). Key parameters used in SIRG method are
summarized in Table 4.
Symmetry Extraction: A high-speed method was used to extract
the global reﬂective symmetry axis of the brain. We used a global
symmetric constellation of features (Lowe, 2004) to detect the sym-
metry axis of the MRI brain images (Fig. 1b), that were then uti-
lized to compute a symmetry afﬁnity matrix (Fig. 1c), which is a
cross-correlation between the original image and the symmetri-
cally reﬂected image. The value of each point in an afﬁnity matrix
corresponds to the pixel’s symmetry level, valued from 0 (symmet-
ric) to 1 (asymmetric). The symmetry afﬁnity measure is computed
using the Curvature of Gradient Vector Flow (CGVF) method
(Gupta et al., 2005; Prasad and Yegnanarayana, 2004).
Segmentation: We utilized a symmetry-integrated region grow-
ing segmentation approach (Sun and Bhanu, 2009; Sun et al., 2009;
Sun and Bhanu, 2012) to segment the brain into different tissues.
The pixels i and neighboring region j with similarity less than a
threshold d(i, j) < dg is grown into a larger region. The similarity
d(i, j) = dR(i, j)dS(i, j) is composed of the region feature similarity
and the symmetry similarity constraints, respectively. Traditional
region growing segmentation accepts color, gray scale, texture or
shape as a similarity constraint dR(i, j) for segmentation (Nan
et al., 2009). However, we included a symmetry constraint derived
from the symmetry afﬁnity matrix which was integrated into the
region growing algorithm as shown below:
dSði; jÞ ¼
p
2 þ actanð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ CiÞð1þ CjÞ
p Þ
p þ
1þ j ﬃﬃﬃﬃCi
p  ﬃﬃﬃﬃCj
p j
2
ð1Þ
where Ci and Cj are symmetry afﬁnities of pixel i and neighboring
region j. For the ﬁrst term of Eq. (1), if both patterns i and j indicate
low symmetry afﬁnities (highly symmetric), they are more likely to
be aggregated by decreasing the constraint dS(i, j); while the second
term favors more similar symmetry afﬁnities. This results in tissues
being segmented more symmetrically (see Fig. 1d).
Fig. 1. Symmetry integrated region growing (SIRG) based lesion detection (Left Panel). SIRG lesion detection in a newborn AIS data starts with the original ADC map (a) from
which the axis of symmetry (AoS) was detected (dotted line) (b). A symmetry afﬁnity matrix was computed where brighter (yellow) regions are more asymmetric across the
AoS (c). The SIRG algorithm then extracted these initial asymmetric regions (d) which were then modiﬁed using kurtosis–skewness measures of the regions (e). A separate
algorithm identiﬁed asymmetric clusters using a 3D gradient relaxation algorithm (f). Robust asymmetric regions from (e) and (f) were then fused (g), from which, GMM/EM
then classiﬁed the stroke (AIS) regions (h). 3D asymmetry volume computation (Right Panel). Binary masks of the ischemic lesion were detected in 2D and then each slice was
added to sum the lesion from the entire brain. 3D connectivity was color coded to visualize relative reliability of 2D detections to the ﬁnal 3D asymmetry ischemic injury
volume. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 4
Parameter sets for injury detection utilized for our comparative three methods.
Authors Parameters (thresholds)
Symmetry Sun and Bhanu (2012) 1. Region growing segmentation:
(a) pixel aggregation criterion;
(b) region merging criterion;
2. Asymmetric region extraction:
(a) region’s mean kurtosis and
skewness of symmetry afﬁnity values;
(b) region’s mean symmetry afﬁnity
value;
(c) number of iterations in 3D
relaxation;
(d) percentage of overlap for ﬁnal
asymmetric region extraction.
(e) very small segments are ﬁltered
before ROI detection.
HRS Ghosh et al. (2011) 1. Region split stopping criteria:
(a) area of the region;
(b) standard deviation of region’s
MR values;
(c) kurtosis of region’s MR values;
2. ROI detection:
region’s approximate mean MR values.
Watershed Ratan et al. (2009) 1. Watershed segmentation:
region merging criterion;
2. ROI detection (manually):
(a) position of ROI;
(b) region’s mean MR values.
1062 N. Ghosh et al. /Medical Image Analysis 18 (2014) 1059–1069Asymmetric Region Extraction: Symmetry-based segmentation
separated the segmented regions as either symmetric or asymmet-
ric, in which the asymmetric regions contained the ROI. The ﬁnal
asymmetric regions (Fig. 1g) were a fusion of the results from
the asymmetric regions by region growing (Fig. 1d) followed by
region kurtosis/skewness asymmetry determinations (Fig. 1e)
and the segmentation of the symmetry afﬁnity matrix (Fig. 1f).
The asymmetric segments (Fig. 1e) were extracted from all seg-
mented regions based on kurtosis and skewness of the symmetry
afﬁnity matrix (Sun et al., 2009). Larger kurtosis of a region’s
symmetry afﬁnity values indicated more deviation in the region’ssymmetry afﬁnity distribution (Du and Kopriva, 2008), which
was designated as an asymmetric region. The negative skewness
of a region means that its symmetry afﬁnity distribution is left-
tailed, which also indicates an asymmetric region. Separately, 3D
asymmetry was extracted (Fig. 1f) using a 3D relaxation method
(Bhanu and Parvin, 1987). This algorithm segmented the symmetry
afﬁnity matrix by iteratively separating its histogram into two
classes, symmetric and asymmetric. The ﬁnal step was to deter-
mine the asymmetric regions by identifying at least 50% overlap
between the asymmetry from 3D relaxation (Fig. 1f) and kurto-
sis/skewness steps (Fig. 1e).
ROI Extraction: The derived asymmetric regions were potential
candidates for designation as putative HII lesions. An unsupervised
Expectation Maximization (EM) classiﬁer with Gaussian Mixture
Model (GMM) (Bilmes, 1998) was used to classify candidate asym-
metric regions (see Fig. 1g) into two classes: lesion vs. non-lesion
using a 2D feature composed of region’s gray scale intensity and
the 3D asymmetry volumes assembled from the 2D slices (Fig. 1,
right panel). Mean intensity values of normal and injured tissues
were ﬁrst estimated from a small training set comprised of three
MRI slices from each dataset, and the classiﬁer was then trained
by unsupervised EM around those mean values as the centers of
GMM. The 3D asymmetry volume then became the 3D binary mask
for the ﬁnal asymmetric regions. The binary results of all slices
from the MRI dataset were summed together to build a 3D asym-
metry volume image (Fig. 1, right panel), where groups of brighter
pixels in the 2D asymmetry volume image indicate larger asym-
metric volume values, in which the lesion was located. The mean
3D asymmetry volume of each asymmetric region (Fig. 1g) was
used as a feature for classiﬁcation, where increased mean 3D
asymmetry volumes were identiﬁed as the ROI (lesion) class
(Fig. 1h). The classiﬁcation by EM/GMM using these features is
unsupervised and fully automated.
2.3. Lesion detection by hierarchical region splitting (HRS)
HRS is an automated and recursive region segmentation
method that segments MR images based on either image intensi-
ties or on quantitative MR values (T2 relaxation times, ADC values),
N. Ghosh et al. /Medical Image Analysis 18 (2014) 1059–1069 1063into uniform image regions recursively. In each recursive splitting,
regions from the previous step (iteration) were separated into
smaller yet more uniform image regions (Ghosh et al., 2011). The
brain exhibits different contrast levels between anatomically dis-
tinct brain tissues (e.g., cortex vs. striatum) and thus, a uniform
region within the brain likely represents a single brain tissue type.
MRI contrast levels within the brain can be further altered by dis-
ease, such as HII, where increased T2 relaxation values (or
increased image intensities) reﬂect increased water content indic-
ative of edema. Similar increases/decreases in ADC occur in HII. The
HRS method exploited these differences to segment uniform
regions in which brighter signal on T2 maps was expected to indi-
cate the location of the brain lesion. Similarly, ADC maps reﬂect
water mobility and as many lesions have restricted water mobility
compared to normal brain tissues at the early stage of the injury
(Ghosh et al., 2012a), the HII lesions are hypo-intense (darker) in
ADC maps so that HRS can separate these regions during recursive
splitting (Fig. 2).
The HRS sequence was comprised of: Rescaling: To reduce com-
putational complexity and increase robustness to MRI signal vari-
ation, we rescaled the T2WI or ADC values to a range [0, 255] and
the scaling factors were saved to map the automatically derived
results in image intensity values back to the original MR (T2 or
ADC) values. As T2 values >255 ms are not typical, rescaled data
are very similar to the actual T2 values. For ADC maps (or other
MRI modalities), this rescaling step made HRS generic and compat-
ible to any range of MR values. Deriving the HRS histogram: The
signal spectrum histogram H(i) of the rescaled MRI was computed,
where i = [1,2, . . . ,N = 255]. Computing adaptive segmentation
threshold: Similar to Otsu’s method (Otsu, 1979), we modeled the
MRI histogram at every region splitting level (i.e., level 0–2 in
Fig. 2B) as a bimodal distribution with two distinct and distant
peaks (see Fig. 2A). Histogram H was normalized to estimate the
probabilistic distribution function, pðiÞ ¼ HðiÞ PNi¼1HðiÞ
.
, and the
cumulative distribution function XðiÞ ¼Pij¼1pðjÞ. The cumulative
weighted means at every intensity value uðiÞ ¼Pij¼1pðjÞ  j and
the ﬁnal cumulative mean lt = l(N) were used to compute the
sequence of Otsu’s measure,
d2bðiÞ ¼
½lt XðiÞ  lðiÞ2
XðiÞ  ð1XðiÞÞ ð2ÞFig. 2. Hierarchical region splitting (HRS) based lesion extraction. (A) ADC histogram: ADC
a bimodal distribution and detected a valley (at v0 = 143 in this example) as the threshold
were v0 = 101 and 194). (B) HRS tree: Segmenting the ADC map into regions with v0 value
left image in Level 2 as the ischemic lesion (arrow – injury). Only part of the completewhere its mode(s) deﬁned the valley of the original distribution p(i).
For more than one closely-spaced modes, we used the mean
idx ¼ mean½modesðr2bÞ as the valley and computed the threshold
(valley of p(i)) by Th = (idx  1). Threshold Th deﬁned the valley
between these peaks as an adaptive threshold to split the image
into two sub-region images (Fig. 2A), in which one region has values
greater and the other region has values less than the threshold Th.
Each peak was a region with a minimum intra-regional and maxi-
mum inter-regional MR variance. Recursive bimodal segmentation:
A unique aspect of the HRS method was its recursive application
of the above bi-partite segmentation. The sub-images were then
recursively further split to generate a tree-like hierarchical data
structure (Fig. 2B) which we describe as the HRS tree. Criteria for
stopping segmentation: Recursive splitting was continued until indi-
vidual segments or sub-regions have near-uniform MRI intensities.
Uniformity was measured based on three factors, whether: (a) the
individual connected regions were small (area < 50 pixels = 2 ml
in neonatal rat brain) and unlikely to be from different tissue-types;
(b) the MR signal value for the region had a low standard deviation
(STD < 10 rescaled MR values), that is, the regional MRI intensities
were relatively uniform; and (c) the MR histogram for the seg-
mented region had a low kurtosis value (kurtosis < 1.5) where the
peak was too distinct to be modeled as a bimodal distribution.
The brain regions obtained from HRS (e.g., HRS trees in Fig. 2B) were
not always uniform in MR (or rescaled MR) values, but as we des-
cended down the HRS tree, we achieved greater uniformity within
individual regions. The threshold values or split-stopping criteria
(area < 50; STD < 10; kurtosis < 1.5) were selected based on pub-
lished results (Ghosh et al., 2011). These thresholds did not affect
ROI detection but minimized unnecessary over-segmentation of
small or very uniform regions and thus, reduced HRS tree size and
computational (space and time) complexity. Scale-back to actual
MR values: The statistics (e.g., mean, standard deviation) of each
HRS sub-regions were rescaled back to actual MR values using the
saved scaling-factors (see above). Detection of Lesion: Based on pre-
viously published studies and established T2 and ADC ranges of
normal brain tissues (Ghosh et al., 2011; Ghosh et al., 2012a), we
used a T2 relaxation time of 75 ms (in animal data) and ADC value
of 100  105 mm2/sec (for clinical data) that could efﬁciently
delineate the HII lesion from normal tissues. The method used these
values as a soft threshold for the lesion mean, called meanTh. Itvalues were rescaled (v0) to an intensity range [0–255]. The HRS method then ﬁtted
to split the histogram. This splitting was repeated recursively (next level thresholds
s derived from the histogram formed the HRS tree. HRS automatically detected the
HRS tree is shown.
1064 N. Ghosh et al. /Medical Image Analysis 18 (2014) 1059–1069accomplished this by systematically checking the (mean ± standard
deviation) value of the sub-regions in the HRS tree one by one, start-
ing from the top (level 0) and gradually descending down branches
of the HRS tree until reaching a sub-region with: (a) either
(mean  standard deviation) was greater than the meanTh (=75)
for T2-based HRS trees, (b) or (mean + standard deviation) was less
than the meanTh (=100) for ADC-based HRS trees. HRS then catego-
rized this sub-region as an ischemic lesion (Fig. 2B). The threshold –
meanThwas the cutoff for the MRmean of HII lesion. Use of regional
standard deviations (unlike those reported (Ghosh et al., 2011))
improved outlier rejection. Key HRS parameters are summarized
in Table 4. Finally, regional properties (area, mean, and standard
deviation), and 3D volumes of the injury were computed.2.4. Lesion detection by modiﬁed watershed segmentation (MWS)
The watershed algorithm has been used for brain tumor seg-
mentation and has been validated for segmentation and lesion
detection from MRI datasets (Ratan et al., 2009). This method can
segment ROIs provided that the desired parameters for segmenta-
tion and ROI properties are properly set. A conceptually simple
supervised image-based (shape, texture, and content) technique
was utilized here to analyze MRI brain images with relatively
low computational requirements. The process ﬂow of this method-
ology is shown in Fig. 3A. First, the following ‘multi-parameter’ fea-
tures of the brain images were extracted: the image contrast edges
(E), gray values (G), and local contrast (H). Then, the watershed seg-
mentation method separated the brain into different compart-
ments. Finally, injury regions were detected from the segmented
regions by a supervised classiﬁer. Key MWS parameters are
summarized in Table 4.Fig. 3. (A) modiﬁed watershed segmentation (MWS) based lesion detection. Multi-
parameter image feature – grayscale intensities, Sobel contrast edges, and local
contrast indices were evaluated. These features formed a topological map where
MWS started from regional peaks, followed droplet paths deﬁned by a Genetic
Algorithm, and reached the catchment basins that marked segmentation bound-
aries. To counter over-segmentation that is often encountered in watershed
segmentation, similarity based region merging was performed. Finally, prior
knowledge from testing data and ground-truth results were utilized to classify
the segmented regions into either lesion, normal brain or outlier regions. (B)
Comparative results for human ADC data. Representative results for a single ADC
map image from an AIS patient illustrated that SIRG, HRS and MWS methods
extracted comparable lesion regions.Multi-parameter Calculation: The image contrast edge (E)
parameter is often used to determine the boundaries of an object,
based on the assumption that semantically similar objects have
closer edges. Given this understanding, we used the Sobel edge
detection method to detect image edges (IE), obtained by ﬁltering
an input image with two convolution kernels (Sobel Kernels) con-
comitantly, to detect changes in vertical and horizontal contrasts,
as Ix and Iy respectively. Image output (IE) was obtained by calculat-
ing the gradient magnitude of each pixel (xp, yp) of the ﬁltered
images Ix and Iy, as shown in Eq. (3). Subsequently, the edge param-
eter (E) of a pixel (xp, yp) was calculated, whereby E was increased
by one each time when IE (xpn; ypn) = ‘1’ (indicating as an edge
pixel), as shown in Eq. (4), where ðxpn; ypnÞ was any neighboring
pixel in an m by m block B centered at the pixel (xp, yp).IEðxp; ypÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I2x ðxp; ypÞ þ I2yðxp; ypÞ
q
ð3ÞEðxp; ypÞ ¼
X
ðxpn ;yp nÞB
ðIEðxpn; ypnÞ ¼ 1Þ ð4ÞThe gray values (G) parameter was the gray scale value of the pixel
of the brain image. The local contrast (H) parameter is often used to
characterize the extent of variation in pixel intensity. We adopted
the stretch algorithm to compute the contrast parameter of a pixel
(xp, yp), based on the m by m neighborhood connectivity (block B)
centered at (xp, yp), as shown in Eq. (5), where min(B) and max(B)
represented the minimum and maximum intensity values of the
neighborhood pixels inside block B. The contrast parameter H was
obtained by totaling the contrast of a block B, as shown in Eq. (6).IHðxp; xpÞ ¼ Iðxp; xpÞ maxðBÞmaxðBÞ minðBÞ maxðBÞ ð5ÞHðxp; xpÞ ¼
X
ðxnp ;xnpÞ2B
IHðxpn; xpnÞ ð6ÞThe above three features (E, G, H) were used to compute the pixel-
based similarity for the watershed segmentation.
Watershed Segmentation: Watershed segmentation is realized
by considering the gray scale value of each brain pixel as the alti-
tude of the water basin. Drops of water reach the maxima of val-
ues, and then ﬂow along certain paths to ﬁnally reach the local
minima. In this respect, the watershed corresponds to the limits
of the adjacent catchment basins of the drops of water, and it also
is equal to the boundary of the segmented regions. The watershed
segmentation approach, a classic in image segmentation, is one of
the most automated methods. The watershed segmentation tech-
nique segregates images as different intensity segments with ROIs
having a high radiation density leading to high pixel intensities.
Thus, the watershed segmentation is an efﬁcient tool to classify
tumors and other high intensity tissues within the brain.
Watershed segmentation, as a region-based segmentation method,
could also classify intensities that exhibit very small differences.
Further, MWS was useful for detecting multiple regions, which
could not be reached by counter-based segmentation methods
such as level-set or snakes. In MWS, multiple parameters (E, G, H
in Eqs. (3)–(6)) were used as different cues for watershed segmen-
tation and led to segmented regions.
Lesion Detection: The ﬁnal lesion detection was performed
using ‘prior knowledge’ from ground-truth (manually derived) ROI
properties, gray-scale and texture to separate lesions from other
normal tissues.
Fig. 4. Comparative results for (A) temporal MRI and for (B) graded injury severities
in a rat-pup model of ischemia. (A) Detection by all three methods largely
overlapped with the manual detection over the temporal data and were often better
at later time points (17–31 days). For the earlier time-points (1–10 days), MWS
method resulted in some misclassiﬁcations, while SIRG and HRS produced more
accurate and similar results (Table 5 summarizes the performance of different
methods in terms of overlap in injury locations for entire 3D volumes, as well as for
individual 2D slices). (B) For different injury severities all three methods resulted in
comparable results. SIRG performed well for all severity types, with few false
positive (mild) or false negative (moderate) detections. HRS under-estimated mild
and moderate injuries but performed the best (among the three methods
compared) for severe injury. MWS method was more prone to detect outliers at
all injury severities compared to other two methods. (Respective overlap measures
are summarized in Table 6.)
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From 2D slice-based injury and brain areas (Areainjury, Areabrain),
percentage lesion volumes (V%) over the entire brain was
determined by the equation,
V% ¼
PNs
i¼1AreainjuryðiÞPNs
j¼1AreabrainðjÞ
ð7Þ
where Ns equals the number of MR slices in the sequence, anterior to
posterior. We further compared the performance of these computa-
tional methods, in terms of volumetric and location-overlap indices
(sensitivity, speciﬁcity, and similarity) using the followingequations:
Sensitiv ity ¼ LG \ LD
LG
ð8Þ
Specificity ¼ ðBRG \ LGÞ \ ðBRD \ LDÞðBRG \ LGÞ ð9Þ
Similarity ¼ 2 LG \ LD
LG [ LD ð10Þ
where LG and BRG represent the number of pixels in the ischemic
injury and the entire brain, respectively, in the manually segmented
data; and LD and BRD represent the corresponding counterparts
from the detected results from each computational method.
Methods and experimental details for those reported are
available upon request to the corresponding author.
3. Results
We quantitatively and qualitatively evaluated and compared all
three proposed computational methods, SIRG, HRS and MWS, in
their ability to identify neonatal HII lesions which were then
compared to expert manual lesion extraction in clinical and rodent
MRI data sets. First, we compared all three methods at a single time
point when the lesion volume is static. Second, we expanded our
computational assessment to test their efﬁcacy in a temporal
dataset where the lesion volume is dynamically evolving. This step
is critical for clinical translation when it is often difﬁcult to assess
the time of injury, particularly in neonates. Third, our ﬁnal
assessment, used human neonatal data to validate that our compu-
tational methods can be readily applied in a clinically relevant
manner demonstrating proof of concept.
3.1. Comparisons in an animal HII model: single time point
We compared the three methods (SIRG, HRS, MWS) using T2WI
images obtained from a cohort of animals 10 days post HII
induction (Fig. 4A). All three computational approaches identiﬁed
virtually the same regions, with overlap to manually segmented
results. However, the automated results were almost always
smaller, which was conﬁrmed in the quantitative volumetric data
(Fig. 5A). SIRG performed slightly better than HRS or MWS
compared to the manual segmentation (ground-truth). All three
methods had close performance, based on lesion volumes
(Fig. 5A) and regional sensitivity/speciﬁcity/similarity indices
(Fig. 5B) both for entire 3D volume and individual 2D MR slices
from anterior to posterior brain imaging sections.
3.2. Comparisons in an animal HII model: temporal lesion evolution
We further extended our computational analysis of the three
methods (SIRG, HRS, MWS) to determine their ability to identify
HII lesions as they evolve over time. We utilized T2WI data that
spanned between 1–31 days post HII and performed volumetric(Fig. 5C) and performance comparisons (Table 5) for both the entire
3D volumes and the individual 2D slices. The ischemic injury
initially decreased with time and then increased towards its ﬁnal
volume (Fig. 5C). Volumetrically, SIRG and HRS performed the best
at 3 time-points each (SIRG: 4 days, 17 days, 31 days; HRS: 1 day,
7 days, 24 days post HII), while MWS results varied most widely
and performed best only at 1 time-point (10 days post HII). Perfor-
mance comparisons for the entire 3D volume (Table 5) indicated
SIRG performed the best (13/21 cases) compared to HRS (6/21
cases) and MWS (2/21 cases). When evaluated for performance in
individual 2D MR slices, anterior to posterior brain, HRS had the
lowest standard deviations (in 62% cases) and hence was the most
robust compared to SIRG (29% cases) andMWS (9% cases) (Table 5).
3.3. Comparisons in an animal HII model: discrimination of injury
severity
To compare the performance of SIRG, HRS and MWS in injury
severity discrimination, we further classiﬁed injury based on
Fig. 5. Summary of performance indices. For neonatal rats, lesion volumes between the three methods (SIRG, HRS, MWS) compared for 3D volumes (A) and in performance
over 2D MRI slices (B). Volumetric comparisons for temporal data (1–31 days post ischemia) in HII rat pups (C) illustrates that all three methods followed manual detections
at most of the imaging time-points. At 4d when SIRG and HRS underestimated and MWS overestimated with respect to manual detection. Regional overlap comparisons are
also summarized in Table 5 for entire 3D volume as well as for variations across different MRI sections. The temporal variation of HII severity is shown in C. Volumetric
comparisons (D) and 3D regional overlaps (E) are summarized for two AIS patients (severe, mild) with respect to respective manual detections.
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(10–25%) or severe (>25%) injury (Fig. 4B). Volumetrically, SIRG
performed the best for mild and moderate injury, while HRS was
best for severe injury (Fig. 4B). Similar performance trends were
observed for sensitivity, speciﬁcity and similarity (Table 6). MWS
had lower performance than SIRG and HRS in both these respects.3.4. Neonatal AIS: single time point
Finally, we evaluated SIRG, HRS, and MWS methods in neonatal
AIS patients with a range of injury severities, speciﬁcally using ADC
maps computed from DWI data. All three methods successfully
extracted the AIS lesion (Fig. 3B) that was found in two regionally
distinct brain areas. Scalar volumetric comparison (Fig. 5D) and
performance indices (Fig. 5E) revealed that HRS and SIRG had com-
parable performance, while MWS lagged behind in both respects,
suffering from over-estimation (false positives), particularly when
the injury was more severe.
A close inspection of regional overlap indices (Fig. 5E) revealed
that for a larger AIS lesion (17.7% of total brain volume, Fig. 3B,
Fig. 5D) HRS outperformed SIRG (Fig. 5E, AIS#1), while for a
smaller AIS lesion (4.5% of total brain volume, Fig. 5D) SIRG
outperformed HRS (Fig. 5E, AIS#2).4. Discussion
In experimental and clinical ischemic injury, lesion locations are
often abnormal foci within normal brain tissues that vary in
location, size and shape, and are likely comprised of different MR
characteristics (i.e., T2 relaxation times, ADC values or their associ-
ated image intensities). Automated detection of HII lesions from
MRI could potentially help in candidate selection, treatment and
monitoring (Ghosh et al., 2012a; Wechsler, 2011), speciﬁcally for
neonatal HII where current prior-model based alignment
techniques (Table 2) fail due to developmental changes within
maturing brains.
We compared three state-of-the-art region-based injury detec-
tion methods – symmetry integrated region growing (SIRG) (Sun
et al., 2009), hierarchical region splitting (HRS) (Ghosh et al.,
2011), and modiﬁed watershed segmentation (MWS) (Ratan
et al., 2009) – none of which require model-subject alignment or
co-registration. All three methods automatically detected lesion
volume from either T2-relaxation or ADC maps of clinical AIS neo-
nates and experimental animals with HII. Their volumetric and
location-overlap performance were computed with respect to the
manually detected ground-truth data and compared for accuracy
and robustness. With respect to different MRI acquisitions, in the
clinic, diffusion weighted imaging (DWI) is used predominately
Table 5
Comparison of temporal performance measures following experimental HII. Computations were assessed over the entire 3D MRI volume or over individual 2D MRI slice volumes.
Shaded and bolded entries are optimal for their respective comparisons.
Table 6
Comparison of performance measures for mild, moderate and severe injury for the
three methods. Computations were performed over the entire 3D MRI volumes.
Shaded and bolded entries are the optimal indices for their respective comparisons.
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our algorithms using clinically relevant imaging sequences/data.
SIRG and HRS performed equally well on T2- or diffusion weighted
imaging. Thus, one could suggest that either SIRG/HRS can be used
on a variety of clinically relevant imaging sequences. The key
results were: (1) SIRG performed best for lesion volumes and loca-
tion for the entire 3D MRI data set; (2) HRS was most robust (with
lowest standard deviation) over individual 2D MR slices; and (3)
MWS was out-performed by SIRG and HRS in all respects.
Current MRI based lesion extraction techniques (Table 1)
mostly adopt one of the two following approaches. (A) Healthy
tissue segmentation followed by abnormality (lesion) extraction.
Here prior models are used to classify healthy tissues into different
anatomical regions (Birgani et al., 2008; Kabir et al., 2007) or a
single normal tissue class (Cuadra et al., 2004; Van Leemput
et al., 2001) and then the outlier regions that do not satisfy any
normal tissue class are designated as lesion. A signiﬁcant weakness
of this approach is the requirement for a large volume of training
data (to ﬁt all normal tissue or complex prior models for anatomy)
which is often not readily available, particularly for neonates. (B)
Digital subtraction to detect changes in longitudinal (serial) MR
data (Manana et al., 2006; Sadasivan et al., 2009). However,
accurate subtraction requires temporal datasets, and 2D or 3D
registration among serial MRI data which often suffers when
neuroimaging time-points are too far apart for rapidly maturingneonatal brains (Klein et al., 2010; Zhiguo et al., 2005; ZitovÃ¡
and Flusser, 2003).
Curve ﬁtting of tissue-boundaries based on partial differential
equations, including parametric methods like active contour
snakes (Kazerooni et al., 2011; Liang et al., 2006; Zhou and Xie,
2013), non-parametric methods like level-set propagation
(Droske et al., 2001), and their several modiﬁed versions (Bai
et al., 2013; Kazemifar et al., 2014; Le Guyader and Vese, 2008;
Liang et al., 2006; Mesejo et al., 2014; Somkantha et al., 2011;
Wang et al., 2013) have been adopted in different medical image
analysis applications. Success of these methods heavily depends
on MRI intensity contrast edge detection (Kazerooni et al., 2011;
Liang et al., 2006; Somkantha et al., 2011), seed-initialization
(which is often manual) (Zhou and Xie, 2013) and choice of energy
function (Kazerooni et al., 2011; Liang et al., 2006) that is to be
minimized by heuristic gradient descent algorithms (Wang et al.,
2013). These methods are often computationally expensive due
to the need for an initial training module (Kazemifar et al., 2014;
Mesejo et al., 2014), need for manual interventions (Liang et al.,
2006; Zhou and Xie, 2013), need for obtaining global-minima dur-
ing energy minimization instead of local-minima (inherent prob-
lem of greedy search in gradient descent algorithms) (Mesejo
et al., 2014; Wang et al., 2013) and sometime requires prior models
(Bai et al., 2013; Le Guyader and Vese, 2008; Wang et al., 2013) or
atlas-registration (Kazemifar et al., 2014) with their associated lim-
itations as mentioned earlier. These pitfalls often restrict use of
level-set and active contour snake methods in real-time clinical
applications. SIRG, HRS and MWS methods compared in this paper
do not utilize atlas or prior models, reduce computational
complexity to a large extent, and perform segmentation without
manual intervention.
Further, MRI data issues are aggravated by ROI fuzziness
(Table 2). Motion artifacts and noise levels (Table 2, problem ID
3) might be partially reduced with conventional image ﬁltering
in some cases (Klein et al., 2010; Zhiguo et al., 2005; ZitovÃ¡ and
Flusser, 2003). ROI contrast and sharpness enhancement (Table 2,
problem ID 1 and 2) based on low-level image features fails unless
complex prior models are utilized (Birgani et al., 2008; Cuadra
et al., 2004; Kabir et al., 2007; Manana et al., 2006; Van Leemput
et al., 2001; Zhiguo et al., 2005). Model-subject registration
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crosses anatomical boundaries (Ghosh et al., 2012a) and/or when
noisy low-level features, including image intensity (Kabir et al.,
2007), texture (Kruggel et al., 2008), shape, and 3D volume (Liu
et al., 2005), are used to align multiple data and time points.
In summary, the majority of current ROI extraction methods
depend heavily on large amounts of training data (often not
available), signiﬁcant preprocessing (time-consuming), complex
prior models (often not reliable, speciﬁcally for neonates), model-
subject registration (labor-intensive) and signiﬁcant user interven-
tion (human bias) that reduce their practical applicability in
real-time medical image analysis (Neumann-Haefelin and
Steinmetz, 2007). The three methods compared in this paper –
SIRG, HRS and MWS – do not require model-subject alignment
nor any training data, and very little prior knowledge for injury
classiﬁcation in HRS and MWS (Tables 1 and 2). They effectively
handle ROI detection problems using only high-level features like
symmetry and mean MR or grayscale values representative of the
injury (Table 2). This also signiﬁcantly reduces computational com-
plexity, required for practical real-time clinical applications.
When the three methods were compared, they all performed
satisfactorily, correlating with the manual ground-truth for clinical
AIS (Fig. 3B) and in an animal model of HII, for temporal evolution
(Fig. 4A) and for different injury severities (Fig. 4B). SIRG per-
formed the best for scalar percent-volumes (Fig. 5A) and regional
overlaps (Fig. 5B). Interestingly, substantial performance variations
(mean ± standard deviation) were observed over different MR
slices anterior to posterior portion of the brain when SIRG was
used (Fig. 5B). Lower variations indicate more robustness and
stability of the methods, and this is where we observed that HRS
performed the best. In our manual ‘‘ground truth’’ data, there were
some cases where an experienced researcher manually included
regions (e.g., lateral portions of the ventral cortex in Fig. 4A,
10 days) that were not identiﬁed by any of the computational
approaches. This was reﬂected in volumetric comparisons
(Fig. 5A) and in larger variations in similarity (Fig. 5B), which
effectively measures regional precision for detection (ratio of true
positive over false negative).
HII lesions are very dynamic as the brain responds to the injury
(Ashwal et al., 2007; Obenaus et al., 2011a). Volumetric temporal
evolution of HII matched well with previously published results
(Obenaus et al., 2011b). Again SIRG and HRS had close 3D volumet-
ric performance (Fig. 5C) while HRS was the most robust (Table 5)
with serial MRI assessments. Similarly, variation in injury severity
in clinical and animal HII and could be correctly distinguished by
all three methods (Fig. 4B, Fig. 5D) (Ghosh et al., 2012b). Interest-
ingly, SIRG performance was best in mild and moderate HII while
HRS was better for severe HII (Table 5). Previous studies have
noted that a limitation of HRS is that it does not perform well in
mild injuries (Ghosh et al., 2011), which we conﬁrmed here. Simi-
lar trends were also observed in clinical AIS where HRS results
overlapped best for larger injuries whereas SIRG had better results
for small injuries (Fig. 5E).
The SIRG approach (Sun et al., 2009) utilized symmetry as a
high level feature and 3D connectivity based outlier rejection that
signiﬁcantly improved its power for injury discrimination, despite
noisy, blurred or motion-affected boundaries seen in MRI. A
limitation of SIRG lies in extensive tuning of many parameters
(compared to HRS and MWS; Table 2) which may be even injury-
speciﬁc. SIRG would also fail in challenging cases where brain
structure lacks deﬁned symmetry or the injury itself is symmetric
(bilateral) with regard to the axis of the brain (Ghosh et al., 2011).
Fusion of SIRG with HRS and using prior MR knowledge, particu-
larly using quantitative T2/ADC values could potentially solve this
weakness. The strength of HRS (Ghosh et al., 2011) lies in the use of
a small set of parameters (Table 2), stable bipartite segmentationleading to robustness (lowest variations; Table 5) as well as using
quantitative MR values (T2 relaxation times, ADC) that assist in
improved HII lesion detection from healthy tissue. Limitations of
HRS were that, (a) it did not consider 3D connectivity of injury
for inclusion and exclusion of sub-regions and (b) it underper-
formed for mild injury because of small ROIs. Fusing symmetry
features and 3D asymmetric volume models (Fig. 1) from SIRG
may mitigate these HRS weaknesses. The MWS approach (Ratan
et al., 2009) was always the least effective method evaluated in this
paper (Fig. 5, Tables 5 and 6). MWS suffered from over-segmenta-
tion inherent in watershed methods (Ratan et al., 2009),
insufﬁcient cues to reject outliers, and used additional noisy non-
injury regions as prior information (Fig. 5A). This resulted in many
false positives in MWS detected injury (Fig. 4B) that signiﬁcantly
reduced its performance (Fig. 5, Table 6). Symmetry cues and use
of quantitative MR values might improve MWS results (Fig. 4B).
A short note on how much time is required to run these algo-
rithms. We have used the term ‘‘real-time’’ to further demonstrate
that both SIRG and HRS could be used clinically in the context of
rapid stroke or ischemic patient treatment. Although SIRG and
MWS take couple of hours for training the respective parameters,
once trained they can identify lesion or injuried tissues from MRI
data in less than 5 minutes. Further, HRS does not require any
training and once the data are skull-stripped it can produce lesion
results within 15 s. Hence, these algorithms could be used by clin-
ical neurologists in treatment paradigms where early intervention
is often desirable.5. Conclusions
In conclusion, unlike most of the current methods, the three
region-based injury detection methods assessed – SIRG, HRS and
MWS – are objective and robust for real-time clinical applications.
They do not require labor-intensive preprocessing, complex prior-
models and model-subject alignment. Speciﬁcally for neonatal
ischemic injury, SIRG performed best overall but HRS was the most
robust, and fusion of these two techniques in future studies has a
greater potential for automated injury detection from brain MRI
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