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Resumen
Este trabajo esta´ dedicado al estudio de algunas propiedades de los conjuntos anal´ıticos que cumplan
las hipo´tesis de libre disposicio´n. Esta hipo´tesis juega un papel relevante en la teor´ıa de equilibrio
general, ya que es ampliamente utilizado para garantizar tanto la positividad de los precios de
equilibrio y la eficiencia de la asignacio´n de equilibrio. El principal resultado de este trabajo es la
caracterizacio´n de esta hipo´tesis en te´rminos del cono normal al conjunto de puntos en su frontera.
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1. Introduccio´n . Debreu, 1959 [1] y Arrow y Hahn, 1971 [2], fueron los que
presentaron y aplicaron en sus respectivos trabajos de investigacio´n, la hipo´tesis de
libre eliminacio´n:
1.1. Hipo´tesis de Libre Eliminacio´n. Un conjunto Y ⊂ Rn satisface la
Hipo´tesis de Libre Eliminacio´n (H.L.E) si,
∀ν ∈ Rn+ y ∀y0 ∈ Y se cumple que y0 − ν ∈ Y [3]
La H.L.E es utilizada en la mayoria de trabajos donde se estudia la existencia y
propiedades del equilibrio general. La existencia de la H.L.E en la teor´ıa de equilibrio
general proviene ba´sicamente de tres hechos:
i) Permite garantizar que, de existir equilibrio de Walras, los precios de equilib-
rio necesariamente tienen todos sus componentes positivos.
ii) Es condicio´n suficiente para que las producciones de equilibrio de una firma
sean eficientes, es decir, este´n en la frontera del conjunto de produccio´n.
iii) Permite identificar la frontera del conjunto de produccio´n con una variedad
diferenciable. Esta identificacio´n, que en te´rminos matema´ticos corresponde
a un homeomorfismo, posibilita que el estudio de la existencia del equilibrio
sea mucho ma´s simple.
Otro concepto importante en el presente trabajo de investigacio´n es el Cono
Normal [4], que se define as´ı:
Sea el conjunto convexo Y ⊆ Rn e y0 ∈ fr(Y ), el cono normal del ana´lisis
convexo a Y en y0 es el conjunto:
N(Y, y0) = {q ∈ Rn / q · y0 ≥ q · y ∀y ∈ Y }
Si la frontera de Y es definida por el gra´fico de una funcio´n diferenciable, el cono
normal anterior corresponde a la semirrecta que pasa por el origen cuya direccio´n
esta´ dada por el gradiente de dicha funcio´n en el punto. Si la frontera no es diferen-
ciable, entonces el cono normal se “abre” permitiendo que nuevos puntos entren al
conjunto.
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La estrecha relacio´n entre la H.L.E y el cono normal esta dado mediante el siguien-
te enunciado [5]: “Si Y ⊆ Rn es un conjunto convexo que satisface la H.L.E, entonces
todos los elementos del cono normal del ana´lisis convexo a Y en cualquier punto de
la frontera son positivos, es decir
∀y0 ∈ fr(Y ) se tiene que N(Y, y0) ⊆ Rn+ ”
De este manera, una condicio´n suficiente para que el precio de equilibrio de una
economı´a tenga todas sus componentes positivas, es que Y verifique la H.L.E.
El objetivo central de este trabajo es buscar condiciones apropiadas en el conjunto
Y y en el cono normal, para que Y satisfaga la H.L.E (proceso inverso al enunciado
anterior).
La interrogante a ser resuelta:
¿ Cua´les son las condiciones necesarias y suficientes para establecer una
caracterizacio´n entre la H.L.E y el cono normal dentro del estudio del equilibrio
general?
1.2. Resultados. En esta parte introducimos algunos conceptos matema´ticos
de ana´lisis no diferenciable:
Definicio´n 1.1. Sea ‖ ‖ la norma Euclidiana en Rn. La distancia a un conjunto
cerrado Y ⊆ Rn se define:
d(·, Y ) : Rn → R
(x, y)→ d(x, Y ) = ı´nf
y∈Y
‖ x− y ‖
Definicio´n 1.2. La proyeccio´n de un vector x ∈ Rn sobre Y se define por
proyY (x) ∈ Y , tal que d(x, Y ) = ‖x− proyy(x)‖.
Definicio´n 1.3. Dado un Y ⊆ Rn un conjunto cerrado e y0 un punto de su
frontera. El cono tangente de Clarke a Y en y0 se define como:
TC(Y, y0) = {q ∈ Rn / ∀yk ∈ Y, y → y0, ∃qk → qt.qyk + tkqk ∈ Y, con k ∈ N,
suficientemente grande}
Y el cono normal de Clarke a Y en y0 un punto de su frontera, se define como el
polar del cono tangente, es decir,
NC(Y, y0) = {p ∈ Rn / p · q ≤ 0, ∀q ∈ TC(Y, y0)}
Proposicio´n 1.4.
a) NC(Y, y) = [intTC(Y, y)]
+
b) Dado p ∈ NC(Y, y), existen sucesiones tk → 0+, pk → p, yk → y, con yk ∈ Y ,
tales que para cada y′ ∈ Y se cumple que pk · (y′ − yk) ≤ 1
2tk
‖y′ − yk‖2.
La parte a es directa de la definicio´n. La parte b, se llama fo´rmula normal proximal
para el cono normal de Clarke y su demostracio´n se encuentra en [9].
2. Ana´lisis Y Discusiones. El teorema que a continuacio´n demostraremos, es
el que resuelve el problema planteado en este trabajo de investigacio´n:
Teorema 2.1. Un conjunto cerrado y no vac´ıo Y ⊆ Rn satisface la hipo´tesis de
libre eliminacio´n si y so´lo si para todo y ∈ fr(Y ) se cumple que NC(Y, y) ⊆ Rn+.
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Demostracio´n:
Condicio´n necesaria: Supongamos que Y ⊆ Rn satisface la hipo´tesis de libre
eliminacio´n y sea p ∈ NC(Y, y). De la forma normal proximal (Proposicio´n 1.4.b)
se tiene que existen sucesiones tk → 0+, pk → p, yk → y, con y ∈ Y , tales que para
cada y ∈ Y se cumple que pk(y′−yk) ≤ 1
2tk
‖y′−yk‖2. Luego dado ei, i = 1, 2, . . . , n,
el i-e´simo vector de la base cano´nica de Rn y dado α ∈ R+ cualquiera, por H.L.E el
vector y′ = yk − αtkei es tambie´n un elemento de Y . Por lo tanto, usando la fo´rmula
normal proximal con y′ anterior, sigue que:
pk · (y′ − yk) ≤ 1
2tk
‖y′ − yk‖2 =⇒ pk · (yk−)αtkei − yk ≤ ‖yk − αtkei − yk‖2
De lo cual se deduce
pk · (αtkei) ≤ 1
2tk
‖y′ − yk‖2 =⇒ pk · ei ≥ −α
2
Puesto que α es arbitrario y (pk · ei) es el i-e´simo componente de pk, deducimos
que e´ste debe ser positivo. Finalmente, como pk → p, se tiene que p debe tener todos
sus componentes positivos.
Condicio´n suficiente: La cerradura de Y implica que Y − Rn+ se cumple si y
so´lo si Y −Rn++. Por lo tanto, negando la hipo´tesis y considerando lo anterior, se tiene
que deben existir y0 ∈ Y y p0 ∈ Rn+ tales que y0 − p0 /∈ Y . A este respecto, se tienen
dos casos a considerar: que y0 ∈ fr(Y ) o que y0 ∈ Int(Y ).
Caso 1: y0 ∈ fr(Y )
Por hipo´tesis sabemos que NC(Y, y) ⊆ Rn+, con lo cual, de la definicio´n de cono
tangente, sigue TC(Y, y0) ⊇ −Rn+, lo que a su vez implica que −p0 ∈ TC(Y, y0).
Ma´s au´n, puesto que todos los componentes de p0 los hemos supuesto estrictamente
positivos, es directo entonces que −p0 ∈ Int(TC(Y, y0)).
Definamos ahora Y como la interseccio´n de Y con el segmento de recta en Rn
cuyos extremos son y0 e (y0 − p0), es decir,
Y = Y ∩ [y0, y0 − p0]
Dado lo anterior, sea q0 ∈ Y la proyeccio´n de (y0 − p0) sobre Y . Por lo tanto,
existe t0 ∈ [0, 1[ tal que q0 = t0(y0 − p0) + (1− t0)y0. De esta manera es directo que
y0 − p0 − q0 = y0 − p0 − t0(y0 − p0)− (1− t0)y0 = −(1− t0)p0
Con lo cual ‖y0 − p0 − q0‖ = (1 − t0)‖p0‖. Por otro lado, del hecho que −p0 ∈
TC(Y, y0), sigue que existe ε > 0 tal que t ∈ [0, ε[ se cumple que q0 + t(−p) ∈ Y . Por
lo tanto, del hecho que
(y0 − p0)− (q0 + t(−p0)) = (y0 − p0 − q0) + tp0 = −(1− t0)p0 + tp0 = (−1 + t0 + t)p0
Se sigue que
‖(y0 − p0)− (q0 + t(−p0))‖ = (1− t0 − t)‖p0‖ < (1− t0)‖p0‖
Lo que obviamente contradice la definicio´n de proyeccio´n, pues hemos encontrado
otro vector (q0 + t(−p0)) cuya distancia a (y0− p0) es menor que aquella que ten´ıa la
proyeccio´n. Con esto queda probado el caso 1.
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Caso 2: y0 ∈ Int(Y )
Definamos L como el segmento de recta en Rn cuyos extremos son y0 e (y0− p0),
es decir,
L = [y0, y0 − p0] = {z = λy0 + (1− λ)(y0 − p0), λ ∈ [0, 1]}.
Puesto que y0 ∈ Y e (y0 − p0) /∈ Y , es claro entonces que L debe intersectar en
algu´n punto de la frontera de Y . Sea entonces z¯ ∈ frY ∩ L. Luego existe λ¯ ∈]0, 1]
z¯ = λ¯y0 + (1− λ¯)(y0 − p0) = y0 − (1− λ¯)p0.
Ahora bien, de un ca´lculo simple es claro que y0 − p0 = z¯ = λ¯p0. Por lo tanto,
si suponemos que y0 ∈ Int(Y ), hemos probado que existe un punto z¯ en la frontera
de Y y un vector estrictamente poitivo, λ¯p0, tal que su diferencia no esta´ en Y , lo
que, por lo demostrado en el caso 1 anterior, no es posible. En consecuencia queda
demostrado completamente el teorema 2.1. 
3. Conclusiones. El resultado central de este trabajo nos muestra que el supuesto
de libre eliminacio´n no es una hipo´tesis artificial dentro del modelo de equilibrio gen-
eral. En esencia corresponde a exigir que los precios de equilibrio sean positivos, toda
vez que estos existan. Las propiedades de los conjuntos que satisfacen la H.L.E esta´n
entonces estrechamente ligadas a las propiedades topolo´gicas de su frontera.
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