Abstract. We prove three theorems on linear operators Tτ,p : Hp(B) → Hp induced by rearrangement of a subsequence of a Haar system. We find a sufficient and necessary condition for Tτ,p to be continuous for 0 < p < ∞.
1. Introduction. Denote by D the collection of all dyadic intervals in [0, 1] . The Lebesgue measure on [0, 1] , the cardinality of the set or the absolute value, depending on the context, will be denoted by the same | · |. With each interval I ∈ D, I = [k/2 n , (k + 1)/2 n ), we associate the Haar function h I,p , h I,p (t) =    2 n/p if 2k/2 n+1 ≤ t < (2k + 1)/2 n+1 , −2 n/p if (2k + 1)/2 n+1 ≤ t < 2(k + 1)/2 n+1 , 0 otherwise. We define H p as the space of all distributions f = a I,p h I,p for which
For 1 ≤ p < ∞, · Hp is actually a norm. When 0 < p < 1 the above expression defines a quasi-norm. It is known ( [W1] ) that H p spaces are isomorphic to classical Hardy spaces of analytic functions on the unit disc. Suppose B ⊂ D. Then H p (B) denotes the closed linear span of {h I,p : I ∈ B} in H p . For a one-to-one map τ : B → D it is of interest to consider the operators T τ,p : H p (B) → H p , given by T τ,p (h I,p ) = h τ (I),p (I ∈ B).
After [Mu] such operators will be called rearrangements of the Haar system (or subsystem), for short rearrangements in H p . In this paper we describe the continuous rearrangements T τ,p : H p (B) → H p for 0 < p < ∞. This allows us for example to characterize the isomorphisms (isomorphic rearrangements) of H p (B) induced by τ . We restrict the discussion to H p spaces for 0 < p < ∞. However, for p > 1, H p = L p with equivalent norms, so in this case the results presented here apply to L p . The operators T τ,p in L p , 1 < p < ∞, for τ length preserving were investigated by Semyonov [Sem] . The operators T τ,∞ in BMO and T τ,p in H p for 1 ≤ p < 2 and 2 < p < ∞, for arbitrary injection τ , were thoroughly studied by Müller [Mu] . Geiss et al. [GMP] described extrapolation of rearrangement operators in H p for 0 < p < 2, namely they showed that for 0 < s < p < 2 and 0 < θ < 1 satisfying 1/p = (1 − θ)/s + θ/2 there exists a constant c > 0, depending only on s and p, such that
(the reverse inequality is rather standard and follows by interpolation). Thus results from [Mu] were extended in [GMP] to the case 0 < p < 1. 
the set of all maximal intervals in L with respect to inclusion will be denoted by max(L). After [Mu] we say that L ⊂ D satisfies the M -Carleson condition if (1) sup
We use [[L] ] to denote the infimum of the constants M that satisfy (1) and we call it the Carleson constant of the family L. If there exists N < ∞ such that
, we say that τ −1 preserves the Carleson constant, and we denote by [[τ −1 ] ] the infimum of such constants N . Similarly, we say that τ preserves the Carleson constant if there exists
] for every L ⊂ B, and we define [[τ ] ] as the infimum of such N . We will see that for 0 < p < 2 the operator T τ,p is continuous if and only if τ −1 preserves the Carleson constant, while for 2 < p < ∞ the operator T τ,p is continuous if and only if τ preserves the Carleson constant. These results appeared in [Mu] for rearrangements in BMO and H p for 1 ≤ p < 2 and 2 < p < ∞, and were then extended in [GMP] to 0 < p < 1. Our main result is proved with the use of atomic decomposition of H p ( [CoW] , [We] ).
2. A sufficient condition. We now give a sufficient condition for T τ,p to be continuous. 
induced by τ is continuous.
Proof. We divide the proof into six parts.
1. It suffices to show that for some finite constant C < ∞. [We, Theorem 2 .2] we may also assume that x is a simple (2, p, ∞) atom (see [We] for definition). Moreover, we shall show in the next part that we can assume that the quadratic function
2. In order to justify (2) we use an atomic decomposition of x similar to the one used in the proof of [We, Theorem 2.2] . Let {h i,p } i denote the Haar functions {h I,p } numbered according to the Haar order. For s ∈ N set
We define stopping times ν k,p for k ∈ Z by
and A k,p are simple (2, p, ∞) atoms described by
with the property
Indeed, if we decompose x using (3), then applying the Abel rearrangement ( [We] ) we get
3. For x = x I,p h I,p the collection of all dyadic intervals I from D for which x I,p = 0 in this Haar decomposition of x will be called the Haar support of x. Now we will construct an atomic decomposition of some vector x such that (6) Haar support of x = Haar support of x.
We assume for the moment that
and
. Suppose k n−1,p (t) has been defined for some n ≥ 1. Then we define
if it exists. Let I kn,p(t) denote the longest interval in the Haar support of A kn,p(t) containing t. We put
We can see that
for t ∈ supp(B kn,p(t) ) so B kn,p(t) multiplied by 2 −(kn,p(t)+1) satisfies the boundedness condition (2) on its support. Define B k,p (to get rid of t in the index) as follows:
It is easy to check that 1 2 B k,p are (2, p, ∞) atoms. To specify x mentioned in (6), we set
Notice that each B k,p can be easily decomposed into a sum of simple atoms B kn,p(t) (where k n,p (t) = k) with pairwise disjoint supports being dyadic intervals. If we can show that
and we are done.
A is the Haar support of x, and x has finite Haar expansion (i.e. A is finite)
We shall always assume that
and choose an interval J s ∈ B s such that
. 5. We consider three possible cases:
J∈Bs β 2 J > 1 and J∈Bs α J β 2 J − α K ≥ 0 for each K ∈ B s . We write s ∈ A i , s ∈ A ii , or s ∈ A iii , according to the case. Then
We will estimate each sum separately.
Case (i). We have
Now we define
From the sequence ( J s ) s∈A i we choose a subsequence ( J s ) s∈A i such that:
Then by definition of J s , α s and s( J s ) we get
We shall show that (14)
To do this we use some ideas of Jones ([Jo, p. 201] ).
. Suppose that for some natural numbers L and l s (s ∈ A i ), whenever 1 − s( J s ) ∈ [2 −n , 2 −n+1 ) we have and write x as (x n ) r n=1 where r = r m=1 l sm . Then we split (x n ) r n=1 into L subsequences S 1 , . . . , S L by evenly distributing the entries x n : put x n in S q if n ≡ q (mod L), so that if x n = J s for some s ∈ A i , we put a copy of J s in S q . Notice that each sequence S j consists of pairwise different elements. Thus from now on, S j 's will be families of intervals. Then (16)
Moreover, for each J 0 ∈ D and j ≤ L the number of intervals J s from the family S j with | J s | = 2 −m and J s ⊂ J 0 satisfies
, by definition of the Carleson constant, we have
So for j ≤ L we get
Similarly, by (20) 
≤ M · 3, 
ii ≤ 6M.
