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Abstract
Good semigroups form a class of submonoids of Nd containing the value semigroups of
curve singularities. In this article, we describe a partition of the complements of good
semigroup ideals, having as main application the description of the Apéry sets of good
semigroups. This generalizes to any d ≥ 2 the results of [7], which are proved in the case
d = 2 and only for the standard Apéry set with respect to the smallest nonzero element.
Several new results describing good semigroups in Nd are also provided.
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Introduction
In [1] the notion of good semigroup was formally defined in order to study value semigroups
of Noetherian analytically unramified one-dimensional semilocal reduced rings, e.g. the lo-
cal rings arising from curve singularities (and from their blowups), possibly with more than
one branch. By the truth, properties of these semigroups were already considered in [3], [5],
[9], [10], but their structure was systematically studied in [1]. In the one branch case, value
semigroups are numerical semigroups, and their theory has been widely studied.
Also in the case with more branches, in which value semigroups are submonoids of Nd, the
properties of the correspondent rings can be translated and studied at semigroup level. For ex-
ample, the well-known result by Kunz (see [13]) that a one-dimensional analytically irreducible
local domain is Gorenstein if and only if its value semigroup is symmetric can be generalized
to analytically unramified rings (see [3] and also [10]).
However, good semigroups present some problems that make difficult their study; first of all
they are not finitely generated as monoid (even if they can be completely determined by a fi-
nite set of elements (see [11], [4] and [6])) and they are not closed under finite intersections.
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Secondly, their good ideals (i.e. ideals of good semigroups satisfying the same axiomatic defi-
nition) do not behave well under sums and differences in the sense that a sum or a difference of
two of them does not necessarily produce a good ideal (see e.g. [1] and [12]).
Moreover, the class of good semigroups is larger than the class of value semigroups (see [1]) and
no characterization of value good semigroups is known, unlike the numerical semigroup case
in which any such semigroup is the value semigroup of the ring of the corresponding monomial
curve. Unfortunately, a consequence of this fact is that, in order to prove some property for a
good semigroup, it is not in general possible to take advantage of the nature of value semigroups
of rings. For this reason, good semigroups with two branches have also been recently studied
as a natural generalization of numerical semigroups, using only semigroup techniques, without
necessarily referring to the ring context (see [7],[14],[8],[15]). More precisely, working in the
case of good subsemigroups of N2, in [7], the authors study the notion of Apéry set, which
is in this case infinite, but they show that it has a natural partition in a finite number of sets,
called levels, and the number of these sets is e = e1 + e2 where (e1, e2) is the minimal nonzero
element in S. In case S is a value semigroup of a ring, this number is equal to the multiplicity
of the corresponding ring agreeing with the analogous well-known result in the numerical case.
Furthermore, for a symmetric good semigroup in N2, this partition satisfies a duality property
similar to the duality that holds for the Apéry set in the numerical case. The partition in levels
of the Apéry set seems to be very useful also to study other properties of good semigroups. For
example, in [14] the authors define the concept of embedding dimension for a good semigroup
and use the levels of the Apéry set to prove that the embedding dimension is bounded above by
the multiplicity (as it happens for numerical semigroups and for one-dimensional rings).
Finally, in [8] the authors define the same partition in levels for complements of proper good
ideals (hence also for Apéry sets with respect to any element), in order to define and study
the type of a good semigroup and to study almost symmetric good semigroups and the sym-
metry conditions on their Apéry sets. Following this approach, our purpose is to generalize to
semigroups contained in Nd some of the notions and properties defined in the case d = 2. In
particular the main aim of this paper is to generalize the partition in levels for complements of
good ideals and to show that, in the case of a principal good ideal E generated by an element
ω (i.e. the Apéry set with respect to ω is the complement of E), the number of levels is exactly
the sum of the components of ω (see, Theorem 4.4). The proof of Theorem 4.4 gives also an
alternative proof for [7, Theorem 3] in the case d = 2. We do not use an extension of the same
argument of [7, Theorem 3], since for d > 3 that would require too many technicalities and,
instead, we develop a new method which provides also more information about the structure of
a good semigroup and gives a consistent generalization of [7, Theorem 5].
The structure of this paper is the following. In Section 1, we recall the preliminary definitions
and we prove several general results needed for the rest of the paper. In particular, we introduce
the concept of complete infimum and we study the relation that this has with Property (G2)
of good ideals (see Definition 1.2 and Proposition 1.10). This relation will be essential in the
next section. Furthermore, we generalize to Nd the well-known fact that in a good semigroup
S ⊆ N2, given an element α ∈ S, a sufficient condition for having ∆S(α) = ∅ is to have
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∆Si (α) = ∅ for some i ∈ {1, 2} (see Proposition 1.7 and the definitions at the beginning of
Section 1).
In Section 2, we introduce the previously mentioned partition in levels of complement of good
ideals according to what has been done in [7] and [8] in case d = 2 (a similar partition was
firstly defined in [2] for the Apéry set of the value semigroup of a plane curve). This will be
defined using a partial order relation and the notion of complete infimum. Finally, in order to
compute the number of levels, we generalize [8, Lemma 2.3] to Nd (see, Theorems 2.5 and 2.8).
In Section 3, we define the subspaces of a good semigroup, whose name arises from the fact that
they geometrically represent discrete subspaces contained in the good semigroup. For a value
semigroup of an analytically irreducible ring, this definition has a precise correspondence in
ring theory which is pointed up in [5, Corollary 1.6]. Identifying a subspaces with a particular
representative element, we generalize to the set of subspaces many properties proved in the two
preceding sections.
Finally, in Section 4, we prove Theorem 4.4 computing the number of levels of a the comple-
ment of a good ideal in the case of principal good ideals.
1 Good Semigroups with d branches
Let N be the set of nonnegative integers. As usual, ≤ stands for the natural partial ordering
in Nd: set α = (α1, α2, . . . , αd),β = (β1, β2, . . . , βd), then α ≤ β if αi ≤ βi for all i ∈
{1, . . . , d}. Trough this paper, if not differently specified, when referring to minimal or maximal
elements of a subset of Nd, we refer to minimal or maximal elements with respect to ≤. Given
α,β ∈ N2, the infimum of the set {α,β} (with respect to ≤) will be denoted by
α ∧ β = (min(α1, β1),min(α2, β2), . . . ,min(αd, βd)).
Let S be a submonoid of (Nd,+). We say that S is a good semigroup if
(G1) For every α,β ∈ S, α ∧ β ∈ S;
(G2) Given two elements α,β ∈ S such that α 6= β and αi = βi for some i ∈ {1, . . . , d},
then there exists  ∈ S such that i > αi = βi and j ≥ min{αj, βj} for each j 6= i (and
if αj 6= βj the equality holds).
(G3) There exists an element c ∈ S such that c+ Nd ⊆ S.
Sometimes, inspired by the notion of value semigroups of algebroid curves with d branches, we
will say that S has d branches if it a submonoid of Nd.
A good subsemigroup is said to be local if 0 = (0, . . . , 0) is its only element with a zero
component. In the following, if not otherwise specified, all the results will be proved for any
good semigroup, independently whether local or not.
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Notice that, from condition (G1), if c and d fulfill (G3), then so does c ∧ d. So there exists a
minimum c ∈ N2 for which condition (G3) holds. Therefore we will say that
c := min{α ∈ Zd | α+ N2 ⊆ S}
is the conductor of S. We denote γ := c− 1.
A subsetE ⊆ Nd is a relative ideal of S ifE+S ⊆ E and there existsα ∈ S such thatα+E ⊆
S. A relative ideal E contained in S is simply called an ideal. A (relative) ideal E satisfying
properties (G1) and (G2) is said to be a (relative) good ideal of S (any good relative ideal
satisfies automatically property (G3)). In this article we will usually work with proper ideals
E ⊆ S. By properties (G1) and (G3), there exist a minimal element cE such that cE +Nd ⊆ E.
Such element is called the conductor of E. As for S, we denote γE := cE − 1.
By property (G1), S has a unique minimal nonzero element that we denote by e = (e1, e2, . . . , ed).
The set e + S is a good ideal of S and its conductor is c + e. Similarly for every ω ∈ S, the
principal good ideal E = ω + S has conductor cE = c+ ω.
Through this paper we set I = {1, . . . , d} where d is the number of branches of the considered
semigroups. The following notation is introduced for any subset S ⊆ Nd (but this will be
usually applied to good semigroups or good ideals). Let F ⊆ I , α ∈ Nd, then we set:
∆SF (α) = {β ∈ S | βi = αi, for any i ∈ F and βj > αj for j /∈ F}.
∆˜SF (α) = {β ∈ S | βi = αi, for any i ∈ F and βj ≥ αj for j /∈ F} \ {α}.
∆Si (α) = {β ∈ S | βi = αi, and βj > αj for any j 6= i}
∆S(α) =
d⋃
i=1
∆Si (α)
In particular, for S = Nd, we set:
∆F (α) := ∆
Nd
F (α) = {β ∈ Nd | βi = αi, for any i ∈ F and βj > αj if j /∈ F}.
Given F ⊆ I , we denote by F̂ the set I \ F . We call F̂ the orthogonal set of F .
This notation has a precise geometrical meaning which is showed, for d = 3, in Figure 1. In
particular:
In (a), ∆F (α) is represented as an half-line; in this case ∆F̂ (α) is the orthogonal half-plane.
By definition this one does not include the two half-line which delimit the half plane.
In (b), ∆F (α) is again as an half-line and ∆˜F̂ (α) is the orthogonal half-plane including also
the two half-line which delimit it.
In (c), ∆(α) is represented as union of the three planes ∆1(α),∆2(α),∆3(α).
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Figure 1: A graphical representation of the notation introduced
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(c) Representation of ∆(α)
Remark 1.1. Let F,G ⊆ I and E ⊆ Nd. We list some observations following directly from the
preceding definitions:
1. β ∈ ∆˜EF (α) if and only if there exists G ⊇ F , such that β ∈ ∆EG(α).
2. G ⊇ F if and only if, given α ∈ Nd, ∆˜EG(α) ⊆ ∆˜EF (α).
3. If θ ∈ ∆EF (α), then ∆˜EG(θ) ⊆ ∆EG(α) for every G ⊇ F .
4. Assume that E is a good ideal. As a consequence of property (G2), if α ∈ E and
∆EF (α) 6= ∅, then ∆˜EF̂ (α) 6= ∅. Equivalently, there exists G ⊇ F̂ , G 6= I , such that
∆EG(α) 6= ∅.
We introduce the following terminology in order to have a better control on the use of property
(G2) and simplify our notation.
Definition 1.2. Given a good semigroup S ⊆ Nd, and A ⊆ S be any subset. We say thatα ∈ A
is a complete infimum inA if there exist β(1), . . . ,β(r) ∈ A, with r ≥ 2, satisfying the following
properties:
1. β(j) ∈ ∆SFj(α) for some non-empty set Fj ( I .
2. For every j 6= k ∈ {1, . . . , r}, we have α = β(j) ∧ β(k).
3.
⋂r
k=1 Fk = ∅.
In this case we write α = β(1) ∧˜ β(2) · · · ∧˜ β(r).
When d = 2, the infimum of every two incomparable elements (with respect to "≤") is a
complete infimum of them. More in general, given α ∈ S, if there exists β ∈ ∆SF (α) and
δ ∈ ∆S
F̂
(α), then α = β ∧˜ δ is the complete infimum of β and δ in S. For another example
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assume for some α ∈ S, that ∆SH(α) 6= ∅ for every set H of cardinality d − 1. Then α is
a complete infimum of a set of elements, each one picked from one of these sets of maximal
cardinality. In this case α is a complete infimum of exactly d elements.
In this section we prove that Property (G2) can be restated using the notion of complete infimum
(see, Proposition 1.10). Before doing that, we will need to prove several facts. We start by the
next easy observation:
Remark 1.3. Given a good ideal E ⊆ S, α ∈ E, F ( I and β ∈ ∆EF (α), there exist
β(1), . . . ,β(r) with 1 ≤ r ≤ |F |, such that:
• For i = 1, . . . r, β(i) ∈ ∆EGi(α), with Gi ⊇ F̂ .
• G1 ∩G2 ∩ · · · ∩Gr = F̂ .
Indeed, for every i ∈ F , αi = βi, and applying property (G2) to α and β with respect to i, we
can find β(i) ∈ ∆EGi(α) with Gi ⊇ F̂ and i 6∈ Gi. By relabeling the indexes we may assume
i ∈ {1, . . . , r} with r ≤ |F |.
Notice that the elements β(i) in the above remark may not be all distinct and therefore α is
not necessarily a complete infimum of them and β. We are going to prove that we can find an
opportune collection of β(i) fulfilling also this extra condition in Proposition 1.10.
As consequence of the preceding remark we have the following useful fact:
Proposition 1.4. Let α ∈ E, F ( I a set of indexes and assume there exists a set H of
cardinality d − 1 containing F and such that ∆EG(α) = ∅ for every F ⊆ G ⊆ H . Then
∆E
F̂
(α) = ∅.
Proof. Set Ĥ = {i}. Assume by way of contradiction there exists β ∈ ∆E
F̂
(α). Using Remark
1.3, since i ∈ F̂ , we can find θ ∈ ∆EG(α) with G ⊇ F and i 6∈ G. It follows G ⊆ H and this is
a contradiction.
Next lemma contains more basic results that will be widely used during this article. For any
subsetA ⊆ S, we say that two elementsα,β ∈ A are consecutive inA if wheneverα ≤ δ ≤ β
for some δ ∈ A, then δ = α of δ = β.
Lemma 1.5. Let E ⊆ S be a proper good ideal and let α ∈ E. Then:
1. If β ∈ ∆EF (α) and θ ∈ ∆EG(α), then β ∧ θ ∈ ∆EF∪G(α) if F ∪G ( I and β ∧ θ = α if
F ∪G = I .
2. Let β ∈ ∆EF (α) be consecutive to α in E. Then ∆EH(α) = ∅ for every H ) F .
3. Assume ∆EF (α) = ∅ and F = G1 ∪G2. Then either ∆EG1(α) = ∅ or ∆EG2(α) = ∅.
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4. Assume there exists F ( I such that ∆EH(α) = ∅ for every H ) F . Then ∆EH(α) = ∅
for every H ( F̂ .
5. Assume there exists a maximal set F ( I such that ∆EF (α) 6= ∅ (F is not necessarily
unique). If ∆EH(α) 6= ∅ then either H ⊆ F or H ⊇ F̂ .
Proof. 1. Set η := β ∧ θ. The thesis follows since, by definition, ηi = αi if and only if
i ∈ F ∪G.
2. Suppose δ ∈ ∆EH(α) for some H ) F . The element θ := β∧ δ ∈ ∆EH(α) by item 1. Hence
α < θ < β and this is a contradiction since α and β are consecutive in E.
3. It is a straightforward consequence of item 1.
4. It is an easy consequence of Proposition 1.4.
5. By assumption ∆EH(α) = ∅ for every H ) F and, by item 4, also for every H ( F̂ . Assume
H to be not comparable by inclusion with both F and F̂ . It follows that F ( (F ∪H) ( I . By
item 3, necessarily ∆EH(α) = ∅.
As application we discuss a key consequence of property (G1) of good ideals.
Remark 1.6. Let E ⊆ S be a proper good ideal and let α ∈ S \ E. Assume ∆EF (α) 6= ∅. As
consequence of property (G1) and of Lemma 1.5.1, ∆˜E
F̂
(α) = ∅.
In the case of a good semigroup S with two branches, given an element α ∈ S, a sufficient
condition for having ∆S(α) = ∅ is having ∆Si (α) = ∅ for some i ∈ {1, 2}. With the following
proposition we observe that, even in the general case, having a set of cardinality d−1 for which
the corresponding ∆ set is empty implies that a certain number of ∆SU(α), with U ( I , are
empty.
Proposition 1.7. Let S ⊆ Nd be a good semigroup and let α ∈ S. Assume ∆SF (α) = ∅ for
some set F of cardinality d − 1. Then, given i ∈ {1, . . . , d − 1}, there exist at least 2( d−2
d−i−1
)
sets U such that ∆SU(α) = ∅.
Proof. First assume ∆ST (α) = ∅ for every non-empty set T ⊆ F . Observe that there are
(
d−1
d−i
)
subset T ⊆ F having cardinality d− i. By Proposition 1.4, ∆S
T̂
(α) = ∅ for any non-empty set
T ⊆ F , and hence there are at least 2(d−1
d−i
)
sets U ⊂ I such that |U | = d − i. We conclude
observing that:
2
(
d− 1
d− i
)
= 2
[(d− 2
d− i
)
+
(
d− 2
d− i− 1
)]
> 2
(
d− 2
d− i− 1
)
Thus, we may assume that there exists a set H ( F such that ∆SH(α) 6= ∅ and H is maximal
with respect to this property. Let i ∈ F \ H and consider a set T such that i ∈ T ⊆ F . Now
notice that H ( (T ∪H) ⊆ F and therefore by maximality of H , ∆ST∪H(α) = ∅. Now Lemma
1.5.3 implies ∆ST (α) = ∅. Moreover, since any set T containing i and contained in F has this
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property, it follows that by Proposition 1.4 also ∆S
T̂
(α) = ∅. The sets containing i, contained
in F with cardinality d− i are ( d−2
d−i−1
)
, and, counting them together with the orthogonals of the
sets having cardinality i, we arrive to have at least 2
(
d−2
d−i−1
)
sets U , with cardinality d − i such
that ∆SU(α) = ∅.
Corollary 1.8. Let S ⊆ Nd be a good semigroup and let α ∈ S. Assume ∆SF (α) = ∅ for some
set F of cardinality d− 1. Then there exist at least 2d−1 sets U such that ∆SU(α) = ∅.
Proof. It follows immediately by Proposition 1.7, observing that:
d−1∑
i=1
2
(
d− 2
d− i− 1
)
= 2(2d−2) = 2d−1.
The following definition is useful to describe an inductive argument that will be used in some
of our proofs. This is based on the number of branches d and on the number of sets F such that
∆SF (α) 6= ∅.
Definition 1.9. Let S ⊆ Nd be a good semigroup and let α ∈ S. Denote by n(α) the number
of non-empty sets F ( I such that ∆SF (α) 6= ∅. This number is zero if ∆S(α) = ∅ and is at
most equal to 2d − 2. For any α such that ∆S(α) 6= ∅, we say that α has degree d(α) = q ≥ 2
if
q ≤ n(α) ≤ 2q − 2.
Observe that q ≤ d.
As direct consequence of Corollary 1.8, if ∆SF (α) = ∅ for some set F of cardinality d− 1, then
d(α) < d.
In this case, the sets F such that ∆EF (α) is non-empty have the same combinatorial configuration
of a corresponding set in a good semigroup with less than d branches. For example, setting
E = S, if d = 3 and we suppose d(α) = 2, by relabeling the indexes we have ∆S{1,2}(α) ∪
∆S{1,3}(α) = ∅. It follows that ∆S{2,3}(α) and ∆S1 (α) are the only non-empty spaces of ∆S(α)
and, up to quotient with respect to the index 2 or 3, ∆S(α) behaves like the ∆ set of an element
in N2.
Similarly, if d = 4, d(α) = 3, and ∆S{1,2,3}(α) ∪ ∆S{1,2,4}(α) = ∅, the only non-empty spaces
of ∆S(α) are defined by the sets {1, 3, 4}, {2, 3, 4}, {1}, {2}, {1, 2}, {3, 4}. Up to quotient by
3 or 4, these sets have the same configuration of the ∆ set of some element in N3.
Thinking to these examples, in order to prove some property only depending on the configura-
tion of empty and non-empty spaces of ∆E(α) we will work by induction on d and d(α).
We are now ready to describe the relation between property (G2) and complete infimums:
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Proposition 1.10. Let S ⊆ Nd be a good semigroup, E ⊆ S a good ideal and take α ∈ E.
Suppose there exists β ∈ ∆EF (α) for some F ( I . Then there exist β(1), · · · ,β(r) with 1 ≤ r ≤
|F |, such that
α = β ∧˜ β(1) ∧˜ β(2) ∧˜ . . . ∧˜ β(r).
In particular β(i) ∈ ∆EGi(α), with Gi ⊇ F̂ and G1 ∩G2 ∩ · · · ∩Gr = F̂ .
Proof. We can apply property (G2) toα and β and find some element in ∆˜E
F̂
(α). If there exists
one element δ ∈ ∆E
F̂
(α), then α = β ∧˜ δ and we are done. In particular, this proves the
theorem for every α such that d(α) = 2. By induction on d(α) and on d, we can restrict to
prove this proposition only in the special case in which ∆EH(α) 6= ∅ for every H of cardinality
d− 1. Indeed, observe that by Corollary 1.8 and Definition 1.9, if d = 3 the only possible cases
are this special one and the case d(α) = 2. If d = 4 and we are not in the special case, then
d(α) < 4 and we can reduce to prove this case as if d < 4. Inductively, the same happens for
any larger value of d.
Hence, letH1, . . . , Hr be the sets of cardinality d−1 containing F̂ and consider β(i) ∈ ∆EHi(α).
It is straightforward to prove that H1 ∩ · · · ∩ Hr = F̂ and that for each i, j, we have Hi ∪
Hj = I and Hi ∪ F = I . By Lemma 1.5.1 this implies that α is the complete infimum of
β,β(1), . . . ,β(r).
Now we want to generalize to any good semigroup a property already known in the case d = 2.
As in [6] we denote by Small(S) = {α ∈ S : α ≤ c} the set of the Small Elements of S. As
a consequence of the following proposition, the Small Elements determine all the elements of
the semigroup.
Proposition 1.11. Let S ⊆ Nd be a good semigroup, E ⊆ S a good ideal and pick α ∈ Nd.
Suppose cE = (c1, . . . , cd) ∈ ∆EF (α), for some non-empty set F ( I . The following assertions
are equivalent:
1. α ∈ E.
2. ∆˜F̂ (α) ⊆ E.
3. ∆˜E
F̂
(α) 6= ∅.
Proof. 1⇒ 2) Let β ∈ ∆˜F̂ (α). Since cE ∈ ∆EF (α) and α ∈ E, by Property (G2) there exists
δ ∈ ∆˜E
F̂
(α). We consider three cases.
Case 1: δ ≥ β. In this case δi = βi = αi for all i ∈ F̂ and δi ≥ βi ≥ αi for all i ∈ F . Now
we find  ∈ Nd such that i = ci > αi for all i ∈ F̂ and i = βi ≥ αi = ci for all i ∈ F . Since
ei ≥ ci for every i ∈ I , by definition of conductor,  ∈ E; hence β =  ∧ δ ∈ E.
Case 2: δ < β. We set δ(1) := δ and we consider (1) such that (1)i = ci for all i ∈ F̂ and

(1)
i = δ
(1)
i ≥ αi = ci for all i ∈ F . As before, since (1) ≥ cE , (1) ∈ E. Furthermore
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(1) ∈ ∆SF (δ(1)), hence, by Remark 1.1.4, ∆˜EF̂ (δ
(1)) 6= ∅. Therefore there exists δ(2) > δ(1),
such that δ(2) ∈ ∆˜E
F̂
(δ(1)). If δ(2) ≥ β we conclude as in Case 1; otherwise we can repeat the
previous construction on δ(2) finding an element δ(3) > δ(2). After a finite number of iterations,
if we never conclude by Case 1, we find a maximal element δ(k) ∈ E such that δ(k) ≤ β.
Considering the corresponding element (k) ∈ ∆SF (δ(k)) and applying Property (G2) following
Proposition 1.10, we write
δ(k) = (k) ∧˜ η(1) ∧˜ η(2) ∧˜ · · · ∧˜ η(r)
with η(i) ∈ ∆EGi(δ(k)), and G1 ∩ G2 ∩ · · · ∩ Gr = F̂ . If η(i) ≥ β for some i, we conclude
using Case 1. In the opposite case we will get a contradiction. Indeed, for every i, we have
δ(k) ≤ η(i)∧β < β. Say that β ∈ ∆H(δ(k)) for H ⊇ F̂ and notice that there must exists i such
that Gi ∪H ( I , otherwise we would have the contradiction
Ĥ ⊆ G1 ∩G2 ∩ · · · ∩Gr = F̂ ⊆ H.
Hence, set G := Gi and η := ηi. For j 6∈ G ∪ H , we have ηj, βj > δ(k)j and hence δ(k) <
η ∧ β < β. Since η ∈ E, by Case 1, η ∧ β ∈ E and this contradicts the assumptions of
maximality of δ(k).
Case 3: δ ∧ β < β, δ. In this case, applying Case 1 to δ ∧ β and δ, we get δ ∧ β ∈ E. Then
we use Case 2.
2⇒ 3) It is straightforward.
3⇒ 1) If β ∈ ∆˜E
F̂
(α) 6= ∅, we have that βi = αi for all i ∈ F̂ and βi ≥ αi = ci for all i ∈ F .
Since cE ∈ ∆EF (α), we have cE ∧ β = α ∈ E.
The preceding proposition can be rephrased in the following way. Forα ∈ Nd such that αi = ci
for every i in a non-empty set F we have that α ∈ E if and only if all the elements β ∈ Nd
such that βi ≥ ci for i ∈ F and βi = αi for i ∈ F̂ are also in E.
Example 1.12. We represented graphically in Figure 2, the semigroup S ⊆ N3 having:
Small(S) = {(1, 2, 3), (1, 2, 6), (1, 2, 7), (1, 2, 8), (2, 3, 3), (2, 3, 6), (2, 3, 7), (2, 4, 3),
(2, 4, 6), (2, 4, 9)(3, 3, 3), (3, 3, 6), (3, 3, 7), (3, 5, 3), (3, 5, 6), (3, 5, 9)}
It has conductor c = (3, 5, 9) and γ = (2, 4, 8).
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Figure 2: The semigroup S of the Example 1.12
2 Partition of the complement of a good ideal
Let S ⊆ Nd be a good semigroup and let E ⊆ S be a proper good ideal. We call A := S \E its
complementary set. In this section, we introduce a partition of A in a finite number of subsets,
according to what has been done in [7] and [8] in case d = 2 (a similar partition was firstly
defined in [2] for the Apéry set of the value semigroup of a plane curve). In analogy to the
definition given in these works, we will call levels the elements of the partition. The partition
will be defined using the definition of complete infimum given in the previous section.
Moreover, we need to use another order relation on Nd (already introduced in [1] and in the
successive works). Given α = (α1, α2, . . . , αd) and β = (β1, β2, . . . , βd) in Nd, we say that
α ≤≤ β if and only if either α = β or αi < βi for every i ∈ {1, . . . , d}. When the second case
is verified we say that β dominates α and use the notation α β.
We define the partition in levels of A ( S. In general, A will be the complementary set of a
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good ideal, but the only assumption really needed to define this partition is the existence of a
conductor for the set S \ A (property (G3)).
Definition 2.1. Set:
B(1) := {α ∈ A : α is maximal with respect to ≤≤},
C(1) := {α ∈ B(1) : α = β(1) ∧˜ β(2) · · · ∧˜ β(r) where 1 < r ≤ d, and β(k) ∈ B(1)},
D(1) := B(1) \ C(1).
Assume i > 1 and that D(1), . . . , D(i−1) have been defined. Set inductively:
B(i) := {α ∈ A \ (
⋃
j<i
D(j)) : α is maximal with respect to ≤≤},
C(i) := {α ∈ B(i) : α = β(1) ∧˜ β(2) · · · ∧˜ β(r) where 1 < r ≤ d, and β(k) ∈ B(i)},
D(i) := B(i) \ C(i).
By construction D(i) ∩ D(j) = ∅, for any i 6= j and, since the set S \ A has a conductor,
there exists N ∈ N+ such that A =
⋃N
i=1D
(i). For simplicity, we prefer to number the set of
the partition in increasing order with respect to the components of their elements, thus we set
Ai := D
(N+1−i). Hence
A =
N⋃
i=1
Ai.
We call the sets Ai the levels of A.
Given ω ∈ S, we can consider the good ideal E = ω + S. In this case its complement
A = S \E = Ap(S,ω) is the Apéry set of S with respect to ω. The main aim of this article is
to prove that the number of levels of an Apéry set is equal to the sum of the components of the
element ω.
Remark 2.2. As observed in [7, Lemma 1] in the case d = 2, it is straightforward to see that
also for d > 2, if α,β ∈ A, α  β and α ∈ Ai, then β ∈ Aj for some j > i. Moreover, the
last set of the partition is AN = ∆(γE) = ∆S(γE) while, if S is local, A1 = {0}.
The following results generalize several properties of the levels of A proved in [7, Lemma 1] in
the case d = 2 and A = Ap(S,ω).
Lemma 2.3. The sets Ai satisfy the following properties:
1. Given α ∈ Ai with i < n, either there exists β ∈ Ai+1 such that α β or,
α = β(1) ∧˜ β(2) · · · ∧˜ β(r)
where 1 < r ≤ d, β(k) ∈ A, and at least one of them belong to Ai+1.
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2. Given α ∈ Ai, with i 6= N , there exists β ∈ Ai+1 such that β ≥ α.
3. For every α ∈ Ai and β ∈ Aj , with j ≥ i, β 6 α.
4. Given α ∈ Ai and β ∈ A such that β ≥ α, then β ∈ Ai ∪ · · · ∪ AN .
5. Letα = β(1) ∧˜ β(2) · · · ∧˜ β(r) ∈ A and assume that for every k, β(k) ∈ Ai, thenα ∈ Ah
with h < i.
6. Assume α,β ∈ A are consecutive in S or in A. If α  β, then there exists i such that
α ∈ Ai and β ∈ Ai+1. If β ∈ ∆SF (α) for some F ( I , then there exists i such that either
α ∈ Ai and β ∈ Ai+1 or α,β ∈ Ai.
Proof. 1,2,3,4 and 5 follow directly from Definition 2.1. The proof of 6 is analogous to case of
good semigroups of N2 (see [7, Lemma 1]).
The main goal of this section is to generalize to good semigroups in Nd the following proposi-
tion, very helpful to have some control on the levels of different elements.
Proposition 2.4. ([8, Lemma 2.3]) Let S ⊆ N2 be a good semigroup. Let A ⊆ S be such that
E := S \ A is a proper good ideal of S and let A = ⋃Ni=1Ai be its partition in levels. The
following assertions hold:
1. Assume α ∈ S, β ∈ ∆Sj (α) ∩ Ai and ∆S3−j(α) ⊆ A (recall that in this case j ∈ {1, 2}).
Let θ ∈ ∆S3−j(α) be consecutive to α (such element exists by property (G2)). Then
θ ∈ Ah with h ≤ i.
2. Assume α ∈ Ai, β ∈ ∆Ej (α) and let θ ∈ ∆S3−j(α) be consecutive to α. Then θ ∈ Ai.
The two results of this Proposition 2.4 will be generalized in Theorems 2.5 and 2.8. We prove
the first one (see Figure 3 for a graphical representation in case d = 3).
Theorem 2.5. Let S be a good semigroup, E ⊆ S a good ideal and A = S \ E. Let α ∈ S,
β ∈ ∆SF (α) ∩ Ai and assume ∆SF̂ (α) ⊆ A. Let θ ∈ ∆SG(α) with θ and α consecutive and
G ⊇ F̂ .
1. If ∆˜SG(α) ⊆ A, then θ ∈ Ah with h ≤ i;
2. If α ∈ A and ∆˜S
F̂
(α) ⊆ A then α ∈ Ah with h < i.
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3
β
i
α
θ < i
(a) F = {1, 2}, F̂ = G = {3}
2
1
3
θ < i
α
β
i
(b) F = {3}, F̂ = G = {1, 2}
2
1
3
β i
α
θ
< i
(c) F = {1, 2}, F̂ ⊆ G = {2, 3}
Figure 3: Two representation of the setting of the theorem in case d = 3
Proof. 1. We work by reverse induction on i. If i = N there is nothing to prove. We assume
the thesis true for t > i and we prove it for i. By Lemma 2.3. 2, there exists δ ∈ Ai+1 such that
δ ≥ β ≥ α, furthermore θ ≥ α, henceα ≤ δ∧θ ≤ θ. The hypothesis ofα and θ consecutive
implies that either δ ∧ θ = α or δ ∧ θ = θ.
First we suppose that for every δ ∈ Ai+1, with δ ≥ β we have δ ∧ θ = α. Take one of such
elements δ and observe that necessarily δ ∈ ∆ST (β) for some T ⊇ Ĝ, otherwise δ∧θ would be
equal to θ. Moreover, in this case there are no elements δ in the level Ai+1 such that δ  β and
by Lemma 2.3.1, β is a complete infimum of some elements in A and we can include δ among
these elements. Hence there exists ω ∈ A ∩∆SH(β) for some H ⊇ T̂ and we may also choose
ω consecutive to β in A and such that Ĝ * H . It follows that there exists j ∈ Ĝ \H and thus
θj > αj and ωj > βj ≥ αj . This implies θ ∧ω = θ and hence ω ∈ Ai since we assumed that
no element satisfying the same property was in Ai+1. The thesis follows since now θ ≤ ω.
As second case, we can suppose that there exists δ ∈ Ai+1 with δ ≥ β, such that δ ∧ θ = θ; in
particular δ ≥ θ. If δ  θ, by definition of levels (see Lemma 2.3.3), θ ∈ Ah with h ≤ i and
this concludes the proof.
Otherwise there exists H ⊆ F such that δ ∈ ∆SH(θ). Now observe that if  ∈ ∆˜SF̂ (θ) and
i = αi, then i ∈ G. Hence, as consequence of Remark 1.1,
∆˜S
Ĥ
(θ) ⊆ ∆˜S
F̂
(θ) ⊆ ∆S
F̂
(α) ∪ ∆˜SG(θ) ⊆ A,
and, applying Proposition 1.10 to θ and δ (choosing the good ideal in that proposition to be
S itself), we obtain that θ can be expressed as complete infimum of δ and other elements
ω1, . . . ,ωr ∈ ∆˜S
Ĥ
(θ) ⊆ A. Without loss of generality we may assume that for every j =
1, . . . , r, ωj and θ are consecutive and, applying the inductive hypothesis on δ,θ,ωj , we get
ωj ∈ Ah with h ≤ i+ 1. If for some j we have h ≤ i, we are done since θ ≤ ωj , otherwise, we
must have ω1, . . . ,ωr ∈ Ai+1 and therefore θ is a complete infimum in A of elements of Ai+1.
Hence, by Lemma 2.3.5, θ must be contained in a level Ah for h ≤ i.
2. By Proposition 1.10 applied to α and β (again with respect to the good ideal S), the element
α can be expressed as complete infimum of β and other elements in θ1, . . . ,θr ∈ ∆˜S
F̂
(α) ⊆ A.
For every j = 1, . . . , r we assume without loss of generality that α and θj are consecutive.
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Applying the first part of this lemma, we get θj ∈ Ah with h ≤ i. As observed previously, if
for some j we have h < i, we are done since α ≤ θ, otherwise θ1, . . . ,θr ∈ Ai and α is a
complete infimum inA of elements ofAi. This implies the thesis again using Lemma 2.3.5.
Before proving the second important result of this section we need to discuss a couple of extra
properties. The first one shows how the use of Property (G2) in order to find elements in ∆E(α)
works when passing from α to some β ∈ ∆EF (α).
Proposition 2.6. Let E ⊆ S be a good ideal and let α ∈ S. Assume there exists β ∈ ∆EF (α)
and that ∆EH(α) is non-empty for someH ( F . Then there exists T ( F such that T ⊇ (F \H)
and ∆ET (α) 6= ∅.
Proof. Let δ ∈ ∆EH(α) and assume β to be minimal in ∆EF (α). Since H ( F , and by min-
imality of β together with Lemma 1.5.1, we get β ≤ δ and therefore δ ∈ ∆EU (β) for some
U ⊇ H such that U ∩ F = H (observe that for j ∈ H , δj = αj = βj while for j ∈ F \ H ,
δj > αj = βj). Applying Property (G2) to δ and β as in Proposition 1.10, we can find
η ∈ ∆EV (β) for some V ⊇ Û such that V + F . Clearly η ≥ β ≥ α and ηj = βj = αj if
j ∈ F ∩ V (which is non empty since F * U ). Hence η ∈ ∆ET (α) such that
T ⊇ F ∩ V ⊇ F ∩ Û ⊇ (F \H).
Furthermore, for j ∈ (F \ V ), ηj > βj = αj and for j 6∈ F , ηj ≥ βj > αj . This implies
T ( F .
The proof of Theorem 2.8 is strongly based on next lemma.
Lemma 2.7. Let S be a good semigroup, E ⊆ S a good ideal and A = S \ E. Let α ∈ Ai
and assume ∆EF (α) 6= ∅. Let θ ∈ ∆˜SF̂ (α) with θ and α consecutive. Then θ ∈ Ai if one of the
following conditions is satisfied:
1. There exists δ ∈ Ai+1 such that δ  θ.
2. There exists δ ∈ Ai+1 such that δ ∈ ∆SH(θ) with H ⊆ F .
3. There exists δ ∈ Ai ∩∆SF (α).
4. There exists δ ∈ Ai+1 ∩∆SF (α) such that δ ≤ β ∈ ∆˜EF (α).
5. There exists δ ∈ Ai+1 ∩∆SF (α) such that ∆˜EF (δ) = ∅.
Proof. First of all, we observe that under these assumptions, by Remark 1.6, ∆˜S
F̂
(α) ⊆ A.
Furthermore, say that θ ∈ ∆SG(α) for some G ⊇ F̂ . We discuss each case separately.
1. In this case the thesis follows immediately by Lemma 2.3.3.
2. Given  ∈ ∆˜S
Ĥ
(θ), notice that for i ∈ Ĥ , i = θi. Hence for i ∈ F̂ ⊆ Ĥ , i = θi = αi. It
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follows that ∆˜S
Ĥ
(θ) ⊆ ∆˜S
F̂
(α) ⊆ A and we can apply the second statement of Theorem 2.5 to
θ and δ to argue that θ ∈ Ai (it cannot stay in a lower level since θ ≥ α).
3. We get the thesis applying Theorem 2.5 to δ,α,θ.
4. We work by reverse induction on i. If i = N the thesis is clear, hence assume it to be true
for any t > i and prove it for i. In this case we want to find an element ω ∈ Ai+1 such that
ω ≥ θ and if ωi = θi then i ∈ F . Hence such element ω will satisfy the assumptions of 1 or
2. Let β ∈ ∆EU (δ) with U ⊇ F and apply property (G2) to β and δ following Proposition 1.10.
Thus there exist some elements ω1, . . . ,ωk ∈ S with 1 ≤ k < d such that ωi ∈ ∆SVi(δ) and
V1 ∩ V2 ∩ · · · ∩ Vk = Û . Since Û ⊆ F̂ ⊆ G, there exists i such that V̂i ∩ Ĝ 6= ∅. Set V := Vi
and ω = ωi. By Remark 1.6, ∆˜S
Û
(δ) ⊆ A and hence, since V ⊇ Û , ω ∈ A and we may assume
without restrictions ω and δ to be consecutive. Applying the inductive hypothesis to δ and ω,
we get ω ∈ Ai+1.
Now we show ω ≥ θ. Clearly ω ≥ δ ≥ α and thus ω ∧ θ ≥ α. But for our choice of V , we
can find j ∈ V̂ ∩ Ĝ and therefore ωj > δj ≥ αj and θj > αj . It follows that ω ∧ θ > α
and hence, since α and θ are consecutive, ω ∧ θ = θ and θ ≤ ω. Moreover, if i ∈ F̂ ⊆ G,
ωi ≥ δi > αi = θi and hence if ωi = θi, then i ∈ F .
5. In this case, eventually changing our choice of δ, we can find β ∈ ∆EF (α) such that β ≤ δ
and they are consecutive (if there is some element in Ai between them, we conclude using 3).
Hence, there exists U ⊇ F such that δ ∈ ∆SU(β) and furthermore ∆U(β) = ∆U(δ) ∪ {δ}
implying ∆EU (β) = ∅. Lemma 1.5.2 implies that, if T ) U , then ∆ET (β) ⊆ ∆ST (β) = ∅ and,
by Proposition 1.4, it follows that ∆E
Û
(β) = ∅. Using Property (G2) on δ and β and the same
procedure used in 4, we can find ω ∈ ∆SV (β) with V ⊇ Û and V̂ ∩ Ĝ 6= ∅. In particular
ω ≥ θ and if ωi = θi then i ∈ F . In the case in which ∆SV (β) ⊆ A, assuming ω and β to
be consecutive and since also ∆S
Û
(β) ⊆ A, it is possible to apply Theorem 2.5 to δ,β,ω to get
ω ∈ Aj with i ≤ j ≤ i+ 1 and conclude using 2.
Hence, to complete this part of the lemma, we can suppose that ∆EV (β) 6= ∅ and that without
loss of generality ω ∈ E. By Proposition 1.10, applied now to β and ω, we find that there
exist τ 1, . . . , τ k ∈ ∆EWi(β) with Wi ⊇ V̂ and W1 ∩ · · · ∩Wt = V̂ . Since Û ⊆ V , there exists
an index j ∈ {1, . . . , k} such that Ŵj ∩ Û 6= ∅. Set W := Wj and τ := τ j . Observe that
β ≤ τ ∧ δ ≤ δ and furthermore, since Û ∩ Ŵ 6= ∅, there exists l ∈ I \ (U ∪W ) and hence
τ l, δl > βl. It follows τ ∧ δ 6= β and, since β and δ are consecutive, necessarily τ ∧ δ = δ
and hence τ ≥ δ ≥ β.
Moreover, for every i ∈ W , τi = δi = βi and thus τ ∈ ∆EK(δ) for some K ⊇ W ⊇ V̂ .
Applying again Property (G2) on τ , δ, following Proposition 1.10 (and choosing S itself as
good ideal), we find ρ1, . . . ,ρt ∈ ∆SZi(δ) with Zi ⊇ K̂ and Z1 ∩ · · · ∩ Zt = K̂. Since
∅ 6= V̂ ∩ Ĝ ⊆ K ∩ Ĝ ⊆ K,
again as before, there exists an index j ∈ {1, . . . , t} such that (K ∩ Ĝ) ∩ Ẑj 6= ∅ and we set
Z := Zj and ρ := ρj . Since Z ⊇ K̂, we get ρ ∈ ∆SZ(δ) ⊆ ∆˜SK̂(δ) ⊆ A, where the last
inclusion follows by Remark 1.6 since τ ∈ E. Applying the inductive hypothesis on τ , δ,ρ we
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conclude that ρ ∈ Ai+1. We want to prove that ρ is an element satisfying the assumptions of 2.
First we show θ ≤ ρ. Notice that α ≤ δ ≤ ρ and hence α ≤ ρ ∧ θ ≤ θ. For our choice of Z,
there exists l ∈ Ĝ ∩ Ẑ 6= ∅ and hence θl > αl and ρl > δl ≥ αl, implying ρ ∧ θ 6= α. Since
α and θ are consecutive, ρ ∧ θ = θ and θ ≤ ρ.
Now we prove that if ρi = θi then i ∈ F . Indeed, if i ∈ F̂ ⊆ G, we would have ρi ≥ δi ≥ βi >
αi = θi. This proves our claim and conclude the proof of this lemma.
We are finally ready to generalize the second part of Proposition 2.4 (see Figure 4 for a graphical
representation of the theorem in case d = 3).
Theorem 2.8. Let S be a good semigroup, E ⊆ S a good ideal and A = S \ E. Let α ∈ Ai
and let θ ∈ ∆SG(α) consecutive to α. Assume that ∆˜EĜ(α) 6= ∅. Then θ ∈ Ai.
2
1
3
θ
i
α
i
(a) G = {3}, Ĝ = {1, 2}
2
1
3
θi
α
i
(b) G = {1, 2}, Ĝ = {3}
2
1
3
α
θ
i
(c) G = {2, 3}, ∆E{1,2}(α) 6= ∅
Figure 4: Two representations of the setting of the theorem in case d = 3
Proof. Since for i = N the proof is straightforward, we may assume the thesis to be true for
t > i and prove it for i.
It is clear that there exists some maximal set F ( I (not necessarily unique) such that ∆EF (α) 6=
∅ and Ĝ ⊆ F . By Remark 1.6, θ ∈ ∆˜S
F̂
(α) ⊆ A. Suppose there exists a maximal set H such
that F ( H ( I and ∆SH(α) 6= ∅. Hence, by maximality of F , ∆EH(α) = ∅ but there exists
η ∈ ∆SH(α). By Lemma 1.5.2, we may assume without restrictions η and α to be consecutive
and hence η ∈ Aj with i ≤ j ≤ i + 1. Consider an element β ∈ ∆EF (α). Now there exists
U ⊇ F such that β ∈ ∆EU (η) and we follow the same argument based on property (G2) used in
the proof of Lemma 2.7.4 in order to findω ∈ ∆˜S
Û
(η) ⊆ A consecutive to η and such that either
ω  θ or ω ∈ ∆ST (θ) for some T ⊆ F . If η ∈ Ai+1 then ω ∈ Ah with i ≤ h ≤ i + 1 and, if
h = i we conclude since ω ≥ θ. Otherwise, if η ∈ Ai+1, the inductive hypothesis applied to
η and ω forces ω ∈ Ai+1. In this case ω satisfies the assumptions of Lemma 2.7 (1 or 2) with
respect to θ and we can conclude using them.
Hence, we may restrict to assume ∆SH(α) = ∅ for every F ( H ( I . Lemma 1.5.5, applied
choosing as good ideal S itself, implies that if, for some set H , ∆SH(α) 6= ∅ then either H ⊆ F
or H ⊇ F̂ . Analogously, if ∆SH(α) 6= ∅ then either H ⊆ G or H ⊇ Ĝ.
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Also notice that if there exists δ ∈ Ai+1 such that δ  α, then, since α and θ are consecutive,
δ ≥ θ and if δi = θi then i ∈ Ĝ ⊆ F . Thus we are again in one of the situations described
in Lemma 2.7 (1 or 2) and we can conclude. If we exclude this situation, necessarily α is a
complete infimum of elements of A as described in Definition 1.2 and Lemma 2.3.1. Hence
there exists some element δ ∈ (Ai ∪ Ai+1) ∩∆ST (α) for some T ⊆ F . Fix one of such T .
We make the following observations:
i) Assume G = F̂ . Hence, ∆SH(α) 6= ∅ if and only if H = F or H = G. Therefore T = F and
we can conclude applying one among 3, 4 and 5 of Lemma 2.7.
ii) Assume T ⊆ G. Hence, Ĝ * T and we can take j ∈ Ĝ \ T . Hence θj > αj and δj > αj
and this implies θ ∧ δ = θ since α and θ are consecutive. If δ ∈ Ai, we conclude that also
θ ∈ Ai. Otherwise if δ ∈ Ai+1, observe that θl = αl < δl for every l ∈ F̂ ⊆ G∩ T̂ . Therefore,
either δ  θ or δ ∈ ∆SH(α) for some H ⊆ F and we conclude applying Lemma 2.7 (1 or 2).
(iii) Assume there exists some element δ ∈ Ai ∩∆SU(α) for some Ĝ ⊆ U ⊆ F . In this case we
conclude applying Theorem 2.5 to δ,α,θ to get the thesis.
By (ii) and (iii), we can restrict to assume δ ∈ Ai+1 and T * G. To conclude the proof we need
to show that ∆ET (α) 6= ∅ and then use 4 or 5 of Lemma 2.7.
Thinking to the notion of d(α) introduced in Definition 1.9, we observe that by (i) this theorem
is already proved for every α such that d(α) = 2. Hence, we can apply an inductive argument
on d(α) and on d, as explained in the discussion after Definition 1.9 and as already done in the
proof of Proposition 1.10.
From this, we may reduce to prove the theorem only in the case in which ∆SH(α) 6= ∅ for every
set H of cardinality d− 1.
Hence, assume without loss of generality |F | = |G| = d−1 and set for j = 1, . . . , d, Ĥj := {j}.
By eventually relabeling the indexes, one can assume G = Hd−1 and F = Hd. Suppose by way
of contradiction θ ∈ Ai+1 and for j = 1, . . . , d − 1 call ωj the minimal element of ∆SHj(α).
It is easy to observe that each ωj is consecutive to α and it is in A since Hj ⊇ F̂ . Thus
ωj ∈ (Ai ∪ Ai+1). Observe that if ωj ∈ Ai+1, we get (Ai ∪ Ai+1) ∩ ∆SU(α) = ∅ for every
U ⊆ F ∩ Hj , since assuming by way of contradiction that set to be nonempty and using the
same argument used in (ii) for θ (replacing T by U and G by Hj) would imply ωj ∈ Ai). This
implies T * F ∩ Hj . It follows that if ωj ∈ Ai+1 for every j ≤ d − 1, we must have T = F
and the proof can be completed using 4 and 5 of Lemma 2.7.
Instead, ifωj ∈ Ai, we must have ∆EĤj(α) 6= ∅ otherwise we would necessarily haveω
j ∈ Ai+1
by applying Theorem 2.5 to ωj,α,θ.
After a permutation of the indexes, assume ωj ∈ Ai for j = 1, . . . , r for r ≤ d − 2 and
ωj ∈ Ai+1 otherwise. As said before, T * F ∩Hj for every j > r. It follows that
T ⊇
d−1⋃
j=r+1
Ĥj = {r + 1, . . . , d− 1}.
We want now to show that ∆EU (α) 6= ∅ for every U such that {r + 1, . . . , d − 1} ⊆ U ⊆ F .
This will allow to conclude the proof by 4 and 5 of Lemma 2.7 (setting the F appearing in
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the statement of the lemma equal to T ). For every j = 1, . . . , r, since ωj ∈ Ai, we know
that ∆E{j}(α) 6= ∅. Hence, by Lemma 1.5.1, it is sufficient to prove that ∆E{r+1,...,d−1}(α) 6= ∅.
Call β the minimal element of ∆EF (α). By applying Proposition 2.6 to β and ∆
E
{1}(α), we get
that there exists η ∈ ∆EF\{1}(α). Hence we apply again Proposition 2.6 to η and ∆E{2}(α) to
find η2 ∈ ∆EF\{1,2}(α). Iterating the process, in the j-th step, we apply Proposition 2.6 to ηj−1
and ∆E{j}(α) to find η
j ∈ ∆EF\{1,...,j}(α). At the end, we finally find ηr ∈ ∆EF\{1,...,r}(α) =
∆E{r+1,...,d−1}(α) and this complete the proof.
As application of Theorem 2.8 we get that the same result of Proposition 1.11 holds true for the
set A and in particular for each level Ai.
Proposition 2.9. Let S ⊆ Nd be a good semigroup and E ⊆ S be a good ideal. Set A = S \E
and let cE = (c1, . . . , cd) be the conductor of E. Let α ∈ Nd be such that cE ∈ ∆EF (α) for
some non-empty set F ( I . The following assertions are equivalent:
1. α ∈ Ai.
2. ∆˜F̂ (α) ⊆ Ai.
3. ∆˜F̂ (α) contains some element of the level Ai.
Proof. Proposition 1.11 can be applied both to the good ideal E and to S itself. Hence it
follows easily that α ∈ A if and only if ∆˜F̂ (α) contains some element of A and if and only
if ∆˜F̂ (α) ⊆ A. Hence, assuming ∆˜F̂ (α) ⊆ A, it is sufficient to prove that two consecutive
elements θ,ω ∈ ∆˜F̂ (α)∪{α} are in the same level. Suppose θ < ω and thereforeω ∈ ∆˜SF̂ (θ).
Consider the element  such that j = cj > αj = θj for j ∈ F̂ and j = θj ≥ αj = cj for
j ∈ F . By definition of conductor,  ∈ E and furthermore  ∈ ∆EF (θ). By Theorem 2.8, θ and
ω are in the same level.
3 Infinite subspaces of a good semigroup
In this section we formally define infinite "geometric" subspaces of a good semigroup.
For the value semigroup of an analytically irreducible ring, this definition has an algebraic inter-
pretation which is pointed up in [5, Corollary 1.6]. Furthermore, these sets has been used in [15,
Proposition 1.6] to produce a formula for the computation of the genus of a good semigroup.
Intuitively, they can be seen as lines, planes or higher dimensional subsets of Nd that are all
contained in the semigroup and more particularly in a good ideal or in its complement.
These subspaces, when of the same dimension, can be threaten as elements of a semigroup of
smaller dimension. To express this concept we define a sum operation and a partial order of
subspaces induced by those of the semigroup and we generalize to the set of subspaces many
properties proved in the two preceding sections. The key results allowing this generalization
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are Propositions 1.11 and 2.9 that in fact identify infinite subspaces with single elements having
some component equal to that of the conductor.
Definition 3.1. Let S ⊆ Nd be a good semigroup and consider a non-empty set U ⊆ I and a
good ideal E ⊆ S. Set A = S \E and let cE = (c1, . . . , cn) be the conductor of E. Forα ∈ Nd
such that αj = cj for all j ∈ Û , define
α(U) := ∆˜U(α)
if U ( I and α(U) := α if U = I . We say that α(U) is an U -subspaceof Nd. As consequence
of Propositions 1.11 and 2.9, it follows:
• If α ∈ E, then α(U) ⊆ E and in this case we say that it is an U -subspace of E.
• If α ∈ A, then α(U) ⊆ A and in this case we say that it is an U -subspace of A. In
particular, if α ∈ Ai, the subspace α(U) ⊆ Ai.
We notice that, taking E := S, we have also given the definition of subspaces of the good
semigroup itself for every U . We observe the following fact:
Remark 3.2. Let δ(V ) be a subspace and U ⊇ V . If α ∈ S and αi = δi for all i ∈ V , then
α(U) ⊆ δ(V ).
In order to agree with the geometric representation of these subspaces, we define the dimension
of a subspace α(U) as the cardinality |Û | = d − |U |. The subspaces of dimension zero corre-
spond to the single elements of S. Then we call: points the subspaces of dimension 0, lines the
subspaces of dimension 1, planes the subspaces of dimension 2 and hyperplanes the subspaces
of dimension d− 1.
Example 3.3. To make a concrete example, we simplify the notation denoting, as in [14], the
subspace α(U) as an element in (N ∪ {∞})d such that βi = αi if i ∈ U and βi = ∞ if i ∈ Û .
Considering the semigroup S of the Example 1.12 we have that: (2, 4,∞), (∞, 3, 3), (∞, 3, 6),
(∞, 3, 7) are subspaces of S having dimension 1 (lines).
(∞,∞, 3), (∞,∞, 6), (3,∞,∞), (∞, 5,∞),(∞,∞, 9), are subspaces of S having dimension
2 (planes).
We denote byE(U) andA(U), respectively the set of U -subspaces ofE and ofA. Furthermore,
for i ∈ {1, . . . , N}, we denote by Ai(U) the set of U -subspaces contained in Ai.
Now we introduce the notation of ∆ for U -subspaces (Figure 5). For F ( U , set:
∆EF (α(U)) := {β(U) ∈ E(U) | βj = αj, for any j ∈ F and βj > αj if j ∈ U \ F}
∆˜EF (α(U)) := {β(U) ∈ E(U) | βj = αj, for any j ∈ F and βj ≥ αj if j ∈ U \ F} \α(U)
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Figure 5: Representation of ∆2(α({1, 2}))
Lemma 3.4. Let F ( U ⊆ I and let E be a good ideal of a good semigroup S. Let α(U) be a
subspace of E:
1. β(U) ∈ ∆EF (α(U)) if and only if β ∈ ∆EF∪Û(α) and β(U) ∈ ∆˜EF (α(U)) if and only if
β ∈ ∆˜E
F∪Û(α)
2. Let F̂ ∩ U ⊆ G ⊆ U and β(U) a subspace of E. Then β(U) ∈ ∆˜EG(α(U)) if and only if
β ∈ ∆˜EG(α).
The analogous statement hold for A and Ai.
Proof. 1. If β(U) ∈ ∆EF (α(U)), then βi = αi for all i ∈ F and βi > αi for all i ∈ U \ F =
F̂ ∩ U = I \ (F ∪ Û). Furthermore, by definition of subspace, βi = αi = ci for all i ∈ Û .
Hence we have β ∈ ∆E
F∪Û(α). Conversely if β ∈ ∆EF∪Û(α), then βi = αi = ci for all
i ∈ Û ; hence β(U) is a subspace of E. Furthermore βi = αi for all i ∈ F , βi > αi for all
i ∈ I \ (F ∪ Û) = U \ F . The other case is analogous.
2. By part 1, if β(U) ∈ ∆˜EG(α(U)) then β ∈ ∆˜EG∪Û(α) ⊆ ∆˜EG(α), The converse follows
immediately by the definition of ∆˜EG(α(U)) and by the fact that β(U) is a subspace of E.
We want to extend to subspaces the sum operation of the semigroup and the partial order relation
≤. If α(U) and β(U) are U -subspace of E, we denote by σ ∈ E the element such that
σj = αj + βj if j ∈ U and σj = cj if j ∈ Û . By construction σ(U) is a subspace of E and we
define α(U) + β(U) := σ(U). For the order relation, we say that α(U) ≤ β(U) if αi ≤ βi for
all i ∈ U .
We also extend to subspaces Properties (G1) and (G2) of good semigroups.
Proposition 3.5. Let U, V ⊆ I and let E be a good ideal of a good semigroup S.
1. If α(U) and β(V ) are subspace of E, then α(U) ∧ β(V ) := (α ∧ β)(U ∪ V ) is still a
subspace of E.
2. Let F ( U . If α(U) ∈ E(U) and ∆EF (α(U)) 6= ∅, then ∆˜EU\F (α(U)) 6= ∅.
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Proof. 1. It is sufficient to notice that, if i ∈ I \ (U ∪ V ) = Û ∩ V̂ , then αi = βi = ci.
2. If α(U) ∈ E(U) then α ∈ E. Since ∆EF (α(U)) 6= ∅, by Lemma 3.4.1, it follows
∆˜E
F∪Û(α) 6= ∅. By Property (G2) applied on E we have ∆˜EF̂∩U(α) 6= ∅; then by Lemma
3.4.2, ∆˜E
F̂∩U(α(U)) = ∆˜
E
U\F (α(U)) 6= ∅.
We can also generalize in a natural way the definition of complete infimum for subspaces.
Definition 3.6. Given a good semigroup S ⊆ Nd, we say that the subspace α(U) is a com-
plete infimum if there exists β1(U), . . . ,β(r)(U) ∈ S(U), with r ≥ 2, satisfying the following
properties:
1. β(j)(U) ∈ ∆SFj(α(U)) for some non-empty set Fj ( U .
2. For every choice of j, k ∈ {1, . . . , r}, α(U) = β(j)(U) ∧ β(k)(U).
3.
⋂r
k=1 Fk = ∅.
In this case we write α(U) = β(1)(U) ∧˜ β(2)(U) · · · ∧˜ β(r)(U).
The generalization of Proposition 1.10 for subspaces will be particularly useful in the following.
Proposition 3.7. Given F ( U , if β(U) ∈ ∆EF (α(U)), there exist β(1)(U), . . . ,β(r)(U) with
1 ≤ r ≤ |F |, such that:
α(U) = β(U) ∧˜ β(1)(U) ∧˜ β(2)(U) ∧˜ · · · ∧˜ β(r)(U)
and, for i = 1, . . . r, β(i)(U) ∈ ∆EGi(α(U)) with Gi ⊇ F̂ ∩U and G1∩G2∩ · · · ∩Gr = F̂ ∩U .
Proof. Since β(U) is a subspace of E, ∆EU (β) 6= ∅. Let us consider β′ ∈ ∆EU (β). We notice
that β′i = βi = αi if i ∈ F , β′i = βi > αi if i ∈ U \ F , and β′i > βi = αi = ci if i ∈ Û .
Hence β′ ∈ ∆EF (α). By Proposition 1.10, applied on β′ and α, there exists β(1), . . . ,β(r) (with
1 ≤ r ≤ |F |), such that α = β′ ∧˜ β(1) ∧˜ β(2) ∧˜ · · · ∧˜ β(r). It follows that for i = 1, . . . r,
β(i) ∈ ∆EG′i(α) and G
′
1 ∩G′2 ∩ · · · ∩G′r = F̂ ) Û .
For every i, we notice that β(i)j = αj = cj if j ∈ Û , β(i)j = αj if j ∈ U ∩G′i, and β(i)j = αj = cj
if j ∈ U ∩ Ĝ′i. This implies β(i)(U) ∈ ∆EU∩G′i(α(U)). Moreover,
r⋂
i=1
(U ∩G′i) = U ∩ (
r⋂
i=1
G′i) = U ∩ F̂
and we conclude setting Gi := U ∩G′i.
Now we extend some other properties proved in the previous sections. The proofs are analogous
to those seen for Proposition 1.4 and Lemma 1.5.
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Lemma 3.8. Let S be a good semigroup and U ⊆ I , U 6= ∅.
1. Assume α(U) ∈ E(U), F ( U and there exists a set H ( U of cardinality |U | − 1
containing F and such that ∆EG(α(U)) = ∅ for every F ⊆ G ⊆ H . Then ∆EF̂ (α(U)) = ∅.
2. If β(U) ∈ ∆EF (α(U)) and θ(U) ∈ ∆EG(α(U)), then β(U)∧θ(U) ∈ ∆EF∪G(α) if F∪G (
U and β(U) ∧ θ(U) = α(U) if F ∪G = U .
3. Let β(U) ∈ ∆EF (α(U)) be consecutive to α(U) in E. Then ∆EH(α(U)) = ∅ for every set
H such that F ( H ( U .
It is also possible to rephrase Theorems 2.5 and 2.8 for subspaces.
Theorem 3.9. Let S be a good semigroup, F ( U ⊆ I , E ⊆ S a good ideal and A = S \ E.
Consider α(U) ∈ S(U), β(U) ∈ ∆SF (α(U)) and θ(U) ∈ ∆SG(α(U)) with (F̂ ∩ U) ⊆ G ( U
and assume θ(U) and α(U) to be consecutive in S(U).
1. Assume β(U) ∈ Ai(U) and ∆SF̂∩U(α(U)) ⊆ A(U).
• If ∆˜SG(α(U)) ⊆ A(U), then α(U) ∈ Ah(U) with h ≤ i.
• If α(U) ∈ A(U) and ∆˜SF (α(U)) ⊆ Ai(U) then α(U) ∈ Ah(U) with h < i.
2. Assume α(U) ∈ Ai(U). If ∆EF (α(U)) 6= ∅, then θ(U) ∈ Ai(U).
Proof. 1. Directly by definition of subspace we have α ∈ S and β ∈ Ai. By Lemma 3.4.1, we
also have β ∈ ∆S
F∪Û(α), θ ∈ ∆SG(α) and θ,α consecutive in S.
We prove that ∆SU\F (α) ⊆ A. If η ∈ ∆SU\F (α), we can consider δ ∈ Nd such that: δi = ci
for i ∈ Û , δi = ηi for i ∈ U . Clearly δ(U) is an U -subspace by definition and δ(U) ∈
∆S
F̂∩U(α(U)) ⊆ A(U), hence, by Proposition 2.9, δ,η ∈ A.
Assuming ∆˜SG(α(U)) ⊆ A(U), then, by Lemma 3.4.2, ∆˜SG(α) ⊆ A and α ∈ A. Hence, by
Theorem 2.5, θ ∈ Ah with h ≤ i and clearly θ(U) ∈ Ah(U). Assuming also α(U) ∈ A(U),
we get α ∈ A. Furthermore, again by Lemma 3.4.2, ∆˜S
F̂∩G(α) ⊆ A. Hence, by Theorem 2.5,
α ∈ Ah with h ≤ i and we conclude in the same way.
2. The assumption implies α ∈ Ai. Since ∆EF (α(U)) 6= ∅, by Lemma 3.4.1, ∆EF∪Û(α) 6= ∅.
Since θ(U) ∈ ∆˜EG(α(U)), by Lemma 3.4.2, θ ∈ ∆˜EG(α) and θ is consecutive to α in S. By
Theorem 2.8, θ ∈ Ai and we can conclude that θ(U) ∈ Ai(U).
4 The number of levels of the Apéry set
In this section we compute the number of levels of the complement of a good ideal generated by
a single element. For a good semigroup S ⊆ Nd and ω ∈ S, we consider the ideal E = ω + S.
Its complementA = S \E is classically called the Apéry set of S with respect to ω and denoted
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by Ap(S,ω). Often the Apéry set is considered with respect to the minimal nonzero element e
but for the purpose of this section it is enough to consider it with respect to any given element
ω. In Theorem 4.4 we extend to the d-branches case both [7, Theorem 3] and [7, Theorem 5].
In particular we prove that the number of levels of the partition of Ap(S,ω) is equal to the sum
of the components of ω. This provides an alternative proof of [7, Theorem 3] in the case d = 2.
We recall the content of [7, Theorem 5], with the slight change of considering Ap(S,ω) for a
non-specific ω ∈ S.
Proposition 4.1. ([7, Theorem 5]) Let S ⊆ S1 × S2 ⊆ N2 be a good semigroup, let ω =
(w1, w2) ∈ S. Let A := Ap(S,ω) =
⋃N
i=1Ai be the Apéry set of S with respect to ω. Assume
w1 ≥ w2. Then:
The levels AN , AN−1, . . . , AN−w1+1 are infinite and in particular there exist s1, . . . , sw1 ∈ S1
such that for every i = 1, . . . , w1, the set ∆S1 (si, 0) is infinite and eventually contained in the
level AN−i+1.
Furthermore, all the levels Ai with i < N − w1 + 1 are finite. If w1 ≤ w2 the correspondent
analogous conditions hold.
Proof. One can use the same proof done in [7, Theorem 5] in the case ω = e.
Before to prove the main theorem we need another result involving next definition. In the case
d = 3 this definition is explained in Figure 6.
Definition 4.2. For U ⊆ I and for a subspace α(U) and k ∈ U we set
Hk(α(U)) := {β(U) ⊆ S | αk = βk}.
In particular, for α ∈ S we set
Hk(α) := Hk(α(I)) = {α ∈ S | αk = βk}.
1
2
3
α
α(U)
(a) Representation of H3(α({2, 3})
1
2
3
α
(b) Representation of H3(α)
Figure 6: A graphical representation of Definition 4.2.
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Proposition 4.3. Let S be a good semigroup, E ⊆ S a good ideal and A = S \E. Take U ⊆ I .
Suppose that α(U) is a subspace of maximal dimension contained in the level Ai (equivalently
Ai does not contain subspaces of dimension ≥ d − |U | + 1). Then, fixed k ∈ U , there exists
β(U) ∈ Ai(U) such that Hk(β(U)) ⊆ A(U) and βk ≥ αk.
Proof. We first show that, if Hk(α(U)) * A(U), we can find θ(U) ∈ Ai(U) such that θk > αk.
Consider the case in which ∆˜Ek (α(U)) 6= ∅ and therefore assume ∆EF (α(U)) 6= ∅ for some
U ) F ⊇ {k}. By Proposition 3.7, there exists θ(U) ∈ ∆SG(α(U)) consecutive to α(U) with
U ) G ⊇ F̂ ∩ U . Furthermore we can choose G such that k 6∈ G and thus θk > αk. By
Theorem 3.9.2, θ(U) ∈ Ai(U) and this case is complete.
Hence, assume on the other hand ∆˜Ek (α(U)) = ∅, but there exists τ (U) ∈ E(U) such that
τk = αk and τl < αl for some l 6= k. From this assumption, it follows that there exists
η(U) < α(U) such that ηk = αk and η(U) and α(U) are consecutive (in the case τj > αj
for some j one can consider τ (U) ∧ α(U)). Say that α(U) ∈ ∆SF (η(U)) for F ⊇ {k}. Now,
if η(U) ∈ Ai(U) we can replace α(U) by η(U) and iterate the process, considering also, if
needed, the case ∆EF (η(U)) 6= ∅ as done above. Thus we can restrict to the case in which
η(U) ∈ E(U) or η(U) ∈ Ai−1(U).
In any case, using Proposition 3.7 as before, we can find θ(U) ∈ ∆SG(η(U)) consecutive to
η(U) with G ⊇ F̂ and k 6∈ G (in particular θk > αk). We need to prove that θ(U) ∈ Ai(U).
Since η(U) and α(U) are consecutive, by Lemma 3.8.3, ∆SH(η(U)) = ∅ for every H with
U ) H ) F . Furthermore, if H ⊆ F and k ∈ H , one can easily observe that ∆SH(η(U)) ⊆
{α(U)} ∪ ∆˜Sk (α(U)) and thus ∆EH(η(U)) = ∅. In particular ∆EF (η(U)) and ∆EĜ∩U(η(U)) are
both empty (notice that Ĝ ∩ U ⊆ F ). Now, if η(U) ∈ E(U), by Proposition 3.8.1, this implies
∆EG(η(U)) = ∅ and ∆EF̂ (η(U)) = ∅. If instead η(U) ∈ Ai−1(U), we get the same result,
observing that if ∆EG(η) ∪∆EF̂∩U(η) 6= ∅, by Theorem 3.9.2 we would have α(U) ∈ Ai−1(U),
a contradiction.
By all these facts, it follows that θ(U) ∈ A(U), moreover, since θ(U), η(U) and α(U) are
consecutive and the assumptions of Theorem 3.9.1 are satisfied, we get θ(U) ∈ Ai(U).
Now if Hk(θ) ⊆ A(U) we are done, otherwise we iterate the process creating a sequence of
elements, all in the level Ai(U), having strictly increasing k-th component. If this process does
not stop, we reach an element δ(U) ∈ Ai(U) such that δk ≥ (cE)k. Set δ′ = δ ∧ cE and
observe that cE ∈ ∆SV (δ′) for some V containing k and V ) Û . By Proposition 2.9, the
subspace δ′(V̂ ) ∈ Ai(V̂ ). This is a contradiction since we assumed Ai to not contain subspaces
of dimension larger than d− |U |. It follows that the process described above must instead stop
to some element β(U) ∈ Ai(U) such that Hk(β(U)) ⊆ A(U) and βk ≥ αk.
Now we have got enough tools to prove the main theorem.
Theorem 4.4. Let S ⊆ Nd be a good semigroup, let ω = (w1, . . . , wd) ∈ S be a nonzero
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element, and assume without restrictions w1 ≥ w2 ≥ · · · ≥ wd. For k = 1, . . . , d, set
sk =
k∑
j=1
wj.
Let E = ω + S, A = S \ E and write the partition A = ⋃Ni=1Ai. Then, the level Ai contains
some subspace of dimension d− k if and only if i ≥ N − sk + 1. In particular,
N = sd =
d∑
i=1
wi.
Proof. For l = 1, . . . , d denote by l the element of Nd having l-th component equal to 1 and
all the others equal to zero. We prove the theorem by induction on k ≥ 1.
Base case: For k = 1, we have to show that the levels containing some hyperplane are exactly
the levels AN , AN−1, . . . , AN−w1+1.
For j = 1, . . . , w1, set βj = cE + j1 = (c1 + j, c2, . . . , cd) and observe that the hyperplanes
βj(1) ∈ E(1). For each of these βj , we show that there exists a unique integermj ≥ 1 such that
αj := βj −mjw11 ∈ A. In fact, fixed j, we consider the quotient qj and the remainder rj of
the division of c1 + j by w1. Define the element τ j ∈ Nd such that τ1 = βj1 and τk = ck + qjwk
for k 6= 1. Since β(1) ∈ E(1), it follows that τ j ∈ E. Moreover, since E = S+ω, there exists
mj ∈ N such that τ j −mjω ∈ A. Looking at first component, since E = S \ A, we have
qjw1 ≥ mjw1 ≥ mjwk.
Hence τ j − mjω has the first component equal to βj1 − mjw1 and the other components are
strictly larger than the components of conductor. By Proposition 2.9, we have αj := βj −
mjw1
1 ∈ A and equivalently αj(1) ∈ A(1).
Furthermore, for s ≥ 1, the first component of each element of the form cE − s1 is congruent
modulo w1 to the first component of one of the βj and therefore α1(1), . . . ,αw1(1) are exactly
the only {1}-hyperplanes contained in A.
By Proposition 2.9, each setαj(1) is contained in a unique level. SinceAN = ∆(γE), we know
that αw1(1) ⊆ AN . Now we can relabel the indexes of the hyperplanes α1(1), . . . ,αw1(1) in
the way that α11 < · · · < αw11 .
For j < N , given δ ∈ αj(1), there exists always θ ∈ αj+1(1) such that δ  θ and hence,
by Proposition 2.9, αj(1) and αj+1(1) are contained in two different levels. Such two lev-
els are consecutive since, by construction, any subspace β(1) such that αj(1) < β(1) <
αj+1(1) is not contained in A. This implies that αj(1) ⊆ AN−w1+j(1) and hence the levels
AN , AN−1, . . . , AN−w1+1 contain at least one {1}-hyperplane.
Using the same argument for l 6= 1, we get that the levels AN , AN−1, . . . , AN−wl+1 contain
some hyperplane. But, since w1 ≥ wl, the level Ai contains some hyperplane if and only if
i ≥ N − w1 + 1.
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Inductive step: By induction we can assume k ≥ 2 and the thesis true for k − 1. Hence the
levels AN , . . . , AN−sk−1+1 are the only levels containing a subspace of dimension d−k+1 and,
by Remark 3.2, clearly also contain subspaces of any lower dimension. CallD := N−sk−1+1.
We claim that for i < D the levels Ai contains a subspace of dimension d − k if and only if
i ≥ N − sk + 1 = D − wk.
Set U = {1, . . . , k} and V = {1, . . . , k − 1}. By inductive hypothesis, there exists δ ∈ S such
that δ(V ) is the minimal V -subspace contained in AD (it has dimension d− k + 1). Hence, by
Remark 3.2, there are clearly infinitely many U -subspaces contained in the level AD. Among
them, for j = 1, . . . , wk, consider δj(U) ∈ AD(U) minimal with respect to the property of
having δjk ≡ j mod wk. For each j, we show that ∆˜Ek (δj(U)) 6= ∅. Indeed, after fixing
δj(U), using the fact that there are infinitely many U -subspaces contained in δ(V ), we can find
δ′(U) ∈ AD(U) such that δ′k > δjk (observe that since they are in the same level necessarily
δ′h = δ
j
h for some h < k).
Now, if ∆˜Ek (δ
j(U)) = ∅, applying Proposition 3.7 to δj(U) and δ′(U), we can write
δj(U) = δ′(U) ∧˜ β1(U) ∧˜ · · · ∧˜ βr(U)
where βl(U) ∈ ∆˜Sk (δj(U)) ⊆ A(U) and we may assume them to be consecutive to δj(U) for
all j ∈ 1, . . . r. By Theorem 3.9.1, for every l, βl(U) ∈ AD(U) implying that δj(U) has to be
in a lower level, a contradiction (for a graphical representation see Figure 7a).
Hence, we can set τ j(U) to be a minimal element in ∆˜Ek (δ
j(U)). We defineω such that ωi = ωi
if i ∈ U and ωi = ci otherwise, and, starting from τ j(U) and subtracting multiples of ω(U),
as we have seen above, we find a unique mj ≥ 1 such that αj(U) := τ j(U) − mjω(U) ∈
A(U). Now we consider the set Hk(αj(U)) defined in Definition 4.2. In the case this set
contains some subspace of E, starting by one them and subtracting multiples of ω(U), we
can repeat the process and, after changing names, we can finally assume to have a collection
of subspaces α1(U), . . . ,αwk(U) ∈ A(U) such that for every j, αjk ≡ δjk ≡ j mod wk and
Hk(α
j(U)) ⊆ A(U). Using this last condition, we can make a further change and assume
αj(U) = minHk(α
j(U)), which is well-defined by Proposition 3.5.1 (see Figure 7b).
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δ′(U)
δj(U)
βl(U)
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1
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δj(V )
δj(U) τ j(U)
αj(U) H2(α
j(U))
(b)
Figure 7: 7a: we have d = 3, U = {1, 2}, δj(U), δ′(U),βl(U) are lines. 7b: this is a perspective from "above"
of the case d = 3, U = {1, 2}, V = {1}. In this case δ′(V ) is a plane contained in A; δj(U), τ j(U),αj(U) are
lines.
After this change, it follows that α1(U), . . . ,αwk(U) are totally ordered with respect to the
standard order ≤ and, by relabeling the indexes, suppose
α1(U) > · · · > αwk(U).
Now, notice that for every j, the level of αj(U) has to be strictly lower than D since δj(U) has
been chosen to be the minimal in AD having k-th component congruent to j modulo wj .
We prove that α1(U), . . . ,αwk(U) are pairwise contained in different levels. It is enough to
show this for αj(U) and αj+1(U). If αj(U)  αj+1(U) this is clear, otherwise we must
have αj ∈ ∆SF (αj+1) for some F ⊆ U such that k 6∈ F . Using Proposition 3.7 as above
together with the fact that ∆˜Sk (α
j+1(U)) ⊆ Hk(αj+1(U)) ⊆ A(U), we can express αj+1(U) as
complete infimum of αj(U) and other elements in ∆˜Sk (α
j+1(U)), consecutive to αj+1(U). By
Theorem 3.9.1, it follows that the level of αj+1(U) has to be strictly smaller than the level of
αj(U).
Now we prove that if an U -subspace is contained in the level Ai with i < D, then i is larger or
equal than the level of αwk(U). Let α(U) be any other U -subspace contained in Ai for some
i < D. By Proposition 4.3, there exists α′(U) ∈ Ai(U) such that αk ≤ α′k and Hk(α′(U)) ⊆
A(U). One necessarily must have Hk(α′(U)) = Hk(αj(U)) for the j such that α′k ≡ αjk mod
wj , since if this was not true, by summing multiples of ω(U), we would have some subspace of
E contained in one set among Hk(α′(U)) and Hk(αj(U)) and this is not possible. From this,
since
αwk(U) ≤ αj(U) = minHk(αj(U)) ≤ α′(U),
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it follows that i is not lower than the level of αwk .
To describe all the possible levels of the U -subspaces it remains to show that for j = 1, . . . , wk,
we have αj(U) ⊆ AD−j and in particular αwk(U) ⊆ AD−wk = AN−sk+1. Use induction on j.
For j = 1, assume by way of contradiction that α1(U) ∈ Ai(U) for some i < D − 1. Hence,
by Lemma 2.3.1, there exists β(U) ∈ AD−1(U) such that β(U) ≥ α1(U) and βk > α1k. By
Proposition 4.3, there exists β′(U) ∈ AD−1(U) such that βk ≤ β′k and Hk(β′(U)) ⊆ A(U). By
what said above, for some l ≥ 1, Hk(β′(U)) = Hk(αl(U)), hence we must have
αlk = β
′
k ≥ βk > α1k
and this is a contradiction since α1(U) ≥ αl(U).
Similarly, for j > 1, assume αj ∈ Ai for some i < D − j. Find as above β,β′ ∈ AD−j and l
such that
αlk = β
′
k ≥ βk > αjk.
If l ≥ j this is a contradiction since in this case αj(U) ≥ αl(U). Otherwise, if l < j, by
inductive hypothesis αl(U) ⊆ AD−l, but since αl(U) = minHk(αl(U)), we get β′(U) ≥
αl(U) and therefore D − j ≥ D − l, again a contradiction.
Hence, we proved that all U -subspaces of A are contained in the levels Ai with i ≥ N − sk + 1
and this lower bound is sharp.
It remains to show that all the other subspaces of dimension d−|U | are contained in the levelsAi
for i ≥ N − sk + 1. This follows immediately observing that, if T is a subset of I of cardinality
|U |, using the same proof seen above we can prove that i ≥ N − (∑i∈T wi) + 1 ≥ N − sk + 1.
We conclude the proof of the theorem observing that for k = d, the level Ai contains a subspace
of dimension zero if and only if i ≥ N − sd + 1. But a subspace of dimension zero is a single
element and hence, by definition of levels, is clear that Ai contains a subspace of dimension
zero if and only i ≥ 1. This implies the thesis N = sd.
Example 4.5. Consider the semigroup of Example 1.12, if we take e = (1, 2, 3) ∈ S and
consider the ideal E = S + e, then A = Ap(S, e). In this case cE = c + e = (4, 7, 12) and
γE = γ + e = (3, 6, 11).
A1 = {(1, 2, 3)}.
A2 = {(1, 2, 6), (1, 2, 7), (2, 3, 3), (3, 3, 3)} ∪ (∞, 3, 3).
A3 = {(1, 2, 8), (2, 3, 6), (2, 3, 7), (2, 4, 3), (3, 3, 6), (3, 3, 7), (3, 5, 3), (3, 6, 3)} ∪
∪(∞, 3, 6) ∪ (∞, 3, 7) ∪ (∞, 5, 3) ∪ (∞, 6, 3) ∪ (3,∞, 3).
A4 = {(3, 5, 11), (3, 6, 10)} ∪ (∞, 5, 11) ∪ (∞, 6, 6) ∪ (∞, 6, 9) ∪ (∞, 6, 10) ∪
∪(3,∞, 6) ∪ (3,∞, 9) ∪ (3,∞, 10) ∪ (2, 4,∞) ∪ (∞,∞, 3).
A5 = {(3, 6, 11)} ∪ (∞, 6, 11) ∪ (3,∞, 11) ∪ (3, 5,∞) ∪ (∞, 5,∞) ∪ (∞,∞, 10).
A6 = (3,∞,∞) ∪ (∞, 6,∞) ∪ (∞,∞, 11).
We notice that levels A6, A5, A4 contain planes, level A3, A2 contain lines and only the level
A1 does not contain infinite subspaces.
29
Acknowledgement
The first author is supported by the NAWA Foundation grant Powroty "Applications of Lie al-
gebras to Commutative Algebra". The other two authors are funded by the project "Proprietà
algebriche locali e globali di anelli associati a curve e ipersuperfici" PTR 2016-18 - Diparti-
mento di Matematica e Informatica - Università di Catania". The authors wish to thank Marco
D’Anna for the interesting and helpful discussions about the content of this article.
References
[1] V. Barucci, M. D’Anna, and R. Fröberg. Analytically unramified one-dimensional semilo-
cal rings and their value semigroups. Journal of Pure and Applied Algebra, 147(3):215–
254, 2000.
[2] V. Barucci, M. D’Anna, and R. Fröberg. The apery algorithm for a plane singularity with
two branches. Beiträge zur Algebra und Geometrie, 46:18, 01 2005.
[3] A. Campillo, F. Delgado, and K. Kiyek. Gorenstein properties and symmetry for one-
dimensional local cohen-macaulay rings. Manuscripta Math., 83:405–423, 1994.
[4] E. Carvalho and M.E. Hernandes. The semiring of values of an algebroid curve. arXiv
preprint arXiv:1704.04948, 2017.
[5] M. D’Anna. Canonical module of a one-dimensional reduced local ring. Comm. Algebra,
25(09):2939–2965, 1997.
[6] M. D’Anna, P.A. García-Sánchez, V. Micale, and L. Tozzo. Good subsemigroups of Nn.
International Journal of Algebra and Computation, 28(02):179–206, 2018.
[7] M. D’Anna, L. Guerrieri, and V. Micale. The apéry set of a good semigroup. In (To
Appear) Advances in Rings, Modules and Factorizations. Springer, 2018.
[8] M. D’Anna, L. Guerrieri, and V. Micale. The type of a good semigroup and the almost
symmetric condition. (To Appear) Mediterranean Journal of Mathematics, 2019.
[9] F. Delgado. The semigroup of values of a curve singularity with several branches.
Manuscripta Math., 59:347–374, 1987.
[10] F. Delgado. Gorenstein curves and symmetry of the semigroup of value. Manuscripta
Math., 61:285–296, 1988.
[11] A. Garcia. Semigroups associated to singular points of plane curves. Journal für die reine
und angewandte Mathematik, 1982(336):165–184, 1982.
30
[12] P. Korell, M. Schulze, and L. Tozzo. Duality on value semigroups. Journal of Commutative
Algebra, 11(1):81–129, 2019.
[13] E. Kunz. The value-semigroup of a one-dimensional gorenstein ring. Proceedings of the
American Mathematical Society, 25(4):748–751, 1970.
[14] N. Maugeri and G. Zito. Embedding dimension of a good semigroup. In (To Appear)
Proceedings of the INDAM meeting: International meeting on numerical semigroups,
Springer INdAM Series. Springer, 2019.
[15] N. Maugeri and G. Zito. The tree of good semigroups in N2 and a generalization of the
wilf conjecture. arXiv preprint arXiv:1907.01315, 2019.
31
