The purpose of this paper is to indicate that the recently proposed Momentum fractional least mean squares (mFLMS) algorithm has some serious flaws in its design and analysis. Our apprehensions are based on the evidence we found in the derivation and analysis in the paper titled: "Momentum fractional LMS for power signal parameter estimation". In addition to the theoretical bases our claims are also verified through extensive simulation results. The experiments clearly show that the new method does not have any advantage over the classical least mean square (LMS) method.
Introduction
The least mean square (LMS) is one of the most widely used algorithms in adaptive signal processing [1] . It has a number of variants to deal with various signals and environmental conditions [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . To improve the convergence performance of the conventional LMS, different methods have been proposed based on adaptive step-size notion [12, 13, 14, 15] .
Amongst all the variants, an important modification is the one proposed by J. G. Proakis and is called as the momentum LMS (mLMS) [16] . Unlike the conventional LMS where instantaneous gradient is used for weight update, in mLMS the momentum of the gradient change is used [17] . By incorporating the momentum of the gradient, the mLMS can achieve better convergence without compromising the steady-state error [17, 18] . Another method proposed by Raja et al [19] , is the application of fractional calculus. Using the same method a series of papers have been published [20, 21, 22] ; claiming the improved steadystate and convergence performance. But all these variants [19, 22, 23] have been criticized and are shown to offer no improvement over the conventional LMS [24, 25] . Recently, another method in the same direction is proposed named as momentum FLMS (mFLMS) [26] . We argue that the proposed method does not [26] improve the performance of the conventional LMS and has serious flaws in its analysis presented in the paper. Our argument is supported by analytical reasoning and extensive simulations.
The organization of this paper is as follows: Flaws in the design, analysis and simulation setup of the mFLMS paper are discussed in section 2. Estimation model, simulation setup and evaluation parameters are defined in section 3, followed by results and discussion in section 4. Finally, the paper is concluded in section 5.
Remarks on "Momentum fractional LMS for power signal param-
eter estimation "
Design
This section focuses on the main flaws of the design of the mFLMS algorithm [26] . The structure of the mFLMS algorithm follows the architecture of the FLMS algorithm [19] , thus the problems of the FLMS that are mentioned in [24] , are inherited in the mFLMS algorithm as well. Let us first rewrite the expressions presented in [26] , they will be referred in the forthcoming mathematical analysis. The first equation is the weight update rule for the FLMS algorithm presented in [26] :
where µ 1 and µ f are the real positive values, defining the step-size. While f is the fractional power in the range 0 < f < 1 and Γ represents the Gamma function. Here, u andŵ are the vectors defining the input and the estimated weights of the filter respectively. The error between target and estimated outputs is e(n). The key set of equations derived in [26] are given as:
where v(n+1) is the velocity update term defined by the momentum, α ∈ (0, 1), and the instantaneous gradients g(n). According to [26] , Eq. (12) is the weight update equation of the Fractional LMS algorithms [19] , which uses absolute value of the weight vector primarily to avoid complex values. However with this change, the fractional gradient term will not be the actual gradient of the cost function. Indeed, to exploit the fractional gradient characteristics, the complex domain information needs to be processed accordingly and proper gradient information must be incorporated [5] . With this change of absolute value of the weight vector, the FLMS algorithm has shown to offer no improvement compared to the conventional method [24] . Since the mFLMS approach [26] also utilizes the absolute values ofŵ in equation (15) avoiding the complex mathematics, the same argument is valid for this case as well.
Convergence Analysis
There are serious flaws in the analysis section of the mFLMS algorithm, which are listed below.
1. By employing the assumption of µ f = µ 1 Γ (2 − f ) , the authors construct the equation (16) using equation (13) to (15), as:
However, the solved equation should bê
2. Even if we consider the above mentioned flaw as a typo error, the solution from (16) to (33), are not consistent and cannot be proved under any condition. 3. The last term in Eq. (17) should have operator (element by element operation), as it was used in Eqs. (15) and (16) of the paper. 4. The last term in Eq. (17) should not have one added to the last bracket, rather the equation should be
Eq. (19) is incorrect because it defines the binomial formula for vectors.
The right hand side of the equation is however resulting in a scalar term (note that all the vectors are considered to be column vectors in this analysis). 6. The result in Eq. (23) is technically incorrect, in general the expectation of fractional power of any random variable cannot be replaced by the expectation of its unit power and a linear operation [27] . Thus, the expression in Eq. (23) is an approximation.
7. The convergence analysis of the mFLMS algorithm is primarily dependent on the evaluation of the expectation terms of the form E[∆w γ (n)] (where γ is a fractional number). However, the analysis provided in this paper does not provide its accurate evaluation. Instead, the authors have approximated this fractional moment using some function G without providing its expression (see Eq. (23)). Thus, the whole convergence analysis is vague and the stability bound derived in Eq. (33) is meaningless without the knowledge of the function G.
Simulation Setup
In adaptive signal processing, performance comparison between algorithms can be made on the basis of different criteria. Three important measures of performance are: (1) Convergence rate, (2) steady-state error and (3) computational complexity. In [26, Sec. 3.1] , it is already mentioned that the mFLMS algorithm is computationally very expensive, we therefore focus only on convergence and steady-state measures for our experiments.
We argue that in [26] the simulation parameters used for LMS algorithm are not appropriate. With the learning rate of 1 × 10 −3 (as adopted in [26] ) the LMS algorihtm converges slowly, interestingly the graphs are shown for just 4000 iterations (see [26, Fig. 2] ). For a fair evaluation, both algorithms must be setup at either equal convergence (for steady-state performance comparison) or equal steady-state (for convergence performance). Also if one algorithm can perform better than the other in both aspects, then higher convergence rate at the cost of low steady-state performance must be shown.
Experimental Setup
To re-evaluate the performance of the mFLMS and the conventional LMS algorithm, we considered the same problem of power signal parameter estimation as used in [26] .
Power signal parameter estimation model
In this section an overview of the power signal estimation model is provided. To estimate signal parameter, a sampled multi-harmonic sinusoidal signal y, with different amplitudes and phases, is considered, i.e.,
where (n) is a Gaussian disturbance of zero mean and constant variance σ 2 , a k , ω k and φ k are the amplitude, the angular frequency and the phase shifts of the sinusoid respectively.
With the help of the trigonometric identities, Eq. (1) can be transformed into:
following the assumption made in [26] , the frequencies ω k of the four sinusoids are taken to be known, Now, Eq. (2) can be written as:
where b k = a k cos φ k and c k = a k sin φ k are the unknown parameters, a k and φ k can be obtained using the following relations:
The desired vector of parameters`, and the corresponding input vector are defined as:
Finally the power signal parameter estimation model is given as:
While applying the LMS and mFLMS algorithms, the unknown parameter θ will be treated as the weight vector and will be updated using the respective weight update rules.
Simulation setup
We consider a composite signal of sinusoidal with four different frequencies [28] , i.e., y(n) = 1.8 sin(0.07n + 0.95) + 2.9 sin(0.5n + 0.8) + 4 sin(2n + 0.76) + 2.5 sin(1.6n + 1.1) + (n). (8) We assume that all four frequencies used in equation (8) are known. This assumption is the same made in [26] . The desired parameter set is defined as: 
Evaluation metrics
The performance of both the LMS and the mFLMS algorithm is evaluted on two metrics: (1) mean squared error (MSE) and (2) the normalized weight differences (NWD) defined as a fitness function δ in [26] . The NWD is given as:
where θ andθ are the desired and approximated parameter vectors at the nth iteration. Another performance measure based on MSE is given as:
where M is the length of the desired vector θ, andθ is the final estimated vector of parameters.
Results and Discussion
The LMS and mFLMS [26] algorithm are compared for three noise levels, i.e., (σ 2 = 0.3, σ 2 = 0.6, and σ 2 = 0.9) . Figs. 1, 2, and 3 show the learning curves for mFLMS and LMS for respective noise levels. We setup the LMS and the mFLMS algorithms for the same convergence performance, and compared the steady-state performance of the two. From the Figs. 1,2 and 3, it can be seen that under all conditions the LMS algorithm performed better than the mFLMS. The experiments were repeated for 1000 independent rounds and mean results for every 100th iteration was reported. For each independent round, the weights were initialized using random values obtained from Gaussian distribution of mean zero and variance of one. The performance of the mFLMS algorithm is evaluated for three different values of momentum α, i.e., (α = 0.2, 0.5, 0.8) and for each value of the momentum, the algorithm is compared for three different fractional powers, i.e., 0.25, 0.5, and 0.75. We observed that the effect of momentum in the mFLMS algorithm is equivalent to that of the learning rate in the conventional LMS, i.e, the increase in convergence rate increases the steady-state error. The effect of fractional power f is also arguable, it is shown to degrade the steady-state performance without even improving the convergence rate. Normalized weight difference results for every 100th iteration under all 27 scenarios (3 noise level, 3 different step-sizes, and 3 different values of fractional power) are summarized in Tables 1, 2 and 3. Final obtained values of estimation parameters and mean squared error (MSE) for noise levels (σ 2 = 0.3, σ 2 = 0.6, and σ 2 = 0.9) are reported in Table 4 , 5 and 6 respectively. 
Conclusion
Recently, momemtum fractional LMS (mFLMS) algorithm has been proposed for the estimation of power signal parameter [26] . The algorithm is shown to outperform the conventional LMS algorithm. The mathematical assumptions made for a simplified derivation of the mFLMS algorithm are however invalid. In this research, we have highlighted the discrepancies in the mFLMS algorithm proposed in [26] . Extensive experiments have also been performed to thoroughly investigate the merits of the mFLMS algorithm. After a careful analysis of the experimental results, we conclude that, under no condition the mFLMS algorithm is better than the conventional LMS algorithm for power signal parameter estimation. In fact the LMS algorithm consistently performed much better than the mFLMS yielding better convergence and steady-state performance.
