Introduction
The main objective of the paper is to explore whether introduction of data preprocessing may improve classification performance of Support Vector Machine (SVM) classifiers [3] . SVM classification is considered to be a state of the art method, which outperforms other existing data classification approaches in several tasks. A core of the SVM concept is a search for a decision hyperplane that maximizes the between-class margin in a high-dimensional feature space, which hosts projections of original samples. This hyperplane corresponds to an optimal nonlinear decision surface in an original problem domain. Calculations in high-dimensional spaces are made implicitly, by using kernel functions that operate on original samples.
The research summarized in the presented paper was aimed at checking, whether appropriate data preprocessing can improve SVM-based classification accuracy. Research on SVM classification usually does not assume any data preprocessing -support vectors are being determined based on raw input data. We hypothesize that an appropriate transformation of raw samples could facilitate further classification, as one can emphasize discriminative properties of class distributions and reduce irrelevant ones. We propose to perform a feature extraction as initial data preprocessing, prior to classification step, so that SVM would operate on appropriately transformed samples. For the purpose of feature extraction we propose to use two nonlinear methods: kernel Principal Component Analysis (denoted henceforth as kPCA) [15] and Super-Both approaches use a concept of kernel-based processing, which is similar to the one used by SVM. However, criteria underlying dimensionality reduction with kernels are different than in case of SVM, so that both steps of the proposed procedure are not necessarily correlated.
To verify the proposed concept, series of experiments involving three different, publicly available pattern recognition datasets have been performed. We have shown that preprocessing is beneficial as it significantly reduces sensitivity to a non-optimal SVM procedure parameter choice. Also, classification rates in kernel-transformed feature spaces are comparable with SVM-only approach also in case of other strategies, which has been shown in case of a k-NN method.
A structure of the paper is the following. Key concepts for the proposed classification method: support vector machines, kPCA and SkPCA have been briefly explained in Section 2. Section 3 provides details of the proposed procedure and Section 4 summarizes experiment results.
Related Work
Support Vector Machine classification is a well-known concept that has been extensively presented in numerous publications [3, 5] . Also, an impressive amount of its successful applications in numerous fields of engineering [12] , image and signal analysis [8] , object detection [11] or bioinformatics [13] , has been reported so far.
SVM derives a decision function f (x) of the form:
where K(., .) is a kernel function, summation is made over support vectors x i with weights α i and responses y i , and b is a threshold. The expression (1) is a solution to a constrained maximization problem, which, in case of the so called, soft-margin SVM [3] , can be expressed as:
subject to:
where w is the separating hyperplane vector, n is a total number of samples, ξ k are slack variables and C is a parameter that controls a mutual role of two objectives:
margin maximization and misclassification penalty.
Commonly used kernel functions include radial basis, sigmoid, polynomial and linear, which add a set of additional parameters that, together with the parameter C of the equation (2) An objective of kPCA is to find directions of maximum variability for samples x i projected to high dimensional space, using some transformation Φ(.) (i.e.
..] of the projection covariance matrix: for projections in high-dimensional space, and Λ is a diagonal matrix of eigenvalues. As eigenvectors lie in a subspace defined by projected samples:
premultiplying the equation (4) by the term (X − M)
T yields alternative formulation of the eigenproblem:
where
..] comprises vectors of coefficients that become a solution to the modified eigenproblem. Observe, that only dot products are involved in computations of the eigenproblem (5), so they can be replaced by kernels. Introducing a Gramm matrix, with elements
, whereK is some kernel function centered in high-dimensional space, one can rewrite (6) in a compact form:
A solution to (5), which can be computed for reasonable number of samples, defines directions of the maximum variability in a high-dimensional space and can be used directly for projecting unknown samples:
As it can be seen, projections for each eigenvector v i can be determined in the original, low-dimensional space, using kernel operations and the computed coefficient vec-
The last concept of interest to the presented paper is a supervised version of kPCA -SkPCA, introduced in [1] .
The proposed idea is to use Hilbert-Schmidt Independence Criterion (HSIC) [16] as an objective function that is to be maximized. HSIC measures a level of crosscovariance between samples and their labels:
where X is a matrix of input samples with a mean vector m x , Y is a matrix of labels, with their mean m y , and H is a centering matrix. HSIC uses a Hilbert-Schmidt norm, which, in essence, aggregates squared entries of the crosscovariance (8) . It can be easily shown that this can be expressed as:
where tr denotes a trace and k is a scaling factor. As the criterion (9) involves dot products, one can introduce
, and rewrite the criterion in the form:
An objective of SkPCA procedure is to find such a transformation matrix U of original samples x, which maximizes the criterion (10).
As it is the case for linear feature extraction with PCA and its supervised versions, performance of the kernelized supervised approach outperforms kPCA [1] . Therefore, this method become a primary focus of the presented research.
SVM classification with input data preprocessing
Four different data classification schemes have been considered in the reported research. The first one was simple SVM classification performed on raw input data, whereas the remaining ones included a feature extraction step, performed by either kPCA or SkPCA, followed by either SVM or k-NN classification of the projected samples.
In every case appropriate parameter selection proce-dures were run to find the optimal values of classification procedure parameters. A grid-search algorithm, which iteratively narrows down a search domain around the best performing parameter set (proposed in [4] ), was used to do the task in case of the considered kernel methods.
Search parameters included a constant C of the SVM objective function (2) and parameters of the adopted kernel functions.
Four commonly used kernels that are parametrized with a single variable, were used in the research. The simplest one -a linear kernel, of the form:
was primarily used as an indicator of classification problem complexity. The second one is a polynomial kernel:
with a parameter d, which represents a polynomial's degree. The third kernel was a sigmoid kernel (hyperbolic tangent):
with two parameters, controlling the slope (α) and shift (β). Finally, the last kernel was Gaussian, defined as:
The last classification scenario involved a k-NN method performed on transformed samples and it was introduced to asses, whether high recognition rates can also be achieved using this simple classification approach.
Experimental evaluation of the strategies
Three pattern recognition datasets were used for evaluation of the proposed data classification schemes. The first one was a 'Glass identification' dataset (available at [9] ), the second one 'Leaves identification' set (also available at [9] ) and the last one was INRIA pedestrian detection dataset (available at [6] ). Basic properties of the datasets are presented in Tab To test classification sensitivity on non-optimal choice of parameters, a thorough parameter selection procedure, involving four iterations of grid search procedure, was made only in case of RBF kernel. In the two remaining cases -for polynomial and sigmoid kernels, only coarse values were derived using a single-iteration search.
As it can be seen from 
Conclusions
The presented paper confirms that SVM classification, although it can achieve very high rates, is quite sensitive shown that adopting such a step noticeably reduces recognition sensitivity to non-optimal parameter choice, while maintaining high recognition rates.
Of two considered nonlinear feature extraction strategies: kernel Principal Component Analysis and its supervised version, the latter one provides better recognition performance. Moreover, SkPCA as opposed to kPCA, results in derivation of a low dimensional space (at most four dimensional for the considered datasets), which is desirable for avoiding the curse of dimensionality problem.
One needs to bear in mind that PCA-based data preprocessing is computationally expensive, which may prevent applications of the proposed concept in time-critical pattern recognition tasks.
