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ABSTRACT
Most stars form and spend their early life in regions of enhanced stellar density. Therefore, the
evolution of protoplanetary discs (PPDs) hosted by such stars are subject to the influence of
other members of the cluster. Physically, PPDs might be truncated either by photoevaporation
due to ultraviolet flux from massive stars, or tidal truncation due to close stellar encounters.
Here we aim to compare the two effects in real cluster environments. In this vein we first review
the properties of well-studied stellar clusters with a focus on stellar number density, which
largely dictates the degree of tidal truncation, and far-ultraviolet (FUV) flux, which is indicative
of the rate of external photoevaporation. We then review the theoretical PPD truncation radius
due to an arbitrary encounter, additionally taking into account the role of eccentric encounters
that play a role in hot clusters with a 1D velocity dispersion σ v  2 km s−1. Our treatment
is then applied statistically to varying local environments to establish a canonical threshold
for the local stellar density (nc  104 pc−3) for which encounters can play a significant role
in shaping the distribution of PPD radii over a time-scale ∼3 Myr. By combining theoretical
mass-loss rates due to FUV flux with viscous spreading in a PPD, we establish a similar
threshold for which a massive disc is completely destroyed by external photoevaporation.
Comparing these thresholds in local clusters, we find that if either mechanism has a significant
impact on the PPD population then photoevaporation is always the dominating influence.
Key words: accretion, accretion discs – protoplanetary discs – circumstellar matter – stars:
kinematics and dynamics – stars: pre-main-sequence.
1 IN T RO D U C T I O N
The majority of stars form from dense cores in giant molecular
clouds (GMCs), and therefore young stars tend to spend the early
phases of their evolution in regions of enhanced stellar density (e.g.
Lada & Lada 2003). If this environment is sufficiently dense, a
protoplanetary disc (PPD) can undergo truncation and mass-loss
due to close encounters (Clarke & Pringle 1993; Ostriker 1994;
Hall, Clarke & Pringle 1996; Pfalzner et al. 2005; Olczak, Pfalzner
& Spurzem 2006; Breslau et al. 2014; Mun˜oz et al. 2015; Winter
et al. 2018) and external photoevaporation (Sto¨rzer & Hollenbach
1999; Armitage 2000; Scally & Clarke 2001; Adams 2010; Fac-
chini, Clarke & Bisbas 2016; Guarcello et al. 2016). The physical
importance of these processes for disc evolution remains an open
question, and is likely to rely on the early stages of cluster evolu-
tion. For example, if stars form with a subvirial velocity dispersion,
 E-mail: ajwinter@ast.cam.ac.uk
as suggested by observations (Tobin et al. 2009), the cluster will
undergo cold collapse, enhancing encounter rates. However, if star
formation efficiency (SFE) is low in a molecular cloud, as is ex-
pected from observations (Lada & Lada 2003) and simulations (e.g.
Murray 2011; Pfalzner & Kaczmarek 2013), the cluster can become
supervirial subsequent to gas expulsion, leading to dispersal of stars
into the field (though see Kruijssen et al. 2012). The presence of
substructure in the cluster (e.g. Williams, de Geus & Blitz 1994;
Bonnell, Bate & Vine 2003) can – despite the fact that it is lost
over a crossing time – also induce higher degrees of disc truncation
(Parker, Goodwin & Allison 2011; Craig & Krumholz 2013).
Our focus here is on the distribution of outer disc radii within
a cluster, a physical property that has only recently become mea-
surable. With ALMA, observations of PPDs which are sufficiently
spatially resolved (∼0.2–0.3 arcsec) to estimate the outer radii at
(sub)mm wavelengths are becoming available, and sample sizes
of ∼10–100 discs have been collated (Ansdell et al. 2016, 2017,
2018; Barenfeld et al. 2017; Cox et al. 2017; Tazzari et al. 2017;
Tripathi et al. 2017). However, radial extent estimates are almost
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exclusively based on the (sub)mm continuum brightness distribu-
tion, which traces the dust content of the disc. In the context of mea-
suring truncation effects, this is problematic as observations suggest
that gas extends to larger radii than the dust, either due to gas lines
being more optically thick than the (sub)mm continuum (Dutrey
et al. 1998; Guilloteau & Dutrey 1998; de Gregorio-Monsalvo et al.
2013) or the radial drift of dust particles (Andrews et al. 2012; Pie´tu
et al. 2014). Spatially resolved measurements of the gas are more
challenging due to reduced flux and spatial resolution, a problem
which is further compounded by the dependence of gas temperature,
and hence radial intensity profiles, on the properties of the dust (Fac-
chini et al. 2017). However, as significant progress has been made
in the last few years towards this goal, it may be possible to test
hypotheses on disc radii distributions in the near future.
In this paper, we perform a comparative study of the roles of tidal
truncation and photoevaporation in setting the distribution of PPD
radii in clustered environments. To this end, we compile a census of
well-studied star-forming regions in Section 2 and depict them in the
plane of ultraviolet field strength versus stellar density; these being,
respectively, the main parameters that determine the importance of
photoevaporative effects and dynamical truncation. This work bears
closest similarity to that of Adams et al. (2006), who focused on
the early stages of dynamical cluster evolution on young planetary
systems. In that work, both close encounters and FUV flux were
considered. However, the intention was more on quantifying the
dynamical evolution of young clusters, and less on estimating the
resulting disc properties. In this work, we will instead take observed
environments as ‘snapshots’ in which we quantify the influence of
PPD truncation mechanisms. Additionally, Adams et al. (2006) only
considered small clusters of 100–1000 stars. Practically, this means
that these clusters are unlikely to host massive stars, and there-
fore FUV flux throughout the environment is low. In reality, the
mass function for young clusters is not steep below ∼105–106 M
(Schechter 1976; Gieles et al. 2006; Bastian 2008; Portegies Zwart,
McMillan & Gieles 2010), and we therefore expect a large fraction
of stars to spend their early phases in much more populated environ-
ments. This work addresses the properties of observed clusters in the
higher mass limit, and additionally contributes to the quantification
of the truncating effects of photoevaporation and tidal encounters.
To establish the role of cluster density and local FUV flux, we
present some further theoretical development of the two truncation
scenarios. We explain in Section 3 why, despite the large body of
previous work on dynamical disc truncation in the literature, both
for individual encounters (e.g. Hall, Clarke & Pringle 1996; Pfalzner
et al. 2005; Breslau et al. 2014; Bhandare, Breslau & Pfalzner 2016)
and in terms of clustered stellar populations (Scally & Clarke 2001;
Adams et al. 2006; Olczak, Pfalzner & Spurzem 2006; Pfalzner,
Olczak & Eckart 2006; Olczak, Pfalzner & Eckart 2010; Craig
& Krumholz 2013; Vincke & Pfalzner 2016), it is necessary to
perform some further simulations to explore regimes involving hy-
perbolic orbits and a large dynamic range of stellar masses. We use
expressions fitted to these numerical results to assess the average
truncation radius of stars that remain in an environment of fixed
stellar density over a given time interval. Likewise, in Section 4, we
perform similar calculations in the case of photoevaporation. These
calculations differ from previous works in that they consider a wider
range of ultraviolet field fluxes (cf. Clarke 2007; Anderson, Adams
& Calvet 2013) and take into account the viscous evolution of the
disc (cf. Johnstone, Fabian & Taylor 1998; Adams et al. 2004);
the calculations presented here bear closest resemblance to those
of the study of photoevaporation of discs in very low mass stars by
Haworth et al. (2018). Here, however, our focus is on the ∼1 M
stellar regime and in particular we focus on disc radius distribu-
tions in order to compare with the results of dynamical truncation
presented in Section 3. Comparisons between the two truncation
mechanisms are drawn in Section 5. Concluding remarks are made
in Section 6.
2 C LUSTER ENVI RO NMENTS
Our first stage in producing comparisons between truncation mech-
anisms is to assess the local conditions within observed real clusters,
which we assume are representative of stellar populations. We aim
to produce a distribution of the far-ultraviolet (FUV) flux in terms of
the interstellar value G0 ≡ 1.6 × 10−3 erg s−1 cm−2 for real stellar
cluster members (Fatuzzo & Adams 2008), and the corresponding
local stellar number densities such that an estimation of the outer
radius evolution can be made. To that end, we discuss the FUV
luminosity as a function of stellar mass, and modelling assumptions
for real clusters.
2.1 Properties of stellar clusters
We adopt the following approach in modelling real clusters. First,
we choose clusters for which there exist consistent measurements
of the half-mass and core radius. To construct a cluster, we fit stellar
positions consistent with the Elson, Fall & Freeman (1987) surface
density profile:
(dc) = 0
(
1 + d
2
c
a2
)−γ /2
(1)
as a function of the projected distance dc from the cluster centre,
where a is a scale parameter such that rcore is the distance at which
the surface density drops to half of its central value:
rcore = a
√
(22/γ − 1).
The associated volume density profile is
ρ(rc) = ρ0
(
1 + r
2
c
a2
)− (γ+1)2
, (2)
where
ρ0 =
∫ ∞
0
y(y) dy
/∫ ∞
0
2z2
(
1 + z
2
a2
)− (γ+1)2
dz.
Where it is not defined in the literature, the value of γ is obtained
by fitting to rcore and the effective or half-light radius reff:
∫ reff
0
y
(
1 + y
2
a2
)−γ /2
dy = Mclust
4π0
.
In cases where γ ≤ 2, we introduce a truncation radius rt such as to
give reff consistent with observations:
∫ rt
0
y
(
1 + y
2
a
)−γ /2
dy = 2
∫ reff
0
y
(
1 + y
2
a
)−γ /2
dy.
Hence, we obtain a volume density profile ρ as a function of radius
within the cluster rc. We note that introducing a truncation radius
means that the 2D profile deviates slightly from the fitted profile for
large rc when truncating the 3D profile.
To obtain a number density in terms of radius rc, the mass density
is divided by the average stellar mass obtained from the initial mass
MNRAS 478, 2700–2722 (2018)
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Figure 1. The mass of the most massive cluster member mmax as a function
of the number of members of that cluster Nclust. The solid line is the median
m1/2 and the dashed line is the mean m¯max. The dotted line represent the
1σ range, which is shaded. The horizontal red line at 100 M is the great-
est mass for which our stellar atmosphere models apply, and therefore an
effective upper limit on the mmax.
function (IMF; Kroupa, Tout & Gilmore 1993):
ξ (m) ∝
⎧⎪⎨
⎪⎩
m−1.3 for 0.08 M ≤ m < 0.5 M
m−2.2 for 0.5 M ≤ m < 1.0 M
m−2.7 for 1.0 M ≤ m < 100 M
0 else
, (3)
such that ξ is normalized and continuous (although a slightly dif-
ferent IMF is used in the case of Cygnus OB2, see Appendix A1).
However, as the FUV flux is sensitive to the mass of the most
massive star in the cluster, we need to truncate the IMF above the
chosen mmax. To choose this mass, we note that Maschberger &
Clarke (2008) find that mmax is consistent with random drawing
for clusters with a given number of stellar components Nclust. We
therefore draw the mmax distribution from our IMF, equation (3),
the results of which are shown in Fig. 1. Our stellar atmosphere
models are limited to stellar masses <100 M (Section 2.2), which
is therefore our upper limit on mmax. A posteriori we will find that
photoevaporation dominates over tidal truncation. To confirm this
result as unambiguously as possible, we seek to underestimate the
influence of the FUV flux on a PPD population where there exists
uncertainty in the correct prescription. For this reason, where we do
not have an observational value for the most massive star in a cluster,
we choose mmax one standard deviation below the median to give
an underestimate of the photoevaporation rate. For example, in the
case of the ONC, the most massive star is a component of a binary,
θ1 Orionis C, with mass ∼37 M (Kraus et al. 2009) which is our
adopted mmax = mobsmax = 37 M. In the case of NGC 3603, we do
not have an observed maximum stellar mass, and therefore adopt the
conservative estimate mmax = m−σmax = 67 M. The adopted proper-
ties for clusters are summarized in Table 1. The first six regions
come directly from Portegies Zwart et al. (2010). Other specific
environments for which we have taken data from other sources are
discussed in Appendix A.
2.2 UV luminosity and stellar mass
To calculate the UV flux for a star of a given mass, we follow the
same method as Armitage (2000) for stars with a mass in the range
1–100 M. The total luminosities and effective temperatures Teff
are taken from the stellar model grids of Schaller et al. (1992), using
the results for Z = 0.02 and the output closest to the time 1 Myr.
These are combined with the stellar atmosphere models by Castelli
& Kurucz (2004) to give the wavelength-dependent luminosity.
The FUV photons have energies in the range 6 eV< hν < 13.6 eV,
while photons with energies higher than 13.6 eV are considered
extreme ultraviolet (EUV). The results shown in Fig. 2, which are
in agreement with those of Armitage (2000), despite our use of the
more recent atmosphere models. We can now apply these results
to establish an external flux contribution for a given member of a
cluster due to all other members with mass 1 M < m < 100 M.
2.3 Local environment distribution
In Fig. 3, the results of our cluster modelling are shown. The con-
tours follow the density profile of the cluster, where stars are binned
by radius. This yields a mapping between number density and FUV
flux (assuming each cluster model is spherically symmetric). In
some cases, we have not directly modelled the clusters (Lupus, Ser-
pens, and NGC 1977 – see Appendix A for details). In particular, we
note that the Cygnus OB2 results altered to match the density and
flux distribution of Guarcello et al. (2016) are shown with triangular
markers in Fig. 3.
We find that for relatively massive clusters, Mclust  103 M,
there is comparatively little dispersion in FUV flux for a given local
number density. The relationship
G0 = 1000
(
nc
pc−3
)1/2
(4)
is shown as a solid black line in Fig. 3. It describes the contours
for the massive clusters within a factor ∼3, irrespective of mmax,
although we do not investigate cases for which mmax > 100 M
here. The gradient of the individual cluster contours in nc –G0 space
is dependent on the radial profile of the stellar density. In regions
where nc falls steeply with radius, the flux increases less rapidly
with nc. This is expected given the reduced distance of the stars at
a low nc from the centre of the cluster for steep density profiles.
The fact that most clusters follow this relationship is a different
realization of the results of Armitage (2000), in which total FUV flux
expected to be contributed as a function of stellar mass (considering
a realistic IMF) becomes much less steep above m  40 M. This
is due to the flattening of the luminosity as a function of stellar
mass in this wavelength range. We note that this is not the case
for the EUV flux, which also has a truncating influence on a PPD
distribution but we do not address here.
We hold the physical discussion of the environments depicted
in Fig. 3 until we have reviewed the photoevaporation and tidal
truncation rate physics for various G0, nc. From this analysis we
will deduce where we might expect each truncation mechanism
to dominate. For the reader who is only interested in the results
of our analysis, we re-address Fig. 3 in this context in Section 5.
Appendix B contains some discussion about the assumptions made
in producing the contours for specific clusters for which there were
modelling complications.
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Table 1. Table of cluster and association properties used to generate a model cluster environments. Above the line are those for which properties are taken
directly from Portegies Zwart et al. (2010). Below the line properties are found in independent sources (see Appendix A).
Cluster ρ0 (M pc−3) rcore (pc) reff (pc) rt γ Mclust (M) m−σmax, (M) mobsmax (M)
NGC 3603 1.05 × 105 0.15 0.7 3.41 2.00 1.3 × 104 67 –
Trumpler 14 1.25 × 105 0.14 0.5 1.92 2.00 104 58
ONC 1.03 × 104 0.2 2.0 20.18 2.00 4.5 × 103 37 ∼37
Arches 1.30 × 105 0.2 0.4 – 3.27 2.00 × 104 87 –
Quintuplet 523 1.0 2.0 – 3.27 104 58 –
Wd 1a 9.52 × 104 0.28 0.86 – 4.00 3.2 × 104 114 –
Cygnus OB2 21.9 3.9 5.1 – 5.80 1.7 × 104 78 ∼100
Serpens A 743 0.16 – 0.25 4.00 17 – 5.1
Serpens B 495 0.14 – 0.21 4.00 6.8 – 5.1b
σ Ori 542 0.17 0.41 3.00 1.30 146 5.1 17
λ Ori 106 0.33 2.96 14.00 1.80 214 6.4 26.8
NGC 2024 2.16 × 103 0.16 0.24 0.90 4.01 132 4.8 15–25
aAlthough numbers are recorded in Portegies Zwart et al. (2010), the reported values for rcore, reff, and γ are inconsistent. We therefore use reff from Mengel
& Tacconi-Garman (2007), and fit an appropriate core radius.
bThis is the maximum mass found throughout Serpens, placed at the centre of Serpens A. Therefore, this represents the truncation value of the IMF, not the
maximum mass in Serpens B.
Figure 2. Stellar luminosity as a function of mass based on the models of
Schaller et al. (1992) and Castelli & Kurucz (2004), which can be compared
with the results of Armitage (2000). The red line indicates the total lumi-
nosity, while the black dashed and solid lines represent the FUV and EUV
luminosities, respectively.
3 TIDALLY TRUNCATED DISC RADII
As discussed in the introduction, in order to calculate disc radius
evolution in a stellar cluster, the theoretical treatment available in
the literature for the post-encounter disc radii requires updating.
Previous works have made parametrizations of the truncation radius
due to star–disc encounter, for example Breslau et al. (2014) find an
empirical relation for the truncation radius of a disc of test particles
for a range of perturber to host mass ratios M2/M1. However, as
with the previous investigation of Hall et al. (1996), this calculation
was neither performed over an exhaustive range of disc orientations
such that angle-averaged results could be obtained and nor were
hyperbolic trajectories considered. Clearly, a prescription for the
former is necessary to apply to general encounters in a cluster.
It also turns out that many encounters which occur in a cluster
with a realistic distribution of stellar masses are highly eccentric
(e.g. Vincke & Pfalzner 2016), and therefore an evaluation of the
influence of hyperbolic encounters on a disc is also required.
We note that the recent study by Bhandare et al. (2016) attempted
to expand on Breslau et al. (2014) by angle averaging over disc trun-
cation radii. However, the fitted prescription for the post-encounter
disc radius is not scale free since it would imply that the ratio of
post-encounter radius to pericentre distance would depend on the
absolute value of the latter. For this reason, while we still expand on
the parameter space by considering different eccentricity encoun-
ters, we do not make assumptions about the form of our solution
based on Bhandare et al. (2016), and use a fresh approach for finding
the mass dependence for angle-averaged tidal truncation radii.
Therefore, in this section, we first build on previously developed
models for tidal truncation for an arbitrary encounter. From Sec-
tion 3.5 onwards, we apply our model to cluster environments by
considering a theoretical encounter rates in order to contextualize
our findings, the results of which are discussed in Section 3.7 and
beyond.
For the disc evolution, we consider the case both of a solar mass
star and smaller stars at the hydrogen burning limit. In all cases,
we take a canonical initial outer disc radius of 100 au and apply
statistical arguments to follow the radius evolution over 3 Myr of
evolution for a range of cluster densities and velocity dispersions.
There is observational evidence that disc around brown dwarves
are more compact than around solar mass stars (Alves de Oliveira
et al. 2013; Testi et al. 2016; Tazzari et al. 2017; Tripathi et al.
2017). By studying the differential effect of mass on expected disc
radius, we aim to establish whether close encounters are a plausible
mechanism for this difference.
3.1 Numerical method
We follow the same numerical method as in Winter et al. (2018)
to evaluate the effect of a stellar encounter on a ring of test parti-
cles around a host star, which we review briefly here. The general
Bulirsch–Stoer algorithm of the MERCURY orbital integrator for Solar
system dynamics is used (Chambers 1999).
We have modelled each ring with N = 200 particles, this being
a compromise between computational expense and accuracy (this
choice is discussed in Appendix C). Such a ring of N particles is
MNRAS 478, 2700–2722 (2018)
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Figure 3. Contours follow the local number density and FUV flux within each cluster. All clusters are divided into radial bins and the mean flux and number
density in that bin are represented by the square markers, except in the case of a contour for Cygnus OB2 marked by triangles which are the results when
substructure is considered. The shaded regions represent the standard deviation (±1σ ) of the flux in each radial bin. The numbers in brackets represent the
assumed maximum stellar mass in solar masses for each cluster. The solid black line follows G0 = 103(nc/pc−3)1/2.
then fixed at some distance r from a central star of mass M1. A
second star of mass M2 is placed on a trajectory at a time 50 test
particle orbits prior to closest approach, and integrated for the same
time subsequent to that approach. While for different r, this does
not physically correspond to the same phase difference the results
are found to be insensitive to the initial location of the perturber.
We define two angles of orientation: the angle between the di-
rection of pericentre and the line of intersection of the disc and
the orbital plane, α, and the angle between the angular momentum
vector of the disc and that of the orbit, β (see Ostriker 1994; Winter
et al. 2018). We will angle-average our solutions (Section 3.3) so
the precise definition of the disc orientation is not important to our
results.
3.2 Outer radius definition
In order to establish the outer disc radius after an encounter R′out,
previous studies have established definitions based on some limit
on the surface density of a disc (e.g. Breslau et al. 2014). Here,
we define R′out by the post-encounter circularization of particles
that remain bound after the encounter. Assuming Keplerian motion
we have angular momentum L ∝ r1/2, and therefore the fractional
change in radius for a particle i:
ri
r
=
(
Li
L
)2
+ 2Li
L
.
We average the circularization radii for all particles in the ring
that remain bound and define the disc outer radius as being the
maximum value of r′ for all the rings in the disc. We however add
the requirement that only rings where >90 per cent of the particles
remain bound after the encounter are used in determination of the
new disc outer radius. If these rings are not excluded, the trajectories
of a small number of particles introduce significant noise into the
outer radius determination.
Hence, the new outer radius of the disc is defined:
R′out = max
{
r + r : r < Rout and N ′/N > 0.9
}
and the change in outer radius is Rout = Rout − R′out. In the
case of close, coplanar, prograde, and parabolic encounters, this
definition yields the same truncation radius as in the literature
R′out ≈ 0.28(M2/M1)1/3xmin (e.g. Hall et al. 1996; Breslau et al.
2014).
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Table 2. Fitting parameters and errors for our general model for post-
encounter disc radius. All values are established using an MCMC imple-
mentation except for φ3.
Parameter Value σ + σ−
φ1 0.629 0.633 0.624
φ2 0.112 0.114 0.109
φ3 0.133 – –
ψ1 0.301 0.307 0.296
ψ2 0.936 0.947 0.924
ψ3 0.320 0.323 0.317
3.3 Modelling
To make our results applicable to general encounters, we aim to
produce a set of equations to define the post-encounter outer radius
R′out as a function of the encounter parameters: the closest approach
distance xmin, the eccentricity epert, and the ratio of the perturbing to
host mass M2/M1. The orientation of the disc with respect to the per-
turbing star is also important for the truncation radius; however, in
order to simplify the models we address the angle-averaged results.
These are given by〈
Rout
Rout
〉
= 1
4π
∫ 2π
0
dα
∫ π
0
dβ sin β
Rout
Rout
(α, β),
where α and β parametrize the disc orientation as described in
Section 3.1. We note that the angle averaging we perform is in fact
the sum over trapezia using the outer radius results at intervals of
30◦ in order to make calculations over the required range of angles
computationally practicable.
The nature of the fitting formula with which we model our re-
sults is discussed in Appendix D. In short, we model three distinct
regimes in the closest approach distance xmin using six fitting pa-
rameters φi = 1, 2, 3, ψ i = 1, 2, 3. In the closest regime, the disc radius
is considered to be a fixed fraction of the closest approach for given
mass ratio M2/M1 and eccentricity epert. In the distant regime, we
assume the disc radius is unchanged. The model is highly simpli-
fied but we will find that it is sufficient in all the physically relevant
regions of parameter space.
3.4 Post-encounter disc radius
Our model, the form of which is described by equations (D2)
through (D5), is fitted with the parameters summarized in Table 2.
Fig. 4 shows the results in the M2/M1 = 1 case. We find good agree-
ment with the simulations within 10 per cent except in the limit of
large epert and Rout/xmin (penetrating, hyperbolic encounters). En-
counters in this region of parameter space are both unlikely and
expected to yield capture scenarios and PPD destruction. However,
we note that caution should be used when applying our results for
arbitrary masses and eccentricities. Due to the difficulty with the
highly hyperbolic case, we exclude the epert = 40 results during our
fitting procedure.
In order to obtain the final fitting parameter φ3, we choose the
value which best fits the simulation results for M2/M1 = 10, shown
in Fig. 5. The form of the fitting function ensures that R′out is less
dependent on epert for large M2/M1, which we find is partially true. In
reality, the relationship between these parameters is more complex,
and in the M2/M1 = 10 case we see that R′out/xmin does not vary
monotonically with epert. Our prescription is only out by more than
20 per cent in the extremely hyperbolic case epert = 40, and for all
the rest of the results the model is accurate within 10 per cent.
We further test our model for M2/M1 = 100, where the depen-
dence of the truncation radius on epert is more complex and difficult
to model accurately than at lower mass ratios. Despite this, the ma-
jority of our numerical results remain within ∼20 per cent of the
model predictions. Given that penetrating encounters with a mass
ratio M2/M1 ∼ 100 occur with low probability given the form of the
IMF and typical velocity dispersions in clusters, we do not address
a more sophisticated treatment of this region of parameter space
here.
A comparison between the simulation results and the model is
shown for M2/M1 = 0.5 in Fig. 6. No further adjustment to the model
parameters is applied in this case. Results are once again within
10 per cent of the model for epert < 10, and the discrepancies largely
occur in regions which are both unlikely (highly hyperbolic and
close encounters) and prone to inducing binaries or disc destruction.
Additionally, we investigate the effect of varying the particle
number threshold for N′/N, and find that reducing it only influences
the results for low probability (i.e. highly hyperbolic, penetrating)
encounters. Our model remains in agreement with the simulation
results within 10 per cent in the regions of parameter space which
are of interest.
3.5 Encounter rate
In order to generate appropriate cluster models, we must first estab-
lish the encounter rate for varying environments. This is discussed
in Appendix E, and is dependent on the IMF, the stellar number
density nc, the velocity dispersion σ v and substructure (e.g. Olczak
et al. 2006; Craig & Krumholz 2013). The latter can be approxi-
mately parametrized by employing two additional quantities – the
total number of stars Nc and the initial fractal dimension D0. The
differential encounter rate is denoted d = γ dxmin dV2 dM2 and de-
fined in equation (E1). In the most general form, we want to estimate
the probability that an encounter occurs in a small region of param-
eter space: its closest approach in a spatial range δxmin around xmin,
a perturbing mass range δM2 around M2, the range of dimensionless
square relative velocity at infinity δV2 and a time range δt. For con-
venience, we label such a box A, its volume δA = δxmin δV2 δM2 δt
and a coordinate in parameter space a. Assuming that encounters are
uncorrelated, they can be modelled as a Poisson process, and thus
the probability that an encounter will occur in A is approximately
P(a ∈ A) ≈ 1 − exp (−γ δA), (5)
where γ is evaluated at some point in A. In the limit δA → 0 the
term in the exponent can be integrated such that the probability of
an encounter in any given range can be calculated.
Given this general encounter rate, we identify six distinct clus-
ter models to investigate. For the most simplifying conditions, we
consider a cluster comprised of equal mass stars without any sub-
structure. Two additional models are required to examine the effect
of a realistic IMF and time-dependent substructure. In each case, a
‘high-density’ and ‘low-density’ model give a sense of the depen-
dence of disc evolution on nc. Practically, we can use the theoretical
encounter rates to estimate what high- and low-density regions are
of interest. Equation (5) is evaluated as an integral over 3 Myr for
a cluster comprised of solar mass stars and without substructure in
Fig. 7. We choose a high-density model with nc = 5 × 104 pc−3 for
which a significant fraction undergo an encounter such that xmin 
100 au.
For a ‘low-density’ model, we choose nc = 104 pc−3. We note
that this is not low-density in that it is higher than typical densi-
ties suggested by local observations, although theoretically making
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Figure 4. The angle-averaged post-encounter radius R′out of a disc with initial radius Rout as a fraction of the closest approach distance of an encounter xmin
where stellar components are of equal mass M2/M1 = 1. Simulation data points are shown as squares. The model, which is fitted to the data points where the
perturber eccentricity epert ≤ 20, is shown by the dashed lines (see the text for details). The residuals are shown in the bottom panel.
statistical predictions on such properties is strongly dependent on
the formation environment (Kruijssen 2012). Bressert et al. (2010)
found that the stellar surface density distribution in the local 500 pc
varies up to ∼103 pc−2, with a peak (by population) at ∼22 pc−2.
However, the majority of stars in a region with nc = 104 pc−3 have
closest encounters such that 100 au <xmin < 103 au. Hence, this
represents an intermediate environment, approximately the lowest
density where we expect a population of PPDs to undergo any
significant tidal truncation.
We additionally need to define a 1D velocity dispersion σ v. In
many cases, interpreting real cluster properties is not straightfor-
ward. For example, many clusters appear to be supervirial, and
it is possible that this is because velocity dispersions are overes-
timated due to binaries (Gieles, Sana & Portegies Zwart 2010).
Incompleteness and uncertainties in establishing cluster member-
ship also contribute to uncertainties in local stellar densities. For
more detailed discussion see Stolte et al. (2010). For a review of
the properties of young massive clusters see Portegies Zwart et al.
(2010). We assume a velocity dispersion of ∼ 1–5 km s−1 is usual in
most clusters (e.g. Hillenbrand & Hartmann 1998; Clark et al. 2005;
Rochau et al. 2010; Clarkson et al. 2012), although in some clusters
a larger σ v is observed (such as Cygnus OB2 Wright et al. 2016).
In our models, we initially assume σ v = 4 km s−1, but subsequently
examine the effect of varying this value.
For the cluster models including an IMF, we use ξ as in equation
(3) (Kroupa et al. 1993). In models for a single stellar mass, all
stars are assumed to have m = 1 M. All the cluster models are
summarized in Table 3. These models are not intended to be a
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Figure 5. As in Fig. 4 except the ratio of the perturber to host stellar mass is M2/M1 = 10. The model values (dashed lines) are fitted only to the simulation
data of the M2/M1 = 1 case except in the asymptotic limit Rout/xmin  1, where an additional mass-dependent factor is fitted (see the text for details).
realistic representation of an overall cluster, not least because in
the dynamic evolution of a real cluster the stellar density and mass
distribution is likely to be spatially dependent. They are instead
intended to reproduce the local conditions and therefore apply to a
disc which has spent its life in a fixed stellar environment.
3.6 Numerical method
We adopt a Monte Carlo approach in quantifying the stochastic
evolution of the outer radius of a disc embedded in a stellar clus-
ter. For each model in Table 3, 103 disc evolutions are calculated.
In the case that an IMF is included (Models E and F), the mass
of the host star is drawn from the distribution defined by ξ in
equation (3).
For each disc, the parameter space (over time, mass of perturbing
star and spatial separation) is divided into grid cells, each of size
δA as defined in Section 3.5. Each grid cell is assigned a random
number u ∈ [0, 1). If u < P(a ∈ A), as defined in equation (5), then
an encounter is logged. The point in parameter space is then drawn
at random from within the grid cell A.
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Figure 6. Angle-averaged outer radius of a disc due to an encounter with a star of varying closest approach distance xmin and trajectory eccentricity epert.
Model (dashed lines) and simulation results (squares) for the case where M2/M1 = 0.5.
Some consideration as to the maximum size of each grid cell δA
is required. The size of a partition for each variable ai should be
limited such that δai  γ /
∣∣∇ai γ ∣∣. For the time dimension the size
of δt is important only in cases where substructure is included, when
it is necessary that δt  τ cross, the crossing time of the cluster.
Finally, the probability of two encounters occurring in the same
grid cell A should be small. If we take a maximum probability that
two events occur in the same cell as 1%, this means that P(a ∈
A) < 0.1. From equation (5), this gives
δA <
− ln(0.9)
γ
.
We therefore chose our grid cells carefully to adhere to these condi-
tions, varying the cell partitions depending on the model parameters.
In this manner, a series of encounters is assigned to a set of
points {a} in parameter space. The encounters are then applied
to the disc under consideration in chronological order, such that
the disc response is appropriate for each sequential encounter. The
initial outer radius is defined to be 100 au regardless of host mass,
and the outer radius of the disc responds to subsequent encounters
as described in Section 3.4.
3.7 Cluster evolution results
3.7.1 Uniform density cluster
The outer radius evolution results for all the models are shown in
Fig. 8, where the uniform density clusters composed of 1 M stars
are top left and top right, which are the low- and high-density cases,
respectively. In order to interpret these results physically, we have
categorized them according to the closest encounter distance of the
disc in question. The threshold xmin/Rout < 2 is commonly taken
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Figure 7. The probability of a star having an encounter for which xmin < X
in different stellar densities after 3 Myr. The cluster is assumed to have
uniform density and be composed of stars with mass 1 M, with 1D velocity
dispersion σv = 4 km s−1.
Table 3. Summary of cluster model parameters. In cases where the fractal
dimension D0 = 3.0, uniform conditions, the number of stars in the cluster
is irrelevant. Where the IMF is not listed all stars are assumed to be of solar
mass.
Model nc (pc−3) D0 σ v (km s−1) Nc IMF
A 104 3.0 4.0 – –
B 5 × 104 3.0 4.0 – –
C 104 2.0 4.0 103 –
D 5 × 104 2.0 4.0 103 –
E 104 3.0 4.0 – ξ
F 5 × 104 3.0 4.0 – ξ
as a criterion for significant disc truncation (e.g. Hall et al. 1996).
We show in green the subset of discs that are only influenced by
encounters such that xmin/Rout > 2. The results including all discs
are shown in black.
Clearly, Model A yields no significant truncation, with the mean
and median radii being little affected by encounters even when stars
undergoing close encounters are included. The truncation extent is
much greater in the high-density Model B, producing significantly
reduced disc radii (∼50 au). More distant encounters still have little
effect on the disc evolution, in agreement with Winter et al. (2018).
Further, the fraction of discs which do not have a close encounter is
shown in Table 4, and we find that for such a high-density cluster
very few discs have only distant encounters over 3 Myr.
3.7.2 Structured cluster
For a cluster with substructure, we expect to see a rapid evolution
of disc outer radii at early times due to the effective stellar density
enhancement (and therefore the cluster encounter rate), which is
reduced over a crossing time τ cross, as the cluster relaxes. This
is confirmed in Fig. 8. In the cases that the cluster initially has
substructure (Models C and D), Rout initially drops more rapidly.
As the cluster ages, however, the rate of change dRout/dt decreases
so that after 3 Myr the average outer radii do not differ greatly from
the unstructured case.
We note that the extent of the difference between structured and
unstructured models is dependent on the crossing time τ cross, and
therefore the number of local cluster members Nc for a given local
stellar density. As we have fixed Nc = 103 in both of our substruc-
tured models, the cluster relaxes faster in the higher density Model
D as opposed to the lower density Model C (see Appendix E). It
is possible to increase the length of time for which the number
density is enhanced by structure, but this pushes into regions of
parameter space which are physically unlikely, requiring dense and
large stellar populations. Similarly, a smaller τ cross would reduce
the time-scale over which density is enhanced.
3.7.3 Cluster with stellar mass distribution
A realistic IMF is implemented in Models E and F, which are shown
in the right and left bottom panels of Fig. 8, respectively. The evo-
lution of the disc radii for the global population is not significantly
altered from Models A and B, without an IMF implementation.
Some slight truncation for discs that only underwent distant en-
counters is observed in Model F due to the influence of high-mass
perturbers such that M2/M1  1. However, the fraction of discs
which escape close encounters in this high-density environment
remains low at 1.4 per cent.
While the overall statistical properties of the disc radii in the
cluster are the same, we can make comparisons between stars of
different mass within the cluster. We discuss the mass dependence
of the truncation radii below.
3.8 Mass-dependent truncation
Although we will find that tidal truncation is unlikely to ever drive
disc radius distributions within a stellar population, we consider
the dependence of tidal truncation effects on stellar mass for the
sake of completeness. Given that a larger ratio M2/M1 yields greater
angular momentum transfer, we should expect the final outer radius
of a disc to increase with the host mass M1. This is considered in
Fig. 9. We divide the samples for Models E and F into two even
subsets by a mass threshold (0.23 M) and plot the cumulative
fraction of the outer radius distribution. Differences between the
high- and low-mass sets are clear, and yield two-tail KS test p-
values 0.05 for our samples of 1000 stars in both Models E and
F, and they are still 0.05 when the same analysis is considered
for a random subset of 100 stars. In the case that tidal truncation
is the dominant truncation mechanism within a cluster, in principle
it might be possible to find differences between the outer radius
distributions in real observations. However, putting constraints on
disc radii to within ∼10 per cent for such a large sample of discs is
realistically challenging.
3.9 Probability averaging
In order to produce a more thorough exploration of the effect of
changing σ v and nc, and given that final disc radii are largely de-
termined by the ‘strongest’ encounter, the average outer radius for
a given stellar mass can be approximated by direct calculation in
the following way. First, we choose two comparison masses, M∗
= 0.08 and 1 M, and for each M∗ we sort the regions of encounter
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Figure 8. Median (solid lines) and mean (dashed lines) outer disc radius evolution for each cluster model. The black lines are results for all discs, the green
lines are for discs which did not have any encounters such that xmin/Rout < 2. The parameters for each of the models are shown in Table 3.
Table 4. The fraction of discs which did not undergo a close encounter (xmin/Rout < 2) over 3 Myr in each model.
Model A B C D E F
No close enc. 32 per cent 0.8 per cent 11 per cent 0 per cent 40 per cent 1.4 per cent
parameter space {Ai }M∗ by how much a 100 au disc is truncated,
giving us a corresponding set of outer radii {Rout,i}, ordered from
smallest to largest. We then define a cumulative probability Ci, such
that
Ci+1 = Ci + P(a ∈ Ai+1) · (1 − Ci ),
where C0 = 0. Each Ci is the probability that a stronger encounter
than Ai + 1 has occurred over the relevant time period. Hence,
the probability that Ai is the strongest encounter is P(a ∈ Ai) ·
(1 − Ci − 1). Then, for a given host mass M∗, the mean outer radius
can be approximated
¯Rout(M∗) =
∑
i=1
Rout(Ai ; M∗)P(a ∈ Ai ; M∗) · (1 − Ci−1),
where Rout(Ai; M∗) is the post-encounter outer radius of a 100 au
disc hosted by a star of mass M∗ due to an encounter in the parameter
range Ai.
Applying this in varying cluster conditions yields the results in
Fig. 10. These results are particularly interesting in the context of the
outer radius dependence on the velocity dispersion within the clus-
ter. Although overall encounter rates increase monotonically with
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Figure 9. Cumulative fraction of the outer radius distribution Rout of discs evolving in a cluster wherein stellar masses are drawn from the IMF ξ in equation
(3) for Model E (left) and Model F (right). Samples of 1000 stars are divided into two approximately even samples by the host mass M1 using the limit
0.23 M.
σ v, the likelihood of an encounter being hyperbolic also increases.
In the case where M2/M1  1, the final outer radius of the disc is
highly dependent on the eccentricity of the encounter. Therefore,
particularly in the case of a relatively high mass star, tidal truncation
is enhanced when the velocity dispersion within the cluster is small,
even though there are fewer close encounters. Hence, a prescription
for the dependence of truncation extent on eccentricity is an impor-
tant addition to the theory of star–disc encounters. We find that the
most significant tidal truncation for all stellar masses is likely to
occur in regions with σ v  1 km s−1 and nc  2 × 104 pc−3.
The ratio of the average outer disc radii in different cluster con-
ditions is plotted in the bottom panel of Fig. 10. The ratios between
the average radius for the σ v, nc chosen Models E and F, are found
to be 1.06 and 1.20, respectively. The corresponding ratios obtained
from the mean values of the subsets in Fig. 9 are 1.06 for Model E
and 1.17 for Model F. These values are comparable despite inclu-
sion of a distribution of host masses in the latter case. Fig. 10 can
therefore be considered a valid comparison to real data sets over
a range of host masses divided into subsets. Our results indicate
that the region of cluster parameter space for which tidal trunca-
tion of PPDs is most significant (low-velocity, high-density) is not
the same as the region of the greatest distinction between differ-
ent stellar masses (high-velocity, high-density). Samples obtained
from environments in which velocity dispersions are smaller than
in Model E and Model F might exhibit less clear differences when
analysed as in Fig. 9.
3.10 Conclusions on tidal truncation
We have presented a full investigation of PPD radius distributions
driven by tidal encounters in local environments with varying stel-
lar density and velocity dispersion. Our main conclusions are as
follows:
(i) The expected (mean) outer disc radius ¯Rout (from an initial
outer radius of 100 au) in a given environment is dependent on
the local stellar number density nc, velocity dispersion σ v and host
mass M1. The value of ¯Rout is minimized for large nc, small σ v, and
small host mass M1.
(ii) We find that no environments for nc < 104 pc−3 yield
¯Rout < 80 au within 3 Myr regardless of σ v and M1. In most cases,
¯Rout is larger than this, almost unchanged from the initial value. At
higher local number densities nc ∼ 5 × 104 pc−3, we find that tidal
encounters significantly truncate PPDs below 100 au. We there-
fore adopt a fiducial density threshold above which tidal truncation
becomes significant in PPD evolution nc > 104 pc−3.
(iii) The differential effect of host mass M1 on the outer radius
distribution is a rather weak effect. Unlike the degree of absolute
truncation, the difference in outer radii between low- and high-
mass host stars is maximized for large σ v (and large nc). Even in
the extreme case of nc = 5 × 104 pc−3 and σ v = 5 km s−1, the
difference in ¯Rout between a brown dwarf and solar mass star is
only ∼25 per cent. A large sample of well-constrained PPD radii
in such an environment would be required to detect any statisti-
cally significant differences between high- and low-mass stellar
populations.
(iv) Substructure can enhance encounter rates and therefore re-
duce disc radii within a stellar population in the short term. This
is simply the statement that enhanced stellar densities result in in-
creased truncation, and the canonical stellar density limit of 104 pc−3
should be seen as a threshold on the effective local stellar density
(i.e. incorporating the role of substructure) in the context of ob-
served environments.
The relevance of these conclusions depends on whether there
exist any environments in which star–disc encounters are the domi-
nant truncation mechanism within a cluster. We now use our results
to compare to the photoevaporation rates we expect to find in the
most dense cluster environments to establish the likeliness that this
is ever the case.
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Figure 10. Top: mean outer radius of a disc hosted by a star of mass
0.08 M as a function of cluster properties, velocity dispersion σ v, and
number density nc. Middle: mean outer radius for a disc around a 1 M
star. Bottom: ratio between the average disc outer radius of a disc hosted by
a 1 and 0.08 M star.
4 PH OTO E VA P O R AT I O N
In order to place our results regarding tidal truncation in context, we
need to compare with truncation induced by photoevaporation for a
star which spends 3 Myr in environments of a given G0. Modelling
disc evolution in this way requires knowledge of mass-loss rates
over a range of disc radii and G0 values. The mass of the host
star and disc also influences the photoevaporation rates, but this
is addressed in detail by Haworth et al. (2018), and we therefore
do not investigate here. Instead we consider 0.1 M discs around
solar mass stars and ask in what regimes are photoevaporation and
tidal truncation dominant. Mass-loss rates are greater for lower mass
stars, and therefore the loss rates quoted here represent a lower limit
for the majority of a given stellar population.
4.1 EUV versus FUV induced mass-loss
While we focus here on the mass-loss rates induced by FUV pho-
tons, we also consider how our results might be altered by con-
sidering the ionizing influence of the EUV photons. For outflows
driven predominantly by the EUV, the FUV-induced photodissocia-
tion region (PDR) remains thin compared to the disc radius and the
thermal pressure (and therefore the mass-loss rate) is determined
by photoionization, rather than the heating of neutral gas as in the
FUV case.
FUV-dominated flows can only occur when both the ionizing
EUV flux is relatively weak and there are sufficient FUV photons
to heat gas to escape velocities. The escape velocity (and mass-loss
rate) is dependent on the temperature of the PDR, which is only
weakly dependent on the FUV flux for G0 ∼ 104–106 (where the
temperature of the PDR is ∼103K). Whether or not FUV can induce
mass-loss is dependent on Rout with respect to the critical radius
Rg = G M1
c2s
≈ G M1μmH
kBT
≈
(
T
1000 K
)−1( M1
M
)
140 au
for which the thermal energy is equal to the binding energy, where
cs(G0) is the sound speed in the heated surface layer. In order for
significant FUV-induced photoevaporation to occur, Adams et al.
(2004) find that Rout/Rg  0.1 is required. We apply the results of
Facchini et al. (2016) to obtain expressions for the mass-loss rate
as a function of Rout for a range of G0 values 30 < G0 < 3000.
The above calculations assume that the effect of EUV radiation
is restricted to radii in the flow that are outward of the sonic point
in the FUV-driven wind and that EUV radiation thus plays no part
in setting the mass-loss rate. If however the ionization front lies
close to the disc (i.e. the PDR region is thin) then the mass-loss
rate is set by conditions of ionization balance close to the disc
surface. In practice, this means that the actual mass-loss rate can be
approximated by the maximum of the FUV rate and the mass-loss
rate resulting from EUV irradiation of an object equal in size to the
disc (i.e. of size Rout). Johnstone et al. (1998) find the expression
for the EUV mass-loss in the thin PDR limit is
˙MEUV = 9.5 × 10−9
( fr49
x215
)1/2
R3/212 M yr
−1, (6)
where
49 = i1049 s−1 x15 =
xi
1015 m
R12 = Rout1012 m
and i is the EUV photon luminosity of the source i (shown as
a function of stellar mass in Fig. 11), xi is the distance to the
same source, and fr is the fraction of EUV photons which are not
attenuated by the ISM, which we assume hereafter to be unity.
The ratio of the FUV to EUV loss rates are shown in Fig. 12.
For the range of G0 values for which we have mass-loss rates,
the FUV dominates down to G0∼ 100. In reality,there is a second
region close to the star (0.1 pc, G0  105) at which the EUV
is again expected to dominate, but our models do not cover this
regime. This can be understood in that the EUV mass-loss rate
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Figure 11. Number of EUV photons emitted from a star of a given mass.
Figure 12. Ratio of the initial mass-loss rates in a 0.1 M disc with
Rout = 100 au around a 1 M induced by FUV versus EUV radiation. The
region in which EUV photons induce greater mass-loss ( ˙MFUV/ ˙MEUV < 1)
is shaded red. The cases for a 20, 40, and 100 M radiating source are
shown.
varies inversely with distance (equation 6) while the FUV mass-
loss rate plateaus at high G0  104 and then falls more steeply
with declining G0 for G0  103. These G0 thresholds are lower
than those found, for example, by Sto¨rzer & Hollenbach (1999)
because the region where FUV is dominant is dependent on disc
radius, and our 100 au initial condition is larger than the disc radius
considered in that study. While we will hereafter focus on the radius
evolution of PPDs due to FUV radiation only, we note that this is
effectively a lower limit on the rate of photoevaporation in the cluster
environments we consider. This is sufficient for our purposes of
comparing photoevaporation to tidal truncation in different regions.
4.2 Disc evolution
To model the disc evolution, we follow the method of Clarke (2007,
see also Anderson et al. 2013), and model the disc subject to a com-
bination of viscous evolution and photoevaporative mass-loss from
the outer edge. In brief, the viscous evolution is modelled with a
parametrized viscosity that scales linearly with radius (correspond-
ing to constant Shakura & Sunyaev (1973) α and a temperature
scaling as R−1/2) and the evolution is following on a 1D grid equis-
paced in R1/2. A zero torque inner boundary condition is applied; the
cell that is deemed to be the instantaneous outer edge cell is subject
to both viscous outflow from the inwardly lying cell and a sink term
for mass leaving in the wind. If the resultant of these leads to mass
accumulation in the edge cell, the edge cell is advanced outwards.
In the case that the edge cell is subject to net mass-loss, we apply a
threshold criterion at which we move the outer cell inwards, verify-
ing that provided the threshold value is sufficiently low, the secular
evolution is insensitive to its exact implementation.
We apply this disc evolution to a solar mass star, as this is the mass
for which the largest data sets of PPD radii will be available, and we
can compare to the corresponding calculations in Section 3.9. To
obtain a upper limit on the photoevaporation time-scale, we choose
the maximum initial disc mass that is compatible with gravitational
stability (0.1 M). The viscosity is normalized so that the initial
accretion rate on to the star is 7 × 10−8 M yr−1, consistent with
the upper end of the accretion rate distribution for solar mass stars
(Manara et al. 2016).
4.3 PPD destruction time-scale
We apply our treatment of the disc radius evolution to a 0.1 M
disc around a 1 M host star in Fig. 13. In the radius evolution, we
see that for a given initial disc profile, the disc shrinks throughout
its evolution for G0 = 3000 but initially expands outwards for G0
 300 until the mass-loss rate (which increases with Rout) balances
the viscous expansion. In this latter case, the PPD then eventually
shrinks once the disc has been significantly drained by both pho-
toevaporation and accretion. The photoevaporation accelerates disc
destruction even when the disc is very compact because it prevents
the disc from viscously re-expanding by removing the material at
the outer edge, thereby suppressing the evolution time-scale.
The time-scale τ phot. over which the FUV flux destroys a PPD is
defined to be the time at which the disc is depleted such that Rout < 10
au or the mass falls below 10−6 M (in practice the disc lifetime is
usually dictated by the latter). Such a definition is appropriate both
because it represents a lower bound of the detectability of PPDs and
because the disc does not persist long at low masses/radii as shown
in Fig. 13. The value τ phot. is shown as a contour in Fig. 14 and we
find that it varies between 3 and 10 Myr for 30 <G0 < 3000.
Our definition of τ phot. is conservative (i.e. we define the time-
scale over which photoevaporation occurs to be the time-scale for
severe truncation). This is because our aim is to compare regions of
dominance of the two truncation mechanisms (tidal encounters and
photoevaporation) which act in different ways upon a disc popula-
tion. Encounters are stochastic, and therefore cause a distribution
of outer radii. In contrast, assuming all discs have the same initial
conditions, the effect of FUV flux has a consistent effect on all such
discs in the same environment. Therefore, in order to estimate the
time-scale over which tidal encounters are irrelevant to the evolution
of the PPD population as a whole, we choose τ phot. to be the period
over which the disc is severely truncated (practically equivalent to
the time-scale of complete truncation as shown in Fig. 13).
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Figure 13. Outer radius (top) and mass (bottom) evolution of a 0.1 M
PPD around a 1 M star for G0 = 30 (solid), 300 (dashed) and 3000 (dot-
ted). We have marked our definition of the photoevaporation-induced disc
destruction time-scale τ phot.(G0) as a vertical red line in each case.
5 TIDAL TRU N CATION V ERSUS
P H OTO E VA P O R AT I O N
In Fig. 15, we have marked the flux limit for which we expect a
0.1 M PPD around a 1 M star to survive for 3 Myr. We have fur-
ther marked our approximate lower number density limit required
to see significant tidal truncation in a disc population over the same
period (∼104 pc−3). As discussed in Section 3.9, this limit is moder-
ately dependent on the local velocity dispersion, and some fraction
of a population with nc < 104 pc−3 will experience chance close
encounters.
We find that in all regions where significant tidal truncation oc-
curs within 3 Myr (τ tidal  3 Myr) also correspond to regions in
which the FUV flux is sufficient to destroy the disc over this time-
scale (τ phot. < 3 Myr). In other words, we do not find any clusters
or associations which contain environments occupying the bottom
right of Fig. 15. Therefore, we conclude that there is no evidence
supporting tidal truncation as a dominant mechanism influencing
Figure 14. The evolution of the outer radius of a 0.1 M PPD around
a 1 M star in different (constant) FUV flux environments. The contour
follows the time at which the disc is considered to be ‘destroyed’, where
Rout < 10 au or Mdisc < 10−6 M.
PPD evolution in real clusters. However, some caveats and possi-
bilities are due discussion:
(i) First, we acknowledge that our cluster sample is not complete.
It is possible that there exist clusters with a low mmax and enhanced
stellar densities in which tidal encounters are important for disc
evolution. However, we do not find any local examples of such en-
vironments. Given that there is little variation in the flux–density
profiles of the most massive clusters (Fig. 15), we expect this can
only be the case in clusters with Mclust  103 M. There is currently
no evidence for such star-forming environments in which encoun-
ters should dominate over photoevaporation as a disc truncation
mechanism.
(ii) In present cluster environments, past substructure might have
enhanced number densities, and thus the encounter rate. However,
based on the results in Fig. 15, the degree of substructure must be
such that local number densities are increased by more than two
orders of magnitude to produce any regions in which tidal trunca-
tion is significant. Equally, an enhancement in number density will
by definition reduce the distance between stars, and hence also in-
crease the local FUV flux. Furthermore, substructure is short-lived
and corresponds to the highly embedded phase of star formation
which is less well quantified than the (few Myr old) environments
shown in Figs 3 and 15. We emphasize that our calculations are de-
signed to study the long-term attrition of discs due to the influence
of the mean environment on time-scales of Myr and that – in this
case – dynamical interactions taking place within small dense mul-
tiple systems would be instead considered as providing disc initial
conditions.
(iii) Extinction within young clusters can reduce the effective
G0 experienced by PPDs. Based on Fig. 15, the FUV flux would
have to be reduced by a factor 50 to leave regions in a regime
of tidally induced truncation. Cardelli, Clayton & Mathis (1989)
parametrize extinction as a function of wavelength, and in the FUV it
is estimated at AFUV/AV ≈ 2.7. The column density of hydrogen, NH,
required for 1 mag extinction is NH/AV ≈ 1.8 × 1021 cm−2 mag−1
(Predehl & Schmitt 1995). For a factor 50 reduction in FUV flux, this
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Figure 15. Cluster contours in nc –G0 space as in Fig. 3 are shown here in grey. The horizontal green line shows the minimum G0 such that the 0.1 M disc
around a 1 M star will be completely destroyed by photoevaporation within 3 Myr. The vertical red line delineates the approximate regimes in which the
number density is sufficient to produce significant tidal truncation for a 100 au disc within 3 Myr. The solid black line follows G0 = 103(nc/pc−3)1/2, with
dashed lines showing 1 dex around this value. The number in brackets next to the cluster name represents the assumed maximum mass in the cluster mmax,
which may be observed or predicted (see the text for details).
corresponds to ∼10 mag, or AV ≈ 3.6m and NH ≈ 6.5 × 1021 cm−2.
If the gas distribution is uniform over 2 pc this requires a volume
density nH ∼ 103 cm−3, which is high for a GMC (Solomon et al.
1987). Such extinction is observed, for example towards Cygnus
OB2 where AV ∼ 4m–7m is found, although this is likely due to
foreground as well as internal gas (Wright et al. 2010; Guarcello
et al. 2012). We further note that gas in stellar clusters tends to
be clumpy, which reduces the efficiency with which it attenuates
incident flux, and that the lifetime of the embedded phase is similar
to the lifetime of a PPD ( ∼2–3 Myr – see Lada & Lada 2003).
Overall, while extinction may significantly reduce the effect of
photoevaporation on a PPD population, it is not likely to be sufficient
to make tidal encounters the dominant truncation mechanism in a
local environment.
(iv) For the region in the top right of Fig. 15 (where both τ phot.,
τ tidal  3 Myr), we still do not expect tidal encounters to shape the
outer radius distribution for three reasons. First, the definition of
τ phot. is such that the discs are completely destroyed by external
photoevaporation, while τ tidal is the time-scale on which a PPD
population might experience only mild tidally induced truncation.
Secondly, the regions where both occur are spatially small, only
existing in the very core ∼0.1 pc of massive clusters and containing
a small fraction of the overall stellar population. Thirdly, in these
core regions with G0  105 the EUV will play the dominant role
in mass-loss, shortening the disc lifetime even for the extremely
massive PPD (0.1 M) we have studied here.
(v) Finally, we note that our analysis of the effect of tidal trun-
cation is based on the angle-averaged approach to individual en-
counters. In reality an additional scatter in outer radii of PPDs is
expected (greater than that obtained using the Monte Carlo approach
discussed in Section 3.6). The fraction of discs which experience
close encounters, however, will remain unchanged. As our focus has
been the effect of truncation mechanisms on a whole population of
discs, we do not expect this scatter to alter our conclusions. Addi-
tionally, because we have chosen τ phot. as discussed in Section 4.3,
and the order of magnitude limit on nc so that ¯Rout is only mildly
truncated by encounters (see Fig. 10), the complete destruction of
discs is expected to render the dispersion in encounter orientation
irrelevant.
Ultimately, we find that none of the environments we have se-
lected are even particularly close to the region in which we would
expect tidal encounters to play a significant role. Therefore, pend-
ing the discovery of radically different star formation environments,
further investigation of the influence tidal encounters on the statis-
tical properties of PPD populations is not likely to yield physically
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relevant insights. This does not preclude individual PPDs, or even
small fractions of the PPD populations, from experiencing truncat-
ing encounters. However, as a physical mechanism for disc trun-
cation, photoevaporation is found to be far more efficient in real
environments.
6 C O N C L U S I O N S
We have presented the first view of PPD truncation rates due to
external photoevaporation and tidal encounters contextualized in
terms of real local environments (although for small clusters, see
Adams et al. 2006). Examples of local clusters are modelled using
observational density distributions and estimates for the maximum
stellar mass. In this way, we build a distribution of environments
in terms of FUV flux (G0) and stellar density (nc), and we seek
to establish the dominant PPD truncation mechanism (if any) in
each case. We note that our aim is not to reproduce the initial
conditions for discs (which might for example be dependent on
stellar multiplicity), but rather the long-term evolution of a disc of
a fixed initial radius in a local environment.
To this end we generate a full model for the angle-averaged
tidal truncation radius of PPDs during a stellar encounter, and this
model is fully summarized by equations (D2) through (D5), with
the parameters listed in Table 2. For a given encounter closest
approach distance xmin, eccentricity epert, and mass ratio M2/M1, the
asymptotic truncation radius in the limit of the closest encounters
is given by
R′out ≈ 0.6epert0.11 f ·
(
M2
M1
)−0.2
xmin,
where f = (M2/M1)−1/3. Applying this prescription statistically to lo-
cal cluster environments, we find that stellar densities nc  104 pc−3
are required to cause significant truncation of a PPD population
within 3 Myr.
To compare this with photoevaporation time-scales, we estimate
the outer radius evolution of a viscously expanding PPD in envi-
ronments of various G0. We examine the case of a massive disc
(0.1 M) around a solar mass star with initial outer radius ∼100 au
and viscous accretion rate 7 × 10−8 M yr−1. We find that such a
disc is destroyed within 3 Myr for G0  3000.
Having developed an understanding of the environments in which
tidal truncation and external photoevaporation are significant, we
examine real cluster environments and consider threshold values
for both mechanisms. Our main findings from this comparison are
as follows:
(i) In all the cluster environments discussed we find that regions
for which the local number density is sufficient to yield significant
truncation in a population of PPDs (nc  104 pc−3) are also exposed
to a strong FUV flux which causes complete destruction of even a
massive disc within 3 Myr (G0  3000). Therefore, we conclude
that environments in which tidal truncation shapes the distribution
of outer radii are unlikely.
(ii) For massive clusters, the dispersion of FUV flux for a given
local number density nc is relatively small (1 dex). In particular,
for Mclust  103 M we tentatively conclude that the FUV flux
follows:
G0 = 1000
(
nc
pc−3
)1/2
(equation 4). Deviation from this relationship can occur due to very
steep or shallow density profiles with radius within the cluster, or
the presence of substructure. In general, we find a greater fraction of
stars in regions of stronger FUV flux than that in Adams et al. (2006)
because we consider more massive clusters than in that study.
(iii) In the less massive cluster regime Mclust  103, where the
high-mass end of the IMF is not well sampled, the FUV flux is
not defined by local number density. We find examples of low-mass
clusters for which the FUV flux is much less than the number density
would suggest according to equation (4). However, even in these
cases, the stellar densities are insufficient to induce significant tidal
truncation of PPDs within 3 Myr. None the less, in principle, low-
mass environments with larger local stellar densities could exist.
In summary, there is currently no evidence for star-forming en-
vironments in which close encounters dictate disc extent, and it is
likely that the total fraction of tidally truncated PPDs is small.
Therefore, star–disc interactions remain a secondary truncation
mechanism. As greater samples of PPD properties are measured
with ALMA, more complete disc radius and mass distributions as
a function of distance from massive stars and local number density
will become available to test these conclusions.
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APPENDI X A : C LUSTER MODELLI NG
Below we review the assumptions made in the cases of specific
clusters in order to model the FUV flux in the region, the results of
which are shown in Section 2.3.
A1 Cygnus OB2
Cygnus OB2 (Cyg OB2) is a young association in which the ma-
jority of stars formed 1–7 Myr ago. It has a large population of
52 O-stars, and an estimated total mass of 1–3 × 104 M, where
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the largest stellar mass is ∼100 M (Wright, Drew & Mohr-Smith
2015). The disc fraction as a function of FUV flux within the clus-
ter has been investigated in detail by Guarcello et al. (2016). They
find that disc survival rates are reduced in regions of higher G0,
with 40 per cent of stars hosting discs for G0 ∼ 103 dropping to
∼20 per cent for G0  104. For the stellar density profile (equa-
tion 2), Wright et al. (2016) find a value of γ = 5.8 ± 0.5 and a
= 19.4 ± 1.9 arcmin which corresponds to 7.5 pc at a distance of
1.33 kpc.
As Cyg OB2 is a well-studied cluster, and we are therefore able
to make some corrections to our calculations to take into account
the modest substructure and a slightly different IMF. The IMF in
Cyg OB2 is found to be marginally shallower (ξ ∝ m−2.39 ± 0.19) in
the high-mass end. An increased population of massive stars will
alter the G0 estimates and we therefore adopt this shallower IMF
for m > 1 M. To estimate the density enhancement, we apply
the results of Guarcello et al. (2016), who used minimum spanning
trees to simulate subclustering within Cyg OB2. We introduce a
multiplicative factor to our number density profile such that the
fraction of stars with number densities >200 pc−3 agrees with the
results shown in fig. 12 of that paper. This results in an enhancement
in the number densities by a factor ∼12. Similarly, the FUV flux
is enhanced by the reduced distance to neighbouring stars, and
Guarcello et al. (2016) find the G0 ∼ 104 in the core. This only
increases our G0 estimates by a small factor. We present both the
enhanced and non-enhanced cases.
A2 Serpens star-forming region
The recent study of Law et al. (2017) found no significant differ-
ences in the PPD masses in the Serpens star-forming region when
compared to the low-density Taurus region which is of a similar
age ( 1–3 Myr). This suggests that neither tidal truncation nor ex-
ternal photoevaporation has had a significant influence on the disc
evolution in this region.
At least two main subclusters are present in the Serpens region,
Serpens A and B. Harvey et al. (2007) find the radius of subcluster
A(B) to be ∼0.25(0.21) pc. They contain 44 and 17 stars, respec-
tively, while the rest of the region contains an additional 174, at an
average number density of ∼2.5 pc−3, and this sample is complete
down to masses ∼0.08 M. Erickson et al. (2015) find the most
massive star in Serpens to be 5.1 M located at RA 18h29m 56.s1
and Dec. 01◦00′21.′′7 which places it close to the centre of Serpens
A as projected on to the sky.
We model Serpens A and B as two Plummer spheres (with γ = 4
in equation 2) with a maximum stellar mass of 5.1 M placed at the
centre of cluster A. The projected separations of the two subclusters
is ∼3 pc, which we use as our physical separation. The scale factors
a = 0.25, 0.21 pc are taken for A and B, respectively. The mass,
Mclust, of each A and B is fixed so that the correct number of stars are
found within a from the centre when drawn from the IMF truncated
above 5.1 M. We remove all stars outside of the radius a from
the centre of the two Plummer spheres. Serpens has an elongated,
filamentary shape, and therefore we arrange the remaining stars
isotropically over a rectangular box centred on Serpens B such
that the total number of stars is 235. We assume that the box has
dimensions such that the two shortest sides have equal length of 2 pc
and the third has length 7 pc. Because the number of stars in Serpens
is relatively small, the approximate FUV flux experienced by those
stars is dependent on the stochastic ICs. We therefore produce 100
versions of this model and perform statistics on the full sample in
Serpens A, B and the remaining population. Thus, we produce a
reasonable range of G0 in the two cores.
We find that all versions of these initial conditions produce a
local FUV flux which is 1 G0 in all regions of Serpens. As the
interstellar value is unity, we adopt this as the floor in our FUV
flux estimates. Hence, the irradiation of discs due to member stars
is considered to be insignificant. We choose the extremal number
densities in all of our model generations as the range of nc.
A3 IM Lup in Lupus 2
The Lupus clouds are a low-mass star-forming complex located
∼ 140–200 pc from the Sun. It is composed of multiple physically
separated associations (e.g. Comero´n 2008). They are projected
along the sky against the Scorpius-Centaurus OB association (Sco
OB2), which is a distance of ∼140 pc from the Sun and comprised
of several spatially separated groups with varying ages. The stellar
components of Sco OB2 are ∼ 5–16 Myr old, with masses up to
∼20 M and an approximate IMF with ξ ∝ m−2.6 at the high-mass
end (Preibisch et al. 2002). The number of OB members in close
proximity to Lupus suggests a larger ambient field of UV radiation
than other comparable low-mass star-forming regions.
Cleeves et al. (2016, see also Haworth et al. 2017) studied the
gas and dust structure of the disc around IM Lup, a 1 M young
(1 Myr) M0 type star associated with the Lupus 2 cloud, ∼160 pc
from the Sun. They make an estimate of the local G0∼ 2.9–4.5
depending on assumptions made about extinction, sufficient to alter
the gas phase CO profile within the disc.
Clearly, the diffuse and clumpy Lupus region is not well suited
to modelling using the same density profile as in other cases. We do
not estimate the local stellar number density in the region around
IM Lup directly, but instead argue that the most dense region in
Lupus is Lupus 3, which is thought to have a stellar number density
up to ∼500 pc−3 in the cores (Nakajima et al. 2000; Merı´n et al.
2008). This serves as an upper limit on the local number density
around IM Lup.
A4 NGC 1977
Kim et al. (2016) reported the discovery of seven proplyds in NGC
1977, a region which experiences much weaker FUV fields than
the core of the location of the classic proplyds in the core of the
ONC, with a G0 value 10–30 times lower. NGC 1977 is located at
the interface between the Orion molecular cloud and the H II region
S279 (Kutner, Evans & Tucker 1976). The ionizing source in this
region is a B1 V star, HD 37018 (42 Ori), which is estimated to
have a mass of 10 M. Thus, the FUV flux at the distance of the
proplyds (at separations of ∼0.2 pc from 42 Ori) is estimated to be
∼3000G0 by Kim et al. (2016).
In total, the region contains ∼170 young stellar objects and 3
young B stars within a region of radius ∼10 arcmin, or ∼1 pc (Pe-
terson & Megeath 2008). We therefore estimate the stellar density
in the region to be ∼40 pc−3.
A5 σ Orionis
The disc population of σ Orionis (σ Ori), a ∼3 Myr old cluster
at a distance of 350–440 pc (Mayne & Naylor 2008; Sherry et al.
2008), has been surveyed using both Herschel/PACS (Mauco´ et al.
2016) and ALMA (Ansdell et al. 2017). Mauco´ et al. (2016) report
that 23 per cent of the 142 T-Tauri stars in the dense core of radius
∼20 arcmin (or ∼2 pc) are disc-hosting candidates, while the disc
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fraction outside this core out to ∼30 arcmin is 42%. Ansdell et al.
(2017) also conclude that the dust mass within discs decreases with
stars with closer proximity to the central massive star.
Observed stellar masses in σ Ori range from the O9 V star σ Ori A
with mass ∼17 M down to brown dwarves with a minimum mass
∼0.033 M (Caballero 2008b). In fact σ Ori A is part of a triple
system, a spectroscopic binary previously considered to be a single
star with components of mass 17 and 12.8 M, and a B0.5 V star σ
Ori B at a separation of 0.25 arcsec and mass ∼11.5 (Schaefer et al.
2016). For modelling purposes, as these components have similar
masses, we place all of these stars in the centre of the cluster with
a separation of 100 au for the wide binary (period ∼150 yr) and a
distance of 8 au for the tight binary (period ∼150 d).
The density profile in σ Ori was modelled by Caballero (2008a),
where the surface density distribution is found to be well fitted by a
power law ∝r−1c in the core, with a steeper slope of ∝r−1.3c between
21 and 30 arcmin from the centre of the cluster. However, we find
that by allowing small values of a and γ we can also fit this profile
sufficiently with our assumed density profile in equation (2). Small
values of γ ≤ 2 are acceptable because, although we do not have
a value for reff, we truncate the cluster outside 30 arcmin (rt ≈
3 pc). We fit the mass of the cluster using the average mass obtained
from equation (3) between 0.08 and 17 M and the total number
of members in the Mayrit catalogue, 338 (Caballero 2008b). Our
density profile is such that the same number of sources can be found
within 3 pc. We note that a number of these candidates might be
falsely associated with the cluster, and that the catalogue includes
a number of brown dwarves. However, for our purposes of number
density and FUV flux calculations this approximation is sufficient.
A6 λ Orionis
The λ Orionis (λ Ori) star-forming region is an OB association at
a distance of around 420 pc from the Sun (Schlafly et al. 2014). It
began forming stars ∼5 Myr ago, and is located inside a shell-like
structure of dust and gas which is thought to be the result of a su-
pernova explosion ∼1 Myr ago (Dolan & Mathieu 2001; Lee, Seon
& Jo 2015). Its proximity makes it a good candidate for studying
disc populations, and previously Herna´ndez et al. (2010) have used
data from the Spitzer Space Telescope to observe disc fractions of
∼20 per cent around M-type stars. However, at present there are
no studies which establish the dependence of disc properties on
location within the association.
Dolan & Mathieu (2001) report the masses of the 20 OB stars
associated with λ Ori, of which the most massive HD 36861 (also
known as λ Ori, with spectral type O8 III) has a mass of 26.8 M,
and lies in the centre of the region.
With regards to the spatial distribution of the stars, it is noted that
it is possible that the region formed in a flattened molecular cloud,
and therefore does not have 3D symmetry (Maddalena & Morris
1987). Also, the presence of the actively star-forming clouds B30
and B35 at a distance ∼2◦ from the central star means that the pro-
jected surface density is not isotropic. In order to model the region
close to λ Ori, we truncate our stellar distribution outside 15 pc. We
then fit our surface density profile, equation (1), to that obtained by
Dolan & Mathieu (2001) in that range. Applying our IMF truncated
at 26.8 M, we find that the total mass up to rt = 15 pc is 214 M,
which is approximately consistent with the 450–600 M estimate
of Dolan & Mathieu (2001) for the whole region. As in the case
of σ Ori, we allow small values of a and γ , and obtain a similar
density profile.
A7 NGC 2024
NGC 2024 (also known as Orion B) is an HII region in the Orion
star-forming complex around 415 pc away (Anthony-Twarog 1982).
It is thought to be ∼ 0.5–1 Myr old (Levine et al. 2006; Getman,
Feigelson & Kuhn 2014), although there is considerable extinction
of 27 mag due to dust in the region (Lenorzer et al. 2004).
The region is known to contain ∼300 sources (e.g. Meyer 1996),
of which around 84% show evidence of hosting a disc (Haisch, Lada
& Lada 2000; Haisch et al. 2001). Mann et al. (2015) studied this
PPD population and found no evidence of disc mass dependence
on the projected distance from the massive star IRS 2b, which they
attribute either to the youth of the cluster or the insufficient flux from
the ionizing source. The spectral type of IRS 2b itself is not well
constrained, with Bik et al. (2003) concluding it has spectral type
O8 V-B2 V ( 15–25 M). Similarly, the region has a clumpy dust
distribution and the extent of the extinction is not well characterized.
Lada & Kylafis (1999) estimated the radius of the region in which
there are 300 stars to be 0.9 pc, and the average stellar surface density
in the area to be 179 pc−2. The central 0.1 pc (projected from the
centre) encompasses 50 stars, and therefore the association has a
central surface density of 1600 pc−2. While this is not sufficient
to fit a full density profile, we assume the latter number density
represents the central value, and fit associated values of γ and a.
We model two versions of NGC 2024, with mmax = 15, 25 M.
Although IRS 2b does not lie directly in the centre of the cluster,
we place it there for simplicity. Given that dynamical mass seg-
regation can occur on short time-scales (e.g. Allison et al. 2009),
this is a reasonable assumption for the long-term properties of the
environment.
APPENDI X B: N OTES ON SPECI FI C
F L U X – D E N S I T Y C O N TO U R S
The results for certain clusters presented in Fig. 3 require discussion
where particular simplifying assumptions have been made. These
cases are discussed below.
B1 Wd 1
In all of the six examples for which density profiles are taken directly
from the review of Portegies Zwart et al. (2010), with the exception
of the ONC and Westerlund 1 (Wd 1), the maximum stellar masses
are taken to be such that 84 per cent of clusters of equal mass are
expected to contain a higher mass star (mmax = m−σmax). In the case
of the ONC, we use the observed maximum stellar mass which
coincides with this value. For Wd 1, we find m−σmax ≈ 114 M, which
is the only case which is greater than the upper mass limit for our
stellar atmosphere models. We have therefore used this upper limit,
mmax = 100. This is a further underestimate of the flux in the region.
However, we find that for massive clusters where the upper limit of
the IMF is relatively well sampled, the FUV flux in the cluster is less
sensitive to mmax. In Fig. 3, all the massive clusters follow contours
in the parameter space within an order of magnitude of each other,
particularly in the most dense regions. Hence, our decision for Wd
1 is justified.
B2 Cygnus OB2
For the Cygnus OB2 association, we show two contours in Fig. 3
(both in brown, enhanced density marked by triangles), for the first
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of which we simply use the results as implied by our density pro-
file without any substructure. The second takes the same results
normalized to reflect the maximum densities and fluxes obtained
by Guarcello et al. (2016), wherein the considerable substructure
observed in the association is accounted for. While this is a crude
approximation, we find that the factors ∼12 and ∼1.2 for number
density and flux, respectively. This suggests that the effect of sub-
structure enhances number density more than the local G0 values.
We would expect this as on large scales given that most stars will
not have any significant reduction in the distance to the most mas-
sive stellar components of the cluster which make up the dominant
contribution to the FUV flux.
B3 NGC 2024
Finally, the association NGC 2024 is also represented by two con-
tours. Because of the observational complications in that region,
the stellar masses are not well constrained, and hence we have pro-
duced two models for mmax = 15, 25 M. This represents a range
of likely fluxes in the region, although the ionization in the region is
consistent with a source closer to ∼25 M (Bik et al. 2003). Given
the difficulty modelling the clumpy dust distribution, we do not
account for extinction in the region, which may somewhat reduce
flux estimates. However, as NGC 2024 is contained within a small
region ∼0.9 pc in radius, we expect the range of fluxes suggested
by the two contours without extinction to be reasonable.
APPENDIX C : PARTICLE NUMBER
C O N V E R G E N C E
In Section 3, we use test particle ring simulations to calculate the
angle-averaged change of disc outer radius due to an arbitrary en-
counter. To confirm that the choice of the number of particles in
our simulations (N = 200) is sufficient, we run a convergence test.
We calculate the change of angular momentum and the fraction of
surviving particles in a ring of test particles perturbed by an equal
mass companion on a parabolic, coplanar, prograde trajectory (see
Hall et al. 1996; Winter et al. 2018). We do this for N = 10, 50,
100, 200, and 400 to confirm that our results are not resolution
dependent.
We present the results of the convergence test in Fig. C1, which
suggests that N = 200 is sufficient for our purposes. There is no
significant change in the results until N < 50. Further, the particle
rings only contribute to the outer radius calculation if the surviving
particle fraction N′/N > 0.9 (see Section 3.2) which limits concerns
about convergence to more distant encounters. In conclusion, we do
not find that our results are resolution limited.
A PPEN D IX D : FITTING FORMULAE
We consider the nature of the fitting formulae which we apply to the
numerical results for disc truncation radii. It turns out that an ap-
propriate general form for a model is complicated by the non-trivial
dependence on M2/M1, epert, and xmin/RoutL for the contribution to
the fractional change in angular momentum /L from various res-
onances. The dominant resonance in a given region of parameter
space defines how the truncation radius scales locally with these
variables. Creating a complete fitting function for each resonance
would be both numerically challenging and of limited use for ap-
plication to cluster models. Fortunately, most regions of parameter
space for which encounters are expected to be important can be
Figure C1. Results of the perturbation of an orbiting ring of test particles by
an equal mass host in a coplanar, prograde, parabolic encounter. Top: mean
fractional angular momentum loss of those particles that remain bound to the
original host star. Bottom: fraction of particles which remain bound to the
host N′/N. Results are shown for varying numbers of test particles, N = 10,
50, 100, 200, and 400.
modelled simplistically such that the resulting fitting formula is an
accurate description of the numerical results to within ∼10 per cent.
Three distinct regions in xmin/Rout space can be identified. Hence-
forth, it is more convenient to work in reciprocal space, and we
denote Rout/xmin ≡ Rx, with the associated post-encounter fractional
radius R′out/xmin ≡ R′x . In Winter et al. (2018), we show that the
distant encounters have an negligible influence on the disc, and we
are therefore free to assume that for Rx smaller than some limit,
R′x ≈ Rx , which we call the ‘distant regime’.
The ‘close regime’ (highly penetrating encounter) is the opposite
limit for which Rx is large. In this regime, we expect R′x to be
independent of Rx, and therefore to be a constant for fixed M2/M1,
epert (i.e. in this limit, the final disc radius is independent of the disc’s
initial outer radius). As the angular momentum loss increases with
M2/M1 and decreases with increasing epert for close encounters, we
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Figure D1. The lower limit of the fractional closest approach distance 1/Rx
for which the linearized equations apply, defined to be where L/L = 0.1
at the outer edge of the disc. The dashed line is the approximate value from
equation (D1), while the solid line is the value obtained directly from the
linearized equations (Winter et al. 2018).
expect the opposite relationship for R′x . We also find empirically
that the dependence of this truncation radius on epert decreases as
M2/M1 increases.
In order to continue, we identify a useful quantity which we use to
generalize results for unit mass ratio to arbitrary M2/M1. In Winter
et al. (2018), we indicate the limiting distance for a closest approach
above which linearized equations are applicable: 1/Rx > X∗M2/M1 ,
which is a function of the ratio of the perturbing to host masses.
This is defined by the value of Rx for which L/L = 0.1 at the outer
edge of the disc. It turns out that the results of the linear analysis at
a range of mass ratios can be fitted by
X∗M2/M1 ≈ 2.4(M2/M1)1/3, (D1)
which is consistent with the findings of Vincke & Pfalzner (2016).
Equation (D1) is plotted against the theoretical value obtained di-
rectly from the linearized equations in Fig.D1 (Winter et al. 2018).
This quantity defines the ratio of xmin to Rout within which encoun-
ters are significant and therefore provides an approximate mapping
between results for the M2/M1 = 1 case and a general perturbing
mass ratio. We define
f ≡ X∗1/X∗M2/M1 ≈ (M2/M1)−1/3 (D2)
such that an encounter with closest approach xmin in the case that
M2/M1 is not equal to unity is deemed to be approximately dynam-
ically equivalent to an encounter with closest approach fxmin in the
case that M2 = M1.
With these definitions, we define the functional form of the model
in the close-regime to be
R′xclose ≡ φ1epert f φ2 · f
(
M2
M1
)φ3
, (D3)
where φi are fitting constants, φ1, 2 > 0. The quantity φ1 represents
the limiting value of Rx for unit mass ratio and a parabolic orbit,
and therefore for a parabolic orbit of arbitrary mass ratio we would
expect R′x = f φ1 according to the argument set out above. How-
ever, we have included an additional correction factor dependent on
M2/M1. This is because our unmodified scale factor f is based on
the mass dependence of the m = 2 ILR, which is not the dominant
resonance excited in the disc for extremely close encounters. While
this in some respects makes our definition of f redundant, we expect
this correction factor to be small (|φ3|  1), and f is still meaningful
in relating the scaling of our composite solutions. We have addi-
tionally simplified our model by making assumptions about how
the dependence on eccentricity is related to the mass ratio, scaling
φ2 by f.
The functional form of the ‘intermediate region’ (between the
region of negligible truncation and tidal truncation to a fixed fraction
of the closest approach) is extremely complex. However, we find a
much simplified linear prescription for the new outer radius to be
acceptable:
R′xinter. ≡ (1 − ψ1e
−ψ2
pert )Rx + f ψ1ψ3e−ψ2pert , (D4)
where ψ i > 0 are fitting constants, and ψ1 < 1.
Our full model for the post-encounter radius is then
R′x = min
{
Rx , R′xinter. , R
′
xclose
} (D5)
fully defined by the six fitting parameters φi = 1, 2, 3, ψ i = 1, 2, 3. We
apply the PYTHON implementation for MCMC, EMCEE (Foreman-
Mackey et al. 2013) to fit our model and establish errors in the
M2/M1 = 1 case for five of these parameters. However, for φ3 we
simply refit for a high-mass ratio example M2/M1 = 10, using the
rest of the parameters as found from the M2/M1 = 1 case.
A P P E N D I X E: EN C O U N T E R R AT E
PARAMETRI ZATI ON
In the discussion of the significance of encounters on a disc, the
usual approach is to ask some variation on the question ‘what is
the probability that a disc experiences an encounter closer than
some separation xmin?’ (e.g. Binney & Tremaine 1987; Ostriker
1994; Dukes & Krumholz 2012; Mun˜oz et al. 2015). However,
this question crucially depends on the effective number density of
the stellar population neff which is likely to be dependent both on
substructure evolution and spatial location within the cluster (Craig
& Krumholz 2013). Instead of trying to model the global evolution
of a stellar population with a spatially dependent number density
distribution, we consider local conditions for simplicity. On the issue
of substructure, Craig & Krumholz (2013) found that, even for a
modest fractal dimension D, the overall number of close encounters
during the lifetime of the cluster can become enhanced by a factor
of a few, even though the substructure is eliminated over a crossing
time. Therefore, this should be considered if we want an accurate
estimate of the degree to which stellar encounters are important.
The differential encounter rate is normally expressed in terms of
the impact parameter b, which can be related to the closest approach
and relative speed in the limit of distant separation v∞:
b2 = x2min
(
1 + 2G Mtot
v2∞xmin
)
.
For simplicity, we consider a cluster with a Maxwellian velocity
distribution, dispersion σ 2v . We define V 2 ≡ v2∞/4σ 2v , then follow-
ing Ostriker (1994) the differential encounter rate for a cluster with
normalized IMF ξ is
d = γ (xmin, V , M2) dxmin dV 2 dM2, (E1)
where we define γ :
γ ≡ 2
√
πG Mtotneff
σv
(
1 + 4σ
2
v xminV 2
G Mtot
)
exp(−V 2)ξ (M2)
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and Mtot is the combined mass of the host star M1 and that of the
perturber, M2. In the case that we are considering a cluster comprised
stars of a single mass m¯, then the IMF becomes a delta-function
ξ (m) = δ(m − m¯).
From Craig & Krumholz (2013), the effective number density is
linked to the fractal dimension by
neff = nc · 2(3−D)(g−1),
where g is the number of fractal generations and nc is the number
density where there is no substructure (D = 3). There is a degree of
arbitrariness to the number of fractal generations, but it is estimated
to be
g = ln(2Nc)
ln(8) + 1 + s2(D),
where Nc is the number of stars in the cluster and s2(D) is only non-
zero for D < 2, in which case it is 1. The value of D is a function
of time with an uncertain evolution; however, a reasonable estimate
for its value in a cluster is
D(t) = 3 + (D0 − 3)e−t/τcross ,
where τ cross is the crossing time of the cluster.
Apart from D0, nc, σ v, and ξ , one further parameter needs to be
assumed to link τ cross, nc, and g. We choose to fix the total number
of stars in the cluster Nc. Given this, the crossing time is
τcross = 2
σv
(
4π Nc
3nc
)1/3
.
Hence, we have a simple time-dependent model of the encounter
rate at any given time given by five parameters.
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