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1. Introduction
One of the main topics in the theory of functional equations is Hyers–Ulam stability. The starting point of this topic was
the problem of S.M. Ulam [21] and the solution given by D.H. Hyers to this problem in the case of the Cauchy functional
equation [5]. Generally, we say that a functional equation is stable in Hyers–Ulam sense if for every solution of the perturbed
equation there exists a solution of the equation that is close to it. For more details and results on this topic we refer to
[2–4,6,16,17]. C. Alsina and R. Ger were the ﬁrst authors who investigated the Hyers–Ulam stability of a differential equation
(see [1]). The result of Alsina and Ger was extended later by Miura, Miyajima, Takahasi, Takagi and Jung [7–10,14,15,19,20]
to the stability of the ﬁrst order linear differential equation and the linear differential equation with constant coeﬃcients.
The investigation of Hyers–Ulam stability of partial differential equations started recently and we should mention here the
results obtained on this direction by S.-M. Jung [11,12], N. Lungu and I.A. Rus [13,18].
In what follows let (X,‖ · ‖) be a Banach space over K (K is one of the ﬁelds R or C) and D = [a,b) × R, a ∈ R,
b ∈ R ∪ {+∞} be a subset of R2. We deal with the Hyers–Ulam stability of the linear partial differential equation
p(x, y)
∂u
∂x
+ q(x, y) ∂u
∂ y
= p(x, y)r(x)u + f (x, y) (1.1)
where p,q ∈ C(D, K ), f ∈ C(D, X), r ∈ C([a,b),R) are given functions and u ∈ C1(D, X) is the unknown function. We sup-
pose that p(x, y) = 0 for every (x, y) ∈ D .
Let ε  0 be given number. Eq. (1.1) is said to be stable in Hyers–Ulam sense if there exists δ  0 such that for every
function u ∈ C1(D, X) satisfying∥∥∥∥p(x, y) ∂u∂x (x, y) + q(x, y) ∂u∂ y (x, y) − p(x, y)r(x)u(x, y) − f (x, y)
∥∥∥∥ ε (1.2)
for all (x, y) ∈ D there exists a solution v ∈ C1(D, X) of (1.1) with the property∥∥u(x, y) − v(x, y)∥∥ δ, ∀(x, y) ∈ D. (1.3)
* Corresponding author.
E-mail addresses: nlungu@math.utcluj.ro (N. Lungu), Popa.Dorian@math.utcluj.ro (D. Popa).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.06.025
N. Lungu, D. Popa / J. Math. Anal. Appl. 385 (2012) 86–91 87In other words for every approximate solution of Eq. (1.1) (i.e., a solution of inequality (1.2)) there exists a solution of
(1.1) that is close to it. We will prove in what follows that the existence of a global prime integral ϕ : [a,b) → R of Eq. (1.1)
leads, in appropriate conditions, to the stability of Eq. (1.1). Throughout this paper by ‖ ·‖ we denote the norm of the Banach
space X .
2. Main results
The following lemma is a useful tool in the proof of the main result of this paper.
Lemma 2.1. Let ϕ : [a,b) → R be a solution of the differential equation
y′ = q(x, y)
p(x, y)
.
Then u is a solution of Eq. (1.1) if and only if there exists a function F ∈ C1(I, X) such that
u(x, y) = e−L(x)
( x∫
a
f (θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x)) e
L(θ) dθ + F (y − ϕ(x))
)
(2.1)
for every (x, y) ∈ D, where L(x) = − ∫ xa r(θ)dθ , x ∈ [a,b) and I = {y − ϕ(x): (x, y) ∈ D}.
Proof. Let u be a solution of Eq. (1.1) and consider the change of coordinates{
s = x,
t = y − ϕ(x) ⇔
{
x = s,
y = ϕ(s) + t. (2.2)
Deﬁne the function v by
v(s, t) = u(s,ϕ(s) + t) ⇔ u(x, y) = v(x, y − ϕ(x)). (2.3)
Then
∂u
∂x
= ∂v
∂s
− ϕ′(s) · ∂v
∂t
,
∂u
∂ y
= ∂v
∂t
and replacing in (1.1) it follows
∂v
∂s
− r(s) · v = f (s,ϕ(s) + t)
p(s,ϕ(s) + t) . (2.4)
Eq. (2.4) is equivalent to
∂
∂s
(
v · eL(s))= f (s,ϕ(s) + t)
p(s,ϕ(s) + t) · e
L(s). (2.5)
An integration on the interval [a, s), s ∈ [a,b), leads to
v(s, t) = e−L(s)
( s∫
a
f (θ,ϕ(θ) + t)
p(θ,ϕ(θ) + t) e
L(θ) dθ + F (t)
)
(2.6)
where F is an arbitrary function of class C1.
Replacing s, t from (2.2) in (2.6) the relation (2.1) is obtained.
Now let u be given by (2.1), we have to prove that u is a solution of (1.1). Taking account of the change of coordinates
(2.2) it is suﬃcient to prove that v , given by (2.6), satisﬁes (2.4). A simple calculation shows that v is a solution of (2.4). 
The main result of this paper is given in the next theorem.
Theorem 2.2. Let ε  0 be a given number. Suppose that the equation y′ = q(x,y)p(x,y) admits a solution ϕ : [a,b) → R and
inf(x,y)∈D |p(x, y)| · r(x) =:m > 0. Then for every solution u of (1.2) there exists a solution v of (1.1) with the property∥∥u(x, y) − v(x, y)∥∥ ε
m
, (x, y) ∈ D. (2.7)
Moreover, if L(b) =: limx→b L(x) = −∞ then v is uniquely determined.
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p(x, y)
∂u
∂x
(x, y) + q(x, y) ∂u
∂ y
(x, y) − p(x, y)r(x)u(x, y) − f (x, y) =: g(x, y)
for every (x, y) ∈ D . Then, according to Lemma 2.1, we have:
u(x, y) = e−L(x)
( x∫
a
f (θ,ϕ(θ) + y − ϕ(x)) + g(θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x)) e
L(θ) dθ + F (y − ϕ(x))
)
where F ∈ C1(I, X) is an arbitrary function.
Let v be deﬁned by
v(x, y) = e−L(x)
( x∫
a
f (θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x)) e
L(θ) dθ
+
b∫
a
g(θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x))e
L(θ) dθ + F (y − ϕ(x))
)
, (x, y) ∈ D.
The function v is well deﬁned since the integral
G(t) :=
b∫
a
g(θ,ϕ(θ) + t)
p(θ,ϕ(θ) + t)e
L(θ) dθ, t ∈ I,
is convergent. Indeed
∥∥G(t)∥∥
b∫
a
∥∥∥∥ g(θ,ϕ(θ) + t)p(θ,ϕ(θ) + t) · r(θ) · r(θ)eL(θ)
∥∥∥∥dθ  εm
b∫
a
r(θ)eL(θ) dθ
= − ε
m
b∫
a
(
eL(θ)
)′
dθ = ε
m
(
1− eL(b)) ε
m
, t ∈ I,
therefore G(t) is absolutely convergent.
(Since r is positive on [a,b) it follows that the function L is decreasing on [a,b), a monotone function has left and right
limits at every point, therefore L(b) = − limx→b
∫ x
a r(θ)dθ exists and is negative since r is positive on [a,b).)
On the other hand v is a solution of (1.1) being of the form (2.1). We have:
∥∥u(x, y) − v(x, y)∥∥=
∥∥∥∥∥e−L(x)
(
−
b∫
x
g(θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x)) · e
L(θ) dθ
)∥∥∥∥∥ e−L(x)
b∫
x
ε
|p(θ,ϕ(θ) + y − ϕ(x))|e
L(θ) dθ
= e−L(x)
b∫
x
ε
|p(θ,ϕ(θ) + y − ϕ(x))|r(θ) r(θ)e
L(θ) dθ  ε
m
e−L(x)
b∫
x
(−eL(θ))′ dθ
= ε
m
(
1− eL(b)−L(x)) ε
m
, (x, y) ∈ D.
Uniqueness. Suppose that L(b) = −∞ and for a solution u of (1.2) there exist two solutions v1, v2 of (1.1), v1 = v2, with
the property (2.7), given by
vk(x, y) = e−L(x)
( x∫
a
f (θ,ϕ(θ) + y − ϕ(x))
p(θ,ϕ(θ) + y − ϕ(x)) e
L(θ) dθ + Fk
(
y − ϕ(x))
)
, (x, y) ∈ D, k ∈ {1,2}.
We have
∥∥v1(x, y) − v2(x, y)∥∥ ∥∥v1(x, y) − u(x, y)∥∥+ ∥∥u(x, y) − v2(x, y)∥∥ 2ε , (x, y) ∈ D,
m
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e−L(x)
∥∥F1(y − ϕ(x))− F2(y − ϕ(x))∥∥ 2ε
m
, (x, y) ∈ D. (2.8)
Since v1 = v2 it follows that there exists x0 such that F1(x0) = F2(x0). For y = ϕ(x) + x0 the relation (2.8) becomes
e−L(x)
∥∥F1(x0) − F2(x0)∥∥ 2ε
m
, x ∈ [a,b). (2.9)
Now letting x → b in (2.9) it follows ∞ 2εm , contradiction. Uniqueness is proved. 
Corollary 2.3. Suppose that α,γ ∈ C([a,b),R), β ∈ C(R,R), f ∈ C(D, X), α = 0 on [a,b) and β = 0 on R, γ > 0 on [a,b) and
infx∈[a,b) |α(x)|α(x) γ (x) =m > 0. Then for every u ∈ C1(D, X) satisfying∥∥∥∥α(x) ∂u∂x (x, y) + β(y) ∂u∂ y (x, y) − γ (x)u(x, y) − f (x, y)
∥∥∥∥ ε, (x, y) ∈ D,
there exists a function v ∈ C1(D, X) satisfying
α(x)
∂v
∂x
(x, y) + β(y) ∂v
∂ y
(x, y) = γ (x)v(x, y) + f (x, y) (2.10)
with the property∥∥u(x, y) − v(x, y)∥∥ ε
m
, (x, y) ∈ D.
If
∫ b
a
γ (x)
α(x) dx = +∞, then v is uniquely determined.
Proof. First we have to prove that Eq. (2.10) admits a prime integral ϕ : [a,b) → R, i.e. a solution of the differential equation
y′ = β(y)α(x) .
Let B(y) = ∫ y0 dθβ(θ) and A(x) = ∫ xa dθα(θ) , x ∈ [a,b), y ∈ R. The equation y′(x) = β(y(x))α(x) , x ∈ [a,b), can be written in the
form (B(y(x)))′ = (A(x))′ , x ∈ [a,b), therefore an implicit solution is given by
B
(
y(x)
)= A(x), x ∈ [a,b). (2.11)
Since β = 0 on R it follows that β has constant sign on R. The function B : R → B(R) is strictly monotone and surjective,
hence by (2.11) we get the global prime integral of (2.10) given by
ϕ(x) = B−1(A(x)), x ∈ [a,b). 
Now the conclusion follows from Theorem 2.2.
Corollary 2.4. Let D = (0,∞)×R and p,q ∈ C(D,R), r ∈ C([0,∞),R), f ∈ C(D, X). Suppose that p,q are homogeneous functions
of the same degree, q(x,y)p(x,y) = yx on D and inf(x,y)∈D |p(x, y)| · r(x) =m > 0. Then for every ε  0 and every solution u of (1.2) there
exists a solution v of (1.1) with the property (1.3). If
∫∞
0 r(θ)dθ = ∞ then v is uniquely determined.
Proof. Suppose that p,q are homogeneous functions of n-th degree. First we prove that the equation
y′ = q(x, y)
p(x, y)
(2.12)
admits a solution ϕ : (0,∞) → R.
Taking account of the homogeneity of p and q it follows
q(x, y)
p(x, y)
= q(x · 1, x ·
y
x )
p(x · 1, x · yx )
= x
nq(1, yx )
xnp(1, yx )
= q(1,
y
x )
p(1, yx )
=: h
(
y
x
)
for all (x, y) ∈ D , therefore Eq. (2.12) is equivalent to the homogeneous differential equation
y′ = h
(
y
x
)
. (2.13)
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H(z) =
z∫
0
dθ
h(θ) − θ , z ∈ R. (2.14)
Obviously H is well deﬁned since h(θ) = θ for all θ ∈ R.
The change of variable in (2.13) given by
y(x) = xz(x), x ∈ (0,∞),
leads to the equation with separate variables
dz
h(z) − z =
dx
x
with a solution given by
H(z) = ln x, x ∈ (0,∞). (2.15)
By the condition h(θ) = θ on R and the continuity of h it follows that h(θ) − θ has constant sign on R, therefore H is
strictly monotone.
In this case there exists H−1 : H(R) → R. From (2.15) we get the explicit solution of Eq. (2.13) given by
z(x) = H−1(ln x)
and ﬁnally the prime integral
ϕ(x) = x · H−1(ln x), x ∈ (0,∞). 
Now the conclusion follows by Theorem 2.2.
Remark 2.5. If m = 0 then the result obtained in Theorem 2.2 is not generally true.
Indeed consider the equation
x
∂u
∂x
+ y ∂u
∂ y
= 0, x, y ∈ [a,∞), a > 0 (2.16)
and let ε > 0. A solution of the equation x ∂u
∂x + y ∂u∂ y = ε is of the form u(x, y) = ε ln x + ϕ( yx ) where ϕ : (0,∞) → X is an
arbitrary function of class C1, according to Lemma 2.1.
Let v(x, y) = ψ( yx ) be an arbitrary solution of (2.16), ψ ∈ C1((0,∞), X). The condition∥∥∥∥x∂u∂x (x, y) + y ∂u∂ y (x, y)
∥∥∥∥ ε
is satisﬁed for all x, y ∈ (0,∞) but
sup
x∈[a,∞)
∥∥u(x, x) − v(x, x)∥∥= +∞
therefore Eq. (2.16) is not stable.
Remark 2.6. The results proved in this work extend some results obtained by S.-M. Jung in [11,12] and give an answer to
an open problem posed in [12].
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