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GENERAL INTRODUCTION 
Smoothness and cont inui ty are desired in many branches of 
physics where questions of mathematical rigor are given secondary 
importance. Nowadays, materials are used for various purposes. So 
the studies of the properties of materials are very useful. Out of 
these propert ies, the study of phase transit ion has at t racted the 
at tent ion of scientists for so many years. There has been a 
vigorous research act iv i ty in the area of phase transit ion during the 
recent past. But many of these studies were short- l ived and have 
become obsolete wi th the new developments. 
A mater ial may exist in several phases of structure. A 
mater ial may change f rom one phase to the other under the 
influence of some perturbat ion l ike temperature, pressure, electr ic or 
magnetic f ie ld e t c , [ l ] . Knowledge of in i t ia l and f ina l structure is 
mostly required to understand what happens when a transformation 
takes place[2]. However, the questions l ike how and why the 
transit ion occurs are yet to be answered. From wealth of available 
in format ion, i t is possible to classify and identi fy phase 
transformations in solid state physics. Some of the physical 
properties may change during phase transit ions. Explanations to 
their observed behaviour in many cases are conf l ic t ing. Phase 
transitions are essentially co-operative phenomena in which many 
particles must in teract wi th each other at the same t ime[3] . I t 
was recognized at the early stage that the phase transitions are 
associated wi th the interact ions between the macroscopic 
constituents . of the system[3]. But an exact t reatment by means 
of stat is t ical mechanics appeared preventively d i f f i cu l t in this 
regard. During the lat ter part of 19th and the earlier part of 20th 
century, phenomenological explanations were schemed which seem to 
account suf f ic ient ly for the discontinuity and provide insight into 
their detai led character ist ics[3] . The crowning achievement in the 
phase transit ion is the Onsager's two dimensional Ising-modelL'f] in 
which he succeeded in carrying out an exact stat ist ical mechanical 
calculat ion for simple interact ing atomic model in 19^'/ and i t 
started the modern era in phase transit ion. A simple physical 
picture of the dynamical mechanism of a phase transit ion is 
developed in mean f ie ld approximation[5]. In recent years, 
increasing number of experimental and theoret ical studies have been 
reported on structural phase transit ion (SPT) and soft modes which 
deserve our at tent ion[6] . During 1960's considerable progress was 
made towards the greater understanding of phase transit ion and 
c r i t i ca l phenomena[3]. However, the understanding of the dynamics 
through microscopic soft mode theory or c r i t i ca l phenomena is quite 
incomplete. Several useful reviews have been published in this 
f ie ld[3,6-9] . 
Over the last decade, the use of various romplementary 
experimental techniques with their specific merits are in our hand. 
Different spectroscopic techniques have been employed, including 
infrared (IR) reflectively, inelastic light and neutron scattering, EPR, 
NQR, X-ray and ultrasonic analyses[8]. The only pre-war 
spectroscopic investigation of a solid state structural phase transition 
was that of Raman and Nedungadi in quartz[10]. Very few 
experimentalists have covered scattering technique as well as 
magnetic resonance methods with a comparable degree of ability, 
although useful contributions to the field have been obtained by both 
the techniques. Now, the use of laser led to a renaissance in light 
scattering. The vibrational spectroscopic studies supply deeper 
insight into the microscopic origin of structural phase transitions[9]. 
The study of vibrational properties help in understanding the 
dynamics of orientation of molecular groups and atoms in crystals. 
It also provides information about molecular structure and the nature 
of force that bind the various atomic and molecular units Inside a 
crystal . . The Raman and IR absorption spectroscopic measurements 
are being used to study the vibrational properties. The effect of 
crystalline field on vibrations of crystals can be comprehended by 
these techniques through polarization measurements. In Raman 
technique, the light is scat tered due to the fluctuation in the 
dielectric tensor of the material. Near phase transitions the 
f luctuat ions of some of the physical quantit ies coupled to the 
d ie lectr ic tensor are enhanced and af fec t the integrated scattered 
Intensity, peak frequency and the line width of the spectral power 
density[9]. Thus the measurement of these quantit ies yield 
informat ion about the structure and dynamics of the solid undergoing 
the phase transi t ion. This mal<es the Raman scatter ing a valuable 
tool for the study of st ructural phase t ransi t ion. The entire 
vibrat ional spectrum upto 'fOOO cm can also be traced out in a 
single run of the spectrum in Raman scattering whereas IR 
technique, requires separate measurements for the far - in f rared (FIR) 
and near- infrared (NIR) spectral regions. 
In order to understand common features of phase transitions 
in crystals we have selected (NH )- H(SO ).- which is known to 
undergo a numerous phase transformations wi th the change of 
temperature. We have employed IR and Raman spectroscopic 
techniques for investigations. This compound belongs to a double 
salts group of the general formula A - H B ^ , where A is an alkal i 
+ 9 7 
metal or NH ion and B represents SO '^~ or SeO;^ ion. This 
system is interest ing since i t contains very strong and unusual 
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0 - H ' " 0 hydrogen bonds l inking SO. ^' ions into a (SO, HSO ) 
d i m e r [ l l ] . At atmospheric pressure and above l iquid nitrogen 
temperature this crystal exhibits f ive successive phase transit ion[12]. 
It also shows ferro-electricity below '*6K[13]. The deuterium 
substitution or the application of pressure also stabilizes a 
ferro-electric phase in this crystal[l'f,! 5]. The present dissertation 
consists of three chapters . 
In Chapter-I, general theoretical aspects of structural phase 
transitions are described. The group theoretical methods for the 
classificaion of normal modes, classification of internal modes of 
vibration of molecular groups present in the crystal , , anharmonicity 
and interaction of vibrations, theory of IR and Raman scattering and 
their selection rules are also included in this chapter as this 
knowledge is a pre-requisite to the understanding of phase 
transformations. 
Chapter-II deals with details on crystal growing procedure, 
verification of crystal structure alongwith a brief description of the 
principle of working of equipments used for our studies. 
Chapter III delineates our experimental observations i.e. the 
vibrational analysis of spectra and the characterist ics of the 
observed structural phase transitions as permissible under the known 
crystalline symmetry. We have concentrated on transitions at 
phase III > phase IV and phase IV > phase V. The phase 
transitions are characterized by the temperature dependence of 
HSO " symnnetric stretching mode "V .^  which is found to be the 
most thermosensit ive. The observed continuous change in peak 
intensity and FWHM of HSO ~ symmetr ic stretching mode with 
temperature around UO K and abrupt change in peak intensity and 
FWHM around 133 K are typical features associated wi th phase 
transitions of the second order and f i rs t order type respectively. 
Narrowing of the FWHM of HSO~ symmetr ic stretching mode at 
lower temperatures and downward shift of N-H stretching mode with 
temperature lowering suggest that reorientat ional motion of sulphate 
and ammonium ions are responsible for these transit ions. This 
also suggests that the strength of hydrogen bonding also increases 
wi th decreasing temperature. 
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CHAPTER - I 
THEORETICAL BACKGROUND 
THEORETICAL BACKGROUND 
1,1 INTRODUCTION 
A material may exist in several phases. The term phase 
represents structural state of the material wi th character ist ic uniform 
physical and chertiical properties. The material changes from one 
phase to the other under the influence of some perturbat ion l ike the 
change of temperature or application of f ields including pressure[l ] . 
The phase changes, popularly known as phase transit ions, control the 
properties of materials to a large extent sometimes. Therefore, the 
study of phase transitions is v i ta l for various applications in 
mater ial science. The subject has gained growing interest in the 
f ie ld of solid state Physics, Chemistry, Biology and Engineering. The 
knowledge of structural and crystallographic characterist ics of 
dist inct typical transformations is a pre-requisite for understanding 
the properties of materials. In the fol lowing section we discuss 
various types of phase transit ions. The theoret ical aspect of 
structural phase transitions has been, however, taken up in detai l . 
The properties of solid depend on phase transit ion can be studied by 
spectroscopic methods[2]. 5cot t [3] , SteigmurL'f], Nakarnure[5] and 
Flury[6] reviewed the structural phase transit ion (SPT) by Raman 
scattering studies. 
We will first give a brief account of phase transitions and 
their classification in current interest . Then we will discuss basic 
concepts related to structural phase transitions, including some of 
the recent ideas in brief. Normal mode classification in crystals, 
group theoretical methods, classification of normal modes of 
vibration of the crystal under study and a brief discussion of the 
theory of Infrared and Raman scattering are given later. 
1.2 PHASE TRANSITION 
Due to the application of an external agent, like 
temperature, pressure, magnetic field or electric fields strain etc. , a 
substance changes s ta te . This change of state is called phase 
transition! 1]. On account of phase transition the overall symmetry 
of the crystals may not change. The macroscopic and microscopic 
properties of the system depend on these transitions. Their studies 
are important for applications of materials, like use of ferroelectrics 
as piezoelectric components and pyroelectric detectors, computer 
core storage in magnetic ferrite rings, liquid crystals display 
etc.[ l ,7,8]. 
1.2.1 Classification 
There are many classes of phase transitions on the basis 
of different cri ter ia . In one of the general ways phase transitions 
may be classified as follows: 
(a) Reversible and Irreversible phase Transition: The transition 
which the system returns to its original phase after withdrawal of 
the external agency, responsible for the transition, is called 
reversible phase transition. But in irreversible transition, the system 
does not return to its original phase. The change of graphite to 
diamond is an example of irreversible phase transition. 
(b) First Order and Second Order Phase Transition: According to 
the nature of change of properties, a phase transition is classified 
as first order or second order type. When the physical and 
chemical properties of the system change quickly i.e. discontinuousiy 
then it is called a first order transition. In this transition there 
are no predictable symmetry but two states are in equillibrium. If 
the change of some properties of the state is very slow i.e. 
continuous, then it is known as a second order transition[9]. It is 
also called ^ -point transition because of the nature of the change. 
Here two phases have the same symmetry at transition point. 
Gibbs has given the thermodynamical theory of the first kind and 
Ehrenfest has further extended it to the second kind by considering 
Clausius-Clapeyron relat ion[10, l l ] . Landau also clarified more 
general theory on X -transition [9]. Near second order phase 
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transition the crystal becomes soft with respect to the order 
parameter[12]. Considering this soft mode criterion, Thomas 
discussed the dynamics of second order transition[13]. 
(c) Burger Classification: From crystallographic point of view, 
BurgerLl'f] have been classified the phase transitions mainly as 
Displacive, Reconstructive and Martensitic. However, in broad sense 
we classify them as structural and martensitic phase transition. 
With reference to the work reported in this dissertation, the 
structural phase transitions require a proper introduction here and 
this is presented in the following text . 
1.3 STRUCTURAL PHASE TRANSITION 
Structural phase transition (SPT) is now a current topic in 
solid state physics. It can be discussed from different points of 
view[12,15]. Generally, the structure change in the phase transition 
occurs in two distinct ways. In one case a new lattice is formed 
through rearrangement of atoms in the system, such a transition is 
called Reconstructive Phase Transition. In this transition there are 
no symmetry relations, therefore, it is first order in nature. It is 
very slow process. The change of silicon from amorphous to 
microcrystalline is the best example of this type of transition. In 
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the other case system as a whole does not change but periodic 
lat t ice is distorted slightly through (i) a small displacement of the 
latt ice positions of atoms or molecular groups and (ii) the ordering 
of atoms or molecular units. This phase transition is second order 
type. 
In terms of order parameter , structural phase transitions 
are further classified as (i) Displacive, (ii) Order-disorder and 
(iii) Electronic. The displacive and order-disorder type transitions 
are described in terms of atomic order parameter , whereas electron-
latt ice coupled order parameter is involved in electronic type 
transition. The distinction between order-disorder and displacive 
transitions can be made by considering single-cell potential, which 
may be written for one spatial coordinate Q with anharmonic 
potential as 
V(Q) = aQ^ + bg ' ' (1.1) 
Here 'a' and b' are constants satisfying a < 0, b > 0. The 
schematic diagram of this type of single cell potential is shown in 
Fig. 1.1[12]. Equation (1.1) represents a double-well potential where 
there are two minima and a maximum with energy difference AE. 
I f i f» kTc, the transition occurs due to dynamic ordering at one site 
or orientation i.e. at one of the potential minima along Q where Tc 
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is the transition tennperature and k is Boitzman constant. Again 
this order disorder phase transition is of two types, one due to 
ordering of H-atom which is observed in hydrogen bonded 
ferroelectrics such as KDP. (Potasium dihydrogen phosphate) and 
the other one due to ordering of molecular or molecular-ionic 
orientation. It occurs in sodium nitrite (NaNO^), 
When depth /i E << kTc, a continuous cooperative 
displacement of atoms along Q occurs below Tc with temperature. 
It is> called a Displacive SPT. There are three types of displacive 
SPTs: 
i. Ferro-distortive: It involves the displacement caused by a 
long wave length (k/N/o) optic phonon without changing 
number of formula units per unit cell. This transition 
occurs in BaTiO,. 
ii. Antiferro-distortive: It is related with displacement caused 
by a short wave length optic phonon. It is also called 
zone boundary transition. In this transition the number of 
formula units in unit cell changes by an even integral 
multiple. The example for this transition is SrTiO-,. 
iii. Ther mo-elastic: It concerns displacements corresponds to 
long wave length acoustic mode, that is represented by a 
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macroscopic strain. This transition is found in TeO . The 
ferrodistortive and ther mo-elastic transitions can give rise 
to ferroelectric phases. Thermo-elastic transitions are 
referred to as ferro-elastic. 
However, the dynamical behaviour of that two distortive 
SPTs are different. There are many order-disorder systems. The 
excitation spectrum of magnetic systems shows relaxation character 
above Tc and centered around zero frequency. A finite frequency 
mode is observed below Tc. In displacive transition, finite 
frequency mode also exists above Tc which tends to freeze out on 
approaching Tc from above. It is shown very clearly by soft mode 
theory. In some molecular or molecular-ionic crystal order-disorder 
transition is explained through displacive transition, like KCN[16-18] 
which is orientationally disordered in high temperature but ordering 
is explained through displacive and rotational-translation coupling. In 
this type of crystals the displacive and order-disorder transitions are 
distinguished clearly by considering molecular-ionic flipping rate[ l6] . 
Two categories are observed in Electronic transition. One is 
called Jahn-Teller (3T), where the coupling of electronic and 
acoustic degrees of freedom take place. It also interacts with a 
localized electronic level (e.g. TbVO.) or with a delocalized level 
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(e.g. Nb„Sn). The first one is known as Cooperative Dahn-Teller 
(C3T) and second one as Band Jahn-Teller (Band 3T). First Elliott 
et al[19] and then Pytte[20] supplemented the theory of CJT in 
terms of electronphonon interaction. Another class of electronic 
transition is charge density wave (CDW) which is observed in low 
dimensional structure metallic systems. Here conduction electronic 
density shows a periodic nonutuformity. Interaction between electron 
and lat t ice of the one dimensional system opens a gap at the Fermi 
wave vector kp and gives an insulating state[21] whereas in three 
dimensional metal Kohn anamalies occur is phonon spectrum for 
wave vector 2kr-. 
r 
There is also improper ferroelectric SPT, in low 
temperature phase. Macroscopic polarization is induced through 
different symmetry order parameter coupling (higher order). It 
involves mainly a degenerate (high temperature phase) order 
parameter with displacements corresponding to a zone boundary 
vibrational mode. Gadolinium moiybdate Gd^(MoO.)^ is an well 
studied example of this class[22,23]. 
Therefore from above discussion we can classify SPTs as 
follows: 
Reconstructive 
Structural Phase Transitions 
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Distortive 
Displacive Order-disorder 
Ferrodistortive 
Electronic 
H. tunnel 
Antiferro 
distortive 
Molecular 
reorientation 
Thermo-
eiastic or 
Ferroelastic 
3ahn-Tel!er CDW 
C3T Band 37 
Another transition called Incomnnensurate Transition has 
a t t racted sufficient attention and it is not yet completely 
understood[2'f]. A numerous examples have become known of 
compounds having in certain temperature interval a structure without 
any space group symmetry, whereas outside that interval the 
structure is crystalline. The non-crystalline structure is not 
amorphous but is well ordered and may be described as a periodic 
distortion not fitting with tiie crystal periodicityf?]. In this 
transition unit cell volumes at the parent or prototypic phase 
(high-symmetry phase) and lower symmetry phase are related by 
multiple of an irrational number whereas if the number is rational, 
it is called Commensurate Transition, such as ferro and antiferro-
distortive phases. The incommensurate transition is well known in 
magnetism. The distortion arising in incommensurate transition, is 
shown in figure 1.2[25]. The order parameter of the eigenvector of 
soft mode ^ u depends on both amplitude and phase[26]. For 
incommensurate phase transition 
q. = 2K ( l - 5 ) / n a , (1.2) 
where 'a ' is the lat t ice constant of parent phases, 'n' is an integer 
and ' » ' is an irrational number; small compared to unity. In this 
phase transition amplitude | ^ u | changes uniformly like 
commensurate, and phases of 0 u are shifted uniformly. K-SeO is 
the more well defined example of incommensurate phase 
transition[25]. 
lA MARTEN5ITIC PHASE TRANSITION 
Martensitic transition is a diffusionless i.e. crystal lat t ice 
does not interchange places and is related only by shear deformation 
in two phases. Crussard[27] discussed this type of transition with 
the help of Nucleation theory. Most of the alloys shows this phase 
transition e.g. Au Cu Zn, e tc . 
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1.5 RESPONSE FUNCTION AND ORDER PARAMETER[12] 
Due to phase transition, some parameters called Response 
Functions are changed. These are mainly thermodynamical 
quantities, like Gibb's free energy. From the gradient of that 
function we can defined the order of transition. There is another 
observable quantitative property of the system which responds to the 
external agent, like thermal gradient e tc . and vanishes above the 
transition temperature. It is named as order parameter (T* ). Its 
behaviour is significant to the discussion on phase transitions. 
In SPTs T\ measures the change of the atomic geometry in 
the low temperature phase from parent phase. There are large 
number of order parameters in the SPTs, like magnetisation (M), 
polarization (P) e tc . The order parameter can be calculated 
experimentally only for the second order transition. 
1.6 LANDAU THEORY OF PHASE TRANSITION 
The light scattering studies are the conspicuous process to 
investigate the symmetry aspects of the system. For this interest 
Landau developed a symmetry based theory on second order phase 
transition[9,28]. It is also valid for weak first order transition. 
Landau imposed some assumption in his theory as follows: 
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i. The ion density or electron density ^{r) giving a new 
distribution 
f (r) = f o(r) + ^ f ( r ) , (1.3) 
where J (r) is parent phase electron density which Is 
Invariant in higher symmetry andAj (r) small change in the 
lower symmetry. Landau postulated that symmetry group 
of J (r) must be a subgroup of the symmetry group of 
f„(r). 
ii. In terms of n-th irreducible representation basi 
(i-dimensional) of the symmetry group of J (r) 
is ^ n . i W 
, we can 
o' 
wri te 
V f (r) = Z.. c . $ .(r) (l.f) 
' n,i n,i • n,i 
where C . are the coefficient term. Landau considered 
n,i 
that in continuous phase, the different irreducible 
representation set at same temperature come only by 
accident. So, second order transition be adequate for 
single irreducible representation and ^ J (r) can be written 
as: 
y f (r) ^"^C,^. (r) (1.5) 
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where C. is the coefficient proportional to order 
parameter . 
iii. Near transition point, the free energy F of a crystal is 
written interms of order parameter as, 
F = F^ + o{r\ +f>^ + -iy\^ + ^ V + • • " (i.6) 
where coefficients <?C , ft , o , 0 — - • • are functions of 
pressure and temperature. Imposing equillibrium condition 
r = 0 and 7-—-_ > 0 
^71 b ? l 2 
we find out ft = 0 at transition point and (?(_ also be zero 
for ir| = 0 and ^ - ^ 0 have different symmetry. Landau 
assumed that for the second order transition the coefficient 
of cubic term must be zero. The other condition is that 
c> > 0, otherwise the transition will be first order type. 
iv. Only wave vector K, which is simply a fraction of 
reciprocal la t t ice vector of prototypic phase, and allowed in 
second order transition represents the basis function in the 
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following form: 
^ .(r) =ULj^^(r) e""'"" (1.8) 
1.7 SOFT MODE 
From Landau's thermodynamic stability condition, we can 
write 
h-1o I '-'c I' (1.9) 
and 00=63 I T-T \' (1.10) 
o ' c ' 
These equations tell us that there is a mode of vibration which 
goes to zero frequency at T . This mode is called Soft Mode. 
Actually energy falls at transition point due to interaction between 
soft ' mode and acoustic mode[28]. This soft mode in Raman 
spectroscopy was first described by Raman and Nedungadi[29] in 
quartz. From dynamical point of view this soft mode concept 
was invoked by Cochran[30] and later by Anderson[31]. Anharmonic 
contribution is needed for discussing clearly the experimental 
results[32,33]. Using Lyddane-Sachs-Tellcr relation, Frohlich[3'fJ 
concluded that in ferroelectric SPTs, only transverse optic phonon is 
leading the phase transition. In displacive transition the 
2^ 
anharmonic contr ibut ion is srnail but i t is large for order-disorder 
transit ion[15]. 
1.7.1 Coupled Soft Mode 
Low frequency response funct ion has two components above 
T(-, one due to soft ptionon and other called Central Peak 
Componenttl5]. I t is a quasi-elastic component, relaxation type 
centred at CO = 0, whose intensity quickly grows as T — > T ^ and 
completely dominate the scatter ing close to Tc- I t was explained 
by considering the theoret ical model l ike, anharmonic perturbation 
theory, impuri ty and intr insic phenomenon l ike cluster format ion. 
The central peak component is observed in wide variety of SPTs and 
also in materials ranging f rom insulator to metal . Its contributions 
are very small but measurable width in wave vector. 
A r ich variety of SPTs are known to occur in a large 
number of materials due to the coupling between primary and 
secondary order parameters. For examples, we take an t i -
ferrodistor t ive improper SPTs (e.g. in Gd_ (MoO.)^) which is one of 
the three kinds of coupled systems detected and investigated. In 
this case the pr imary order parameter, corresponding to a mode at 
a zone boundary point , induces a net spontaneous polar izat ion, which 
is the secondary order parameter! 15]. 
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1.8 HARD MODE 
Some modes other tlian soft mode, responsible for phase 
transition are called Hard Modes[35]. They consist of either 
activation of silent modes or the splitting of degenerate modes or 
of both below the transition temperature. The changes of mode 
frequency and strength can be expressed in terms of spontaneous 
value of the order parameter Tn [36]. This theory is applied to 
eighteen SPTs for which experimental data are known[37]. Infrared 
activation of hard modes is best understood in quart2[38]. 
1.9 CRITICAL PHENOMENON 
Critical point concept can be us^d for characterization of 
the phase transition in many physical systems. It is normally 
defined in terms of a temperature or pressure parameter . Actually 
the behaviour near the critical point is described by critical 
exponent, which states clearly the temperature dependence of the 
macroscopic properties, like order parameter {l\), susceptibility ( ^ ) 
and a correlation length (Tf }[15]. Critical exponent is defined by 
some power of the reduced temperature. This theory is valid only 
for second order transition. The value of critical exponents is 
determined by microscopic model applied for different models, the 
value of critical exponent is given in the table 1.1[15]. 
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TubU' I.I 
(Lattice d = 3) 
Any d 
Properties Exponent MFT Ising XY Heisenberg 
Order parameter • 6 .5 .325 .3't6 .365 
Susceptibility "» 1 1.2'f 1.316 1.387 
Specific heat d^ 0 .110 -0.007 -0.115 
Correlation • length TT .5 .63 .669 .705 
The value of critical exponents depends on range of the force, the 
latt ice dimensionality (d) and number of spin components. The value 
V is same for different model, so it is called universality class. 
1.10 DYNAMICS OF THE CRYSTAL 
To know the details of vibrational spectroscopy, the idea of 
latt ice dynamics is necessary. The question of vibration in lat t ice 
was raised by Taylor, Euler, Fourier and Lagrange. Later, 
considering one dimensional model of NaCl, Bron discussed the 
dynamics of crystal lattice[39]. 
A crystal may be considered as a mechanical system of nN 
particles, where N is number of unit cell and n is the number of 
particles per unit ceil. This system has 3nN degrees of freedom 
where 3nN-3 are linearly independent normal modes of oscillation of 
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of ttie crystal and thcpp are pure translatlonL'fOj. A normal mode 
has the properties such as, (a) atom of the system oscillates about 
its equilibrium position with simple harmonic motion with the same 
frequency and phase, and (b) the relative velocity and amplitude of 
an individual atom depends on its mass. It is also related linearly to 
the internal coordinate of the system[39]. The normal mode 
frequencies are to be found as the 3n roots of the secular 
equation, involving the wave vector. It may take N values. Three 
of these roots tend to zero as the wave vector approach zero and 
are named as the acoustic branches. The remaining 3n-3 branches 
are designated as the optical branches and take finite limits as the 
wave vector vanishes. These branches can also be classified as 
longitudinal and transverse branchesC'tl]. These constitute the 
fundamental vibrational spectrum of the crystal. The frequency 
distribution in an individual branch is obtained by calculating the 
number of roots in each small interval of frequencies. 
In normal coordinate system, the nature of motion is so 
controlled that no net translation or rotation of the system as a 
whole takes placeL'tZ]. Each mode of vibration follows the 
quantization rule and the term phonon is used to describe a 
quantized lat t ice vibration. The optical phonon modes are classified 
into internal and external modes of vibration. Crystals are 
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constituted of a number of structural units. It may be considered 
that the force holding together the atoms within a group are much 
Stronger than these keeping the various groups togetherL'fO]. The 
modes arising mainly from atomic oscillation within a group are 
termed internal modes. The molecular groups as a whole also 
perform rigid body motion. This vibration is called external 
vibration or lattice vibration. It is distinguished into two types, the 
first-ones are translational modes which involve the translation of 
molecular groups in the crystal. The second ones are rotational or 
librational modes which include the quasi-rotation of molecular 
groups about tiioir cciitrc of gravity. Therefore it needs the 
presence of polyatomic groups in the crystals. When a crystal is 
composed of a group of atoms forming an ion or molecule, its 
normal modes normally have the following modifications: 
(a) Degenerate vibrational mode splitting, 
(b) Increase in multiplicity due to the unit cell consisting of 
more than one molecule and 
(c) Alternations in the selection rule[7]. 
It can be understood by considering the interaction of the 
environment of atoms where the vibrational potential energy 
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written asL'lO], 
V =1^ V + ^ ^ V , + V, + V, ( I . I I ) 
n n n k nk 1 In 
where ternns represent as follows: 
V is for internal coordinate, V, for external coordinate, V , for 
n ' 1 ' nk 
two internal coordinates interaction and V , for interaction between 
nl 
external and internal coordinate. 
1.11 CLASSIFICATION OF PHONON 
Vibrations in a crystals are governed by inter and intra 
molecular interactions. The symmetry of a molecule in crystalline 
state is lower than the one in free s ta te , because of intermolecular 
interaction. This lowering in symmetry may split degenerate 
vibrations and act ivate some vibrations in Infrared or Raman spectra 
which are otherwise inactive. Further, the spectra show bands due 
to translatory and rotatory motion of the molecule in the crystalline 
lat t ice. Generally, two group theoretical methods are used for the 
analysis of vibrational spectra and phonon classification. These are 
(a) Unit cell Approach['f3]. 
(b) Site symmetry approximatlon['/'f]. 
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The application of tliosc tnethods has been discussed by 
nnany authors[39,'t5,'t6]. Fately et alL't?] proposed some practical 
rules for classification of phonons using site synnmetry approach. 
A brief discussion of the two methods are given here. However, 
both the methods give the same results[fjS]. 
1.11.1 Unit Cell Approach 
A crystal consisting of N primitive cells with n atoms per 
unit cell, has 3nN normal modes of vibration. These are distributed 
among 3n branches, out of which (3n-3) are optical and 3 acoustic 
branches. Mode frequencies depends upon the wave vector which 
can be chosen such tiiat all its values lie within the first Brillouin 
Zone for each branch. However, other modes of vibration in which 
equivalent atoms more identically in phase are forbidden as 
fundamentals in Infrared and Raman scattering. This is due to the 
fact that the wave vector related with a photon is essentially zero 
with respect to the most of the phonons wave vector of the same 
energy except for ones near the Brillouin zone center . These 
constitute fundamental modes of vibration whose distribution, 
symmetry classification and optical activity can be enumerated only 
from the unit cell consideration in place of whole crystal . 
All unit cells of lat t ice are in the same phase everywhere 
during period of execution of the fundamental optical modes. 
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So only 3n modes of unit cell are used for describing the dynamics 
of the entire crystal . Therefore, we consider the factor group 
which is made by the symmetry elements in the smallest unit cell 
(Bravais ceil). It is always isomorphous with one of the 32 
crystallographic point groups. The character table and the 
irreducible representations of the isomorphous point group 
corresponding to the space group of the crystal are needed in this 
procedure. m, , the number of times of particular irreducible 
representation | , is contained in another representation | , is given 
by 
, =-lrh,X,(R>Xjm) "•'« 
where m is the order of the group, h. is the number of group 
operations comprising the j-th class, "X i,(R) and A, -(R) ^''^ the 
characters of group operation R in the representations | , and i 
respectively. The specific selection of the representation \ and 
its suitable character /{_ .(R) are used for classification of normal 
modes. The selection rules are 
^ X- h . X . (R)")< .^ (T) = 0 IR forbidden 
qi^ 0 IR permitted J 
and i ^ h XfR) X'A^) 
m ] K ] - 0 Raman forbidden 
4^ 0 Ram^n permitted 
(1.13) 
( l .U) 
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where T is used for dipole moment and o^ for polarizability tensor. 
The group character y(^ .(R) for different representations is given 
below['*0]. 
All unit cell modes/( . (n . ) = w„(j^ I + 2 cos ^ j , ) (1.15) 
Acoustic modes (dipole moment) '^.(T) = _^  1 + 2Cos ^ „ (1.16) 
Translatory lat t ice modesP(-(T') = [w (s) -1] (+^  1 + 2 Cos <5^„) (1.17) 
Rotatory lat t ice modesX-(R') = [ W D ( S - P ) ] ] V . (P) (1.18) 
) ^ ) 
Symmetr ic tensorX • (a^ i) = (+_ 1 + 2 Cos ^ n ) 2 cos ^ „ (1.19) 
Here w^ is the number of atoms unchanged under the symmetry 
operation R, Wn(s) is the number of structural group remains 
invariant under operation R, w„(s-p) is the number of polyatomic 
groups remains invariant under R, p is the number of monoatomic 
group, (Jp is the angle of rotation for R and positive and negative 
signs stand for proper and improper rotations respectively. For 
nonlinear polyatomic group we can write 
\ .(P) = 1 i 2 Cos J j ^ (1.20) 
and X • (P) = ± 2 Cos ©„ for linear polyatomic groups. The 
number of internal modes can be found out by subtracting the 
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number of external modes (translatory + rotatory) from the total 
number of modes. 
1.11.2 Site symmetry Approximation - correlation method: 
According to Halford['f'f], the local potential is mainly 
responsible for the dynamics of mono and polyatomic groups in 
crystals. So he classified the normal modes by correlating the 
local symmetry point group, also called site group with the point 
group of free molecular ion. There, he neglected the interaction 
between the different groups in the same unit celt. The symmetry 
of the crystalline field around the site is described by site group. 
Thus the geometrical structure of a molecule or ion in a given site 
is defined by the symmetry of that site and it shows lower 
symmetry. Therefore, the site group is a subgroup of the unit cell 
or factor group which describes the symmetry of free molecules. 
For each equivalent set of atoms, a correlation chart can be set up 
between site groups and factor groups. Then site group species for 
the translations and rotations are correlated with species of the 
factor group. Lattice vibration species in the crystals are explicitly 
identified by this correlation which also allows the prediction of IR 
and Raman activity. The total reducible representation for lattice 
vibrations is obtained by summing up the reducible representations 
for each equivalent set of atoms or ions in the crystals. 
3^ * 
For practical use of this method we consider the following 
useful terms['f7]: 
1. t , R = the numbers of translational and rotational 
coordinates in a site species ^ . It can take value of zero, 
one, two or three , which are available from character 
table. 
2. f = degrees of vibrational freedom in every site of 
equivalent atoms, molecules or ions. It is calculated as 
j = n . t ^ (1.21) 
where n is the number of atoms, ions or molecules, 
in an equivalent s i te . 
i 
Similarly f„ = degrees of rotational freedom which 
is found out by 
•i i 
fj^ = n .R (1.22) 
3. a j = the degrees of freedom contributed by each site 
species "i to a factor group species f and found out as 
/
f = a. Z C ^ (1.23) 
i li ^ 
Similarly ^ - a ,T" C ^ (1.2^) 
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•3 
C = the degeneracy of the species v" of a factor group 
for site V 
The reducible representation for internal vibrations of a 
nnolecular group can be obtained f rom the free state syn^innetry of 
that group. So free state symmetry group species are correlated 
wi th the site symmetry species and later the site symmetry species 
wi th the factor group species that yields reducible representation for 
internal v ibrat ions, specifying the IR and Raman act iv i ty of the 
d i f ferent internal vibrations. Final ly, to ta l representations for 
internal modes are added to the representation for la t t ice vibraions 
to get the reducible representation for tota l normal modes of 
vibrations of the crystals. 
The irreducible representation of the crystals gives the 
number of la t t ice vibrations in each of the species of the factor 
group. The to ta l irreducible representation of the crystals P is 
the combination of irreducible representation of each equivalent set 
of atom I ^ where 
' eq.set 
we also wr i te 
~ cryst _ I ^ p-, acout 
I vih 
(1.26) 
ib. 
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Finally we get 
r-T mol. cryst. „_,rryst. rr P* r-i acout. /. ^^x 
~ I * I mol. vib. lib. \ 
vib. ' vib. 
where | ,., = Y R T (1.28) 
' lib. ^— a • V 
5 r 
1.12 INTERNAL MODES OF VIBRATION OF MOLECULAR GROUPS 
OF THE CRYSTAL UNDER STUDY 
The atoms contained in the molecular group vibrate within 
nonrigid molecular motions. These are known as internal vibrations. 
For example, we discuss triammonium hydrogen disulphate (hereafter 
referred to as TAHS) crystal which is composed of NH,^ " ,^ S07~ 
ions. Those are XY^ type molecular groups, showing tetrahedral 
(T.) symmetry in the free s ta te . 
In the species of T , point group, there are nine internal 
modes of vibration for a XY type molecule and they are classified 
as 
Aj + E + 2F2 
In the first specy, the Y-atoms vibrate toward and away from the 
X-atom with A. symmetry, denoted as \) .. Secondly, Y-atoms 
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move on the surface of a sphere with radius of X-Y bond distance, 
having E symmetry denoted as v _ and there are also two triply 
degenerate y , and v . having F symmetry. oJ , is the 
antisymmetric X-Y stretching mode where v ^ is the asymmetric 
bending of X-Y bonds. All the four modes i) ., ^-, •^ ^ and -i . are 
Raman active, J . and w . show IR activity as well. Fig. 1.3 shows 
four normal modes of vibration of tetrahedral molecules[49]. Using 
site symmetry approximation after Fateley et alE'fZ], we found the 
distribution of normal modes among the factor group species which 
are summarized in the table 1.2. 
1.13 ANHARMONICITY AND INTERACTION OF VIBRATIONS 
The potential energy of any system can be expanded by 
Taylor scries where the cubic or higher order terms cause tlie 
anharmonic effect. The combinations or overtones in the vibrational 
spectra which come from simultaneous changes of state by two or 
more quanta of vibrational energy, are the evidence of anharmonic 
effect. It can be explained in crystalline solids on the basis of 
multiphonon proccsscs[50]. 
Molecular vibrations are affected by anharmonicity in two 
ways['/9,50]. Firstly, the selection rule changes by A v = ± >^ ± ^ 
. - - and secondly, the space between the vibrational energy levels 
38 
/; 
'i. 
Fig. 1.3. Normal modes of vibration of a tetrahedral molecule. 
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is changed, so combination bands are also allowed. The overtone 
and combination band intensity are plainly related to the 
anharmonicity of vibrations. For anharmonicity, the splitting of 
degenerate level, accidental degeneracy and Fermi Resonance also 
occur. 
There are two types of anharmonicity[51,52], mechanical and 
electrical. The first one comes for deviation from the harmonic 
form of potential energy for a given mode with potential energy 
written as 
V = 1 K^ Q^ + K^Q^ + K Q* + (1.29) 
where Q is the normal coordinate and K. is the force constant. 
1 
Electrical anharmonicity is associated with the quadratic and higher 
terms contribution of the normal coordinate to the instantaneous 
dipole moment which can be written as 
-^ -I 
A =^ 0 ^h\ ^ ^^-P^ ^ * '^-^ ^^  
l . l * IR SPECTROSCOPY 
l.!**.! General 
IR Spectroscopy deals with the interaction of IR radiation 
m 
with mat ter . Actually its happens by the change of electric dipole 
moment Ui) of molecular unit for excitation to higher vibrational 
level[53j. It detects only long wave length polar excitation and 
supply fundamental information about SPT. For crystals it can be 
treated macroscopically because the wavelength X for characteristic 
angular frequency of latt ice excitations coupled with the IR 
radiation is much greater than the lat t ice constant a[35]. 
Cablentz[5'f] first made a systematic measurement of IR absorption 
in 1905, 
An IR radiation propagated in the crystals must satisfy 
Maxwell's equations. Hence using Maxwell equation and Kramer-
Kroning dispersion relations[55], one can find 
cr(cj) r crto') - i ^ p ( 0(1 ^' Cuo' ) <^^' 
(1.31) 
(1.32) 
o ^ ' " - ^ " 
where ^ (oO) is real part of frequency dependent dielectric constant, 
CT'ib^) is the frequency dependent conductivity, e and m is the 
charge and mass of the electron respectively and n(o3) is the 
number of harmonic oscillator. £ (oS) gives the basic information 
about long wave length polar phonons which are determined by 
^2 
reflection and transimission spectral measurements. Applying 
Maxwell's equation we can write for non conductive lossy medium 
^ = n^ - k^ and <£'= 2nl< >, 0 (1.33) 
where N = n-ik 
where £. and £ are real and imaginary parts of the dielectric 
constant and n, k are the real and imaginary parts of the refractive 
index of the medium. For normal incidence, the amplitude 
reflection coefficient is written as 
, . sJTl e-'® = ^ ^ (1.3^) 
1+n-ik 
and reflectivity coefficient R as 
2 2 
R = rr* = ^"'^^- ^ ^. (1.35) 
(n+l)^ + k^ 
Finally, extracting R and 9 , we get 
£ (W) = ( - ^ ) ^ (l-^^) 
H3 
The basic informat ion romes out f rom the theory of phonon 
or electron contr ibut ion to ^ ((/J )[56]. In this theory the magnetic 
susceptibil i ty {%) is calculated f rom macroscopic electr ic f ie ld in a 
crystals, created by incident harmonic plane wave. Rigorous 
calculat ion of normal mode damping gives one longitudinal optic 
mode (K I I E, ^ , .) and two transverse optic mode (KX E, CO-,-•). 
So we can wr i te 
where j runs over ail normal modes f rom 1 to n and > is the 
damping constant. From this equation we see that complex 
frequencies CO , . and CO^. are zeros and poles respectively on the 
dielectr ic spectrum. The Coulomb interact ion between the ions 
depends on crystals surface condit ion which leads longitudinal-
transverse mode spl i t t ing. Because of transverse nature of 
electromagnetic wave i t cannot interact wi th longitudinal phonon in 
an inf in i te crystals. Hence longitudinal optical modes are inactive 
in IR absorption spectrum and observed in ref lect ion spectrum. But 
transverse opt ical modes are opt ical ly act ive and can be observed in 
both absorption and ref lect ion spectra. 
^'f 
The optical mode of a lat t ice is adequate to the motion of 
one type of atom, in phase relative to other', in long wavelength 
limit. Such motion in ionic crystals is related with strong electric 
moments. It can directly interact with the proper polarization 
electric field of incident radiation. Optical properties of this 
crystals are changed near the resonance frequencyC'fO]. The crystal 
becomes totally reflecting in the neighbourhood of optical lat t ice 
mode region, that is known as Reststrahlen effect. It is clearly 
explained by IR dispersion relation 
e (J) -_ 6M* [^"'-few'-^' 2 o - (1.38) 
More accurate calculation is given by Huang[56]. The 
dispersion frequencies are same with the optical mode frequency ^ 
and the longitudinal frequency 2> . which is given by Lyddane-Sachs-
Teller formula[53]. 
)^, = /^ . l^ .= |f3^, 
ic For non ionic crystals, i) . = "i) . = V . Ionic dielectri 
dispersion in the far IR region is treated only by quantum 
mechanics. 
'^ 5 
There are many experimental techniques in IR spectroscopy 
The technique mostly used in IR spectroscopy is transmission 
measurements on powder samples mixed with some transparent 
matrix and pressed into pellets. For the determination of IR 
dielectric function normally bulk reflectivity measurement is used. 
Power reflectivity R of the radiation can be measured directly by 
this method. For partially transparent single crystalline samples, 
transmission measurements are more useful and accurate because 
they are much more sensitive to changes of the optical 
constant[36]. 
l . U . 2 Selection Rule 
Selection rule for IR spectra is determined by the 
transition moment integral[53] which is quantum mechanically 
written as 
Here M is the electric dipole moment in the electronic 
ground s ta te , KL/. and U^. are the vibrational eigen functions for the 
ground and excited states respectively and Q^ is the normal 
coordinate. If we resolve the dipole moment in X, Y and Z 
direction then one can write 
(t6 
when one of those integrals is not zero then the normal vibration 
associated with the normal co-ordinate Q is IR active. If all the 
a 
integrals are zero then the vibrations are IR forbidden. 
The ground state wave function \ l / . belongs to totally 
symmetric representation. So X, Y, Z and excited state must be 
of some representation to get the representation of their direct 
product totally symmetrical[57l. The simple IR selection rule is 
stated as "A fundamental will be IR active if the normal mode 
which is excited belongs to the same representation as anyone or 
several cartesian coordiantes". From character table we can say 
which cartesian coordinates are involved and IR activity of the 
fundamental will be found out. For asymmetric molecules all 
normal modes are IR permitted. 
1.H.3 Analysis of IR spectra 
Due to the directional properties of lat t ice, the nature of 
IR spectra varies with the orientation of the crystal with respect to 
the incident beam. Analysis of this dependence can be done by 
i\7 
group theoretical metliods. From character tables, the IR 
reflectivity of different syrTunetry species for the point groups are 
l<nown[39,57]. The optical constant can be related to the observed 
reflection spectrum near the dispersion frequency by Maxwell's 
equations. The soft mode and hard mode of the dielectric spectrum 
provide information about the phase transition mechanism. 
1.15 RAMAN SCATTERING 
1.15.1 General 
Inelastic light scattering is very important to investigate 
the properties of mat ter . Light is scattered by a material due to 
fluctuation of the dielectric tensor of the material . Fluctuation of 
some of this quantity are enhanced near phase transitions[58]. So 
light scattering effect is an important tool for the study of phase 
transition. The static lat t ice structure can be determined with the 
help of symmetry information from polarized scattering[59]. 
In 1923, Smekal[60] studied the light scattering by a two 
quantized energy level system and give assertion about the side band 
existence in the scattered spectrum. Sir C.V. Raman and 
Krishnan[61,62] showed the side bands in scattered spectrum for 
liquid, like Benzene. They found the side bands in pairs 
/tS 
symmetr i ra l ly shif ted around the incident frequencies which are 
identical to some IR vibrat ional lines. In the same year, Landsberg 
and Mandelstam[63] observed same phenomena in quartz. The 
findings of Raman and Krishnan have been confirmed by 
Cabannes[6'f] and Recard[6 5]. This inelastic l ight scattering by 
molecular and crystal vibrations are known as Raman scattering. If 
l ) is incident frequency then we got the scattered frequency, 
-i = l) ±^^ • where-iJ . in the range of transit ion frequency between 
molecular ro tat ional , v ibrat ional and electronic level . The new wave 
numbers in the scattered spectrum are called Raman lines or 
bands. Raman bands at frequency iS = V - v . below the incident 
frequency are termed Stokes bands and higher one i.e. -ji , r =' 
iJ + ^ . , referred to as Anti-Stokes bands. A photon of frequency 
^ . is absorbed and simultaneous emission of stokes photon of 
frequency -^ = v - i J . is the stokes Raman scatter ing whereas 
Anti-Stokes photons of frequency i i , r - - -J + i5., are emi t ted for 
de-exci tat ion of the molecule f rom excited state to ground state. 
It depends on the numbers of molecule in the in i t ia l excited state. 
So Anti-Stokes radiation is weaker than Stokes emission. 
A classical explanation of l ight scatter ing may be given in 
terms of the electromagnetic radiation by induced multipoles in the 
system for incident wave[66]. In most of the systems, only induced 
1^9 
electric dipole moment P is considered. It is related to the 
electric field E of the incident radiation as 
P =<<.E + - j \ . E E + - V . EEE {l.f2) 
where <>C is known as poiarizability, R as hyper-polarizability and i 
as second hyper-polarizability of the medium and all are tensor. 
The correct frequency dependence for Rayleigh and Raman scattering 
can be found from first term of equation (1.42). In matrix notation 
we can write as 
[P] = K ] [E] (1.^3) 
The poiarizability is a function of the nuclear coordinate. 
So poiarizability can be expressed in a Taylor series in terms of 
normal coordinates of vibration which is written as, 
where is called derived poiarizability tensor. 
In harmonic approximation for space fixed molecule, we 
can write 
i+U) 
50 
/ / 
xo o — k xx)l< xo xy k yo ^xz k zo ko 
' . . ' . I 
yo o — ^ k ^yx k xo yy k yo ^ y z k ^ko (l.'f5) 
P (CJ + CJ, ) - [(oC^ ) E + (od ' ), E + (od' ), ] Q, 
zo o — k ^ z x xo zy k xo ^-zz k ko 
where Q, is normal coordinate annplitude M is the incident 
^ ko "^  ^^ o 
frequency and CJ , is the molecular frequency. The light scattering 
process has directional and polarization properties. Porto[67] has 
proposed a notation for describing polarization data from single 
crystals. Details of the quantum mechanical t reatment of Raman 
scattering has been outlined by Long[66] and Brandm'JUer and 
Moser[68]. 
We are interested to investigate the phase transition of. 
solids. So we consider the light scattering in the vicinity of phase 
transition. Due to temporal and spatial fluctuation of the dielectric 
tensor in the medium, the scattered light frequency \j^ and wave 
vector k are not same as the incident light frequency t o . and wave 
vector k.. In the neighbourhood of phase transition, fluctuation of 
some physical quantity called order parameter which plays the main 
role in light scattering intensity[58]. Taking temporal and spatial 
dependence, we get the spectral power density as 
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I . . ( q , a ) o C [ n ( i l ) + I] Im A j . (q,A ) i^M) 
where "V •• (q,-^.) is the generalized susceptibility, n(rL ) is the 
B.E. occupation number at frequency _fl. and Si = CO . - Cxi^ 
q = kj - k^. 
The fluctuation of dielectric teTisor can be expressed as 
^ ..(r,t) = 6 ..io) + ^ 6 j.(r,t) (l.f7) 
where 0<f'..(r,t) is the deviation from equilibrium value ^ ..(o). 
In terms of order parameter (i^) we can write 
^ e . = e..T\ ( l . tS) 
^ 1] ij L 
where e.. is polarization direction. 
Therefore, for single soft mode of vibration we get 
l..{q,S).)oC[n{Sl) ^ 1] \e,.X) \^ -^ ^ {{A3) 
'' '' (H" -it) . ^ > -
o 
where | is the damping constant. 
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In many cases, this single soft mode tlieory does not yield 
satisfactory results. Yacoby et al[69] have given some explanation 
for the discrepancy between theory and experiment. 
The peak intensities and line-width of the bands have been 
measured by least square fitting of the experimentally observed 
multiple band structure. Here we have assumed that it was 
composed of multi-Lorentzion bands such that the overall contour is 
given by 
I = ^ l(li .) b i^ /[b^. ^ {-^-^ . A (1.50) 
n oi 1 1 01 
where i5 . is the peak frequency and b. is the half-width at half 
maximum height (HWHM) of the i-th band. The full width at half 
maximum (FWHM) so obtained was corrected for the finite 
instrumental slit width using the formula[70]. 
( S . ) , = (<$.) [l-[/s/(^.) f] (1.51) 
i t 1 a I a 
where (0 .)^ is the corrected FWHM of the i-th band, {d.) is the 
I t 1 a 
apparent FWHM of the i-th band and S is the instrumental slit 
width in cm . 
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1.15.2 Selection Rule for Raman Scattering 
Arrording to quantum mechanics, the vibrations are Raman 
active only wiien one of ttie components of polarizability tensor (oC) 
changes during vibration. It can be determined by transition 
moment integral defined as 
[ ^ ] f i = ( v / Q a ) ^ M ' i ( Q a ) dQa 0.52) 
where U/ , and l|/ . are v/ave functions of final and initial molecular 
states and Q a is the normal coordinate. The polarizability tensor 
has six components, so equation (1.52) resolved into six integrals as 
follows. 
t^xx^fi = / V f ( Q a ) ' ^ , , V i ( Q a ) d Q a 
t^yy^fi - ( n ^ / Q a X y y Y l ( Q a ) c i Q a (,.33) 
[^yz^f i = / V f ( Q a ) ^ y . y i ( Q a ) d Q a 
If all the integrals are zero then the vibration is Raman 
inactive. In the integral, tK. is one of the quadratic functions of 
2 2 2 2 2 
the cartesian coordinates like X , Y , Z , XY, YZ, ZX, X -Y e tc . 
If the normal mode belongs to the same representation as 
one or more polarizability tensor components then the fundamental 
5'f 
transition will be Raman active. Actually, all modes from totally 
symmetric classes are always Raman active. If there is a centre 
of inversion element in tlie group tiien all antisymmetric normal 
modes are Raman inactive. All Raman active niodes combine with 
each one of the modes which come under the totally symmetric 
class to give Raman active combination tones, 
1.15.3 Analysis of Raman Spectra 
The nature of Raman spectra depends on the orientation of 
the crystals with respect to the radiation beams. These effects can 
be analysed by group theoretical methods. From character tables 
we can get Raman activity of vibrations of different species of a 
point group. Loudon[71] gives Raman tensors for the Raman active 
species of all 32 crystallographic point groups with respect to three 
mutually perpendicular axes, defined by Nye[72]. The optical 
properties of crystals can be understood in terms of principal axes 
of indicatrix[69,73]. 
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CHAPTER - II 
EXPERIMENTAL TECHNIQUE 
EXPERIMENTAL TECHNIQUE 
2.1 INTRODUCTION 
This rliaptcr describes in brief the rrystai preparation 
technique under study, the description of equipment used for Raman 
and IR measurements. Raman spectra have been measured at room 
temperature and below down to 125 K, The IR spectra of powder 
sample have been taken at room temperature. 
2.2 PREPARATION AND GROWTH OF CRYSTALS 
Triammonium hydrogen disulphate (hereafter referred to as 
TAHS) single crystals were prepared by slow evaporation of aqueous 
solution, containing ffO.8 wt% of (NH ) SO and 2if.O wt% of H SO 
at about 30° C[l] . Crystals were purified by recrystallization 
process and obtained in the form of optically transparent hexagonal 
2 plates of 15 X 10 mm and about 3 mm thickness. 
2.3 EXPERIMENTAL SET UP FOR RAMAN SPECTRA MEASUREMENT 
The experimental set up consisted of a source, 165 Ar 
laser from Spectra physics, a U03 Spex double monochromator, a 
photomultiplier detector and Spex datamate . The block diagram is 
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shown in Fig. 2.1. In the following paragraph, a brief description 
of main components of the experimental set up, measurements of 
polarized Raman spectra at different temperature, Experimental 
difficulties and its preventative measures have been described. 
2.3.1 Source 
* 
The 'fSSO A radiation with constant power of 100 mW from 
4-
5 watt spectra physics Model 165-Ar laser was used to excite the 
crystal. Technical and operational details are given in manual[2]. 
The three phase mains voltage was stabilized first to 'fOO volts from 
the main line to get stabilized three phase 203 volts for the laser 
power supply. This was achieved by three single phase 8.3 KVA 
(each) voltage 5tabili7er5 which are converted to 203 volts by a 
power transformer. The laser head and its power supply were 
cooled by circulating distilled water in a closed loop and maintained 
at a temperature at 20°C by the HX-500 chilling plant. The heat 
of the chilling plant is dissipated by tap water. 
2.3.2 Spex Ramalog System 
The main part of the spectrometer are a lasermate, UVISIR 
illuminator and a double monochromator[3]. The optical diagram of 
the set up for Raman measurements is shown in Fig, 2.2. 
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To record the Raman Spectra the excitation laser beam of 4880 A 
is passed through the iasermate which filters out the plasma lines. 
After filtration it enters the UVISIR illuminator, where a small 
focal length fused-silica condensing lens is used to focus the beam 
of 1.5 nm diameter to a spot of ^ ^ 10 Mm diameter on the 
sample. A polarizer is used with laser source to allow the 
particular polarized laser beam. An elliptical mirror is used to 
collect the scat tered beam and focussed on to the entrance slit of 
the monochromator. An analyzer is placed in the path of scattered 
light to analyze the polarization of the scat tered beam. A quartz 
wedge-depolarizer is placed after the analyzer to eliminate the 
polarization dependent efficiency of the grating. 
The scattered radiation entering the slit is analyzed 
spectrally by double monochromator. The Spex-l'f03 double 
monochromator is of Czerny-Turner type with scanning range from 
31000 cm to I 1000 cm . An accuracy of ^ I cm in 
10000 cm , resolution of 0.15 cm and spectral repeatability can 
be done successfully by this instrument. The double monochromator 
has a relative aperture of f/,7.8 with two holographic gratings ruled 
with 1800 lines/mm and blazed at 5000 A , where f is the focal 
length of the lens. An RCA-3103'f-02 photomultiplier tube (PMT) 
was used to get the spectral data. For reducing the dark current 
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caused by thermionir emission from the photo cathode, PMT has 
been cooled to 20°C by the thermoelectric cooling device. The 
PMT consists of gallim arsenide chip as its photocathode, an 
ultraviolet transmitting glass window and an inlines copper-
beryllium-dynode structure consisting of eleven dynodes. 
An 8 bits microcomputer 'Spex-Datamate' was used for 
data' processing and controlling the spectrometer . The spectral data 
were manipulated for the desired frequency range by in-built 
software. There are also arrangements to store the input and 
output data in the 'fK data point storage in any of its eight 
variable length files. The stored data are plotted in a strip chart 
recorder. It is also possible to record the spectra directly on the 
strip chart recorder, Datamate also supplies high voltage to PMT 
(-!750volts) witii a stability of _^_ 0.002% after half an hour of warm 
up. 
2.3.3 Scan of Raman Spectra 
For polarized Raman spectra of single crysta l ' , the samples 
have been cut in rectangular plates shape so that the faces of the 
plate are normal to the crystal axes. The indicatrix axes were 
indentified. by polarizing microscope. The rectangular plate of 
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crystals are mounted on a sample holder in a way that two axes lie 
along the direction of incident and scattered radiation. The third 
axis is along in the direction of electric vector of incident beam. 
The measurement of various components of the polarizability tensor 
can be performed by recording spectra for different orientations of 
crystal axes relative to the direction of incident and scattered light 
and direction of electric vector in the incident and scattered beam. 
For complete study of Raman tensors, a minimum number of 
geometries is needed which depends on the crystal symmetry['t]. 
Porto[5] has given a notation to define the geometry used 
in Raman measurements. Using four symbols one can define the 
above geometry that are the propagation direction of the incident 
radiation, the direction of electric vector of the incident beam, the 
direction of electric vector of the scattered beam and the direction 
of propagation of scattered radiation. For example in the notation 
X(YZ)Y, X and Y outside the parenthesis denote the direction of 
propagation of incident and scattered light respectively, whereas the 
symbol Y and Z inside the parentheses indicates the direction of 
electric vector in the incident and scattered light respectively. The 
scattering tensor component is defined by the two symbols inside 
the parentheses. 
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2.3.* Measurement of Raman Spectra at Different Temperature 
For below room temperature measurement of Raman spectra 
of TAHS, an air products closed-cycle Helium cryocooler Dlsplex 
Model CSA-202E was used. In that instrument we can cool the 
sample from 300 K down to 10 K. It consists a compressor 
model 202 and DE 202 Expander module, which are shown in 
Fig. 2.3. The temperature of the sample is controlled by a digital 
temperature controller model APD-E, with the accuracy of j ^ 3K. 
The temperature sensing and monitoring is precalibrated by gold 
chromel thermocouple. The refrigeration of the cryocooler is 
1.8 Watts at 20 K. Conductive glue was used on the sample holder 
to mount the crystals. For thermal insulation, the system was 
evacuated upto 10 torr. by a Hind-Hivac diffusion pump. A 
home made heavy stainless steel stand was used to support the 
expander • module. The shaft of the stand was arranged in such a 
way that it can be moved back and forth in two perpendicular 
directions in horiTiontal plane. Up or down movements could also be 
possible through a gear and screw arrangement in the arm of the 
stand. 
2.3.5 Factor affecting the Intensity of the recorded Spectrum 
There were a considerable, unrelated factors that affect the 
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type and quality of the spectra discussed below:-
1. Raman Scattering: 
From theory we know that the Raman scattering from a 
particular set of molecules is directly proportional to the intensity 
of the incident light to the fourth power of the exciting laser line 
frequency and to other parameters , mainly molecular, over which 
experimentalist has little control. So high power lasers are used 
for weak spectra but there are some limitations. 
2. Diffraction grating efficiency: 
The efficiency of the grating in a particular order is at a 
maximum at the blaze wave length and falls on either side of that 
wave length. The blaze wave length depends on laser source. 
3. Photomultiplier Tubes 
The Raman light emerging from the exit slit of the 
spectrometer is generally detected by a photomultiplier tube having 
an S-20 type spectral response. The efficiency of the 
photomultiplier tube falls very rapidly at long wave length. 
7Q 
k. Spectral Slit Width: 
At the time of scanning of the spectrum, the slit width 
remains constant. But the actual slit width continuously varies 
through out the scanning. The slit setting dial reads the slit width 
0 
at 6328 A . A correction table was supplied with the instrument. 
5. Discr iminat ion: 
The discrimination of the spectrometer is a measure of the 
stray light in the monochromator. 
6. Sample Illuminating Methods: 
2.3.6 Calibration of the Spectrometer: 
The spectrometer can be calibrated by using the emission 
spectrum of Neon. The best available values of wavelengths of 
the Neon emission lines are given by Loader[6]. The Neon emission 
spectrum is not convenient standard for routine use in Raman 
Spectra. lUPAC comtTiission on molecular structure and spectroscopy 
recommended indene and polystyrene for routine calibration . The 
positions of the indene Raman emissions were located accurately and 
enabling vibrations which were active in both IR and Raman to be 
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identified. The correct frequencies at these vibrations are listed in 
the lUPAC tables. 
2.3.7 Precautions: 
1. Eye damage ran be result from accidental reflection of the 
laser beam from polished surface, so safety goggles should 
be used. 
2. Low temperature cell window and lens should be clean and 
free from grease and finger prints. Otherwise it increases 
the fluorescent background of the spectrum. 
3. An e.h.t. voltage be applied to the PMT to destroy the 
room light effect completely. For scanning near exciting 
line, it also to be noted that the tube is not exposed to 
an excessively high intensity of light. 
2A IR INSTRUMENT: 
The optical mull principle for IR spectrometers was 
introduced in 19'f2 and other successful systems also were 
developed[7]. All the instruments have a common double path of 
source illuminating the monochromator entrance slit with a rotating 
mirror by means of flickering alternatively between the reference 
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and sample path. The detector responds only for unequal intensity 
of the two beams. For any unbalance, the light attenuator move in 
or out of the reference beam to restore balance and the recording 
systems respond. The recording pen is attached with the light 
at tenuator, so it records the sample percent transmission. In the 
FIR region, the IR transmission spectra at room temperature were 
recorded by a commercial Perkin-Elmer 580 spectrometer with a dry 
air purging system. Many authors have discussed details of this 
lnstruments[8]. For calibration of the frequency scale we used the 
spectrum of polystyrene. The optical diagram of the used system is. 
shown in Fig. 2A[9]. 
2A.I Measurement of IR Spectra: 
Powdered (micro crystalline) samples on KBr pellet and 
Nujol mull were used to record the NIR transmission spectra at 
room temperature . Extremely thin {'^ A /J{) samples are needed for 
fine transmission spectra because fundamental lat t ice modes have 
high absorption power. However, the single crystal IR study can be 
done by specular reflectance or by at tenuated total reflection 
techniques[8,10,11]. Normally, the Nujol mull[9,l3] and Pressed 
discCl'f] techniques are used for recording the transmission spectra in 
powder form. The particle size of the sample should be less than 
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the incident radiation wavelength otherwise it shows some serious 
effects in the spectra. It also mininnizes the scattering as well as 
Christionsen effect which are generally present in the spectra. 
2.*.2 The Nujol-Mull Technique: 
This technique has been performed by grinding the sample 
in mineral oil like - Nujol, to make thin p a s t e . It behaved as a 
coating around the sample and match easily the refractive indices 
of the solid than air. For uniform cream like suspension, a thin 
layer is packed tightly between the well polished NaCl, KBr 
pellets and mounted in the sampling area of the spectre-photometer. 
To compensate the absorption bands of Nujol, we placed a few drop 
of Nujol in another demountable cell between the pellets. Nujol, 
cannot give fruitful information around 2915, ^ 6 2 , 1376 and 
719 cm frequency because of its absorb bands at that 
frequencies.[15] There were used another mulling agents, such as 
Fluerolube or hexachlorobutadiene (HCBD). 
The sufficient control over sample thickness, dispersion 
uniformity and paste density were not maintained in the mull 
technique. Even with the use of international standards, the mull 
technique will not give the fruitful quantitative analysis. However, 
it is used for qualitative analysis of the samples. 
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2A.3 The Pressed disc (Pellet) Technique: 
SchiedtCl'f] and Stimson[l6] gave the solid sample 
preparation method for this technique. They assumed that a 
transparent disc can be made by assimilating properly a suitable 
matrix material with the sample and by applying a pressure of 
1.5 X 10 lbs/inch . The matrix material should have comparable 
with that of refractive index of the sample and should have high 
transmittance power throughout the spectral range of the instrument 
alongwith its stability and nonhygroscopicity. Normally, the matrix 
materials used are the alkalihalides like KBr, KCl, NaCl, KI e tc . 
KBr is more widely used in this method. 
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CHAPTER - III 
VIBRATIONAL SPECTRA AND PHASE TRANSITION 
VIBRATIONAL SPECTRA AND PHASE TRANSITION 
3.1 INTRODUCTION 
Vibrational spertroscopic rnetliods have been used over the 
past several years to investigate the molecular dynamics of SPTs 
and related phenomena. A direct study of molecular vibrational 
excitations or phonons and their anharmonic interactions and coupling 
to relaxational and electronic excitations can be carried out using 
these methods[l]. Nowadays, the techniques of IR and Raman 
spectroscopy are being extensively employed for the study of effects 
on normal modes of vibrations in crystals v/hich undergo phase 
transitions. These two measurements have the advantage of 
providing complementary information about the vibrational spectra. 
This chapter is devoted to the study of a few phase transitions in 
triammonium hydrogen disulphate (NH )^H(SO.)^) crystal using these 
experimental methods. 
Triammonium hydrogen disulphate (NH )^H(50.)_ (hereafter 
referred to as TAIIS) has acquired special importance because of its 
2-
very strong and unusual 0 - H - - 0 hydrogen bonds linking 50^ 
ions into a (SO.HSO.) dimer[2] and its numerous successive phase 
transition5[3-6]. It has six polymorphic rrto^iiications at normal 
pressure: 
7^ 
, / Triponal \ 'flSK^ „, ,, /Monor l in i r \ 265K. 
Phase I f j ^ ^ , ) > Phase II ( ^^/a ) > 
Phase III (Monorlinir) - ! - ^ > Phase IV i l ^ > Phase V 
-> Phase VI (Ferroelectric). 
The application of pressure and deuterium substitution also 
stabilize the ferroelectric phase of the crystal[7-9]. The pressure 
induced phase below liquid nitrogen temperature is same as the 
phase below 'f6K at atmospheric pressure[10]. 
The phase 1 is trigonal with the space group R3m or R3c 
and the latt ice parameters are a = 8.29 A° and <<. = ' f l . Z l U ] . 
The room temperature phase, Phase 11, has monoclinic symmetry 
with space group A2/a[12j. Later, it was reported that it belongs 
to the space group C2/c[13]. But, most of the isostructural crystals 
belong to the space group A2/a[U]. In phase II, the crystal is 
biaxial and becomes uniaxial in phase I[3,'i]. It also shows the 
ferroelasticity in room temperature phase[15]. From EPR results, 
Minge and Waplak[I6] suggested that the phase transitions It —> III, 
III —> IV and IV —> V take place within monoclinic symmetry. 
In phase III, it shows the antiferroelectricity[l7] and has an 
incommensurate structure[ I 8]. The phase transitions I >II, IV >V, 
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V—^>VI are found to be of first order in nature whereas the 
transitions 11—>III and III—>IV show second order behaviour[5,6,il]. 
The work done earlier on TAHS is as follows: 
Gossner[3] and FischerC'f] carried out the optical measurements and 
found out the uniaxial properties in phase I. Pepinsky et al[15] and 
later Gesi[5,6] have made a detailed dielectric study and showed 
that there exist in total six phases. Gesi also carried out the 
differential thermal analysis in detail . The dc electrical 
conductivity, differential thermal analysis and coulometric studies 
have been done by Reddy et al[19] at temperatures above room 
temperature and the transition at 'fOK confirmed. They showed 
that the charge carriers in this crystal are protons. They also 
studied the thermally stimulated depolarization current[20]. The 
effect of impurity on conductivity has been studied by doping 
divalent cations by Syamaprasad and Valiabhan[21]. In the 
temperature range from 100 to 't^OK, the linear thermal expansion 
was measured using x-ray diffractometer and dilatometer by 
Suzuki[l l] . He observed a large anisotropy in the linear thermal 
expansion coefficient along the pseudo-orthorhombic axes. The 
effect of pressure and deuterium substitution has been studied by 
Gesi and Osaka et al[8-10]. Suzuki and Makita[12] and Leclaire 
et al[13] gave the details of crystal structure in the room 
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temperature phase. The specific heat has been measured above the 
liquid nitrogen temperature by Suzuki et al[18]. They estimated the 
entropy at around transition points for phases above 90K. The NMR 
study has been done by Walton and Reynhardt[22] where they 
discussed the motion of Nil ions. The phase transitions studies 
above 90K employing EPR technique have been made by Fujimato 
and Sinha[23], Minge and Waplak[16] and Babu et ai[24] using 
different EPR probes. The IR spectra of powdered samples in three 
phases have been studied by Acharya and Narayanan[25]. IR and 
Raman spectra have been investigated below room temperature by 
Damak et al[2] and Kamoun et al[26] in powder samples. Damak 
et al assigned the band frequencies for the phase II and V. They 
concluded that the room temperature phase is strongly disordered 
because of an orientational disorder of ammonium ions and ordering 
takes place with the lowering of temperature . Kamoun et al 
discussed hydrogen bonding, the nature and degree of structural 
(dis) order and the mechanisms of the phase transitions. They 
concluded that NH, ions are involved in all transitions and their 
rf'otion seems to be the main cause for the occurrence of 
ferro-electricity. They have also given the assignment of bands in 
the internal and external modes regions in different phases. IR and 
polarized Raman spectra of TAHS have been studied at room 
temperature by Rajagopal and Aruldhas[27]. They concluded that 
NH ion is not rotating freely in the lat t ice. Srivastava et ai[28] 
have studied the far-Il^ rellertivity and polarized Raman spectra of 
single crystals in the temperature range from 10 to 300K. They 
showed that the effects of anharmonicity and the ordering of 
coupled motions of cations and anions cause the ferro-electric 
transition. They also assigned the bands in different phases. From 
reflectivity spectra, a reversal of the trend in the shift of 
longitudinal optical mode frequency has been detected for the 
transition, phase III > phase IV. They also suggested the change 
t 2 -
of site symmetry of NH, and SO, ions is associated with the 
transitions, phase III —^> phase IV and phase IV —^> Phase V. 
The dynamics of NH. and SO. ions plays an important 
role in phase transitions in TAHS which can be studied by IR and 
Raman spectroscopy. EPR measurements[2'f] suggested that the 
reorientational motion of NH and SO. ions is responsible for the 
transitions pahse III —> phase IV and phase IV —> phase V. But 
from Raman measurements reported earlier[28], it has been shown 
that the change of site symmetry of SO. and NH ions is 
associated with phase transitions. There is some doubt that the 
symmetric stretching mode )) . vanishes in phase IV. In the 
present work we have concentrated on the transitions, phase HI 
> phase IV and phase IV > phase V. We have employed 
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Raman spectroscopic method for this study. We have taken the 
polarized Raman spectra at different temperatures in the vicinity of 
the transitions over the frequency range 900-1250 cm to under-
stand the role of sulphate ions in these transitions. For 
assignments of the bands we have also taken the IR spectra for 
powdered samples at room temperature. 
3.2 CRYSTAL STRUCTURE: 
TAHS crystalizes as single domain within the monoclinic 
symmetry at room temperature. It has four formula units per unit 
cell. The space group is A2/a[12] in this phase. The unit cell 
parameters are a = 10.153 A°, b = 3.85'( A°, c = [5A[0 A°, 
o<_ = P* = 90° and i = 101.76''[12]. Suzuki and Makita[12] have 
determined the structure at room temperature. They determined the 
positions of S and O atoms from 'three dimensional Patterson 
synthesis' and positions of N atoms from 'block-diagonal least 
squares refinements'. The crystal structure is shown in Fig. 3.1. 
There are twelve ammonium ions and eight sulphate ions in 
a unit cell. Each pair of neighbouring sulphate ions linked by one 
hydrogen bond of the type 0 - H ' " O forms a (SO. H50 . ) dimer. 
The sulphate ions contain four hydrogen bonds of this type. 
O X 
o = 
0 ° 
o en 
o 
Fig. 3.1. Crystal Structure of TAfHS Projected along b-axis for 
Phase II. 
sit 
There also exists N-H--- O type hydrogen bonding. 
Ammonium ions occupy two sets of non-equivalent positions: one set 
at general positions, NH/*^ (2) and other at special positions on 
two-fo ld axis, N l i ^ ( l ) . There are four N I K ^ (!) ions and eight 
N l l . ^ (2) ions in the unit ce l l . Cach 1! atom bonded to N( l ) atom 
forms a N - H - " 0 type hydrogen bond and the one bonded to N(2) 
forms N -H- -20 type bi furcated bond. NH + (1) ions form slightly 
distorted tetrahedra having electr ic dipole moment and arc 
stat ist ical ly ordered[12]. The sulphate ions carry an electr ic dipole 
moment paral lel to the ,S-0(2)[ 12] bond whose bond length is 
d i f ferent f rom other S-0 bonds. Thus, sulphate ions are also 
sl ightly d istor ted. 
3.3 FACTOR GROUP ANALYSIS: 
The factor group C_, has the symmetry species A , B , A 
o t- 2h J f g g u 
and B . The vibrations belonging to A and B show Raman 
u ^ ^ g g 
act iv i ty whereas A and f) symmetr ic vibratiotis arc IR act ive. 
' u u 
Vibrations of A symmetry are permi t ted in XX, YY, ZZ and XZ 
o 
polarizations and those of B symmetry in XY and YZ only. When 
electr ic vector of the incident radiation is parallel to Y-axis, then 
A symmetry modes appear in the IR spectrum. The B symmetry 
m.odes are expected to appear when the electr ic vector of the 
incident IR beam is made paralk-l to either X or Z-axis. 
We have classif ied the normal modes of vibrations by using 
correlat ion method after Fateley et al[29]. Site symmetry at each 
equivalent set of atoms or ions should be known for this method. 
There are four equivalent sets of atoms or ions in the crystals. 
These are four NH. ' ^ ( l ) ions eight NH,'*^(2) ions, eights SO. ions 
and the four hydrogen atoms. The possible site symmetries for the 
space group C are C.(8), C C f ) and i^CW. As NH (1) ions are 
on two fo ld axis, site symmetry for these ions wi l l be C_. The C. 
site has the mul t ip l ic i ty four. So four hydrogen atoms can be 
accommodated at this si te. The C. site has the mul t ip l ic i ty eight, 
and i t can take inf in i te numbers in Xhv crystals. Hence N i l . (2) 
and SO ions wi l l be accommodated at C. sites. Thus the site 
symmetry for d i f ferent site of ions or atoms are 
NH^+(1) C^W 
NH^M2) C^(8) 
S0^2- (3^(g) 
H CM) 
The to ta l number of modes are 312, including 3 acoustic 
modes. From group theoret ical analysis we have shown that there 
are 108 internal modes of NH. ions, 72 internal modes of 5 0^ 
ions and 132 external modes in the crystals. The external modes 
include 60 l ibratory modes and 72 translatory modes. 
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TABLE 3.1 - Correlation between different species free state 
groups, site groups and factor group of different 
atoms and ions in TAHS. 
Structural 
group 
Symmetry species 
Free State Site group Factor group 
NH^^(i) C. C 2h 
NH^+(2) & SO^' T C, C 2h 
H + C. C 
2h 
TABLE 3.2 - Classification of phonons in TAHS crystal a t room 
temperature phase. 
Modes 
1. Internal 
of NH^+ 
l!>l(A,) 
l) ^{^) 
h ,i?^) 
^ . ( ^ 2 ^ 
modes 
(1): 
Total internal 
modes 
Internal 
of N H / 
^ , ( A , ) 
ijA) 
i,^F^) 
^ . ( F j ) 
Total in 
modes 
modes 
(2) 
ternal 
Species 
A 
g 
2 
It 
2 
2 
10 
2 
It 
6 
6 
18 
B 
g 
0 
0 
(f 
It 
8 
2 
'f 
6 
6 
18 
under 
A 
u 
2 
'f 
2 
2 
10 
2 
'f 
6 
6 
18 
C2h 
B 
u 
0 
0 
it 
f^ 
8 
2 
f 
6 
6 
18 
Total number 
phonon modes 
particular mode 
vibration. 
if 
8 
12 
12 
36 
8 
16 
2'f 
2^ * 
72 
of 
for 
of 
Total number of 
modes of NH^+ 28 26 28 26 108 
ions 
Contd.... (Table 3.2) 
Modes Species under C-, Total number of 
phonon modes for 
. „ . Q particular mode of 
A D r\ D • 1 j ^ -
g g u u Vibration. 
(ii) Internal modes of 
50^^" ions 
•J!>J(AJ) 2 2 2 2 8 
^^(E) i^ li H li 16 
^ 
^ 
^(F^) 6 6 6 6 2tt 
^(F^) 6 6 6 6 24 
Total internal modes 
of 5 0 , 2 - ions 18 18 18 18 72 
(iii) External modes: 
(a) Libratory modes 
of NH^+(1) 2 k 2 It 12 
(b) Libratory modes 
of NH^+(2) 6 6 6 6 21^ 
(c) Libratory modes 
of 50^2- 6 6 6 6 2^ * 
(d) Translatory modes 
of NH +(1) 2 f  2 if 12 
(e) Translatory modes 
of NH +(2) 6 6 6 6 24 
(f) Translatory modes 
,of S0i,2- 6 6 6 6 24 
(g) Translatory modes 
of H+ 0 0 6 6 12 
Total external modes 28 32 34 38 132 
Total number of 
modes in the crystal 74 76 80 82 312 
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The correlation between the different symnnetry species of 
free state point group, site symmetry point group of atoms and 
ions in the crystal and the crystal factor group are given in the 
table 3.1. Using this correlation chart of the symmetry species, the 
number of the phonon modes arising from definite mode of free 
state ammonium and sulphate ions along with the translatory and 
libratory modes and the translatory modes of H- atom are listed in 
table 3.2. 
3A RESULTS AND DISCUSSIONS: 
3 .* . ! Vibrational spectra and bands assignment at room temperature: 
The polarized Raman spectra of TAILS have been taken in 
the frequency range ^0-32 50 cm at room temperature and is 
shown in Fig. 3.2, The laboratory orthogonal system of coordinate 
X Y Z is related to the crystallographic axes a, b of monoclinic 
symmetry of the crystal as X//a, Y//b and Z//,axb. IR absorption 
spectra for microcrystalline samples have also been taken in the 
frequency range 200-WOO cm to help the identification of normal 
modes. The IR spectrum observed at room temperature is shown in 
Fig. 3.3. The bands assignment are made by comparing spectra 
with those observed by previous workers[2, 25-28]. The vibrational 
rr.odes are identified as internal modes of NH,"'' , SO, ions and 
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la t t ice modes. Superscript 'N' and 'S' are used to distinguish the 
nnodes of NH,"*" and SO, ions. The frequencies of observed 
bands and their assignment are given in table 3.3. 
(a) Internal modes of SO, ion: 
As discussed earlier, there are four fundamental internal 
modes of vibrations of SO 2- ion. ^ i^ (''^i^ represents 
nondegenerate totally symmetric S-0 stretching and v , (F ) is the 
triply degenerate asymmetric S-0 stretching mode, V J' (E) and 
V ^ ^(F-) are the symmetric and asymmetric 0-S-O bending modes 
respectively. The i^ . modes of SO. 2- is expected to be very 
strong and is observed around 980 cm [27]. As a result of strong 
hydrogen bonding, SO. and IISO," are likely to coexist in the 
crystal with the vibrational interaction between them[2]. Two bands 
observed around 968 and 1075 cm are very strong in XX, YY and 
ZZ geometries, assigned as totally symmetric stretching vibration 
*^  . ^ . The large separation of these two bands signifies that H-
atom is strongly bonded to one of the SO ions. So, the two 
stretching modes may be considered for the SO, and HSO," 
ions. The lower one belongs to HSO. ion. 
The presence of HSO." ion in the crystal requires the 
assignment of internal modes of HSO. [30,31]. The HSO. ion 
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Table 3.3 : Raman frequencies in different polarization, IR 
frequencies at room temperature for (NH )^H(SO.) and 
-1 k'y^ k'2 their assignment, (frequency in cm unit). 
XX YY 
Raman 
ZZ ^Y YZ XZ 
IR /Assignment 
72\\ 
I 20vvv 
85\v 
l20vw 
!2m 
72w 72w 
82vvv 82\v 
S6v. 19l\vb IS^vwb 19lmb 
'^09vw 
198vwb 186vwb 218w 
272w 
W5\v 
N 
,N 
V, S-OII 
/|/f2m 'f'fOs lit^lm ^i4^m 
tf5S\\sh ^63wsh 'f58\vsh 
'*38m 'f39s 
'^59wsh 
^kim 
90'f\v 907vw 876m ^ OH 
967s 967vs 968vs 967m 967w 969wb 996vw 
07'fs 1076VS 1070m 1076m 1075m 1075w 
1023w 
l l U v w b 1112vwb 1123vwb 1116s 
1191m 
l/f(Hso; ) 
Vf(S0^2-) 
v/ 
s 
OH 
Table Contd... 
Tabic 3.3. Con td . . 
9^ 
U08v\v \ii[6vw 
A^5vv'b l 'f50wb HGlvvv 
13l8w 
13'f6w 
[ii[3m U 0 3 s 
2/, N 
695\v 1677vvb J686w 1693vw ISS'^w I67 5mb 1663 
.750vw 1750w 
2998v\vb 3073vwb 3000vwb 
3160\vsh 3168s 3160sb 316'fwb 3 l 6 J m 3160wb 3137s 
3223s 3259\vsh 3221wsh 3223VW 
w 
2850w ~ 
2920w 
3020wsh 
y^ N 
2 V " 
if 
^ O H 
^ N 
V, N 
vs - very s t rong, s = s t rong , m = medium, w = wcal<, vw = very weak, b - broad, 
sh = siioulder, L = l a t t i c e mode of 5 0 ^ ion, t = t r a n s l a t o r y mode for NH 
ion. 
,N l ibra tory mode for Nl-1, ion. 
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2-is t reated as distorted tetrahedral SO. ion. There are twelve 
modes, nine of which are undistorted SO. ion modes v> . ^(A.), 
^ ^ (E), '^ - (F^) and v (F ). The remaining three are due to the 
motion of the hydrogen atom, denoted as v 0,11 (0-H stretching), 
0 ^Li (0-H bending) and -/ ^ , , (0-H torsion). These bands are OH UH 
assigned by comparing the present spectra with those of other 
hydrogen bonded systems[31,32]. The very weai< bands at 896 and 
3006 cm" are identified a s ^ and "LCJ, respectively. The band 
OH observed at 1191 cm in the IR spectrum is identified with o 
mode. 
I s S s 
The frequency components of 'i^ _ and ^ . modes of 
HSO. " ion are expected in the corresponding mode frequency region 
of SO. and they have lower frequencies. ^ -^ mode of this ion 
2-
can not be separated out from SO. mode because the frequencies 
of the both ions are mixed around 1120 cm . The strong band at 
- i -1 L <; 
't'fl cm with a shoulder at 'f60 cm is assigned to v mode. 
The asymmetric bending modes ^ ^^  ^ are observed as strong bands 
around 610 cm . 
(b) Internal modes of NIK* Ions: 
The four internal modes of NH."*" ions are denoted as 
' ^ j ' ^ i A j ) , :t>^^{E), ' ^ ^ ^ ( F ^ ) and 3^^ "^(F^), similar to those for 
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2-SO. ion. Here the superscript N is used to denote the NH. 
ion, A strong broad band is observed with a few components in 
the N-H stretching region ( V . ) in the IR and Raman spectra. It 
happened so, because of the varying N-H-'-O bond lengths. The 
strong peak at 3223 cm is assigned to 2-^ 1 mode. The frequency 
around 3160 cm observed both in the IR and Raman spectra is 
identified as y -. mode. The weak band around 1685 cm is 
assigned to ^-^ mode whereas bands in the range 1318 - H61 cm 
are assigned to "^ j, • The weak bands around 2900 cm and at 
1750 cm are assigned to two phonon and combination modes 
respectively. The presence of combination modes eliminates the 
possibility of free rotation of the ammonium ions in the crystal 
lattice[33]. 
The broad character of N-H stretching band indicates that 
there is a disorder orientational motion of N H / ion. The 
corresponding hydrogen bond is too \^eak to broaden the N-H 
stretching bands because of anharmonicity. The observed nature of 
the bands also confirm that the NH,"*" ions behave like perfect 
tetrahedral ions in the crystal and are ordered in s ta te . 
(c) Lattice modes: 
Clear-cut assignments of low frequency bands in the spectra 
are fiot easy but we can work out a general assignment on the 
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2-
basis of bands observed in the compounds containing either SO 
or NH ions[3'f-36]. These assignments have been undertaken on 
the basis that the translatory and libratory modes of NH. ions 
occur at frequencies higher than that of the corresponding modes of 
SO, ion (mass ratio: NH, : SO, = 1:5.3) and the vibrational 
bands due to librational modes will generally be weak[37]. 
Therefore, the lowest frequencies below 150 cm are considered as 
2-lat t ice modes for SO, ion. The next lowest frequencies 
(150-250 cm ) are attr ibuted to the translatory modes of NH. 
ions whereas in the range 250-350 cm could belong to the 
libratory mode of NH. ion. 
3A.2 Temperature dependent Ramem spectra and Phase Transition: 
We have taken the polarized Raman spectra in XX, XY and 
XZ geometries at a few selected temperatures in the range from 
room temperature to 12 5K. We have got the same type of change 
in XX polarization as observed by Kamoun ('t al[26]. There were no 
significant changes in XY geometry except the downward frequency 
shift in the N-H stretching mode region. But according to earlier 
work[28] in XY geometry the symmetric stretching mode 3u> 
vanishes in phase IV. Thus our findings in XY polarization are not 
in agreement with this observation. We have noticed more 
thermosensitive bands in XZ geometry, shown in Fig. 3.^. We have 
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observed the downward shift of N-H stretching nnodes and the 
variation of peak intensity and full width at half maximum (FWHM) 
of the HSO" symmetrir stretching mode (968 cm ) for the phase 
changes III — > IV and IV —> V, The N-H stretching modes are 
very weai< and broad, so accurate measurements are difficult for 
these bands. We have recorded temperature dependent spectra in 
the region of HSO symmetric stretching mode in the temperature 
range 160 to 125 K to study the nature of change of 968 cm 
band in these two transitions. The temperature dependent Raman 
spectra observed in this region are shown in Fig. 3.5. The variation 
of full width at half maximum and peak intensity as a function of 
temperature of the band at 968 cm are displayed in Fig. 3.6. 
The important features of temperatue dependence of Raman spectra 
of the system are as follows: 
(1) The peak intensity of 968 cm band assigned as HSO. 
symmetric stretching mode is almost same with the 
temperature decreasing till 1^2K. With further decrease in 
temperature, the peak intensity increases continuously upto 
H'fK. If we reduce the temperature further, then around 
133K, a drastic increase in peak intensity occurs. Below 
132 K, the peak intensity increases linearly without any 
remarkable change. 
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Fig. 3.6. Variation in Peak Frequency and full width at half 
maximum with temperature of the HSOJ^  symmetric 
stretching mode in XZ geometry. 
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(2) The full width at half maximum (FWHM) of the band 
associated with the HSO " symmetric stretching mode at 
968 cm remains nearly constant as the temperature drops 
to l'f2K. When the temperature decreases further below 
lff2K, the FWHM decreases continuously in a well defined 
manner till H'fK. There is an abrupt decrease in FWHM 
around 133K and then keeps almost constant with the 
further reduction of temperature. 
As the temperature decreases, the peak intensity of the 
HSO. symmetric stretching mode increases continuously with a 
linearly decreasing FWHM around I'tOK. It is an evidence of the 
second order phase transition whereas, the sudden increment of peak 
intensity of HSO^ symmetric stretching mode around 133K with 
abrupt decrease of FWHM confirms that there is a first order phase 
transition around 133K, Thus the transition III—>IV and IV—>V 
are second order and first order type respectively which is 
consistent with the findings of earlier worker[ l i ] . 
From temperature dependent feature of peak intensity and 
FWHM, one can calculate the value of order-parameter and 
activation energy of reoricntational motion of the ions. Here the 
two phases are in narrower temperature range, so it is difficult to 
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get the sufficient data to ra l ru ia te tiie value of order-parameter 
and activation energy. It also depends on the accuracy of the 
instruments. However, following the approach of earlier 
workers[38,39], we can explain our findings as follows: 
The width of bands arises essentially due to the 
interruption of the vibrations by various physical processes. In a 
disordered crystals, there are various rotational motion of the 
molecule of the crystals and have multiple orientational sites. For 
equivalent sites the band shape is given as a result of overlap of 
Lorentzion functions which are located at the same central position 
but have different widths[38]. The line width of a band is also 
expected to decrease due to the freezing of the disorientations into 
finite directions[39]. We have seen that the HSO." symmetric 
stretching mode of 968 cm is narrower in FWHM without any 
change in frequency. The peak intensity also increases with the 
temperature lowering and the band shape retained as Lorentzion. 
Thus we-can conclude that the orientational motions of HSO." ions 
within the same site position, which is not in agreement with the 
previous workers[28]. The decrease of N-H stretching mode 
frequency indicates that the hydrogen bonding are increases in NH 
ions as the temperature decreases and also causes the reorientation 
of NH ions. Thus the reorientation motion of both the molecular 
lO ' f 
ions are mutually effective in the phase transition III—>IV and 
IV—>V. The temperature dependence behaviour of both the ions 
revealed that both the ions reorient to retain on effective 
tetrahedral symmetry in the la t t ice . 
3.5 CONCLUSIONS 
(i) The transitions around UOK and 133K are of the second 
order and first order in nature respectively. 
(ii) The reorientational motion of both NH and SO. ions 
take place during these transitions without changing their 
site symmetry. 
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