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Abstract
In this thesis, the magnetic properties of self-assembled 3d and 4d metal
nano-structures supported on surfaces have been investigated. The atomic
coordination within the nano-structures was found to profoundly aﬀect im-
portant quantities such as the magnetic moment and the magnetic anisotropy.
The use of thin, atomically ﬂat insulating Xe spacers of 1-15 monolayers (ML)
thickness allowed for a study of coordination eﬀects in the two limits of strong
and weak coupling with an underlying metal substrate. The systems were
characterized by surface-sensitive methods, based on synchrotron radiation
(X-ray magnetic circular dichroism, and X-ray scattering/diﬀraction) and
variable temperature scanning tunneling microscopy (VT-STM). The VT-
STM was developed and implemented during this PhD work.
First, the magnetism of Rh nano-structures on a Xe buﬀer layer has been
investigated. Rh is non-magnetic in bulk but shows a ﬁnite magnetic moment
upon reducing cluster sizes to below 100 atoms. Within this work a small,
non-zero magnetic moment was found for Rh nano-structures situated on Xe.
The eﬀect of intra-cluster Rh-Rh coordination was observed to aﬀect both the
spin and orbital part of the magnetic moment, leading to strongly oscillating
values at smallest cluster sizes. Further, the analysis of the spectroscopic data
suggests an interpretation for the absence of magnetism in directly deposited
Rh on Ag(100) that is based on the formation of a kinetically promoted
Ag-Rh alloy.
Second, the buﬀer layer assisted growth (BLAG) was studied for sub-
monolayer Co nano-clusters on Ag(111) and Pt(111) surfaces. The observa-
tion of the cluster formation process in the very early stages of BLAG revealed
the paramount importance of the substrate in determining both magnetism
and structural properties of the nano-clusters. On Ag(111), a weakly inter-
acting substrate, the clusters form on the buﬀer layer independently from
the metal substrate and show no magnetic anisotropy at this stage. As soon
as the Xe is desorbed by sample annealing an in-plane anisotropy forms, as a
consequence of the contact with the substrate. X-ray scattering and diﬀrac-
tion data support this interpretation and also show that in the limit of a
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single monolayer of Xe on Ag(111) the BLAG is a ’simple’ atomic diﬀusion
process, with a very high mobility of Co atoms on Xe. On a thick Xe buﬀer
layer instead, due to a lower Xe-Xe binding energy and to the higher surface
energy of Co compared to Xe, the deposition of Co provokes a re-arrangement
of the Xe atoms.
On the other hand, on Pt(111) the BLAG process fails to ensure a cluster
formation process ontop the buﬀer layer and independent of the metal sub-
strate. Here in fact, electric dipolar interactions occurring between Co atoms
and the substrate through the Xe layer, are strong enough to destroy the Xe
ML order and bring the Co atoms in direct contact with the Pt(111) before
Xe atoms are thermally desorbed. This complex process becomes evident
from VT-STM investigations and by the occurrence of perpendicular mag-
netic anisotropy right after Co deposition on the Xe ML/Pt(111).
In a detailed discussion it is shown that magnetic properties like magnetic
anisotropy and orbital/spin moments are strongly entangled with their mor-
phology. Both morphology and magnetism are determined by the interaction
with the environment. This opens the way to more complex systems, where
the interaction with the medium is tuned such as to gain nano-structures
with a pre-deﬁned structure and function.
Third, the knowledge about the cluster-substrate interactions during BLAG
was exploited to build highly ordered arrays of Co nano-structures on a pat-
terned template substrate. In this case the hexagonal boron nitride (h-BN)
nanomesh on Rh(111) was used. These systems have been employed to study
the eﬀect of hybridization of the Co d band with capping layers such as Pt,
Au, Al2O3 and MnPt on the magnetic moment of Co. It was found that in
all these cases Co clusters have no remanence, due to the small size and weak
coupling with the h-BN atoms. However, it could be shown that capping the
clusters strongly inﬂuence the clusters magnetization, in a non-trivial way.
Keywords: magnetic nano-structures, Xe buﬀer layers, X-ray magnetic
circular dichroism, scanning tunneling microscopy, X-ray surface scattering
and diﬀraction, magnetic anisotropy.
Sommario
In questo lavoro di tesi sono state studiate le proprieta` magnetiche di nanos-
trutture autoassemblate di metalli 3d e 4d depositate su superﬁci. Si e`
trovato che la coordinazione atomica all’interno delle nanostrutture e` profon-
damente inﬂuenzata da impartanti grandezze quali il momento magnetico e
l’anisotropia magnetica. Per studiare gli eﬀetti di coordinazione nei limiti
di accoppiamento forte e debole con il substrato metallico sottostante, sono
stati utilizzati strati sottili isolanti di Xe piatti a livello atomico, di spes-
sore variabile tra 1 e 15 strati atomici (monolayers, ML). I sistemi sono stati
caratterizzti con tecniche sensibili alla superﬁce che utilizzano la luce di sin-
crotrone (X-ray magnetic circular dichroism e X-ray scattering/diﬀraction)
e microscopia a scansione ad eﬀetto tunnel a temperatura variabile (VT-
STM). Lo sviluppo e l’implementazione dell’apparato VT-STM e` stata parte
integrante di questo lavoro di PhD.
Come primo esempio si e` studiato il magnetismo di nanostrutture di Rh
deposte su un buﬀer layer di Xe. Il Rh non ha proprieta` magnetiche di
bulk ma presenta un momento magnetico ﬁnito una volta che le dimensioni
del cluster sono ridotte sotto i 100 atomi. Nell’ambito di questo lavoro si e`
trovato un momento magnetico piccolo ma diverso da zero per nanostrutture
di Rh poste sullo Xe. Si e` osservato che la coordinazione intra-cluster Rh-
Rh inﬂuenza sia la parte di spin sia quella orbitale del momento magnetico,
portando a valori fortemente oscillanti per i cluster di dimensioni minori.
Inoltre, l’analisi dei dati spettroscopici suggerisce un’interpretazione riguardo
all’assenza di magnetismo nel caso in cui il Rh e` depositato direttamente
sull’Ag(001) e che e` basata sulla formazione di una lega Ag-Rh promossa da
processi cinetici.
Nel secondo esempio, la crescita assistita da buﬀer layer (BLAG) e` stata
studiata per ricoprimenti inferiori al monolayer di cluster di Co su super-
ﬁci di Ag(111) e Pt(111). L’osservazione del processo di formazione dei
cluster durante i primissimi stadi della BLAG ha rivelato la fondamentale
importanza del substrato nella determinazione delle proprieta` magnetiche
quanto di quelle strutturali dei nano-cluster. Nel caso di un substrato solo
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debolmente interagente come l’Ag(111), la formazione dei cluster sul buﬀer
layer e` indipendente dal substrato metallico e questi, inoltre, non mostrano
anisotropia magnetica. La diﬀusione dei raggi X e la diﬀrazione confermano
questa interpretazione mostrando, inoltre, che nel limite del singolo mono-
layer di Xe, sull’Ag(111) la BLAG e` un ’semplice’ processo di diﬀusione
atomica con un’altissima mobilita` degli atomi di Co sullo strato di Xe. In-
vece per un buﬀer layer spesso di Xe, a causa della bassa energia di legame
Xe-Xe e all’alta energia di superﬁcie del Co rispetto allo Xe, la deposizione
del Co provoca un riarrangiamento degli atomi di Xe.
Nel Pt(111), invece, il processo BLAG fallisce nel garantire la formazione del
cluster sopra il buﬀer layer ed in modo indipendente dal substrato metallico.
In questo caso, infatti, le interazioni di dipolo elettrico tra gli atomi di Co e
il substrato attraverso lo strato di Xe sono abbastanza forti da distruggere
l’ordine del singolo strato di Xe e portare gli atomi di Co a diretto contatto
con il Pt(111) prima che gli atomi di Xe siano desorbiti. Questo processo com-
plesso e` stato evidenziato mediante le misure VT-STM e dall’osservazione di
anisotropia magnetica perpendicolare immediatamente dopo la deposizione
di Co sul sistema Xe ML/Pt(111).
Attraverso una dettagliata discussione si mostra che le proprieta` magnetiche
quali l’anisotropia magnetica e i momenti di spin e orbitale sono forte-
mente legate alla morfologia. Magnetismo e morfologia sono determinati
dall’interazione con l’ambiente circostante. Questo fatto apre la via allo
studio di sistemi piu` complessi, dove l’interazione con il mezzo puo` essere
accordata in modo tale da ottenere nanostrutture con struttura e funzione
predeﬁnite.
Inﬁne, la conoscenza delle interazioni cluster-substrato durante la BLAG
e` stata sfruttata per costruire reticoli altamente ordinati di nanostrutture di
Co su substrati la cui superﬁcie e` stata opportunamente modellata (pattern-
ing). In questo caso sono state usate nanomesh esagonali di nitruro di boro
(h-BN) su substrati di Rh(111). Questi sistemi sono stati impiegati per stu-
diare gli eﬀetti sul momento magnetico del Co dovuti all’ibridizzazione delle
bande d del Co con gli strati di copertura (capping layers) quali Pt, Au,
Al2O3 e MnPt. Per tutti questi casi si e` trovato che, a causa delle piccole
dimensioni e del debole accoppiamento con gli atomi della h-BN, i cluster di
Co non hanno magnetizzazione residua. Tuttavia, si e` potuto dimostrare che
ricoprire i cluster inﬂuenza fortemente la loro magnetizzazione, in modo non
banale.
Parole chiave : nanostrutture magnetiche, buﬀer layers di Xe, X-ray
magnetic circular dichroism, microscopia a scansione ad eﬀetto tunnel, X-
ray surface scattering and diﬀraction, anisotropia magnetica.
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Chapter 1
Introduction
Nano-structures composed by only a few hundred atoms are very interesting
and instructive objects, since they show special properties that are interme-
diate between those of single atoms and the bulk materials. For example,
usually they are found to have spin and orbital moments that are higher
than the corresponding bulk, and some elements like Rh and Pd that are
non-magnetic in the bulk become magnetic as small clusters. In most cases
though, even if nano-structures possess sizeable moments per atom, these
structures have no permanent magnetization, e.g the magnetization is not
stable, at least not at room temperature. This is due to the well known su-
perparamagnetic limit, that up to now pushes the idea to use nano-structures
as single bits in magnetic memories in the range of future technologies. A
challenge of nanotechnology research in magnetism today is to ﬁnd condi-
tions for which structures are ’nano’ and ’ferro’ at the same time.
Nano-scale systems though, even if far from immediate applications, are ex-
tremely interesting from a basic-physics point of view, since they are the
playground for a rich variety of phenomena. Since magnetism and electronic
properties are closely related, the magnetic properties of nano-structures are
very sensitive to the local environment. In complex bonding conﬁgurations
’exotic’ eﬀects such as non-collinear magnetism are observable. Even if most
of these nano-structures cannot be used directly by industry at this stage,
one should remember that nano-magnetism plays a key role in one of societies
most developed tool: the GMR element as base of almost every computer.
In nanotechnology systems are fabricated using top-down techniques or
bottom-up approaches. The latter methods are used in this thesis and are
usually based on self-assembly processes. One of the most puzzling questions
in self-assembly processes, is whether it is possible to build nano-structures
with well deﬁned shape, and well deﬁned function. The word ’self-assembly’
reminds of something ’natural’, as if the system could self-select the right
1
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structure and scientists only have to pick it up. The truth is that there is
nothing natural at a pressure of 10−10 mbar and the scientists themselves
provoke the ’mutations’, by ﬁne tuning parameters and deciding which is
the ’good’ structure. Mutations are not random as in nature but induced
by the researcher, and supported by a theoretical understanding of the pro-
cesses. Thus one can expect that, diﬀerent from Darwin’s natural selection
where successful mutations are very rare, the probability of ﬁnding the right
structure is much higher.
Coming back from these abstract considerations to every day’s lab life, it
is obvious that there is a strong need for strategies to form nano-structures in
a controlled way. Ideally one would like to look at the diﬀerent interactions
contributing in the self-assembly process separately, which all together lead
to a ﬁnal equilibrium shape and to certain magnetic properties of a nano-
structure. In reality though these are very diﬃcult to separate. The ultimate
goal would be to be able to ’switch on’ separately the diﬀerent ’ingredients’ of
the perfect recipe for magnetic nano-structure growth: hybridization, RKKY,
surface wetting, chemical bonds, polarization.
A way to study the magnetic properties of nano-structures while chang-
ing the degree of coupling with the environment is to use rare-gas layers
pre-adsorbed on the surface. Rare gas can form atomically ﬂat insulating
layers that de-couple the nano-structures from the substrate. In 1989 a pio-
neering experiment showed that it was possible to grow Co ﬁlms on Xe layers
absorbed on GaAs [1]. This triggered the development of the technique called
buﬀer layer assisted growth (BLAG) [2]. The aim of BLAG is to form clusters
of a material A on a substrate B, but avoiding the interaction of A and B
during the cluster formation process, that in many cases would result in the
epitaxial growth of A/B. A noble gas buﬀer layer adsorbed on the substrate
acts as a buﬀer between the substrate and the deposited single atoms. The
rare gas is then removed simply by annealing the sample above the rare-gas
desorption temperature. As a result nano-structures of the desired material
A are formed on the desired substrate B.
For large amounts of rare gas, the dynamics of self-assembly on the noble gas
is fairly independent of the deposited element (mostly metal) and substrate
material. The size and density of the clusters at the end of BLAG then only
depend on the rare gas and deposited metal coverage. In this sense the BLAG
is considered to be a universal technique. In this so-called ’de-coupled’ regime
of BLAG the buﬀer layer can be used to investigate properties of deposited
atoms and clusters in the ’quasi-free’ limit. This is important because the
contact with the substrate changes electronic and magnetic properties of the
individual nano-structures. Decoupling conditions allow to study the eﬀect
of increasing nano-structure size (intra-cluster coordination) in an environ-
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ment independently from the coordination with the substrate.
On the other hand for thin buﬀer layers experimental results have already
hinted that an attractive van der Waals interaction between metal clus-
ters and substrate can be strong enough to push the clusters inside the Xe
buﬀer [3]. Wetting of the nano-clusters by Xenon and therefore partial in-
corporation into the Xenon layer has been predicted by molecular dynamics
simulations [4]. These results indicate that the nano-cluster formation dur-
ing BLAG is the result of a rather complex process that is not yet entirely
understood. There is a the lack of experiments showing the ﬁrst stages of
cluster formation, between metal deposition on the buﬀer layer and removal
of the Xe at temperatures below T = 150K. The main question to answer
here is: What happens if the interaction with the substrate through the Xe
cannot be neglected? Such conditions can be obtained in the limit of a single
monolayer of rare-gas adsorbed on the surface, that is the ’coupled’ regime
of BLAG.
In this thesis the magnetism of 3d and 4d metal nano-structures on atom-
ically ﬂat Xe ﬁlms with diﬀerent thickness has been investigated. This has
revealed to be a successful strategy to study the eﬀect of coordination on
the magnetic properties of nano-structures. It allowed in fact to observe
the eﬀect of the substrate-metal interaction in diﬀerent regimes, from full
de-coupling using a thick spacer layer to strong interaction as obtained on a
single Xe layer. A variable temperature scanning tunneling microscopy (VT-
STM) instrument was implemented and developed during the PhD thesis,
that allowed for direct observation of cluster formation in the early stages of
BLAG.
Two main goals have been achieved: (i) Modalities of the cluster formation
process at diﬀerent stages during BLAG were explored, identifying limits
of the techniques but also new potentials; (ii) Important trends in the in-
ﬂuence of the environment on magnetism in nano-structures are presented,
indicating up to which extent it is possible to modify intrinsic properties of
a material.
The thesis is organized as follows:
Chapter 2 introduces some of the basics concepts of magnetism at the
nanometer scale, such as spin and orbital moment enhancement, magnetic
anisotropy and superparamagnetism.
The experimental tools and methods used in the thesis are presented in
Chapter 3. The working principle and the set-up of the home-made VT-STM
are explained in Section 3.1, whereas synchrotron light related techniques are
explained in Section 3.2. Section 3.3 deals with techniques for the prepara-
tions of the samples discussed in the thesis.
In Chapter 4 the experimental results are presented. The ﬁrst experiment
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shown in Section 4.1 uses Xe layers as a separating layer between Rh nano-
structures and a metal substrate. These experiments were motivated by a
previous work, where the magnetism of Rh directly deposited on Ag(100) was
found to be totally quenched [5]. The goal in the present work was to ﬁnd
conditions were the Rh magnetic moment is not destroyed by Rh-Rh and/or
Rh-substrate interactions and second, to study in detail the dependence of
spin and orbital magnetic moments on the quality and degree of Rh coor-
dination. This could be achieved by X-ray absorption spectroscopy (XAS)
measurements done with circularly polarized light revealing the electronic
structure and magnetism of the Rh valence band, which is shown to be very
sensitive to the atomic environment.
The second and third sets of experiments, shown in Sections 4.2 and 4.3, con-
cern the BLAG per se, with the aim to understand the early stages of BLAG
when the cluster formation occurs. The systems under investigation are
Co/Xe/Ag(111) and Co/Xe/Pt(111). Section 4.2 is focused on studying the
magnetic and structural properties of Co clusters on the two substrates, with
the aim to clarify the role of substrate-cluster interactions. The combined
use of X-ray magnetic circular dichroism (XMCD) and VT-STM techniques
allows to develop models for the growth modes, which are very diﬀerent in
the two cases. The importance of the contact between clusters and substrate
for the formation of magnetic anisotropy is discussed. In Section 4.3 the
BLAG growth mode is explored from a diﬀerent point of view using X-Ray
surface scattering and diﬀraction techniques. The growth of Co on several Xe
monolayers and on a mono-layer is compared, by investigating the structural
changes occurring in the system Co/Xe/Ag(111) in the two cases.
In the last part of the thesis, Section 4.4, the BLAG is exploited from an
application point of view. A patterned substrate, the h-BN nanomesh on
Rh(111), is used to form ordered arrays of Co nano-clusters. The magnetism
is studied in these systems, once the clusters are protected by non-magnetic
or magnetic capping media.
Chapter 2
Magnetism in reduced
dimensions
This paragraph will deal with free nano-magnets, made from a ferromagnetic
material, like Fe, Ni and Co, but consisting of only a small number of atoms
(below 10.000).
A small piece of a magnet, with size of a few nanometers, has an average
magnetic moment per atom that is diﬀerent from the one of a single atom but
also from the one of the bulk material. The starting point to understand the
origin of this behavior is to analyze qualitatively the diﬀerences in electronic
structure, and consequently magnetic moment, when moving from one single
atom towards the bulk, in the special case of Fe (see Fig. 2.1).
Fe atoms have eight electrons distributed in the 3d and 4s levels. To satisfy
the Hund’s rules that maximizes the spin, ﬁve electrons occupy the 3d level
with spin up, two electrons occupy the 4s levels and ﬁnally one electron has
spin down in the 3d level (see Fig. 2.1). The total spin moment in the ground
state is therefore 4μB.
The next step is to add more Fe atoms to the ﬁrst one, bringing them
close enough that electrons in the outermost levels can jump from one atom
to the other. Sharing electrons leads to cohesion of the atoms (formation of
chemical bonds) but also to a delocalization of the atomic orbitals, and for-
mation of energy bands. While for s states that are more extended in space
this delocalization is complete, it is incomplete for the d states, being closer
to the atomic nucleus. The 3d electrons therefore retain partially the atomic
character, with important consequences for their magnetic properties. One
can calculate the magnetic moment, assuming that the 3d orbitals do not
delocalize at all, that means one has to place one shared electron per atom
in the 4s band and all the other 7 electrons localized in 3d orbitals. This
is the local moment approximation or Heisenberg model that allows using
5
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Figure 2.1: Schematic model showing the evolution of the electronic structure
from single atom to bulk, in the special case of Fe.
the Hund’s rules as in the case of a single atom to calculate the magnetic
moment. In this case a value of 3μB per atom is found. Measurements done
on bulk Fe samples actually give an even more reduced value of 2.2μB per
atom. The reason for this non-integer value is that in reality there is a partial
delocalization for the 3d electrons as well, that makes the magnetic moments
not entirely localized on the atomic cores. A model that takes into consid-
eration the partial delocalization of the 3d levels is the Stoner model, or
itinerant electron model [6]. Here, the 3d atomic levels are not discrete and
are considered to form a d band. The width of the band though, inversely
proportional to the degree of localization of the atomic states, increases al-
most continuously when adding one atom after the other until it reaches the
bulk value.
Important experiments showing magnetic moment measurements for nano-
clusters as a function of the number of atoms composing the cluster were
performed in the beginning of the 90’s [7–10]. It was necessary to develop
the technology to fabricate mass-selected clusters and to measure their mag-
netic moment with high resolution. A cluster beam apparatus is composed
of a laser vaporization (LV) cluster source to form the clusters and a time-
of-ﬂight (TOF) mass spectrometer to mass-ﬁlter the clusters. The average
magnetic moments per atom μ are determined by measuring the angular
deviation of the clusters while passing through an inhomogeneous magnetic
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ﬁeld (Stern-Gerlach experiment). In [10] magnetic moments of clusters com-
posed of Fe, Co and Ni were investigated, as a function of the cluster size.
In all three cases the average magnetic moment per atom decreases with
increasing number of atoms inside a cluster. This decaying behavior indi-
cates a gradual transition from atom-like electronic structure in case of small
clusters towards a bulk-like one for larger clusters of about 400-500 atoms.
The magnetic moment also shows an oscillating behavior versus cluster size,
due to a diﬀerent magnetic alignment among subsequent atom shells in the
clusters and to magnetic anisotropy eﬀects.
While trying to model the electronic and magnetic properties of a nano-
cluster both atomic and bulk pictures are inadequate, due to the large frac-
tion of atoms at the surface. Atoms at the surface are special because they
have diﬀerent electronic properties as compared to the bulk case, due to a
reduced number of neighbors. This leads to a reduced hybridization and
therefore to more localized 3d electrons (smaller width of the d band).
It is useful to consider this last case more in detail, since it has an impor-
tant consequence: it suggests that ’band engineering’ realized by reducing the
dimension of a structure to the nanometer range can lead to non-vanishing
magnetic moments. To understand this concept more quantitatively one
can recall the Stoner criterion for spontaneous spin-splitting [11]. It states
that ferromagnetism occurs only when the product of the density of states
at the Fermi level D(EF) and the material dependent exchange integral is
larger than 1: D(EF) · I > 1. Three elements of the periodic table fulﬁll
this requirement, due to their high value of d -states at the Fermi level: Fe,
Co and Ni. A large number of states at the Fermi level is connected with
a small d band width Wd: Wd ∝ 1D(EF) . Tight binding calculations have
shown how there is a simple relation between Wd and the local environment
in a nano-structure: Wd = 2
√
N · hd . Here N is the number of nearest
neighbors and hd is the hopping matrix element that depends on the over-
lap of nearest neighbors d orbitals and is therefore element speciﬁc. It is
then clear that, by decreasing N the d band can be narrowed, with a conse-
quent increase of D(EF) (for more details about this concept see Ref. [12]).
In particular, transition metal elements that are non-magnetic in bulk might
become magnetic in form of nano-structures like wires, clusters or impurities.
Stern-Gerlach experiments on nano-clusters made out of Rh have shown the
validity of this approach [13, 14]. Here, a non-vanishing magnetic moment
has been measured for clusters with size below 100 atoms. The concept of
’band engineering’ is used on Rh in Section 4.1.
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2.1 Magnetic anisotropy in reduced dimen-
sions
In the previous paragraph the average magnetic moment per atom μ of a
nano-structure has been considered assuming that it is the same in any di-
rection in space. In reality magnets of any shape and size have preferential
directions where the magnetization M wants to be aligned. These directions
are called easy axis directions and they are deﬁned by the system’s magnetic
anisotropy, which stabilizes the magnetization against thermal ﬂuctuations.
Without anisotropy there would be no permanent magnetization, as will be
shown in the following. Therefore, the easy axis is a very important concept
in magnetism, which inﬂuences also other properties like e.g. the width of
domain walls. It is especially important in nano-magnetism, where the total
magnetic exchange experienced by a single spin is smaller compared to bulk
because of the reduced coordination of atoms (less spins available).
A special case of magnetic anisotropy is the magneto-crystalline anisotropy
(MCA), were the atomic structure of the crystal in a magnetic system in-
troduces preferential directions for the magnetization. The cost per atom
to align the magnetization from one crystallographic direction to the other
is called magneto-crystalline anisotropy energy (MAE). MCA phenomeno-
logically implies that the energy of the system depends on the direction of
the magnetization with respect to the crystal axes. To describe this depen-
dence one usually describes the magneto crystalline energy per volume Ecryst
of the system in terms of the components of the magnetization direction
M/|M| with respect to the crystal axes, the direction cosines (α1, α2, α3). In
a spherical coordinate system the direction cosines are deﬁned as follows:
α1 = sinθcosφ (2.1)
α2 = sinθsinφ (2.2)
α3 = cosθ, (2.3)
with θ and φ being the polar and azimuth angles, respectively.
Ecryst can now be written as a power series expansion of the direction
cosines [15]. Diﬀerent expressions are found, depending on the system sym-
metry. In case of uniaxial anisotropy for example the following holds:
Euniaxialcryst = K0 + K1sin
2θ + K2sin
4θ + .... (2.4)
Typical systems exhibiting uniaxial anisotropy are hexagonal or tetragonal
lattices where there is only one high-symmetry axis (the c-direction).
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The magnetic anisotropy increases progressively while reducing the sys-
tem’s dimension. K1 is usually larger for a monolayer compared to bulk. Typ-
ical values of K1 for bulk 3d metals are K1 = 4.8 · 104 J/m3 (2.4 μeV/atom)
for Fe, K1 = 4.1 · 105 J/m3 (45 μeV/atom) for Co, and K1 = −5.5 · 103
J/m3 (-0.3 μeV/atom) for Ni [16]. On the other hand, for objects of re-
duced dimension like single layers of atoms, chains of atoms or even single
atoms at surfaces the order of magnitude of the magnetic anisotropy is in the
meV/atom range, and it can be as high as 10 meV/atom for Co/Pt(111) [17].
22
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d

Figure 2.2: d -levels crystal ﬁeld splitting in a square planar environment (left)
and eﬀect of the spin-orbit interaction calculated as a perturbation to the system
(right). Adapted from [18].
In the previous paragraph a reduced degree of atomic coordination in
nano-structures has been shown to lead to a higher spin magnetic moment
μS, and it was announced in the introduction that the same increase occurs
for the orbital moment μL. In the following the spin-orbit interaction term
is explained, which is responsible for the formation of orbital moments and
also triggers the development of the MCA.
Let’s start by describing the microscopic origin of the magnetic anisotropy.
The main contributions to magnetic anisotropy in nano-scale objects are the
classic dipole-dipole interaction and the spin-orbit coupling. Magnetostric-
tion, due to the inﬂuence between magnetic and elastic properties of a ma-
terial, is in general more a bulk property and therefore it will not be treated
here. The dipole-dipole interaction involves the magneto-static interaction
between atomic magnetic moments. Since it depends on the shape of the
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magnet it is also called shape anisotropy. It has a classical macroscopic ana-
logue: bar-magnets spontaneously orient themselves such that the north-pole
of the ﬁrst one is facing the south pole of the second one, to form a chain.
Thus, in case of a chain of single atoms the shape anisotropy would lead to
an easy axis along the chain axis. In case of a thin ﬁlm instead the shape
anisotropy gives an in-plane easy axis.
The spin-orbit coupling term is a relativistic correction to the Hamiltonian
written as: ĤSO = ξσ·L. It connects the spin space σ with the lattice r,
represented by the orbital moment operator L. σ is a matrix containing the
Pauli matrices and ξ is the spin-orbit coupling constant. The importance of
ĤSO depends on both the spin-orbit coupling constant and the magnitude
of the orbital moment. The former is element dependent whereas the latter
strongly depends on the local environment of the atom and the conﬁguration
of bonding involved. For example, in bulk materials the orbital moment for
3d electrons is ’quenched’, in the sense that the orbital motion of the electrons
is suppressed due to the conﬁnement to directional bonds between neighbor
atoms (crystal ﬁeld eﬀect). In these conditions under the inﬂuence of the
crystal potential combinations of the d orbitals are formed as eigenstates
with a vanishing orbital moment. A simple explanation of this eﬀect starts
with the consideration that the crystal-ﬁeld Hamiltonian can be expressed
as a real function. Therefore it must have real eigenvalues. For example the
crystal ﬁeld in octahedral environment is proportional to the real function
x4 + y4 + z4 − 3
5
r4 + ... . Now, the orbital moment operator L̂ = −ir̂ ×∇ is
Hermitian and therefore must have real eigenvalues, even though it is purely
imaginary. It follows that for a non-degenerate ground state |0〉 we have
〈0|L̂|0〉 = 0, since it has to be at the same time imaginary and real.
Since this work is about nano-structures on surfaces, the example of one
atom bonded to four other atoms in a planar geometry as shown in Fig. 2.2
will be discussed in the following. In particular, this example will be useful
to discuss the magnetic anisotropy of a monolayer of atoms.
The z axis, perpendicular to the plane of the four atoms, is taken as the
quantization axis of the system. Each of the four atoms is represented by a
negative charge placed in the x− y plane, at an angle of 45◦ from the x and
y axes (see Fig. 2.2). Near the corners of the square, the electron in the d
orbital of the center atom will experience a Coulomb repulsion. The in-plane
orbital dx2−y2 formed by the linear combination of the two d eigenstates with
l = 2 and ml = ±2 is the one with the lowest energy, since it minimizes the
overlap with the neighboring charges (see orbitals in Fig. 2.2). On the other
hand, the dxy orbital, with the lobes pointing in the direction as the negative
charges, has the highest energy. An intermediate situation is obtained for the
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out of plane orbitals. All these linear combinations arising from ﬁrst order
perturbation theory due to the crystal potential have orbital moments equal
zero (left part of Fig. 2.2). On the other hand, if the spin-orbit coupling
term is present, it will counteract this quenching leading to non-vanishing
orbital moments. The spin-orbit interaction in fact, diﬀerently from the
crystal ﬁeld operators, mixes in states with non-zero angular momentum.
The expectation value of the orbital moment operator L̂ in presence of spin-
orbit coupling in second order perturbation theory is written as:
〈L̂〉 =
∑
i,j
〈ψi|L̂|ψj〉〈ψj|ĤSO|ψi〉
i − j f(i)[1− f(j)] (2.5)
where f is the Fermi function and ψi,j are the unperturbed wave-functions
of the system. Since spin and orbital coordinates are connected via ĤSO,
the anisotropy of the orbital moment is reﬂected in the anisotropy of the
magnetization of the system. The crystal lattice of the sample forces the
magnetization to stay aligned in a speciﬁc direction along the crystal axis,
and consequently forms a magneto-crystalline anisotropy energy. In presence
of the spin-orbit interaction a second-order change in the energy ΔESO is
found, which for 3d transition metals and neglecting spin-ﬂip processes can
be written as [19]:
ΔESO ≈ −1
4
ξŜ[〈L̂↓〉 − 〈L̂↑〉]. (2.6)
< L̂↓ > and < L̂↑ > are the expectation values of the orbital moment of the
minority and majority spin sub-bands respectively. If the spin-up band is
completely ﬁlled then ΔESO is proportional to the orbital moment and the
MAE will be proportional to the diﬀerence in orbital moment in two diﬀerent
directions parallel and perpendicular to the surface [20]:
MAE =
ξ
4μB
[〈L̂‖〉 − 〈L̂⊥〉]. (2.7)
The eﬀects of the crystal ﬁeld is in general strong for 3d elements, since here
the orbitals are extended far away from the nucleus and the overlap between
neighbor atoms is considerable. 4f orbitals instead, much less extended and
positioned beneath the 5s and 5p shells, are largely unaﬀected by the crystal
ﬁeld and therefore the CF eﬀects on rare earth elements are usually small.
The spin-orbit term is predominant in this case. This behavior anyway can
be very diﬀerent from case to case, since the CF strongly depends on the
ligands.
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The above discussed planar symmetry case can be used to describe a
simple square free-standing monolayer of d-metal atoms, following Sto¨hr [18].
For simplicity the majority d band is assumed to be ﬁlled. In a single electron
picture the crystal ﬁeld leads to a splitting of the atomic levels: taking the
surface normal as the ẑ direction the two in-plane orbitals dxy and dx2−y2
will be separated by an energy 2V ‖ and the out-of-plane orbitals dzx, dyz
and dz2 by 2V
⊥ (see Fig. 2.2). In the simple case of a Co free standing
monolayer with half ﬁlled minority band, the splitting will be symmetric
around the Fermi level. In a band-picture the splitting has to be replaced
by a bandwidth. The orbital moment can be calculated using perturbation
theory, leading to [18]:
〈L̂‖〉 = ξμB
2V ‖
(
3
R
+
2
R + 1
); 〈L̂⊥〉 = 4 ξμB
2V ‖
, (2.8)
with R = V
⊥
V ‖ . This result shows how the in-plane moment depends on
both the splitting of in-plane and out-of-plane orbitals, whereas the out-of-
plane moment only depends on the amount of the in-plane crystal ﬁeld. The
higher the in-plane splitting 2V ‖, the stronger the quenching of the out-of-
plane orbital moment. This last one is indeed connected with the motion of
electrons in the plane, which means hopping between dxy and dx2−y2 orbitals.
When the energetic separation between the two levels is large, the hopping
is inhibited. For the MAE one obtains:
MAE =
ξ
4μB
[〈L̂‖〉 − 〈L̂⊥〉] = ξ
2
8V ‖
(
3
R
+
2
R + 1
− 4). (2.9)
This equation expresses that depending on R the easy axis is either in-plane
(R < 1) or out-of-plane (R > 1). The value of R depends on the geometry
and local arrangement. A free standing monolayer has R < 1, and indeed
experimentally the easy axis for a Co monolayer supported on a non-magnetic
and on a weakly interacting substrate (for example epitaxial Co thin ﬁlms on
Cu(001) [21]) is in-plane. Instead for a Co monolayer intercalated between
two Pt layers R < 1 which leads to an out-of-plane easy axis (see for example
[22]). In addition if the substrate supporting the monolayer is magnetically
polarizable (e.g. a small magnetic moment can be induced on the substrate by
the magnetic atoms) and has a high nuclear mass like in the case of Pt, then
the spin-orbit constant will be large and consequently also the MAE. This
means that in some cases the magnetic atoms show a magnetic anisotropy
that is induced by the MAE of the substrate. An example is the Fe monolayer
that shows in-plane anisotropy on W(110) [23] and out-of-plane anisotropy
on Mo(110) (shown for monolayer and double layer height Fe islands [24,
25]). To complicate the picture, one has to remember that in nanostructures
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relaxation and reconstruction eﬀects occur, which can strongly modify the
electronic structure and therefore the MAE. The above considerations show
that, as in the case of the magnetization values analyzed in the previous
paragraph, also for the MAE the contribution from atoms at the surface can
be very diﬀerent from the bulk. For these reasons an empirical expression
is often used for the anisotropy constant, in which the surface and volume
anisotropy constants KV and KS are separated:
Keﬀ = KV +
2KS
t
. (2.10)
Here the surface term is weighted with the thickness of the ﬁlm t.
For a more extensive treatment of the topic see Ref. [15,26,27].
2.2 Single domain nano-particles: superpara-
magnetism
Ensembles of atoms at the nano-scale are subdivided in two categories, de-
pending on the way the system reacts to adding another atom: clusters and
particles. For a cluster ’every atom counts’ since an additional atom changes
dramatically the system properties (non-scalable regime). These systems are
made from a very small number of atoms and their study is interesting since
it reveals the role of orbital moment and magnetic anisotropy at the atomic
scale, in the way seen in the previous paragraph.
In this paragraph instead a few properties of nano-particles will be re-
called. They are objects still in the nano-scale but containing a higher
number of atoms as compared to a cluster. For a nano-particle new atoms
only slightly aﬀect the system, and important parameters as the Curie tem-
perature have a monotonous dependence on the number of atoms (scalable
regime). Nano-particles made from a ferromagnetic material have the special
property to consist of a single domain of the magnetization if they are smaller
then a critical size. In bulk materials the formation of domains with opposite
magnetization saves the energy associated with dipolar ﬁelds. Each domain
created, however, costs some energy, related to the build-up of the domain
wall. When the sample size is reduced, energies scaling with the domain wall
surface like the domain wall energy become progressively costly in compar-
ison with volume energies, like the demagnetization energy. The reason is
that the former energies scale as the (sample size)2 whereas the latter scale
as (sample size)3. Therefore there exists a critical dimension where it is ener-
getically more favorable to have a single magnetization domain that behaves
as a macrospin. This critical size can be calculated simply by comparing the
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energy of a single domain state and the energy due to the formation of a do-
main wall [27]. For a spherical particle with cubic anisotropy, and assuming
a 90◦ domain wall, the critical size is ∼100nm.
The direction of the magnetization in this case is determined by an even-
tual external magnetic ﬁeld and by internal forces e.g. due to the magnetic
anisotropy. The magnetization M of the macrospin is assumed to coherently
rotate, for simplicity within a particular plane. This allows to restrict the
calculations into a 2D coordinate system deﬁned by the plane, where the po-
lar angle θ is taken as the angle between the magnetization and the easy axis
direction, usually chosen as the z axis. Uniaxial anisotropy is also assumed,
originating either from shape or from magneto-crystalline anisotropy and
quantiﬁed by the constant K. The magnetic anisotropy energy per volume
expressed generically as Eanis is then given by:
Eanis = Ksin
2θ1 (2.11)
For K > 0 this function has minima for both θ = 0◦ and θ = 180◦, that
corresponds to magnetization states parallel and anti-parallel to the z axis
(see Fig. 2.3). The potential energy arising from this Hamiltonian is a double
well potential, as found for single molecule magnets (SMMs, see Ref. [28])
like Mn12ac. The diﬀerence is that in the latter case the energy is quantized
and has therefore discrete levels. In the case of a single domain particle
instead the z component of the spin moment (Sz = |S|cosθ) and the energy
are continuous variables, since the system is formed by several thousands of
atoms forming the macrospin. Instead of well-separated energy levels energy
bands are found. The energy barrier ΔE is the total magnetic anisotropy
for a given particle of volume V . It is given by the product of the volume
V and the diﬀerence between the maximum and the minimum value of the
energy density ΔEanis = Eanis(θ = 90
◦)− Eanis(θ = 0◦):
ΔE = V ·ΔEanis = V ·K. (2.12)
The energy barrier has to be compared with the thermal energy kBT , where
kB is the Boltzmann’s constant, in order to verify the stability of the magne-
tization along a certain direction. If ΔE 	 kBT , then thermal energy causes
the system’s magnetization to continuously ﬂuctuate over the barrier ΔE.
This phenomenon is called superparamagnetism.
Under intermediate conditions changes of the orientation occur on time
scales comparable with the time of a measurement. The ﬂuctuation can be
1In the more general case this expression becomes Eanis = K · (cosθ0sinθcosφ +
sinθ0cosθ)2, where θ and φ are polar and azimuthal angles and θ0 is the angle between the
easy axis and the z axis.
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Figure 2.3: Double-well potential of a nano-particle with uniaxial anisotropy
along the z direction.
measured if the system is ﬁrst prepared in a speciﬁc magnetization state by
applying a magnetic ﬁeld parallel or anti-parallel to the z axis. When the
ﬁeld is removed, one can record the relaxation of the magnetization as a
function of time: M(t) = M(t = 0) · e−t/τ . The period of the ﬂuctuation τ ,
or relaxation time, is given by the Arrhenius Ansatz τ = τ0 exp(ΔE/kBT ),
where τ0 is a time scale characteristic of the material with typical values of
10−9 − 10−10 seconds.
An important parameter to consider now is the characteristic measuring time
of the experiment, τm, corresponding to the time to take one measurement of
the magnetization in the speciﬁc experiment. In the previous considerations
τm has been considered much smaller than the relaxation time, which is often
not the case in real experiments. In this case the stability of the magneti-
zation comes to depend on how fast the magnetization itself is measured.
A critical temperature TB called the blocking temperature can be deﬁned,
at which the characteristic measuring time τm equals the relaxation time τ .
From the relation:
τm = τ = τ0 exp(ΔE/kBT ) (2.13)
one obtains:
TB =
V ·ΔEanis
kBln(τm/τ0)
(2.14)
For typical values of τ0 = 10
−10s,τm = 60s, Eq. 2.14 becomes:
TB =
V ·ΔEanis
27kB
(2.15)
Below TB the macrospins, or spin blocks, are frozen out. TB therefore
represents the superparamagnetic limit for a stable magnetization and is
therefore a very important parameter for magnetic storage data devices.
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Anticipating a result that will be shown in the experimental chapter, one can
estimate what would be the critical size for a Co nano-particle on Pt(111), at
room temperature, assuming a magnetic anisotropy value of about 0.2meV/atom.
This magnetic anisotropy energy is found by ab-initio calculations as shown
in Section 4.2.3. The following typical parameters can be used: τ0 ≈ 10−10s,
kBT = 25meV, and ΔE ≈ N · 0.2meV, where N is the number of atoms
of the nanoparticle. The requirement of a long term stability of 10 years,
corresponding to τ = 3 · 108s, leads to a number of atoms of N ≈ 5000.
Assembling such a number of atoms to form a cubic nano-structure would
lead to an edge length of about 10nm. This last size is equivalent to a storage
density of about 6500 Gigabits/inch2, a factor of 20 better then today’s hard
disks that have a capacity still below 400 Gigabits.
Finally, in the presence of an external magnetic ﬁeld the magnetization
M of a superparamagnet tends to align with the magnetic ﬁeld. Above
the blocking temperature, the system can be treated as a paramagnet with
the macrospin which scales with N and with a magnetic energy E(θ, φ) =
N(EZeeman + Eanis) given by the Zeeman term plus the magnetic anisotropy
energy of Eq. 2.11. In the canonic ensemble, the expectation value of the
total magnetization of a nano-particle along the direction of the magnetic
ﬁeld < Mz > is given by:
< Mz >= N < μz >= μN
∫ 2π
0
dφ
∫ π
0
dθsinθcosθe
− E
kBT∫ 2π
0
dφ
∫ π
0
dθsinθe
− E
kBT
(2.16)
Here μ is the magnetic moment per atom at the saturation, averaged within
all the atoms in the nano-particle and μz is the component of the magnetic
moment along the z direction, θ and φ are polar and azimuthal coordinates.
This equation can be used to ﬁt the measured hysteresis loops of the system,
and it allows to extract the magnetic anisotropy energy of the nano-particle
ΔEanis from measurements done along the easy and hard axis. It will be used
in Section 4.2. For more information about the topic of superparamagnetism
see Ref. [15,27].
The magnetic response of isolated 3d metal nano-clusters is known to be
superparamagnetic in a wide temperature range, which is disadvantageous
for applications. Furthermore, a key issue in information technology is to
increase the areal storage density of computer hard disks (by means of thin
magnetic ﬁlms it has already increased by many orders of magnitude in recent
decades [29–31]. Future progress could be based on nanoscale monodisperse
and aligned magnetic units, densely packed into an ordered monolayer and
with stable remanent magnetization at room temperature, accessible switch-
ing ﬁelds, and negligible interactions [31]. This requires the fabrication of
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particles with approximately 3 nm diameter as they exhibit a stable mag-
netization direction at room temperature of typical hard magnetic materials
with magnetic anisotropy K1 = 5MJ/m
3 [32]. The magnetization of smaller
particles would be thermally unstable, whereas bigger particles would lead
to a waste of areal density.
Stabilization of magnetic moments can be achieved introducing magnetic
anisotropies by exploiting the directionality of chemical bond or the breaking
of symmetry in a non-free environment: namely bringing the clusters in
contact with a surface, as we have seen in the previous paragraph or capping
the clusters with special materials. The latter approach prevents oxidation
and at the same time enables the interaction of the magnetic clusters with and
via a surrounding matrix. This will be the topic addressed by the experiments
shown in Section 4.4.

Chapter 3
Experimental techniques
In this chapter a concise description of the experimental methods used in this
thesis is given. The ﬁrst section deals with scanning tunneling microscopy
(STM) and gives information about both the theoretical basis of the tech-
nique and technical aspects. The second section explains the principles of
the X-ray techniques performed at the ESRF (European Synchrotron Radi-
ation Facility) in Grenoble and at BESSY (Berliner Elektronen-Speicherring
Gesellschaft fu¨r Synchrotronstrahlung) in Berlin. These techniques are based
on X-ray absorption (XAS and XMCD), scattering (GISAXS) and diﬀraction
(GIXRD). In the case of X-ray techniques the focus is on the information
achievable by the methods, and less on the technical realization.
3.1 Scanning tunneling microscopy
3.1.1 Principles and theory
The ﬁrst scanning tunneling microscope (STM) was built by Binnig and
Rohrer [33] in 1982. It is used to reveal the morphology of a surface at the
atomic level and/or the density of states around the Fermi level. It is based
on the quantum tunneling eﬀect occurring between two metals (electrodes)
separated by a thin potential barrier, a region where the potential energy of
the electron U is higher then its total energy E. The spatial extension of
the wavefunction of the two electrodes and their overlap allows for electrons
to transfer from one electrode to the other, a process which is forbidden in
classical physics. If a potential is applied across the barrier a net ﬂow of
electrons can occur, the tunneling current I (also indicated as ITunnel in the
text).
Only in few special cases the Schro¨dinger equation for the system has
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analytic solutions, one of these is the square potential barrier. This over-
simpliﬁed model can be used as the ﬁrst step to understand the basic idea of
STM. Here the two metals are the tip and sample, and the tunneling barrier is
the vacuum between them (one-dimensional metal-vacuum-metal tunneling
junction, Fig. 3.1 (c)). The distance between tip and sample is only a few
A˚ngstro¨ms which generates a ﬁnite tunneling conductance between the two.
The transmission coeﬃcient T , deﬁned as the ratio between the tunneling
current I(z) that arrives at the second electrode at distance z from the ﬁrst
one normalized by the impinging current I(0) at z = 0.:
T =
I(z)
I(0)
= e−2kz (3.1)
where
k =
√
2meφ

(3.2)
is the decay constant of a state from the 1st electrode near the Fermi level
in the region of the barrier, in the approximation that the bias is much
smaller then the value of the work function φ of the ﬁrst electrode. me is the
electron mass (see Fig. 3.1 (a)). The tunneling eﬀect is therefore decaying
exponentially as the barrier width increases. This exponential law is very
important in STM: it expresses that a small variation in z leads to large
variations of T and therefore, as will be shown later, of the tunneling current
I. The transmission coeﬃcient in the case of general potential barriers can
be calculated starting from a semi-classic approach, the Wentzel-Kramers-
Brillouin (WKB) approximation.
In the presence of a voltage diﬀerence between the two electrodes, a ﬁ-
nite tunneling current will ﬂow. This is converted into a voltage and then
ampliﬁed and ﬁltered (see scheme in Fig. 3.1 (b)). The topographic images
in STM are obtained by scanning the tip over the sample at a ﬁxed current
(constant current mode) or ﬁxed tip-sample distance (constant height mode).
The lateral position of the tip with respect to the surface and the tip-sample
distance are controlled by piezoelectric (x,y,z ) motion. In the constant cur-
rent mode, used in this work, an electronic feedback compares the tunneling
current to a reference value (the set-point current) and the diﬀerence between
the two is used to regulate the scan piezo (z). The values of z at each (x,y)
position are stored by the software and form the contour plot of the substrate
by conversion in grey-scale.
The system sample+tip+tunneling barrier can be schematized as an elec-
tric circuit where a resistance is in parallel with a capacitance resulting from
the vacuum dielectric constant 0 (see Fig. 3.1 (b)). Typical parameters for
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Figure 3.1: (a): scheme of the main components of an STM; (b) equivalent circuit
for the metal-vacuum-metal tunneling junction; (c) corresponding potential energy
diagram.
tunneling are a current of 1nA at a bias voltage of 1V, that gives a tunneling
resistance in the GΩ range.
STM requires conductive or semi-conductive samples and atomically ’ﬂat’
surfaces. It can be performed both in air and in UHV conditions. In the
next sub-paragraphs some of the basic equations that can be used to extract
quantitative information from the acquired images are recalled, following
Chen [34].
Bardeen formula for the tunneling current
The Bardeen model [35] describes metal-insulator-metal tunneling junctions.
Tersoﬀ and Hamannn have applied it to calculate an equation for the tun-
neling current in STM [36,37], in the approximation that the two metals are
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Figure 3.2: Model to describe the system tip + sample in the Bardeen tunneling
theory, with a separation surface Σ drawn between the two. In the right side, a
topography of a graphite sample surface taken in the home-built STM that shows
atomic resolution is presented in 3D perspective.
tip and sample, and the insulator in between is the vacuum. As a ﬁrst step
the two sub-systems tip+vacuum and vacuum+sample are treated indepen-
dently from each other and the Schro¨dinger equation is used to calculate the
eigenstates. The second step is to use time dependent perturbation theory
to calculate the rate of transfer of one electron from one sub-system to the
other, due to the overlap of the wave-functions. In a last step the tunneling
current is calculated.
The probability of an electron in the sample state Ψ with energy EΨ to
tunnel to a state tip state χ with energy Eχ is given, in ﬁrst order perturba-
tion theory by the Fermi’s golden rule:
wΨ→χ =
2π

|M |2δ(Eχ − EΨ), (3.3)
where M is the tunneling matrix element or the amplitude of electron trans-
fer, that is determined by the overlap of the surface wavefunctions of the two
sub-systems at a separation surface Σ between the two (the choice of Σ does
not aﬀect the calculation). Bardeen has found the following formula:
M = − 
2
2me
∫
Σ
(χ∗∇ψ − ψ∇χ∗) · dS.
By summing over all the states in the tip and the sample and taking
into account the occupation probabilities (Fermi distribution for both tip
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and sample) the tunneling current I in presence of a bias voltage can be
calculated. Assuming kBT much smaller than the energy resolution required
in the measurements (the Fermi distribution can then be approximated as a
step function) one ﬁnds the following expression:
I ∝
eV∫
0
ρS(EF − eV + )ρT (EF + )|M |2d (3.4)
where ρS and ρT are the density of states (DOS) of the sample and of the
tip, respectively and EF is the Fermi energy. The tunneling current therefore
depends on the convolution of the DOS of the tip and sample and on the tun-
neling matrix element |M |. The explicit expression of the tunneling matrix
elements requires the knowledge of tip and sample wavefunctions. Tip wave-
functions are usually calculated based on the spherical-harmonic expansion
in the gap region. A ﬁrst approximation is the s-wave model, presented in the
next paragraph. In the case that |M | can be considered as constant in the
interval of interest and the tip has a constant DOS (free-electron metal tip)
then the tunneling conductance is proportional to the DOS of the sample:
dI
dV
∝ ρS(EF − eV ).
S-wave model and corrugation function
The s-wave tip model was developed by Tersoﬀ and Hamann [36, 37, 39] at
the beginning of the 80s, in coincidence with the earliest development of
STM after its invention. It gives an estimation of the tunneling current and
the corrugation function for a tip with radius of curvature R, assuming an
s-wave tip wave function. This implies that the solutions of the Schro¨dinger
equation for a spherical potential are taken as the tip wavefunctions. Under
these assumptions, the tunneling current at very low bias is given by the
following formula:
I ∝
EF∑
EF−eV
|Ψ(r0)|2 = eV ρS(r0, EF) (3.5)
Here ρS(r0, EF) is the sample Fermi-level local density of states (LDOS) at
the center of curvature of the tip r0. A constant current STM image therefore
is, in the s-wave model, a Fermi-level LDOS contour of the surface taken at
the center of curvature of the tip. In other words form Eq. 3.5 one sees
that in the s-wave model the tunneling current only reﬂects the properties
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Figure 3.3: Corrugation amplitudes as a function of the tip-sample distance z :
(a) the case of Au(110) surface (k ≈ 11.4nm−1) for several value of the periodicity
a; (b) the Al(111) surface according to the s-wave model and for dz2 tip state,
from [38].
of the sample, and not of the tip. In case of a free-electron metal sample,
the STM image is the charge density contour, since the LDOS contour at a
certain distance from the sample almost coincides with the contour of the
total electron density.
It is now very important to evaluate under which conditions the s-wave
model is valid. Tersoﬀ and Hamann made an estimation of the eﬀect of
non-s-wave tip states [36,37] on the tip wavefunction, and found that this is
negligible when the following condition holds:
(1 +
q2
k2
)
l
2 
 1. (3.6)
Here l is the angular momentum of the tip wave function and q = (kx, ky). q
is connected to the feature size a of the sample by |q| = π
a
. From Eq. 3.6 it
is evident that the eﬀect of tip states with l = 0 can be neglected in the limit
q2
k2
	 1, that is a  π
k
. In the case of a metal, where the decay constant k
is about 10nm−1, one ﬁnds π
k
∼= 0.3 nm, that represents the lowest value for
the validity of the s - wave model.
In order to understand the STM images, it is useful to introduce the
concept of corrugation of a surface. For a given bias the physical quantity
measured by STM is the tunneling current I(x, y, z), that is a function of
the lateral position over the surface (x, y) and the tip-sample distance z.
I(x, y, z) can be decomposed in two parts, one part constant in (x, y), I0(z)
and a second part varying with the position over the surface, Δ(x, y, z) or
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surface corrugation, much smaller then the ﬁrst one:
I(x, y, z) = I0(z) + ΔI(x, y, z). (3.7)
In the constant current mode of measurement one deﬁnes a corresponding
corrugation amplitude Δz(x, y) making the Ansatz z(x, y) = z0 + Δz(x, y)
and substituting in Eq. 3.7, the condition of constant current (I(x, y, z) =
I0(z0)) leads to the following expression:
Δz(x, y, z) = −ΔI(x, y, z)
dI0(z)/dz
. (3.8)
According to the above equation, the corrugation amplitude Δz(x, y, z) can
be calculated once the tunneling current I is known. In the s-wave model,
Δz coincides with the corrugation amplitude of the Fermi-level DOS or of
the charge density contour. For a metal with a one-dimensional periodicity
a the following formula is found [37]:
Δz(x, z) ≈ 2/k exp[(−2(k2 + π2/a2)1/2 − k)z] (3.9)
The ﬁrst important observation about this formula is that the corrugation
amplitude decays exponentially with distance z. In Fig. 3.3(a) Eq.3.9 is
plotted for the case of Au(110) (k ≈ 11.4nm−1) for several value of the
periodicity a, as a function of the tip-sample distance z. For large a the
corrugation amplitude is large and depends only weakly on z. For small a
instead the corrugation amplitude is very small and almost undetectable at
normal operation distances (1 − 4A˚). Therefore the s-wave model doesn’t
explain the experimentally observed atomic resolution at atomic spacing of
2.5− 3A˚. Thus, this must be due to other electronic states then the s states,
that becomes important for values of a in the atomic distance range. Here
in fact, as explained at the beginning of this paragraph, the s-wave model
doesn’t hold anymore. In the case of tip states other then s the tunneling
process also depends on the surface density of states, according to Eq. 3.4.
The tunneling matrix elements are found to be enhanced [34] for non-s
tip states. This corresponds to an enhancement of the tunneling current
I since I ≈ |M |2. Thus, an enhancement of the corrugation amplitude is
expected as compared to that of the charge-density contour according to
Eq. 3.8. In Fig. 3.3 (b) one can see for example the comparison between
the corrugation amplitudes for a dz2 and an s tip state as calculated for
the Al(111) surface [38]. In general, the dz2 has the highest corrugation
amplitude among the three orbitals. This is one of the reason why most of
the commonly used tip materials are d -band metals, for example W, Pt and
Ir.
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Figure 3.4: (a): STM topography of the boron-nitride nanomesh showing a
change of the tip with consequent change of the corrugation; (b): LDOS for dif-
ferent tip states, from [40]: (1) s state; (2) l = 2, m = 0 state (d3z2−r2); (3) l = 2,
m = 1 state (dxz and dyz); (4) l = 2, m = 2 state (dx2−y2 and dxy).
An interesting eﬀect related to tip states is the inversion of contrast in
STM images. In Fig. 3.4 a topography of the boron-nitride nanomesh is
shown (see Section 3.3.3) where a change of the contrast occurred during
scanning, due to a change of the tip: from positive (pits appear darker than
the rim regions) in the upper part to negative (pits appear brighter than the
rim regions) in the bottom part but with the same period of the hexagonal
arrangement. This eﬀect can be understood considering the shape of the
LDOS of tip electronic states with diﬀerent values of the magnetic quantum
number m, as shown in Fig. 3.4 (c). Let’s consider a d -state tip with axial
symmetry (the two states with m = 1 - dxz and dyz - are degenerate. Also
the two states with m = 2 - dxy and dx2−y2 - are degenerate) and a metal
surface like e.g. Au constituted by atoms with only s-wave states near the
Fermi level. Thus, the tunneling current distribution for a single Au atom
is proportional to the tip LDOS (Eq. 3.5) and the total current distribution
is the sum of the tunneling current for all the Au atoms at the surface. In
the case of m = 1 and m = 2 tip states, the LDOS is ring-shaped, and
therefore the tunneling current distribution should also be ring-shaped. It
follows that with an m = 0 tip state, an inverted image is expected, where
the sites of surface atoms are minima rather then maxima in the topographic
images [41]. A double tip eﬀect can be excluded if the lattice arrangement
and periodicity in the normal and inverted image are the same.
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Minimization of noise
STM requires a control over the tip-sample position with picometer pre-
cision, performed in the presence of various disturbances such as building
vibrations, acoustic noise, temperature drift, as well as hysteresis and creep
of the piezoelectric elements and ﬁnally electronic noise. These perturba-
tions cause uncontrolled variations in tip-sample position at diﬀerent time
scales. Typically, buildings vibrate at frequencies up to 100Hz. These vibra-
tions are excited e.g. by machines running at or near line frequency, and by
the associated harmonics and sub-harmonics. Shear and bending vibrations
usually resonate at frequencies between 15 and 25 Hz. Perturbations of a
person walking in the laboratory are usually in the 1− 3 Hz range. Suppres-
sion of the inﬂuence of these external perturbations requires a high degree of
stiﬀness and damping.
One can model the system STM + UHV chamber + external world as a
vibrating system with one degree of freedom. The STM is represented by a
mass m mounted to a frame through a spring of stiﬀness k (see Fig. 3.5).
The frame has vibrations transmitted from the external world (ground and
air) that will cause a displacement of the frame as a function of time along a
certain space coordinate, R(t). The problem of vibration isolation is then to
minimize the vibration transferred to the mass, e.g. the displacement of the
mass r(t). From the solutions to Newton’s equation for the mass in presence
of damping one can calculate the transfer function F for the system [42]:
F := | r0
R0
| =
√
4γ2ω6 + (ω40 − ω20ω2 + 4γ2ω2)2
(ω20 − ω2)2 + 4γ2ω2
. (3.10)
r0 and R0 are the oscillation amplitudes for mass m and frame, ω0 is the
natural frequency of the system and γ is the damping constant. ω0 is a
function of the stretched length of the spring l:
ω0 =
√
k
m
=
√
g
l . (3.11)
An eﬃcient vibration isolation corresponds to a small value of the transfer
function. In Fig.3.5 the transfer function is shown for diﬀerent values of ω0
and γ . In case of zero damping (γ = 0) the isolation from vibrations is
very eﬃcient at high frequencies, but there are very large oscillations at the
resonance frequency (ω = ω0); the opposite behavior is observed for strong
damping (γ  ω0), where the damping is very eﬃcient at the resonance but
not at high frequencies. The appropriate damping value is a compromise,
and it depends on the system geometry.
In the present case the damping was realized in two stages: ﬁrst a pneumatic
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Figure 3.5: The eddy current damping system (left) and the transmission func-
tion for several values of damping, calculated for ω0 = 2.4Hz (right).
active and passive damping of the full UHV chamber versus the ﬂoor and
second an eddy current damping of the STM versus the chamber. The eddy-
current system shown in Fig. 3.5 is based on the Lorentz force. When
a conductive material is moving relative to a magnetic source such as a
permanent magnet, the electrons inside the conductor circulate in orbits
perpendicular to the magnetic ﬁeld due to the Lorenz force. These circulating
eddy currents will dissipate into heat, due to the resistivity of the conductor
and cause a viscous damping process.
The damping force generated in the conductor for a rectangular body moving
along the z direction with velocity vz(t) in presence of a magnet with circular
shape is [43]:
Fz = −cvz = −C0B
2πa2t
ρ
vz (3.12)
where πa2 is the magnet surface area, B the magnetic ﬁeld, t the body
thickness, ρ the material resistivity and C0 a constant depending on the
relative dimensions of magnet and conductor. In the system used in this
thesis the ﬁeld is provided by strong Co-Sm (Sm2Co17, Peter Welter GmbH)
magnets arranged in a circular structure (Fig. 3.5). The horizontal magnetic
ﬁeld between two magnets is about 200mT; in the vertical direction towards
the STM the magnetic ﬁeld drops to 7mT at a distance of 30mm from the
magnets, that is less then half the sample-magnet distance. The natural
frequency of the system STM on springs is ω0 = 2.4Hz and the damping
factor is γ = c
2m
= 0.5Hz = 0.2ω0. In Fig. 3.5 the transfer function is shown
that is obtained inserting this value in Eq. 3.10.
So far the inﬂuence of mechanical vibrations was discussed, while in many
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cases the electronic noise is the limiting factor for STM resolution. The tun-
neling current in STM is very small, typically between 0.01 and 10nA. A very
careful grounding of the system components has to be assured in order to
minimize electric noise and especially ground loops. A ground loop occurs
when there is more than one ground connection path between two compo-
nents of the electric equipment. The two ground paths form the equivalent
of a loop antenna which picks up induced currents, due to the vicinity of
varying magnetic ﬁelds (Faraday’s law of induction). Resistances transform
these currents into voltage ﬂuctuations that modulate the potential of the
’real’ signal carrying wires. The noise therefore becomes part of the signal. A
ground loop will result as a disturbance in the signal cables (a typical hum),
appearing with the frequency of the electric network (the time varying mag-
netic ﬁeld), typically 50Hz or 100Hz. As an example in the STM set-up used
in this work an improper grounding could lead to 100mV noise amplitudes at
ampliﬁer gain of 109 V/A. The goal is of course to minimize this disturbance
and to reduce the resulting noise in the z channel to only a few picometers.
3.1.2 The home-made VT-STM
The existing UHV system was built during the time of the previous PhD
students Peterka [44], [45] and Repetto [46]. The present thesis was focused
on the implementation of a homemade Variable-Temperature Scanning Tun-
neling Microscopy (VT-STM) system, described in the following. In the ﬁnal
stage of this thesis the UHV chamber consisted of a preparation chamber,
a VT-STM chamber and a magnetism chamber for Magneto Optical Kerr
Eﬀect (MOKE) measurements. The preparation chamber is equipped with
surface analysis tools such as Low Energy Electron Diﬀraction (LEED) for
surface structure investigations and Auger Electron Spectrometry (AES) for
chemical characterization of the samples. Omicron evaporators are used for
Molecular Beam Epitaxy (MBE) and a quartz micro-balance is available to
calibrate the deposition rate. The magnetism chamber allows to measure the
magnetization of samples using MOKE or Kerr microscopy. For 3d metals on
surfaces the coverages have to be θ ∼ 1ML or larger in order to get magnetic
contrast with these techniques.
The samples can be transferred in-situ between the diﬀerent experiments
by means of a long manipulator with far reach and a rotating wobble-stick.
The latter is used to transfer sample holders and tip holders from the manip-
ulator (where the sample/tips get prepared) to the VT-STM chamber. The
cold sample can be transferred with the wobble stick from the manipulator to
the cold STM in a short time (less then 1 minute), during which the sample
stays below 100K. Operation temperatures of the sample in the manipulator
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Figure 3.6: Drawings of the VT-STM: (a) cross sectional view of the STM with
the cryostat, the cryogenic shields, the STM unit hanging on the springs and the
eddy current damping; (b) the VT-STM head with the thermal anchoring braids;
(c) the tip-exchange tool.
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Figure 3.7: An example of STS measurements for Co monolayer islands on
Pt(111): (top left) topography; (bottom left) dI/dV scan, showing the electronic
structure of the Pt(111) surface and of a Co island/Pt(111), in agreement with
what found in [47]; (a) - (d) dI/dV maps for several values of the bias voltage VBIAS
giving diﬀerent structural contrast. In (b) for example dislocation lines in the Co
layer are visible, due to the lattice mismatch of 9.4% between Pt and Co [47,48].
are between 35K (Liquid Helium cooling) and 1200K (electron bombardment
heating [46]). The crystal preparation procedure consist of Ar-sputtering
followed by annealing cycles, and the cleanliness can be checked by Auger,
LEED and STM measurements. The UHV in the chamber is obtained by
a turbo-molecular pump backed by a rotary pump, an ion getter ionization
pump, a Ti-sublimation pump and an H2-getter pump. Pressures which are
usually achieved are in the range of 2 · 10−10mbar. A load-lock system allows
the storage of ﬁve diﬀerent sample/tip holders that can be inserted in the
preparation chamber without breaking the vacuum. The load-lock is pumped
independently with a small turbo pump. Two leak-valves allow the ﬁlling of
the chamber with gases for adsorption experiments and sample sputtering.
The VT-STM is a home-made beetle type or Besocke STM [49] and the
design is based on Wilson Ho [50]. The microscope is provided with a tip
exchange mechanism that allows the removal of the tip for substitution and
preparation. Variable temperature measurements between 20 and 300K are
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routinely performable. The cooling is provided by a helium ﬂow cryostat. To
reduce mechanical vibrations caused by the liquid He ﬂow and by chamber
vibrations, the cold plate of the cryostat is decoupled from the cryostat by
three CuBe springs. The oscillations of the springs are damped by an eddy
current damping system, shown in Fig. 3.6. Two concentric gold coated
Oxygen free Cu radiation shields around the microscope prevent the heating
of the sample by thermal radiation. A thermal anchoring of the STM plate to
the internal shield is necessary to reach the temperature of 20K. It is obtained
by three Cu braids each of them made out of about 4000 Oxygen free wires
(Goodfellow) with diameter 40μm. This solution ensures on the one hand an
eﬃcient and fast cooling of the STM plate and on the other hand, that the
light braids do not introduce extra mechanical coupling. In order to avoid
external mechanical vibration (building, laboratory pumps) to propagate to
the STM, the UHV chamber is damped by active and passive elements. The
temperature is controlled by a thermal heater placed close to the cryostat.
Temperature sensors (diodes) are placed at three diﬀerent points of the STM:
cryostat, frame and STM plate (Fig.3.6). The time required to cool down
the sample in the STM from RT to 20K and start measurements is about 2
hours. This includes a long waiting time until thermal drifts have vanished.
A big eﬀort has been done to minimize the electronic noise in the tun-
neling current. Especially the grounding and the decoupling of the system
from the electric network ground appeared to be very important to minimize
ground loops and therefore 50 and 150Hz noise. In the ﬁnal conﬁguration we
have the chamber decoupled from the network ground, and the electronics of
the STM powered through a separation-transformer. The ﬁnal performances
of the microscope are at RT a noise level in the z direction below 5pm and
stable conditions (low drift) at 20K to perform spectroscopy measurements
as shown in Fig.3.7.
dI/dV measurements are performed by means of a lock-in technique: a small
AC signal V ′ is added to the bias VBIAS and the resulting current is read by
the lock-in (input signal). Here it is multiplied by a reference signal (usually
the same V ′) and transformed to a DC signal. Finally the output of the dual
lock-in ampliﬁer ((x,y) or (R,θ) mode) is recorded by the STM electronics as
a function of VBIAS. The x channel is in fact proportional to dI/dV at cor-
rect phase settings. Due to the AC nature of the additional bias, one has to
consider that the current will contain not only the tunneling part ITunnel but
also a capacitive component IC (with complex impedance given by Z =
1
jwC
,
see Fig. 3.1 (c)) that is shifted of 90 degrees as compared to V ′. The ITunnel
signal is instead in phase with V ′. The phase of the reference signal is chosen
such that it minimizes the capacitive component of the input signal. This is
CHAPTER 3. EXPERIMENTAL TECHNIQUES 33
incident reflected
(specular)
refracted


'
vacuum
n'
surface sensitivity: < 
C
Figure 3.8: X-ray reﬂection and refraction.
done out of tunneling, where only IC is present. At correct phase settings
the signal at the y channel has to be very small, since this is proportional to
IC.
3.2 Synchrotron X-ray techniques
This chapter describes the X-ray techniques that are used in the thesis:
(a) surface diﬀraction and scattering and (b) X-ray absorption spectroscopy
(XAS) and X-ray magnetic circular dichroism (XMCD). These techniques
give information about the ordering of the surface at the atomic and at the
nanoscale and about the average magnetization. Diﬀerently to STM though
the X-ray techniques used here are spatially integrated, i.e. the detected
signal is averaged over a relatively large area/volume of the sample given by
the beam spot size of the radiation used.
3.2.1 Surface scattering and diﬀraction
The techniques of Grazing Incidence Small Angle X-ray Scattering (GISAXS)
and Grazing Incidence X-ray Diﬀraction (GIXRD) are important tools in
surface science to investigate the average structural properties of samples at
the atomic and nanometer scale.
Here an incident beam of X-ray photons is targeted onto a sample under an
angle α, as shown in Fig. 3.8. The interaction between X-ray radiation and
matter results in a reﬂected beam and a refracted one traveling inside the
sample. The Bragg’s law expresses that the constructive interference between
light with wavelength λ scattered by adjacent crystal planes separated by the
distance d occurs at wavelengths deﬁned by the following relation :
2d · sinα = nλ, (3.13)
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where n is an integer number. An important quantity in diﬀraction is the
momentum transfer, deﬁned as q = kf−ki (kf and ki are the ﬁnal and initial
wavevectors), since it deﬁnes the length scale at which we are observing the
system. The diﬀraction range is reached at wide angles, when the inverse
of the momentum transfer perpendicular to the surface (q⊥ = 4πλ sinα, with
α being the scattering angle) is close to the interatomic distance. By the
analysis of the integrated diﬀraction intensities, one can access the atomic
structure.
The diﬀuse scattering range instead, located around Bragg peaks, gives infor-
mation about the disorder in the studied system. Furthermore, for systems
with periodicity d in the nanometer range, the corresponding variations of
the electron density yield X-ray scattering at small momentum transfer (or
small angle scattering), which can thus be measured to probe the sample
morphology.
In the past the scattering techniques were limited to three dimensional sam-
ples as the strong penetration depth of the radiation and the low signal to
noise ratio hampered the surface sensitivity. Thanks to the use of synchrotron
radiation, scattering techniques have been extended to surface geometry us-
ing the phenomenon of total external reﬂection of X-rays in the grazing inci-
dence angle. According to Snell’s law, an electromagnetic wave impinging on
a surface will be reﬂected and refracted according to the following relation:
n cosα = n′ cosα′ (3.14)
with α, α′ being the incident and diﬀraction angles and n, n′ the refractive
index of vacuum and surface material, respectively (See Fig. 3.8). The real
part of the X-ray refractive index of a material is given by [51]:
n′ = 1− 1
2π
NZr0λ
2 (3.15)
where N is the numerical density of the material, Z is the atomic number
and r0 is the classical electron radius. The imaginary part of the refractive
index, which takes into account the absorption of the medium, can be usually
neglected for energies far from absorption edges, being two orders of magni-
tude smaller than the real part. For X-rays n is always slightly less then one
(the vacuum value). Thus in case of X-rays propagating from the vacuum
and impinging on a surface the reﬂection angle is in general larger than the
refraction angle. From the Snell’s law and the above relation for n we ﬁnd
the condition for total external reﬂection:
cosα′ = 1⇒ cosα = n
′
n
= 1− 1
2π
NZr0λ
2 (3.16)
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Given a certain incidence angle α, the wavelength has to be higher then a
critical value λC , or, for a given λ, the incidence angle has to be smaller
then a critical angle αC . In these conditions the refracted wave propagates
parallel to the interface and is exponentially damped in the direction into the
surface. This is the so-called glancing angle geometry, where the diﬀracted
and scattered intensities arise mainly from the limited depth of the surface.
What kind of scattering patterns result from a 2D system? In 3D arrays
of point-like objects, the light scattering results in very sharp peaks whose
positions and intensity allow to determine the crystal structure of the solid.
In case of a surface or an ad-layer the scattering pattern changes as described
in the following, starting by writing the diﬀraction intensity for point-like
objects, following the approach in [52]. The interaction of X-rays with matter
is largely dominated by the Thompson scattering, resulting from the coupling
between the electric ﬁeld of the X-rays and the charge of the electrons inside
an atom. When an incoming wave E0e
−iki·r is scattered by a free electron the
resulting scattered ﬁeld Eee
−ikf ·r observed at a distance R from the electron
has the amplitude E0 given by [53], [54]:
Ee = E0
e2
mec2R
P
1
2 (3.17)
where me is the electron mass and P is the polarization factor that assumes
the values of P = 1 if E0 is normal to the scattering plane (the plane spanned
by ki and kf ) and P = cos
2 2α when E0 is in the scattering plane.
To ﬁnd the scattering from one atom, one has to sum up the contributions
from each of the Z electrons, distributed around the nucleus to give an atomic
density ρa(r). Then Eq. 3.17 becomes:
Ea =
∫
Eeρa(r)dV = E0
e2
mec2R
P
1
2
∫
ρa(r)e
iq·rdV. (3.18)
The integral at the right side of Eq. 3.18 is called atomic form factor and it
is deﬁned as
f0(q) =
∫
ρa(r)e
iq·rdV. (3.19)
The next step is to calculate the structure factor, i.e. the scattering from
atoms arranged in a three-dimensional crystal lattice described by the lattice
vectors a1, a2 and a3. The position of each atom is written as
Rjj1j2j3 = j1a1 + j2a2 + j3a3 + rj (3.20)
where rj describes the atomic arrangement within the unit cell. The struc-
ture factor F (q) is given as the sum of contributions to the scattering from
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the individual atoms in the unit cell. Including also the isotropic thermal
vibration of atoms around the average position, the so-called Debye -Waller
eﬀect, the structure factor is:
F (q) =
∑
j
fj(q)e
iq·rje−Bj(
q
4π
)2 , (3.21)
Here Bj is the so-called B-factor for the atom j, that deﬁnes the atom dis-
placement from the average position. Finally, the intensity of the scattered
wave I(q) is calculated as the square of the corresponding amplitude of the
scattered ﬁeld I(q) = |E3D|2 from a 3D lattice that gives:
I(q) = I0
e4
m2ec
4R2
P |F (q)|2 sin
2 (1
2
N1q · a1)
sin2 (1
2
q · a1)
sin2 (1
2
N2q · a2)
sin2 (1
2
q · a2)
sin2 (1
2
N3q · a3)
sin2 (1
2
q · a3)
.
(3.22)
I(q) has maxima when the Laue conditions are fulﬁlled:
q · a1 = 2πH, q · a2 = 2πK, q· a3 = 2πL
with H, K and L integers. The Laue conditions demand that q is a point in
the reciprocal lattice, that is q = Hb1+Kb2+Lb3 with b1, b2 and b3 being
basis vectors in the reciprocal space. The Laue condition for the momentum
transfer perpendicular to the surface plane coincides with the Bragg law (Eq.
3.13).
In the case of diﬀraction from a surface, the abrupt interruption of the
inﬁnite 3D lattice at the surface breaks the bulk symmetry. The diﬀracted
intensity in this case is the convolution between the diﬀracted intensity of
the inﬁnite lattice, leading to Bragg peaks as seen before, and the signal from
a 2D system (surface) in between the Bragg peaks (crystal truncation rods)
as we will see now. The derivation of the scattered intensity in the 2D case is
very similar to the 3D case, but now the atomic lattice is described by only
two basis vectors and therefore
Rj,j1j2 = j1a1 + j2a2 + rj (3.23)
with a1 and a2 in the plane of the surface. Here the vector rj describes not
only the atomic positions within the unit cell in the surface plane, but also
the positions in the direction normal to the surface. In this case the Laue
conditions are:
q · a1 = 2πH,q · a2 = 2πK, (3.24)
and the component qz of q in the direction normal to the surface becomes a
continuous variable. The reciprocal lattice therefore consists of rods instead
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Figure 3.9: Scheme illustrating the diﬀerent kinds of measurement geometry used
in this thesis.
of sharp delta functions. These continuous intensity distributions are called
crystal truncation rods (CTR), or Bragg rods since they are curves that
connect the Bragg reﬂections. The minima of the CTR along the so-called
L-axis, located in the midpoint between two consecutive Bragg reﬂections,
correspond to scattering conditions of destructive interference between two
consecutive crystal planes. Because of that the bulk contribution to the
scattered intensity is very small, and all what remains is the diﬀraction from
the topmost layers, or surface scattering. At the minima of the CTR therefore
the surface sensitivity is the highest. The diﬀraction from the surface occurs
at any position along these rods. The deﬁnition of the structure factor in
Eq. 3.21 is the same, and the peak intensity is
IpeakHK (q) = I0
e4
m2ec
4R2
P |FHK(qz)|2N21N22 . (3.25)
The structure factor is calculated with the indices (H,K) for the in-plane
component of the momentum transfer, but depends also on the continuous
out-of-plane component qz. This dependence describes the arrangement of
the atoms in the direction normal to the surface. The intensity of the surface
signal is several orders of magnitude lower then the bulk signal, therefore
intense synchrotron light is required for these experiments. Several measure-
ments techniques are used to extract information on the sample structure.
Grazing incidence geometry is used in order to enhance the sensitivity to the
surface contribution to the scattering. In the following those that have been
used in the thesis are recalled (see Fig. 3.9).
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Grazing Incidence X-ray Diﬀraction (GIXRD)
• Reﬂectivity. Reﬂectivity measurements are performed by keeping the
detector at an exit angle equal to the incident angle (θ = α in Fig 3.9).
One therefore measures the light reﬂected from the sample, that in
reciprocal space corresponds to measuring the intensity along qz. Fol-
lowing the argument about refraction, one can say that the reﬂectivity
R equals one below a critical angle αC and then falls like RF ∝ α−4 for
larger α (Fresnel law for a perfectly ﬂat surface) as shown in Fig. 3.10.
In the case of more complex systems one can use the matrix formalism
normally employed in classical optics [55] for stratiﬁed media.
Any kind of disorder which is present on the surface or interface can
be described by the z coordinate of a point x on the surface (or inter-
face), z(x). The latter is usually assumed to be a Gaussian random
variable, and therefore described by the standard deviation σ. The
main eﬀect of roughness is to decrease the reﬂected intensity (see Fig.
3.10). Mathematically, the Fresnel reﬂectivity becomes multiplied by
an exponential term that depends on σ [56]:
R(q) = RF(q)e
−q2σ2 (3.26)
A measurement of the reﬂectivity therefore gives information on the
roughness of a surface. The scattered intensity from a surface is com-
posed of two parts: specular reﬂection and diﬀuse scattering. The
intensity lost due to diﬀuse scattering is redistributed in the reciprocal
space.
In case of a smooth ﬁlm of a diﬀerent chemical species adsorbed on the
surface, the interference between reﬂection from the top of the surface
and the interface between substrate and monolayer leads to an oscil-
lation of the intensity, known as Kiessig fringes [57, 58]. The angular
spacing Δα between two Kiessig maxima is, in ﬁrst approximation, in-
versely proportional to the total ad-layer thickness t, Δα ∝ λ
t
[59]. The
number of oscillations instead is connected with the ﬁlm roughness and
homogeneity.
• CTR. In this case the exit angle is diﬀerent from the incidence angle
and this gives information about the atomic structure along diﬀerent
directions then the perpendicular one. A measurement of the intensity
of the CTRs as a function of the continuous variable L is in this way
performed. The (H,K ) vector can be chosen corresponding to special
axis of the in-plane unit cell. L scans contain information about both
normal and in-plane atomic ordering and roughness of the interfaces.
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Figure 3.10: Schematic of a reﬂectivity scan measured for diﬀerent systems.
• In-plane δ-scans. The diﬀracted intensity is recorded at grazing inci-
dence for diﬀerent values of the angle δ > 10◦ . For a disordered ﬁlm
it coincides with the 2Θ scan of a powder sample containing crystal
grains in all the possible orientations. It gives information about the
in-plane atomic structure of the ﬁlm. In case of a sample made of many
particles on a surface with random orientation it will give information
about the crystal structure of the constituents.
Grazing Incidence Small Angle X-ray Scattering (GISAXS)
The GISAXS technique is commonly used for probing structures on large
length scales such as self-assembled nano-particles with sizes up to a few
microns. The measurements are performed at very small scattering angles
(between few micro-radians to a tenth of a radian) and at grazing incidence to
be surface sensitive. A speciﬁc value for q is chosen by ﬁxing the scattering
angle, and then a scan of the angle δ is performed to monitor the diﬀuse
scattering proﬁle along this direction. The use of a CCD camera allows to
record GISAXS scans for a broad range of q values. These measurements are
technically challenging because of the small angular separation of the direct
beam (which is very intense) and the scattered beam. Often a beam stop
has to be used to block the direct beam, the reﬂected beam or the diﬀuse
scattering.
Electron density variations or surface roughness produce beam scattering in
the non-specular direction (diﬀuse scattering). This is in particular the case
for islands or dots on a surface. The description of the system is done in
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Figure 3.11: (a) Cartoon showing the diﬀerent q regimes in GISAXS measure-
ments; (b)-(c) GISAXS intensity for a system made out of spherical particles with
diameter d and inter-particle distance L in the limit of high (b) and small q (c).
In the high q regime the eﬀect of disorder at the particle interface on the GISAXS
intensity is also shown.
the framework of the distorted-wave Born approximation [60], that takes
into account multiple scattering events due to the surface roughness. An
approximated formula for the GISAXS intensity I(q) from an ensemble of
randomly oriented clusters on a ﬂat surface is [61]:
I(q) ≈ S(q)|F (q)|2 (3.27)
where F (q) is the form factor of the clusters averaged over the size distri-
bution and crystal orientations of the particles and S(q) is the correlation
function describing the average spatial distribution of the clusters, that char-
acterizes the particle ordering. Therefore from the GISAXS intensity it is
possible to determine average information for both quantities [62,63].
For a binary sample composed for example by particles with density ρ1
embedded in a matrix element with density ρ2, the scattered intensity is also
proportional to the electronic contrast, deﬁned by the diﬀerence Δρ = ρ1−ρ2.
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The more diﬀerent the two materials are electronically, the more intense is
the scattered signal. A certain q value will correspond to a window in real
space with a diameter given by R = 2π
q
: a scattering signal is observed only if
the electronic contrast Δρ inside the window is diﬀerent from zero. The value
of q determines therefore the minimum and maximum size of a particle that
can be observed using this technique. The q-range in small angle scattering
experiments is usually divided into three domains (Fig. 3.11 (a)). In each of
this domains approximations of the Eq. 3.27 are found, that allow to have
information about diﬀerent properties of the system:
• High q domain: interface
In the limit of large q the observation window size is of the same order
or smaller then the size of the scattering element and the contrast is
obtained only at the interface between two phases with diﬀerent density.
Therefore GISAXS measurements in this range give information about
the interface. The small angle scattering intensity follows a power law
whose exponent depends on how the two phases are separated. Namely,
the scattered intensity doesn’t contain information about order but only
depends on the form factor F (q) of the nano-objects that contribute
to scattering (scattering elements, or domains), that means the regions
of the sample of diﬀering electron density. A simple expression for
the scattered intensity can be found, that describes the dependence of
scattered light on the window size R. This is simply proportional to
the number of scattering elements in the irradiated volume, N(R), and
to the number of electrons in the area deﬁned by R, n2e(R):
I(q) = N(R) · n2e(R) (3.28)
From this equation one ﬁnds that I(q) is proportional to the volume
corresponding to D, since the number of electrons in a particle goes
like the volume of the particle, and the number of particles goes like
the inverse of the particle volume. Since the particle volume decreases
with q, the GISAXS intensity always displays a decaying behavior with
q.
Depending on the speciﬁc geometry of the interfaces, the proportional-
ity expressed by Eq. 3.28 leads to diﬀerent power laws, a few of them
we recall in the following. In the case of a 3D sample composed of
spherical objects with well deﬁned separation surfaces the scattered in-
tensity follows an asymptotic law in the high q region (Porod’s limit,
see Fig. 3.11 (b)):
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I(q) 
 q−4. (3.29)
If q4I(q) does not converge towards a constant value at large q, then
the volumes of diﬀerent electron density might be fractal. In this case
the (modiﬁed) Porod’s trend would give
I(q) ∼ q−(6−Df) (3.30)
where Df is the fractal dimension of the system. Other commonly ob-
served power laws in GISAXS are: diﬀuse interface law: I(q) ∼ q−(4+η),
in case of intermixing of the two phases at their interface (η describes
the concentration decay of the diﬀuse interface) and the dimensional
scattering law:
I(q) ∼ q−D (3.31)
for nano-objects with D being the spatial dimension (for a rod D =
1, for a disk D = 2 and for a sphere D = 3). This expression is
derived from the dependence of the mass, and therefore of the scattered
intensity, on the size of the object raised to the dimension.
• Intermediate zone: size and shape of a particle
In this regime the window has the size of one of the constituent ele-
ments of the systems (e.g. a nano-particle). In the dilute regime where
interactions among particles can be neglected the scattered intensity is
directly proportional to the form factor F (q) of a single particle. Size,
shape and internal structure of a particle can therefore be measured.
• Small q domain (or ’dense’ system limit): interactions between parti-
cles
The observation window is in this case very large and contains many
particles. The scattered intensity therefore also depends on the S(q)
term, and in addition to the particle geometry it also contains infor-
mation about the spatial ordering (average distance between particles)
and interactions of the particles. For a system of particles with the
same size and the same distance from each other the term S(q)|F (q)|2
has a typical bell shape, from which it is possible to derive the mean
particle diameter d and the mean distance between particles L (see Fig.
3.11 (c)). After converting the angle δ into momentum transfer in the
surface plane q‖ according to the formula
q‖ =
4π
λ
· sin(δ
2
), (3.32)
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d and L are estimated from the Full Width at Half Maximum (FWHM =
Δ) and the position of the maximum of the intensity curve (Λ):
d =
2π
Δ
;L =
2π
Λ
(3.33)
.
The GISAXS intensity versus q is usually displayed in double-logarithmic
plots to determine the power law dependence at diﬀerent values of q. In this
way the components with diﬀerent size of a system can be more easily iden-
tiﬁed, since they lead to distinctively diﬀerent power laws. It is important to
stress that the deﬁnition of a particle in GISAXS does not reﬂect necessarily
a real domain, but the size of an element that contributes to the scattering
of light.
X-ray scattering and diﬀraction experiments shown in this thesis were per-
formed at the ID03 beamline of the ESRF.
3.2.2 XAS and XMCD
X-ray absorption spectroscopy (XAS) is an element speciﬁc technique that
allows to probe unoccupied electronic states of a given material. The process
of absorption is studied at diﬀerent photon energies and therefore a tunable
light source is required which is provided by the synchrotron facilities. The
synchrotron radiation oﬀers high intensity and brilliance in a wide range of
energies.
XAS experiments with polarized light allow to probe the magnetic state
of the system. Qualitatively this is explained by a dependence of the ab-
sorption process on the relative orientation between sample magnetization
M and photon helicity . The light can have linear or right (R) and left (L)
circular polarization. The corresponding helicity is conventionally labeled as
0 for linear and ± for R and L circular polarization. In Fig. 3.12 (a) the
XAS recorded for Co/Ag(111) is plotted, in the energy range of the Co L3,2
absorption edges (blue and red curves). As a reference the background signal
of a clean Ag(111) substrate is shown. The spectra have been recorded for R
and L circular polarized light, and it is evident that the absorption process is
diﬀerent in the two cases. The X-ray magnetic circular dichroism (XMCD)
is simply deﬁned as the diﬀerence in the absorption cross sections for parallel
σ+ and antiparallel σ− alignment between M and  for circular polarized
light (Fig.3.12 (b)). This can be measured equivalently by using R and L
circular polarization or by changing the magnetization direction. The max-
imum dichroism eﬀect is obtained when the magnetization is aligned with
CHAPTER 3. EXPERIMENTAL TECHNIQUES 44
1.00
1.05
T
E
Y
(a
. 
u
.)
photon energy (eV)


(R)


(L)
  
 
Ag(111)
(a) (b)
In
te
n
s
it
y
 (
a
. 
u
.)
photon energy (eV)
L
3
L
2
Co
0.02
0.00
770 780 790 800 810770 780 790 800 810
  
 
  
 
XAS
XMCD
Figure 3.12: Spectroscopy and dichroism of the valence d -band of Co on Ag(111):
(a) Total electron yield (TEY) for right (R) and left (L) circularly polarized light at
the Co L3,2 absorption edge, corresponding to parallel (σ+) and anti-parallel (σ−)
orientation between sample magnetization M and photon helicity ; the dotted
line indicates the Ag(111) reference background; (b) XAS spectra for Co after
Ag(111) background subtraction and dichroic signal (XMCD).
the photon spin direction. If there is an angle θ between the two, then the
XMCD signal is scaled by cos θ.
It will be shown in the following, that the XMCD intensity is proportional to
the imbalance between the minority and majority 3d states above the Fermi
level, which in turn is proportional to M. Changes in the XMCD therefore
record variations of M.
The starting point to explain the sensitivity to magnetism of XMCD is
the interaction between photons and matter. The light excites electrons in
the core levels generating transitions to empty levels with higher energies (ab-
sorption process, see Fig. 3.13 (b)). The absorption cross section σ is deﬁned
as the number of excited electrons per unit time (or the transition amplitude
wi→f between initial and ﬁnal state), divided by the incident photon ﬂux I0:
σ =
wi→f
I0
. (3.34)
The transition amplitude per unit time is given to ﬁrst order perturbation
theory by Fermi’s golden rule:
wi→f =
2π

∑
f
| < f |Ĥ1|i > |2δ(Ef − Ei − ω) (3.35)
where Ef , Ei are the energy of ﬁnal and initial states, respectively. The
Hamiltonian Ĥ1 describes the absorption process and is given by Ĥ1 =
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− e
mc
A · p, with A being the vector potential of the electromagnetic radi-
ation and p the momentum operator of the electron. H1 is the ﬁrst term of
the full Hamiltonian that describes the interaction between matter and light,
and also comprises scattering terms [64]. Without going into details, to cal-
culate the absorption cross section in Eq. 3.34 one makes the approximation
that during the absorption process the core-electron, localized around the
nuclei, does not ’see’ the spatial variation of the electromagnetic wave and
therefore eik·r ≈ 1 (electric dipole approximation). This approximation is
valid in the energy range of soft X-rays. k is the light wave vector and r is
the space coordinate of the electron wavefunction. A further assumption con-
cerns the electron excitation process which is considered to be a one-electron
process. This allows to write the initial state as a core wavefunction and the
ﬁnal state as a free electron wavefunction [65]. All the other electrons are
assumed not to take part in the X-ray transition process.
With these approximations Eq. 3.34 becomes [66]:
σ =
4π2e2
c
ω
∑
f
| < f | · r|i > |2ρ(Ef = Ei + ω) (3.36)
where ρ(E) is the density of unoccupied ﬁnal states. In the above equation,
for circularly polarized light the propagation direction is chosen to point
along the z axis, that corresponds to the quantization axis of the system,
given by the magnetization direction. Permitted transitions are only those
for which the matrix element in Eq. 3.36 is not zero. One ﬁnds conditions
for the quantum numbers of the ﬁnal state, also known as electric-dipole
selection rules. These conditions are:
Δj = 0,±1,Δl = ±1,Δs = 0,Δmlinearl = 0,ΔmR,Ll = ±1.
j, l, and s are the quantum numbers of the total angular momentum, the
orbital angular momentum and the spin momentum. ml and ms are the
components of the orbital and spin moments along the quantization direction.
The superscript label of ml indicates the light polarization.
The dipole operator ± ·r does not involve the electron spin, and thus the
photo-electron spin is conserved during the absorption process. Furthermore,
if the photoelectron originates from a spin-orbit split level, e.g. the p3/2 level,
the angular momentum of the photon can be transferred in part to the spin
through the spin-orbit coupling. As will be shown more precisely below, since
the p3/2 and p1/2 levels have opposite spin-orbit coupling (l + s and l − s,
respectively), the spin-polarization will be opposite at the two edges, L3 and
L2.
For transition metal elements the dipole-permitted excitations from core
p to valence d states have energies in the soft X-ray range. For 3d transition
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Figure 3.13: (a) Schematic drawing of the XAS measurement in the TEY mode;
(b) Absorption process in the case of 2p → 3d transitions.
metals the dipole selection rules allow the following transitions:
K : 1s→ 4p1/2
L2 : 2p1/2 → 3d3/2, 4s
L3 : 2p3/2 → 3d3/2,5/2, 4s,
The p to d channel often called ’white lines’ largely dominates the absorption
process by 95% [67].
The sum of the L3 and L2 line intensities after the correction for transitions
into continuum states is proportional to the number of holes in the 3d band.
This correction is usually done by the subtraction of step functions from the
experimental XAS [68]. In absence of spin-orbit coupling at the ﬁnal states, a
ratio (so called branching-ratio) 2 : 1 is expected for the white line intensities
at the L3 and L2 edges for unpolarized radiation, which reﬂects the number
of sub-levels of the p3/2 and p1/2 states.
To understand the role of light polarization in revealing the valence state
magnetization one has to consider the transition matrix elements for p to d
transitions that describe the absorption process (Eq. 3.36). The procedure
follows again Ref. [69].
First, the initial and ﬁnal states of the system |i > and |f > are written as
a linear combination of |nlmlms > states using Clebsch-Gordan coeﬃcients.
This is because the absorption process involves the angular momentum quan-
tum numbers l and ml and not the total moment j. In Table 3.1 the decom-
position of the 2p states with j = 3/2 and j = 1/2 is shown.
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Second, the matrix elements in Eq. 3.36 are calculated for R and L circu-
larly polarized light, corresponding to the helicity ±. For 2p → 3d transi-
tions from the above selection rules one ﬁnds that the only non-zero matrix
elements are those for which l
′
= l + 1 and m
′
l = ml ± 1:
< f |± · r|i >=< n′ , l′ = l + 1,m′l = ml ± 1|±1 · r|nlml >
= −
√
(l ±ml + 2)(l ±ml + 1)
2(2l + 3)(2l + 1)
·Q = M±jm ·Q, (3.37)
where Q is the radial part of the integral, independent on the light polar-
ization. In the third and forth column of Table 3.1 the squared matrix
elements calculated according to Eq. 3.37 are listed for R and L polar-
ized light. Adding all contributions for one speciﬁc spin direction (up for
Table 3.1: Decomposition of the base |njmj > (ﬁrst column) into |nlmlms >
(second column) and squared matrix elements (M±jm/Q)
2 = (< f |± · r|i > /Q)2
(third and forth column), according to Eq. 3.37.
j, mj ml, ms (M
+
jm/Q)
2 (M−jm/Q)
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example), one ﬁnds the probability P to excite the respective spin state
with a certain light polarization (R or L) (after normalizing for the sum
of all possible squared matrix elements for a given edge), for both edges:
PR,up(L3) = 62.5%, PL,up(L3) = 37.5%, PR,up(L2) = 25%, PL,up(L2) = 75%.
This means that R-circularly polarized light excites more spin up at the L3
edge than at the L2 edge, and the opposite is true for L circular polarized
light.
If one interprets the absorption as a two-step process then, in the single
electron approximation, after the initial excitation step the absorption cross
section is also proportional to the density of ﬁnal states (Eq. 3.36). In the
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Figure 3.14: Allowed transitions between 2p and 3d states for the case of spin-
orbit interaction in the 2p shell and spin polarization in the 3d shell. The strength
(probability) of the transition for each |mlms > state is also indicated, calculated
from the matrix elements (M±jm/Q)
2 listed in Table 3.1 third and forth column,
normalized by the sum of all the matrix elements at the same edge. The scheme
is drawn for both R (a) and L (b) circular polarized light.
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absence of a net magnetization (spin-polarization) in the ﬁnal state, that is
if spin-up and spin-down states are equally populated, there is no diﬀerence
between the spectra taken with R- and L-circularly polarized photons and
no dichroism is observed. The total (spin up and spin down) transition
intensities for R and L circular polarization are in fact identical. The total
spin polarization for the p level, summing up over the p3/2 and p1/2 manyfolds,
is also equal to zero.
The situation is diﬀerent if the 3d band is split into a spin majority and
a spin minority band, i.e., the empty states have predominantly minority
character. In this case the ﬁnal states act as a ﬁlter for the spin of the excited
photoelectron. If for example there are only spin down empty states, then the
dichroic signal will only be sensitive to spin down electrons. The XAS signal
at the L3 edge will be larger for L (62.5% spin down) than for R circularly
polarized light (37.5% spin down) and vice-versa at the L2 edge, giving a
non-zero dichroic signal. If both spin up and down states are available at
the ﬁnal state, then the dichroism is proportional to the diﬀerence between
them.
Similarly, if the d valence shell possess an orbital momentum, it will act
as an orbital momentum ﬁlter for the excited photoelectrons that will also
contribute to the dichroic signal. The presence of a non-vanishing orbital
magnetic moment in the ﬁnal state will lead to L3/L2 ratios of the XMCD
signal which diﬀer from the −1 : 1 value that one would expect, using the
matrix elements given in Tab. 3.1. The XMCD at the L3 edge in fact is
found to have a higher intensity then at the L2, and this eﬀect is attributed
to the spin-orbit coupling in the ﬁnal state that lifts the degeneracy of the d
states (un-quenching of the orbital moment, see Chapter 2). Therefore the
L3 and L2 edges probe diﬀerent ﬁnal states, according to the dipole selection
rules [67].
A scheme of allowed transitions and relative intensities between the initial
states given by the 2p3/2 and 2p1/2 core states and the ﬁnal 3d states, split
into minority and majority can be seen in Fig. 3.14. The probabilities P
for each transition (squared matrix element normalized by the sum of all the
squared matrix elements for the considered edge) are also indicated, after
calculation using the matrix elements in Tab. 3.1. It is clear that P depends
on light polarization and value of ml in the initial state.
Given an experimental set of data one can use the so-called sum rules to
extract the orbital and spin contribution to the magnetic moment from an
XMCD spectrum, as discussed in the following section.
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Sum rules and measurement methods
Three important magneto-optical sum rules [70, 71] relate the XAS and
XMCD data to the element speciﬁc orbital and spin magnetic moment, and
to the anisotropy terms of the spin and charge densities in the unit cell. The
derivation of these rules has been carried out for electric dipole transitions
in a localized model, considering a single ion in an arbitrary crystal ﬁeld
symmetry. Hybridization of the ﬁnal states is only allowed for intra-shell
orbitals, i.e. there is no mixing of the d states with sp-like states. The sum
rules have been veriﬁed experimentally [68] for the 3d metals Fe and Co.
The ﬁrst rule relates the shell-speciﬁc groundstate expectation value of
the orbital angular momentum operator L̂z (z is the direction speciﬁed by
the incident photon beam) to the integral of the XMCD adsorption spectrum
taken over the complete core level edge of a magnetically oriented ferromag-
netic or ferrimagnetic material. The ground state expectation value of the
orbital angular momentum per hole can be expressed as:
1
2
l′(l′ + 1) + 2− l(l + 1)
l′(l′ + 1)(4l′ + 2− nh) < L̂z >=
∫
j++j−
dE(σ+ − σ−)∫
j++j−
dE(σ+ + σ− + σ0)
(3.38)
where nh is the number of holes in the d shell, and the denominator term
normalizes the XMCD signal to the unpolarized (isotropic) absorption spec-
trum (σ0 is the absorption coeﬃcient for linearly polarized light) and it is
usually taken to be the average between σ+ and σ−. l and l′ are orbital quan-
tum numbers for initial (core electrons) and ﬁnal (valence electrons) state,
respectively and j± = l ± 12 .
The second sum rule relates the XMCD signal to the shell-speciﬁc ground-
state expectation values of the total spin operator Ŝz per hole and of the
intra-atomic magnetic dipole operator T̂z per hole:
l′(l′ + 1)− 2− l(l + 1)
3l(4l′ + 2− nh) < Ŝz > +
+
l′(l′ + 1)[l′(l′ + 1) + 2l(l + 1) + 4]− 3(l − 1)2(l + 2)2
6l′l(l′ + 1)(4l′ + 2− nh) < T̂z >=
=
∫
j+
dE(σ+ − σ−)− l+1
l
∫
j−
dE(σ+ − σ−)∫
j++j−
dE(σ+ + σ− + σ0)
. (3.39)
The term containing < T̂z > arises from the multipole expansion of the
spin density: the largest (monopole) term integrated over the atomic vol-
ume corresponds to the isotropic magnetic spin moment; the next higher
CHAPTER 3. EXPERIMENTAL TECHNIQUES 51
(quadrupole) term reﬂects the lowest order anisotropic spin distribution in
the atomic shell and it gives rise to the intra-atomic magnetic dipole moment
μT = −μB < T̂z >, where μB = e2me is the Bohr magneton. First principle
calculations show that the 7 < T̂z > term in the previous equation can be
safely neglected for atoms in bulk cubic symmetry. However, its contribution
can be of the order of 10 per cent of < Ŝz > for atoms in highly asymmetric
environments like surfaces and interfaces.
In the derivation of Eqs. 3.38 and 3.39, the sample magnetization is
supposed to be completely saturated, which might not always be the case in
an experiment. If the saturation is incomplete, the ratio <
bLz>
<bSz>
is more reliable,
since it is independent on the number of holes in the d band and therefore the
experimental value can be directly compared with theory. The orbital and
spin magnetic moments are related to the expectation values of the L̂z and Ŝz
operators by μL = −μB < L̂z > and μS = −2μB < Ŝz >, respectively, where
z is the direction of the spin quantization axis. If < T̂z > can be neglected
with respect to < Ŝz >, the ratio
μL
μS
can be easily evaluated. Often the
XMCS/XAS ratio calculated at the L3 edge is reported as a measurement of
the magnetization per atom in the sample. Since the absorption coeﬃcient
at the L3 is proportional to the number of magnetic atoms in the sample,
the ratio can be directly compared to other experiments.
The X-ray cross section of an atom is directly proportional to the number
of core holes created in the absorption process [72]. Therefore any process
that is a measure of core holes created upon interaction with X-rays can be
used for quantitative X-ray absorption spectroscopy. The XAS spectra can
be acquired by measuring the light intensity transmitted through the sam-
ple (direct transmission), or by recording the ’product’ of the decay process
occurring after photon absorption. The core holes are ﬁlled either by Auger
electrons or by ﬂuorescence (radiative) decay. Therefore one can measure
either the photons (ﬂuorescence, [73]) or the electrons (total electron yield,
TEY) emitted during the de-excitation process. Fluorescence and TEY mea-
surements are more suitable for in-situ surface preparations, since they allow
using bulk crystals rather then very thin samples. Fluorescence measure-
ments instead contain more information about bulk, since the photons have
a greater escape depth than electrons whereas the TEY technique enables
absorption experiments with sub-monolayer sensitivity, essential for the ex-
periments on nano-structures that will be shown in the next chapter.
In TEY, the absorbed X-ray intensity is measured by monitoring the sample-
drain current, due to the photo-electrons that are created during the photon
absorption process (Fig. 3.13 (a)). The generated holes are mostly ﬁlled by
Auger decay, which is the dominant decay process in the soft X-ray region
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(as compared to ﬂuorescence). As the primary Auger electrons leave the
sample they create scattered secondary electrons which dominate the TEY
intensity. The sampling depth in TEY measurements is typically 1 - 2 nm,
corresponding to the mean free path of electrons inside the material.
As long as there are no electron yield saturation eﬀects (occuring when the
mean free path of the electrons inside the material is larger or compara-
ble to the penetration depth of the X-ray [74]), the TEY current is found
to be proportional to the product σ(E) · E of the absorption cross section
times the energy [75]. Therefore the intensity of the emitted Auger electrons
and related secondary cascade can be taken as a direct measurement of the
absorbed X-ray intensity, which can be used to monitor diﬀerent compounds.
XMCD experiments shown in this thesis have been performed at the ID8
beamline at the ESRF and at the UE46 beamline at BESSY. In both cases
X-ray absorption spectra are measured in the surface sensitive total electron
yield (TEY) mode. In order to get magnetic contrast absorption spectra were
measured for positive (σ+) and negative (σ−) X-ray circular polarization with
magnetic ﬁelds of up to B = 5.5T applied parallel and antiparallel to the
photon beam. The angle of incidence of the X-ray beam could be varied
between α = 90◦ (normal incidence) and α = 20◦ (grazing incidence) as
shown in Fig. 3.13 (a). The XAS signal is obtained as the average intensity
(σ+ + σ−)/2 while the XMCD is (σ+ − σ−). The experimental timescales
for measuring spectra as well as ramping of the magnets to their designated
values (measurements at ESRF) are of the order of 10-100s.
3.3 Sample preparation and measurement pro-
cedure
This section describes the experimental procedure used for the preparation
of samples discussed in the next Chapter 4. Buﬀer layer assisted growth
includes the following preparation steps under ultrahigh vacuum: (1) the
pre-adsorption of a noble gas buﬀer layer, typically Xenon, on crystalline
substrate surfaces, (2) the deposition of the cluster material, (3) the increase
of the substrate temperature to 300K, to desorb the buﬀer layer and to bring
the metal in contact with the substrate.
3.3.1 Rh nano-structures
The experiment was entirely performed at the ESRF. Ag(100) substrates
were cleaned by several sputtering/annealing cycles at 900eV and 600◦C, re-
spectively. The cleanliness and structural order of the crystal surface was
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Figure 3.15: Xe M3 edge jump as a function of exposure time (squares) and ﬁt
to the data (dotted line). The inset shows the full XAS at the Xe M3,2 absorption
edges for several exposure times. The adsorption temperature was 10K.
veriﬁed by Auger, LEED and STM measurements. Contamination checks
prior and after the measurements were also done using the Oxygen K ab-
sorption edge situated at 543.1eV. Crystals were prepared and transferred to
the magnet chamber in pressure conditions of 2 · 10−10mbar.
The Xe gas is adsorbed on the sample at substrate temperatures of T =
10K using an inlet system. The gas inlet was equipped with a nozzle and
a gauge to monitor the pressure present during the adsorption of Xe on the
clean substrate. Knowing the total volume of Xe in the gas inlet system,
the pressure and the distance from the nozzle to the substrate allows a rough
estimation of the amount of adsorbed Xe. Independently, also the intensity at
the Xe M3 edge, called edge jump, can be used to quantify the Xe coverage.
In Fig. 3.15 the edge jump is shown, measured as a function of the Xe
exposure time t. After 60 minutes Xe exposure the edge jump levels oﬀ
due to saturation eﬀects. Assuming that the edge jump versus t can be
approximated by an exponential decay [76] it is possible to extrapolate the
value of the Xe ﬂux, using literature values for the mean penetration depth of
the Auger electrons in bulk Xe [77]. The amount of Xe used in the experiment
was estimated to be about 12 monolayers.
Right after Xe adsorption Rh was evaporated at T = 10K by means of
an e-beam evaporator. The Rh coverage was varied in small steps up to a
coverage of about 0.6ML. The Rh ﬂux was monitored measuring the TEY
current on the sample during evaporation. The conversion to ML units was
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based on the relation between coverage and intensity of the M3 edge jump
found in [5] for deposition of 1ML Rh on Ag(100)1. In the ﬁnal step of BLAG
the Xe layer was desorbed by annealing the sample progressively from 10K
up to 150K. During each step of the BLAG the sample composition could
be monitored very precisely looking at the XAS intensities Ag M5,4, Rh M3,2
and Xe M3,2.
3.3.2 Co BLAG on Ag(111) and Pt(111)
VT-STM experiments were performed at the Max-Planck Institute for Solid
State Research in Stuttgart, while XMCD as well as X-ray scattering and
diﬀraction experiments were done at the ESRF. The experimental param-
eters Co and Xe coverage used in the diﬀerent experiments are found in
Table 3.2. In all the three cases the samples were prepared and measured in
UHV chambers with base pressure about 10−10 mbar. A precise determina-
tion of temperature, Xenon and Cobalt coverage as shown below ensured the
comparability of the experiments.
The Ag(111) and Pt(111) substrates were prepared by several sputter-
ing/annealing cycles, namely sputtering at 800eV and 1.5KeV followed by
annealing to 900K and 1250K, respectively and their cleanliness was veriﬁed
before preparation of the samples. In the case of diﬀraction experiments,
the crystal truncation rod was used for this purpose. The Cobalt coverage
was calibrated by a microbalance in the STM measurements and by the Co
edge-jump at the L3 edge for the samples used in XMCD. A measurement of
the reﬂectivity versus time during Co deposition was instead used at ID03.
The Xenon coverage was calibrated from the partial pressure in the UHV
chamber (converted to Langmuir (L) and then to ﬁlm thicknesses in units
of A˚ngstro¨ms, 5.5L ≈ 1ML Xe) for the STM measurements and based on
the saturation of the TEY current upon Xenon adsorption for the XMCD
measurements, as for the case of Xe/Ag(100) described above. Both par-
tial pressure and reﬂectivity measurements were used to calibrate Xe before
GISAXS and GIXRD measurements. For all the experiments the Xenon
was pre-adsorbed on the sample at temperatures between 20 and 30K. Co
was deposited from an e-beam evaporator. For the morphologic character-
ization, the sample was prepared in the manipulator and then transferred
in the VT-STM, which was pre-cooled by liquid Helium ﬂow. For magnetic
characterization, the clean crystals were transferred to the magnet chamber
under UHV conditions.
1A correction to the value found in [5] was included to take into account the possibility
of formation of a Ag-Rh alloy for sub-monolayer amounts of Rh directly deposited on
Ag(100).
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Figure 3.16: XAS signal for the samples studied in Section 4.2, showing the sam-
ple composition and dichroism right after deposition of Xe and Co at 25K: Xe M3,2
edges for 12ML Xe/Ag(111) (a), 3-4ML Xe/Ag(111) (c) and 3-4ML Xe/Pt(111)
(e); in (a) and and (c) the substrate backgrounds (dashed lines) are also plotted
but not in (e), where the signal was quite noisy due to the large amount of Xe. Co
L3,2 edges for 0.05ML Co/12ML Xe/Ag(111) (b), 0.08ML Co/3-4ML Xe/Ag(111)
(d) and 0.06ML Co/3-4ML Xe/Pt(111) (f); dashed lines indicate the Xe/substrate
system backgrounds. The inset in (c) shows the XAS taken after annealing at 100K
for Xe/Ag(111) (magenta line): a small amount of Xe (sub-monolayer coverage)
is still present at this temperature on the Ag(111) surface.
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Table 3.2: Overview of the experimental parameters used for the samples in
Chapter 4.
STM XMCD GIXRD and GISAXS
crystal Co Xe Co Xe Co Xe
Ag(111) 0.05ML 50L 0.05ML 12ML 2ML 50L
Ag(111) 0.05ML 5L 0.08ML 3-4ML 0.1 ML 5L,50L
Pt(111) 0.05ML 5L 0.06ML 3-4ML
In the last step of BLAG the sample was warmed up to 100K in order
to desorb the Xe from the substrate, being the nominal desorption temper-
ature T substratedes of the Xe monolayer from T
Ag
des ≈ 80K and TPtdes ≈ 110K.
After annealing at 100K it was veriﬁed that no Oxygen contaminations had
appeared.
In Fig. 3.16(a),(c), and (e) XAS spectra at the Xenon M3,2 absorption
edges is displayed for 12 layers of Xe adsorbed on Ag(111) and 3-4 layers
of Xe on Ag(111) and Pt(111), respectively. Before Co deposition, the XAS
background was also recorded at the energy range of the Co L3,2 edge for
the systems of interest: Ag(111), Pt(111) as well as Xenon/Ag(111) and
Xenon/Pt(111) for the respective samples under study. In Fig. 3.16 (b),
(d), and (f) the total electron yield signal is plotted for the three samples
recorded right after Co deposition on the Xe/substrate-system at T = 25K.
The background spectrum before Co evaporation is shown as a dashed line,
which was used to separate the Co XAS shown in the same graph below. Also
shown is the XMCD signal of Cobalt indicating a sizable magnetic moment.
Hysteresis loops were measured by recording the XMCD/XAS at the L3 edge
of Cobalt as a function of magnetic ﬁeld. The measurements were repeated
also after annealing the sample at 100K. As one can see from the inset in
Fig. 3.16 (c), a sub-monolayer amount of Xe was still present on the Ag(111)
substrate at these temperatures, due to the ’pinning’ of Xe atoms on the Co
clusters (the ’pinning eﬀect’ will be explained in Section 4.2).
3.3.3 Co BLAG on the h-BN nanomesh
For this experiment the samples were prepared at the MPI in Stuttgart and
then transported in air to BESSY II, in the UE-46 beamline, for XMCD
measurements.
Insulating boron nitride (BN) layers on Rh(111) were prepared using stan-
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Figure 3.17: STM topography of the h-BN nanomesh.
dard UHV procedures. Rh(111) single crystal and Rh thin ﬁlms (50-200nm)
grown on YSZ2/Si(111) wafers were used as substrates. The latter were
grown at the Universita¨t Augsburg, Institut fu¨r Physik by Dr. S. Gsell. The
cleaning procedure includes cycles of sputtering at 1.5KeV (single crystal) or
800eV (Rh/YSZ/Si(111)) followed by annealing to 1250K. The boron-nitride
layer was fabricated by thermal decomposition of borazine gas, (B3N3H6),
while the Rh(111) surfaces were kept at 1250K [78]. The resulting h-BN
layers are atomically thin, electrically insulating, chemically inert and me-
chanically extremely stable. They show a strain-driven hexagonally ordered
corrugation with a periodicity of 3.2 nm [79,80], as can be seen in the scan-
ning tunneling microscopy images in Fig. 3.17. Recent STM and theoretical
analysis has shown that the BN layer is buckled due to epitaxial strain and
only locally attached to the Rh surfaces [79], [81]. Such BN layers are com-
monly referred to as nanomesh but they rather resemble the shape of a muﬃn
tin. The diﬀerence in height between the attached areas (depressions) and
the detached ridges is approximately 0.55A˚ [81].
2D arrays of Co nano-clusters are prepared by repeated BLAG cycles on
the BN, with annealing to 300K in between. After that capping materials
(Au, Pt, Al2O3 and MnPt) are deposited in-situ by means of evaporators
pre-calibrated by a quartz balance. The capping layer is between 2 and 3
nm. In the case of MnPt capping, during the co-deposition a blind is moved
across the sample surface, resulting in a continuous MnPt wedge between
1nm to 3nm thickness. The sample is terminated with a 2nm Pt capping
layer to avoid Mn oxidization. Mn/Pt ratio and quality of the wedge are
veriﬁed using Auger spectroscopy. The sample structure has been checked
2yttrium-stabilized zirconia
CHAPTER 3. EXPERIMENTAL TECHNIQUES 58
also by means of TEM measurements. The Rh was found to be crystalline
whereas the Pt capping is rather amorphous.
Chapter 4
Experiments
The chapter shows three diﬀerent experiments where metal nano-structures
are grown using atomically ﬂat Xe rare-gas layers.
First, several Xe layers deposited on Ag(100) have been used to study
the magnetic properties of ’free’ Rh nano-structures, e.g. decoupled from the
substrate. The aim was to identify coordination eﬀects that lead to occur-
rence or quenching of magnetism.
Second, the BLAG process itself has been investigated in detail by XMCD
and VT-STM for the case of Co nano-structures. The aim was to determine
the role of interactions between nano-structures and substrate in determining
magnetism and morphology of the nano-structures.
Third, 2D arrays of nano-clusters have been produced by BLAG using
the ’template’ eﬀect of a pre-patterned substrate, in this case the h-BN
nanomesh. Here the focus was to study the eﬀect of hybridization on the
magnetic properties of highly ordered Co nano-clusters. Diﬀerent degrees of
hybridization were achieved by using various capping materials.
The description of the sample preparation in the three cases is found in
Section 3.3.
4.1 Rh nano-structures
Finite magnetic moments in free clusters of a non-magnetic bulk element
has been observed for the ﬁrst time in Stern-Gerlach experiments with Rh
clusters of less than 100 atoms [13,14]. Fig. 4.1 shows the dependence of the
total magnetic moment on the cluster size. The moment formation in iso-
lated free clusters is predicted from density functional theory but it can just
as well be understood qualitatively in the framework of the Stoner criterion
as discussed in Chapter 2. Of course, being able to produce free magnetic
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Figure 4.1: The Stern-Gerlach experiment for mass-selected Rh clusters showing
the total magnetic moment versus number of Rh atoms per clusters, after Ref.
[13, 14]
nano-cluster of Rh immediately raises the question if it is possible to prepare
magnetic Rh nano-clusters on a supporting surface.
Indeed, according to ab-initio calculations the presence of a weakly inter-
acting noble metal substrate (Ag(100) and Au(100)) should allow a residual
non-vanishing magnetic moment of about 1μB per atom for systems like 4d
metal impurities, small clusters and monolayers [82–93].
However, on the experimental side MOKE [94–96] and XMCD results [5]
failed to conﬁrm the presence of magnetism in Rh monolayers and sub-
monolayers deposited on noble metal surfaces. While the results from MOKE
experiments were not entirely conclusive due to, ﬁrst, the relatively high tem-
perature of 40K during the measurements, and, second, the low sensitivity of
the technique, the XMCD results by Honolka et al. [5] performed at l−4He
temperatures, high magnetic ﬁelds and with high sensitivity to the magnetic
moment (0.04μB per atom) gave a solid proof for the full quenching of the
moment in the case of Rh/Ag(100) for sub-monolayer coverages. One way to
explain the discrepancies between theory and experiments is that the fragile
magnetism in 4d metals is expected to be highly susceptible to structural
parameters, which might not be adequately covered by theory. For example
lattice relaxation eﬀects in the substrate and the Rh are usually not included
in the theory. Furthermore, the structure of the Rh nano-structures deposited
on top of a surface is not fully known and it can be quite diﬀerent from an
epitaxial monolayer. Indeed it was shown theoretically that the introduction
of disorder in the Rh ML system by allowing a partial Ag-Rh alloying or the
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formation of a second Rh layer would reduce drastically the Rh magnetic
moment [93,97].
In this work the magnetic properties of Rh have been investigated in the
sub-monolayer regime on a rare gas layer by means of XMCD. The charac-
teristic multi-step process during BLAG has been exploited to study the sys-
tem in two extreme conditions, from quasi-free ’atomic-like’ nano-structures
(a distribution of single atoms, dimers, trimers etc.) on the non-interacting
Xenon buﬀer layer substrate to cluster-like structures (large average Rh-Rh
coordination) in contact with a weakly-interacting noble metal substrate, the
Ag(100).
4.1.1 Magnetic moments of Rh/Xe
It is important to stress that, to our knowledge, these are the ﬁrst successful
XMCD measurements of nanoscale 4d systems on a rare-gas thin ﬁlm. In
order to obtain a suﬃcient signal-to-noise ratio and to trace potential arti-
facts in the XMCD signal of non-magnetic origin, the XMCD measurements
have been repeated several times for each sample system. Moreover, since
the magnetic signal in case of Rh nano-structures is close to the resolution
limit of the XMCD technique for magnetic moment detection (about 0.04μB
per atom), the XAS background at the Rh M3,2 range on the Xe/Ag(100)
was carefully recorded before Rh deposition, with and without magnetic ﬁeld.
Furthermore, it was veriﬁed that the Rh dichroism changes sign when revers-
ing the magnetic ﬁeld direction. Finally, to exclude unwanted time eﬀects
during the experiments it was controlled that no change in the Xe lines oc-
curred, induced through heat input by the absorption of X-rays.
In Fig. 4.2 (a-b) the XAS and XMCD data are shown for 0.16ML
Rh/Xe/Ag(100) recorded in polar geometry with α = 90◦. The background
XAS of the respective Xe/Ag(100) in the M3,2 region also shown in Fig. 4.2
(a) was subtracted from the total XAS in order to obtain the residual Rh
signal, shown in Fig. 4.2 (b). The M3 and M2 edges (white lines) of Rh stand
out clearly, together with a diﬀuse feature between the two peaks, which is
typical for Rh. This structure has been identiﬁed in Ref. [98] for the case of
bulk Rh, and is ascribed to hybridization between 4p and 4d bands at the
Fermi level. In the same study the d−d hybridization among Rh atoms is in-
stead responsible for a broadening of the white line, in the bulk case. In order
to gain best possible magnetic contrast, the XMCD spectra were recorded at
high ﬁelds of B = 5.5T and low temperatures of 10K. The XMCD spectra in
Fig. 4.2 (a-b) show a small but non-vanishing dichroic signal.
A non-magnetic origin of the XMCD features can be excluded for all
the spectra, as they change sign when the direction of the magnetic ﬁeld
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Figure 4.2: (a): XAS spectra at the Rh M3,2 edges for a Rh coverage of 0.16
ML on Xenon on Ag(100), measured at T = 10K. The dotted line indicates a
XAS background spectra for Xenon on Ag(100) without Rh for comparison. The
corresponding dichroic signal for magnetic ﬁeld in two opposite directions is also
shown; (b) Rh XAS after subtraction of the background and XMCD signal; (c)
XMCD over XAS at the M3 edge (top panel) and μL/μ′S ratio (lower panel),
plotted versus Rh coverage; (d) average spin, orbital and total moment per hole
and atom of the Rh nano-structures as a function of Rh coverage, derived from
sum rules, and using the approximations explained in the text (negligible dipolar
term and saturation of the magnetization assumed at 5.5T.)
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is reversed (see Fig. 4.2 (a)). The measurements have been repeated for
several Rh coverages, between 0.04-0.64ML of Rh. In all cases a small, non-
zero XMCD signal was found (Fig. 4.3). While the XMCD at the M3 edge
is prominent for all the spectra the M2 peak is barely visible and shows
mostly in the two spectra corresponding to 0.12ML and 0.16ML coverages
(see Fig. 4.2 (a) - (b)). For comparison in Fig. 4.3 the XMCD spectra for
Rh impurities directly deposited on Ag(100) are shown (from Ref. [5]): for
similar coverages no trace of dichroism was found.
In Fig. 4.2 (c), top panel, the XMCD over XAS peak ratio at the M3 edge is
plotted as a function of the Rh coverage. This ratio is to ﬁrst approximation
proportional to the sample magnetization. The amount of XMCD signal
with respect to the XAS signal is between 5.3% at the smallest (0.05ML) and
and 1.2% at the highest (0.64ML) coverage measured, showing a decrease of
the sample magnetization with increasing amount of Rh and therefore with
increasing average Rh-Rh coordination.
More quantitative information is obtained applying the XMCD sum rules
described in Section 3.2.2 that allow to determine the average orbital (μL)
and spin (μS) magnetic moment per hole and atom
1. The experimentally
accessible eﬀective spin moment μ′S= μS+7μT is considered here, that also
accounts for the magnetic dipole term contribution μT . The result is dis-
played in Fig. 4.2 (d), where the calculated orbital, spin and total magnetic
moments per hole are plotted as a function of the Rh coverage. Increasing
the amount of deposited Rh leads to a decay of both μL and μ
′
S. For very
low Rh coverages this behavior is not monotonous but there is a maximum
at about 0.1ML, especially pronounced in case of the orbital part of the mag-
netic moment.
In Fig. 4.2 (c), bottom panel, the ratio between orbital moment and eﬀective
spin moment μL/μ
′
S is plotted for increasing Rh coverage. Being independent
of the number of holes in the Rh d -band this ratio is a reliable indicator of
the relative strength of orbital and spin magnetism, which can be compared
with theory or other experimental values.
In a separate experiment the dependence of magnetic moments on the
degree of Rh coordination was studied using a constant coverage and then
progressively desorbing the Xe from the substrate. Xe was removed by in-
creasing the sample temperature step by step. After each annealing step the
system’s morphology was frozen by lowering the temperature down to 10K
before performing the XMCD measurements again. In Fig. 4.4 the trend of
1The XAS integration was performed only across the M3,2 resonances, avoiding the
diﬀuse states between M3 and M2 edges. Integration was done between 490-510eV (517-
527eV) for M3 (M2).
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Figure 4.3: (a) XAS and XMCD spectra at the Rh M3,2 edges for Rh coverages
between 0.05 and 0.64 ML on Xenon on Ag(100), measured at T = 10K; (b) XAS
and XMCD spectra for Rh impurities directly deposited on Ag(100) at T = 10K,
from Ref. [5]. For clarity, the spectra have been oﬀset in the vertical direction.
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orbital and magnetic moment per hole is shown as a function of the annealing
temperature, for the Rh coverage of 0.12ML. For comparison the moments
found for a non-annealed sample with higher Rh coverage are shown in the
same graph. The temperature during the measurements was alway 10K.
At 40K both μL and μ
′
S are strongly reduced, but still ﬁnite. Especially
the orbital moment μL has almost completely vanished. Above 50K the
dichroism is zero. In Fig.4.4 (b) the desorption behavior of the Xe layer is
schematically drawn for this range of temperature (see also Ref. [99] in the
case of Xe/Ag(111)). Darker color represents larger amounts of Xe. The Xe
desorption process could be monitored in the reduction of the XAS signal
at the Xe M3,2 edges (not shown). The number of Xe layers decreases from
12ML at lowest temperature to 1ML at temperatures above T = 62K. The
Xe monolayer in direct contact with the substrate has a nominal desorption
temperature between 85K and 90K. Furthermore, Xe adsorbed at step edges
remain on the substrate for even higher temperatures. This residual Xe
is progressively desorbed by increasing the temperature above the Xe ML
desorption temperature and up to150K, where no remaining Xe is found on
the surface2.
The quenching of magnetic moment upon annealing might contain both
eﬀects of (i) increasing of the cluster size and (ii) contact with the substrate.
After annealing to 40K though the Xe buﬀer is still present but the moment
is drastically reduced. This is especially pronounced in the case of the orbital
moment and is in agreement with an increase of the cluster size. The orbital
moment is usually more sensitive to changes in number of neighbors then the
spin moment. If one compares the magnetic moment per atom after annealing
at T = 40K with those of the non-annealed samples then the values coincide
at coverages which are a factor 4.5 larger. The value of the magnetic moment
is comparable with a sample made at 10K with 4.5 times more atoms then,
after comparison with the plot in Fig. 4.2 (d).
4.1.2 Discussion
First considerations
As a ﬁrst estimation of the moments one can assume that 1μB per Rh atom
produces an XMCD signal of about 13% with respect to the XAS inten-
sity [100], which from Fig. 4.2 (c), upper panel, gives an average magnetic
moment between 0.1 and 0.9μB per atom for the non-annealed clusters pre-
pared on the Xe. These numbers are in very good agreement with what is
2The Xe monolayer desorption process is investigated in detail in Section 4.2 for the
system Co/Xe/Ag(111) and Co/Xe/Pt(111)
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observed in case of free clusters shown in Fig. 4.1, where the magnetic mo-
ment is reduced from 0.8μB to about 0.1μB per atom when increasing the
cluster size from 9 to 30 atoms.
The values in Fig. 4.2 (c) (lower panel) obtained for the μL/μ
′
S ratio
(average 0.4) can be directly compared with what is observed in other Rh
systems, since the value does not require the knowledge of the number of
holes in the d band. For Rh in Co-Rh nano-particles a value of 0.066 has been
reported [101], whereas Rh in Fe-Rh nano-particles show a value between 0.03
and 0.11 [102]. In these 3d - 4d composite materials μL/μ
′
S ratios of Rh
are, thus, considerably smaller. However, when comparing these results one
has to take into account that in these systems magnetic moments in Rh are
known to be partly or fully induced by adjacent magnetic 3d metals Co and
Fe. Instead, the high value found for μL/μ
′
S in the pure Rh case indicates a
strong contribution of the orbital moment to the total moment, in very good
agreement with what is predicted by tight binding calculations [103, 104].
Here, the magnetic moments of fcc RhN clusters were found to be about
20− 50% of the total magnetic moment.
Eﬀect of coordination
The decaying trend observed in the magnetic moments versus Rh coverage
(Fig. 4.2 (d)) reﬂects the increasing nano-structure size which is accompa-
nied by an average number of neighbors per Rh atom. It is reasonable to
assume that the Rh atoms on the Xe layer form nano-structures with a
narrow size distribution, as found by Monte Carlo simulations of a random
deposition process for very low coverages as those used here [5]. In the sim-
ulation diﬀusion processes are neglected due to the low temperature of 8K
during deposition. A comparison of the results found in the Stern-Gerlach
experiment [13, 14] with the present experiment, especially the dramatic in-
crease in magnetic moment below 20 atoms, seems to indicate that a coverage
of 0.2ML corresponds to an average cluster size of about 20 atoms/cluster.
Furthermore, since a non-zero magnetic moment was observed over the full
coverage range measured, it is reasonable to assume that there was always a
fraction of the Rh nano-structures with size below 100 atoms.
The oscillations of the total moment below 0.2ML of Rh reﬂects the high
susceptibility of the magnetic moment to changes in cluster geometry. This is
due to the dramatic dependence of moments on the energy level distribution
around EF for elements like Rh and Pd, which are non-magnetic in bulk but
very close to fulﬁll the Stoner criterion (see Chapter 2). This behavior is
often called weak unsaturated itinerant magnetism.
In the present experiment the μL/μ
′
S ratio, after a slight oscillation at low
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coverage, stays constant within the experimental error, a sign that at large
cluster sizes spin and orbital moments vary proportionally to each other
(Fig. 4.2 (c) - bottom panel). This is a conﬁrmation that not only the
orbital moment but also the spin moment is strongly size dependent, typical
of a non-saturated itinerant magnet. For 3d ferromagnetic elements instead
only the orbital moment is very sensitive to the cluster size, while the spin
moments are less susceptible, due to the strong exchange splitting of the 3d
bands.
Are Rh nano-structures on Xe ﬂat?
The oscillating behavior of the total moment observed below 0.2ML is also
observed in the Stern-Gerlach experiment in Fig. 4.1 [13,14], but in that case
the oscillations exhibit a shorter period. This might simply be due to the fact
that on the Xenon the cluster size will be distributed and oscillations will be
partly washed out. However, it may also be due to a diﬀerent geometrical
structure of the nano-clusters in the two experiments.
Recently, tight binding and ab-initio calculations [105] have addressed
the problem of calculating the magnetic properties of small RhN clusters
(with N = 4 − 21) having non-compact, layered structures rather then the
usually assumed icosahedral structure. Surprisingly, such non-compact struc-
tures were found to have lower energy [106], and the corresponding calculated
absolute values of the magnetic moment were closer to the Stern-Gerlach ex-
periment then the values found for icosahedral-ideal clusters. For unrelaxed
RhN structures they found a complex decreasing oscillatory behavior. The
authors have calculated the trend for the total moment for several possi-
ble sequences of cluster structures representing the structural changes of a
cluster with increasing number of atoms. The experimental values are in
agreement with diﬀerent sequences below and above the value N = 13, the
sequence for N > 12 corresponding to a higher magnetization state. During
the growth of a real system, there would therefore be a switching (ﬂip-ﬂop) of
the cluster geometry at some point, in correspondence to a special symmetric
arrangement, between low and high symmetry arrays.
In the present case, the trend of μ as a function of N obtained for the
growth sequence identiﬁed as S1 in [105] (see Fig. 4.5) resembles qualita-
tively the experimental data in Fig. 4.2 (d): the strong peak at about 0.1ML
is very similar to the one found between 10 and 15 atoms in the calcula-
tion. By using a number of holes equal to the bulk value for Rh, one ﬁnds
a good agreement with the theoretical values for N > 15 atoms (moment
below 0.1μB per atom) but not at low coverages, where the experimental
values are about 3 times smaller then the calculated one. In the paper also
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Figure 4.5: Growth sequence labeled as S1 in [105].
the eﬀect of structure relaxation has been analyzed, and in general it leads
to smaller values of the total magnetic moment. This might be the reason of
the disagreement.
Regarding the cluster shape, it is reasonable to think that the Rh nano-
structures on Xe have a rather non-spherical, ﬂat geometry. This assumption
is motivated by the fact that Xe is expected to partially move on top of the
metal and cap the clusters [107]. This process can lead to structures other
then spherical ones. An indication in favor of this scenario comes from the
diﬀraction and scattering experiments for the system Co/Xe, that will be
presented in Section 4.3.
Absence of magnetism in Rh/Ag(100)
In this last section the absence of magnetism in the case of Rh impurities
directly deposited on Ag(100) will be discussed. Here, a key point is to
understand the consequences of the interaction between Rh and Ag on the
electronic properties of Rh nano-structures. Bulk Ag has the full d - band
below EF , which makes it weakly reactive, and hybridization between p and
s states above EF is negligible [98]. The interactions between Rh and Ag
in the system Rh/Ag(100) take place mainly between the dRh and the spAg
states [97]. An eventual crystal ﬁeld splitting of Rh states in case of a Rh-
Ag substitution at the surface, would have a square-planar D4h symmetry.
Crystal ﬁeld splitting and d - sp hybridization are both expected to show
up in the experimental XAS, since they would both lead to a change of the
electronic structure around the Fermi level. The eﬀect of the dRh - spAg in-
teraction on the Rh electronic states could lead to an increase of d character
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above EF or to a shift of the p - like states towards EF . From a careful anal-
ysis of the XAS shape one can understand what is happening in the system
from a structural point of view.
In collaboration with the group of Prof. Ebert (Department Chemie und
Biochemie, Ludwig-Maximilians-Universita¨t Mu¨nchen, 81377 Mu¨nchen, Ger-
many) we have simulated the XAS signal by ab-initio DFT calculations (us-
ing the Munich KKR code) in case of disordered Rh(1−x)Agx alloy (Rh atoms
substituting Ag atoms in bulk Ag). The results are shown in Fig. 4.6, to-
gether with experimental data. The main characteristics of these spectra are
the following:
1) The experimental XAS shape and the M3 and M2 resonance energies
for the Rh/Xe system is always similar to bulk (Fig. 4.3). After annealing
instead (Fig. 4.4) a shift of the diﬀuse p - d state between M3 and M2 towards
higher energies is observed. Also the values of the energy at the resonances
slightly shift in the same direction.
2) The experimental XAS shape for Rh impurities directly deposited on
Ag(100) exhibits a strong change with increasing Rh coverage: a strong shift
of the p− d state towards lower energies at low coverages, that recovers with
increasing coverage (see Fig. 4.6 (c)), and a shift to higher energies of the
absorption edges as compared to bulk Rh. A similar change in the XAS line
shape has been observed for PdAl3 and PdCl4 compared to bulk Pd [108].
In this case the eﬀect was explained in terms of a depletion of d states in
PdAl3 and symmetry reasons in PdCl4.
3) The simulated XAS for a diluted Rh(1−x)Agx bulk alloy: compared to
bulk the Rh p - d state is shifted towards low energies for very low coverages,
and it moves towards higher energies increasing Rh coverage. There is also
a shift in the resonant energy. Moreover, the intensity at the M3 absorption
edge versus the continuum edge jump above the M2 edge can give informa-
tion about eventual changes in the number of holes nh in the d band, if all
the spectra are normalized to the same continuum edge jump. In Fig. 4.6
(b) one can see that the M3 intensity decreases of a factor of about 1.7 when
moving from bulk Rh towards Rh impurities diluted in bulk Ag, indication
that nh for Ag-coordinated Rh is smaller e.g. electrons from the Ag bands
are ﬁlling the Rh d band.
In Fig. 4.6 (c) and (d) the experimental XAS normalized to the continuum
edge jump is shown, for the two systems. Imprecisions due to the Ag and
Xe/Ag background subtraction procedure do not allow for a quantitative
determination of the number of holes from the data. Nevertheless one can
recognize some qualitative trends in changes of the M3 intensity as a function
of the Rh-Rh or Rh-Ag coordination. From Fig. 4.6 (c) within the experi-
mental error the increase of the Rh-Rh coordination for Rh/Xe does not lead
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to signiﬁcant changes in the M3 absorption edge which points to a constant
nh. For Rh directly deposited on Ag(100) instead (Fig. 4.6 (c)), a strong dif-
ference in the XAS shape and in the M3 intensity is observed between 0.4ML
and 1ML: the XAS shape for the high coverage is more similar to the bulk
Rh, and the M3 edge is more pronounced compared to the Rh sub-monolayer
case, that again indicates an increased nh for the full Rh monolayer. This
behavior is in agreement with what found by DFT simulation in Fig. 4.6.
From the above arguments one can conclude that in the case of Rh/Xe/Ag(111)
the clusters are free and with an electronic structure resembling the one of
bulk Rh. Annealing and Xe removal increase the cluster size, but the elec-
tronic structure remain similar to the bulk (no hybridization with the sub-
strate). Therefore it is reasonable to conclude that the disappearance of
moments while annealing above 60K discussed in Section 4.1.1 is mainly a
size eﬀect.
On the other hand, concerning the sample with Rh impurities prepared by
direct deposition, the shape of the spectra points towards alloy formation be-
tween Ag and Rh after Rh deposition, even if the deposition occurred at low
temperatures. In order to understand better what is the magnetic ground
state of the present system, a more detailed modeling will be performed in
the future. The shift of the diﬀuse peak towards lower energies in fact is
also present (not shown here), up to a certain extent, in case of geometrical
change in the Rh crystal, such as an epitaxial Rh ML on Ag(100) or bulk
Rh with the Ag lattice parameter. From preliminary (not shown) results
though there is indication that a non-magnetic or complex ground state is
only obtained for highly Ag-coordinated Rh nano-structures, for example Rh
impurities or small clusters buried under the Ag(001) surface. Such scenario
is also strengthened by the observation of a reduced number of holes in the
d band in sub-monolayer Rh/Ag(001), compared to the ML amount case.
The interpretation of the absence of magnetism in Rh/Ag(100) in terms
of the formation of a Rh-Ag alloy would be in agreement with other theoret-
ical calculations showing that a strongly reduced moment is expected for Rh
nano-structures or ML after introduction of structural disorder, e.g. forma-
tion of partial alloys with the substrate [93,97].
Although the energy barrier for exchange of Rh and Ag (260meV, as calcu-
lated in [109]) is much higher than the available thermal energy of 0.7meV,
such processes can be induced when the impinging atoms hit the surface and
locally distribute their kinetic energy. In order to explain the alloy forma-
tion in systems where the kinetic energy is lower than the energy barrier for
intermixing it was proposed that the missing energy arises from the local ac-
celeration of atoms coming from the attractive forces between the incoming
adatom and surface atoms [110,111].
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4.2 BLAG of Co on Ag(111) and Pt(111)
In this section experiments are shown that aim to give an answer to the
question posed in the introduction: ’What happens in BLAG if the inter-
action between deposited atoms and the substrate through the Xe cannot
be neglected?’. In order to do that, the mechanisms driving the dynamics
during BLAG are investigated in detail using Co as deposited material and
Ag(111) and Pt(111) as supporting substrates, two electronically very diﬀer-
ent metal materials. The aim was to reveal the interaction between substrate
and deposited material by monitoring its consequences on both cluster struc-
ture and magnetism in the early stages of BLAG, that means right after Co
deposition on the Xe layers. The strategy was to combine local imaging tech-
niques (VT-STM) with average techniques sensitive to magnetism (XMCD)
and structural ordering (GIXRD and GISAXS). Furthermore, samples were
prepared in the limit of thin Xe layers and sub-monolayer of Co. In these
conditions in fact the dimension of the magnetic cluster system is comparable
to the dimension of the contact area to the environment: the afore-mentioned
interactions with surrounding materials are emphasized.
4.2.1 Cluster growth on thick Xenon buﬀer layers
Cluster growth and morphology
The morphology of Co clusters formed with comparatively thick Xe layers
on Ag(111) was studied with VT-STM. The Xe thickness was controlled by
the exposure of the clean Ag(111) substrates to Xe partial pressures in UHV
at substrate temperatures of 30K. For determination of the Xe thickness an
experimentally established estimate was used, 1 ML Xe = 5.5 Langmuir, from
Ref. [112] (1 Langmuir = 1sec ·10−6 Torr). Thus, exposure of the substrate to
50 Langmuir (L) resulted in Xe buﬀer layers of approximately 9 monolayers
thickness. The lattice constants of bulk Xe are incommensurate with respect
to Ag(111) but aligned [113, 114]. Cobalt was deposited on the Xe buﬀer
layer at T = 30K. For the samples in this section 5% of a full epitaxial Co
monolayer have been deposited.
STM images were taken at diﬀerent temperatures while warming up the
sample to room temperature. In Fig. 4.7, STM topography images are dis-
played taken at temperatures of (a) 100K, (b, c) 140K, (d, e) 150K, and (f)
at 300K, after full Xe desorption. The images show the gradual desorption
of the Xe buﬀer layer, and the presence and ripening of Co clusters. In (a),
small clusters of about 1-2nm diameter can already be resolved, on a rather
noisy background. The overall quality of the images is reduced by the di-
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minished electron tunneling through the noble gas as well as the weak bonds
of the adlayer atoms to the substrate. However, it can clearly be seen how
the Xe layer breaks up into islands surrounding the Co clusters at about
140K (Fig. 4.7 (b - c)). The boundary from a continuous to an interrupted
Xe layer can best be seen at the bottom of Fig. 4.7 (c). Several hours of
time had elapsed between the acquisition of images (b) and (e). From the
images (b - e) one concludes that the desorption of Xe from Ag(111) occurs
at temperatures above 100K. A delay of desorption of Xe is visible at defects
such as substrate steps and Co clusters. The Xe is completely removed at
substrate temperatures above 150K.
The Xe desorption temperature in bulk is about 55K. However, monolayer
or bilayer systems of Xenon on a metal surface are thermally more stable due
to increased binding forces [115]. It is therefore reasonable to assume that the
desorption of Xe is a two-step process. In a ﬁrst step at the bulk desorption
temperature, the entire Xe layer desorbs except of the ﬁrst and second mono-
layer that are in direct contact with the metal substrate. In a second step the
residual Xe is removed by warming up the sample to higher temperatures,
which are determined by the intensity of the Xe-substrate interaction. In the
speciﬁc case of Xe/Ag(111) the last Xe layer remains on the surface up to
85-90K [99]. Thus, the observed desorption temperature of 150K in presence
of Co nano-clusters is signiﬁcantly higher than both desorption temperatures
of the bulk Xe and of the Xe ML on Ag(111). The desorption process is of
zeroth order, that is, the Xe does not change its phase during annealing.
Tip convolution eﬀects make it rather diﬃcult to derive quantitative values
for the size of the clusters from topography data. Nevertheless, the temper-
ature dependent cluster size was estimated from the number of Co atoms on
the surface given the nominal Co coverage of 0.05ML and given the cluster
density (from STM images). An increasing average number of atoms per
cluster with temperature was obtained of about (20 ± 5) atoms at 100K,
(40 ± 7) atoms at 140K and about (50 ± 5) atoms at room temperature.
The given error here is the statistical error found after averaging over several
topographies.
Magnetism of Co clusters on Ag(111)
As discussed in the Chapter 2 magnetic properties of nano-structures like spin
and orbital moments, and in particular the magnetic anisotropy, are known
to be highly susceptible to cluster size, geometry, and interface eﬀects.
The magnetic properties of the Co clusters have been studied for a sample
made with (12 ± 1) layers of Xenon and a Co coverage of 0.05ML. Fig. 4.8
(top) shows hysteresis loops taken shortly after Co deposition at two diﬀerent
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Figure 4.7: STM topographies for thick Xenon buﬀer layers: 0.05ML Co/50L
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temperatures. The ordinate is the XMCD/XAS ratio evaluated at the peak
of the L3 edge plotted versus magnetic ﬁeld. To ﬁrst approximation this ratio
is proportional to the sample magnetization (see section 3.2.2). None of the
magnetization loops in (a, b) show remanent magnetization at zero ﬁeld. In
addition, the loops are isotropic, i.e. they do not show any diﬀerence between
polar (α = 90◦) and in-plane (α = 20◦) magnetic ﬁeld directions, where α
is the incidence angle that also corresponds to angle between the magnetic
ﬁeld and the substrate plane.
Reasons for this apparent absence of magnetic anisotropy could be an amor-
phous cluster structure, a random distribution of clusters orientations or
even a spacial realignment of the clusters on the Xe layer in the presence of
a torque created by the magnetic ﬁeld. A ﬁt to the in-plane magnetization
loops with a standard Langevin function yields a spin block size N = (35±5)
atoms.
The scenario changes upon desorption of the Xenon when the sample is an-
nealed up to 100K. In Fig. 4.8 (c - d) hysteresis loops are shown which are
taken after Xe desorption and cooling the sample back to 35K and 8K, re-
spectively. While the Cobalt moments exhibit no sign of anisotropy on the Xe
layer, anisotropy emerges when the clusters make contact with the substrate
surface. The in-plane direction now is an easy axis and we can estimate the
value of the magnetic anisotropy energy ΔEanis via a superparamagnetic ﬁt
(Eq. 2.16) using the procedure described in Ref. [116] assuming an uniax-
ial symmetry in the magnetic anisotropy. An uniaxial hard axis is obtained
in the polar direction with a ΔEanis of (−0.15 ± 0.1)meV/atom and a spin
block size of N = (52 ± 5) atoms. The latter value is slightly larger than
the cluster size of about 20-40 atoms found in Section 4.2.1. However, there
is still reasonable agreement, an indication that the thermodynamic model
employed to describe the nano-clusters magnetization is reasonable for the
nano-cluster system. Further, an upper limit to the blocking temperature
of the clusters is obtained from temperature dependent measurements of the
magnetization at very small applied ﬁelds of B = 5mT shown in the inset
of Fig. 4.8(c). From the temperature at which the magnetization disappears
one ﬁnds TB  (25± 5)K.
The moments per d-band hole derived from the XMCD data using the sum
rules (Section 3.2.2, Eqs. 3.38 and 3.39) are summarized in Table 4.1. Unfor-
tunately in the case of Co situated on thick Xe layers the signal-to-noise ratio
in the XMCD was insuﬃcient for a quantitative evaluation of the moments.
For the case of Co clusters after annealing at 100K instead, the eﬀective
spin and orbital moments could be calculated independently and compared
with the Co hcp bulk values given in [68] about 0.6μB per hole for the spin
moment and about 0.06μB per hole for the orbital moment. For small nano-
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structures both spin and orbital moments are expected to be enhanced re-
spect to the bulk values, as explained in Chapter 2. Here instead, only the
orbital moment is enhanced whereas the eﬀective spin moment is surprisingly
smaller than the bulk value, even if one takes into account the intra-atomic
dipolar moment μT which has a maximum value of about 0.02μB per atom
in these systems (see the calculated values in Section 4.2.3).
Errors in the data evaluation due to a non-complete saturation of the
magnetization only amount to a 5-10% as seen from the hysteresis curves.
Errors due to the background subtraction in this case are also small and
all together gives an error of about a maximum 20%. The Co was not oxi-
dized, as seen from the XAS line shape and self-absorption processes can be
neglected in case of very small clusters.
Therefore, this seems to be a real eﬀect due to either the cluster crystalline
geometry or/and an eﬀect induced by contact with the metallic substrate.
In the following paragraphs will be shown that this eﬀect is also present, in
a smaller extent, in case of Co nano-clusters on Ag(111) and on Pt(111). A
detailed discussion of the possible physical origins will be given in Section
4.2.4.
Table 4.1: Magnetic properties of 0.05ML Co/12 ML Xe/Ag(111) before and
after annealing at 100K. The average magnetic moments given in units of μB have
been calculated from the saturated XMCD data at T = 8K using the sum rules,
with the magnetic ﬁeld in-plane and polar with respect to the surface normal. The
value of the XMCD/XAS ratio at the L3 absorption edge is also indicated.
BLAG stage μL
nh
(μS+7μT)
nh
XMCD
XAS
before annealing at 100K
in-plane (8K) - - 0.74
polar (8K) - - 0.64
after annealing at 100K
in-plane (8K) 0.08 0.46 0.40
polar (8K) 0.07 0.33 0.36
4.2.2 BLAG with atomically thin Xenon layers
Co cluster morphology on Ag(111) and Pt(111)
In order to address the question if atoms or clusters interact with the sub-
strate long before the last monolayer of the noble gas is desorbed the extreme
CHAPTER 4. EXPERIMENTS 79
20nm2.0nm2nm
20nm
Pt(111)Ag(111)
20nm
20nm
(b) T = 80±5 Ka(a) T = 80±5 Ka
(d) T = 110a ±5 K(c) T = 120±5 Ka
(f) T = 300±5 Ka(e) T = 300±5 Ka
2nm
20nm20nm
86420
distance (nm)
2
1
0
6420
10nm6420
4
3
2
1
0
distance (nm)
6420
distance (nm)
10nmh
ei
g
h
t 
(
)
Å
h
ei
g
h
t 
(
)
Å
Figure 4.9: STM topographies for 0.05ML Co/5L Xe/Ag(111) (left column) and
0.05ML Co/5L Xe/Pt(111) (right column) taken after annealing at Ta indicated
in the ﬁgure caption. The scanning temperature was 20K for (a - d) and 300K
for (e) and (f). The inset in (e) and (f) shows the line scan across a Co island
supported on the two diﬀerent substrates.
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case of BLAG with only a single layer (5 Langmuir) of Xenon was studied.
As substrates Ag(111) and Pt(111) were used. The Co coverage was again
5% of an epitaxial monolayer, in analogy to the samples in the previous sec-
tion.
Xe grows on Pt(111) as a commensurate layer below coverages of Θ 
 0.33
ML. At higher coverages a transition from commensurate to incommensu-
rate occurs that leads to a ﬁnal hexagonal incommensurate rotated 2D solid
phase [117]. As for Xe/Ag(111), also for Xe/Pt(111) the desorption is a zero-
order transition [118]. The Xe desorption temperature for 1 ML Xe/Pt(111)
is about 100-107K, which is signiﬁcantly higher then on Ag(111), due to the
higher binding energy [118].
STM images taken on 0.05 ML Co/1 ML Xe/Ag(111), as well as on 0.05
ML Co/1 ML Xe/Pt(111), in the temperature range between 80K and 300K
are summarized in Fig. 4.9.
At low temperatures, when the complete Xe monolayer is still adsorbed and
cluster formation is in its early stage, the clusters can be hardly distinguished
from the Xe background (see Fig. 4.9 (a - b)). In the case of Ag(111) (Fig. 4.9
(a)) one observes streaks in the STM which points to a displacement of mobile
Co clusters or Xe atoms by ﬁeld-induced diﬀusion while scanning the tip over
the surface. Terrace step edges as well as defects and vacancies in the Xe
layer provide an energetically favorable position where the Co clusters are
more strongly bound and therefore immobile.
On the Ag(111) surface a behavior similar to that observed in the previous
paragraph for thicker Xenon ﬁlms at comparable temperatures (Fig. 4.7 (e))
occurs, that is residual Xe on the surface is pinned at Co clusters up to 150K.
For the BLAG on Pt(111) the dynamics is diﬀerent. No streaks are observed
at the lowest temperature in Fig. 4.9 (b) but an increase of the apparent
height corrugation when moving from 80K (Δh ≈ 0.2− 0.4A˚, Fig. 4.9(b)) to
110K (Δh ≈ 0.6A˚, Fig. 4.9(d)) and ﬁnally 150K (Δh ≈ 1.6A˚, not shown).
The conclusion from these and many other STM images is that the clusters
are actually buried in the Xe and become more and more exposed as the Xe
layer desorbs.
Further increase of the temperature up to RT (Fig. 4.9 (e - f)) produces
in both cases an increase of the cluster size accompanied by a reduction of
density as observed in Fig. 4.7 (f). For Ag(111) the clusters are of double
layer height and the average cluster size estimated from the STM data is
now N = (16 ± 5) at 110K and N = (44 ± 5) at RT. On the Pt(111)
surface islands are found to have monolayer height with an average number
of atoms that changes from N = (6±2) at 120K to N = (60±5) at RT. One
can conclude that using constant BLAG parameters the system dependent
growth dynamics lead to structures with substantially diﬀerent properties on
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the two substrates: small compact 3D structures on the Ag(111) (Fig. 4.9
(d)) and monolayer islands for the Pt(111) (Fig. 4.9 (e)).
From these experiments it is clear that the substrate does have consider-
able inﬂuence during buﬀer layer assisted growth and contributes to the ﬁnal
size, shape and distribution of the clusters, in contrast to what has been
reported so far.
Comparison of the magnetism of Co clusters on Ag(111) and Pt(111)
substrates
The magnetism of all samples in this Section 4.2.2 have been investigated by
XMCD. Angular dependent X-ray absorption spectra at the Co L3,2 edges
have been recorded as functions of temperature and magnetic ﬁeld. The
clusters here have been synthesized by BLAG using 3-4ML Xe and a Co
coverage of 0.08ML for Ag(111) and 0.06ML for Pt(111).
The complete set of magnetic moments calculated from the XMCD data
are shown in Table 4.2, before and after annealing at 100K. The XMCD
was measured at magnetic ﬁelds of B = 4.5T. The hysteresis loops obtained
on those samples along the sample normal and under grazing incidence are
summarized in Fig. 4.10, again before and after annealing to 100K. While for
clusters situated on Xenon/Ag(111) the magnetization is isotropic (Fig. 4.10
(a)), in analogy to what is observed in Fig. 4.8 for the case of thick buﬀer
layers, clusters on Xenon/Pt(111) show a strikingly pronounced magnetic
easy axis in the polar direction (Fig. 4.10 (b)), which endorses the STM
interpretation of a stronger tendency of Cobalt to penetrate the Xenon. After
annealing both samples at T = 100K and measuring again at 25K and 8K
(Fig. 4.10 (c - d)) in both cases Ag(111) and Pt(111) a magnetic anisotropy
is visible in the magnetization curves: while Co/Pt(111) still has a strong
polar easy axis, Co prefers the in-plane direction in the case of the Ag(111)
substrate.
The ΔEanis was estimated in the superparamagnetic regime from the
Co magnetization loops on Pt(111) at 25K, and on Ag(111) at 8K, us-
ing the ﬁtting procedure described earlier. A ΔEanis of +0.6 meV/atom
and +0.67 meV/atom for Co/Pt before and after annealing at 100K, and
-0.10 meV/atom for Co/Ag. An additional average induced moment per Co
atom due to the three Platinum nearest neighbors atoms mPt = 0.15μB/atom
[119] was included in the calculation. For the spin block size one then gets
N = (17 ± 5) for Pt(111) and N = (25 ± 5) for Ag(111) before annealing
and N = (18± 5) for Pt(111) and N = (15± 5) for Ag(111) after annealing
at 100K. Remanence is observed at lowest temperatures of 8K in the case
of the Pt(111) substrate due to the strong polar magnetic anisotropy which
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Figure 4.10: Magnetic characterization of the systems in Fig. 4.9: 0.05ML Co/3-
4ML Xe/Ag(111) (left) and 0.05ML Co/3-4ML Xe/Pt(111) (right): (a) and (b)
before annealing at 100K; (c - f) after annealing at 100K, measured at 25K and
8K.
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pushes the blocking temperature to higher values.
From the values of the orbital and eﬀective spin moments given in Table
4.2 one can see that, in analogy to what is observed for Co clusters made with
a thick Xe layer (Section 4.2.1), the eﬀective spin moments are not enhanced
compared to the bulk value and in some cases they are even slightly smaller.
The reduction of the spin moment in case of Co clusters prepared with a thin
Xe layer is weaker compared to the case of a thick Xe layer and it is found
to be more pronounced for Co clusters on the Ag(111) substrate than on the
Pt(111) substrate. This is an indication of a dependence of the eﬀect on the
number of atoms in the cluster, which is larger for clusters made with a thick
Xe layer and very small in case of clusters on Pt(111).
Table 4.2: Magnetic properties for the samples 0.05ML Co/3-4 ML Xe/Ag(111)
and 0.05ML Co/3-4 ML Xe/Pt(111) before and after annealing at 100K. The aver-
age magnetic moments given in units μB have been calculated from the saturated
XMCD data at the indicated temperatures using the sum rules, with the mag-
netic ﬁeld in-plane and polar with respect to the surface normal. The value of the
XMCD/XAS ratio at the L3 absorption edge is also indicated.
sample μL
nh
(μS+7μT)
nh
XMCD
XAS
before annealing at 100K
Ag(111) in-plane (30K) 0.10 0.53 0.60
Ag(111) polar (30K) 0.11 0.60 0.65
Pt(111) in-plane (30K) - - 0.45
Pt(111) polar (30K) 0.16 0.54 0.76
after annealing at 100K
Ag(111) in-plane (5K) 0.11 0.49 0.51
Ag(111) polar (5K) - - 0.46
Pt(111) in-plane (5K) - - 0.38
Pt(111) polar (5K) 0.12 0.57 0.61
4.2.3 Ab-initio calculations of magnetic CoN islands on
Ag(111) and Pt(111)
In order to interpret the experimentally observed trends in the magnetic
properties of these deposited Co clusters ab-initio calculations have been per-
formed by Sven Bornemann (Department Chemie und Biochemie, Ludwig-
Maximilians-Universita¨t Mu¨nchen, 81377 Mu¨nchen, Germany). The scheme
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used in the calculations is the local density approximation of density func-
tional theory (DFT) [120], using the spin-polarised relativistic Korringa-
Kohn-Rostoker multiple scattering formalism [121]. The inﬂuence of coordi-
nation eﬀects on the magnetism of the deposited Co clusters was studied by
a systematic increase of the island size.
Table 4.3 shows the calculated magnetic spin (μS), orbital (μL), intra-
atomic dipolar moment (μT ) and magneto-crystalline anisotropy energy. with
the exception of Co3 and Co7 where the anisotropy is slightly in-plane but
with a value close to zero. These exceptions reﬂect oscillations of the mag-
netic anisotropy for the smallest cluster sizes. More interestingly for Co/Ag(111)
a strong out-of plane anisotropy energy is observed for the single atom case
of 10.98meV
atom
, which is highly sensitive to a lateral coordination with other
Cobalt atoms: a sudden easy axis reorientation to the in-plane direction is
predicted for the Co dimer case accompanied by an abrupt drop in the MAE
absolute value to −1.23meV
atom
. After that, adding more atoms leaves the easy
axis direction in-plane and the MAE varies only slightly with increasing num-
ber of atoms in the ﬁrst layer, until reaching the ML value of -1.62meV/atom.
Stacking of Co atoms in a second layer reduces the absolute MAE value dra-
matically (almost a factor of 10), but does not change the easy axis direction
for islands with more then 1 atom. The positive MAE in the case of Co4
(three atoms in the ﬁrst layer and one atom in the second) is due to the
single Co atom in the second layer.
A third layer of Co does not substantially change the situation anymore.
Concerning the spin and orbital moments, one can see that they both de-
crease if the number of atoms in the island is increased, an eﬀect known
also from the literature [119, 122]. The intra-atomic dipolar term decreases
progressively in absolute value with increasing number of layers, indicating
that the distribution of the magnetic moment is becoming isotropic when the
cluster is becoming more compact.
4.2.4 Discussion
Growth dynamics of Co nano-structures on Xenon buﬀer layers
Key observations regarding the growth of Co on thick and thin Xe layers
from the presented VT-STM experiments are (i) the observation of delayed
Xe desorption in the vicinity of the Co clusters, (ii) diﬀerences in the cluster-
substrate interaction for Ag and Pt substrates, resulting in a considerably
stronger tendency for clusters to penetrate the Xe matrix for the case of
Pt substrates, (iii) diﬀerences in the cluster morphology on Ag and Pt sub-
strates, as well as cluster ripening during annealing of the samples to room
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Table 4.3: Ab-initio calculations for the systems Co/Pt(111) and Co/Ag(111)
calculated for ML height Co island with increasing number of atoms and for
bi-layer and tri-layer height islands. The calculations have been performed
by Sven Bornemann (Department Chemie und Biochemie, Ludwig-Maximilians-
Universita¨t Mu¨nchen, 81377 Mu¨nchen, Germany). In the table average values
for magnetic anisotropy (in meV per atom) and magnetic spin, orbital and intra-
atomic dipolar moment (in μB per atom) are reported. Positive (negative) values
for the MAE indicate out-of-plane (in-plane) easy axes.
sample MAE μS μL μT
ML cluster/Pt(111)
Co1 4.88 2.269 0.604 -0.209
Co2 2.24 2.160 0.441 -0.045
Co3 -0.12 2.081 0.234 -0.088
Co7 -0.25 2.024 0.192 -0.025
Co19 0.22 1.967 0.168
Co37 0.24 1.947 0.160 -0.047
ML cluster/Ag(111)
Co1 10.98 2.145 1.350 -0.023
Co2 -1.23 2.050 0.506 0.012
Co3 -2.71 2.009 0.410 0.012
Co7 -2.91 1.954 0.243 0.030
Co19 -1.60 1.915 0.221 -0.015
Co37 -1.78 1.899 0.214 -0.018
monolayer -1.62 1.872 0.186 -0.027
bi-layer cluster/Ag(111)
Co4 0.70 2.022 0.571 0.005
Co10 -0.235 1.921 0.277 0.016
Co31 -0.34 1.895 0.217 -0.006
Co64 -0.234 1.884 0.209 -0.007
tri-layer cluster/Ag(111)
Co39 -0.42 1.899 0.221 0.003
Co82 -0.21 1.888 0.210 0.0002
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temperature. The details of Xe desorption and cluster formation will be now
discussed in more detail.
One of the most widely used concepts for thin ﬁlm and cluster growth
is the consideration of surface or interface energies of substrates and adlay-
ers [123]. The interfacial energy γ0AB at the interface of two materials A
and B is commonly expressed as γ0AB = γ
0
A + γ
0
B + Δγ
ads
AB, where γ
0
i is the
surface free energy of material i and ΔγadsAB the interfacial adhesion of the
system AB. The ΔγadsAB can be calculated for metal/Xe and metal/metal sys-
tems, using values for the surface free energy and interfacial adhesion from
Ref. [123]. One obtains interfacial energies γ0AB of 2.33J/m
2, 0.23J/m2, and
0.007J/m2 for Co/Xe, Co/Ag and Co/Pt, respectively. The gain in free en-
ergy upon formation of an interface between two materials can be written
as: Δγ = γ0A + γ
0
AB − γ0B. This formula simply expresses a comparison be-
tween the total free energy of the system in two diﬀerent states: an in initial
state where the element B is exposed to vacuum and a ﬁnal state where the
element A is exposed to vacuum in one side and is wetting B in the other
side. The AB interface substitutes the B-vacuum interface in the ﬁnal state.
Negative or very small values of Δγ indicate that the formation of the inter-
face is favored energetically and therefore a layer by layer growth is expected.
In the present case, for A=Co one ﬁnds the values 1.53J/m2 and 0.007J/m2
for the two substrates B=Ag and Pt, respectively, that is Co wets Pt(111)
but not Ag(111). Concerning the Xe/Co interface, Δγ = −0.188J/m2 for
Xe wetting the Co surface (A=Xe and B=Co). As already discussed in [107]
for the case of Au nanoparticles on Xe, these results suggest that the Xe
will coat the Co nanoparticles in order to minimize the surface energy. In
the next Section 4.3 will be shown experimental results that reinforce this
interpretation.
Similar energy considerations can also be used to predict the morphology of
the clusters in equilibrium. The Young-Dupre´ formula for a liquid droplet
on a solid relates the contact angle θ of a droplet to the surface free energies
of the solid and liquid, and the interfacial energy of the solid-liquid system:
γ0S = γ
0
SL + γ
0
L cos θ. Special cases are complete wetting for θ = 0
◦, and a
crossover from wetting to dewetting for θ = 90◦.
Evaluating the Co cluster morphology with this approach predicts total wet-
ting for Co/Pt (θ = 0◦), partial wetting for Co/Ag (θ = 66.4◦), and dewet-
ting for Co/Xe (θ = 154◦). According to this estimate, the formation of a
Co/metal substrate interface seems energetically most favorable, which could
potentially destabilize three-layer Co/Xe/metal system.
Thus, the analysis of the surface free energies explains very well the experi-
mental observation of the formation of hemispherical Co clusters on Xe/Ag
for thick Xe layer, and the diﬀerences of the cluster morphology after making
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contact with the Ag and Pt surface. Especially on the Pt(111) the strong
tendency towards complete wetting results in the formation of monoatomi-
cally ﬂat, epitaxial islands.
For a better understanding of the temperature dependent dynamics dur-
ing BLAG it is instructive to compare the desorption energies of Xe in dif-
ferent environments. The desorption energy for bulk Xe is about 170meV
per Xenon atom [124–126], while for a single Xe monolayer on on Ag(111)
the desorption energy is 208meV/atom [127], and 286meV/atom for 1ML
of Xe on Pt(111) [118]. As already introduced in Section 4.2.1, the higher
desorption energy for single Xe monolayers is due to interactions with the
supporting substrate. Using the same argument, in the vicinity of surface
step edges or clusters at the surfaces the Xe desorption can be delayed to even
higher temperatures due to a higher coordination with the metal atoms, as
seen in the STM images of Sections 4.2.1 and 4.2.2. A similar pinning eﬀect
has been reported for Ag clusters, soft-landed on a Kr buﬀer layer [128].
A diﬀerence in desorption energy between bulk Xe and a Xe monolayer
adsorbed on a metal is expected to inﬂuence the growth mode of Co when
directly deposited on Xe. The morphology of the two samples made with
Ag(111) substrates and diﬀerent Xe coverages suggests that Co coating by
Xe atoms occurs on the bulk Xe, where the Xe desorption energy is lower.
On the Xe single layer on Ag(111) instead Co atoms seem to simply diﬀuse
on the Xe layer but with a higher diﬀusion coeﬃcient compared to e.g. a
metal surface. A very special case is the Xe single layer on Pt(111), where
the desorption energy is higher then on Ag(111) but the deposition of Co
destroys the ML structure.
As a matter of fact, the required evaporation heat per atom for a single
Xe monolayer is determined by intralayer Xe-Xe interactions, as well as Xe-
substrate interactions. There are two diﬀerent contributions to the Xe-Xe
intralayer interactions, which are attractive van-der-Waals interaction and a
repulsive contribution originating in the interaction between Xe and the sub-
strate. The total lateral binding energy for 1ML Xe/Ag(111) was reported to
be 54.37meV/atom [127]. Strain eﬀects or the formation of induced dipoles
in the Xe layer, for instance, can in fact increase the described repulsive
contribution, hence weakening the total Xe-Xe interaction. The measured
surface dipoles for Xe/Ag(111) is 0.2D [129]), which corresponds to an av-
erage repulsive contribution of about 7meV/Xe atom. For Xe/Pt(111), the
induced dipole moment in the Xe layer is considerably higher, namely 0.53D,
corresponding to an increased repulsive energy per Xe atom of 19meV [130].
The higher surface dipole, together with other eﬀects such as a higher work
function, an unﬁlled d band, and stronger corrugation of the Pt(111) surface
potential, contributes to a total lateral binding energy per Xe atom which is
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reduced by 30meV/atom, compared to Ag(111) [117,131].
One can argue here that the observation of Co cluster embedding in the Xe
layer is a result of the described weakened Xe-Xe bonds, that results in an
eﬀective attractive interaction between the Co and the metal substrate.
This detailed discussion is summarized by the model of cluster formation in
Fig. 4.11. The presented comparison of BLAG on Pt and Ag substrates thus
shows that the substrate can have a signiﬁcant inﬂuence on the ﬁnal size
and shape of the clusters, as it determines the bond strength in a thin buﬀer
layer, cluster-substrate interactions as well as the wetting behavior. As a
result of the diﬀerences in BLAG, in the early stages of cluster formation Co
clusters on Pt(111) tend to be smaller and of ﬂat shape, in comparison to
Ag(111) substrates where the same BLAG parameters result in larger clus-
ters of hemispherical shape.
The above discussion is summarized in the growth model displayed in Fig.
4.11.
Analysis of the magnetic properties during Co self-assembly - Com-
parison to ab-initio theory
In this section the measured magnetization as well as evaluated orbital and
eﬀective spin moments of the Co nano-structures during the diﬀerent steps
of BLAG (Table 4.1- 4.2) are discussed in more detail since they allow for a
correlation with the morphology information extracted from STM. Table 4.4
shows an overview of magnetic moments in relevant geometries calculated
with ab-initio theory together with the values obtained from the XMCD
sum rules.
First qualitative trends can be seen in the XMCD/XAS values at magnetic
ﬁelds B = 4.5T given in Table 4.1-4.2. As shown in Section 2 the magnetic
moment is reduced as 3d clusters grow in size. Indeed, the XMCD/XAS
values reﬂecting the average magnetization M are always smaller after Xe
desorption, when the cluster size N is increased. When comparing M before
Xe desorption then among the three measured samples Cobalt on 12ML of
Xe possesses the highest XMCD/XAS value of ≈ 0.7 in average but shows
no magnetic anisotropy. This is coherent with the picture that smallest clus-
ters on a the thick Xe layer are electronically decoupled from the substrates.
The same amount of Co on only 3.5ML of Xe on Ag(111) shows already
a slightly lower XMCD/XAS value of ≈ 0.6 in average but still no mag-
netic anisotropy. Finally the sample with 3.5ML Xe on Pt(111) shows a
similar value of XMCD/XAS≈ 0.6 in average but a rather strong magnetic
anisotropy.
In the following a discussion will be done about orbital moments which are
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Table 4.4: Average magnetic moments per atom in units μB for 0.05ML Co on
diﬀerent substrates measured in the direction of the easy axis. These values are
compared with the theory values for epitaxial monolayer and bilayer island. The
number of holes in the d band was assumed to be nh =2.49. Magnetic moments
and magnetic anisotropy energies are given in units of μB and meV, respectively.
sample μL
atom
(μS+7μT)
atom
ΔEanis/atom N size from STM
thick Xe layer/Ag(111)
before annealing at 100K (25K) (35±5)
after annealing at 100K (8K) (0.20±0.1) (1.14±0.1)
after annealing at 100K (35K) 0.21 0.87 (-0.15±0.1) (52±5) (40±7)
thin Xe layer/Ag(111)
before annealing at 100K (25K) 0.28 1.49 isotropic (25±5)
after annealing at 100K (8K) 0.27 1.22 -0.10 (18±4)
after annealing at 100K (25K) 0.27 0.93 (16±5)
thin Xe layer/Pt(111)
before annealing at 100K (25K) 0.39 1.35 0.4 (17±5)
after annealing at 100K (8K) 0.29 1.43 - -
after annealing at 100K (25K) 0.25 1.20 0.67 (18±5) (6±4)
theory μL/atom μS/atom MAE/atom
Co10/Ag(111) double 0.277 1.921 -0.235 10
Co31/Ag(111) double 0.217 1.895 -0.34 31
Co19/Pt(111) mono 0.168 1.967 0.22 19
Co37/Pt(111) mono 0.160 1.947 0.24 37
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related to magnetic anisotropy eﬀects, and trends in the spin moments.
Magnetic anisotropy and orbital moments: As discussed in Section 2.1 the
MAE originates from anisotropies of the orbital moments via the spin-orbit
coupling constant ξ, as given in Eq. 2.7. In general a reduction of the Co
orbital moments points to a trend towards bulk electronic structures. In the
case of surface-supported Co clusters this eﬀect can be due to hybridization
between Co d states with sp and d bands of the substrate and to internal
d-d hybridization within the cluster. The latter of course increases with the
average cluster size. In Table 4.3 the quenching eﬀect on μL with increasing
cluster sizes is also shown by DFT theory.
Hybridization eﬀects from the substrate are expected to be smaller for Ag(111)
compared to Pt(111), since in the former case the full d band is shifted far
below the Fermi level. Again this is reﬂected in the ab-initio calculations,
where for a given cluster geometry the orbital moments are higher for the
case of Ag(111).
In the case of Co on Ag(111) made with a thick Xe layer the decrease
of orbital moment upon desorption at 100K is therefore mainly due to the
internal d-d hybridization of the Co with increasing number of Co-Co neigh-
bors in the cluster: the nano-magnets become larger, which is also seen in
the spin block size N that increases (see Table 4.4). In the same way the
larger orbital moment and smaller N after annealing at 100K for the sample
prepared on Ag(111) with thin Xe layers suggests a smaller cluster size, in
agreement with both our STM investigation and the ﬁndings by Weaver et
al.. However, the error margin in the orbital moment evaluation is relatively
large. Nevertheless, also the absolute values μL = 0.27μB per atom measured
on Ag(111) are in good agreement with the calculations of bi-layer islands of
the experimentally derived cluster sizes N = 16 (estimation from STM) and
N = 18 (spin block size): from Table 4.3 we expect μL to be 0.22− 0.28μB.
In the case of Pt(111) ab-initio theory of monolayer islands with spin
block sizes N = 25 − 30 underestimates μL by about 30%. However, using
the cluster size N ≈ 6 estimated from STM leads to a much better agreement
between experiment and theory. In the case of the Co/Xe/Pt(111) system
one can also compare the present results to what was found by Gambardella
et al. [17] for Co on Pt(111). A monolayer island of 7-8 atoms has a MAE
of about 1meV/atom and an orbital moment of about 0.35μB/atom. Within
the experimental errors, those numbers agree well with that of BLAG-grown
Co clusters.
The well pronounced polar magnetic anisotropy observed already right
after Co deposition on the Xe layer as compared to the lack of anisotropy
for Co/Xe/Ag(111) indicates that in the ﬁrst case the Co atoms and nano-
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structures cannot be considered as free. As discussed in Ref. [17], this eﬀect
can only occur in presence of a broken symmetry, that means a chemical
bond with the Pt(111) surface. In line with what is discussed in the previous
section on the STM results, it is proposed that Co penetrates the few Xe
layers already at 25K to make contact with the substrate.
Spin moments: The theoretical values of μS in Table 4.3 show that de-
pending on the substrate the average spin moment is expected to decrease
monotonously up to 14% when going from Co1 to Co31 monolayer islands.
In agreement with this trend, the experimentally determined eﬀective spin
moments (μS + 7μT) in Table 4.4 are larger for the samples made with a
thin buﬀer layer, where clusters are expected to be smaller. However, ab-
solute experimental spin moments μS (the contribution of the intra-atomic
magnetic dipole moment μT was accounted for using theory values in Ta-
ble 4.3) are smaller then those calculated for small clusters. For exam-
ple in the case of Co islands on Pt(111) one ﬁnds spin moments of only
μS = 1.76μB/atom compared to the values μS = 1.96μB/atom predicted by
the calculations. The experimental value is thus more comparable to bulk
values of 1.62μB/atom [132], where the spin moment is known to be reduced
due to the large degree of Co-Co coordination. For the samples made on
Ag(111) one even ﬁnds Co spin moments which are below the bulk value.
When comparing the Co/thin Xe buﬀer layer/Ag(111) sample before and
after bulk Xe desorption it is concluded that in the case of Ag(111) the re-
duction of the spin moment is worsened with Xe desorption. The calculated
spin values for ML cluster geometries in Table 4.3 support the more pro-
nounced quenching eﬀect for Ag(111) substrates although the magnitude is
underestimated. In the following possible reasons for the small values of the
average spin moments in Co clusters will be discussed.
1) Structural eﬀects
The geometry of the clusters produced in the gas phase might play a role.
In [133] for example it was found that fcc mass selected clusters, deposited
on Au(111), have a spin moment of only about 1.5μB per atom, similar to the
value found here. The clusters are quite large (about 8nm in diameter) but
small enough to show an enhancement of the orbital moment. Furthermore,
according to [134] epitaxial Co islands on Au(111) with a similar size should
still exhibit an enhancement of the spin moment compared to bulk. The
reduced spin moment found in fcc cluster might therefore be connected with
the geometry of the clusters, which diﬀers from the arrangement of atoms
in nano-structures grown epitaxially on a substrate. Diﬀraction experiment
that will be presented in the next paragraph have shown that Co on Xe has
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both the hexagonal and cubic phases (bulk Co is hcp) and that the process of
Xe desorption favors the formation of the cubic phase. Therefore there might
be some similarities between the properties of Co clusters produced in the
gas phase, conﬁrmed by a similar enhancement of the orbital moment (0.2
that are connected with a low spin phase of Co. The similar enhancement of
the orbital moment observed in [133], might give an explanation for the lack
of spin moment enhancement for Co clusters on thin Xe on Ag(111).
The further decrease of spin moment upon Xe desorption and contact
with the substrate in case of Ag(111) could be due to both an increase of the
percentage of fcc clusters and/or an eﬀect induced by the substate.
On Pt(111) since the Co penetrates the Xe layer the contact with the sub-
strate occurs on a very early stage. One might still think that the structure
obtained in this way is quite diﬀerent from an epitaxial island obtained upon
direct deposition of Co on Pt(111). This would be surprising though, given
the ML height of the island seen in STM experiments and the small number
of atoms. Therefore in this case an interpretation of the spin moment reduc-
tion in terms of a substrate mediated eﬀect seems to be more adequate.
In the following, substrate mediated eﬀects will be discussed.
2) Substrate-mediated eﬀects
A quenching of the spin moment of Co in contact with a non-magnetic
metal has been found earlier for Co nano-clusters embedded in a Cu ma-
trix [135,136]. The authors could attribute the eﬀect to the cluster-matrix hy-
bridization and presence of Rudermann-Kittel-Kasuya-Yosida (RKKY) type
cluster-cluster interactions. In the present case, however, this explanation
is excluded for two reasons. First, the average distances between clusters
are larger then 2nm which makes the RKKY inter-cluster interaction negli-
gible. To give an order of magnitude, for Co32 clusters embedded in a Cu
matrix [137] and cluster-cluster distances between 2nm and 3nm, calculated
RKKY oscillations give interaction energies between 0.03meV and 0.005meV,
respectively. At experimental temperatures of 8K (0.7meV) used here these
interactions should not play a role. The second argument is the trend of
magnetization versus cluster size and density: the magnetization is smaller
for the sample made with 50L Xe, which corresponds to larger clusters with
smaller cluster density. Instead in Ref. [136] it was found that, as a conse-
quence of cluster-cluster interactions, the magnetization increases with the
cluster size and, for a given size, decreases with the cluster concentration.
Screening eﬀects due to polarization of the Ag atoms surrounding the
Co cluster is another possible explanation of the reduced spin moments. Re-
cently, in an experiment on Co nano-particles embedded in a Ag matrix [138],
Ag atoms were shown to exhibit a non-vanishing dichroic signal in an exter-
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nal magnetic ﬁeld of 1Tesla. The same was observed for Au and Cu capped
clusters. Although the induced noble metal moments in the presence of Co
atoms point in the same direction as those of Co, charge transfer processes
between Co and noble metal need to be taken into account, which leads to
incomplete ﬁlling of the Ag d bands and can decrease the average Co mo-
ments. The same authors in fact report a value of the magnetization of Co
clusters embedded in Cu and Au matrices which is similar or below the bulk
value [139, 140], somehow in agreement with what observed in the present
work.
Even though Co and Ag are immiscible, diﬀerent scenarios might appear
for deposition of minute amounts on surfaces [141]. Co-Ag intermixing could
lead to the formation of a magnetically dead layer at the interface between
clusters and Ag(111), with consequent reduction of the Co magnetic moment.
This has been observed for example for Co/Ag multilayer [142], where the Co
moment of a 1nm thick Co layer was found to be quite small (about 1μB per
atom). Furthermore, according to calculations in [143] the spin moment of
Co-Ag alloys could be reduced compared to the Co hcp bulk value, depending
on the geometry and composition of the alloy, down to a value of about 1.3μB
per atom.
Finally the possibility of a non-collinear alignment the Co moments inside
the cluster is considered, which can lead to a reduction of the average spin
moments. Among other reasons non-collinear magnetism can be induced by
the Dzyaloshinski-Moriya (DM) term, also called ’anisotropic exchange in-
teraction’. This term is usually only important in the case of weak exchange
interactions between magnetic atoms, which is why it is not taken into ac-
count in most ferromagnetic systems. In contrary, recently it was calculated
for Co dimers on a Pt(111) substrate with strong spin-orbit coupling [144]
that a non-collinear spin-structure could be stabilized. In particular the au-
thors suggest that DM couplings can aﬀect the spin structure around the
edges of larger nano-structures like those studied in this work.
In conclusion the experiments of Co/Xe gave two main results: ﬁrst that
the BLAG concept is not universal but depends strongly on the mutual inter-
actions between substrate, rare gas atoms and deposited material. In some
extreme cases where the interaction with the substrate is very high, as for
the Pt(111) substrate, the BLAG fails in the sense that the deposited atoms
destroy the order of the rare gas layer; second the experiments conﬁrmed
that the magnetism of small aggregates of atoms is a very sensitive physical
quantity, that can change a lot depending on the substrate properties. In
particular magnetic anisotropy was found to appear only when contact be-
tween clusters and substrate occurs and the spin moment of Co atoms are
strongly aﬀected by the presence of the substrate.
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Figure 4.12: X-ray diﬀraction and scattering geometry.
4.3 GIXRD and GISAXS measurements
In addition to the information acquired with VT-STM and XMCD tech-
niques, surface diﬀraction and scattering measurements have been performed
for the system Co/Xe/Ag(111), to further investigate the crystal structure
and the growth dynamics of Co nano-structures during the whole BLAG
process. Measurements have been done with Co coverages in the mono- and
sub-monolayer range. In the latter case, the growth of Co has been investi-
gated in two diﬀerent conditions: full decoupling from the substrate (thick
Xe layer) and partial coupling (thin Xe layer).
With the aim of investigating the atomic structure of the interfaces of
the system Co/Xe/Ag(111) it is useful to brieﬂy look at what is known
about the properties of the parts composing the system. Synchrotron X-ray
diﬀraction experiments on the system Xe/Ag(111) have been performed in
Ref. [114]. They found that layer by layer growth is achievable only up to a
maximum number of layers N = 8, that depends on the substrate tempera-
ture, the growth rate (Xe partial pressure) and the quality of Ag(111) crystal.
Concerning the structure of the Xe ﬁlms, those grown in quasi-equilibrium
conditions exhibit two domains of stacking: the ABC sequence according to
the fcc structure and another one rotated 60 degrees with respect to the
surface normal. Non-equilibrium grown ﬁlms instead show a large fraction
of ABA stacking faults, that are believed to be located mainly in the inter-
facial region. About the structure of the deposited Co there are no reference
measurements but it is worth to remember that even if Co is hcp in bulk,
Co nano-clusters with only a few nanometers in diameter behave diﬀerently.
The high surface/volume ratio and relaxation of interactomic distances can
in fact aﬀect the cluster crystal structure. As an example it has been calcu-
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lated that for particles smaller then 20nm in diameter, the ground state for
the particle structure is the fcc phase [145].
4.3.1 Growth of monolayer coverges of Co on atomi-
cally ﬂat Xe layers
From δ and reﬂectivity scans (for explanation see Section 3.2 and Fig. 4.12)
information on the in-plane and out-of-plane system ordering is obtained.
Speciﬁcally grain size and structure but also characteristics of the interfaces
Co/Xe, Xe/Ag(111) and Co/Ag(111) can be extracted.
The Kiessig fringes in the reﬂectivity curves in Fig. 4.13 (b) shows the
onset of crystalline ordering of the Xe(111) ﬁlm along the direction normal to
the sample surface, after annealing at 30K (cyan curve). From the oscillation
period of the Kiessig fringes, one can easily estimate the total thickness t of
the ﬁlm (see Section 3.2.1). For this sample the Xe layer thickness was found
to be t ≈ 6ML. The high degree of order of the Xe ﬁlm is destroyed upon
deposition of Co (magenta curve), as it is visible from the damping of the
oscillation intensity. Furthermore, the increased periodicity of the Kiessig
fringes suggests that the Xe ﬁlm became thinner as a consequence of the Co
deposition. In this case, a loss of about 25% is estimated.
This eﬀect could be explained by hot Co atoms impinging on the surface that
locally increase the temperature of the Xe ﬁlm and therefore triggers Xenon
desorption. One can estimate the temperature of a Co atom impinging on the
substrate from the Co deposition rate. Experimental data of this dependence
in the case of Co sublimation are reported in Ref. [146]. Deposition rates
used in our experiments are between 0.06ML/minute and 0.3ML/minute,
that give us an average kinetic energy < EK >=
3
2
kBT of about 130meV. This
value has to be compared with the heat of sublimation of a Xe atom in the
bulk Xe that is about 170meV [124–126]. The energy required to sublimate
the Xe is therefore higher then the estimated average energy that can be
transferred from the hot Co atoms to the solid. Nevertheless, the kinetic
energy is certainly enough to provoke a re-arrangement of the structure (by
creation of defects) even towards a less ordered state. Furthermore, also the
period of the interference fringes localized around the positions at L = 2
and L = 4 (see Fig. 4.13 (b)) show a reduction of the period of about 20%
after Co deposition. These fringes correspond to the bulk Xe Bragg peaks
and therefore their period is sensitive to the number of ordered layers of the
ﬁlm, as it is the case for non-inﬁnite crystalline ﬁlms. Thus a change in the
periodicity here is an indication that the crystalline structure of the ﬁlm has
changed; in this case, since the periodicity has increased, towards a lower
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Figure 4.13: X-ray diﬀraction of 2ML Co/50L Xe/Ag(111): (a) in-plane scans
and (b) reﬂectivity versus the z component of the momentum transfer L deﬁned
in 3.24, expressed in reciprocal lattice units (r. l. u.) of the surface (b); Direct
deposition of 2.2ML Co on Ag(111) at 20K followed by annealing to RT: (c) in-
plane scans, (d - e) small angle scattering scans versus δ before (d) and after (e)
background substraction and ﬁnally versus q|| (f).
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number of ordered layers.
In-plane δ scans, at an incidence angle α and exit angle δ (see Fig. 4.12)
are shown in Fig. 4.13 (a) for 2ML of Co evaporated at 20K on 50L of
Xe/Ag(111). They probe the in-plane crystal structure of the adlayers during
BLAG. Xe was also absorbed at 20K. The deposition of Co (magenta colored
data) on the Xe ﬁlm induces a drop of the intensity of the Xe peak at δ =
26.7◦, corresponding to the < 220 > orientation, but an increase of the peak
at lower values δ = 16.2◦, corresponding to the < 111 > direction. This
indicates most likely a rearrangement of the Xe layer structure due to the
impact of Co atoms. In particular as already pointed out in the last sections,
due to surface energy gain, Xe most likely coats the Co nano-structures,
which reduces the amount of ordered layers of Xe, in agreement with what
is observed in the reﬂectivity scans.
A multi-Gaussian ﬁtting procedure was used to ﬁt the diﬀracted intensity
line shape in the δ-scans, with two sets of curves corresponding to the peak
distribution of Co in the hexagonal phase or in the cubic phase. It was found
that Co on Xe has both cubic and hexagonal phases with the former being
more abundant. Together with Xe desorption, the peak corresponding to the
cubic phase becomes narrower (larger grains) whereas the hexagonal phase
is unchanged.
For comparison, in-plane diﬀraction measurements have been repeated for
2.3 ML of Co grown directly on Ag(111) at 20K and then annealed to 300K
(Fig. 4.13 (c)). At low temperatures again both hexagonal and cubic phase
are present, represented by the broad peak with a maximum around δ = 27◦.
A peak at lower values of δ, between δ = 17◦ and δ = 20◦ is also observed.
This peak is not tabulated in the hcp and fcc distributions, therefore it
might be corresponding to an amorphous phase of Co coexisting with the
ordered phases at low temperatures. After annealing to room temperature
this peak disappears. The center of the Co peak distribution moves towards
lower δ after annealing. The spectral distribution observed in the δ scans
at RT resembles the hcp one, with peaks at δ = 21.9◦, 24.8◦, 26◦, 28◦and32◦.
Therefore the thermally activated diﬀusion on the Ag(111) surface seems to
favor the formation of hcp structures.
On the same sample also GISAXS scans were performed. The results are
shown in Fig. 4.13 (d-f). From the position of the peak in intensity and
the FWHM in Fig. 4.13 (e) one ﬁnds the following values for the average
diameter d and inter-particle distance L, according to Eq. 3.33: L = (18±2)A˚
and d = (23 ± 1)A˚ at T = 20K, indicating overlap between particles and
L = (26± 1)A˚ and d = (24± 1)A˚ after annealing to 300K.
From the power law I ∼ qβ at high q values (Fig. 4.13 (f)) instead one can get
information about the particle structure (see Section 3.2.1). The power law
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after annealing to room temperature is β = −4, coinciding with the Porod’s
law in Eq. 3.29 for perfectly spherical particles, with negligible interaction
between them. The value found at low temperatures instead indicates a more
complex structure of the domains, possibly with no sharp boundary between
them. Dendritic shape has indeed been observed for sub-monolayer coverages
of Co deposited on Ag(111) at temperatures between 160 to 200K [147]. The
feature at small q in the low temperature scan might indicate interaction
between particles.
4.3.2 Growth of sub-monolayer coverages of Co on Xe/Ag(111)
The growth dynamics of Co nano-structures made with coverages of only
5 − 10% of a monolayer on 50L Xe and 5L Xe ﬁlms has been monitored by
GISAXS measurements. The aim was to reveal whether there are diﬀerences
in the growth mode of the same amount of Co atoms on diﬀerent Xe buﬀer
layer thicknesses. These samples are prepared under the same conditions as
those investigated in Section 4.2.
The scans have been normalized to the Bragg peak amplitude and the back-
ground signal from the clean Ag(111) single crystal was subtracted. Since the
GISAXS intensity depends on the roughness of the surface, the scans taken
during the diﬀerent steps of BLAG monitor changes in the morphology of the
ﬁlms. The range of δ values was between 0 and 5 degrees. This corresponds
to an observation window R (see Section 3.2.1) between 200A˚and 10A˚. The
window deﬁnes the range of sizes in real space to which the measurements
are sensitive.
In Fig. 4.14 GISAXS scans are plotted on a log-log scale for Co sub-
monolayer samples made with 5L and 50L of Xenon as a function of the
momentum transfer q in the surface plane. The scans have been taken dur-
ing the diﬀerent BLAG steps, namely after Xe adsorption at 20K, annealing
to 35K, deposition of sub-monolayer amounts of Co and progressive anneal-
ing in several steps up to room temperature. In Fig. 4.14 (a-b) the full q
range is displayed for both samples. One can distinguish two distinct regimes
where the scattered intensity follows a speciﬁc power law, connected by a
kink where the behavior is exponential. These regimes are at q < 0.15 A˚
−1
and q > 0.25 A˚
−1
, in the following referred to as small q regime’ and ’high
q regime’, respectively. They are plotted independently in Fig. 4.14 (c-e).
These two regimes correspond to diﬀerent observation windows, describing
changes in the Xe-Ag interface (between 15nm and 4nm) at small q and Co-
Xe-Ag interface (below 4nm) at high q.
Let’s now describe in detail what happens to the system in the two diﬀerent
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Figure 4.14: GISAXS scans during BLAG of sub-monolayer coverage of Co on
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are zoom-ins of the measurements in (a) and (b), respectively, to show the trend
in the small q (c - d) and high q (e - f) regions for the two samples in more detail.
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regimes, during the BLAG steps.
Small q regime
In the small q regime scattering measurements are sensitive to both the Xe
ﬁlm structure (domain size and roughness) and the Co nano-particles S(q)
(see Section 3.2.1). From the VT-STM investigation in Section 4.2 the latter
are known to have a (non uniform) size of few nanometers and to be ran-
domly distributed over the surface.
Thus, it is reasonable to think that in this range the Xe roughness dominates
the signal, being the Xe layer(s) highly ordered and the amount of Xe much
larger than the amount of Co. In other words, peaks in the GISAXS scans
like those in Fig. 4.13 (e) for large Co particles are not expected to be found,
in the present case. On the other hand changes on the Xe layer, for example
in correspondence with Co deposition, indirectly provide information about
the Co growth mode.
The ﬁrst step of BLAG is the adsorption of Xe on the cold substrate. In the
case of 50L Xenon (c) the GISAXS of pure Xe measured at T = 20K (blue
navy symbols) and T = 35K (turquoise symbols) are very diﬀerent, whereas
for 5L Xe (d) they are quite similar. This reﬂects the ordering process of
Xe thick buﬀer layers that is also observed in reﬂectivity data (Fig. 4.13).
The range of q tells that the Xe roughness (domain size) before annealing is
above 4 nm, the size corresponding to qmax.
The second step is deposition sub-monolayer amounts of Co on the Xe (ma-
genta symbols). During deposition the intensity does not change for the 50L
sample, whereas it increases strongly for 5L Xe sample. This signiﬁcant dif-
ference must reﬂect diﬀerences in the growth mode, depending on the Xe
thickness.
The third step is to progressively anneal the samples up to room tempera-
ture. For the 5L sample, we observe a drop of the intensity at 100K, that is
about to the nominal desorption temperature of a Xe single layer adsorbed
on Ag(111) [99]. When the sample is further annealed to T = 200K the in-
tensity recovers to the same value that was found at 35K after Co deposition.
A similar behavior is found for the sample with 50L. Here, though, we have
more steps, due to the multi-step desorption process for multi-layer Xe (see
Section 4.2.1). Annealing to 45K leaves the sample unchanged, whereas a
drop of the intensity follows the Xe multi-layer desorption occurring at about
55K; then, after a slight increase of the intensity upon annealing to 70K an-
other drop is found at 100K. After that, the intensity increases progressively
up to 300K, where it has similar values as after Co deposition on Xe at 35K.
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High q regime
In this regime one is sensitive to the interface between Co and the underlying
substrate, that is Xe before and Ag after Xe desorption. Here, the spatial
distribution of the particles does not aﬀect the signal, as explained in Section
3.2.1.
For the 5L Xe sample, the data show a power law dependence with exponent
β = - 1 for Xe/Ag(111), also after annealing to 35K, and β = -2 after Co
deposition. No other changes are observed in this range, up to 200K.
For the 50L Xe sample a more complex scenario is found: Xe adsorbed on
the sample after annealing at 35K has β = - 2, and the same exponent can
be used to describe the scattered intensity after Co deposition and annealing
to 45K. A strong change occurs instead after desorption of the Xe multi-
layer: the exponent is in this case β = - 4 (Porod’s law!). This power law
is retained up to 100K. Further annealing to 200K and then 300K leads to
weaker exponents, β = - 3 and β = -2, respectively. In Fig. 4.15 the trend
of β with temperature is summarized, for both samples.
4.3.3 Discussion
For samples made with about 2ML of Co, the most interesting result is the
change observed in the Xe structure upon deposition of Co. This might be
due to a coating of the Co by Xenon, that would reduce the number of Xe
layers in the ordered phase and/or the desorption of a fraction of the Xe
multilayer upon contact with ’hot’ Co atoms. Concerning Co, it could be
shown that Co on Xe has both cubic and hexagonal phases with the former
being more abundant. The process of Xe desorption favors the growth of
clusters with cubic phase.
Instead for Co directly deposited at low temperatures on Ag(111), a mixture
between hexagonal-cubic and amorphous phases is found. The structure
of the ﬁlm is possibly granular, with no well deﬁned boundaries between
grains. Annealing to RT provokes a structural transition with selection of
the hexagonal structure and formation of spherical, well separated clusters,
without a strong ripening.
For the system made with sub-monolayer coverages of Co, the following
conclusions can be drawn concerning the dynamics of the BLAG process in
the two cases of thick and thin Xe layers:
1) In both cases annealing between 70K and 200K has the same eﬀect of
increasing the scattered GISAXS intensity at small q and therefore increasing
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Figure 4.15: Critical exponent β for the two systems Co/thick Xe/Ag(111) (a)
and Co/thin Xe/Ag(111) (b), plotted for the diﬀerent stages of BLAG. STM to-
pographies showing the system morphology after annealing at 100K are also in-
cluded.
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the surface roughness. Being in a q regime corresponding to the size of Xe
domains, it is reasonable to think that these changes are due to a progres-
sive melting of the Xe ML. This gradual increase of roughness is observed at
temperatures considerably higher than the nominal temperature for desorp-
tion of the Xe monolayer which is about 85K. Therefore one can speculate
that this trend in the GISAXS data coincides with the pinning eﬀect of the
Co clusters on the Xe atoms observed by VT-STM in the previous section
(Section 4.2)
2) The eﬀect of Co deposition on the scattered intensity is surprisingly
diﬀerent for the two samples and suggest a diﬀerent growth mode in the
two cases. The increase of roughness over the full q range for the 5L Xe
sample suggests that in this case the Co atoms form small aggregates on the
Xe ML with very diﬀerent electronic density as compared to the Xe. On
the other hand, on the 50L Xe sample, the absence of any ’reaction’ in the
intensity after Co deposition would suggest an epitaxial growth. This cannot
be the case though, due to energetic reasons: the Co does not wet the Xe
(see Section 4.2). It is more reasonable to imagine that Co atoms are capped
by Xe, as already discussed for ML amounts of Co on Xe.
3) Annealing to 55K after Co deposition for the 50L Xe sample leads to
Xe multi-layer desorption. As a consequence, the roughness is lower (the Xe
ML is perfectly epitaxial, whereas the multi-layer structure can have many
defects) and the power law at high q values is β = - 4, as for spherical particles
embedded in a homogeneous material. This description is in agreement with
the STM topography taken right after bulk Xe desorption for the analogue
sample (Fig. 4.7 (a)). This value of β though could also be due to a fractal
interface, with fractal dimension equal to 2. Further annealing provokes a
change of the power law towards smaller values. Interestingly at 200K, after
full Xe desorption, the same power law β = - 2 is found for both samples,
indication that the nano-cluster/Ag(111) interface is similar in the two cases.
Therefore the system forgets about its own history, after Xe desorption, as
also suggested by the STM investigation in Section 4.2.
4) Low values found for β and their variations during BLAG indicate
that from the point of view of X-ray scattering, the Co nano-clusters cannot
be considered as proper 3D structures and/or the interfaces present in the
system have fractal properties. Due to tip convolution eﬀects though the
actual lateral shape of the clusters made by more then one atomic layer height
is diﬃcult to resolve by STM, and always appear spherical. In order to answer
this question, more investigation is needed. In any case, for Au clusters made
by Xe-BLAG with graphite as substrate, a fractal dimension between 1.42
and 1.72 was found [112], depending on the initial metal coverage. One
can expect though that this is a value which is strongly dependent on the
CHAPTER 4. EXPERIMENTS 105
substrate and deposited metal. This could be quite diﬀerent in the case of
Co clusters on Ag(111).
A second interpretation of the low values of β during BLAG can be done,
based on the dimensional law (see Eq. 3.31). According to this law a value of
β = 2 is found in case of a disc and of β = 4 in case of a sphere. The value of
β = 2 found right after deposition of Co on Xe for both Xe thicknesses would
indicate that Co nano-structures have a disc-like shape. In case of Co/thin
Xe layer, the disc-like shape would remain over the full temperature range,
meaning that also nano-clusters on Ag(111) are two-dimensional objects. On
the other hand in case of Co/thick Xe layer, the process of Xe desorption
above 55K gives β = 4 that points towards the formation of spherical nano-
particles. The 3D shape is maintained until the clusters make contact with
the substrate for temperatures above 100K, when β starts to gradually de-
crease down to the value β = 2 found at room temperature. This could
be a symptome of a progressive wetting of the surface by the nano-clusters,
which is reﬂected in the high aspect ratio (diameter/height ) found for the
Co clusters on Ag(111) at room temperature, which is about 10 (see Section
4.2.2). Diﬀerences in the cluster morphology for the two systems at the tem-
perature of 100K are also observed in STM topographies shown in Fig. 4.15:
compact 3D clusters are observed for the Co/thick Xe system whereas only
tiny clusters appears in case of Co/thin Xe, mainly absorbed on the surface
step edges.
In conclusion the X-ray scattering experiments were able to show that
in the limit of a single Xe ML on Ag(111) the BLAG is equivalent to a
deposition of Co atoms on a very weakly interacting substrate. On the other
hand from the measurements on the thick Xe buﬀer layer one could see that
deposition of Co provokes a change in the Xe bulk structure, due to a weaker
Xe-Xe interaction that ﬁnally aﬀects the formation of Co nano-structures in
the early stages of BLAG. The two growth modes are ﬁnally indistinguishable
for temperatures above 150K, i.e. after complete Xe desorption, where the
cluster shape and distribution only depends on the balance between surface
wetting and thermal activated diﬀusion.
4.4 2D arrays of Co nano-clusters
In this last set of experiments the BLAG concept at low Xe coverage pre-
sented in the previous section has been exploited to ’fabricate’ ordered arrays
of Co nano-clusters on a pre-patterned substrate. Here the pre-patterned
substrate with template functions is the mechanically stable boron-nitride
nanomesh (BN). As shown for the Ag(111) and Pt(111) substrates in Sec-
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Figure 4.16: STM topographies: (a) The h-BN nanomesh (T = 4.2K); (b)-(e)
the system after BLAG cycles of Co clusters (T = 300K)
tion 4.2 in fact, the metal-substrate interaction during BLAG strongly aﬀects
the cluster morphology. Here, it will be further shown that this interaction
can be used to make mono-dispersed, highly ordered, and dense arrays of
nano-clusters using the template eﬀect.
Such ordered arrays of magnetic nano-structures have been further used
to investigate the eﬀect of well-directed hybridization of the Co clusters with
other materials. The magnetism of Co arrays capped with non-magnetic
(Au, Pt, Al2O3) and magnetic (Mn-Pt) materials was investigated. The
aim was duplex: ﬁrst to study the magnetic properties of the clusters on the
nanomesh per se and their mutual interactions (direct dipolar or through the
matrix atoms) and second to use the system for more basic physics studies
of magnetic interactions between superparamagnets and unsaturated spins
of an antiferromagnet, at the nano-cluster interface.
4.4.1 h-BN nanomesh as a template for Co nano-clusters
Co clusters are prepared in-situ on the BN by repeated cycles of buﬀer layer
assisted growth. Due to the template eﬀect of the BN, Co clusters of about
2nm in diameter occupy the pits of the corrugated surface, that correspond to
the depressions in the Moire´ structure formed by the BN on the Rh(111) sur-
face (see Section 3.3.3). This leads to a dense arrangement of well-separated
clusters (see Fig. 4.16). Clusters of 1−3 nm in diameter are achieved by using
approximately 2 monolayers of Xe and 3-5% of a full monolayer of Co. With
the deposition parameters Cobalt = 0.05ML and Xenon =5L, about 30% of
the depressions in the BN layer are ﬁlled by one BLAG cycle, as shown in the
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STM image in Fig. 4.16 (b). The number of the clusters deposited per area
can be controlled, to some extent, by varying experimental parameters but
depression occupancies beyond 40% are diﬃcult to achieve in a single BLAG
cycle. In order to fabricate ordered cluster layers with BN layer occupations
approaching the ideal value of 100% (full occupancy), the BLAG cycles were
repeated several times. The fraction of occupied depressions gradually in-
creases, and after three subsequent BLAG cycles approximately 70% of the
depressions are occupied (Fig. 4.16 (d)-(e)). Larger amounts of Co per cycle
help in ﬁlling the BN layer more quickly. However, more Co per cycle results
also in larger clusters, and one observes that the presence of larger clusters
impedes their ordered arrangement. This might be due to a decreased mo-
bility of the clusters with increased volume, or simply a geometrical on-site
repulsion problem if the clusters diameters exceed the distance between the
centers of neighboring depressions on the BN layer. This behavior could be
modeled by Monte Carlo simulations of the deposition process [148]. The
model shows that the approach to full coverage is critically slowed down
by attractive interparticle interactions, which result in the coalescence and
growth of some of the clusters.
The present structure has several speciﬁc advantages. First, the clusters
center-to-center distance of order of 3 nm is ideal for application as patterned
media for ultrahigh density magnetic data storage (with a cluster density of
80 · 1012 clusters per square inch, one cluster per bit and 100% ﬁlling would
correspond to a storage density of about 80 Terabit/inch2. This is 400 times
larger than up-to-date densities of 345 Gigabits /inch2, e.g. by Hitachi 2006).
Second, the structures have a high periodicity necessary for a reliable read-
and-write process. Some degree of aperiodicity can be accounted for by
multiple-pass reading and writing. Third, the mesh is suitable for robust
annealing at high temperatures, which is an important practical considera-
tion for e.g. high-coercivity FePt based recording media. Forth, tunneling
spectroscopy studies revealed a Coulomb gap of 160 meV in the electronic
structure of the Co clusters on the BN layer, proving their electronic decou-
pling from the Rhodium substrate [80]. BN layers thus turn out to be also an
ideal playground for the study of the electronic interaction of nano-structures
with the substrate.
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Figure 4.17: XMCD/XAS ratio at the L3 Co edge versus magnetic ﬁeld intensity
for the Co clusters system capped with Au, Pt and Al2O3.
4.4.2 Magnetic properties of capped Co nano-cluster
arrays
Non-magnetic capping
In Fig. 4.17 a plot of the XMCD/XAS asymmetry at the L3 edge of Co versus
magnetic ﬁeld is shown for the samples capped with non-magnetic materials
Au, Pt and Al2O3. The amount of Co for the three samples was about
0.15− 0.2ML. From the XAS spectra a check for the eventual contamination
of the sample after exposure to air could be done. The sample capped with Pt
was partially oxidized, possibly due an insuﬃcient thickness of the capping
layer. The partial oxidization is visible in the spectral shape of the XAS at
the Co L3 edge, showing typical features of a mixture between Co and CoO.
The other two samples instead showed a pure Co spectral shape.
In all the three cases highest available magnetic ﬁeld of 5 Tesla were
suﬃcient to saturate the Co magnetization. The XMCD/XAS value at sat-
uration for the three samples diﬀer: the highest value is found for Al2O3
capping, with an XMCD/XAS value at the L3 edge of about 60% at satura-
tion. This value is in line with other experimental data for Al2O3 capped Co
clusters [149]. The sample capped with Pt has a slightly smaller value, about
45%, which can be explained by contamination, in agreement with what was
reported in Ref. [150]. Finally, for the sample capped with Au, the moment
is strongly reduced, leading to a value of only 30%.
The orbital moment in the three samples can be compared, by normal-
izing the XMCD signal at the L2 edge to one. According to Eq. 3.38, the
orbital moment in fact is proportional to the integral of the XMCD spectrum
across the L3,2 edges, that is the diﬀerence between the areas at the L3 and
at the L2 edges (see Fig. 3.12). Therefore, for the same area at the L2 edge,
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a larger area at the L3 edge simply implies a larger diﬀerence between the
two areas, that is a larger orbital moment.
After making the normalization (not shown) one could observe that the sam-
ple capped with Pt has the highest orbital moment. An enhancement of the
orbital moment with respect to the spin moments due to oxidization of Co
clusters was reported again by Ref. [150].
Magnetic measurements have been performed for two diﬀerent orienta-
tions of the magnetic ﬁeld with respect to the sample, in-plane and polar. A
common feature to all three samples is the absence of magnetic remanence
(no ﬁnite XMCD/XAS at zero magnetic ﬁeld) in all measured directions.
This is in line with the isotropic behavior of the magnetization that has,
within the experimental error, the same value in the two direction parallel
and perpendicular to the sample normal. The Co clusters therefore must have
a blocking temperature below the measurement temperature of T = 15K.
MnPt capping
Exchange bias can appear e.g. when a magnetic 3d metal like Cobalt is
brought in contact with an antiferromagnetic material. The eﬀect becomes
manifest in a horizontal shift of the hysteresis curves by a characteristic ﬁeld
Hb called exchange bias ﬁeld. For a topical review see Ref. [151].
Exchange bias has been known for many years, yet the microscopic origin is
still under debate and has seen the development of a large number of theo-
ries. One of these theories is the domain state model (DS, [152]), in which the
exchange bias-ﬁeld Hb is correlated with the bulk magnetic state of the anti-
ferromagnet (AFM) rather than with interface disorder. Accordingly to this
interpretation the interface magnetization responsible for Hb is proportional
to the uncompensated bulk magnetization. Recent SQUID measurements in
Ref. [153] showed that the presence of the exchange bias eﬀect for isolated
Co nano-clusters immersed in a bulk MnPt matrix could be explained by the
DS model. The authors stress the fact that with SQUID only the bulk MnPt
magnetization is available, which they compare with Co/MnPt samples.
The aim of the present measurements is to examine the system of Co
cluster in contact with MnPt in reduced dimensions. Varying the amount of
MnPt allows to extract information of Mn atoms at the Co interface, crucial
for exchange bias. The key of these measurements is the element selective
XMCD technique, which in contrast to the SQUID technique used in [153]
enables the magnetic characterization of Co and Mn individually.
A MnPt wedge was deposited at low temperature (about 50K) in order
to impede thermal diﬀusion of the atoms impinging the substrate (see Fig.
4.18). The low temperature deposition should in fact lead to formation of
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Figure 4.18: XAS and XMCD measurements of Co clusters capped with a MnPt
wedge. The XAS signal was recorded at the L3,2 Co and Mn absorption edges
for diﬀerent positions along the wedge, and the plots here are shown for the two
extreme positions with 1nm (left column) and 3nm (right column) of MnPt cap-
ping. In the lowest row the XMCD/XAS ratio at the L3 recorded versus applied
magnetic ﬁeld intensity is plotted in the two positions along the wedge, for both
Co and Mn.
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disordered layers made out of small ordered grains. XAS and XMCD spectra
are shown in Fig. 4.18, at the two extreme positions along the wedge with
MnPt thicknesses tMnPt = 1nm and 3nm, respectively. Magnetization curves
were also measured at the Mn and Co lines along the wedge, by recording
the XMCD/XAS at the L3 edge versus applied magnetic ﬁeld. The results
are shown in the lowest panel of Fig. 4.18, for the same MnPt thicknesses.
The following main results are found:
• Thin MnPt capping (0.5 − 1nm): the Co magnetization is saturated
(very similar to what is seen for non-magnetic capping Pt; there is a
slight in-plane anisotropy; the Mn magnetization is not saturated and
shows in-plane anisotropy.
• Thicker MnPt capping (about 3nm): the Co magnetization is not-
saturated and therefore strongly reduced, about 5 times less as com-
pared to the value found at thin MnPt capping with the same value of
the magnetic ﬁeld; Co shows possibly still in-plane anisotropy but the
signal/noise ratio is too poor for a deﬁnitive conclusion; the Mn magne-
tization is still unsaturated but also reduced (about 8 times compared
to thin capping in the in-plane direction) and there is no anisotropy.
• In both cases no remanence and no exchange bias is observed.
It is safe to state that for small thicknesses of MnPt the ratio R of Mn
atoms bound in the MnPt phase and Mn atoms at the interface to Co is
decreased. Therefore in the thin part of the wedge one is predominantly
sensing the Mn interface atoms (hereafter called Mn-I). On the other hand,
for higher values of the MnPt thickness, R is higher and consequently the
measured XMCD reﬂects more the magnetization of the Mn within the bulk
MnPt phase (hereafter called Mn-II). Therefore from the data in Fig. 4.18
one can say that the unsaturated Mn magnetization at the interface is much
higher then in bulk. This makes sense if one considers that stable anti-
ferromagnetism develops with increasing MnPt thickness. The more MnPt,
the more degree of AF coupling in the system, just because the AF is a
bulk property. It seems that, in correspondence with the development of a
bulk AF-state, a quenching of the magnetization of the Co clusters occurs,
somehow totally unexpected. Summarizing the observations one gets:
Mn-I. At the thin part of the MnPt wedge, most likely the clusters are
surface covered (fully or partially) with MnPt atoms and the Co is not really
aﬀected by that. The magnetic properties of the sample are very similar
to the case of non-magnetic capping. The Mn atoms have an unsaturated
magnetization that shoes an in-plane easy axis.
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Mn-II. With increasing MnPt thickness (not shown here are intermediate
points along the wedge) the XMCD/XAS of the Mn decreases dramatically,
up to a factor of almost 10 in the in-plane direction. This is a sign for the
onset of the bulk AF ordering, that leads to a smaller value of the uncom-
pensated magnetization. These Mn atoms show no preferential direction of
the magnetization. At the same time, the magnetization of the Co clusters
is strongly reduced, and saturation at ﬁelds of 5T is incomplete. Especially
in the polar direction the Co magnetization seems to suﬀer the MnPt inter-
action more strongly, being below the value found in the in-plane direction
until 5T.
4.4.3 Discussion and open questions
First, a few words have to be spent on the absence of magnetic anisotropy for
the samples capped with non-magnetic material, starting by a simpler case:
a thin Co ﬁlm capped with a metal. Capping leads to hybridization of the
d orbitals of the Co with the d orbitals of the metal at the interface. If the
coupling between the two metal is larger in the vertical direction, the eﬀect
of the hybridization is an enhancement of the orbital moment in the direction
perpendicular to the interface and therefore generates magnetic anisotropy
(see Section 2.1). The eﬀect is maximized for the capping material that
has the smallest diﬀerence with the energies of unoccupied d-orbitals of Co,
since this leads to a stronger bond. This is the case for example for a Au
on a Co monolayer, where an out-of-plane magnetic anisotropy is expected.
The ingredients for an observable magnetic anisotropy are therefore a strong
interaction accompanied by a well deﬁned directionality of the bond.
In the case of Co clusters on the h-BN a very weak electronic coupling of
the clusters with the substrate occurs and furthermore the interface between
capping layer and Co does not deﬁne a speciﬁc direction as in the case of
a thin ﬁlm: for atoms on the cluster apex the magnetic moment might be
the highest along the normal to the surface, but for an atom on the side the
interface normal would be in the in-plane direction. Therefore every atom at
the surface has an easy axis in a diﬀerent direction, and in average there is
no anisotropy.
Second, in the magnetization values (proportional to the ratio XMCD/XAS
at the L3) one can see a clear trend where maximum M is found for Al2O3-
capped Co clusters, slightly lower values for Pt-capped Co-CoO clusters and
ﬁnally Au-capped clusters with a value of M that is half of the value found
for Al2O3. This trend reﬂects the chemical interaction between Co atoms and
atoms of the capping layer at the cluster surface, and therefore the diﬀerent
degree of hybridization with the Co d band. The eﬀect is the highest for Au,
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which is reasonable due to the above mentioned vicinity of the d levels of Co
and Au atoms.
This discussion will need to be conﬁrmed by band-structure calculations,
that would be simpliﬁed due to the high level of ordering of the system as
compared to granular alloys or clusters embedded in a matrix.
Third, concerning the very strong quenching eﬀect of the average mag-
netization values observed in MnPt-capped clusters the situation is more
complex and a ﬁnal explanation was not possible so far. However, possible
scenarios are given below.
• RKKY interaction between clusters mediated by the MnPt matrix that
can lead to antiferromagnetic coupling between clusters. This argument
was used to explain the quenching of moments in Co clusters capped
with Cu [154] and is supported by calculations. If this is the case, the
occurring of quenching only at higher MnPt coverages must be related
to an incomplete interconnection of the clusters through the MnPt
matrix at low coverages of 1nm. That means, even if the clusters are
capped, there might still be some empty spaces between them. This,
however, should not be the case since the Co clusters are composed by
about 50 atoms (as inferred by careful analysis of STM images that
also takes into account tip convolution eﬀects) and with an apparent
height of about 1ML, that is about 2 A˚.
• ’Chemical’ eﬀect: as discussed in case of non-magnetic capping, the
Co atoms at the cluster surface, bonded to Mn atoms, might have
a lower spin moment due to hybridization eﬀects and/or formation
of a frustrated spin phase or a spin glass. The average magnetism
is therefore reduced. In the same direction is the possibility of the
formation of a Co-Mn alloy, even though the low MnPt deposition
temperature of T = 50K makes it unlikely. A deeper investigation of
the lineshape of the Mn XAS and XMCD spectra will be helpful to
understand what is the chemical state of Mn. However, this would not
explain why, at low MnPt coverage, both Co and Mn are found to have
a higher magnetization.
• Eﬀect of the DS magnetization: the interaction between Co clusters and
the MnPt matrix at the cluster interface is dominated by the MnPt
bulk magnetization. Since the MnPt system at thick capping layers
does not exhibit magnetic anisotropy, and also no blocking, the eﬀect
of the DS is to quench the Co moments at the cluster surface instead
of the formation of exchange bias as seen by Morel et. al. [153]. In this
case, the dependence of the Co magnetization on the MnPt thickness
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would be explained with the appearance of the DS for large enough
MnPt thicknesses. Furthermore, it would be an indication that the
Mn-II atoms are those responsible for triggering the magnetization of
the Co atoms, and not those at the interface with the clusters.
In conclusion 2D arrays of nano-clusters on the h-BN are not the ideal
system for magnetic storage devices due to the lack of remanence, but they
revealed to be a very suitable system to study very basic physical phenomena
of nanomagnetism like the famous exchange bias eﬀect.
Chapter 5
Conclusions and outlook
In this thesis experiments on 3d and 4d metal nano-structures grown by
buﬀer layer assisted growth (BLAG) have been presented. The work was
focused on understanding and exploiting the interactions between the de-
posited metal and the underlying substrate, with the following aims (i) to
clarify the growth mechanism of nano-structures during BLAG; (ii) to use
the BLAG to fabricate ordered arrays of nano-structures and (iii) to study
coordination eﬀects in magnetic materials.
In Section 4.1 ﬁnite intrinsic magnetic moments have been measured for
Rh nano-structures in contact with an inert, non-magnetic Xenon surface
using X-ray magnetic circular dichroism. The characteristic multi-step pro-
cedure of Xenon BLAG is exploited to study the magnetism of Rh sub-
monolayer coverages between two extreme limits, from quasifree few-atom
sized clusters on a non-interacting buﬀer layer towards Rh nano-structures in
contact with a weakly-interacting Ag(100) substrate. Size and hybridization
eﬀects aﬀecting the Rh orbital and spin moments become visible when the
average Rh-Rh coordination is changed. Non-vanishing magnetic moments
as large as 0.17μB per hole appear for Rh atoms situated on a Xenon buﬀer
layer, which decay as a function of increasing Rh-Rh coordination. When the
Rh clusters are brought in contact with the Ag(100) surface the moments be-
come entirely quenched. This behavior is ascribed to the formation of large
clusters upon Xenon desorption. The analysis of the Rh experimental XAS
lineshape and its comparison with ab-initio simulated spectra for diﬀerently
coordinated Rh atoms allowed to understand the absence of magnetism in Rh
impurities directly deposited on Ag(100), that most likely is due to formation
of a Ag-Rh alloy.
In Section 4.2 a detailed investigation of the mechanisms driving the
dynamics during BLAG has been presented, focusing on the early stage of
cluster formation. Variable temperature scanning tunneling microscopy (VT-
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STM) for the ﬁrst time enables the direct observation of cluster-substrate in-
teractions that lead to diﬀerent growth mechanisms of Cobalt/Xenon in case
of adsorption on two electronically very diﬀerent metal substrates: Ag(111)
and Pt(111). The key result is that for thin Xenon buﬀer layers the cluster
formation is ruled by the interaction with the metal substrate underneath,
which in the case of Pt(111) leads to a penetration of the Cobalt into the
Xenon buﬀer layer long before the buﬀer layer is desorbed. This eﬀect is fa-
vored by the high value of Xe-Xe repulsion for the Xe/Pt(111) system. The
observations are backed by X-ray magnetic circular dichroism measurements
which allowed to independently estimate cluster size and to address the ques-
tion at what stage during BLAG the clusters make contact with the metal
substrate. No magnetic anisotropy is measured before Xenon desorption
for the Cobalt/Xenon/Ag(111). Opposite to that, an out-of-plane magnetic
anisotropy emerges for the case of Pt(111) already before Xenon desorption,
a clear signature for a direct magnetic interaction between surface and clus-
ters. By application of the XMCD sum-rules the magnetic moments and the
magnetic anisotropy during the diﬀerent stages of BLAG have been calcu-
lated. The largest values for the moments are obtained for Co clusters on
the thick Xenon layers, while during desorption a decrease is observed. The
eﬀect is explained by the reduced average coordination of small Co atoms as
well as the absence of hybridization with the substrate, showing that classic
BLAG works in the thick buﬀer layer limit. In the case of Co clusters sup-
ported on Ag(111) values of the spin moment lower than bulk Co have been
found, and the result is discussed in terms of possible substrate mediated
eﬀects such as RKKY and Dzyaloshinski-Moriya (DM) anisotropic exchange
interaction.
From ab-initio DFT calculations it is evident that magnetic properties like the
moments but especially the appearance of magnetic anisotropy is largely de-
termined by cluster-substrate interface eﬀects. X-ray surface diﬀraction and
scattering measurements presented in Section 4.3 revealed to be extremely
helpful to investigate the BLAG process. The experiments give complemen-
tary information to the VT-STM and XMCD measurements, especially on
the dynamics happening during Co deposition onto Xenon layers, which are
not accessible by VT-STM. The data allow to draw a growth model where
the Co deposited on the Xenon buﬀer is coated by the Xenon atoms, in case
of thick Xe buﬀer and prove that the growth of Co on a thick Xe layer and on
a single Xe layer in the early stages of BLAG exhibit fundamentally diﬀerent
behaviors.
In Section 4.4 the eﬀect of the interaction between substrate and deposited
metal during BLAG has been exploited to form ordered arrays of Co nano-
clusters. Using a h-BN nanomesh as a substrate with very thin Xenon buﬀer
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layers a template eﬀect for the clusters is obtained. The resulting cluster
array system shows a very high degree of order, with well separated nano-
clusters corresponding to the hexagonal symmetry of the nanomesh pits.
This system has been used to investigate basic magnetic properties of Co
clusters in contact with non-magnetic and magnetic capping materials. The
advantage over the granular structures or clusters embedded in matrix inves-
tigated so far is the full control over cluster size and inter-cluster distance.
The latter is given by the template periodicity of 3.2 nm, that allows for a
much better modeling.
The results achieved in this thesis opened new scientiﬁc paths that could
be followed in the near future. One idea is to use the BLAG technique in
order to form 2D arrays of binary clusters, made out of a 3d and a 4d or 5d
element. In these compounds the high value of the 3d metal magnetization
joined together with the high spin-orbit constant of the 4d and 5d elements
can lead to a high stability of the magnetization. For example for the Co-Pt
alloys in the bulk-ordered L10 phase a value of the magnetic anisotropy as
high as 0.8meV/Co atom was found [155], while the bulk value of hcp Co
is only 0.045meV/atom. In a nano-structure these numbers are expected
to be even larger, due to the increase of the orbital moment (see Section
2.1). Despite the fact that many groups are already studying these systems,
a certain diﬃculty is usually found to achieve control over the structures.
The problem is that as-grown Co-Pt particles or ﬁlms are usually chemically
disordered, and hence have only low anisotropy values. The required L10
phase can only be achieved after thermally annealing the substrate to 600◦C
[156], a temperature at which alloying with the substrate can occur for metal
supported clusters. Using the very low reactivity of the nanomesh and its
robustness up to high temperatures might be a good strategy.
Nano-cluster on the h-BN are a very interesting system also from a funda-
mental point of view. The electronic coupling between the h-BN monolayers
and transition-metal surfaces has been studied by ab-initio density func-
tional theory (DFT) calculations in Ref. [157], showing that in the presence
of magnetic 3d atoms such as Co or Ni also the pz states of the h-BN are
spin-splitted in up and down bands. This is quite interesting in view of a
system where the h-BN is intercalated between two diﬀerent metals, one be-
ing a ferromagnet and the other one a non-ferromagnet, however, with a high
susceptibility, such as Pt or Rh. In this case, the non-magnetic element is
supposed to become polarized because of the interaction via the h-BN states,
polarized by the ferromagnet. This might lead to new, interesting properties
such as well-deﬁned and high magnetic anisotropies. Such aspects might be
investigated by spectroscopy measurements such as XAS, to probe directly
the electronic coupling between the two metals and the h-BN layer but also
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indirectly by electronic transport measurements in Hall conﬁgurations which
are sensitive to magnetic properties of the material.
Finally, one would like to use diﬀerent templates for the nano-clusters,
where a stronger interaction with the material template leads to magnetic
anisotropy and therefore stabilization of the magnetization. One candidate is
the system graphene on Ru(0001) [158], which has the advantage to be easy
to prepare, simply by annealing the substrate at high temperatures under
ethane partial pressure. Graphene/Ru(0001) is a corrugated single-layer with
strongly bound and weakly bound regions, that makes it a good template for
adsorbates very similar to h-BN/Rh(111). Furthermore, graphene/Ru(0001)
shows a metallic behavior with a Fermi surface [158], that makes it especially
appealing for electronic coupling of small 3d clusters. This might lead to
increased magnetic anisotropies and therefore higher blocking temperatures.
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