Abstract B-spline neural network (BSNN), a type of basis function neural network, is trained by gradient-based methods, which may fall into local minimum during the learning procedure. To overcome the problems encountered by the conventional learning methods, differential evolution (DE)  an evolutionary computation methodology  can provide a stochastic search to adjust the control points of a BSNN are proposed. DE incorporates an efficient way of self-adapting mutation using small populations. The potentialities of DE are its simple structure, easy use, convergence property, quality of solution and robustness. In this paper, we propose a modified DE using chaotic sequence based on logistic map to train a BSNN. The numerical results presented here indicate that the chaotic DE is effective in building a good BSNN model for nonlinear identification of an experimental nonlinear yo-yo motion control system.
Introduction
The use of neural networks to nonlinear identification problems has attracted some attention in recent years [1] - [3] . A relevant approach is to find the best approximation with respect to certain class of basis functions for neural networks representation. In this case, there are many possible choices of basis functions, such as radial basis function, associate memory networks, wavelets, and B-spline function.
The main advantage of the B-spline functions over other radial functions e.g., the Bezier curve, is the local control of the curve shape, as the curve only changes in the vicinity of a few control points that have been changed [4] . A B-spline neural network (BSNN) consists of the piecewise polynomials with a set of local basis functions to model an unknown function for which a finite set of inputoutput samples are available. The performance of the identification depends largely of an optimization algorithm for the training procedure of BSNN in order to avoid any possible local minima.
In this context, the development of training methods and improvements for BSNN is an emergent research area. Several heuristics have been developed in recent years to improve the performance and set up the parameters of the BSSN design and also fuzzy systems approaches [5] - [11] .
The differential evolution (DE) algorithm [12] , [13] is an evolutionary algorithm (EA) which uses a rather greedy and less stochastic approach to problem solving than do classical evolutionary algorithms such as genetic algorithms, evolutionary programming, and evolution strategies. DE also incorporates an efficient way of self-adapting mutation using small populations.
In this paper, we propose a modified DE using chaotic sequence to train a BSNN. Chaos describes the complex behavior of a nonlinear deterministic system [14] . The application of chaotic sequences instead of random sequences in DE is a powerful strategy to diversify the DE population and improve the DE's performance in preventing premature convergence to local minima. Numerical results for identification of the nonlinear dynamics of an experimental yo-yo motion system show the feasibility and effectiveness of the proposed approach.
B-spline neural networks
BSNN is introduced as a class of one-hidden-layer feedforward neural networks composed of B-spline functions. Each basis function is composed of q polynomial segments. There exists a simple and stable recursive relationship for evaluating the membership of a B-spline basis function of order k,
is defined as the j-th univariate basis function of order q and j λ the j-th knot and I j is the j-th interval. The output of neural network is
where x k and k ô are the inputs and output of network, respectively, w j is the weight attached to the j-th basis function and
is given by the recursive form (2) . The index j is associative with the region of local support
whereas the index q indicates the order of the basis functions [13] .
The quality of approximation depends on the placement of knots of B-spline functions. The objective of optimization of BSNNs by DE is determination of the knots of each B-spline basis functions. In particular, the number of basis functions in this work is choice of user.
Differential evolution (DE) for BSNN training
The variant implemented here of DE was the DE/rand/1/bin, which involved the following steps and procedures:
Step 1: Parameter setup
The user chooses the parameters of population size, the boundary constraints of optimization variables, the mutation factor (f m ), the crossover rate (CR), and the stopping criterion of maximum number of iterations (generations), G max .
Step 2: Initialization of an individual population Set generation t=0. Initialize a population of i=1,..,M individuals (real-valued n-dimensional solution vectors) with random values generated according to a uniform probability distribution in the n dimensional problem space. These initial individual values are chosen at random from within user-defined bounds (boundary constraints).
Step 3: Evaluation of the individual population Evaluate the fitness value of each individual.
Step 4: Mutation operation (or differential operation)
Mutation is an operation that adds a vector differential to a population vector of individuals according to the following equation:
where i =1,2,...,M is the individual's index of population; j=1,2,..., n is the position in
stands for the position of the i-th individual of
stands for the position of the i-th individual of a mutant vector; r 1 , r 2 and r 3 are mutually different integers and also different from the running index, i, randomly selected with uniform distribution from the set { }
; f m > 0 is a real parameter called mutation factor, which controls the amplification of the difference between two individuals so as to avoid search stagnation and is usually taken from the range [0.1, 1].
Step 5: Recombination operation Following the mutation operation, recombination is applied to the population. Recombination is employed to generate a trial vector by replacing certain parameters of the target vector with the corresponding parameters of a randomly generated donor vector. 
, is generated with
In the above equations, randb(j) is the j-th evaluation of a uniform random number generation with [0, 1] and CR is a crossover or recombination rate in the range [0, 1]. The performance of a DE algorithm usually depends on three variables: the population size N, the mutation factor f m , and the recombination rate CR.
Step 6: Selection operation Selection is the procedure of producing better offspring. To decide whether or not the vector u i (t + 1) should be a member of the population comprising the next generation, it is compared with the corresponding vector x i (t). Thus, if f denotes the objective function under minimization, then
In this case, the cost of each trial vector u i (t+1) is compared with that of its parent target vector x i (t). If the cost, f, of the target vector x i (t) is lower than that of the trial vector, the target is allowed to advance to the next generation. Otherwise, the target vector is replaced by the trial vector in the next generation [26].
Step 7: Verification of stop criterion Set the generation number for t = t + 1. Proceed to Step 3 until a stopping criterion is met, usually G max . The stopping criterion depends on the type of problem.
DE using chaotic sequences for BSNN training
Optimization algorithms based on chaos theory [14] , [15] are stochastic search methodologies that differ from any of the existing EAs. EAs are optimization approaches with concepts bio-inspired on genetics and natural evolution. In contrast, chaotic optimization approaches are based on ergodicity, stochastic properties and irregularity [16] . These approaches are unlike some stochastic optimization algorithms, which escape from local minima by accepting bad solutions according to a certain probability [17] . Chaotic optimization approaches can escape from local minima more easily than other stochastic optimization algorithms can [18] .
In the DE context, the concepts of chaotic optimization methods can be useful. The parameters M, CR and f m of DE are generally the key factors affecting the DE's convergence. However, the f m and CR parameters cannot ensure the optimization's ergodicity completely in the search phase because they are constant factors in traditional DE. Therefore, this paper offers three new approaches that introduce chaotic mapping with ergodicity, irregularity and the stochastic property into DE to improve its global convergence. The utilization of chaotic sequences in EAs can be useful to escape more easily from local minima than with the traditional EAs [16] .
One of the simplest dynamic systems evidencing chaotic behavior is the iterator called the logistic map [14] , [15] , whose equation is given by:
[ ]
where t is the sample, and µ is a control parameter, 0 ≤ µ ≤ 4. The behavior of the system of equation (7) is greatly changed with the variation of parameter µ. The value of µ determines whether y stabilizes at a constant size, oscillates between a limited sequence of sizes, or behaves chaotically in an unpredictable pattern. A very small difference in the initial value of y causes substantial differences in its long-time behavior [17] . Equation (7) 
where t is the current generation, f 1 (t) is the new mutation factor based on logistic map, and µ = 4.
Approach 2 -DEC(2):
The parameter f m of equation (4) is incremented with the evolution of generations. The value of f m is modified by the formula (11) using the following equation:
where f 2 (t) is a new chaotic mutation factor based on evolution of generations; f 2i and f 2f are constants (adopted f 2i = 1.5 and f 2f = 0.5), and G (the value of G is equal to t) is the current generation number.
Approach 3 -DEC(3): The value of parameter f m of equation (4) is reduced as the generations evolve. The value of f m is modified by same equations as those of DEC(2). However, here, f 2i and f 2f are constants (adopted f 2i =0.5 and f 2f =1.5).
Description of the yo-yo motion system
Yo-yo playing is considered a representative example of open-loop unstable control problems that involve intermittent dynamic environments. Stable control of yo-yo playing relies on a proper phase relationship between the controller's action and the motion of the yo-yo [18] .
The development of automatic control systems that efficiently control a yo-yo represents a significant challenge for the development of electromechanical designs [19] , [20] . One of the main difficulties is the lack of sensors to obtain the motion measure of the toys. Another difficulty is the lack of mathematical models of this measurement device type, which justifies the use of the BSNNs to identify the dynamic behavior of a yo-yo motion in a real system.
The control system prototype employed in this work uses a yo-yo, and a direct current (DC) motor for its motion presents nonlinearity and complex behavior. A block diagram of the described system and a photograph of the system are presented in Figure 1 [21] . Figure 1 . Photograph of prototype of yo-yo motion system. The prototype modules are composed of hardware and firmware and are connected to the same printed circuit board, called the control board. The control board contains two hardware modules and communicates with a personal computer through the RS-232 I/O interface. All the components used for the yo-yo system are off the shelf items to keep the cost minimal.
Simulation results of nonlinear identification
The mathematical model employed in this work to represent the yo-yo motion system is a NARX (Nonlinear AutoRegressive with eXogenous inputs). In this case, the NARX model with series-parallel conception is used for one-step-ahead prediction of the BSNN system.
A computer with a data acquisition board for generating the control signal (identification in closed-loop using a proportional controller design) and position value of the yo-yo was used to obtain system measurements. In the identification procedure based on the BSNN model, 290 samples of input (tension applied to the DC motor) and output (position of yo-yo) were collected with a time sampling of 40ms (see Fig. 2 ). The tension value corresponds to the maximum value configuration of the driver in PWM (Pulse Width Modulation) control of a DC motor. . Simulation tests using 3 to 7 knots in each input of BSNN were realized. However, the best performance of DE and DEC approaches was using 5 knots in each input of BSNN. Table 1 presents the simulation results (best of 30 experiments with 100 generations for each run) for DE and DEC for optimization of BSNN using 5 knots. As indicated in Table 1 , the results of the optimized BSNN present precision and provide an appropriate experimental mathematical model for the yoyo motion system. For the case study of the BSNN optimization, there is a consistent performance pattern across tested approaches with similar results in terms of 2 est R . The DE(3) approach presents better results in relation to the mean and maximum fitness than does the classical DE, DE(1) and DE (2) . The best results shown in Figure 3 represent the BSNN (using DE(3)) with 5 knots for each network input. R using BSNN with 5 knots for each input and optimization based on DEC(3) (see Table 1 ).
Conclusion and future research
In this work, new DE approaches using chaotic sequence based on logistic map to adjust the control points of a BSNN were proposed. Simulation results show the potential of DE and DEC approaches to the BSNNs optimization in systems identification. In this context, more works need be done to test the DEC approaches on benchmark optimization problems.
