A canonical model for many-body localization (MBL) is studied, of interacting spinless fermions on a lattice with uncorrelated quenched site-disorder. The model maps onto a tight-binding model on a 'Fock-space (FS) lattice' of many-body states, with an extensive local connectivity. We seek to understand some aspects of MBL from this perspective, via local propagators for the FS lattice and their self-energies (SE's); focusing on the SE probability distributions, over disorder and FS sites. A probabilistic mean-field theory (MFT) is first developed, centered on self-consistent determination of the geometric mean of the distribution. Despite its simplicity this captures some key features of the problem, including recovery of an MBL transition, and predictions for the forms of the SE distributions. The problem is then studied numerically in 1d by exact diagonalization, free from MFT assumptions. The geometric mean indeed appears to act as a suitable order parameter for the transition. Throughout the MBL phase the appropriate SE distribution is confirmed to have a universal form, with long-tailed Lévy behavior as predicted by MFT. In the delocalized phase for weak disorder, SE distributions are clearly log-normal; while on approaching the transition they acquire an intermediate Lévy-tail regime, indicative of the incipient MBL phase.
I. INTRODUCTION

Sixty years ago Anderson
1 famously discovered the phenomenon of localization, specifically in single-particle systems. While the importance of disorder in interacting systems has long been appreciated, 1,2 traditional study of it has focused on ground state quantum phases and their transitions. More recently, stimulated in part by basic issues relating to thermalization (or its absence) in isolated quantum systems, attention has turned to study of highly excited quantum states, and the phenomenon of many-body localization [3] [4] [5] (MBL) occurring at finite energy density above the ground state.
Over the last decade or so the MBL problem has attracted great interest, and a rich understanding of it has begun to emerge (for a review see e.g. [22] ). Powerful diagnostics have been deployed to understand properties of both the ergodic and MBL phases, including level statistics and related measures, 5, 7, 26, 32, 34, 44 and entanglement entropies and spectra. 6, 10, 11, 15, 17, 19, 42, 45 The MBL phase itself has naturally attracted particular attention, highlights including an existence proof for the phase, 39 the description of it in terms of local integrals of motion, 14, 15, 21, 27, 39, 48, 55, 57 and an emerging understanding of how MBL states exhibit broken symmetries and topological order. [16] [17] [18] [19] [20] Numerical methods have of course played a key role, from more or less ubiquitous exact diagonalization studies, to a variety of RG-based methods. 9, [15] [16] [17] [18] [35] [36] [37] 49, 53 A range of relevant models have likewise been studied, notably the 'standard' spinless fermion or random XXZ models, but including also quasiperiodic models, 13, 29, 30, 51, 54 and MBL systems subject to periodic driving. 23, 24, 42, 43, 52 An understanding of MBL is nevertheless still in relative infancy, with abundant potential for new insights to emerge.
Here we take a rather different approach to the problem; focusing for specificity on the standard model of interacting spinless fermions 5 with quenched site-disorder, for a lattice of N ≡ L d sites occupied by N e fermions at non-zero filling ν = N e /N . As reprised in sec. II, the model can be mapped exactly onto a tight-binding model 58 (TBM) on a 'Fock-space (FS) lattice' of dimension N H = N C Ne (≡ N Ne ), each site I of which corresponds to a disordered, interacting many-body state with specified fermion occupancy of all real-space sites, and is thus associated with a FS 'site-energy'; while FS sites are connected by the one-electron hopping matrix element of the original Hamiltonian H. The FS lattice is of course a complex network, 9, 32, 58 with the associated TBM very different from that typically encountered in one-body localization. The local connectivity of a FS lattice site for example -the number of FS sites to which it is connected under hopping -is typically extensive (∝ N ); and while the N site-energies of the underlying real-space lattice sites are independent random variables, the FS site energies are certainly not (there being exponentially many of them, N H = N C Ne ).
Our aim here is to exploit the above mapping, seeking to obtain some insight into aspects of MBL. To that end we consider the local (i.e. site-diagonal) propagators for the FS lattice, appropriately rescaled in terms of the standard deviation of the eigenvalue spectrum (secs. II B,III); focusing specifically on their associated local (or Feenberg) self-energies. 59 , 60 An approach of this general ilk has a long history in studies of one-body localization, [61] [62] [63] [64] [65] [66] [67] [68] and in an early approach to MBL in the context of vibrational energy flow, 69, 70 but has not to our knowledge been considered in the recent era of MBL. The imaginary part∆ I of the local self-energy is of central importance, as its behavior discriminates cleanly between delocalized arXiv:1806.01688v1 [cond-mat.str-el] 5 Jun 2018
and MBL phases, being finite with probability unity for the former and vanishingly small for an MBL phase. We thus study its probability distribution, over disorder realizations and FS sites; noting at the outset that its mean value ∆ I -which amounts to Fermi's golden rule -is non-zero throughout both phases (sec. III), and as such is irrelevant as a diagnostic for the MBL transition.
A probabilistic mean-field theory is first developed (secs. IV,V), treated at the level of the second-order renormalized perturbation series 59, 60 for the self-energy; and centering on a self-consistent determination of the geometric mean of the distribution, which acts as an effective order parameter for the transition. Despite its simplicity this appears to capture some key features of the problem, including recovery of an MBL transition in the thermodynamic limit -with some physical understanding of how and why this arises, given the extensive local connectivity of the FS lattice -and predictions for the self-energy distributions in each phase, and their evolution with disorder, interaction and filling fraction.
Free from the assumptions entering the mean-field theory, in sec. VI the problem is then studied numerically in 1d via exact diagonalization. Results arising broadly concur well with those from the mean-field approach, particularly in the MBL phase. The geometric mean indeed appears to act as a suitable order parameter for the transition. Throughout the MBL phase the appropriate self-energy distribution is likewise confirmed to have a universal form, with the long-tailed Lévy behavior as predicted by the mean-field theory; and with further understanding provided by considering the single-particle limit, where much larger system sizes can be studied, and for which exact results can be obtained. 71 In the delocalized phase for weak disorder, self-energy distributions are found to be log-normal; and while remaining unimodal with increasing disorder, on approaching the transition they appear to acquire an intermediate Lévy tail regime, indicative of the incipient MBL phase, before crossing over to an exponentially damped inverse Gaussian form.
II. MODEL AND BACKGROUND
The spinless fermion model considered is the standard one,
here considered on a d-dimensional hypercubic lattice of coordination number Z d = 2d. The hoppings (t) and interactions (V ) are nearest neighbor (NN), and ij denotes distinct NN pairs. In the disordered H W , the site energies { i } are independent random variables, with a common distribution P ( i ) (chosen to have zero mean). The lattice has N sites and contains N e fermions; and we are interested in the thermodynamic limit where both N ≡ L d and N e → ∞, holding the filling ν = N e /N fixed and non-vanishing. 
The N H basis states {|I } are the eigenstates of
i } with occupation number n (I) i = 0 or 1 only for each real-space site i (such that i n (I) i = N e for any |I ). Corresponding FS siteenergies follow from H 0 |I = E I |I as
where r I is thus defined (and simply counts the total number of occupied NN real-space pairs in |I ). FS sites are connected under the hopping, T IJ = I|H t |J , with T IJ = t when non-zero. The number of FS sites to which any given I is connected defines the local coordination number of the site, Z I . This is readily shown 58 to be given by Z I = 2(dN e − r I ), so follows directly from r I .
Given the mapping to an effective TBM on a FS lattice, exactly the same questions can be asked as arise for a one-electron disordered TBM, including the central question of MBL: whether eigenstates of some given energy E n are localized on a vanishingly small fraction of the FS lattice, or delocalized over a finite fraction of it. As for one-body localization, the answer to this question resides in principle in the distribution, over FS sites and disorder realizations, of site amplitudes A nI = I|Ψ n in the expansion
of eigenstate |Ψ n ; a task which is of course much easier said than done.
A. Basic distributions
It proves helpful in the following to have some understanding of the FS lattice in a statistical sense; specifically the distributions, over both FS sites and (where appropriate) disorder realizations, of: r I (eq. 3) and hence the FS coordination number Z I = 2(dN e − r I ) (which are disorder-independent), as well as the distributions of FS site energies {E I }, and of the eigenvalues {E n } of H. These are considered in [58] , from which we now recap required results.
In the thermodynamic limit of interest all such distributions are normal, with extensive means 72 O ∝ N and standard deviations µ O ∝ √ N . The mean of r I is r = νdN e = ν 2 dN , so the average coordination number
That Z ∝ N is physically obvious, but begs the question of how Fock-space localization survives the thermodynamic limit, itself considered in secs. IV ff. As for the mean FS site energy (E) and eigenvalue (E), they coincide and are given by
The variance of r I is µ ,
which we add is very well captured 58 by exact diagonalization on the modest system sizes amenable to numerics. D(ω) is obviously N -dependent, from both E ∝ N and because its standard deviation µ E ∝ √ N . As such it is natural to refer energies relative to the mean, and to rescale them in terms of the spectral width µ E viã
With this the DoSD(ω) is a standard normal distribution (zero mean and unit variance),
with no explicit N -dependence. This rescaling proves central to our perspective on MBL, as will be seen in the following; and while so far motivated physically is in fact required on general grounds.
III. LOCAL PROPAGATORS AND SELF-ENERGIES
We turn now the FS site propagators, and in particular the local (site-diagonal) propagator, the associated selfenergy of which is our primary focus.
The site-dependent propagators for the FS lattice,
|I with ω + = ω + iη and η ≡ 0+. Since H has the TBM form eq. 2, it follows directly that
which generates the familiar locator-series expansion for the propagators. 59, 60 In particular, the local propagator
e. the local density of eigenvalues which overlap site I. These in turn are related to the total DoS -the Gaussian eq. 10 -by
The local propagator has been known since Anderson's original work 1 to be of particular importance in one-body localization; and that is also true in the MBL context, given the mapping to the effective TBM eq. 2. It is most effectively analyzed in terms of the Feenberg self-energy 59,60 S I (ω) = X I (ω) − i∆ I (ω), and in particular the renormalized perturbation series (RPS) for it; where S I (ω) is defined as usual by 59, 60 
(14) with g I (ω) = (ω + −E I ) −1 the (purely) site-diagonal propagator for the extreme MBL limit of T IJ = 0 (H t ≡ 0).
We return to this below but first, as above, simply rescale the energy according to eq. 11. This obviously requires rescaling the propagator asG I (ω) = µ E G I (ω), given from eq. 14 by
whereω + =ω + iη andη = η/µ E ; with the rescaled FS site-energy (cf. eq. 11)
and where the self-energy in consequence rescales as
The local propagatorG
such that the total DoS,D(ω) =
, is the standard normal form eq. 12. In contrast to the total DoS, the local DoS reflects the localized or extended character of states. If states of energyω are delocalized, G I (ω) has a branch cut andD I (ω) forms a continuum (the amplitudes |A nI | 2 are slowly varying functions of energy); withD I (ω) D (ω) for sufficiently weak disorder.
If by contrast states are localized, the localD I (ω) has a discrete point spectrum.
In the following we focus directly not on the local DoS, but on the Feenberg self-energyS I (ω); and in particular its imaginary part∆ I (ω), the behavior of which likewise discriminates between localized and extended states, and which has long been used in the context of one-body localization. [61] [62] [63] [64] [65] [66] [67] [68] For extended states,∆ I (ω) is non-vanishing with probability unity over an ensemble of disorder realizations; while for localized states∆ I (ω) is vanishingly small with probability one ('absence of transport'), specifically is proportional to the imaginary part of the energy (η → 0+), so that y =∆ I /η itself is finite. In this sense∆ I is a probabilistic order parameter, so one should study its distribution: for extended states the probability density F (∆ I ) over an ensemble of disorder realizations that any FS site has a particular∆ I , and for localized states the corresponding densityF (y) for y =∆ I /η, given byF (y) =ηF (ηy). It is these distributions we will consider in the following sections.
Before proceeding, we draw attention to two significant points. First, note that the disorder averaged ∆ I (ω) -which amounts to Fermi's golden rule in leading order (see below) -is as well known always non-zero, regardless of whether states are localized or extended (as too are the higher moments [∆ I (ω)] p , p ≥ 2). As such, ∆ I (ω) is not an order parameter for the MBL transition (although one anticipates it will be adequately 'typical' of F (∆ I ) sufficiently deep in a regime of extended states). This has immediate implications for the distributionF (y) of y =∆ I /η characteristic of the localized regime, because, sinceη ≡ 0+, all of its moments -other than p = 0 (normalization) -must in consequence diverge. The latter in turn suggests that the large-y asymptotic behavior of F (y) may be a power-law,F (y) ∼ y −ξ with the exponent in the range 1 < ξ < 2. This is indeed the case, as will be seen in subsequent sections.
Second, consider the averaged ∆ I (ω) itself. Fig. 1 shows numerical results for ∆ I (ω) vs disorder strength W/t, for the d = 1 case with a standard box site-energy distribution P ( ) = θ(
is the unit step function). We consider half-filling ν = 1/2 with interaction V /t = 2 (corresponding for the random XXZ model to S z tot = 0 with spin-isotropic Heisenberg exchange), and states at the band center (ω = 0). With these parameters, a range of previous exact diagonalization studies estimate the MBL transition to occur for W/t in the range ∼ 12−16 7, 8, 12, 28, 32 (for W and t as we have defined them), although a numerical linkedcluster expansion method 33 suggests these may underestimate somewhat the critical W/t. given in sec. VI). As seen clearly in fig. 1 , ∆ I (ω) converges rapidly as a function of system size N (being well converged in practice by N 12 for essentially all W/t save the lowest). By contrast, the inset to fig. 1 shows the corresponding behavior for ∆ I (ω) , which for any given W/t is seen to increase (∝ √ N ) with system size. The latter is expected, since ∆ I (ω) = µ E∆I (ω) (eq. 17) and µ E ∝ √ N (eqs. 9, 8, 5) . It is also readily understood physically, for ∆ I (ω) is given to leading order (in the Feenberg RPS) by the Fermi golden rule result
(withD(ω) the standard normal DoS eq. 12), and indeed remains finite as the thermodynamic limit N → ∞ is approached. As seen in fig. 1 (dashed line), the golden rule result eq. 19 captures rather well the evolution of ∆ I (ω) with disorder (and in fact becomes quantitatively accurate with increasing disorder). Although illustrated thus far only for the average ∆ I (ω) , the latter considerations underscore the importance of the energy rescaling eq. 11, and in particular the consequent rescaling (eq. 17) of the self-energy, ∆ I (ω) = ∆ I (ω)/µ E : it is∆ I (ω) which in the thermodynamic limit is non-vanishing and finite with probability unity in an extended regime. It is thus its probability distribution F (∆ I ) which must be considered, rather than that for ∆ I .
IV. A MEAN-FIELD APPROACH
Here and in sec. V we develop a self-consistent meanfield approach to MBL which, while undoubtedly simple, appears to capture at least some key features of the problem. The approach has its antecedents in a 'typical medium' theory introduced many years ago, 69, 70 in work on localization and vibrational energy flow in a manybody quantum state space, following a similar earlier approach to one-body localization.
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As mentioned above we consider the Feenberg selfenergyS I for the local FS propagatorG I , in particular the renormalized perturbation series (RPS) for it 59, 60 (which follows from analysis of eq. 13). With this, the self-energy is expressed as a function of the local propagators {G J }, such that determiningS I becomes a question of self-consistency (in a probabilistic sense). For the many-body system of interest the RPS has exactly the same structure as for a one-body TBM, because the Fockspace Hamiltonian eq. 2 is of TBM form. The RPS for S I (ω) is given 60 as a sum of all closed, self-avoiding hopping paths on the FS lattice which begin and end on FS site I, contain n ≥ 2 powers of the hopping t (with only even n possible since the FS lattice is bipartite 58 ), and where intermediate vertices corresponding to sites J = I contain the local propagator for that site. Specifically
with the second-order (n = 2) term shown explicitly, the sum being over the Z I Fock-space sites J which are connected to site I under the hopping t; and with +... referring to higher-order (n ≥ 4) RPS terms. With
We have dropped the higher-order RPS terms here, because in practice we consider the problem only at secondorder level. This is well known to be exact if the Fockspace lattice has the topology of a Bethe lattice, 60, 62 which it does not. Here we employ it as a natural leadingorder approximation, conjecturing that higher-order RPS contributions will produce only a quantitative modification of results arising at second-order level 74 (for which the numerical results of sec. VI, which do not make this approximation, provide support).
Granted this, we then analyze the problem simply and approximately in the spirit of a probabilistic mean-field theory, via the following strategy: (a) The self-energyS J in eq. 21 for sites J connected to I is first replaced by a typical value, denotedS t (ω) = X t (ω) − i∆ t (ω).
(b) With this, the distribution F (∆ I ) of∆ I is obtained. (c) Self-consistency is then imposed by requiring that a typical value of∆ I arising from this distribution coincides with the input∆ t (ω). In practice, 'typicality' is measured by the geometric mean, ln∆ t (ω) = ln∆ I (ω) (22) with the average ... = dω ...F (∆ I ) over the distribution F (∆ I ).∆ t (ω) acts in effect as an order parameter, being non-zero if states of energyω are extended; and vanishingly small in the MBL phase, with ∆ t (ω) ∝η → 0+. With this, equation 21 becomes
where for convenience we have subsumed ReS t (ω) = X t (ω) into the energy, by defining ω ≡ ω(ω) as
Now consider the Fock-space site-energy E J for any site J connected to I under hopping. Since the hopping is between NN real-space sites, E J differs from E I simply by the difference in site-energies of sites between which the fermion hops, and by the resultant change in the NN interaction contribution; e.g. for d = 1,
with i+1 the site-energy of the occupied real-space site in J (≡ |J ) to which a fermion hops under T IJ ≡ t, and i that for the NN real-space site occupied in I from whence it came [the occupation numbers n i+2 and n i−1 are the same for both I and J]. The E J are thus highly correlated with E I , and differ from it by an amount of O(W, V ), with W the disorder scale on which the realspace site-energies fluctuate. HenceẼ J = E J /µ E entering eq. 23 isẼ
since µ E ∝ √ N . The key point here is that the rescaled FS site-energiesẼ J entering eq. 23 forS I (ω) are the same as that for site I in the thermodynamic limit, i.e. are effectively resonant with it.
Eq. 23 thus reduces tõ
All terms in the sum in eq. 26a are the same, and their number is the coordination number Z I of site I. This has a mean of Z ∝ N (eq. 5) and a standard deviation µ Z ∝ √ N . Since µ 2 E ∝ N , only the mean Z is relevant in the thermodynamic limit, so we replace Z I ≡ Z in eq. 26b.∆ I (ω) = −ImS I (ω) then follows as
where Γ = Zt 2 /µ 2 E is thus defined and is finite as N → ∞, being given by (eqs. 5,8,9)
Eq. 27 will be used in the following section to determine the probability distribution of∆ I (ω). Before that it is however useful to have some insight into (a) the physical origin of the factor Z I t 2 /µ E in the basic expression eq. 26b forS I ; and (b) some key differences between the present problem and that arising in 1-body localization.
Physical digression
There are two distinct elements contributing to the factor of Z I t 2 /µ 2 E in eq. 26. First, an effective rescaling of the hopping, t → t/µ E . This is a general consequence of rescaling the energy as in eqs. 11,16, and hence the local propagator asG I = µ E G I (eq. 15). To see this directly defineG IJ = µ E G IJ generally, so the 'equation of motion' eq. 13 reads
Comparison to eq. 13 shows that the localG I in particular, and henceS I , are the same functions of t/µ E (and {(ω −Ẽ J )}) that G I and S I are of t (and {(ω − E J )}); or equivalently for the RPS itself, thatS I is the same function of t/µ E and the {G J } that S I is of t and the {G J }. This effective rescaling of t → t/µ E ∝ t/ √ N is analogous to that required in dynamical mean-field theory 75 to ensure that the limit of infinite spatial dimensions is well-defined.
To illustrate the physical origin of the coordination number factor in Z I t 2 /µ 2 E , consider a particularly simple limit: of 'one shell', where a given FS site I is coupled under the hopping H t to its Z I ∝ N neighbors {J}, themselves uncoupled from each other (eq. 26 above, obviously withS t = 0, in fact captures this limit exactly). This is formally equivalent to a non-interacting Anderson impurity 76 coupled to a 'conduction band' containing Z I ∝ N states (the 'impurity' being I, band states the {J}). In this case the hopping contribution H t is given by
showing that |I couples directly only to the fullysymmetric linear combination of states {|J }. The latter -denoted by |0 ∝ J |J and corresponding to the socalled 0-orbital in the Wilson chain representation of the Anderson model 76 -is given in normalized form by
In terms of it, H t (eq. 29) is thus
so that |I and |0 are coupled by an effective hopping of √ Z I t. 77 Combined with the t → t/µ E rescaling above, the effective hopping enteringS I (ω) is thus t eff = √ Z I t/µ E (the square of which naturally appears in the second-order RPS expression eq. 26b, or eq. 27); with t eff , and hence Γ = Zt 2 /µ 2 E (eq. 28), thus remaining finite as N → ∞.
It may also be helpful to contrast the situation arising above for MBL with that occurring for 1-body localization. In the latter case the counterpart of eq. 20 for the self-energy S i (ω) of real-space site i is
with the sum over the NN sites to i (of which there are, say, K c ). Since the site-energies { k } are independent random variables, the right hand side of this expression is a sum of K c independent random terms; in contrast e.g. to eq. 26a for MBL where, since the Z I terms in the sum coincide, there is only a single random term. In addition, the probability distribution for S i (ω) in this case is independent of the site energy of site i; while in the MBL case the distribution ofS I both depends on the Fock-space site-energyẼ I for that site and, at the level of eq. 26, is in fact entirely determined by it.
V. SELF-CONSISTENT DISTRIBUTIONS AND MBL TRANSITION
Using eq. 27 for∆ I , its distribution (for any given energyω) is obtained by integrating over the distribution P(Ẽ I ) ofẼ I = (E I − E)/µ E (eq. 16),
(31) From sec. II A, P(Ẽ I ) is a Gaussian with vanishing mean,
with λ = µ E /µ E independent of N and given (from eqs. 8,9,5) by
From now on in this section we focus explicitly on the band centerω = 0, eqs. 11,12 (equivalently ω = 0, eq. 24, sinceX t (ω = 0) vanishes by symmetry). With the form eq. 32 for P(Ẽ I ), eq. 31 is readily evaluated to give
for 0 ≤∆ I < Γ/(η +∆ t ) (and zero otherwise), where
is thus defined. Eq. 34 encompasses both the MBL and delocalized regimes. We now consider them separately.
A. MBL regime
In the MBL regime y =∆ I /η is finite, so one considers its distributionF (y) =ηF (ηy) (sec. III). Sinceη = 0+, eq. 34 then gives
(holding for all y ∈ (0, ∞)), where (eq. 35)
Eq. 37 is precisely a Lévy distribution, with a characteristic long tail ∝ y −3/2 , such that all moments of y diverge. For the reasons explained in sec. III, this is a physically natural form for the distribution of∆ I /η in the MBL phase. We will compare this behavior to results obtained by exact diagonalization in sec. VI (where none of the approximations entering the mean-field theory are made).
Next we impose self-consistency on the geometric mean (eq. 22). From the normalizedF (y) eq. 36, the average ln(∆ I /η) = ∞ 0 dyF (y) ln y follows,
with γ the Euler-Mascheroni constant. Imposing ln(∆ t /η) = ln(∆ I /η) (eq. 22) gives∆ t /η = 4e γκ , with κ given by eq. 37. Hence the self-consistency condition
with T (≥ 0) defined by
Note that Γ (eq. 28) and λ (eq. 33) are finite as N → ∞ (with Z and µ 2 E each ∝ N ), whence T remains bounded in the thermodynamic limit. Since∆ I /η is non-negative and finite with probability one throughout the MBL phase, eq. 39 shows that the phase is self-consistent only for T < 1. The transition to delocalization from the MBL phase thus occurs as
diverges with an exponent of unity ( fig. 2) .
The mean-field transition criterion T = 1 will be considered further below. Here we simply note that Γ (eq. 28), λ (eq. 33), and hence T , are invariant under ν ↔ (1 − ν). Filling fractions ν (= N e /N ) and (1 − ν) are thus equivalent; as required physically, and reflecting the invariance of H under a particle-hole transformation.
The self-consistentκ entering the Lévy distribution eq. 36 follows from eqs. 37,39,40 as
It sets the scale for the emergence of the ∼ y −3/2 tails characteristic of the distribution, which arise (eq. 36) for y κ, and get pushed to progressively larger y-values on approaching the transition T → 1−.
More importantly, note that the Lévy distribution for y =∆ I /η can be written in the one-parameter scaling formF
with c an arbitrary constant (independent of the physical parameters); and with f L (x) -the probability density of x = y/(cκ) -dependent solely on x. If e.g. c = 4e γ is chosen (with γ again Euler's constant), then since the geometric mean of eq. 36 is y t = 4e γκ , eq. 42 reads
with f L (x) the probability density of x ≡ y/y t . The central point here is that all Lévy distributions can be scaled onto each other, with f L (x) as such characteristic of the entire MBL phase. We return to this important point when considering numerical results in sec. VI.
B. Delocalized regime
In a delocalized regime∆ I (and hence∆ t ) is finite, and sinceη = 0+ eq. 34 for F (∆ I ) thus reduces to
with κ = Γ∆ t /(2λ 2 ). This is the product of a Lévy distribution (in∆ I itself), times a contribution that is integrably divergent as the upper limit∆ I = Γ/∆ t of the distribution is approached (that limit acting as a cutoff to the Lévy tail).
To determine ln∆ t = ln∆ I self-consistently it is more economical to work directly with eqs. 31,32 for F (∆ I ); from which (withη = 0 and ω = 0),
Hence (noting eqs. 38)
where the first term is recognized (eq. 40) as being ln(T∆ t ). The low-∆ t behavior of the integral in eq. 45 is
Eq. 45 thus yields the self-consistency condition for∆ t in the delocalized phase close to the transition,
Since∆ t ≥ 0 necessarily, this has a non-trivial solution only for T ≥ 1, given to leading order bỹ
The transition approached from the delocalized phase thus occurs (as it ought) at the same point T = 1 as the approach to it from the MBL phase; and∆ t vanishes as T → 1+ with the same exponent, s = 1, with which ∆ t /η diverges as the transition is approached from the MBL side (eq. 39). Throughout the delocalized phase more generally, the self-consistent∆ t is obtained numerically. One further limit is however readily extracted. As the width, λ, of the distribution ofẼ I (eq. 32) vanishes, F (∆ I ) → δ(∆ I − ∆ t ) tends to a δ-distribution. In this case eq. 44a gives ln∆ t = ln∆ I = ln(Γ/∆ t ), and hencẽ
(using eq. 28 for Γ). This is just the small λ limit of the Fermi golden rule behavior (see eq. 19). The behavior considered above and in sec. V A is exemplified in fig. 2 , showing the evolution of∆ t and∆ t /η (for the MBL phase) with disorder, W/t. Results are shown for the box site-energy distribution P ( ) = θ( 
Defining x = W/at and y = bV /at, the condition T < 1 for MBL states is y 2 > 1 − x 2 . The resultant phase boundary is shown in fig. 2 (inset) , and the following points should be noted. (1) A transition arises for all space dimension d, including for the non-interacting limit V = 0. The latter is of course wrong for d = 1, 2; but is as expected from a mean-field theory, which may handle adequately generic behavior above a lower critical dimension but not below it. (2) As seen from the V -dependence of the phase boundary in fig. 2 inset, increasing the interaction for given, sufficiently low disorder, eventually drives the system to an MBL phase, as one anticipates physically (interactions effectively self-generate disorder in the distribution of {E I } 79 ). This is indeed as found by exact diagonalization 26 (although a transition occurring at a finite-V /t as the disorder vanishes, rather than e.g. as V /t → ∞, is presumably an artifact of the theory). 
Mean-field F (∆ I ) vs∆ I (eq. 43) in the delocalized phase; for the same parameters as figs. 1,2 and shown for W/t = 3, 5, 7 (Wcrit/t 8.6). With increasing disorder, while remaining in the delocalized phase, a Lévy form for F (∆ I ) emerges (shown for the W/t = 7 case, dashed line). Discussion in text.
exact diagonalization studies for these parameters estimate the MBL transition to occur for W/t in the range ∼ 12−16; 7,8,12,28,32 so the mean-field estimate appears not wildly out of line.
Finally here, we comment briefly on the mean-field distribution F (∆ I ) in the delocalized phase. From eq. 43, this is the product of a Lévy distribution (in∆ I itself), times a factor that is integrably divergent as the upper limit∆ I = Γ/∆ t of the distribution is approached (and which in passing we add can be shown to generate F (∆ I ) → δ(∆ I −∆ t ) as λ → 0, mentioned above). Here we simply note from eq. 43 that the Lévy contribution itself (whose mode occurs at∆ I = 2κ/3) is 'well formed' in an obvious sense if∆ I κ = (Γ/2λ 2 )∆ t ∝∆ t , while the factor [1 −∆ I (∆ t /Γ)] −1/2 is unity for practical purposes provided∆ I Γ/∆ t ∝ 1/∆ t . On approaching the transition where∆ t → 0, one thus expects to see the emergence of Lévy behavior in F (∆ I ) over an increasingly wide range of∆ I ; as illustrated in fig. 3 , from which Lévy-like behavior is seen to emerge reasonably far into the delocalized phase. We return to this when considering exact diagonalization results in sec. VI B.
Energy dependence
While we have focused above on the center of the eigenvalue spectrum,ω = (ω − E)/µ E = 0, the analysis can naturally be extended toω = 0. We comment on it briefly. In this case the real partX t (ω) = ReS t (ω) no longer vanishes by symmetry, and is related to∆ t (ω) = −ImS t (ω) by the Hilbert transform πS t (ω) = ∞ −∞ dω ∆ t (ω )/(ω + −ω ); thus determining theω-dependence of ω =ω −X t (ω) (eq. 24), and hence of the general probability density eq. 31 for F (∆ I ) ≡ F (∆ I ;ω). Results arising mirror those obtained above forω = 0. In the MBL phase for example, the selfconsistent∆ t (ω)/η has the same form as 39, viz.
with T (ω) < 1 for the MBL phase to be self-consistent, and T (ω) = T (−ω). The transition for energyω thus occurs as T (ω) → 1−. This condition determines the mobility edges,ω ± = ±ω m , separating regions of localized and delocalized states. T (ω) is readily shown to be of form
with T (0) = 2e γ Γ/λ 2 the band center result (eq. 40), 32 Note that since the mobility edges open up continuously on decreasing disorder W below the critical value for band center delocalization, they thus occur at finite values
, as pointed out on general grounds in [58] .
VI. NUMERICAL RESULTS
Results obtained by exact diagonalization (ED) are now considered, for a d = 1 real-space lattice with siteenergy distribution P ( ) = θ( W 2 − | |). While other parameter regimes have been studied, here we consider explicitly half-filling (ν = 1/2) with interaction V /t = 2, and for states at the band centerω = 0.
80 ; for which the MBL transition occurs for W/t ∼ 12−16. 7, 8, 12, 28, 32 Since our main aim is to determine the probability distributions of the∆ I (or∆ I /η), and their evolution with disorder W/t, we first describe how these are calculated for finite-size systems. The self-energyS I (ω) -in its entirety (rather than e.g. at truncated RPS level) -is defined via the inverse of the local propagatorG I (ω), eq. 15; from which∆ I (ω) = −ImS I (ω) follows,
(whereη = η/µ E ). To obtain∆ I (ω), in principle one considers 63 first the thermodynamic limit N → ∞, followed by η → 0+. For any finite-size system, however -where the eigenfunction amplitudes A nI (eq. are obtained from ED -the thermodynamic limit obviously cannot be taken, whence in turn η cannot be set to zero from the outset. This just reflects the fact that any finite-size system, no matter how large, strictly speaking has a discrete eigenvalue spectrum. The smallest typical energy scale in that spectrum is however the eigenvalue spacing [N H D(ω)] −1 , and it is an η of this order that should be considered in finite-N calculations (which amounts simply to regularizing the δ-functions in e.g. D(ω) = N −1 H n δ(ω − E n ), replacing them by Lorentzians of halfwidth η). We thus take
−1 , and henceη = [N HD (ω)] −1 withD(ω) the standard normal DoS eq. 12, i.e.
such thatη ∝ 1/N H ∼ e −cN is exponentially small in the number of sites N . We have taken the √ 2π prefactor indicated in eq. 51 (but have naturally confirmed that results are insensitive to this choice).
With the procedure sketched, the distributions are determined by averaging over disorder realizations and FS sites; with F (∆ I ) the probability density, over an ensemble of disorder realizations, that any site has a particular value of∆ I . Calculations are for system sizes N = 10−16 (N H ∼ 250 − 13000), with 5000 disorder realizations typically sampled for all but the highest N = 16.
These distributions per se will be considered in the following sections. But first ( fig. 4) we give an overview of the resultant geometric mean∆ t of F (∆ I ), and its evolution with disorder W/t and system size N . As a relevant comparator, the inset to fig. 4 shows a measure often used to distinguish localized from delocalized states; 5, 7, 26, 32, 34, 44 viz. the ratio of consecutive eigenvalue spacings, r n = min(δ n , δ n−1 )/max(δ n , δ n−1 ) where δ n = E n+1 − E n (with E n the ordered eigenvalues). The mean ratio r vs W/t is shown, for states in the immediate vicinity of the band center and N = 12−16. For the Gaussian orthogonal ensemble (GOE) characteristic of extended states r GOE = 0.53.., while for Poissonian statistics appropriate to the MBL phase, r Pois = 0.38... In the extended regime sufficiently below the critical disorder, r increases with increasing N for given W/t (and for low enough disorder has effectively reached the GOE limit). In the MBL regime by contrast r shows the reverse trend, decreasing with increasing N towards the Poisson limit. In between is a continuous crossover, as expected for finite-size systems. The data are clearly consistent with the occurrence of the MBL transition (whose existence is not in doubt 39 ), though to gauge the critical W/t with some confidence requires larger system sizes coupled with a finite-size scaling analysis. This has been done 32 for system sizes up to an impressive N = 22, leading to an estimate of the critical W/t 14.9 (rather larger than naive inspection of the raw data might suggest).
The main part of fig. 4 shows corresponding results for the W/t-and N -dependence of the geometric meañ ∆ t = exp( ln∆ I ); together with those for the arithmetic mean ∆ I (= d∆ I∆I F (∆ I )) discussed in sec. III ( fig. 1 ). The same qualitative characteristics are seen for∆ t as for r above: for low enough disorder∆ t increases with increasing system size and ultimately tends to a finite limit (a geometric mean cannot exceed its arithmetic counterpart); while for larger W/t in the MBL phase the reverse behavior is seen, and it indeed appears likely that∆ t asymptotically vanishes with increasing N , as required for localized states. In between is once again an expected crossover behavior (which prevents us being credibly quantitative about the critical value of W/t). Overall, as for r, the data for∆ t are likewise consistent with the occurrence of the MBL transition. Its behavior is however in marked contrast to that for the arithmetic mean ∆ I which, as discussed in sec. III, is well converged in N even by N = 12; and, being non-zero in both the ergodic and MBL phases, does not discriminate between them.
We turn now to the numerically determined distributions of∆ I and∆ I /η, beginning with the MBL phase.
A. MBL regime as the leading large-y asymptotic behavior ofF (y) in the thermodynamic limit N → ∞, as arises from the mean-field approach of secs. IV,V. To investigate this we consider a one-parameter scaling ansatz of form
with f (x = y/α) independent of system size (such that all the N -dependence resides in α); and which scaling form also arises for a pure Lévy distribution (see eq. 42). With this ansatz the geometric mean y t follows as y t = αx t , where x t = exp(
is N -independent. α is thus proportional to y t ; and we choose α = y t , so f (x = y/α) is the distribution of x ≡ y/y t .
The resultant f (x) is shown in fig. 6 , again for W/t = 20. f (x) now has x −3/2 tails that are common for each N , and which encompass an increasingly large x-range with increasing N . The limiting distribution can be estimated by extrapolating the N = 16 data as an x −3/2 tail (and re-normalizing the distribution with the extrapolated tail in place). This is shown as the dashed line in fig. 6 . The range of validity of this distribution is not moreover confined to the power-law tail region, but extends down to x 10 −1 ; since for the system sizes shown in fig. 6 the f (x) distributions are quite well converged in N for x 10 −1 , which comprises the great majority (∼ 90%) of its weight. The dashed line shown is thus expected to capture the bulk of the limiting f (x) (although is not converged in N for x 10 −1 ). The example above refers specifically to W/t = 20, but the same analysis can obviously be performed for W/t throughout the MBL phase. Results arising are illustrated in fig. 7 , which in direct parallel to fig. 6 shows the f (x) determined for W/t = 24 and 28; and includes also (dashed line) the estimated limiting f (x) distribution obtained from the W/t = 20 results of fig. 6 . As evident from figs. 7,6, the f (x) for these different W/t are scarcely distinguishable (as we have confirmed holds over a wide range of W/t, down to W/t 16). In particular the limiting f (x) appears to be the same in all cases, attesting to its universality as a function characteristic of the entire MBL phase (as discussed in sec. V A, eq. 42, in regard to the pure Lévy distribution arising within the mean-field approach). This universality of f (x) means (see eq. 52) that the entire y =∆ I /η-dependence of the distributionF (y) is encoded solely in a single quantity -its geometric mean α = y t , which thus contains all system size and W/t dependence. We have naturally investigated this, and find the following qualitative behavior. For any given system size N , increasing disorder W/t and thus moving further into the MBL phase leads to a progressive decrease in y t . This is just as expected physically.
However on fixing W/t and progressively increasing the system size, α = y t does not appear to saturate (which the considerations of sec. V A imply it should); but grows progressively with N for the system sizes up to N = 16 that can realistically be studied [∆ t andη ∝ 1/N H each decrease with increasing N in the MBL phase, fig. 4 , but y t =∆ t /η itself increases over the accessible N -range]. The obvious question is why, and a plausible explanation would seem to be that the system sizes accessible in practice are not large enough to establish the convergence of y t . But it is clearly desirable to have at least some evidence for that. To this end we now consider the case of one-body localization (1BL), which in turn provides some further insight into the behavior of the MBL distributions shown in figs. 5-7.
1-body localization and back to MBL
It is natural to ask the same questions about 1BL (N e = 1, ν = 1/N ), for in that case one can easily consider much larger system sizes N than for MBL.
For d=1, where all states are localized for any disorder, we calculate the distributionF (y) of y = ∆ I /η (≡∆ I /η) in direct parallel to the procedure above for the MBL case. With
1/2 /N (:= µ E /N with µ E here simply defined), the ∆ I /η are obtained via eq. 50 for states in the immediate vicinity of the band center. The scaling form eq. 52 holds in this case (as detailed below), and the value of N for which the geometric mean α = y t in practice saturates can be determined. This is illustrated in fig. 8 , where the resultant N -dependence of y t is shown for three different W/t = 1, 4, 8 (as examples of 'weak', 'moderate' and 'strong' disorder). The results are striking. For W/t = 8 the geometric mean is converged only for N 500. On decreasing disorder the corresponding value increases further, to N 4000 for W/t = 4; while for W/t = 1, y t converges for N in excess of 10 4 . In particular, for what in this context are comparatively small N 100, the y t are sharply increasing with N for all three disorder strengths. The geometric mean y t (and hence the entire distributionF (y)) does then converge with increasing N , but the N -values for which this is reached in practice are far in excess of anything that can be handled in the MBL problem (N 20 or so); which seems consistent with the view that the system sizes that can be studied for MBL are not sufficient to reach the converged value of y t , especially for disorder strengths close to the transition.
The fullF (y) can in fact be obtained for the one-body d=1 problem. In this case the probability distribution of the local density of states (LDoS) is known exactly in the thermodynamic limit;
71 specifically the distribution W (ρ 1 ) of ρ 1 = ρ/ ρ , with ρ the LDoS (at the given energy) and ρ its disorder average. This is given 71 for arbitrary non-zero η (i.e. with Lorentzian broadening of width η for associated δ-functions in the LDoS, as employed in our numerics), and is an inverse Gaussian distribution.
82 ∆ I is proportional to the LDoS, ∆ I = cρ 1 (with the constant c readily shown to be of order t), so the distributionF (y) of y = ∆ I /η follows asF (y) = 
(specifically with ξ = 4τ c in weak disorder, and τ the mean free time 71 ). Since eq. 53 holds in the thermodynamic limit N → ∞, the limit of η → 0+ may be taken with impunity, to give the desired limiting result for the full distributionF (y). This is obviouslỹ
which is precisely a Lévy distribution again. Finite-N numerics indeed show clear recovery of this behavior. Fig. 9 (upper panel) showsF (y) vs y for a wide range of system sizes from N = 20 to 5000 (cf. fig. 5 for the corresponding MBL distributions), with the Lévy distribution very well captured by N ≈ 5000 across essentially the full six-decade y-range shown (save for the very lowest, which amounts to a negligible fraction of the distribution). As seen from the figure, the tails of the finite-N distributions depart from Lévy form (∝ y −3/2 ) for y ∼ O(N ) (i.e. ∆ I = ηy ∼ O(1)), in direct parallel to the MBL numerics (fig. 5) ; beyond which the Lévy tails are exponentially damped. The latter Ndependent crossover should be captured by the inverse Gaussian form eq. 53, since it pertains to finite-η. That it clearly does is shown in the lower panel of fig. 9 ; with the value of y at which the crossover begins moving to progressively larger values with increasing N , such that the Lévy distribution is recovered in the thermodynamic limit.
With the above in mind, it is natural to ask whether the finite-N MBL numerics are similarly captured by the form eq. 53. This indeed appears to be the case, as shown in fig. 10 where the results of fig. 5 are again fit to an inverse Gaussian distribution (and which, though shown here for W/t = 20, is found to be representative of the MBL phase). While comparison to eq. 53 is at first sight a two-parameter fit (in ξ, and c or equivalentlyc = c/µ E ), note that if eq. 53 captures the data then the value of c is in practice known, because the mean value of y = ∆ I /η =∆ I /η for the inverse Gaussian eq. 53 is y = c/η =c/η, whencec = ∆ I . As shown in sec. III ( fig.  1 ), the arithmetic mean ∆ I is well described by the Fermi golden rule result eq. 19 in the MBL regime; from which (together with eqs. 5,9 for Z, µ E )
for the band centerω = 0. In the results shown in fig.  10 we have used this N -independentc (adding that it is found to be equally satisfactory for W/t 16).
Despite the inevitably restricted range of N available, fig. 10 shows that the same essential characteristics are seen in the MBL data as for the 1BL case; giving further support to the result arising from the mean-field approach of secs. IV,V that the limitingF (y) in the MBL phase is a Lévy distribution, at least for the bulk ofF (y) (the natural caveat again being the lowest y-values, convergence of which we believe lies well beyond the accessible N -range).
B. Delocalized regime
In an extended regime it is as we have emphasized ∆ I = ∆ I /µ E (with µ E ∝ √ N ) which is perforce nonzero and finite in the thermodynamic limit, rather than ∆ I itself. For the mean values ∆ I and ∆ I , fig. 1 shows the former to be well converged with system size for the modest N 's amenable to calculation; so in consequence ∆ I increases ∝ √ N ( fig. 1 inset) for given W/t. An arithmetic mean is of course merely one reflection of a distribution. The evolution with system size and disorder of the geometric mean,∆ t , of∆ I has been considered in fig.  4 ; as found there, it is not yet converged within the available N -range even in the extended regime. This behavior is naturally reflected in the full distribution F (∆ I ), as illustrated in fig. 11 for W/t = 1, well inside the extended phase. F (∆ I ) appears quite well converged in N for∆ I 1, but some N -dependence clearly remains for lower values of∆ I (the distribution of ∆ I by contrast shows clear N -dependence for all ∆ I , fig. 11 inset, and as discussed above cannot converge as N → ∞).
F (∆ I ) sufficiently deep in the extended phase is in fact found to be of log-normal (LN) form,
(with σ 2 the variance of ln∆ I ). This is illustated in fig.  12 where comparison of the numerical F (∆ I ) to eq. 56 is shown for W/t = 1, 2, 4 (with N = 16), the data being well captured by the LN distribution for essentially all ∆ I (including deep in the tails).
Further, given eq. 56 and defining x = [ln(∆ I /∆ t )]/σ, its probability density F(x) should then be of standard normal form
. That the numerics indeed converge to this form with increasing system size N (and do so rapidly) is shown in the inset to fig. 12 for W/t = 2. Data for W/t = 1 likewise scale cleanly onto this common form, although by W/t = 4 slight departures from it arise, reflecting the further evolution of the distribution with increasing disorder in the extended phase (see below). The occurrence of an F (∆ I ) of LN form for weak disorder seems physically intuitive; and although our simple mean-field approach yields a different form (eq. 43), the latter does capture qualitatively the long-tailed character of F (∆ I ), with a mode which diminishes with increasing disorder.
Consider now the evolution of F (∆ I ) with further increasing disorder towards W/t = 12 (the transition occurring between W/t ∼ 12−16, 7, 8, 12, 28, 32 probably closer to the upper part of it 32 ). Fig. 13 shows the numerical F (∆ I ) for W/t = 8, 10, 12, 14. The distributions remain unimodal and long-tailed, and with increasing disorder naturally become increasingly strongly peaked at progressively lower∆ I . The inset shows the same results on a log-scale, with emphasis as such on the behavior of the tails in F (∆ I ). From this, an intermediate regime of Lévy-like power-law behavior ∝∆ −3/2 I (dotted line) is seen to emerge with increasing disorder on approaching the transition from the extended side (as arises in the mean-field approach, sec. V B); the range of which grows in extent with increasing disorder, before ultimately crossing over to a slower decay.
To pursue this further, fig. 14 shows F (∆ I ) for W/t = 12, on a log-scale in the main figure. The natural distribution to compare to the numerics is an inverse Gaussian for F (∆ I ) itself, i.e. , before becoming exponentially damped. The inverse Gaussian is compared to numerical results in fig. 14 and seen in particular to capture well the tails of the distribution, including the departure from the clearly visible power-law tail of the corresponding pure Lévy distribution (eq. 57 withc → ∞), also shown (dotted line). While the tail of F (∆ I ) appears to be described by inverse Gaussian/Lévy, the bulk of the distribution resides at lower values of∆ I , as shown in the inset to fig. 14 on a linear scale; and which, as seen, is rather well captured by a LN distribution (blue line). The latter seems natural given the clear dominance of the LN form for lower disorder values (fig. 12) ; although in the tail region of F (∆ I ) the LN distribution decays more rapidly than inverse Gaussian/Lévy, such that the overall∆ Idependence of the distribution thus appears to involve a crossover between LN and inverse Gaussian/Lévy behaviors.
VII. CONCLUDING REMARKS
In this paper we have considered many-body localization in the widely studied model of spinless fermions, 5 on a lattice of N ≡ L d real-space sites. Here the problem has been studied directly from the perspective of the underlying Fock-space lattice of many-body states; with FS sites coupled by single-fermion hoppings, such that a typical coordination number for a FS site is extensive in N . Such a perspective requires explanation of how an incipient divergence in the FS coordination number is effectively mitigated, such that an MBL phase even exists in the thermodynamic limit N → ∞. Central to that end, innocuous though it may seem at first sight, has been the rescaling of energy in terms of the standard deviation of the eigenvalue spectrum µ E ∝ √ N . Exploiting the mapping to a tight-binding model in FS, we have focused specifically on local 1 FS propagators, via their associated (Feenberg) self-energies. The imaginary part∆ I of the rescaled self-energy is of primary importance, being finite in the former case with probability unity over an ensemble of disorder realizations, and vanishingly small for an MBL phase. We have thus focused on appropriate probability distributions for it; noting in particular that the geometric mean of the distribution can act as a suitable order parameter for the transition to the MBL phase.
A self-consistent, probabilistic mean-field approach was first developed. Despite its simplicity and natural limitations, this offers physical insight and yields quite a rich description of the problem; including recovery of a stable MBL phase and an MBL transition in the thermodynamic limit, and the notable prediction that the appropriate self-energy distribution throughout the MBL phase should be characterized 'universally' by a longtailed Lévy distribution. Informed by the mean-field picture, but free from its assumptions, detailed numerical results from exact diagonalization in 1d have also been presented. As shown, these provide further detailed information about the underlying probability distributions in both phases, as well as broad support for the substantive predictions arising at mean-field level. 73 Strictly speaking theG J in eq. 21 are propagators for sites J with site I removed from the problem; but the difference is readily shown to lead to O(1/µ 2 E ) ∝ 1/N corrections tõ S I , which are irrelevant in the thermodynamic limit. 74 With Nn denoting the number of terms contributing in n th -order to the RPS, arguments can be given to show that higher-order contributions toS I do not dominate if Nn/µ n E remains finite as N → ∞, and that this condition is satisfied at least for finite n. 75 A. Georges, G. Kotliar, W. Krauth, and M. J. Rosenberg,
