Abstract Spontaneous imbibition of fracturing fluid into shale matrix is one of the primary reasons for the low flowback rate in shale gas wells after the hydraulic fracturing. This leads to concerns of impacts on both environment and shale gas production. A direct pore-scale simulation is crucial to gain a deep understanding of spontaneous imbibition behavior and its impacts. The porous structures in the shale matrix are characterized by not only a geometrical complexity but also a mixed wettability, which bring great challenges to simulation methods. An improved pseudo-potential lattice Boltzmann method is proposed to simulate the spontaneous imbibition behavior in a reproduced threedimensional porous structure of shale. The results show that the nanoscale hydrophilic pores provide the driving force and a storage place for the residual treatment fluid. The pore size and wettability heterogeneity lead to the nonuniform menisci propagation and fracturing fluid distribution in the model. Specifically, the fracturing fluid imbibed quicker in the larger pores at the early stage and gradually migrated into the smaller pores during the process. With a limited volume of the fracturing fluid, a portion of the larger pores was finally reopened. The analysis of saturation and apparent gas permeability data during the spontaneous imbibition process showed a great recovery of the model permeability along with the reopened pores. These results provide direct evidence of the residual fracturing fluid migration pattern in the shale reservoir and its influence on shale gas production.
Introduction
Hydraulic fracturing has been widely used for economically recovering the natural gas in extremely low permeability shale layers. During the process, a large amount of water-based fracturing fluids (typically approximately 20,000 m 3 per well) is injected to stimulate the reservoir in order to create extra transport channels for the trapped gas to flow out. Once completed, the fluids are allowed to flowback up to the ground for several days. However, usually less than half of them can be recovered (Roychaudhuri et al., 2013; Singh, 2016) . This has raised two main concerns: (1) where does the water migrate (Engelder et al., 2014; O'Malley et al., 2016) and will it contaminate the shallow drinking water (Birdsell et al., 2015) ? (2) How does the remaining fracturing fluid in the reservoir impacts the shale gas production rates (Bertoncello et al., 2014; Yan et al., 2015) ?
The first question causes great environmental and geological concerns, as the migration of the fracturing fluids may contaminate the underground water and trigger nearby faults to slip. Even now, there are still great debates about whether the detrimental fracturing fluid migrates beyond the shale layer through the natural permeable ways and causes further environmental issues (Engelder, 2012; Warner et al., 2012) . Warner et al. (2012) argued that the fracturing fluid possibly migrates upward through the natural connectivity between the shale reservoir and the shallow water aquifers. However, as claimed by Engelder et al. (2014) , the shale reservoir should be tight enough to sequestrate the over pressured gas on a geological time scale. Moreover, the water saturation in the deep underground shale lays is usually much smaller than the irreducible water saturation, which provides a great potential to host the fracturing fluid. It was inferred that the main mechanisms responsible for the fracturing fluids spontaneously penetrated into the formation include capillary forces (Xu & Dehghanpour, 2014) , osmotic forces (Zhou et al., 2016) , absorption, and clay hydration (Dehghanpour et al., 2012; Singh, 2016) . Since the nanoscale pores dominated in the shale, the induced high capillary force was considered to be the primary factor for the fracturing fluid spontaneously imbibing into the formation (Yang et al., 2017) .
For the second one, a great debate also appeared about whether the low flowback rate is good or bad for the shale gas production. The previous work on tight gas sandstone has demonstrated that the low flowback rate would significantly reduce the gas production rate due to the decrease of the relative gas permeability in the presence of water (Shanley et al., 2004; Shaoul et al., 2011) . In agreement with this concept, the low flowback rate was assumed to decrease the production of the shale gas. For example, Chakraborty et al. (2017) showed a reduction of 90-99% of the shale core permeability due to the water imbibition and argued that this could be detrimental to the long-term shale gas production. However, in situ observations (Ghanbari & Dehghanpour, 2016; Wang et al., 2012) have shown that a shale gas well with a very low flowback rate could also have an economic production. Moreover, a shut-in period before the gas production is designed in many recent shale gas well exploitations for a higher initial production rate (Bertoncello et al., 2014) . This shut-in period further facilitates the imbibition of fracturing fluid into the formation, which results in an even lower flowback rate. Several studies have been conducted to provide a plausible explanation for the low flowback rate and the high initial gas production. For instance, Abbasi et al. (2014) investigated the flowback behavior of several low permeability gas and oil wells and pointed out that the gas breakthrough is much quicker in a shale gas well than that in a tight sandstone gas wells. , Liu, Ranjith, et al. (2016) , and Roshan et al. (2015) postulated that the lamination feature of shale and imbibition induced microfractures facilitate the shale gas production. Furthermore, based on the simulation results, Ghanbari et al. (2013) argued that a low flowback rate is an indication of more contact areas of the fluid with the shale matrix, or in other words, an indication of a good fracturing degree. Several studies (Cheng, 2012; Dehghanpour et al., 2013; Fakcharoenphol et al., 2013) argued that the fracturing fluid in the fractures transferred into the shale matrix during the shut-in period and thus allowed for the shale gas to flow at higher rates from the fractures.
A detailed investigation of the spontaneous imbibition behavior of the fracturing fluid in the shale matrix and its control mechanisms are crucial for answering the above questions. Several theoretical and experimental works have been performed to gain a deeper understanding of the spontaneous imbibition in a shale reservoir and its influence on the gas production. The classical Lucas-Washburn (LW) equation (Lucas, 1918; Washburn, 1921) states that the spontaneous imbibition length is proportional to ffiffi t p . This relationship has been safely extended to the homogeneous porous structures (Gruener & Huber, 2011) . However, whether the relationship still applies for shale, whose porous structure shows not only geometrical complexity but also a mixed wettability, needs further investigation. Roychaudhuri et al. (2013) observed a transition imbibition behavior from the square root of time to a lower rate and argued that this was caused by the multiporosity nature of the shale samples. Cai and Yu (2011) considered the porous structure in rock as a bundle of tortuous capillaries and claimed that the fractal characteristic of these capillaries was responsible for the deviation from the LW equation. Hu et al. (2015) claimed that the low pore connectivity in shale is responsible for the significant deviation of the imbibition time exponent from 0.5. In contrast, and Liu, Ranjith, et al. (2016) claimed that the strong solid-liquid interaction in the shale actually led to the lower imbibition time exponent. Several other mechanisms, such as the water absorption, clay hydration, osmotic effects, and induced microfractures during the imbibition, were blamed for the deviation of the classical imbibition time exponent Roshan et al., 2015; Zhou et al., 2016) . However, by only focusing on the capillary force induced imbibition, certain difficulties exist in the analysis. For example, Ghanbari and Dehghanpour (2015) argued that the macroscopic contact angle obtained by traditional test method cannot fully explain the wettability property of a shale due to its heterogeneous mineral composition and pore connectivity. Xu and Dehghanpour (2014) inferred that the water wet pores have a higher connectivity than the oil wet organic pores. The spontaneous imbibition behavior in the shale cannot be fully understood without the detailed pore connectivity and wettability information (Gao & Hu, 2016b; Lan et al., 2015; Xu & Dehghanpour, 2014; Yang et al., 2017) . As discussed, direct investigations with a focus on the pore scale phenomena would be important for a variety of fundamental purposes.
The recently developed imaging method and image-based fluid transport modeling in the microscale and mesoscale become valuable and necessary tools to understand the effective macroscopic rock properties, especially for those highly influenced by the pore geometry and wettability. The fast development of imaging methods, such as the nanoscale computer tomography (nano-CT) and the focused ion beam scanning electron microscope, greatly facilitate the observation of the three-dimensional nanoscale porous structure in shale (Arshadi et al., 2017; Desbois et al., 2011; Ju, Gong, et al., 2017; Kelly et al., 2016; Wildenschild & Sheppard, 2013; Ye et al., 2017; Zolfaghari et al., 2017) . For example, Chalmers et al. (2012) investigated the pore size distribution and pore geometry of several main shale reservoirs in the United States by porosimetry and SEM imaging. Based on the SEM images, Loucks et al. (2012) classified the pores in the shale into interparticle pores, intraparticle pores, organic-matter pores, and fractures, which all have a different connectivity. The nano-CT was employed to investigate the pore distribution and related imbibition process in a nondestructive way (Akbarabadi & Piri, 2014; Chakraborty et al., 2017) . Andrew et al. (2014) investigated the contact angle at the pore scale through micro-CT imaging. Moreover, several attempts were carried out to investigate the multiscale pores in shale by integrating different methods (Clarkson et al., 2016; Curtis et al., 2010; Houben et al., 2013; Nia et al., 2016) . Compared with the success in obtaining the pore morphology, the direct investigation of the dynamic fluid flow behavior by experimental methods, such as the spontaneous imbibition in these porous structures, encountered great challenges, especially for shales.
Alternatively, numerical methods provide an economical and effective way to unveil the flow dynamics in the complex porous structures in shale. Two distinct modeling methods, namely, direct modeling (Chen & Gary, 1998) and pore network modeling (Piri & Blunt, 2005; Zolfaghari & Piri, 2017a , 2017b , are widely used to study the multiphase flow in porous media (Blunt et al., 2013) . This work aims at directly investigating the spontaneous imbibition behavior in the complex porous structure in a shale through a simulation method. Among various kinds of direct simulation methods, the lattice Boltzmann method (LBM) shows its versatility in modeling problems that involve complicated boundary conditions and multiphase interfaces (Aidun & Clausen, 2010; Chen & Gary, 1998) . There are four basic LBMs, namely, the color-fluid model, the pseudopotential model (or SC-LBM), the free-energy model, and the mean-field theory model (Aidun & Clausen, 2010) . Among these methods, the SC-LBM has been widely applied to investigate the multiphase flows due to its conceptual simplicity and computational efficiency . It represents the interaction forces between the different fluid phases by using a local density dependent pseudopotential (Shan & Chen, 1993 , 1994 . The separation of the two phases happens automatically and introduces a surface tension automatically when the interaction forces are strong, that is, the negative strength factor is below a critical value in the system. In addition, the different contact angles can be implemented by properly including the adhesive force between the fluid nodes and solid nodes. The accurate introduction of the surface tension and contact angle in the model permits the simulation of capillary phenomena, such as spontaneous imbibition. While simulating the spontaneous imbibition by SC-LBM achieved great success in simple geometries, such as regularly shaped tubes and channels (Raiskinmäki et al., 2002; Son et al., 2016) , the simulation involved complex geometries and mixed wettability results in practical difficulties, such as the unphysical fluid density accumulation near the hydrophilic corner and a stability issue related to the mixed wettability (De Maio et al., 2011; Zheng et al., 2018) . The imbibition in the complex geometries involves intricate interface propagations such as the interface break-up and coalescence. The mixed wettability further complicates the imbibition process. These facts bring forth significant numerical challenges.
In this work, an improved SC-LBM is presented to simulate the complex spontaneous imbibition behavior in a reproduced three-dimensional porous structure of a shale. The migration of the fracturing fluid and its impact on the shale permeability are analyzed. The organization of the paper is as follows. In section 2, the basic algorithm and improvement of the SC-LBM are presented. Section 3 shows the simulation results of the spontaneous imbibition in a reproduced three-dimensional shale porous structure. Some useful discussions are presented in section 4. We make concluding remarks in section 5.
Materials and Methods

Model Description
An improved single-component two-phase SC-LBM in three dimensions was employed in this work. The improved model modified the interaction force between the fluid nodes and solid nodes and has a better control of the fluid density accumulation near the solid nodes. The model inherited the advantages of the original SC-LBM, such as an automatic phase separation, a relatively high-density ratio between the two phases, conceptual simplicity, and computational efficiency.
The LBM is a mesoscopic method, which describes the fluid motion by a set of particle distribution functions. The evolution of these particle distribution functions with the single relaxation collision operator is given by
where f α (x, t) is the density distribution function in the αth direction, τ is the relaxation time which is related to the macroscopic kinetic viscosity of the fluid as υ ¼
In this work, τ was set equal to 1 for the calculation stability. The lattice speed c is defined as the lattice spacing Δx divided by the time step Δt. The D3Q19 model (Huang et al., 2015) is employed with e α representing the 19 directional velocities. The equilibrium density distribution function f eq α x; t ð Þ is calculated as
For the D3Q19 model, w α = 1/3 (α = 0), w α = 1/18 (α = 1-6), w α = 1/36 (α = 7-18). ρ is the macroscopic fluid density which is calculated by ρ = ∑ α f α . The SC-LBM is based on the idea of representing the intermolecular interactions at the mesoscopic scale via a density dependent nearest-neighbor pseudopotential (Chen & Gary, 1998 ). In the model, the macroscopic velocity, which is represented by u eq , is calculated by the so-called velocity shift method:
where F is the interaction force which includes the fluid-fluid interaction force (i.e., the cohesive force or internal force, F int ) and the fluid-solid interaction force (i.e., the adhesive force, F ads ). F int is usually calculated with the following form of the pseudopotential:
where ψ is the pseudopotential function. In this work, ψ(ρ) = 1 À e Àρ is employed. The separation of the liquid phase (ρ l ) and gas phase (ρ g ) is permitted when the interaction strength factor G < À 4 for the above pseudopotential function (Shan & Chen, 1993) . Throughout this work, G is set equal to À7 to avoid the gas phase condensation in front of the interface, which leads to a faster interface proceeding (Diotallevi et al., 2009) . Under these settings, the coexist density of ρ l and ρ g are 3.27 and 0.04, respectively. This group of parameters are employed in the rest of the paper.
Moreover, the surface tension (σ) under the above settings is obtained through a series simulation of a liquid droplet surrounded by gas phase in a fully periodic domain without gravity. In each simulation, a spherical liquid droplet with a radius chosen from 25, 27, 29, 31, 33, and 35 lattices, respectively, is initialized in a periodic domain of N x × N y × N z = 101 × 101 × 101 lattice unit. Then, the system is evolved into an equilibrium state. The reciprocal of the final droplet radius (r) and the half pressure difference (ΔP/2) inside and outside the droplet are recorded. These data almost fall into a straight line, as shown in Figure 1 . This finding agreed well with the Laplace law in the three dimensions, which states that ΔP/2 = σ/r. With a linear fit, the σ in the system equals to 0.22871 in lattice unit.
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A modified form of F ads is employed to better control the fluid density accumulation near the hydrophilic walls (Zheng et al., 2018) :
where S(x + e α Δt, t) is an index function, which equals to 1 for the solid nodes and 0 for the fluid nodes. The fictitious density of a wall node, that is, βρ f , is determined by the averaging of the fluid density (ρ f ) in its 26 neighboring nodes and a strength factor β. In the calculation, β is equal to 1 when ρ f < 2ρ g and equal to the setting value when ρ f ≥2ρ g . This newly proposed calculation of F ads inhibits the high interaction force between the solid nodes and the gas nodes and permits a better accuracy in the simulations with the solid nodes involved.
Determination of the Contact Angle on a Rough Surface
The different wetting conditions of the walls can be easily implemented by equation (5) with different values of β. It is similar to other schemes which set the fictitious wall density as a constant (Benzi et al., 2006; Fan et al., 2001; Huang et al., 2007) . However, implementing the F ads by equation (5) eliminates the unphysical gas density condensation near the wall as introduced before. In most of the previous SC-LBM simulations, the wettability of a wall was determined by measuring the contact angle of a liquid droplet on a flat surface (Benzi et al., 2006; Huang et al., 2007) or a liquid plug in a straight channel under certain settings. However, the real porous structure is composed of rough surfaces. As claimed by Wenzel (1936) , the measured contact angle on a rough surface is different from that on a flat surface.
Here the influence of the wall roughness in the simulation was further analyzed with comparisons between the contact angles measured on a flat surface and a rough surface. The static contact angles of a liquid plug in a straight flat channel were first calculated by incorporating the proposed fluid-solid interaction with different values of β. In each simulation, a 40-lattice-long liquid plug was initialized in the middle of a channel with a size of N x × N y × N z = 100 × 1 × 42 lattices. Other nodes in the channel were initialized as gas phase. A bounce-back boundary condition was employed for the top and bottom wall surfaces, and a periodic boundary condition was employed for other boundaries. The system was then evolved to an equilibrium state. The contact angle of each simulation was calculated based on the profile of the liquid plug. As shown in Figure 2 , a wide range of static contact angles on the flat surface was obtained with different values of β.
Similarly, the static contact angles of a liquid droplet on a rough surface were calculated with different values of β. The calculation domain has a size of N x × N y × N z = 100 × 1 × 100 lattices. It was divided by a diagonal line with the solid nodes in the left bottom half and the fluid nodes in the right top half. The wall thus has a standard stair-shaped surface. Similarly, the bounce-back boundary condition was employed for the wall nodes, and the periodic boundary condition was employed for the other boundaries. According to the definition given by Wenzel (1936) , that is, the actual surface area divided by the geometric surface area, this surface has a roughness of ffiffi ffi 2 p . In each simulation, a semisphere liquid droplet with a radius of 14 lattices was initialized in the middle of the surface with the other liquid nodes occupied by the gas phase. The system was then evolved to an equilibrium state. Again, the contact angle of each simulation was calculated based on the equilibrium profile of the droplet. As shown in Figure 3 , a wide range of static contact angles on the rough surface was obtained with different values of β. However, it should be noted that the contact angle obtained with the same value of β is different on the flat surface and the stair-shaped surface. For example, when β equals 2.2, the contact angles measured on the flat surface and the rough surface are 47.15°and 6.03°, respectively. This approximately obeys Wenzel's statement on a hydrophilic rough surface as cos 6:03°À Á ≈ ffiffi ffi 2 p cos 47:15°À Á . The correspondence between β and the contact angle measured on a rough surface was used in the spontaneous imbibition simulation in the porous structures, which were composed of complex pore surfaces. The spontaneous imbibition process in a Y-shaped junction was simulated and compared with the experimental results (Sadjadi et al., 2015) to validate the accuracy of the proposed method. As shown in Figure 4a (image courtesy of Sadjadi et al., 2015) , the Y-shaped junction was composed of a feeding channel with a length l o and a width w f , a wide branch with a width w w and a narrow branch with a width w n . The channel has a constant height δ = 95μm and l o = 1,400μm, w f = 53μm, w n = 44μm, and w w = 122μm, which corresponds to the model B1 in the work of Sadjadi et al. (2015) . A simplified model was employed in the simulation for the calculation efficiency, as illustrated in Figure 4b . The A-A cross-section geometry is shown right next to the model. The size of the simplified model was labeled in the figure with one lattice length representing 10 μm. The β was set equal to 5.7 to simulate a completely wetting wall surface. The bounce-back boundary condition was employed for the wall surfaces, and a periodic boundary condition was employed for the rest of the boundaries, as illustrated in Figure 4b . The lattice units were implemented in the calculation for simplicity. A detailed conversion to the physical units based on the Buckingham π theorem is given in Appendix A.
The meniscus split into two when it touched the branching point. At this time, the capillary pressure (negative value) provided by the meniscus was replaced by two abruptly decreasing capillary pressures, both of which were smaller than the capillary pressure before the meniscus split occurred. Meanwhile, the resistance force, which is still dominantly induced by the inlet channel, should be almost the same. The force equilibrium was broken in the system. As a result, an arrest time range can be observed for the meniscus in the wide channel, while the meniscus in the narrow channel showed a quick propagation just after the meniscus split. A detailed theoretical analysis of this phenomenon can be found in Sadjadi et al. (2015) . The comparisons of the simulation and the experimental results are presented in Figure 5 . As shown in Figure 5a , the simulated meniscus proceedings generally agreed well with the experimental results in the feeding channel and the two branches. A little discrepancy between the simulations and the experimental results can be observed when the meniscus split happens due to the simplified geometry. Figure 5b shows the menisci velocities in the two branches. As shown, the simulation results agreed well with the experiments. The general consistence between the simulation and the experiment validates that the proposed method can be safely employed to investigate the spontaneous imbibition behavior in the three-dimensional porous structures.
Results
The spontaneous imbibition behavior in a reproduced shale porous structure was simulated by the proposed method. The saturation data during the imbibition process were recorded. Moreover, the relative gas 
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Reproduction of the Porous Structure Model of the Shale
Based on the previous classification of the porous structure in the shale , a simple reconstruction procedure was employed to reproduce the porous structure model. Specifically, the threedimensional digital shale porous structure was generated in three steps, which comprised the generation of intergranular pores, organic pores, and microfractures. The generated model has a size of 80 × 160 × 160 voxels and comprises black and white voxels representing the pore space and the rock matrix, respectively.
A random sphere packing method (Ju, Huang, et al., 2017; Zheng et al., 2017) was used to generate the intergranular pores in the first step. Initially, the model was completely composed of black voxels. Then, white spheres, which represent the rock matrix, with a radius from 2 to 4 voxels were randomly inserted into the model until the porosity decreased to 30%. In this process, the white spheres were allowed to overlap with 
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A similar procedure was used to generate the organic pores in the second step. Black spheres, which represent the organic pores, with a radius from 3 to 5 voxels were randomly cast into the model generated in the first step. This was inspired by the observations that pores in the organic matters developed during the hydrocarbon thermal maturation usually show a nearly spherical shape. In the process, 400 organic pores were randomly cast into the model, which accounted for a porosity of 4.53%. Additionally, the organic pores are generally hydrophobic in contrast to the intergranular pores and microfractures. In particular, the pore surface position of these organic pores was recorded.
In the third step, a microfracture was cast into the model. The microcrack was defined by a random point P(x0, y0, z0) in the model, a random vector B(a, b, c) and its aperture H. The value of a, b, and c were random integers from [À80, 80] , [À160, 160] , and [À160, 160], respectively. The value of H was random integers from 8 to 12. In the process, the voxels with a coordinator of (x, y, z) in the model, which met the criterion as defined by the following equation, were chosen as the microfracture voxels and set to black: 
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The total porosity of the model is 36.61%. The three-dimensional appearance of the generated pore structure is shown in Figure 6 with the organic pore surface marked in yellow. It should be noted that the model generated here was at the nanoscale and with three types of pores compacted in. The spontaneous imbibition behavior in the model was simulated by the proposed method. However, a much larger scale, usually several kilometers, is involved in a real hydraulic fracturing shale gas well. A multiscale analysis would be helpful for bridging the gap between the nanoscale simulation and the real engineering applications. Nevertheless, further discussion of this kind of analysis is beyond the scope of this work.
Spontaneous Imbibition in the Complex Shale Porous Structure
The spontaneous imbibition behavior in the reproduced shale porous structure was simulated by the proposed SC-LBM in the lattice units. The three-dimensional liquid imbibition process and the density distribution in the slices of Y = 10, 80, and 150 are shown in Figure 7 . As illustrated in the upper row of Figure 7a , initially, a 15-lattice-long liquid plug was put in the left of the model with a 5-lattices intersection. The β value on the organic pore surface nodes (i.e., these yellow nodes in Figure 6 ) was set equal to 0.4 to simulate a hydrophobic surface (θ = 138.96°). In contrast, the β value on the other pore surface nodes was set equal to 2.2 to simulate a hydrophilic surface (θ = 6.06°). Similar to the benchmark case, the bounce-back boundary condition was employed for the pore surfaces, and a periodic boundary condition was employed for the rest of the model boundaries. The parameters used in the spontaneous imbibition simulation are listed in Table 1 . Under the drive of the capillary forces provided by the hydrophilic pore surface, the liquid plug was gradually imbibed into the pore space of the model.
As shown, the liquid plug imbibed quicker in the larger fracture and slower in the smaller intergranular pores at the early stage. This is consistent with the LW equation, that is, x 2 ∝ Dσ cos θ ð Þ μ t, where D is the characteristic pore size and μ is the viscosity. From the equation, one can derive that the liquid imbibes quicker in the larger pores. Due to the rapid spontaneous imbibition in the fracture, the tail interface of the liquid plug broken apart at the inlet surface, as shown in Figure 7b . Moreover, an additional meniscus formed in the fracture near the inlet which led to a backward capillary force. This backward force restrained the further propagation of the liquid fragment in the fracture, as shown in Figures 7b to 7e. Additionally, the capillary force in the smaller pore is larger according to the Young-Laplace equation, that is,
. Thus, the liquid was gradually migrated from the larger size fracture to the smaller pores along with the imbibition. Along with this process, the liquid fragment in the fracture gradually decreased and resulted in a reopened channel, as shown in Figures 7e and 7f .
Moreover, the imbibition front bypassed most of the hydrophobic pores. As illustrated in Figure 7 , most of the hydrophobic pores, whose surface nodes marked in black in the density distribution slices, remained gasfilled. However, it should be noted that the liquid could be pushed into these hydrophobic pores, as shown in the upper left corner of Y = 80 and 150 slices in Figure 7f . This phenomenon only appeared when the P c values induced by the neighbor hydrophilic pores were all larger than the repelling pressure provided by the hydrophobic pore. As shown, the filled hydrophobic pores were characterized by a large open surface which results in a small repelling capillary pressure.
Saturation and Permeability Along With the Imbibition
The water saturation of the model (S w ) was recorded along with the spontaneous imbibition. Moreover, in order to analyze the influence of the spontaneous imbibition on the transport property of the model, a 
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Journal of Geophysical Research: Solid Earth single phase LBM (Zheng et al., 2018) was employed to calculate the apparent gas permeability (k ga ) of the model. Since nanoscale pores are dominant in a shale matrix, the high Knudsen effect (Kn) was involved in the calculation of the gas flow behavior in these pores. In the calculation, a pressure gradient along the X direction was applied on the sample to drive the gas flow. The calculation terminated when the average velocity was nearly unchanged:
À4 , where U x and U 0 x are the average velocities in the current and previous iteration time step. Subsequently, the k ga was calculated based on the velocity data according to Darcy's law. The parameters used in the simulation are listed in Table 2 . The k ga of the reproduced model without the spontaneous imbibition involved is equal to 8.74 × 10 À2 mD.
In the calculation of k ga during the spontaneous imbibition, the pores occupied by the liquid phase were treated as walls, and the other pores were treated as the gas flow channels. At the beginning of the spontaneous imbibition, the liquid plug had five lattices overlap with the model, leading to all the pores with X coordinate less than or equal to 5 being Journal of Geophysical Research: Solid Earth filled with the liquid phase. As expected, the k ga of the model at this stage was zero. Due to the pore size heterogeneity, the liquid imbibition front was nonuniform. Along with the spontaneous imbibition, the fracture was first reopened resulting in a rapid k ga increase. Figure 8 shows the S w and k ga of the model along with the spontaneous imbibition. As shown, the S w of the model increased quickly at the initial stage. This corresponds to the quick imbibition into the fracture and hydrophilic pores near the left surface of the model. During the process, all the liquid plug was imbibed into the pore space of the model, which corresponding to a saturation of 41.06%. At the time step of 3.9 × 10 4 , the model was reopened in the X direction, which led to the rapid increase of k ga . At the time step of 7.50 × 10 4 , the S w and k ga were nearly unchanged. At this time, the k ga of the model equals 7.51 × 10 À2 mD, which is 85.86% of the model permeability without the liquid imbibition involved. The great recovery of the model permeability along the spontaneous imbibition can be considered to be a direct evidence of the relatively high gas production after the shut-in operation in some shale gas wells.
Discussion
A direct pore-scale simulation of the spontaneous imbibition behavior in the reproduced shale porous structure was presented in this work. Moreover, the S w and k ga of the model along with the spontaneous imbibition were calculated. This detailed investigation of the spontaneous imbibition behavior and its influences on the model permeability allow one to better understand the correlations between the pore scale spontaneous imbibition behavior and the engineering observed phenomena, such as the low flowback rate and the relatively high gas production after the shut-in operation.
Given the information gained from the simulation, we can partially answer the two main concerns related to the low flowback rate in a shale gas reservoir stimulation. For the first concern, the hydrophilic pores in the shale matrix provide the driving force and storage space for holding the fracturing fluid. As claimed by Engelder et al. (2014) , the pore space in the deep underground shale reservoir is enough to host the fracturing fluid. The nanoscale pores in the shale lead to large capillary forces. Under the assumption that the capillary force is the main driving force, the fracturing fluid tends to migrate to the smaller pores in the shale reservoir. Following this assumption, the tendency of the fracturing fluid to migrate to the nanoscale small pores in the shale matrix reduces the potential of the upward migration to the shallow water aquifers through a larger natural connectivity.
For the second concern, the recovery of k ga to 85.86% of its dry state suggests that the gas production ability of the reservoir is greatly recovered after the shut-in operation. Unlike the tight sandstone, which is composed of relatively uniform small pores (Sakhaee-Pour & Bryant, 2014) , the shale is composed of not only geometrical complexity but also mixed wettability pores (Loucks et al., 2009 ). The pore size and wettability heterogeneity causes the nonuniform propagation of the imbibition front (Bennion & Thomas, 2005) . As illustrated in the simulation, the reopening of the fracture and large pores lead to a large portion of the k ga recovery. This should be one of the main reasons that a shale gas reservoir is less influenced by the water blockage damage after the shut-in operation.
However, some limitations of the current method should be noted. First, a nanoscale model was used in this work. A much larger scale (usually several kilometers) is involved in a real engineering application. A multiscale analysis would be helpful for this kind of study. Moreover, the in situ condition, which characterized by high pore pressure, high geostress, high temperature, and low initial water saturation (Engelder et al., 2014; Gao & Hu, 2016a; Singh, 2016) , cannot be fully covered by the current method. A coupled spontaneous imbibition simulation involving both mechanical and hydraulic effects is certainly important for understanding the related fluid migration pattern and the shale gas production. In addition, a 
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Journal of Geophysical Research: Solid Earth reproduced porous structure was employed with a focus on the pore space. As a result, it has a porosity much larger than the in situ tested porosity. Although the focused ion beam scanning electron microscope or nano-CT images of the nanoscale shale porous structure are available, they usually focus on a small region with a particular pore type in each test (Kelly et al., 2016) . Alternatively, the reproduction of the complex shale porous structure gives an opportunity to investigate the imbibition in the pores space composed of the different types of pores. Although primary, this work provides a novel way to directly investigate the spontaneous imbibition in the three-dimensional complex pore structures.
Conclusions
A modified SC-LBM is proposed in this work to simulate the spontaneous imbibition behavior in a reproduced three-dimensional complex shale porous structure. The reproduced model is composed of intergranular pores, organic pores, and microfractures, which not only contents a complex morphology but also shows mixed wettability. With modification of incorporating the fluid-solid interaction force, the proposed method can eliminate the unphysical fluid density condensation near the wall. Moreover, the particular fluid-solid interaction strength factors β are determined on a rough wall, which is more applicable in simulating the spontaneous imbibition in complex porous structures.
The simulation results showed that (1) due to the capillary force provided by the hydrophilic pore surface, the fluid was gradually imbibed into the pore space. Due to the pore size and wettability heterogeneity, a nonuniform interface propagation was observed in the simulation. (2) The calculation of the k ga along with the spontaneous imbibition showed that the k ga rapidly increased along with the reopening in the larger pores. A recovery of the k ga to 85.86% of its initial state was observed along with the spontaneous imbibition. These two findings may show their significance in interpreting the engineering observed phenomena. First, the spontaneous imbibition should be one of the main reasons for low flowback rate in a shale gas production well after hydraulic fracturing. Second, the great recovery of the k ga along with the spontaneous imbibition may be responsible for the relatively high productivity after the shut-in operation in many shale gas wells.
Appendix A
A simple procedure based on the Buckingham π theorem is used to convert the lattice unit system to the physical unit system. In most of the literature employing LBM, the lattice unit system was used in the calculations for implementation convenience. Several works have presented clear conversion procedure for both single phase (Feng et al., 2007) and multiphase flow simulations . However, certain difficulties arise when employing the one component two phase SC-LBM. In a typical SC-LBM simulation, the two phases coexist densities (ρ g and ρ l ) and the surface tension (σ) are simultaneously determined by the interaction strength factor (G), which cannot be tuned independently. This leads to the difficulties in keeping all the similarity requirements between the simulation and the physical prototype. Although few attempts were proposed to address this problem (Li & Luo, 2013; Sbragaglia et al., 2007) , the introduced additional parameters made the conversion more complicated. Here we introduce a simple procedure to accomplish the mapping of the simulation of spontaneous imbibition to the real physical case.
For a spontaneous imbibition case, capillary forces and viscous forces are the two dominate forces in the system (Gruener et al., 2012; Sadjadi et al., 2015) . Moreover, away from the initial stage, small Reynolds number (R e ¼ ρVL μ ) and Weber number (W e ¼ ρV 2 L σ ) characterize the system (Fries & Dreyer, 2008) , which indicates that the inertial forces can be safely neglected. Under this assumption, a general relationship between the spontaneous imbibition velocity and other variables in the system can be expressed as V¼f ρ; H; L; μ; σ; θ ð Þ ;
where ρ is the imbibed fluid density, V is the spontaneous imbibition velocity, H and L are two characteristic lengths of the imbibition cross-section, μ and σ are the viscosity and surface tension of the imbibed fluid, respectively, θ is the contact angle of the imbibed fluid on the pore surface. 
Here the subscript l represent the lattice unit system in the simulation. The form of equations (A2) and (A3) will be the same as the same phenomenon is involved both in the simulation and the real case. As noted before, the spontaneous imbibition phenomenon was characterized by small R e away from the initial stage. Then, without considering the inertia force, the similarity requirement of Π 4 and Π 4l can be safely ignored. As a result, if the Π 2l and Π 3l in the simulation are set as Π 2l = Π 2 and Π 3l = Π 3 , then Π 1l = Π 1 .
Take the spontaneous imbibition in the Y-shaped channel as an example. In the simulation, we scaled the Yshaped channel into a simplified geometry with one feeding channel and two branches. The lattice length (dx) in the simplified model represents a length of 10 μm. The value of Π 2l and Π 2 were almost the same. A complete wetting surface was simulated to make sure Π 3l = Π 3 . With these settings, the value of Π 1l should be equal to Π 1 , as
In the simulation 
