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5Abstract
In recent years, the use of Peter-Weyl theory (the theory of Fourier analysis on com-
pact Lie groups) to define so-called “global symbols” of operators on compact Lie
groups has emerged as a fruitful technique to study pseudo-differential operators.
The aim of this thesis is to discuss similar techniques in the setting of compact ho-
mogeneous spaces.
The approach is to relate operators on homogeneous spaces to those on compact
Lie groups, and then to utilize the recently developed techniques on such groups.
Two methods of associating operators on homogeneous spaces with those on com-
pact Lie groups, called projective and horizontal lifting, along with their properties,
merits and problems are considered. A key tool used in this analysis is the notion
of a difference operator. This thesis includes a detailed study of such operators and
their properties, combined with comprehensive calculations involving such operators
on the homogeneous spaces Sn−1 = SO(n)/ SO(n− 1).
This thesis concludes with a generalization of the symbolic calculus on compact
Lie groups developed by M. Ruzhansky and V. Turunen together with a collection
of conjectures, which if proven would relate the generalization to pseudo-differential
theory on homogeneous spaces.
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Chapter 1: Introduction
In this thesis, techniques are developed to study pseudo-differential operators on
homogeneous spaces.
Over the last half century, the theory of pseudo-differential operators (ΨDO) has
proven to be an extremely useful tool in the study of solutions of partial differential
equations. The key idea, symbol analysis, developed by Joseph Kohn and Louis
Nirenberg in [KN65] is to relate functions, known as symbols to operators (from which
the original operator can be recovered in a process called quantization), and then to
study the properties of operators in terms of these symbols. The basic idea is to define
classes of symbols, which contain the symbols of partial differential operators of a
certain order, which under the operation of composition of the associated operators,
form graded algebras. One then proves that operators with symbols in these classes
possess useful properties; for example boundedness on Sobolev spaces. A large volume
has been published1 about this approach to studying operators. Overviews of the field
may be found in [Shu01, Ray91, Ho¨r07].
The success of the original theory of ΨDO developed in the Euclidean setting
naturally led to the question of whether similar techniques could be developed for
manifolds. The natural way of generalizing the Euclidean techniques is to attempt
to define symbols on manifolds as objects on the cotangent bundle; however, only
so called “principal symbols” (which for a differential operator of order n would be
equivalent to considering the operator modulo differential operators of order n − 1)
can be invariantly defined in this manner. Therefore, other methods to generalize
the theory are of interest. An interesting question is, given additional structure on
a manifold, what can one say about quantization and symbolic calculus for pseudo-
differential operators? In this thesis, we present work to answer this question in the
1In many extended works in the field e.g. [RT10, Shu01], it is common to report at the date of
writing the number of items with “pseudo differential operators” or “pseudodifferential operator” in
the title in the AMS Mathematical Reviews database. I can dutifully report that the database (as of
20th September 2013) records 1,805 items with “pseudo differential operators” or “pseudodifferential
operator” in the title, including 81 books and 1,406 articles.
Introduction
setting of compact homogeneous spaces which will be based on the approach of M.
Ruzhansky and V. Turunen in the setting of compact Lie groups.
Over the years, many methods of defining symbols have been considered. Some
approaches rely on using a linear connection to define a full symbol, although these
techniques are difficult to work with. Examples of this approach include works by
V.A. Sharafutdinov [Sha05b, Sha05a] and by Y. Safarov [Saf97]; earlier works using
this approach are referenced in these papers.
A key tool which is used in the study of pseudo differential operators in the Eu-
clidean setting is Fourier analysis. In the case of compact Lie groups and homogeneous
spaces, one has the powerful tool of Peter-Weyl Theory (see Chapter 2.6). It is this
tool that underlies the Ruzhansky-Turunen approach on compact Lie groups, which
we utilize in this thesis.
Ruzhansky-Turunen theory has its most obvious origins in a paper of M. Taylor
[Tay84], where operators were studied on Lie groups, by considering them as maps
from the Lie group to a collection of convolution operators on the Lie group. (Al-
though this paper was not unique in studying pseudo-differential operators on Lie
groups at around this time; other examples are listed in [RT10, Pg 4]). Symbol
classes were defined by considering the local structure of the convolution kernels on
Lie algebras.
In the doctoral thesis of V. Turunen [Tur01c, Tur01b, Tur01a], a similar point
of view was considered in the setting of compact Lie groups (motivated by earlier
work on periodic pseudo-differential operators and pseudo-differential operators on
the torus). However, rather than studying the convolution kernel locally on the Lie
algebra, Turunen defined the symbol of an operator to be the operator valued Fourier
transform of the convolution kernels discussed in Taylor.
In a series of papers and a monograph [RT09, RT13, RT10], M. Ruzhansky and
V. Turunen used Peter-Weyl Theory to define a matrix-valued global symbol of an
operator. Since then they have (in collaboration with J. Wirth, J. Delgado and A.
Dasgupta) have considered a wide range of applications of the notion of the matrix
valued global symbol. These applications include a characterization of Ho¨rmander’s
classes of operators on compact Lie groups and applications to ellipticity and hypoel-
lipticity in [RTW10], a proof of a Sharp G˚arding inequality on compact Lie groups in
[RT11], the study of Lp multipliers in [RW11] and the construction of a global func-
tional calculus for operators on compact Lie groups in [RW13]. Other applications
12
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may be found in [DR13a, DR12, DR13b, DR13c].
Further work generalizing this approach to the setting of nilpotent Lie groups has
been undertaken by M. Ruzhansky and V. Fischer in [FR12].
Beyond applications to partial differential equations, D. Applebaum has consid-
ered applications to Markov semigroups [App11] (and is currently preparing a mono-
graph discussing probability on compact Lie groups, making use of the same Fourier
theoretic tools that Ruzhansky-Turunen theory uses).
1.1 Ruzhansky-Turunen Theory
We will now present an overview of Ruzhansky-Turunen theory. More extensive
details regarding the tools used in this theory are presented in Chapter 2.
1.1.1 Quantization of Operators
We will begin by introducing the symbol of an operator. In the following, G will be a
compact Lie group, Rep (G) will denote the collection of all irreducible unitary repre-
sentations of G, and Gˆ will denote the collection of equivalence classes of equivalent
irreducible unitary representations of G. (An overview of the representation theory
involved is given in Chapter 2.6.1.)
Definition 1.1.1 (Symbol of an Operator on a Compact Lie Group (Definition 10.4.3,
[RT10])). Let A : C∞(G)→ D′(G) be a continuous linear operator. The right and left
symbols of A, denoted σA and ρA respectively are matrix valued maps on G×Rep (G)
defined by
σA(x, ξ) = ξ(x)
∗(Aξ)(x) and ρA(x, ξ) = ξ(x)(Aξ∗)(x).
Here, Aξ and Aξ∗ are to be interpreted as applying A to each entry in the matrix of
ξ and ξ∗ respectively.
An operator is fully determined by either symbol. The process of recovering an
operator from its symbol is called quantization:
Theorem 1.1.2 (Quantization of Operators (Theorem 10.4.4, [RT10]). Let A :
13
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C∞(G)→ D′(G) be a continuous linear operator. Suppose that f ∈ C∞(G). Then
(Af)(x) =
∑
[ξ]∈Gˆ
dξ Tr
(
ξ(x)σA(x, ξ) fˆ(ξ)
)
=
∑
[ξ]∈Gˆ
dξ Tr
(
ξ(x)∗ ρA(x, ξ)FL (f) (ξ)
)
,
where the sums are taken over equivalence classes of representations.
1.1.2 Relation Between the Symbol and Schwarz Kernel
The symbols of an operator have a useful interpretation. The right symbol is the
right partial Fourier transform of the right convolution kernel of the operator. The
left convolution kernel is related to the left symbol in a similar way.
Recall the Schwarz Kernel Theorem:
Theorem 1.1.3 (Schwarz Kernel Theorem). Suppose that A : C∞(G) → D′(G) is
a continuous linear operator. Then there exists a distribution KA ∈ D′(G×G) such
that
(Af)(x) =
∫
G
KA (x, y) f(y) dy, (1.1)
where we interpret this in the appropriate distributional manner.
Full details of the Schwarz kernel theorem can be found in [Tre`06, Fri98].
We can reformulate (1.1) as a convolution:
Definition 1.1.4 (Left and Right Convolution Kernel (Section 10.4, [RT10])). Let
A : C∞(G)→ D′(G) be a continuous linear operator. Suppose it has Schwarz kernel
KA ∈ D′(G×G). Then the left and right convolution kernels of A are:
LA (x, y) := KA
(
x, y−1x
)
and RA (x, y) := KA
(
x, xy−1
)
.
(These statements are to be interpreted in the usual distributional manner).
14
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It is then easy to see that
(Af)(x) =
∫
G
RA
(
x, y−1x
)
f(y) dy =
∫
G
RA (x, y) f(xy
−1) dy
=
∫
G
LA
(
x, xy−1
)
f(y) dy =
∫
G
LA (x, y) f(y
−1x) dy.
The different kernels are related as follows:
Proposition 1.1.5 (Proposition 10.4.1, [RT10]). Suppose that A : C∞(G)→ D′(G)
is a continuous linear operator. Then the Schwarz, left and right convolution kernels
are related in the following manner:
KA (x, y) = LA
(
x, xy−1
)
= RA
(
x, y−1x
)
,
LA (x, y) = KA
(
x, y−1x
)
= RA
(
x, x−1yx
)
,
RA (x, y) = KA
(
x, xy−1
)
= LA
(
x, xyx−1
)
.
Finally, the convolution kernels and symbols of operators are related as follows:
Proposition 1.1.6 (Definition 10.4.3, [RT10]). Suppose that A : C∞(G) → D′(G)
is a continuous linear operator. Let rA (x) (y) = RA (x, y) and lA (x) (y) = LA (x, y).
Then
σA(x, ξ) = r̂A(x)(ξ) and ρA(x, ξ) = FL (LA(x)) (ξ),
where the Fourier transform is taken with respect to the y-variable.
1.1.3 Key Results
There are two foundational results in Ruzhansky-Turunen theory: symbolic charac-
terization of Ho¨rmander’s classes of operators and symbolic calculus. In this section
we will discuss both.
15
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Ho¨rmander’s Classes of Operators
Recall that Ho¨rmander’s classes of operators of order m on a closed manifold M ,
denoted Ψm(M), are defined as those which, given a local chart (U,Φ) and functions
φ, ψ ∈ C∞(M) supported in U , satisfy
f 7→ φ (Φ−1(x))A (ψ · (f ◦ Φ)) (Φ(x)−1) ∈ Op (Sm1,0(Rn × Rn)) .
Difference Operators
Suppose that A : C∞(G) → C∞(G) is a continuous linear operator. Suppose that
q ∈ C∞(G) satisfies q(e) = 0. Then we define
4qσA(x, ξ) := FRy
(
RA (x, y) q(y
−1)
)
(ξ).
The operator 4q is called a difference operator and is a natural generalization of
a finite difference on a torus (for further details, see Chapter 3.3). A collection
4q1 , . . . ,4qn of difference operators is called admissible if dq1(e), . . . , dqn(e) span
T ∗G, and strongly admissible if ∩ni=1 {x ∈ G | qi(x) = 0} = {e}.
The Quantity 〈ξ〉 for ξ ∈ Rep (G)
A representation may be considered as a matrix of smooth functions. If ξij(x) denotes
these functions for 1 ≤ i, j ≤ dξ, where dξ is the dimension of the representation, then
{ξij | 1 ≤ i, j ≤ dξ} is an eigenspace for the Laplace-Beltrami operator (with respect
to a certain metric on G). We denote the eigenvalue −λ2ξ where λξ ≥ 0 and then
define 〈ξ〉 =
√
1 + λ2ξ . For further details see Theorem 2.11.5.
Symbol Classes and Characterization of Ho¨rmander’s Classes
In the following 41, . . . ,4k will denote a strongly admissible collection of difference
operators on G and X1, . . . , Xd will be a global frame of right invariant vector fields
on G (invariant vector fields are discussed in Chapter 2.8). For α ∈ Nk0, β ∈ Nd0, we
will let 4αXβ := 4α11 · · · 4αkk Xβ11 · · ·Xβdd .
We may now define classes of symbol on G:
16
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Definition 1.1.7. If A : C∞(G) → C∞(G) is a continuous linear operator, then we
say σA(x, ξ) ∈ Σm(G) if for any α ∈ Nk0, β ∈ Nd0, there exists Cα,β > 0 such that for
all (x, ξ) ∈ G× Rep (G)
||σA(x, ξ)||op ≤ Cα,β 〈ξ〉m−|α| .
Ho¨rmander’s operator classes can be characterized as follows:
Theorem 1.1.8 (Theorem 2.2, [RTW10]). Let A : C∞(G)→ C∞(G) be a continuous
linear operators. Then A ∈ Ψm(G) if and only if σA(x, ξ) ∈ Σm(G).
Symbolic Calculus
Let A,B : C∞(G) → C∞(G). Symbolic calculus is the calculation of the symbol of
σA◦B(x, ξ) and σA∗(x, ξ), in terms of σA(x, ξ) and σB(x, ξ). Although (as is usual for
pseudo differential operators) precise results are not possible, it is possible to compute
these symbols modulo symbols of operators of any lower order.
Theorem 1.1.9 (Theorems 10.7.9 & 10.7.10, [RT10]). Let σA(x, ξ) ∈ Σm(G) and
σB(x, ξ) ∈ Σn(G). Then there exists a collection of difference operators 41, . . . ,4d
and partial differential operators ∂(α) for α ∈ Nd0 such that
σA◦B(x, ξ) ∼
∑
α∈Nd0
1
α!
(4ασA(x, ξ))(∂(α)σB(x, ξ)),
σA∗(x, ξ) ∼
∑
α∈Nd0
1
α!
4α ∂(α)σA(x, ξ)∗.
Here, the asymptotic expansion means
σA◦B(x, ξ)−
∑
|α|<l
1
α!
(4ασA(x, ξ))(∂(α)σB(x, ξ)) ∈ Σm+n−l(G),
σA∗(x, ξ)−
∑
|α|<l
1
α!
4α ∂(α)σA(x, ξ)∗ ∈ Σm−l(G).
17
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1.2 Overview of Thesis
We now summarize the structure of this thesis. It can be loosely considered to contain
four parts:
Part I: Background Material
• In Chapter 2, we present an overview of the background differential geometry
and Fourier analysis required throughout the thesis. Where possible, we briefly
summarize the necessary material and refer to other resources for more detailed
treatments.
Part II: Difference Operators
A key tool used in this thesis is the notion of a difference operator. The aim of Part
II is to discuss these operators:
• In Chapter 3, we present a comprehensive overview of difference operators,
which are generalizations of finite difference operators on integer lattices. The
techniques discussed provide an extremely flexible tool to study operators in
later chapters. Key results include expansion theorems for difference opera-
tors, and a study of the effect of difference operators on the Sobolev bounds of
operators and operator norms of symbols.
• Chapter 4 gives a set of comprehensive calculations for difference operators
applied to functions on Sn−1, the unit sphere in Rn. These should prove useful
in future applications of the material discussed in this thesis.
Part III: Key Techniques
In Part III, we present a series of techniques which are used in later chapters.
• In Chapter 5, we give a generalization of Beal’s theorem in terms of difference
operators. This is the key tool used to relate Ho¨rmander’s classes of operators
to symbol classes in Chapter 7.
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• Chapter 6 presents a selection of tools which will be utilized in later chap-
ters. Most have elementary proofs, but are crucial to the material in Chap-
ters 7 - Chapter 9. The key result of this chapter is a converse to a Calderon-
Vaillancourt type theorem.
Part IV: Pseudo-differential Operators
The meat of this thesis is contained in Part IV. The principal idea in this thesis
is to study operators on homogeneous spaces by associating them with operators on
compact Lie groups in a process we call lifting. This idea is not new and can be found
in, for example [Tur01a, RT10]. In Part IV, we present two new lifting techniques
and discuss symbolic calculus with respect to, what are in effect weighted Sobolev
spaces on compact Lie groups.
• In Chapter 7, we introduce so called “Projective Lifting”. There are two key re-
sults regarding projective lifting. The first is a characterization of Ho¨rmander’s
classes of operators in terms of the symbols of projective liftings of operators.
The second is to give an example which demonstrates that attempts to develop
symbolic calculus in terms of symbols of projective liftings will be fruitless.
• In Chapter 8, we will discuss a generalization of horizontal lifting of vector fields.
We will discuss its properties and prove that there exists a symbolic calculus
for these liftings.
• In Chapter 9, we develop a generalization of the symbolic calculus constructed
in [RT10, Chapter 10]. At the end of the chapter, a series of conjectures are
presented, which if proven would unify the material developed in the chapter
with that presented in Chapter 8. Such a unification would provide a clear path
for application.
1.3 Directions for Future Research
Immediate future research will include further study of the conjectures in Chapter
9.8. If these conjectures are proven, calculations will then be carried out to apply the
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material discussed in this thesis to the setting of S2 = SU(2)/ SU(1) and in general
to Sn−1 ≡ SO(n)/ SO(n− 1) 2.
If the conjectures were true, and the aforementioned calculations were completed,
a range of applications similar to the applications found in [RTW10, RT11, RW11,
RW13, App11] would be possible.
1.4 Publication
It is currently intended to publish the material in this thesis as a monograph after
further study of the conjectures in Chapter 9.8 is completed.
2The calculations on S2 = SU(2)/SU(1) are work in progress.
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Chapter 2: Differential Geometry and
Fourier Analysis
The aim of this chapter is to review the aspects of differential geometry and Fourier
analysis which are utilized in this thesis. It is divided into three parts:
1. The first part discusses the group theoretic and differential geometric back-
ground to the work in this thesis. In Section 2.1 - 2.2, we discuss the properties
of compact Lie groups and homogeneous spaces. In Section 2.3, we study the
properties of fibre bundles.
2. The second part discusses the functional and Fourier analysis we will need.
In the Section 2.4, we discuss the usual function spaces on fibre bundles (in
particular, the interaction between functions on the base and total spaces of a
fibre bundle). In Section 2.5, we discuss Sobolev spaces on manifolds, and in
Sections 2.6 - 2.7 we discuss representation theory and harmonic analysis on
compact Lie groups and homogeneous spaces.
3. In the final part, we examine partial differential operators. In Section 2.8, we
discuss invariant vector fields on compact Lie groups. In Section 2.9, we discuss
horizontal lifting of vector fields on fibre bundles. In the following section,
we will discuss invariant Riemannian metrics on compact Lie groups and on
homogeneous spaces. In the final section, we will discuss Laplacians on compact
Lie groups and homogeneous spaces.
In general, we will not give proofs for most statements, but instead provide stan-
dard references for the material discussed at the end of each section. It must be noted
that all material in this chapter is classical.
2.1 Homogeneous Spaces
The aim of this section is to define and study the basic properties of homogeneous
spaces.
Differential Geometry and Fourier Analysis
Compact homogeneous spaces are closed manifolds (i.e compact and without
boundary) which are in some sense “highly symmetrical” 1. Lie groups and smooth
structures are used to describe the symmetrical structure of these manifolds:
Definition 2.1.1 (Lie Group). A Lie group is a topological group, equipped with a
smooth manifold structure, such that the group operations are smooth.
Lie groups describe the symmetries of closed manifolds as follows:
Definition 2.1.2 (Smooth Left (Right) Action). Let M be a smooth manifold and G
a Lie Group. A smooth left (right) action of G on M is a smooth map m : G×M →M
(m : M ×G→M) satisfying
m(g,m(k, x)) = m(gk, x) , m(e, x) = x,
(m(m(x, g), k) = m(x, gk) , m(x, e) = x) ,
for each g, k ∈ G and x ∈M .
We say G acts smoothly from the left (right) on M and write m(g, x) = g · x = gx
(m(x, g) = x · g = xg).
A manifold is highly symmetric if any two points can be related by a symmetry.
This is formalized as follows:
Definition 2.1.3 (Transitive Action). Suppose G acts smoothly from the left on M .
The action is transitive if for each x, y ∈M there exists g ∈ G such that g · x = y.
Definition 2.1.4 (Homogeneous Space I). A homogenous space is a smooth manifold
M together with a smooth transitive right action G. We call G the transformation
group of M .
This definition is nice in that it encapsulates the idea that a homogeneous space
“looks the same at every point”. However, as this definition is not always practical
when calculating, we consider a different point of view.
Suppose that G is a Lie group and H a closed subgroup. We can consider the
quotient spaces G/H and H\G:
1The term ‘highly symmetrical’ is a description, rather than a definition. In particular, it does
not mean that a homogeneous space is a so called ’Symmetric Space’
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Definition 2.1.5 (Quotient Space). The left and right quotient spaces H\G and
G/H are defined as
H\G := {Hg | g ∈ G} and G/H := {gH | g ∈ G} .
Remark 2.1.6. G acts on the left G/H by (g1, g2H) = g1g2H and on the right on
H\G by (Hg1, g2) = Hg1g2. In both cases it is clear the action is transitive.
It turns out there is a natural choice of smooth structure on a quotient space,
which turns it into a homogeneous space.
Theorem 2.1.7 (Structure Theorem). There is a unique smooth structure on G/H
such that:
1. The structure is compatible with the topology on G/H, coinduced by G.
2. The map (g1, g2H) 7→ g1g2H : G×G/H → G/H is smooth.
3. There exists an open neighborhood U of eH and a smooth map Ψ ∈ C∞(U,G)
satisfying K(Ψ(gH)) = gH.
An equivalent theorem holds for left quotients.
Remark 2.1.8. The assumptions needed for the uniqueness of the structure are natural
ones to make. The first requires that G/H has a smooth manifold structure. The
second requires that the action of G on G/H is smooth. The final requirement is
equivalent to showing that G is a principal fibre bundle over G/H (it essentially
provides a specification of a bundle atlas). We will study principal fibre bundles in
further detail in Section 2.3.
Theorem 2.1.7 gives an alternative way of defining a homogeneous space:
Definition 2.1.9 (Homogeneous Space II). Let G be a Lie group and H be a closed
subgroup. A homogeneous space is the left quotient space G/H endowed with the
unique smooth structure in Theorem 2.1.7.
Remark 2.1.10 (Relation Between Definitions). It is clear that the second definition
of a homogeneous space satisfies the requirements of the first definition. Conversely,
let (M,G,m) be a homogeneous space as in the first definition. Choose x ∈M . The
isotropy subgroup of x is
Gx := {g ∈ G | gx = x} .
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Then M ≡ G/Gx, where if (M1, G1,m1) and (M2, G2,m2) are homogeneous spaces,
we write M1 ≡M2 if G1 = G2 and there is a diffeomorphism I : M1 →M2 such that
I(g · x) = g · I(x).
The unit sphere serves as our principal example of a homogeneous space:
Example 2.1.11. Note that SO(n) acts transitively on the unit sphere Sn−1 ⊂ Rn. Con-
sider SO(n− 1) ≤ SO(n) to be the subgroup fixing the north pole N = (0, . . . , 0, 1) ∈
Rn. Then Sn−1 ≡ SO(n)/ SO(n− 1).
The following synthetic examples are also useful to bear in mind:
Example 2.1.12 (Examples of Homogeneous Spaces).
1. Suppose that G is a compact Lie group. As H = {e} is a closed subgroup of G,
G can be regarded as a homogeneous space, with itself as its transform group.
2. Suppose that G is a compact Lie group and let G˜ = G × G. Now define
m : G˜ × G → G by m((x, y), g) = xgy−1. Then G˜ acts on the left on G.
Furthermore
G˜e =
{
(x, y) ∈ G˜ | xey−1 = e
}
= {(g, g) | g ∈ G} .
Thus G ≡ G˜/4, where 4 := {(g, g) | g ∈ G}.
References
A more detailed overview of this material may be found in Chapters 7 and 13 of
[RT10]. Other standard references include [Hel01, GHL04].
2.2 Relating Left and Right Homogeneous Spaces
Let us recall Definition 2.1.4 which states that a homogeneous space is a compact
manifold M with left action G. Recall that we had the identification M ≡ G/Gx.
We will later wish to relate G/H with H\G. We therefore ask the question, is
M ≡ Gx\G? The answer is yes. Our first task is to equip M with a right action:
Proposition 2.2.1. Suppose that M is a homogeneous space with left transform group
G. Let us denote the action by mL : G ×M → M . Define mR : M × G → M by
mR(x, g) := mL(g
−1, x). Then mR is a smooth, transitive right action.
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Proof. Firstly, as g 7→ g−1 and mL are smooth, mR is smooth. Secondly
mR(x, g1 · g2) = mL((g1 · g2)−1, x) = mL(g−12 g−11 , x)
= mL(g
−1
2 ,mL(g
−1
1 , x)) = mR(mR(x, g1), g2)
and mR(x, e) = mL(e, x) = x. Therefore, the mapping is an action. As the original
action is transitive, for each x, y ∈ M there exists g ∈ G such that mL(g, x) = y.
Therefore mR(x, g
−1) = ml(g, x) = y and so the action is transitive.
We can equip a homogeneous space with a left action with a right action in an
analagous way.
We can now write M as both a left and a right quotient space:
Definition 2.2.2. Suppose (M,G) is a homogeneous space with either a left or a
right action. Equip M with the action on the opposite side given by Proposition
2.2.1
Fix x ∈M . Let H be the isotropy subgroup of x with regard to the right action.
Observe that mL(h, x) = mR(x, h
−1) for h ∈ H. Therefore x has the same isotropy
subgroup for both the left and right action. Thus
IL : M → H\G, IL(x · g) := Hg,
IR : M → G/H, IR(g · x) := gH,
are well defined, smooth diffeomorphisms.
We can now relate functions on M , H\G and G/H.
Definition 2.2.3. If f ∈ C∞(M), then define
f 7→ fR : C∞(M)→ C∞(G/H), fR(gH) := f(I−1R (gH)),
f 7→ fL : C∞(M)→ C∞(H\G), fL(Hg) := f(I−1L (Hg)).
If f ∈ C∞(G/H), then define
f 7→ fM : C∞(G/H)→ C∞(M), fM(x) := (f ◦ IR)(x).
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If f ∈ C∞(H\G), then define
f 7→ fM : C∞(H\G)→ C∞(M), fM(x) := (f ◦ IL)(x).
The maps f 7→ fL, f 7→ fR and both maps f 7→ fM are continuous and linear.
They are also mutually inverse:
Proposition 2.2.4. For all fM ∈ C∞(M), fLM = f and fRM = f , for all fG/H ∈
C∞(G/H), fMLG/H = fG/H , and for all fH\G ∈ C∞(H\G), fMLH\G = fH\G.
Let us give an example of these processes using representation theory. This ex-
ample is interesting as it will be used later (in Proposition 7.5.1) to relate symbols
on left and right quotient spaces. (For details of the representation theory involved,
see Section 2.6.)
Lemma 2.2.5. Let [ξ] ∈ GˆH0 . Recall that
gH 7→ ξi1(gH) ∈ C∞(G/H) , Hg 7→ ξ1j(Hg) ∈ C∞(H\G).
Also recall that if ξ ∈ Rep (G), then the contragradient representation ξC is defined
by
ξC(x) := ξ(x) = ξ(x)∗T .
We have the following relations
ξMLi1 (gH) = ξ
C
1i(gH), ξ
MR
1j (Hg) = ξ
C
j1(Hg).
Proof. Note that
(ξMLi1 )(gH) = (ξi1)(IL(I
−1
R (gH))) = ξi1(Hg
−1),
(ξMR1j )(Hg) = (ξ1j)(IR(I
−1
L (Hg))) = ξ1j(g
−1H).
Now note that for any h ∈ H, that ξ(Hg−1)i1 = ξ(hg−1)i1 and that ξ(g−1H)1j =
ξ(g−1h)1j. Therefore, as ξC(x)ij := ξ(x)ij = ξ(x)∗ji,
ξ(Hg−1)i1 = ξ(hg−1)i1 =
(
ξ(gh−1)∗
)
i1
= (ξ(gH)∗)i1 = ξ
C(gH)1i,
ξ(g−1H)1j = ξ(g−1h)1j =
(
ξ(h−1g)∗
)
1j
= (ξ(Hg)∗)1j = ξ
C(Hg)j1.
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So we are done.
We can use the relations between M , H\G and G/H to relate operators on
C∞(M), C∞(H\G) and C∞(G/H):
Definition 2.2.6. Suppose A : C∞(M) → C∞(M) is a continuous linear operator.
Define AR : C∞(G/H)→ C∞(G/H) and AL : C∞(H\G)→ C∞(H\G) by
(ARf) := (A(fM))R, (ALf) := (A(fM))L.
If A : C∞(G/H)→ C∞(G/H) and B : C∞(H\G)→ C∞(H\G) then define AM and
BM to be the continuous linear operators on C∞(M) defined by
AMf := (A(fR))M , BMf := (A(fL))M .
Define Aop : C∞(H\G)→ C∞(H\G) and Bop : C∞(G/H)→ C∞(H\G) by
Aop := AMR, Bop := BML,
where “op” means opposite.
2.3 Fibre Bundles
This section discusses fibre bundles. A fibre bundle is a space which possesses a local,
but not necessarily global structure as a product space. Their utility is in the fact
that G is a principal fibre bundle over G/H.
Definition 2.3.1 (Fibre Bundle). Suppose that E, B and F are smooth manifolds
and that pi : E → B is a submersion.
Suppose that V ⊂ E and that φ = (pi, ψ) : V → U×F is a smooth diffeomorphism
(where U = pi(V )). Then U = (U, V, φ, ψ) is called a bundle chart on (E,B, F, pi). A
collection A = (Ui)i∈I of bundle charts on (E,B, F, pi), such that (Vi)i∈I is an open
cover of E is called a bundle atlas on (E,B, F, pi).
The quintuple (E,B, F, pi,A) is called a fibre bundle.
Example 2.3.2. Suppose that M,N are smooth manifolds. Consider the product
manifold M × N . If pi : M × N → M is defined by pi((x, y)) = x, then (M ×
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N,M,N, pi, {(M,M ×N,N, pi)}) is a fibre bundle, sometimes referred to as a trivial
fibre bundle.
Remark 2.3.3. If (Ai)i∈I is a collection of bundle atlases over (E,B, F, pi), then clearly
∪i∈IAi is also a bundle atlas. Therefore, lettingAmax be the union of all bundle atlases
over (E,B, F, pi), we can write (E,B, F, pi) for the fibre bundle (E,B, F, pi,Amax).
However, in light of Definition 2.3.4, this is not always a smart thing to do.
Definition 2.3.4 (Structure Group). Suppose that (E,B, F, pi,A) is a fibre bundle.
Suppose that S is a Lie group acting smoothly and effectively on F from the left.
Then A is called an S-atlas, and S is called the structure group of A if the following
holds: For each (Ui, Vi, φi, ψi) and (Uj, Vj, φj, ψj) in A there exists a smooth map
si,j : Ui ∩ Uj → S such that for each f ∈ F and x ∈ Ui ∩ Uj
ψj(φ
−1
i (x, f)) = si,j(x) · f.
Structure groups allow us to define principal fibre bundles:
Definition 2.3.5 (Principal Fibre Bundle). A fibre bundle (E,B, F, pi,A) is called a
principal fibre bundle if A is an F -atlas, and the action of F on itself is left translation.
Proposition 2.3.6. Suppose that (E,B, F, pi,A) is a principal fibre bundle. Then
there exists a right action m : E×F → E such that for each bundle chart (U, V, φ, ψ)
we have
φ(m(x, f)) = (pi(m(x, f)), ψ(m(x, f))) = (pi(x), ψ(x) · f)
for each x ∈ V and f ∈ F .
Proof. Suppose x ∈ E. Pick a bundle chart (U1, V1, φ1, ψ1) about x. Then define
m(x, f) = φ−11 (pi(x), ψ1(x) · f)
We now claim that this definition is independent of the choice of bundle chart. Sup-
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pose (U2, V2, φ2, ψ2) is another bundle chart about x. Then
φ−12 (pi(x), ψ2(x) · f) = φ−11 (φ1 ◦ φ−12 )(pi(x), ψ2(x) · f)
= φ−11 (pi(x), s(x)12 · ψ2(x) · f)
= φ−11 (pi(x), ψ1(x) · f)
= m(x, f).
So we have proven independence. Furthermore, it is clear this action is smooth.
Moreover, by definition, we have that ψ(x · f) = ψ(x) · f for each (U, V, φ, ψ), each
x ∈ E and each f ∈ F .
The following theorem demonstrates the utility of fibre bundles:
Theorem 2.3.7. There exists an atlas A = {(Ux, Vx, φx, ψx)}x∈G on (G,G/H,H, pi)
such that (G,G/H,H, pi,A) has the structure of a principal fibre bundle. The atlas
possesses the following properties:
1. There is a smooth map s : Ue → G such that s : Ue → s(Ue) is a bijection, and
such that if x, y ∈ Ue, then s(x)−1s(y) ∈ H. Furthermore, φ−1e (x, h) = s(x) · h.
2. For each x, y ∈ G, φy(z) = φx(xy−1z). In particular, if φ := φe and ψ := ψe,
then φx(z) = φ(x
−1z) and ψx(z) = ψ(x−1z).
3. For each (U, V, φ, ψ) ∈ A, each x ∈ G and each f ∈ F , ψ(mG(x, f)) = ψ(x) · f .
Remark 2.3.8. Here mG(x, f) = x · f denotes the group product x · f , which then
agrees with the action defined in Proposition 2.3.6.
The contents of this are discussed in full in Chapter 8.1 (combined with Chapters
1-3, 5-7) of [Ste99].
We conclude with a lemma which will be useful later:
Lemma 2.3.9. There exists an open neighborhood We of e ∈ G, such that HWeH =
We and such that if (x, y) ∈ We ×We, then xy−1 ∈ Ve.
Proof. Recall that group multiplication is a continuous operation onG×G. Therefore,
for each h1, h2, h3 ∈ H, there exist neighborhoods A(h1,h2,h3) and B(h1,h2,h3) of e ∈ G
and a neighborhood R(h1,h2,h3) of h1 and S(h1,h2,h3) of h2 and T(h1,h2,h3) of h3 in H such
29
Differential Geometry and Fourier Analysis
that if (h, x, h′, y, h′′) ∈ R(h1,h2,h3) × A(h1,h2,h3) × S(h1,h2,h3) × B(h1,h2,h3) × S(h1,h2,h3),
then hxh′y−1h′′ ∈ Ve. By considering A(h1,h2,h3) ∩ B(h1,h2,h3), we may further assume
A(h1,h2,h3) = B(h1,h2,h3).
Now note by the compactness of H, there exists h1 = (h1, h
′
1, h
′′
1), . . . , h
n =
(hn, h
′
n, h
′′
n) ∈ H3 such that if Ai = Ahi , Ri = Rhi , Si = Shi and T i = Thi then
R1 × S1 × T 1, . . . , Rn × Sn × T n is an open cover of H3. Let A = ∩ni=1Ai. Then
for (h, x, h′, y, h′′) ∈ H × A × H × A × H, there exists i such that (h, x, h′, y, h′′) ∈
Ri × Ai × Si × Ai × T i and so hxh′y−1h′′ ∈ Ve. Finally, let We = h · A · H. Then
if x, y ∈ We, there exists x′, y′ ∈ A and h′1, h′′1, h′2, h′′2 ∈ H such that x = h′1x′h′′1 and
y = h′2y
′h′′2. Thus xy
−1 = h′1x
′h′′1h
′′−1
2 y
′−1h′2 ∈ Ve.
Corollary 2.3.10. Let Wp = pWe. Suppose (x, y) ∈ Wp ×We. Then xy−1 ∈ Up
Proof. If (x, y) ∈ Wp ×We, then (p−1x, y) ∈ We ×We. Thus p−1xy−1 ∈ Ue. Thus
xy−1 ∈ pUe = Up.
References
There are many good references for the material in this section; the basic definitions
can be found in almost any book discussing Lie groups and differential geometry. The
clearest overview of homogeneous spaces from the point of view of fibre bundles is
[Ste99] (Chapters 1-3 and 7-8), with [BtD85] providing a briefer overview. Although
not discussed here, it is often useful to consider what Riemannian techniques can
offer in this context. Riemannian aspects of homogeneous spaces are discussed (di-
dactically) in Chapter 2.A.6 of [GHL04] and in further detail in [CE75]. A further
reference is Chapter II.3 of [Hel01].
2.4 Function Spaces
The topic of this section is function spaces on fibre bundles, compact Lie groups and
homogeneous spaces.
In the following (E,B, F, pi,A) will be a principal fibre bundle and µE will be a
strictly positive F -invariant Borel regular probability measure on E, whilst µF will
be the Haar measure on F .
If X is a compact manifold, then C∞(X), C(X) and D′(X) will be the collections
of smooth functions, continuous functions and distributions on X. If µ is a measure,
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then Lp(X,µ) (or Lp(X) if there is no risk of confusion) will be the collection of Lp
functions on the measure space (X,µ).
Definition 2.4.1 (Lifting of a Function). Suppose that p ∈ C(B) (C∞(B)). Then
the lifting of p from B to E is p# := p ◦ pi.
The map ιB : C(B)→ C(E) (ιB : C∞(B)→ C∞(E)) defined by ιB(p) := p# is a
continuous linear operator.
Recall from Proposition 2.3.6 that for each x ∈ E, we have pi(x · f) = pi(x). So if
p ∈ C(B), then p#(x · f) = p#(x). The converse to this is also true:
Proposition 2.4.2. For each p ∈ C(E) the following are equivalent:
(1) For x, y ∈ E such that pi(x) = pi(y) we have p(x) = p(y).
(2) For x ∈ E and f ∈ F we have p(x) = p(x · f).
These conditions (which we will refer to as right F -invariance) hold if and only if
there exists q ∈ C(B) such that p(x) = q#(x). If this is the case then ||q||C(B) =
||p||C(E). Consequently we may regard C(B) as a closed embedded subspace of C(E).
Furthermore, if p ∈ C∞(E), then q ∈ C∞(B).
Proof. Note by Proposition 2.3.6 that pi(x) = pi(y) if and only if there exists f ∈ F
such that x · f = y. Therefore it is clear (1) and (2) are equivalent.
Now suppose that x ∈ E. Pick a bundle chart (U1, V1, φ1, ψ1) about x. Then for
y ∈ U , observe that q(y) := (p ◦ φ−1)(y, f0) is in C(U) if p ∈ C(V ) or C∞(U) if
q ∈ C∞(V ). By the F -invariance of p it is clear this definition is independent of f0.
Note that q#(x) = p(x) for each x ∈ V . Suppose (U2, V2, φ2, ψ2) is another bundle
chart about x. Then for y ∈ U1 ∩ U2
(p ◦ φ−12 )(y, f0) = (p ◦ φ−11 (φ1 ◦ φ−12 ))(y, f0)
= (p ◦ φ−11 )(y, s21(x) · f0)
= (p ◦ φ−11 )(y, f0)
= q(y),
and so the definition is independent of choice of bundle chart. Thus we have proven
that q is well defined at each y ∈ B, and is continuous or smooth on an open neigh-
borhood about y (depending on whether p is continuous or smooth). Thus q ∈ C(B)
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if p ∈ C(E) and q ∈ C∞(B) if p ∈ C∞(E). Finally, note that supb∈B |q(b)| =
supe∈E |p(e)|.
Proposition 2.4.3 (Projection of Measure). There exists a strictly positive regular
Borel probability measure on B, denoted µB such that for each p ∈ C(B),∫
B
p(b) dµB (b) =
∫
E
p#(e) dµE (e) .
Proof. Define a linear functional Ψ : C(B)→ C for p ∈ C(B) by
Ψ(p) :=
∫
E
p#(e) dµE (e) .
Observe that
|Ψ(p)−Ψ(q)| =
∣∣∣∣∫
E
p#(e)− q#(e) dµE (e)
∣∣∣∣
≤ µE (E)
∣∣∣∣p# − q#∣∣∣∣
C(E)
= ||p− q||C(E) .
So Ψ is continuous. Furthermore, if p(b) ≥ 0 for each b ∈ B, then p#(e) ≥ 0 for
each e ∈ E. Therefore as µE is strictly positive, Ψ(p) ≥ 0. Thus Ψ is a continuous,
positive linear functional on C(B). So by the Riesz-Markov-Kakutani representation
theorem, there is a Borel regular measure µB on B such that
Ψ(p) =
∫
B
p(b) dµB (b) =
∫
E
p#(e) dµE (e) .
Finally, if U ⊂ B is open, then as pi is continuous, pi−1(U) is open and so µE(pi−1(U)) >
0. Therefore
µB (U) =
∫
B
IU(b) dµB (b) =
∫
E
I#U (e) dµE (e)
=
∫
E
Ipi−1(U)(e) dµE (e) = µE(pi−1(U)) > 0.
So µB is strictly positive.
Remark 2.4.4. Consider the fibre bundle (G,G/H,H, pi), whereH is a closed subgroup
of a compact Lie group G. Then the measure given by applying Proposition 2.4.3 to
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µG, the Haar measure on G is called the Haar measure on G/H. The Haar measure
on G/H is G-invariant, for if p ∈ C(G/H) then∫
G/H
p(g · x) dµG/H (x) =
∫
G
p#(g g1H) dµG (g1)
=
∫
G
p#(g1H) dµG (g1)
=
∫
G/H
p(x) dµG/H (x) .
The projection of measure gives Lp spaces on B, which embed isometrically inside
Lp(E, µE) as follows:
Proposition 2.4.5. Suppose that f ∈ C(B). Then
||f ||Lp(B,µB) =
∣∣∣∣f#∣∣∣∣
Lp(E,µE)
(2.1)
for 1 ≤ p < ∞. Furthermore, ιB : C(B) → C(E) has a unique, isometric, linear
extension ιB : L
p(B, µB) → Lp(E, µE). Consequently we may regard Lp(B, µB) as a
closed embedded subspace of Lp(E, µE).
Proof. The proof of (2.1) follows directly from the definition of µB. The existence of
the isometric embedding follows from the fact that C(B) is dense in Lp(B, µB).
We may now define a projection operator ΠB : C(E)→ C(B).
Proposition 2.4.6 (Projection C(E)→ C(B)).
1. For p ∈ C(E), define
(ΠB(p))(x) :=
∫
F
p(x · f) dµF (f) .
Then ΠB(p) ∈ C(B) and ΠB : C(E) → C(B) is a continuous linear operator
with ||ΠB||L(C(E),C(B)) = 1.
2. If p ∈ C∞(E) then ΠB(p) ∈ C∞(B) and the mapping is continuous.
Note that in Proposition 2.4.6, we use the the embedding C(B) ⊂ C(E) and the
embedding C∞(B) ⊂ C∞(E) discussed in Proposition 2.4.2.
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Proof. It is clear that the linearity of the operator follows from the linearity of inte-
gration. If p ∈ C(B) then
ΠB(p
#)(x) =
∫
F
p#(x · f) dµF (f) =
∫
F
p#(x) dµF (f) = p
#(x).
Furthermore, we have the estimate
|(ΠB(p))(x)| ≤
∫
F
|p(x · f)| dµF (f) ≤ ||p||C(E) .
So provided ΠB(p) ∈ C(E) is continuous, we have proven the first part.
Suppose that x ∈ E. Then by the fact that both (x, f) 7→ x · f and p are
continuous, then for each f ∈ F there exists Uf ⊂ E an open neighborhood of x and
Vf ⊂ F an open neighbourhood of f such that x′ ∈ Uf and f ′ ∈ Vf implies that
|p(x′ · f ′)− p(x · f)| < .
As F is compact and (Vf )f∈F is an open cover of F , there exists (U1, V1) =
(Uf1 , Vf1), . . . , (Un, Vn) = (Ufn , Vfn) such that such that V1 ∪ · · · ∪ Vn = F and such
that if x′ ∈ Ui and f ∈ Vi then
|p(x′ · f)− p(x · f)| < .
But U1 ∩ · · · ∩ Un = U is open and for each x′ ∈ U and f ∈ F we have |p(x′ · f) −
p(x · f)| < . Therefore if x′ ∈ U
|ΠB(p)(x′)− ΠB(p)(x)| ≤
∫
F
|p(x′ · f)− p(x · f)| dµF (f) < .
Thus p is continuous. Therefore we have proven the first part.
For the second part, suppose p ∈ C∞(E). Let X be a vector field on E. Define
pXt (x) = t
−1(p(Expx(tXx)))− p(x)). Then pXt → Xp in C∞(E) as t→ 0. Therefore,
by the linearity and continuity of ΠB on C(E) we have that X(ΠB(p)) = ΠB(Xp).
Thus ΠB(p) ∈ C∞(E) and ΠB : C∞(E)→ C∞(B) is continuous.
The projection operator allows us to embed the distributions on B in the distri-
butions on E:
Definition 2.4.7. Suppose that f ∈ D′(B). Then we define f# ∈ D′(E) by〈
f#, φ
〉
:= 〈f,ΠB(φ)〉 for φ ∈ C∞(E). (As ΠB is continuous, it is clear that
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f# ∈ D′(E).)
Proposition 2.4.8 (Lp Norm of Projection). For q ∈ C(E) we have
||ΠB (q)||Lp(B) ≤ ||q||Lp(E) . (2.2)
Furthermore, for q ∈ C(B), we have
∣∣∣∣ΠB (q#)∣∣∣∣Lp(B) = ||q||Lp(B) . (2.3)
Therefore
||ΠB||L(L2(E),L2(B)) = 1.
Proof. It is clear from Proposition 2.4.5 that (2.3) holds. So our task is to prove (2.2).
Note that
||ΠB (q)||pLp(E) =
∫
E
|(ΠBq)(e)|p dµE (e) =
∫
E
∣∣∣∣∫
F
q(e · f) dµF (f)
∣∣∣∣p dµE (e) .
Now observe for s−1 + t−1 = 1 that ||p||sL1(X,µX) ≤ ||p||
s
Ls(X,µX)
||1||sLt(X,µX). As µF is a
probability measure, ||1||Lt(X,µX) = 1. Therefore∫
E
∣∣∣∣∫
F
q(e · f) dµF (f)
∣∣∣∣p dµE (e) ≤ ∫
E
∫
F
|q(e · f)|p dµF (f) dµE (e) .
Now applying the Fubini Theorem and the F -invariance of µE,∫
E
∫
F
|q(e · f)|p dµF (f) dµE (e) =
∫
F
∫
E
|q(e · f)|p dµE (e) dµF (f)
=
∫
F
||q||pLp(E) dµF (f)
= ||q||pLp(E) .
Combining these estimates, we are done.
2.5 Sobolev Spaces
In this section, we discuss how to define Sobolev spaces on manifolds. We present
two separate methods; one on closed manifolds and one on Riemannian manifolds.
35
Differential Geometry and Fourier Analysis
The first involves defining Sobolev spaces by considering the localization of functions
to a finite cover of charts on a closed manifold.
Definition 2.5.1 (Sobolev Space via Localization). Suppose that Mm is a closed
manifold. Then we may pick a finite open cover of Mm denoted (Ui)
k
i=1 and smooth
functions φi : Ui → Rm for 1 ≤ i ≤ k such that each (Ui, φi) is a chart. Pick
(ψi)
k
i=1 ⊂ C∞(Mm), a smooth partition of unity subordinate to (Ui)ki=1. Then for
f ∈ C∞(Mm) we may define
||f ||s,Ui,φi,ψi := ||(φi)∗ (ψi(x) · f(x))||Hs(Rn) .
Let C := (Ui, φi, ψi)
k
i=1. Define
||f ||s,C :=
k∑
i=1
||f ||s,Ui,φi,ψi .
Then ||·||s,C is a norm on C∞(Mm).
The second way of defining the Sobolev spaces on a Riemannian manifold is to
use a spectral decomposition of the Laplace-Beltrami operator.
Definition 2.5.2 (Sobolev Spaces on Riemannian Manifolds). Suppose that Mm is
a closed Riemannian manifold. Let 4M denote the Laplace-Beltrami operator on
M . Then there exists an orthonormal basis (φi)
∞
i=1 of L
2(M) consisting of smooth
functions such that 4Mφi = −λ2iφi, where 0 = λ1 < λ2 ≤ · · · , with λi → ∞. If
f ∈ C∞(M), then
f =
∞∑
i=1
fˆ(φi)φi
where
fˆ(φi) =
∫
Mm
f(x)φi(x) dx.
We may then define
LsMf :=
∞∑
i=1
(1 + λ2i )
s/2fˆ(φi)φi.
We can then define
||f ||Hs(Mm) = ||LsMf ||L2(Mm) .
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Theorem 2.5.3. Suppose that Mm is a closed manifold. Suppose C := (Ui, φi, ψi)
k
i=1
and C′ := (U ′i , φ
′
i, ψ
′
i)
k′
i=1, where (Ui, φi)
k
i=1 and (U
′
i , φ
′
i)
k′
i=1 are open covers of charts on
Mm, whilst (ψi)
k
i=1 and (ψ
′
i)
k′
i=1 are smooth partitions of unity with respect to (Ui)
k
i=1
and (U ′i)
k′
i=1 respectively. Then ||·||s,C is an equivalent norm to ||f ||s,C′.
In addition, if Mm is a Riemannian, then ||·||Hs(Mm) is equivalent to the other two
norms.
Remark 2.5.4. If Mm is not Riemannian, we pick a collection C = (Ui, φi, ψi)
k
i=1 and
simply write ||f ||Hs(Mm) = ||f ||s,C.
Reference
An excellent reference for the material in this section is Chapter 1 of [Ros97].
2.6 Fourier Analysis on Homogeneous Spaces
In this section, we give an overview of the theory of harmonic analysis on compact Lie
groups and homogeneous spaces. We begin by recalling the representation theoretic
tools necessary to perform Fourier analysis. We then apply these tools to the setting
of compact Lie groups. The section is concluded by adapting the harmonic analysis
theory available on compact Lie groups to the setting of homogeneous spaces.
2.6.1 Representation Theory
Let us begin by recalling facts about the representation theory of compact groups.
This will allow us to develop Fourier analysis. For further details, see Chapter 7 of
[RT10]. More comprehensive discussions of the representation theory of compact Lie
groups can be found in [BtD85, Feg91, Hal03].
Let G be a compact group. We write Rep (G) for the set of all continuous, irre-
ducible, unitary representations of G. These are all finite dimensional. If ξ ∈ Rep (G),
then we write Hξ for the carrier space of ξ, dξ for the dimension of Hξ and 〈·, ·〉ξ for
the inner product on Hξ. Hξ can then be equipped with an orthonormal basis, labeled{
e1, . . . , edξ
}
. For each g ∈ G, we have a matrix (ξ(g)ij)dξi,j=1. This matrix represents
ξ(g) ∈ End(Hξ) with respect to the basis. The elements of the matrix are calculated
by ξ(g)ij = 〈ξ(g)ej, ei〉ξ.
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Suppose ξ, η ∈ Rep (G). Then we say ξ is equivalent to η (denoted ξ ∼ η) if
there exists a bijective isometry A : Hξ → Hη such that Aξ = ηA. This is an
equivalence relation. We write Gˆ for the set of equivalence classes of Rep (G) under
∼. If ξ ∈ Rep (G), we write [ξ] to denote its equivalence class.
Now suppose that G a compact Lie group, with a fixed biinvariant Rieman-
nian metric. Then span {ξij | 1 ≤ i, j ≤ n} forms an eigenspace with respect to the
Laplace-Beltrami operator on G. Let −λ2ξ (where λξ ≥ 0) be the eigenvalue of the
eigenspace. Then we define 〈ξ〉 =
√
1 + λ2ξ . For further details regarding the Lapla-
cian on compact Lie groups, see Section 2.11.
2.6.2 Fourier Analysis on Compact Lie Groups
In this section, we define Fourier coefficients for functions on compact Lie groups
and study their basic properties. Further properties will be discussed in Section 2.7,
where we introduce convolution.
Let us begin by defining matrix valued Fourier coefficients for functions on com-
pact Lie groups.
Definition 2.6.1 (Fourier Coefficients). For f ∈ L1(G) and ξ ∈ Rep (G), define the
left and right Fourier transform of f at ξ by
FL (f) (ξ) :=
∫
G
f(x) ξ(x) dx,
FR (f) (ξ) :=
∫
G
f(x) ξ(x)∗ dx.
If there is no risk of confusion, we use the abbreviation fˆ(ξ) = FR (f) (ξ). As Hξ
is equipped with an orthonormal basis, fˆ(ξ) has a matrix with respect to this basis
denoted
(
fˆ(ξ)ij
)dξ
i,j=1
.
Theorem 2.6.2 (Fourier Inversion Formula). Suppose f ∈ C(G), f ∈ C∞(G) or
f ∈ L2(G). Then
f(x) =
∑
[ξ]∈Gˆ
dξ Tr (ξ(x) FR (f) (ξ))
=
∑
[ξ]∈Gˆ
dξ Tr (ξ(x)
∗ FL (f) (ξ)) ,
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where the convergence is in C(G), C∞(G) or L2(G) respectively.
The proof of this is an application of the Peter-Weyl Theorem. For full details we
refer to Chapter 7.6 of [RT10].
A key property of Fourier series on the torus which generalizes to the setting of
compact Lie groups is Parseval’s identity:
Corollary 2.6.3 (Parseval’s Identity). Suppose f, g ∈ L2(G). Then
〈f, g〉L2(G) =
∑
[ξ]∈Gˆ
dξ Tr
(
fˆ(ξ) gˆ(ξ)∗
)
.
Consequently
||f ||2L2(G) =
∑
[ξ]∈Gˆ
dξ
∣∣∣∣∣∣fˆ(ξ)∣∣∣∣∣∣2
HS
.
The Parseval identity is a restatement of Proposition 10.3.17 of [RT10].
2.6.3 Fourier Analysis on Homogeneous Spaces
In this section, we use the theory of Fourier analysis on compact Lie groups to develop
an analogous theory on homogeneous spaces.
Recall from Section 2.4, that if f ∈ C∞(G/H), then we can define f˜ ∈ C∞(G) by
by f˜(g) := f(gH). This allows us to embed C(G/H) ⊂ C(G), C∞(G/H) ⊂ C∞(G),
L2(G/H) ⊂ L2(G) and D′(G/H) ⊂ D′(G). Therefore, we can develop Fourier analysis
on homogeneous spaces by studying the properties of Fourier series of liftings of
functions. In order to do this, we begin with some definitions.
Definition 2.6.4 (Invariant Vectors). Suppose ξ ∈ Rep (G). We say a ∈ Hξ is
ξ-invariant relative to H if a 6= 0 and ξ(h) a = a, for each h ∈ H.
Observe that HHξ := {a ∈ Hξ | ξ(h) a = a, ∀h ∈ H} is a vector subspace of Hξ.
We write dHξ := dim
(
HHξ
)
.
Definition 2.6.5 (Class I Representation). Suppose ξ ∈ Rep (G). We say ξ is of
class I relative to H is if there exists a ξ-invariant vector relative to H.
Remark 2.6.6. Suppose that ξ ∼ η. Then there exists A : Hξ → Hη such that
Aξ = ηA. Suppose that a ∈ Hξ is ξ-invariant relative to H. Then η(h)(Aa) =
39
Differential Geometry and Fourier Analysis
A(ξ(h)a) = Aa and so Aa is η invariant relative to H. Similarly if b ∈ Hη is η
invariant relative to H, then A−1b is H invariant. Thus A : HHξ → HHη is a bijective
linear map.
Therefore, we can define [ξ] ∈ Gˆ to be of class I relative to H if ξ is of class I
relative to H. We write GˆH0 for those [ξ] ∈ Gˆ which are of class I relative to H.
The theory of Fourier analysis simplifies slightly if H is a so-called massive sub-
group of G.
Definition 2.6.7 (Massive Subgroup). We say H ≤ G a massive subgroup if for each
[ξ] ∈ GˆH0 , there is precisely one invariant vector, up to normalization (i.e. dim(HHξ ) =
0 or 1 for all [ξ] ∈ Gˆ).
Example 2.6.8. SO(n) is a massive subgroup of SO(n + 1). (The proof of this is
non-trivial. See Chapter 9 of [Vil68]).
Let us now explore the properties of class I representations of G relative to H.
Notation 2.6.9. Recall that we assume that if ξ ∈ Rep(G), then Hξ equipped with an
ordered orthonormal basis
{
e1, . . . , edξ
}
. If ξ is of class I relative to a subgroup H,
we may additionally assume that e1, . . . , edHξ are ξ-invariant relative to H.
Lemma 2.6.10. Suppose that [ξ] ∈ GˆH0 . If 1 ≤ p ≤ dHξ and 1 ≤ i, j ≤ dξ, then
ξpj(g) and ξ
∗
ip(g) are constant on right cosets of H,
ξip(g) and ξ
∗
pj(g) are constant on left cosets of H.
(Here a function f ∈ C(G) is constant on right cosets of H if f(hg) = f(g) for
every g ∈ G, h ∈ H and is constant on left cosets of H if f(gh) = f(g) for every
g ∈ G, h ∈ H.)
Proof. Observe that
ξpj(hg) = (ξ(hg)ej, ep) = (ξ(h)ξ(g)ej, ep)
=
(
ξ(g)ej, ξ(h
−1)ep
)
= (ξ(g)ej, ep)
= ξpj(g).
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The proof for ξip on left cosets follows in the same way. Finally, the other two
statements follow from the observation that ξ∗ij = ξji.
This motivates the following:
Theorem 2.6.11 (Fourier Coefficients on Homogeneous Spaces). Suppose f ∈ C(G),
C∞(G) or L2(G). Then f ∈ C(G/H), C∞(G/H) or L2(G/H) if and only if
fˆ(ξ)ij = 0 for ξ 6∈ GˆH0 or i > dHξ .
Similarly f ∈ C(H\G), C∞(H\G) or L2(H\G) if and only if
fˆ(ξ)ij = 0 for ξ 6∈ GˆH0 or j > dHξ .
Corollary 2.6.12 (Formula for Projection). Suppose f ∈ L2(G). Then
(
PG/Hf
)
(x) =
∑
[ξ]∈GˆH0
dξ
dξ∑
i=1
dHξ∑
j=1
ξij(x)fˆ(ξ)ji,
(
PH\Gf
)
(x) =
∑
[ξ]∈GˆH0
dξ
dξ∑
j=1
dHξ∑
i=1
ξij(x)fˆ(ξ)ji.
Corollary 2.6.13.
PG/H (ξij) =
0 if j > dHξ or ξ 6∈ GˆH0 ,ξij if j ≤ dHξ and ξ ∈ GˆH0 . (2.4)
PH\G (ξij) =
0 if i > dHξ or ξ 6∈ GˆH0 ,ξij if i ≤ dHξ and ξ ∈ GˆH0 . (2.5)
Proof. Let η ∈ Rep (G). Observe that if f(x) = ηij then
fˆ(ξ)pq =
1 if p = j, q = i and ξ = η,0 otherwise.
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Therefore
P̂G/Hf(ξ)pq =
1 if i = q , p = j ≤ dHξ , ξ = η ∈ GˆH0 ,0 otherwise .
Therefore the corollary follows by the Fourier Inversion Formula (Theorem 2.6.2).
The proof of (2.5) is identical.
Corollary 2.6.14. The sets
BG/H =
{
ξij | [ξ] ∈ GˆH0 , 1 ≤ i ≤ dξ, 1 ≤ j ≤ dHξ
}
,
BH\G =
{
ξij | [ξ] ∈ GˆH0 , 1 ≤ i ≤ dξ, 1 ≤ j ≤ dHξ
}
,
are orthonormal bases for L2(G/H) and L2(H\G) respectively.
Proof. Observe that BG/H is an orthonormal subset of L2(G/H). Moreover, by Corol-
lary 2.6.12 and the fact that f = PG/Hf for f ∈ L2(G/H), every element of L2(G/H)
can be written as an infinite linear combination of elements of BG/H . The proof for
BH\G is identical.
2.7 Convolution
A key tool when using Fourier analysis to study functions and operators on groups
is the idea of convolution. In this section, we recall the definition of convolution and
its properties.
Definition 2.7.1 (Convolution). For f ∈ L1(G), g ∈ C(G), define
(f ∗ g)(x) :=
∫
G
f(y)g(y−1x) dy.
Note that in general, convolution is not commutative, i.e. f ∗ g 6= g ∗ f .
Proposition 2.7.2. Let f, g, h ∈ L1(G). Then f ∗ g ∈ L1(G) with
||f ∗ g||L1(G) ≤ ||f ||L1(G) ||g||L1(G) ,
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and
(f ∗ g)(x) =
∫
G
f(y−1)g(yx) dy
=
∫
G
f(xy−1)g(y) dy
=
∫
G
f(xy)g(y−1) dy
for a.e. x. Moreover, convolution is associative:
f ∗ (g ∗ h) = (f ∗ g) ∗ h.
We have a version of the convolution theorem:
Theorem 2.7.3 (Convolution Theorem). Suppose f, g ∈ L2(G). Then f ∗g ∈ L2(G).
Moreover, for every ξ ∈ Rep (G)
f̂ ∗ g(ξ) = gˆ(ξ) fˆ(ξ).
We can consider operators of the form
l(f) : L2(G)→ L2(G) , r(f) : L2(G)→ L2(G)
l(f) g := f ∗ g, r(f) g := g ∗ f
for f, g ∈ D′(G). Their operator norm can be computed in the following manner:
Theorem 2.7.4 (Operator Norm of Convolutions). Suppose f ∈ D′(G). Then the
operator norms of l(f) and r(f) on L2(G) are given by
||l(f)||L(L2(G)) = ||r(f)||L(L2(G)) = sup
[ξ]∈Gˆ
∣∣∣∣∣∣fˆ(ξ)∣∣∣∣∣∣
op
.
2.8 Invariant Vector Fields
The aim of this section is to introduce invariant vector fields on compact Lie groups.
These vector fields and their properties will be key to the analysis we perform in this
thesis.
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This section is structured as follows; we begin by introducing invariant operators
on compact Lie groups. We will then look at invariant vector fields on compact Lie
groups. We will conclude by examining how invariant vector fields can be projected
onto homogeneous spaces.
2.8.1 Invariant Operators
In this subsection, we will look at general invariant operators, which roughly speaking
correspond to the convolution operators discussed in Theorem 2.7.4.
We begin by motivating our interest in them. Recall that a constant coefficient
partial differential operator on Rn can be characterized as a partial differential oper-
ator which commutes with the translation operator (τxf)(y) := f(y − x). There are
two analogues of the translation operator on non-Abelian compact Lie groups.
Definition 2.8.1 (Left and Right Regular Representation). We say that the maps
piL : G→ U(L2(G)), piR : G→ U(L2(G))
defined by
(piL(g1)f)(g) := f(g
−1
1 g), (piR(g1)f)(g) := f(gg1)
are the left and right regular representations of G.
An invariant operator is one which commutes with one of the regular represen-
tations. An invariant partial differential operator on a group is the analogue of a
constant coefficient partial differential operator on Rn, whilst an invariant operator
is the analogue of a Fourier multiplier.
Definition 2.8.2 (Invariant Operators on Compact Lie Groups). Suppose that A :
C∞(G) → C∞(G) is a continuous linear operator. We say A is left invariant if
A ◦ piL = piL ◦ A and right invariant if A ◦ piR = piR ◦ A.
Recall from Proposition 1.1.6 that if A : C∞(G)→ C∞(G) is a continuous linear
operator, then we can think of the left and right convolution kernels as smooth maps
rA, lA : G→ D′(G).
If A is left/right invariant, then rA/lA are independent of G. In other words, there
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exists rA/lA ∈ D′(G) such that
Af = f ∗ rA (Left Invariant),
Af = lA ∗ f (Right Invariant).
Consequently, if A is left invariant, then its right symbol is independent of the G-
variable, i.e.
σA(x, ξ) = σA (ξ) = r̂A(ξ).
Similarly, if A is left invariant, its left symbol is independent of the G-variable, i.e.
ρA(x, ξ) = ρA(ξ) = FL (lA) (ξ).
2.8.2 Invariant Vector Fields on Compact Lie Groups
The existence of invariant vector fields on compact Lie groups is an extremely useful
tool (see, for example, Lemma 6.1.3), and forms an important part of the machinery
used in [RT10].
Suppose that X ∈ g. Then X gives rise to two vector fields, one left and one right
invariant, denoted XL and XR, which are defined by the formulae:
(XLf)(x) := lim
t→0
f(x exp(tX))− f(x)
t
,
(XRf)(x) := lim
t→0
f(exp(tX)x)− f(x)
t
.
2.8.3 Projection of Invariant Vector Fields
Consider the following definition:
Definition 2.8.3 (Projection of Invariant Vector Fields). Suppose X ∈ g. Then for
f ∈ C∞(G/H) define
XRf := XRf#.
It is clear from the following observation that projections of vector fields are useful
tools on homogeneous spaces:
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Observation 2.8.4. Firstly, recall that X is a continuous derivation on C∞(G). Sec-
ondly, observe that if f ∈ C∞(G/H), then
(XRf#)(xh) = lim
t→0
f#(exp(tX)xh)− f#(xh)
t
= lim
t→0
f#(exp(tX)x)− f#(x)
t
= (XRf#)(x).
Therefore, XR is a smooth derivation on C∞(G/H). So the projection of XR is a
smooth vector field on G/H.
Also observe that:
Proposition 2.8.5. Suppose that X : C∞(G) → C∞(G) is a left invariant vector
field. Then for every f ∈ C∞(G)
(ΠG/H ◦X)f = (X ◦ ΠG/H)f.
Proof. Observe that
(ΠG/H ◦X)(f)(x) =
∫
H
(Xf)(xh) dh
=
∫
H
lim
t→0
f(exp(tX)xh)− f(xh)
t
dh
= lim
t→0
∫
H
f(exp(tX)xh) dh− ∫
H
f(xh) dh
t
= lim
t→0
(ΠG/Hf)(exp(tX)x)− (ΠG/Hf)(x) dh
t
=
(
X ◦ ΠG/H
)
(f)(x)
2.8.4 Invariant Vector Fields as Frames
Projections of invariant vector fields are useful, as every smooth vector field on G/H
can be written in terms of a finite collection of right invariant vector fields. To
formalize this, we need the notions of a local and global frames.
Definition 2.8.6 (Local and Global Frame). Let Mm be a manifold of dimension m.
Suppose that BMm is a vector bundle of rank l over Mm.
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We say that a collection S1, . . . Sl ∈ Γ (BMm) of sections of BMm (that is, each
Si is a smooth map M
m → BMm such that Si(x) ∈ BxMm) is a global frame for
BMm if {S1(x), . . . , Sl(x)} spans BxMm for each x ∈Mm.
We say that the collection is a local frame if for each x ∈Mm there is a subset of
{S1, . . . , Sr} denoted
{
S˜1, . . . , S˜l
}
of size l and an open neighborhood U ⊆Mm of x
such that
{
S˜1, . . . , S˜l
}
is a global frame for BU .
The following well known proposition illustrates the purpose of considering frames:
Proposition 2.8.7. Suppose that {S1, . . . , Sr} is a local frame for BMm. Then if
X ∈ Γ (BMm), then there exist f 1, . . . , f r ∈ C∞(Mm) such that
X = f 1(x)S1 + · · ·+ f r(x)Sr.
Furthermore, if the frame is a global frame, then the fi are unique.
Recall the following fact about compact Lie groups:
Proposition 2.8.8. Let G be a compact lie group of dimension d with Lie algebra g.
Suppose that X1, . . . , Xd is a basis of g. Then
{
XL1 , . . . , X
L
d
}
and
{
XR1 , . . . , X
R
d
}
are
both global frames for TG.
If G/H be a homogeneous space, we cannot necessarily find a global frame for TG.
For example, consider the case of S2. A global frame would consist of two elements
X, Y ∈ Γ (T S2) such that {Xz, Yz} spans Tz S2 for each z ∈ S2. But the Hairy Ball
Theorem tells us that given any vector field X on S2, there exists p ∈ S2 such that
Xp = 0. But as Xp = 0 and Tp S2 is of dimension 2, this gives us a contradiction.
However, the following proposition tells us that a global frame of right invariant vector
fields will project to a local frame of vector fields on G/H.
Proposition 2.8.9. Let G and XR1 , . . . , X
R
d be as in Proposition 2.8.8. If X is a
smooth vector field on G/H, then there exist (non-unique) smooth functions f 1, . . . , fn
on G/H such that
X(x) = f 1(x)XR1 (x) + · · · fn(x)XRn (x).
Hence the projections of XR1 , . . . , X
R
d form a local frame on G/H.
The proof of this proposition is a reasonably simple exercise and involves using
the principal fibre bundle structure of G over G/H.
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2.9 Horizontal and Vertical Vector Fields
Our aim in this section will be to define and study the properties of horizontal and
vertical vector fields on principal fibre bundles.
We will begin this section by introducing the vertical bundle on a fibre bundle.
We will then introduce the notion of an Ehresmann connection. Next, an explicit
construction of an Ehresmann connection on a Riemannian principal fibre bundle will
be given. Following this, the horizontal bundle related to an Ehresmann connection
will be introduced. The section will be concluded with a discussion of horizontal
lifting of vector fields.
2.9.1 Vertical Bundles
We begin by introducing the vertical bundle of a fibre bundle:
Definition 2.9.1 (Vertical Bundle). Let (E,B, F, pi,A) be a fibre bundle. Then the
vertical bundle of the bundle is the smooth sub-bundle of TE with fibres
VxE := ker ((dpi)x) .
We call X ∈ Γ (V E) a vertical vector field on E.
Remark 2.9.2. Note that as V E is a sub bundle of TE, Γ (V E) ⊆ Γ (TE). Therefore
vertical vector fields on E are vector fields on E.
2.9.2 Ehresmann Connections
We will now look at maps which project the vector fields on E onto the vertical vector
fields on E:
Definition 2.9.3 (Ehresmann Connection). An Ehresmann connection on a fibre
bundle (E,B, F, pi,A) is a V E-valued 1-form Φ ∈ Ω1(E, V E) such that Φ ◦ Φ = Φ
and Φ(Γ(TE)) = Γ(V E).
An Ehresmann connection may interact with the additional structure on a prin-
cipal fibre bundle. In the following, let Rf : E → E be defined by Rf (x) = x · f−1 for
each f ∈ F and x ∈ E.
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Definition 2.9.4 (Principal Connection). An Ehresmann connection Φ on a principal
fibre bundle (E,B, F, pi,A) is called a principal connection if it is right F -invariant,
i.e.
(dRf ) ◦ Φ = Φ ◦ (dRf ) .
Theorem 2.9.5. A principal fibre bundle (E,B, F, pi,A) possesses a principal Ehres-
mann connection.
Proof. See Lemma 11.3 of [KMS93].
2.9.3 Construction of an Ehresmann Connection
The aim of this subsection is to prove Theorem 2.9.12, which is the construction of an
Ehresmann connection on a principal fibre bundle, where the total space possesses a
Riemannian structure. The essence of the construction is to project the inner product
space (TxE, 〈·, ·〉x) onto its closed subspace VxE. The principal issue in constructing
the connection is to ensure that it is a smooth operation. We begin this task with
the following proposition:
Proposition 2.9.6 (A Global Frame for V E on Principal Fibre Bundles). Suppose
that (E,B, F, pi,A) is a principal fibre bundle. Let z1, . . . , zn be a basis for f (the Lie
algebra of F ). For p ∈ C∞(E), define
(Zip)(x) :=
d
dt
p
(
x exp(tzi)
)∣∣∣∣
t=0
.
Then Z1, . . . , Zn form a global frame for V E. (Recall from Definition 2.8.6 that
Z1, . . . , Zn form a global frame for V E if (Z1)x, . . . , (Z
n)x span VxE for each x ∈ E.)
Vector fields of this form have been considered in, for example, [Hel00, Ch. II.2].
Proof. It is clear from the fact that (x, t) 7→ x exp(tzi) is smooth that Zip ∈ C∞(E)
for each p ∈ C∞(E). It is also clear that Zi is a derivation on C∞(E). Hence
Zi ∈ Γ (TE).
As exp(tzi) ∈ F for all t ∈ R and as pi(x · f) = pi(x) for each x ∈ E and f ∈ F we
have that (dpi)x(Z
i) = 0. Hence Zi ∈ Γ (V E).
It remains to be shown that Z1x, . . . , Z
n
x span VxE for each x ∈ E. Note that n =
dimF and dimE = dimB+dimF . As pi is a submersion dim ((dpi)x (TxE)) = dimB.
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Therefore
dim(VxE) = dim (ker (dpi)x)
= dim (TxE)− dim ((dpi)x (TxE))
= dimE − dimB
= n.
So if Z1x, . . . , Z
n
x are linearly independent, they form a frame. But if (U, V, φ, ψ)
is a bundle chart about x ∈ E, then Zix = φ∗(0⊕ Y i)x, where Y i is the left invariant
vector field on F induced by zi. Hence, as Y 1ψ(x), . . . , Y
n
ψ(x) are linearly independent
and as φ is a diffeomorphism, Z1x, . . . , Z
n
x are linearly independent and so span VxE.
So we have proven that Z1, . . . , Zn form a global frame.
In the following corollary, recall that the lifting of a function p ∈ C∞(G/H) to
C∞(G) is defined by p#(x) = p(xH) for x ∈ G (for further details, see Chapter 2.4).
Corollary 2.9.7. Suppose that X ∈ Γ (V G) and p ∈ C∞(G/H). Then Xp# = 0.
Proof. Firstly, note that if Zi is one of the vector fields from the previous proposition,
then
(Zip
#)(x) =
d
dt
p#
(
x exp(tzi)
)∣∣∣∣
t=0
=
d
dt
p# (x)
∣∣∣∣
t=0
= 0.
Furthermore, as (Zi)
n
i=1 is a global frame for V E, there exists f1, . . . , fn ∈ C∞(E)
such that X = f1Z1 + · · · fnZn. Therefore
Xp# = f1Z1p
# + · · ·+ fnZnp# = 0.
So we are done.
Lemma 2.9.8. If X ∈ Γ (V E), then (dRf )(X) ∈ Γ (V E) for f ∈ F .
Proof. Let Z1, . . . , Zn be as in the previous proposition. Then as Z1, . . . , Zn form a
global frame, we may write (dRf )
−1X =
∑n
i=1 giZ
i, where gi ∈ C∞(E) for 1 ≤ i ≤ n.
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But then X = (dRf ) (dRf )
−1X =
∑n
i=1 gi((dRf )Zi). Hence if we can prove that
(dRf )(Z
i) ∈ Γ (V E) for each 1 ≤ i ≤ n, then we are done. But
((
(dRf )
(
Zi
))
(p)
)
(x) =
d
dt
p
(
x exp
(
tzi
)
f
)∣∣∣∣
t=0
.
Now note for 1 ≤ i ≤ n that pi (x exp (tzi) f) = pi(x) for each x ∈ E, t ∈ R and f ∈ F .
Therefore (dpi)x ((dRf ) (Z
i)) = 0. So (dRf ) (Z
i) ∈ Γ(V E).
Corollary 2.9.9. Suppose (E,B, F, pi,A) is a principal fibre bundle and that E is
Riemannian. Then there exists a global frame {Z1, . . . , Zn} of vector fields in Γ (V E)
such that the vector fields are orthonormal, i.e.
〈
Zi, Zj
〉
x
= δij.
We call such a collection an orthonormal global frame for V E.
Proof. Apply Gram-Schmidt orthogonalization to to a global frame of vector fields
(for example, the frame given by Proposition 2.9.6).
Now let us define a right F -invariant metric. In the following, recall that Rf :
E → E is defined by Rf (x) = x · f−1 for each f ∈ F and x ∈ E.
Definition 2.9.10. Suppose that (E,B, F, pi,A) is a principal fibre bundle and that
E is equipped with a Riemannian metric h. Then we say h is F -invariant if
hx·f−1((dRf )X, (dRf )Y ) = hx(X, Y )
for every x ∈ E, f ∈ F and X, Y ∈ Γ (TE).
Lemma 2.9.11. Suppose (E,B, F, pi,A) is a principal fibre bundle, and h is a right
F -invariant Riemannian metric on E. If Z1, . . . , Zn is an orthonormal global frame
for V E then for each f ∈ F , (dRf )(Z1), . . . , (dRf )(Zn) is also an orthonormal global
frame for V E.
Proof. Note by Lemma 2.9.8 that (dRf )(Z
1), . . . , (dRf )(Z
n) ∈ Γ(V E). Also note
that as the metric is right invariant,
hx·f−1
(
(dRf )(Z
i), (dRf )(Z
j)
)
= hx
(
Zi, Zj
)
= δij
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for every x ∈ E and f ∈ F . Therefore (dRf )(Z1)x, . . . , (dRf )(Zn)x are orthonormal.
Furthermore, by dimensionality, it is clear they span VxE. Therefore, they are an
orthonormal global frame.
The following corollary states that there is a canonical principal Ehresmann con-
nection on a principal fibre bundle equipped with a right F -invariant Riemannian
metric.
Theorem 2.9.12. Suppose (E,B, F, pi,A) is a principal fibre bundle and that h is a
Riemannian metric on E. Let Z1, . . . , Zn be an orthonormal global frame for V E.
Define
Φx(Z) =
n∑
i=1
hx
(
Zx, Z
i
x
)
Zix. (2.6)
Then
(1) Φ is independent of choice of orthonormal global frame for V E.
(2) Φ is an Ehresmann connection.
(3) If the metric on E is right F -invariant, then Φ is a principal connection.
Proof. We begin with (1). Suppose Y 1, . . . , Y n is another orthonormal global frame.
Then there exists smooth function Aij ∈ C∞(E) such that (Aij(x))ni,j=1 ∈ O(n) for
each x ∈ E and such that Y ix = Aij(x)Zjx and Zix = (AT (x))ijY jx = A(x)jiY jx . Hence,
using the linearity of the inner product hx(·, ·) in the third line we have
Φ(Z)x =
n∑
i=1
hx
(
Zx, Z
i
x
)
Zix
=
n∑
i,j=1
hx
(
Zx, A(x)
j
iY
j
x
)
Zix
=
n∑
i,j=1
hx
(
Zx, Y
j
x
)
A(x)jiZ
i
x
=
n∑
j=1
hx
(
Zx, Y
j
x
)
Y jx .
Thus Φ is independent of choice of global frame.
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For (2), as Φx(gZ
i) = gZi for each g ∈ C∞(E) and 1 ≤ i ≤ n, it is easily seen
that Φ is an Ehresmann connection.
Finally, for (3), note that the definition of Φx is independent of choice of orthonor-
mal global frame for V E. Recall from Lemma 2.9.11 that {(dRf )(Z1), . . . , (dRf )(Zn)}
is also a global frame for V E. Therefore, as Φ is independent of choice of global frame,
and using the right F -invariance of the metric in the second line we have
Φx((dRf )(Z)) =
n∑
i=1
hx
(
(dRf ) (Z), (dRf ) (Z
i)
)
(dRf ) (Z
i)x
=
n∑
i=1
hx·f
(
Z,Zi
)
(dRf ) (Z
i)x
= (dRf ) (Φx·f (Z)).
2.9.4 Horizontal Vector Fields
Definition 2.9.13 (Horizontal Bundle). Suppose that (E,B, F, pi,A) is a fibre bundle
and that Φ is an Ehresmann connection on E. Define
HΦx E := (1− Φx)(TxE).
Then HΦE is a smooth sub-bundle of TE and is called the horizontal bundle of
(E,B, F, pi,A) with respect to the Ehresmann connection Φ. Elements of Γ (HΦE)
are called horizontal vector fields.
Remark 2.9.14. As with vertical vector fields, Γ
(
HΦE
) ⊆ Γ (TE). Thus horizontal
vector fields are in fact vector fields on E.
Definition 2.9.15 (Purely Horizontal Vector Fields). A horizontal vector field X on
E is called purely horizontal if for each x, y ∈ E such that pi(x) = pi(y), (dpi)x(Xx) =
(dpi)y(Xy).
Purely horizontal vector fields are useful in light of the following characterization:
Proposition 2.9.16. Suppose that X ∈ Γ (HΦE). Then X is purely horizontal if
and only if for each p ∈ C∞(B) ⊂ C∞(E), Xp ∈ C∞(B).
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Proof. Suppose that X is purely horizontal. Let x, y ∈ E be such that pi(x) = pi(y).
Then
(Xp#)(x) = ((dpi)x(Xx)p)(pi(x)) = ((dpi)y(Xy)p)(pi(y)) = (Xp
#)(y).
Conversely, suppose that X is horizontal and the relationship holds. Then for each
p ∈ C∞(B),
((dpi)x(Xx)p)(pi(x)) = ((dpi)y(Xy)p)(pi(y))
Thus X is purely horizontal.
Proposition 2.9.17. Suppose that (E,B, F, pi,A) is a fibre bundle equipped with an
Ehresmann connection. Suppose that X is a purely horizontal vector field on E. Then
if Ypi(x) := (dpi)x(Xx), then Y is a smooth vector field on B We will abuse notation
and write (dpi)(X) = Y .
Proof. Suppose that p ∈ C∞(B). Then for each x ∈ E. Then
(Xp#)(x) = ((dpi)x(Xx)p)(pi(x)).
Furthermore, (Xp#)(pi(x)) = (Xp#)(pi(y)) So Xp# is the lifting of a smooth function
on B. Thus Y is a smooth derivation on B and so a vector field. So we are done.
Notation 2.9.18. We write
XHB(E) := {X ∈ X(E) | X is horizontal} ,
XVB(E) := {X ∈ X(E) | X is vertical} ,
XPHB (E) := {X ∈ X(E) | X is purely horizontal} .
2.9.5 Horizontal Lifting
In the following, we will assume that (E,B, F, pi,A) is a principal fibre bundle with
an Ehresmann connection Φ.
Proposition 2.9.19 (Horizontal Lifting). There is a bijective linear map X 7→ X# :
X(B) → XPHB (E). The vector field X# is called the horizontal lifting of X (with
respect to the Ehresmann connection Φ).
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Proof. We begin by constructing the horizontal lifting. Suppose that X ∈ Γ (TB).
For each x ∈ E, note that we may write TxE = HΦx E ⊕ VxE. As VxE = ker(dpi),
and as Tpi(x)B = (dpi)(TxE), for each x ∈ E, we may pick a unique X#x ∈ HΦx E such
that (dpi)x(X
#
x ) = Xx. It is clear that if pi(x) = pi(y), then (dpi)x(X
#
x ) = (dpi)y(X
#
y ).
Therefore X#x is purely horizontal. The smoothness of X
# may be proven by a
method similar to the proof of Proposition 2.4.2.
We now prove that the map is injective. IfXx 6= Yx, then (dpi)x(X#x ) 6= (dpi)x(Y #x ).
So X#x 6= Y #x . So the mapping is injective.
We conclude by proving that the map is surjective. Suppose that X ∈ XPHB (E).
Recall from Lemma 2.9.17 that Y = (dpi)(X) defined by Ypi(x) = (dpi)x(Xx) is a
smooth vector field on B. We will prove that X = Y #. Note that Y #x is defined
to be the unique member of HΦx E such that (dpi)x(Y
#
x ) = (dpi)x(Xx), which by the
definition of Y is Xx. Therefore the mapping is surjective.
Finally, in proving surjectivity, we have proven that X 7→ (dpi)(X) for X ∈
XPHB (E) is the inverse map to horizontal lifting. Therefore, as (dpi) is linear, and as
the inverse of a linear map is linear, X 7→ X# is a linear mapping.
Observation 2.9.20. As X 7→ X# : TG/H → HΦG is a Lie algebra homomorphism,
(which can be seen from the fact that (dpi) is a Lie algebra homomorphism), one
can extend horizontal lifting to an operation from the universal enveloping algebra of
TG/H to the universal enveloping algebra of HΦG, and thus define horizontal lifting
for all partial differential operators on G/H.
Corollary 2.9.21. Suppose that (E,B, F, pi,A) is a principal fibre bundle equipped
with a principal Ehresmann connection Φ. For each f ∈ F , let Rf : E → E be defined
by Rf (x) := x · f . Then for every vector field X on B, (dRf )X# = X#.
Proof. Recall that X#x is the unique member of HxE such that (dpi)x
(
X#x
)
= Xpi(x).
Let (U, V, φ, ψ) be a bundle chart about x ∈ E. Then (dφ)x·f (X#x·f ) = Xpi(x)⊕ 0. But
as φ(Rf (x)) = Rf (φ(x))
(dφ)x((dRf )X
#
x·f ) = (dRf ) ((dφ)x·f )
(
X#x·f
)
= (dRf )
(
Xpi(x) ⊕ 0
)
= Xpi(x) ⊕ 0
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Thus (dpi)x
(
(dRf )X
#
x·f
)
= Xpi(x). Furthermore, as X
#
x·f ∈ HΦx·fE, and as the Ehres-
mann connection Φ is right F -invariant, (dRf )X
#
x·f ∈ HΦx E. Therefore (dRf )X#x·f =
X#x . So we are done.
Proposition 2.9.22. Suppose that (U, V, φ, ψ) is a bundle chart on a principal fibre
bundle (E,B, F, pi,A) equipped with an Ehresmann connection Φ such that
(dφ)−1x (Tpi(x)U ⊕ 0) = HΦx E.
Suppose that X is a vector field on B and that f ∈ C∞(E). Then
(X#f)(x) = Xx(f ◦ φ−1)(pi(x), ψ(x)).
Proof. Note that X# is uniquely determined by the property that X#x ∈ HΦx E and
(dpi)(X#x ) = Xx. Note that (φ)
∗(Xx) also satisfies these properties. Thus
(X#f)(x) = (φ)∗(Xx) = (Xx(f ◦ φ−1))(pi(x), ψ(x)).
2.10 Riemannian Metrics
In order to study the Laplacian on compact Lie groups and homogeneous spaces, we
briefly study Riemannian metrics on these spaces.
Our first task is to define so called bi-invariant metrics on compact Lie groups
and invariant metrics on homogeneous spaces. In the following, Lg, Rg : G → G are
defined by Lg(x) := gx and Rg(x) := xg
−1 respectively. Similarly, Lg : G/H → G/H,
is defined by Lg(x) := g · x.
Definition 2.10.1 (Left, Right, Bi and Quasi Invariant Metrics). Suppose that 〈·, ·〉
is a Riemannian metric on G. Then we say that the metric is left invariant if for
every pair of vector fields X, Y and for every x, g ∈ G we have that
〈(dLg)X, (dLg)Y 〉gx = 〈X, Y 〉x .
Similarly, a metric is right invariant if for every x, y ∈ G and pair of vector fields
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X, Y we have that
〈(dRg)X, (dRg)Y 〉xg−1 = 〈X, Y 〉x .
We say a metric is bi-invariant if it is both left and right invariant.
Suppose that 〈·, ·〉 is a Riemannian metric on G/H. Then we say that the metric
is quasi invariant if
〈(dLg)X, (dLg)Y 〉g·x = 〈X, Y 〉x .
The following theorem is well known:
Theorem 2.10.2. Suppose that G is a compact Lie group. Then there exists a bi
invariant Riemannian metric on G.
Whilst the existence of quasi invariant metrics on homogeneous spaces is well-
known (See, for example, the discussion of homogeneous Riemannian spaces in Chap-
ter 2.A.6 of [GHL04]. The previous theorem also follows from this material.), in our
case it will be useful to associate a specific quasi invariant metric on G/H with a
given bi invariant metric on G. This is the content of the following proposition:
Proposition 2.10.3 (Projection of Metric). Suppose that (E,B, F, pi,A) is a prin-
cipal fibre bundle and that E is equipped with a right F invariant Riemannian metric
hE. For X ∈ Γ (TB), let X# be the horizontal lifting of X with respect to the Ehres-
mann connection defined by the metric (see Proposition 2.9.12). Then
hB(X, Y )pi(x) := hE(X
#, Y #)x
is a well defined Riemannian metric on B.
Furthermore, suppose (E,B, F, pi,A) = (G,G/H,H, pi,A), where G is a compact
Lie group and H is a closed subgroup. If hG is a bi invariant Riemannian metric on
G, then hG/H is a quasi invariant metric on G/H.
Proof. We will begin by proving that hB is a metric. Our first task is to show that
hB is well defined. Suppose that x, y ∈ E are such that pi(x) = pi(y). Then there
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exists f ∈ F such that x = y · f . Therefore, using Corollary 2.9.21 in the third line,
hB(X, Y )pi(x) = hE
(
X#, Y #
)
x
= hE
(
(dRf )X
#, (dRf )Y
#
)
x·f
= hE
(
X#, Y #
)
x·f
= hB (X, Y )pi(y) .
So we have proven that hB is well defined.
Our next task is to show that hB is a metric. Note that if X, Y ∈ Γ (TB), then
X#, Y # ∈ Γ (TE). Therefore x 7→ hB(X, Y )x = hE(X#, Y #)pi(x) is smooth. As
horizontal lifting is linear (see Theorem 2.9.19), and as hE is a bilinear form, it is
clear that hB is a bilinear form. So it only remains to show that hB is positive definite.
If Xpi(x) 6= 0, then X#x 6= 0. Therefore
hB(X,X)pi(x) = hE(X
#, X#)x > 0
and so hB is an inner product. So we have proven that hB is a metric.
Now suppose that hG is biinvariant. Then hG/H is certainly right H invariant.
Furthermore,
hG/H((dLg) X, (dLg) Y )g·pi(x) = hG(((dLg) X)
# , ((dLg) Y )
#)g·x
= hG((dLg) X
#, (dLg) Y
#)g·x
= hG(X
#, Y #)x.
Thus hG/H is quasi-invariant.
Remark 2.10.4. As mentioned, the existence of quasi-invariant metrics is well known.
Many authors approach the topic of invariant metrics on homogeneous spaces by
studying the relation between the irreducible components of the adjoint representation
and different invariant metrics (see, for example, [GHL04, Ch. 2.A.6]). However, this
approach is more sophisticated than necessary for our purposes.
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2.11 The Laplacian on Lie groups and Homogeneous Spaces
In this section, we will discuss analogues of the Laplace operator on Lie groups and
homogeneous spaces.
This section is structured as follows. We will begin by recalling the definition of the
Laplace-Beltrami operator on a Riemannian manifold in local coordinates. We will
then define Laplacians on compact Lie groups and homogeneous spaces. Following
this, we will discuss the structure of the symbol of these Laplacians. In the final
subsection, to ensure clarity throughout this thesis, we will make a list of notation
for the various operators associated to the Laplacian.
The constructions discussed will have little bearing on the rest of the thesis; ev-
erything we will need to know about the Laplacian is contained in the structure of
its symbol, which is discussed in subsection 2.11.4.
Throughout this section we will use the following notation: G will be a compact
Lie group of dimension d and H will be a closed subgroup of dimension k. We will
write g for the Lie algebra of G, and write h ≤ g for the Lie algebra of H. If X ∈ g,
then we will write XR for the right invariant vector field on G associated with X (see
Chapter 2.8.2 for further details).
2.11.1 The Laplacian on Riemannian Manifolds
Recall that a Riemannian manifold is equipped with a second order elliptic differential
operator, known as the Laplace-Beltrami operator:
Theorem 2.11.1 (Laplace-Beltrami Operator). Let Mm be a manifold equipped with
a Riemannian metric h. Suppose that (x1, . . . , xm) is a coordinate system on an open
set U ⊆ M . If ∂i := ∂/∂xi, then let hij(x) = h(∂i, ∂j)x and hij(x) =
(
(hpq(x))
−1
pq
)
ij
.
Then the operator defined in local coordinates by
4Mf = 1√
deth
∂j
(
hij
√
deth ∂if
)
(2.7)
is independent of the choice of coordinates. The operator may be defined on the whole
of Mm via coordinate patches and is a second order elliptic differential operator.
Further discussion of the Laplace-Beltrami operator on Riemannian manifolds
may be found in, for example, [Ros97].
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There exist coordinate systems, known as normal coordinate systems in which the
Laplacian takes a particularly simple form:
Proposition 2.11.2 (Normal Coordinates). Fix x ∈ Mm. Then there exists an
open neighborhood U of 0 ∈ TxMm such that X 7→ Expx(X) : U 7→ Expx(U) is a
diffeomorphism. Let φ := Exp−1x and suppose that X1, . . . , Xm is an orthonormal
basis of TxM
m. If yi(z) = h(φ(z), Xi)x for 1 ≤ i ≤ m, then we call (y1, . . . , ym) a
system of normal coordinates about x.
These have the following property: If hij(y) = h(∂i, ∂j)x, for 1 ≤ i, j ≤ m, where
∂k = ∂/∂yk for 1 ≤ k ≤ m, then hij(x) = δij for l ≤ i, j ≤ m and (∂khij)(x) = 0 for
1 ≤ i, j, k ≤ m.
Corollary 2.11.3. Suppose that φ = (x1, . . . , xm) are a system of normal coordinates
about a point x. Then
(4M)x = (φ)∗
(
m∑
i=1
∂2
∂x2m
)
x
Proof. Observe that if hij(x) = δij, then h
ij(x) = δij. Furthermore, note that if
(∂khij)(x) = 0 for 1 ≤ i, j, k ≤ m then (∂khij)(x) = 0 for 1 ≤ i, j, k ≤ m and
∂k(det(h)) = 0 for 1 ≤ k ≤ m. But in local coordinates at x we have that
4Mf(x) = 1√
deth(x)
∂j
(
hij(x)
√
deth(x) ∂if
)
(x)
=
1√
deth(y)
∂j
(
hij(x)
√
deth(x)
)
(∂if) (x)
+ hij(x)∂j∂if(x)
=
m∑
i=1
∂2i f(x).
2.11.2 The Laplacian on Compact Lie Groups
In the following G will be a compact Lie group of dimension d equipped with a
biinvariant Riemannian metric denoted 〈·, ·〉G, X1, . . . , Xd will be an orthonormal
basis for g (with respect to the metric 〈X, Y 〉g = 〈X, Y 〉Ge ), and XLi and XRi will be
the left and right invariant vector fields induced by Xi.
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Proposition 2.11.4 (Formula for the Laplace-Beltrami Operator). Suppose that
〈·, ·〉G is a bi invariant Riemannian metric on G. Then the Laplace-Beltrami op-
erator on G may be written
4G =
d∑
i=1
XLi X
L
i =
d∑
i=1
XRi X
R
i . (2.8)
Furthermore, 4G is bi invariant.
Proof. Firstly, note that at each point x ∈ G, (2.8) is simply the pullback by the
normal coordinate map, of the formula for the Laplacian in Riemannian normal co-
ordinates (see Corollary 2.11.3). The fact that the operator is bi invariant follows
from the fact that XLk and X
R
k are left and right invariant respectively for each
1 ≤ k ≤ d.
Theorem 2.11.5. Suppose that ξ ∈ Rep (G). Then {ξij | 1 ≤ i, j ≤ dξ} forms an
eigenspace of 4G, with eigenvalue −λ2ξ, for some λξ ≥ 0.
This theorem is proven in the case where the Laplacian is the Casimir operator
on a Lie group in [RT10, Thm 8.3.47]. However, the proof only uses the bi invariance
of the operator and the fact that it is negative definite (which in this case, can be
derived from (2.8)) and so remains identical here.
References
An elegant discussion of some of the material in this section may be found in Chapter
1 of [Ste70]. Chapters 1-2 of [Hel01] are also useful in understanding the concepts dis-
cussed. Discussion of the relation of the relation between the Laplacian, the Casimir
operator and the Killing form of a semi-simple Lie algebra may be found in for ex-
ample, [RT10, Ch. 8.3.2] and [Hel00, Exercise A.4, Ch II].
2.11.3 The Laplacian on Homogeneous Spaces
Constructing an appropriate Laplacian on a homogeneous space is slightly more in-
volved.
We will use the following notation: G will be a compact Lie group of dimension d,
whilst H will be a closed subgroup of dimension k. Therefore G/H is a homogeneous
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space of dimension d − k. We will assume that G is equipped with a biinvariant
Riemannian metric which we will denote 〈·, ·〉G, whilst G/H will be equipped with
the projection of 〈·, ·〉G, which was constructed in Proposition 2.10.3 and will be
denoted 〈·, ·〉G/H . We will denote the Lie algebra of G by g and equip it with the
inner product 〈X, Y 〉g = 〈X, Y 〉Ge . We will denote the subalgebra of g corresponding
to H by h.
Let X1, . . . , Xd be an orthonormal basis of g such that X1, . . . , Xk form a basis
of h, Then by Proposition 2.9.6, each XLi (for 1 ≤ i ≤ k) is a vertical vector field.
Furthermore, the collection {X1, . . . , Xk} is a global frame for V G. (Global frames
were defined in Definition 2.8.6, whilst V G was defined in Section 2.9.1).
In the following we will use the principal Ehresmann connection Φ associated with
〈·, ·〉G constructed in Proposition 2.9.12. Whilst we will not use the following fact,
it is interesting to note that careful examination of construction of the connection
shows that it is bi invariant, i.e.
Φg1xg−12 ((dLg1)(dRg2)X) = Φx(X).
Proposition 2.11.6. The collection XLk+1, . . . , X
L
d form a global frame for H
ΦG.
Proof. Observe that as
〈
XLi , X
L
j
〉G
x
= δij for each x ∈ G and as X1, . . . , Xk span
VxG, that each (X
L
j )x ∈ HΦx G for each x ∈ G. As XLk+1, . . . , XLd are orthonormal, by
dimensionality, they span HΦxG. So X
L
k+1, . . . , X
L
d form a global frame for H
ΦG.
We will now study the Laplace-Beltrami operator on G/H.
As each (XLi )x ∈ HΦx G for each x ∈ G, then by the construction of the metric on
G/H, 〈
(dpi)x(X
L
i ), (dpi)x(X
L
j )
〉G/H
=
〈
(XLi )x, (X
L
j )x
〉G
= δij.
Therefore, for each x ∈ G if Y xi = (dpi)x(XLi ) then {Y xk+1, . . . , Y xd } form an orthonor-
mal basis of Tpi(x)G/H. It is important to note that pi(x) = pi(y) does not imply that
Y xi = Y
y
i (which is why we must consider things pointwise). Now, by Corollary 2.11.3
the Laplace-Beltrami operator at pi(x) has the form
(4G/H)pi(x) =
d∑
i=k+1
(Y xi )
2.
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But then as (XLi )x ∈ HΦx G and (dpi)x(XLi ) = Y xi , we have that
(4#G/H)x =
d∑
i=k+1
(XLi )
2
x
where 4#G/H is the horizontal lifting of the partial differential operator 4G/H (see
Observation 2.9.20) and so 4#G/H =
∑d
i=k+1 X
L
i X
L
i . It is clear from this formula that
4#G/H is left invariant. Furthermore, if
4GH :=
k∑
i=1
XLi X
L
i ,
then
4#G/H = 4G −4GH
These Laplacians on homogeneous spaces are well known. Their construction can
be found in the proof of [Hel00, Thm 3.1, Ch. V], and applied in, for example, [Pes08].
We conclude this subsection with the following important lemma:
Lemma 2.11.7. Suppose that f ∈ C∞(G/H). Then 4Gf# =
(4G/Hf)# = 4#G/Hf#
Proof. Recall that each XLi is a vertical vector field for 1 ≤ i ≤ k (which can be
seen from Proposition 2.9.6). Therefore, by Corollary 2.9.7, we have that XLi f
# = 0.
Therefore
4Gf# =
d∑
i=1
(XLi )
2f# =
d∑
i=k+1
(XLi )
2f# = 4#G/Hf#.
Furthermore, 4#G/Hf# =
(4G/Hf)#. So we are done.
2.11.4 Symbols of the Laplacian
The symbol of the horizontal lifting of the Laplace-Beltrami operator on G/H has a
useful structure:
Proposition 2.11.8. Let H ≤ G be compact Lie groups. Let 4G/H be the Laplace-
Beltrami operators on G/H and 4#G/H be its horizontal lifting. Then σ4#
G/H
(x, ξ) is
independent of x, and with respect to a certain orthonormal choice of basis of the
carrier space of ξ, is diagonal with negative entries.
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Proof. Let us begin by fixing [ξ] ∈ Gˆ. As 4#G/H is left invariant, by the discussion fol-
lowing Definition 2.8.2, σ4#
G/H
(x, ξ) = σ4#
G/H
(ξ) is independent of x ∈ G. Therefore,
we only need prove that it is diagonalizable at e ∈ G.
Now, recall from Theorem 2.11.5 that 4G ξij = −λ2ξξij for each ξ ∈ Rep (G) and
1 ≤ i, j ≤ dξ.
Next, note that the carrier space V of ξ may be written as a direct sum V =
V1⊕ · · · ⊕ Vn, where each (ηi, Vi) := (ξ|H , Vi) is an irreducible unitary representation
of H. We will now assume that the matrix of ξ is taken with respect to the basis
{e11, . . . , e1dη1 , e
2
1, · · · , en−1dηn−1 , e
n
1 , . . . , e
1
dηn
}.
Note that the metric 〈·, ·〉H given by restricting 〈·, ·〉G to H is a bi invariant metric
on H. Therefore 4GH
∣∣
C∞(H) is the Laplace-Beltrami operator on H, associated to
〈·, ·〉H . Therefore, by Theorem 2.11.5, there exist λξ1 ≥ 0, . . . , λξn ≥ 0 such that
4GHηi = −(λξi )2ηi Thus letting Il denote an l × l identity matrix for l ∈ N, we have
(4GHξ)(e) =

(4GHη1)(e)
. . .
(4GHηn)(e)
 =

−(λξ1)2Idη1
. . .
−(λξn)2Idηn
 .
Thus
σ4#
G/H
(ξ) = σ4G(e, ξ)− σ4GH (e, ξ) =

−(λ2ξ − (λξj)2)Idη1
. . .
−(λ2ξ − (λξj)2)Idηn
 .
So σ4#
G/H
(ξ) is diagonal.
Finally, note that as 4#G/H is the sum of squares of left invariant vector fields, and
as (XL)∗ = −XL for any left invariant vector field on a compact Lie group, then if
4#G/Hf(x) = λf(x) for some non-zero f ∈ C∞(G), then we have that
λ 〈f, f〉L2(G) =
〈
4#G/Hf, f
〉
L2(G)
=
d∑
i=k+1
〈
(XLi )
2f, f
〉
L2(G)
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=
d∑
i=k+1
− 〈XLi f,XLi f〉L2(G) .
Therefore
λ = −
〈
XLi f,X
L
i f
〉
L2(G)
〈f, f〉L2(G)
≤ 0.
Now note that for each 1 ≤ i ≤ dξ, that 4#G/Hξii = −(λ2ξ − (λξj)2) for some λj. So
−(λ2ξ − (λξj)2) ≤ 0 for each 1 ≤ j ≤ n. So each diagonal entry in the symbol of 4#G/H
is negative.
2.11.5 Notation for Thesis
Throughout this thesis we will use the following notation. We will always assume a
compact Lie group G is equipped with a fixed bi-invariant metric.
Notation Definition
4G The Laplace-Beltrami operator on G.
4G/H The Laplace-Beltrami operator on G/H.
4#G/H The horizontal lifting of 4G/H .
LG 1−4G
LG/H 1−4G/H
L#G/H 1−4#G/H
When taking the symbol of L#G/H , we will always assume that if [ξ] ∈ Gˆ, then the
representative of [ξ] and the basis of its carrier spaces is chosen such that σL#
G/H
(ξ)
is diagonal.
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Chapter 3: Difference Operators
In this chapter we will discuss difference operators. The chapter consists of two
parts. The first gives a generalization of Taylor’s theorem on manifolds in order to
provide us with tools to manipulate difference operators later in the chapter. We
will then proceed to study difference operators. We will begin by examining existing
notions of difference operators on tori and compact Lie groups, before preceding
to generalize them. We will then study their properties and discuss how the original
notions of difference operators fit within the generalized framework. We will conclude
the chapter by examining how difference operators affect the norms of symbols of
operators and how they affect Sobolev bounds of operators.
3.1 Motivation for Generalizing Taylor’s Theorem
Taylor’s theorem uses powers of monomials to locally approximate a function. On
manifolds, monomials are not defined. However, they are defined on any given coordi-
nate chart. The idea of our generalization of Taylor’s theorem is to replace monomials
with differences of functions, or more generally “difference functions”.
Observation 3.1.1. Suppose that q : R→ R is smooth. By Taylor’s theorem
q(x) = q(a) + q′(a)(x− a) + o(x− a).
Therefore, if q′(a) 6= 0, then
(x− a) = Ca(q(x)− q(a)) + o(x− a)
where Ca = 1/q
′(a). Furthermore
(x− a)n = Cna (q(x)− q(a))n + o(x− a)n.
So x 7→ Cka (q(x)− q(a))k provides a good approximation to x 7→ (x− a)k near a.
This motivates the following definition of a monomialesque function:
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Definition 3.1.2 (Monomialesque Functions). Let U ⊆ Rn be open. Suppose
q1, . . . , qm : U → R are functions. Define q˜i : U × U → R by
q˜i(x; a) = qi(x)− qi(a).
Let a ∈ U be fixed. Then the functions x 7→ q˜i(x; a) are called monomialesque
functions about a. Define
q˜(x; a) = (q˜1(x; a), . . . , q˜m(x; a)) .
For α ∈ Nm0 , we use the multi-index notation:
q˜(x; a)α := q˜1(x; a)
α1 · · · q˜m(x; a)αm .
The key idea in the sequel is to replace monomials with powers of q˜ (or more
generally a collection of n functions on U × U) in Taylor’s theorem. An alternative
way to think of this is that near a, q = (q1, . . . , qn) gives a coordinate system.
Proposition 3.1.3. Suppose that V ⊂ Rn is an open set, and that x0 ∈ V . Let
q1, . . . , qn : V → R be smooth functions. Assume that
rank {(Dq1)(x0), . . . , (Dqn)(x0)} = n. (3.1)
Let q(x) = (q1(x), . . . , qn(x)) : V → Rn. Then there is an open set U ⊂ V such
that q : U → q(U) is diffeomorphic onto its image. We use the notation U˜ := q(U).
The preceding proposition is merely a restatement of in the Inverse Function
Theorem.
3.2 A Generalized Taylor Theorem
In this section, we will study the generalization of Taylor’s theorem motivated by the
previous section. In the first subsection, we will discuss the generalization. In the
second subsection, we will discuss applications to the setting of compact Lie groups
and homogeneous spaces.
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3.2.1 The Generalization on Submersions
In the following, Mm and Nn will be smooth, closed manifolds (i.e. smooth, compact
and without boundary) of dimension m and n respectively, whilst Π : Mm → Nn
will be a submersion. We will write D = {(x,Π(x)) ∈Mm ×Nn | x ∈Mm} for the
diagonal in Mm ×Nn.
Definition 3.2.1 (Difference Function). We call q ∈ C∞(Mm ×Nn) a difference
function on Mm × Nn. If U ⊂ Mm is open, a difference function is said to be zero
on the diagonal on U if q(x,Π(x)) = 0 for each x ∈ U .
Example 3.2.2. Two examples of difference functions are:
1. If Nn = Mm, and Π = Id, then a difference function on Mm is a function
q ∈ C∞(Mm ×Mm). It is zero on the diagonal on U ⊂ Mm if q(x, x) = 0 for
each x ∈ U . We will often call such difference functions difference functions on
Mm (rather than on Mm ×Mm).
2. Suppose f ∈ C∞(Mm). Then the monomialesque function q(x, y) := f(x)−f(y)
is a difference function on Mm×Mm, which is zero on the diagonal on Mm (i.e.
zero on the diagonal on U = Mm).
Definition 3.2.3 (Diagonal Order of a Difference Function). Let q ∈ C∞(Mm ×Nn)
be a difference function. We say q is of diagonal order l on U ⊂Mm if Dq is zero on
the diagonal on U for each partial differential operator D on Mm ×Nn of order < l
and of strict diagonal order l if it is of order l but not of order l + 1.
In order to generalize Taylor’s theorem, we use an admissible collection of differ-
ence functions.
Definition 3.2.4 (Admissibility of Difference Functions on Open Sets). Suppose that
q1, . . . , qn is a collection of n difference functions of diagonal order 1 on M
m×Nn. Let
qxi (y) := qi(x, y). We say the collection is admissible on U ⊂ Mm if for each x ∈ U
we have that
span{dqx1 (pi(x)), . . . , dqxn(pi(x))} = T ∗Π(x)Nn.
Definition 3.2.5 (Local Admissibility of Difference Functions). Let q1, . . . , qr ∈
C∞(Mm ×Nn) be a collection of difference functions on Mm × Nn. We say the
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collection is locally admissible on Mm if for each x ∈Mm, there is an open neighbor-
hood Ux of x and a subset of {q1, . . . , qr} of size n such that the subset is admissible
on Ux.
Notation 3.2.6. Suppose q1, . . . , qr is a collection of difference functions. Then define
q : Mm × Nn → Rr by q(x, y) := (q1(x, y), . . . , qr(x, y)). We then have qα(x, y) :=
qα11 (x, y) · · · qαrr (x, y) for each α ∈ Nr0.
The first aim of this section will be to prove the following theorem:
Theorem 3.2.7 (A Partial Taylor Expansion). Let q1, . . . , qr be a locally admissible
collection of difference functions on Mm×Nn. Then there exists an open neighborhood
U of the diagonal D and smooth partial differential operators ∂(α) on U for each
α ∈ Nr0 such that the following holds:
Suppose f is smooth function on Mm ×Nn. Then for each k > 0, we can write
f(x, y) =
∑
|α|<k
1
α!
(∂(α)f)(x, x) qα(x, y) +
∑
|α|=k
Eα(x, y) q
α(x, y)
where the expression is valid for (x, y) ∈ U , and Eα(x, y) ∈ C∞(U) for each α ∈ Nr0.
The proof of this essentially reduces to the following Euclidean version:
Proposition 3.2.8. Suppose Ω1 ⊂ Rm is an open neighborhood of a point p. Suppose
that n ≤ m. Let Ω2 = Πn(Ω1), where Πn(x) := (x1, . . . , xn) ∈ Rn for x ∈ Rm.
Suppose that q1, . . . , qn ∈ C∞(Ω1 × Ω2) is an admissible set of difference functions on
Ω1 × Ω2. Let Φ : Ω1 × Ω2 → Rm+n be defined by
Φ(x, y) = (x1, . . . , xm, q1(x, y), . . . , qn(x, y)).
Then there exists U1 ⊂ Ω1, an open neighborhood of p and smooth partial differential
operators ∂(α) on U1 × U2 for each α ∈ Nn0 (where U2 = Πn(U1)), such that the
following holds:
Suppose W ⊂ U1×U2 is an open neighborhood of (p,Πn(p)) such that W¯ ⊂ U1×U2.
Suppose that f is smooth on an open neighborhood of W¯ . Then for each k > 0 we
can write
f(x, y) =
∑
|α|<k
(∂(α)f)(x,Π(x)) qα(x, y) +
∑
|α|=k
Eα(x, y) q
α(x, y)
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where each Eα(x, y)(f) ∈ C∞(W ). Let W˜x,y := {x} × B|q(x,y)|(0) and Wx,y :=
Φ−1(W˜x,y). Then if Wx,y ⊂ W¯ ,
|Eα(x, y)| ≤ sup
(x,y)∈W(x,y)
∣∣(∂(α)f)(x, y)∣∣ .
Remark 3.2.9. Note that if f is Rl valued rather than R valued, the proof remains
valid provides error estimates of the form
||Eα(x, y)|| ≤ sup
(x,y)∈W(x,y)
∣∣∣∣(∂(α)f)(x, y)∣∣∣∣
for any given norm ||·|| on Rl.
Proof of Proposition 3.2.8. As the set of difference functions is admissible, it is clear
that (DΦ)(p,Π(p)) is invertible. Therefore, by the Inverse Function Theorem, there
exists U1 ⊂ Ω1, an open neighborhood of p such that Φ : U1 × U2 7→ Φ(U1 × U2) is a
diffeomorphism onto its image.
Now let f and W be as in the statement of the proposition. Let W1 be the
open neighborhood of W¯ upon which f is smooth. W.l.o.g., we may assume this
neighborhood is contained in U1×U2. Let f˜1 : Φ(W1)→ R be defined by f˜1 = f ◦Φ−1.
We can then find a smooth function f˜ : Rn+m → R such that f˜1 = f˜
∣∣∣
W
.
By applying the classical Taylor theorem to the second variable, for any k > 0,
there exists smooth functions E˜α(f) : Rn+m → R such that
f˜(x, z) =
∑
|α|<k
1
α!
(∂αf˜)(x, 0) zα +
∑
|α|=k
E˜α(x, z)(f˜) z
α.
Here,
|Eα(f˜)(x, z)| ≤ 1
α!
sup
|ω|≤|z|
∣∣∣(∂αf˜)(x, ω)∣∣∣ (3.2)
where α ∈ Nn+m0 is taken so that α1, . . . , αm = 0.
For α ∈ Nn0 , let α˜ ∈ Nm+n0 be defined by α˜ = ( 0, . . . , 0︸ ︷︷ ︸
m elements
, α1, . . . , αn). Let ∂
(α) :=
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((Φ−1)∗(∂
α˜)) and Eα(f)(x, y) = E˜α˜(f˜) ◦ Φ. Then
f(x, y) =
∑
|α|<k
1
α!
(∂(α)f)(x,Π(x)) qα(x, y) +
∑
|α|=k
Eα(f)(x, y) q
α(x, y).
Finally, the error estimate on each Eα follows directly from (3.2).
We can now prove the general Theorem:
Proof of Theorem 3.2.7. Suppose for each p ∈ Mm there exists Wp ⊂ Mm × Nn, an
open neighborhood of (p,Π(p)), and partial derivatives ∂(α,p) on Wp such that the
expansion is valid on Wp. Observe that (Wp)p∈Mm is an open cover of D. Therefore,
as D is compact, there exists p1, . . . , pl such that U1 = Up1 , . . . , Ul = Upl is a finite
subcover of D. Let U = U1 ∪ . . . ∪ Ul. We use the notation ∂(α,i) = ∂(α,pi).
Observe U is an open submanifold of Mm ×Nn which contains D. Moreover, we
may take a partition of unity (ψi)
l
i=1 of U with respect to (Ui)
l
i=1.
Then for (x, y) ∈ U , we have
f(x, y) =
l∑
i=1
ψi(x, y)
∑
|α|<k
(∂(α,i)f)(x, x) qα(x, y)

+
l∑
i=1
ψi(x, y)
∑
|α|=k
Eα,pi(x, y) q
α(x, y)
 .
By setting ∂(α) =
∑l
i=1 ψi∂
(α,i) and Eα(x, y) =
∑l
i=1 ψi(x, y)Eα,pi(x, y) we are done.
Therefore, we now only need prove that for each p ∈ Mm, there exists an open
neighborhood Up of (p,Π(p)) such that the expansion holds.
For each p ∈ M , there exists Up ⊂ Mm and qi1 , . . . , qin such that qi1 , . . . , qin are
an admissible set of difference functions on Up × Vp (here Vp = Π(Up)). W.l.o.g. we
assume the admissible set of difference functions is q1, . . . qn.
By shrinking Up if necessary, we may further assume that there is a chart φ on
Up centered at p and a chart ψ on Vp centered at Π(p). Let Φ = (φ, ψ). Then Φ is a
chart on Up × Vp.
Let ri = qi ◦ Φ−1. Then (ri)ni=1 is an admissible collection of difference functions
on U˜p × V˜p = Φ(Up × Vp), where U˜p = φ(Up) and V˜p = ψ(Vp).
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Consequently, by Proposition 3.2.8 there exists W˜ ⊂ U˜p × V˜p, an open neighbor-
hood of Φ(p,Π(p)) such that if g ∈ C∞(U˜), then for (x, y) ∈ W˜ ,
g(x, y) =
∑
|α|<k
(∂(α)g)(x, x) rα(x, y) +
∑
|α|=k
Eα(x, y) r
α(x, y)
where Eα(x, y) ∈ C∞(V˜ ). Thus if f˜ = f ◦ Φ, then
f˜(x, y) =
∑
|α|<k
(∂αf˜)(x, x) rα(x, y) +
∑
|α|=k
E˜α,p,f (Φ(x, y)) r
α(x, y)
for (x, y) ∈ W˜ . Let Wp = Φ−1(W˜ ). Then for (x, y) ∈ Wp we have
f(x, y) =
∑
|α|<k
(∂(α,p)f)(x, x) qα(x, y) +
∑
|α|=k
Eα,p,f (x, y) q
α(x, y)
where ∂(α,p) = Φ∗ (∂α) and Eα,p,f = E˜α,p,f ◦Φ. So we are done. We note for later that
there exists rα,p > 0 such that if |q(x, y)| < rα,p, then
|Eα,p,f (x, y)| ≤ 1
α!
sup
(x,y)∈W¯
∣∣(∂(α,p)f)(x, y)∣∣ .
Remark 3.2.10. Let D = {(x,Π(x)) ∈Mm ×Nn | x ∈Mm} be the diagonal in Mm×
Nn and U ⊂Mm×Nn be the open set in the statement of Theorem 3.2.7. AsMm×Nn
is a normal space, there exists an open neighborhood U˜ of D, whose closure is disjoint
from (Mm ×Nn) \U .
Let ψ ∈ C∞(Mm ×Nn) be such that ψ ≡ 1 on U˜ and ψ ≡ 0 on (Mm ×Nn) \U .
Then letting ∂˜(α) = ψ(x, y)∂(α) and E˜α(x, y) = ψ(x, y)Eα(x, y) we may assume that
the partial differential operators and error functions can be extended to Mm × Nn
(although clearly do nothing useful there).
If we impose additional properties on the collections of difference functions we can
obtain a “global” Taylor expansion of functions.
Definition 3.2.11 (Strongly Admissible Difference Functions). We say a (locally)
admissible collection of difference functions q1, . . . , qm on M
m×Nn is strongly (locally)
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admissible if
∩ni=1 {(x, y) ∈Mm ×Nn | qi(x, y) = 0} ⊂ D.
Theorem 3.2.12 (A Global Partial Taylor Expansion). Suppose that q1, . . . , qr is a
strongly locally admissible collection of difference functions on Mm×Nn. Then there
exists smooth partial differential operators ∂(α) on Mm × Nn for each α ∈ Nr0 such
that the following holds:
Suppose f is smooth function on Mm ×Nn. Then for each k > 0, we can write
f(x, y) =
∑
|α|<k
(∂(α)f)(x, x) qα(x, y) +
∑
|α|=k
Eα(x, y) q
α(x, y) (3.3)
where Eα(x, y) ∈ C∞(Mm ×Nn) for each α ∈ Nr0, and the expression is valid for
(x, y) ∈Mm ×Nn.
Proof. Suppose that there exists an open covering U0, . . . , Ul such that there ex-
ist smooth differential operators ∂(α,i) and functions E(α,i)(x, y) ∈ C∞(Mm ×Nn)
such that the expansion is valid on (x, y) ∈ Ui. Let (ψi)li=0 be a smooth partition
of unity with respect to Ui. Then if ∂
(α) :=
∑l
i=0 ψi(x, y) ∂
(α,i) and Eα(x, y) :=∑l
i=0 ψi(x, y)Eα(x, y) it is clear we have proven the theorem.
Let U be as in Theorem 3.2.7. Then there exist partial differential operators ∂(α,U)
on Mm such that for f ∈ C∞(Mm ×Nn) there exists Eα,U(x, y) ∈ C∞(Mm ×Nn)
such that the expansion is valid on U . Let U0 = U .
Now observe that W = (Mm ×Nn) \U0 is a closed subset of a compact space and
is therefore compact.
We use the notation α(i,j) = (0, . . . , i . . . , 0) ∈ Nr0, where the non-zero entry is in
the jth coordinate.
Suppose that V ⊂ V1 ⊂ Mm × Nn is an open set and that qj(x, y) 6= 0 for each
(x, y) ∈ V1. Suppose that ψ ∈ C∞(Mm ×Nn) is such that ψ(x, y) ≡ 1 for (x, y) ∈ V
and suppψ ⊆ V1. Then let
Eβ(x, y) =

f(x,y)ψ(x,y)
qβ(x,y)
(x, y) ∈ V1, β = α(i,j),
0 otherwise,
and let ∂(α) ≡ 0 for all α. It is clear Eα ∈ C∞(Mm ×Nn) for each α ∈ Nr0. Then
expansion (3.3) holds for (x, y) ∈ V .
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Finally, as q1, . . . , qr is strongly locally admissible, for each p ∈ W there exists Vp
an open neighborhood of p and 1 ≤ ip ≤ r such that qip(x, y) 6= 0 for (x, y) ∈ Vp.
Observe that {Vp | p ∈ V } is an open cover of W . Therefore there exists p1, . . . , pl
such that V1 = Vp1 , . . . , Vl = Vpl is a finite sub cover. Therefore, by the previous two
arguments, we are done.
3.2.2 Applications to Compact Lie Groups and Homogeneous Spaces
In this subsection, we will simplify the statements in the previous section when applied
to the setting of compact Lie groups and homogeneous spaces.
In the following, let G be a compact Lie group of dimension m and H ≤ G a
closed subgroup of dimension m − n. Therefore G/H is a homogeneous spaces of
dimension n.
Proposition 3.2.13. Suppose that q1, . . . , qr ∈ C∞(G) satisfy
q1(e) = · · · = qr(e) = 0, (3.4)
span{dq1(e), . . . , dqr(e)} = T ∗eG. (3.5)
Let q˜i(x, y) = qi(x
−1y). Then {q˜1, . . . , q˜r} is a locally admissible collection of
difference functions on G. The collection is strongly admissible if in addition
∩ri=1 {x ∈ G | qi(x) = 0} = {e}. (3.6)
We call such a collection of functions (strongly) admissible.
Proof. Observe that if qi(e) = 0, then q˜i(x, x) = qi(x
−1x) = 0. Moreover suppose
w.l.o.g. that span{dq1(e), . . . , dqn(e)} = T ∗eG. Let fx(y) = x−1y. Then qxi (y) =
q˜i(x, y) = qi(x
−1y) = (qi ◦ fx)(y). Observe that fx : G→ G is a diffeomorphism and
therefore has bijective derivative at each point. Consequently
(dqxi )(x) = ((dqi)(e)) ◦ (dfx)(x)
Therefore, as fx has bijective derivative at x, and as span{dq1(e), . . . , dqn(e)} = T ∗eG,
we have span{dqx1 (x), . . . , dqxn(x)} = T ∗xG. So we have proven local admissibility.
Finally, if (3.6) holds, then for x 6= y there exists i(x, y) such that qi(x,y)(x−1y) 6= 0,
and so the collection is strongly admissible.
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For later purposes, we will also require the following Taylor theorem:
Theorem 3.2.14. Suppose q1, . . . , qr ∈ C∞(G) define a strongly admissible collection
of s-type difference operators on G. Then there exists smooth partial differential
operators ∂(α) on G for each α ∈ Nr0 such that the following holds:
Suppose f : G→ Rl is a smooth function. Then for each k > 0, we can write
f(u) =
∑
|α|<k
qα(u−1) (∂(α)f)(e) +
∑
|α|=k
qα(u−1)Eα(u) (3.7)
where Eα(y) ∈ C∞(G,Rl). Furthermore, there exists an open neighborhood U of e
such that for each α ∈ Nr0, and each u ∈ U
||Eα(u)|| ≤ sup
v∈U
∣∣∣∣(∂(α)f)(v)∣∣∣∣ . (3.8)
Furthermore, there will exist Cα > 0 such that for all x ∈ G,
||Eα(x)|| ≤ Cα
∑
|γ|≤|α|
sup
y∈G
∣∣∣∣(∂(α)f)(y)∣∣∣∣ . (3.9)
Note that (3.8) in Theorem 3.2.14 is effectively a corollary of Theorem 3.2.7.
Furthermore, local error estimates for l = 1 (i.e. for f : G → (R, | · |)) are stated in
equation (2) of Section 2 of [RTW10]. We now give a brief proof for didactic purposes.
Proof. Without loss of generality, we may reorder the qi such that
span{(dq1)(e), . . . , (dqn)(e)} = TeG.
By applying the Inverse Function Theorem, there exists an open neighborhood U1
of e such that (U1, q = (q1, . . . , qn)) is a chart about e. Pick r2 > r > 0 such that
Br(0) ⊆ q(U1). Then set U2 = q−1(Br2(0)) and U = q−1(Br(0))
Let f˜ = q∗(f). Then by the Taylor theorem on Rn × Rl, for |x| < r we have
f˜(x) =
∑
|α|<k
xα
α!
(∂αf˜)(0) +
∑
|α|=k
xα
α!
Eα(x) (3.10)
where
||Eα(x)|| ≤ sup
|y|<|x|
∣∣∣∣∣∣(∂αf˜)(y)∣∣∣∣∣∣ .
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Thus by defining ∂(α) = q∗(∂α/α!) and pulling both sides of (3.10) back by q we obtain
(3.7) for u ∈ U2 with (3.8) valid on U . Finally, we may extend (3.7) to all u ∈ G in
a manner identical to extending Theorem 3.2.7 to Theorem 3.2.12. In carrying out
this extension, one will obtain constants Cα > 0 such (3.9) holds.
The proof of the following proposition is identical to that of Proposition 3.2.13:
Proposition 3.2.15. Suppose that q1, . . . , qr ∈ C∞(G/H) satisfy
q1(eH) = · · · = qr(eH) = 0, (3.11)
span{dq1(eH), . . . , dqr(eH)} = T ∗eH (G/H) . (3.12)
Define q˜i(x, y) = qi(x
−1y). Then the set {q˜1, . . . , q˜r} is a locally admissible collec-
tion of difference functions on G × G/H. The collection is strongly admissible if in
addition
∩ri=1 {x ∈ G/H | qi(x) = 0} = {eH}. (3.13)
Corollary 3.2.16. Let q1, . . . , qr ∈ C∞(G/H) be a strongly locally admissible collec-
tion of difference functions on G×G/H. Then there exists smooth partial differential
operators ∂(α) on G×G/H for each α ∈ Nr0 such that the following holds:
Suppose f is smooth function on G×G/H. Then for each k > 0, we can write
f(x, y) =
∑
|α|<k
qα(x−1y) (∂(α)f)(x, xH) +
∑
|α|=k
qα (x−1y)Eα(x, y) (3.14)
where Eα(x, y) ∈ C∞(G×G/H) for each α ∈ Nr0, and the expression is valid for
(x, y) ∈ G×G/H.
Proof. This is merely a restatement of Theorem 3.2.12 for the case Mm = G, Nn =
G/H, and Π(x) = xH and taking q˜i(x, y) = qi(x
−1y).
3.3 Difference Operators
Difference operators can be considered in two manners. Firstly, as operations on the
kernels of continuous linear operators on smooth manifolds, and secondly as an alge-
braic operation on the symbols of operators on compact Lie groups and homogeneous
spaces. Their utility is due to the fact that these two ideas can be related.
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The aim of this section is to study such operators. We will begin with a historical
overview, define them and study their basic properties. We will then examine two
particular classes of difference operator, namely o-type and s-type. After this we
will examine the notion of admissibility of difference operators and apply the Taylor
theorem in the previous section to show that one can study the action of all differ-
ence operators on an operator by studying a finite admissible collection of difference
operators.
3.3.1 Motivation, Definition and Basic Properties
We begin by recalling two facts. Firstly, the dual group of Rn is Rn. Secondly, the
unitary dual of the n-torus is its dual group, the n-dimensional integer lattice: i.e.
T̂n = Zn.
In the classical Euclidean theory of pseudo-differential operators, operators were
classified by imposing conditions on the derivatives of their symbols in both the space
and dual variable. The appropriate generalization of partial derivatives for analyzing
operators on tori, is to consider finite differences.
Definition 3.3.1 (Finite Differences on The Integer Lattice). Let δj ∈ Nn0 be defined
by
(δj)i :=
1 if i = j,0 if i 6= j.
If σ : Zn → C, then
4iσ(ξ) := σ(ξ + δi)− σ(ξ).
This definition can then be applied to define difference operators on the Fourier
transform of periodic functions:
Definition 3.3.2 (Difference Operators on the Torus). Suppose f ∈ C∞(Tn). Then
(4ifˆ)(ξ) := (4i(fˆ))(ξ).
Now suppose that we wish to study operators on a general compact Lie group G.
Recall that if G is not Abelian then its unitary dual does not have a natural group
structure. In particular, we cannot directly define difference operators on compact
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Lie groups in the same manner as on tori. However, difference operators applied to
functions on tori can be expressed as follows:
Observation 3.3.3.
(4ifˆ)(ξ) = fˆ(ξ + δj)− fˆ(ξ)
=
∫
Tn
eix·(ξ+δj)f(x)− eix·ξf(x) dx
=
∫
Tn
qj(x)f(x)e
ix·ξ dx
where qj(x) = e
ix·δj − 1 is a smooth function vanishing at 0 (which is the identity
element of the torus).
In other words, a difference operator applied to the Fourier transform of a function
f at the point ξ is the same as the Fourier transform of qf at ξ, where q is some
function vanishing at the identity. This motivates the following definition (Section 2,
[RTW10]):
Definition 3.3.4 (Difference Operators on Compact Lie Groups). Let f ∈ C∞(G)
and q ∈ C∞(G) be such that q(e) = 0. Then
(4qfˆ)(ξ) := (̂qf)(ξ).
One can use this definition to define how difference operators act on symbols of
operators on compact Lie groups. Recall that σA(x, ξ) = r̂A (x)(ξ), where rA (x) (·) :=
RA (x, ·).
Definition 3.3.5 (Difference Operators of Symbols and Operators on Compact Lie
Groups). Suppose that A : C∞(G) → D′(G) is a continuous linear operator. Let
q ∈ C∞(G) be a smooth function such that q(e) = 0. Then
4qσA(x, ξ) = (4qσA(x))(ξ).
We write 4qA := Op(4qσA).
Observe that the right convolution kernel of 4qA is RA (x, y) q(y). Therefore the
Schwarz Kernel of 4qA is given by
K4qA (x, y) = KA (x, y) q(y
−1x).
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Let q˜(x; y) = q(y−1x). Then q(e) = 0 implies that q˜(x;x) = 0 for each x ∈ G. In the
study of pseudo-differential operators on compact Lie groups, this fact emerges as the
key, useful property of difference operators. This motivates the following definition
of a general difference operator. In the following, let Mm, Nn be manifolds, and
Π : Mm → Nn a submersion.
Definition 3.3.6 (G-Type (General Type) Difference Operator). Suppose that q is a
difference function on Mm. Then the difference operator Dq of general type on Mm is
the map Dq : L(C∞(Mm)) → L(C∞(Mm)) defined in terms of the Schwartz kernels
of operators in the following manner:
KDqA (x, y) := KA (x, y) q(x, y).
The order of Dq is the order of q as a difference function (c.f. Definition 3.2.3).
If r is a difference function on Mm × Nn, let q(x, y) = r(x, pi(y)). Then the
difference operator Dr := Dq is said to be on Mm ×Nn.
Remark 3.3.7. Observe that if f ∈ C∞(Mm), then in fact A 7→Mf ◦A is a difference
operator of zero order.
Before studying two particular types of difference operator, we look at some of
their basic properties:
Lemma 3.3.8. Suppose Dq1 and Dq2 are two difference operators. Then
Dq1Dq2A = Dq2Dq1A
Proof. On the level of Schwartz Kernels:
KDq1Dq2A (x, y) = q1(x, y) q2(x, y)KA (x, y)
= q2(x, y) q1(x, y)KA (x, y) = KDq2Dq1A (x, y) .
Lemma 3.3.9. Suppose q(x, y) is a difference function of order k on M ×M . If X
is a vector field on M , then ((Xx + Xy)q)(x, y) is also a difference function of order
k.
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Proof. A difference function of order k is a function satisfying (Dq)(x, x) = 0 for each
differential operator D of less than k. Note that we may work with this definition in
local coordinates.
Observe that X =
∑m
i=1 fi(x)∂
i. Suppose D = ∂αz (where z = (x, y)) for some
α ∈ N2m0 , |α| < k. Then for p ∈Mm
∂αz
((
fi(x)∂
i
x + fi(y)∂
i
y
)
q(x, y)
)∣∣
(x,y)=(p,p)
=
∑
|β|≤|α|
(
α
β
)((
∂βz fi
)
(x) ∂ix +
(
∂βz fi
)
(y) ∂iy
)
∂α−βz q(x, y)
∣∣∣∣
(x,y)=(p,p)
=
(
fi(x) ∂
i
x + fi(y) ∂
i
y
)
∂αzq(x, y)
∣∣
(x,y)=(p,p)
= 0
where β ∈ N2m0 .
For 0 < |β|, we have that ((∂βz fi) (x) ∂ix + (∂βz fi) (y) ∂iy) ∂α−βz is of order less than
k, and so
((
∂βz fi
)
(x) ∂ix +
(
∂βz fi
)
(y) ∂iy
) (
∂α−βz q
)
(x, y)
∣∣
(x,y)=(p,p)
= 0 by assumption.
For β = 0, we have that (∂αzq)(u, u) = 0. Note that
fi(u)∂
i
u(∂
α
x q(u, u))
∣∣
u=p
=
(
fi(x) ∂
i
x + fi(y) ∂
i
y
)
∂αz q(x, y)
∣∣
(x,y)=(p,p)
and so
(
fi(x) ∂
i
x + fi(y) ∂
i
y
)
∂αz q(x, y) = (fi(u) ∂
i
u)(∂
α
z q)(u, u) = 0. The lemma then
follows as any partial differential operator of order less than k may be written in the
form
∑
|α|<k gα(z)∂
α
z .
Lemma 3.3.10. Suppose that Dq is a difference operator of general type and that X
is a vector field on M . Let r(x, y) = ((Xx +Xy)q)(x, y). Then
AdX DqA = DrA+ Dq AdX A.
Proof. Interpreting integrals distributionally,
(AdX DqA) (f)(x) =
∫
M
KAdX DqA (x, y) dy
=
∫
M
Xx(q(x, y)KA (x, y))f(y) dy
−
∫
M
(q(x, y)KA (x, y))(Xyf)(y) dy
=
∫
M
(Xxq)(x, y)KA(x, y)f(y) dy
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+
∫
M
q(x, y)(XxKA)(x, y)f(y) dy
−
∫
M
(
X∗y (q(x, y)KA (x, y))
)
f(y) dy
=
∫
M
(Xxq)(x, y)KA (x, y) f(y) dy
+
∫
M
q(x, y)(XxKA)(x, y)f(y) dy
−
∫
M
(Xyq)(x, y)KA (x, y) f(y) dy
−
∫
M
q(x, y)X∗y (KA (x, y))f(y) dy
=
∫
M
r(x, y)KA (x, y) f(y) dy +
∫
M
q(x, y)(KC (x, y))f(y) dy
where KC (x, y) = (Xx −X∗y )(KA (x, y)) = KAdX A (x, y).
Finally, we have:
Lemma 3.3.11. Suppose that D1, . . . ,Dl are difference operators of order k1, . . . , kl.
Let q(x, y) = q1(x, y) · · · ql(x, y). Then DqA = Dl · · ·D1A, and is a difference operator
of order k1 + · · ·+ kl.
Proof. That DqA = Dl · · ·D1A is obvious on the level of Schwarz kernels. The order
of Dq follows from the Leibniz formula.
3.3.2 S-Type Difference Operators
We now restrict our attention to compact Lie groups and examine the properties of
symbol-type difference operators. The name symbol-type refers to the fact that they
possess useful algebraic properties when applied to the symbol of an operator.
Definition 3.3.12 (S-Type (Symbol-Type) Difference Operators). Suppose that f ∈
C∞(G). Let ql(x, y) := f(yx−1) and qr(x, y) := f(x−1y) Then the right (respectively
left) s-type difference operator defined by f is 4Rf := Dqr (respectively 4Lf := Dql).
We now give a series of propositions which illustrate why s-type difference opera-
tors are particularly useful to work with. The first is useful in light of the version of
Beal’s Theorem (Theorem 5.2.3).
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Proposition 3.3.13. Suppose that 4Rq is a right s-type difference operator and that
X is a left invariant vector field on G. Then
4Rq AdX A = AdX4Rq A.
Proof. On the symbolic level
σ4Rq AdX A(x, ξ) = 4Rq σAdX A(x, ξ)
= 4Rq (Xx σA)(x, ξ)
= FR (Xx (RA (x, y)) q(y)) (ξ)
= FR (Xx (RA (x, y) q(y))) (ξ)
= Xx(4Rq σA)(x, ξ)
= σAdX 4Rq A(x, ξ).
Here we have used the fact that σAdX A(x, ξ) = (Xx σA)(x, ξ) from Proposition 6.1.3.
The second illustrates that finite formulae exist for computing certain s-type dif-
ference operators explicitly:
Proposition 3.3.14. Suppose that q = (η − Id)r,s for some η ∈ Gˆ and some 1 ≤
r, s ≤ dξ. Then for each ξ ∈ Gˆ there exists µ1, . . . , µk ∈ Gˆ (for some k ∈ N) and
linear functionals Akl,m for 1 ≤ l,m ≤ dξ such that
(4Rq fˆ)(ξ)l,m =
∑
1≤j≤k
Ajl,m(fˆ(µj)).
Proof. Observe that
(̂qf)(ξ)l,m =
∫
G
q(x)f(x)ξm,l(x) dx
=
∫
G
f(x)(ηr,s(x)− δr,s)ξm,l(x) dx.
Now note that (ηr,s(x)ξm,l(x)) = (η⊗ξ)(r,m),(s,l). But η⊗ξ is decomposable as a direct
sum of irreducible unitary representations, µ1, . . . , µk. Therefore (ηr,s(x)−δr,s)ξm,l(x)
may be written as a linear combination of elements of the matrices of µ1, . . . , µk. So
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we have proven the proposition.
Remark 3.3.15. This proof essentially is another way of saying that so-called Clebsch-
Gordon coefficients exist for all compact Lie groups.
We conclude this section by recalling the following Proposition from Section 4 of
[RTW10]:
Proposition 3.3.16 (Finite Leibniz Formulae for S-Type Difference Operators). Sup-
pose that ξ ∈ Rep (G) and that qij(x) = ξ(x)ij − δij. Then qij(e) = 0 for 1 ≤ i, j ≤ dξ
and so 4ij := 4qij is a difference operator of order 1. Suppose A,B : C∞(G) →
C∞(G) are continuous linear operators. Then if either SA(x, ξ) = σA(x, ξ) and
SB(x, ξ) = σB(x, ξ), or SA(x, ξ) = ρA(x, ξ) and SB(x, ξ) = ρB(x, ξ), we have
4ij (SA(x, ξ)SB(x, ξ)) = 4ij(SA(x, ξ))SB(x, ξ)
+ SA(x, ξ) 4ij (SB(x, ξ)) +
dξ∑
k=1
4ik(SA(x, ξ))4kj (SB(x, ξ)).
3.3.3 O-Type Difference Operators
We now define and study the properties of operator-type difference operators. The
name operator-type refers to the fact that they are useful in studying the direct
application of difference operators to operators.
Definition 3.3.17 (O-Type Difference Operators). Suppose f ∈ C∞(Mm). Let
q(x, y) := f(x)− f(y). Then the o-type difference operator defined by f is Df := Dq.
In view of Beals Theorem (Theorem 5.1.2), the following observation explains the
utility of o-type operators:
Observation 3.3.18. Let Mf : C
∞(Mm) → C∞(Mm) be defined by (Mfg)(x) :=
f(x)g(x) and let A : C∞(Mm) → C∞(Mm) be a continuous linear operator. Then
DfA = [Mf , A].
O-type difference operators are particularly useful in light of the following Leibniz
formula:
Proposition 3.3.19. Suppose that A,B : C∞(Mm) → C∞(Mm) are continuous
linear operators. Then for each f ∈ C∞(Mm),
Df (A ◦B) = (DfA) ◦B + A ◦ (DfB). (3.15)
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Proof. Observe that
Df (A ◦B) = Mf ◦ A ◦B − A ◦B ◦Mf
= Mf ◦ A ◦B − A ◦Mf ◦B + A ◦Mf ◦B − A ◦B ◦Mf
= (DfA) ◦B + A ◦ (DfB) .
3.3.4 Admissibility of Difference Operators
We now define the notion of admissibility for difference operators. Our definition is a
generalization of the one found in [RTW10]. Our motivation is the next subsection,
where we will discuss how to express any given difference operator in terms of an
admissible collection of difference operators.
Definition 3.3.20. A collection D1, . . . ,Dm of difference operators of general type
on Mm × Nn is admissible, locally admissible or strongly (locally) admissible if the
difference functions to which they correspond are admissible, locally admissible or
strongly (locally) admissible respectively.
We may simplify this definition for s-type difference operators on compact Lie
groups (recovering the original definition from [RTW10]).
Proposition 3.3.21. Let 4Rq1 , . . . ,4Rqr be a collection of s-type difference operators
on a compact Lie Group. The collection is locally admissible iff
q1(e) = · · · = qr(e) = 0, (3.16)
span {dq1(e), . . . , dqr(e)} = T ∗eG. (3.17)
It is strongly admissible iff in addition, ∩ri=1 {g ∈ G | qi(g) = 0} = {e}.
Remark 3.3.22. This is actually taken as the definition of admissibility for difference
operators on compact Lie groups.
Proof. Recall that 4Rqi = Dq˜i , where q˜i(x, y) = qi(x−1y). Then note by Lemma 3.2.13,
that q˜1, . . . q˜r are locally admissible or strongly locally admissible if the corresponding
statements in the statement of this proposition hold.
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The following proposition is similar and has an identical proof:
Proposition 3.3.23. Let 4Rq1 , . . . ,4Rqr be a collection of s-type difference operators
on G×G/H. Then the collection is locally admissible iff
q1(e) = · · · = qr(e) = 0,
span {dq1(eH), . . . , dqr(eH)} = T ∗eHG/H.
It is strongly admissible iff in addition, ∩ri=1 {g ∈ G | qi(gK) = 0} = {eH}.
For o-type difference operators we have:
Proposition 3.3.24. Suppose that q1, . . . , qr ∈ C∞(Mm) is a collection of smooth
functions, such that
span{dq1(x), . . . , dqr(x)} = T ∗xMm
for each x ∈Mm. Then the collection of o-type difference operators Dq1 , . . . ,Dqn is a
locally admissible collection of difference operators on Mm ×Mm.
The collection is strongly admissible if in addition for each x, y ∈ Mm such that
x 6= y, there exists i(x, y) such that qi(x,y)(x) 6= qi(x,y)(y). (In other words, the collec-
tion is strongly admissible if q1, . . . , qr separates points of M
m.)
The proof of this proposition is similar to that of Proposition 3.3.21.
3.3.5 Expansion of Difference Operators
In this section, we look at how to express any difference operator in terms of a
strongly admissible collection of difference operators. As usual, Mm and Nn are
closed manifolds and Π : Mm → Nn is a submersion.
Theorem 3.3.25. Let D1, . . . ,Dr be a strongly locally admissible collection of differ-
ence operators on Mm ×Nn. Then the following holds:
If Dφ is a difference operator of order k on Mm ×Nn then for each α ∈ Nr0 with
|α| ≥ k there exist smooth functions fα ∈ C∞(Mm) such that for each l ≥ k we have
Dφ =
∑
k≤|α|<l
Mfα ◦ Dα + DRl
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where DRl is a difference operator of general type of order l, of the form
DRl =
∑
|α|=l
DEα Dα.
Notation 3.3.26. Here, if ψ ∈ C∞(G), then (Mψf)(x) := f(x)ψ(x).
Proof. Observe by Theorem 3.2.12 that
φ(x, y) =
∑
|α|<l
(∂(α)φ)(x, x) qα(x, y) +
∑
|α|=l
Eα(x, y) q
α(x, y)
where qi(x, y) is the difference function corresponding to the difference operator Di.
Let fα(x) = (∂
(α)φ)(x, x).
Clearly, as φ is of order k on the diagonal (∂(α)φ)(x, x) = 0 for |α| < k. Also,
clearly qα(x, y) is of order |α| on the diagonal. So we have
Dφ =
∑
k≤|α|<l
Mfα ◦ Dα +
∑
|α|=l
Dα DEα .
3.3.6 Boundedness of Difference Operators on Operators
An important property of difference operators is that they do not destroy the Sobolev
boundedness properties of an operator; in fact their effect on the Sobolev norm of an
operator can be quantified. Firstly, consider the following definition:
Definition 3.3.27. Let q ∈ C∞(Mm ×Nn) and suppose that qαx (y) = (Xαx q)(x, y).
Then if k is the smallest integer larger than m/2, and if s ∈ R, we define
Cs (q) := max|α|≤k
sup
x∈Mm
∣∣∣∣Mqαx ∣∣∣∣L(Hs(Nn),Hs(Nn)) .
Methods to estimate Cs (q) are discussed in Proposition 3.3.33.
Proposition 3.3.28. Suppose that q ∈ C∞(Mm ×Nn) defines the difference op-
erator Dq. Then there exists a constant c, depending only on Mm, such that if
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A : C∞(Nn)→ C∞(Mm) is a continuous linear operator, then
||DqA||L(Hs(Nn),L2(Mm)) ≤ cCs (q) ||A||L(Hs(Nn),L2(Mm)) .
Proof of Proposition 3.3.28. Firstly, let qu(y) := q(u, y). For f ∈ C∞(N), define
Mquf := qu · f for each u ∈ M . Clearly Mqu : C∞(N) → C∞(N) is a continuous
linear operator. Moreover, observe that
((DqA)f)(x) = ((A ◦Mqx)f)(x).
Now, if X1, . . . , Xr is a local frame of vector fields on M
m then we have
||(DqA)(f)||2L2(M) =
∫
M
|(A ◦Mqx)(f)(x)|2 dx
≤
∫
M
sup
u∈M
|(A ◦Mqu)(f)(x)|2 dx
≤ c
∑
|α|≤k
∫
M
∫
M
|Xαu (A ◦Mqu)(f)(x)|2 du dx
= c
∑
|α|≤k
∫
M
∫
M
∣∣(A ◦MXαu qu)(f)(x)∣∣2 du dx
= c
∑
|α|≤k
∫
M
∣∣∣∣A ◦MXαu qu∣∣∣∣L(Hs(N),L2(M)) ||f ||Hs(N) du
≤ c
∑
|α|≤k
∫
M
∣∣∣∣MXαu qu∣∣∣∣L(Hs(N),Hs(N)) ||A||L(Hs(N),L2(M)) ||f ||Hs(N) du
≤ cCs (q) ||A||L(Hs(N),L2(M)) ||f ||Hs(N) .
Here we have made use of
• The standard Sobolev embedding theorem in the third line.
• Lemma 3.3.29 combined with the continuity and linearity of the operator in the
fourth line.
• The fact that Xi : H l(Mm) → H l−1(Mm) is bounded for each 1 ≤ i ≤ n and
each l ∈ R in the final line.
• The fact that Mm is compact and so ∫
M
du <∞ in the final line.
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The constant c is independent of f , q and A. So we are done.
In the proof of Proposition 3.3.28, we made implicit use of the following lemma:
Lemma 3.3.29. Suppose that X is a vector field on Mm. Suppose that f ∈ C∞(Mm).
Let
ft(x) :=
f(Expx(tXx))− f(x)
t
Then ft → Xf as t→ 0 in C∞(Mm)
Proof. An application of Taylor’s theorem in local coordinates.
The Constant Cs (q)
We conclude this section by giving estimates on Cs (q) for q ∈ C∞(Mm ×Nn). Indeed,
it is not immediately obvious that a finite such constant exists. I am grateful to Dr.
J. Wirth for pointing out errors in an initial draft discussing the issues in this sub-
sub-section.
We will begin with a Euclidean estimate. Recall that 〈t〉 := √1 + ||t||2 and that
||f ||Hs(Rn) :=
∣∣∣∣∣∣〈t〉s fˆ(t)∣∣∣∣∣∣
L2t (Rn)
=
∣∣∣∣Ls/2f ∣∣∣∣
L2(Rn)
where (̂Lsf)(t) := 〈t〉2s fˆ(t).
Lemma 3.3.30. Suppose that f ∈ Hs(Rn) and g ∈ H |s|+k(Rn), where k is the small-
est integer larger than n/2 and s ∈ R. Then there exists a constant c depending only
on n such that
||fg||Hs(Rn) ≤ c 2|s| ||f ||Hs(Rn) ||g||H|s|+k(Rn) .
Proof. Then
||fg||2Hs(Rn) =
∫
Rn
∣∣∣∣∫
Rn
fˆ(ξ)gˆ(η − ξ) dξ
∣∣∣∣2 〈η〉2s dη
≤ 22|s|
∫
Rn
∣∣∣∣∫
Rn
fˆ(ξ)gˆ(η − ξ) dξ
∣∣∣∣2 〈ξ〉2s 〈η − ξ〉2|s| dη
≤ 22|s|
∫
Rn
∣∣∣∣∫
Rn
fˆ(ξ) 〈ξ〉s gˆ(η − ξ) 〈η − ξ〉|s| dξ
∣∣∣∣2 dη
≤ 22|s|
∫
Rn
∣∣∣∣∫
Rn
̂(Ls/2f)(ξ) ̂(L|s|/2g)(η − ξ) dξ
∣∣∣∣2 dη
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= 22|s|
∣∣∣∣(Ls/2f)(L|s|/2g)∣∣∣∣2
L2(Rn)
≤ 22|s| ∣∣∣∣Ls/2f ∣∣∣∣2
L2(Rn)
∣∣∣∣(L|s|/2g)∣∣∣∣2
L∞(Rn)
≤ C22|s| ∣∣∣∣Ls/2f ∣∣∣∣2
L2(Rn)
∣∣∣∣L(|s|+k)/2g∣∣∣∣2
L2(Rn) .
where in the second line we have used Peetre’s Inequality (Proposition 3.3.31, [RT10])
and C is a constant depending n, obtained from the application of the Sobolev em-
bedding theorem in the final line.
Notation 3.3.31. Throughout this section, we will use a fixed finite cover of charts
(Ui, φi)
l
i=1 of N
n, and a fixed partition of unity (ψ)li=1 subordinate to (Ui)
l
i=1. These
will be constructed precisely in the proof of Proposition 3.3.32.
We will let C = (Ui, φi, ψi)
l
i=1, and define
||f ||Hs(Nn) = ||f ||s,C
for f ∈ C∞(Nn) (where ||·||s,C is defined in Definition 2.5.1).
Proposition 3.3.32. Suppose that f ∈ Hs(Nn) and g ∈ H |s|+k(Nn), where k is the
smallest integer larger than n/2. Then there exists a constant C ′s depending on n and
s ∈ R such that
||fg||Hs(Nn) ≤ C ′s ||f ||Hs(Nn) ||g||H|s|+k(Nn) .
Proof. We will pick our charts (Ui, φi)
l
i=1, such that there is an open cover (Vi)
l
i=1 of
Nn, with V¯i ⊆ Ui for each 1 ≤ i ≤ l. This is always possible due to compactness.
Let ψi be a smooth partition of unity subordinate to (Vi)
k
i=1. Now, pick κi ∈
C∞(Nn) such that suppκi ⊆ Ui and κi|suppψi ≡ 1.
Later on, we will need the following partitions of unity. Let µii(x) = κi(x) and
µij(x) = ψj(x)(1 − κi(x)), for 1 ≤ j ≤ k and i 6= j. As κi ≡ 1 on suppψi, note
that ψi(x)(1 − κi(x)) = 0. (Also note for later that ψi(x) = ψi(x)κi(x).) Therefore
µi,i(x) = κi(x) + (1− κi(x))ψi(x). Thus for each 1 ≤ i ≤ k, (µi,j(x))kj=1 is a partition
of unity.
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Let C = (Uj, φj, ψj)
k
j=1 and Cj = (Uj, φj, µi,j)
k
j=1. Therefore
||fg||s,C =
l∑
i=1
||(φi)∗ (ψi(x)f(x)g(x))||Hs(Rn)
=
l∑
i=1
||(φi)∗ (ψi(x)κi(x)f(x)g(x))||Hs(Rn)
=
l∑
i=1
||(φi)∗ (ψi(x)f(x)) (φi)∗ (κi(x)g(x))||Hs(Rn)
≤ C ′′s
l∑
i=1
||(φi)∗ (ψi(x)f(x))||Hs(Rn) ||(φi)∗(κi(x)g(x))||H|s|+k(Rn)
≤ C ′′s
l∑
i=1
||(φi)∗ (ψi(x)f(x))||Hs(Rn)
(
l∑
j=1
∣∣∣∣(φj)∗ (µi,j(x)g(x))∣∣∣∣H|s|+k(Rn)
)
≤ C ′′s ||f ||s,C
(
max
1≤i≤l
||g|||s|+k,Ci
)
≤ C ′s ||f ||s,C ||g|||s|+k,C .
where C ′′s > 0 is used to represent various intermediate constants.
We are now in a position to estimate Cs (q):
Proposition 3.3.33. There exists a constant Cs depending only on M
m × Nn and
s ∈ R such that if k is the smallest integer larger than m/2 then
Cs (q) ≤ Cs ||q||H|s|+2k(Mm×Nn).
Proof. Recall that
Cs (q) := max|α|≤k
sup
x∈Mm
∣∣∣∣Mqαx ∣∣∣∣L(Hs(Nn),Hs(Nn)) .
Therefore, by Proposition 3.3.32
Cs (q) ≤ C ′s max|α|≤k supx∈Mm ||q
α
x ||H|s|+k(Nn)
≤ C ′s sup
x∈Mm
||qx||H|s|+2k(Nn)
≤ C ′s ||q||H|s|+2k(Mm×Nn) .
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3.3.7 Boundedness of Difference Operators on Symbols
We conclude this chapter by studying how difference operators act on symbols, in
particular, how they affect the operator norms of symbols.
In this subsection, we will use the following notation. Let G be a compact Lie
group of dimension d and let κ(G) be the smallest integer larger than d/2.
If A : C∞(G)→ D′(G) is a continuous linear operator,
||||σA(x)||||m := sup
[ξ]∈Gˆ
〈ξ〉−m ||σA(x, ξ)||op
|||σA|||m := sup
x∈G
||||σA(x)||||m .
Proposition 3.3.34. There exists a constant c > 0 depending only on G such that if
A : C∞(G)→ C∞(G) is a continuous linear operator and q ∈ C∞(G), then for each
x ∈ G and m ∈ R,
∣∣∣∣∣∣∣∣4Rq σA(x)∣∣∣∣∣∣∣∣m ≤ cCm(q) ||||σA(x)||||m . (3.18)
Notation 3.3.35. In the preceding proposition, we define Cm(q) := Cm(r), where
r(x, y) := q(xy−1).
Proof. If B : C∞(G) → C∞(G) is a continuous linear operator, then let Bu be
the operator with the right convolution kernel RBu (x, y) := RB (u, y) = rB (u) (y).
By taking the Fourier transform of the RB in the second variable, we can see that
σBu(x, ξ) = σB(u, ξ) = σBu(ξ), i.e. σBu is constant with respect to the x variable.
We now return to the original operator A. Fix u ∈ G. Then by Lemma 3.3.36,
we have that ∣∣∣∣∣∣∣∣4Rq σA(u)∣∣∣∣∣∣∣∣m = ∣∣∣∣4Rq Au∣∣∣∣Hm(G)→L2(G) .
But by Proposition 3.3.28, there exists c > 0 depending only on G such that
∣∣∣∣4Rq Au∣∣∣∣Hm(G)→L2(G) ≤ cCm(r) ||Au||Hm(G)→L2(G) .
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Finally, as Au is left invariant, by applying Theorem 2.7.4 again we have
cCm(r) ||Au||Hm(G)→L2(G) = cCm(r) ||||σA(u)||||m .
So we have proven (3.18).
In the preceding proof, we have used the following lemma:
Lemma 3.3.36. Let A : C∞(G) → C∞(G) be a continuous linear operator. For
u ∈ G, let Au be the operator with right convolution kernel RAu (u, y) = RA (u, y).
Then ∣∣∣∣∣∣∣∣4Rq σA(u)∣∣∣∣∣∣∣∣m = ∣∣∣∣4Rq Au∣∣∣∣Hm(G)→L2(G) .
Proof. Suppose that B : C∞(G) → C∞(G) is a continuous linear operator. If q ∈
C∞(G), then
R(4Rq B)u (x, y) = R4Rq B (u, y) = RB (u, y) q(y
−1) = RBu (x, y) q(y
−1)
and so (4Rq B)u = 4Rq Bu.
Therefore, we have that
∣∣∣∣∣∣∣∣4Rq σA(u)∣∣∣∣∣∣∣∣m = sup
[ξ]∈Gˆ
∣∣∣∣∣∣σ4Rq A(u, ξ)∣∣∣∣∣∣
op
〈ξ〉−m
= sup
[ξ]∈Gˆ
∣∣∣∣∣∣σ4Rq Au(u, ξ)∣∣∣∣∣∣
op
〈ξ〉−m
= sup
[ξ]∈Gˆ
∣∣∣∣∣∣σ4Rq Au (ξ)∣∣∣∣∣∣
op
〈ξ〉−m
= sup
[ξ]∈Gˆ
∣∣∣∣∣∣σ
(4Rq Au)◦L−m/2G
(ξ)
∣∣∣∣∣∣
op
.
But by Theorem 2.7.4,
sup
[ξ]∈Gˆ
∣∣∣∣∣∣σ
(4Rq Au)◦L−m/2G
(ξ)
∣∣∣∣∣∣
op
=
∣∣∣∣∣∣(4Rq Au) ◦ L−m/2G ∣∣∣∣∣∣
L2(G)→L2(G)
.
Furthermore, ∣∣∣∣∣∣(4Rq Au) ◦ L−m/2G ∣∣∣∣∣∣
L2(G)→L2(G)
=
∣∣∣∣4Rq Au∣∣∣∣Hm(G)→L2(G) .
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So we have proven the lemma.
Corollary 3.3.37. There exists a constant c > 0 depending only on G such that if
A : C∞(G)→ C∞(G) is a continuous linear operator, q ∈ C∞(G×G) and Dq is the
g-type difference operator associated to q, then for each x ∈ G
||||DqσA(x)||||m ≤ c Cm(qx) ||||σA(x)||||m
where qu(y) := q(u, y
−1u) for u ∈ G.
Proof. Let B and Bu be defined as in the proof of Proposition 3.3.34. We have that
(DqB)u(u) = (4RquBu)(u). Thus
|||DqσA(u)|||m =
∣∣∣∣∣∣4RquσAu(u)∣∣∣∣∣∣m ≤ c Cm (qu) |||σA(u)|||m .
Proposition 3.3.38. Suppose that D1, . . . ,Dr be a strongly admissible collection of
difference operators on G×G (respectively G×G/H). Suppose that Dq is a difference
operator of general type of order l on G×G (respectively G×G/H). Then there exist
constants cm,l for each m ∈ R and l ∈ N, depending on Dq, such that
||||DqσA(x)||||m ≤ cm,l
∑
|α|=l
||||DασA(x)||||m
 .
Proof. Recall from 3.3.25 that Dq =
∑
|α|=lDEα Dα. Thus
||||DqσA(x)||||m ≤
∑
|α|=l
||||DEα DασA||||m
≤
∑
|α|=l
cm((Eα)x) ||||DασA||||m ≤ cm,l
∑
|α|=l
||||DασA(x)||||m .
Here, we have used the fact that each Eα is a smooth function on G×G.
Corollary 3.3.39. Let A : C∞(G) → C∞(G) be a continuous linear operator. Let
D1, . . . ,Dr be a strongly admissible collection of difference operators on G × G, (re-
spectively G×G/H). Then the following are equivalent:
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1. For every difference operator Dq of general type of order l on G×G (respectively
G×G/H), we have |||DqσA|||m−l <∞.
2. For every α ∈ Nr0, we have |||DασA|||m−|α| <∞.
Proof. Observe that Dα is a difference operator of general type of order |α|. Therefore
(1) =⇒ (2) trivially.
Now suppose (2) holds. Suppose that Dq is a difference operator of general type
of order l. Then by Proposition 3.3.38 we have that
|||DqσA(x)|||m ≤ cm,l
∑
|α|=l
|||DασA(x)|||m .
So we have proven that (2) =⇒ (1).
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Chapter 4: Fourier Analysis and
Difference Operators on Sn
This chapter serves to illustrate material discussed in previous chapters. Our first
aim will be to discuss the theory of Fourier analysis on homogeneous spaces discussed
in Chapter 2.6.3 by briefly surveying the construction of the spherical harmonics on
Sn. Our second aim is to study concrete formulae for a strongly admissible collection
of s-type difference operators on Sn.
This chapter is structured as follows: In Section 4.1, we briefly recall the prop-
erties of the unit sphere in Rn (including its spherical polar parameterization and
the properties of its invariant metric). In Section 4.2, we discuss the properties of
the special orthogonal groups and introduce a polar parameterization of them. We
then examine the unit sphere in Rn as a homogeneous space of SO(n). In Section
4.3, we introduce Gegenbauer polynomials and state some of their properties. These
will later be used to state formulae for spherical harmonics and develop their multi-
plication formulae. In Section 4.4, we state formulae for the spherical harmonics on
Sn−1 and explicitly compute the lowest order non-trivial spherical harmonics. In Sec-
tion 4.5, we compute multiplication formulae for first order spherical harmonics with
other spherical harmonics. These computations are used to give explicit formulae for
difference operators on Sn−1 in the final section.
4.1 The Euclidean Sphere
The Euclidean sphere, Sn−1 is the submanifold {x ∈ Rn | |x| = 1} of Rn. To avoid
technicalities, we will assume n ≥ 3. It may be parameterized using spherical polar
coordinates:
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Proposition 4.1.1 (Spherical Polar Coordinates). The map
φ

θ1
...
θn−1
 =

sin θn−1 . . . sin θ1
sin θn−1 . . . sin θ2 cos θ1
...
sin θn−1 cos θn−2
cos θn−1

is a parameterization of Sn−1, where 0 ≤ θ1 < 2pi and 0 ≤ θk < pi for 2 ≤ k ≤ n− 1.
If x ∈ Sn−1, then
cos θk =
xk+1
rk+1
and sin θk =
rk
rk+1
where r2k = x
2
1 + · · ·+ x2k = sin2 θn−1 · · · sin2 θk.
The Riemannian metric in this coordinate system is given by
hij(x) =
〈
∂θi , ∂θj
〉
=

0 i 6= j,
sin2 θn−1 · · · sin2 θi+1 1 ≤ i = j < n− 1,
1 i = j = n = 1.
(4.1)
Therefore det g = sin2(n−2) θn−1 . . . sin2 θ2. From this we may derive the following
formula for the invariant measure on Sn−1:
Proposition 4.1.2. Let
dξ =
Γ
(
n
2
)
2
√
pin
sinn−2 θn−1 . . . sin θ2 dθ1 · · · dθn−1.
Then dξ is a rotationally invariant probability measure on Sn−1.
Proofs of these statements may be found in Chapter 9.1.1 of [Vil68].
4.1.1 The Laplace-Beltrami Operator on Sn
Recall that ifM is a Riemannian Manifold, (y1, . . . , yn) are local coordinates onM and
∂i := ∂/∂yi, then using the notation h
ij(x) := ((hpq)pq)
−1
ij (x), the Laplace-Beltrami
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operator may be defined by
4Mf = −1√
deth
∂j
(
hij
√
deth ∂if
)
.
(See, for example, Exercise 14, Page 16, [Ros97].) Now note (by abusing notation by
writing 1/ sin2 θn−1 · · · sin2 θi+1 = 1 for i = n− 1) that on on Sn−1, for 0 < θk < pi for
2 ≤ k ≤ n− 1, we have that
hij(x) =

0 i 6= j,
1/ sin2 θn−1 · · · sin2 θi+1 1 ≤ i = j < n− 1,
1 i = j = n− 1.
Therefore, we may compute the Laplace-Beltrami operator on Sn−1:
Proposition 4.1.3 (The Laplace-Beltrami on Sn−1). For f ∈ C∞(Sn−1),
4Sn−1f = −
n−1∑
i=1
1
sin2 θn−1 · · · sin2 θi+1
1
sini−1 θi
∂
∂θi
(
sini−1 θi
∂
∂θi
)
.
Proof.
4Sn−1f = −
n−2∑
i=1
1
sinn−2 θn−1 · · · sin θ2
∂
∂θi
(
sinn−2 θn−1 · · · sin θ2
sin2 θn−1 · · · sin2 θi+1
∂
∂θi
)
− 1
sinn−2 θn
∂
∂θn−1
(
sinn−2 θn−1
∂
∂θn−1
)
= −
n−1∑
i=1
1
sin2 θn−1 · · · sin2 θi+1
1
sini−1 θi
∂
∂θi
(
sini−1 θi
∂
∂θi
)
.
Example 4.1.4. On S2,
4S2f = − 1
sin2 θ2
∂2
∂θ21
− 1
sin θ2
∂
∂θ2
(
sin θ2
∂
∂θ2
)
.
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4.2 The Special Orthogonal Group
The special orthogonal group can be thought of as the group of rotations of Euclidean
space. In this section, we recall the properties of the special orthogonal group and re-
late the special orthogonal group and spheres, by considering spheres as homogeneous
spaces of the special orthogonal group.
4.2.1 Properties of the Special Orthogonal Group
Recall that SO(n) :=
{
A ∈M(n) | AAT = I, det(A) = 1} and is a submanifold of
Rn2 . We may embed SO(n − 1) ⊂ SO(n) in the following manner. Let en =
(0, . . . , 0, 1) ∈ Rn. Then
SO(n− 1) = {A ∈ SO(n) | Aen = en} .
Consider the following elementary members of SO(n):
Definition 4.2.1. Let gjk(θ) be rotation by angle θ in the xj, xk plane orientated so
that the rotation from ej to ek is positive. If j < k, then
gjk(θ) =

(I)
cos θ sin θ
(I)
− sin θ cos θ
(I)
 .
Define gk := gk+1,k. Note that g
−1
k (θ) = gk(−θ).
We may parameterize SO(n) by composing elementary rotations in the following
manner:
Proposition 4.2.2 (Euler Angles, Ch 9.3.1 [Vil68]). Suppose g ∈ SO(n). Then g has
the representation g = g(n−1) · · · g(1) where g(k) = g1(θk1) · · · gk(θkk). The parameters θji
are called Euler angles and are subject to the restrictions θj1 ∈ [0, 2pi] for 1 ≤ j ≤ n−1
and θji ∈ [0, pi) for 1 < i ≤ j ≤ n− 1. The parameters are almost everywhere unique.
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4.2.2 The Sphere as a Homogeneous Space
We are interested in the special orthogonal group, as it allows us to consider the
sphere as a homogeneous space:
Proposition 4.2.3. The triplet (Sn−1, SO(n), (A, x) 7→ Ax) is a homogeneous space.
Furthermore
Sn−1 ≡ SO(n)/ SO(n− 1).
Proof. Linear maps acting on Rn are smooth. Therefore, their restriction to subman-
ifolds of Rn are smooth. Moreover, if A ∈ SO(n) and x ∈ Sn−1, then Ax ∈ Sn−1.
Thus SO(n) acts smoothly on Sn−1. Furthermore, given x with spherical coordinates
(α1, . . . , αn−1) and y ∈ Sn−1 with spherical coordinates (β1, . . . , βn−1), if
A = g1(β1) · · · gn−1(βn−1)gn−1(−αn−1) · · · g1(−α1),
then Ax = y. Therefore SO(n) acts transitively on Sn−1 and thus is a homogeneous
space with transform group SO(n). Finally, observe that SO(n − 1) is the isotropy
subgroup of N = (0, . . . , 0, 1), the North Pole. So Sn−1 ≡ SO(n)/ SO(n− 1).
Observation 4.2.4. Observe that g(k)N = N for 1 ≤ k ≤ n − 2. Moreover, observe
that in polar coordinates g(n−1)N = φ(θn−11 , . . . , θ
n−1
n−1). Therefore g
(n−1)SO(n− 1) =
φ(θn−11 , . . . , θ
n−1
n−1) ∈ Sn−1.
Remark 4.2.5 (Parameterizing SO(n− 1)\ SO(n)). Let
ψ(θ11, . . . , θ
n−1
n−1) := (φ(θ
1
1, . . . , θ
n−1
n−1))
−1.
Then
SO(n− 1)ψ(θ11, . . . , θn−1n−1) = SO(n− 1)ψ(0, . . . , 0, θn−11 , . . . , θn−1n−1).
Thus in the same manner as above, we have a parameterization of SO(n− 1)\ SO(n).
4.3 Gegenbauer Polynomials
The principal aim of this chapter is to study the properties of spherical harmonics
on Sn−1. The spherical harmonics can be expressed using Gegenbauer polynomials.
These polynomials are sets of polynomials, orthogonal with respect to a certain inner
product.
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4.3.1 Definition and Basic Properties
Definition 4.3.1 (Gegenbauer Polynomials). Let p ∈ R. Then the Gegenbauer
polynomials are the set of polynomials (Cpl (z))l∈N0 given by applying Gram-Schmidt
orthogonalization to the set {1, x, x2, x3, . . .} with respect to the inner product
(f, g)p :=
∫ 1
−1
f(x)g(x)(1− x2)p−1/2dx.
Proposition 4.3.2 (Formulae for the Gegenbauer Polynomials). One has the explicit
formula
Cpl (z) =
bl/2c∑
k=0
(−1)k Γ(l + p− k)
Γ(p)k!(l − 2k)!(2z)
l−2k.
In particular
Cp0 (z) = 1,
Cp1 (z) = 2pz,
Cp2 (z) = 2p(p+ 1)z
2 − p.
Reference. Chapter 9.2 of [Vil68].
One can obtain certain recurrence relations for Gegenbauer polynomials. The
three relations following are proven in [Vil68]:
From Section 9.3.2, Equation 10:
(l + 1)Cpl+1(t) = (2p+ l) t C
p
l (t)− 2pz (1− t2)Cp+1l−1 (t). (4.2)
From Section 9.3.2, Equation 11:
(2p+ l)Cpl (t) = 2p
[
Cp+1l (t)− t Cp+1l−1 (t).
]
(4.3)
From Section 9.4.11, the displayed equation following Equation 6’:
lCpl (t) = 2(p+ l − 1) t Cpl−1(t)− (2p+ l − 2)Cpl−2(t). (4.4)
Remark 4.3.3. If we formally define Cp−1(t) ≡ 0, then these equations are true for all
p ∈ R and l ∈ Z>0.
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4.3.2 Rearrangements of the Recurrence Relations
We now rearrange the recurrence relations in the previous sections into more conve-
nient forms:
Relation 1
Rearranging equation (4.4) gives
2(p+ l − 1)tCpl−1(t) = lCpl (t) + (2p+ l − 2)Cpl−2(t).
Substituting l = a+ 1, p = b gives
2(a+ b)tCba(t) = (a+ 1)C
b
a+1(t) + (2b+ a− 1)Cba−1(t),
and so for a+ b 6= 0, (which is the case if a ≥ 0, b > 0),
tCba(t) =
a+ 1
2(a+ b)
Cba+1(t) +
2b+ a− 1
2(a+ b)
Cba−1(t). (4.5)
Relation 2
Recall equation (4.3)
(2p+ l)Cpl (t) = 2p
[
Cp+1l (t)− tCp+1l−1 (t)
]
.
Then for l ≥ 0 and p > 0,
Cpl (t) =
2p
2p+ l
[
Cp+1l (t)− tCp+1l−1 (t)
]
.
And so for l ≥ 0 and p > 0, by substituting equation (4.5) into the above equation
we obtain
Cpl (t) =
2p
2p+ l
[
Cp+1l (t)−
[
l
2(l + p)
Cp+1l (t) +
2p+ l
2(l + p)
Cp+1l−2 (t)
]]
=
p
l + p
[
Cp+1l (t)− Cp+1l−2 (t)
]
(4.6)
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Relabelling gives us for a ≥ 0, b > 0 that
Cba(t) =
b
a+ b
[
Cb+1a (t)− Cb+1a−2(t)
]
. (4.7)
Relation 3
Recall equation (4.2):
(l + 1)Cpl+1(t) = (2p+ l) t C
p
l (t)− 2p (1− t2)Cp+1l−1 (t).
Rearrangement and relabelling gives for s > 1
(1− t2)Csr (t) =
2s+ r − 1
2(s− 1) t C
s−1
r+1(t)−
r + 2
2(s− 1)C
s−1
r+2(t).
So substituting equation (4.5) gives
(1− t2)Csr (t)
=
2s+ r − 1
2(s− 1)
[
r + 2
2(r + s)
Cs−1r+2(t) +
2s+ r − 2
2(r + s)
Cs−1r (t)
]
− r + 2
2(s− 1)C
s−1
r+2(t).
Therefore rearranging and relabelling gives for b > 1
(1− t2)Cba(t) =
(2b+ a− 1)(2b+ a− 2)Cb−1a (t)− (a+ 1)(a+ 2)Cb−1a+2(t)
4(b− 1)(a+ b) . (4.8)
4.4 The Spherical Harmonics: Fourier Analysis On Sn−1
We now briefly recall aspects of the representation theory of SO(n), in order to give
us a theory of Fourier analysis on SO(n).
In the first subsection, we give formulae for certain elements of the class I rep-
resentations of SO(n) with respect to SO(n − 1). In the second subsection, we use
these formulae to explicitly calculate certain elements of the first non-trivial class I
representation on SO(n).
Throughout this section we will assume n ≥ 3.
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4.4.1 The Class I Representations of SO(n)
The following is a summary of Chapter 9 of [Vil68].
Firstly, SO(n− 1) is a massive subgroup of SO(n). The representations of SO(n)
of class I relative to SO(n− 1) can be indexed by the non-negative integers, i.e.
ŜO(n)0 =
{
tl | l ∈ N0
}
.
Dimension of tl
The dimension of the representation indexed by the integer l is
dim tl =
(2l + n− 2)(n+ l − 3)!
(n− 2)!l! .
Representation Bases
Let Inl be the set of (n− 1)-tuples of the form
Inl = {(p0, p1, . . . , pn−2) | l = p0 ≥ p1 ≥ · · · ≥ pn−3 ≥ 0, pn−3 ≥ |pn−2| ≥ 0} .
Then there is an orthonormal basis
{
eli | i ∈ Inl
}
of the carrier space of tl indexed by
Inl . For our purposes, we do not need to know the precise nature of this basis. The
element indexed by 0 = (l, 0, . . . , 0) is the unique vector which is invariant relative to
SO(n− 1). Therefore, we are interested in the elements tl0,i and tli,0 of the matrix of
tl.
Computing tl0,i
Let
F jr,s(θ) := D
j
|r|,|s|C
|s|+(n−j−2)/2
|r|−|s| (cos θ) sin
|s| θ
for |r| − |s| ≥ 0 and 0 otherwise. Here
Djr,s =
√
22s+n−j−4(r − s)!(n− j + 2r − 2)Γ2 (n−j−2
2
+ s
)
√
piΓ(r + s+ n− j − 2) .
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For l ≥ 0, let
Enl =
√
l!Γ(n− 1)
Γ(n
2
)Γ(l + n− 2)(2l + n− 2) .
(For technical purposes we will define El := 1 for l < 0.)
Then the elements of the null column of tl are given for p = (p0, p1, . . . , pn−2) ∈ Inl
by
tl0,p(θ1, . . . , θn−1) = El
(
n−3∏
j=0
F jpj ,pj+1(θn−j−1)
)
eipn−2θ1 .
If pn−2 = 0 then we call tl0,p a real spherical harmonic of degree l. Otherwise we call
it a complex spherical harmonic of degree l.
Notation
As l = p0 for any p ∈ Inl , we will drop the superscript from tl0,p where convenient.
4.4.2 Computing the First Representation
In this subsection, we use the formulae in Subsection 4.4.1 to compute t10,i.
Observation 4.4.1. Observe that the index set In1 includes (for 0 ≤ k < n − 2) the
elements
αk =
1, . . . , 1︸ ︷︷ ︸
k+1
, 0, . . . , 0︸ ︷︷ ︸
n−2−k
 ,
i.e.
(αk)i =
1 if 0 ≤ i ≤ k,0 if k < i ≤ n− 2.
These are the indices of the real spherical harmonics of first degree. In combination
with
αn−2± =
1, . . . , 1︸ ︷︷ ︸
n−2
,±1
 ,
(which are the indices of the two complex spherical harmonics of first degree) they
form the entirety of In1 .
We will use the following short-hand notation:
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Definition 4.4.2. For 1 ≤ k ≤ n− 2 define
Snk (θ1, . . . , θn−1) :=
k−1∏
j=0
sin θn−j−1
and Sn0 (θ1, . . . , θn−1) := 1. Note that each S
n
k is independent of θ1. Also define
Cnk (θ1, . . . , θn−1) := cos θn−k−1.
The real spherical harmonics of first order take the following form:
Proposition 4.4.3. For k < n− 2,
t10,αk(θ1, . . . , θn−1) = cos θn−k−1
k−1∏
j=0
sin θn−j−1
= Snk (θ1, . . . , θn−1)× Cnk (θ1, . . . , θn−1).
The complex spherical harmonics of first order take the following form:
Proposition 4.4.4.
t1
0αn−2±
(θ1, . . . , θn−1) =
1√
2
(
n−3∏
j=0
sin θn−j−1
)
e±iθ1
=
1√
2
Snn−2(θ1, . . . , θn−1) e
±iθ1
Note that in the following proofs, computation of certain coefficients is deferred
to later lemmas.
Proof of Proposition 4.4.3. Recall that
t10αk(θ1, . . . , θn−1) = E1
n−3∏
j=0
F jαj ,αj+1(θn−j−1)
=
(√
1
nΓ(n/2)
)(
k−1∏
j=0
F j1,1(θn−j−1)
)(
F k1,0(θn−k−1)
)( n−3∏
j=k+1
F j0,0(θn−j−1)
)
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Here we have used the fact that En1 =
√
1/nΓ(n/2). Now
F j1,1(x) = D
j
1,1C
1+(n−j−2)/2
0 (cosx) sinx = D
j
1,1 sinx,
F j1,0(x) = D
j
1,0C
(n−j−2)/2
1 (cosx) = D
j
1,0(n− j − 2) cos x,
F j0,0(x) = D
j
0,0C
(n−j−2)/2
0 (cosx) = D
j
0,0.
Therefore, using the fact that
Dk1,0
(
k−1∏
j=0
Dj1,1
)
=
√
n
n− k − 2
k∏
j=0
Dj0,0
(see Lemma 4.4.7) and the fact that
∏n−3
j=0 D
j
0,0 = Γ(n/2) (see Lemma 4.4.6) we have
t10αk(θ1, . . . , θn−1) =
(√
1
nΓ(n/2)
)(
Dk1,0
(
k−1∏
j=0
Dj1,1
))
×
(
n−3∏
j=k+1
Dj0,0
)(
(n− k − 2) cos θn−k−1
k−1∏
j=0
sin θn−j−1
)
=
(√
1
nΓ(n/2)
)( √
n
n− k − 2
)(n−3∏
j=0
Dj0,0
)(
(n− k − 2) cos θn−k−1
k−1∏
j=0
sin θn−j−1
)
=
(√
1
Γ(n/2)
)(
n−3∏
j=0
Dj0,0
)(
cos θn−k−1
k−1∏
j=0
sin θn−j−1
)
= cos θn−k−1
k−1∏
j=0
sin θn−j−1.
Proof of Proposition 4.4.4. Observe that
t1
0αn−2±
(θ1, . . . , θn−1) = E1
(
n−3∏
j=0
F j1,1(θn−j−1)
)
e±iθ1
=
(√
1
nΓ(n/2)
)(
n−3∏
j=0
F j1,1(θn−j−1)
)
e±iθ1
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Here we have used the fact that En1 =
√
1/nΓ(n/2). Now
n−3∏
j=0
F j1,1(θn−j−1) =
n−3∏
j=0
Dj1,1 sin θn−j−1 =
√
nΓ(n/2)
2
n−3∏
j=0
sin θn−j−1
Here we have used (4.13) from Lemma 4.4.7. Therefore
t1
0αn−2±
(θ1, . . . , θn−1) =
1√
2
(
n−3∏
j=0
sin θn−j−1
)
e±iθ1
So we are done.
In the preceding proofs we have used a number of computations of certain coeffi-
cients. We now carry out these computations.
Lemma 4.4.5.
Dj0,0 =
√
2n−j−2Γ2
(
n−j
2
)
√
pi Γ(n− j − 1) (4.9)
Dj1,0 = D
j
0,0
√
n− j
n− j − 2 (4.10)
Dj1,1 = D
j
0,0
√
n− j
n− j − 1 (4.11)
Proof. We begin with the first statement
Dj0,0 =
√
2n−j−4(n− j − 2)Γ2 (n−j−2
2
)
√
piΓ(n− j − 2)
=
√√√√2n−j−2 ( (n−j−2)2 )2 Γ2 (n−j−22 )√
pi(n− j − 2)Γ(n− j − 2) =
√
2n−j−2Γ2
(
n−j
2
)
√
piΓ(n− j − 1) .
Here we have used the fact that zΓ(z) = Γ(z + 1) in the final line. For the second
statement:
Dj1,0 =
√
2n−j−4(n− j)Γ2 (n−j−2
2
)
√
piΓ(n− j − 1) = D
j
0,0
√
n− j
(n− j − 2)2 = D
j
0,0
√
n− j
n− j − 2 .
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Finally
Dj1,1 =
√
2n−j−2(n− j)Γ2 (n−j
2
)
√
piΓ(n− j) = D
j
0,0
√
n− j
n− j − 1 .
Lemma 4.4.6.
n−3∏
j=0
Dj0,0 =
√
Γ(n/2)
Proof. Observe that
Γ2
(
n− j
2
)
Γ2
(
n− j − 1
2
)
= Γ
(
n− j
2
)(
Γ
(
n− j
2
)
Γ
(
n− j − 1
2
))
Γ
(
n− j − 1
2
)
.
So
n−3∏
j=0
Dj0,0 =
n−3∏
j=0
√
2n−j−2Γ2
(
n−j
2
)
√
pi Γ(n− j − 1) =
√
Γ(n/2)
Γ(1)
n−3∏
j=0
√
2n−j−2Γ(n−j
2
)Γ(n−j−1
2
)√
pi Γ(n− j − 1) .
(Note that this is only algebraic manipulation of the prodands. In particular, we have
not used any properties of the Gamma function).
Now, as Γ(z)Γ (z + 1/2) = 21−2z
√
piΓ(2z), we have
Γ
(
n− j
2
)
Γ
(
n− j − 1
2
)
= 21−(n−j−1)
√
pi Γ(n− j − 1).
Therefore
n−3∏
j=0
Dj0,0 =
√
Γ(n/2)
Γ(1)
n−3∏
j=0
√
2n−j−2Γ(n−j
2
)Γ(n−j−1
2
)√
piΓ(n− j − 1) =
√
Γ(n/2).
Lemma 4.4.7. For k < n− 2(
k−1∏
j=0
Dj1,1
)
Dk1,0 =
√
n
n− k − 2
k∏
j=0
Dj0,0. (4.12)
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In addition
n−3∏
j=0
Dj1,1 =
√
nΓ(n/2)
2
. (4.13)
Proof. Observe that
k−1∏
j=0
Dj1,1 =
(
k−1∏
j=0
√
n− j
n− j − 1
)(
k−1∏
j=0
Dj0,0
)
=
√
n
n− k
(
k−1∏
j=0
Dj0,0
)
.
Therefore
n−3∏
j=0
Dj1,1 =
√
n
2
n−3∏
j=0
Dj0,0 =
√
nΓ(n/2)
2
.
Here we have used the fact that
∏n−3
j=0 D
j
0,0 =
√
Γ(n/2) from Lemma 4.4.6. So we
have proven (4.13). Similarly, for (4.12) we have(
k−1∏
j=0
Dj1,1
)
Dk1,0 =
√
n
n− k
√
n− k
n− k − 2
k∏
j=0
Dj0,0 =
√
n
n− k − 2
k∏
j=0
Dj0,0.
So we are done.
4.5 Multiplication Formulae
We now tackle the main aim of this chapter, which is the computation of multi-
plication formulae for spherical harmonics, in order to obtain explicit formulae for
difference operators on Sn. For applications, we are interested in computing t10,itl0,j,
where i ∈ I1 and j ∈ Il.
This section is structured as follows. In the first subsection, we examine products
of the form sin θ × F jr,s(θ) and cos θ × F jr,s(θ). In the second subsection, we use these
to carry out the main computation, which is applied in Subsection 4.5.3 to calculate
product formulae for real first order spherical harmonics, and in Subsection 4.5.4 to
calculate product formulae for complex first order spherical harmonics.
4.5.1 Simple Product Calculations
We begin by calculating cos θ × F jr,s(θ) and sin θ × F jr,s(θ) It is clear from examining
the form of the first order spherical harmonics in the preceding section and the form
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of a general spherical harmonic why these formulae are useful.
Proposition 4.5.1. We have
cos θ × F jr,s(θ) = P j,nr,s,+,0F jr+1,s(θ) + P j,nr,s,−,0F jr−1,s(θ),
sin θ × F jr,s(θ) = Qj,nr,s,+,+F jr+1,s+1(θ) +Qj,nr,s,−,+F jr−1,s+1(θ),
sin θ × F jr,s(θ) = Qj,nr,s,−,−F jr−1,s−1(θ) +Qj,nr,s,+,−F jr+1,s−1(θ),
where
P j,nr,s,+,0 =
√
(r − s+ 1)(r + s+ n− j − 2)
(n− j + 2r − 2)(n− j + 2r) ,
P j,nr,s,−,0 =
√
(r − s)(r + s+ n− j − 3)
(n− j + 2r − 4)(2r + n− j − 2) ,
Qj,nr,s,+,+ =
√
(r + s+ n− j − 1)(r + s+ n− j − 2)
(n− j + 2r − 2)(n− j + 2r) ,
Qj,nr,s,−,+ = −
√
(r − s)(r − s− 1)
(n− j + 2r − 2)(n− j + 2r − 4) ,
Qj,nr,s,−,− =
√
(r + s+ n− j − 3)(r + s+ n− j − 4)
(n− j + 2r − 4)(n− j + 2r − 2) ,
Qj,nr,s,+,− = −
√
(r − s+ 2)(r − s+ 1)
(n− j + 2r)(n− j + 2r − 2) .
Proof. Firstly
cos θ × F jr,s(θ)
= cos θ ×Djr,sCs+(n−j−2)/2r−s (cos θ) sins θ
=
(
Djr,s
r − s+ 1
2r + n− j − 2
)
C
s+(n−j−2)/2
(r+1)−s (cos θ) sin
s θ
+
(
Djr,s
r + s+ n− j − 3
2r + n− j − 2
)
C
s+(n−j−2)/2
(r−1)−s (cos θ) sin
s θ
=
(
Djr,s
Djr+1,s
r − s+ 1
2r + n− j − 2
)
F jr+1,s(θ)
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+
(
Djr,s
Djr−1,s
r + s+ n− j − 3
2r + n− j − 2
)
F jr−1,s(θ)
=
(√
(n− j + 2r − 2)(r + s+ n− j − 2)
(r + 1− s)(n− j + 2r)
r − s+ 1
2r + n− j − 2
)
F jr+1,s(θ)
+
(√
(r − s)(n− j + 2r − 2)
(n− j + 2r − 4)(r + s+ n− j − 3)
r + s+ n− j − 3
2r + n− j − 2
)
F jr−1,s(θ)
=
(√
(r − s+ 1)(r + s+ n− j − 2)
(n− j + 2r − 2)(n− j + 2r)
)
F jr+1,s(θ)
+
(√
(r − s)(r + s+ n− j − 3)
(n− j + 2r − 4)(2r + n− j − 2)
)
F jr−1,s(θ)
= P j,nr,s,+,0F
j
r+1,s(θ) + P
j,n
r,s,−,0F
j
r−1,s(θ).
Secondly:
sin θ × F jr,s(θ)
= Djr,sC
s+(n−j−2)/2
r−s (cos θ) sin
s+1 θ
= Dr,s sin
s+1 θ
(
2s+ n− j − 2
2r + n− j − 2
)
×
[
C
s+1+(n−j−2)/2
(r+1)−(s+1) (cos θ)− Cs+1(n−j−2)/2(r−1)−(s+1) (cos θ)
]
=
(
2s+ n− j − 2
2r + n− j − 2
)[
Dr,s
Dr+1,s+1
F jr+1,s+1(θ)−
Dr,s
Dr−1,s+1
F jr−1,s+1(θ)
]
=
√
(r + s+ n− j − 1)(r + s+ n− j − 2)
(n− j + 2r − 2)(n− j + 2r) F
j
r+1,s+1(θ)
−
√
(r − s)(r − s− 1)
(n− j + 2r − 2)(n− j + 2r − 4)F
j
r−1,s+1(θ)
= Qj,nr,s,+,+F
j
r+1,s+1(θ) +Q
j,n
r,s,−,+F
j
r−1,s+1(θ).
Finally:
sin θ × F jr,s(θ)
= Djr,sC
s+(n−j−2)/2
r−s (cos θ) sin
s+1 θ
= (1− cos2 θ)Djr,sCs+(n−j−2)/2r−s (cos θ) sins−1 θ
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= Djr,s sin
s−1 θ
×
[
(r + s+ n− j − 3)(r + s+ n− j − 4)
(2s+ n− j − 4)(r + s+ n− j − 2) C
s−1+(n−j−2)/2
(r−1)−(s−1) (cos θ)
− (r − s+ 1)(r − s+ 2)
(2s+ n− j − 4)(r + s+ n− j − 2)C
s−1+(n−j−2)/2
(r+1)−(s−1) (cos θ)
]
=
Djr,s
Djr−1,s−1
(r + s+ n− j − 3)(r + s+ n− j − 4)
(2s+ n− j − 4)(2r + n− j − 2) F
j
r−1,s−1(θ)
− D
j
r,s
Djr+1,s−1
(r − s+ 1)(r − s+ 2)
(2s+ n− j − 4)(2r + n− j − 2)F
j
r+1,s−1(θ)
=
√
(n− j + 2r − 2)(n− j + 2s− 4)2
(n− j + 2r − 4)(r + s+ n− j − 3)(r + s+ n− j − 4)
× (r + s+ n− j − 3)(r + s+ n− j − 4)
(2s+ n− j − 4)(2r + n− j − 2) F
j
r−1,s−1(θ)
−
√
(n− j + 2r − 2)(n− j − 4 + 2s)2
(r − s+ 2)(r − s+ 1)(n− j + 2r)
× (r − s+ 1)(r − s+ 2)
(2s+ n− j − 4)(2r + n− j − 2)F
j
r+1,s−1(θ)
=
√
(r + s+ n− j − 3)(r + s+ n− j − 4)
(n− j + 2r − 4)(n− j + 2r − 2) F
j
r−1,s−1(θ)
−
√
(r − s+ 2)(r − s+ 1)
(n− j + 2r)(n− j + 2r − 2)F
j
r+1,s−1(θ)
= Qj,nr,s,−,−F
j
r−1,s−1(θ) +Q
j,n
r,s,+,−F
j
r+1,s−1(θ).
In the above, we have used the results of Calculation 4.5.2.
Calculation 4.5.2. In the preceding proof we used the following ratios.
Djr,s
Djr+1,s
,
Djr,s
Djr−1,s
,
Dr,s
Dr+1,s+1
,
Dr,s
Dr−1,s+1
,
Djr,s
Djr−1,s−1
,
Djr,s
Djr+1,s−1
.
We now compute them. Recall
Djr,s =
√
22s+n−j−4(r − s)!(n− j + 2r − 2)Γ2 (n−j−2
2
+ s
)
√
piΓ(r + s+ n− j − 2)
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=
√
22s+n−j−4√
pi
(r − s)!
1
(n− j + 2r − 2)
1
Γ2
(
n−j−2
2
+ s
)
1
1
Γ(r + s+ n− j − 2) .
Therefore
Djr,s
Djr+1,s
=
√
(n− j + 2r − 2)(r + s+ n− j − 2)
(r + 1− s)(n− j + 2r) .
Djr,s
Djr−1,s
=
√
(r − s)(n− j + 2r − 2)
(n− j + 2r − 4)(r + s+ n− j − 3) .
Djr,s
Djr+1,s+1
=
√
1
1
n− j + 2r − 2
n− j + 2r
1
(n− j − 2 + 2s)2
(r + s+ n− j − 1)(r + s+ n− j − 2)
1
=
√
(n− j + 2r − 2)(r + s+ n− j − 1)(r + s+ n− j − 2)
(n− j + 2r)(n− j − 2 + 2s)2 .
Dr,s
Dr−1,s+1
=
√
(r − s)(r − s− 1)
1
(n− j + 2r − 2)
(n− j + 2r)
1
(n− j − 2 + 2s)2
=
√
(r − s)(r − s− 1)(n− j + 2r − 2)
(n− j + 2r − 4)(n− j − 2 + 2s)2 .
Djr,s
Djr−1,s−1
=
√
1
1
(n− j + 2r − 2)
(n− j + 2r − 4)
(n− j − 4 + 2s)2
1
1
(r + s+ n− j − 3)(r + s+ n− j − 4)
=
√
(n− j + 2r − 2)(n− j + 2s− 4)2
(n− j + 2r − 4)(r + s+ n− j − 3)(r + s+ n− j − 4) .
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Djr,s
Djr+1,s−1
=
√
1
(r − s+ 2)(r − s+ 1)
(n− j + 2r − 2)
(n− j + 2r)
(n− j − 4 + 2s)2
1
1
1
=
√
(n− j + 2r − 2)(n− j − 4 + 2s)2
(r − s+ 2)(r − s+ 1)(n− j + 2r) .
4.5.2 Principal Calculations
In this subsection we will carry out the principal calculations and introduce the key
notation for the multiplication formula. We begin with some sets of indices:
Definition 4.5.3 (Index Sets). For 0 ≤ k ≤ n− 2, and ν ∈ {1,−1}, define
Jnk,ν := {±1}k × {ν} × {0}n−k−2.
In other words
Jnk,1 =
{
e ∈ Nn−10 | ei ∈ {1,−1}, 1 ≤ i ≤ k; ek+1 = 1; ej = 0, k + 2 ≤ j ≤ n− 1
}
,
Jnk,−1 =
{
e ∈ Nn−10 | ei ∈ {1,−1}, 1 ≤ i ≤ k; ek+1 = −1; ej = 0, k + 2 ≤ j ≤ n− 1
}
.
Define Jnk := J
n
k,+ ∪ Jnk,−.
We now define some coefficients:
Notation 4.5.4. For β ∈ Jnp,ν , define
Rµ,β =
Enµ0
Enµ0+β0
(
p−1∏
i=0
Qi,nµi,µi+1,βi,βi+1
)
.
Proposition 4.5.5. For µ ∈ Il, we have that
Snk
(
Enl
k−1∏
j=0
F jµj ,µj+1
)
=
∑
β∈Jnk,+
Rµ,β
(
Enµ0+β0
k−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
(4.14)
=
∑
β∈Jnk,−
Rµ,β
(
Enµ0+β0
k−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
. (4.15)
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Proof. Recall from Proposition 4.5.1 we have that
sin θ × F jr,s(θ) = Qj,nr,s,+,+F jr+1,s+1(θ) +Qj,nr,s,−,+F jr−1,s+1(θ)
sin θ × F jr,s(θ) = Qj,nr,s,−,−F jr−1,s−1(θ) +Qj,nr,s,+,−F jr+1,s−1(θ).
Therefore, for k = 0
Sn1 × Enl F 0µ0,µ1(θn−1) =
(
Enl
Enl+1
Q0,nµ0,µ1,+,+
)
Enl+1F
0
µ0+1,µ1+1
(θn−1)
+
(
Enl
Enl−1
Q0,nµ0,µ1,−,+
)
Enl−1F
0
µ0−1,µ1+1(θn−1)
=
∑
β∈Jn1,+
Rµ,βt
l
0,µ+β.
Similarly,
Sn1 × Enl F 0µ0,µ1(θn−1) =
(
Enl
Enl+1
Q0,nµ0,µ1,+,−
)
Enl+1F
0
µ0+1,µ1−1(θn−1)
+
(
Enl
Enl−1
Q0,nµ0,µ1,−,−
)
Enl−1F
0
µ0−1,µ1−1(θn−1)
=
∑
β∈Jn1,−
Rµ,βt
l
0,µ+β.
Now suppose that (4.14) holds for k = r. Then observe that
Snr+1 ×
(
Enl
r∏
j=0
F jµj+βj ,µj+1+βj+1
)
=
(
Snr−1E
n
l
r−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
× (sin θn−r−1Fµr,µr+1)
=
(
Snr−1E
n
l
r−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
× (Qr,nµr,µr+1,+,+Fµr+1,µr+1+1)
+
(
Snr−1E
n
l
r−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
× (Qr,nµr,µr+1,−,+Fµr−1,µr+1+1)
=
∑
β∈Jnr,+
Rµ,β
(
Enµ0+β0
r−1∏
j=0
F jµj+βj ,µj+1+βj+1
)(
Qr,nµr,µr+1,+,+Fµr+1,µr+1+1
)
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+
∑
β∈Jnr,−
Rµ,β
(
Enµ0+β0
r−1∏
j=0
F jµj+βj ,µj+1+βj+1
)(
Qr,nµr,µr+1,−,+Fµr−1,µr+1+1
)
=
∑
β∈Jnr+1,+
Rµ,β
(
Enµ0+β0
r∏
j=0
F jµj+βj ,µj+1+βj+1
)
.
In the preceding calculations, for the sake of brevity, we have used the notation
F jr,s(θ1, . . . , θn−1) := F
j
r,s(θn−j−1).
In an identical manner, we have
Snr+1 ×
(
Enl
r∏
j=0
F jµj+βj ,µj+1+βj+1
)
=
∑
β∈Jnr+1,−
Rµ,β
(
Enµ0+β0
r∏
j=0
F jµj+βj ,µj+1+βj+1
)
.
Therefore (4.14) follows by induction.
4.5.3 Multiplication Formulae for Real First Order Spherical Harmon-
ics
We are now ready to compute multiplication formulae for real first order spherical
harmonics. We begin by defining some coefficients:
Definition 4.5.6. For β ∈ Jnk (where 0 ≤ k ≤ n− 3) and µ ∈ Il, let
Qµ,β = Rµ,βP
k,n
µk,µk+1,βk,βk+1
.
Theorem 4.5.7 (Multiplication Formulae for Real First Order Spherical Harmonics).
For 0 ≤ k < n− 2,
t0,αkt0,µ =
∑
β∈Jnk
Qµ,βt0,µ+β. (4.16)
We also have
tαk,0tµ,0 =
∑
β∈Jnk
Qµ,βtµ+β,0. (4.17)
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Proof. Observe that
t0,αkt0,µ = Sk × Ck × t0,µ
= Sk
(
Enl
k−1∏
j=0
F jµj ,µj+1(θn−j−1)
)
×
(
cos θn−k−1F kµk,µk+1(θn−k)
)
×
(
n−3∏
j=k+1
F iµj ,µj+1(θn−j−1)
)
eiµn−2θ1
= Sk
(
Enl
k−1∏
j=0
F jµj ,µj+1(θn−j−1)
)
×
(
P k,nµk,µk+1,+,0F
k
µk+1,µk+1
(θn−k−1) + P
k,n
µk,µk+1,−,0F
k
µk−1,µk+1(θn−k−1)
)
×
(
n−3∏
j=k+1
F jµj ,µj+1(θn−j−1)
)
eiµn−2θ1 .
But using Proposition 4.5.5, we have
Sk
(
Enl
k−1∏
j=0
F jµj ,µj+1(θn−j−1)
)
× P k,nµk,µk+1,+,0
(
F kµk+1,µk+1(θn−k−1)
)
×
(
n−3∏
j=k+1
F jµj ,µj+1(θn−j−1)
)
eiµn−2θ1
=
∑
β∈Jnk,+
Rµ,β
(
Enµ0+β0
k−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
× P k,nµk,µk+1,+,0
(
F kµk+1,µk+1(θn−k−1)
)
×
(
n−3∏
j=k+1
F jµj ,µj+1(θn−j−1)
)
eiµn−2θ1
=
∑
β∈Jnk,+
Qµ,βt
µ0+β0
0,µ+β .
Similarly,
117
Fourier Analysis and Difference Operators on Sn
Sk
(
Enl
k−1∏
j=0
F jµj ,µj+1(θn−j−1)
)
× P k,nµk,µk+1,−,0
(
F kµk−1,µk+1(θn−k−1)
)
×
(
n−3∏
j=k+1
F jµj ,µj+1(θn−j−1)
)
eiµn−2θ1
=
∑
β∈Jnk,−
Rµ,β
(
Enµ0+β0
k−1∏
j=0
F jµj+βj ,µj+1+βj+1
)
× P k,nµk,µk+1,−,0
(
F kµk−1,µk+1(θn−k−1)
)
×
(
n−3∏
j=k+1
F jµj ,µj+1(θn−j−1)
)
eiµn−2θ1
=
∑
β∈Jnk,−
Qµ,βt
µ0+β0
0,µ+β .
Thus
t0,αkt0,µ =
∑
β∈Jnk,+
Qµ,βt
µ0+β0
0,µ+β +
∑
β∈Jnk,−
Qµ,βt
µ0+β0
0,µ+β =
∑
β∈Jnk
Qµ,βt
µ0+β0
0,µ+β .
Finally, (4.17) follows from (4.16) by observing that
tαk,0(x)tµ,0(x) = t0,αk(x−1)tµ,0(x−1)
=
∑
β∈Jnk
Qµ,βtµ+β,0(x−1)
=
∑
β∈Jnk
Qµ,βt0,µ+β(x)
where we have used the fact that Qµ,β is real in the final line.
4.5.4 Multiplication Formulae for the Complex Spherical Harmonics
We conclude with the computation of multiplication formulae for complex first order
spherical harmonics.
Theorem 4.5.8 (Multiplication Formulae for Complex First Order Spherical Har-
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monics). We have
t0,αn−2ν t0,µ =
∑
β∈Jnn−2,·,ν
Qµ,β˜t0,µ+β (4.18)
and
tαn−2ν ,0tµ,0 =
∑
β∈Jnn−2,·,ν
Qµ,β˜tµ+β,0 (4.19)
where if we let
γ =

1 if ν = 1 and µn−2 ≥ 0
−1 if ν = 1 and µn−2 < 0
−1 if ν = −1 and µn−2 > 0
1 if ν = −1 and µn−2 ≤ 0
then
β˜ = (β0, . . . , βn−3, γ).
Proof. Note that (4.19) follows from (4.18) in the same way as (4.17) follows from
(4.16) in the proof of Theorem 4.5.7. Observe that
t0,αn−2ν t0,µ = S
n
n−2
(
n−3∏
j=0
Fµj ,µj+1
)
ei(µn−2+ν)θ1 .
Note that
|µn−2 + ν| =

|µn−2|+ 1 if ν = 1 and µn−2 ≥ 0
|µn−2| − 1 if ν = 1 and µn−2 < 0
|µn−2| − 1 if ν = −1 and µn−2 > 0
|µn−2|+ 1 if ν = −1 and µn−2 ≤ 0
= |µn−2|+ γ.
Therefore, using Proposition 4.5.5, we have
t0,αn−2ν t0,µ =
∑
β∈Jnn−2,γ
Rµ,β
(
Enµ0+β0
n−3∏
j=0
F jµj+βj ,µj+1+βj+1
)
ei(µn−2+ν)θ1
=
∑
β∈Jnn−2,γ
Qµ,βt0,µ+β.
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So we are done.
4.6 Difference Operator Formulae
We conclude by gathering together the formulae in the previous section in order to
state difference operator formulae:
Definition 4.6.1. For α ∈ I1, define 4Lα := 4Ltα,0 and 4Rα := 4Rt0,α .
Theorem 4.6.2 (Real Spherical Difference Operators). Suppose that f ∈ D′(SO(n)).
Then for 0 ≤ k < n− 2
(4Lαk(FLf))(µ0)0,µ =
∑
β∈Jnk
Qµ,β(FLf)(µ0 + β0)0,µ+β. (4.20)
Furthermore
(4Rαk(fˆ))(µ0)µ,0 =
∑
β∈Jnk
Qµ,β fˆ(µ0 + β0)µ+β,0. (4.21)
Theorem 4.6.3 (Complex Spherical Difference Operators). For f ∈ D′(SO(n)) we
have
(4L
αn−2ν
(FLf))(µ0)µ,0 =
∑
β∈Jnn−2,·,ν
Qµ,β˜ FL(f)(µ0 + β0)µ+β,0 (4.22)
where β˜ are as in Theorem 4.5.8. Furthermore
(4R
αn−2ν
fˆ)(µ0)0,µ =
∑
β∈Jnn−2,·,ν
Qµ,β˜ fˆ(µ0 + β0)0,µ+β. (4.23)
Proof of Theorems 4.6.2 and 4.6.3. These formulae directly follow from Theorems
4.5.7 and 4.5.8.
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Chapter 5: Beal’s Theorem
Suppose Mn is a smooth manifold of dimension n. Recall the following definition:
Definition 5.0.4 (Ho¨rmander’s Classes). A continuous linear operator A on C∞(Mn)
is a pseudo-differential operator of order m on M if for each chart (U,Φ) on Mn and
each pair of functions φ, ψ ∈ C∞(Mn) which are supported in U ,
Φ∗(Mφ ◦ A ◦Mψ) = f 7→ ((Mφ ◦ A ◦Mψ) (f ◦ Φ)) ◦ Φ−1 ∈ Op
(
Sm1,0(Rn × Rn)
)
.
The collection of pseudo-differential operators of order m on Mn is called Ho¨rmander’s
class of operators and is denoted Ψm(Mn).
The aim of this chapter is to recall Beal’s Theorem, which is a characterization
of Ho¨rmander’s class of operators, and then to reformulate it in terms of difference
operators. There are two motivations for studying this reformulation; firstly, its proof
involves a detailed study of how difference operators and vector field commutators
interact; secondly, it greatly simplifies proofs of statements relating symbol and op-
erator classes in Chapters 7.
5.1 Beal’s Theorem
In this section we will discuss Beal’s Theorem and its consequences. We begin with
the following notation:
Notation 5.1.1. Suppose that D = (Dj)∞j=0 is a collection of operators. Let AdD0 A :=
A and recursively define
AdDk+1 A := AdDk(Ad
D
k A)
If cD : N0 → R, then let dD(k) :=
∑k
i=0 c
D(i). We also occasionally write cD(Di) =
cD(i). Finally, recall that Diff1(M) := {X + f | X ∈ X(M), f ∈ C∞(M)}.
Let M be a closed Riemannian manifold of dimension n Recall Theorem 5.3.1 of
[RT10] (The ideas of this theorem relate to the contents of an article by R. Beals,
[Bea77]):
Beal’s Theorem
Theorem 5.1.2 (Beal’s Theorem). Let A : C∞(M)→ C∞(M) be a continuous linear
operator and m ∈ R. Then the following conditions are equivalent:
(i) A ∈ Ψm(M)
(ii) For each sequence D = (Dj)∞j=0 ⊂ Diff1(M)
AdDk A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
where cD(i) = 1− degDi.
The following corollaries of Beal’s Theorem will be useful later:
Corollary 5.1.3. If A ∈ Ψm(M), then A : Hm(M)→ L2(M) is bounded.
Corollary 5.1.4. In the statement of Beal’s Theorem, we may assume that each Di is
either a vector field or a multiplier (i.e. (Djf)(x) = qj(x)f(x) for some qj ∈ C∞(M)).
Proof. Observe that [A + B,C] = [A,C] + [B,C] = P + Q. Note that if P,Q are
bounded operators on some normed space, then so is P+Q. The corollary then follows
from the fact that if A is a vector field and B is a multiplier, then 1− deg(A+B) =
0.
Corollary 5.1.5. If A ∈ Ψm(M) and X is a vector field on M , then AdX A ∈
Ψm(M). Similarly, if f ∈ C∞(M), then AdMf A ∈ Ψm−1(M).
Proof. Let B = AdX A or B = AdMf A appropriately. Suppose that
D = (Dj)∞j=0 ⊂ Diff1(M).
Let E = (Ej)∞j=0 where E0 = AdX or E0 = AdMf and Ej+1 = Dj. Then
AdDk B = Ad
E
k+1 A ∈ L
(
Hm−d
E(k+1)(M),L2(M)
)
.
Observe that s − dE(k + 1) = m − c(E0) − dD(k). Therefore by Beal’s Theorem
B ∈ Ψs−c(E0)(M).
The following is a generalization of the previous corollary. Note that here, the
proof utilizes local symbolic calculus rather than Beal’s Theorem.
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Lemma 5.1.6. If A ∈ Ψm(M) and Dq is a difference operator of order k, then
DqA ∈ Ψm−k(M).
Proof. Let B = DqA. Suppose that (U,Φ) is a chart and that φ, ψ ∈ C∞(M) are
supported in U . Then
((Mφ ◦B ◦Mψf)(x) =
∫
M
q(x, y)φ(x)ψ(y)KA (x, y) f(y) dy.
Therefore, w.l.o.g, we may assume thatKA (·, ·) is supported in U×U . Let A˜ = Φ∗(A),
B˜ = Φ∗(B) and q˜ = Φ∗(q).
The symbol of B˜ is given by
σB˜(x, ξ) =
∫
Rm
e2pii(y−x)·ξ q˜(x, y)KA˜(x, y) dy
∼
∑
γ≥0
1
γ!
∂γz q˜(x, z)|z=x
∫
Rm
e2pii(y−x)·ξ(y − x)γKA˜(x, y) dy
∼
∑
γ≥k
1
γ!
∂γz q˜(x, z)|y=zDγξσA˜(x, ξ),
where we have used the fact that Dq is of order k to drop the terms of order less
than k in the Taylor expansion. Therefore σB˜(x, ξ) ∈ Sm−k1,0 (Rn × Rn) and so DqB ∈
Ψm−k(M).
We now gather Corollary 5.1.5 and Lemma 5.1.6 into a single statement for com-
pleteness.
Theorem 5.1.7. Suppose A ∈ Ψm(M). Then AdX A ∈ Ψm(M) for any vector field
X and DqA ∈ Ψm−k(M) for any difference operator Dq of order k.
We conclude this section with the following two corollaries regarding the singular
support of the kernel of a pseudo-differential operator. In the following we let D =
{(x, x) | x ∈M}.
Corollary 5.1.8. Suppose that A ∈ Ψm(M). Then sing suppKA (·, ·) ⊆ D.
Proof. Suppose that (r, s) 6∈ D. Then there exists open neighborhoods U1 and U2 of
(r, s), such that U¯1 ⊂ U2 and U2 ∩D = ∅. Therefore we may pick q ∈ C∞(M ×M)
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such that q|U1 ≡ 1 and supp q ⊂ U2. So q is a difference function on M ×M of order
k, for all k ∈ N.
As q is of order k for each k ∈ N, DqA ∈ Ψm−k(M) for each k ∈ N. Therefore
DqA : Hm−k(M) → L2(M) is bounded for each k ∈ N and so DqA is a smoothing
operator. Consequently it’s Schwarz kernel is smooth. Now note for (x, y) ∈ U1 that
KDqA (x, y) = q(x, y)KA (x, y) = KA (x, y) .
Therefore KA is smooth on an open neighborhood about (r, s) and so
sing suppKA (·, ·) ⊆ D.
Corollary 5.1.9. Suppose that A ∈ Ψm(M) and that U is an open neighborhood of D.
Then there exists B ∈ Ψm(M) such that A−B is smoothing and suppKB (·, ·) ⊆ U .
Proof. Pick an open neighborhood W of D such that W¯ ⊆ U . Then pick c ∈
C∞(M ×M) such that c|W ≡ 1 and supp c ⊆ U . If B = DcA, then for (x, y) ∈ W
KA−B (x, y) = (1− c(x, y))KA (x, y) = 0.
Therefore as KA (x, y) is smooth for (x, y) 6∈ W , KA−B (x, y) is smooth. Consequently
A−B is smoothing. Finally, as Ψm(M) contains the smoothing operators and is closed
under addition, B ∈ Ψm(M).
5.2 A Reformulation of Beal’s Theorem
We now reformulate Beal’s Theorem in terms of difference operators. In the following
Mn will be a smooth Riemannian manifold of dimension n. If A is an operator then
we will define IdA := A.
Definition 5.2.1 (C-Collection). A collection T of the form
T = {Id,AdX1 , . . . ,AdXn ,D1, . . . ,Dd}
is called a C-collection if X1, . . . , Xn is a local frame of vector fields on M and
D1, . . . ,Dd is a strongly locally admissible collection of difference operators on M .
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Notation 5.2.2. Let c(D) = 0 if D is a commutator associated to a vector field, (i.e.
D = AdX), c(D) = k if D is a difference operator of order k, and c(Id) = 0. This will
be used in conjunction with the notational remark 5.1.1.
Given a C-collection T, let Di = Dqi . Then define
T˜ = T ∪ {Dr | r(x, y) = ((Zkx + Zky ) · · · (Z1x + Z1y) qi) (x, y)
for some Z1, . . . , Zk ∈ X(M)} .
We may then define
D = {D = (Oi)∞i=1 | Oi ∈ T} and D˜ =
{
D = (Oi)∞i=1 | Oi ∈ T˜
}
.
We are now ready to state the reformulation of Beal’s Theorem.
Theorem 5.2.3. Let A : C∞(M) → C∞(M) be a continuous linear operator and
m ∈ R. Then the following conditions are equivalent:
(i) A ∈ Ψm(M)
(ii) For any sequence of D = (Dj)∞j=0 of difference and commutator operators
Dk · · ·D1A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
.
(iii) If T is a C-collection, then for any sequence D = (Oj)∞j=1 ⊂ T
Ok . . .O1A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
.
It is important to distinguish (ii) and (iii).
Condition (iii) fixes a finite collection of difference operators and commutator
operators and only examines their effect on A. Conversely, condition (ii) places on
restriction on the difference and commutator operators applied to A.
To aid reading, the proof of Theorem 5.2.3 is split into a series of lemmas.
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5.2.1 Effects of Commutators and Difference Operators on Sobolev
Boundedness
Lemma 5.2.4. Suppose that for each α ∈ Nd0 such that |α| = k, that DαA is bounded
from Hm−k(M) to L2(M). Then for any difference operator Dq of order ≥ k, DqA is
bounded from Hm−k(M) to L2(M).
Proof. Observe by Theorem 3.3.25 that
Dq =
∑
|α|=k
(Mfα + DEα)Dα
where DEα are difference operators of general type. The proposition then follows from
Proposition 3.3.28.
Lemma 5.2.5. Suppose that A : Hm(M) → L2(M) is bounded, that AdXi A is
bounded from Hm(M)→ L2(M) and that DqA is bounded from Hm−1(M)→ L2(M)
for any difference operator Dq of order ≥ 1. If Y is any vector field on M , there
exists f1, . . . , fn ∈ C∞(M) such that Y = f1(x)X1 + · · · fn(x)Xn and so
[Y,A] =
n∑
i=1
Mfi ◦ AdXi A+
n∑
i=1
(DfiA) ◦Xi. (5.1)
Furthermore [Y,A] is bounded from Hm(M)→ L2(M).
Proof. Observe that Y = f1(x)X1 + · · · fn(x)Xn. Note that
[MfiXi, B] = Mfi [Xi, B] + [Mfi , B]Xi = Mfi ◦ AdXi B + (DfiB) ◦Xi.
Therefore, applying Lemma 5.2.4, and the fact that Xi : H
m(M) → Hm−1(M) is
bounded, we are done.
5.2.2 Interactions of Difference Operators and Commutators
The crux of Theorem 5.2.3 is understanding how difference operators and commuta-
tors more or less commute.
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Lemma 5.2.6. Suppose that X is a vector field, Dq is a difference operator of general
type and that f ∈ C∞(M). Then if r(x, y) = ((Xx +Xy) q)(x, y) we have
AdX(DqA) = DrA+ Dq(AdX A). (5.2)
Moreover
AdX(MfA) = MXf ◦ A+Mf ◦ (AdX A). (5.3)
Furthermore
Dq(AdX A) = AdX(DqA)− DrA (5.4)
and
Dq(Mf ◦ A) = Mf ◦ (DqA). (5.5)
Proof. Equality (5.2) is proven in Lemma 3.3.10. Equality (5.4) is a rearrangement
of (5.2). For (5.3),
[X,Mf ◦ A]h = X(f(Ah))− fA(Xh)
= (Xf)(Ah) + fXAh− fA(Xh)
= (MXf ◦ A)h+ (Mf ◦ [X,A])h.
Finally, (5.5) is clear on the level of Schwarz kernels as KMf◦A(x, y) = f(x)KA(x, y).
Corollary 5.2.7. Suppose that Dq is an o-type difference operator. Then
AdX(DqA) = Dq(AdX A) + DXqA (5.6)
Proof. Observe that in the statement of Lemma 5.2.6 that r(x, y) = (Xq)(x) −
(Xq)(y). Thus Dr = DXq.
Direct Proof of Corollary 5.2.7. Let MA := Mq ◦ A. Then
AdX(DqA) = [X, [M,A]]
= [X,MA− AM ]
= XMA−XAM −MAX + AMX
= MXA−MAX −XAM + AXM
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− AXM + AMX +XMA−MXA
= M [X,A]− [X,A]M + A[M,X]− [M,X]A
= [M, [X,A]] + [A, [M,X]]
But [M,X]f = qXf −X(qf) = −fXq. So
AdX(DqA) = [M, [X,A]] + [A,M−Xq] = Dq(AdX A) + DXqA
Lemma 5.2.8. Suppose that D = (Oj)∞j=1 ∈ D. Suppose that k is fixed. Suppose
that Dq is a difference operator of general type. Then there exists D(j) ∈ D such that
dD(k) = dD
(j)
(k) and difference operators Dqj (which are of the same order as Dq),
where
qj(x, y) =
(((
X
(j)
j′
)
x
+
(
X
(j)
j′
)
y
)
· · ·
((
X
(j)
1
)
x
+
(
X
(j)
1
)
y
)
q
)
(x, y)
for 1 ≤ j ≤ l (and each X(j)i is one of the vector fields used to define D), such that
(Ok · · ·O1)(DqA) =
l∑
j=1
Dqj(O
(j)
k · · ·O(j)1 A).
Furthermore, if each Oj is a commutator with a vector field, then each O(j)k is either
Ok or Id.
Proof. The lemma holds trivially for k = 0. Now suppose that the lemma holds for
k = K. Then there exists D(j) ∈ D such that dD(K) = dD(j)(K) and difference
operators Dqj of the same order as Dq for 1 ≤ j ≤ l such that
(OK+1 · · ·O1)(DqA) =
l∑
j=1
OK+1
(
Dqj(O
(j)
K · · ·O(j)1 A)
)
.
Suppose that OK+1 is a difference operator or Id. Then the statement clearly holds
for k = K + 1 by setting O(j)K+1 = O
(j)
K and noting that difference operators commute
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with other difference operators and Id. If OK+1 = AdX , then by observing that
OK+1
(
Dqj(O
(j)
K · · ·O(j)1 A)
)
= Dqj
(
OK+1O(j)K · · ·O(j)1 A)
)
+ D(Xx+Xy)qj
(
IdO(j)K · · ·O(j)1 A)
)
and noting that Dqj is of the same order as D(Xx+Xy)qj we have proven the lemma for
k = K + 1. So by induction, the lemma holds for all k.
Lemma 5.2.9. Suppose that D = (Oj)∞j=1 ∈ D. Suppose that k is fixed f ∈
C∞(M). Then there exists D(j) ∈ D such that dD(k) = dD(j)(k) and functions
fj = X
(j)
ij′
· · ·X(j)1 f ∈ C∞(M) for 1 ≤ j ≤ l (where each Xji is one of the vector
fields used to define D) such that
(Ok · · ·O1)(MfA) =
l∑
j=1
Mfj(O
(j)
k · · ·O(j)1 A).
Proof. The proof is identical to Lemma 5.2.8.
Corollary 5.2.10. Suppose that for each sequence D = (Oj)∞j=1 ∈ D that
Ok · · ·O1A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
for each k. Let f ∈ C∞(M) and Dq be a difference operator of general type of order
1. Then for each sequence D = (Oj)∞j=1 ∈ D
Ok · · ·O1(Mf ◦ A) ∈ L
(
Hm−d
D(k)(M),L2(M)
)
(5.7)
and
Ok · · ·O1(DqA) ∈ L
(
Hm−1−d
D(k)(M),L2(M)
)
. (5.8)
Proof. A simple combination of Lemmas 5.2.8 and 5.2.9 with Lemma 5.2.4.
Corollary 5.2.11. Suppose that for each D ∈ T that
Ok · · ·O1A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
for each k. Then the statement holds for D ∈ T˜.
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Proof. Suppose that the following statement holds for k = K
For each D = (Oi)∞i=1 ∈ D and D˜ = (O˜i)∞i=1 ∈ D˜, then for each j ≤ k and
each l that
Ol · · ·O1O˜j · · · O˜1A ∈ L
(
Hm−d
D(l)−dD˜(j)(M),L2(M)
)
Then by Corollary 5.2.10, and observing that each element of T˜\T is of order at least
1 (see Lemma 3.3.9), the statement holds for each k = K + 1. So by induction, the
statement holds for all k.
5.2.3 Commutation Properties of AdX and AdY
We begin with
Lemma 5.2.12. Suppose that X, Y are vector fields on M . Then for any operator A
AdX AdY A = AdY AdX A+ Ad[X,Y ] A (5.9)
Proof.
AdX AdY A = X[Y,A]− [Y,A]X
= XY A−XAY − Y AX + AYX
= Y XA− Y XA+ AXY − AXY
+XY A−XAY − Y AX + AYX
= Y XA− Y AX −XAY + AXY
+XY A− Y XA− AXY + AYX
= Y [X,A]− [X,A]Y + [X, Y ]A− A[X, Y ]
= AdY AdX A+ Ad[X,Y ] A
Lemma 5.2.13. Suppose that D = (Oj)∞j=1 ∈ D˜. Suppose that k is fixed and that Z
is a smooth vector field on M . Then there exists Dj ∈ D˜ and kj such that dD(k) =
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dD
j
(kj) and vector fields Zj on M , for 1 ≤ j ≤ l such that
(Ok · · ·O1)(AdZ A) =
l∑
j=1
AdZj(O
j
kj
· · ·Oj1A)
Proof. The lemma is clearly true for k = 0. Now suppose that the lemma is true for
k = K. Then it is clear that to prove that the lemma is true for k = K + 1 we must
study
OK+1 (AdZ˜ OK · · ·O1A)
Suppose that OK+1 = Id. Then it is clear the statement holds. Suppose that OK+1 =
AdX . Then by (5.9) we have
OK+1 (AdZ˜ OK · · ·O1A) = AdZ˜ OK+1OK · · ·O1A+ Ad[X,Z˜]OK · · ·O1A
Let Oji = Oi for 1 ≤ i ≤ K, j = 1, 2, O1K+1 = OK , k1 = K + 1 and k2 = K. Then
dD(k) = dD
j
(kj). So for OK+1 = AdX the statement holds. Finally, suppose that
OK+1 = Dq is a difference operator of general type. Then using (5.4) and letting
r(x, y) = ((Z˜x + Z˜y)q)(x, y)
OK+1 (AdZ˜ OK · · ·O1A) = AdZ˜ OK+1OK · · ·O1A+ DrOK · · ·O1A.
Let Oji = Oi for 1 ≤ i ≤ K, j = 1, 2, O1K+1 = OK , O2K+1 = Dr, and kj = K + 1.
Then dD(k) = dD
j
(kj). So for OK+1 = AdX the statement holds.
Corollary 5.2.14. Suppose that for every sequence D = (Oj)∞j=1 ∈ D˜ that
Ok · · ·O1A ∈ L
(
Hm−d
D(k)(M),L2(M)
)
for each k. Suppose that Z is a smooth vector field on M . Then for each sequence
D = (Oj)∞j=1 ∈ D,
Ok · · ·O1(AdZ A) ∈ L
(
Hm−d
D(k)(M),L2(M)
)
. (5.10)
Proof. A simple combination of Lemma 5.2.13 with Lemma 5.2.5.
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5.2.4 Proof of Theorem 5.2.3
Proof of Theorem 5.2.3. By combining Corollary 5.1.3 and Theorem 5.1.7, it is clear
that (i) =⇒ (ii). Moreover by using Theorem 5.1.2, it is clear that (ii) =⇒ (i).
Furthermore, it is clear that (ii) =⇒ (iii). So it remains to prove that (iii) =⇒ (ii).
Firstly, suppose that A : C∞(M) → C∞(M) satisfies (iii). Then by Corollary
5.2.11 we may replace D in (iii) by D˜. Now suppose that the following statement
holds for k = K:
“Suppose that for any collection E = (Ej)∞j=0 of difference and commuta-
tors and any D = (Oi)∞i=1 ∈ D˜ and any l that
Ol · · ·O1Ek · · ·E1(A)
is bounded from Hs−d
E(k)−dD(l)(M) to L2(M)”
Then by Corollaries 5.2.10 and 5.2.14, for any collection E = (Ej)∞j=0 of difference and
commutators, any D = (Oi)∞i=1 ∈ D˜ and any l that
Ol · · ·O1EK+1(EK · · ·E1(A)) ∈ L
(
Hs−d
E(K+1)−dD(l)(M), L2(M)
)
.
So by induction, statement holds for all K. So we are done.
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Chapter 6: Preliminary Calculations for
Symbolic Calculus
The aim of this chapter is to gather certain auxiliary results (some of which are new
and others from the literature) which will be useful later.
6.1 Properties of Symbols
This section focuses on elementary properties of symbols. Let A : C∞(G)→ C∞(G)
be a continuous linear operator.
If ξ ∈ Rep (G), the contragradient representation to ξ is defined by ξC(x) = ξ(x).
It is clear ξC(x) is an irreducible unitary representation of G.
Proposition 6.1.1. Let P : C∞(G)→ C∞(G) and Q : C∞(G)→ C∞(G) be left and
right invariant continuous linear operators respectively. If A : C∞(G)→ C∞(G) is a
continuous linear operator, then
σA◦P (x, ξ) = σA(x, ξ)σP (ξ), (6.1)
ρA◦Q(x, ξ) = ρA(x, ξ) ρQ(ξ), (6.2)
whilst
σA◦Q(x, ξ) = σQ(x, ξ)σA(x, ξ), (6.3)
ρA◦P (x, ξ) = ρP (x, ξ) ρA(x, ξ). (6.4)
Furthermore,
σP ∗ (ξ) = σP (ξ)
∗ , (6.5)
ρQ∗(ξ) = ρQ(ξ)
∗. (6.6)
Proof. Recall that if P and Q are left and right invariant respectively, then σP (x, ξ) =
σP (ξ) = ξ(x)
∗(Pξ)(x) and ρQ(x, ξ) = ρQ(ξ) = ξ(x)(Qξ∗)(x) are independent of x ∈ G.
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Thus (Pξ)(x) = ξ(x)σP (ξ) and (Qξ
∗)(x) = ξ(x)∗ ρQ(ξ). Therefore using linearity, and
the fact that σP (ξ) is independent of x in the penultimate line we have
σA◦P (x, ξ) = ξ(x)∗A(Pξ)(x)
= ξ(x)∗A(ξ ξ∗ (Pξ))(x)
= ξ(x)∗A(ξ σP (ξ))(x)
= ξ(x)∗(Aξ)(x)σP (ξ)
= σA(x, ξ)σP (ξ)
So we have proven (6.1). Now note that
(Qξ)(x) =
(
Q
(
ξC
)∗)
(x)T = ρQ
(
ξC
)T
ξ(x).
Therefore
σA◦Q(x, ξ) = ξ(x)∗ (A (Qξ)) (x)
= ξ(x)∗
(
A
(
ρQ(ξ
C)T ξ
))
(x)
= ξ(x)∗ρQ(ξC)T (Aξ)(x)
= ξ(x)∗ρQ(ξC)T ξ(x) ξ(x)∗(Aξ)(x)
= ξ(x)∗ρQ(ξC)T ξ(x)σA(x, ξ)
= ξ(x)∗(Qξ)(x)σA(x, ξ)
= σQ(x, ξ)σA(x, ξ).
So we have (6.3).
Next, using identity (6.19) from Proposition 6.2.2 (which states that RA∗ (x, y) =
RA (xy−1, y−1)), we have
σA∗ (ξ) = σA∗(e, ξ)
=
∫
G
RA∗ (e, y) ξ(y)
∗ dy
=
∫
G
RA (y−1, y−1) ξ(y)∗ dy
=
∫
G
RA (e, y) ξ(y) dy
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=
(∫
G
RA (e, y) ξ(y)
∗ dy
)∗
= σA(e, ξ)
∗.
So we have proven (6.5).
The proofs of (6.2), (6.4), and (6.6) are identical.
Corollary 6.1.2. Suppose that P : C∞(G)→ C∞(G) and Q : C∞(G)→ C∞(G) are
left and right invariant continuous linear operators on G. Then P ◦Q = Q ◦ P .
Proof. Observe that
σP◦Q(x, ξ) =
(6.3)
σQ(x, ξ)σP (ξ) =
(6.1)
σQ◦P (x, ξ).
Therefore, as an operator is determined by its symbol, P ◦Q = Q ◦ P .
Lemma 6.1.3. Suppose that A : C∞(G) → C∞(G) is a continuous linear operator.
If X and Y are right and left invariant vector fields respectively, then for each (x, ξ) ∈
G× Rep (G) we have
(Xx σA)(x, ξ) = σ[X,A](x, ξ), (6.7)
(Yx ρA)(x, ξ) = ρ[Y,A](x, ξ). (6.8)
Proof. By equality (6.3) of Lemma 6.1.1
σA◦X(x, ξ) = σX(x, ξ)σA(x, ξ).
But
σX◦A(x, ξ) = ξ(x)∗Xx ((Aξ) (x))
= ξ(x)∗Xx (ξ(x) ξ(x)∗ (Aξ) (x))
= (ξ(x)∗Xx(ξ(x))) (ξ(x)∗ (Aξ) (x)) + ξ(x)∗ξ(x)Xx (ξ(x)∗ (Aξ) (x))
= σX(x, ξ)σA(x, ξ) +Xx (σA(x, ξ)) .
By noting that σ[X,A](x, ξ) = σX◦A(x, ξ) − σA◦X(x, ξ) we therefore have (6.7). The
proof of (6.8) is identical.
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Corollary 6.1.4. Suppose that A : C∞(G)→ C∞(G) is a continuous linear operator.
Then if X and Y are right and left invariant vector fields respectively, then we have
for each (x, y) ∈ G×G that
(XxRA)(x, y) = R[X,A] (x, y) , (6.9)
(XxLA)(x, y) = L[Y,A] (x, y) . (6.10)
Proof. This can be seen from the fact that FR (rA (x)) (ξ) = σA(x, ξ) and the fact that
FL (lA (x)) (ξ) = ρA(x, ξ) (where rA (x) (y) := KA (x, y) and lA (x) (y) := LA (x, y)).
It is possible to relate σ and ρ symbols using the contragradient representation:
Proposition 6.1.5. Suppose A : C∞(G) → C∞(G) is a continuous linear operator.
Then for all (x, ξ) ∈ G× Rep (G) we have that
σA(x, ξ) = ξ(x)
∗ ρA(x, ξC)T ξ(x),
ρA(x, ξ) = ξ(x)σA(x, ξ
C)T ξ(x)∗.
Proof. Observe that
σA(x, ξ) = ξ
∗(x)(Aξ)(x)
= ξ∗(x)
((
AξC
∗)
(x)
)T
= ξ∗(x)
(
ξC(x)∗ ξC(x)
(
AξC
∗)
(x)
)T
= ξ∗(x)
(
ξC(x)∗ρA(x, ξC)
)T
= ξ∗(x) ρA(x, ξC)T ξC(x)∗T
= ξ∗(x) ρA(x, ξC)T ξ(x).
Thus
σA(x, ξ
C) = ξC(x)∗ρA(x, ξ)T ξC(x)
and so
ρA(x, ξ)
T = ξC(x)σA(x, ξ
C) ξC(x)∗.
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Therefore
ρA(x, ξ) =
(
ξC(x)∗
)T (
σA(x, ξ
C)
)T (
ξC(x)
)T
= ξ(x)σA(x, ξ
C)T ξ(x)∗.
Corollary 6.1.6. Suppose that σC(x, ξ) = σA(x, ξ)σB(x, ξ) and σD(x, ξ) = σA(x, ξ)
∗.
Then ρC(x, ξ) = ρB(x, ξ) ρA(x, ξ) and ρD(x, ξ) = ρA(x, ξ)
∗.
Proof. Firstly
ρC(x, ξ) = ξ(x)
(
σA(x, ξ
C)σB(x, ξ
C)
)T
ξ(x)∗
= ξ(x)σB(x, ξ
C)TσA(x, ξ
C)T ξ(x)∗
=
(
ξ(x)σB(x, ξ
C)T ξ(x)∗
) (
ξ(x)σA(x, ξ
C)T ξ(x)∗
)
= ρB(x, ξ) ρA(x, ξ).
Similarly
ρD(x, ξ) = ξ(x)
(
σA(x, ξ
C)∗
)T
ξ(x)∗
=
(
ξ(x)
(
σA(x, ξ
C)
)T
ξ(x)∗
)∗
= ρA(x, ξ)
∗.
Finally, we have the following corollary:
Corollary 6.1.7. Suppose A : C∞(G) → C∞(G) is a continuous linear operator.
Then ||σA(x, ξ)||op =
∣∣∣∣ρA(x, ξC)∣∣∣∣op.
Proof. Using the fact that ||M ||op = ||M∗||op for a matrix M (see Theorem 4.10,
[Rud91]),
||ρA(x, ξ)||op =
∣∣∣∣ξ(x)σA(x, ξC)T ξ(x)∗∣∣∣∣op = ∣∣∣∣σA(x, ξC)T ∣∣∣∣op = ∣∣∣∣σA(x, ξC)∣∣∣∣op .
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6.2 Kernels of Compositions and Adjoints
In this section, we relate the kernels of compositions of both operators and symbols
to the kernels of the original operators. These statements are not new (for example,
they are used in Chapter 10 of [RT10]); we include them as they are used extensively
later.
6.2.1 Kernels of Compositions of Symbols
Proposition 6.2.1. Suppose that A : C∞(G) → C∞(G) and B : C∞(G) → C∞(G)
are continuous linear operators. Suppose that C := Op(σAσB) and D := Op(ρAρB).
Then
RC (x, y) =
∫
G
RA (x, u) RB
(
x, yu−1
)
du (6.11)
and
KC (x, y) =
∫
G
KA (x, yu) KB
(
x, xu−1
)
du. (6.12)
Furthermore
LD (x, y) =
∫
G
LA (x, u) LB
(
x, yu−1
)
du (6.13)
and
KD (x, y) =
∫
G
KA (x, ux) KB
(
x, u−1y
)
du. (6.14)
Proof. As FR (rC (x)) (ξ) = FR (rA (x)) (ξ)FR (rB (x)) (ξ), (where for an operator P ,
rP (x) y := RP (x, y),) then by the Convolution Theorem (Theorem 2.7.3), we have
that
RC (x, y) = (rB (x) ∗ rA (x))(y)
=
∫
G
RB (x, z) RA
(
x, z−1y
)
dz =
∫
G
RA (x, u) RB
(
x, yu−1
)
du.
Next, recall from Proposition 1.1.5 that if P : C∞(G)→ C∞(G) is a continuous linear
operator that KP (r, s) = RP (r, s
−1r) and RP (r, s) = KP (r, rs−1). Therefore
RC (p, q) =
∫
G
RA
(
p, u−1q
)
RB (p, u) du =
∫
G
KA
(
p, pq−1u
)
KB
(
p, pu−1
)
du,
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and so
KC (x, y) = RC
(
x, y−1x
)
=
∫
G
KA
(
x, x(y−1x)−1u
)
KB
(
x, xu−1
)
du
=
∫
G
KA
(
x, xx−1yu
)
KB
(
x, xu−1
)
d.u =
∫
G
KA (x, yu) KB
(
x, xu−1
)
du
Next, using the notation lP (x) (y) := LP (x, y) for an operator P , note that
LD (x, y) = (lB (x) ∗ lA (x)) (y)
=
∫
G
LA
(
x, u−1y
)
LB (x, u) du
=
∫
G
LA (x, u) LB
(
x, yu−1
)
du
=
∫
G
KA
(
x, u−1x
)
KB
(
x, uy−1x
)
du
=
∫
G
KA (x, tx) KB
(
x, t−1y−1x
)
dt,
and so
KD (x, y) = LD
(
x, xy−1
)
=
∫
G
KA (x, tx) KB
(
x, t−1(xy−1)−1x
)
dt
=
∫
G
KA (x, ux )KB
(
x, u−1y
)
du.
6.2.2 Kernels of Compositions of Operators
Using the relations from Proposition 1.1.5,
KAB (x, z) =
∫
G
KA (x, y) KB (y, z) dy (6.15)
=
∫
G
RA
(
x, y−1x
)
RB
(
y, z−1y
)
dy
=
∫
G
LA
(
x, xy−1
)
LB
(
y, yz−1
)
dx
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RAB (x, z) = KAB
(
x, xz−1
)
(6.16)
=
∫
G
RA
(
x, y−1x
)
RB
(
y, (xz−1)−1y
)
dy
=
∫
G
RA
(
x, y−1x
)
RB
(
y, zx−1y
)
dy
=
∫
G
RA (x, y) RB
(
xy−1, zy−1
)
dy
LAB (x, z) = KAB
(
x, z−1x
)
(6.17)
=
∫
G
LA
(
x, xy−1
)
LB
(
y, y(z−1x)−1
)
dy
=
∫
G
LA
(
x, xy−1
)
LB
(
y, yx−1z
)
dy
=
∫
G
LA (x, y) LB
(
y−1x, y−1z
)
dy
We conclude this section by recalling formulae for the Schwarz and convolution
kernels of the adjoint of an operator. These formulae are well-known, but we include
them for completeness.
Lemma 6.2.2 (Kernels of Adjoints of Operators). Suppose that A : C∞(G) →
C∞(G) is a continuous linear operator. Let A∗ : C∞(G)→ C∞(G) denote the adjoint
of A. Then
KA∗ (x, y) = KA (y, x) (6.18)
RA∗ (x, y) = RA (xy−1, y−1) (6.19)
LA∗ (x, y) = LA (y−1x, y−1) (6.20)
Proof. Observe that
〈Af, g〉L2(G) =
∫
G
(∫
G
KA (x, y) f(y) dy
)
g(x) dx
=
∫
G
∫
G
KA (x, y) f(y) g(x) dy dx
=
∫
G
f(y)
(∫
G
KA (x, y) g(x) dx
)
dy
= 〈f, A∗g〉 .
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This proves (6.18). Next, recall from Proposition 10.4.1, [RT10] that RA (x, y) =
KA (x, xy
−1) and KA (x, y) = RA (x, y−1x). Therefore
RA∗ (x, y) = KA∗
(
x, xy−1
)
= KA (xy−1, x) = RA (xy−1, x−1xy−1) = RA (xy−1, y−1).
Also recall from Proposition 10.4.1, [RT10] that LA (x, y) = KA (x, y
−1x) and that
KA (x, y) = LA (x, xy
−1). Therefore
LA∗ (x, y) = KA∗
(
x, y−1x
)
= KA (y−1x, x) = LA (y−1x, y−1xx−1) = LA (y−1x, y−1)).
6.3 Symbols and L (L2(G)) Bounds
Let us begin by introducing some notation:
Notation 6.3.1. Assume that G is a compact Lie group of dimension d and that
κ = κ(G) is the smallest integer larger than d/2. Let {X1, . . . , Xd} and {Y1, . . . , Yd}
be global frames of right and left invariant vector fields on G respectively. For Z =
(X1, . . . , Xd) or Z = (Y1, . . . , Yd), define Z
α := Zα11 · · ·Zαdd . Define AdZi := [Zi, A]
and
AdαZ A := Ad
α1
Z1
· · ·AdαdZd A.
If A : C∞(G)→ C∞(G) is a continuous linear operator then denote
Aα := Ad
α
Z A.
The aim of this section is to prove a converse to the following Theorem:
Theorem 6.3.2 (Boundedness of Operators on L2(G) (Theorem 10.5.5, [RT10])).
Let σA be the symbol of a continuous linear operator A : C
∞(G) → C∞(G) which
satisfies the property that for |α| ≤ κ there are constants Cα > 0 such that for all
(x, ξ) ∈ G× Rep (G),
||Xαx σA(x, ξ)||op ≤ Cα.
Then A extends to a bounded operator from L2(G) to L2(G). If c is the constant from
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the Sobolev embedding theorem such that for each f ∈ Hk(G)
sup
x∈G
|f(x)| ≤ c
∑
|α|≤κ
||Xαf ||L2(G) ,
then we have the explicit estimate:
||A||L(L2(G)) ≤ c
∑
|α|≤κ
Cα.
The following theorem is the converse. In the statement of the theorem, we will
use the notation AdαX discussed at the start of this section.
Theorem 6.3.3. Let A : C∞(G) → C∞(G) be a continuous linear operator on a
compact Lie group G of dimension d. Suppose that AdαX A is bounded from L
2(G)→
L2(G) for all α ∈ Nd0 such that |α| ≤ d+ 1. Then there exists C > 0, depending only
on G such that for all (x, ξ) ∈ G× Rep (G) we have
||σA(x, ξ)||op ≤ C max|α|≤d+1 ||Ad
α
X A||L2(G)→L2(G) . (6.21)
Similarly, if AdαY A is bounded from L
2(G) → L2(G) for all |α| ≤ d + 1 then for
all (x, ξ) ∈ G× Rep (G) we have
||ρA(x, ξ)||op ≤ C max|α|≤d+1 ||Ad
α
Y A||L2(G)→L2(G) . (6.22)
This result is new. It is particularly interesting in light of the following corollary:
Corollary 6.3.4. Suppose that A ∈ Ψm(G). Then there exists a constant C > 0 such
that
sup
(x,ξ)∈G×Rep(G)
||σA(x, ξ)||op ≤ C 〈ξ〉m
Proof. Recall that LG = 1 − 4G. If A ∈ Ψm(G), then A ◦ L−m/2G ∈ Ψ0(G). Thus
AdαX(A ◦ L−m/2G ) : L2(G) → L2(G) is bounded for each α ∈ Nd0. Hence there exists
C > 0 such that ∣∣∣∣∣∣σ
A◦L−m/2G
(x, ξ)
∣∣∣∣∣∣
op
≤ C
for each (x, ξ) ∈ G× Rep (G). Therefore as σ
A◦L−m/2G (x,ξ)
= σA(x, ξ) 〈ξ〉−m, the corol-
lary follows.
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The proof of Theorem 6.3.3 is surprisingly elementary in light of this corollary.
Whilst the corollary is known, its original proof used the fact that members of Ψm(G)
can be considered as smooth maps from rA : G → D′(G), such that f 7→ f ∗ rA (g) :
Hm(G)→ L2(G) is bounded. This requires the use of the machinery in [Tay84] (which
involves working with the kernel of A on the Lie algebra of G) and is significantly
more complicated.
Proof of Theorem 6.3.3. Observe that as the unit ball in Cdξ is compact, for fixed x,
we may find a representative ξx of [ξ] such that
||σA(x, ξx) e1||2 = ||σA (x, ξx)||op = ||σA (x, [ξ])||op
where e1 = (1, 0, . . . , 0)
T . Let
fα(x, η) =
dη∑
i=1
|σAα(x, η)i1|2
for x ∈ G and η ∈ Rep (G). In particular, let f(x, η) = f0(x, η). Observe that
||σA(x, ξ)||2op = f(x, ξx)
Thus, if there exists C > 0 such that for each ξ ∈ Rep (G) we have f(x, ξ) ≤ C,
then our theorem is proven.
Now, note by (6.23) in Lemma 6.3.5 (see below) that:
|(Xαf)(x, ξ)|
≤
∑
|β|≤|α|
(
α
β
) dξ∑
i=1
∣∣(XβσA(x, ξ)i1)∣∣2
1/2 dξ∑
i=1
∣∣(Xα−βσA(x, ξ)i1)∣∣2
1/2
=
∑
|β|≤|α|
(
α
β
) dξ∑
i=1
∣∣σAβ(x, ξ)i1∣∣2
1/2 dξ∑
i=1
∣∣σAα−β(x, ξ)i1∣∣2
1/2 ,
and so
||Xαf ||L1(G) ≤
∑
|β|≤|α|
(
α
β
)
||fβ||1/2L1(G) ||fα−β||1/2L1(G) .
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Now note that
dξ∑
i=1
|σAγ (x, ξ)i1|2 =
∣∣∣∣σAγ (x, ξ) e1∣∣∣∣2 .
But as ξ is unitary and σA(x, ξ) = ξ(x)
∗(Aξ)(x),
∣∣∣∣σAγ (x, ξ) e1∣∣∣∣2 = ∣∣∣∣ξ(x)σAγ (x, ξ) e1∣∣∣∣2 = ||(Aξ) e1||2 = dξ∑
i=1
|(Aγξ)i1(x)|2.
Therefore
||fγ||L1(G) =
∫
G
dξ∑
i=1
|σAγ (x, ξ)i1|2 dx
=
∫
G
dξ∑
i=1
|(Aγξ)i1(x)|2 dx
=
dξ∑
i=1
||Aγξi1||2L2(G)
≤
dξ∑
i=1
||Aγ||2L2(G)→L2(G)
dξ
= ||Aγ||2L2(G)→L2(G) .
Let K = max|α|≤d+1 ||Aγ||L2(G)→L2(G). Then there exists an absolute constant
C˜ > 0 such that ||Xαf ||L1(G) ≤ C˜K. Thus by the Sobolev embedding theorem, there
exists an absolute constant C > 0 such that ||f ||L∞(G) ≤ CK. Note that C and K
are independent of ξ, i.e. f(x, ξ) ≤ CK. In particular f(x, ξx) ≤ CK. So we have
proven the theorem for σA(x, ξ). The proof for ρA(x, ξ) is identical.
In the proceeding proof we made use of the following Lemma:
Lemma 6.3.5. Suppose that (gi)
l
i=1 ∈ C∞(G). If f(x) :=
∑l
i=1 |gi(x)|2, then f ∈
C∞(G). Moreover,
|Xαf(x)| ≤
∑
|β|≤|α|
(
α
β
)( l∑
i=1
∣∣(Xβgi(x))∣∣2)1/2( l∑
i=1
∣∣(Xα−βgi(x))∣∣2)1/2 (6.23)
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Proof. Let pi(x) = <gi(x) and qi(x) = =gi(x). Then
f(x) =
l∑
i=1
pi(x)
2 +
l∑
i=1
qi(x)
2.
Therefore
|Xαf(x)| =
∣∣∣∣∣Xα
(
l∑
i=1
|gl(x)|2
)∣∣∣∣∣
=
∣∣∣∣∣∣
l∑
i=1
 ∑
|β|≤|α|
(
α
β
)
(Xβpi(x))(X
α−βpi(x))
+
∑
|β|≤|α|
(
α
β
)
(Xβqi(x))(X
α−βqi(x))
∣∣∣∣∣∣
≤
l∑
i=1
 ∑
|β|≤|α|
(
α
β
) ∣∣(Xβpi(x))(Xα−βpi(x))∣∣
+
∑
0≤|β|≤|α|
(
α
β
) ∣∣(Xβqi(x))(Xα−βqi(x))∣∣
 .
The lemma follows by an application of the Cauchy-Schwarz inequality:
|Xαf(x)| ≤
∑
|β|≤|α|
(
α
β
)( l∑
i=1
∣∣(Xβpi(x))∣∣2 + ∣∣(Xβqi(x))∣∣2)1/2
×
(
l∑
i=1
∣∣(Xα−βqi(x))∣∣2 + ∣∣(Xα−βqi(x))∣∣2)1/2
=
∑
|β|≤|α|
(
α
β
)( l∑
i=1
∣∣(Xβgi(x))∣∣2)1/2( l∑
i=1
∣∣(Xα−βgi(x))∣∣2)1/2 .
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Chapter 7: Projective Lifting of Operators
This chapter is the first of three which form the heart of this thesis. Recall the strategy
of this thesis from the introduction; if A : C∞(G/H) → C∞(G/H) is a continuous
linear operator, we associate another operator B : C∞(G) → C∞(G) called a lifting
of A, such that B|C∞(G/H) = A and then use B to investigate the properties of A.
The aim of this chapter is to introduce the simplest possible lifting process, called
lifting by projection (or projective lifting). The first result of this chapter is to
characterize Ho¨rmander’s classes of operators (see Chapter 5) on homogeneous spaces
in terms of the symbols of these liftings.
Unfortunately, the simplicity of these liftings presents a problem; one cannot
obtain a symbolic calculus in terms of them. The second result of this chapter is
to demonstrate this by means of a counterexample.
We will conclude this chapter by looking at how to transfer tools on right homoge-
neous spaces (those of the form G/H) to left homogeneous spaces (those of the form
H\G).
Although projective liftings are not directly useful for the purposes of developing
a symbolic calculus, they are used to define and study the so called horizontal liftings
in Chapter 8.
Throughout this chapter, (E,B, F, pi,A) will be a principal fibre bundle, where E
is equipped with a right F -invariant strictly positive Borel-regular probability measure
denoted µE. We will take G to be a compact Lie group with closed subgroup H, and
so (G,G/H,H, pi,A) will be a homogeneous space equipped with the usual principal
fibre bundle structure.
7.1 Definition and Basic Properties
Although we are mainly interested in homogeneous spaces, projective lifting can be
defined on principal fibre bundles.
Throughout this section, we will use the notation discussed at the beginning of this
chapter. We will also make use of the concepts in Chapter 2.4, namely the projection
Projective Lifting of Operators
of functions from, and the lifting of functions to E.
Definition 7.1.1 (Lifting by Projection). Suppose that A : C∞(B) → C∞(B) is
a continuous linear operator. Then the lifting by projection of A is the continuous
linear operator A˜ : C∞(E)→ C∞(E) defined by A˜f = (ιB ◦ A ◦ ΠB)(f), where ιB is
defined in Definition 2.4.1 and ΠB is defined in Proposition 2.4.6.
The following example emphasizes our intended application:
Example 7.1.2. Suppose A : C∞(G/H)→ C∞(G/H) is a continuous linear operator.
Then
(
A˜f
)
(x) =
(
A(ΠG/Hf)
)
(xH).
Proposition 7.1.3. For each continuous linear operator A : C∞(B)→ C∞(B),
(1) The projective lifting of A is a continuous linear operator.
(2) If A is bounded on L2(B), then∣∣∣∣∣∣A˜∣∣∣∣∣∣
L2(E)→L2(E)
= ||A||L2(B)→L2(B) .
It is important to note in this proposition that the Lp(B) spaces and their proper-
ties are defined using the projection of measure from E to B discussed in Proposition
2.4.3.
Proof. Recall from Proposition 2.4.6 that ΠB : C
∞(E)→ C∞(B) is also a continuous
linear operator satisfying ||ΠB||L2(E)→L2(B) = 1. Similarly, recall from Definition 2.4.1
and Proposition 2.4.5 that ιB : C
∞(B) → C∞(E) is a continuous linear operator
satisfying ||ιB||L2(B)→L2(E) = 1. Thus (1) follows from the fact that the composition
of three continuous operators is a continuous operator. For (2), note that∣∣∣∣∣∣A˜∣∣∣∣∣∣
L(L2(E),L2(E))
= ||ι ◦ A ◦ ΠB||L(L2(E),L2(E))
≤ ||ι||L(L2(B),L2(E)) ||A||L(L2(B),L2(B)) ||ΠB||L(L2(E),L2(B))
= ||A||L(L2(B),L2(B)) .
Observe that ΠB
(
f#
)
= f . Thus A˜f# = (Af)#. Therefore, equality is obtained
from the fact that
∣∣∣∣∣∣A˜f#∣∣∣∣∣∣
L2(E)
=
∣∣∣∣(Af)#∣∣∣∣
L2(E)
= ||Af ||L2(B) for f ∈ C∞(B).
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7.2 Properties of Projective Liftings
Our next task is to study the properties of projective liftings. We will begin by
examining the properties of their Schwarz and convolution kernels and then look the
structure of their symbols. We will conclude the section by studying the symbol of
the Laplace-Beltrami operator. Throughout this section, we will use the notation
discussed at the beginning of this chapter.
7.2.1 Properties of the Schwarz and Convolution Kernels of Liftings
Recall that if A : C∞(E)→ C∞(E) is a continuous linear operator, then there exists
KA (x, y) ∈ D′(E × E), called the Schwarz kernel of A, such that
(Af)(x) =
∫
E
KA (x, y) f(y) dµE (y) .
Proposition 7.2.1. If A : C∞(B)→ C∞(B) is a continuous linear operator then
KA˜ (x · f1, y · f2) = KA˜ (x, y) (7.1)
for each (x, y) ∈ E × E and f1, f2 ∈ F .
Proof. Suppose that p ∈ C∞(E) and that f ∈ F . Let pf (x) := p(x · f). Then using
the fact that the Haar measure on F is right-invariant, we have that
(ΠB(pf ))(x) =
∫
B
p(x · f ′ · f) df ′ =
∫
B
p(x · f ′) df ′ = (ΠB(p))(x).
Therefore, using the right F -invariance of µE (which we assumed in the introduction
to this chapter), we have that∫
E
KA˜ (x, y) p(y) dy =
∫
E
KA˜ (x, y) p(y · f−1) dy =
∫
E
KA˜ (x, y · f) p(y) dy.
As A˜p is the lifting of a function in C∞(B) it satisfies (A˜p)(x · f) = (A˜p)(x). Thus∫
E
KA˜ (x · f, y) p(y) dy = (A˜p)(x · f) = (A˜p)(x) =
∫
E
KA˜ (x, y) p(y) dy.
Therefore, as Schwarz kernels are unique, we have proven (7.1).
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For the remainder of the chapter we will restrict our attention to compact Lie
groups. Recall from Chapter 1.1.2 that if G is a compact Lie group and A : C∞(G)→
C∞(G) then there exists LA andRA inD′(G×G), called the left and right convolution
kernels of A such that
(Af)(x) =
∫
G
LA
(
x, xy−1
)
f(y) dy =
∫
G
RA
(
x, y−1x
)
f(y) dy.
Proposition 7.2.2. If A : C∞(G/H) → C∞(G/H), then the Schwarz, left con-
volution and right convolution kernels of A˜ : C∞(G) → C∞(G) have the following
invariance properties: For all x, y ∈ G and h1, h2 ∈ H we have
KA˜ (x, y) = KA˜ (xh1, yh2) , (7.2)
LA˜
(
x, xy−1
)
= LA˜
(
xh1, xh2y
−1) , (7.3)
RA˜ (x, y) = RA˜ (xh1, h2yh1) . (7.4)
Proof. Observe that (7.2) is simply a restatement of Proposition 7.2.1. Next, recall
from the kernel relations in Proposition 1.1.5 that LA˜ (p, q) = KA˜ (p, q
−1p). Therefore
for all x, y ∈ G and h1, h2 ∈ H we have
LA˜
(
xh1, xh2y
−1) = KA˜ (xh1, (xh2y−1)−1xh1) = KA˜ (xh1, yh−12 x−1xh1)
= KA˜
(
xh1, yh
−1
2 h1
)
=
(7.2)
KA˜ (x, y) = LA˜
(
x, xy−1
)
.
The same proposition also tells us that RA˜ (p, q) = KA˜ (p, pq
−1). Therefore we have
(7.4) by the following calculation: For all x, y ∈ G and h1, h2 ∈ H we have
RA˜ (xh1, h2yh1) = KA˜
(
xh1, (xh1)(h2yh1)
−1) = KA˜ (xh1, (xh1)h−11 y−1h−12 )
= KA˜
(
xh1, xy
−1h−12
)
=
(7.2)
KA˜
(
x, xy−1
)
= RA˜ (x, y) .
7.2.2 Symbolic Properties of Projective Liftings
We may now use the properties of kernels of projective liftings to study the symbols
of liftings.
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Proposition 7.2.3 (Invariance Properties of Symbols). If A is a continuous linear
operator on C∞(G/H), then the symbols of A˜ satisfy
σA˜(xh, ξ) = ξ(h)
∗σA˜(x, ξ), (7.5)
ρA˜(xh, ξ) = ρA˜(x, ξ). (7.6)
Proof. Observe for right symbols that
σA˜(xh, ξ) = ξ(xh)
∗(A˜ξ)(xh) = ξ(h)∗ξ(x)∗(A˜ξ)(x) = ξ(h)∗σA˜(x, ξ).
For left symbols, recall that lA (x) (y) := LA (x, y). Therefore, as lA (xh) = lA (x), we
have that
ρA˜(xh, ξ) = FL (lA (xh)) (ξ) = FL (lA (x)) (ξ) = ρA˜(x, ξ).
In the following, if [ξ] ∈ Gˆ, the H-invariant subspace of the carrier space of ξ will
be of dimension dHξ (for further details, see Definition 2.6.4 and the accompanying
discussing in Chapter 2.6.3). We will denote matrices with the last dξ − dHξ columns
or rows being zero by (
? 0
? 0
)
and
(
? ?
0 0
)
.
We will assume that the matrix of ξ is taken with respect to a basis for the carrier
space in the manner discussed in Notational Remark 2.6.9 such that
(ΠG/Hξ) =
(
? 0
? 0
)
and (ΠG/Hξ
∗) =
(
? ?
0 0
)
.
Proposition 7.2.4 (Structural Properties of Symbols). Suppose that A is a continu-
ous linear operator on C∞(G/H). Suppose that the matrix of ξ is taken appropriately
as above. Then for each x ∈ G
σA˜(x, ξ) = ξ(x)
∗
(
? 0
? 0
)
=
(
? 0
? 0
)
, (7.7)
ρA˜(x, ξ) = ξ(x)
(
? ?
0 0
)
. (7.8)
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Proof. Observe that
(A ◦ ΠG/H)(ξ) = A
(
? 0
? 0
)
=
(
? 0
? 0
)
.
So σA˜(x, ξ) = ξ(x)
∗(A˜ξ)(x) is of the required form. Similarly (7.8) holds due to the
fact that
(A ◦ ΠG/H)(ξ∗) = A
(
? ?
0 0
)
=
(
? ?
0 0
)
.
We conclude this section by computing the symbols of the lifting of the identity
and Laplacian (which is defined in Section 2.11.2.
Proposition 7.2.5. For (x, ξ) ∈ G× GˆH0 ,
σI˜d(x, ξ) =
(
1dHξ 0
0 0dξ−dHξ
)
(7.9)
σL˜G/H (x, ξ) = 〈ξ〉
2
(
1dHξ 0
0 0dξ−dHξ
)
(7.10)
where 1l and 0l are l × l matrices of ones and zeros respectively.
Proof. Observe that
(ΠG/Hξ)(x)ij =
ξ(x)ij j ≤ dHξ ,0 otherwise.
Therefore (7.9) follows from the following calculation:
σI˜d(x, ξ)ij =
dξ∑
l=1
ξ(x)∗il(ΠG/Hξ)(x)lj =
1 j ≤ dHξ ,0 otherwise.
Now observe that as xH 7→ ξ(xH)ij ∈ C∞(G/H) for j ≤ dHξ , and as
(xH 7→ ξ(xH)ij)# = x 7→ ξ(x)ij,
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then by Lemma 2.11.7, for j ≤ dHξ we have
(LG/Hξ)(x)ij = 〈ξ〉2 ξ(x)ij.
Therefore, for j ≤ dHξ ,
(LG/H ◦ ΠG/H)(x)ij = 〈ξ〉2 (ΠG/Hξ)(x)ij
whilst for j > dHξ , ΠG/Hξij = 0 (and so (LG/H ◦ ΠG/H)(x)ij = 0). Therefore
σL˜G/H (x, ξ) = 〈ξ〉
2 σI˜d(x, ξ).
7.3 Symbol Classes
In this section, we will define classes of symbols, denoted Σm(G/H) and prove that
if A : C∞(G/H)→ C∞(G/H) is a continuous linear operator then
A ∈ Ψm(G/H) ⇐⇒ σA˜(x, ξ) ∈ Σm(G/H).
In the following, G will be a compact Lie group of dimension d and H ≤ G will be
a closed subgroup of dimension k. If ξ ∈ Gˆ, then dξ will be the dimension of ξ, whilst
dHξ will be the dimension of the H-invariant subspace of the carrier space of ξ. We
will equip the carrier space with a basis chosen in accordance with notational remark
2.6.9. (For further details, see Sections 2.6.9 and 7.2.2.) We will let X1, . . . , Xd
be a global frame of right invariant vector fields on G, and D1, . . . ,Dl a strongly
admissible collection of g-type difference operators on G × G/H. (See Chapter 3.3
for the definition of a strongly admissible collection of g-type difference operators).
Definition 7.3.1 (Symbol Classes for Canonical Lifting). If A : C∞(G)→ C∞(G) is
a continuous linear operator, then we say that σA(x, ξ) ∈ Σm(G/H) if it satisfies the
following three conditions:
(1) If ξ ∈ GˆH0 , 1 ≤ i ≤ dξ and j > dHξ , then σA(x, ξ)ij = 0 .
(2) If ξ 6∈ GˆH0 , then σA(x, ξ) = 0.
(3) For each α ∈ Nl0 and each β ∈ Nd0, there exits Mmα,β (σA) > 0 such that∣∣∣∣DαXβσA(x, ξ)∣∣∣∣op ≤Mmα,β (σA) 〈ξ〉m−|α|
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for each (x, ξ) ∈ G× GˆH0 .
We write
OpG (Σ
m(G/H)) = {A ∈ L (C∞(G)) | σA(x, ξ) ∈ Σm(G/H)}
Remark 7.3.2. The combination of conditions (1) and (2) in Definition 7.3.1 is equiv-
alent to any of the following three statements:
(a) rA (x) ∈ D′(H\G) for each x ∈ G, i.e. RA (x, hy) = RA (x, y) for each x, y ∈ G
and h ∈ H.
(b) KA (x, yh) = KA (x, y) for each x, y ∈ G and h ∈ H.
(c) A = A ◦ PG/H .
The equivalence of conditions (1) and (2) in Definition 7.3.1 to condition (a) can
be seen by noting the characterization of the Fourier transforms of functions on H\G
described in Theorem 2.6.11, combined with Proposition 1.1.6, which tells us that
σA(x, ξ) = FR (rA (x)) (ξ).
The fact that condition (b) is equivalent to condition (a) may be seen by applying
the identities KA (p, q) = RA (p, q
−1p) and RA (p, q) = KA (p, p q−1) from Proposition
1.1.5 as follows. For (a) =⇒ (b) we have
KA (x, yh) = RA
(
x, h−1y−1x
)
= RA
(
x, y−1x
)
= KA (x, y) ,
whilst for (b) =⇒ (a) we have that
RA (x, hy) = KA
(
x, xy−1h−1
)
= KA
(
x, xy−1
)
= RA (x, y) .
Finally, if A = A ◦ PG/H , then∫
G
KA◦PG/H (x, y) f(y) dy =
∫
G
KA (x, y)
(∫
H
f(yh) dh
)
dy
=
∫
G
(∫
H
KA
(
x, yh−1
)
dh
)
f(y) dy.
Thus if condition (b) holds, then A and A ◦ PG/H are equal (as their Schwarz kernels
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are equal), whilst if condition (c) holds, then
KA (x, yh
′) =
∫
H
KA
(
x, yh′h−1
)
dh =
∫
H
KA
(
x, yh−1
)
dh = KA (x, y) ,
and so condition (b) holds.
Observation 7.3.3. Suppose that we included the requirement in the definition of the
symbol classes that the operators associated to the symbols were projective liftings of
operators on homogeneous spaces. Suppose that 4q is an s-type difference operator
on G×G/H. Note that
K4qA˜ (x, y) = KA˜ (x, y) q(x
−1y).
Thus
K4qA˜ (xh, y) = KA˜ (xh, y) q((xh)
−1y) = KA˜ (x, y) q(h
−1x−1y).
Recall identity (7.2) from Proposition 7.2.2, which states that the Schwarz kernels of
projective liftings satisfy
KA (xh1, yh2) = KA (x, y)
for every x, y ∈ G and h1, h2 ∈ H. But this is only satisfied by K4qA˜ (x, y) if
q ∈ C∞(H\G). But as 4q is a difference operator on G × G/H, q ∈ C∞(G/H)
(by definition). It can be shown that functions in C∞(H\G) ∩ C∞(G/H) satisfy
(dq)(e) = 0. Therefore, the collection (Σm(G/H))m∈R would not be closed under the
action of a strongly admissible collection of s-type difference operators (which is a
very useful property). This explains our decision to omit this requirement.
Proposition 7.3.4. Suppose that σA(x, ξ) ∈ Σm(G/H). If Dq is a g-type difference
operator of order k1 on G×G/H and if Dx is a partial differential operator of order
k2, then
DqDx σA(x, ξ) ∈ Σm−k1(G/H).
Proof. Firstly, note that the derivative has no effect on the structure stated in clauses
(1) and (2) of Definition 7.3.1. Furthermore, if Dq is a g-type difference operator on
G×G/H, then q(x, yh) = q(x, y) for each x, y ∈ G and h ∈ H, and so
KDqA (x, yh) = KA (x, yh) q(x, yh) = KA (x, y) q(x, y) = KDqA (x, y) .
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This property of KDqA is equivalent to clauses (1) and (2) by Remark 7.3.2.
We now turn our attention to clause (3). Fix β ∈ Nn0 . As X1, . . . , Xn is a global
frame of vector fields on G there exists fγ ∈ C∞(G) for |γ| ≤ |β|+ k2 such that
XβxDx =
∑
|γ|≤|β|+k2
fγ(x)X
γ
x . (7.11)
So
∣∣∣∣DαXβx Dx σA˜(x, ξ)∣∣∣∣op =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
|γ|≤|β|+k2
fγ(x)DαXγx σA˜(x, ξ)
∣∣∣∣∣∣
∣∣∣∣∣∣
op
≤
∑
|γ|≤|β|+k2
(
sup
x∈G
|fγ(x)|
)
||DαXγx σA˜(x, ξ)||op
≤
∑
|γ|≤|β|+k2
Mmα,γ (σA˜)
(
sup
x∈G
|fγ(x)|
)
〈ξ〉m−|α|
Therefore (Dx σA) (x, ξ) ∈ Σm(G/H). We must now prove that if Dq is a difference
operator of order k on G × G/H and σA(x, ξ) ∈ Σm(G/H), then (Dq σA) (x, ξ) ∈
Σm−k(G/H).
Fix β ∈ Nn0 . By Lemma 5.2.8 there exist difference operators D˜1, . . . , D˜l of order
k, numbers pj ∈ N for each 1 ≤ j ≤ l, and vector fields Zi,j on G (each of which is
one of X1, . . . , Xd), for 1 ≤ i ≤ pj and 1 ≤ j ≤ l such that
AdβX DqA =
l∑
j=1
D˜j AdZ1,j · · ·AdZpj,j A.
Therefore
Xβ Dq σA(x, ξ) = σAdβX DqA(x, ξ)
=
l∑
j=1
σD˜j AdZ1,j ···AdZpj,j A
(x, ξ) =
l∑
j=1
D˜j Z1,j · · ·Zpj ,j σA(x, ξ).
Let σBj(x, ξ) = Z1,j · · ·Zpj .j σA(x, ξ) for 1 ≤ j ≤ l. We have already proven that
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σBj(x, ξ) ∈ Σm(G/H). Furthermore
∣∣∣∣DαXβ Dq σA(x, ξ)∣∣∣∣op ≤ l∑
j=1
∣∣∣∣∣∣Dα D˜j σBj(x, ξ)∣∣∣∣∣∣
op
.
Now note that ∣∣∣∣DµDασBj(x, ξ)∣∣∣∣op ≤Mmµ+α,0 (σBj) 〈ξ〉m−|α|−k
for each |µ| = k. Therefore by Corollary 3.3.39, there exists C(α,β)j > 0 for 1 ≤ j ≤ l
such that ∣∣∣∣∣∣D˜j DασBj(x, ξ)∣∣∣∣∣∣
op
≤ C(α,β)j 〈ξ〉m−|α|−k .
Hence letting C(α,β) = C
(α,β)
1 + · · ·+ C(α,β)l , we have∣∣∣∣DαXβ Dq σA(x, ξ)∣∣∣∣op ≤ C(α,β) 〈ξ〉m−|α|−k .
But β ∈ Nn0 were arbitrary. So we are done.
Observation 7.3.5. In light of Proposition 7.3.4, it is clear that Σm(G/H) is indepen-
dent of the choice of a strongly admissible collection of difference operators and of
the choice of a frame right invariant vector fields.
For the remainder of this section, we assume the strongly admissible collection
of difference operators are on G/H × G/H. This is as opposed to on G × G/H.
There is no loss of generality as the requirement of a difference operator Dq being on
G/H × G/H is simply the requirement that q ∈ C∞(G/H ×G/H) rather than in
C∞(G×G/H).
Lemma 7.3.6. Suppose that σA(x, ξ) ∈ Σm(G/H). Then A : Hm(G/H)→ L2(G/H)
is bounded.
Proof. Recall that Mm0,γ (σA˜) > 0 are the constants such that
||XγσA˜(x, ξ)||op ≤Mm0,γ (σA˜) 〈ξ〉m
By Proposition 6.1.1 and the fact that L˜−m/2G/H is left invariant (which can be seen from
the fact that its symbol is independent of x ∈ G), σ ˜
A◦L−m/2
G/H
(x, ξ) = σA˜(x, ξ) 〈ξ〉−m.
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Thus
Xx σ ˜
A◦L−m/2
G/H
(x, ξ) = (Xx σA˜(x, ξ)) 〈ξ〉−m .
So ∣∣∣∣∣∣∣∣Xγx σ ˜A◦L−m/2
G/H
(x, ξ)
∣∣∣∣∣∣∣∣
op
≤Mmγ,0 (σA˜) .
Therefore by Theorem 6.3.2, A ◦ L−m/2G/H is a bounded operator on L2(G). Therefore,
A is a bounded operator from Hm(G/H) to L2(G/H).
Theorem 7.3.7 (Relating Symbol Classes and Ho¨rmander’s Operator Classes). Let
A : C∞(G/H)→ C∞(G/H). Then the following are equivalent:
1. σA˜(x, ξ) ∈ Σm(G/H).
2. A ∈ Ψm(G/H).
Proof. Recall from Observation 7.3.5, that we may, w.l.o.g., assume that the strongly
admissible collection of difference operators defining Σm(G/H) is on G/H ×G/H.
In the following, we use the notation of Section 5.2. In particular, if X is a vector
field, then c(AdX) = c(Id) = 0, whilst if Dq is a difference operator of order k, then
c(Dq) = k.
(1) =⇒ (2): Observe that
T = {Id,AdX1 , . . . ,AdXn ,D1, . . . ,Dl}
is a C-collection (see Definition 5.2.1). Therefore, by Theorem 5.2.3, in order to
prove that A ∈ Ψm(G/H), we must prove that if O1, . . . ,On ∈ T with c(O1) + · · · +
c(On), then O1 · · ·OnA : Hm−c(O1)−···−c(On)(G/H) → L2(G/H) is bounded. But by
Proposition 7.3.4,
(O1 · · ·On σA˜) (x, ξ) ∈ Σm−c(O1)−···−c(On)(G/H).
Therefore by Lemma 7.3.6, A : Hm−c(O1)−···−c(On)(G/H) → L2(G/H) is bounded. So
we have proven A ∈ Ψm(G/H).
(2) =⇒ (1): For α ∈ Nl0 and β ∈ Nn0 , let Bα,β = Op
(
DαXβσA˜(x, ξ)
)
. Then using
Lemma 6.1.3, we have that Bα,β = Dα AdβX A˜. Therefore, by Theorem 5.1.7, as Dα is
a difference operator of order |α| on G/H ×G/H, Bα,β ∈ Ψm−|α|(G/H).
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Now note that for each γ ∈ Nd0,
Dα,β,γ = Ad
γ
X
(
Bα,β ◦ L−(m−|α|)/2G/H
)
∈ Ψ0(G/H).
Therefore, Dα,β,γ : L
2(G/H)→ L2(G/H) is bounded. So by Proposition 7.1.3, D˜α,β,γ :
L2(G) → L2(G) is bounded for each γ ∈ Nn0 . Thus by Theorem 6.3.3, there exists
constants Cα,β > 0 such that∣∣∣∣DαXβσA˜(x, ξ)∣∣∣∣op 〈ξ〉−m+|α| ≤ Cα,β. (7.12)
So we are done.
7.4 Counterexamples to Symbolic Calculus for σ-Symbols
When developing a theory of pseudo-differential operators in a given setting, one of
the first aims is to develop a calculus and in particular a composition formula. In
particular, a reasonable conjecture is that on homogeneous spaces, one would obtain
a composition formula similar to those on compact Lie groups, i.e. if A ∈ Σm1(G/H)
and B ∈ Σm2(G/H) then
σ ˜A◦B(x, ξ)−
∑
|α|<l
(DασA˜(x, ξ))
(
∂(α)σB˜(x, ξ)
) ∈ Σm1+m2−l(G/H).
Unfortunately, Counterexample 7.4.1 demonstrates that simple composition formula
for symbols of projective liftings are not possible.
Counter-Example 7.4.1. Let G be a compact Lie group and H a massive closed
subgroup. Let X be a vector field on G/H. Suppose that each ξ ∈ GˆH0 is equivalent
to its contragradient.
Let Id : C∞(G/H)→ C∞(G/H) be the identity operator. Then for any difference
operators Dα of order |α|, any partial differential operators ∂(α) (of any order), and
any l ∈ N,
σ
I˜d ◦X(x, ξ)−
∑
|α|<l
(Dα σI˜d(x, ξ))
(
∂(α)x σX˜(x, ξ)
)
= σX˜(x, ξ). (7.13)
Remark 7.4.2. In the counterexample, we make the technical assumption on G/H that
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each ξ ∈ GˆH0 (where GˆH0 is the collection of representations of G of class I with respect
to H) is equivalent to its contragradient, i.e. ξ ∼ ξC . Note that each representation
of SO(n) of class I with respect to SO(n− 1) is equivalent to its contragradient. We
also make the technical assumption that H is massive. This is also the case with
SO(n− 1) ≤ SO(n). We have not studied the situation when this is not the case, as
Sn ≡ SO(n)/ SO(n− 1) is our primary case of interest for application of this work.
Proof. Firstly, note that if qα(x, y) is the difference function associated to Dα then
(Dα Id)f(x) =
∫
G
qα(x, y) δx(y) f(y) dy = qα(x, x)f(x),
Thus
(DασI˜d(x, ξ)) = ξ(x)
∗q(x, x)(I˜d(ξ))(x) =
(
qα(x, x)
0dξ−1
)
,
where 0dξ−1 is a (dξ − 1)× (dξ − 1) matrix of zeros.
Suppose that σX˜(x, ξ)11 ≡ 0 for all x ∈ G. Then we would have
(
∂(α)σX˜
)
(x, ξ)11 ≡
0. Thus
(DασI˜d) (x, ξ)
(
∂(α)σX˜
)
(x, ξ) = 0.
Therefore if σX˜(x, ξ)11 ≡ 0 for all x ∈ G then (7.13) holds. So it remains to prove
that σX˜(x, ξ)11 = 0.
Recall that
σX˜(x, ξ)11 =
dξ∑
i=1
ξi1(X˜ξi1) = Tr(σX˜(x, ξ)).
Suppose that ξ ∼ η. Then there exists a unitary U such that Uη = ξU . Thus
Tr (σX˜(x, η)) = Tr
(
η(x)∗(X˜η)(x)
)
= Tr
(
U∗ξ(x)∗(X˜ξ)U
)
= Tr
(
ξ(x)∗(X˜ξ)(x)
)
.
Thus σX˜(x, ξ)11 is independent of choice of representative of Gˆ
H
0 . Therefore
σX˜(x, ξ)11 =
n∑
k=1
ξ(x)k1X˜ (ξ(x)k1) =
n∑
k=1
ξ(x)k1X˜
(
ξ(x)k1
)
= σX˜(x, ξ
C)11.
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Now observe that
0 = X˜(1) = X˜
(
n∑
k=1
ξ(x)k1ξ(x)k1
)
=
n∑
k=1
ξ(x)k1X˜ (ξ(x)k1) +
n∑
k=1
ξ(x)k1X˜
(
ξ(x)k1
)
= 2σX˜(x, ξ)11.
So we are done.
Observation 7.4.3. Note that in the previous counterexample we have proven that
σC = σI˜d(x, ξ)σX˜(x, ξ) = 0.
Therefore, by Corollary 6.1.6,
ρX˜(x, ξ)ρI˜d(x, ξ) = ρC(x, ξ) = 0.
Thus a search for a calculus for ˜Ψm(G/H) using ρ-symbols will be equally fruitless.
Remark 7.4.4. Using the Leibniz formula for vector fields and a finite Leibniz for-
mula for an appropriate collection of strongly admissible s-type difference operators
on G × G/H (see Proposition 3.3.16), combined with the fact that ||M1M2||op ≤
||M1||op ||M2||op, it is possible to prove that (Σm(G/H))m∈R forms a graded algebra
under the operation
(σA(x, ξ), σB(x, ξ)) 7→ σA(x, ξ)σB(x, ξ).
However, in light of the counterexample, this is not a particularly fruitful exercise.
7.5 Projective Lifting for Left Quotient Spaces
We conclude this chapter on projective liftings by relating symbols on G/H to those
on H\G. We will make extensive use of the material discussed in Chapter 2.2. We
begin by recalling some terminology:
Suppose M is a manifold with a smooth, transitive left action G. Pick x ∈M and
let H be the isotropy subgroup of x. Then there exist diffeomorphisms IL : M → H\G
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and IR : M → G/H. We can then use these diffeomorphisms to relate the function
spaces C∞(M), C∞(H\G) and C∞(G/H). Suppose that f ∈ C∞(M), g ∈ C∞(H\G)
and h ∈ C∞(G/H). Then define
fL := f ◦ I−1L ∈ C∞(H\G) , fR := f ◦ I−1R ∈ C∞(G/H),
gM := g ◦ IL ∈ C∞(M) , hM := h ◦ IR ∈ C∞(M).
Similarly if A : C∞(H\G) → D′(H\G) and B : C∞(G/H) → D′(G/H) are con-
tinuous linear operators, one can define Aop : C∞(G/H) → D′(G/H) and Bop :
C∞(H\G)→ D′(H\G) by
Aop(f) =
(
AfML
)MR
Bop(f) =
(
AfMR
)ML
We now calculate the symbols of Aop and Bop in terms of the symbols of A and
B.
Proposition 7.5.1. If A : C∞(G/H) → D′(G/H) is a continuous linear operator
then
σA˜op(x, ξ) = ξ(x)
∗σA˜(x, ξ
C)T ξ(x)∗.
If B : C∞(H\G)→ D′(H\G) is a continuous linear operator then
σB˜op(x, ξ) = ξ(x)
∗σB˜(x, ξ
C)T ξ(x)∗.
Proof. Recall from Lemma 2.2.5 that ξMLi1 = ξ
C
1i. Therefore:
ξ(x)σA˜op(x, ξ) =

A˜op(ξ11) · · · A˜op(ξ1d)
0 0
...
0 0
 =

A˜(ξC11) 0 A˜(ξ
C
d1)
0 0
...
0 0

= (ξC(x)σA˜(x, ξ
C))T = σA(x, ξ
C)T ξ(x)∗.
Therefore
σA˜op(x, ξ) = ξ(x)
∗σA(x, ξC)T ξ(x)∗.
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Now recall that (Aop)op = A and (ξC)C = ξ Thus
σB˜(x, ξ
C) = (ξC)∗σB˜op(x, ξ)
T (ξC)∗.
Therefore
σB˜op(x, ξ)
T = ξC(x)σB˜(x, ξ
C)ξC(x),
and so
σB˜op(x, ξ) = ξ(x)
∗σB˜(x, ξ
C)T ξ(x)∗.
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Chapter 8: Horizontal Lifting of
Operators
In Chapter 7.4, we discussed difficulties encountered in trying to develop a symbolic
calculus for operators on a homogeneous space in terms of symbols of projective
liftings. In this chapter, we will study a lifting process called horizontal lifting. As
the name suggests, this lifting process is a generalization of the horizontal lifting of
vector fields discussed in Chapter 2.9. The symbols of these liftings have many useful
properties, including:
• The right convolution kernel of a horizontal lifting has an elegant structure.
• Asymptotic formulae for the symbol of the composition of horizontal liftings of
operators and the symbol of the adjoint of an operator exist.
It is conjectured at the end of Chapter 9 that horizontal liftings have useful Sobolev
boundedness properties (and consequently a symbolic characterization).
In this section G will be a compact Lie group of dimension d and H will be a closed
subgroup of dimension k. Therefore G/H will be a homogeneous space of dimension
d− k.
This chapter is structured as follows. In the first section we will define horizontal
lifting and study its basic properties. In the second section we will discuss asymptotic
formulae for the symbols of compositions of operators and the adjoint of an operator.
8.1 Motivation and Definition of Horizontal Lifting
In this section we will define horizontal lifting and discuss its basic properties.
The Fibre Bundle Structure of G
We will begin by recalling some basic properties about the fibre bundle structure of
G over G/H. This construction is discussed in further detail in Chapter 2.3.
Horizontal Lifting of Operators
As G is a principal fibre bundle over G/H, there exits a neighborhood V of
e ∈ G and U of eH ∈ G/H, and a smooth map φ : V → U × H such that φ(x) =
(pi(x), ψ(x)), where ψ : V → H is a smooth function satisfying ψ(xh) = ψ(x)h.
Define Ux = xU , Vx = xV , φx(y) = φ(x
−1y) and ψx(y) = ψ(x−1y). The collection
A = {(Ux, Vx, φx, ψx)}x∈G is called an atlas of bundle charts on G.
We will also write p˜i(x) = Hx, V˜ = V −1, U˜ = U−1 := p˜i(V˜ ) ⊆ H\G, ψ˜(z) =
ψ(z−1) and φ˜(z) = (ψ˜(z), p˜i(z)).
Lemma 2.3.9 tells us that there exists an open set W = We, satisfying h1Wh2 = W
and W = W−1, such that if x, y ∈ W , then xy−1 ∈ V . Consider the open set
Ω = ∪g∈G{g} × gW . As hWh = W , if (x, y) ∈ Ω, then (xk, yk) ∈ Ω. Therefore, by
the definition of the topology on G/H, pi(Ω) is open.
8.1.1 Sufficiently Locally Supported Operators
In order to proceed, we will make a technical restriction on the operators we work
with.
Definition 8.1.1 (Sufficiently Locally Supported). We say that a continuous linear
operator A : C∞(G/H)→ C∞(G/H) is sufficiently locally supported if
suppKA (·, ·) ⊂ pi(Ω).
By Corollary 5.1.9, if A ∈ Ψm(G/H), then we may pick B ∈ Ψm(G/H) which is
sufficiently locally supported such that A − B is a smoothing operator. Therefore,
restricting our attention to sufficiently locally supported operators is not detrimental
to our aim of studying pseudo-differential operators.
If A is a continuous linear operator, then A˜ will denote its lifting to G by projec-
tion.
Lemma 8.1.2. Suppose that A : C∞(G/H) → C∞(G/H) is a continuous linear
operator. Then A is sufficiently locally supported if and only if
suppRA˜ (·, ·) ⊆ G×W.
Proof. If A is sufficiently locally supported then suppKA˜ (·, ·) ⊂ Ω. But (x, y) ∈
suppRA˜ (·, ·) if and only if (x, xy−1) ∈ Ω. But this is true if and only if x ∈ G and
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xy−1 ∈ xW , i.e (x, y) ∈ G×W .
8.1.2 Horizontal Lifting
We will firstly write down the definition of the horizontal lifting of an operator, and
then explain in detail the notation used.
Definition 8.1.3 (Horizontal Lifting). Let A : C∞(G/H) → C∞(G/H) be a suffi-
ciently locally supported continuous linear operator. Define
RA# (x, y) := RA˜ (x, y) δe(ψ˜(y))
for y ∈ U−1 and 0 otherwise. Then the horizontal lifting of A, denoted A# is
(A#f)(x) := (f ∗ rA# (x))(x),
where rA# (x) (y) := RA# (x, y).
Let us discuss what this notation means.
Notation 8.1.4. Recall that φ˜ : V → H × U˜ is a diffeomorphism (and may be written
φ˜(x) = (ψ˜(x), p˜i(x)), where ψ˜(hx) = hψ(x) and p˜i(x) = Hx−1).
Suppose that f ∈ D′(H\G) is supported in U˜ . Then
δe(h)⊗ f ∈ D′(H)⊗D′(U˜) = D′(H × U).
As φ˜ : V → H×U˜ is given by φ˜ = (ψ˜, p˜i), we therefore interpret f(y)δe(ψ˜(y)) ∈ D′(V˜ )
as follows: Let F (h, z) = δe(h)⊗ f(z). Then
f(y) δe(ψ˜(y)) :=
(
φ˜
)∗
(F ) (y). (8.1)
Here
(
φ˜
)∗
(F ) := F ◦ φ˜. For y 6∈ V˜ , we let f(y)δe(ψ˜(y)) = 0.
For f ∈ D′(G/H) with supp f ∈ U , let F (z, h) = δe(h)⊗ f(z). Then let
f(y) δe(ψ(y)) := (φ)
∗ (F ) (y).
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Making the distributional interpretation for p ∈ C∞(G)∫
G
f(y)δe(ψ(y
−1))p(y) dy =
∫
G
f(y−1)δe(ψ(y))p(y−1) dy,
we obtain
f(y)δe(ψ˜(y
−1)) = f(y)δe(ψ(y)). (8.2)
8.1.3 Basic Properties
In order to study the properties of the original operator, it is fundamental that the
restriction of the lifting of an operator back to the original domain is the original
operator. We now prove this:
Proposition 8.1.5. Let A : C∞(G/H) → C∞(G/H) be a sufficiently locally sup-
ported continuous linear operator. Suppose that f ∈ C∞(G/H) ⊆ C∞(G). Then
A#f = Af .
Proof. In the following, we will use the notation (h, x)φ˜ :=
(
φ˜
)−1
(h, x). Using the
fact that f ∈ C∞(G/H) and rA˜ (x) ∈ D′(H\G) in the fourth line (see Proposition
7.2.2), we obtain
(A#f)(x) =
∫
G
RA# (x, z) f(xz
−1) dz
=
∫
U
∫
H
RA˜
(
x, (h, y)φ˜
)
δe(h)f
(
x(h, y)−1
φ˜
)
dh dy
=
∫
U
RA˜
(
x, (e, y)φ˜
)
f
(
x(e, y)−1
φ˜
)
dy
=
∫
U
RA˜
(
x, h−1(e, y)φ˜
)
f
(
x(e, y)−1
φ˜
h
)
dy
=
∫
U
RA˜
(
x, h−1(e, y)φ˜
)
f
(
x
(
h−1(e, y)φ˜
)−1)
dy
=
∫
U
RA˜
(
x, (h, y)φ˜
)
f
(
x(h, y)−1
φ˜
)
dy
=
∫
H
∫
U
RA˜
(
x, (h, y)φ˜
)
f
(
x(h, y)−1
φ˜
)
dy dh
=
∫
G
RA˜ (x, z) f
(
xz−1
)
dz
= (A˜f)(x) = (Af)(x).
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Proposition 8.1.6. Suppose that X is a right invariant vector field on G. Then
AdX A
# = (AdX A)
#.
Proof. Recall from Corollary 6.1.4, that if RP (x, y) is the right convolution kernel
of an operator P : C∞(G) → C∞(G) and Y is a right invariant vector field, then
YxRP (x, y) = RAdY P (x, y). Therefore we have that
RAdX A# (x, y) = XxRA# (x, y)
= Xx
(
RA˜ (x, y) δe(ψ˜(y))
)
= (XxRA˜ (x, y)) δe(ψ˜(y))
= R ˜AdX(A)
(x, y) δe(ψ˜(y))
= R(AdX A)# (x, y) .
We now prove that 4q
(
A#
)
= (4rA)# for some difference operator 4r. In the
following, let κ ∈ C∞(G/H) be such that κ|W ≡ 1 and suppκ ⊂ U−1.
Proposition 8.1.7. Suppose A : C∞(G/H) → C∞(G/H) is a sufficiently locally
supported continuous linear operator and that q ∈ C∞(G). Then there exists r ∈
C∞(G/H) such that
4q(A#) = (4rA)# .
Proof. Recall that if P : C∞(G) → C∞(G) is a continuous linear operator and
p ∈ C∞(G), then we define 4pP as follows:
R4pP (x, y) := RP (x, y) p(y
−1).
Let q1(y) := q(y
−1) for y ∈ G. Then we have that
R4q(A#) (x, y) = RA# (x, y) q
(
y−1
)
= RA# (x, y) q1(y).
Now, using the notation discussing in remark 8.1.4, (where φ, φ˜, p˜i, ψ˜ and δe(ψ(y)) are
defined), and recalling that RA˜ (x, y) is the right convolution kernel of the projective
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lifting of A we have that
RA# (x, y) q1(y) = RA˜ (x, y) δe(ψ˜(y)) q1(y).
As suppRA˜ (x, ·) ⊆ W for each x ∈ G, and as κ(y) = 1 for every y ∈ W , we have
RA# (x, y) q1(y) = RA# (x, y) q1(y)κ(y) = RA˜ (x, y) δe(ψ˜(y)) q1(y)κ(y).
Now, let Φ : G ×W → G × H × U˜ be defined by Φ(x, y) = (x, ψ˜(y), p˜i(y)). Then
using the distributional interpretation of δe(ψ˜(y)) from remark 8.1.4, and letting
RA′ (x, h, y) = (Φ)∗(RA˜)(x, h, y), q
′
1 = q ◦ φ˜−1 and κ′ = κ ◦ φ˜−1, we have
(Φ)∗
(
R4qA#
)
(x, h, y) = RA˜′ (x, h, y) δe(h) q
′
1(h, y)κ(h, y).
Now, interpreting the integrals distributionally, for each f ∈ C∞(H × U˜) we have
that∫
U˜
∫
H
RA′ (x, h, y) δe(h) q
′
1(h, y)κ
′(h, y)f(h, y) dh dy
=
∫
U˜
RA′ (x, e, y) q
′
1(e, y)κ
′(e, y)f(e, y) dy
=
∫
U˜
∫
H
RA′ (x, h, y) δe(h) q
′
1(e, y)κ
′(e, y)f(h, y) dh dy.
Let r′1(h, y) := q
′
1(e, y)κ
′(e, y). Then∫
U˜
∫
H
RA˜′ (x, h, y) δe(h) q
′
1(e, y)κ
′(h, y)f(h, y) dh dy
=
∫
U˜
∫
H
RA˜′ (x, h, y) δe(h) r
′
1(h, y)f(h, y) dh dy.
Now let r1(y) =
(
φ˜
)∗
(r′1) and r(y) = r1(y
−1) for y ∈ W . For y 6∈ W , let r(y) = 0. It
is clear r ∈ C∞(G/H). Moreover, for y ∈ W we have
R4qA# (x, y) = (Φ)
∗(Φ)∗
(
R4qA#
)
= (Φ)∗ (RA′ (x, h, y) δe(h) r′1(h, y))
= RA˜ (x, y) δe(ψ˜(y)) r1(y)
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= RA˜ (x, y) δe(ψ˜(y)) r(y
−1)
= R(4rA)# (x, y) ,
whist for y 6∈ W , RA# (x, y) = 0 and so R4qA# (x, y) = R4rA# (x, y) = 0. So we have
proven that 4qA# = (4rA)#.
8.2 Pseudo-differential Calculus for Operator Classes
In this subsection, we will formulate a symbolic calculus for product liftings of op-
erators in Ho¨rmander’s classes. It is important to note that A# ◦ B# 6= (A ◦ B)#.
(Although evidently, A# ◦B#∣∣
C∞(G/H) = (A ◦B)#
∣∣
C∞(G/H).)
8.2.1 Preliminaries
Before we proceed, we need a Taylor expansion expression involving symbols.
In the following, 41, . . . ,4k will be a strongly admissible collection of s-type
difference operators on G and X1, . . . , Xd will be a global frame of vector fields on G.
As usual, we write 4γ := 4γ11 · · ·4γkk for γ ∈ Nk0 and Xδ := Xδ11 · · ·Xδdd for δ ∈ Nd0.
If A ∈ Ψm(G/H), then
Mmγ,δ (σA˜) := sup
(x,ξ)∈G×Gˆ
∣∣∣∣4γXδσA˜(x, ξ)∣∣∣∣m−|γ|,ξ ,
where for ξ ∈ Rep (G), s ∈ R and M ∈ Cdξ×dξ we have written
||M ||s,ξ := ||M ||op 〈ξ〉−s . (8.3)
Proposition 8.2.1. There exist a strongly admissible collection of difference func-
tions q1, . . . , qd+1 ∈ C∞(G), and left invariant partial differential operators ∂(α) for
α ∈ Nd+10 on G such that the following holds:
If A ∈ Ψm(G/H), then there exist Aα,z ∈ Ψm(G/H) for each α ∈ Nd+10 and z ∈ G,
such that
σA˜(xu
−1, ξ) =
∑
|α|<l
qα(u)
(
∂(α)σA˜(x, ξ)
)
+
∑
|α|=l
qα(u)σA˜α,x(xu
−1, ξ). (8.4)
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Furthermore, for each α ∈ Nd+10 , γ ∈ Nk0 and δ ∈ Nd0, there exists Cl,γ,δ > 0 for each
l ∈ N0, such that for x, u ∈ G and ξ ∈ Rep (G) we have
∣∣∣∣∣∣4γXδuσA˜α,x(xu−1, ξ)∣∣∣∣∣∣m−|γ|,ξ ≤ C|α|,γ,δ
 ∑
|ν|≤|α|+|δ|
Mmγ,ν (σA˜)
 . (8.5)
Remark 8.2.2. On the level of convolution kernels, we have that
RA˜
(
xu−1, y
)
=
∑
|α|<l
qα(u)RA˜ (x, y) +
∑
|α|=l
qα(u)RA˜α,x
(
xu−1, y
)
. (8.6)
The equivalence of (8.4) and (8.6) can be seen by applying the Fourier and inverse
Fourier transform.
Proof. In order to obtain appropriate error estimates, the proof of this proposition is
unavoidably technical. The idea behind it is simple though: Write
σA(xu
−1, ξ) = σ˜A(x,− exp−1(u), ξ)
and then take a Taylor series expansion about Y = 0 to obtain
σ˜A(x, Y, ξ) =
∑
|α|<l
Y α
α!
DαY σA(x, 0, ξ) +
∑
|α|=l
Y α
α!
σ˜Aα(x, Y, ξ).
Pushing forward by exp gives an expression of the appropriate form for σA(xu
−1, ξ)
for u sufficiently close to the identity. Extending to an expression for all u ∈ G is
then reasonably simple. The difficulty arises in obtaining appropriate error estimates
for 4µXνσAα,x(xu−1, ξ).
The proof consists of two steps; Firstly, we will prove that there exists an open
neighborhood U of the e ∈ G, and σA˜α,x(xu−1, ξ) for x ∈ G, u ∈ U , and ξ ∈ Rep (G)
such that (8.4) and (8.5) hold for x ∈ G, u ∈ U and ξ ∈ Rep (G). The second step
will use the first step to prove the existence of the extension for all x, u ∈ G and
ξ ∈ Rep (G), provided it exists for x ∈ G, u ∈ U and ξ ∈ Rep (G).
Notation: Pick a basis X1, . . . , Xd of g. Let ι : Rd → g be defined by ι(Y 1, . . . , Y d) =
Y 1X1 + · · ·Y dXd. Let e˜xp(Y ) := (exp ◦ ι)(Y ). Pick U˜1 = Br(0), an open ball about
0 ∈ Rd, such that if U1 = ι(U˜1), then there exists an open neighborhood U2 of U1
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such that exp : U2 → exp(U2) is a diffeomorphism. Let U˜2 = ι−1(U2). Pick an
open neighborhood U of e such that U¯ ⊆ exp(U1). Pick ϑ ∈ C∞(G) such that
suppϑ ⊆ exp(U2) and ϑ|U1 ≡ 1.
Define q˜i ∈ C∞(exp(U1)) by q˜i := (e˜xp)∗ (Y 7→ Yi). Let qi(x) := ϑ(x)q˜i(x). Ob-
serve that as (dY1)(0), . . . , (dYd)(0) span T
∗
0Rd, and as e˜xp is a diffeomorphism on U˜2,
that q1, . . . , qd are an admissible collection of difference functions on G. As qi(x) = 0
for each 1 ≤ i ≤ d and x 6∈ suppϑ, the collection is not strongly admissible. Let
qd+1(x) := 1 − ϑ(x) Then as qi(x) 6= 0 if x 6= e and ϑ(x) 6= 0, and as qd+1(x) 6= 0 if
ϑ(x) 6= 1, we obtain that ∩d+1i=1 {x ∈ G | qi(x) = 0} = {e}, and so {q1, . . . , qd+1} is a
strongly admissible collection of difference functions on G.
Step 1: Our strategy is to use the classical Taylor theorem applied to the second
variable of a function on G×Rd ×Rep (G). Define σ˜A˜(x, Y, ξ) := σA˜(x e˜xp(Y ), ξ) for
Y ∈ U˜2. Then for each ξ ∈ Rep (G), σ˜A˜(·, ·, ξ) : G × U˜2 → Cdξ × Cdξ is a smooth
function.
By applying the Taylor theorem in the second variable, there exists σBα(x, Y, ξ)
such that
σ˜A˜(x, Y, ξ) =
∑
|α|<l
Y α
α!
(DαY σ˜A˜)(x, 0, ξ) +
∑
|α|=l
Y α
α!
σBα(x, Y, ξ),
where we have the explicit formula
σBα(x, Y, ξ) = |α|
∫ 1
0
(1− t)|α| (DαY σ˜B˜) (x, tY, ξ) dt.
By studying the Inverse Fourier Transform of σBα(x, Y, ξ) in the ξ-variable, one can
see that
4µσBα(x, Y, ξ) = σ(4µB)α(x, Y, ξ).
Furthermore, from the explicit formula for σBα ,
DγY σBα(x, Y, ξ) = |α|
∫ 1
0
t|γ|(1− t)|α| (Dα+γY σB) (x, tY, ξ) dt.
Now, note that for each γ ∈ Nd0, that as X1, . . . , Xd are a global frame on G, and
as (e˜xp)∗(D
γ) is a partial differential operator, then there exists f˜γδ ∈ C∞(exp(U2))
for |δ| ≤ |γ| such that (e˜xp)∗(Dγ) =
∑
|δ|≤|γ| f˜
γ
δX
δ. Therefore, letting fγδ = f˜
γ
δ ◦ e˜xp,
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and using the fact that XδσA(xu, ξ) = σAdδX A(xu, ξ) (see Lemma 6.1.3), we have
DγY σB(x, Y, ξ) =
∑
|δ|≤|γ|
fγδ (Y ) σ˜A˜dδX A
(x, Y, ξ).
Therefore, for Y ∈ U1,
||4µDγY σB(x, Y, ξ)||m−|µ|,ξ
≤
∑
|δ|≤|γ|
(
sup
Y ∈U¯1
|fγδ (Y )|
)(
sup
|Z|≤|Y |
∣∣∣∣∣∣∣∣ ˜σ ˜4µAdδX A(x, Z, ξ)
∣∣∣∣∣∣∣∣
m−|µ|,ξ
)
≤ Cγ
∑
|δ|≤|γ|
Mmµ,δ (σA˜) .
Now, let
σAα (x e˜xp(Y ), ξ) := σBα(x, Y, ξ)
Let (∂(α))x = (dxe˜xp)0(D
α/α!). Then ∂(α) is left invariant.
Moreover, (8.4) holds for (x, u) ∈ G × exp(U1). Furthermore, as (e˜xp)∗(Xν) is a
partial differential operator on U˜2 ⊆ Rd, then there exists gνγ ∈ C∞(U˜2) such that
(e˜xp)∗(Xν) =
∑
|γ|≤|ν| g
ν
γ(Y )D
γ
Y , for Y ∈ U˜2. Therefore, for u ∈ exp(U1) we have∣∣∣∣4µXνuσAα(xu−1, ξ)∣∣∣∣m−|µ| ≤ C ′ν ∑
|γ|≤|ν|
sup
Y ∈U2
||4µDγY σBα(x, Y, ξ)||m−|µ|,ξ
≤ Cν
∑
|γ|≤|ν|+|α|
Mmµ,γ (σA˜) .
Therefore, we have our error estimates for (x, u, ξ) ∈ G× exp(U1)× Rep (G).
Step 2: Observe that G\ exp(U1) is closed. As q1, . . . , qd+1 is strongly admissible,
for each p ∈ G\ exp(U1), there exists i(p) such that qi(p)(p) 6= 0. Furthermore, by
continuity there exists an open neighborhood Vp of p such that qi(p)(v) 6= 0 for v ∈ Vp.
By considering Vp∩(G\U¯), we may without loss of generality assume that U ∩Vp = ∅.
As G\ exp(U1) is a closed subset of a compact set, it is compact. Therefore
there exist p1, . . . , pk such that if Vi = Vpi then V1, . . . , Vk covers G\ exp(U1). Let
V0 = exp(U1). Then V0, V1, . . . , Vk is a cover of G. So we may pick a partition of
unity (ψi)
k
i=0 subordinate to (Vj)
k
j=0.
Now, let α(j, l) = (0, . . . , l, . . . , 0), where the non-zero index is in the i(pj)th entry.
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For |α| = l, set σ˜Aα,x,j(x, ξ) = 0 for α 6= α(j, l) and
σAα(j,l),x,j(xu
−1, ξ) :=
1
qα(j,l)(u)
σA(xu−1, ξ)−∑
|α|<l
qα(u)
(
∂(α)σA(x, ξ)
) .
Then for (x, u, ξ) ∈ G× Vj × Rep (G),
σA(xu
−1, ξ) =
∑
|α|<l
qα(u)
(
∂(α)σA(x, ξ)
)
+
∑
|α|=l
qα(u)σAα,x,j(xu
−1, ξ). (8.7)
Note that
sup
x∈G,u∈Vj
∣∣∣∣∣∣4µXνuσAα(j,l),x,j (xu−1, ξ)∣∣∣∣∣∣
m−|µ|,ξ
≤ sup
u∈Vj
|δ|≤|ν|
∣∣∣∣Xδ 1qα(j,l)(u)
∣∣∣∣
×
∑
|δ|≤|ν|
sup
x∈G
u∈Vj
∣∣∣∣4µXδuσA(xu−1, ξ)∣∣∣∣m−|µ|,ξ
+
∑
|γ|<l
sup
x∈G
u∈Vj
∣∣∣∣Xδuqγ(u) (∂(γ)σ4µA(x, ξ))∣∣∣∣m−|µ|,ξ

≤ C ′l,j
∑
|γ|≤l+|ν|
Mmµ,γ (σA˜) .
Therefore, by setting σAα,x(x, ξ) =
∑k
j=0 ψj(u)σAα,x,j(xu
−1, ξ), we are done.
Proposition 8.2.3. Suppose that A ∈ Ψm(G/H). Then there exists an open neigh-
borhood U of e such that the following holds: For each z ∈ G, there exists Aα,z ∈
Ψm(G/H) such that the following identity holds for (x, u) ∈ G×G:
σA#(xu
−1, ξ) =
∑
|α|<l
qα(u)
(
∂(α)σA#
)
(x, ξ) +
∑
|α|=l
qα(u)σA#α,x(xu
−1, ξ). (8.8)
Furthermore, this is equivalent to
RA#
(
xu−1, y
)
=
∑
|α|<l
qα(u)∂(α)x RA# (x, y) +
∑
|α|=l
qα(u)RA#α,z
(
xu−1, y
)
. (8.9)
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Proof. Observe that this follows directly from Proposition 8.2.1 and the fact that
RA# (x, y) = RA˜ (x, y) δe(ψ˜(y)).
8.2.2 Asymptotic Formula for Symbols of Compositions and Adjoints
We now develop a symbolic calculus. In the following, we will take 41, . . . ,4d+1 to
be the difference operators corresponding to the difference functions q1, . . . , qd+1 from
Proposition 8.2.1, and 4˜1, . . . , 4˜d+1 to be the difference operators corresponding
to the functions q˜1, . . . , q˜d+1, where q˜i(x) := qi(x
−1). In the following, recall that
Ψs(G/H) is Hormander’s class of operators on G/H of order s.
Theorem 8.2.4 (Composition Formula for σ Symbols). Suppose A ∈ Ψm1(G/H) and
B ∈ Ψm2(G/H). Then
σA#B#(x, ξ) ∼
∑
α∈Nd+10
(
4˜ασA#(x, ξ)
) (
∂(α)x σB#(x, ξ)
)
.
Here the asymptotic expansion is to be interpreted as follows: There exist operators
Bα,z ∈ Ψm2(G/H) for each z ∈ G, such that
σA#B#(x, ξ)−
∑
|α|<l
(
4˜ασA#(x, ξ)
)
(XασB#(x, ξ)) =
∑
|α|=l
σ(4˜αA#)◦B#α,x(x, ξ). (8.10)
Proof. Recall from Chapter 6.2.2 that
RA#B# (x, z) =
∫
G
RA# (x, y)RB#
(
xy−1, zy−1
)
dy.
Therefore, by Proposition 8.2.1, there exists Bα,z ∈ Ψm2(G/H) such that
RA#B# (x, z) =
∑
|α|<l
∫
G
RA# (x, y) q
α(y)
(
∂(α)x RB#
) (
x, zy−1
)
dy
+
∑
|α|=l
∫
G
RA# (x, y) q
α(y)RB#α,x
(
xy−1, zy−1
)
dy
=
∑
|α|<l
∫
G
R4˜αA# (x, y)
(
∂(α)x RB#
) (
x, zy−1
)
dy
+
∑
|α|=l
∫
G
R4˜αA# (x, y)RB#α,x
(
xy−1, zy−1
)
dy
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=
∑
|α|<l
∫
G
R4˜αA# (x, y)
(
∂(α)x RB#
) (
x, zy−1
)
dy
+
∑
|α|=l
R(4˜αA)#◦B#α,x (x, z) .
On the level of symbols, this is (8.10).
By a similar method, we have an asymptotic formula for the symbol of the adjoint
of an operator.
Theorem 8.2.5 (Adjoint Formula For Sigma Symbols). Suppose A ∈ Ψm(G/H).
Then
σ(A∗)#(x, ξ) ∼
∑
α∈Nd+10
4α∂(α)x σA#(x, ξ)∗. (8.11)
Here the asymptotic expansion is to be interpreted as follows: There exist operators
Aα,z ∈ Ψm(G/H) for each α ∈ Nd+10 and each z ∈ G such that
σ(A∗)#(x, ξ)−
∑
|α|<l
4α∂(α)x σA#(x, ξ)∗ =
∑
|α|=l
σ4α(A∗α,x)
#(x, ξ).
Proof. Recall from Lemma 6.2.2 that
RA∗ (x, y) = RA (xy−1, y−1).
Now note by Proposition 8.2.3 that
RA∗ (x, y) =
∑
|α|<l
(
∂
(α)
x RA#
)
(x, y−1) qα(y) +
∑
|α|=l
RA#α,x (xy
−1, y−1) qα(y). (8.12)
Now note that for a continuous linear operator B : C∞(G)→ C∞(G) that∫
G
RB (x, y−1) qα(y) ξ(y)∗ dy =
∫
G
RB (x, y) qα(y−1) ξ(y) dy
=
(∫
G
RB (x, y) qα(y−1) ξ(y)∗ dy
)T
= 4ασB(x, ξ)∗. (8.13)
Therefore, by taking the Fourier transform of (8.12), and using (8.13), we obtain
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(8.2.5).
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Chapter 9: Generalized Symbol Classes
This chapter studies symbol classes on G, defined using collections of operators which
are similar to Laplacians. The results are a generalization of the theory in Chapter
10 of [RT10], and include a study of the properties of operators with symbols in these
classes (in particular, boundedness on suitable Sobolev spaces), and a construction
of a symbolic calculus. At the end of the chapter, a number of conjectures will be
presented which will relate the results of this chapter to those of Chapter 8.
In this chapter, unless otherwise stated, G will be a compact Lie group of dimen-
sion d and κ(G) will be the smallest integer larger than d/2. We will use a global
frame of right invariant vector fields X1, . . . , Xd. Furthermore, ξ
1, . . . , ξl ∈ Gˆ will
be a collection of representations, such that q(x)lij = ξ(x)
l
ij − δij generate a strongly
admissible collection of difference operators on G (which are picked in light of the
finite Leibniz formulae in Proposition 3.3.16). The set
I :=
{
Ξ = (i, j, k) | 1 ≤ i, j,≤ dξk , 1 ≤ k ≤ l
}
will be used to index the strongly admissible collection of difference operators, i.e.
4Ξ := 4qkij for Ξ = (i, j, k) ∈ I.
This chapter is structured as follows. In the first section, we will introduce quasi-
Laplacians, quasi-Sobolev spaces and define symbol classes associated to these objects.
In the second section we will examine the basic properties of the symbol classes defined
in the first section. The third section studies the symbol of the quasi-Laplacian in
detail. The fourth section examines the effect of difference operators on the bounds of
operators on quasi-Sobolev spaces and on the bounds on the various norms of symbols
used to define symbol classes. The next section presents an asymptotic formula for
the symbol of the adjoint of an operator (in terms of the operators original symbol).
This is applied in the following section to simplify the definition of the symbol classes
and to present alternative characterizations of them. In the seventh section, we give
an asymptotic formula for the symbol of the composition of two operators. In the final
section, we present a number of conjectures, which if true, would relate the material
in this chapter to that in Chapter 8.
Generalized Symbol Classes
9.1 The Symbol Class ΣmL (G)
This section introduces collections of operators that are generalizations of fractional
powers of the Laplacian and which are used to define the symbol classes which are
the object of study of this chapter. Examples of such collections of operators (and
conjectures as to other examples) are given. After their introduction, the operators
are used to define the symbol classes we wish to study and generalizations of Sobolev
spaces which we will use.
Definition 9.1.1 (Fractional Quasi-Laplacians). Let L = (Lm)m∈R be a collection
of self-adjoint, left-invariant, continuous linear operators on C∞(G). We call the
collection L an admissible collection of fractional quasi-Laplacians and an individual
Lm an admissible fractional quasi-Laplacian if:
1. The map m 7→ Lm is a group homomorphism from R to the group (under
composition) of invertible continuous linear operators on C∞(G). In other words
L0 = Id and Ls+t = Ls ◦ Lt for all s, t ∈ R.
2. If m ≤ 0, then Lm is a bounded operator on L2(G).
3. If Dq is a difference operator of order k, then for each s ∈ R, Ls ◦ (DqLm) ◦
L−(m−k)−s is a bounded operator on L2(G).
Example 9.1.2. Suppose that G is a compact Lie group, and that 4 is a Laplace-
Beltrami operator corresponding to a bi-invariant Riemannian metric on G (see Chap-
ter 2.11). Then L =
(
Lm := (1−4)m/2
)
m∈R
is an admissible collection of fractional
quasi-Laplacians.
Motivation 9.1.3. It is conjectured at the end of this chapter that if G is a com-
pact Lie group with a bi invariant metric and H a closed subgroup, then L =(
Lm =
(
L#G/H
)m/2)
m∈R
is an admissible collection of fractional quasi-Laplacians.
(See Chapter 2.11.3 for the definition of
(
L#G/H
)m/2
).
We now define the symbol classes which are the object of study of this chapter.
Their definition is similar to the symbol classes defined in [FR12].
Definition 9.1.4. Let L = (Lm)m∈R be a collection of fractional quasi-Laplacians.
Suppose that A : C∞(G) → C∞(G) is a continuous linear operator. If s ∈ R,
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then we say that σA(x, ξ) ∈ Σm,sL (G) if for each α ∈ NI0 and β ∈ Nd0, there exists
Mm,sα,β,L (σA) > 0 such that for each (x, ξ) ∈ G× Gˆ,∣∣∣∣σLs(ξ) (4αXβσA(x, ξ))σL−(m+s−|α|)(ξ)∣∣∣∣op ≤Mm,sα,β,L (σA) .
We let ΣmL (G) := ∩s∈RΣm,sL (G).
Throughout this chapter, we will use the following notation:
Notation 9.1.5. If L = (Lm)m∈R is a collection of fractional quasi-Laplacians, then
||σA(x, ξ)||m,s,ξ,L := ||σLs(ξ)σA(x, ξ)σL−(m+s)(ξ)||op , (9.1)
||||σA (x)||||m,s,L := sup
[ξ]∈Gˆ
||σA(x, ξ)||m,s,ξ,L , (9.2)
|||σA|||m,s,L := sup
x∈G
||||σA (x)||||m,s,L . (9.3)
Each of ||·||m,s,ξ,L, ||||·||||m,s,L and |||·|||m,s,L is a norm. For the case s = 0, we write
||·||m,ξ,L = ||·||m,0,ξ,L, ||||·||||m,L = ||||·||||m,0,L and |||·|||m,L = |||·|||m,0,L.
We conclude this section by introducing Sobolev spaces which we will use to study
the symbol classes ΣmL (G).
Definition 9.1.6 (Quasi-Sobolev Spaces). Suppose that L = (Lm)m∈R is a collection
of fractional quasi-Laplacians. For f ∈ C∞(G) and s ∈ R, let
||f ||HsL(G) := ||L
sf ||L2(G) .
For each s ∈ R, ||·||HsL(G) is a norm on C
∞(G) (which arises from the inner product
〈f, g〉HsL(G) = 〈L
sf,Lsg〉L2(G)). We let HsL (G) be the completion of C∞(G) with
respect to this norm.
9.2 Properties of Symbol Classes
In this section, we will study the basic properties of the symbol classes. In particular,
we will look at how vector fields, and difference operators act on symbol classes and
prove that the symbol classes form a graded algebra under matrix multiplication.
Throughout the section, in addition to using the notation presented at the start of
the chapter, we will assume L = (Lm)m∈R is a fixed admissible collection of fractional
179
Generalized Symbol Classes
quasi-Laplacians on G.
Proposition 9.2.1. Suppose that σA(x, ξ) ∈ Σm,sL (G) for some s ∈ R. Then for
µ ∈ NI0 and ν ∈ Nd0 we have that
4µXνσA(x, ξ) ∈ Σm−|µ|,sL (G) .
Proof. As 4µXνσA(x, ξ) = 4µ (XνσA(x, ξ)), we may treat the cases |µ| = 0 and
|ν| = 0 separately.
Suppose that |ν| = 0, that α ∈ NI0 and that β ∈ Nd0. Then 4αXβ 4µ σA(x, ξ) =
4α+µXβσA(x, ξ). Therefore∣∣∣∣∣∣4αXβ 4µ σA(x, ξ)∣∣∣∣∣∣(m−|µ|)−|α|,s,L ≤Mm,sα+µ,β,L (σA) .
So we have proven the case |ν| = 0.
Now suppose |µ| = 0. Note that there exists fγ ∈ C∞(G) for |γ| ≤ |β| + |ν| such
that XβXν =
∑
|γ|≤|β|+|ν| fγX
γ. Therefore
∣∣∣∣∣∣4αXβXνσA(x, ξ)∣∣∣∣∣∣m−|α|,s,L =
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
|γ|≤|ν|+|β|
fγ(x) (4αXγσA(x, ξ))
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
m−|α|,s,L
≤
∑
|γ|≤|ν|+|β|
(
sup
x∈G
|fγ(x)|
)
|||4αXγσA(x, ξ)|||m−|α|,s,L
≤
∑
|γ|≤|ν|+|β|
(
sup
x∈G
|fγ(x)|
)
Mm,sα,γ,L (σA) .
We are now ready for the main result of this section:
Theorem 9.2.2. Suppose that σA(x, ξ) ∈ Σm1L (G) and σB(x, ξ) ∈ Σm2L (G). Then
σA(x, ξ)σB(x, ξ) ∈ Σm1+m2L (G). Furthermore, for each α ∈ NI0 and β ∈ Nd0, there
exists a constant Cα,β > 0 (which also depends on L and (4Ξ)Ξ∈I), such that
Mm1+m2,sα,β,L (σA σB) ≤ Cα,β
∑
|α|≤|µ|+|ν|
|µ|,|ν|≤|α|
|γ|≤|β|
Mm1,sµ,γ,L (σA)M
m2,s+m1−|µ|
ν,β−γ,L (σB) . (9.4)
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Proof. Fix α ∈ NI0 and β ∈ Nd0. Observe by repeated application of the finite Leibniz
formula in Proposition 3.3.16, for difference operators arising from representations,
and the standard Leibniz formula for vector fields, that there exist integers (depending
only on G and the difference operators) Dµ,ν,γ,α,β for µ, ν ∈ NI0 and γ ∈ Nd0 with
|α| ≤ |µ| + |ν| and |µ|, |ν| ≤ |α| and |γ| ≤ |β|, such that if P,Q : C∞(G) → C∞(G)
are continuous linear operators, then (taking the sum over |µ|, |ν| ≤ |α| with |α| ≤
|µ|+ |ν|, and over |γ| ≤ |β| as above),
4αXβ (σP (x, ξ)σQ(x, ξ)) =
∑
µ,ν,γ
Dµ,ν,γ,α,β (4µXγσP (x, ξ))
(4νXβ−γσQ(x, ξ)) .
We now estimate
∣∣∣∣σLs(ξ) (4αXβ (σA(x, ξ)σB(x, ξ)))σL−(m1+m2+s−|α|)(ξ)∣∣∣∣op. In the
estimate the sums
∑
µ,ν,γ are for the range of µ, ν, γ mentioned earlier. In the final
line, we use Lemma 9.3.1, which tells us that ||σLt(ξ)||op <∞ for t ≤ 0 and the fact
that |α| ≤ |µ|+ |ν|. The estimate is as follows:
∣∣∣∣σLs(ξ) (4αXβ (σA(x, ξ)σB(x, ξ)))σL−(m1+m2−|α|)−s(ξ)∣∣∣∣op
≤
∑
µ,ν,γ
Dµ,ν,γ,α,β
∣∣∣∣σLs(ξ) (4µXγσA(x, ξ)) (4νXβ−γσB(x, ξ))σL−(m1+m2+s−|α|)(ξ)∣∣∣∣op
≤
∑
µ,ν,γ
Dµ,ν,γ,α,β ||σLs(ξ) (4µXγσA(x, ξ))σL−(m1−|µ|)−s(ξ)||op
× ∣∣∣∣σLs+(m1−|µ|)(ξ) (4νXβ−γσB(x, ξ))σL−(m1+m2+s−|α|)(ξ)∣∣∣∣op
≤
∑
µ,ν,γ
Dµ,ν,γ,α,βM
m1,s
µ,γ,L (σA)M
m2,s+m1−|µ|
ν,β−γ,L (σB) ||σL|α|−|µ|−|ν|(ξ)||op
≤ C ′α,β
∑
µ,ν,γ
Dµ,ν,γ,α,βM
m1,s
µ,γ,L (σA)M
m2,s+m1−|µ|
ν,β−γ,L (σB) .
So we have proven (9.4).
We conclude the discussion of the basic properties of these symbol classes by
examining their boundedness on the quasi-Sobolev spaces.
Theorem 9.2.3. Suppose that σA(x, ξ) ∈ ΣmL (G). Then A : HmL (G) → L2(G) is
bounded. Furthermore, there exists a constant C > 0 depending only on G such that
||A||HmL (G)→L2(G) ≤ C
 ∑
|α|≤κ(G)
Mm,00,α,L (σA)
 . (9.5)
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Proof. Observe that A : HmL (G) → L2(G) is bounded if and only if B := A ◦ L−m :
L2(G)→ L2(G) is bounded. Furthermore, we have the explicit estimate
||A||HmL (G)→L2(G) = ||B||L2(G)→L2(G) .
Now recall from Theorem 6.3.2 that there exists C > 0 depending only on G such
that
||B||L2(G)→L2(G) ≤ C
 ∑
|α|≤κ(G)
sup
(x,ξ)∈G×Gˆ
||Xαx σB(x, ξ)||op
 .
But as σB(x, ξ) = σA(x, ξ)σL−m(ξ),
C
 ∑
|α|≤κ(G)
sup
(x,ξ)∈G×Gˆ
||Xαx σB(x, ξ)||op

= C
 ∑
|α|≤κ(G)
sup
(x,ξ)∈G×Gˆ
||(Xαx σA(x, ξ))σL−m(ξ)||op

= C
 ∑
|α|≤κ(G)
Mm,00,α,L (σA)
 .
So we have proven (9.5).
9.3 The Symbol of the Quasi-Laplacian
In this section, we will study the symbol of the quasi Laplacian, σLm (ξ). The key
result is that σLm (ξ) ∈ ΣmL (G).
Lemma 9.3.1. If m ≤ 0, then sup[ξ]∈Gˆ ||σLm(ξ)||op <∞.
Proof. As Lm has x-independent σ-symbol, Theorem 2.7.4 tells us that ||σLm(ξ)||op =
||Lm||L2(G)→L2(G), which is finite by the assumption that Lm is an admissible fractional
quasi-Laplacian.
The following theorem gives us an important example of an operator with a symbol
in ΣmL (G), namely L
m.
Theorem 9.3.2. The symbol of Lm, σLm(ξ) is in Σ
m
L (G).
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Proof. Note that XβσLm(ξ) = 0 for |β| 6= 0. Therefore, we only need to prove that
there exist constants Mm,sα,0,L (σLm) > 0 such that
||σLs(ξ) (4ασLm(ξ))σL−(m+s−|α|)(ξ)||op ≤Mm,sα,0,L (σLm) .
By using the fact that operators which have x-independent symbols are left invariant
to apply Proposition 6.1.1, we have that
sup
[ξ]∈Gˆ
||σLs(ξ) (4ασLm(ξ))σL−(m−|α|)−s(ξ)||op = sup
[ξ]∈Gˆ
∣∣∣∣σLs◦(4αLm)◦L−(m+s−|α|) (ξ)∣∣∣∣op .
Now applying Theorem 2.7.4 we obtain
sup
[ξ]∈Gˆ
∣∣∣∣σLs◦(4αLm)◦L−(m−|α|)−s∣∣∣∣op = ∣∣∣∣Ls ◦ (4αLm) ◦ L−(m+s−|α|)∣∣∣∣L2(G)→L2(G) ,
which is finite by the assumption that Lm is an admissible fractional quasi-Laplacian.
The following is a simple but useful corollary of Proposition 9.3.2 and Theorem
9.2.2:
Corollary 9.3.3. If σA(x, ξ) ∈ Σm,sL (G), then for any t ∈ R, σA(x, ξ)σLt(ξ) ∈
Σm+t,sL (G). In particular, there exist constants Cs,t,α,β such that
Mm+t,sα,β,L (σA◦Lt) ≤ Cs,t,α,β
∑
|γ|≤|α|
|δ|≤|β|
Mm,sα,β,L (σA) . (9.6)
Remark 9.3.4. Note that by Proposition 6.1.1, this is equivalent to stating that if
A ∈ Op (Σm,sL (G)) then A ◦ Lt ∈ Op
(
Σm+t,sL (G)
)
.
Proof. This can be seen by noting that the estimates for Mm+t,sα,β,L (σA σLt) in Theorem
9.2.2 depend only on Mm,sγ,δ,L (σA) for |γ| ≤ |α| and |δ| ≤ |β|, on a constant Cα,β, and
on M t,rµ,ν (σLt(ξ)) for various µ, ν and r ∈ R.
The following corollary is more involved; In it, we prove that multipliers (in the
sense of multiplying two smooth functions together) are bounded operators on the
quasi-Sobolev spaces HsL (G) for each s ∈ R, and give an estimate for their operator
norm. We will use this estimate in Section 9.4 to study the action of difference
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operators on the quasi-Sobolev boundedness of operators and on the constants used
to define symbol classes.
Proposition 9.3.5. For s ∈ R, let ds be the smallest integer such that s − ds < 0.
Then there exists a constant Cs,L > 0 depending on G, κ(G) (the smallest integer
larger than d/2 where d is the dimension of G), s, and L, such that for f ∈ C∞(G)
||Mf ||HsL(G)→HsL(G) ≤ Cs,L ||f ||Hds+3κ(G)(G) .
Proof. Observe that ||Mf ||HsL(G)→HsL(G) = ||L
s ◦Mf ◦ L−s||L2(G)→L2(G). By Theorem
6.3.2, there exists a constant c > 0, depending only on G such that
∣∣∣∣Ls ◦Mf ◦ L−s∣∣∣∣L2(G)→L2(G) ≤ c ∑
|β|≤κ(G)
∣∣∣∣XβxσLs◦Mf◦L−s(x, ξ)∣∣∣∣op .
As σL−s(ξ) is left invariant, Proposition 6.1.1 tells us that
Xβx
(
σLs◦Mf◦L−s(x, ξ)
)
= Xβx
(
σLs◦Mf (x, ξ)σL−s(ξ)
)
= Xβx
(
σLs◦Mf (x, ξ)
)
σL−s(ξ).
Therefore, we must estimate
∣∣∣∣(Xβx (σLs◦Mf (x, ξ)))σL−s(ξ)∣∣∣∣op.
Recall equality (6.16) from Section 6.2.2, which states that
RAB (x, z) =
∫
G
RA (x, y) RB
(
xy−1, zy−1
)
dy.
As RMf (x, y) = f(x) δe(y), and as (4Ξ)Ξ∈I is strongly admissible, then by Taylor’s
Theorem (Theorem 3.2.12), there exist smooth functions Eα ∈ C∞(G×G) for α ∈
NI0, such that for any l ∈ N0,
σLs◦Mf (x, ξ) =
∫
G
∫
G
RLs (x, y) f(xy
−1) δe(zy−1) ξ(z)∗ dz dy
=
∫
G
RLs (x, y) f(xy
−1) ξ(y)∗ dy
=
∑
|α|<l
∫
G
RLs (x, y) q(y)
α(∂(α)f)(x) ξ(y)∗ dy
+
∑
|α|=l
∫
G
RLs (x, y) q(y)
αEα(x, y) ξ(y)
∗ dy
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=
∑
|α|<l
(∂(α)f)(x) (4ασLs(ξ)) +
∑
|α|=l
4Eα (4ασLs(ξ)) .
Therefore
(
XβxσLs◦Mf
)
(x, ξ) =
∑
|α|<l
(Xβ∂(α)f)(x) (4ασLs(ξ)) +
∑
|α|=l
4Eα,β (4ασLs(ξ)) .
Thus taking l = ds we obtain
∣∣∣∣Xβx (σLs◦Mf (x, ξ)σL−s(ξ))∣∣∣∣op
≤
∑
|α|<ds
(
sup
x∈G
∣∣(Xβ∂(α)x f) (x)∣∣) ||(4ασLs(ξ))σL−s(ξ)||op
+
∑
|α|=ds
∣∣∣∣4Eα,β (4ασLs(ξ))σL−s(ξ)∣∣∣∣op . (9.7)
Now note that as sup[ξ]∈Gˆ ||σL−|α|(ξ)||op < ∞, there exists a constant Cs,α > 0 such
that
||(4ασLs(ξ))σL−s(ξ)||op ≤ ||(4ασLs(ξ))σL−(s−|α|)(ξ)||op ||σL−|α|(ξ)||op ≤ Cs,α.
Then by applying Corollary 3.3.37, there exists a constant C0 ((Eα,β)x) such that
∣∣∣∣4Eα,β (4ασLs(x, ξ))∣∣∣∣op ≤ C0 (Eα,β) ||4ασLs(ξ)||op
≤ C0 (Eα,β) ||(4ασLs(ξ))σL−(s−|α|)(ξ)||op ||σLs−|α|(ξ)||op .
As |α| = ds > s, we therefore obtain that∣∣∣∣4Eα,β (4ασLs(x, ξ))∣∣∣∣op ≤ C ′s,αC0 ((Eα,β)x) .
Recall from Definition 3.3.27 that for q ∈ C∞(G×G), if qµx(y) := (Xµx q)(x, y), then
Ct (q) := max|µ|≤κ(G)
sup
x∈Mm
∣∣∣∣Mqµx ∣∣∣∣L(Ht(G),Ht(G)) .
But for t = 0, ∣∣∣∣Mqµx ∣∣∣∣L2(G)→L2(G) ≤ sup
y∈G
|(Xµx q)(x, y)| .
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So
C0 ((Eα,β)x) ≤ max|µ|≤κ(G) ||(X
µ
xEα,β)(x, y)||L∞(G) .
Therefore, as Eα,β is a derivative of order |β| of a term in the remainder of a Taylor
expansion of order |α|, then by using the Sobolev inequality
C0 ((Eα,β)x) ≤ C ′′
(
max
|µ|≤κ(G)
||(XµxEα,β)(x, y)||Hκ(G)(G)
)
≤ C ′ ||f ||H2κ(G)+|α|+|β|(G) .
(9.8)
Combining estimates (9.7) and (9.8) (for |β| ≤ κ(G) and |α| = ds) we obtain∣∣∣∣XβxσLs◦Mf (x, ξ)∣∣∣∣op ≤ Cs,L ||f ||Hds+3κ(G)(G) .
So we are done.
9.4 The Bounded Action of Difference Operators
In this section, we will make estimates identical to those in Sections 3.3.6 - 3.3.7. In
other words, we will show that difference operators do not destroy the boundedness
properties of an operator on quasi-Sobolev spaces, nor do they destroy the bounds
used to define symbol classes. The proofs of these estimates are more or less identical
to their counterparts in Sections 3.3.6 - 3.3.7.
As usual, we will use the notation discussed at the start of the chapter, whilst
L = (Lm)m∈R will be an admissible collection of fractional quasi-Laplacians.
9.4.1 Difference Operators and Quasi-Sobolev Boundedness
We begin by defining a constant similar to the constant Cs (q):
Definition 9.4.1. Let q ∈ C∞(G×G) and suppose that qαx (y) = (Xαx q)(x, y). Then
for s ∈ R we define
CLs (q) := max|α|≤κ(G)
sup
x∈G
∣∣∣∣Mqαx ∣∣∣∣HsL(G)→HsL(G) .
Note that CLs (q) may be estimated using Proposition 9.3.5.
Difference operators affect the bounds of operators on quasi-Sobolev spaces as
follows:
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Proposition 9.4.2. Suppose that q ∈ C∞(G×G) defines the difference operator Dq.
Then there exists a constant c, depending only on G, such that if A : C∞(G)→ C∞(G)
is a continuous linear operator then
||DqA||HmL (G)→L2(G) ≤ cC
L
m (q) ||A||HmL (G)→L2(G) .
The proof of this proposition is identical to the proof of Proposition 3.3.28.
9.4.2 Difference Operators and Symbol Bounds
We now examine the effect of difference operators on symbol bounds. It is important
to note that our estimates are restricted to the |||·|||m,0,L norms of symbols. However,
the simplification of symbol classes in Section 9.6 means that this restriction is not
particularly significant.
In the following proposition, for q ∈ C∞(G) we define CLs (q) := CLs (r), where
r(x, y) := q(xy−1).
Proposition 9.4.3. There exists a constant c > 0 depending only on G, such that if
A : C∞(G)→ C∞(G) is a continuous linear operator and q ∈ C∞(G), then for each
x ∈ G and m ∈ R,
||||4qσA(x)||||m,0,L ≤ cCLm (r) ||||σA(x)||||m,0,L . (9.9)
Proof. The proof is identical to that of Proposition 3.3.34, with the exception that
one must substitute ||||·||||m,0,L for ||||·||||m.
The following Corollary follows from Proposition 9.4.3 in exactly the same way as
Corollary 3.3.37 follows from Proposition 3.3.34.
Corollary 9.4.4. There exists a constant c > 0 depending only on G such that if
A : C∞(G) → C∞(G) is a continuous linear operator and q ∈ C∞(G×G), then for
each x ∈ G
||||4qσA(x)||||m,0,L ≤ c CLm (qx) ||||σA(x)||||m,0,L ,
where qu(y) := q(u, y
−1u) for u ∈ G.
Proposition 9.4.5. Suppose that D1, . . . ,Dr is a strongly admissible collection of
difference operators on G. Suppose that Dq is a difference operator of general type of
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order l on G. Then there exist constants cm for each m ∈ R, depending on Dq and L
such that
||||DqσA(x)||||m,0,L ≤ cm,l
∑
|α|=l
||||DασA(x)||||m,0,L
 .
Again, there are no differences in the proof of Proposition 3.3.38 and Proposition
9.4.5
The following corollary is the principal application of the material in this section.
Its proof is identical to that of Corollary 3.3.39.
Corollary 9.4.6. Let A : C∞(G) → C∞(G) be a continuous linear operator. Let
D1, . . . ,Dr be a strongly admissible collection of difference operators on G. For α ∈
Nr0, let Dα := D
α1
1 · · ·Dαrr . Then the following are equivalent:
1. For every difference operator Dq of general type of order l on G
sup
(x,ξ)∈G×Gˆ
||(DqσA(x, ξ))σLm−l(ξ)||op <∞.
2. For every α ∈ Nr0
sup
(x,ξ)∈G×Gˆ
||(DασA(x, ξ))σLm−|α|(ξ)||op <∞.
9.5 Asymptotic Formulae for the Adjoint
The aim of this section is to introduce an asymptotic formula for the symbol of the
adjoint of an operator in Σm,0L (G).
In this section, we will take 4˜1 = 4q1 , · · · , 4˜d+1 = 4qd+1 to be the strongly
admissible collection of difference operators corresponding to the functions q1, . . . , qd+1
described in Proposition 9.5.1. These are different to the difference operators (4Ξ)Ξ∈I
which were described in the introduction to this chapter.
As usual, we will use the notation discussed at the start of the chapter and will
take L = (Lm)m∈R to be an admissible collection of fractional quasi-Laplacians.
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9.5.1 Preliminary Taylor Calculation
We begin by examining a Taylor series expansion for symbols. In the following, recall
that G is of dimension d.
Theorem 9.5.1. There exists a strongly admissible collection of difference functions
q1, . . . , qd+1 ∈ C∞(G) and left invariant partial differential operators ∂(α) for α ∈ Nd+10
such that the following holds:
Suppose σA(x, ξ) ∈ Σm,sL (G) for some fixed m, s ∈ R. Then for each α ∈ Nd+10
and for each x ∈ G there exists Aα,x ∈ Op (Σm,sL (G)) such that the following following
formula holds:
σA(xu
−1, ξ) =
∑
|α|<l
qα(u)
(
∂(α)σA(x, ξ)
)
+
∑
|α|=l
qα(u)σAα,x(xu
−1, ξ). (9.10)
Furthermore, for each α ∈ Nd+10 , γ ∈ Nl0 and δ ∈ Nd0, there exists a constant C|α|,γ,δ >
0 independent of A and u ∈ G, such that for each u ∈ G,
Mm,sγ,δ,L
(
σAα,u
) ≤ C|α|,γ,δ
 ∑
|µ|≤|α|+|δ|
Mm,sγ,µ,L (σA)
 . (9.11)
Remark 9.5.2. On the level of convolution kernels, we have that
RA
(
xu−1, y
)
=
∑
|α|<l
qα(u)RA (x, y) +
∑
|α|=l
qα(u)RAα,x
(
xu−1, y
)
. (9.12)
The equivalence of (9.10) and (9.12) can be seen by applying the Fourier and inverse
Fourier transform.
Proof. The proof is identical to that of Proposition 8.2.1, except that we use replace
the definition of ||·||m,ξ with ||·||m,s,ξ,L.
9.5.2 The Adjoint
We now obtain an asymptotic formula for the symbol of the adjoint of an operator
in Σm,0L (G).
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Theorem 9.5.3 (Asymptotic Formula for the Adjoint). Suppose that σA(x, ξ) ∈
Σm,0L (G). Then σA∗(x, ξ) ∈ Σm,0L (G). Furthermore,
σA∗(x, ξ) ∼
∑
α∈Nd+10
4˜α∂(α)x σA(x, ξ)∗. (9.13)
Here the asymptotic expansion is to be interpreted as follows: For each l ∈ N0,
σA∗(x, ξ)−
∑
|α|<l
4˜α∂(α)x σA(x, ξ)∗ ∈ Σm−l,0L (G) . (9.14)
Remark 9.5.4. In the next section, we will use this formula to prove that Σm,0L (G) =
ΣmL (G). Therefore, the restriction of the statement to symbols in Σ
m,0
L (G) is imma-
terial. We will highlight in the proof where we make use of the fact that s = 0.
Proof. If (9.14) holds, then σA∗(x, ξ) ∈ Σm,0L (G). Therefore, we focus on proving
(9.14).
Recall from Lemma 6.2.2 that
RA∗ (x, y) = RA (xy−1, y−1).
Now note by Proposition 9.5.1 that
RA∗ (x, y) =
∑
|α|<l
(
∂
(α)
x RA
)
(x, y−1) qα(y) +
∑
|α|=l
RAα,x (xy
−1, y−1) qα(y).
where
Mm,0γ,δ,L
(
σAα,u
) ≤ C|α|,γ,δ
 ∑
|µ|≤|α|+|δ|
Mm,0γ,µ,L (σA)
 .
By taking the Fourier transform with respect to y, we obtain that
σA∗(x, ξ)−
∑
|α|<l
4˜α∂(α)x σA(x, ξ)∗ =
∑
|α|=l
4˜ασAα,x(x, ξ).
Therefore,
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∣∣∣∣∣∣
∣∣∣∣∣∣4µXν
σA∗(x, ξ)−∑
|α|<l
4˜α∂(α)x σA(x, ξ)∗
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
m−l−|µ|,0,L
≤
∑
|α|=l
∣∣∣∣∣∣∣∣∣4µXν4˜ασAα,x(x, ξ)∣∣∣∣∣∣∣∣∣
m−l−|µ|,0,L
.
We now use the assumption s = 0. As the collection of difference operators (4Ξ)Ξ∈I
is strongly admissible, by Proposition 9.4.5 there exists a constant cm,α, such that∣∣∣∣∣∣∣∣∣4µXν4˜ασAα,x(x, ξ)∣∣∣∣∣∣∣∣∣
m−l−|µ|,0,L
≤ cm,α
∑
|γ|=|α|
∣∣∣∣∣∣4µ+γXνσAα,x(x, ξ)∣∣∣∣∣∣m−l−|µ|,0,L .
But by (9.11),
∣∣∣∣∣∣4µ+γXνσAα,x(x, ξ)∣∣∣∣∣∣m−l−|µ|,0,L ≤ C|α|,µ+γ,ν
 ∑
|$|≤|α|+|ν|
Mm,0µ+γ,$,L (σA)
 .
By combining these estimates, we are done.
The following corollary provides quantitative bounds on the error term in the
asymptotic expansion:
Corollary 9.5.5. There exists constants cm,l independent of A (although depending
on (4Ξ)Ξ∈I and L) such that
Mm−lµ,ν,L
σA∗(x, ξ)−∑
|α|<l
4˜α∂(α)x σA(x, ξ)∗
 ≤ cm,l
 ∑
|γ|=l
|δ|≤l+|ν|
Mm,0µ+γ,δ,L (σA)
 .
Proof. This error bounds are proven in the course of proving Theorem 9.5.3.
Corollary 9.5.6. Suppose that σA(x, ξ) ∈ Σm,0L (G). Then σA(x, ξ)∗ ∈ Σm,0L (G).
Furthermore
Mm,0α,β,L (σA∗) ≤ c′m,l
 ∑
|γ|≤1
|δ|≤1+|ν|
Mm,0α+γ,δ,L (σA)
 .
Proof. Observe that σA∗(x, ξ) ∈ Σm,0L (G) and that σA∗(x, ξ)−σA(x, ξ)∗ ∈ Σm−1,0L (G).
Therefore σA(x, ξ)
∗ ∈ Σm,0L (G). Now, applying the error estimate from Corollary
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9.5.5, we obtain:
Mm,0α,β,L (σA∗(x, ξ)) ≤Mm,0α,β,L (σA∗(x, ξ)− σA(x, ξ)∗) +Mm,0α,β,L (σA(x, ξ)∗)
≤ cm,l
 ∑
|γ|=1
|δ|≤1+|ν|
Mm,0µ+γ,δ,L (σA)
+Mm,0α,β,L (σA(x, ξ)∗)
≤ c′m,l
 ∑
|γ|≤1
|δ|≤1+|ν|
Mm,0µ+γ,δ,L (σA)
 .
We conclude this section by giving an application of the previous corollary to
obtain further estimates on the Sobolev boundedness of operators in Σm,0L (G).
Proposition 9.5.7. Suppose that σA(x, ξ) ∈ Σm,0L (G). Then for each s ∈ R, there
exists a constant Cm,s > 0 such that
||A||L(Hm+sL (G),HsL(G)) ≤ Cm,s
 ∑
|γ|≤2
|δ|≤2+κ(G)
Mm,0γ,δ,L (σA)
 .
Proof. Observe by Corollary 9.5.6 that
Mm+s,0α,β,L (σL−s◦A(x, ξ)) ≤ cm,s
 ∑
|γ|≤1
|δ|≤1+|β|
Mm+s,0α+γ,δ,L (σA∗◦L−s)
 .
But by applying estimate (9.6), we obtain that
∑
|γ|≤1
|δ|≤1+|β|
Mm+s,0α+γ,δ,L (σA∗◦L−s) ≤ c′m,s
 ∑
|γ|≤1
|δ|≤1+|β|
Mm,0α+γ,δ,L (σA∗)
 .
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So by applying Corollary 9.5.6 again we obtain
Mm+s,0α,β,L (σL−s◦A(x, ξ)) ≤ c′′m,s
 ∑
|γ|≤2
|δ|≤2+|β|
Mm,0α+γ,δ,L (σA)
 .
Therefore, by applying Theorem 9.2.3, we obtain
||A||L(Hm+sL (G),HsL(G)) =
∣∣∣∣L−s ◦ A∣∣∣∣L(Hm+sL (G),L2(G))
≤ C
 ∑
|α|≤κ(G)
Mm+s,00,α,L (σL−s◦A)
 ≤ Cc′′m,s
 ∑
|γ|≤2
|δ|≤2+κ(G)
Mm,0γ,δ,L (σA)
 .
So we have proven the estimate.
9.6 Simplification of Symbol Classes
We now interrupt our construction of a symbolic calculus to simplify the definition
of our symbol classes.
Theorem 9.6.1. For each m ∈ R, ΣmL (G) = Σm,0L (G).
Proof. Observe that if we can prove that
σLs(ξ)
(4αXβσA(x, ξ))σL−(m−|α|)−s(ξ) ∈ Σ0,0L (G)
for each σA(x, ξ) ∈ Σm,0L (G), s ∈ R, α ∈ NI0 and ν ∈ Nd0, then we are done.
Suppose that σA(x, ξ) ∈ Σm,0L (G). Note by Proposition 9.2.1 and Corollary 9.3.3,
that (4αXβσA(x, ξ))σL−(m−|α|)−s(ξ) ∈ Σ−s,0L (G) .
So we are reduced to proving that if σA(x, ξ) ∈ Σ−s,0L (G), then σLs(ξ)σA(x, ξ) ∈
Σ0,0L (G).
Now note by Corollary 9.5.6 that σA(x, ξ)
∗ ∈ Σ−s,0L (G). Thus σA(x, ξ)∗σLs(ξ) ∈
Σ0,0L (G). But by Corollary 9.5.6 again, σLs(ξ)
∗σA(x, ξ) ∈ Σ0,0L (G). But as Ls is self
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adjoint and left invariant, then by equality (6.5) we have that σLs(ξ)
∗ = σLs(ξ). So
we have proven the theorem.
9.6.1 Alternative Characterizations
We now use this simplification of the symbol classes to give alternative characteriza-
tions of our symbol classes.
Theorem 9.6.2. Suppose that D1, . . . ,Dl is a strongly admissible collection of differ-
ence operators. Suppose that for each α ∈ Nl0 and β ∈ Nd0 that there exists a constant
Mmα,β,D,L (σA) > 0 such that∣∣∣∣∣∣DαXβσA(x, ξ)∣∣∣∣∣∣m−|α|,L ≤Mmα,β,D,L (σA) .
Then for every difference operator Dq of order k and every partial differential operator
D,
|||DqDx σA(x, ξ)|||m−k,L <∞.
Proof. Suppose that Dq is a difference operator of general type of order k and that D is
a partial differential operator. Firstly, note that there exists there exists fγ ∈ C∞(G)
for |γ| ≤ deg(D), such that D = ∑|γ|≤deg(D) fγXγ. Therefore
|||DqDxσA(x, ξ)|||m−k,L ≤
∑
|γ|≤deg(D)
|||DqfγXγσA(x, ξ)|||m−k,L
≤
∑
|γ|≤deg(D)
||fγ||∞ |||DqXγσA(x, ξ)|||m−k,L .
Therefore, we must prove that |||DqXγσA(x, ξ)|||m−k,L < ∞ for each γ ∈ Nd0. But as
|||DαXγσA(x, ξ)|||m−|α|,L <∞ for every α ∈ Nl0, this is true by Corollary 9.4.6.
Corollary 9.6.3. We may use any strongly admissible collection of difference oper-
ators and any global frame of vector fields to define ΣmL (G).
Corollary 9.6.4. Suppose that Dx is a partial differential operator and that Dq is
a difference operator of order k. Then, if σA(x, ξ) ∈ ΣmL (G), then DqDxσA(x, ξ) ∈
Σm−kL (G).
194
Generalized Symbol Classes
Proof. By noting that DqDxσA(x, ξ) = Dq (DxσA(x, ξ)), we may restrict our attention
to the cases where either Dq = Id or Dx = Id.
Firstly, note that if α ∈ NI0 and β ∈ Nd0, then by Theorem 9.6.2,∣∣∣∣∣∣4αXβDxσA(x, ξ)∣∣∣∣∣∣m−|α|,L <∞.
Therefore DxσA(x, ξ) ∈ ΣmL (G).
Now suppose that Dx = Id and Dq is of order k. Then by Lemma 5.2.8 there exist
difference operators D˜j of order k for 1 ≤ j ≤ n for some n and βj ∈ Nd0 such that
AdβX DqA =
n∑
j=1
Dj Ad
βj
X A.
Therefore
∣∣∣∣∣∣DαXβDqσA(x, ξ)∣∣∣∣∣∣m−k−|α|,L = ∣∣∣∣∣∣∣∣∣DασAdβX DqA(x, ξ)∣∣∣∣∣∣∣∣∣m−k−|α|,L
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
n∑
j=1
Dασ
D˜j Ad
βj
X A
(x, ξ)
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
m−k−|α|,L
≤
n∑
j=1
∣∣∣∣∣∣∣∣∣DαD˜jXγσA(x, ξ)∣∣∣∣∣∣∣∣∣
m−k−|α|,L
.
But by Theorem 9.6.2, |||DαDjXγσA(x, ξ)|||m−k−|α|,L <∞. So we are done.
We now present an alternative characterization of the symbol class:
Theorem 9.6.5. The following are equivalent:
1. σA(x, ξ) ∈ ΣmL (G).
2. For any α ∈ NI0 and β ∈ Nd0, there exists a constant M˜mα,β,L (σA) > 0 such that∣∣∣∣4αXβ (σA(x, ξ)σL−(m−|α|)(ξ))∣∣∣∣op ≤ M˜mα,β,L (σA) .
3. For any difference operator Dq of order k, and any partial differential operator
D, there exists a constant C > 0 such that for every (x, ξ) ∈ G× Gˆ
||DqDx (σA(x, ξ)σL−(m−k)(ξ))||op ≤ C.
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4. For any difference operator Dq of order k, and any partial differential operator
D, there exists a constant C > 0 such that for every (x, ξ) ∈ G× Gˆ
||(DqDxσA(x, ξ)) σL−(m−k)(ξ)||op ≤ C.
Proof. We tackle various implications individually.
(1) =⇒ (2): Observe by Corollary 9.3.3 that σA(x, ξ)σL−(m−|α|)(ξ) ∈ Σ|α|L (G). There-
fore ∣∣∣∣4αXβ (σA(x, ξ)σL−(m−|α|)(ξ))∣∣∣∣op ≤M |α|α,β,L (σA σL−(m−|α|)) .
(2) =⇒ (3): Observe that there exists fγ ∈ C∞(G) for |γ| ≤ deg(D), such that
D =
∑
|γ|≤deg(D) fγ(x)X
γ. Therefore
||DqDx (σA(x, ξ)σL−(m−k)(ξ))||op
≤
∑
|γ|≤deg(D)
(
sup
x∈G
|fγ(x)|
)
||DqXγx (σA(x, ξ)σL−(m−k)(ξ))||op
≤ CD
∑
|γ|≤deg(D)
||Dq (Xγx (σA(x, ξ))σL−(m−k)(ξ))||op .
Now note that for all |µ| = k that by assumption,
sup
[ξ]∈Gˆ
||4µ (Xγx (σA(x, ξ))σL−(m−k)(ξ))||op ≤ Cµ
Therefore, by Proposition 9.4.5
||Dq (Xγx (σA(x, ξ))σL−(m−k)(ξ))||op ≤ Ck
∑
|µ|=k
Cµ.
So we have proven that (2) =⇒ (3).
(3) =⇒ (4): Firstly, note that
DqDx (σA(x, ξ)σL−(m−k)(ξ)) = Dq ((Dx σA(x, ξ)) σL−(m−k)(ξ)) .
Therefore, we only need prove the implication for D = Id.
Consider the following statement:
196
Generalized Symbol Classes
“For any α ∈ NI0 with |α| ≤ l,
||4α (σA(x, ξ)) σL−(m−|α|)(ξ)||op ≤ C.”
Suppose that the statement holds for all l ∈ NI0. Then σA(x, ξ) satisfies the require-
ments of the second equivalent statement of Corollary 9.4.6. But (4) is the first
equivalent statement of Corollary 9.4.6. So we only need prove that if σA(x, ξ) sat-
isfies the requirements of (3), then the statement holds for all l ∈ N0. (In actual
fact, we will only use that σA(x, ξ) satisfies the requirements of (3) for the difference
operators 4α, where α ∈ NI0.)
Suppose that σA satisfies the requirements of (3). Then the statement holds for
l = 0 trivially. Now suppose that σA satisfies the requirements of (3) and that the
statement holds for l = N . Suppose that |α| = N + 1. Let
Jα1 =
{
(µ, ν) ∈ NI0 × NI0 | |µ|, |ν| ≤ N, |µ|+ |ν| ≥ N + 1
}
,
Jα2 =
{
(µ, ν) ∈ NI0 × NI0 | |µ| = |ν| = N + 1
}
.
Note for (µ, ν) ∈ Jα1 , |µ| ≤ N and |µ| + |ν| ≥ N + 1 implies that |ν| ≥ 1. Now, by
repeated application of the Leibniz formula in Proposition 3.3.16, there exist integers
Cµ,ν,α for µ, ν ∈ Jα1 ∪ Jα2 such that
4α (σA(x, ξ)σL−(m−|α|)(ξ)) = 4α (σA(x, ξ))σL−(m−|α|)(ξ)
+
∑
(µ,ν)∈Jα1 ∪Jα2
Cµ,ν,α (4µσA(x, ξ)) (4νσL−(m−|α|)(ξ)) .
It is clear how to obtain an expression for4α (σA(x, ξ))σL−(m−|α|)(ξ) from the previous
equality. We now estimate this expression. Observe by assumption that
sup
(x,ξ)∈G×Gˆ
||4α (σA(x, ξ)σL−(m−|α|)(ξ))||op <∞.
We now estimate the terms corresponding to (µ, ν) ∈ Jα1 ,
||(4µσA(x, ξ)) (4νσL−(m−|α|)(ξ))||op ≤ ||(4µσA(x, ξ))σL−(m−|µ|)(ξ)||op
× ||σLm−|α|+|ν|(ξ) (4νσL−(m−|α|)(ξ))||op
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× ||σL|α|−|µ|−|ν|(ξ)||op .
Note that |µ| ≤ N for (µ, ν) ∈ Jα1 . Therefore, by the inductive assumption,
sup
(x,ξ)∈G×Gˆ
||(4µσA(x, ξ))σL−(m−|µ|)(ξ)||op <∞.
As 4νσL−(m−|α|)(ξ) ∈ Σ−(m−|α|)−|ν|L (G)
sup
[ξ]∈Gˆ
||σLm−|α|+|ν|(ξ) (4νσL−(m−|α|)(ξ))||op <∞.
Furthermore, by Lemma 9.3.1, sup[ξ]∈Gˆ ||σL|α|−|µ|−|ν|(ξ)||op <∞. Thus for (µ, ν) ∈ Jα1 ,
sup
(x,ξ)∈G×Gˆ
||(4µσA(x, ξ)) (4νσL−(m−|α|)(ξ))||op <∞.
So we have estimated the terms corresponding to (µ, ν) ∈ Jα1 .
For (µ, ν) ∈ Jα2 ,
||(4µσA(x, ξ)) (4νσL−(m−|α|)(ξ))||op ≤ ||(4µσA(x, ξ))σL−(m−N)(ξ)||op
× ||σL(m−N)(ξ) (4νσL−(m−|α|)(ξ))||op .
As
sup
(x,ξ)∈G×Gˆ
∣∣∣∣(4βσA(x, ξ))σL−(m−|β|)(ξ)∣∣∣∣op <∞
for β ∈ NI0 with |β| ≤ N , by applying Corollary 9.4.4 we have that
sup
(x,ξ)∈G×Gˆ
||(4µσA(x, ξ))σL−(m−N)(ξ)||op <∞.
Furthermore
||(4νσL−(m−|α|)(ξ))σLm−N (ξ)||op ≤ ||σLm−|α|+|ν|(ξ) (4νσL−(m−|α|)(ξ))||op
× ||σL|α|−N−|ν|(ξ)||op .
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Next, as 4νσL−(m−|α|)(ξ) ∈ Σ−(m−|α|)−|ν|L (G),
sup
[ξ]∈Gˆ
||(4νσL−(m−|α|)(ξ))σLm−|α|+|ν|(ξ)||op <∞.
Moreover, as |α| −N − |ν| = −N < 0, then by Lemma 9.3.1,
sup
[ξ]∈Gˆ
||σL|α|−N−|ν|(ξ)||op <∞.
Therefore for (µ, ν) ∈ Jα2
sup
(x,ξ)∈G×Gˆ
||(4µσA(x, ξ)) (4νσL−(m−|α|)(ξ))||op <∞.
Combining these estimates, we obtain
sup
(x,ξ)∈G×Gˆ
||4α (σA(x, ξ))σL−(m−|α|)(ξ)||op <∞.
Therefore the statement holds for l = N + 1. Therefore, by induction, it holds for all
l ∈ N0. So we have proven (3) =⇒ (4).
(4) =⇒ (1): As 4α is a difference operators of order |α| and Xβ is a partial
differential operator, it is clear that (1) is a special case of (4).
9.7 Asymptotic Formulae for Composition
In this section, we return to the task of developing symbolic calculus for our symbol
classes. Obtaining an asymptotic formula for the symbol of the composition of two
operators is significantly more difficult than obtaining a formula for the adjoint of an
operator.
In the following, we will define 4˜1 := 4q1 , · · · , 4˜d+1 := 4qd+1 , where q1, . . . , qd+1
are the smooth functions discussed in Proposition 9.5.1, and ∂(α) are the associated left
invariant partial differential operators. We will also take (4Ξ)Ξ∈I to be the strongly
admissible collection of difference operators, which are used to define ΣmL (G) for each
m ∈ R. As usual, we will write 4˜α := 4˜α11 · · · 4˜
αd+1
d+1 for α ∈ Nd+10 .
Theorem 9.7.1. Suppose that σA(x, ξ) ∈ Σm1L (G) and σB(x, ξ) ∈ Σm2L (G). Then
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there exists partial differential operators ∂(α) on G for α ∈ Nd+10 such that
σA◦B(x, ξ) ∼
∑
α∈Nd+10
(
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
)
.
Here, the asymptotic expansion means
σA◦B(x, ξ)−
∑
|α|<l
(
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
) ∈ Σm1+m2−lL (G) . (9.15)
Proof. We will break this proof down into a number of separate steps.
Step 1: In this step, we will use Proposition 9.5.1 to establish a formula for
σA◦B(x, ξ)−
∑
|α|<l
(
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
)
.
Recall equality (6.16) from Chapter 6.2.2, which states that
RA◦B (x, z) =
∫
G
RA (x, y)RB
(
xy−1, zy−1
)
dy.
Now, applying Proposition 9.5.1,
RA◦B (x, z) =
∑
|α|<l
∫
G
RA (x, y) q
α(y) ∂(α)x RB
(
x, zy−1
)
dy
+
∑
|α|=l
∫
G
RA (x, y) q
α(y)RBα,x
(
xy−1, zy−1
)
dy
=
∑
|α|<l
∫
G
R4˜αA (x, y) ∂
(α)
x RB
(
x, zy−1
)
dy
+
∑
|α|=l
∫
G
R4˜αA (x, y)RBα,x
(
xy−1, zy−1
)
dy
=
∑
|α|<l
∫
G
R4˜αA (x, y) ∂
(α)
x RB
(
x, zy−1
)
dy
+
∑
|α|=l
R4˜αA◦Bα,x (x, z) .
200
Generalized Symbol Classes
Therefore, on the level of symbols, we have proven that
σA◦B(x, ξ) =
∑
|α|<l
(
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
)
+
∑
|α|=l
σ(4˜αA)◦Bα,x(x, ξ)
where
Mmγ,δ,L
(
σBα,u
) ≤ C|α|,γ,δ
 ∑
|µ|≤|α|+|δ|
Mmγ,µ,L (σB)
 (9.16)
for each u ∈ G.
Step 2: In this step we will prove that (9.15) holds if we can prove for each A ∈
Op (Σm1L (G)) and B ∈ Op (Σm2L (G)), that∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣Dµ
σA◦B (x)−∑
|α|<l
(
4˜ασA (x)
) (
∂(α)x σB (x)
)∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
m1+m2−|µ|
<∞.
As X is right invariant, by Corollary 6.1.4, XxσA◦B(x, ξ) = σAdX(A◦B)(x, ξ). But
AdX(A ◦B) = [X,A ◦B] (9.17)
= X ◦ A ◦B − A ◦B ◦X
= X ◦ A ◦B − A ◦X ◦B + A ◦X ◦B − A ◦B ◦X
= (AdX A) ◦B + A ◦ (AdX B),
and so
XxσA◦B(x, ξ) = σ(AdX A)◦B(x, ξ) + σA◦(AdX B)(x, ξ). (9.18)
Note for later that for operators P,Q : C∞(G) → C∞(G), one may extend the first
order Leibniz-type formulae AdX(P ◦Q) = (AdX P ) ◦Q+P ◦ (AdX Q) and equation
(9.18) to the following higher order Leibniz formula in the usual way:
AdαX(P ◦Q) =
∑
|β|≤|α|
(
α
β
)
(AdβX P ) ◦ (Adα−βX Q), (9.19)
Xαx σP◦Q(x, ξ) = σAdαX(P◦Q)(x, ξ) =
∑
|β|≤|α|
(
α
β
)
σ(AdβX P )◦(Adα−βX Q)(x, ξ). (9.20)
Returning to our original argument, by the Leibniz formula (and again using
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Corollary 6.1.4),
Xx
((
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
))
=
(
4˜αXxσA(x, ξ)
) (
∂(α)x σB(x, ξ)
)
+
(
4˜ασA(x, ξ)
) (
Xx∂
(α)
x σB(x, ξ)
)
=
(
4˜ασAdX A(x, ξ)
) (
∂(α)x σB(x, ξ)
)
+
(
4˜ασA(x, ξ)
) (
Xx∂
(α)
x σB(x, ξ)
)
.
As X is right invariant and ∂(α) is left invariant, by Corollary 6.1.2, X ∂(α) = ∂(α)X.
Therefore,
Xx∂
(α)
x σB(x, ξ) = ∂
(α)
x XxσB(x, ξ) = ∂
(α)
x σAdX B(x, ξ).
Thus
Xx
((
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
))
=
(
4˜ασAdX A(x, ξ)
) (
∂(α)x σB(x, ξ)
)
+
(
4˜ασA(x, ξ)
) (
∂(α)x σAdX B(x, ξ)
)
. (9.21)
Consequently, applying (9.20), and extending (9.21) to a higher order Leibniz
formula in the usual manner,∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣DµXν
σA◦B(x, ξ)−∑
|α|<l
(
4˜ασA(x, ξ)
) (
∂(α)x σB(x, ξ)
)∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
m1+m2−l−|µ|
≤
∑
|γ|≤|ν|
(
ν
γ
) ∣∣∣∣∣∣∣∣∣Dµ (σ(AdγX A)◦(Adµ−γX B)(x, ξ)
−
∑
|α|<l
(
4˜ασAdγX A(x, ξ)
) (
∂(α)x σAdν−γX B
(x, ξ)
)∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
m1+m2−l−|µ|
.
By Proposition 9.2.1, if σP (x, ξ) ∈ ΣsL (G), then σAdγX P (x, ξ) ∈ ΣsL (G) for each γ ∈
Nd+10 . Therefore we are reduced to proving the statement at the start of this step.
Step 3: As
σA◦B (x)−
∑
|α|<l
(
4˜ασA (x)
) (
∂(α)x σB (x)
)
=
∑
|α|=l
σ(4˜αA)◦Bα,x(x, ξ),
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if we can prove that for each α ∈ Nd+10 and each µ ∈ NI0, that there exists a constant
Cα,µ, such that for each u ∈ G,∣∣∣∣∣∣∣∣∣Dµσ(4˜αA)◦Bα,u(x, ξ)∣∣∣∣∣∣∣∣∣m1+m2−|µ|−l ≤ Cα,µ
then we are done.
Let D1, . . . ,Dd be a strongly admissible collection of o-type difference operators.
It is important that we use o-type difference operators in order to be able to use
formula (3.15) in Step 4. Suppose for each γ ∈ Nd0 that there exists C ′γ, independent
of u such that ∣∣∣∣∣∣∣∣∣Dγσ(4˜αA)◦Bα,u(x, ξ)∣∣∣∣∣∣∣∣∣m1+m2−|γ| ≤ C ′γ.
Then by applying Proposition 9.4.5, for each µ ∈ NI0, there exists Cµ (which is
independent of u ∈ G) such that∣∣∣∣∣∣∣∣∣4µσ(4˜αA)◦Bα,u(x, ξ)∣∣∣∣∣∣∣∣∣m1+m2−|µ| ≤ Cµ.
So if we can prove such a C ′γ > 0 exists for each γ ∈ Nd0, then we are done. This
is the content of step 4.
Step 4: To simplify notation, throughout this step, we will write Aα := (4˜αA). By
extending Leibniz formula (3.15) for powers of difference operators we have that
Dγ
(
σAα◦Bα,u(x, ξ)
)
=
∑
|δ|≤|γ|
(
γ
δ
)(
σ(DδAα)◦(Dγ−δBα,u)(x, ξ)
)
.
Therefore
∣∣∣∣∣∣DγσAα◦Bα,u(x, ξ)∣∣∣∣∣∣m1+m2−|γ| ≤ ∑
|δ|≤|γ|
(
γ
δ
) ∣∣∣∣∣∣σ(DδAα)◦(Dγ−δBα,u)(x, ξ)∣∣∣∣∣∣m1+m2−|γ| .
So we are reduced to proving there exists C ′γ,δ > 0 for each δ, γ ∈ Nd0 with |δ| ≤ |γ|
such that ∣∣∣∣∣∣σ(DδAα)◦(Dγ−δBα,u)(x, ξ)∣∣∣∣∣∣m1+m2−|γ| ≤ C ′γ,δ.
Next, by applying Theorem 6.3.3 in the third line, and using (9.19) in the fourth line,
we have that
203
Generalized Symbol Classes
sup
(x,ξ)∈G×Gˆ
∣∣∣∣(σ(DδAα)◦(Dγ−δBα,u)(x, ξ))σL−(m1+m2−|γ|)(ξ)∣∣∣∣op
= sup
(x,ξ)∈G×Gˆ
∣∣∣∣∣∣σ((DδAα)◦(Dγ−δBα,u))◦L−(m1+m2−|γ|)(x, ξ)∣∣∣∣∣∣op
≤ C
∑
||≤d+1
∣∣∣∣AdX ((DδAα) ◦ (Dγ−δBα,u)) ◦ L−(m1+m2−|γ|)∣∣∣∣L2(G)→L2(G)
= C
∑
||≤d+1
∣∣∣∣AdX ((DδAα) ◦ (Dγ−δBα,u))∣∣∣∣Hm1+m2−|γ|L (G)→L2(G)
≤ C
∑
||≤d+1
∑
|$|≤||
(

$
) ∣∣∣∣(Ad$X DδAα) ◦ (Ad−$X Dγ−δBα,u)∣∣∣∣Hm1+m2−|γ|L (G)→L2(G) .
We now need to prove that there exists a constant C ′$,δ,,γ > 0 such that∣∣∣∣((Ad$X DδAα) ◦ (Ad−$X Dγ−δBα,u))∣∣∣∣Hm1+m2−|γ|L (G)→L2(G) ≤ C ′$,δ,,γ.
Let N1 = |γ| + 2 and N2 = d + 3 + κ(G). Then by Theorem 9.2.3 (and bearing in
mind that N1, N2 are slightly bigger than necessary in this estimate),∣∣∣∣Ad$X DδAα∣∣∣∣Hm1−|δ|L (G)→L2(G) ≤ C ∑|σ|≤N1
|τ |≤N2
Mm1σ,τ,L (σAα) ,
and by Proposition 9.5.7,
∣∣∣∣Ad−$X Dγ−δBα,u∣∣∣∣Hm1+m2−|γ|L (G)→Hm1−|δ|L (G) ≤ C ∑|σ|≤N1
|τ |≤N2
Mm2σ,τ,L
(
σBα,u
)
.
Therefore, taking
C ′$,δ,,γ = C
 ∑
|σ|≤N1
|τ |≤N2
Mm1σ,τ,L (σAα)

 ∑
|σ|≤N1
|τ |≤N2
Mm2σ,τ,L
(
σBα,u
)
we are done.
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9.8 Conjectured Application
We conclude this chapter by presenting a series of conjectures, which if true would
provide a wide range of applications for the material discussed in this chapter to the
setting of homogeneous spaces.
In the following
LmG/H :=
(
L#G/H
)m/2
and LG/H :=
(
LmG/H
)
m∈R ,
whilst
||f ||Hm
G/H
(G) :=
∣∣∣∣LmG/Hf ∣∣∣∣L2(G) .
We begin by introducing the first conjecture:
Conjecture 9.8.1. If Dq is a difference operator of order k, then DqLmG/H is bounded
Hm−kG/H (G)→ L2(G).
Proposition 9.8.2. The following two statements are equivalent:
(1) Conjecture 9.8.1 holds
(2) LG/H is a collection of fractional quasi-Laplacians.
Proof. Suppose that (2) holds. Suppose Dq is a difference operator of order k. Then
Dq
(
LmG/H
)
∈ Σm−kL (G). But operators in Σm−kL (G) are bounded from Hm−kG/H (G) to
L2(G). So we have proven (2) =⇒ (1).
Now suppose that Conjecture 9.8.1 holds. Recall that LmG/H is a self adjoint,
left invariant continuous linear operator for each m ∈ R, that L0G/H = Id and that
LsG/HL
t
G/H = L
s+t
G/H for s, t ∈ R. Furthermore, if Dq is a difference operator of order
k, then Dq
(
LmG/H
)
◦ L−(m−k)G/H is bounded on L2(G) by the assumption of Conjecture
9.8.1. Recall from Proposition 2.11.8 that the symbol of 4#G/H is diagonal with
negative entries. Therefore, as L2G/H = 1 −4#G/H , it is clear that
∣∣∣∣∣∣σLs
G/H
(ξ)
∣∣∣∣∣∣
op
≤ 1
for s ≤ 0. Therefore, as σLs/2
G/H
(ξ) is independent of the x-variable, Ls/2G/H is bounded
on L2(G) for s ≤ 0 by Theorem 2.7.4. So we have proven (1) =⇒ (2).
Conjecture 9.8.1 in combination with the following conjecture imply that the sym-
bol classes defined in this section would provide a complete pseudo-differential frame-
work to study partial differential operators on homogeneous spaces.
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Conjecture 9.8.3. Suppose that D is a partial differential operator on G/H. Then,
if D# is the horizontal lifting of D, then D ∈ Op
(
ΣmLG/H (G)
)
.
We conclude with a final conjecture.
Conjecture 9.8.4. Suppose A ∈ Ψm(G/H). Then A# : HmG/H(G) → L2(G) is
bounded.
Note that LmG/H is the horizontal lifting of an operator in Ψ
m(G/H). Therefore,
by Proposition 8.1.7, DqLmG/H is equal to the horizontal lifting of an operator in
Ψm−k(G/H). Thus it is clear that Conjecture 9.8.4 is a stronger form of Conjecture
9.8.1.
Proposition 9.8.5. Suppose that Conjecture 9.8.4 holds. Then, if A ∈ Ψm(G/H),
then A# ∈ Op
(
ΣmLG/H (G)
)
.
Proof. Suppose that A ∈ Ψm(G/H). Then for α ∈ NI0 and β ∈ Nd0, by Proposition
8.1.7, there exists a difference operator Dr of order |α| such that
4αXβσA#(x, ξ) = σ(Dr AdβX A)#(x, ξ).
But Dr AdβX A ∈ Ψm−k(G/H). Therefore we only need prove that if A ∈ Ψm(G/H),
then |||σA#(x, ξ)|||m,0,L <∞. But by Proposition 6.1.1 and Theorem 6.3.3,
|||σA#(x, ξ)|||m,0,L = sup
(x,ξ)∈G×Gˆ
||σA#(x, ξ)σL−m(ξ)||op
≤ C
∑
|α|≤d+1
∣∣∣∣∣∣AdαX (A# ◦ L−mG/H)∣∣∣∣∣∣
L2(G)→L2(G)
≤ C
∑
|α|≤d+1
∣∣∣∣∣∣(AdαX A)# ◦ L−mG/H∣∣∣∣∣∣
L2(G)→L2(G)
.
But AdαX A ∈ Ψm(G/H). Therefore
∣∣∣∣∣∣(AdαX A)# ◦ L−mG/H∣∣∣∣∣∣
L2(G)→L2(G)
is finite by the
assumption of Conjecture 9.8.4. So we are done.
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