Abstract-The step-stress model is becoming quite popular for analyzing lifetime data obtained from accelerated life testing experiments. In the usual step-stress experiment, stress levels are allowed to change at each step to get rapid failure of the experimental units. The simple step-stress model under different censoring schemes based on Weibull lifetimes is considered in this paper. It is assumed that the lifetime distributions of the experimental units have different scale parameters at different stress levels, but they have the same shape parameter. Moreover, it is assumed that the lifetimes follow the Khamis-Higgins model. It is further assumed that, as the stress level increases, the scale parameter also increases. We provide Bayesian inference of the unknown parameters of the Weibull distribution under this order restriction on the scale parameters. Monte Carlo simulations have been performed to see the effectiveness of the proposed method, and a data set has been analyzed for illustrative purposes.
I. INTRODUCTION
I N many life-testing experiments, it is quite difficult to obtain enough failure time data under the typical use conditions due to the high reliability of the product. Accelerated Life Tests (ALTs) are popular methods to overcome this problem. In an ALT experiment, a certain number of units under consideration are put on a life test, and are exposed to extreme environmental conditions so that they fail more rapidly than the normal operating condition. Thus experimenters can collect more failure data within an affordable time.
Step-Stress Life Test (SSLT) is a particular type of ALT. A SSLT enables the experimenter to change the stress levels during the experiment. Suppose items are put on a test at an initial stress level . Let be stress levels, and be prefixed times. At the time point , the stress level is changed to from . Similarly, the stress level is changed to from at time , and so on. Finally, at the time point , the stress level is changed from to . The failure times are recorded chronologically. Let for , with , and . We will call the mapping the step-stress pattern. A simple SSLT is a special case of SSLT, where only two stress levels are considered, and the stress level is changed from to at a prefixed time .
To analyze such data, one needs a model that relates the distributions of lifetimes under different stress levels to that of lifetimes under the step-stress pattern. Different models are available in the literature to describe these relationships. Among them, the most popular model is the Cumulative Exposure Model (CEM), first introduced by [1] . Let us assume that the Cumulative Distribution Function (CDF) of the lifetime at the stress level is , and is the CDF of the lifetime under the step-stress pattern . The CEM assumes that the remaining lifetime of a unit depends only on the cumulative exposure accumulated at the current stress level, regardless of how the exposure is actually accumulated, and mathematically it can be written as 0018-9529 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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where , , , and , is the solution of the equation This model has been extensively discussed in the literature, specially for exponential lifetimes; see for example [2] , [3] , and a recent review article by [4] . Analysis of a simple step-stress model has also been performed when lifetimes have a Weibull distribution, mainly under a frequentist setup. Analysis of the CEM was performed by [5] , when the lifetimes of the experimental units follow a Weibull distribution. Inferential aspects of a step-stress model under Type-I, and Type-II censoring schemes were addressed by [6] , and [7] , respectively, when the distribution of lifetimes is assumed to be Weibull. However, notice that the Maximum Likelihood Estimators (MLEs) of the unknown parameters of a Weibull distribution under a SSLT do not exist in a closed form, and therefore finding the MLEs of the unknown parameters involves heavy computations. Most of the further statistical analysis mainly relies on asymptotic distributions of the MLEs. Moreover, the results provided in [6] , and [7] cannot be easily extended to more general censoring situations, i.e., to hybrid and progressive censoring schemes. It seems that Bayesian analysis is a natural choice in this case.
It may be worth mentioning that, though some inferential issues on the parameters of a Weibull distribution under a stepstress model have been addressed in the literature, no attention has been paid to develop the inference under the order restriction on the means of the lifetimes at different stress levels. The frequentist approach to the order restricted inference for parameters of a Weibull distribution under a step-stress model is quite involved; hence, in this case also, a Bayesian approach is a natural alternative.
Liu [8] considered a step-stress model for Weibull distributed lifetimes under a Bayesian setup when the lifetimes follow the CEM. No order restriction on the means of the lifetimes at different stress levels was considered by [8] . The author used a Markov chain Monte Carlo technique using Gibbs sampling to obtain the Bayes Estimates (BEs), and to construct the CRedible Intervals (CRIs) of some parametric functions. In this paper, we consider a simple SSLT, when the lifetimes are assumed to have a two-parameter Weibull distribution with different scale parameters, but the same shape parameter at two different stress levels. We also assume that the lifetimes of the experimental units are -independently distributed random variables. The Probability Density Function (PDF), and the CDF of the lifetime under stress level for , 2, are given by and (1) respectively. Though the CEM is the most popular model in the case of exponential lifetimes, it is not mathematically tractable under Weibull lifetimes. The Weibull CEM does not transform to the exponential CEM under a power transformation. An alternative model for Weibull lifetimes is the Khamis-Higgins Model (KHM), which was first proposed by [9] . KHM assumes that the transformed failure times satisfy exponential CEM assumptions under the step-stress pattern; hence, lifetime has the following CDF. The CDF under the KHM assumption coincides with the CDF under the CEM assumption for exponentially distributed lifetimes under a power transform. Moreover, it may be worth mentioning that the KHM and the CEM for Weibull distributed lifetimes are difficult to distinguish in practice [9] . For these reasons, analysis in this article has been performed under the KHM assumptions, which is mathematically more tractable than the CEM assumptions for a Weibull lifetime. We consider order restriction on the means of the lifetime under different stress levels. We use an importance sampling technique to obtain the BEs, and to construct the CRIs of some parametric functions.
The rest of this article is organized as follows. Different censoring schemes and available data are briefly provided in Section II. Model assumptions and prior information on the unknown parameters are considered in Section III. In Section IV, we provide the posterior analysis and the Bayes estimators in detail for Type-I censored data. In Section V, a simulation study has been performed to judge the effectiveness of the procedures described in Section IV, and analysis of a data set has been provided for illustrative purposes. In Section VI, we have indicated how the proposed method can be implemented for other censoring schemes. Finally, we conclude the paper in Section VII.
II. DIFFERENT CENSORING SCHEMES AND AVAILABLE DATA
A total of units are placed on a simple step-stress life testing experiment. The stress level is changed from to at a prefixed time , and is another prefixed time. The positive integer is also pre-fixed. The role of and will be clear later. Let and denote the termination time of the experiment, and total number of failures observed before , respectively. Note that and depend on the censoring scheme. Let the ordered lifetimes of the items be denoted by . Let , and denote the number of failures before the time , and between and respectively. , and can also be zero. Now we briefly describe different censoring schemes, and some available data in each case.
Type-I Censoring Scheme: In a Type-I censoring scheme, the experiment is terminated at a prefixed time. For more details of the Type-I censoring scheme, readers are referred to [10] - [12] . A simple SSLT is terminated when the time on the test has been reached under a Type-I censoring scheme, and the available data are one of the following forms.
(a) .
(b) . (c)
. Type-II Censoring Scheme: In a Type-II censoring scheme, the test is terminated when the -th failure takes place, i.e., it is terminated at a random time . Interested readers are referred to [10] - [12] for more details of this censoring scheme. The available data from a simple SSLT are one of the following forms under a Type-II censoring scheme.
.
Type-I Hybrid Censoring Scheme:
The test is terminated when the -th failure occurs, or time is reached on the test, whichever is earlier, i.e., it is terminated at a random time . This censoring scheme was introduced by [13] . The available data from a simple SSLT are one of the following forms under a Type-I Hybrid Censoring Scheme (HCS).
(
if . Type-II Hybrid Censoring Scheme: This censoring scheme was proposed by [14] . In Type-II HCS, the experiment is terminated when the -th item fails, or time is reached on the test, whichever is later, i.e., the experiment termination time is . The available data from a simple SSLT are one of the following forms under this censoring scheme.
if . Type-II Progressive Censoring Scheme: Let be prefixed non-negative integers such that At the time of the first failure, say , units are chosen at random from the remaining units, and they are removed from the experiment. Similarly, at the time of the second failure, say , units are chosen at random from the remaining surviving units, and they are removed from the test, and so on. Finally, at the time of the th failure, say , the rest of the units are removed, and the experiment is stopped. In this case, the available data are one of the following forms.
if .
III. MODEL ASSUMPTION, AND PRIOR INFORMATION
In this article, we consider a simple SSLT, where units are put on a life testing experiment at the initial stress level . Let be a prefixed time at which the stress level is changed from to . It is assumed that the lifetimes of the experimental units are -independently distributed random variables having a Weibull distribution. It is further assumed that the failure time data come from the CDF (2).
For developing the Bayesian inference, we need to assume some priors on the unknown parameters. Suppose , and are -independently distributed following a gamma distribution. If is known, the mentioned gamma distributions are conjugate priors for and . However, following the argument of [15] , it can be shown that there does not exist any continuous conjugate prior for . A continuous-discrete conjugate prior does exist, where the continuous part corresponds to the scale parameters, and the discrete part corresponds to the shape parameter. Kaminskiy and Krivtsov [16] criticized this choice of priors as it is difficult to apply in real life, hence it is not addressed further.
Following the approach of [17] - [19] , here we assume that has a gamma prior with shape, and scale parameters , and , respectively. The prior assumption on is summarized in the following PDF.
The prior on the shape parameter is also assumed to be a gamma distribution with shape, and scale parameter , and , respectively, i.e., the prior PDF of is given by (4) It is further assumed that , , and are -independently distributed. We discuss the posterior analysis of Type-I censored data in detail in Section IV-A under this prior assumption.
Next, we consider the order restricted inference of the parameters under the same model assumptions. Note that the main aim of a SSLT is to get rapid failures by imposing a severe stress level on the products under test. Hence, it is natural to assume that the mean lifetime at the stress level is greater than the mean lifetime at the stress level , which implies under the lifetime distribution (1). Therefore, one of the ways to incorporate order restriction is to assume that with . The following priors are assumed under this order restricted situation. It is assumed that priors on , and are the same as the previous case, i.e., they have priors , and , respectively; and has a beta prior, with parameters , and , having a PDF (5) Also we assume that , , and are -independently distributed. Therefore, the joint prior PDF of can be written as As the joint prior on is complicated, a gray-scale plot is provided in Fig. 1 for different values of hyper-parameters. In the plot, black represents the maximum value of the density function, whereas white represents the minimum value, which is zero in all the plots. We have taken only, as different values of only affect the spread of the density function for a fixed shape parameter.
IV. POSTERIOR ANALYSIS UNDER TYPE-I CENSORING SCHEME

A. Under an Unrestricted Prior Assumption
In the case of a Type-I censoring scheme, . For Case (a):
, . For Case (b): , . For Case (c):
, . Let . Based on the observations from a simple SSLT under a Type-I censoring scheme, the likelihood function can be written as (6) where , and . Therefore, based on the priors , , and mentioned above, the posterior PDF of , , and becomes (7) where , , and . Note that the right hand side of (7) is integrable if we take proper priors on the unknown parameters; see the Appendix for details. Let be a parametric function such that its BE exists under a squared error loss function. The BE of with respect to a squared error loss function will be the posterior expectation of , i.e.,
Unfortunately, the closed form of (8) cannot be obtained in most of the cases. One may use numerical techniques to compute (8) . Alternatively, other approximations can be used to compute (8) . However, the CRI for a parametric function cannot be constructed by these numerical methods. Hence, we propose to use an importance sampling technique to compute the BE, as well as to construct the CRI of a parametric function. Note that where (9) (10) and ( 
11)
The normalizing constant in (11) can be found using numerical methods. Though it is not easy to prove the log-concavity of the , the plots (see Fig. 2 ) suggest that is a unimodal function. Hence, we try to approximate by a gamma density function using a similar idea to that in [19] , where the parameters of the gamma distribution are determined by equating the mean and variance of to those of a gamma distribution. Let , and denote the mean, and variance, respectively, corresponding to the density . The shape, and scale parameters of the approximating gamma distribution are given by , and , respectively. Let us define Note that can be expressed as follows.
where . Now we propose to use the following algorithm based on an importance sampling technique to compute the BE, and to construct the CRI of the function .
Algorithm 1
Step for all and satisfying (12) .
B. Under an Order Restricted Prior Assumption
Computations of the BE and the construction of the associated CRI of some parametric function under order restricted priors are addressed in this subsection. Using the reparameterization , and (3), (4), (5), (6), one can express the posterior density function of as (13) Like in the previous case, the right hand side of (13) (14) and (15) with , is the number of failure times which are less than one, and if if .
Depending on the previous expression of , the following algorithm is proposed to compute the BE as well as to construct the CRI.
Algorithm 2
Step 1. Generate from the U(0, 1) distribution. Step 2. Generate from (15 
V. SIMULATIONS AND DATA ANALYSIS
A. Simulation Results
In this section, we present some simulation results to judge the performance of the proposed procedures in Sections IV-A and IV-B for different values of , , and . Here we choose two sets of priors. Prior I: , , ,
, and . Prior II: , , ,
. Note that the priors on , , and are assumed to be very flat, and proper, in the unrestricted case for Prior I. Once again, in the order restricted case, priors on , and are also very flat and proper, whereas the prior on is non-informative in Prior I. In Prior II, the prior means of , , and are approximately 2.0, 0.8, and 2.2 respectively, whereas the prior variances are approximately 0.01 for all the parameters in both unrestricted and order restricted cases. Hence, Prior II is an informative prior. For Prior I, we generate the failure times from the KHM with , , and . However, we generate , , and from their respective prior distributions, and these generated , , and are used in the KHM to generate failure times in the case of Prior II. All the results are based on 5000 simulations, and . For different values of , , and , the Average Estimates (AEs) and Mean Squares Errors (MSEs) of the BEs for , , and are presented in Table I for the unrestricted case, and in Table VIII for the order restricted case. The Average Lengths (ALs) of the symmetric and the HPD CRIs of , , and are reported in Tables II, III, IV,  V, VI, and VII for the unrestricted case, and in Tables IX, X , XI, XII, XIII, and XIV for the order restricted case. In all the calculations, we discard those samples for which the BE of any of the parameters is greater than ten times its original value. I  THE AES AND MSES OF THE BES OF , , AND  FOR THE UNRESTRICTED CASE   TABLE II  THE ALS OF THE SYMMETRIC CRI OF FOR THE UNRESTRICTED CASE We have noticed that, for both values of , there is only one sample for which the BE of is greater than 8.33 in the case of unrestricted inference and for Prior I, when and . We have also noticed that sometimes some of the points (less than 10 out of 8000) cover more than 99% of the weights in the case of an order restricted inference for the Prior II. All these points correspond to the outliers with respect to (15) . Hence, we only accept a generated point from (15) if , where has the PDF (15). As expected, the MSEs of the estimates and the ALs of the CRIs of the parameters for Prior II are less than that for Prior I. The MSEs of all the unknown parameters decrease as increases for both the priors, and for both unrestricted and restricted cases. As increases, the MSEs of and decrease in the unrestricted case. The MSE of decreases as increases, keeping fixed under an unrestricted framework. In the same case, the MSE of also decreases with an increase in . It is further noticed that the ALs of the symmetric and HPD CRIs for TABLE IV  THE ALS OF THE SYMMETRIC CRI OF  FOR THE UNRESTRICTED CASE   TABLE V  THE ALS OF THE HPD CRI OF  FOR THE UNRESTRICTED CASE all unknown parameters decrease as increases for fixed , and . The MSEs of the estimators of all unknown parameters decrease as increases for fixed , and in the case of an order restricted inference. The MSEs also decrease as increases in the case of an ordered restricted inference. It is also observed that the MSEs of the estimators of all unknown parameters are smaller in the case of order restricted inference than those in the unrestricted case for both the priors. 
B. Data Analysis
In this section, we present a data analysis to illustrate the procedures described in Section IV. The data given in Table XV is considered for this purpose. These data are artificially generated from a KHM with , , , , , and . The prior assumptions are the same as in Section V-A. For Prior I, the estimates of , , and are 2.35, 0.93, and 2.61, respectively, in the case of unrestricted inference; whereas in the case of order restricted inference they are 2.49, 1.01, and 2.50, respectively. For Prior II , TABLE VIII  THE AES AND MSES OF THE BES OF , , AND  FOR THE ORDER RESTRICTED CASE   TABLE IX  THE ALS OF THE SYMMETRIC CRI OF FOR THE ORDER RESTRICTED CASE the estimates of , , and are 1.91, 0.78, and 2.08, respectively, in the case of unrestricted inference; while in the case of order restricted inference, they are 1.89, 0.72, and 2.06, respectively. The symmetric and the HPD CRI of unknown parameters for unrestricted, and order restricted priors are reported in Table XVI, and Table XVII , respectively. The plot of the marginal posterior density function of and its gamma approximation are provided in Fig. 2 , which depicts that the approximation is quite nice at least for this data set. TABLE XV  DATA FOR THE ILLUSTRATIVE EXAMPLE   TABLE XVI  THE CRIS FOR UNKNOWN PARAMETERS FOR DATA IN TABLE XV UNDER UNRESTRICTED PRIORS   TABLE XVII  THE CRIS FOR UNKNOWN PARAMETERS FOR DATA IN TABLE XV UNDER ORDER RESTRICTED PRIORS , and . In all the above cases, the likelihood functions are in the same form as a Type-I censoring scheme, and hence the posterior density will also be in the same form as given in (7) . In all these cases, we will be able to compute the BE, and construct the associated CRI for some function of unknown parameters exactly along the same line.
VII. CONCLUSION
A simple SSLT has been considered under the Bayesian framework in this article. It has been assumed that the lifetimes at each stress level have a Weibull distribution with a common shape parameter, and different scale parameters. Analysis has been performed under the KHM assumptions. We have discussed both unrestricted and order restricted inference cases of the unknown parameters. Notice that, in most of the cases, the BE of the parametric function cannot be obtained in a closed form, when it exists. We have proposed algorithms based on the importance sampling to compute the BE, and construct the associate CRIs of a parametric function. An extensive simulation has also been performed to judge the performance of the algorithms proposed. It is noticed that the proposed methods are working quite well for large values of . For small values of , the MSEs of unknown parameters are quite large. Also notice that the MSEs of the BEs of unknown parameters are less in the case of order restricted inference than those of the unrestricted case. The proposed order restricted prior is a fairly general prior. It can be used for other lifetime distributions, as well as for other censoring schemes. The choice of proper priors is an important issue which has not been pursued here, and more work is needed in that direction. 
