A novel depth-from-motion vision model based on leaky integrate-and-fire (I&F) neurons incorporates the implications of recent neurophysiological findings into an algorithm for object discovery and depth analysis. Pulse-coupled I&F neurons capture the edges in an optical flow field and the associated time of travel of those edges is encoded as the neuron parameters, mainly the time constant of the membrane potential and synaptic weight. Correlations between spikes and their timing thus code depth in the visual field. Neurons have multiple output synapses connecting to neighbouring neurons with an initial Gaussian weight distribution. A temporally asymmetric learning rule is used to adapt the synaptic weights online, during which competitive behaviour emerges between the different input synapses of a neuron. It is shown that the competition mechanism can further improve the model performance. After training, the weights of synapses sourced from a neuron do not display a Gaussian distribution, having adapted to encode features of the scenes to which they have been exposed.
Introduction
Synchronised spiking neuron activity has been observed in the cerebral cortex and in the hippocampus, and postulated to be essential for animal and human cognitive behaviour.
1,2 Experiments have demonstrated that blind patients can see a pattern of light, which corresponds to the pattern on an array of synchronised electrodes directly imposed on to their visual cortex. 3 Analytical approaches [4] [5] [6] and further experiments 7, 8 have therefore been undertaken to investigate whether neural populations can propagate time-locked or synchronous spikes for neocortical information processing. Some such studies link synchronisation to object representation in the visual cortex. 8 This paper draws directly upon recent experiments on activity-dependent firing behaviour in mammalian hippocampal pyramidal cells in vitro [9] [10] [11] and tectal cells of Xenopus tadpoles 12 which indicates that neocortical neurons encode and process biological information by coordinating postsynaptic spikes with presynaptic inputs within a critical (millisecond-scale) time window. This temporal relationship between stimulus and response can be generated by adaptation of input synaptic weights, via a family of algorithms known as Temporally Asymmetric Hebbian Learning (TAH) or SpikeTiming-Dependent (synaptic) Plasticity (STDP). Modelling studies, many of which employ integrate-and-fire (I&F) model neurons, have demonstrated the ability of neural networks to emulate some neocortical phenomena. Furthermore, STDP adaptation in networks of neurons has been shown to improve temporal sequence learning, propagation and prediction. [13] [14] [15] [16] [17] [18] The synfire chains model, for example, consisting of groups of feedforward I&F neurons, is able to propagate synchronised spike volleys through neuron pools without loss of synchrony. 5, 19 The Suri model also shows that synchrony of spike propagation can be enhanced by STDP in a recurrent I&F network. 17 These models are fundamentally related to the hierarchical cortex model originated by Hubel and Wiesel 20, 21 in the sense that their structure has an input layer which receives the input spike volleys and then transmits them into the processing layers. Recent studies of the retinotopic mapping of the visual cortex have revealed that different areas of the visual cortex may be stimulated by different retinal sites, 22 possibly due to the fact that receptive fields lie on a continuum across the surface of the visual cortex. 23 This hypothesis provides a novel way of understanding the relationship between the external stimulus of a moving scene and cortical responses without a hierarchical cortex structure. Rao and Sejnowski presented a biophysical model capable of dealing with moving input stimulus without hierarchical structures. 16 However, the model is focused on simulating detailed neuronal dynamics rather than modelling visual cortical functionalities. Based on Wörgötter et al.'s optical flow algorithm 24 and our previous study, 25, 26 we continue to explore event-driven neocortical circuitry for object discovery and associated depth estimation in a real scene. We have been shown that the temporal sequence of edges may be predicted and the prediction accuracy improved through STDP adaptation of interconnecting synapses. Given that in our previous model, a neuron has only one synapse connecting to its preceding neuron, it is natural to ask how the model will perform if a neuron has additional synaptic connections to different neurons on the preceding concentric layer. This paper investigates whether a vision model based on a more extensively-connected I&F neural net, with an additional competition mechanism between the input adaptive synapses, will result in a different (better or worse) performance.
The motivation of such a model is twofold. Firstly, a multi-connected neural network is almost certainly more biologically plausible. Secondly, earlier experiments showed that a neuron may predict an incoming edge wrongly while its neighbouring neurons on the same concentric layer are able to make correct predictions on a correlated edge. If they can be caused to "compete" to control the state of their successor neuron to cancel out the spurious prediction, then the model performance should be improved. It is this hypothesis that we set out to test. The basic component of the model is a simplified I&F model neuron with multiple excitatory input synapses. Each I&F neuron has one synapse activated by an edge sensitive image sensor, to capture moving edges, representing intensity differences, in a dynamic scene. The remaining input synapses receive pulses from neighbouring neurons. Through adaptive synaptic weights and appropriate decay rate of the dynamic membrane threshold, a neuron is able to encode the edge propagation. 25, 26 A spiking "window" mechanism exists within which a neuron can fire a spike provided that its membrane capacitor is charged above its dynamic threshold. The window size is determined through competition of input synaptic weights which are adapted by STDP rule. This paper is organised as follows. The optical flow algorithm, together with the details of the visual plane architecture, are described in Sec. 2. Section 3 provides numerical simulation results of the model performance on a real image sequence. This is followed by a brief discussion and conclusions regarding the model properties, simulation outcomes and their biological links in Sec. 4.
Methods
The I&F neurons are distributed on concentric layers of a visual plane, and along axes arranged radially from the optical flow field centre with connections to their nearest-neighbours on the preceding concentric layer (see Fig. 1 ). Each of the neurons receives input stimuli from its corresponding image sensor. When a point edge is moving with a constant speed toward the visual plane, it passes space locations I, I + 1, I + 2, and is thus projected onto neurons number i, i + 1 and i + 2 on the visual plane. The distances between the neighbouring neurons, i to i + 1, and i + 1 to i + 2 are arranged in the way that the time of travel of the projected edge from neuron i to i + 1 is equal to that from neuron i + 1 to i + 2. The derivation of the depth information for a neuron is a straightforward geometrical calculation. 24 In a 3-D space the depth of a point object to the visual plane is given by
where ∆d is the distance moved in the 3-D space from when the edge activates neuron i until the edge reaches neuron i + 1,
ri , r i is the distance from neuron i to the visual plane center. The only element on the right hand side of this polar coordinate equation that is not fixed for each neuron is ∆d. Assuming that the ego/object velocity is constant and known, ∆d is then available and depth information can be recovered readily. Once the depth has been recovered, a prediction of the time that the edge will reach i + 2 can be calculated. The edge is only accepted as genuine if neuron i +2 fires within a given time window of this prediction. If neuron i + 2 fires due to the arrival of an edge outside the time window, then that edge is rejected as a noisy signal.
Visual plane model
As it is shown in Fig. 1 , every neuron in the visual plane model receives inputs from three different sources: its neighbouring neurons on the preceding concentric layer, the image sensor, and its neighbouring neurons on the same concentric layer.
The synapses connecting these different sources are referred to as flow, receptive and lateral synapses, respectively. Furthermore, the flow synapses are composed of direct flow synapses (i.e., on-axis connections) and off-axis flow synapses (see Fig. 2 ). This visual plane model has a different architecture from that proposed previously 25, 26 in that neurons are now interconnected by two additional forms of synapses, i.e., the lateral synapses and off-axis flow synapses, whose functions will be described in detail later. In this new model, edges transmitted by the off-axis flow synapses are correlated with those transmitted by the corresponding direct flow synapse such that the off-axis flow synapses can widen the effective "capture area" of edges from the preceding concentric layer and improve rejection of spurious single-point effects. The lateral synapses are inhibitory which cancel out the excitatory effects of the relative off-axis flow synapses to allow the latter to contribute to adaptation for a better time prediction, without exciting the target neuron. We assume a homogeneous visual model with notionally identical neurons which are leaky integrators whose subthreshold membrane state is where C mem and g mem are the membrane capacitance and conductance of the neuron, respectively. The last three terms of right hand side denote the sum of input currents from the flow, lateral and receptive synapses, respectively. In the absence of all input currents, the membrane potential v(t) will drift to its resting value v rest . As the inputs drive the membrane potential above its threshold V th , the neuron produces a short action potential and resets its potential to v reset . In simulation we set V th > v reset ≥ v rest , and the refractory period t ref = 0. When the synaptic time constants of all synapse types are equal, the dynamics of the three input current types are described by
where S(t) is the temporal sequence of spikes to the receptive synapse, whose weight is fixed in this study, S flow i (t) and S lateral i (t) are those to the flow and lateral synapses of neuron i. All spikes are modelled as events with a duration of zero. When a neuron fires, it issues a spike simultaneously to its on-axis neighbour and to the nearest off-axis neighbours on the next concentric layer, namely the on-axis neuron and off-axis neurons.
The weights of the off-axis flow synapses of neuron j are initialised to a Gaussian function of distance 6 with regard to the weight of the direct flow synapse of neuron j. Thus the weight of a synapse sourced from neuron j to any interconnnected neurons, say i + 1, on the succeeding concentric layer has a general description, w
(see Fig. 3 ). Here d , then we have
From the above equation it is clear that the strengths of the off-axis flow synapses of a spiking neuron are defined with respect to its direct flow synapse. By using w 
If a neuron is de-polarised by its direct flow synapse at time t, we would expect it to be further de-polarised by its receptive synapse in a time window (t+t pred ±∆t), where ∆t is the window length to be determined by the adaptation mechanism. If the depolarisation from the receptive synapse is within the expected response window with respect to the spike from the direct flow synapse, then the neuron spikes and resets its membrane potential (see Ref. 26 also for details).
A vision prediction-confirmation scheme based on multi-connected spiking neurons
When an edge arrives at an image sensor connecting to the receptive synapse of neuron i − 1, it induces an EPSP on the neuron membrane. The sum of this EPSP, together with the EPSP induced by the direct flow synapse, determines the neuron's activity. If the total membrane potential is above the neuron's dynamic threshold, then the neuron issues a spike to inform its succeeding neuron, i, that an edge will arrive. Meanwhile, neuron i − 1 is able to estimate the predicted time of travel of the edge, t pred i , for neuron i. This temporal information is defined by the temporal history of the edge arriving at neuron i − 1, which can be described with the recursive equation
where t is the predicted time of travel of an edge sourced from one of the off-axis neurons on the preceding layer to i, which equals to the time from the off-axis neuron to its on-axis neuron.
The consequence of Eq. (8) is that a neuron's spiking activity depends upon all the states of the preceding neurons that are connected to it. It is then clear that Eq. (8) is a general case of Eq. (7) by incorporating off-axis synaptic inputs. Combining Eqs. (6) and (8) for the recursive Eq. (7), we can obtain a solution to the I&F neuron's parameter pair, {τ th i , w i i−1 }, and therefore the visual plane model, including the dynamic threshold mechanism of its neurons, can be fulfilled.
Adaptation
In this study, STDP adaptation is used to render the model robust against inaccuracy, and hence to improve its depth-estimation performance. Inaccuracies may be caused by the collective behaviour of edge flow, by non-ideal positioning of image sensors as an array on the visual plane and by mismatches that are bound to result from fabrication tolerances in a silicon process. We use an STDP learning rule, that responds to spike synchrony within a time window. 30 The adaptation of each neuron potentiates or depresses its flow synapses by a small amount according to whether the depolarisation from a corresponding flow synapse is before or after the weighted prediction time instant. The receptive synapse weight is held constant. The adaptation of any individual flow synapse k converging to neuron i is
where ∆w k is the synaptic weight change of synapse k, which belongs to a set of synapses converging to neuron i, this set consists of one direct flow synapse from neuron i − 1 to neuron i, and all offaxis flow synapses converging to neuron i. {A + , τ + } and {A − , τ − } are the amplitude and decay constant of potentiation and depression, respectively. Initially, the untrained flow synaptic weights of each neuron are set to random values within the dynamic range of the neuron's spiking window. During learning, the STDP process adapts the effective window through modifying the flow synaptic weights.
Simulation Results
The proposed model is tested using a real image sequence. In the experiment, object edges excite the I&F neurons, each of which transmits a spike through one direct flow synapse and eight off-axis flow synapses. The parameters chosen for this study are shown in Table 1 . All of the neuron parameters except the initial amplitudes of learning curves A + = 0.05 and A − = −0.08 are chosen to be similar to neurobiological exemplars. We choose A + and A − to be larger than those used in an earlier study,
30
as our I&F neurons are considerably sparser. We use Euler integration as the numerical method 32 and the time step is updated with each image frame.
In the scene, a book, a set of pliers, a maze board, a toy pendulum and a badminton racquet are arranged 1205, 1150, 2424, 1102, 2424 millimeters away, respectively, from the initial camera plane. The lighting is primarily daylight, with two 150 W fluorescent lamps fixed on the ceiling and an additional 500 W studio light source to improve the recording contrast. A manually focused progressive scan NTSC CCD camera (model CV-M7 of JAI corporation, Japan) with Pentax Cosmicar 16 mm TV lens Fig. 4(a) , all I&F activations are caused by the receptive synapses only and new events are transmitted, subsequently, to the neighbouring neurons via the flow synapses. As movement continues, any neuron activated by both the correlated receptive and flow synaptic inputs issues a spike. When a new edge is detected its presence at the current neuron is recorded. After this edge has been confirmed the position of the first detecting neuron is added to the pixel map as a black dot, see Figs. 4(e) & (f). The black dots are known as effective pixels.
The algorithm undergoes a "self-organisation" period as it converges to a stable stage, after which the number of the effective pixels remains approximately unchanged (this follows the method in Ref. 26) . The stimuli from the receptive synapses begin to depolarise the membrane of the neurons after their image sensors detect optical edges. If the EPSPs induced by both the receptive and flow synapses of a neuron sum within the firing window to produce an activity that exceeds the combined threshold, then the neuron is activated, thus confirming the identification of the associated edge. The source neuron of the confirmed edge is then included in the pixel map and depth information can be calculated by the firing neuron according to Eq. (1). As further movement occurs in the scene and the confirmed edge continues to flow along the retinal axis it will be re-confirmed repeatedly as an ever more reliable representation of the edge. 24 In the pixel map of Fig. 4(f) , the geometrical shape of objects is clear, and depth information can be recovered as described in Sec. 2. We use the arithmetic average of the depth values computed by a group of neurons to recover an edge's depth information. This simple method can help to reduce the impact of inevitable noise. Weight-independent STDP 30 is included to enhance the model's adaptation, as described in Sec. 2.3 above. When weight modifications are independent of the weight value, a bimodal weight distribution emerges from the learning process with weights reaching either the maximum or the minimum hard limits of synaptic strength due to the competition between synapses. This balanced form of bimodal weight distribution helps to stabilise the output rate. 30,31 Figure 5 (a) shows a comparison of performance between 3 different vision models, A, B and C in Table 2 .
In Model A, the off-axis flow synapses compete with the direct flow synapse to control the postsynaptic neuron parameters. This model therefore takes better account of the collective behaviour of multiple inputs with similar spatiotemporal characteristics. The competition potentiates the more reliable synapses while depressing the less reliable ones according to Eq. (10). It is clear that, after an initial self-organisation period, the performance of the 3 models has become stable. With adaptation added in Models A and B, it was expected that a significantly improved performance would be measured. Model B confirms this by identifying approximately 35% more effective pixels than Model C, which is a basic model without adaptation and off-axis connections. Model A shows consistently superior performance to that of Model B by adding a further 7% improvement in the total number of the effective pixels. For the real image sequence, with the ideal case of 4421 edges projected on the neurons of the visual plane at the beginning, after convergence Model C can identify a total number of 2734 (62%) edges, Model B identifies 3689 (83%) edges, and Model A identifies 3875 (88%) edges.
In order to explain this further performance improvement, the weight distributions of the direct and off-axis flow synapses are shown in Fig. 5(b) -(d). Without loss of generality, all the weights of both the direct and off-axis flow synapses are initialised to their maximum possible values so that their expressions can be normalised to 1. The synapses of one axis of neurons, the 230th axis in this study, are used for analysis. After the initial period the weights of the direct flow synapses of some neurons are driven to the minimum hard limit while the others stick to the Figure 5(d) shows the weight evolution of the direct flow synapses of the 230th axis from the maximum to minimum hard limit in 40 bins. As the adaptation drives weights of maximum hard limit to the minimum limit, the weight distribution gradually forms a stable, balanced bimodal format. The weight distribution of the off-axis flow synapses is shown in Fig. 5(c) . Compared with Fig. 5(d) , far fewer off-axis flow synapses are driven to their minimum hard limit after the initial period. This implies that a modest level of competition does occur between the direct and off-axis flow synapses. This allows us to explain the further performance improvement brought about by competition. Fundamentally, more competition leads to a more significant performance improvement because the competition mechanism strengthens synapses with the correct timing prediction, which then dominate the postsynaptic neuron parameters according to Eq. (9). The level of competition depends upon the image context and network structure. As an extreme example, in a scene with many feature curves whose curvature is the same as the curvature of the concentric neural layer, then multiple consecutive neurons on the same concentric layers can and will be activated simultaneously. They will then compete to determine the states of their succeeding neurons through their synapses. On the other hand, if a scene contains few feature curves that fall on or near the image sensor circles, the level of competition will be lower. Normally, if an edge is correctly predicted and confirmed more than twice by the consecutive neurons on an axis, it can be treated as a genuine feature and hence its origin neuron location can be permanent in the pixel map. In this case the curves in Fig. 5(a) should be flat after the initial selforganisation period.
In order to test the influence of stochastic components in the optical flow field on performance, we have modified the edge inclusion criterion such that an edge is removed from a pixel map if it is judged by a neuron as a spurious edge, even if it has been confirmed by more than two neurons before. This criterion gives rise to the systematic fluctuation in the number of effective pixels in Fig. 5(a) . The stochasticity can be caused by various reasons, such as tremble of the camera and disturbance of the scene context. However, our experiment shows that the stochastic fluctuation does not compromise the model's performance, and that, with the adaptation and competition mechanisms, the model is even more robust to such fluctuations.
Conclusions
We have introduced a new spike-based, adaptive visual plane algorithm that allows competition between on-axis and off-axis neurons to improve both the rate of acceptance of real edges and rejection of noise. We show that inter-synaptic competition results in a better model performance since the synapses carrying more "reliable" edge signals can win the competition to determine the activities of their postsynaptic neurons. It may therefore be desirable to have more synapses competing with their corresponding direct flow synapse. We are led to speculate that there are two factors which influence the level of competition in the model, i.e., the image context and neuron density on a visual plane. Clearly, the characteristics and curvature of the image can not be regarded as adjustable parameters. Neuron density seems, however, to be a major influence on the level of competition. If the neuron density is greater (i.e., there are many more axes), edges will inevitably create more off-axis signals and thus more competition.
When a neuron receives spike events from both the direct and off-axis flow synapses, weightindependent STDP included in the model introduces inter-synaptic competition to drive weights towards bimodal limits. Thus the initial Gaussian weight function of the synapses sourced from a neuron may not be sustainable.
The form of the weight distribution is also, clearly, affected by the characteristics of the features in the image. In the case of an "archery target" image of concentric circles, for example, competition will be maximised and the off-axis weight distribution tends to a balanced, bimodal form. In the case of an essentially random image, little competition will occur and the off-axis weights will remain at their initial (maximal) values.
In summary, we have presented a novel monocular vision model for object recognition and depth inference. As the underlying algorithm is based upon spike-timing and synchronisation, we have incorporated STDP adaptation to improve performance. In this study, adaptation includes lateral inter-neuron synapses, to allow information that is off the most obvious neuron axes to have a (restricted) influence on the fundamentally-axial computation. To our knowledge, this study is one of the very few works incorporating STDP adaptation, a new synap-tic plasticity rule, into a vision model which is subsequently applied and measured in a vision case study. If the hard maximum and minimum limits are imposed on the synaptic weights, and weight modification is independent of its value, then STDPinduced competition will drive the weights to form a bimodal distribution. This weight redistribution helps representing the various information in a scene. We have demonstrated in our model that both the adaptation and competition can improve the model performance, although a law of "diminishing returns" inevitably applies as performance is driven towards 100%.
