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We  present  a novel  method  for  the  causal  analysis  of high-dimensional  time  series.
This  method  combines  factor  models  and  Granger  causal  analysis.
An application  is  the  detection  of epileptic  seizure  onset  zone  based  on  ECoG  data.
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a  b  s  t  r  a  c  t
Granger  causality  is a useful  concept  for studying  causal  relations  in  networks.  However,  numerical
problems  occur  when  applying  the  corresponding  methodology  to high-dimensional  time  series  showing
co-movement,  e.g.  EEG  recordings  or economic  data. In  order  to deal  with  these  shortcomings,  we propose
a novel  method  for the  causal  analysis  of  such  multivariate  time  series  based  on Granger  causality  and
factor models.  We present  the  theoretical  background,  successfully  assess  our methodology  with the  helpeywords:
ranger causality
actor model
rincipal Component Analysis
EG
of  simulated  data  and  show  a potential  application  in  EEG  analysis  of  epileptic  seizures.
© 2013 Elsevier B.V. Open access under CC BY-NC-ND license. pilepsy
nset zone detection
. Introduction
.1. Motivation
In many cases the problem of identiﬁcation of the dependence
tructure in multivariate time series arises. This is important, for
xample, in biology and economics, and in particular for neuro-
cience data, e.g. electroencephalographic (EEG) data, where the
onnections between brain regions are analyzed.
Investigations of this kind have been conducted in several ways,
hich include (Formisano et al., 2008; Astolﬁ et al., 2005; Pereda
t al., 2005; Möller et al., 2001; Cassidy and Brown, 2002; Gates
t al., 2010).
The focus of this paper will be on the detection of Granger causal-
ty in multivariate time series which show strong co-movement,
∗ Corresponding author at: Institute for Mathematical Methods in Economics,
ienna University of Technology, Argentinierstraße 8/2/105-2, 1040 Vienna, Austria.
el.:  +43 1 58801 105273.
E-mail address: christoph.ﬂamm@tuwien.ac.at (C. Flamm).
165-0270     © 2013 Elsevier B.V.  
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Open access under CC BY-NC-ND license. i.e. high correlation between the component-series. In Granger
(1969) the causality between two time series is analyzed. The
idea of this causality concept is based on predictability: if the
knowledge of the past of one time series improves the predic-
tion of a second one, the ﬁrst is said to be Granger causal for
the second. Note that this speciﬁc deﬁnition is just one possible
way among many of deﬁning causality. We  refer the interested
reader to Bressler and Seth (2011) for background information on
Granger causality and to Pearl (2000) for a historical overview of
causality.
Multivariate extensions of this causality concept have been
developed, for recent references see e.g. Lütkepohl (2007) or Eichler
(2007). Besides, various topics of Granger causality have been dis-
cussed, see e.g. Sims (1972), Geweke (1982), Dhamala et al. (2008),
Barnett and Seth (2011) and Marinazzo et al. (2011).  For recent
applications in neuroscience see e.g. Guo et al. (2008), Liao et al.
(2010), Sommerlade et al. (2012) and Flamm et al. (2012).In practice we  often encounter high-dimensional time series,
which show co-movement. As this co-movement normally gener-
ates numerical problems, the question arises how to investigate the
causality structure of these data.
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For the analysis of highly correlated data, such as EEG data, fac-
or models are a useful tool, see e.g. Molenaar and Nesselroade
2001) and Molenaar (1985).  The idea behind factor models is the
eparation of the observations into latent variables (describing the
o-movement) and noise. The latent variables are described by a
mall number of factors. In this modeling approach, up to now
ausality was  not considered.
In this paper we propose a methodology for the causal analysis
f high-dimensional co-moving data, by combining factor mod-
ls and Granger causality analysis. We  will present the theoretical
ackground as well as an application to simulated data and to EEG
ecordings.
This paper is structured as follows: in order to get a grasp of
ranger causality and factor models, we give a short introduction
o both topics in the remainder of this section. In Section 2 we apply
ranger causality to factor models and discuss the challenges aris-
ng. In Section 3 we propose a methodology for this kind of analysis.
e apply this methodology to simulated and EEG data and present
he results in Section 4. This paper is concluded in Section 5.
.2. Mathematical background and notation
In this paper we distinguish between two different types of
rocesses. In the classic Granger causal analysis we investigate
-dimensional stochastic processes (y(t))t∈Z generated by n com-
onents, as discussed in this section. In the factor model case we
nalyze n-dimensional stochastic processes (x(t))t∈Z, whose latent
ariable process is generated by a small number of components, as
iscussed in Section 1.5. For notational purposes we  simply write
 when referring to the whole stochastic process (y(t))t∈Z, this also
pplies for all other processes.
For the classic Granger causal analysis, we consider an n-
imensional stochastic process (y(t))t∈Z, y(t) :  ˝ → Rn, which is
eakly stationary with mean zero. We  refer to Hannan and Deistler
2012) and Brockwell and Davis (1991) for treatment of time series.
In this paper we only consider linearly regular processes, which
dmit a Wold representation, see Rozanov (1967) and Hannan
1970). The covariance function of y is given by (s) = E y(t + s)y(t)′.
or the remainder of the paper we assume, that
∑
‖ (s) ‖ < ∞ holds
nd that the spectral density
 () = 1
2
∞∑
s=−∞
(s)e−is (1)
s uniformly bounded above and below, i.e. there exists a real con-
tant c such that1
−1In ≤ fyy() ≤ cIn for all  ∈ [−, ] (2)
olds. According to Wiener and Masani (1957),  this assumption
ields that y(t) has an AR(∞)  representation
∞
m=0
A(m)y(t − m)  = ε(t) (3)
here A(m) ∈ Rn×n,
∑∞
m=0‖A(m)‖2 < ∞ and A(0) = In holds. The
ight-hand side ε(t) is white noise, i.e. E ε(t) = 0, E ε(s)ε(t)∗ =
st˙,  and  ˙ denotes its positive deﬁnite covariance matrix. We
dditionally assume that even
∑∞
m=0‖A(m)‖ < ∞ holds.
We use z to denote the backshift operator on Z:  z(y(t)|t ∈ Z)  =
y(t − 1)|t  ∈ Z), as well as a complex variable. Using this notation
e may  rewrite Eq. (3) as
(z)y(t) = ε(t), (4)
1 In this context A < B means that B − A is a positive deﬁnite matrix.nce Methods 214 (2013) 80– 90 81
where a(z) =
∑∞
m=0A(m)z
m exists inside and on the unit circle.
We  additionally assume that the stability condition det a(z) /= 0
for |z| ≤ 1 holds.
By using a˜(z) = −
∑∞
m=1A(m)z
m we  rewrite (4) as
y(t) = a˜(z)y(t) + ε(t). (5)
The transfer function k(z) = a−1(z) =∑∞m=0K(m)zm exists inside
and on the unit circle. There is a unique weakly stationary solution
of (3) of the form
y(t) =
∞∑
m=0
K(m)ε(t − m) = k(z)ε(t) (6)
This solution (6) of the system (3) is called an autoregressive (∞)
process. It corresponds to the Wold representation. For the sake of
simplicity of notation we  will skip the (∞) sign henceforth.
For a stationary process z, let z(t) = closure(span(z(s)|s ≤ t))
denote the space spanned by the past and present of z in the Hilbert
space of all square integrable random variables. Time t represents
the present unless noted otherwise.
Note that, if (2) holds for the whole process, it also holds for all
sub-processes, and therefore all subprocesses have AR representa-
tions.
Due to the nature of our application, we  will often refer to their
components as channels in this paper.
1.3. Granger causality
There have been long and thorough discussions about causal-
ity throughout the last decades, a brief summary can be found in
Pearl (2000).  As already stated various ideas exist how to formal-
ize causality. The deﬁnition we will use for our causal investigation
is Granger causality, as introduced in Granger (1969),  based on a
suggestion in Wiener (1956).
According to the original deﬁnition in Granger (1969),  we say a
time series y1 is causing another time series y2, denoted by y1 → y2,
if we  are able to predict y2 better using all available information in
the universe than using all information apart from y1.
Granger’s deﬁnition is based on the decrease of the variance of
the (linear least squares) prediction error. For a better understand-
ing we present an equivalent deﬁnition of Granger causality based
on the autoregressive coefﬁcients for the bivariate case.
1.3.1. Deﬁnition of bivariate Granger non-causality
Let y(t) = (y1(t), y2(t))′ satisfy the assumptions of Section 1.2,
then we consider the joint AR representation (5) at time point t + 1.(
y1(t + 1)
y2(t + 1)
)
= a˜(z)
(
y1(t + 1)
y2(t + 1)
)
︸ ︷︷  ︸
+
(
ε1(t + 1)
ε2(t + 1)
)
(7)
⎛
⎜⎜⎜⎜⎝
∞∑
m=1
A11(m)y1(t + 1 − m)  +
∞∑
m=1
A12(m)y2(t + 1 − m)
∞∑
m=1
A21(m)y1(t + 1 − m)  +
∞∑
m=1
A22(m)y2(t + 1 − m)
⎞
⎟⎟⎟⎟⎠ .
We say that y1 is Granger non-causal for y2 if A21(m) = 0 ∀ m (i.e.
a˜21(z) = 0). In other words y1(t) does not inﬂuence the prediction
of y2(t + 1).
Otherwise we say y1 is Granger causal for y2. In this case the
knowledge of the present and past of y1 improves the prediction
of y2(t + 1), i.e. the variance of the prediction error is smaller when
using the past and present of both y1 and y2 compared to using only
the past and present of y2 itself.
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Because of the properties of AR representations, the lower line of
q. (7) represents the orthogonal projection of (y1(t + 1), y2(t + 1))′
nto its past, which is its best linear (least squares) predictor.
.4. Multivariate Granger causality
In the last section we considered the bivariate case. For our
urposes we use the multivariate extension of Granger’s classic
eﬁnition according to Eichler (2007),  restricted to the causality
etween two component-processes.
For the remainder of the paper we will focus on n-dimensional
tationary processes. Let V = {1, . . .,  n}, and we use the notation yV
or y to stress the fact that the elements of V correspond to the one-
imensional component processes of y. To refer to a subprocess
orresponding to I ⊂ V we write yI(t) = (yi(t)|i ∈ I)′, for a (univariate)
omponent process we simply write yi. With these notations we
re able to state the following deﬁnition.
.4.1. Deﬁnition of Granger non-causality
Let i, j ∈ V (i /= j). Then the process yi is Granger non-causal for yj
ith respect to yV, denoted by yi yj|yV, if
˜ ji(z) = 0, (8)
⇔Aji(m)  = 0 ∀m) i.e. if the (j, i)-element of the AR power series in
he AR representation (5) is zero. Of course, this means aji(z) = 0 in
4).
In other words, the past and the present of yi do not inﬂuence
he linear prediction of yj(t + 1) in the AR representation of yV.
Otherwise we say the process yi is Granger causal for yj with
espect to yV, which we will denote as yi → yj|yV. If the relation has
ot been derived yet we will sloppily write yi
?→yj|yV .
This deﬁnition of causality is sometimes referred to as con-
itional Granger causality, because the causal effect of yi on yj
onditioned on yV\{i,j} is analyzed.
For the interested reader we note that for a complete causal
nalysis of a process yV all causality relations for arbitrary sub-
rocesses have to be considered, not only the causality relations
etween two component-processes with respect to the whole pro-
ess, see Eichler (2006).  However, the causality relations between
wo component-processes with respect to the whole process are
ufﬁcient for our purposes.
Note that up to now we have only considered regular AR sys-
ems, i.e. AR systems where Cov(ε(t)) =  ˙ is regular, because the
resented deﬁnition of Granger causality is based on them. In
ection 2 we will loosen this restriction.
.5. Factor models
Factor models are useful for the analysis and forecasting of
igh-dimensional time series, when the single time series show
imilarities or a kind of co-movement. The idea of factor models is
o separate the n-dimensional observations x(t) into a part repre-
enting the co-movement (t) (also referred to as latent variables)
nd a part representing the noise of the data (t):
(t) = (t) + (t). (9)
Hereby the n-dimensional latent variables  are generated by a
-dimensional process, where q « n. These q driving processes are
alled factors,  there from the term factor model.  We  assume that x
s stationary with mean zero.
The co-movement (t) describes the common movement of the
ata and (t) the residual part of the data, for ECoG data we  describe
his in detail in Section 4.2.
For our purposes we will separate the latent variables (t) from
he noise by means of Principal Component Analysis (PCA) andnce Methods 214 (2013) 80– 90
derive the static factors z(t). See Pearson (1901), Hotelling (1933)
and Jackson (2004) for background information on PCA.
In the second step we  will model the static factors z(t) as a
regular AR process.
The described modeling approach is sometimes referred to as a
quasi-static factor model,  see e.g. Deistler and Zinner (2007).
In detail we  proceed as follows:
In order to separate x(t) = (t) + (t), we  apply the PCA: we cal-
culate the eigenvalue decomposition of the covariance matrix  ˝ of
the observed variables x(t)
˝ = Cov(x(t)) = OO′
= (O1 O2)
(
1 0
0 2
)
O′1
O′2
= O11O′1 + O22O′2,
where  = diag(1, . . .,  n) contains the ordered eigenvalues
1 ≥ 2 ≥ . . . ≥ n > 0 and O is an orthogonal matrix. O1 contains the
ﬁrst q columns of O corresponding to the q largest eigenvalues,
respectively O2 the remaining n − q columns.
Let
z(t) = O′1x(t)
be the q-dimensional (q < n) static factors.  Then the n-dimensional
latent variables are obtained by
(t) = O1z(t) = 	z(t), (10)
where 	 is termed factor loading matrix.  As is well known, one could
generate other static factors by premultiplication with a regular (in
particular orthogonal) matrix U
(t) = 	z(t) = 	U−1︸  ︷︷  ︸
	˜
Uz(t)︸︷︷︸
z˜(t)
= 	˜z˜(t).
However, this will not impair our causality analysis in Section
2, because the spaces spanned by the original static factor z(t) and
the rotated ones z˜(t) are equal.
Proceeding, we assume the static factors z(t) to satisfy the
requirements of Section 1.2, in particular assumption (2),  and we
model them as a regular AR process
a(z)z(t) = ε(t), (11)
where a(0) = Iq and Cov(ε(t)) =  ˙ > 0.
Eqs. (10) and (11) and the causal invertability of a(z) together
yield
(t) = 	z(t) = 	a−1(z)ε(t). (12)
In other words the q-dimensional white noise process ε gener-
ates the n-dimensional latent variables .
2. Granger causality for factor models
In this section we discuss the application of Granger causality
to factor models.
2.1. Challenge
What is the challenge in using Granger causality for the analysis
of high dimensional co-moving data? The naïve approach would be
to ﬁt an n-dimensional AR model to the n-dimensional observations
x(t). In practice we typically encounter two problems:
First, Granger causality analysis is usually considered in the case
of regular AR systems, i.e. where the error covariance matrix  ˙ is
regular (compare Section 1.4). As EEG data are highly correlated and
roscience Methods 214 (2013) 80– 90 83
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Fig. 1. Illustration of the dependence relations of two subsystems of system (17),
an arrow indicates Granger causality. Different causality relations between 2 andC. Flamm et al. / Journal of Neu
how strong co-movement, regular AR models lead to a poor esti-
ation and misleading results of the subsequent causality analysis.
 visual analysis of EEG data quickly conﬁrms this co-movement.
Second, ﬁtting of a n-dimensional AR(p) model requires the esti-
ation of n2p parameters. In order to obtain reliable estimators a
arge sample size is required, in particular for large cross-sectional
imension n. However, as neurological signals (in particular EEG)
how a highly non-stationary behavior, such large sample sizes
mpair the estimation quality. Again, this leads to poor results of
he causality analysis.
In order to avoid these problems we consider factor models.
aturally the question arises, which causalities can be reason-
bly analyzed in this context. In this paper we assume that the
ependence of the latent variables (t) properly reﬂects the causal
tructure of the observations x(t). This assumption seems mean-
ngful despite the separation (9) into noise and latent variables, as
ill be discussed in Section 5.1. This assumption is not necessarily
atisﬁed, see Anderson and Deistler (1984).
The ﬁrst idea for a causal analysis in the factor model case would
e to consider relations of the form
i
?→j|V . (13)
However the usage of the exhaustive set V leads to problems:
elation (13) is derived from the projection of j(t + 1) onto V (t),
ompare criterion (8).  Although the projection itself is unique, the
rojection coefﬁcients are not, i.e. the contribution of the single
i(t), i(t− 1), . . . to the explanation of j(t + 1) is not uniquely
etermined. This is due to the fact that V(t) contains linear
ependent elements. As these contributions are not unique, the
pplication of criterion (8) is not reasonable. Thus an analysis
nvolving relations of the form (13) is not meaningful.
Note that in special cases the above problem might not arise.
Therefore we restrict the conditioning set, instead of V we use
hannel selections I ⊂ V, # I = q < n.2
We  consider relations of the form
i
?→j|I i, j ∈ I. (14)
In the following we will discuss the choice of the channel selec-
ion I, such that relations of the type (14) yield reasonable results.
.2. Framework
For a channel selection I ⊃ i, j we consider the corresponding
ub-system of (12)
I(t) = 	Iz(t) = 	Ia−1(z)ε(t), (15)
here 	I is the square sub-matrix of 	 corresponding to the
elected components I.
In order to yield reasonable causal relations of the form (14) we
nly consider channel selections I where the corresponding 	I is
egular. In the remainder of this paper we will call such I admissible.
By rewriting (15) as an AR representation we obtain
Ia(z)	−1I
 ︷︷  ︸
a˘(z)
I(t) = 	Iε(t)︸  ︷︷  ︸
ε˘(t)
(16)
ith det(	I) /= 0. Note that we premultiply (16) with 	I in order
o obtain the leading coefﬁcient of the left-hand side polynomial as
he identity, a˘(0) = Iq.
The Granger causality relations of this representation (16) can
asily be checked by criterion (8),  which is of the form
i  j|I ⇔ a˘ji(z) = 0 i, j ∈ I; i /= j.
2 In this context # denotes the number of elements in a set.1 depending on the considered channels: (a) associated path diagram for sub-
system (18): 2  1|123 and (b) associated path diagram for sub-system (19):
2 → 1|124.
However, it is important to note that the causality relations
do depend on the channel selection I. This can be seen from the
following example. Consider the following system
⎛
⎜⎜⎜⎜⎝
1
2
3
4
⎞
⎟⎟⎟⎟⎠ (t) =
	︷ ︸︸  ︷⎛
⎜⎜⎝
1 0 0
0 1 0
0 0 1
1 1 1
⎞
⎟⎟⎠
a(z)−1︷ ︸︸  ︷⎛
⎝ 1 0 ˛z0 1 0
0 0 1
⎞
⎠
⎛
⎜⎝
ε1
ε2
ε3
⎞
⎟⎠ (t) =
=
⎛
⎜⎜⎝
1 0 −˛z
0 1 0
0 0 1
1 1 1 − ˛z
⎞
⎟⎟⎠
⎛
⎜⎝
ε1
ε2
ε3
⎞
⎟⎠ (t)
(17)
with Cov(ε(t)) = I3. The sub-process 123 has the following AR rep-
resentation⎛
⎝ 1 0 −˛z0 1 0
0 0 1
⎞
⎠
⎛
⎜⎝
1
2
3
⎞
⎟⎠ (t) =
⎛
⎜⎝
ε1
ε2
ε3
⎞
⎟⎠ (t), (18)
and for the sub-process 124 we have⎛
⎝ 1 − ˛z −˛z ˛z0 1 0
−˛z −˛z 1 + ˛z
⎞
⎠
⎛
⎜⎝
1
2
4
⎞
⎟⎠ (t) =
⎛
⎜⎝
ε˘1
ε˘2
ε˘3
⎞
⎟⎠ (t), (19)
with
Cov(ε˘(t)) =
⎛
⎝ 1 0 10 1 1
1 1 3
⎞
⎠ . (20)
According to criterion (8),  in subsystem (18), 2 is Granger non-
causal for 1 due to a12(z) = 0. In subsystem (19) a12(z) /= 0, thus
2 is Granger causal for 1. Compare Fig. 1 for a graphical repre-
sentation of these two subsystems.
For the interested reader we note that it is also possible to use
generalized dynamic factor models, as discussed in Deistler et al.
(2010), as a basis for the Granger causal analysis.
3. Methods and materials
We apply the method discussed above to EEG recordings. As we
have seen in the previous section, a strict Granger causality investi-
gation between channel i and j depends on the chosen channel set
I. Different channel selections I and I˜ may  lead to different results.
However, we  are interested in a single overall statement, whether
channel i inﬂuences channel j or not.
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Fig. 2. Visualization of the proposed method. Analysis for all causality relations
i → j|I for distinct channel selections I ⊃ i, j. In each plot a point shows the p-
value (as a measure of causality) and | det(	ˆI)| (as a measure of channel similarity)
for  the respective channel selection I. Points with | det(	ˆI)| > 
 only are considered
in  the analysis (numerical reasons). (a) All relevant points have an associated p-value
<0.03, i.e. indicate causality (for each respective I). We conclude that xi inﬂuences xj ,
(b)  all relevant points have an associated p-value >0.03, i.e. indicate non-causality4 C. Flamm et al. / Journal of Neu
For this purpose we propose a workable methodology, which is
ased on the ideas of Section 2.2.  We  will apply it to simulated data
nd to EEG recordings taken from an epilepsy patient.
.1. Proposed method
Our methodology consists of three steps. First, we  use PCA
o separate the observations into the latent variables (explaining
he co-movement) and the noise, see Section 2.2. As discussed in
ection 2.1,  we assume that the causal structure of the observations
s reﬂected in the causality structure of the latent variables.
Second, for ﬁxed i and j we analyze the conditional Granger
ausality relation i
?→j|I , given a ﬁxed channel selection I ⊃ i,
.
Third, we perform this analysis for all admissible channel selec-
ions I˜ ⊃ i, j and derive a heuristic statement for the inﬂuence from
i to j, condensing the information of all sub-systems.
In detail we proceed as follows:
First we perform a PCA on the observations x in order to obtain
he factor loading matrix 	 and the static factors z. The dimension
f the static factors q is determined via a Scree plot, see Cattell
1966). In this graphical method the principal components are
orted according to their explanation of the total variance of the
ata in descending order. Usually some kind of bending point can
e observed in this graphical representation, which divides the
rincipal components into important and unimportant ones, see
ig. 5.
Now let i, j, I be ﬁxed. The straight-forward application of the
pproach of Section 2.2 yields two problems:
While in theory we can easily distinguish regular and singular
atrices 	I in Eq. (16) by considering the determinant, the estima-
or 	ˆI will typically yield det(	ˆI) /= 0. The causality relations drawn
rom systems with very small values of | det(	ˆI)| are not meaning-
ul, which is due to the fact that a˘(z) in (16) cannot be computed
eliably. The term | det(	ˆI)| is a measure for the similarity of the
elected channels. Therefore we only consider channel selections
 with | det(	ˆI)| exceeding a threshold 
. This threshold is chosen
mpirically in order to yield reasonable results.
A similar challenge arises in the estimation of ˆ˘aji(z) (which has
 ﬁnite order now). In theory A˘ji(m)  = 0 ∀m signiﬁes that i is
ranger non-causal for j. However, in estimation we typically
ave ˆ˘Aji(m) /= 0, so we have to statistically test whether the poly-
omial coefﬁcients ˆ˘Aji(m) (for all lags m)  are signiﬁcantly jointly
ifferent from zero.
For this purpose we use an F-test (H0 : A˘ji(m) = 0 ∀ m), which
s implemented in the GCCA toolbox and described in Seth (2010).
e  consider the p-value of the test as a measure for Granger causal-
ty: rejection of H0 (p < 0.03) signiﬁes Granger causality, acceptance
eans non-causality.
In order to sum up, for each channel selection I (for ﬁxed i, j) we
btain two values: | det(	ˆI)| as a similarity measure of the channels
n I and the p-value as an indicator for the causality from i to j.
As a global inﬂuence statement from i to j is our goal, we want
o condense the different conditional causality statements based
n distinct channel selections I into a single one. For this purpose
e propose an intuitive rule: if all statements for distinct channel
elections match, we conclude a global inﬂuence statement.
In other words: if i → j|I for all I with | det(	ˆI)| > 
, we
ay that i inﬂuences j. On the other hand, if i j|I for all I
ith | det(	ˆI)| > 
, we say that i does not inﬂuence j. In case of
on-conclusive Granger causality statements we do not derive any
lobal inﬂuence statement.
Finally, as the causality structures of the observations and the
atent variables are equal by assumption (compare Section 2.1), we(for each respective I). We conclude that xi does not inﬂuence xj and (c) for different
I,  causality as well as non-causality statements are indicated. We do not conclude
any inﬂuence statement.
say xi inﬂuences xj if i inﬂuences j. The analog reasoning holds in
case of non-inﬂuence.
For a better understanding we want to visualize the described
methodology: for i, j ﬁxed we  plot a point for each distinct channel
selection I ⊃ i, j into the plane spanned by | det(	ˆI)| on the x-axis
and the p-value on the y-axis. This procedure yields graphs such
as shown in Fig. 2. In such a plot we only consider points with
| det(	ˆI)| > 
, which are located to the right of the dashed vertical
threshold line. Points to the left of this determinant threshold line
are ignored, because the corresponding p-values are not meaning-
ful due to numerical instabilities.
A point situated below the dotted line represents a p-value <0.03
and therefore indicates Granger causality. Consequently a point
lying above the dotted line indicates Granger non-causality.
Fig. 2, where each plot is constructed as described above, illus-
trates the three cases we distinguish:
In plot (a) all relevant points are situated below the dotted line,
i.e. each point individually indicates causality (H0 of non-causality
rejected due to p < 0.03), thus we have global inﬂuence. We  observe
the opposite situation in plot (b), where all relevant points are
above the dotted line, i.e. each point individually indicates non-
causality, so we  speak of global non-inﬂuence.
Plot (c) illustrates a situation where distinct channel selections
lead to Granger causality as well as Granger non-causality state-
ments. In this case, we refrain from concluding on global inﬂuence.
In the ﬁnal application we distinguish only if i inﬂuences j
(and therefore xi inﬂuences xj) or not. Bayesian inference could be
used in this context to distinguish between these two  cases. How-
ever, the calculation of prior distributions and a Bayes factor would
be difﬁcult.
3.2. Signal model
In order to assess the proposed methodology we  apply it to sim-
ulated data where we know the imposed dependence structure.
Consider the following signal model
x(t) = 	z(t) + (t) (21)
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(z)z(t) = ε(t).
First we simulate the 3-dimensional static factors z(t) as an AR(2)
rocess with
(z) =
⎛
⎝ 1 − 0.2z 0 0−0.3z2 1 − 0.5z 0
−0.7z2 0 1 − 0.5z
⎞
⎠
nd Cov(ε(t)) = I3.3 For the construction of x(t) we choose the factor
oading matrix
 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0
0 1 0
0 0 1
1 0 0
0 1 0
0 0 1
1 0 0
0 1 0
0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
nd the variance of the noise
ov((t)) = diag(0.15, 0.15, 0.61, 1.37, 0.61, 0.15, 1.37, 1.37, 0.61).
The Granger causality structure of the simulated 3-dimensional
tatic factors (z1∗ , z2∗ , z3∗ )
′ is depicted in Fig. 3(a), the resulting
nﬂuence structure of the 9-dimensional co-moving system (x1, . . .,
9)′ in Fig. 3(b). Note that the simple design of 	 yields the clear
raph in plot (b).
.3. ECoG data
In order to demonstrate the practicability of our methodology
e apply it to invasive EEG data taken from a patient suffering from
pilepsy.Epilepsy is deﬁned as a neurological disorder with recurring
nprovoked seizures, it affects 0.7% of the general population (see
irtz et al., 2007). Seizures are characterized by abnormal hyper-
ynchronous neuronal activity, which can affect both hemispheres
3 Simulation is done using the function arsim of the Matlab® package arﬁt,
escribed in Schneider and Neumaier (2001).Fig. 4. Ictal ECoG data. 6 selected channels of the analyzed 4-s segment from the
initial phase of the seizure.
of the brain (generalized seizure) or a circumscribed area in one
hemisphere (focal seizure). About one third of patients with focal
epilepsies develop drug resistant seizures, which cannot be cured
with a medical therapy. If a clear identiﬁcation of the seizure onset
zone, i.e. the area where the seizure starts, is possible, a resective
surgical intervention is a valuable treatment option (see Schuele
and Lüders, 2008). This identiﬁcation is done by a visual inspection
of the EEG data by clinicians, which is a difﬁcult and time con-
suming task. For a better spatial resolution (in particular if EEG is
insufﬁcient for the localization) an invasive recording using subdu-
ral strip electrodes (electrocorticography, ECoG), which are placed
directly on the brain surface, is performed (see Pondal-Sordo et al.,
2007).
While the visual inspection of the ECoG data is still regarded
as gold standard, see Götz-Trabert et al. (2008) and Jenssen
et al. (2011) for two recent studies, there has been an increas-
ing interest in a mathematical analysis of these data. In particular
causality measures, aiming at the quantiﬁcation of the afore-
mentioned synchronous activity, have been used to detect the
seizure onset zone, see e.g. Kim et al. (2010) and Wilke et al.
(2008).
By applying our proposed methodology to ictal ECoG data, i.e.
recordings during an epileptic seizure, we follow this technical
approach of locating the seizure onset zone.
The ECoG data used in this exemplary study are taken from
a patient (male, 43 years) suffering from therapy-resistant focal
epilepsy. The patient underwent a presurgical long-term video
EEG monitoring at the Hospital Hietzing with Neurological Cen-
ter Rosenhügel. Three subdural strip electrodes with a total of 25
channels were implanted, and the electrode B1 (outside the seizure
focus) was chosen as reference. Compare the MRI  (magnetic reso-
nance imaging) scan in Fig. 8 for details. Recording was  performed
using a Micromed® system at a sampling frequency of 1024 Hz.
After recording, the ECoG data were preprocessed in Matlab®: line
interference was  removed using a notch ﬁlter at 50 Hz, and a high-
pass ﬁlter at 1 Hz was applied in order to get rid of physiologically
irrelevant low-frequency contributions. The signals were low-pass
ﬁltered at 64 Hz in order to avoid aliasing and then downsampled
to 128 Hz sampling rate.
In this paper we analyze the beginning of the ﬁrst seizure which
occurred during the recording time. For the identiﬁcation of the
seizure onset zone we  use data from a 4 s time window (as indicated
by the clinicians) consisting of 24 recorded channels. Fig. 4 shows
6 selected channels of the ECoG recordings during the investigated
time interval.
As can be seen, the data seem to be non-stationary, this point
will be discussed thoroughly in Section 5.2.
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5. Discussionig. 5. Scree plot of the Principal Component Analysis of the simulated data from
ignal model (21). Three factors explain the majority of the variance.
. Results
.1. Signal model
We  apply our methodology to the simulated data from the signal
odel (21).
For the initial calculation of the PCA, we determine the num-
er of static factors q by considering the Scree plot, see Fig. 5. This
gure shows the percentage of the explained variance per factor.
e observe that three factors explain the majority of the variance,
hus we choose q = 3. Furthermore, by application of the BIC crite-
ion we obtain an AR-model order of p = 2 (matching the imposed
odel order).
Proceeding according to our methodology, for ﬁxed source i and
arget j we obtain causality relations for all channel selections I ⊃ i,
. They are represented as points in a graph as described in Section
.1. Compare Fig. 2 for the idea. Hereby points with p-values >0.4
re displayed with p-value = 0.4, because this does not change the
esults of the analysis (highly non-signiﬁcant anyway) and facili-
ates the visualization.
In Fig. 6 all these plots are arranged in a 9 × 9 matrix plot, where
he columns indicate the source channels xi and the rows the target
hannels xj. Clearly, the (j, i)-subplot quantiﬁes the inﬂuence from
i to xj. Obviously, diagonal elements are not displayed.
Let us consider the interpretation of three selected subplots in
ig. 6 in detail:
In subplot (3, 1) all points to the right of the determinant thresh-
ld line are located below the dotted line, and therefore represent
-values smaller than 0.03 (i.e. the null hypothesis of non-causality
s rejected). This means that for all admissible channel selections I,
e have 1 → 3|I. Thus we say x1 inﬂuences x3.
In subplot (3, 2) all points to the right of the determinant thresh-
ld line are located above the dotted line. Thus we say x2 does not
nﬂuence x3.
In subplot (4, 1) all points are located to the left of the determi-
ant threshold line, therefore we do not draw any conclusions. The
eason for this behavior is that x1 and x4 are both generated by z1∗
nd therefore are highly correlated.
Thus we have shown that we successfully retrieve the imposed
ependence structure of (21) by interpreting each of the subplots
n the described way. Channel x1 inﬂuences channels x2, x3, x5, x6,
8, x9, so do channels x4 and x7. This is illustrated in Fig. 3(b) where
ach inﬂuence relation is symbolized by an arrow.
.2. ECoG dataWe  apply our methodology (see Section 3.1) to ictal invasive
EG (ECoG) data described in Section 3.3.  We  process a 4-s segmentnce Methods 214 (2013) 80– 90
from the initial phase of a seizure in order to locate the seizure onset
zone. Fig. 4 shows 6 out of the 24 processed channels.
The number of static factors is determined by a Scree plot as
before in Section 4.1.  In order to achieve an explained variance
greater than 80% we  choose q = 5.
The choice of the AR-model order for the application was chal-
lenging. The problem is that ﬁltering (in the preprocessing step of
the data) could affect the AR-model order (and the Granger causal
analysis of the data), see Barnett and Seth (2011). The application
of AIC and BIC criteria in a sliding data window revealed optimal
AR-orders in the range from 4 to 40. In the rhythmic epochs of
the data AR-model orders of 6 or 8 dominate. Hence, in accordance
with the survey paper (Tseng et al., 1995), we choose the AR-model
order for the Granger causal analysis p = 8. This chosen model order
corresponds to a time lag of 62.5 ms.
Furthermore, we  choose 
 = 0.05 in order to discard points of the
causality analysis which yield unreasonable results due to numer-
ical problems caused by channel similarity.
In the application of our methodology to ECoG data the co-
movement (t) from Eq. (9) represents the common movement
of the data. This common movement is the synchronized epileptic
activity (we  are interested in) and is characterized by high ampli-
tude wave forms. On a theoretical level (t) is noise, but in the
application it is simply the rest after the important parts of the
data (common movement) have been removed. According to our
key assumption that the causality structure of the latent variables
reﬂects the causality structure of the data, no important causal
information is found in these low amplitude residuals. This assump-
tion holds in the case of the observed ECoG data, as we  discuss in
Section 5.1.
In analogy to the analysis of the signal model (21) in Section 4.1
we obtain a 24 × 24 matrix plot. Fig. 7 shows a 6 × 6 sub-matrix,
corresponding to the 6 channels displayed in Fig. 4.
Here we  brieﬂy want to discuss 4 subplots of Fig. 7 in detail:
Subplot (2, 3) describes the causality relations from B8 to
A12. All points to the right of the determinant threshold are
located below the dotted line, thus we  say channel B8 inﬂuences
channel A12.
In subplot (5, 3) all points located to the right of the determinant
threshold are above the dotted line. Therefore B8 does not inﬂuence
C5.
An interesting case occurs in subplot (3, 2). We  have admissible
points above and below the dotted line. In this case we  refrain from
any inﬂuence statement.
Finally in subplot (4, 2) all points are located to the left of the
determinant threshold. We  do not draw any conclusion in this case,
as there are no admissible channel selections.
By interpreting each subplot in the 24 × 24 matrix in this way,
we obtain all inﬂuence relations. In particular we are interested in
the (source, target) channel pairs, where the source does inﬂuence
the target channel. Fig. 8 shows a MRI  scan of the patient’s brain
together with the electrode positions, the calculated inﬂuences are
represented by arrows.
Channels B8, A12, A11 and A10 have the highest number
of outgoing arrows, see Fig. 9 for a quantiﬁcation of the out-
degree per channel. This observation suggests that the seizure
onset zone comprises these four electrodes, which is in good
accordance with the visual analysis of the clinicians. In Section
5.2 we will discuss the neurophysiological aspects of this
result.In this paper we propose a procedure for deriving inﬂu-
ence relations in high-dimensional and co-moving time series
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Fig. 6. Results of the inﬂuence analysis of signal model (21) in matrix plot form. Columns indicate the source channels xi and the rows the target channels xj , the (j, i)-subplot
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sing PCA and Granger causality. In this section we  discuss
arious aspects of our approach. We  start with a discus-
ion of the methodology proposed in Section 3.1,  followed by
 discussion of its application to simulated data and ECoG
ecordings.
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ig. 7. Results of the inﬂuence analysis of the ictal ECoG data from six selected channe
olumns indicate the source channels and the rows the target channels. Compare Fig. 6.re considered due to numerical reasons (reasonable points). If all reasonable points
g. 2. This analysis yields the inﬂuence structure illustrated in Fig. 3(b).
5.1. MethodologyA key assumption of this paper is that the latent variables reﬂect
the causality structure of the observations. In other words, that we
can infer the dependencies between the channels from the latent
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ls (displayed in Fig. 4) in matrix plot form (submatrix of the full 24 ×24 matrix).
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anﬂuence between the respective electrodes. Electrodes with the highest number of
eparting arrows are considered to represent the seizure onset zone (B8, A12, A11
nd  A10), compare the out-degree histogram in Fig. 9.
ariables, and that the noise is assumed not to contain any causality
nformation. Although this is a strong assumption, it seems rea-
onable to us: this assumption is very similar to the one that the
ausal dependencies are reﬂected by distinct, high-amplitude wave
orms in the signal, e.g. high amplitudes in ictal ECoG recordings.
e  believe that in particular in neurophysiological applications this
s meaningful, as we expect these high-amplitude oscillations to
arry substantial information about the causality structure of the
enerating cortical mechanisms.
In our approach we investigate all dependencies in all q-
imensional subsystems corresponding to the latent variables. By
he application of the PCA we perform this analysis in a compu-
ationally efﬁcient way, as we only have to compute one PCA and
stimate one single AR-model. Of course it would also be possible to
efrain from the usage of factor models. In this case one would ﬁt an
R-model for each q-dimensional sub-process of the observations,
hich would result in a higher computational effort.
In contrast, the proposed factor model-based methodology
ields a simple mathematical method for the causal analysis of the
hole multivariate system. Another advantage of our method lies
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ig. 9. Results of the inﬂuence analysis of the ictal ECoG data. Histogram of the out-
egree of the electrodes represented in Fig. 8. Electrodes with the highest number of
eparting arrows are considered to represent the seizure onset zone (B8, A12, A11
nd  A10).nce Methods 214 (2013) 80– 90
in the simple measure for the channel similarity of a channel selec-
tion I, | det(	ˆI)|, which allows for a straightforward comparison for
different channel selections.
As mentioned in Section 3.1, our methodology consists of three
steps: PCA, Granger causality analysis for ﬁxed channel selection
I and derivation of an inﬂuence statement. This modular design
allows for an easy adaptation of each single step, i.e. alternative
methods could be used in each step independently of the others.
First, the usage of sparse PCA would enforce additional zeros
in the loading matrix 	.  Thurstone (1947) suggested ﬁve criteria
for a simple structure and (d’Aspremont et al., 2007) gave a direct
formulation for sparse PCA.
Second, here we use two central indicators in the Granger
causality analysis for a ﬁxed channel selection: | det(	ˆ)I | as a mea-
sure of channel similarity (as mentioned above) and the p-value
of an F-test as an indicator for Granger causality. We employ the
latter due to its well-established theory. Note that in neuroscience
literature various other directed dependency measures are used.
Prominent ones include the linear measure of conditional depend-
ence introduced by Geweke (1984), the Partial Directed Coherence
(PDC) introduced by Baccala and Sameshima (2001),  its numerous
modiﬁcations and the Directed Transfer Function (DTF) proposed
by Kaminski and Blinowska (1991).  Compare Flamm et al. (2012)
for an overview and a discussion of these measures with regard to
Granger causality.
Other measures for the channel similarity would also be con-
ceivable, e.g. the determinant of the covariance matrix of the errors
| det(˙(ε˘(t)))| in (16). However, we  note that | det(	ˆI)| revealed
good numerical properties.
Third, in this paper we propose a workable rule for the deriva-
tion of inﬂuence statements: If i → j|I for all admissible I, we
say that xi inﬂuences xj. One could imagine other rules depending
on speciﬁc applications. For example only the channel selection
with the largest | det(	ˆ)I | could be taken into account for the
inﬂuence statement. Another possible rule for inﬂuence state-
ments might be based on the comparison of the number of points
above and below the dotted line, e.g. the majority or a certain
percentage.
A naturally arising question is whether and to which extent
our deﬁnition of inﬂuence is meaningful. In our opinion it is a
workable procedure for causality analysis in high-dimensional
co-moving systems: Intuitively one expects a certain kind of
dependence if i is causal for j for all (admissible) channel
selections.
A potential weakness of our deﬁnition of inﬂuence is the fact
that in practical applications one is often confronted with the case
where no inﬂuence statement can be inferred. Compare subplot (3,
2) in Fig. 7, where causality as well as non-causality relations are
symbolized. In such cases we  recommend a more precise investiga-
tion which particular channel selections yield causality and which
do not. If, in applications, the conditioning on channels of a spe-
ciﬁc region yields non-causality between channels i and j, but the
conditioning on all other regions indicates causality, further inves-
tigation could be performed to explain this. Due to the existence of
such undecidable cases we  avoid the term causality and refer to the
derived dependence statement as inﬂuence.
We want to conclude this ﬁrst part of the discussion with a side
remark.
The problem of high-dimensional co-moving data often occurs
in practical applications. We  propose a methodology connecting
Granger causal analysis and factor models. Other ideas in order
to cope with the co-movement include the analysis of manually
selected subsystems (where the number of observations equals the
number of driving components) or the causal analysis of so-called
extracted atoms, which represent condensed information of the
system, see Eichler (2005).
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.2. Application
Our methodology correctly identiﬁes the dependence structure
f the signal model (21) (see Section 3.2), as we have discussed
n Section 4.1.  During this analysis we encountered the challenges
iscussed in the previous section.
The determination of q, i.e. the dimension of the static (and the
ynamic) factors, is very important for the simulated data as well
s the ECoG recordings and potentially has great inﬂuence on the
nalysis. In both applications we chose q based on Scree plots in a
easonable way. The assumption that the dimension of the dynamic
nd the static factors match is very strong. If the dimension of the
ynamic factors is lower than the one of the static factors, the AR
odeling of the static factors (11) does not hold any longer. The
esulting model class is richer but the proposed approach would
ave to be generalized.
A major problem of the presented causal analysis of the
CoG data is the stationarity. As can be seen in Fig. 4 the data
o not seem to be stationary. During the main phase of the
pileptic seizure the channels show distinct rhythmic behavior,
hich is stationary in nature. However, we are interested in the
eginning of the epileptic seizure where the rhythmic activity
tarts to spread. Due to this evolution our period of interest is
on-stationary.
There are two main approaches to cope with the problem of
ausal analysis of non-stationary data: the ﬁrst is to use non-linear
ethods, see e.g. Marinazzo et al. (2011),  the second is to employ
he shortest possible time window for the analysis. We  focus on the
econd approach and use a short time window:
The segment length of the analyzed data is bounded below
ith 4 s (at a sampling rate of 128 Hz) in order to yield a
easonable result in the causal analysis. This is the lowest pos-
ible reasonable window length for the used methods (ﬁrst PCA
xtraction of 5 important components and second AR-modeling
ith order p = 8) due to parameter estimation, compare Section
.1. Reasonable in this sense means stability of the results: a
light temporal shift of the analyzed data window will only
ause small changes in the causal analysis; for shorter segments
he window shift will cause signiﬁcant changes in the causal
nalysis.
The application of our methodology to ictal ECoG data shows
romising results. We  successfully localize the seizure onset zone
f the analyzed patient by identifying the zone with the highest
umber of outgoing arrows. In this manner we deﬁne the area com-
rising the electrodes B8, A12, A11 and A10 as the seizure onset
one, compare the MRI  scan in Fig. 8 and the out-degree histogram
n Fig. 9. This result correlates well with the visual inspection of the
aw ECoG data by clinicians. They mark the beginning of the epilep-
ic activity on each channel, and by the temporal delay between
hannels the propagation and seizure onset zone are determined.
able 1 summarizes the ﬁndings of three clinical experts who  inde-
endently marked the electrodes initially involved in the epileptic
ctivity. For each of the three investigations the electrodes iden-
iﬁed by our methodology are comprised in the set of initial and
ollow-up electrodes. Electrodes B8, A12 and A11 are speciﬁed as
nitial in two out of three cases and as follow-up in the third case.
able 1
nset zone and initial propagation of the analyzed seizure according to the visual
nspection by clinicians.
Investigator Initial electrodes Close follow-up
Expert 1 B8 A10, A11, A12
Expert 2 A11, A12, B8 A9, A10, B7
Expert 3 A10, A11, A12 B8nce Methods 214 (2013) 80– 90 89
Inversively, electrode A10 is indicated as initial in one case and as
follow-up in two  cases.
The visual analysis investigates each channel on its own  and
then compares all channels. In contrast our proposed methodology
analyzes the whole multivariate set of channels at once. So the two
underlying ideas are different, and therefore it is remarkable that
the results correlate so well.
In our opinion the reason for this good correlation between our
results and the clinical ﬁndings is the following:
In case of focal epilepsy, the pathological synchronous activ-
ity (characterizing the epileptic seizure) starts at a circumscribed
brain area. From this seizure onset zone ictal activity spreads to its
immediate vicinity recruiting more and more parts of the neural
network. This leads to distinct co-movement of the observations.
One could imagine a “focus” located in the seizure onset zone driv-
ing the surrounding channels by imposing its oscillatory frequency
in the course of the recruiting process. This could be interpreted as
a kind of information transfer or causal interaction: the electrodes
in the focus inﬂuence the behavior of the surrounding electrodes
in the initial phase of the seizure.
Therefore we expect to obtain indications for the seizure onset
zone by applying a Granger-causal analysis to factor models within
the initial seconds of the seizure. We  think that the aforementioned
results strengthen this hypothesis. However, for a conﬁrmation of
this hypothesis the application of the proposed methodology to a
broader data basis is essential.
In the course of this recruiting process we obviously expect
feedback mechanisms between the channels (besides unidirect-
ional dependence). This can be observed in Fig. 8, consider e.g.
channels A9 ↔ A10, A10 ↔ A12 and B6 ↔ A12. However, in the
seizure onset zone the departing arrows predominate, i.e. we
have channels with a high out-degree. This situation is reﬂected
in the out-degree histogram in Fig. 9. Channels with the highest
out-degrees coincide with the seizure onset zone, and with increas-
ing distance to the seizure onset zone the respective out-degree
decreases. Channel A8 with an out-degree of zero is an excep-
tion, as we  cannot infer any inﬂuence statement for this source
channel (only non-admissible channel selections for all target
channels).
Finally we  want to address a general problem of EEG/ECoG
analysis: coverage, i.e. cortical activity is only measured at cer-
tain points. Usually the focus of a seizure is located in deeper
brain regions or is not directly covered by an electrode. There-
fore, the presented methodology as well as the visual analysis only
detect a circumscribed area where the epileptic activity is noticed
ﬁrst.
In case of incomplete coverage our algorithm would detect the
area which inﬂuences the other areas to the greatest extent. How-
ever, this is not necessarily the seizure onset zone.
Concluding we  think that our methodology might have the
potential to assist clinicians in the presurgical evaluation by objec-
tivating their visual ECoG examination (e.g. as an Add-on to clinical
recording software).
6. Conclusion
In this paper we propose a causal analysis of high-dimensional
co-moving data, connecting the topics of Granger causality and fac-
tor models. The application of Granger causality to factor models
is not straightforward, and we propose a natural extension termed
inﬂuence. The latter allows for an investigation of the dependence
structure in certain cases.
This methodology might often allow an insight into the depend-
ence structure of highly correlated data in neuroscience such as
EEG.
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