Abstract In this paper, we define the deletion graph X\π over an equitable partition π = {V 1 , · · · , V r } of vertex set of a directed graph (digraph) X, which is an signed directed graph defined for a fixed set of deleting vertices {v i ∈ V i , i = 1, · · · , r}. We show that the characteristic polynomial of adjacency matrix A(X) is decomposed into the quotient graph part and the deletion graph part over the equi- 
Introduction
A partition π = {V 1 , . . . , V r } of the vertex set V (X) of a directed graph (digraph) X (we allow multiple loops and edges) is called equitable if for each i, j = 1, . . . , r, there is a integer b ij such that each vertex in the cell V i has exactly b ij (oriented) edges to vertices in the cell V j . The adjacency matrix of the (weighted) quotient graph over π is defined by the matrix (b ij ) and is denoted by A(X/π). It is well known that the characteristic polynomial of the (weighted) quotient graph over π divides characteristic polynomial of the adjacency matrix A(X) of the graph ([GR01, 9.3]). The remainder part is investigated when there is a semi-free action of a group by Deng and Wu [DW05,Theorem 4.2], and they posed a question whether we can associate any geometrical meaning on the remainder part. We answer the question in a more general form, that is, not assuming a semi-free action of a group but for an equitably partitioned directed graph.
We define the deletion graphally X\π over π which is an signed directed graph defined for a fixed deleting vertices {v i ∈ V i , i = 1, · · · , r}, and show that the remainder part
is the characteristic polynomial of the adjacency matrix A(X\π) of the deletion graph. Moreover, we get the decomposition formula for the characteristic polynomials for Laplacian, and the reciprocal of Ihara-Bartholdi zeta function. Since a generalized join (composition) (Schwenk [S74] ) of regular graphs is a special case of an equitably partitioned graph, we get the decomposition formula of IharaBartholdi zeta function of generalized joined graph by Chen and Chen [CC17] as a corollary of our Theorem (see also [CFM13] ).
Equitably partitioned graph is equivalent to have covering projection ([DSW07, Lemma 3.1]), and when the graph is a covering of a voltage assignment, which is equivalent to have a free action (i.e. regular covering) ([GT77, Theorems 3,4], see also [DW05] ), there are a large amounts of literature on the decomposition of (a) the characteristic polynomial of the adjacency matrix of the graph, and (b) the reciprocal of Ihara-Bartholdi zeta functions. When there is a symmetry (automorphism), so when the equitable partition is the orbit partition, [BFW16] , [FSSW17] , [FSW18] gives the decomposition of the automorphism compatible matrix, which include the adjacency matrix, the Laplacian, etc.
The remainder of the paper is organized as follows. In section 2, we give basic facts on equitably partitioned directed graph. In section 3, we define the deletion graph. In section 4, we give a decomposition formula of characteristic polynomials of equitably partitioned matrices. In Section 5 and 6 we give applications of the decomposition formula to the reciprocal of Ihara-Bartholdi zeta functions of equitably partitioned graphs, especially on generalized join graphs. In section 7, we give proofs.
Equitable Partitions of Directed Graphs
For totally ordered sets U, V and a set W , we denote by Mat (U × V ; W ) the set of matrices indexed by U × V whose components are in W , that is, the set {M : E 1 ×E 2 → F } of mappings from U ×V to W. For a square matrix M, φ(M, x) = det(xI − M) is the characteristic polynomial of M. Let X = (V (X), E(X)) be a finite directed (multi)graph with a set V (X) of vertices and a set E(X) of directed edges. If e ∈ E(X) implies e ∈ E(X) (here e is an inverse edge), then X can be considered as an undirected graph. We allow X to have multiple edges and multiple loops. For u, v ∈ V (X), we denote by u → v if there is an edge that goes from u to v, and u ∼ v if u → v and v → u. The adjacency matrix of X is denoted by A(X), that is, A(X) uv is the number of edges from u to v.
Definition 2.1. Let π = {V 1 , . . . , V r } be a partition of the vertex set V (X) of a directed graph X. For i, j = 1, . . . , r, for each vertex u in the cell V i , the number b ij of edges that goes from u to the cell in V j does not depend on the choice of u, we say that π is an equitable partition. The multi-directed graph X/π, called the (weighted) quotient (or front devisor) of X over π, is such that the set of vertices is π, and there are b ij edges from V i to V j ([GR01, 9.3]). The adjacency matrix of X/π is given by A(X/π) = (b ij ) ∈ Mat (π × π; Z + ).
Example 2.2.
(a) Let X be the following
, and A(X/π) = 1 1 1 1 . (c) Let X = J(5, 2, 0) be the Petersen graph. (ii) Next consider the forllowing distance partition 
We denote by M/π := B, and call it the quotient matrix of M over the partition
Remark 2.4. Let π = {V 1 , . . . , V r } be an equitable partition of V (X), and let
Then M is equitable with the quotient matrix
here δ ij = 1 if i = j and = 0 if i = j. Assume that X is an undirected graph and let D(X) be the degree matrix of X, that is, the diagonal matrix such that D(X) uu is the number of edges that goes from u. Let L(X) = −A(X) + D(X) (resp. Q(X) = A(X) + D(X)) be the Laplacian (resp. the signless Laplacian) of X, and let Z X (u, t) be the Ihara-Bartholdi zeta function (see section 5). Then by
3. The Deletion Graph over a partition of a graph Definition 3.1. We define a signed directed graph X = (V (X), SD(X)) as folows: SD(X) is a set of a signed directed edges with its adjacency matrix A(X) ∈ Mat (V (X)× V (X); Z) whose components are integers. That is, for u,
For signed directed graphs X i = (V (X i ), SD(X i )), i = 1, 2, we define the signed directed graphs X 1 + X 2 and X 1 − X 2 by the following:
, and
Let π = {V 1 , . . . , V r } be a partition of vertices V (X) of a directed graph X, and fix a set of vertices {v i ∈ V i , i = 1, · · · , r}. Let
We define a signed directed graph X\π and call it the deletion graph over the partition π, as follows:
here, X |V ′ is the restriction of X to V ′ . Let P ∈ Mat (V (X) × π; {0, 1}) be the characteristic matrix, that is,
, define the deletion matrix over the partition π, M\π ∈ Mat (V ′ × V ′ ; C) by the following:
The following holds. On the other hand,
Hence, A(X)\π = A(X\π).
The Decomposition Formula
The following is our main theorem.
Theorem 4.1. Let π = {V 1 , . . . , V r } be a partition of the vertex set V (X) of a directed graph X. Let M ∈ Mat (V (X) × V (X); C) be equitable over π. Then
here M\π is defined for a fixed {v i } r i=1 , v i ∈ V i , and φ(M\π, x) does not depend on
. In particular, if π is equitable, then
Example 4.2. Let X, π be in Example 2.2.
(a) Delete {v 1 , v 2 } = { 2 , 2 }.
Since A(X \π) = −1 1 1 −1 , by our Theorem, we have φ (A(X), x)
(c) (i) By (3.5) we have
here A 1 = A 
To get the characteristic polynomial of the adjacency matrix of the Petersen graph by an another method, see [GR01, section 9.1 and exercise 8.9].
Applications to Ihara-Bartholdi zeta functions
In this section, we assume X = (V (X), E(X)) is an undirected graph, that is, E(X) is a set of symmetric directed edges. As corollaries of our Theorem, we have the decomposition of the characteristic polynomial of Laplacian, and the reciprocal of Ihara-Bartholdi zeta functions of equitably partitioned graphs.
Zeta functions of graph are defined as follows. For an edge e ∈ E(X), we denote by o(e) (resp. t(e)) the origin (resp. terminus) of e. A closed path in X is an sequence of edges C = (e 1 , . . . , e k ) with t(e i ) = o(e i+1 ) for i ∈ Z/kZ. We denote by k = |C|, the length of C, and by cbc(C) = #{i ∈ {1, . . . , k}| e i+1 = e i }, the cyclic bump count of C. A cycle [C] is the equivalence class of a closed path C under cyclic permutation of its edges (that is, (e 1 , . . . , e k ) ∼ (e 2 , . . . , e k , e 1 )). A cycle is prime if none of its representatives can be written as C k for some k ≥ 2. We denote by C the set of prime cycles. Bartholdi zeta function is defined by
is the Ihara zeta function defined by [Iha66] in which he considered a zeta function of regular graph and gave its reciprocal as polynomial. It is generalized to general graph by [Bas92] (see also [Ser80] , [Has89] 
For u, t ∈ C, let
Then we have
As a Corollary of our main Theorem 4.1, we have the following.
Corollary 5.2. Let π = {V 1 , . . . , V r } be an equitable partition of the vertex set V (X) of a graph X and fix deleting vertices
In particular,
Generalized join graphs
In this section, graphs are assumed to be simple. We consider the case when X is an the generalized join (composition) of X 1 , . . . , X r (see 
Remark 6.2. We can generalize Corollary 6.1 to the following Teranishi's result [Ter03, Theorem 3.3]. Let X = H[X 1 , . . . , X r ] be a generalized join (composition) and for each i = 1, . . . , r, let
, π is an equitable partition of V (X) and
. 
we have the assertion.
(Proof of Theorem 4.1) First we give lemmas.
Lemma 7.1. Let M ∈ Mat (V (X) × V (X); C) be equitable over a partition π = {V 1 , . . . , V r } of vertex set V (X) of a graph X. Then
= (M/π) ij , and
Definition 7.2. Let π = {V 1 , . . . , V r } be a partition of vertices V (X) of a graph X.
, by the following:
) is the i-th (resp. v j l -th) column vector of P (resp. Q). Considering v i -component, we have
Let C ′ , C be as in the assertion. Then
(by (7.10)).
Now we prove Theorem 4.1. By Lemmas 7.1 and 7.4,
(Proof of Corollary 5.2)
we have the other assertions.
(Proof of Corollary 6.1) Let M = αA(X) + D.
(i) First we prove that 
We prove that
which implies (7.11). For a subgraph X i , let π i = {V (X i )} be the trivial partition.
So, we have the assertion.
(ii) Next we prove that φ (M/π, x) = n 1 · · · n r det −αA(H) + D(x) , (7.14) which implies (6.8). By (2.1) and (2.2), (M/π) ij = αA(X/π) ij + (D/π) ij = αk i + d i if i = j, αA(H) ij n j if i = j. by the following Lemma 7.5, we have (7.14).
Lemma 7.5. Let B = (ρ ij n j ) r i,j=1 , N = (ρ ij √ n i n j ) r i,j=1 ∈ Mat (π × π; C). Then det B = det N = n 1 . . . n r det(ρ ij ).
(Proof) det B = det (n 1 ρ ·1 , · · · , n r ρ ·r ) = n 1 . . . n r det(ρ ·1 , · · · , ρ ·r ) = n 1 . . . n r det(ρ ij ), and det(ρ ij √ n i n j ) = det So, by (6.9),(7.17),(7.18),(7.19), we have Z(u, t)
which is [CC17, Theorem 3.1].
