Abstract. Spectral problems are considered which appear in description of small transversal vibrations of Stieltjes strings. It is shown that the eigenvalues of the Neumann-Neumann problem, i.e. the problem with the Neumann conditions at both ends of the string interlace with the union of the spectra of the Neumann-Dirichlet problems, i.e. problems with the Neumann condition at one end and Dirichlet condition at the other end on two parts of the string. It is shown that the spectrum of Neumann-Neumann problem on the whole string, the spectrum of Neumann-Dirichlet problem on the left part of the string, all but one eigenvalues of the Neumann-Dirichlet problem on the right part of the string and total masses of the parts uniquely determine the masses and the intervals between them.
INTRODUCTION
Finite dimensional spectral problems have physical interpretations in mechanics where they appear in description of transverse vibrations of the so-called Stieltjes strings (see [12] and [6, Addition II]), of longitudinal vibrations of point masses connected by springs [13] . They have also an interpretation in the synthesis of electric circuits [10, 5, 4] . Inverse problems lie in recovering the parameters of the system using the spectrum or spectra of its vibrations. In [6] the inverse problem for a single Stieltjes string was solved completely. In particular, it was shown that in order to recover parameters of a string it is necessary to know two spectra of boundary value problems with different boundary conditions. Also in [6] conditions were found necessary and sufficient for two sequences of numbers to be the spectra of such problems.
Generalizations for the case of damped Stieltjes strings were obtained in [17, 1] , and for trees of Stieltjes strings in [7, 8, 9, 15, 2, 16] , see also [14] .
In [3] a three spectra inverse problem was considered: given the spectra of a Dirichlet-Dirichlet problem on a whole string and Dirichlet-Dirichlet problems on two parts of the string together with lengths of the parts, find the masses and the subintervals between them. In the present paper we consider an analogue of this result for the case of a Neumann-Neumann problem on the whole string and the Neumann-Dirichlet problems on two parts of the string.
In Section 2 we consider the direct three spectra problem. We show that the eigenvalues of a Neumann-Neumann problem interlace in a not strict sense with the union of the spectra of Neumann-Dirichlet problems on the parts of the string and with the union of the spectra of Neumann-Neumann problems on the parts of the string.
In Section 3 we solve the corresponding inverse three spectra problem: given the spectrum of a Neumann-Neumann problem on a whole string, the spectrum of a Neumann-Dirichlet problem on the left part of the string, all but one eigenvalues of the Neumann-Dirichlet problem on the right part of the string and the total masses of the parts of the string, find all the point masses and all the intervals between them except for the intervals neighboring the ends of the string. It turns out that due to the fact that the lowest eigenvalue of any Neumann-Neumann problem is 0, a three spectra inverse problem appears to be overdetermined if all three spectra are given. Therefore, we use the Neumann-Neumann spectrum of the problem on the whole interval, a Neumann-Dirichlet problem on the left part of the string and all but one eigenvalues of a Neumann-Dirichlet problem on the right part of the string. Also we give conditions on three sequences of numbers necessary to be the spectrum of the Neumann-Neumann problem on a whole string (the first sequence), the spectrum of the Neumann-Dirichlet problem on a part of the string (the second sequence), and a part of the spectrum of the Neumann-Dirichlet problem on the second part of the string (the third sequence).
DIRECT SPECTRAL PROBLEM
We consider a Stieltjes string (an elastic massless thread bearing a finite number of point masses). The string consists of two parts, which are joined at one end while the other end is free to move in the direction orthogonal to the equilibrium position of the string. The joining point is free of mass. We measure distances from the free ends. Starting indexing from the free ends, n j masses m
. . , n j , are positioned on the j-th part, j = 1, 2, which divide the j-th part into n j + 1 (n j ≥ 1) subintervals denoted by
. . , n j ) again starting indexing from the free ends.
In particular, l
0 is the distance on the j-th part between the free endpoint and m 
Newton's law gives the following equations of motion for the masses:
The joined ends give rise to
n 2 +1 (t) and the balance of forces at P leads to
At the free ends we have
which means that the ends are free to move in the direction orthogonal to the equilibrium position of the string. Substituting v
k e iλt and changing the spectral parameter for z = λ 2 we obtain the following recurrences for the amplitudes u
Following [6] we look for the solution to (2.2)-(2.5) in the form:
where
is a polynomial of degree k − 1, which are the solutions of (2.2) and (2.5).
Three spectra problem 45 We introduce the polynomials of odd index:
According to (2.2) and (2.7) the polynomials Q
, and the initial conditions
0 (z) = 1. Substituting (2.6) into (2.3) and (2.4) we obtain:
The spectrum of problem (2.2)-(2.5) coincides with the set of zeros of the determinant of system (2.8), (2.9), i.e. of the polynomial
is the characteristic polynomial of a NeumannDirichlet problem on j-th string:
is the characteristic polynomial of the Neumann-Neumann problem on the j-th string:
14) 
can be expanded into the following continued fraction: (2.16) and with account of (2.1) we obtain 
Theorem 2.3. After cancellation of common factors (if any) in the numerator and the denominator the function
becomes an S-function.
Proof. Using (2.10) we arrive at
is a Nevanlinna function, we conclude, see [14, Lemma 2.4.5] ,
is a Nevanlinna function too as well as
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Since the S-function
is positive for all z ∈ (−∞, 0), it follows that (
Now let us consider the spectral problem which describes the case where the point P is clamped. Then instead of equations (2.2)-(2.5) we have 
k+1 ) the spectrum of Newmann-Dirichlet problem (2.11)-(2.13) on j-th string. The spectrum {ξ k } n k=1 is the union of the spectra of problems (2.11)-(2.13), i.e.
Theorem 2.4. The sequences {µ k } n k=1 and {ξ k } n k=1 satisfy the following conditions:
3) the multiplicity of each ξ k does not exceed 2.
Proof. By Theorem 2.3 the rational function
is an S-function (after cancellation of common factors in the numerator and the denominator, if any) and thus the zeros of this rational function interlace with its poles:
p for some k and p, then (2.10) implies
is a zero of the polynomial Q
2n j −1 (0) = 0 for j = 1 and j = 2 we see that due to (2.10) ϕ(0) = 0, and therefore µ 1 = 0 and statement 1) is proved.
The multiplicity of the zeros of
each factor in the product has only simple zeros. □
Theorem 2.5. After cancellation of common factors in the numerator and denominator the rational function
Proof. Using (2.10) we obtain Denote by {χ
n j , the zeros of the polynomial Q (j) 2n j −1 (z) and let
Three spectra problem 49 Theorem 2.6. The sequence {τ k } n k=1 interlaces with {µ k } n k=1 as follows:
3) the multiplicity of τ k does not exceed 2.
Proof. Since by Theorem 2.5
Since χ
1 = 0 we have τ 1 = τ 2 = µ 1 = 0. This together with Statement 2) implies Statement 1). Statement 3) follows from simplicity of the eigenvalues of each of problems (2.11), (2.14), (2.15) with j = 1 and j = 2. □
INVERSE PROBLEM
In this section we consider the inverse problem of recovering the sets
k=1 , j = 1, 2, using the spectrum {µ k } n k=1 , all but one elements of
and the total masses m j of the parts of the string. Here n = 
k=1 be the spectrum of problem (2.11)-(2.13) with j = 1, and {ν
k=1 be a sequence of eigenvalues (a part of spectrum) of problem (2.11)-(2.13) with j = 2 such that
k=1 . Then these data uniquely determine the masses {m
k=1 , (j = 1, 2) and the intervals {l
Proof. Let us construct the following polynomials:
We consider the following functional equation
k into equation (3.5), and taking into account (3.2)-(3.4) (notice that (3.1) and (3.4) imply R 2 (ν
Denote ν 
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Denote by {χ k }
k=2 the zeros of the polynomialX 1 . Evidently,
and, consequently,
Therefore, the zeros {χ
k=2 of the polynomialX 1 (z) interlace with {ν
k=1 as follows:
Now we construct the polynomial
Due to (3.9) the ratio −
is an S-function and
Analogously to (3.6) we obtaiñ
Denote by ν (2) 0 = 0, and setX
Then forX 2 (z) we have the Lagrange interpolating polynomial
Similarly to (3.8) we arrive at
The zeros {χ
k=2 of the polynomialX 2 (z) interlace with {ν
It follows from (3.9) and (3.11) thatX j R j is an S-function for j = 1 and j = 2. Therefore, 
is also an S-function. This means that there is exactly one zero ofX 1X2 in the interval (µ n , ∞). According to (3.11) this zero is χ
(1)
n 2 and therefore ν (2) n 2 > µ n . Then due to (3.1) we arrive at ν (2) n 2 > µ n > χ (2) n 2 . Due to (3.11) and the inequality ν (2) n 2 > χ (2) n 2 , we conclude that
is an S-function and where l (2) k > 0 and m (2) k > 0. We identify the coefficients m (2) k with the masses on the right part of the string and the coefficients l (2) k with the subintervals of it. Thus, we have found all the masses and the subintervals (except of l 2n j −1 (z) be the characteristic polynomial of Neumann-Neumann problem (2.11), (2.14), (2.15). Then (2.16) is valid. Comparing (2.16) where j = 1 with (3.12), we conclude that
2n 1 −1 (z) = −T 1 m 1 zX 1 (z), (3.13) where T 1 is a nonzero constant. Comparing (2.16) where j = 2 with (3.12), we arrive at
2n 2 −1 (z) = −T 2 zm 2X2 (z). (3.14)
Using (3.13)-(3.14) we obtain 
