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Introduction
functions. As such, we can use these models to simulate the behavior we expect according to our hypotheses. Our approach takes advantage of this, generating many hypotheses (e.g. an ensemble) and coupling them with machine learning to identify experiments that optimally improve our understanding of an organism.
The approach, which can be generalized to any mechanistic model and simulation task of interest, is summarized as follows. First, we generate many models that are each consistent with experimental data, forming an ensemble of models ( Figure 1a ). We then perform a set of simulations using the ensemble that are related to a task of interest, such as drug target identification or production of a metabolite of commercial interest ( Figure 1b ). Using the output of these simulations, we perform unsupervised learning to generate phenotypic clusters of models, where clustering is determined by similarity of simulation profiles across the entire set of simulations ( Figure 1c ). We then apply supervised learning to predict simulation cluster membership for each model using the values of variable parameters in that model as input ( Figure 1c ). The relative importance of these model parameters in the supervised learning model indicates the impact that uncertainty in that parameter has on simulation outcomes across the ensemble ( Figure 1d ). In other words, resolving the true state of these parameters will maximally reduce uncertainty in the simulations performed with the ensemble. Here, we apply this approach to the task of reducing uncertainty in predicted gene essentiality for 31 bacterial species ( Figure 1ad ). We generate an ensemble for each species using previously published growth phenotyping data, 14 predict the effect of genomewide single gene knockouts, then apply semisupervised learning as described above. Approach for a simulationguided recommendation system for curation of genomescale metabolic models. a) A draft GEM is generated using ModelSEED. Algorithmic gapfilling is applied so that the GEM can recapitulate experimental observations, and the process is repeated to identify alternative solutions. These alternative solutions are assembled into an ensemble of GEMs, each of which contains the original content of the draft GEM and a unique set of gapfilled reactions. b) Single gene knockouts are performed using the ensemble, in which production of biomass is evaluated when reactions requiring each gene are inactivated. cd) Semisupervised approach for identifying curation targets based on ensemble simulations. Unsupervised machine learning is applied to the ensemble simulation results, generating two simulation clusters (cluster 1 [red] and cluster 2 [blue]). Here, principal coordinate analysis is used to visualize the similarity of simulation profiles for all models within an ensemble. Simulation clusters are then used as labels in supervised machine learning, which are predicted using model reaction content as input to a random forest Given our objective of identifying the most impactful experiment or curation effort to improve the quality of our models, we required that our ensembles were large enough to saturate the space of unique simulation results (i.e. predicted behavior) and model structures (i.e. hypotheses). Toward this end, we first subsampled the ensemble for each species and determined the unique reaction content within each subsample ( Figure  2a ). We found that unique reaction content plateaued or nearly plateaued with ensembles containing as few as 100200 models, suggesting the ensembles we generated sufficiently saturate the space of unique reactions. In other applications, we suspect that organisms with lower quality GEMs (e.g. more gaps in their metabolic network) or less phenotypic profiling data may require additional sampling to saturate this space.
For gene essentiality simulations, the number of variable predictions (e.g. number of genes for which at least one ensemble member disagrees with another member) plateaued in a similar manner ( Figure 2b ). We also performed subsampling for predictions of genes essential for biomass production, which exhibited similar properties of convergence ( Supplemental Figure 1ab ). Taken together, these subsamplingbased results confirm that ensembles containing 1000 models generated using our reconstruction pipeline sufficiently represent the network structure space (e.g. unique reactions) and prediction space (e.g. essentiality profiles) possible given the input data. This behavior is consistent with our previous work examining the performance of ensembles of GEMs for Pseudomonas aeruginosa , in which various aspects of ensemble performance nearly plateaued with only 50 GEMs. 10 However, in order to ensure that an adequate number of samples are included for downstream semisupervised machine learning analyses, we maintain the full ensemble of 1000 GEMs for each species in all analyses. The variable reaction content in ensemble members as a function of increasing ensemble size. A variable reaction is any reaction that has a variable state across any member of the subsampled group (e.g. it is off in some members and on in some members, but neither entirely off nor entirely on). For each species, the mean number of variable reactions in subsamples of GEMs is shown by the solid line, with the standard deviation shown as light fill of the same color above and below the mean. Subsampling was performed with 1000 draws per subsample size. Ensembles were sampled at intervals of 20 members, e.g. 20, 40, 60… until reaching the size of the entire ensemble. b) Variability in gene essentiality simulations within subsamples of ensemble members. Using the same subsampling procedure as in panel a , the number of genes with at least one GEM in the subsample with a simulation outcome different than the rest (e.g. nonconsensus) was determined. The mean for each subsample size is shown by the solid line, with the standard deviation shown as light fill of the same color above and below the mean.
Each species' ensemble contained 19.27 +/ 8.66 genes (mean +/ standard deviation) for which at least one GEM's prediction of essentiality disagreed with another GEM in the ensemble, representing 3.11 +/ 1.39% of total metabolic gene content. For the unsupervised machine learning portion of this analysis, we performed k means clustering on the gene essentiality simulations from each species' ensemble separately. We chose k = 2 to generate two clusters for each species, each of which contain GEMs from the ensemble with similar gene essentiality simulation profiles. The results are visualized for a subset of species using principal coordinate analysis (PCoA) in Figure 3a and 3c . Although we chose k = 2 here to illustrate our approach, the separation of models in PCoA space suggests that for many species, determining a larger number of clusters might be advantageous. For example, while k = 2 generates two maximallydifferent simulation clusters, there may be more than two distinct in silico phenotypic clusters that represent significant differences in hypothesized model behavior. Accounting for the presence of these smaller clusters may identify important network features that would otherwise only be found through multiple iterations of clustering with k = 2 and refinement of the ensemble. We next sought to identify the reactions that vary across an ensemble that are associated with membership in each cluster. For this objective, we trained a random forest classifier 15 to predict cluster membership for each GEM from its reaction content. The classifier for every species had an outofbag accuracy above 97%, indicating that gene essentiality cluster membership can easily be predicted from reaction content within the ensembles. To prioritize candidate reactions for curation of each species' ensemble, we examined the features that contributed the most to classifier performance.
One way to resolve the identity of these prioritized reactions is a targeted literature search, which might reveal information that has not been incorporated into genomic or metabolic databases. For example, in the ensemble for Corynebacterium glutamicum , the strongest driver of essentiality cluster membership was inclusion of the reaction Lthreonine acetaldehydelyase, which converts Lthreonine to glycine and acetaldehyde ( Figure 3b ). This activity is known to occur in C. glutamicum , but was not annotated in its genome because the enzyme primarily uses Lserine as a substrate (serine hydroxymethyltransferase, Figure  3b ), while conversion of Lthreonine is considered a side activity. 16, 17 The correct function was present in 97 of the ensemble members in the blue cluster and 0 members of the red cluster, representing 84.3% of the blue cluster. Given that these 97 models only represent 9.8% of the ensemble for C. glutamicum , this function would have been overlooked if ensemble features were chosen by consensus across the ensemble rather than via semisupervised learning. This result highlights the ability of our approach to identify discrepancies between databases and the literature (such as underannotated promiscuous enzyme activity) while also prioritizing investigation into these issues based on their contribution to prediction uncertainty.
Our approach is focused on prioritizing curation efforts to reduce uncertainty in model simulations. However, whether this approach generally improves the predictive performance of GEMs is unclear. To investigate this question, we evaluated the performance of a subset of ensembles for which experimental genomewide gene essentiality datasets derived from in vitro growth on a rich medium were available. Suitable datasets were identified for Staphylococcus aureus 18 and Haemophilus influenzae . 19 Each GEM in the ensembles for these species was evaluated using precision (the ratio of true positives to the sum of true and false positives) and recall (the ratio of true positives to the sum of true positives and false negatives; Figure  3d ). For both species, ensemble members had variable precision and recall, and simulation cluster membership is associated with a difference in both precision and recall ( p < 0.0001, MannWhitney U test with false discovery rate control via Benjamini Hochberg procedure). Based on this result, selecting models for future analyses by excluding one of the two simulation clusters will improve performance as evaluated against experimental data. Thus, our semisupervised curation guidance approach will improve model performance when the true state of a parameter is associated with the cluster with better performance.
The analysis we performed demonstrates just one possible path towards the goal of reducing uncertainty in our understanding of biochemical networks within the semisupervised framework we propose. Changes to the process can be rationalized for new goals; for example, we previously demonstrated that introducing random weights on inclusion of each reaction during algorithmic gapfilling can generate more diverse ensembles. 10 If none of the ensemble members generated by our pipeline adequately represented metabolism for an organism (e.g. their gene essentiality simulation results were vastly different than experimental observations), we could introduce such random variance to increase the likelihood of generating https://docs.google.com/document/d/1_i89VpZJqsj8vro31h0cBvS0YnPofa6i3buObIN8UN8/edit 6/14 150 155 some ensemble members that reflect biological reality. Such an approach may be necessary for organisms with metabolic repertoires differing substantially from those represented in popular biochemical databases (e.g. gut microbes, intracellular parasites). Inclusion of methods for proposing novel hypothetical enzymatic function could complement our approach for such organisms. 20, 21 Our approach builds on work in other disciplines in which uncertainty quantification and reduction are applied to understand or improve the behavior of domainspecific models. For example, in petroleum engineering, a similar ensemblebased approach is used to derive value of information (VOI) estimates for resolving parameter values in models of oil reservoir management. 22 In the application of our framework demonstrated here, we effectively derive VOI estimates for resolving reaction presence or absence. Taking a VOI approach for biological discovery and to improve models used in various facets of biotechnology could help automate workflows and substantially reduce costs by prioritizing experiments. As the diversity and depth of organisms that mechanistic models such as GEMs are being constructed for increases, such approaches will be vital to continue to improve their quality and predictiveness. 2, 23 
Methods

Organism selection
Organisms with available growth phenotype data were extracted from Plata, et al. 14 To identify a representative genome for each species, we queried the PATRIC database 24 with the genus and species name for all organisms in the study, then selected a single genome from PATRIC based on decision criteria described as follows. When a reference genome was assigned for the species, the genome identifier for the reference genome was chosen. If no reference genome was available, a genome listed as "representative" was chosen. When multiple genomes with the "representative" status were available, we chose the first genome listed. If a selected representative genome contained more than 10 contigs, a representative genome with fewer contigs was chosen. Strain identifiers were not provided in the study from which data was drawn, so these selection criteria were developed to select the highestquality genome available for the species in the study. Selected genome identifiers are available in Supplemental Table S1 . Organism selection was further refined by only including those from Plata, et al . 14 which grew in at least 10 of the singlecarbon source Biolog conditions. The experimental growth threshold originally used in the paper from which data were drawn was used (>10 colorimetric units of tetrazolium dye reduction; originally scaled between 0 and 100 based on positive [100 units] and negative [0 units] controls). This choice was made with the recognition that the tetrazolium dye measures redox activity and not actual biomass production; for the purpose of our study, we assume that detectable redox activity above 10 relative units would require biomass production. After this initial selection step, Brachybacterium faecium and Gordonia bronchialis were also removed from the analysis because no solutions existed to enable biomass production using the universal reaction bag for either species. Bacillus megaterium was excluded because only one gapfill solution was found across all gapfilling cycles. Similarly, Stenotrophomonas maltophilia was excluded because only two unique gapfill solutions were found. In total, the full analysis pipeline was applied to 29 species.
Generation of draft genomescale metabolic models
Draftquality genomescale metabolic models (GEMs) were generated using the ModelSEED reconstruction pipeline 4 accessed through PATRIC in August, 2018. 24 PATRIC servers were queried to generate GEMs formatted for use in cobrapy 25 using the Mackinac package. 26 
Representative media
The base medium for biolog conditions was derived from the ModelSEED media compositions for biolog plates. Flux variability analysis was used to identify metabolites which had essential uptake reactions in all complete mediagapfilled reconstructions from PATRIC. Based on this analysis, we added Heme and H2SO3 to the base biolog composition used in silico (i.e. uptake of heme and H2SO3 was allowed in all conditions). For each single carbon source, appropriate identifiers were found in the ModelSEED database. For metabolites with ambiguous chemical identities (e.g. metabolites that Biolog does not provide isomer composition for, such as DGalactose), only one isomer was selected from ModelSEED to represent the condition. Carbon sources that are complex mixtures of metabolites (gelatin) or polymers (pectin) were excluded from analyses.
Algorithmic gapfilling
Each individual gapfilling step, corresponding to enabling biomass production on a single media source, was performed using the following algorithm adapted from our previous work. 10 This algorithm is in essence the same as parsimonious flux balance analysis (pFBA), 27 except that the parsimonious assumption of minimization of the sum of all fluxes is only applied to reactions from a universal reaction bag that are activated to allow flux through the network.
Algorithm 1: pFBAbased gapfilling
Min , subject to: (abs(y )) f or j 0, , ..
Where is the stoichiometric matrix representing the model to be gapfilled, is the vector of fluxes through S v reactions in , is the stoichiometric matrix representing the reaction database from which reactions are S U activated to fill gaps, is the vector of fluxes through reactions in , is flux through the biomass y U v biomass reaction, and are lower and upper bounds of flux through reactions in the original model, respectively, v lb v ub and and are lower and upper bounds of flux through reactions in the reaction database . y lb y ub U The formulation is identical to the original formulation of pFBA, except for four key differences. First, we only require an arbitrarily low amount of flux through biomass, rather than the maximum amount of biomass, meant to represent a binary growth condition. Second, we introduce a universal reaction bag ( ) and U associated flux variables for each reaction in U ( ). Third, only fluxes through reactions in are penalized; y U fluxes through reactions in the model being gapfilled ( ) are not penalized. Fourth, rather than explicitly S splitting all reactions into irreversible reactions, we take advantage of solverlevel interfaces implemented in cobrapy through the optlang package 28 that allow introduction of absolute values into the objective (this is done out of convenience in our implementation; this aspect of the problem formulation is identical to the same aspect in pFBA at the solver level). 28 As in Biggs et al., 10 the solution to this optimization problem activates reactions in the universal reaction bag with the minimum sum of fluxes necessary to enable flux through the biomass reaction in a given condition.
Generating ensembles from gapfill solutions
For each organism, the entire algorithm for generating an ensemble is as follows: We performed this procedure for 1000 cycles for each species (i.e. number_of_ensemble_members = 1000 ). All species included in the study grew in at least 10 in vitro single carbon source media conditions (i.e. J contained at least 10 conditions); for each species, all positive growth conditions were used to gapfill during each cycle. After removing duplicate gapfill solutions, all species included for further analyses had 9701000 members in their ensemble (species not considered after this point are detailed in Organism selection ).
Ensemble Flux Balance Analysis and Ensemble Gene Essentiality
Ensemble flux balance analysis and ensemble gene essentiality screens were performed using Medusa v0.1.2 (unpublished, https://github.com/gregmedlock/Medusa) and cobrapy v0.13. 25 The GNU linear programming kit (GLPK) was used as the numerical solver in all cases. For all simulations, rich medium was used (1,000 mmol/gram dry weight*hr uptake allowed for all metabolites with a transport reaction; commonly referred to as "complete medium"). An arbitrarily low cutoff for flux through biomass in gene essentiality screens was used (1E6 units of biomass/hr), but varying this quantity between 1E10 and 1E3 did not substantially affect essentiality results.
Subsampling of ensemble features and predictions
For all subsampling performed, 1,000 random draws were made with replacement at each subsample ensemble size. Ensemble sizes for each subsampled population ranged from 20 to 1,000, with subsampling performed in intervals of 20 members (i.e. 20, 40 , 60 … 1,000 members). When the subsample size exceeded the actual ensemble size (e.g. some species had slightly less than 1,000 members), all ensemble members were subsampled.
Clustering of ensemble gene essentiality predictions and prediction of clusters
Ensemble gene essentiality predictions were clustered into two clusters using k means clustering as implemented in the KMeans class of scikitlearn v0.19.2 29 (max iterations=300, convergence tolerance=1E4, Elkan's 30 algorithm). Gene essentiality predictions were converted to binary data (essential or nonessential) using a cutoff of flux through biomass of 1E6 mmol/(gDW*hr). Random forest classification was performed to predict cluster membership using active features in each ensemble member (e.g. presence or absence of a reaction was assigned as True or False in the input, respectively). 15 The RandomForestClassifier class from scikitlearn v0.19.2 was used (500 trees, quality of splits determined with the gini criterion, no max depth, minimum of 2 samples per split, minimum of 1 sample per leaf, sqrt(number of features) searched at each split, training samples determined for each tree via bootstrap selection with replacement). The default metric in scikitlearn's RandomForestClassifier for determining feature importance, the mean decrease in node purity, was used to calculate feature importance in this study. 31 
Visualization of gene essentiality clusters
Principal coordinate analysis (PCoA) 32 was used to visualize ensemble gene essentiality results. PCoA as implemented in scikitbio v0.5.4 (https://github.com/biocore/scikitbio) was performed using the hamming distance 33 to compute the pairwise distance matrix.
Gene essentiality datasets
Gene essentiality datasets were identified for species in this study from the Online Database of Gene Essentiality (OGEE). 34 In cases where multiple datasets were available for a given species, the dataset generated using the same strain of the species selected for GENRE reconstruction was selected. If multiple datasets still existed for a species, a single dataset was chosen based on media richness (e.g. more complex media were selected over simpler media). We excluded the essentiality dataset for Streptococcus pneumoniae because the total set of screened genes was not included. 35 In brief, the authors developed a kanamycin insertion cassette targeted for 693 genes that were selected based having >40% amino acid sequence identity with a set of wellstudied organisms. The authors reported the identity of only the essential genes, so nonessential genes that would be in the dataset could not be included in our set of predictions. Based on these selection criteria and limitations, we selected datasets from OGEE for Staphylococcus aureus 18 and Haemophilus influenzae. 19 Data and analysis availability All data, analysis scripts, results, and models generated are available at https://github.com/gregmedlock/ssl_ensembles and will be archived on Zenodo upon acceptance for publication after peer review. Archived results include the semisupervised analysis pipeline results for all species in the study (rather than only the representative examples shown here).
