INTRODUCTION
Air quality models (AQMs) are based on the atmospheric transport and chemistry equation:
Here c is a vector of pollutant concentrations, u is the wind field, K represents parameterized atmospheric turbulence and R represents chemical production (or loss) of c. The dependence of the variables on the spatial variable x and time t is not shown here for simplicity. Both u and K are given (usually provided by a prognostic meteorological model) so that the problem is linear with respect to the transport part. Characteristic times differ from one process to another. In particular, the range of characteristic times for chemical reactions in R spans several orders of magnitude. After spatial discretization of Eq. (1) a semi-discrete system of the form
is obtained. The new variable w consists of c and some other parameters and F is a vector function. The computational power required to solve this system is enormous due to the stiffness caused by the wide range of characteristic times. In addition, various numerical difficulties associated with special requirements of each transport and chemistry process must be dealt with. Therefore, in AQMs, Eq. 2 is divided into smaller pieces. A common approach is process splitting: where F is split into functions representing different processes (Blom and Verwer, 2000) . The function F A contains horizontal and vertical advection terms. Advection is the dominant horizontal transport process; vertical advection is usually less important. Some models, e.g., the Urban-to-Regional Multiscale (URM) model (Boylan et al., 2002) Splitting drastically reduces the computational resources required by Eq. (2). It also allows using custom-built numerical solvers for each piece or process. It is much easier to deal with process-specific problems individually rather than trying to develop a general solver. For example, the advection operator is usually made nonlinear to achieve positivity either through filtering or flux-limiting. The only disadvantage of splitting is that it introduces an error into the solution unless F A ; F D and F R commute with each other (Lanser and Verwer, 1999) . The conditions for this are that u, K, and R do not vary spatially, and that R is linear in c. Since these conditions are not satisfied in any realistic AQM, the question is not whether there would be splitting errors but how large they are.
Splitting methods are classified as first or second order based on the order of the splitting error they introduce. Most splitting methods are first order. Strang splitting (Strang, 1968) , which is believed to be second order, became very popular in AQMs after being adopted by McRae et al. (1982) . It advances the solution in time by the following sequence of operators:
Note that the transport operators Φ A and Φ D are applied for one half of the splitting time step, ∆t, symmetrically around the chemistry operator Φ R . Recently, Sportisse (2000) argued that, for R linear in c, Strang splitting is only first order unless the stiff operator Φ R is applied last. The splitting time step determines the frequency by which processes of differing characteristic times are "synchronized" or "coupled." In general, the characteristic time for advection, which is equal to the grid size divided by the wind speed, is selected as the splitting time step. Current AQMs use a global (splitting is dropped from hereon) time step, which is determined by the maximum wind speed in the entire domain. A global time step may be inefficient when the characteristic times for a large number of grid cells are larger than ∆t. This is often the case when the modeling domain includes a body of water or extends to altitudes above the boundary layer. High wind speeds over water or aloft dictate small time steps over the entire domain even if the local wind speeds over a large fraction of the domain may be very low. If the grid is non-uniform such as in the Adaptive Grid Model , where the grid sizes differ by two orders of magnitude, the inefficiency of having a single time step is even more significant.
In this paper, a local time-step algorithm for use in AQMs is described. Its accuracy and computation-time benefits are evaluated via comparisons with a model that uses a global time step. Potential speedups for typical domains and wind fields are discussed.
METHODOLOGY
We developed the variable time-step algorithm (VARTSTEP) to be able to use local time steps in AQMs. VARTSTEP allows each grid cell to advance by its own time step. The version of the algorithm described here is two-dimensional since it uses the same time step for an entire vertical column. To our knowledge, local time steps have only been used in the vertical direction therefore this is the first attempt at using local time steps in the horizontal domain of an AQM. Extension of the algorithm to third dimension is straightforward. We implemented VARTSTEP in the Community Multiscale Air Quality (CMAQ) model (Byun and Ching, 1999) . CMAQ is a uniform grid AQM therefore the maximum wind speed determines the global time step. Version 4.3 of CMAQ introduced a limited local time-step capability in the vertical direction. The user is allowed to specify an altitude up to which wind speeds are considered in determining the global time step, and stronger winds aloft are ignored. We preserved this capability in the VARTSTEP version of CMAQ, which is also referred to as VARTSTEP-CMAQ.
VARTSTEP assigns every vertical column its own time step, ∆t i , which satisfies two conditions. The first condition is
where max i u is the maximum wind speed in vertical column i (up to the user-specified altitude) and ∆x i is the horizontal grid size for that vertical column (subscript i is used considering that grid size may be non-uniform, as in the adaptive grid model). The second condition is that ∆t i be an integer multiple of the global time step and an integer divisor of the output time step. CMAQ generates outputs typically once every hour. Therefore, if the output time step is 60 min and if the global time step is 5 min, the local time step can be 5, 10, 15, 20, 30, or 60 min. However, it cannot be 25 min, for example, since 25 min does not divide 60 min evenly.
The model clock is advanced in increments equal to the global time step. Operators are applied to the grid cell concentrations of vertical column i for the duration of ∆t i , the local time step, (i.e., concentrations are advanced by ∆t i ) only if the clock time is an integer multiple of ∆t i (i.e., t = N×∆t i ). Note that since there is a single time step for each vertical column, there are no difficulties involved in doing this with the vertical diffusion operator, Φ D . The chemical reaction operator, Φ R , does not pose any problems either since it is applied to one grid cell at a time. However, the horizontal transport operator, Φ A , requires special attention since neighboring grid cells in the horizontal may have different time steps.
Concentrations in grid cells with shorter local time steps are updated as usual by adding the horizontal fluxes (advective and diffusive) coming from cells with longer time steps. This situation is shown by the arrow marked "Pass" in Fig. 1 from Cell 1 to Cell 2 is directed to a reservoir. This is shown in Fig.1 by the arrow marked "Store". When the time comes for updating Cell 2 concentrations (i.e., when
) not only any possible flux from Cell 1 is passed to Cell 2, but the mass accumulated in the reservoir is also added to Cell 2. This is represented by the arrow marked "Flush" in Fig. 1 . Since all fluxes are eventually added to the appropriate cell, the algorithm is strictly mass conservative.
Above, we ignored any other neighboring cells to simplify the description of the algorithm. In practice, since there are always other neighboring cells, some with shorter local time steps, there may always be some mass accumulated in the reservoir. The actual implementation of VARTSTEP accounts for this possibility and always flushes the reservoir when it is updating grid cell concentrations. Finally, note that VARTSTEP increases memory requirements, due to its need to store fluxes, by an amount equal to the size of the concentration array.
RESULTS AND DISCUSSION
Results presented here are from an air quality simulation in southeastern U.S. during 1-9 January 2002. Version 4.3 of CMAQ was used for calculating the ambient fine particulate matter (PM 2.5 ) concentrations. The grid resolution was 12-km over the entire domain. CMAQ uses a global time step which varied between the user-specified minimum of 5 min and the Courant-number-limited maximum of 7 min and 30 s. In addition to this "benchmark" simulation, a second simulation was conducted with the VARTSTEP version of CMAQ. The computation time for the simulation with VARTSTEP-CMAQ was 35 % less than the benchmark CMAQ simulation. The times spent in the aerosol, chemistry and vertical diffusion modules were reduced approximately by 66 %, 25 %, and 50 %, respectively. Considering that the algorithm is only partially implemented in the model (for example, horizontal advection still uses a global time step) this is a significant level of speedup. When the algorithm is fully implemented a factor-of-two speedup might be achieved. PM 2.5 concentrations for 5:00 UTC, 5 January 2002 resulting from the two simulations are shown in Fig. 2 . This is the time when domain average PM 2.5 concentrations are highest. Both simulations produced a similar PM 2.5 distribution over the southeastern U.S. with a peak in Long Island, New York. The value of the peak is 66.4 µg/m 3 according to the benchmark simulation and 65.6 µg/m 3 according to the VARTSTEP-CMAQ simulation.
Daily average observations of PM 2.5 and its composition are available through the Interagency Monitoring of Protected Visual Environments (IMPROVE) network. The network covers areas designated as "Class-1" for visibility protection such as national parks and wilderness areas and there are 22 such observation sites in the region shown in Fig. 2 . Eight of these sites are clustered along the Southern Appalachian Mountains, six sites are distributed along the coastline and the remaining eight sites are scattered throughout the domain. Here we will not get into the comparison of modeled concentrations with observations however we will perform a detailed comparison of the VARTSTEP-CMAQ results with benchmark CMAQ results at these 22 sites where performance is of utmost concern. Fig. 3 compares the two sets of model results for daily average PM 2.5 concentrations at these 22 sites during the January 1-9, 2002 period.
There is strong correlation ( 0.98 R 2 = ) between the benchmark and the results obtained with the VARTSTEP version of CMAQ. However, with the exception of a few points, VARTSTEP-CMAQ results are lower than the benchmark, on average, by about 8 %. There are two main reasons for this bias. First, we did not undertake some straightforward but time consuming programming tasks at the time this paper was written. This resulted in some differences between CMAQ and VARTSTEP-CMAQ. For example, while meteorological variables used in CMAQ are evaluated at the middle of the global time step, those used in VARTSTEP-CMAQ are not necessarily evaluated at the middle of the local time step. Also, the emission rates are fixed during each hour (step function) in VARTSTEP-CMAQ while they have a linear profile in CMAQ. The second and probably more important reason is a coding error recently discovered in the vertical advection module of CMAQ Version 4.3. The code assumed uniform grid spacing despite the non-uniform vertical layer structure in CMAQ. This may result in more mass being assigned to the surface layer. On the other hand, VARTSTEP uses a different vertical advection module that adjusts vertical velocities for strict mass conservation (Odman and Russell, 2000) therefore it was not affected by this coding error.
Since visibility is the primary concern in this study, it is important to accurately model not just the total PM 2.5 but also its components. It is well known that different components of PM 2.5 affect light extinction differently. Contributions to light extinction of sulfate and nitrate particles can be substantial in the presence of water vapor. Elemental carbon can also be an important visibility degradation agent while other particles are relatively less important (Malm et al., 2000) . Daily average concentrations of sulfate, nitrate, ammonium, soil, elemental carbon and organic carbon components of PM 2.5 were also compared at the 22 Class-1 areas during the January 1-9, 2002 period. The scatter plots in Fig. 4 have the concentrations calculated by VARTSTEP-CMAQ on the y-axis and those calculated by CMAQ Version 4.3 on the x-axis.
The two model results are highly correlated ( 0.96 R 2 > ) but the concentrations of all PM 2.5 components calculated by VARTSTEP are lower than the benchmark. On the average, sulfate concentrations are about 15 % lower but it should be noted that sulfate is only the third largest component of PM 2.5 . In addition, relative humidity is also low in winter therefore, compared to summer time, sulfate has a much smaller contribution to light extinction. Nitrate, the largest component of PM 2.5 , is 7 % lower. Ammonium, soil (second largest component) and elemental carbon are each 8 % lower. Organic carbon which is the fourth largest component is only 2 % lower. Based on these results, one may expect VARTSTEP-CMAQ light extinction to be about 10 % lower than the benchmark.
CONCLUSIONS
The use of a global time step is a source of inefficiency in current AQMs. The variable time-step algorithm, VARTSTEP, was developed to allow the use of local time steps. A two-dimensional version of the algorithm was implemented in CMAQ; it reduced the computation time by 35 %. A factor-of-two speedup is likely when the algorithm is fully implemented. The differences between PM 2.5 concentrations of the VARTSTEP-CMAQ and benchmark CMAQ are small and explainable in terms of known modeling issues. These differences should not significantly affect model performance nor should they change the conclusions drawn from the model. The Adaptive Grid Model will greatly benefit from VARTSTEP: a factor-of-100 speedup is expected.
