Abstract. Lovász and Stein (independently) proved that any hypergraph satisfies τ ≤ (1+ln ∆)τ * , where τ is the transversal number, τ * is its fractional version, and ∆ denotes the maximum degree. We prove τ f ≤ 3.17τ * max{ln ∆, f } for the f -fold transversal number τ f . Similarly to Lovász and Stein, we also show that this bound can be achieved non-probabilistically, using a greedy algorithm.
Introduction and Preliminaries
A hypergraph is a pair (X, F ), where X is a finite set and F ⊂ 2 X is a family of some subsets of X. We call elements of X the vertices, and member of F the edges of the hypergraph. When a vertex is contained in an edge, we may say that 'the vertex covers the edge', or that 'the edge covers the vertex'.
Let f be a positive integer. An f -fold transversal to (X, F ) is a multiset A of X such that each member of F contains at least f elements (with multiplicity). The f -fold transversal number τ f of (X, F ) is the minimum cardinality (with multiplicity) of an f -fold transversal. A 1-transversal is called a transversal, and the 1-transversal number is called the transversal number, and denoted by τ = τ 1 .
A fractional transversal is a function w : X −→ [0, 1] with x:x∈F w(x) ≥ 1 for all F ∈ F . The fractional transversal number of (X, F ) is
Finding the fractional transversal number is, in general, easier than finding the transversal number, since the former problem is the linear programming relaxation of the later, which may be phrased as an integer programming (IP) problem. For more background, see Füredi's survey [Für88] .
Clearly, τ * ≤ τ . In the opposite direction, Lovász [Lov75] and Stein [Ste74] proved that
where ∆ denotes the maximum degree of (X, F ), that is, the maximum number of edges a vertex is contained in. In fact, Lovász and Stein showed that the greedy algorithm, that is picking vertices of X one by one, in such a way that we always pick the one that is contained in the most number of uncovered edges, yields a transversal set whose cardinality does not exceed the right hand side in (1). Our main result is an extension of this theorem to f -fold transversals.
Theorem 1.1. Let λ ∈ (0, 1). Then, with the above notations,
moreover, for rational λ a certain greedy algorithm yields an f -fold transversal of cardinality not exceeding the right hand side of (2).
Substituting λ = e −1 , we obtain Corollary 1.2. With the above notations, we have
This result may be read in two ways. First, it gives a bound that beats the obvious estimate τ f ≤ f τ . To put it in the language of optimization, we have that the optimal solution to the linear relaxation of the IP problem of finding τ is at most a (1 + ln ∆) multiple of the optimal solution to the IP problem of finding τ f (if f is not too large). We note that a similar result was obtained by Rajagopalan and Vazirani [RV98] . The main difference is that they compared the optimal solution of the LP-relaxation of the IP problem of finding τ f to the optimal solution of the IP problem of finding τ f .
Second, it is easy to see that
converges to τ * as f tends to infinity. Now, (3) quantifies the speed of this convergence in some sense. In particular, it yields that for f = ln ∆ we have
* . We have better approximation for larger f .
, where 0 < λ < 1 is such that − ln λ/(1 − λ) ≤ 1 + ε/2, then the f -fold transversal constructed in Theorem 1.1 yields a fractional transversal which gives
Next, we turn to a classical geometric covering problem. Rogers [Rog57] showed that for any convex body K in R d , there is a covering of R d with translates of K of density at most
For the definition of density cf. [PA95] . As an application of Theorem 1.1, we give a similar estimate for f -fold coverings.
Theorem 1.4. Let K ⊆ R d be a convex body and f ≥ 1 an integer. Then there is an arrangement of translates of K with density at most
where every point of R d is covered at least f times.
The key in proving Theorem 1.4 is a general statement, Theorem 3.1, presented in Section 3. Both theorems are proved the same way as corresponding results in [Nas14] , where the case f = 1 is considered.
Earlier versions of Theorems 1.4 and 3.1 were proved in [FNN] . There, in place of the main result of the present paper, a probabilistic argument is used which yields quantitatively weaker bounds. The quantitative gain here comes from the fact that in the probabilistic bound on τ f presented in [FNN] , one has the size of the edge set F as opposed to the maximum degree ∆, which is what we have in (3).
2. Proof of Theorem 1.1 2.1. We describe the algorithm. First, we imagine that each member of F has f bank notes, the denominations are $1, $λ, . . . , $λ f −1 . We will pick vertices one by one. Each time we pick a vertex, each edge that contains it pays the largest note that it has. So, each edge pays $1 for the first vertex selected from it, then $λ for the second, etc., and finally, $λ f −1 for the f -th vertex that it contains. Later on, it does not pay for any additional selected vertex that it contains. Now, we follow the greedy algorithm: at each step, we pick the vertex that makes us the most money at that step. We finish once each edge is covered at least f times (that is, when we collected all the money).
2.2. Notations. LetF := F × {1, λ, . . . , λ f −1 }. For eachF ∈F , the value v(F ) ofF is the second coordinate ofF . Assume thatḠ ⊆F. ThenḠ can be encoded in f functions ε 0 , . . . , ε f −1 : F −→ {0, 1}, where ε i (F ) is 1 if (F, i) ∈Ḡ, and 0 otherwise. We define the value of a vertex x ∈ X with respect toḠ as
and the total value ofḠ as
Now, for a z ≥ 0, we define the z-matching number ofF as ν z (F) := max{v(Ḡ) :Ḡ ⊆F and vḠ(x) ≤ z for all x ∈ X}.
We recall a notion strongly related to transversals. A fractional matching of the hypergraph (X, F ) is a function w : F −→ [0, 1] with F :x∈F ∈F w(F ) ≤ 1 for all x ∈ X. The fractional matching number of (X, F ) is
It is well known that, by the duality of linear programming, ν * = τ * . We will need the following simple observation.
Lemma 2.1. For any z > 0, we havē
Proof of Lemma 2.1. Assume thatḠ ⊆F is such that vḠ(x) ≤ z for all x ∈ X. Let
First, we show that w is a fractional matching. Indeed, fix an x ∈ X.
Second, the total weight is
, finishing the proof of the Lemma.
2.3. Finally, we count the steps of the algorithm. Suppose that λ = p/q ∈ (0, 1). We give a more formal description of the algorithm. 0. SetḠ :=F , A := ∅. (Note that A is a multiset). 1. Pick x ∈ V with the maximal value vḠ(x). Add x to the set A. 2. For each F ∈ F with x ∈ F , delete all (F, i) ∈Ḡ fromḠ where i is minimal among those j with (F, j) ∈Ḡ. (For some F , the set of such js may be empty.) 3. IfḠ = ∅ then return to Step 1 else, output A, and finish. We denote the setF byḠ 0 , and we group the iterations according to the $-amount (that is, vḠ(x)) that we get at each. In the first group (the first t 1 iterations), each vertex x that we pick has value vḠ(x) = ∆ =: z 1 . Denote the setḠ after t 1 iterations byḠ 1 . Then, in the next group (the next t 2 iterations) we choose vertices x ∈ V that have value vḠ(x) = ∆ − q 1−f =: z 2 . Denote the setḠ after these iterations byḠ 2 . In the j-th group of iterations, we make t j iterations, at each picking a vertex x ∈ V of value vḠ(x) = ∆ − (j − 1)q 1−f =: z j . The setḠ that we get after these iterations is denoted bȳ G j . Obviously, t j ≥ 0, moreover some t j may be zero. For instance (the reader may check as an exercise), if f > 1, then t 2 = 0. The last group is when j = q f −1 ∆ − p f −1 + 1 =: N. Notice that vḠ j (x) ≤ z j+1 for any x ∈ V . Therefore, v(Ḡ j ) ≤ν z j+1 (F ) and using Lemma 2.1 we have
Clearly,
In total, we choose t 1 +t 2 +· · ·+t N vertices (that is the cardinality of A with multiplicity), and they form an f -fold transversal to (X, F ). Thus, by (6) and (5), we obtain
If λ is irrational, then the statement of Theorem 1.1 follows by continuity, and hence, the proof is complete.
2.4. Proof of Corollary 1.3. An f -fold transversal A ⊂ X (A is a multiset) easily yields a fractional transversal: one sets the weight w(x) = |{x:x∈A}| f (cardinality counted with multiplicity) for any vertex x ∈ X. The total weight that we get from our construction in Theorem 1.1 is then
3. Multiple covering of space -Proof of Theorem 1.4
We denote by
, and f ≥ 1 integer, we denote the f -fold translative covering number of L by K, that is, the minimum number of translates of K such that each point of L is contained in at least f , by N f (L, K). We denote the fractional covering number of L by K (see definition in [Nas14] ) by N * (L, K).
Theorem 3.1. Let K, L and T be bounded Borel measurable sets in R d and let Λ ⊂ R d be a finite set with K ⊆ Λ + T . Then
Theorem 3.1 is the f -fold analogue of [Nas14, Theorem 1.2], where the case f = 1 is considered. The only difference in the proof is that that there, (1) is used, here we replace it by (3).
Using this result, one may prove Theorem 1.4 following [Nas14, proof of Theorem 2.1], which is the proof of Rogers' density bound (4). We omit the details as the substitutions are straight forward.
