Article history: Available online xxxx a b s t r a c t Infrared thermography is used in TCV to measure the heat flux deposited onto the graphite tiles of the inner wall. The heat flux radial profile is found to be well described by the sum of a main parallel component and a non negligible cross-field component. The latter accounts for about 20% of the deposited heat flux. The parallel component shows an enhancement around the contact point in all discharges under consideration. Main plasma parameters, such as density, current, elongation and triangularity have been varied, allowing for empirical scalings of the heat fluxes.
Introduction
In the scrape-off layer (SOL) of a tokamak, most of the losses from the last closed flux surface (LCFS) are believed to occur at the outer mid plane (OMP). The heat flux along the field lines is usually assumed to decay exponentially with the distance from the LCFS at the OMP, r u , as q k ¼ q k0 expðÀr u =k q Þ where q k0 is the flux at the separatrix and k q is the heat flux decay length in the SOL. The heat flux deposited on the inboard limiter is q dep ¼ q k sin a, where a is the angle between the magnetic field and the direction tangent to the solid surface.
Inboard limited discharges in JET recently have shown an enhanced flux at the limiter up to a factor 3 with respect to what is foreseen from the heat flux measured at the OMP [1] . In these discharges, q k is actually better described by a double exponential q jj ¼ q jjs expðÀr u =k s ÞHðr 0 À r u Þ þ q jjl expðÀr u =k l ÞHðr u À r 0 Þ; ð1Þ where k s < k l , r 0 corresponds to the radial position where the slope of the profile changes, and HðxÞ is the Heaviside function.
Inboard limited L-mode plasmas are foreseen for ITER startup and ramp down phases [2] . If such an enhanced heat flux is present, the heat load on the limiter could result in the melting of the beryllium first wall panels, according to their present design [3] . A series of dedicated experiments is performed on TCV to investigate the presence of such an enhanced heat flux. In TCV, the inboard limiter is formed by 32 graphite tiles, shaped in order to minimize the heat loads [4] . These tiles constitute a quasi-continuous toroidal limiter, similar to the ITER first wall. TCV is a unique device for studying the physics of plasma-wall interactions, because of the limiter configuration and the extreme flexibility for plasma shaping.
Experimental setup and measurements
The experimental setup is shown in Fig. 1 . The main diagnostic used in this series of experiments is a fast framing infrared (IR) camera monitoring the temperature of the graphite tiles of the central column. The camera is equipped by a CdHgTe detector (256 Â 256 pixels), sensitive to radiation in the wavelength range from 1.5 to 5.1 lm. Nevertheless, for some discharges, a band pass filter (4.5-5.1 lm) was part of the optics, which might affect the analysis. The field of view (FOV), shown in Fig. 1 by the blue dashed lines, covers approximately 3 tiles in the vertical direction and 3 tiles in the toroidal direction. The FOV determines the portion of the SOL which can be investigated, in particular it defines r u;max .
Moreover, ten thermocouples (TC), embedded in the central column tiles, are monitoring their temperature (1.66 Hz acquisition frequency) and are providing a measurement of the energy deposited on the inner wall during the plasma discharge. In addition to the IR, the central column is equipped with an array of flushmounted Langmuir Probes (LPs), providing an additional measurement of the deposited heat flux defined as q dep;LP ¼ c sheath J sat T e .
However, the small angle of incidence of the magnetic field at the probe locations (6 2 ) complicates the interpretation of the LP data. The comparison with the IR data is therefore delicate. Finally, edge electron density and temperature are provided by Thomson scattering measurements.
In these experiments, inboard limited L-mode plasmas are investigated with ohmic heating only. 
IR data analysis method
IR images are converted to temperature profiles using an in situ calibration. A heated graphite tile is used for the calibration and to focus the optics. Each IR image is corrected to compensate for non uniformities associated with optical aberration of the optical system. The temperature images are then mapped onto the real space, accounting for perspective deformations, resulting in a twodimensional (2D) temperature profile Tðz; R/; tÞ which is consistent with the tiles shape and their mutual shadowing (Fig. 2) , and with the temperature range measured by the TC.
The THEODOR code [5] , which solves the heat diffusion equation, is used to compute the heat flux deposited onto the tiles. Since the tile thickness is not uniform on the ion drift side and some tiles are misaligned in that region, only the electron drift side of the limiter is considered. The analysis is thus restricted to one tile at z ¼ 0 and half of the tile above this one (Fig. 2 ). This selected region is divided into 50 horizontal slices and for each slice THEODOR is run. Assuming that the heat diffuses mainly in the depth of the tile, the 2D map of the deposited heat q dep ðz; R/; tÞ can be reconstructed, as shown in Fig. 3a . Two THEODOR input parameters, the tile thickness d tile and the emissivity of the top layer of the tile a top , are adjusted in order to cancel the heat flux on the tile after the end of the discharge.
The level of heat flux computed from the LPs using c sheath ¼ 5 [6] is comparable to the one measured from the IR, once a background is subtracted. In the surrounding of the contact point, where a $ 0 (grazing incidence), a lower c sheath would be needed for a better agreement. The deposited energy computed from the TC is in good agreement with the one from the IR, evaluated as E dep ¼ RRR q dep dz dR/ dt. Using the magnetic equilibrium reconstructed with the LIUQE code [7] , each point of the tile surface is mapped from the real space coordinates ðz; R/Þ to the coordinates ðr u ; aÞ, as shown in Fig. 3b and c, where r u is the distance from the LCFS at the midplane and a is the angle between the magnetic field and the direction tangent to the solid surface.
The heat flux q dep is time-averaged over the duration of each steady-state phase ($0.5 s), the standard deviation providing an estimate for the statistical error in the computed q dep . Finally, only the points lying between the line a ¼ 0 (black dots Fig. 3b and c) and the line providing the maximum of q dep for each slice (black crosses) are kept. We exclude the shadowed regions from the analysis, as well as the region around the bright spot in the middle of the tile visible in Fig. 3a , due to the supporting screw.
Results
The measured heat flux deposited on the tile q dep is modeled as
where q k and q ? are the parallel and cross-field components of the heat flux respectively. The background heat flux q BG results partly from IR reflections and partly from heating of the tile by radiation from the plasma and energetic neutrals. From Eq. (2), at a ¼ 0 only q ? and q BG contribute to the deposited heat flux. Conversely to some other tokamaks first wall, where the angle of incidence a is usually larger than a couple of degrees, the limiter geometry with a ¼ 0 on a portion of the tile allows for a correct estimate of the perpendicular component of the heat flux. The latter is non negligible here, being q ? at the contact point around 20% of the maximum of q dep on the tile. Assuming that the perpendicular heat flux can be described by q ? ðr u Þ ¼ q ?;0 expðÀr u =k ? Þ, a least-square fit of q dep ðr u ; a ¼ 0Þ (black line, Fig. 4a ) is performed to estimate q ?0 ; k ? and q BG . For the entire database, the decay length k ? is found to vary from 1.5 mm to 7.6 mm; however, no satisfactory scaling with plasma parameters could be found. Conversely, a nonlinear regression provides an empirical scaling (Fig. 5) 
The main trend is the increase of q ?;0 with the plasma current, consistent with an increase of the ohmic power. Having determined the perpendicular and background heat flux, we can compute the parallel heat flux from Eq. (2) 
This is plotted in Fig. 4b for a P 2 and clearly shows the presence of two scale lengths, such that q k cannot be fitted with a single exponential. Indeed, the parallel heat flux is well described by two exponentials with different decay lengths according to Eq. (1), similarly to JET results. This is observed for all the analyzed discharges, independently of the heating power or the plasma shaping. A leastsquare fit of the data with Eq. (1) provides the parameters q s ; q l ; k s ; k l and r 0 . Over the entire database, we find that the short decay length k s is of the same order as k ? : 1.6 mm < k s < 5:8 mm, while the long decay length k l extends from 11.9 mm to 31.8 mm. The average values over the entire database are k s ¼ 3:3 AE 1:0 mm and k l ¼ 17:7 AE 5:0 mm, respectively.
In the following, we compare the experimental scale lengths with recent theoretical and heuristic scalings. Based on numerical simulations and the gradient removal theory [8] , a scaling for the pressure scale length L P for limited circular plasmas predicts that L P depends strongly on the plasma current (/ I À8=7 p ) [9] . Noting that
gþ1 and g ¼ L T =L n , we compute k q assuming g ¼ 0:8 to compare with the experimentally measured k s and k l (Fig. 6a) . This scaling is found to predict the right order of magnitude for the long decay length k l and so not for k s . Two additional scalings developed for diverted plasmas have been tested, namely the one derived from the heuristic drift (HD) model [10] and the empirical one from the ITER database [11] . The former predicts (Fig. 6b) while the latter yields k q / q 0:5 95 n 0:9 e;av;19
( Fig. 6c) . Both scalings tend to better predict k s then k l . Furthermore, a least-square fit of the same data presented here with a sum of two exponentials instead of Eq. (1), would produce an even shorter k s , leading to a better agreement with the HD model [12] .
The observed enhanced heat load in the vicinity of the contact point could be a problem for ITER if it is too large. To be more quantitative, we define the excess of power that enters in the SOL due to the narrow feature as
This is represented by the shaded area in Fig. 4b . A nonlinear regression provides an empirical scaling for DP SOL , shown in Fig. 7 DP SOL ½kW ¼ 192 T 
The excess power in the SOL is therefore found to increase mainly with the electron temperature, and to decrease with plasma density, current and elongation.
Conclusions
Dedicated experiments were performed in TCV in order to investigate the enhancement of the heat deposition onto the limiter close to the contact point. For all the discharges, the parallel heat flux profile exhibits a double decay length in the SOL, with a short decay length around 3 mm and a longer decay length around 18 mm. The dependence of the heat flux on the plasma parameters has been investigated. Together with other dedicated experiments on various tokamaks (JET [1] , DIII-D [13] , COMPASS [14] ) requested by the ITER Organization, these results led to a change in the ITER first wall design [15] , in order to handle a heat flux with a radial profile featuring an additional (shorter) decay length.
Further experiments including measurements with a reciprocating LP are foreseen in TCV to complement the present results with heat flux radial profiles measured at the OMP. Dedicated numerical simulations with the GBS [16] and EMC3-Eirene [17] codes are foreseen to have a better understanding of the heat flux enhancement at the limiter. 
