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Abstract
This paper presents a unified view of manifolds and fiber bundles,
which, while superficially different, have strong parallels. It introduces
the notions of an m-atlas and of a local coordinate space, and shows that
special cases are equivalent to fiber bundles and manifolds. Along the
way it defines some convenient notation, defines categories of atlases, and
constructs potentially useful functors.
1 Introduction
Historically, the concept of pseudo-groups allowed unifying manifolds and mani-
folds with boundary. The definitions of fiber bundles and manifolds have strong
parallels, and can be unified in a similar fashion; there are several ways to do so.
The central part of this paper, section 9 (Local Coordinate Spaces) on page 53 ,
defines an approach using categories and commutative diagrams that is designed
for easy exposition at the possible expense of abstractness and generality. In
particular, I have chosen to assume the Axiom of Choice (AOC).
This paper treats atlases as objects of interest in their own right, although
it does not give them primacy. It introduces notions that are convenient for
use here and others that, while not used here, may be useful for future work.
It defines the new notions of model space 1, m-atlas and of m-atlas morphism.
Informally, a model space is a topological space with a category specifying a
family of open sets and functions satisfying specified conditions.
Although this paper incidentally defines partial equivalents to manifolds and
fiber bundles using model spaces and model atlases, it proposes the more general
Local Coordinate Space (LCS) in order to explicitly reflect the role of the group
in fiber bundles.
∗I wish to gratefully thank Walter Hoffman (z”l), Milton Parnes, Dr. Stanley H. Levy,
the Mathematics department of Wayne State University, the Mathematics department of the
State University of New York at Buffalo and others who guided my education.
1The phrase has been used before, but with a different meaning.
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A local coordinate space (LCS) is a space (total space) with some additional
structure, including a coordinate model space and an atlas whose transition
functions are restricted to morphisms of the coordinate model space; one can
impose, e.g., differentiability restrictions, by appropriate choice of the coordinate
category. There is an equivalent paradigm that avoids explicit mention of the
total space by imposing compatibility conditions on the transition functions,
but that approach is beyond the scope of this paper.
This paper defines functors among categories of atlases, categories of model
spaces, categories of local coordinate spaces, categories of manifolds and cate-
gories of fiber bundles; it constructs more machinery than is customary in order
to facilitate the presentation of those categories and functors.
Sections 2 to 7 present nomenclature and give basic results. Section 8 de-
fines m-atlases, m-atlas morphisms and categories of them; lemma 8.25 proves
that the defined categories are indeed categories. Section 9 defines local coor-
dinate spaces and categories of them; theorem 9.9 (LCS(M,Σ) is a category)
on page 58 proves that the defined categories are indeed categories.
Section 9.2 (Examples) on page 58 gives some examples of structures that
can be represented as local coordinate spaces; section 10 (Equivalence of manifolds)
on page 60 and section 11 (Equivalence of fiber bundles) on page 86 present
two of the examples in detail, showing the equivalence of manifolds and fiber
bundles with special cases of local coordinate spaces by explicitly exhibiting
functors to and from local coordinate spaces.
Remark 1.1. The unconventional definitions of manifold and fiber bundle are
intended to make their relationship to local coordinate spaces more natural.
Most of the lemmata, theorems and corollaries in this paper should be sub-
stantially identical to results that are familiar to the reader. What is novel is
the perspective and the material directly related to local coordinate spaces. The
presentation assumes only a basic knowledge of Category Theory, such as may be
found in the first chapter of [Mac Lane, 1998] or [Ada´mek, Herrlich, Strecker, 1990].
1.1 New concepts and notation
This paper introduces a significant number of new concepts and some modifica-
tions of the definitions for some conventional concepts. It also introduces some
notation of lesser importance. The following are the most important.
1. Nearly commutative diagram (NCD), NCD at a point, locally NCD and
special cases with related nomenclature
2. Model space and related concepts
3. Model topology and M-paracompactness
4. Signature, Σ-commutation and related concepts
5. Local Coordinate Space (LCS) and related concepts
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6. Linear space and related concepts
7. Trivial Ck linear model space and related concepts
8. G-ρ bundle atlas 2 and related concepts
2 Conventions
A diagram arrow with an Equal-Tilde (A //
∼
=
f
// // B) represents an isomorphism.
One with a hook (A →֒
i
B) represents an inclusion map. One with a double
arrowhead (A
π
// //B) represents a surjection.
All diagrams shown are commutative; none are exact.
Blackboard bold upper case will denote specific sets, e.g., the Naturals.
Bold lower case italic letters will refer to sets, sequences and tuples of func-
tions, e.g., f
def
=(f1, f2).
Bold lower case Latin letters will refer to sequence valued functions of se-
quences and tuple valued functions of tuples, e.g., range yields the sequence of
ranges of a sequence of functions.
Bold upper case calligraphic (script) letters will refer to sequences of cate-
gories, e.g., A
def
=(Aα, α ∈ A).
Bold upper case italic letters will refer to sequences or tuples, e.g., A =
(x, y, z), to sets of them, to sets of topological spaces or to sets of open sets.
Fraktur will refer to topologies and to topology-valued functions, e.g., Top.
Functions have a range, domain and relation, not just a relation. Unless
otherwise stated, they asre assumed to be continuous.
Groups are assumed to be topological groups. The ambiguous notation x−1
will be used when it is obvious from context what the group operation ⋆ and
the group identity 1G are.
Lower case Greek letters other than π, ρ, σ, φ and ψ will refer to ordinals,
possibly transfinite, and to formal labels. A letter with a Greek superscript and
a letter with a Latin or numeric superscript always refer to distinct variables.
Lower case π will refer to a projection operator
Lower case ρ will refer to a continuous effective group action, i.e., a contin-
uous representation of a group in a homeomorphism group.
Lower case σ will refer to a sequence of ordinals, referred to as a signature.
Lower case φ will refer to a coordinate function.
Lower case Latin letters will refer to
1. elements of a set or sequence
2. functions
3. natural numbers
2Similar to coordinate bundles
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Upper case calligraphic (script) Latin letters will refer to categories and
functors. Due to font limitations the special form T riv will be used instead of
lower case calligraphic letters to refer to constructed categories.
Upper case Greek letters other than Σ may refer to
1. ordinal used as the limit of a sequence of consecutive ordinals, e.g., xα, α 
A
2. ordinal used as the order type of a sequence of consecutive ordinals, e.g.,
xα, α ≺ A
Upper case Σ will refer to a sequence of signatures
Upper case Latin letters will refer to
1. Natural numbers
2. Topological spaces
3. Open sets
4. Elements of a sequence or tuple of functions, e.g., fE might be f0: E1 //E2.
Upright Latin letters will be used for long names.
The term Ck includes C∞ (smooth) and Cω (analytic).
This paper uses the term morphism in preference to arrow, but uses the
conventional Ar.
The term sequence without an explicit reference to N will refer to a general
ordinal sequence, possibly transfinite.
Sequence numbering, unlike tuple numbering, starts at 0 and the exposition
assumes a von Neumann definition of ordinals, so that α ∈ β ≡ α ≺ β.
Except where explicitly stated otherwise, all categories mentioned are small
categories with underlying sets, but the morphisms will often not be set func-
tions between the objects and there will not always be a forgetful function to Set
or Top. By abuse of language no distinction will be made between a category
A of topological spaces and the concrete category (A,U) over Top. Similarly,
no distinction will be made among the object U ∈ Ob(A), the topological space
U(U) and the underlying set.
When defining a category, the Ordered pair (O,M) refers to the smallest
concrete category over Set or Top whose objects are in O, whose morphisms
from o1 ∈ O to o2 ∈ O are functions f : o1 // o2 in M and whose composition
is function composition.
When defining a category, the Ordered triple (O,M , C) refers to the small
category whose objects are in O, whose morphisms are in M , whose Hom is
Hom(O,M ,C)(o1 ∈ O, o2 ∈ O)
def
= {(f , o1, o2) ∈M} (2.1)
and whose composition is C.
By abuse of language I may write “S” for Ob(S), “A ∈ A” for A ∈ Ob(A),
“A ⊂ A” for A ⊂ Ob(A), “A ∈ A ⊂ B ∈ B” for “the underlying set of A is
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contained in the underlying set of B and the inclusion i: x ∈ A →֒ x ∈ B is
a morphism” and “f : A // B” for f ∈ HomC(A,B), where C is understood by
context.
By abuse of language I shall use the same nomenclature for sequences and
tuples.
By abuse of language I shall use the × and× symbols for both Cartesian
products of sets and Cartesian products of functions on those sets.
By abuse of language, and assuming AOC, I shall refer to some sets as ordinal
sequences, e.g., “(Cα, α ∈ A)” for “{Cα | α ∈ A}”, in cases where the order is
irrelevant.
By abuse of language, I may omit universal quantifiers in cases where the
intent is clear.
In some cases I define a notion similar to a conventional notion and also need
to refer to the conventional notion. In those cases I prefix a letter or phrase to
the term, e.g., m-paracompact versus paracompact.
3 General notions
This section describes nomenclature used throughout the paper. In some cases
this reflects new nomenclature or notions, in others it simply makes a choice
from among the various conventions in the literature.
Definition 3.1 (Operations on categories). If C is a category then x
Ob
∈ C iff x
is an object of C and y
Ar
∈ C iff y is a morphism of C.
If S and T are categories then S
cat
⊆ T iff S is a subcategory of T and
S
full−cat
⊆ T iff S is a full subcategory of T .
If S and T are categories then the category union of S and T , abbreviated
S
cat
∪ T , is the category whose objects are in S or in T and whose morphisms
are in S or in T .
Definition 3.2 (Identity). IdS is the identity function on the space S, Ido is
the identity morphism for the object o3, IdU,V , for U ⊆ V , is the inclusion map,
IdC is the identity functor on the category C.
IdSi , i = 1, 2, is the sequence of identity functions for the elements of the
sequence Si
def
=(S1α, α ≺ A). Let S
1
()
⊆S2. Then IdS1,S2 is the sequence of
inclusion maps (IdS1α,S2α), α ≺ A for the elements of the sequences S
i.
The subscript may be omitted when it is clear from context.
Definition 3.3 (Images). f [U ]
def
= {f (x)|x ∈ U} is the image of U under f and
f −1[V ]
def
= {x|f (x) ∈ V } is the inverse image of V under f .
3 The object is often expressed as a tuple, e.g., Id(A,B) is the identity morphism for the
object (A,B)
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Remark 3.4. This notation, adopted from [Kelley, 1955], avoids the ambiguity
in the traditional f (U) and f −1(V ).
Definition 3.5 (Projections). πα is the projection function that maps a se-
quence into element α of the sequence. πi is also the projection function that
maps a tuple into element i of the tuple.
Definition 3.6 (Topological category). A topological category is a small sub-
category of Top or its concrete category over Set.
T is a full topological category iff it is a topological category and whenever
U i, V i
Ob
∈ T , i = 1, 2, V i ⊆ U i, f : U1 // U2
Ar
∈ T and f [V 1] ⊆ V 2 then
f : V 1 // V 2
Ar
∈ T .
Lemma 3.7 (Inclusions in topological categories are morphisms). Let T be a
full topological category, Si
Ob
∈ T , i = 1, 2, and S1 ⊆ S2. Then IdS1,S2 is a
morphism of T
Proof. IdS2
Ar
∈ T , S1 ⊆ S2 by hypothesis and S1 ⊆ S2, so IdS1,S2
Ar
∈ T by defi-
nition 3.6.
Definition 3.8 (Local morphisms). Let T i, i = 1, 2, be a full topological
category and Si
Ob
∈ T i, A continuous function f : S1 // S2 is locally a T 1-T 2
morphism of S1 to S2 iff T 1
full−cat
⊆ T 2 and for every u ∈ S1 there is an open
neighborhood Uu for u and an open neighborhood Vu for v
def
= f (u) such that
f [Uu] ⊆ Vu and f : Uu // Vu is a morphism of T 2.
Let T be a full topological category and Si
Ob
∈ T , i = 1, 2. A continuous
function f : S1 // S2 is locally a T morphism of S1 to S2 iff it is locally a T -T
morphism of S1 to S2.
Lemma 3.9 (Local morphisms). Let T i, i = 1, 2, 3, be a full topological cate-
gory, T i
full−cat
⊆ T i+1 and Si
Ob
∈ T i,
If f i: Si // Si+1
Ar
∈ T i+1 then f i is locally a T i-T i+1 morphism of Si to
Si+1.
Proof. Let u ∈ Si and v
def
= f i(v) ∈ Si+1. Si is an open for u, Si+1 is an open
neighborhood for v and f i: Si // Si+1
Ar
∈ T i+1 by hypothesis.
If each f i: Si // Si+1, is locally a T i-T i+1 morphism of Si to Si+1 then
f 2 ◦ f 1: S1 // S3 is locally a T 1-T 3 morphism of S1 to S3.
Proof. Since T 1
full−cat
⊆ T 2 and T 2
full−cat
⊆ T 3, T 1
full−cat
⊆ T 3. Let u ∈ S1,
v
def
= f 1(u) and w
def
= f 2(v). There exist an open neighborhood Uu for u, open
neighborhoods Vu, V
′
v for v and an open neighborhood Wv of w such that
f 1[Uu] ⊆ Vu, f 1: Uu //Vu is a morphism of T 2, f 2[V ′v ] ⊆Wv and f
2: V ′v //Wv is
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a morphism of T 3. Then Vˆu
def
= Vu∩V ′v 6= ∅, Vˆu is an open neighborhood of v and
Uˆu
def
= f i−11 [Vˆu] is an open neighborhood for u. f
1: Uˆu // Vˆu and f
2: Vˆu //Wv
are morphisms of T 3 by definition 3.6 (Topological category) on page 6 and
thus f 2 ◦ f 1: Uˆu //Wv is a morphism of T
3.
Corollary 3.10 (Local morphisms). Let T i, i = 1, 2, be a full topological cat-
egory, T i
full−cat
⊆ T i+1, Si
Ob
∈ T i and S1 ⊆ S2. Then IdS1,S2 is locally a T
1-T 2
morphism of S1 to S2 and IdSi is locally a T morphism of S
i to Si.
Proof. S1
Ob
∈ T 2 because S1
Ob
∈ T 1 and T 1
cat
⊆ T 2, S2
Ob
∈ T 2 by hypothesis and
S1 ⊆ S2 by hypothesis, so IdS1,S2
Ar
∈ T 2 by lemma 3.7.
IdSi
def
= IdSi,Si .
Definition 3.11 (Sequence functions). Let S
def
=(sα, α ≺ A) be a sequence of
functions. Then
domain(S)
def
=
(
domain(sα), α ≺ A
)
(3.1)
range(S)
def
=
(
range(sα), α ≺ A
)
(3.2)
Let T
def
=(tα, α ≺ A) be a sequence of functions with range(S) = domain(T ).
Then their composition is the sequence T
()
◦ S
def
=(tα ◦ sα, α ≺ A),
Let S
def
=(sγ , γ  Γ), then these functions extract information about the
sequence:
head(S,Ω)
def
=(sγ , γ ≺ Ω) (3.3)
head(S)
def
= head(S,Γ) (3.4)
length0(S)
def
= Γ (3.5)
tail(S)
def
= SΓ (3.6)
Let S
def
=(sγ , γ ≺ Γ), then
length(S)
def
= Γ (3.7)
Remark 3.12. If length0(S) is defined then length(S) = length0(S)+1. length0(S)
is the ordinal type of head(S), not the ordinal type of S.
Let S
def
=(Sα, α ≺ A) and T
def
=(Tα, α ≺ A) be sequences of categories. Then
S is a subcategory sequence of T , abbreviated S
cat
⊆ T , iff every category in S
is a subcategory of the corresponding category in T , i.e.,
(
∀α≺A
)
Sα
cat
⊆ Tα,
and S is a full subcategory sequence of T , abbreviated S
full−cat
⊆ T , iff every
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category in S is a full subcategory of the corresponding category in T , i.e.,(
∀α≺A
)
Sα
full−cat
⊆ Tα.
The category sequence union of S and T , abbreviated S
cat
∪ T , is the sequence
of category unions of corresponding categories in S and T , i.e., (Sα
cat
∪ T α).
Lemma 3.13 (Sequence functions). Let f i
def
=(f iα, α ≺ A), i = 1, 2, 3 be se-
quences of functions with domain(f2) = range(f1) and domain(f3) = range(f2).
Then (f3
()
◦ f2)
()
◦ f1 = f3
()
◦ (f2
()
◦ f1).
Proof.
(f3
()
◦ f2)
()
◦ f1 =(
(f 3α ◦ f
2
α ) ◦ f
1
α , α ≺ A
)
=(
f 3α ◦ (f
2
α ◦ f
1
α ), α ≺ A
)
=
f3
()
◦ (f2
()
◦ f1)
(3.8)
Let f
def
=(fα, α ≺ A) be a sequence of functions, D = domain(f) and R =
range(f). Then IDR is a left
()
◦ identity for f and IDD is a right
()
◦ identity
for f .
Proof.
IdR
()
◦f =
(Idrange(fα) ◦fα, α ≺ A) =
(fα, α ≺ A) =
f
(3.9)
f
()
◦ IdD =
(fα ◦ Iddomain(fα), α ≺ A) =
(fα, α ≺ A) =
f
(3.10)
Definition 3.14 (Tuple functions). Let S
def
=(sn, n ∈ [1, N ]) be a tuple of func-
tions. Then
domain(S)
def
=
(
domain(sn), n ∈ [1, N ]
)
(3.11)
range(S)
def
=
(
range(sn), n ∈ [1, N ]
)
(3.12)
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Let T
def
=(tn, n ∈ [1, N ]) be a tuple of functions with range(S) = domain(T ),
Then their composition is the tuple T
()
◦ S
def
=(tn ◦ sn, n ∈ [1, N ])
Let S
def
=(sm,m ∈ [1,M ]) and T
def
=(tn, n ∈ [1, N ]) be tuples. Then the
following are tuple functioms
head(S, I)
def
=(sm,m ∈ [1, I]) (3.13)
head(S)
def
= head(S,M − 1) (3.14)
tail(T, I)
def
=(tn, n ∈ [I,N ]) (3.15)
tail(T )
def
= tN (3.16)
join(S, T )
def
=(s1, . . . , sM , t1, . . . , tN ) (3.17)
Lemma 3.15 (Tuple functions). Let f i
def
=(f in, n ∈ [1, N ]), i = 1, 2, 3 be tuples
of functions with domain(f2) = range(f1) and domain(f3) = range(f2).
Then (f3
()
◦ f2)
()
◦ f1 = f3
()
◦ (f2
()
◦ f1).
Proof.
(f3
()
◦ f2)
()
◦ f1 =(
(f 3n ◦ f
2
n ) ◦ f
1
n , n ∈ [1, N ]
)
=(
f 3n ◦ (f
2
n ◦ f
1
n ), n ∈ [1, N ]
)
=
f3
()
◦ (f2
()
◦ f1)
(3.18)
Let f
def
=(fα, α ≺ A) be a sequence of functions, D
def
= domain(f) and
R
def
= range(f). Then IdR is a left
()
◦ identity for f and IdD is a right
()
◦ identity
for f .
Proof.
IdR
()
◦f =
(Idrange(fα) ◦fα, α ≺ A) =
(fα, α ≺ A) =
f
(3.19)
f
()
◦ IdD =
(fα ◦ Iddomain(fα), α ≺ A) =
(fα, α ≺ A) =
f
(3.20)
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Definition 3.16 (Tuple composition for labeled morphisms). LetM i
def
=(f i, oi1, o
i
2),
i = 1, 2, be tuples such that each f i is a sequence of functions or each f i is a
tuple of functions, range(f1) = domain(f2) and 012 = o
2
1. Then
M2
A
◦M1
def
=
(
f2
()
◦ f1, o11, o
2
2
)
(3.21)
Lemma 3.17 (Tuple composition for labeled morphisms). LetM i
def
=(f i, oi1, o
i
2),
i = 1, 2, 3, be tuples such that f i are sequences or tuples of functions, range(f i) =
domain(f i+1) and oi2 = o
i+1
1 , i = 1, 2. Then
M3
A
◦
(
M2
A
◦M1
)
=
(
M3
A
◦M2
) A
◦M1 (3.22)
Proof. From definition 3.16 (Tuple composition for labeled morphisms) ,
lemma 3.13 (Sequence functions) on page 8 and lemma 3.15 (Tuple functions)
, we have
M3
A
◦ (M2
A
◦M1) =
M3
A
◦ (f2
()
◦ f1, o11, o
2
2) =
(f3
()
◦ f2
()
◦ f1, o11, o
3
2) =
(f3
()
◦ f2, o21, o
3
2)
A
◦M1 =
(M3
A
◦M2)
A
◦M1
(3.23)
Let Di
def
= domain(f i) and Ri
def
= range(f i). Then (IdRi , o
i
2, o
i
2) is a left
A
◦
identity for M i and (IdDi , o
i
1, o
i
1) is a right
A
◦ identity for M i.
Proof.
(IdRi , o
i
2, o
i
2)
A
◦M i =
(IdRi
()
◦f i, oi1, o
i
2) =
(f i, oi1, o
i
2) =
M i
(3.24)
M i
A
◦ (IdDi , o
i
1, o
i
1) =
(f i
()
◦ IdDi , o
i
1, o
i
2) =
(f i, oi1, o
i
2) =
M i
(3.25)
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head(S1)
head(S2)
g

S2A
f2⊙g

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
f2
//
Figure 1: f 2 ⊙ g
Definition 3.18 (Cartesian product of sequence). Let Si
def
=(Siα, α ≺ A), i =
1, 2, be a sequence and f
def
=(fα: S
1
α
// S2α, α ≺ A) be a sequence of functions,
then×Si def=×α≺A Siα is the generalized Cartesian product of the sequence
Si and×f: S1 // S2 def=×α≺A fα is the generalized Cartesian product of the
function sequence f .
Definition 3.19 (underline). Let S1
def
=(S1α, α  A), S
2 def=(S2α, α  A) be
sequences and f
def
=(fα: S
1
α
// S2α, α  A) be a sequence of functions, then
f : head(S1) // head(S2)
def
=×head(f) =×
α≺A
fα (3.26)
is the function mapping (sα ∈ S1α, α ≺ A) into (fα(sα), α ≺ A).
Definition 3.20 (Head and tail compositions). Let
f 1: (S1α, α ≺ A) // S
1
A, f
2: (S2α, α ≺ A) // S
2
A and g
def
=(gα: S
1
α
// S2α, α  A).
Then (see figs. 1 and 2)
f 2 ⊙ g
def
= f 2 ◦ g (3.27a)
g · f 1
def
= tail(g) ◦ f 1 (3.27b)
Definition 3.21 (Topology functions). Let S be a topological space and Y a
subset. Then
1. Top(S) is the topology of S.
2. Top(Y, S)
def
= {U ∩ Y |U ∈ Top(S)} is the relative topology of Y .
3. Top(Y, S)
def
=
(
Y,Top(Y, S)
)
is Y with the relative topology.
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head(S1)
S1A
f 1

S2A
g·f1

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
tail(g)=gA
//
Figure 2: g · f 1
4. S
op
def
= {(U,Top(U, S))|U ∈ Top(S) \ {∅}} is the set of all non-null open sub-
spaces of S.
Let S be a set of topological spaces. Then S
op
def
=
⋃
S∈SS
op
is the set of open
subspaces in S.
Let S and T be spaces, S′ ⊆ S and T ′ ⊆ T be subspaces and f : S // T a
function such that f [S′] ⊆ T ′. Then f : S′ // T ′, also written f ↾S′,T ′ , is f ↾S′
considered as a function from S′ to T ′.
Let Si
def
=(Siα, α  A), i− 1, 2, be a sequence of spaces, S
1
()
⊆S2 and
f 2: head(S2) // tail(S2) a function. f 2 ↾head(S1)
def
= f 2 ↾×head(S1). If f
2 ↾head(S1)
[×head(S1)] ⊆ tail(S1) then f 2: head(S1) // tail(S1), also written f 2 ↾head(S1),tail(S1),
is f 2 ↾head(S1) considered as a function from×head(S1) to tail(S1).
Definition 3.22 (Truth space). The truth set is T
def
= {False,True}, where
False
def
= ∅ and True
def
= {∅}. Truthtop
def
= {∅,T} and the truth space Truthspace
def
=(T,Truthtop)
is T with the indiscrete topology.
Definition 3.23 (Truth category). The truth category is T
def
=(
Truthspace, {False // False,False //True,True //True}
)
. The truth model
space is Truthspace
def
=(Truthspace, T ).
Definition 3.24 (Constraint functions). A constraint function is a continuous
function with range Truthspace or a model function with range Truthspace.
Definition 3.25 (Sequence inclusion). Let S
def
=(Sα, α ≺ A) and T
def
=(Tα, α ≺
A) be sequences. S
()
∈T iff
(
∀α≺A
)
Sα ∈ Tα or
(
∀α≺A
)
Sα
Ob
∈ Tα.
Lemma 3.26 (Sequence inclusion). Let S
def
=(Sα, α ≺ A) be a sequence, T
i def=
(T iα, α ≺ A), i = 1, 2, a sequence of categories, T
1
cat
⊆ T 2 and S
()
∈T 1 Then
S
()
∈T 2.
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U0 = V0
U1
f0
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
V1
f ′0

❄❄
❄❄
❄❄
❄❄
❄❄
❄
...
f1

...
f ′1

Um
fm−1

Vn
f ′n−1

Figure 3: Uncompleted nearly commutative diagram
Proof. If
(
∀α≺A
)
Sα
Ob
∈ T 1α then
(
∀α≺A
)
Sα
Ob
∈ T 2α .
4 Nearly commutative diagrams
The notion of commutative diagrams is very useful in, e.g., Algebraic Topology.
Often one encounters commutative diagrams in which two outgoing terminal
nodes can be connected by a bridging function such that the resulting diagram
is still commutative. This paper uses the term nearly commutative to describe
a restricted class of such diagrams.
Let C be a full topological category and D a tree with two branches, whose
nodes are topological spaces Ui and V
j and whose links are continuous functions
fi: Ui // Ui+1 and f
′
j : Uj
// Uj+1 between the sets:
D = {f0: U0 = V0 // U1, . . . , fm−1: Um−1 // Um,
f ′0: U0 = V0 // V1, . . . , f
′
m−1: Vm−1 // Vn}
with U0 = V0, Um
Ob
∈ C and Vn
Ob
∈ C, as shown in fig. 3.
Definition 4.1 (Nearly commutative diagrams in category C). D is nearly
commutative in category C iff the two final nodes are in C and there is an
isomorphism fˆ : Um //
∼
= // // Vn in C making the graph a commutative diagram, as
shown in fig. 4.
Definition 4.2 (Nearly commutative diagrams in category C at a point). Let
C and D be as above and x be an element of the initial node. D is nearly
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U0
U1
f0
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
V1
f ′0

❄❄
❄❄
❄❄
❄❄
❄❄
❄
...
f1

...
f ′1

Um
fm−1

Vn
f ′n−1

//
fˆ
// //
∼
=
Figure 4: Completed nearly commutative diagram
commutative in C at x iff there are subobjects of the nodes such that the tree
formed by replacing the nodes is nearly commutative in C and x is in the new
initial node, as shown in fig. 5 (Local nearly commutative diagram) on page 15
: x ∈ U ′0 = V
′
0 , U
′
i ⊆ Ui, V
′
j ⊆ Vj , fi ↾U ′i: U
′
i
// U ′i+1, f
′
j ↾V ′j : V
′
j
// V ′j+1.
Definition 4.3 (Locally nearly commutative diagrams in category C). Let C and
D be as above. D is locally nearly commutative in C iff it is nearly commutative
in C at x for every x in the initial node.
Lemma 4.4 (Locally nearly commutative diagrams in category C). Let C and
D be as above. If U0 = ∅ then D is locally nearly commutative in C.
Proof. D is vacuously locally nearly commutative at every x ∈ U0 since there
is no such x.
Let D be locally nearly commutative in C and let Uˆ0 = Vˆ0 ⊆ U0 and Dˆ be D
with U0 = V0 replaced by Uˆ0 = Vˆ0. Then Dˆ is locally nearly commutative in C.
Proof. If x ∈ Uˆ0 then x ∈ U0 and hence D is locally nearly commutative in C
at x. Replacing U ′0 with U
′
0 ∩ Uˆ0 in the definition shows that Dˆ is locally nearly
commutative in C at x.
Remark 4.5. It will often be clear from context what the relevant categories
are. This paper may use the term “nearly commutative” without explicitly
identifying the categories in which the modes are found.
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xU ′0
_
i

U0 ?
_ioo
U ′1
f0
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
V ′1
f ′0

❄❄
❄❄
❄❄
❄❄
❄❄
V0
  i //
U1
f0

V1
f ′0

...
f1

? _
i
oo
...
f1

 
i
//
...
f ′1

...
f ′1

Um
fm−1

? _
i
oo
U ′m
fm−1

 
i
//
V ′n
f ′n−1

Vn
f ′n−1

? _
i
oo
∼
=//
fˆ
// // 

i
//
Figure 5: Local nearly commutative diagram
5 Model spaces
Let S be a topological space. We need to formalize the notions of an open
cover by sets that are “well behaved” in some sense, e.g., convex, sufficiently
small, and of ”well behaved” functions among those sets, e.g., preserving fibers,
smooth. We do this by associating a category of acceptable sets and functions.
Remark 5.1. Using pseudo-groups, as in [Kobayashi, 1996, p. 1], would not allow
restricting model neighborhoods to, e.g., convex sets.
Definition 5.2 (Model spaces). Let S be a topological space and S a small cat-
egory whose objects are open subsets of S and whose morphisms are continuous
functions. M
def
=(S,S) is a model space for S iff
1. Ob(S) is an open cover for S. Note that it need not be a basis for S.
2. Ob(S) is closed under finite intersections.
3. The morphisms of S are continuous functions in S.
4. If f : A // B is a morphism, A′ ∈ Ob(S) ⊆ A ∈ Ob(S), B′ ∈ Ob(S) ⊆
B ∈ Ob(S) and f [A′] ⊆ B′ then f ↾A′: A′ // B′ is a morphism.
5. If A′
Ob
∈ S ⊆ A
Ob
∈ S then the inclusion map IdA′,A: A′ →֒ A is a morphism.
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Remark 5.3. This is actually a consequence of item 4, but it is convenient
to give it here.
6. Restricted sheaf condition: informally, consistent morphisms can be glued
together. Whenever
(a) Uα and Vα, α ≺ A, are objects of S.
(b) fα: Uα // Vα are morphisms of S.
(c) U
def
=
⋃
α≺AUα ∈ Ob(S),
(d) V
def
=
⋃
α≺AVα ∈ Ob(S)
(e) f : U // V is a continuous function and for every α ≺ A, f agrees
with fα on Uα
then f is a morphism of S.
Top(M)
def
= S = π1(M).
Let U
Ob
∈ S. Then Top(U,M)
def
= Top(U, S) is U with the relative topology.
T op(M)
def
=
({
Top(U, S)|U Ob∈ S
}
,Ar(S)
)
is the topological category ofM .
By abuse of language we write U ⊆M .
Lemma 5.4 (The topological category of a model space is a full topological
category). Let M
def
=(S,S) be a model space for S. Then T op(M) is a full
topological category.
Proof. T op(M) is a small subcategory of Top by construction. T op(M) is a
full topological category by item 4 of definition 5.2.
Definition 5.5 (Model neighborhoods). Let S
def
=(S,S) be a model space for
S. Then the objects of S are model neighborhoods of S. If u ∈ U
Ob
∈ S then U
is a model neighborhood for u. If Ui
Ob
∈ S, i = 1, 2, and U1 ⊆ U2 then U1 is a
model subneighborhood of U2.
Definition 5.6 (Model subspaces). M
def
=(X,X ) is a model subspace ofN
def
=(Y,Y),
abbreviatedM
mod
⊆ N , iff
1. X is a subspace of Y
2. X
full−cat
⊆ Y
3. Every object of Y contained in X is an object of X
4. When f : o1
Ob
∈ X // o2
Ob
∈ X is a morphism of Y then f : o1 // o2 is a
morphism of X .
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Let M
def
=(X,X ) be a model space and Y a model neighborhood of M .
Then Mod(Y,M), the relative model space of Y , is (Y,Y), where Y is the full
subcategory of X containing all model subneighborhoods of Y .
5.1 M-nearly commutative diagrams
Let M
def
=(M,M) be a model space and D a tree with two branches, whose
nodes are topological spaces Ui and V
j and whose links are continuous functions
fi: Ui // Ui+1 and f
′
j : Uj
// Uj+1 between the spaces:
D = {f0: U0 = V0 // U1, . . . , fm−1: Um−1 // Um,
f ′0: U0 = V0 // V1, . . . , f
′
m−1: Vm−1 // Vn}
with U0 = V0, Um
Ob
∈ M and Vn
Ob
∈ M, as shown in fig. 3 (Uncompleted nearly commutative diagram)
on page 13 .
Definition 5.7 (M-nearly commutative diagrams). D is M-nearly commutative
in model spaceM iff D is nearly commutative in category T op(M).
Definition 5.8 (M-nearly commutative diagrams at a point). LetM and D be
as above and x be an element of the initial node. D is M-nearly commutative
in M at x iff D is nearly commutative in category T op(M) at x.
Definition 5.9 (M-locally nearly commutative diagrams). Let C and D be as
above. D is M-locally nearly commutative inM iff D is nearly commutative in
category T op(M) at every point.
5.2 Trivial model spaces
Informally, a trivial model space of a specific type is one that does not restrict
the potential objects and morphisms of its type.
Definition 5.10 (Trivial model spaces). Let S be a topological space and S the
category of all continuous functions between open sets of S. Then S
triv
def
=(S,S)
is the trivial model space of S and S
triv
is a trivial model space.
Let S be a set of topological spaces. Then S
triv
def
=
{
S′
triv
|S′ ∈ S
}
is the set of
all trivial model spaces in S and S
T riv
, the category of all continuous functions
between objects of S
triv
, is the trivial model category of S.
Lemma 5.11 (The trivial model space of S is a model space). Let S be a
topological space. Then S
triv
is a model space.
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Proof. Let S
def
= π2
(
S
triv
)
, f: A // B be a morphism of S, A′ ∈ Ob(S) ⊆ A and
B′ ∈ Ob(S) ⊆ B. Then the definition of continuity and S
triv
imply each of the
following.
1. Ob(S) = Top(S) and thus is an open cover of S.
2. Ob(S) = Top(S) and thus is closed under finite intersections.
3. All morphisms in Ar(S) are continuous.
4. Since f: A //B is a morphism of S, f is continuous. If A′ ∈ Ob(S) then
A′ is open. If B′ ∈ Ob(S) then B′ is open. If f: A // B is continuous
then f ↾A′: A
′ // B is continuous. If f [A′] ⊆ B′ then f ↾A′: A′ // B′ is
well defined and continuous, hence a morphism.
5. If A′ ∈ Ob(S) ⊆ A ∈ Ob(S) then
(a) A and A′ are open.
(b) The inclusion map IdA′: A
′ →֒ A is continuous.
(c) The inclusion map i: A′ →֒ A is a morphism S by the definition of
S
triv
.
5.3 Minimal model spaces
Even if a set of open sets fails one of items 1 and 2 or a set of functions among
them fails one of items 3 to 6 in the definition of a model space, there is a
minimal model space containing them.
Definition 5.12 (Minimal model spaces). Let S be a topological space, O a set
of open sets in S, f a set of continuous functions between elements of O and S
the smallest concrete category over Top having all sets in O as objects, having
all functions in f as morphisms and satisfying items 3 to 6 of definition 5.2
(Model spaces) on page 15 .
Then
Mod
min
(S,O,f)
def
=(
⋃
O,S) (5.1)
is the minimal model space of S with neighborhoods O and neighborhood map-
pings f .
Remark 5.13. The trivial model space S
triv
is a special case.
Lemma 5.14 (Minimal model spaces are model spaces). Let S be a topological
space, O a set of open sets in S and f a set of continuous functions between
elements of O. Then (C, C)
def
= Mod
min
(S,O,f) is a model space.
Proof. (C, C) satisfies the conditions of definition 5.2 (Model spaces) on page 15
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1. Finite intersections of open sets are open and C =
⋃
U∈OU by construc-
tion
2. Ob(C) is closed under finite intersections by construction
3. Compositions of continuous functions, inclusion maps and restrictions of
continuous functions are continuous
4. Restrictions of morphisms are morphisms by construction
5. Inclusion maps are morphisms by construction
6. The restricted sheaf condition holds by construction
5.4 M-paracompact model spaces
Paracompactness is an important property for topological spaces because of
partitions of unity. There is an analogous property for model spaces.
Definition 5.15 (Model topology). Let M
def
=(S,S) be a model space for S.
Then the model topology M∗ for M is the topology generated by Ob(S).
Remark 5.16. M∗ is not guarantied to be T0 even if S is T4. However, M∗ may
be normal or regular even if S is not.
Definition 5.17 (m-paracompactness). A model spaceM
def
=(S,S) is
m-paracompact iff M∗ is regular and every cover of S by model neighborhoods
has a locally finite refinement by model neighborhoods.
Remark 5.18. This is a stronger condition than merely requiring M∗ to be
paracompact.
Theorem 5.19 (m-paracompactness and paracompactness). If M = (S,S)
is m-paracompact and the model neighborhoods form a basis for S then S is
paracompact.
Proof. LetR be an open cover of S. Since the model neighborhoods form a basis,
every set in R is a union of model neighborhoods and thus there is a refinement
R1 by model neighborhoods. Since by hypothesisM is m-paracompact, R1 has
a locally finite refinement R2 by model neighborhoods. Since model neighbor-
hoods are open sets, R2 is a locally finite refinement of R in the conventional
sense.
5.5 Model functions and model categories
It is convenient to have a notion of mappings between model spaces that are
well behaved in some sense, e.g., fiber preserving; using that notion it is then
possible to group model spaces into categories.
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Definition 5.20 (Model functions). Let M i
def
=(Si,Si), i = 1, 2, be a model
space and f : S1 // S2 be a continuous function. f is a model function iff the
inverse images of model neighborhoods are model neighborhoods and the images
of model neighborhoods are contained in model neighborhoods.(
∀
V
Ob
∈ S2
)
f −1[V ]
Ob
∈ S1 (5.2)
(
∀
U
Ob
∈ S1
)(
∃
V
Ob
∈ S2
)
f [U ] ⊆ V (5.3)
By abuse of language we write f : M1 //M2 both for f considered as a
model function and for f considered as a continuous function.
Let M ′i
def
=(S′i,S ′i) be model spaces, M ′i
mod
⊆ M i and f [S′1] ⊆ S′2. Then
by abuse of language we write f : M ′1 //M ′2 for f ↾S′1,S′2 .
Lemma 5.21 (Composition of model functions). Let Mi
def
=(Si,Si), i = 1, 2, 3,
be model spaces and f1: M1 //M2, f2: M2 //M3 model functions. Then f2 ◦ f1
is a model function.
Proof. Let Ui
Ob
∈ Si, i = 1, 2, 3. Since f2 is a model function, f
−1
2 [U3]
Ob
∈ S2. Since
f1 is a model function, (f2 ◦ f1)−1[U3] = f
−1
1 [f
−1
2 [U3]]
Ob
∈ S1. Since f1 is a model
functions, f1[U1] is contained in a model neighborhood V2. Since f2 is a model
functions, f2[V2] is contained in a model neighborhood V3. Then (f2 ◦ f1)[U1] ⊆
V3.
Definition 5.22 (Model homeomorphisms). Let M1
def
=(S1,S1) and
M2
def
=(S2,S2) be model spaces and f : S1 // S2 be a model function. f is a
model homeomorphism iff it is also invertible and its inverse is a model function.
Definition 5.23 (Model categories). A category M is a model category iff
1. the objects of M are model spaces
2. the morphisms of M are model functions.
3. composition is functional composition.
4. Every model subspace of an object in M is in M and the inclusion map
is a morphism.
5. If Si
def
=(Si,Si), i = 1, 2, are subspaces of S
def
=(S,S)
Ob
∈ M and f : S1 //S2
is a morphism of S then f : S1 // S2 is a morphism of M.
Definition 5.24 (Trivial model categories). Let M be a set of model spaces.
Then Mod
triv
(M) is the category of all model functions between model subspaces
of model spaces in M
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Definition 5.25 (Local m-morphisms). Let Mi, i = 1, 2, be model categories
and Si
def
=(Si,Si)
Ob
∈ Mi.
A continuous function f : S1 //S2 is locally an m-morphism of S1 to S2 iff
S1
mod
⊆ S2 and for every u ∈ Si there is a model neighborhood Uu for u and a
model neighborhood Vu for v
def
= f (u) such that f [Uu] ⊆ Vu and f : Uu // Vu is
a morphism of S2.
A continuous function f : Si // Si is locally an m-morphism of Si iff it is
locally an m-morphism of Si to Si.
A continuous function f : S1 //S2 is locally an M1-M2 m-morphism of S1
to S2 iff M1
full−cat
⊆ M2 and for every u ∈ S1 there is a model neighborhood
Uu for u and a model neighborhood Vu for v
def
= f (u) such that f [Uu] ⊆ Vu and
f : Uu // Vu is a morphism ofM
2.
Lemma 5.26 (Local m-morphisms). Let Mi, i = 1, 2, 3, be model categories
and Si
def
=(Si,Si)
Ob
∈ Mi.
If f ij : S
i //Si, j = 1, 2, is locally an m-morphism of Si then f i2 ◦ f
i
1 : S
i //Si
is locally an m-morphism of Si.
Proof. Let u ∈ Si, v
def
= f i1 (u) and w
def
= f i2 (v). There exist a model neighborhood
Uu for u, model neighborhoods Vu, V
′
u for v and a model neighborhood Wv
of w such that f i1 [Uu] ⊆ V
′
u, f
i
2 [Vv] ⊆ Wv, f
i
1 : Uu // V
′
u is a morphism of
Si and f i2 : Vv //Wv is a morphism of S
i. Then Vˆu
def
= Vv ∩ V ′u 6= ∅, Vˆu is a
model neighborhood of v and Uˆu
def
= f i−11 [Vˆu] is a model neighborhood for u.
f i1 : Uˆu
// Vˆu and f
i
2 : Vˆu
//Wv are morphisms of Si by item 4 of definition 5.2
(Model spaces) on page 15 and thus f i2 ◦ f
i
1 : Uˆu //Wv is a morphism of S
i.
If S is a model neighborhood of S
def
=(S,S) then every function f : S // S
that is locally an m-morphism of S is a morphism of S.
Proof. For every u ∈ S there is a model neighborhood Uu for u and a model
neighborhood Vu for v
def
= f (u) such that f [Uu] ⊆ Vu and f : Uu // Vu is a
morphism of S. IdVu,S
Ar
∈ S so IdVu,S ◦(f : Uu // Vu) is a morphism of S. Since⋃
u∈SUu = S and
⋃
u∈SS are model neighborhoods, the result follows by
item 6 of definition 5.2 (Model spaces) on page 15 .
If each f i: Si //Si+1 is locally an Mi-Mi+1 m-morphism of S1 to S2 then
f 2 ◦ f 1: S1 // S3 is locally an M1-M3 m-morphism of S1 to S3.
Proof. Since M1
full−cat
⊆ M2 and M2
full−cat
⊆ M3, M1
full−cat
⊆ M3. Let u ∈
S1, v
def
= f 1(u) and w
def
= f 2(v). There exist a model neighborhood Uu for u,
model neighborhoods Vv, V
′
u for v and a model neighborhoodWv of w such that
f 1[Uu] ⊆ V
′
u, f
1: Uu //V
′
u is a morphism ofM
2, f 2[Vv] ⊆Wv and f
2: Vv //Wv is
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a morphism ofM3. Then Vˆu
def
= Vv∩V ′u 6= ∅, Vˆu is a model neighborhood of v and
Uˆu
def
= f i−11 [Vˆu] is a model neighborhood for u. f
1: Uˆu // Vˆu and f
2: Vˆu //Wv
are morphisms of M3 by item 5 of definition 5.23 (Model categories) on
page 20 and thus f 2 ◦ f 1: Uˆu //Wv is a morphism of M
3.
If Si
mod
⊆ Si+1 then IdSi,Si+1 is locally an m-morphism of S
i. If each Si is
a model neighborhood of Si then IdSi,Si+1 is a morphism of S
i+1.
Proof. Let u ∈ S1 and Uu a model neighborhood of Si for u. Since Si
mod
⊆ Si+1,
Uu is also a model neighborhood of S
i+1 for u, and hence IdUu
Ar
∈ Si+1.
If each Si is a model neighborhood of Si then each IdSi is a morphism of S
i.
Since Si
mod
⊆ Si+1, Si
Ob
∈ Si+1 and IdUu,Si+1 is a morphism of S
i+1 by item 5
of definition 5.23 (Model categories) on page 20 . Since
⋃
u∈S1Uu = S
1
and
⋃
u∈S1S
2 are model neighborhoods, the result follows by item 6 of
definition 5.2 (Model spaces) on page 15 .
If Mi
cat
⊆ Mi+1 and Si
mod
⊆ Si+1 then IdSi,Si+1 is a morphism of M
i+1.
Proof. Si
Ob
∈ Mi+1 becauseMi
cat
⊆ Mi+1. IdSi+1
Ar
∈ Mi+1. Then IdSi,Si+1
Ar
∈ Mi+1
by item 5 of definition 5.23 (Model categories) on page 20
Corollary 5.27 (Local m-morphisms). Let Mi, i = 1, 2, be model categories
and Si
def
=(Si,Si)
Ob
∈ Mi.
If Si is a model neighborhood of Si then IdSi is a morphism of S
i.
Proof. Si
mod
⊆ Si.
5.6 Spaces and proper functions
Several of the following definitions involve spaces of a restrictive character and
specific types of mappings among them. Except where otherwise qualified, the
word space will have this restricted meaning.
Definition 5.28. A space is a topological space, a model space or either with
an additional associated structure.
Definition 5.29. Let S1, S2 be spaces and f : S1 //S2 a continuous function;
f need not preserve any associated algebraic structure4. f is a proper5 function
4 However, in practice commutation relations will often enforce the preservation of algebraic
structures.
5 In the spirit of [Kelley, 1955, footnote, p. 112]
This nomenclature is an excellent example of the time-honored custom of refer-
ring to a problem we cannot handle as abnormal, irregular, improper, degenerate,
inadmissible, and otherwise undesirable.
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iff
1. S1 and S2 are both Truthspace or both Truthspace, and f (True) = True.
2. S1, S2 are topological spaces other than Truthspace.
3. S1 is a topological space other than Truthspace, S2 is a model space other
than Truthspace and the images of open sets are contained in model
neighborhoods.
4. S1 is a model space other than Truthspace, S2 is a topological spaces
other than Truthspace and the inverse images of open sets are model
neighborhoods.
5. S1, S2 are both model spaces other than Truthspace and f is a model
function.
Definition 5.30. Let S be a topological space. Then the singleton category of
S, abbreviated S
Sing
, is the category whose sole object is S and whose morphisms
are all of the continuous functions from S to itself.
Let S be a model space. Then the singleton category of S, abbreviated S
Sing
,
is the category whose sole object is S and whose morphisms are all of the model
functions from S to itself that are locally morphisms of S.
Let S
def
=(Sα, α ≺ A) be a sequence of spaces. Then the singleton category
sequence of S, abbreviated S
Sing
, is ( Sα
Sing
, α ≺ A).
Let S be a set of spaces. Then the singleton category of S, abbreviated
S
Sing
, is
⋃
S∈S S
Sing
.
Remark 5.31. By abuse of language the notation S
Sing
will be used to name
sequences of categories constructed with this and similar functions.
6 Signatures
Given a sequences of spaces, we need a way to characterise a function that takes
arguments in those spaces and has a value in them. For this purpose we use a
sequence of ordinals where the last ordinal in the sequence identifies the space
containing the function’s value.
Definition 6.1 (Signature). Let S
def
=(Sα, α ≺ A) be a sequence and σ
def
=(αβ ≺
A, β  B) be a sequence of ordinals in A. Then σ is a signature over S.
Definition 6.2 (S-signature of function). Let S
def
=(Sα, α ≺ A) be a sequence,
σ
def
=(αβ ≺ A, β  B) be a signature over S and f : (Sαβ , β ≺ B) // SαB
continuous. Then σ is the S-signature for f and f has S-signature σ.
Remark 6.3. If n ∈ N and σ
def
=(α, β  n) then f is an n-ary operation over Sα.
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f is proper iff either
1. Sαβ , β  B) are all topological spaces.
2. Sαβ , β  B) are all model spaces.
Definition 6.4 (S-signature of function). Let S
def
=(Sα, α ≺ A) be a sequence,
S
def
=(Sα, α ≺ A) be a sequence of categories with
(
∀α≺A
)
Sα
Ob
∈ Sα, σ
def
=(αβ ≺
A, β  B) be a signature over S and f : (Sαβ , β ≺ B) //SαB continuous. Then
σ is the S-signature for f and f has S-signature σ.
Definition 6.5 (S-signature of function sequence). Let
Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , αβ ≺ A, β  Bγ), γ ≺ Γ
)
be a sequence of signatures
over S
def
=(Sα, α ≺ A), F = (Fγ , γ ≺ Γ) a sequence of functions where Fγ has
S-signature σγ , then Σ is the S-signature for F and F has S-signature Σ.
Definition 6.6 (S-signature of function sequence). Let
Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , αβ ≺ A, β  Bγ), γ ≺ Γ
)
be a sequence of signatures
over S
def
=(Sα, α ≺ A), F = (Fγ , γ ≺ Γ) a sequence of functions where Fγ has
S-signature σγ , then Σ is the S-signature for F and F has S-signature Σ.
6.1 Functions associated with signatures and function se-
quences
When characterizing functions with signatures, several auxillary functions are
helpful.
Definition 6.7 (Signature operators). Let Si
def
=(Siα, α ≺ A), i = 1, 2, be se-
quences of categories with Si
def
=(Siα, α ≺ A) sequences of sets in those categories,
f i, i = 1, 2 functions with Si-signatures σ = (αβ ≺ A, β  B), g
def
=(gα: S
1
α
//S2α, α ≺
A) a sequence of functions then
〈σ|Si〉
def
=
σ
Si
def
=(Siαβ , β  B) (6.1)
selects sets from Si according to signature σ.
〈σ|g〉
def
=
σ
g
def
=(gαβ , β  B) (6.2)
selects functions from g according to signature σ.
σ
g: ×
β≺B
S1αβ
//×
β≺B
S2αβ = 〈σ|g〉 =×
β≺B
gαβ (6.3)
is the product of the functions selected by all but the last ordinal in signature
σ
g
σ
· f 1
def
= tail(〈σ|g〉) ◦ f 1 (6.4)
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σS1
σ
S2
σ
g
def
=×head(
σ
g)

tail(
σ
S2)
f2
σ
⊙g

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
f2
//
Figure 6: f2
σ
⊙ g
σ
S1
tail(
σ
S1)
f1

tail(
σ
S2)
g
σ
· f1

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
tail(
σ
g)
//
Figure 7: g
σ
· f1
composes the last function selected from g by signature σ with f 1.
f 2
σ
⊙ g
def
= f 2 ◦
σ
g (6.5)
composes f with all but the last function in g selected by signature σ.
6.2 Commutative diagrams with signatures
The conventional usage of the word commutative diagram is for functions of a
single arguement. It is convenient to extend the nomenclature to functions of
multiple arguments and to sequences of such functions. This is convenient, e.g.,
as a means of specifying that functions preserve algebraic structures.
Definition 6.8 (Σ-commutation). Let Si
def
=(Siα, α ≺ A), i = 1, 2, be a sequence
of categories, with Si
def
=(Siα, α ≺ A)
()
∈Si a sequence of spaces, F i
def
=(F iγ , γ ≺ Γ)
be a sequence of functions with Si-signature Σ
def
=(σγ≺Γ)
def
=
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σγ
S1γ tail
( σγ
S1γ
)
F 1γ
//
σγ
S2γ
σγ
f

tail
( σγ
S2γ
)
tail
(σγ
f
)

F 2γ
//
Figure 8: f Σ-commutes with the function sequences F 1,F 2
(
(σγ,αβ , αβ ≺ A, β  Bγ), γ ≺ Γ
)
, f
def
=(fα: S
1
α
// S2α, α ≺ A) a sequence of
functions satisfying f
σγ
· F 1γ = F
2
γ
σγ
⊙ f , γ ≺ Γ, then f Σ-commutes with the
function sequences F 1,F 2.
Remark 6.9. If all of the σγ,αβ are equal to the same ordinal αˆ and each Bγ is
finite then
{
(Siαˆ,F
i
γ)|γ ≺ Γ
}
is an Ω-algebra and f is an Ω-homomorphism.
Lemma 6.10 (Σ-commutation). Let Si
def
=(Siα, α ≺ A), i ∈ [1, 3], be a sequence
of categories, with Si
def
=(Siα, α ≺ A)
()
∈Si a sequence of spaces and F i
def
=(F iγ , γ ≺
Γ) be a sequence of functions with Si-signature Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , αβ ≺
A, β  Bγ), γ ≺ Γ
)
.
Let f i
def
=(f iα: S
i
α
//Si+1α , α ≺ A), i = 1, 2, Σ-commute with F
i,F i+1. Then
f2
()
◦ f1 Σ-commutes with F 1,F 3.
Proof. The result follows by diagram chasing in fig. 9.
Let S1
()
⊆S2 and F 1γ = F
2
γ :×
σγ
S1 // tail
(σγ
S1
)
. Then IdS1,S2 Σ-commutes
with F 1,F 2.
Proof. The result follows from definitions 6.7 and 6.8 on pages 24 and 25:
IdS1,S2
σγ
· F 1γ = IdS1γ,αBγ ,S
2
γ,αBγ
◦F 1γ = F
2
γ ↾
×
σγ
S1,
= F 2γ ◦×β≺Bγ IdS1αβ ,S2αβ =
F 2γ
σγ
⊙ IdS1,S2
Corollary 6.11 (Σ-commutation). Let S
def
=(Sα, α ≺ A), be a sequence of cate-
gories, with S
def
=(Sα, α ≺ A)
()
∈S a sequence of spaces and F
def
=(Fγ , γ ≺ Γ) be a
sequence of functions with S-signature Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , αβ ≺ A, β 
Bγ), γ ≺ Γ
)
. Then IdS Σ-commutes with F ,F .
26
σγ
S1γ tail
( σγ
S1γ
)
F 1γ
//
σγ
S2γ
σγ
f1

tail
( σγ
S2γ
)
tail
(
σγ
f1
)

F 2γ
//
σγ
S3γ
σγ
f2

tail
( σγ
S3γ
)
tail
(
σγ
f2
)

F 3γ
//
Figure 9: f2
()
◦ f1 Σ-commute with F 1,F 3
Proof. S
()
⊆S, Fγ = Fγ:×
σγ
S // tail
(
σγ
S
)
and IdS = IdS,S .
7 Prestructures
Prestructures and prestructure morphisms are generalizations of Ω-algebras and
Ω-homomorphisms, and are notational conveniences to simplify imposing com-
mutation relations on multiple unrelated functions of multiple variables.
Definition 7.1 (Prestructures). Let S
def
=(Sα, α ≺ A) be a sequence of cate-
gories, S
def
=(Sα, α ≺ A) a sequence of spaces, F = (Fγ , γ ≺ Γ) a sequence of
continuous functions and Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ.αβ , β  Bγ), γ ≺ Γ
)
a sequence
of signatures. Then P
def
=(S,S,Σ, F ) is a S − Σ prestructure iff
1. Sα is either a topological category or a model category.
2. S
()
∈S.
3. F has S-signature Σ.
Lemma 7.2 (Prestructures). Let Si, i = 1, 2, be a sequence of categories,
S1
cat
⊆ S2, S
()
∈S1, F a sequence of continuous functions with S1-signatures Σ
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and P 1
def
=(S1,S,Σ, F ) a S1 − Σ prestructure. Then P 2
def
=(S2,S,Σ, F ) is a
S2 − Σ prestructure.
Proof. S
()
∈S2 by lemma 3.26 (Sequence inclusion) on page 12 . The other
conditions do not depend on the category sequence.
Let Si, i = 1, 2, be a sequence of categories, S1
cat
⊆ S2, Si
()
∈Si, S1
()
⊆S2,
F 2
def
=
(F 2γ , γ ≺ Γ) a sequence of continuous functions with S
2-signatures Σ
def
=
(σγ , γ ≺ Γ)
def
=
(
(σγ.αβ , β  Bγ), γ ≺ Γ
)
, F 2γ
[
×
σγ
S1
]
⊆ tail
( σγ
S1
)
, F 1
def
=(
F 1γ
def
= F 2γ :×
σγ
S1 // tail
(σγ
S1
)
, γ ≺ Γ
)
and P 2
def
=(S2,S2,Σ,F 2) a S2 − Σ
prestructure. Then P 1
def
=(S1,S1,Σ,F 1) is a S1 − Σ prestructure.
Proof. S1
()
∈S1 by hypothesis. F 1 is continuous and has S1-signatures Σ by
construction.
Definition 7.3 (Morphisms of prestructures). Let Si = (Siα, α ≺ A), i = 1, 2,
be a sequence of categories, Si
def
=(Siαα ≺ A)
()
∈Si be a sequence of spaces,
F i = (F iγ , γ ≺ Γ) be a sequence of continuous functions with S
i-signatures Σ,
f
def
=
(fα: S
1
α
//S2α, α ≺ A) be a sequence of proper functions and P
i def=(Si,Si,Σ,F i)
be a Si−Σ prestructure. f is a (strict) prestructure morphism of P 1 to P 2 iff it
Σ-commutes with F 1,F 2, as shown in fig. 8 (f Σ-commutes with the function sequences F 1,F 2)
on page 26 .
It is a semi-strict prestructure morphism iff S1
full−cat
⊆ S2 and for each α
1. Each Siα, i = 1, 2, is a model category: fα is locally an S
1
α-S
2
α m-morphism
of S1α to S
2
α.
2. Each Siα, i = 1, 2, is a topological category: fα is locally a S
1
α-S
2
α morphism
of S1α to S
2
α.
3. Otherwise fα is a morphism of S
2
α.
It is a strict prestructure morphism iff S1
full−cat
⊆ S2 and each function fα
is a morphism of S2α.
Remark 7.4. It is not sufficient to require that each fα be a morphism of S1α
cat
∪
S2α because that would not ensure that the composition of strict prestructure
morphisms is strict.
28
If S1
()
⊆S2 and F 1γ = F
2
γ :×
σγ
S1 // tail
( σγ
S1
)
then IdP 1,P 2
def
= IdS1,S2 .
IdP i
def
= IdSi = IdP i,P i .
Lemma 7.5 (Prestructure morphisms). Let Si = (Siα, α ≺ A), i ∈ [1, 4], be
a sequence of categories, Si
def
=(Siα, α ≺ A)
()
∈Si a sequence of spaces, F i =
(F iγ , γ ≺ Γ), be a sequence of continuous functions with S
i-signatures Σ and
P i
def
=(Si,Si,Σ,F i) be a Si − Σ prestructure.
If Si
()
⊆Si+1 and each F iγ = F
i+1
γ :×
σγ
Si // tail
(σγ
Si
)
then IdP i,P i+1 is a
prestructure morphism from P i to P i+1.
IdSi,Si+1 is a semi-strict prestructure morphism from P
i to P i+1 iff Si
full−cat
⊆
Si+1.
IdSi,Si+1 is a strict prestructure morphism from P
i to P i+1 iff each
IdS1α,S
i+1
α
Ar
∈ Si+1α and S
i
full−cat
⊆ Si+1.
Proof. IdSi,Si+1 Σ-commutes with F
i,F i+1 by lemma 6.10 (Σ-commutation)
on page 26 .
The hypotheses for strictness are precisely those of definition 7.3 (Morphisms of prestructures)
.
Let f i
def
=(f iα: S
i
α
// Si+1α , α ≺ A), i = 1, 2, 3, be a sequence of proper func-
tions,
If S ′i = (S ′iα , α ≺ A), i ∈ [1, 4], is a sequence of categories, S
i
cat
⊆ S ′i and
P ′i
def
=(S ′i,Si,Σ,F i), then f i is a prestructure morphism of P ′i to P ′i+1 iff f i
is a prestructure morphism of P i to P i+1.
If Si
full−cat
⊆ S ′i and f i is a semi-strict (strict) prestructure morphism of
P i to P i+1 then f i is a semi-strict (strict) prestructure morphism of P ′i to
P ′i+1.
Proof. The commutation relations do not depend on the choice of categories.
If Si
full−cat
⊆ S ′i and f i is a semi-strict prestructure morphism of P i to P i+1
then for each α, if
1. Each Siα, j = i, i + 1, is a model category: fα is locally an S
i
α-S
i+i
α m-
morphism of Siα to S
i+i
α and thus locally an S
′i
α -S
′i+i
α m-morphism of S
i
α
to Si+iα .
2. Each Siα, j = i, i + 1, is a topological category: fα is locally a S
i
α-S
i+i
α
morphism of Siα to S
i+i
α and thus locally a S
′i
α -S
′i+i
α morphism of S
i
α to
Si+iα .
3. Otherwise fα is a morphism of Si+iα and thus a morphism of S
′i+i
α .
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If Si
full−cat
⊆ S ′i and f i is a strict prestructure morphism of P i to P i+1
then each f iα
Ar
∈ Si+1α
full−cat
⊆ S ′i+1α , α ≺ A, and thus f
i is a strict prestructure
morphism of P ′i to P ′i+1.
f i+1
()
◦ f i, i ∈ [1, 3], is a prestructure morphism and f3
()
◦
(
f2
()
◦ f1
)
=(
f3
()
◦ f2
) ()
◦ f1.
Proof. If f1 Σ-commutes with F 1,F 2 and f2 Σ-commutes with F 2,F 3 then
by lemma 6.10 (Σ-commutation) on page 26 f2
()
◦ f1 Σ-commutes with F 1,F 3.
Thus f2
()
◦ f1 is a morphism.
Associativity is just lemma 3.13 (Sequence functions) on page 8 .
IdP i is an identity morphism of P
i.
Proof. f i
()
◦ IdSi = f
i and IdSi+1
()
◦f i = f i
Let each f i be a semi-strict prestructure morphism. Then f2
()
◦ f1 is a semi-
strict prestructure morphism.
Proof. If S1
full−cat
⊆ S2 and S2
full−cat
⊆ S3 then S1
full−cat
⊆ S3. For each α ≺ A:
1. Each Siα, i = 1, 2, 3, is a model category:
Each f iα is locally an S
1
α-S
i+1
α m-morphism of S
i
α to S
i+1
α . Then f
2
α ◦
f 1α is locally an S
i
α-S
i+2
α m-morphism of S
i
α to S
i+2
α by lemma 5.26
(Local m-morphisms) on page 21 .
2. Each Siα, i = 1, 2, 3, is a topological category:
Each f iα is locally a S
i
α-S
i+1
α morphism of S
i
α to S
i+1
α . Then f
2
α ◦f
1
α is locally
an Siα-S
i+2
α morphism of S
i
α to S
i+2
α by lemma 3.9 (Local morphisms) on
page 6 .
3. Otherwise
Each f iα is a morphism of S
i+1
α . Then f
2
α ◦ f
1
α is a morphism of S
i+2
α .
Let each f i be a strict prestructure morphism. Then f2
()
◦ f1 is a strict
prestructure morphism.
Proof. If S1
full−cat
⊆ S2 and S2
full−cat
⊆ S3 then S1
full−cat
⊆ S3.
If f 1α is a morphism of S
2
α
full−cat
⊆ S3α and f
2
α is a morphism of S
3
α then f
2
α ◦ f
1
α
is a morphism of S3α.
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Corollary 7.6 (Prestructure morphisms). Let S = (Sα, α ≺ A) be a sequence
of categories, S
def
=(Sαα ≺ A)
()
∈S be a sequence of spaces, F = (Fγ , γ ≺ Γ) be a
sequence of continuous functions with S-signatures Σ and P
def
=(S,S,Σ,F ) be
a S − Σ prestructure. Then IdP is a strict prestructure morphism from P to
P .
Proof. S
()
⊆S and Fγ = Fγ ↾
×
σγ
S ,tail
(σγ
S
).
Each IdSα,Sα = IdSα
Ar
∈ Sα and S
full−cat
⊆ S.
8 M-charts and m-atlases
The conventional definitions of fiber bundles and manifolds use the language of
charts, atlases and transition functions, with slight technical differences among
them. This paper continues that usage, but modifies the definitions of charts
in order to make them fit more natuarally into the context of local coordinate
spaces. It adds a prefix, e.g., Ck, in order to avoid confusion with the con-
ventional definitions. An m-atlas based on a topological spaces is closer to the
conventional definitions of an atlas for a manifold while an m-atlas based on
a model space is suitable for defining both manifolds and fiber bundles. Al-
though simple manifolds and fiber bundles could both be defined directly in
terms of maximal m-atlases, this paper has a different perspective, and uses the
m-atlases as part of the more general Local Coordinate Space (LCS), presented
in section 9 (Local Coordinate Spaces) on page 53 .
This section defines M-atlases, categories of M-atlases and functors, and
proves some basic results.
8.1 M-charts
Definition 8.1 (M-charts). Let E
def
=(E, E) and C
def
=(C, C) be model spaces.
An m-chart (U, V, φ) of E in the coordinate space C consists of
1. A model neighborhood U
Ob
∈ E , known as a coordinate patch
2. A model neighborhood V
Ob
∈ C
3. A model homeomorphism φ: U //
∼
= // // V , known as a coordinate function
Remark 8.2. I consider it clearer to explicate the range, rather than the con-
ventional usage of specifying only the domain and function or the minimalist
usage of specifying only the function.
Let E be a topological space and C
def
=(C, C) a model space. An m-chart
(U, V, φ) of E in the coordinate space C consists of
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1. An open set U of E, known as a coordinate patch
2. A model neighborhood V
Ob
∈ C
3. A homeomorphism φ: U //
∼
= // // V , known as a coordinate function, that
maps open sets into model neighborhoods
Lemma 8.3 (M-charts). Let E
def
=(E, E) and C
def
=(C, C) be model spaces.
Let (U, V, φ) be an m-chart of E in the coordinate space C such that every
open subset of V is a model neighborhood of C. Then (U, V, φ) is an m-chart of
E in the coordinate space C.
Proof. U , V and φ satisfy the conditions of the definition:
1. Since U is a model neighborhood, it is open.
2. V is a model neighborhood of C,
3. Since φ: U //
∼
= // //V is a model homeomorphism, it is a homeomorphism. If
U ′ ⊆ U is open then φ[U ′] ⊆ V is open and thus a model neighborhood
of (C, C) by hypothesis. Thus φ is a homeomorphism that maps open sets
into model neighborhood of (C, C).
Let (U, V, φ) be an m-chart of E in the coordinate space C. (U, V, φ) is an
m-chart of E in the coordinate space C iff every open subset of U is a model
neighborhood of E.
Proof. If (U, V, φ) is an m-chart of E in the coordinate space C and also an m-
chart of E in the coordinate space C then let U ′ ⊆ U be open. Since (U, V, φ)
is an m-chart of E in the coordinate space C, φ[U ′] is a model neighborhood of
C. Since (U, V, φ) is an m-chart of E in the coordinate space C, φ is a model
function and thus φ−1[φ[U ′]] is a model neighborhood of E.
If (U, V, φ) is an m-chart of E in the coordinate space C and every open
U ′ ⊆ U is a model neighborhood of E then
1. Since U ⊆ U is open, U is a model neighborhood of E.
2. V is a model neighborhood of C.
3. φ is a model homeomorphism: If U ′ ⊆ U is a model neighborhood of E
then U ′ is open and thus φ[U ′] is a model neighborhood of C. If V ′ ⊆ V
is a model neighborhood of C then φ−1[V ′] is open and thus a model
neighborhood of E.
By definition, every open set of E is a model neighborhood of E
triv
.
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Corollary 8.4 (M-charts of E
triv
). Let E be a topological space. (U, V, φ) is an
m-chart of E in the coordinate space C iff (U, V, φ) is an m-chart of E
triv
in the
coordinate space C.
Proof. Let (U, V, φ) be an m-chart of E in the coordinate space C. Every open
subset of E is a model neighborhood of E
triv
by definition, hence (U, V, φ) is an
m-chart of E
triv
in the coordinate space C.
Let (U, V, φ) be an m-chart of E
triv
in the coordinate space C and let V ′ ⊆ V
be open. φ−1[V ′] ⊆ U is open, hence by definition a model neighborhood of
E
triv
. Then φ[φ−1[V ′]] = V ′ is a model neighborhood of C.
Definition 8.5 (Subcharts). Let (U, V, φ) be an m-chart of E
def
=(E, E) in the
coordinate space (C, C) and U ′ ⊆ U a model neighborhood of (E, E). Then
(U ′, V ′, φ′)
def
=(U ′, φ[U ′], φ ↾U ′,V ′) is a subchart of (U, V, φ).
Let (U, V, φ) be an m-chart of E in the coordinate space (C, C) and U ′ ⊆ U an
open set of E. Then (U ′, V ′, φ′)
def
=(U ′, φ[U ′], φ ↾U ′,V ′) is a subchart of (U, V, φ).
Lemma 8.6 (Subcharts). Let E
def
=(E, E) and C
def
=(C, C) be model spaces.
Let (U, V, φ) be an m-chart of E in the coordinate space C and (U ′, V ′, φ′)
a subchart of (U, V, φ). Then (U ′, V ′, φ′) is an m-chart of E in the coordinate
space C.
Proof. U ′, V ′ and φ′ satisfy the conditions of the definition of an m-chart:
1. U ′ is a model neighborhood of E by the definition of subchart.
2. Since U ′ is a model neighborhood and φ is a model homeomorphism,
V ′ = φ[U ′] is a model neighborhood.
3. Since φ and φ−1 are model functions, so are φ′ = φ ↾U ′,V ′ and φ
′−1 =
φ−1 ↾V ′,U ′ Thus φ
′ is a model homeomorphism.
Let (U, V, φ) be an m-chart of E in the coordinate space C and (U ′, V ′, φ′)
a subchart of (U, V, φ). Then (U ′, V ′, φ′) is an m-chart of E in the coordinate
space C.
Proof. U ′, V ′ and φ′ satisfy the conditions of the definition of an m-chart:
1. U ′ is open by the definition of subchart.
2. Since φ is a homeomorphism and U ′ is open, V ′ = φ[U ′] is open.
3. Since φ is a homeomorphism that maps open sets into model neighbor-
hoods, φ ↾U ′,V ′ is a homeomorphism that maps open sets into model
neighborhoods.
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Definition 8.7 (M-compatibility). Let (U, V, φ) and (U ′, V ′, φ′) be m-charts
of (E, E) in the coordinate space (C, C). Then (U, V, φ) is compatible with
(U ′, V ′, φ′) iff either
1. U and U ′ are disjoint
2. The transition function t = φ′ ◦ φ−1 ↾φ[U∩U ′] is an isomorphism of C
Let (U, V, φ) and (U ′, V ′, φ′) be m-charts of E in the coordinate space (C, C).
Then (U, V, φ) is m-compatible with (U ′, V ′, φ′) in the coordinate space (C, C)
iff either
1. U and U ′ are disjoint
2. The transition function t = φ′ ◦ φ−1 ↾φ[U∩U ′] is an isomorphism of C
Lemma 8.8 (Symmetry of m-compatibility). Let (U, V, φ) and (U ′, V ′, φ′) be m-
charts of (E, E) in the coordinate space (C, C). Then (U, V, φ) is m-compatible
with (U ′, V ′, φ′) in the coordinate space (C, C) iff (U ′, V ′, φ′) is m-compatible
with (U, V, φ) in the coordinate space (C, C).
Let (U, V, φ) and (U ′, V ′, φ′) be m-charts of E in the coordinate space (C, C).
Then (U, V, φ) is m-compatible with (U ′, V ′, φ′) iff (U ′, V ′, φ′) is m-compatible
with (U, V, φ).
Proof. The same proof applies to both cases. It suffices to prove the implication
in only one direction.
1. U ∩ U ′ = U ′ ∩ U .
2. Since the transition function t = φ′ ◦φ−1 ↾φ[U∩U ′] is an isomorphism of C,
so is t−1 = φ ◦ φ′−1 ↾φ′[U∩U ′].
Lemma 8.9 (M-compatibility of subcharts). Let (Ui, Vi, φi), i = 1, 2, be m-
charts of (E, E) in the coordinate space (C, C), (U ′i , V
′
i , φ
′
i) be subcharts and
(U1, V1, φ1) be m-compatible with (U2, V2, φ2). Then (U
′
1, V
′
1 , φ
′
1) is m-compatible
with (U ′2, V
′
2 , φ
′
2).
Proof. Since subcharts are charts, U ′i and V
′
i are model neighborhoods. If U1 ∩
U2 = ∅ then U ′1 ∩ U
′
2 = ∅. If U
′
1 ∩ U
′
2 = ∅ then (U
′
1, V
′
1 , φ
′
1) is m-compatible
with (U ′2, V
′
2 , φ
′
2). Otherwise, the transition function t
1
2
def
= φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is
a model homeomorphism and hence t12 ↾φ1[U ′1∩U ′2]: φ1[U
′
1 ∩ U
′
2]
//
∼
= // // φ2[U
′
1 ∩ U
′
2]
is a model homeomorphism.
Let (Ui, Vi, φi), i = 1, 2, be m-charts of E in the coordinate space (C, C) and
(U ′i , V
′
i , φ
′
i) subcharts. Then (U
′
i , V
′
i , φ
′
i) is m-compatible with (Ui, Vi, φi).
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Proof. Since subcharts are charts, U ′i and V
′
i are open. If U1 ∩ U2 = ∅ then
U ′1 ∩U
′
2 = ∅. If U
′
1 ∩U
′
2 = ∅ then (U
′
1, V
′
1 , φ
′
1) is m-compatible with (U
′
2, V
′
2 , φ
′
2).
Otherwise, the transition function t12
def
= φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is a model home-
omorphism and hence t12 ↾φ1[U ′1∩U ′2]: φ1[U
′
1 ∩ U
′
2] //
∼
= // // φ2[U
′
1 ∩ U
′
2] is a model
homeomorphism.
Corollary 8.10 (M-compatibility with subcharts). Let (U, V, φ) be an m-chart
of (E, E) in the coordinate space (C, C) and (U ′, V ′, φ′) a subchart. Then (U ′, V ′, φ′)
is m-compatible with (U, V, φ).
Proof. (U, V, φ) is m-compatible with itself and is a subchart of itself,
Let (U, V, φ) be an m-chart of E in the coordinate space (C, C) and (U ′, V ′, φ′)
a subchart. Then (U ′, V ′, φ′) is m-compatible with (U, V, φ).
Proof. (U, V, φ) is m-compatible with itself and is a subchart of itself,
Definition 8.11 (Covering by m-charts). Let A be a set of charts of the topo-
logical space E in the coordinate space C = (C, C). A covers E iff π1[A] covers
E.
Let A be a set of charts of the model space E = (E, E) in the coordinate
space C = (C, C). A covers E iff π1[A] covers E.
8.2 M-atlases
A set of charts can be atlases for different coordinate model spaces even if it is
for the same total model space. In order to aggregate atlases into categories,
there must be a way to distinguish them. Including the two6 spaces in the
definitions of the categories serves the purpose.
Definition 8.12 (M-atlases). Let A be a set of mutually m-compatible m-
charts of E = (E, E) in the coordinate space C = (C, C). Then A is an m-atlas
of E in the coordinate space C, abbreviated isAtlOb(A,E,C), iff A covers E.
A is a full atlas of E in the coordinate space C, abbreviated isAtlOb
full
(A, E,C),
iff A covers E and π2[A] covers C. The triple (A,E,C) refers to A considered
as an m-atlas of E in the coordinate space C.
Let E = (E, E) and C = (C, C) be model spaces. Then
AtlOb(E,C)
def
= {(A,E,C)| isAtlOb(A,E,C)} (8.1)
AtlOb
full
(E,C)
def
=
{
(A,E,C)|isAtlObfull (A,E,C)
}
(8.2)
Let E be a topological space, C = (C, C) a model space and A be a set of
mutually m-compatible m-charts of E in the coordinate space C. Then A is
an m-atlas of E in the coordinate space C, abbreviated as isAtlOb(A, E,C), iff
6 The spaces are redundant, but convenient.
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π1[A] covers E. A is a full atlas of E in the coordinate space C, abbreviated
isAtlOb
full
(A, E,C), iff π1[A] covers covers E and π2[A] covers C. The triple
(A, E,C) refers to A considered as an m-atlas of E in the coordinate space C.
Let E be a topological space and C = (C, C) a model space. Then
AtlOb(E,C)
def
= {(A, E,C)| isAtlOb(A, E,C)} (8.3)
AtlOb
full
(E,C)
def
=
{
(A, E,C)|isAtlObfull (A, E,C)
}
(8.4)
By abuse of language we write U ∈ A for U ∈ π1[A].
Definition 8.13 (M-compatibility with atlases). An m-chart (U, V, φ) of (E, E)
is m-compatible with an m-atlas A iff it is m-compatible with every chart in
the m-atlas.
An m-chart (U, V, φ) of E is m-compatible with an m-atlas A iff it is m-
compatible with every chart in the m-atlas.
Lemma 8.14 (M-compatibility of subcharts with atlases). Let A be an m-atlas
of (E, E) in the coordinate space (C, C) and C1 = (U1, V1, φ1) an m-chart in A.
Then any subchart of C1 is m-compatible with A.
Let A be an m-atlas of E in the coordinate space (C, C) and C1 = (U1, V1, φ1)
an m-chart in A. Then any subchart of C1 is m-compatible with A.
Proof. The same proof applies in both cases. Let C ′ = (U ′, V ′, φ′) be a subchart
of C1 and C2 = (U2, V2, φ2) another chart in A.
1. If U1 ∩ U2 = ∅, then U ′ ∩ U2 = ∅
2. If U ′ ∩ U2 = ∅ then C ′ is m-compatible with C2
3. Otherwise the transition function t12
def
= φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is an isomor-
phism of (C, C). Since φ1[U1 ∩ U2] and V ′ are model neighborhoods, so is
φ1[U
′ ∩ U2] and thus t12 ↾φ1[U ′∩U2] is an isomorphism of (C, C).
Lemma 8.15 (Extensions of m-atlases). Let E = (E, E) and C = (C, C) be
model spaces, A an m-atlas of E in the coordinate space C, and (U, V, φ),
(U ′, V ′, φ′) m-charts of E in the coordinate space C m-compatible with A in
the coordinate space C. Then (U, V, φ) is m-compatible with (U ′, V ′, φ′) in the
coordinate space C.
Proof. If U ∩U ′ = ∅ then (U, V, φ) is m-compatible with (U ′, V ′, φ′). Otherwise,
φ is a model homeomorphism, U ∩U ′ is a model neighborhood of E, φ[U ∩U ′]
is a model neighborhood of C, φ′[U ∩U ′] is a model neighborhood of C and φ′ ◦
φ−1: φ[U ∩U ′] //
∼
= // //φ′[U ∩U ′] is a homeomorphism. It remains to show that φ′ ◦
φ−1 ↾φ[U∩U ′] is a model homeomorphism. Let (Uα, Vα, φα), α ≺ A, be charts in
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A such that U∩U ′ ⊆
⋃
α≺AUα and U∩U
′∩Uα 6= ∅, α ≺ A. Since the charts are
m-compatible with (Uα, Vα, φα), φ
′ ◦φ−1α ↾φα[U∩U ′∩Uα] and φα ◦φ
−1 ↾φ[U∩U ′∩Uα]
are model homeomorphisms and thus φ′ ◦ φ−1 ↾φ[U∩U ′∩Uα]= φ
′ ◦ φ−1α ◦ φα ◦
φ−1 ↾φ[U∩U ′∩Uα] is a model homeomorphism. Then by item 6 of definition 5.2
(Model spaces) on page 15 , φ′ ◦ φ−1 is a model homeomorphism.
Definition 8.16 (Maximal m-atlases). Let E = (E, E) and C = (C, C) be
model spaces and A an m-atlas of E in the coordinate space C. A is a maximal
m-atlas of E in the coordinate space C, abbreviated isAtlOb
max
(A,E,C), iff A
cannot be extended by adding an additional m-compatible chart. A is a semi-
maximal m-atlas of E in the coordinate space C, abbreviated isAtlOb
S−max
(A,E,C),
iff whenever (U, V, φ) ∈ A, U ′ ⊆ U, V ′ ⊆ V and V ′′
Ob
∈ C are model neighbor-
hoods, φ[U ′] = V ′ and φ′: V ′ //
∼
= // // V ′′ is an isomorphism of C then (U ′, V ′′, φ′ ◦
φ ↾U ′) ∈ A.
Let E be a topological space, C = (C, C) be a model space and A be an
m-atlas of E in the coordinate spaceC. A is a maximal m-atlas of E in the coor-
dinate spaceC, abbreviated isAtlOb
max
(A, E,C), iffA is an m-atlas that cannot be
extended by adding an additional m-compatible chart. A is a semi-maximal m-
atlas of E in the coordinate space C, abbreviated isAtlOb
S−max
(A, E,C), iff whenever
(U, V, φ) ∈ A, U ′ ⊆ U, V ′ ⊆ V and V ′′
Ob
∈ C are model neighborhoods, φ[U ′] = V ′
and φ′: V ′ //
∼
= // // V ′′ is an isomorphism of C then (U ′, V ′′, φ′ ◦ φ ↾U ′) ∈ A.
Remark 8.17. There is no sheaf condition;7 the union of a set of coordinate
patches in the maximal atlas whose coordinate functions match on the intersec-
tions need not be a coordinate patch in the atlas.
Let (E, E) and (C, C) be model spaces. Then
isAtlOb
max−full
(A,E, C)
def
= isAtlOb
full
(A,E, C) ∧ isAtlOb
max
(A,E, C) (8.5)
isAtlOb
max−full
(A, E, C)
def
= isAtlOb
full
(A, E, C) ∧ isAtlOb
max
(A, E, C) (8.6)
isAtlOb
S−max−full
(A,E, C)
def
= isAtlOb
full
(A,E, C) ∧ isAtlOb
S−max
(A,E, C) (8.7)
isAtlOb
S−max−full
(A, E, C)
def
= isAtlOb
full
(A, E, C) ∧ isAtlOb
S−max
(A, E, C) (8.8)
AtlOb
max
(
(E, E), (C, C)
) def
=
{(
A, (E, E), (C, C)
)
|isAtlObmax
(
A, E, (C, C)
)}
(8.9)
7 However, note item 6 (restricted sheaf condition) of definition 5.2 (Model spaces) on
page 15 .
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AtlOb
S−max
(
(E, E), (C, C)
) def
=
{(
A, (E, E), (C, C)
)
|isAtlObS−max
(
A, E, (C, C)
)}
(8.10)
AtlOb
max−full
(
(E, E), (C, C)
) def
=
{(
A, (E, E), (C, C)
)
|isAtlObmax−full
(
A, E, (C, C)
)}
(8.11)
AtlOb
S−max−full
(
(E, E), (C, C)
) def
=
{(
A, (E, E), (C, C)
)
| isAtlObS−max−full
(
A, E, (C, C)
)}
(8.12)
Let E be a topological space and (C, C) be a model space. Then
AtlOb
max
(
E, (C, C)
) def
=
{(
A, E, (C, C)
)
|isAtlObmax
(
E, (C, C)
)}
(8.13)
AtlOb
S−max
(
E, (C, C)
) def
=
{(
A, E, (C, C)
)
|isAtlObS−max
(
E, (C, C)
)}
(8.14)
AtlOb
max−full
(
E, (C, C)
) def
=
{(
A, E, (C, C)
)
|isAtlObmax−full
(
E, (C, C)
)}
(8.15)
AtlOb
S−max−full
(
E, (C, C)
) def
=
{(
A, E, (C, C)
)
| isAtlObS−max−full
(
E, (C, C)
)}
(8.16)
Let E and C be sets of model spaces. Then
AtlOb
max
(E,C)
def
= {
(
A, (E, E), (C, C)
)
|
(E, E) ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
max
(
A, (E, E), (C, C)
)
} (8.17)
AtlOb
S−max
(E,C)
def
= {
(
A, (E, E), (C, C)
)
|
(E, E) ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
S−max
(
A, (E, E), (C, C)
)
} (8.18)
AtlOb
max−full
(E,C)
def
= {
(
A, (E, E), (C, C)
)
|
(E, E) ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
max−full
(
A, (E, E), (C, C)
)
} (8.19)
AtlOb
S−max−full
(E,C)
def
= {
(
A, (E, E), (C, C)
)
|
(E, E) ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
S−max−full
(
A, (E, E), (C, C)
)
} (8.20)
Let E be a set of topological spaces and C a set of model spaces. Then
AtlOb
max
(E,C)
def
= {
(
A, E, (C, C)
)
|
E ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
max
(
A, E, (C, C)
)
} (8.21)
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AtlOb
S−max
(E,C)
def
= {
(
A, E, (C, C)
)
|
E ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
S−max
(
A, E, (C, C)
)
} (8.22)
AtlOb
S−max−full
(E,C)
def
= {
(
A, (E, E), (C, C)
)
|
(E, E) ∈ E ∧ (C, C) ∈ C ∧ isAtlOb
S−max−full
(
A, (E, E), (C, C)
)
} (8.23)
Lemma 8.18 (Maximal m-atlases are semi-maximal m-atlases). Let E = (E, E)
and C = (C, C) be model spaces and A a maximal m-atlas of E in the coordinate
space C. Then A is a semi-maximal m-atlas of E in the coordinate space C.
Proof. Let (U, V, φ) ∈ A, U ′ ⊆ U, V ′ ⊆ V and V ′′
Ob
∈ C be model neighborhoods,
φ[U ′] = V ′ and φ′: V ′ //
∼
= // //V ′′ be an isomorphism of C. (U ′, V ′, φ) is a subchart
of (U, V, φ) and by lemma 8.14 (M-compatibility of subcharts with atlases) on
page 36 is m-compatible with the charts ofA. Since φ′ is a model homeorphism,
(U ′, V ′′, φ′ ◦ φ) is m-compatible with the charts of A. Since A is maximal,
(U ′, V ′′, φ′ ◦ φ) is a chart of A.
Let E be a topological space, C = (C, C) a model space and A a maximal
m-atlas of E in the coordinate space C. Then A is a semi-maximal m-atlas of
E in the coordinate space C.
Proof. Let (U, V, φ) ∈ A, U ′ ⊆ U open, V ′ ⊆ V and V ′′
Ob
∈ C be model neigh-
borhoods, φ[U ′] = V ′ and φ′: V ′ //
∼
= // //V ′′ be an isomorphism of C. (U ′, V ′, φ) is a
subchart of (U, V, φ) and by lemma 8.14 (M-compatibility of subcharts with atlases)
on page 36 is m-compatible with the charts of A. Since φ′ is a model homeor-
phism, (U ′, V ′′, φ′◦φ) is m-compatible with the charts ofA. SinceA is maximal,
(U ′, V ′′, φ′ ◦ φ) is a chart of A.
Theorem 8.19 (Existence and uniqueness of maximal m-atlases). Let A be
an m-atlas of E
def
=(E, E) in the coordinate space C
def
=(C, C). Then there exists
a unique maximal m-atlas Atlas
max
(A,E,C) of E in the coordinate space C m-
compatible with A.
Proof. Let P be the set of all m-atlases of E in the coordinate space C con-
taining A and m-compatible in the coordinate space C with all of the m-charts
in A. Let P
max
be a maximal chain of A. Then A′ =
⋃
P
max
is a maximal m-atlas
of E in the coordinate space C m-compatible with A. Uniqueness follows from
lemma 8.15 (Extensions of m-atlases) on page 36 .
Let A be an m-atlas of E in the coordinate space C
def
=(C, C). Then there
exists a unique maximal m-atlas Atlas
max
(A, E,C) of E in the coordinate space C
m-compatible with A.
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I = U1 ∩ f −10 [U
2] U2
f0
//
V 1

φ1

V 2
φ2

∼
=
C2
f1
//
Figure 10: Uncompleted atlas morphism
Proof. Since A is an m-atlas of E in the coordinate space C
def
=(C, C), then
by corollary 8.4 (M-charts of E
triv
) on page 33 A is an m-atlas of E
triv
in the
coordinate space C. Let A′ be a maximal m-atlas of E
triv
in the coordinate space
C. Then A is an m-atlas of E in the coordinate space C.
8.3 M-atlas morphisms and functors
Definition 8.20 (M-atlas morphisms). Let E i, Ci, i = 1, 2 be model cate-
gories, Ei ∈ Ob(E i), Ci ∈ Ob(Ci) and Ai be m-atlases of Ei in the co-
ordinate spaces Ci. f
def
=(f0: E
1 // E2, f1: C
1 // C2) is a (strict) E1-E2
m-atlas morphism of A1 to A2 in the coordinate spaces C1, C2, abbrevi-
ated as isAtlAr(A
1,E1,C1,A2,E2,C2f0, f1), and a (strict) E
1-E2 m-atlas mor-
phism of A1 to A2 in the coordinate model categories C1, C2, abbreviated as
isAtlAr(A
1, E1, C1,A2, E2, C2f0, f1), iff for any (U1, V 1, φ1: U1 //
∼
= // // V 1) ∈ A1,
(U2, V 2, φ2: U2 //
∼
= // //V 2) ∈ A2, the diagramD
def
=
(
{I
def
= U1∩f −10 [U
2], V 1, E2, U2, V 2},
{f0, φ2, φ1, f1}
)
is M-locally nearly commutative in C2, i.e., for any x ∈ I there
are objects U ′1 ⊆ I, V ′1 ⊆ V 1, U ′2 ⊆ U2, V ′2 ⊆ V 2, Vˆ ′2 ⊆ C2 and an isomor-
phism fˆ : V ′2 //
∼
= // // Vˆ ′2 such that eqs. (8.24) to (8.30) below hold. The triple(
f , (A1,E1,C1), (A2,E2,C2)
)
will refer to f considered as an E1-E2 m-atlas
morphism of A1 to A2 in the coordinate spaces C1, C2.
It is a semi-strict E1-E2 m-atlas morphism of A1 to A2 in the coordi-
nate spaces C1, C2, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,E2,C2, f0, f1), iff
E1
mod
⊆ E2, C1
mod
⊆ C2, f0 is locally an m-morphism of E2 and f1 is locally an
m-morphism of C2.
It is a semi-strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate
space C1, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,E2, f0, f1), iff it is a semi-
strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces C1, C1.
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
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//
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
∼
=
U2
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
∼
=
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φ2

∼
=
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fˆ
oooo
∼
=
  i //
Figure 11: Completed atlas morphism
It is a semi-strict E1 m-atlas morphism of A1 to A2 in the coordinate space
C1, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2, f0, f1), iff it is a semi-strict E
1-E1
m-atlas morphism of A1 to A2 in the coordinate spaces C1, C1.
It is a semi-strict E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the coordi-
nate spacesC1, C2, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,E2,C2, f0, f1, C1, C2),
iff E1
mod
⊆ E2, C1
full−cat
⊆ C2, f0 is locally an m-morphism of E1 to E2 and f1 is
locally a C1-C2 morphism of C1 to C2.
It is a semi-strict E1-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,C2, f0, f1, C1, C2), iff it
is a semi-strict E1-E1-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2.
It is a semi-strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coor-
dinate spaces C1, C2, abbreviated as
isAtlAr
semi−strict
(A1,E1,C1,A2,E2,C2, f0, f1, E
1, E2), iff E1
full−cat
⊆ E2, C1
mod
⊆ C2, f0
is locally an E1-E2 morphism of E1 to E2 and f1 is locally an m-morphism of
C1 to C2.
It is a semi-strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coor-
dinate space C1, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,E2, f0, f1, E1, E2), iff
it is a semi-strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C1.
It is a semi-strict E1-E2-E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the
coordinate spacesC1, C2, abbreviated as isAtlAr
semi−strict
(A1,E1,C1,A2,E2,C2, f0, f1, E1, E2, C1C2),
iff E1
full−cat
⊆ E2, C1
full−cat
⊆ C2, f0 is locally an E1-E2 morphism of E1 to E2 and
f1 is locally a C1-C2 morphism of C1 to C2.
It is a strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces
C1, C2, abbreviated as isAtlAr
strict
(A1,E1,C1,A2,E2,C2, f0, f1), iff E
1
mod
⊆ E2,
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C1
mod
⊆ C2, f0 is a morphism of E2 and f1 is a morphism of C2.
It is a strict E1 m-atlas morphism of A1 to A2 in the coordinate space C1,
abbreviated as isAtlAr
strict
(A1,E1,C1,A2, f0, f1), iff it is a strict E
1-E1 m-atlas
morphism of A1 to A2 in the coordinate spaces C1, C1.
It is a strict E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlAr
strict
(A1,E1,C1,A2,E2,C2, f0, f1, C1, C2), iff
E1
mod
⊆ E2, C1
full−cat
⊆ C2, f0 is a morphism of E2 and f1 is a morphism of C2.
It is a strict E1-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as
isAtlAr
strict
(A1,E1,C1,A2,C2, f0, f1, C1, C2), iff it is a strict E1-E1-C1-C2 m-
atlas morphism of A1 to A2 in the coordinate spaces C1, C2.
It is a strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlAr
strict
(A1,E1,C1,A2,E2,C2, f0, f1, E1, E2), iff
E1
full−cat
⊆ E2, C1
mod
⊆ C2, f0 is a morphism of E2 and f1 is a morphism of C2.
It is a strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coordinate
space C1, abbreviated as isAtlAr
strict
(A1,E1,C1,A2,E2, f0, f1, E1, E2), iff it is a
strict E1-E2-E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces C1,
C1.
It is a strict E1-E2-E1-E2-C1-C2 m-atlas morphism ofA1 toA2 in the coordi-
nate spacesC1, C2, abbreviated as isAtlAr
strict
(A1,E1,C1,A2,E2,C2, f0, f1, E1, E2, C1C2),
iff E1
full−cat
⊆ E2, C1
full−cat
⊆ C2, f0 is a morphism of E2 and f1 is a morphism of
C2.
x ∈ U ′1 (8.24)
f1 ◦ φ
1(x) ∈ Vˆ ′2 (8.25)
f0[U
′1] ⊆ U ′2 (8.26)
φ1[U ′1] ⊆ V ′1 (8.27)
f1[V
′1] ⊆ Vˆ ′2 (8.28)
φ2[U ′2] ⊆ V ′2 (8.29)
fˆ ◦ φ2 ◦ f0 = f1 ◦ φ
1 (8.30)
The identity morphism of (Ai,Ei,Ci) is
Id(Ai,Ei,Ci)
def
=
(
(IdEi , IdCi), (A
i,Ei,Ci), (Ai,Ei,Ci)
)
(8.31)
Let Ci, i = 1, 2, be model categories, Ci
Ob
∈ Ci, Ei be topological spaces and
Ai be m-atlases of Ei in the coordinate spaces Ci. A pair of functions f
def
=
(f0: E
1 //E2, f1: C
1 //C2), is a (strict) E1-E2 m-atlas morphism of A1 to A2
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in the coordinate spaces Ci, abbreviated as isAtlAr(A
1, E1,C1, A2, E2, C2, f0,
f1), and a (strict) E
1-E2 m-atlas morphism of A1 to A2 in the coordinate model
categories Ci, abbreviated as isAtlAr(A1, E1, C1), A2, E2, C2, iff it is a (strict)
E1
triv
-E2
triv
m-atlas morphism of A1 to A2 in the coordinate model categories C1,
C2. The triple
(
f , (A1, E1,C1), (A2, E2,C2)
)
will refer to f considered as an
E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces C1, C2.
It is a semi-strict E1-E2 m-atlas morphism of A1 to A2 in the coordi-
nate spaces C1, C2, abbreviated as isAtlAr
semi−strict
(A1, E1,C1,A2, E2,C2, f0, f1), iff
C1
mod
⊆ C2 and f1 is locally an m-morphism of C2.
It is a semi-strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate
space C1, abbreviated as isAtlAr
semi−strict
(A1, E1,C1,A2, E2, f0, f1), iff it is a semi-
strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces C1, C1.
It is a semi-strict E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the coordi-
nate spacesC1, C2, abbreviated as isAtlAr
semi−strict
(A1, E1,C1,A2, E2,C2, f0, f1, C1, C2),
iff C1
full−cat
⊆ C2 and f1 is a morphism of C2.
It is a semi-strict E1-E2-C1 m-atlas morphism of A1 to A2 in the coordi-
nate spacesC1, abbreviated as isAtlAr
semi−strict
(A1, E1,C1,A2, E2, f0, f1, C1), iff it is a
semi-strict E1-E2-C1-C1 m-atlas morphism of A1 to A2 in the coordinate spaces
C1, C1.
It is a strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate spaces
C1, C2, abbreviated as isAtlAr
strict
(A1, E1,C1,A2, E2,C2, f0, f1), iff C
1
mod
⊆ C2
and f1 is a morphism of C
2.
It is a strict E1-E2 m-atlas morphism of A1 to A2 in the coordinate space
C1, abbreviated as
isAtlAr
strict
(A1, E1,C1,A2, E2, f0, f1), iff it is a strict E
1-E2 m-atlas morphism
of A1 to A2 in the coordinate spaces C1, C1.
It is a strict E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlAr
strict
(A1, E1,C1,A2, E2,C2, f0, f1, C1, C2), iff
C1
full−cat
⊆ C2 and f1 is a morphism of C2.
It is a strict E1-E2-C1-C2 m-atlas morphism of A1 to A2 in the coordinate
space C1, abbreviated as isAtlAr
strict
(A1, E1,C1,A2, E2, f0, f1, C1), iff it is a strict
E1-E2-C1-C1 m-atlas morphism of A1 to A2 in the coordinate spaces C1, C1.
The identity morphism of (Ai, Ei,Ci) is
Id(Ai,Ei,Ci)
def
=
(
(IdEi , IdCi), (A
i, Ei,Ci), (Ai, Ei,Ci)
)
(8.32)
Lemma 8.21 (M-atlas morphisms). Let E i, Ci, E ′i, C′i, i = 1, 2, 3, be model cat-
egories, E i
full−cat
⊆ E ′i, Ci
full−cat
⊆ C′i. Ei
Ob
∈ E i, Ci
Ob
∈ Ci, Ai an m-atlas of Ei in
the coordinate spaces Ci, A2 semi-maximal and f i
def
=(f i0 : E
i //Ei+1, f i1 : C
i //Ci+1)
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a (strict) Ei-Ei+1 m-atlas morphism of Ai to Ai+1 in the coordinate spaces Ci,
Ci+1.
If E i
full−cat
⊆ E i+1, Ci
full−cat
⊆ Ci+1 and Ai = Ai+1 then Id(Ei,Ci),(Ei+1,Ci+1)
is a strict E i-E i+1-Ei-Ei+1-Ci-Ci+1 m-atlas morphism of Ai to Ai+1 in the
coordinate spaces Ci, Ci+1.
Proof. A commutative diagram is M-locally commutative. IdEi
Ar
∈ E i
full−cat
⊆
E i+1 and IdCi
Ar
∈ Ci
full−cat
⊆ Ci+1.
If f i is a semi-strict (strict) E i-E i+1-Ei-Ei+1-Ci-Ci+1 m-atlas morphism of
Ai to Ai+1 in the coordinate spaces Ci, Ci+1 then f i is a semi-strict (strict)
E ′i-E ′i+1-Ei-Ei+1-C′i-C′i+1 m-atlas morphism of Ai to Ai+1 in the coordinate
spaces Ci, Ci+1.
Proof. If f i0 is locally a morphism of E
i then f i0 is locally a morphism of E
′i. If
f i1 is locally a morphism of C
i then f i1 is locally a morphism of ⌋
′i. If f i0
Ar
∈ E i
then f i0
Ar
∈ E ′i. If f i1
Ar
∈ Ci then f i1
Ar
∈ C′i.
f2
()
◦ f1 = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is a (strict) E
1-E3 m-atlas morphism of A1 to
A3 in the coordinate spaces C1, C3.
Let Ci, i = 1, 2, 3, be a model category, Ei be a topological space, Ci
Ob
∈ Ci,
Ai an m-atlas of Ei in the coordinate spaces Ci, A2 semi-maximal and f i
def
=
(f i0 : E
i //Ei+1, f i1 : C
i //Ci+1) a (strict) Ei-Ei+1 m-atlas morphism of Ai to
Ai+1 in the coordinate spaces Ci, Ci+1. Then f2
()
◦ f1 = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is a
(strict) E1-E3 m-atlas morphism of A1 to A3 in the coordinate spaces C1, C3.
Proof. If each f i is a (strict) Ei-Ei+1 m-atlas morphism of Ai to Ai+1 in
the coordinate spaces Ci, Ci+1, then f 20 ◦ f
1
0 and f
2
1 ◦ f
1
1 are model functions
by lemma 5.21 (Composition of model functions) on page 20 . If each f i is a
(strict) Ei-Ei+1 m-atlas morphism of Ai to Ai+1 in the coordinate spaces Ci,
Ci+1, then f 20 ◦ f
1
0 is continuous and f
2
1 ◦ f
1
1 is a model function by lemma 5.21.
Let (U i, V i, φi) be charts in Ai, I1,2
def
= U1 ∩ f 10
−1
[U2] I1,3
def
= U1 ∩ (f 20 ◦
f 10 )
−1[U3] and I2,3
def
= U2 ∩ f 20
−1
[U3]. I1,3 ⊆ U1 ∩ f 10
−1
[U2]. If I1,3 = ∅ then
D1,3
def
=(
{I1,3, V 1, E3, U3, V 3}, {f0, φ2, φ1, f1}
)
is vacuously M-locally nearly commuta-
tive. Otherwise, since (f 10 : E
1 // E2, f 11 : C
1 // C2),A1,A2) is a E1-E2 m-
atlas morphism of C1, C2, D
def
=
(
{I1,2, V 1, E2, U2, V 2}, {f0, φ2, φ1, f1}
)
, fig. 12
(Uncompleted atlas morphisms), is M-locally nearly commutative in C2 and for
any x ∈ I1,3 ⊆ I1,2 there are objects U ′1 ⊆ I1,2, V ′1 ⊆ V 1, U ′2 ⊆ U2, V ′2 ⊆ V 2,
Vˆ ′2 ⊆ C2 and an isomorphism fˆ : V ′2 //
∼
= // // Vˆ ′2 such that eqs. (8.24) to (8.30)
in definition 8.20 (M-atlas morphisms) hold.
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I1,3
I2,3
f 10

I1,2
  i //
U2
f 10

V 1//
φ1
// //
∼
=
  i // V 2//
φ2
// //
∼
=
C21
f 11

//
I2,3
U3
f 20

  i // V 2//
φ2
// //
∼
=
U3
f 20

//
  i // V 3//
φ2
// //
∼
=
C31
f 21

Figure 12: Uncompleted atlas morphisms
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xU ′1
 _
i

I1,3
I1,2
?
i
OOOO
V ′1//
φ1
// //
U ′2
f 10

Vˆ ′2
f 11

V 1
C21
f 11

? _
ioo 
 i //
C′31
f 21

  i //
V ′2
??
fˆ 2
?? ??
∼
=
I2,3 U2
  i //
//
φ′2
// //
∼
=
φ2
 
❄❄
❄❄
❄❄
❄❄
❄❄
∼
=
 _
i

U3
f 20

f 10

V 2//
φ2
// //
∼
=
U3
 _
i

f 20

 _
i

V 3//
φ2
// //
∼
=
C31
f 21

V 2
C31
f 21

  i //
? _
ioo
Figure 13: Partially completed atlas morphisms
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xU ′′1
 _
i

I ′′1,3
I ′′2,3
f 10

? _
ioo V ′′1//
φ1
// //
∼
=
U ′′2
f 10

V ′′2
f 11

V ′1
Vˆ ′2
f 11

  i //
U3
f 20

? _
ioo
U ′′3
f 20

//
φ′2
// //
∼
=
Vˆ ′′3
f 21

V 3
f 21

  i //
? _
ioo V ′′3//
φ3
// //
∼
=
//
fˆ 3
// //
∼
=
  i //
Figure 14: Completed atlas morphisms
Let y = f 10 (x), I
′2,3 = U ′2 ∩ I2,3 and φ′2: U ′2 //
∼
= // // Vˆ ′2
def
= fˆ 2 ◦ φ2. Since A2
is semi-maximal,
(
U ′2, Vˆ ′2, φ′2
)
is a chart of A2.
Since (f 20 : E
2 //E3, f 21 : C
2 //C3),A2,A3) is aE2-E3 m-atlas morphism of
C2, C3, the diagramD
def
=
(
{I ′2,3, Vˆ ′2, E3, U3, V 3}, {f 20 , φ
3, φ′2, f 21 }
)
is M-locally
nearly commutative in C3 and hence there are objects U ′′2 ⊆ I ′2,3, V ′′2 ⊆ Vˆ ′2,
U ′′3 ⊆ U3, V ′′3 ⊆ V 3, Vˆ ′′3 ⊆ C3 and an isomorphism fˆ 3: V ′′3 //
∼
= // // Vˆ ′′3 such
that eqs. (8.33) to (8.39) below hold.
y = f 10 (x) ∈ U
′′2 (8.33)
f 21 ◦ φ
′2(y) ∈ Vˆ ′′3 (8.34)
f 20 [U
′′2] ⊆ U ′′3 (8.35)
φ′2[U ′′2] ⊆ V ′′2 (8.36)
f 21 [V
′′2] ⊆ Vˆ ′′3 (8.37)
φ3[U ′′3] ⊆ V ′′3 (8.38)
fˆ 3 ◦ φ3 ◦ f 20 = f
2
1 ◦ φ
′2 (8.39)
Let I ′′1,3
def
= U ′1 ∩ (f 20 ◦ f
1
0 )
−1[U ′′3] and V ′′1
def
= V ′1 ∩ (f 30 ◦ f
2
0 )
−1[V ′′3] Then
φ1: U ′′′1 //
∼
= // //V ′′1, fˆ 2: Vˆ ′2 //
∼
= // //V ′′′2, fˆ 3: Vˆ ′′3 //
∼
= // //V ′′2, φ′2: U ′′′2 //
∼
= // //V ′′′2 and
φ3: U ′′′3 //
∼
= // // V ′′′3 are isomorphisms and
x ∈ U ′′′1 (8.40)
f 21 ◦ f
1
1 ◦ φ
1(x) ∈ Vˆ ′′3 (8.41)
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f 20 ◦ f
1
0 [U
′′1] ⊆ U ′′3 (8.42)
φ1[U ′′1] ⊆ V ′′1 (8.43)
f 21 ◦ f
1
1 [V
′′1] ⊆ Vˆ ′′3 (8.44)
φ3[U ′′3] ⊆ V ′′3 (8.45)
fˆ 3 ◦ φ3 ◦ f 20 ◦ f
1
0 =
f 21 ◦ φ
′2 ◦ f 10 =
f 21 ◦ f
1
1 ◦ φ
1
(8.46)
Definition 8.20 has several definitions for a semi-strict and strict m-atlas
morphism, differing in the restrictions on f ij .
If each Ei
mod
⊆ Ei+1 and each f i0 is locally a morphism of E
i to Ei+1, then
by lemma 5.26 (Local m-morphisms) on page 21 f i+10 ◦f
i
0 is locally a morphism
of Ei to of Ei+3.
If each E i
full−cat
⊆ E i+1 and each f i0 is a morphism of E
i+1, then f i+10 ◦ f
i
0 is
a morphism of E i+2.
If each f i0 is continuous then f
i+1
0 ◦ f
i
0 is continuous.
If each Ci
mod
⊆ Ci+1 and each f i1 is locally a morphism of C
i to Ci+1, then
by lemma 5.26 f i+11 ◦ f
i
1 is locally a morphism of C
i to Ci+2.
If each Ci
full−cat
⊆ Ci+1 and each f i1 is a morphism of C
i, then f i+11 ◦ f
i
1 is a
morphism of Ci+2.
The identity morphism of (Ai,Ei,Ci) is an identity morphism.
Proof. The result follows from lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
Corollary 8.22 (M-atlas morphisms). Let Ci, i = 1, 2, 3, be model categories,
Ci
Ob
∈ Ci, Ei be topological spaces, Ai be m-atlases of Ei in the coordinate spaces
Ci, A2 semi-maximal and f i
def
=(f i0 : E
i // Ei+1, f i1 : C
i // Ci+1 ) be (strict)
Ei-Ei+1 m-atlas morphisms of Ai to Ai+1 in the coordinate spaces Ci, Ci+1.
Then f i+1
()
◦ f i = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is a (strict) E
1-E3 m-atlas morphisms of A1
to A3 in the coordinate spaces C1, C3.
Proof. Since (f i0 : E
i //Ei+1, f i1 : C
i //Ci+1) is a (strict) E
triv
i- E
triv
i+1 m-atlas
morphisms ofAi toAi+1 in the coordinate spacesCi, Ci+1, then (f 20 ◦f
1
0 , f
2
1 ◦f
1
1 )
is a (strict) E
triv
1- E
triv
3 m-atlas morphisms of A1 to A3 in the coordinate spaces
C1, C3.
Let E i, Ci, i = 1, 2, 3 be model categories, Ei ∈ Ob(E i), Ci ∈ Ob(Ci) Ai
m-atlases of Ei in the coordinate spaces Ci, A2 maximal and f i
def
=
(f i0 : E
i //Ei+1, f i1 : C
i //Ci+1) (strict) Ei-Ei+1 m-atlas morphisms of Ai to
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Ai+1 in the coordinate spaces Ci, Ci+1. Then f i+1
()
◦ f i = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is
a (strict) E1-E3 m-atlas morphism of A1 to A3 in the coordinate spaces C1,
C3.
Proof. Since A2 is maximal it is semi-maximal.
Let Ci, i = 1, 2, 3, be model categories, Ci
Ob
∈ Ci, Ei be topological spaces, Ai
be m-atlases of Ei in the coordinate spaces Ci, A2 maximal and f i
def
=
(f i0 : E
i //Ei+1, f i1 : C
i //Ci+1) be (strict) Ei-Ei+1 m-atlas morphisms of Ai
to Ai+1 in the coordinate spaces Ci, Ci+1. Then f i+1
()
◦ f i = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is
a (strict) E1-E3 m-atlas morphisms of A1 to A3 in the coordinate spaces C1,
C3.
Proof. Since A2 is maximal it is semi-maximal.
Definition 8.23 (Sets of m-atlas morphisms). Let Ei and Ci. i = 1, 2, be
model spaces. Then
AtlAr(E
1,C1,E2,C2)
def
={(
(f0, f1), (A
1,E1,C1), (A2,E2,C2)
)
| isAtlAr(A1,E1,C1,A2,E2,C2, f0, f1)
}
(8.47)
Let Ei, i = 1, 2 be topological spaces and C1 = (Ci, Ci), i = 1, 2 be model
spaces. Then
AtlAr(E
1,C1, E2,C2)
def
={(
(f0, f1), (A
1,E1,C1), (A2,E2,C2)
)
| isAtlAr(A1, E1,C1,A2, E2,C2, f0, f1)
}
(8.48)
Definition 8.24 (Category Atl(E,C)). Let E and C be sets of model spaces.
Let P
def
= E ×C. Then
AtlOb(E,C)
def
=
⋃
(Eµ,Cµ)∈PAtlOb(E
µ,Cµ) (8.49)
AtlAr(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlAr(E
µ,Cµ,Eν ,Cν) (8.50)
Atl(E,C)
def
=
(
AtlOb(E,C),AtlAr(E,C,
A
◦
)
(8.51)
Lemma 8.25 (Atl(E,C) is a category). Let E and C be sets of model spaces.
Then Atl(E,C) is a category and the identity morphism for an object (Ai,Ei,Ci)
of AtlOb(E,C) is Id(Ai,Ei,Ci .
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Proof. Let (Ai,Ei,Ci), i = 1, 2, 3 be objects of Atl(E,C) and let
mi
def
=
(
(f i0 , f
i
1 ), (A
i,Ei,Ci), (Ai+1,Ei+1,Ci+1)
)
be morphisms ofAtl(E,C). Then
1. Composition:(
f2
()
◦ f1 = (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1,E1,C1), (A3,E3,C3)
)
is a morphism of
Atl(E,C) by lemma 8.21 (M-atlas morphisms) on page 43 .
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
Id(Ai,Ei,Ci) is an identity morphism by lemma 3.17.
Definition 8.26 (Category Atl(E , C)). Let E and C be model categories. Let
P
def
= Ob(E) ×Ob(C). Then
AtlOb(E , C)
def
=
⋃
E
Ob
∈ E
C
Ob
∈ C
AtlOb(E,C) (8.52)
AtlAr(E , C)
def
= {
(
(f0, f1, ), (A
1,E1,C1), (A2,E2,C2)
)
|
(Ei,Ci) ∈ P ∧ isAtlAr
strict
(A1,E1,C1,A2,E2,C2, f0, f1, E , C)} (8.53)
Atl(E , C)
def
=
(
AtlOb(E , C),AtlAr(E , C,
A
◦
)
(8.54)
Let (A1,E1,C1) ∈ AtlOb(E , C).
Id(A1,E1,C1)
def
=
(
(IdE1 , IdC1), (A
1,E1,C1), (A1,E1,C1)
)
(8.55)
Lemma 8.27 (Atl(E , C) is a category). Let E and C be model categories. Then
Atl(E , C) is a category and the identity morphism for an object (Ai,Ei,Ci) of
AtlOb(E , C) is Id(Ai,Ei,Ci .
Proof. Let (Ai,Ei,Ci), i = 1, 2, 3 be objects of Atl(E , C) and let
mi
def
=
(
(f i0 , f
i
1 ), (A
i,Ei,Ci), (Ai+1,Ei+1,Ci+1)
)
be morphisms ofAtl(E , C). Then
1. Composition:
f 20 ◦ f
1
0 is a morphism of E , f
2
1 ◦ f
1
1 is a morphism of C and f
2
()
◦ f1 = (f 20 ◦
f 10 , f
2
1 ◦ f
1
1 ) is an E
1-E2 m-atlas morphism of A1 to A2 in the coordinate
spaces C1, C2 by lemma 8.21 (M-atlas morphisms) on page 43 .
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2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
Id(Ai,Ei,Ci) is an identity morphism by lemma 3.17.
Definition 8.28 (Category Atl(E,C) of topological spaces). Let E be a set of
topological spaces and C a set of model spaces. Let P
def
= E ×C. Then
AtlOb(E,C)
def
=
⋃
E1∈E
C1∈C
AtlOb(E
1,C1) (8.56)
AtlAr(E,C)
def
=
⋃
(E1,C1)∈P
(E2,C2)∈P
AtlAr(E
1,C1, E3,C3) (8.57)
Atl(E,C)
def
=
(
AtlOb(E,C),AtlAr(E,C),
A
◦
)
(8.58)
Let (A1,E1,C1) ∈ AtlOb(E,C).
Id(A1,E1,C1)
def
=
(
(IdE1 , IdC1), (A
1,E1,C1), (A1,E1,C1)
)
(8.59)
Lemma 8.29 (Atl(E,C) of spaces is a category). Let E be a set of topological
spaces and C a set of model spaces. Then Atl(E,C) is a category and the
identity morphism for an object (A1, E1,C1) is Id(A1,E1,C1).
Proof. Let (Ai, Ei,Ci), i = 1, 2, 3 be objects of Atl(E,C). and let mi
def
=(
(f i0 , f
i
1 ), (A
i, Ei,Ci), (Ai+1, Ei+1,Ci+1)
)
be morphisms of Atl(E,C). Then
1. Composition:(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1, E1,C1), (A3, E3,C3)
)
is a morphism of Atl(E,C)
by corollary 8.22 (M-atlas morphisms) on page 48 .
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
Id(Ai,Ei,Ci) is an identity morphism by lemma 3.17.
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Definition 8.30. Let E be a set of topological spaces and C a set of model
spaces. Then
E
triv
def
=
{
Eµ
triv
|E
µ ∈ E
}
(8.60)
Atl
triv
(E,C)
def
= Atl
(
E
triv
,C
)
(8.61)
Definition 8.31 (FTop on objects). Let E be a topological space, C a model
space and A an m-atlas of E in the coordinate space C. Then
F
Top(A, E,C)
def
=
(
A, E
triv
,C
)
(8.62)
Definition 8.32 (FTop on morphisms). Let Ci, i = 1, 2, be model categories,
Ci
Ob
∈ Ci, Ei topological spaces, Ai m-atlases of Ei in the coordinate spaces Ci,
(f0: E
1 // E2 and f1: C
1 //C2). Then
FTop
(
(f0: E
1 //E2, f1: C
1 //C2, ), (A1, E1,C1), (A2, E2,C2)
) def
=((
f0: E
1
triv
// E2
triv
, f1: C
1 //C2,
)
,
(
A1, E1
triv
,C1
)
,
(
A2, E2
triv
,C2
))
(8.63)
Theorem 8.33 (FTop is a functor). Let E be a set of topological spaces and C
a set of model spaces. FTop is a functor from Atl(E,C) to Atl( E
triv
,C)
Proof. Let C1 = (A1, E1,C1) be an object of Atl(E,C) and(
(IdE1 , IdC1), (A
1, E1,C1), (A1, E1,C1)
)
be an identity morphism of
(A1, E1,C1). Then
(
(Id E
triv
1 , IdC1), (A
1, E
triv
1,C1), (A1, E
triv
1,C1)
)
is an iden-
tity morphism of (A1, E
triv
1,C1).
Let m1
def
=
(
(f10 , f
1
1 ), (A
1, E1,C1), (A2, E2,C2)
)
and
m2
def
=
(
(f20 , f
2
1 ), (A
2, E2,C2), (A3, E3,C3)
)
be morphisms of Atl(E,C).
F
Top(m2
A
◦ m1)
def
=
F
Top
(
(f20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1, E1,C1), (A3, E3,C3)
)
=(
(f20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1, E1
triv
,C1), (A3, E3
triv
,C3)
)
=
(
(f20 , f
2
1 ), (A
1, E1
triv
,C1), (A2, E2
triv
,C2)
) A
◦
(
(f10 , f
1
1 ), (A
2, E2
triv
,C2), (A3, E3
triv
,C3)
)
=
FTop
(
(f20 , f
2
1 ), (A
2, E2,C2), (A3, E3,C3)
)A
◦
FTop
(
(f10 , f
1
1 ), (A
1, E1,C1), (A2, E2,C2)
)
=
F
Top(m2)
A
◦ F
Top(m1)
(8.64)
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9 Local Coordinate Spaces
This section of the paper defines local coordinate spaces, morphisms among
them and categories of them.
Definition 9.1 (Local ∗ − Σ coordinate spaces). Let M
def
=(Mα, α ≺ A)
be a sequence of categories, M
def
=(Mα, α ≺ A) be a sequence of spaces and
F
def
=(Fγ , γ ≺ Γ) a sequence of functions. L
def
=(M,M ,A,F ,Σ) is a local
M − Σ coordinate space, abbreviated isLCSObL, a local M − Σ coordinate
space, abbreviated isLCSObL, and a local A−Σ coordinate space, abbreviated
isLCSOb(L, A), iff
1. M1 is a model category
2. (M,M ,Σ,F ) is a M-Σ prestructure
3. A is a maximal m-atlas of M0 in M1.
4. ∀γ ≺ Γ, if Fγ: (Mσγ,αβ , β ≺ Bγ)
// T is a constraint function then
Fγ [×β≺Bγ Mσγ,αβ ] = {True}, i.e.,(
∀(sβ∈Mσγ,αβ ,β≺Bγ)
)
Fγ(sβ , β ≺ Bγ) = True.
Define the total space (E, E) to be M0, the Coordinate space (C, C) to be
M1, the adjunct spaces, if any, to be Mα, α > 1, and the adjunct functions if
any, to be Fα, α ≺ A.
Remark 9.2. There are alternative approaches that are beyond the scope of this
paper, e.g.,
1. Requiring the atlas to be full would eliminate certain pathologies.
2. A more complex definition would more easily accommodate structures
with more than one atlas, e.g.,
(a) A fiber bundle with a differential structure
(b) Multiple fiber bundles on the same base space.
Lemma 9.3 (Local ∗ − Σ coordinate spaces). let Mi, i = 1, 2, be a sequence
of categories, M2j , j = 0, 1, model categories, M
1
full−cat
⊆ M2 and L1
def
=
(M1,M ,A,F ,Σ) a local M1−Σ coordinate space, Then L2
def
=(M2,M ,A,F ,Σ)
is a local M2 − Σ coordinate space,
Proof. L2 satisfies the conditions of definition 9.1 (Local ∗ − Σ coordinate spaces)
:
1. M20 and M
2
1 are model categories by hypothesis.
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2. (M2,M ,Σ,F ) is a M2-Σ prestructure by lemma 7.2 (Prestructures) on
page 27 .
3. A is a maximal m-atlas of M0 in M1 by hypothesis.
4. ∀γ ≺ Γ, if Fγ: (Mσγ,αβ , β ≺ Bγ)
// T is a constraint function then
Fγ [×β≺Bγ Mσγ,αβ ] = {True}, i.e.,(
∀(sβ∈Mσγ,αβ ,β≺Bγ)
)
Fγ(sβ , β ≺ Bγ) = True.
Definition 9.4 (LCSOb).
LCSOb(M,Σ)
def
=
{
L
def
=(M,M ,A,F ,Σ)|M ()∈M ∧ isLCSOb L
}
(9.1)
A variety of conditions can be imposed on the transition functions tαβ =
φβ ◦ φ−1α by appropriate choice of category.
Remark 9.5. While some of cases in section 9.2 (Examples) on page 58 require
constraint functions, the specific examples worked out in sections 10 and 11
below do not.
9.1 Morphisms of local coordinate spaces
Informally, a morphism between two local coordinate spaces is a sequence of
functions that is compatible with the functions and m-atlases of the two local
coordinate spaces. The definition implicitly uses commutation relations, which
allows a variety of properties to fall out automatically, e.g., preservation of
fibers, being a homomorphism.
Definition 9.6 (morphisms of local coordinate spaces). Let Mi
def
=(Miα, α ≺
A), i = 1, 2, be a sequence of categories, M i
def
=(M iα, α ≺ A)
()
∈Mi a sequence
of spaces, Li
def
=(Mi,M i,Ai,F i,Σ), a local M i-Σ coordinate space and f
def
=
(fα: M
1
α
//M2α, α ≺ A).
f is a morphism from L1 to L2, abbreviated
isLCSAr(M
1,M1,A1,F 1,Σ,M2,M2,A2,F 2,f), iff
1. f is a morphism from the prestructure P 1
def
=(M1,M1,Σ,F 1) to the
prestructure P 2
def
=(M2,M2,Σ,F 2).
2. (f0, f1) is a M
1
0-M
2
0 m-atlas morphism from A
1 to A2 in the coordinate
model categories M11-M
2
1.
f is a semi-strict morphism from L1 to L2, abbreviated
isLCSAr
semi−strict
(M1,M1,A1,F 1,Σ,M2,M2,A2,F 2,f), iff
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1. f is a semi-strict morphism from the prestructure P 1
def
=(M1,M1,Σ,F 1)
to the prestructure P 2
def
=(M2,M2,Σ,F 2).
2. (f0, f1) is a semi-strict M10-M
2
0 m-atlas morphism from A
1 to A2 in the
coordinate model categories M11-M
2
1.
f is a strict morphism from (M1,M1,A1,F 1,Σ) to (M2,M2,A2,F 2,Σ),
abbreviated isLCSAr
strict
(M1,M1,A1,F 1,Σ,M2,M2,A2,F 2,f), iff
1. f is a strict morphism from the prestructure P 1
def
=(M1,M1,Σ,F 1) to
the prestructure P 2
def
=(M2,M2,Σ,F 2).
2. (f0, f1) is a strict M10-M
2
0-M
1
0 -M
2
0 -M
1
1-M
2
1 m-atlas morphism from A
1
to A2 in the cordinate spacesM11 , M
2
1 .
Lemma 9.7 (morphisms of local coordinate spaces). Let Mi
def
=(Miα, α ≺ A),
i ∈ [1, 4], be a sequence of categories, M i
def
=(M iα, α ≺ A)
()
∈Mi a sequence of
spaces, P i
def
=(Mi,M i,F i,Σ), Li
def
=(Mi,M i,Ai,F i,Σ) a local M i-Σ coordi-
nate space and f i
def
=(f iα: M
i
α
//M i+1α , α ≺ A), i = 1, 2, 3, a (strict) morphism
from Li to Li+1.
If Mi
full−cat
⊆ Mi+1, Si
()
⊆Si+1, Ai = Ai+1 and each F iγ =
F i+1γ :×
σγ
Si // tail
(σγ
Si
)
then IdMi,Mi+1 is a strict morphism from L
i to Li+1.
Proof. IdP i,P i+1 is a strict morphism fromP
i to P i+1 by lemma 7.5 (Prestructure morphisms)
on page 29
Id(Mi0,M
i
1),(M
i+1
0 ,M
i+1
1 )
is a strict Mi0-M
i+1
0 -M
i
0-M
i+1
0 -M
i
1-M
i+1
1 m-atlas
morphism of Ai to Ai+1 in the coordinate spaces M i1, M
i+1
1 . by lemma 8.21
(M-atlas morphisms) on page 43 .
Let M′i
def
=(M′iα, α ≺ A), i ∈ [1, 4], be a sequence of categories and L
′i def=
(M′i,M i,Ai,F i,Σ) be a local coordinate space. Then f i is a morphism from
L′i to L′i+1
Proof. The commutation relations do not depend on the categories.
Let M′i
def
=(M′iα, α ≺ A), i ∈ [1, 4], be a sequence of categories, M
′i
0 and
M′i1 be model categories, M
i
full−cat
⊆ M′i, P ′i
def
=(M′i,M i,F i,Σ) and L′i
def
=
(M′i,M i,Ai,F i,Σ). Then
1. L′i is a local M i-Σ coordinate space and f i is a (strict) morphism from
L′i to L′i+1.
2. If f i is a semi-strict morphism from Li to Li+1 then f i is a semi-strict
morphism from L′i to L′i+1.
55
3. If f i is a strict morphism from Li to Li+1 then f i is a strict morphism
from L′i to L′i+1.
Proof. Each L′i is a localM i-Σ coordinate space:
1. M′i0 and M
′i
1 are model categories by hypothesis.
2. P ′i is a M′i-Σ prestructure by lemma 7.2 (Prestructures) on page 27 .
3. Ai is a maximal m-atlas ofM i0 in M
i
1 by hypothesis.
4. All constraint functions evaluate to True by hypothesis.
Each f i is a (strict) morphism from L′i to L′i+1:
1. f i is a morphism from the prestructure P ′i to the prestructure P ′i+1 by
lemma 7.5 (Prestructure morphisms) on page 29 .
If f i is a semi-strict (strict) morphism from the prestructure P i to the
prestructure P i+1 then f i is a semi-strict (strict) morphism from the
prestructure P ′i to the prestructure P ′i+1 by lemma 7.5.
2. (f i0 , f
i
1 ) is a M
i
0-M
i+1
0 m-atlas morphism from A
i to Ai+1 in the coordi-
nate model spacesM ii , M
i+1
i by hypothesis.
If (f i0 , f
i
1 ) is a semi-strict (strict)M
i
0-M
i+1
0 -M
i
0-M
i+1
0 -M
i
1-M
i+1
1 m-atlas
morphism fromAi toAi+1 in the coordinate model spacesM ii ,M
i+1
i then
(f i0 , f
i
1 ) is a semi-strict (strict) M
′i
0 -M
′i+1
0 -M
i
0-M
i+1
0 -M
′i
1 -M
′i+1
1 m-atlas
morphism from Ai to Ai+1 in the coordinate model spacesM ii ,M
i+1
i by
lemma 8.21 (M-atlas morphisms) on page 43 .
f i+1 ◦ f i is a (strict) morphism from Li to Li+2:
Proof. 1. If each f j is a (strict) morphism from the prestructure P j to the
prestructure P j+1 then f i+1 ◦f i is a (strict) morphism from the prestruc-
ture P i to the prestructure P i+2 by lemma 7.5 (Prestructure morphisms)
on page 29 .
If each f j is a semi-strict (strict) morphism from the prestructure P j to
the prestructure P j+1 then f i+1 ◦ f i is a semi-strict (strict) morphism
from the prestructure P i to the prestructure P i+2 by lemma 7.5.
2. (f i+10 ◦ f
i
0 , f
i+1
1 ◦ f
i
1 ) is a semi-strict (strict) M
i
0-M
i+1
0 -M
i
0-M
i+1
0 -M
i
1-
Mi+11 m-atlas morphism from A
i to Ai+2 in the coordinate model spaces
M ii , M
i+2
i by lemma 8.21 (M-atlas morphisms) on page 43 . If (f
i+1
0 ◦
f i0 , f
i+1
1 ◦ f
i
1 ) is a semi-strict (strict) M
i
0-M
i+1
0 -M
i
0-M
i+1
0 -M
i
1-M
i+1
1 m-
atlas morphism from Ai to Ai+2 in the coordinate model spaces M ii ,
M i+2i then (f
i+1
0 ◦ f
i
0 , f
i+1
1 ◦ f
i
1 ) is a semi-strict (strict) M
i
0-M
i+1
0 -M
i
0-
M i+10 -M
i
1-M
i+1
1 m-atlas morphism from A
i to Ai+2 in the coordinate
model spacesM ii ,M
i+2
i by lemma 8.21.
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Definition 9.8 (LCSAr). Let M
i def=(Miα, α ≺ A), i = 1, 2, be sequences of
categories and Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , αβ ≺ A, β  Bγ), γ ≺ Γ
)
a signature
over Mi.
LCSAr(M
1,Σ,M2)
def
= {(f , (M1,M1,A1,F 1,Σ), (M2,M2,A2,F 2,Σ))|
M i
()
∈Mi ∧ isLCSAr(M
1,M1,A1,F 1,Σ,M2,M2,A2,F 2,f)} (9.2)
LCS(Mi,Σ)
def
=
(
LCSOb(M
i,Σ),LCSAr(M
i,Σ,Mi),
A
◦
)
(9.3)
If M1
full−cat
⊆ M2 then
LCSAr
semi−strict
(M1,Σ,M2)
def
={(f .(M1,M1,A1,F 1,Σ), (M2,M2,A2,F 2,Σ))|
M i
()
∈Mi ∧ isLCSAr
semi−strict
(M1,M1,A1,F 1,Σ,M2,A2,F 2,f)} (9.4)
LCSAr
strict
(M1,Σ,M2)
def
={(f .(M1,M1,A1,F 1,Σ), (M2,M2,A2,F 2,Σ))|
M i
()
∈Mi ∧ isLCSAr
strict
(M1,M1,A1,F 1,Σ,M2,A2,F 2,f)} (9.5)
LCS
semi−strict
(M1,Σ)
def
=
(
LCSOb(M
1,Σ), LCSAr
semi−strict
(M1,Σ,M1),
A
◦
)
(9.6)
LCS
strict
(M1,Σ)
def
=
(
LCSOb(M
1,Σ),LCSAr
strict
(M1,Σ,M1),
A
◦
)
(9.7)
LetM i
def
=(M iα, α ≺ A)
()
∈Mi, i = 1, 2, be a sequence of spaces, P i
def
=(Mi,M i,F i,Σ)
and Li
def
=(Mi,M i,Ai,F i,Σ) be a localM i-Σ coordinate space.
IfM1
full−cat
⊆ M2 then S1
()
⊆S2,A1 = A2 and each F 1γ = F
2
γ :×
σγ
S1 // tail
( σγ
S1
)
then
IdL1,L2
def
=
(
IdM1,M2 ,L
1,L2
)
(9.8)
IdLi
def
= IdLi,Li (9.9)
This nomenclature is justified below.
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Theorem 9.9 (LCS(M,Σ) is a category). Let M
def
=(Mα, α ≺ A) be a se-
quence of categories and Σ
def
=(σγ , γ ≺ Γ)
def
=
(
(σγ,αβ , β  Bγ), γ ≺ Γ
)
a signature over M. Then LCS(M,Σ), LCS
semi−strict
(M,Σ) and
LCS
strict
(M,Σ) are categories.
Let Li
Ob
∈ LCS(M,Σ). Then IdLi is the identity morphism of L
i:
Proof. Let Li
def
=(M i,Ai,F i,Σ) be objects of LCS(M,Σ), let P i
def
=
(M,M i,Σ,F i) and let mi
def
=
(
f i
def
=(f iα: M
i
α
//M i+1α , α ≺ A), L
i, Li+1,
)
be
morphisms.
1. Composition:
f i+1
()
◦ f i is a prestructure morphism from M i to M i+2 by lemma 7.5
(Prestructure morphisms) on page 29 and
(
f i+10 ◦ f
i
0,f
i+1
1 ◦ f
i
1
)
is an
m-atlas morphism from Ai to Ai+1 by lemma 8.21 (M-atlas morphisms)
on page 43 .
If each f i is a strict prestructure morphism from P i to P i+1 then f i+1
()
◦f i
is a strict prestructure morphism fromM i to M i+2 by lemma 7.5
If each (f i0,f
i
1) is a strict (semi-strict) M0-M0-M
i
0-M
i+1
0 -M1-M1 m-
atlas morphism from Ai to Ai+1 in the coordinate spacesM i1,M
i+1
1 then(
f i+10 ◦ f
i
0,f
i+1
1 ◦ f
i
1
)
is a strict (semi-strict) M0-M0-M i0-M
i+1
0 -M1-M1
m-atlas morphism from Ai to Ai+1 in the coordinate spaces M i1, M
i+1
1
by lemma 8.21.
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
IdL1 is the identity morphism of L
1 by lemma 3.17.
9.2 Examples
Functors can be constructed among special cases of local coordinate spaces and
many mathematical structures, although this paper only gives details for two of
them.
Example 9.10 (Manifolds). Choosing the coordinate category as open subsets
of a Banach space or more generally a Fre´chet space, yields a manifold; the
definitions and results of section 10 (Equivalence of manifolds) on page 60 ,
also cover manifolds with boundaries and manifolds with tails.
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Example 9.11 (Fiber bundles). Choosing the coordinate category as the space
of products of open sets in a topological space (base) with a fixed fiber and the
morphisms as fiber-preserving maps yields a fiber bundle; section 11 (Equivalence of fiber bundles)
on page 86 covers the more general case of a restricted group of transition func-
tions on fibers.
Example 9.12 (Lie groups). Let G be a topological group with group operation
⋆ and identity 1G, C a linear space
8 and A a maximal Ck-atlas9 of G in the
coordinate space C. Define ⋆ˆ: G×G //G, isCk⋆,A: G×G //Truthspace and
L by:
⋆ˆ(g1, g2)
def
= g1 ⋆ g
−1
2 (9.10)
isCk⋆,1G,A(g1, g2)
def
=
{
True ⋆ˆ is Ck at (g1, g2)
False ⋆ˆ is not Ck at (g1, g2)
(9.11)
M
def
=
(
G
triv
, C
Ck−triv
,Truthspace
)
(9.12)
M
def
= M
Sing
(9.13)
F
def
=(⋆, isCk⋆,A) (9.14)
Σ
def
=
(
(0, 0, 0), (0, 0, 2)
)
(9.15)
L
def
=(M,M ,A,F ,Σ) (9.16)
Then L is a local coordinate space iff ⋆ˆ is Ck; the constrain function isCk⋆,A
expresses this condition. For k =∞, that LCS is equivalent to a Lie group.
Example 9.13 (Fiber bundle with global sections). LetB
def
=(E,X, Y, π,G, ρ,A)
be a fiber bundle10, s: X // E and
isSectionE,X,π,s(x)
def
=
{
True π ◦ s(x) = x
False π ◦ s(x) 6= x
(9.17)
a constraint function. Then a simple modification of definition 11.59 (Functor from fiber bundles to Local Coordinate Spaces)
on page 109 gives a local coordinate space equivalent to B with the global sec-
tion s .
Example 9.14 (Minkowsky manifolds with foliations). Similarly to the other
examples, a local coordinate space can represent a manifold, a global section of
the tensor bundle, a constraint function for the signature, a global time coor-
dinate, constraint functions enforcing diferentiability and a constraint function
enforcing a foliation.
8See definition 10.1 (Linear spaces) on page 60 and definition 10.5
(Trivial Ck linear model spaces) on page 61 .
9See definition 10.24 (Maximal Ck-atlases) on page 65 .
10See definition 11.56 (fiber bundles) on page 108 .
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10 Equivalence of manifolds
For a manifold11 the coordinate category is open subsets of a Banach space
or more generally a Fre´chet space, with an appropriate choice of morphisms.
Choosing a separating hyperplane and half space, with open sets in the chosen
half space, allows manifolds with boundary. Similarly, choosing a ball with tails
allows a manifold with tails.
For differentiable manifolds the coordinate category is similar, but the mor-
phisms are limited to those sufficiently differentiable, in order to impose a difer-
entiability constraint on the transition functions tαβ = φβ ◦ φ
−1
α .
This section defines Ck-atlases, Ck-manifolds, local coordinate spaces equiv-
alent to Ck-manifolds, categories of them and functors, and gives some basic
results.
10.1 Linear spaces and linear model spaces
Definition 10.1 (Linear spaces). Let S be a locally arcwise connected topo-
logical subspace, with non-void interior, of a real (complex) Banach or Fre´chet
space. Then S is a real (complex) linear space.
Remark 10.2. This paper uses the term ball to refer to balls of the underlying
space but uses the terms open set and neighborhoods to refer to the relative
topology.
Let S be a small category whose objects are real (complex) linear spaces and
whose morphisms are Ck functions. Then S is a Ck linear category.
Let S be a real (complex) linear space. Then S
Ck−T riv
, the category of all Ck
functions between open subspaces of S, is the trivial Ck linear category of S.
Lemma 10.3 (Open subsets of linear spaces are locally arcwise connected).
Let U be an open subset of the real (complex) linear space S. Then U is locally
arcwise connected.
Proof. An open subset of a locally connected space is locally connected.
Definition 10.4 (Linear model spaces). Let S be a real (complex) linear space
and S
def
=(S,S) a model space for S. Then S is a real (complex) linear model
space.
Let S
def
=(S,S) be a real (complex) linear model space such that every mor-
phism of S is a Ck function. Then S is a real (complex) Ck linear model space.
Let S be a small category whose objects are real (complex) Ck linear model
spaces and whose morphisms are Ck model functions. Then S is a Ck linear
model category.
11 The literature has several different definitions of a manifold. This paper uses one chosen
for ease of exposition.
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Definition 10.5 (Trivial Ck linear model spaces). Let S be a real (complex)
linear space and S the category of all Ck functions between open sets of S. Then
S
Ck−triv
def
=(S,S) is the trivial Ck linear model space of S and S
Ck−triv
is a real
(complex) trivial Ck linear model space.
Let S be a set of real (complex) linear spaces.
The category of open trivial Ck model spaces in S, abbreviated S
Ck−op−triv
,
is the category whose objects are
{
U
Ck−triv|U ∈ Sop
}
, the trivial Ck linear model
spaces of non-null open sets of spaces in S, and whose morphisms are all the
Ck functions among them.
The set of trivial Ck linear model spaces of S is S
Ck−triv
def
=
{
S′
Ck−triv|S
′ ∈ S
}
.
The category of trivial Ck linear model spaces of S, abbreviated S
Ck−T riv
,
is the category whose objects are S
Ck−triv
and whose morphisms are all the Ck
functions among them.
Lemma 10.6 (The trivial Ck linear model space of S is a linear model space).
Let S be a real (complex) linear space. Then S
Ck−triv
= (S,S) is a linear Ck
model space.
Proof. S
Ck−triv
satisfies the conditions in definition 5.2 (Model spaces) on page 15
:
1. Ob(S) is an open cover for S.
2. Ob(S) is closed under finite intersections.
3. The morphisms of S are Ck, hence continuous.
4. If f: A // B is a morphism, A′ ∈ Ob(S) ⊆ A ∈ Ob(S), B′ ∈ Ob(S) ⊆
B ∈ Ob(S) and f [A′] ⊆ B′ then f ↾A′: A′ //B′ is continuous and thus a
morphism.
5. If A′ ∈ Ob(S) ⊆ A ∈ Ob(S) then the inclusion map i: A′ →֒ A is Ck and
thus a morphism.
6. Restricted sheaf condition: Whenever
(a) Uα and Vα, α ≺ A, are objects of S.
(b) fα: Uα // Vα are morphisms of S.
(c) U
def
=
⋃
α≺AUα ∈ Ob(S),
(d) V
def
=
⋃
α≺AVα ∈ Ob(S)
(e) f : U // V is a continuous function and for every α ≺ A, f agrees
with fα on Uα
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then f is Ck and thus a morphism of S.
Definition 10.7 ( Ck singleton categories). Let C be a Ck linear model space.
Then the Ck singleton category ofC, abbreviated C
Ck−Sing
, is the category whose
sole object is C and whose morphisms are all of the Ck model functions from
C to itself.
10.2 Ck-nearly commutative diagrams
Let C be a linear space, C
def
= S
CkT riv
and D a tree with two branches, whose
nodes are topological spaces Ui and V
j and whose links are continuous functions
fi: Ui // Ui+1 and f
′
j : Uj
// Uj+1 between the spaces:
D = {f0: U0 = V0 // U1, . . . , fm−1: Um−1 // Um,
f ′0: U0 = V0 // V1, . . . , f
′
m−1: Vm−1 // Vn}
with U0 = V0, Um ⊆ C and Vn ⊆ C, as shown in fig. 3 (Uncompleted nearly commutative diagram)
on page 13 .
Definition 10.8 (Ck-nearly commutative diagrams). D is Ck-nearly commu-
tative in linear space C iff D is nearly commutative in category C.
Definition 10.9 (Ck-nearly commutative diagrams at a point). Let C, C and D
be as above and x be an element of the initial node. D is Ck-nearly commutative
in C at x iff D is nearly commutative in C at x.
Definition 10.10 (Ck-locally nearly commutative diagrams). Let C, C and D
be as above. D is Ck-locally nearly commutative in C iff D is locally nearly
commutative in C.
10.3 Ck charts
Definition 10.11 (Ck charts). Let C be a linear space and E a topological
space. A Ck12 chart (U, V, φ) of E in the coordinate space C consists of
1. An open subset U ⊆ E, known as a coordinate patch
2. An open subset V ⊆ C
3. A homeomorphism φ: U //
∼
= // // V , known as a coordinate function
Remark 10.12. I consider it clearer to explicate the range, rather than the
conventional usage of specifying only the domain and function or the minimalist
usage of specifying only the function.
12 With k ∈ N ∪ {∞, ω}.
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Definition 10.13 (Ck subcharts). Let (U, V, φ) be a Ck chart of E in the
coordinate space C and U ′ ⊆ U open. Then (U ′, V ′, φ′)
def
=(U ′, φ[U ′], φ ↾U ′,V ′)
is a subchart of (U, V, φ).
By abuse of language we will write (U ′, V ′, φ) for (U ′, V ′, φ′).
Lemma 10.14 (Ck subcharts). Let (U, V, φ) be a Ck chart of E in the coordinate
space C and (U ′, V ′, φ′) a subchart of (U, V, φ). Then
(U ′, V ′, φ′) is a Ck chart of E in the coordinate space C.
Proof. (U ′, V ′, φ′) satisfies the conditions of definition 10.11
1. U ′ is open by hypothesis.
2. φ is a homeomorphism, so V ′ = φ[U ′] is also open.
3. φ is a homeomorphism, so φ ↾U ′: U
′ //
∼
= // // φ[U ′] is also.
Definition 10.15 (Ck compatibility). Let (U, V, φ) and (U ′, V ′, φ′) be Ck charts
of E in the coordinate space C. Then (U, V, φ) is Ck compatible with (U ′, V ′, φ′)
iff either
1. U and U ′ are disjoint
2. The transition function t = φ′ ◦ φ−1 ↾φ[U∩U ′] is a C
k diffeomorphism.
Lemma 10.16 (Symmetry of Ck compatibility). Let (U, V, φ) and (U ′, V ′, φ′)
be Ck charts of E in the coordinate space C. Then (U, V, φ) is Ck compatible
with (U ′, V ′, φ′) iff (U ′, V ′, φ′) is Ck compatible with (U, V, φ).
Proof. It suffices to prove the implication in only one direction.
1. U ∩ U ′ = U ′ ∩ U .
2. Since the transition function t = φ′ ◦ φ−1 ↾φ[U∩U ′] is a C
k diffeomorphism
of C, so is t−1 = φ ◦ φ′−1 ↾φ′[U∩U ′].
Lemma 10.17 (Ck compatibility of subcharts). Let (Ui, Vi, φi), i = 1, 2, be C
k
charts of E in the coordinate space C, (U ′i , V
′
i , φ
′
i) be subcharts and (U1, V1, φ1)
be Ck compatible with (U2, V2, φ2). Then (U
′
1, V
′
1 , φ
′
1) is C
k compatible with
(U ′2, V
′
2 , φ
′
2).
Proof. If U1 ∩ U2 = ∅ then U ′1 ∩ U
′
2 = ∅. If U
′
1 ∩ U
′
2 = ∅ then (U
′
1, V
′
1 , φ
′
1) is
Ck compatible with (U ′2, V
′
2 , φ
′
2). Otherwise, the transition function t
1
2
def
= φ2 ◦
φ−11 ↾φ1[U1∩U2] is a C
k diffeomorphism and hence t12 ↾φ1[U ′1∩U ′2]: φ1[U
′
1∩U
′
2] //
∼
= // //φ2[U
′
1∩
U ′2] is a C
k diffeomorphism.
63
Corollary 10.18 (Ck compatibility with subcharts). Let (U, V, φ) be a Ck
charts of E in the coordinate space C and (U ′, V ′, φ′) a subchart. Then (U ′, V ′, φ′)
is Ck compatible with (U, V, φ).
Proof. (U, V, φ) is Ck compatible with itself and is a subchart of itself,
Definition 10.19 (Covering by Ck charts). Let A be a set of charts of E in
the coordinate space C. A covers E iff π1[A] covers E, i.e., E =
⋃
π1[A].
10.4 Ck-atlases
A set of charts can be atlases for different coordinate spaces even if it is for the
same total space. In order to aggregate them into categories, there must be a
way to distinguish them. Including the two13 spaces in the definitions of the
categories serves the purpose.
Definition 10.20 (Ck-atlases). Let A be a set of mutually Ck compatible
charts of E in the coordinate space C. A is a Ck-atlas of E in the coordinate
space C, abbreviated isAtlC
k
Ob(A, E, C), iff
1. A covers E
2. There is at least one chart (U, V, φ) ∈ A where V contains a ball of the
underlying Banach or Fre´chet space.
A is a full Ck-atlas of E in the coordinate spaceC, abbreviated isAtlC
k
Ob
full
(A, E, C),
iff
1. π1[A] covers E
2. π2[A] covers C.
3. There is at least one chart (U, V, φ) ∈ A where V contains a ball of the
underlying Banach or Fre´chet space.
By abuse of language we write U ∈ A for U ∈ π1[A].
Let E be a topological spaces and C a linear space. Then
AtlC
k
Ob(E,C)
def
=
{
(A, E, C)|isAtlC
k
Ob(A, E, C)
}
(10.1)
AtlC
k
Ob
full
(E,C)
def
=
{
(A, E, C)|isAtlC
k
Ob
full
(A, E, C)
}
(10.2)
Let E be a set of topological spaces and C a set of linear spaces. Then
AtlC
k
Ob(E,C)
def
=
⋃
Eµ∈E
Cµ∈C
AtlOb(Eµ, Cµ) (10.3)
13The total space is redundant, but convenient.
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AtlC
k
Ob
full
(E, C)
def
=
{
(A, E, C)|isAtlC
k
Ob
full
(A, E, C)
}
(10.4)
Definition 10.21 (Compatibility of charts with Ck-atlases). A chart (U, V, φ)
of E in the coordinate space C is Ck compatible with a Ck-atlas A iff it is Ck
compatible with every chart in the atlas.
Lemma 10.22 (Compatibility of subcharts with Ck-atlases). Let A be a Ck-
atlas of E in the coordinate space C and C1 = (U1, V1, φ1) a C
k chart in A.
Then any subchart of C1 is C
k compatible with A.
Proof. Let C ′ = (U ′, V ′, φ′) be a subchart of C1 and C2 = (U2, V2, φ2) another
chart in A.
1. If U1 ∩ U2 = ∅, then U ′ ∩ U2 = ∅.
2. If U ′ ∩ U2 = ∅ then C
′ is Ck compatible with C2.
3. Otherwise the transition function t12
def
= φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is a C
k diffeo-
morphism and thus t12 ↾φ1[U ′∩U2] is a C
k diffeomorphism.
Lemma 10.23 (Extensions of Ck-atlases). Let A be a Ck atlas of E in the
coordinate space C and (Ui, Vi, φi), i = 1, 2 be C
k charts of E in the coordinate
space C Ck compatible with A in the coordinate space C. Then (U1, V1, φ1) is
Ck compatible with (U2, V2, φ2) in the coordinate space C.
Proof. If U1 ∩ U2 = ∅ then (U1, V1, φ1) is Ck compatible with (U2, V2, φ2).
Otherwise, φ2 ◦ φ
−1
1 ↾φ1[U1∩U2]: φ1[U1 ∩ U2]
//
∼
= // // φ2[U1 ∩ U2] is a homeomor-
phism. It remains to show that φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is a C
k diffeomorphism.
Let (U ′α, V
′
α, φ
′
α), α ≺ A, be charts in A such that U1 ∩ U2 ⊆
⋃
α≺AU
′
α and
U1 ∩U2∩U ′α 6= ∅, α ≺ A. Since the charts are C
k compatible with (U ′α, V
′
α, φ
′
α),
φ2 ◦ φ′−1α ↾U1∩U2∩U ′α and φ
′
α ◦ φ
−1
1 ↾U1∩U2∩U ′α are C
k diffeomorphisms and thus
φ2 ◦ φ
−1
1 = φ2 ◦ φ
′−1
α ◦ φ
′
α ◦ φ
−1
1 is a C
k diffeomorphism.
Definition 10.24 (Maximal Ck-atlases). Let E be a topological spaces and C
a linear space. Then A is a maximal Ck-atlas of E in the coordinate space C,
abbreviated isAtlC
k
Ob
max
(A, E, C), iff A is a Ck-atlas that cannot be extended by
adding an additional Ck compatible chart. A is a semi-maximal Ck-atlas of E in
the coordinate space C, abbreviated isAtlC
k
Ob
S−max
(A, E,C), iff whenever (U, V, φ) ∈
A, U ′ ⊆ U, V ′ ⊆ V and V ′′ ⊆ C are open, φ[U ′] = V ′ and φ′: V ′ //
∼
= // // V ′′ is a
Ck diffeomorphism then (U ′, V ′′, φ′ ◦ φ) ∈ A.
isAtlC
k
Ob
max−full
(A, E, C)
def
= isAtlC
k
Ob
full
(A, E, C) ∧ isAtlC
k
Ob
max
(A, E, C) (10.5)
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isAtlC
k
Ob
S−max−full
(A, E, C)
def
= isAtlC
k
Ob
full
(A, E, C) ∧ isAtlC
k
Ob
S−max
(A, E, C) (10.6)
AtlC
k
Ob
max
(E,C)
def
=
{
(A, E, C)|isAtlC
k
Ob
max
(A, E, C)
}
(10.7)
AtlC
k
Ob
S−max
(E,C)
def
=
{
(A, E, C)|isAtlC
k
Ob
S−max
(A, E, C)
}
(10.8)
AtlC
k
Ob
S−max−full
(E,C)
def
=
{
(A, E, C)| isAtlC
k
Ob
S−max−full
(A, E, C)
}
(10.9)
Let E be a set of topological spaces and C a set of linear spaces. Then
AtlC
k
Ob
max
(E,C)
def
=
{
(A, E ∈ E, C ∈ C)|isAtlC
k
Ob
max
(A, E, C)
}
(10.10)
AtlC
k
Ob
S−max
(E,C)
def
=
{
(A, E ∈ E, C ∈ C)|isAtlC
k
Ob
S−max
(A, E, C)
}
(10.11)
AtlC
k
Ob
S−max−full
(E,C)
def
=
{
(A, E ∈ E, C ∈ C)| isAtlC
k
Ob
S−max−full
(A, E, C)
}
(10.12)
Lemma 10.25 (Maximal Ck-atlases are semi-maximal Ck-atlases). Let E be a
topological space, C a Ck-linear space and A a maximal Ck-atlas of E in the
coordinate space C. Then A is a semi-maximal Ck-atlas of E in the coordinate
space C.
Proof. Let (U, V, φ) ∈ A, U ′ ⊆ U, V ′ ⊆ V and V ′′ ⊆ C be open, φ[U ′] = V ′ and
φ′: V ′ //
∼
= // //V ′′ be a Ck diffeomorphism. (U ′, V ′, φ) is a subchart of (U, V, φ) and
by lemma 10.22 (Compatibility of subcharts with Ck-atlases) on page 65 is Ck
compatible with the charts ofA. Since φ′ is a Ck diffeomorphism, (U ′, V ′′, φ′◦φ)
is Ck compatible with the charts of A. Since A is maximal, (U ′, V ′′, φ′ ◦ φ) is a
chart of A.
Theorem 10.26 (Existence and uniqueness of maximal Ck-atlases). Let A be
a Ck-atlas of E in the coordinate space C. Then there exists a unique maximal
Ck-atlas AtlasC
k
max
(A, E, C) of E in the coordinate space C compatible with A.
Proof. Let P be the set of all Ck-atlases of E in the coordinate space C contain-
ing A and Ck compatible in the coordinate space C with all of the Ck charts in
A. Let P
max
be a maximal chain of A. Then A′ =
⋃
P
max
is a maximal Ck atlas
of E in the coordinate space C Ck compatible with A. Uniqueness follows from
lemma 10.23 (Extensions of Ck-atlases) on page 65 .
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10.5 Ck-atlas morphisms and functors
This section defines categories of Ck-atlases
(
AtlC
k
(E,C), AtlC
k
full
(E,C) and
AtlC
k
max
(E,C)
)
, constructs functors(
FC
k
Ck,M−atlas
)
between them and categories of m-atlases
(
Atl( E
triv
, C
Ck−triv
)
)
and
constructs inverse functors
(
FC
k
M−atlas,Ck
)
.
Definition 10.27 (Ck-atlas morphisms). Let Ei, i = 1, 2, be topological spaces,
Ci linear spaces and Ai Ck-atlases of Ei in the coordinate spaces Ci. A pair14
of functions (f0, f1) is a (full) E
1-E2 Ck-morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlC
k
Ar (A
1, E1, C1, A2, E2, C2, f0, f1), iff
1. f0: E
1 // E2 is a continuous function.
2. f1: C
1 // C2 is a Ck function.
3. for any (U1, V 1, φ1: U1 //
∼
= // // V 1) ∈ A1, (U2, V 2, φ2: U2 //
∼
= // // V 2) ∈ A2,
the diagram D
def
=({I
def
= U1 ∩ f −10 [U
2], V 1, E2, U2, V 2}, {f0, φ2, φ1, f1}) is
Ck-locally nearly commutative in C2, i.e., for any x ∈ I there are open
sets U ′1 ⊆ I, V ′1 ⊆ V 1, U ′2 ⊆ U2, V ′2 ⊆ V 2, Vˆ ′2 ⊆ C2 and a Ck
diffeomorphism fˆ : Vˆ ′2 //
∼
= // //V ′2 such that eqs. (8.24) to (8.30) on pages 42
to 42 in definition 8.20 (M-atlas morphisms) on page 40 hold.
(f0, f1) is also a full E
1-E2 Ck-morphism ofA1 toA2 in the coordinate spaces
C1, C2, abbreviated as isAtlC
k
Ar
full
(A1, E1, C1,A2, E2, C2, f0, f1), iff
⋃
π2[A
1] =
C1 ∧
⋃
π2[A
2] = C2.
(f0, f1) is also a maximal E
1-E2 Ck-morphism of A1 to A2 in the coordinate
spaces C1, C2, abbreviated as isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1) iff
isAtlC
k
Ob
max
(A1, E1, C1) and isAtlC
k
Ob
max
(A2, E2, C2).
(f0, f1) is also a semi-maximal E
1-E2 Ck-morphism of A1 to A2 in the coor-
dinate spaces C1, C2, abbreviated as isAtlC
k
Ar
S−max
(A1, E1, C1,A2, E2, C2, f0, f1) iff
isAtlC
k
Ob
S−max
(A1, E1, C1) and isAtlC
k
Ob
S−max
(A2, E2, C2).
(f0, f1) is also a full maximal E
1-E2 Ck-morphism of A1 to A2 in the coor-
dinate spaces C1, C2, abbreviated as isAtlC
k
Ar
max−full
(A1, E1, C1,A2, E2, C2, f0, f1) iff
isAtlC
k
Ob
max
(A1, E1, C1), isAtlC
k
Ob
max
(A2, E2, C2) and
⋃
π2[A
1] = C1 ∧
⋃
π2[A
2] = C2.
14 The conventional definition uses only the first of the two functions and a slightly different
compatibility condition.
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(f0, f1) is also a full semi-maximal E
1-E2 Ck-morphism ofA1 toA2 in the co-
ordinate spaces C1, C2, abbreviated as isAtlC
k
Ar
S−max−full
(A1, E1, C1,A2, E2, C2, f0, f1)
iff
isAtlC
k
Ob
S−max
(A1, E1, C1), isAtlC
k
Ob
S−max
(A2, E2, C2) and
⋃
π2[A
1] = C1 ∧
⋃
π2[A
2] = C2.
The identity morphism of (Ai, Ei, Ci) is
Id(Ai,Ei,Ci)
def
=
(
(IdEi , IdCi), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
(10.13)
This nomenclature will be justified later.
Let Ei, i = 1, 2, be topological spaces and Ci be linear spaces. Then
AtlC
k
Ar (E
1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar (A
1, E1, C1,A2, E2, C2, f0, f1)} (10.14)
AtlC
k
Ar
full
(E1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar
full
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.15)
AtlC
k
Ar
max
(E1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.16)
AtlC
k
Ar
S−max
(E1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar
S−max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.17)
AtlC
k
Ar
max−full
(E1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar
max−full
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.18)
AtlC
k
Ar
S−max−full
(E1, C1, E2, C2)
def
= {
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
isAtlC
k
Ar
S−max−full
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.19)
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Lemma 10.28 (Ck-atlas morphisms). Let E be a set of topological spaces, C
a set of Ck linear spaces, Ei ∈ E, i = 1, 2, Ci ∈ C and Ai Ck-atlases of
Ei in the coordinate spaces Ci. A pair of functions f
def
=(f0, f1) is an E
1-E2-
Ck-morphism of A1 to A2 in the coordinate spaces C1, C2 iff f is a strict
E
T riv
-E1-E2- C
Ck−T riv
- C
Ck−T riv
morphism of A1 to A2 in the coordinate spaces
C1
Ck−triv
, C2
Ck−triv
.
Proof. The model neighborhoods of Ci
Ck−triv
are the open sets of Ci and the
morphisms of C
Ck−T riv
are the Ck functions between spaces in C.
Corollary 10.29 (Ck-atlas morphisms). Let Ei, i = 1, 2, 3, be topological
spaces, Ci linear spaces, Ai Ck-atlases of Ei in the coordinate spaces Ci and
(f i0 , f
i
1 ) E
i-Ei+1 Ck-morphisms of Ai to Ai+1 in the coordinate spaces Ci, Ci+1.
Then (f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ) is a E
1-E3 Ck-morphism of A1 to A3 in the coordinate
spaces C1, C3.
Proof. The result follows from lemma 8.21 (M-atlas morphisms) on page 43
.
Definition 10.30 (Categories of Ck atlases). Let E be a set of topological
spaces and C a set of linear spaces. Let P
def
= E ×C. Then
AtlC
k
Ar (E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar (E
µ, Cµ, Eν , Cν) (10.20)
AtlC
k
(E,C)
def
=
(
AtlC
k
Ob(E,C),Atl
Ck
Ar (E,C),
A
◦
)
(10.21)
AtlC
k
Ar
full
(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar
full
(Eµ, Cµ, Eν , Cν) (10.22)
AtlC
k
full
(E,C)
def
=
(
AtlC
k
Ob
full
(E,C),AtlC
k
Ar
full
(E,C),
A
◦
)
(10.23)
AtlC
k
Ar
max
(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar
max
(Eµ, Cµ, Eν , Cν) (10.24)
AtlC
k
max
(E,C)
def
=
(
AtlC
k
Ob
max
(E,C),AtlC
k
Ar
max
(E,C),
A
◦
)
(10.25)
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AtlC
k
Ar
S−max
(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar
S−max
(Eµ, Cµ, Eν , Cν) (10.26)
AtlC
k
S−max
(E,C)
def
=
(
AtlC
k
Ob
S−max
(E,C),AtlC
k
Ar
S−max
(E,C),
A
◦
)
(10.27)
AtlC
k
Ar
max−full
(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar
max−full
(Eµ, Cµ, Eν , Cν) (10.28)
AtlC
k
max−full
(E,C)
def
=
(
AtlC
k
Ob
max−full
(E,C), AtlC
k
Ar
max−full
(E,C),
A
◦
)
(10.29)
AtlC
k
Ar
S−max−full
(E,C)
def
=
⋃
(Eµ,Cµ)∈P
(Eν ,Cν)∈P
AtlC
k
Ar
S−max−full
(Eµ, Cµ, Eν , Cν) (10.30)
AtlC
k
S−max−full
(E,C)
def
=
(
AtlC
k
Ob
S−max−full
(E,C), AtlC
k
Ar
S−max−full
(E,C),
A
◦
)
(10.31)
Lemma 10.31 (AtlC
k
(E,C) is a category). Let E be a set of topological spaces
and C a set of linear spaces. Then AtlC
k
(E,C), AtlC
k
Ar
full
(E,C) and AtlC
k
max
(E,C)
are categories.
Let (Ai, Ei, Ci) ∈ AtlC
k
Ob(E,C). Then Id(Ai,Ei,Ci) is the identity morphism
for (Ai, Ei, Ci).
Proof. Let (Ai,Ei,Ci), i = 1, 2, 3 be objects of AtlC
k
(E,C) and let mi
def
=(
(f i0 , f
i
1 ), (A
i,Ei,Ci), (Ai+1,Ei+1,Ci+1)
)
be morphisms of AtlC
k
(E,C).
Then
1. Composition:(
(f 20 ◦f
1
0 , f
2
1 ◦f
1
1 ), (A
1,E1,C1), (A3,E3,C3)
)
is a morphism ofAtlC
k
(E,C)
by corollary 10.29 (Ck-atlas morphisms) on page 69 .
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
Id(Ai,Ei,Ci) is an identity morphism by lemma 3.17.
The proofs for AtlC
k
full
(E,C) and AtlC
k
max
(E,C) are the same.
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Definition 10.32 (Functors from Ck atlases to m-atlases). Let Ei, i = 1, 2, be
topological spaces, Ci linear spaces, Ai Ck-atlases of Ei in the coordinate space
Ci, f0: E
1 // E2 continuous and f1: C
1 // C2 Ck. Then
FC
k
Ck,M−atlas(A
i, Ei, Ci)
def
=
(
Ai, E
triv
i, Ci
Ck−triv
)
(10.32)
FC
k
Ck,M−atlas
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
) def
=((
f0, f1
)
,
(
A1, E1
triv
, C1
Ck−triv
)
,
(
A2, E2
triv
, C2
Ck−triv
))
(10.33)
Theorem 10.33 (Functors from Ck atlases to m-atlases). Let E be a set of
topological spaces and C a set of linear spaces. Then FC
k
Ck,M−atlas is a functor
from AtlC
k
(E,C) to Atl( E
triv
, C
Ck−triv
)
Proof. Let oi
def
=(Ai, Ei, Ci), i ∈ [1, 3], be objects of AtlC
k
(E,C) and
mi
def
=
(
(f i0,f
i
1).o
i,oi+1
)
, i = 1, 2, be morphisms from oi to oi+1.
FC
k
Ck,M−atlas(m
1) is a morphism from FC
k
Ck,M−atlas o
1 to FC
k
Ck,M−atlas o
2:
FC
k
Ck,M−atlas(m
1) =
F
Ck
Ck,M−atlas
(
(f10 ,f
1
1 ), (A
1, E1, C1), (A2, E2, C2)
)
=(
(f10 ,f
1
1 ), (A
1, E
triv
1, C1
Ck−triv
), (A32 E
triv
2, C2
Ck−triv
)
) (10.34)
FC
k
Ck,M−atlas maps identity functions to identity functions:
FC
k
Ck,M−atlas Id(Ai,Ei,Ci) =
FC
k
Ck,M−atlas
(
(IdE1 , IdC1), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
=(
(Id E
triv
i , IdCi), (A
i, E
triv
i, Ci
Ck−triv
), (Ai, E
triv
i, Ci
Ck−triv
)
)
=
(
(Id E
triv
i , IdCi),F
Ck
Ck,M−atlas(A
i, Ei, Ci),F
Ck
Ck,M−atlas(A
i, Ei, Ci)
)
=
Id
FC
k
Ck,M−atlas
(Ai,Ei,Ci)
(10.35)
FC
k
Ck,M−atlas(m
2)
A
◦ FC
k
Ck,M−atlas(m
1) = FC
k
Ck,M−atlas(m
2 A◦ m1):
1. m2
A
◦ m1 =
(
(f20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1, E1, C1), (A3, E3, C3)
)
2. FC
k
Ck,M−atlas
(
(Ai, Ei, Ci)
)
= (Ai, E
triv
i, Ci
Ck−triv
)
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3. FC
k
Ck,M−atlas(m
i) =
(
(f i0, f
i
1), (A
i, E
triv
i, Ci
Ck−triv
), (Ai+1, E
triv
i+1, Ci+1
Ck−triv
)
)
4. FC
k
Ck,M−atlas(m
2)
A
◦ FC
k
Ck,M−atlas(m
1) =(
(f20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ), (A
1, E
triv
1, C1
Ck−triv
), (A3, E
triv
3, C3
Ck−triv
)
)
5. FC
k
Ck,M−atlas(m
2 ◦m1) =(
(f20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ), (A
1, E
triv
1, C1
Ck−triv
), (A3, E
triv
3, C3
Ck−triv
)
)
Definition 10.34 (Functors from m-atlases to Ck atlases). Let Ei, i = 1, 2, be
model spaces, Ci be linear model spaces, Ai a maximal m-atlas of Ei in the
coordinate space Ci and (f0,f1) an E
1-E2 m-atlas morphism of A1 to A2 in
the coordinate spaces C1, C2, Then
F
Ck
M−atlas,Ck(A
i,Ei,Ci)
def
=
(
Ai, π1(E
i), π1(C
i)
)
(10.36)
FC
k
M−atlas,Ck
(
(f0, f1), (A
1,E1,C1), (A2,E2,C2)
) def
=((
f0, f1
)
,
(
A1, π1(E
1), π1(C
1)
)
,
(
A2, π1(E
2), π1(C
2)
))
(10.37)
Theorem 10.35 (Functors from m-atlases to Ck atlases). Let E be a set of
model spaces and C a set of linear model spaces. Then FC
k
M−atlas,Ck is a functor
from Atl(E,C) to AtlC
k(
π1[E], π1[C]
)
.
Proof. Let oi
def
=
(
Ai, (Ei, E i), (Ci, Ci)
)
, i ∈ [1, 3], be objects of AtlC
k
(E,C) and
mi
def
=
(
(f i0,f
i
1).o
i,oi+1
)
, i = 1, 2, be morphisms from oi to oi+1.
FC
k
M−atlas,Ck(m
1) is a morphism from FC
k
M−atlas,Ck o
1 to FC
k
M−atlas,Ck o
2:
FC
k
M−atlas,Ck(m
1) =
FC
k
M−atlas,Ck
(
(f10 ,f
1
1 ), (A
1,E1,C1), (A2,E2,C2)
)
=(
(f10 ,f
1
1 ),
(
A1, π1(E
1), π1(C
1)
)
,
(
A2, π1(E
2), π1(C
2)
)) (10.38)
FC
k
M−atlas,Ck maps identity functions to identity functions:
FC
k
M−atlas,Ck Id(Ai,Ei,Ci) =
FC
k
M−atlas,Ck
(
(IdEi , IdCi), (A
i,Ei,Ci), (Ai,Ei,Ci)
)
=(
(Idπ1(Ei), Idπ1(Ci)), (A
i, π1(E
i), π1(C
i)), (Ai, π1(E
i), π1(C
i))
)
=(
(IdEi , IdCi),F
Ck
M−atlas,Ck(A
i,Ei,Ci),FC
k
M−atlas,Ck(A
i,Ei,Ci)
)
=
Id
FC
k
M−atlas,Ck
(Ai,Ei,Ci)
(10.39)
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FC
k
M−atlas,Ck(m
2)
A
◦ FC
k
M−atlas,Ck(m
1) = FC
k
M−atlas,Ck(m
2 A◦ m1):
1. m2
A
◦ m1 =
(
(f20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ), (A
1,E1,C1), (A3,E3,C3)
)
2. FC
k
M−atlas,Ck
(
(Ai,Ei,Ci)
)
=
(
Ai, π1(E
i), π1(C
i)
)
3. FC
k
M−atlas,Ck(m
i) =(
(f i0, f
i
1),
(
Ai, π1(E
i), π1(C
i)
)
,
(
Ai+1, π1(E
i+1), π1(C
i+1)
))
4. FC
k
M−atlas,Ck(m
2)
A
◦ FC
k
M−atlas,Ck(m
1) =(
(f20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ),
(
A1, π1(E
1), π1(C
1)
)
,
(
A3, π1(E
3), π1(C
3)
))
5. FC
k
M−atlas,Ck(m
2 ◦m1) =(
(f20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ),
(
A1, π1(E
1), π1(C
1)
)
,
(
A3, π1(E
3), π1(C
3)
))
10.6 Associated model spaces and functors
Definition 10.36 (Coordinate model spaces associated with Ck-atlases). Let
Ai, i = 1, 2, be a Ck-atlas of Ei in the coordinate space Ci, f0: E
1 // E2 a
continuous function and f1: C
1 // C2 a Ck function. Then
F
Ck
min
2 (A
i, Ei, Ci)
def
=
Mod
min

Ci, π2[Ai],

φ′ ◦ φ−1|

∃ (U,V,φ)∈Ai
(U ′,V ′,φ′)∈Ai

U ∩ U ′ 6= ∅



 (10.40)
F
Ck
min
2
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
) def
=
f1: F
Ck
min
2 (A
1, E1, C1) // F
Ck
min
2 (A
2, E2, C2) (10.41)
The minimal coordinate Ck model space with neighborhoods in the Ck-atlas
Ai of Ei in the coordinate space Ci is F
Ck
min
2 (A
1, Ei, Ci).
The coordinate mapping associated with the E1-E2 Ck-atlas morphism
(f0, f1) ofA
1 toA2 in the coordinate spacesC1, C2 is f1: F
Ck
min
2 (A
1, E1, C1) //F
Ck
min
2 (A
2, E2, C2).
If it is a model function then the it is also the coordinate m-atlas morphism asso-
ciated with the E1-E2 Ck-atlas morphism (f0, f1) of A
1 to A2 in the coordinate
spaces C1, C2.
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Lemma 10.37 (Coordinate model spaces associated with Ck-atlases). Let A
be a Ck-atlas of E in the coordinate space C. Then F
Ck
min
2 (A, E, C) is a C
k linear
model space iff
⋃
π2[A] contains a ball.
Proof. F
Ck
min
2 (A, E, C) satisfies the conditions for a model space.
1. Since π2[A] is an open cover of
⋃
π2[A], the set of finite intersections is
also an open cover.
2. Finite intersections of finite intersections are finite intersections
3. Restrictions of continuous function are continuous
4. If f: A // B is a morphism of F
Ck
min
2 (A, E, C), A,A
′, B,B′ model meigh-
borhoods of F
Ck
min
2 (A, E, C), A
′ ⊆ A, B′ ⊆ B and f [A′] ⊆ B′ then since
f: A // B is a morphism it is a restriction of a transition function be-
tween its restrictions to sets in π2[A] and its restrictions are also, hence
morphisms, and thus f ↾A′ A
′ //B′ is a morphism.
5. If (U, V, φ) ∈ A then IdV = φ ◦ φ−1A is a transition function and hence
a morphism of F
Ck
min
2 (A, E, C). If A,A
′ objects of
(
F
Ck
min
2 (A, E, C)
)
and
A′ ⊆ A then the inclusion map i: A′ →֒ A is a restriction of an identity
morphism of F
Ck
min
2 (A, E, C) and hence a morphism.
6. Restricted sheaf condition: let
(a) Uα, Vα, α ≺ A, be objects of π2
(
F
Ck
min
2 (A, E, C)
)
(b) fα: Uα // Vα be morphisms of π2
(
F
Ck
min
2 (A, E, C)
)
(c) U
def
=
⋃
α≺AUα
(d) V
def
=
⋃
α≺AVα
(e) f : U // V be continuous and

∀ α≺A
x∈Uα

 f (x) = fα(x)
Then f is Ck and hence a morphism of π2
(
F
Ck
min
2 (A, E, C)
)
.
If
⋃
π2[A] is a linear space, then by definition 10.1 (Linear spaces) on
page 60 ,
⋃
π2[A] it contains a ball. Conversly,
⋃
π2[A] is locally connected so
if
⋃
π2[A] contains a ball then the conditions of definition 10.1 (Linear spaces)
on page 60 are met.
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Let Ai, i = 1, 2, be a semi-maximal Ck-atlas of Ei in the coordinate space Ci,
f0: E
1 //E2 a continuous function, f1: C
1 //C2 a Ck function and (f0, f1) a C
k-
atlas morphism from A1 toA2. Then f1: F
Ck
min
2 (A
1, E1, C1) //F
Ck
min
2 (A
2, E2, C2)
is well defined.
Proof. Let v1 ∈ F
Ck
min
2 (A
1, E1, C1), (U i, V i, φi) ∈ Ai, i = 1, 2, be a chart
with u1 ∈ U1, φ1(u1) = v1 and f0(u1) ∈ U2. Then there are open sets
U ′1 ⊆ I
def
= U1 ∩ f −10 [U
2], V ′1 ⊆ V 1, U ′2 ⊆ U2, V ′2 ⊆ V 2, Vˆ ′2 ⊆ C2 and a
Ck diffeomorphism fˆ : Vˆ ′2 //
∼
= // // V ′2 such that eqs. (8.24) to (8.30) on pages 42
to 42 in definition 8.20 (M-atlas morphisms) on page 40 hold with x
def
= u1.
Since A2 is semi-maximal, (U ′2, Vˆ ′2, fˆ ◦ φ2) is a chart of A2 and by eq. (8.25)
f1(v
1) ∈ Vˆ ′2.
Definition 10.38 (Model spaces associated with Ck-atlases). Let Ai, i = 1, 2
be Ck-atlases of Ei in the coordinate spaces Ci, f0: E
1 // E2 a continuous
function and f1: C
1 // C2 a Ck function. Then
F
Ck
min
1 (A
i, Ei, Ci)
def
=
Mod
min

Ei, π1[Ai],

φ′−1 ◦ φ|

∃ (U,V,φ)∈Ai
(U ′,V ′,φ′)∈Ai

U ∩ U ′ 6= ∅



 (10.42)
F
Ck
min
1
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
) def
=
f0: F
Ck
min
1 (A
1, E1, C1) // F
Ck
min
1 (A
2, E2, C2) (10.43)
The minimal Ck model space with neighborhoods in the Ck-atlas Ai of Ei in
the coordinate space Ci is F
Ck
min
1 (A
1, Ei, Ci).
The mapping associated with the E1-E2 Ck-atlas morphism (f0, f1) of A
1 to
A2 in the coordinate spacesC1, C2 is f0: F
Ck
min
1 (A
1, E1, C1) //F
Ck
min
1 (A
2, E2, C2).
If it is a model function then the it is also the m-atlas morphism associated with
the E1-E2 Ck-atlas morphism (f0, f1) of A
1 to A2 in the coordinate spaces C1,
C2.
Lemma 10.39 (Model spaces associated with Ck-atlases). Let A be a Ck-atlas
of E in the coordinate space C. Then F
Ck
min
1 (A, E, C) is a model space.
Proof. Lemma 5.14 (Minimal model spaces are model spaces) on page 18
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Theorem 10.40 (Functors from Ck atlases to model spaces). Let E be a set
of topological spaces and C a set of linear spaces. Then F
Ck
min
1 is a functor
from AtlC
k
(E,C) to E
triv
, F
Ck
min
1 is a functor from Atl
Ck
full
(E,C) to E
triv
, F
Ck
min
2 is a
functor from AtlC
k
S−max
(E,C) to C
Ck−op−triv
and F
Ck
min
2 is a functor from Atl
Ck
full
(E,C)
to C
Ck−triv
.
Proof. Let oi
def
=(Ai, Ei, Ci), i ∈ [1, 3], be objects in AtlC
k
(E,C) and let
mi
def
=
(
(f i0 , f
i
1 ), o
i, oi+1
)
be morphisms in AtlC
k
(E,C).
F
Ck
min
1 : Atl
Ck(E,C) // E
triv
:
1. F(f: A // B): F(A) // F(B):
F
Ck
min
1 (m
i) = f i0 : F
Ck
min
1 (o
i) // F
Ck
min
1 (o
i+1)
2. F(g ◦ f) = F(g) ◦ F(f):
F
Ck
min
1 (m
2 A◦m1) =
F
Ck
min
1
(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 )(A
1, E1, C1), (A3, E3, C3)
)
=
f 20 ◦ f
1
0 : F
Ck
min
1 (o
1) // F
Ck
min
1 (o
3) =(
f 20 : F
Ck
min
1 (o
2) // F
Ck
min
1 (o
3)
)
◦
(
f 10 : F
Ck
min
1 (o
1) // F
Ck
min
1 (o
2)
)
=
F
Ck
min
1
(
(f 20 , f
2
1 )(A
2, E2, C2), (A3, E3, C3)
)
◦
F
Ck
min
1
(
(f 10 , f
1
1 )(A
1, E1, C1), (A2, E2, C2)
)
=
F
Ck
min
1 (m
2) ◦ F
Ck
min
1 (m
1)
3. F(IdA) = IdF(A):
(a) F
Ck
min
1 (Idoi) = F
Ck
min
1
(
(IdEi , IdCi), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
=
IdEi: F
Ck
min
1 (o
i) // F
Ck
min
1 (o
i)
(b) Id
F
Ck
min
1
(oi) = IdEi: F
Ck
min
1 (o
i) // F
Ck
min
1 (o
i)
The proof for F
Ck
min
1 : Atl
Ck
full
(E,C) // E
triv
is identical.
F
Ck
min
2 : Atl
Ck(E,C) // C
Ck−op−triv
:
1. F(f: A // B): F(A) // F(B):
F
Ck
min
2 (m
i) = f i1 : F
Ck
min
2 (o
i) // F
Ck
min
2 (o
i+1)
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2. F(g ◦ f) = F(g) ◦ F(f): F
Ck
min
2 (m
2 A◦m1) =
F
Ck
min
2
(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 )(A
1, E1, C1), (A3, E3, C3)
)
=
f 20 ◦ f
1
0 : F
Ck
min
2 (o
1) // F
Ck
min
2 (o
3) =(
f 21 : F
Ck
min
2 (o
2) // F
Ck
min
2 (o
3)
)
◦
(
f 11 : F
Ck
min
2 (o
1) // F
Ck
min
2 (o
2)
)
=
F
Ck
min
2
(
(f 20 , f
2
1 )(A
2, E2, C2), (A3, E3, C3)
)
◦
F
Ck
min
2
(
(f 10 , f
1
1 )(A
1, E1, C1), (A2, E2, C2)
)
=
F
Ck
min
2 (m
2) ◦ F
Ck
min
2 (m
1)
3. F(IdA) = IdF(A):
(a) F
Ck
min
2 (Idoi) = F
Ck
min
2
(
(IdEi , IdCi), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
=
IdCi: F
Ck
min
2 (o
i) // F
Ck
min
2 (o
i)
(b) Id
F
Ck
min
2
(oi) = IdCi: F
Ck
min
2 (o
i) // F
Ck
min
2 (o
i)
The proof for F
Ck
min
2 : Atl
Ck
full
(E,C) // C
Ck−triv
is identical.
10.7 Ck manifolds
Conventionally a manifold is different from its atlases, but AtlC
k
max
(E,C) in def-
inition 10.30 (Categories of Ck atlases) on page 69 encourages treating them
on an equal footing. All of the results for maximal atlases carry directly over to
results for manifolds.
Remark 10.41. The variations of the LCSC
k
constructors in definition 10.46
(Functors from Ck manifolds to Local 2-∅ coordinate spaces) on page 78 are
very similar, as are the variations of the FC
k
Man,LCS functors; likewise the varia-
tions of the FC
k
LCS,Man functors in definition 10.48 (Functor from Local 2-∅ coordinate spaces to C
k manifolds)
on page 84 are very similar.
The corresponding results and proofs in theorem 10.47 (Functors from Ck manifolds to Local 2-∅ coordinate spaces)
on page 80 are likewise very similar, as are the corresponding results and proofs
in theorem 10.49 (Functor from Local 2-∅ coordinate spaces to Ck manifolds)
on page 84 .
Definition 10.42 (Ck manifolds). Let E be a topological space, C a linear space
and A a maximal15 Ck-atlas of E in the coordinate space C. Then (E,C,A) is
a Ck manifold.
15 Requiring that the atlas be full would eliminate some pathologies.
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Let E be a set of topological spaces and C be a set of linear spaces. Then
ManC
k
Ob(E,C)
def
= AtlC
k
max
(E,C) (10.44)
Remark 10.43. The manifold (E,C,A) corresponds to the object (A, E, C).
Definition 10.44 (Ck manifold morphisms). Let Si
def
=(Ei, Ci,Ai), i = 1, 2, be
Ck manifolds and (f0: E
1 // E2, f1: C
1 // C2) be an E1-E2 Ck-morphism of
A1 to A2 in the coordinate spaces C1, C2. Then (f0, f1) is a C
k morphism of
S1 to S2.
Let Ei, i = 1, 2 be topological spaces and Ci be linear spaces. Then
ManC
k
Ar (E
1, C1, E2, C2)
def
= AtlC
k
Ar (E
1, C1, E2, C2) (10.45)
Let E be a set of topological spaces and C a set of linear spaces. Then
ManC
k
Ar (E,C)
def
= AtlC
k
Ar
max
(E,C) (10.46)
ManC
k
(E,C)
def
= AtlC
k
max
(E,C) (10.47)
Theorem 10.45 (Categories of Ck manifolds). Let E be a set of topological
spaces and C a set of linear spaces. Then ManC
k
(E,C) is a category and the
identity morphism of (A, E, C) is an identity morphism.
Proof. The result follows directly from definitions 10.42 and 10.44 above and
lemma 10.31 (AtlC
k
(E,C) is a category) on page 70 .
Definition 10.46 (Functors from Ck manifolds to Local 2-∅ coordinate spaces).
Let E be a set of topological spaces, C be a set of Ck linear spaces, E and Eˆ
model categories, C and Cˆ Ck linear model categories, M
def
=(E , C), Mˆ
def
=(Eˆ , Cˆ),
M
triv
def
=
(
E
T riv
, C
Ck−T riv
)
. M
op−triv
def
=
(
E
T riv
, C
Ck−op−triv
)
. M
triv
full−cat
⊆ M
full−cat
⊆
Mˆ, M
op−triv
cat
⊆ Mˆ.
Let Ei ∈ E, i = 1, 2, Ci ∈ C,M i
def
=
(
Ei
triv
, Ci
Ck−triv
)
,
Mi
Sing
def
=
(
M i0
Sing
, M i1
Ck−Sing
)
,Ai a maximal Ck-atlas ofEi in Ci, F
Ck
min
1 (A
i, Ei, Ci)
Ob
∈ Eˆ ,
F
Ck
min
2 (A
i, Ei, Ci)
Ob
∈ Cˆ, (Ei, Ci,Ai) a Ck manifold, Si
def
=(Ai, Ei, Ci), M i
min
def
=(
F
Ck
min
1 (A
i, Ei, Ci),F
Ck
min
2 (A
i, Ei, Ci)
)
,
78
Mi
triv
Sing
def
=(M i0
triv
Sing
, M i1
triv
Ck−Sing
), f0: E
1 // E2 continuous and f1: C
1 // C2 Ck. Then
FC
k
Man,LCS S
i def=
(
Mi
Sing
,M i,Ai, ∅, ∅
)
(10.48)
F
Ck,M
Man,LCS S
i def=
(
M,M i,Ai, ∅, ∅
)
(10.49)
F
Ck
min
Man,LCS S
i def=

Mi
triv
Sing
,M i
triv
,Ai, ∅, ∅

 (10.50)
F
Ck
min
,Mˆ
Man,LCS S
i def=
(
Mˆ,M i
min
,Ai, ∅, ∅
)
(10.51)
FC
k
Man,LCS
(
(f0, f1),S
1,S2
) def
=
(
(f0, f1),F
Ck
Man,LCS S
1,FC
k
Man,LCS S
2
)
(10.52)
F
Ck,M
Man,LCS
(
(f0, f1),S
1,S2
) def
=
(
(f0, f1),F
Ck,M
Man,LCS S
1,F
Ck,M
Man,LCS S
2
)
(10.53)
F
Ck
min
Man,LCS
(
(f0, f1),S
1,S2
) def
=
((
f0, f1
)
,F
Ck
min
Man,LCS S
1,F
Ck
min
Man,LCS S
2
)
(10.54)
F
Ck
min
,M
Man,LCS
(
(f0, f1),S
1,S2
) def
=
((
f0, f1
)
,F
Ck
min
,M
Man,LCS S
1,F
Ck
min
,M
Man,LCS S
2
)
(10.55)
LCSC
k
Ob(E,C)
def
= {FC
k
Man,LCS(A, E, C)|
E ∈ E ∧ C ∈ C ∧ isAtlC
k
Ob
max
(A, E, C)} (10.56)
LCSC
k
Ar (E,C)
def
= {FC
k
Man,LCS
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
Ei ∈ E ∧ Ci ∈ C ∧ isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.57)
LCSC
k
(E,C)
def
=
(
LCSC
k
Ob(E,C),LCS
Ck
Ar (E,C),
A
◦
)
(10.58)
LCSC
k,M
Ob (E,C)
def
= {FC
k,M
Man,LCS(A, E, C)|
E ∈ E ∧ C ∈ C ∧ isAtlC
k
Ob
max
(A, E, C)} (10.59)
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LCSC
k,M
Ar (E,C)
def
= {FC
k,M
Man,LCS
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)
|
Ei ∈ E ∧ Ci ∈ C ∧ isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.60)
LCSC
k,M(E,C)
def
=
(
LCSC
k,M
Ob (E,C),LCS
Ck,M
Ar (E,C),
A
◦
)
(10.61)
LCS
Ck
min
Ob(E,C)
def
={F C
k
min
Man,LCS S|
S
def
=(A, E, C) ∧ E ∈ E ∧ C ∈ C ∧ isAtlC
k
Ob
max
(A, E, C)} (10.62)
LCS
Ck
min
Ar (E,C)
def
=
{F C
k
min
Man,LCS
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)|
Ei ∈ E ∧ Ci ∈ C ∧ isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.63)
LCS
Ck
min(E,C)
def
=
(
LCS
Ck
min
Ob (E,C),LCS
Ck
min
Ar (E,C),
A
◦
)
(10.64)
LCS
Ck
min
,Mˆ
Ob (E,C)
def
={F C
k
min
Man,LCS S|
S
def
=(A, E, C) ∧ E ∈ E ∧ C ∈ C ∧ isAtlC
k
Ob
max
(A, E, C)} (10.65)
LCS
Ck
min
,Mˆ
Ar (E,C)
def
=
{F C
k
min
,Mˆ
Man,LCS
(
(f0, f1), (A
1, E1, C1), (A2, E2, C2)
)|
Ei ∈ E ∧Ci ∈ C ∧ isAtlC
k
Ar
max
(A1, E1, C1,A2, E2, C2, f0, f1)} (10.66)
LCS
Ck
min
,Mˆ
(E,C)
def
=
(
LCS
Ck
min
,Mˆ
Ob (E,C),LCS
Ck
min
,Mˆ
Ar (E,C),
A
◦
)
(10.67)
Theorem 10.47 (Functors from Ck manifolds to Local 2-∅ coordinate spaces).
Let E be a set of topological spaces, C be a set of Ck linear spaces, E and Eˆ
model categories, C and Cˆ Ck linear model categories, M
def
=(E , C), Mˆ
def
=(Eˆ , Cˆ),
80
M
triv
def
=
(
E
T riv
, C
Ck−T riv
)
. M
op−triv
def
=
(
E
T riv
, C
Ck−op−triv
)
. M
triv
cat
⊆ M
cat
⊆ Mˆ, M
op−triv
cat
⊆
Mˆ.
Then LCSC
k
(E,C), LCSC
k,M(E,C), LCS
Ck
min(E,C) and LCS
Ck
min
,Mˆ
(E,C)
are categories and the identity morphism of Lα
def
=
(
(E , C), (Eα,Cα),Aα, ∅, ∅
)
is
that given in definition 9.8 (LCSAr) on page 57 : IdLα
def
=
((
IdEα , IdCα
)
,Lα,Lα
)
.
Proof. LCSC
k
(E,C), LCSC
k,M(E,C), LCS
Ck
min(E,C) and LCS
Ck
min
,Mˆ
(E,C) sat-
isfy the definition of a category:
1. Composition:
Letmi
def
= FC
k
Man,LCS
(
(f i0 , f
i
1 ),S
i,Si+1
)
be morphisms of LCSC
k
(E,C). m2
A
◦
m1 = FC
k
Man,LCS
(
(f 20 ◦f
1
0 , f
2
1 ◦f
2
1 ),S
1,S3
)
. By lemma 8.21 (M-atlas morphisms)
on page 43 , (f 20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ) is an m-atlas morphism.
2. Associativity: Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Unit: IdLα is an identity morphism by lemma 3.17.
The same proof applies to LCSC
k,M(E,C), LCS
Ck
min(E,C) and LCS
Ck
min
,Mˆ
(E,C).
Let Ei ∈ E, i ∈ [1, 3], Ci ∈ C,M i
def
=
(
Ei
triv
, Ci
Ck−triv
)
, Mi
Sing
def
=(M i0
Sing
, M i1
Ck−Sing
),
Ai a maximal Ck-atlas of Ei in Ci, F
Ck
min
1 (A
i, Ei, Ci)
Ob
∈ Eˆ, F
Ck
min
2 (A
i, Ei, Ci)
Ob
∈ Cˆ,
(Ei, Ci,Ai) a Ck manifold, Si
def
=(Ai, Ei, Ci), M i
min
def
=(
F
Ck
min
1 (A
i, Ei, Ci),F
Ck
min
2 (A
i, Ei, Ci)
)
, Mi
triv
Sing
def
=(M i0
triv
Sing
, M i1
triv
Ck−Sing
), Li
def
= FC
k
Man,LCS S
i =
((
Ei
T riv
, Ci
Ck−T riv
)
,
(
Ei
triv
, Ci
Ck−triv
)
,Ai, ∅, ∅
)
, Li,M
def
= F
Ck,M
Man,LCS S
i =(
M,
(
Ei
triv
, Ci
Ck−triv
)
,Ai, ∅, ∅
)
, Li
triv
def
=(
Mi
triv
Sing
,
(
Ei
triv
, Ci
Ck−op−triv
)
,Ai, ∅, ∅
)
, Li,Mˆ
triv
def
=
(
Mˆ,
(
Ei
triv
, Ci
Ck−op−triv
)
,Ai, ∅, ∅
)
, f i
def
=(f i0 , f
i
1 ),
f i0 : E
i // Ei+1 continuous and f i1 : C
i // Ci+1 Ck.
FC
k
Man,LCS S
i is a local Mi
Sing
-∅ coordinate space and F
Ck,M
Man,LCS S
i is a local
M-∅ coordinate space.
Proof. F
Ck,M
Man,LCS S
i satisfies the conditions of definition 9.1 (Local ∗ − Σ coordinate spaces)
on page 53 :
1. Model categories: Ei
triv
and Ci
Ck−triv
are model spaces
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2.
(
M,
(
Ei
triv
, Ci
Ck−triv
)
∅, ∅
)
satisfies the conditions of definition 7.1 (Prestructures)
on page 27
3. Maximal m-atlas: Ai is a maximal Ck atlas by hypothesis and a maximal
atlas of E1
triv
in the coordinate space Ci
Ck−triv
by construction.
4. Constraint functions: There are no adjunct functions so there are no con-
straint functions.
Mi
Sing
cat
⊆ M, so F
Ck,M
Man,LCS S
i is a local M-∅ coordinate space by lemma 9.3
(Local ∗ − Σ coordinate spaces) on page 53 .
F
Ck
min
Man,LCS S
i is a local Mi
triv
Sing
-∅ coordinate space and F
Ck
min
,Mˆ
Man,LCS S
i is a local
Mˆ-∅ coordinate space.
Proof. F
Ck
min
Man,LCS S
i satisfies the conditions of definition 9.1 (Local ∗ − Σ coordinate spaces)
on page 53 :
1. Model categories: E1
triv
and Ci
Ck−op−triv
are model spaces
2.
((
Ei
triv
, Ci
Ck−op−triv
)
, ∅, ∅
)
satisfies the conditions of definition 7.1 (Prestructures)
on page 27
3. Maximal m-atlas: Ai is a maximal Ck atlas by hypothesis and a maximal
atlas of E1
triv
in the coordinate space Ci
Ck−op−triv
by construction.
4. Constraint functions: There are no adjunct functions so there are no con-
straint functions.
Mi
triv
Sing
cat
⊆ Mˆ, so F
Ck,Mˆ
Man,LCS S
i is a local Mˆ-∅ coordinate space by lemma 9.3.
(f 10 , f
1
1 ) is a morphism from L
1 to L2 and a strict morphism from L1,M to
L2,M.
Proof. It satisfies the conditions of definition 9.6 (morphisms of local coordinate spaces)
on page 54 :
1. Prestructure morphism: f1 Σ-commutes with ∅, ∅. f 10 is continuous, hence
a morphism of E . f 11 is C
k, hence a morphism of C.
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2. m-atlas morphism: (f 10 , f
1
1 ) is a E
1
triv
-E2
triv
m-atlas morphism of A1 to A2 in
the coordinate spaces C1
Ck−triv
, Ci
Ck−triv
.
(f 10 , f
1
1 ) is a strict E
1
triv
Sing
- E2
triv
Sing
-E1
triv
-E2
triv
- C1
Ck−triv
Ck−Sing
- C1
Ck−triv
Ck−Sing
m-atlas morphism of
A1 to A2 in the coordinate spaces C1
Ck−triv
, Ci
Ck−triv
. by lemma 10.28
(Ck-atlas morphisms) on page 69 .
F
Ck
min
Man,LCS
(
(f 10 , f
1
1 ),S
1,S2
)
is a morphism from L1
triv
to L2,M
triv
and
F
Ck
min
Man,LCS
(
(f 10 , f
1
1 ),S
1,S2
)
is a strict morphism from L1,Mˆ
triv
to L2,Mˆ
triv
.
Proof. It satisfies the conditions of definition 9.6 (morphisms of local coordinate spaces)
on page 54 :
1. Prestructure morphism: (f 10 , f
1
1 ) Σ-commutes with ∅, ∅.
2. m-atlas morphism: (f 10 , f
1
1 ) is an m-atlas morphism from (E
1
triv
, C1
Ck−op−triv
)
to (E2
triv
, C2
Ck−op−triv
).
F
Ck,M
Man,LCS is a functor from Man
Ck(E,C) to LCSC
k,M(E.C).
Proof. F
Ck,M
Man,LCS satisfies the definition of a functor:
1. F(f: A to B) = F(f): F(A) to F(B):
(a) F
Ck,M
Man,LCS
(
(f10 ,f
1
1 ),S
1,S2
)
=
(
(f10 ,f
1
1 ),L
i,Li
)
(b) F
Ck,M
Man,LCS S
i =
((
Ei
triv
, Ci
Ck−triv
)
,Ai, ∅, ∅
)
= Li
2. Composition: F
Ck,M
Man,LCS
((
(f20 ,f
2
1 ),S
2,S3
) A
◦
(
(f10 ,f
1
1 ),S
1,S2
))
=
F
Ck,M
Man,LCS
((
(f20 ◦ f
1
0 ,f
2
1 ◦ f
1
1 ),S
1,S3
))
=(
(f20 ◦ f
1
0 ,f
2
1 ◦ f
1
1 ),L
1,L3
)
=
F
Ck,M
Man,LCS
(
(f20 ,f
2
1 ),S
2,S3
) A
◦ F
Ck,M
Man,LCS
(
(f10 ,f
1
1 ),S
1,S2
)
3. Identity:
F
Ck,M
Man,LCS(IdSi) = F
Ck,M
Man,LCS
(
(IdEi , IdCi),S
i,Si
)
=((
IdEi
triv
, Id Ci
Ck−triv
)
,L1,L1
)
=
IdL1 = Id
F
Ck,M
Man,LCS
(Si)
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F
Ck
min
Man,LCS is a functor from Man
Ck(E,C) to LCS
Ck
min(E.C).
Proof. F
Ck
min
Man,LCS satisfies the definition of a functor:
1. F(f: A to B) = F(f): F(A) to F(B):
(a) F
Ck
min
Man,LCS
(
(f10 ,f
1
1 ),S
1,S2
)
=
(
(f10 ,f
1
1 ),L
i,Li
)
(b) F
Ck
min
Man,LCS S
i =
((
Ei
triv
, Ci
Ck−op−triv
)
,Ai, ∅, ∅
)
= Li
2. Composition: F
Ck
min
Man,LCS
((
(f20 ,f
2
1 ),S
2,S3
) A
◦
(
(f10 ,f
1
1 ),S
1,S2
))
=
F
Ck
min
Man,LCS
((
(f20 ◦ f
1
0 ,f
2
1 ◦ f
1
1 ),S
1,S3
))
=(
(f20 ◦ f
1
0 ,f
2
1 ◦ f
1
1 ), Lˆ
1, Lˆ3
)
=
F
Ck
min
Man,LCS
(
(f20 ,f
2
1 ),S
2,S3
) A
◦ F
Ck
min
Man,LCS
(
(f10 ,f
1
1 ),S
1,S2
)
3. Identity:
F
Ck
min
Man,LCS(IdSi) = F
Ck
min
Man,LCS
(
(IdEi , IdCi),S
i,Si
)
=((
IdEi
triv
, Id Ci
Ck−triv
)
,
((
Ei
triv
, Ci
Ck−triv
)
,Ai, ∅, ∅
)
,
((
Ei
triv
, Ci
Ck−triv
)
,Ai, ∅, ∅
))
=
Id((
Ei
triv
, Ci
Ck−triv
)
,Ai,∅,∅
) def= Id
F
Ck
min
Man,LCS
(Si)
Definition 10.48 (Functor from Local 2-∅ coordinate spaces to Ck mani-
folds). Let Ci
def
=(Ci, Ci), i = 1, 2 be a Ck linear model space, Ei a model
space,Mi0 a model category,M
i
1 a C
k linear model category, Mi
def
=(Mi0,M
i
1),
M i
def
=(Ei,Ci), M i
()
∈Mi, Ai maximal m-atlases of Ei in Ci, f0: E1 // E2,
f1: C
1 // C2), f
def
=(f0, f1) and L
i def=(Mi,M i,Ai, ∅, ∅) a local 2-∅ coordinate
spaces. Then
FC
k
LCS,ManL
i def=(Ei, Ci,Ai) (10.68)
FC
k
LCS,Man(f ,L
1,L2)
def
=
(
f , (E1, C1,A1), (E2, C2,A2)
)
(10.69)
Theorem 10.49 (Functor from Local 2-∅ coordinate spaces to Ck manifolds).
Let Ci
def
=(Ci, Ci), i = 1, 2, be Ck linear model spaces, Ei
def
=(Ei, E i) model
spaces, Ai maximal Ck-atlases of Ei in Ci,M i
def
=(Ei,Ci), Mi
def
= M i
Sing
, f i0 : E
i //Ei+1
f i1 : C
i //Ci+1) and Li
def
=(Mi,M i,Ai, ∅, ∅) a local 2-∅ coordinate space. Then
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1. FC
k
LCS,ManL
i def=(Ei,Ci,Ai) is a Ck manifold.
Proof. (Ei,Ci,Ai) satisfies the conditions of definition 10.42 (Ck manifolds)
on page 77 : (Ei is a topological space, Ci is a Ck linear space and Ai is
a maximal Ck-atlas Ei in Ci.
2. FC
k
LCS,Man is a functor from LCS
Ck,M(E.C) to ManC
k
(E,C).
Proof. FC
k
LCS,Man satisfies the definition of a functor: Let S
i = (Ai, Ei,Ci).
(a) F(f: A //B): F(A) // F(B):
i. FC
k
LCS,Man
(
f i0 , f
i
1 ),L
i,Li+1
)
=
(
f i0 , f
i
1 ),S
i,Si+1
)
ii. FC
k
LCS,Man(L
i) = Si
(b) Composition:
FC
k
LCS,Man
((
(f 20 , f
2
1 ),L
2,L3
) A
◦
(
(f 10 , f
1
1 ),L
1,L2
))
=
FC
k
LCS,Man
((
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ),L
1,L3
))
=((
f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ),S
1,S3
))
=((
(f 20 , f
2
1 ),S
2,S3
)) A
◦ x
((
(f 10 , f
1
1 ),S
1,S2
))
=
FC
k
LCS,Man
((
(f 20 , f
2
1 ),L
2,L3
)) A
◦ FC
k
LCS,Man
((
(f 10 , f
1
1 ),L
1,L2
))
(c) Identity:
FC
k
LCS,Man(IdLi) = F
Ck
LCS,Man
(
IdEi , IdCi),L
i,Li
)
=(
IdEi , IdCi),S
i,Si
)
= Id
FC
k
LCS,Man
(Li)
3. FC
k
LCS,Man ◦F
Ck,M
Man,LCS = Id
Proof. FC
k
LCS,Man ◦F
Ck,M
Man,LCS(S
i) = FC
k
LCS,Man(L
i) = Si
4. F
Ck,M
Man,LCS ◦F
Ck
LCS,Man = Id
Proof. F
Ck,M
Man,LCS ◦F
Ck
LCS,Man(L
i) = F
Ck,M
Man,LCS(S
i) = Li
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11 Equivalence of fiber bundles
For fiber bundles16, the adjunct spaces are the base space X = (X,X ), the
fiber Y = (Y,Y) and the group G; the category of the coordinate space is the
category of Cartesian products {U × Y | U
Ob
∈ X} of model neighborhoods in
the base space with the entire fiber, with morphisms t: U × Y // U × Y that
preserve the fibers, i.e., π1 ◦ t = π1, and are generated by the group action on
the fiber (Equation (11.16)).
The sole adjunct functions are the projection π: E // //X , the group operation
and the group action on the fiber.
This section defines bundle atlases, fiber bundles, local coordinate spaces
equivalent to fiber bundles, categories of them and functors, and gives basic
results
Definition 11.1 (Trivial group category of groups). Let G be a set of topo-
logical groups. The trivial group category of G, abbreviated G
group−T riv
, is the
category of all continuous homomorphisms between groups of G. By abuse of
language it will be shortened to G
triv
when the meaning is clear from context.
Definition 11.2 (Group actions). Let Y be a topological space, G a topological
group, ρ an effective group action of G on Y , y ∈ Y and g ∈ G. Then y ⋆
g
def
= ρ(y, g).
Let X be a topological space and x ∈ X . Then (x, y) ⋆ g
def
=(x, y ⋆ g).
A ⋆ with a subscript or superscript refers to the group action ρ with the
same subscript or superscript.
Remark 11.3. This notation is only used when it is clear from context what the
group action is.
Definition 11.4 (Protobundles). LetB
def
=(E,X, Y,G, π, ρ), where E, X and Y
are topological spaces, G a topological group, π: E // //X a continuous surjection
and ρ an efective group action of G on Y . Then B is a protobundle.
Remark 11.5. While this definition does not itself require E to have a local
product structure nor require π to have the Covering Homotopy Property, only
those protobundles having an atlas are of interest, and for them definition 11.30
(Bundle atlases) on page 95 imposes additional constraints.
11.1 G-ρ model spaces
Definition 11.6 (G-ρ-model spaces). LetXY
def
=(X×Y,XY) be a model space,
G a topological group and ρ an effective group action of G on Y such that the
16 The literature has several definitions of fiber bundle. This paper uses one chosen for
clarity of exposition. It differs from [Steenrod, 1999, p. 8] in that, e.g., it uses the machinery
of maximal atlases rather than equivalence classes of coordinate bundles, the nomenclature
differs in several minor regards.
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objects of XY are products of open sets with Y and the morphisms are fiber-
preserving automorphisms generated by the group action, i.e.,(
∀
U
Ob
∈ XY
)(
∃V ∈X
op
)
U = V × Y (11.1)
(
∀
f
Ar
∈ XY: V×Y //
∼
= // // V ′×Y
)
V = V ′ (11.2)
(
∀
f
Ar
∈ XY: V×Y //
∼
= // // V×Y
)(
∃g∈GV
)(
∀(x,y)∈V×Y
)
f (x, y) =
(
x, y ⋆ g(x)
)
(11.3)
Then XY is a G-ρ model space of X × Y , abbreviated
isGρ(XY.Y,G, ρ), GXY,f
def
= range(g) and GXY
def
=
⋃
f
Ar
∈ XY
GXY,f .
Lemma 11.7 (G-ρ-model spaces). Let XY be a G-ρ model space of X×Y and
f
Ar
∈ XY: V × Y //
∼
= // // V × Y .
The function g in eq. (11.3) is unique.
Proof. The group action is effective.
GXY is unique.
Proof. The function g is unique.
Definition 11.8 (Morphisms of G-ρ-model spaces). Let X i.Y i, i = 1, 2, be
topological spaces, Gi a topological group, ρi an effective group action on Y i
and XYi
def
=(X i × Y i,XYi) a Gi-ρi model space of X i × Y i. Then a model
function fC: XY
1 //XY2 is a G1-G2-ρ1-ρ2 morphism of X1× Y 1 to X2× Y 2,
abbreviated isGρmorph(XY1, G1, ρ1,XY2, G2, ρ2, fC) iff it preserves the group
action, i.e., there is a continuous homomorphism fG: G
1 //G2 such that fig. 15
(Preserving group action) is commutative, i.e., eq. (11.4) holds.
(
∃fG: G1 //G2
)∀(x,y)∈X1×Y 1
g∈G1

 fC((x, y) ⋆1 g) = fC((x, y)) ⋆2 fG(g)
(11.4)
Lemma 11.9 (Morphisms of G-ρ-model spaces). Let X i.Y i, i = 1, 2, 3, be
topological spaces, Gi a topological group, ρi an effective group action on Y i,
XYi
def
=(X i×Y i,XYi) a Gi-ρi model space of X i×Y i and f iC: X
i×Y i //X i+1×
Y i+1 a Gi-Gi+1-ρi-ρi+1 morphism of X i × Y i to X i+1 × Y i+1.
The function fG in eq. (11.4) is unique.
Proof. The group action is effective.
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(
(x1, y1), g1
) (
(x2, y2), g2
)
fC×fG
//
(x1, y1 ⋆ g1)
⋆1

(x2, y2 ⋆ g2)
fC
//
⋆2

Figure 15: Preserving group action
f iC preserves fibers, i.e., π1
(
f iC(x, y)
)
= π1
(
f iC(x, y
′)
)
for x in X i and y, y′ in
Y i,
Proof. Since ρi is effective, there is a g ∈ Gi such that y′ = y ⋆i g and thus by
definition 11.8
π1
(
f iC(x, y
′)
)
=
π1
(
f iC(x, y ⋆
i g)
)
=
π1
(
f iC(x, y) ⋆
i+1 f iG(g)
)
=
π1
(
f iC(x, y)
)
(11.5)
There exists a unique function f iX: X
i //X i+1 such that f iX ◦ π1 = π1 ◦ f
i
C .
Proof. Define f iX(x) = π1
(
f iC(x, y)
)
, where y is an arbitrary point of Y i. It does
not depend on the choice of y because f iC preserves fibers.
Remark 11.10. f iC may be a twisted product: there need not exist f
i
Y : Y
i //Y i+1
such that f iC = f
i
X × f
i
Y .
f 2C ◦ f
1
C is a G
1-G3-ρ1-ρ3 morphism of X1 × Y 1 to X3 × Y 3.
Proof. Let f iG: G
i //Gi+1 be a continuous homomorphism such that
∀(xi,yi)∈Xi×Y i
gi∈Gi

 f iC((xi, yi) ⋆ gi) = f iC((xi, yi)) ⋆ f iG(gi) (11.6)
Let (x1, y1) ∈ X1 × Y 1 and g1 ∈ G1. Then fig. 16 (Preserving group actions)
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(
(x1, y1), g1
) (
(x3, y3), g3
)
f 2C◦f
1
C×f
2
G◦f
1
G
//
(
(x2, y2), g2
)
f 1C×f
1
G
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
(x1, y1 ⋆ g1)
⋆1

(x2, y2 ⋆ g2)
f 1C
//
⋆2

f 2C×f
2
G
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(x3, y3 ⋆ g3)
f 1C
//
⋆3

Figure 16: Preserving group actions
is commutative and
f 2C ◦ f
1
C
(
(x1, y1) ⋆ g1
)
=
f 2C
(
f 1C
(
(x1, y1)
)
⋆ f 1G(g
1)
)
=
f 2C
(
f 1C
(
(x1, y1)
))
⋆ f 2G ◦ f
1
G(g
1) =
f 2C ◦ f
1
C
(
(x1, y1)
)
⋆ f 2G ◦ f
1
G(g
1)
(11.7)
Definition 11.11 (Categories of G-ρ-model spaces). Let Xα.Y α, α ≺ A, be
topological spaces, Gα a topological group, ρα an effective group action on Y α,
XYα
def
=
(Xα × Y α,XYα) a Gα-ρα model space of Xα × Y α, XYGρOb
def
=
{(Xα, Y α, Gα, ρα)|α ≺ A}, XYGρAr
def
= {fC: Xα × Y α //Xβ × Y β|
isGρmorph(XYα, Gα, ρα,XYβ, Gβ , ρβ , fC) ∧ α ≺ A ∧ β ≺ A} and XYGρ
def
=
(XYGρOb,XYGρAr). Then any subcategory of XYGρ is a G-ρ model cate-
gory.
Definition 11.12 (Trivial G-ρ-model spaces). Let X and Y be topological
spaces, G a topological group, ρ an effective group action of G on Y and XY the
category of all products of open subsets of X with Y and all homeomorphisms
induced by the group action, i.e,
Ob(XY)
def
=
{
V × Y |V ∈ Xop
}
(11.8)
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Ar(XY)
def
={f : V × Y // ∼= // // V × Y|
V ∈ X
op
∧ π1 ◦ f = π1 ∧
(
∃g∈GV
)∀x∈V
y∈Y

 f(x, y) = (x, y ⋆ g(x))}
(11.9)
Then the trivial G-ρ model space of X,Y , abbreviated X,Y
G−ρ−triv
, is (X×Y,XY)
and X,Y
G−ρ−triv
is a trivial G-ρ model space of X,Y .
Remark 11.13. Let G′ be a topological group and ρ′ an effective group action
of G′ on Y such that X,Y
G−ρ−triv
= X,Y
G′−ρ′−triv
. Although G′ must be isomorphic
to G. it need not have the same topology.
The identity morphism of X,Y
G−ρ−triv
is Id X,Y
G−ρ−triv
def
= IdX×Y .
LetBα
def
=(Eα, Xα, Y α, Gα, πα, ρα), α ≺ A, be a protobundle andB
def
= {Bα|α ≺ A}
be a set of protobundles.
The trivial coordinate model category of B, B
Bun−T riv
, is the category with
objects all trivial Gα-ρα model spaces of Xα, Yα, α ≺ A and morphisms all
continuous functions compatible with the group action:
B
Bun−T rivOb
def
=
{
X,Y
G−ρ−triv|(E,X, Y,G, π, ρ) ∈ B
}
(11.10)
B
Bun−T rivAr
def
={fC: X1 × Y 1 //X2 × Y 2|
∃(Ei,Xi,Y i,Gi,πi,ρi)∈B
fG: G
1 //G2

 isGρmorph( X1, Y 1
G−ρ−triv
, G1, ρ1, X2, Y 2
G−ρ−triv
, G2, ρ2, f C)}
(11.11)
B
Bun−T riv
def
=
(
B
Bun−T rivOb
, B
Bun−T rivAr
)
(11.12)
Remark 11.14. The morphisms fC may be twisted products: there need not
exist fY : Y
1 // Y 2 such that fC = fX × fY .
The trivial product coordinate model category of B, B
Bun−prod−T riv
, is the
category with objects all trivial Gα-ρα model spaces of Xα, Y α, α ≺ A and
morphisms all products of continuous functions compatible with the group ac-
tion:
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B
Bun−prod−T rivOb
def
= B
Bun−T rivOb
(11.13)
B
Bun−prod−T rivAr
def
={fC def= fX × fY : X1 × Y 1 //X2 × Y 2|
∃(Ei,Xi,Y i,Gi,πi,ρi)∈B
fG: G
1 //G2

 isGρmorph( X1, Y 1
G−ρ−triv
, G1, ρ1, X2, Y 2
G−ρ−triv
, G2, ρ2, fC)}
(11.14)
B
Bun−prod−T riv
def
=
(
B
Bun−prod−T rivOb
, B
Bun−prod−T rivAr
)
(11.15)
Any subcategory of B
Bun−T riv
is a trivial coordinate model category and any
subcategory of B
Bun−prod−T riv
is a trivial product coordinate model category.
Lemma 11.15 (The trivial coordinate model category of B is a category). Let
Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα), α ≺ A, be a protobundle and B
def
= {Bα|α ≺ A}
be a set of protobundles.
Then B
Bun−T riv
is a category and the identity morphism for object Bα is
IdXα×Y α .
Proof. B
Bun−T riv
satisfies the definition of a category:
1. Composition:
The composition of G-ρ morphisms is a G-ρ morphism by lemma 11.9
(Morphisms of G-ρ-model spaces) on page 87 .
2. Associativity:
Morphisms are simply functions and composition of morphisms is simply
composition of functions.
3. Unit:
The identity morphisms are simply identity functions and composition of
morphisms is simply composition of functions.
B
Bun−prod−T riv
is a category and the identity morphism for object Bα is
IdXα×Y α .
Proof. B
Bun−prod−T riv
satisfies the definition of a category:
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1. Composition:
The composition of G-ρ morphisms is a G-ρ morphism by lemma 11.9
(Morphisms of G-ρ-model spaces) on page 87 . Let X i, Y i
Gi−ρi−triv
Ob
∈ B
Bun−prod−T riv
,
i = 1, 2, 3, f iC = f
i
X × f
i
Y : X
i× Y i //X i+1× Y i+1
Ar
∈ B
Bun−prod−T riv
. Then
f i+1C ◦ f
i
C = (f
i+1
X ◦ f
i
X)× (f
i+1
Y ◦ f
i
Y ).
2. Associativity:
Morphisms are simply functions and composition of morphisms is simply
composition of functions.
3. Unit:
The identity morphisms are simply identity functions and composition of
morphisms is simply composition of functions.
Lemma 11.16 (The trivial G-ρ model space of X,Y is a G-ρ model space
of X,Y ). Let X and Y be topological spaces, G a topological group and ρ an
effective group action on Y . Then X,Y
G−ρ−triv
is a G-ρ model space of X × Y .
Proof. X,Y
G−ρ−triv
satisfies the conditions of definition 11.6 (G-ρ-model spaces)
on page 86 :
1. Product with fiber:
∀
U
Ob
∈ π2( X,Y
G−ρ−triv
)

(∃V ∈X
op
)
U = V × Y
by definition 11.12.
2. Generated by ρ: Let f
Ar
∈ π2( X,Y
G−ρ−triv
): V × Y //
∼
= // // V × Y . Then
(
∃g∈GV
)(
∀(x,y)∈V×Y
)
f (x, y) =
(
x, y ⋆ g(x)
)
by definition 11.12.
11.2 G-ρ-nearly commutative diagrams
Let X and Y be topological spaces, G a topological group, ρ an effective group
action on Y , C = (C, C)
def
= X,Y
G−ρ−triv
, and D a tree with two branches, whose
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nodes are topological spaces Ui and V
j and whose links are continuous functions
fi: Ui // Ui+1 and f
′
j : Uj
// Uj+1 between the spaces:
D = {f0: U0 = V0 // U1, . . . , fm−1: Um−1 // Um,
f ′0: U0 = V0 // V1, . . . , f
′
m−1: Vm−1 // Vn}
with U0 = V0, Um ⊆ C open and Vn ⊆ C open, as shown in fig. 3 (Uncompleted nearly commutative diagram)
on page 13 .
Definition 11.17 (G-ρ-nearly commutative diagrams). D is nearly commuta-
tive in X,Y, π, ρ iff D is nearly commutative in category C.
Definition 11.18 (G-ρ-nearly commutative diagrams at a point). Let C and D
be as above and x be an element of the initial node. D is nearly commutative
in X,Y, π, ρ at x iff D is nearly commutative in C at x.
Definition 11.19 (G-ρ-locally nearly commutative diagrams). Let C and D be
as above. D is locally nearly commutative in X,Y, π, ρ iff D is locally nearly
commutative in C.
11.3 Bundle charts
Definition 11.20 (Y -π-bundle charts). Let E,X, Y be topological spaces and
π: E // X . A Y -π-bundle chart (U, V × Y, φ) of E in the coordinate space
X × Y consists of
1. An open set U ⊆ E, known as a coordinate patch
2. An open set V × Y ⊆ X × Y
3. a homeomorphism φ: U //
∼
= // //V ×Y , known as a coordinate function, that
preserves fibers. i.e., π1 ◦ φ = π.
Lemma 11.21 (Properties of projection). Let (U, V × Y, φ) be a Y -π-bundle
chart of E in the coordinate space X × Y and v ∈ V . Then
π ↾U is a surjection.
Proof. Let v ∈ V , y ∈ Y and u
def
= φ−1
(
(v, y)
)
∈ U . Then π(u) = v.
π−1[{v}] is homeomorphic to Y .
Proof. φ and φ−1 are homeomorphisms, so their restrictions are homeomor-
phisms and thus φ−1[{v}] is homeomorphic to {v}×Y , which is homeomorphic
to Y .
Definition 11.22 (Y -π subcharts). Let (U, V × Y, φ) be a Y -π-bundle chart of
E in the coordinate space X × Y and U ′ ⊆ U open. Then
(U ′, V ′ × Y, φ′)
def
=(U ′, φ[U ′], φ ↾U ′) is a subchart of (U, V × Y, φ).
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Lemma 11.23 (Y -π subcharts). Let (U, V × Y, φ) be a Y -π-bundle chart of E
in the coordinate space X × Y and (U ′, V ′ × Y, φ′) a subchart of (U, V × Y, φ).
Then (U ′, V ′×Y, φ′) is a Y -π-bundle chart of E in the coordinate space X×Y .
Proof. (U ′, V ′ × Y, φ′) satisfies the conditions of definition 11.20:
1. U ′ ⊆ E is open.
2. φ[U ′] os open since φ is a homeomorphism.
3. φ ↾U ′: U
′ // V ′ × Y is the restriction of a homeomorphism and thus a
homeomorphism. φ ↾U ′ preserves fibers because φ does.
Definition 11.24 (G-ρ-compatibility). Let E,X, Y be topological spaces, G a
topological group, ρ: Y ×G //Y an effective right action of G on Y , π: E // //X
surjective and (Uµ, V µ×Y, φµ), (Uν , V ν×Y, φν) Y -π-bundle charts. (Uµ, V µ×
Y, φµ) and (Uν , V ν × Y, φν) are G-ρ-compatible if either
1. Uµ and Uν are disjoint
2. The transition function tµν = φ
µ ◦ φν−1 ↾φν [Uµ∩Uν ] is generated by the
group action, i.e., there is a continuous function gµν : π1[φ
ν [Uµ∩Uν ]] //G
such that (
∀(x,y)∈φν[Uµ∩Uν ]
)
tµν (x, y) =
(
x, y ⋆ gµν (x)
)
(11.16)
Lemma 11.25 (Symmetry of G-ρ compatibility). Let (Uµ, V µ × Y, φµ) and
(Uν , V ν×Y, φν) be Y -π-bundle charts of E in the coordinate space X×Y . Then
(Uµ, V µ× Y, φµ) is G-ρ-compatible with (Uν , V ν × Y, φν) iff (Uν , V ν × Y, φν) is
G-ρ-compatible with (Uµ, V µ × Y, φµ).
Proof. It suffices to prove the result in one direction. If (Uµ, V µ × Y, φµ) ∩
(Uν , V ν × Y, φν) then (Uν , V ν × Y, φν) ∩ (Uµ, V µ × Y, φµ). Otherwise, let
gµν : π1[φ
ν [Uµ ∩ Uν ]] //G be a continuous function such that(
∀(x,y)∈φν[Uµ∩Uν ]
)
tµν (x, y) =
(
x, y ⋆ gµν (x)
)
and the inverse transition function is also generated by the group action:(
∀(x,y)∈φν[Uµ∩Uν ]
)
tνµ(x, y) =
(
x, y ⋆ gµν (x)
−1)
Lemma 11.26 (G-ρ-compatibility of subcharts). Let (U i, V i × Y, φi) be a Y -
π-bundle chart of E in the coordinate space X×Y , (U ′i, V ′i×Y, φ′i) a subchart
and (U1, V 1, φ1) be G-ρ-compatible with (U2, V 2, φ2). Then (U ′1, V ′1 × Y, φ′1)
is G-ρ-compatible with (U ′2, V ′2 × Y, φ′2).
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Proof. If U1 ∩ U2 = ∅ then U ′1 ∩ U ′2 = ∅. If U ′1 ∩ U ′2 = ∅ then (U ′1, V ′1 ×
Y, φ′1) is G-ρ-compatible with (U ′2, V ′2 × Y, φ′2). Otherwise, the transition
function t12
def
= φ1 ◦ φ2−1 ↾φ2[U1∩U2] is generated by the group action and hence
t12 ↾φ2[U ′1∩U ′2]: φ
2[U ′1∩U ′2] //
∼
= // //φ1[U ′1∩U ′2] is generated by the group action.
Corollary 11.27 (G-ρ-compatibility with subcharts). Let (U, V × Y, φ), be a
Y -π-bundle chart of E in the coordinate space X × Y and (U ′, V ′ × Y, φ′) a
subchart. Then (U ′, V ′ × Y, φ′) is G-ρ-compatible with (U, V × Y, φ).
Proof. (U, V ×Y, φ) is G-ρ-compatible with itself and is a subchart of itself,
Definition 11.28 (Covering by Y -π-bundle charts). Let A be a set of Y -π-
bundle charts of E in the coordinate space X×Y . A covers E iff E =
⋃
π1[A].
Lemma 11.29. Let A be a set of Y -π-bundle charts of E in the coordinate
space X × Y that covers E and x ∈ X. Then π−1[{x}] is homeomorphic to Y .
Proof. Since A covers E, there is a chart (U, V, φ) in A containing x. Then
π−1[{x}] is homeomorphic to Y by lemma 11.21 (Properties of projection) on
page 93 .
11.4 Bundle atlases
A set of charts can be atlases for different fiber bundles even if it is for the
same total model space, base space and fiber. In order to aggregate atlases into
categories, there must be a way to distinguish them. Including the spaces17,
group and group action in the definitions of the categories serves the purpose.
Definition 11.30 (Bundle atlases). Let B
def
=(E,X, Y,G, π, ρ), be a proto-
bundle. Then A is a bundle atlas of B, abbreviated isAtlBunOb (A,B) and A
is a π-G-ρ-bundle atlas of E in the coordinate space X × Y , abbreviated
isAtlBunOb (A, E,X, Y,G, π, ρ), iff it consists of a set of mutually G-ρ-compatible
Y -π-bundle charts of E in the coordinate space X × Y that covers E18.
By abuse of language we write U ∈ A for U ∈ π1[A].
Remark 11.31. The definition of a π-G-ρ-bundle atlas is by design similar to the
definition of a coordinate bundle in [Steenrod, 1999, p. 7], but there are signifi-
cant differences. This paper will use the term bundle atlas to avoid confusion.
LetBα
def
=(Eα, Xα, Y α, Gα, πα, ρα), α ≺ A, be a protobundle andB
def
= {Bα|α ≺ A}
be a set of protobundles. Then
AtlBunOb (B
α)
def
=
{
(A,Bα)|isAtlBunOb (A, E
α, Xα, Y α, Gα, πα, ρα)
}
(11.17)
17 The spaces are redundant, but convenient.
18 There is no need to introduce the concept of a full pi-G-ρ-bundle atlas because a pi-G-ρ-
bundle atlas is automatically full.
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AtlBunOb B
def
=
⋃
α≺AAtl
Bun
Ob (B
α) (11.18)
Lemma 11.32 (Bundle atlases). Let E,X, Y be topological spaces, G a topo-
logical group, π: E // //X surjective and ρ: Y ×G // Y an effective right action
of G on Y . Then A is a π-G-ρ-bundle atlas of E in the coordinate space X×Y
iff it is an m-atlas of E
triv
in the coordinate space X,Y
G−ρ−triv
and every coordinate
function preserves fibers.
Proof. If A is a π-G-ρ-bundle atlas of E in the coordinate space X × Y then
1. Every chart inA is a Y -π-bundle chart of E in the coordinate spaceX×Y ,
and hence its coordinate function preserves fibers.
2. The charts in A are mutually G-ρ-compatible; hence the transition func-
tions are generated by the group action and are morphisms of X,Y
G−ρ−triv
.
If A is an m-atlas of E
triv
in the coordinate space X,Y
G−ρ−triv
then the transition
functions are generated by the group action and and thus the charts are mutually
G-ρ-compatible.
If every coordinate function preserves fibers then the m-charts of A are Y -
π-bundle charts.
Definition 11.33 (Compatibility of charts with bundle atlases). A Y -π-bundle
chart (U, V × Y, φ) of E in the coordinate space X × Y is G-ρ-compatible with
a π-G-ρ-bundle atlas A iff it is G-ρ-compatible with every chart in the atlas.
Lemma 11.34 (Compatibility of subcharts with bundle atlases). Let A be a
π-G-ρ-bundle atlas of E in the coordinate space X × Y and C1 = (U, V × Y, φ)
a Y -π-bundle chart in A. Then any subchart of C1 is G-ρ-compatible with A.
Proof. Let C ′1 = (U ′1, V ′1 × Y, φ′1) be a subchart of C1 and C2 = (U2, V 2 ×
Y, φ2) another chart in A.
1. If U1 ∩ U2 = ∅, then U ′ ∩ U2 = ∅.
2. If U ′ ∩ U2 = ∅ then C ′1 is G-ρ-compatible with C2.
3. Otherwise the transition function t12
def
= φ1◦φ2−1 ↾φ1[U1∩U2] is generated by
the group action and thus t12 ↾φ2[U ′1∩U2] is generated by the group action.
Lemma 11.35 (Extensions of bundle atlases). Let A be a π-G-ρ-atlas of E
in the coordinate space X × Y and (Ui, Vi, φi), i = 1, 2 be π-G-ρ-charts of E
in the coordinate space X × Y G-ρ-compatible with A in the coordinate space
X × Y . Then (U1, V1, φ1) is G-ρ-compatible with (U2, V2, φ2) in the coordinate
space X × Y .
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Proof. If U1 ∩ U2 = ∅ then (U1, V1, φ1) is G-ρ-compatible with (U2, V2, φ2).
Otherwise, φ2◦φ
−1
1 ↾φ1[U1∩U2]: φ1[U1∩U2]
//
∼
= // //φ2[U1∩U2] is a homeomorphism.
It remains to show that φ2 ◦ φ
−1
1 ↾φ1[U1∩U2] is generated by the group action.
Let (U ′α, V
′
α, φ
′
α), α ≺ A, be charts in A such that U1 ∩ U2 ⊆
⋃
α≺AU
′
α and
U1∩U2∩U ′α 6= ∅, α ≺ A. Since the charts are G-ρ-compatible with (U
′
α, V
′
α, φ
′
α),
φ2 ◦ φ′−1α ↾U1∩U2∩U ′α and φ
′
α ◦ φ
−1
1 ↾U1∩U2∩U ′α are generated by the group action
and thus φ2 ◦ φ−11 = φ
2 ◦ φ′−1α ◦ φ
′
α ◦ φ
−1
1 is generated by the group action.
Definition 11.36 (Maximal bundle atlases). Let A be a π-G-ρ-bundle atlas
of E in the coordinate space X × Y . A is a maximal π-G-ρ-bundle atlas,
abbreviated isAtlBunOb
max
(A, E,X, Y,G, π, ρ), iff it cannot be extended by adding an
additional G-ρ-compatible Y -π-bundle chart.
A is a semi-maximal π-G-ρ-bundle atlas of E in the coordinate space C,
abbreviated isAtlBunOb
S−max
(A, E,X, Y,G, π, ρ), iff whenever (U, V × Y, φ) ∈ A, U ′ ⊆
U, V ′ × Y ⊆ V × Y and V ′′ × Y ⊆ X × Y are open sets, φ[U ′] = V ′ × Y ,
φ′: V ′ × Y //
∼
= // // V ′′ × Y is a fiber preserving homeomorphism generated by the
group action then (U ′, V ′′ × Y, φ′ ◦ φ) ∈ A.
LetBα
def
=(Eα, Xα, Y α, Gα, πα, ρα), α ≺ A, be a protobundle andB
def
= {Bα|α ≺ A}
be a set of protobundles. Then
AtlBunOb
max
(Bα)
def
=
{
(A,Bα)|isAtlBunOb
max
(A, Eα, Xα, Y α, Gα, πα, ρα)
}
(11.19)
AtlBunOb
max
B
def
=
⋃
α≺AAtl
Bun
Ob
max
(Bα) (11.20)
AtlBunOb
S−max
(Bα)
def
=
{
(A,Bα)|isAtlBunObS−max (A, E
α, Xα, Y α, Gα, πα, ρα)
}
(11.21)
AtlBunOb
S−max
B
def
=
⋃
α≺AAtl
Bun
Ob
S−max
(Bα) (11.22)
Lemma 11.37 (Maximal π-G-ρ-bundle atlases are semi-maximal π-G-ρ-bundle
atlases). Let E,X, Y be topological spaces, G a topological group, π: E // // X
surjective, ρ: Y ×G //Y an effective right action of G on Y and A a maximal
π-G-ρ-bundle atlas of E in the coordinate space X × Y . Then A is a semi-
maximal π-G-ρ-bundle atlas of E in the coordinate space X × Y .
Proof. Let (U, V × Y, φ) ∈ A, U ′ ⊆ U, V ′ × Y ⊆ V × Y and V ′′ × Y ⊆ X × Y
be open sets and φ[U ′] = V ′ × Y , φ′: V ′ × Y //
∼
= // // V ′′ × Y be a fiber preserving
homeomorphism generated by the group action. (U ′, V ′, φ) is a subchart of
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(U, V, φ) and by lemma 11.34 (Compatibility of subcharts with bundle atlases)
on page 96 is G-ρ-compatible with the charts ofA. Since φ′ is a fiber preserving
homeomorphism generated by the group action, (U ′, V ′′ × Y, φ′ ◦ φ) is G-ρ-
compatible with the charts of A. Since A is maximal, (U ′, V ′′, φ′ ◦φ) is a chart
of A.
Theorem 11.38 (Existence and uniqueness of maximal π-G-ρ-bundle atlases).
Let B
def
=(E,X, Y,G, π, ρ) be a protobundle and A π-G-ρ-bundle atlas of E in
the coordinate space X × Y . Then there exists a unique maximal π-G-ρ-bundle
atlas AtlasBun
max
(A,B) of E in the coordinate space X × Y G-ρ-compatible with
A.
Proof. Let P be the set of all π-G-ρ-bundle atlases E in the coordinate space
X×Y containing A and G-ρ compatible in the coordinate space X×Y with A.
Let P
max
be a maximal chain of P . Then A′ =
⋃
P
max
is a maximal π-G-ρ-bundle
atlas of E in the coordinate space X × Y G-ρ compatible with A. Uniqueness
follows from lemma 11.35 (Extensions of bundle atlases) on page 96 .
Lemma 11.39 (Existence and uniqueness of projection for atlases in G-ρ-model
spaces). Let E, X and Y be topological spaces, G a topological group, ρ an
effective action of G on Y , C
def
=(X × Y,XY) a G-ρ model space of X × Y and
A an m-atlas of E in the coordinate model space C. Then there exists a unique
function π: E //X such that for any chart (U, V, φ) in A, π ↾U= π1 ◦ φ. If A
is full then π is surjective.
Proof. Let (U, V, φ) be an arbitrary chart in A and define π(e ∈ U) = π1 ◦φ(e).
π(e) does not depend on the choice of chart because the morphisms of a G-ρ
model space preserve fibers. π is continuous because it is continuous on each
coordinate patch.
Let x ∈ X . If A is full then there exists a chart (U, V, φ) in A such that
x ∈ π1[V ]. Let u be an arbitrary point in φ−1[{x}×Y ]. Then π(u) = π1(φ(u)) =
x.
11.5 Bundle atlas morphisms and functors
This section defines categories of bundle atlases, AtlBunB. and constructs func-
tors from them to categories of m-atlases, B
Bun−T riv
and B
Bun−prod−T riv
. It only
constructs reverse functors for B
Bun−prod−T riv
.
Definition 11.40 (Bundle-atlas morphisms). Let Bi
def
=(Ei, X i, Y i, Gi, πi, ρi),
i = 1, 2, be a protobundle and let Ai be a πi-Gi-ρi-atlas of Ei in the coordinate
spaceCi = X i×Y i. Then f
def
=(fE: E
1 //E2, fX: X
1 //X2, fY : Y
1 //Y 2, fG: G
1 //G2)
is a B1-B2 bundle-atlas morphism from A1 to A2, abbreviated
isAtlBunAr (A
1,B1,A2,B2,f), iff
1. all four functions are continuous
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2. fG is a homomorphism
3. f commutes with πi and ρi, i.e.,
(a) π2 ◦ fE = fX ◦ π1
(b)

∀y∈Y 1
g∈G1

 fY (y) ⋆2 fG(g) = fY (y ⋆1 g)
4. for any (U1, V 1, φ1: U1 //
∼
= // // V 1) ∈ A1, (U2, V 2, φ2: U2 //
∼
= // // V 2) ∈ A2,
the diagram D
def
=({I
def
= U1 ∩ f −10 [U
2], V 1, E2, U2, V 2}, {f0, φ2, φ1, f1}) is
locally nearly commutative in X,Y, π, ρ.
If A1 and A2 are maximal atlases then f is also a maximal B1-B2 bundle-
atlas morphism from A1 to A2, abbreviated isAtlBunAr
max
(A1,B1,A2,B2,f)
The identity morphism of (Ai,Bi) is
Id(Ai,Bi)
def
=
((
IdEi , IdXi , IdY i , IdGi
)(
Ai,Bi
)
,
(
Ai,Bi
))
(11.23)
This nomenclature will be justified later.
Let Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), i = 1, 2, be a protobundle. Then
AtlBunAr (B
1,B2)
def
=
{(
f , (A1,B1), (A2,B2)
)
| isAtlBunAr (A
1,B1,A2,B2,f)
}
(11.24)
AtlBunAr
max
(B1,B2)
def
=
{(
f , (A1,B1), (A2,B2)
)
|isAtlBunAr
max
(A1,B1,A2,B2,f)
}
(11.25)
AtlBunAr
S−max
(B1,B2)
def
=
{(
f , (A1,B1), (A2,B2)
)
|isAtl
Bun
Ar
S−max
(A1,B1,A2,B2,f)
}
(11.26)
AtlBun(Bi)
def
=
(
AtlBunOb (B
i),AtlBunAr (B
i,Bi),
A
◦
)
(11.27)
AtlBun(Bi)
def
=
(
AtlBunOb (B
i),AtlBunAr (B
i,Bi),
A
◦
)
(11.28)
Lemma 11.41 (Bundle-atlas morphisms). Let Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), i =
1, 2, be a protobundle and let Ai be a πi-Gi-ρi-atlas of Ei in the coordinate space
Ci = X i×Y i. Then f
def
=(fE: E
1 //E2, fX: X
1 //X2, fY : Y
1 //Y 2, fG: G
1 //G2)
is a B1-B2 bundle-atlas morphism from A1 to A2 iff fX × fY is a G1-G2-ρ1-ρ2
morphism from X1, Y 1
G1−ρ1−triv
to X2, Y 2
G2−ρ2−triv
and (fE , fX × fY ) is a E1
triv
-E2
triv
m-atlas
morphism from A1 to A2 in the coordinate spaces X1, Y 1
G1−ρ1−triv
, X2, Y 2
G2−ρ2−triv
.
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Proof. If f is a B1-B2 bundle-atlas morphism then fX × fY is a model function
and fG is the function asserted to exist in eq. (11.4) (preservation of group
action) of definition 11.8 (Morphisms of G-ρ-model spaces) on page 87 , so
fX × fY is a G1-G2-π1-π2 morphism.
A diagram is locally nearly commutative in X2, Y 2, π2, ρ2 iff it is m-locally
nearly commutative in π2
(
X2, Y 2
G2−ρ2−triv
)
, thus (fE , fX × fY ) is a m-atlas morphism
in the coordinate space X2, Y 2
G2−ρ2−triv
, so (fE , fX× fY ) is an m-atlas morphism from
A1 to A2 in the coordinate space X2, Y 2
G2−ρ2−triv
.
If fX × fY is a G1-G2-π1-π2 morphism from X1, Y 1
G1−ρ1−triv
to X2, Y 2
G2−ρ2−triv
then f
commutes with ρi.
If (fE , fX × fY ) is a E
triv
1- E
triv
2 m-atlas morphism from A1 to A2 in the coor-
dinate space X2, Y 2
G2−ρ2−triv
then f commutes with πi.
A diagram is locally nearly commutative in X2, Y 2, π2, ρ2 iff it is m-locally
nearly commutative in π2( X
2, Y 2
G2−ρ2−triv
), thus (fE , fX × fY ) is a m-atlas morphism
in the coordinate space X2, Y 2
G2−ρ2−triv
, so f is a B1-B2 bundle-atlas morphism from
A1 to A2.
Corollary 11.42 (Bundle-atlas morphisms). Let Bi
def
=(Ei, X i, Y i, Gi, πi, ρi),
i = 1, 2, 3, be a protobundle, Ai be a πi-Gi-ρi-atlas of Ei in the coordinate space
Ci = X i×Y i and f i
def
=(f iE: E
i //Ei+1, f iX: X
i //X i+1, f iY : Y
i //Y i+1, f iG: G
i //Gi+1)
a B1-B2 bundle-atlas morphism from Ai to Ai+i.
f2
()
◦ f1 is a bundle-atlas morphism from A1 to A3.
Proof. f 1X × f 1Y ◦ f
2
X × f
2
Y is a G
1-G3-π1-π3 morphism from X1, Y 1
G1−ρ1−triv
to
X3, Y 3
G3−ρ3−triv
by lemma 8.21 (M-atlas morphisms) on page 43 and (f 1E , f
1
X × f
1
Y )
()
◦
(f 2E , f
2
X × f
2
Y ) is a E
triv
1- E
triv
3 m-atlas morphism from A1 to A3 in the coordinate
space X3, Y 3
G3−ρ3−triv
by lemma 11.9 (Morphisms of G-ρ-model spaces) on page 87
.
Definition 11.43 (Categories of bundle atlases). LetBα
def
=(Eα, Xα, Y α, Gα, πα, ρα),
α ≺ A, be a protobundle and B
def
= {Bα|α ≺ A} be a set of protobundles. Then
AtlBunAr B
def
=
⋃
B
µ
∈B
Bν∈B
AtlBunAr (Bµ,Bν) (11.29)
AtlBunB
def
=
(
AtlBunOb (B),Atl
Bun
Ar (B),
A
◦
)
(11.30)
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AtlBunAr
max
B
def
=
⋃
B
µ
∈B
Bν∈B
AtlBunAr
max
(Bµ,Bν) (11.31)
AtlBun
max
B
def
=
(
AtlBunOb
max
(B),AtlBunAr
S−max
(B),
A
◦
)
(11.32)
AtlBunAr
S−max
B
def
=
⋃
B
µ
∈B
Bν∈B
AtlBunAr
S−max
(Bµ,Bν) (11.33)
AtlBun
S−max
B
def
=
(
AtlBunOb
S−max
(B),AtlBunAr
S−max
(B),
A
◦
)
(11.34)
Lemma 11.44 (AtlBunB is a category). Let Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα),
α ≺ A, be a protobundle and B
def
= {Bα|α ≺ A} be a set of protobundles. Then
AtlBunB is a category
Let (Aα,Bα) ∈ AtlBunOb B. Then Id(Aα,Bα) is the identity morphism for
(Aα,Bα).
Proof. Let (Ai,Bi), i = 1, 2, 3 be objects of AtlBunB and let
mi
def
=
(
f i, (Ai,Bi), (Ai+1,Bi+1)
)
be morphisms of AtlBunB. Then
1. Composition:(
m2
()
◦m2, (A1,E1,C1), (A3,E3,C3)
)
is a morphism ofAtlBunB by corol-
lary 11.42 (Bundle-atlas morphisms) on page 100 .
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Identity:
Id(Ai,Ei,Ci is an identity morphism by lemma 3.17.
Definition 11.45 (Functor from Bundle atlases to m-atlases). Let
Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), i = 1, 2, be a protobundle, let Ai be a πi-Gi-ρi-
atlas of Ei in the coordinate space Ci = X i × Y i and let f
def
=(fE: E
1 // E2, fX: X
1 // X2, fY : Y
1 // Y 2, fG: G
1 // G2) be a B1-B2
bundle-atlas morphism from A1 to A2. Then
FBunBun,M−atlas(A
i,Bi)
def
=(Ai, E
triv
i, X i, Y i
Gi−ρi−triv
) (11.35)
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F
Bun
Bun,M−atlas
(
f , (A1,B1), (A2,B2)
) def
=(
(fE ,fX × fY ), (A
1, E1
triv
, C1
G1−ρ1−triv
), (A2, E2
triv
, C2
G2−ρ2−triv
)
)
(11.36)
Theorem 11.46 (Functor from Bundle atlases to m-atlases). Let E be a set
of topological spaces. Bα
def
=(Eα ∈ E, Xα, Y α, Gα, πα, ρα), α ≺ A, be a proto-
bundle, B
def
= {Bα|α ≺ A} be a set of protobundles and Cα
def
= (Xα, Y α)
Gα−ρα−triv
. Then
FBunBun,M−atlas is a functor from Atl
Bun(B) to Atl( E
T riv
, B
Bun−T riv
and a functor
from AtlBun(B) to
Atl( E
T riv
, B
Bun−prod−T riv
.
Proof. Let oi
def
=(Ai, Bi), i ∈ [1, 3], be objects ofAtlBun(B) andmi
def
=
(
f i,oi,oi+1
)
,
i = 1, 2, be morphisms.
FBunBun,M−atlas(m
i) is a morphism from FBunBun,M−atlas o
i to FBunBun,M−atlas o
i+1:
FBunBun,M−atlas(m
i) =
FBunBun,M−atlas
(
f i, (Ai,Bi), (Ai+1,Bi+1)
)
=(
(f iE ,f
i
X × f
i
Y ), (A
i, E
triv
i, Ci
G−ρ−triv
), (Ai+1, E
triv
i+1, Ci+1
G−ρ−triv
)
) (11.37)
FBunBun,M−atlas maps identity functions to identity functions:
FBunBun,M−atlas Id(Ai,Bi) =
FBunBun,M−atlas
(
(IdEi , IdXi , IdY i , IdGi), (A
i,Bi), (Ai,Bi)
)
=(
(Id E
triv
i , IdCi), (A
i, E
triv
i, Ci
G−ρ−triv
), (Ai, E
triv
i, Ci
G−ρ−triv
)
)
=(
(Id E
triv
i , IdCi),F
Bun
Bun,M−atlas(A
i,Bi),FBunBun,M−atlas(A
i,Bi)
)
=
IdFBunBun,M−atlas(Ai,Bi)
(11.38)
FBunBun,M−atlas(m
2)
A
◦ FBunBun,M−atlas(m
1) = FBunBun,M−atlas(m
2 A◦ m1):
1. m2
A
◦ m1 =
(
(f 20 ◦ f
1
0 , f
2
X ◦ f
1
X , f
2
Y ◦ f
1
Y , f
2
G ◦ f
1
G), (A
1,B1), (A3,B3)
)
2. FBunBun,M−atlas
(
(Ai,Bi)
)
= (Ai, E
triv
i, X i, Y i
Gi−ρi−triv
)
3. FBunBun,M−atlas(m
i) =(
(f i0 , f
i
1 ), (A
i, E
triv
i, X i, Y i
Gi−ρi−triv
), (Ai+1, E
triv
i+1, Ci+1
Gi−ρi−triv
)
)
4. FBunBun,M−atlas(m
2)
A
◦ FBunBun,M−atlas(m
1) =(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ), (A
1, E
triv
1, C1
G1−ρ1−triv
), (A3, E
triv
3, C3
G3−ρ3−triv
)
)
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5. FBunBun,M−atlas(m
2 ◦m1) =(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
2
1 ), (A
1, E
triv
1, C1
G1−ρ1−triv
), (A3, E
triv
3, C3
G3−ρ3−triv
)
)
Lemma 11.47 (Base space functions derived from bundle-atlas morphisms).
Let Ei, i = 1, 2, be a model space, X i, Y i topological spaces, Gi a topological
group, ρi an effective action of Gi on Y i, Ci
def
=(X i × Y i,XY i) a Gi-ρi model
space of X i×Y i, fC: C1 //C2 a G1-G2-ρ1-ρ2 morphism of X1×Y 1 to X2×Y 2,
i.e., a model function that preserves group action, Ai an m-atlas of Ei in the
coordinate model space Ci and f
def
=(fE: E
1 // E2, fC: C
1 // C2) an E1-E2
m-atlas morphism of A1 to A2 in the coordinate spaces C1, C2.
Then there exists a unique function fX: X
1 //X2 such that fX ◦π1 = π1◦fC .
Proof. Let x in X1, y, y′ in Y 1, Then fC preserves fibers, i.e., π1
(
fC(x, y)
)
=
π1
(
fC(x, y
′)
)
. by lemma 11.9 (Morphisms of G-ρ-model spaces) on page 87 .
Define fX(x)
def
= π1
(
fC(x, y)
)
Remark 11.48. There need not exist fY : Y
1 // Y 2 such that fC = fX × fY .
Definition 11.49 (Functor from m-atlases to Bundle atlases). Let E be a
trivial model category, C be a trivial product coordinate model category with
objects
{
Cα
def
=(Xα × Y α,XYα)|α ≺ A
}
, G a group valued function on Ob(C)
and ρ a function valued function on Ob(C) such that for every Cα
def
=(Xα ×
Y α,XYα)
Ob
∈ C, ρ(Cα) is an effective action ofG(Cα) on Y α and Xα, Y α
G(Cα)−ρ(Cα)−triv
=
Cα.
LetEi
def
=(Ei, E i)
Ob
∈ E, i = 1, 2, be a trivial model space,Ci
def
=(X i×Y i,XY i)
Ob
∈ C
Gi
def
= G(Ci), ρi
def
= ρ(Ci), Ai a full m-atlas of Ei in the coordinate space Ci,
πi: Ei // //X i the unique function asserted in lemma 11.39 and Bi
def
=
(Ei, X i, Y i, Gi, πi, ρi). Then define
FBunM−atlas−G−ρ,Bun(A
i,Ei,Ci)
def
=(Ai,Bi) (11.39)
Let f
def
=(fE: E
1 //E2, fC
def
= fX × fY : C1 //C2) be an E1-E2 m-atlas mor-
phism of A1 to A2 in the coordinate spaces C1,C2 that preserves the group
action, fG: G
1 //G2 the unique function asserted to exist in eq. (11.4) (preser-
vation of group action) of definition 11.8 (Morphisms of G-ρ-model spaces) on
page 87 .
Then
FBunM−atlas−G−ρ,Bun
(
f , (A1,E1,C1), (A2,E2,C2)
) def
=(
(fE , fX , fY , fG), (A
1,B1), (A2,B2)
)
(11.40)
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Theorem 11.50 (Functor from m-atlases to bundle atlases). Let C be a trivial
product coordinate model category, E a model category, G a group valued func-
tion on Ob(C) and ρ a function valued function on Ob(C) such that for every
Cα
def
=(Xα × Y α,XYα)
Ob
∈ C, ρ(Cα) is an effective action of G(Cα) on Y α and
Xα, Y α
G(Cα)−ρ(Cα)−triv
= Cα.
Let π be the unique function valued function on AtlOb
full
(E , C) such that for
every
(
Aα, (Eα, Eα), (Cα, Cα)
)
∈ AtlOb
full
(E , C) and (U, V, φ) ∈ Aα, π1 ◦ φ =
π(Aα) ↾U and let B
def
= {Bα def=(Eα, Xα, Y α, G(Cα), π(Aα), ρ(Cα))|(
Aα, (Eα, Eα), (Cα
def
= Xα × Y α, Cα)
)
∈ AtlOb
full
(E , C)}.
Then FBunM−atlas−G−ρ,Bun is a functor from Atl( E
T riv
, B
Bun−prod−T riv
to AtlBun(B).
Proof. Let oi
def
=(Ai,Ei,Ci
def
=(X i × Y i,XYi))
Ob
∈ M), i ∈ [1, 3], Gi
def
= G(oi),
πi
def
= π(oi), ρi
def
= ρ(oi), Ai an m-atlas of Ei in the coordinate model space Ci,
Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), mi
def
=
(
f i,oi,oi+1
)Ar
∈ M, i = 1, 2, an Ei-Ei+1 m-
atlas morphism of Ai to Ai+1 in the coordinate spaces Ci,Ci+1 that pre-
serves the group action, fG: G
i //Gi+1 the unique function asserted to exist in
eq. (11.4) (preservation of group action) of definition 11.8 (Morphisms of G-ρ-model spaces)
on page 87 and πi: Ei // //X i the unique function asserted in lemma 11.39.
Let f iG: G
i //Gi+1 be the function asserted by eq. (11.4) (G-ρ model spaces)
on page 87 ; let f i1 = f
i
X × f
i
Y be the decomposition given by definition 11.12
(Trivial G-ρ-model spaces) on page 89 .
FBunM−atlas−G−ρ,Bun(m
i) is a morphism from FBunM−atlas−G−ρ,Bun o
i to
FBunM−atlas−G−ρ,Bun o
i+1:
FBunM−atlas−G−ρ,Bun(m
i) =
FBunM−atlas−G−ρ,Bun(f
i,oi,oi+1) =(
(f i0 , f
i
X , f
i
Y , f
i
G), (A
i,Bi), (Ai+1,Bi+1)
)
=(
(f i0 , f
i
X , f
i
Y , f
i
G),F
Bun
M−atlas−G−ρ,Bun o
i,FBunM−atlas−G−ρ,Bun o
i+1
)
(11.41)
FBunM−atlas−G−ρ,Bun maps identity functions to identity functions:
FBunM−atlas−G−ρ,Bun Idoi =
FBunM−atlas−G−ρ,Bun
(
(IdEi , IdCi),o
i,oi
)
=(
(IdEi , IdXi , IdY i , IdGi), (A
i,Bi), (Ai,Bi)
)
=(
(IdEi , IdXi , IdY i , IdGi),F
Bun
M−atlas−G−ρ,Bun o
i,FBunM−atlas−G−ρ,Bun o
i
)
=
IdFBunM−atlas−G−ρ,Bun oi
(11.42)
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FBunM−atlas−G−ρ,Bun(m
2)
A
◦ FBunM−atlas−G−ρ,Bun(m
1) = FBunM−atlas−G−ρ,Bun(m
2 A◦
m1):
1. m2
A
◦ m1 =
(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 ),o
1,o3
)
2. FBunM−atlas−G−ρ,Bun
(
oi
)
= (Ai,Bi)
3. FBunM−atlas−G−ρ,Bun(m
i) =(
(f i0 , f
i
X , f
i
Y , f
i
G), (A
i,Bi), (Ai+1,Bi+1)
)
4. FBunM−atlas−G−ρ,Bun(m
2)
A
◦ FBunM−atlas−G−ρ,Bun(m
1) =(
(f 20 ◦ f
1
0 , f
2
X ◦ f
1
X , f
2
Y ◦ f
1
Y , f
2
G ◦ f
1
G), (A
1,B1), (A3,B3)
)
5. FBunM−atlas−G−ρ,Bun(m
2 ◦m1) =(
(f 20 ◦ f
1
0 , f
2
X ◦ f
1
X , f
2
Y ◦ f
1
Y , f
2
G ◦ f
1
G), (A
1,B1), (A3,B3)
)
FBunBun,M−atlas ◦F
Bun
M−atlas−G−ρ,Bun = Id.
Proof. Expanding the definitions, we have
1. FBunM−atlas−G−ρ,Bun(A
i,Ei,Ci) = (Ai,Bi)
2. FBunBun,M−atlas(A
i,Bi) = (Ai, E
triv
i, X i, Y i
Gi−ρi−triv
)(Ai,Ei,Ci), since by defini-
tion 11.49, Ei and Ci are trivial.
3. FBunM−atlas−G−ρ,Bun
(
(f1E ,f
1
X × f
1
Y ), (A
1,E1,C1), (A2,E2,C2)
)
=(
(f 1E , f
1
X , f
1
Y , f
1
G), (A
1,B1), (A2,B2)
)
4. FBunBun,M−atlas
(
(f 1E , f
1
X , f
1
Y , f
1
G), (A
1,B1), (A2,B2)
)
=(
(f1E ,f
1
X × f
1
Y ), (A
1, E1
triv
, C1
G1−ρ1−triv
), (A2, E2
triv
, C2
G2−ρ2−triv
)
)
=(
(f1E ,f
1
X ×f
1
Y ), (A
1,E1,C1), (A2,E2,C2)
)
, since by definition 11.49, Ei
and Ci are trivial.
11.6 Associated model spaces and functors
Definition 11.51 (Coordinate model spaces associated with bundle atlases).
Let
Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), Ai be a πi-Gi-ρi-bundle atlas of Ei in the coordi-
nate space Ci = X i × Y i and f
def
=(fE: E
1 // E2, fX: X
1 //X2, fY : Y
1 // Y 2, fG: G
1 //G2) such that
isAtlBunOb (A
i, Ei, X i, Y i, Gi, πi, ρi) and isAtlBunAr (A
1,B1,A2,B2,f). Then
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F
Bun
2 (A
i,Bi)
def
=
Mod
min
(
Ci, π2[A
i],

φ′ ◦ φ−1|

∃ (U,V,φ)∈Ai
(U ′,V ′,φ′)∈Ai

U ∩ U ′ 6= ∅


)
(11.43)
F
Bun
2
(
f , (A1,B1), (A2,B2)
) def
= fX × fY : F
Bun
2 (A
1,B1) // F
Bun
2 (A
2,B2)
(11.44)
The minimalG-ρ coordinate model space with neighborhoods inAi is FBun2 (A
i,Bi).
The coordinate mapping associated with the B1-B2 bundle-atlas morphism
f from A1 to A2 is fX × fY : FBun2 (A
1,B1) // FBun2 (A
2,B2). If it is a model
function then it is also the coordinate G1-G2-ρ1-ρ2 morphism associated with
the B1-B2 bundle-atlas morphism f from A1 to A2.
Lemma 11.52 (Coordinate model spaces associated with bundle atlases). Let
B
def
=(E,X, Y,G, π, ρ) and let A be a π-G-ρ-bundle atlas of E in the coordinate
space C = X × Y . Then FBun2 (A,B) is a model space.
Proof. FBun2 (A,B) satisfies the conditions for a model space. for a model space.
Let C
def
= π2
(
FBun2 (A,B)
)
.
1. Since π2[A] is an open cover of
⋃
π2[A], the set of finite intersections is
also an open cover.
2. Finite intersections of finite intersections are finite intersections
3. Restrictions of continuous function are continuous
4. If f: A //B is a morphism of FBun2 (A,B) A,A
′, B,B′ objects of C A′ ⊆ A,
B′ ⊆ B and f [A′] ⊆ B′ then since f: A // B is a morphism it is a
restriction of a transition function between its restrictions to sets in π2[A]
and its restrictions are also, hence morphisms, and thus f ↾A′ A
′ //B′ is
a morphism.
5. If (U, V, φ) ∈ A then IdV = φ ◦ φ−1A is a transition function and hence a
morphism of FBun2 (A,B). If A,A
′ objects of C and A′ ⊆ A then the inclu-
sion map i: A′ →֒ A is a restriction of an identity morphism of FBun2 (A,B)
and hence a morphism.
6. Restricted sheaf condition: let
(a) Uα, Vα, α ≺ A, be objects of C
(b) fα: Uα // Vα be morphisms of C
(c) U
def
=
⋃
α≺AUα
(d) V
def
=
⋃
α≺AVα
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(e) f : U // V be continuous and

∀ α≺A
x∈Uα

 f (x) = fα(x)
Then f is generated by the group action and hence a morphism of C
Definition 11.53 (Model spaces associated with bundle atlases). Let
Bi
def
=(Ei, X i, Y i, Gi, πi, ρi), i = 1, 2, and Ai be a πi-Gi-ρi-bundle atlas of Ei
in the coordinate space Ci = X i × Y i. Then
FBun1 (B
i,Ai)
def
=
Mod
min
(
Ci, π1[A
i],

φ′−1 ◦ φ|

∃ (U,V,φ)∈Ai
(U ′,V ′,φ′)∈Ai

U ∩ U ′ 6= ∅

) (11.45)
FBun1
(
f , (A1,B1), (A2,B2)
) def
= fE: F
Bun
1 (A
1,B1) // FBun1 (A
2,B2) (11.46)
The minimal model spaces with neighborhoods in the atlas Ai is
FBun1 (E
i, X i, Y i, πi, Gi, ρi,Ai).
The mapping associated with the B1-B2 bundle-atlas morphism f from A1
to A2 is fE: FBun1 (A
1,B1) // FBun1 (A
2,B2). If it is a model function then it
is also the m-atlas morphism associated with the B1-B2 bundle-atlas morphism
f from A1 to A2.
Lemma 11.54 (Model spaces associated with bundle atlases). Let
B
def
=(E,X, Y,G, π, ρ) and let A be a π-G-ρ-bundle atlas of E in the coordinate
space C = X × Y . Then FBun1 (A,B) is a model space.
Proof. Lemma 5.14 (Minimal model spaces are model spaces) on page 18
Theorem 11.55 (Functors from bundle atlases to model spaces). Let Bα
def
=
(Eα, Xα, Y α, Gα, πα, ρα), α ≺ A, be a protobundle, and B
def
= {Bα|α ≺ A} be a
set of protobundles. Then FBun1 is a functor from Atl
BunB to E
triv
and FBun2 is
a functor from AtlBunB to B
Bun−T riv
.
Proof. Let oi
def
=(Ai, Ei, Ci), i ∈ [1, 3], be objects in Bun(E,X,Y ,pi,G,ρ) and
let mi
def
=
(
(f i0 , f
i
1 ), o
i, oi+1
)
be morphisms in AtlBun(E,C).
FBun1 : Atl
BunB // E
triv
:
1. F(f: A // B): F(A) // F(B):
FBun1 (m
i) = f i0 : F
Bun
1 (o
i) // FBun1 (o
i+1)
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2. F(g ◦ f) = F(g) ◦ F(f):
FBun1 (m
2 A◦m1) =
FBun1
(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 )(A
1, E1, C1), (A3, E3, C3)
)
=
f 20 ◦ f
1
0 : F
Bun
1 (o
1) // FBun1 (o
3) =(
f 20 : F
Bun
1 (o
2) // FBun1 (o
3)
)
◦
(
f 10 : F
Bun
1 (o
1) // FBun1 (o
2)
)
=
FBun1
(
(f 20 , f
2
1 )(A
2, E2, C2), (A3, E3, C3)
)
◦
FBun1
(
(f 10 , f
1
1 )(A
1, E1, C1), (A2, E2, C2)
)
=
FBun1 (m
2) ◦ FBun1 (m
1)
3. F(IdA) = IdF(A):
(a) FBun1 (Idoi) = F
Bun
1
(
(IdEi , IdCi), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
=
IdEi: F
Bun
1 (o
i) // FBun1 (o
i)
(b) IdFBun1 (o
i) = IdEi: F
Bun
1 (o
i) // FBun1 (o
i)
FBun2 : Atl
BunB // B
Bun−T riv
:
1. F(f: A // B): F(A) // F(B):
FBun2 (m
i) = f i1 : F
Bun
2 (o
i) // FBun2 (o
i+1)
2. F(g ◦ f) = F(g) ◦ F(f):
FBun2 (m
2 A◦m1) =
FBun2
(
(f 20 ◦ f
1
0 , f
2
1 ◦ f
1
1 )(A
1, E1, C1), (A3, E3, C3)
)
=
f 20 ◦ f
1
0 : F
Bun
2 (o
1) // FBun2 (o
3) =(
f 21 : F
Bun
2 (o
2) // FBun2 (o
3)
)
◦
(
f 11 : F
Bun
2 (o
1) // FBun2 (o
2)
)
=
FBun2
(
(f 20 , f
2
1 )(A
2, E2, C2), (A3, E3, C3)
)
◦
FBun2
(
(f 10 , f
1
1 )(A
1, E1, C1), (A2, E2, C2)
)
=
FBun2 (m
2) ◦ FBun2 (m
1)
3. F(IdA) = IdF(A):
(a) FBun2 (Idoi) = F
Bun
2
(
(IdEi , IdCi), (A
i, Ei, Ci), (Ai, Ei, Ci)
)
=
IdCi: F
Bun
2 (o
i) // FBun2 (o
i)
(b) IdFBun2 (o
i) = IdCi: F
Bun
2 (o
i) // FBun2 (o
i)
11.7 Fiber bundles
Conventionally a fiber bundle is different from its atlases, but definition 11.43
(Categories of bundle atlases) on page 100 encourages treating them on an
equal footing. All of the results for maximal bundle atlases carry directly over
to results for fiber bundles.
Definition 11.56 (fiber bundles). Let E, X and Y be topological spaces,
π: E // //X surjective, G a topological group, ρ: Y ×G // Y an effective right
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action of G on Y and A a maximal π-G-ρ-bundle atlas of E in the coordinate
space X × Y . Then (E,X, Y, π,G, ρ,A) is a fiber bundle.
Let B
def
=
{
Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα)|α ≺ A
}
, where Eα, Xα, Y α are
topological spaces,Gα a topological group, πα: Eα // //Xα surjective and ρα: Y α×
Gα // Y α an effective right action of Gα on Y α. Then
BunObB
def
= AtlBunOb
max
B (11.47)
Definition 11.57 (Bundle maps). Let
B
def
=
{
Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα)|α ≺ A
}
, where Eα, Xα, Y α are topolog-
ical spaces, Gα a topological group, πα: Eα // // Xα surjective and ρα: Y α ×
Gα // Y α an effective right action of Gα on Y α. Then
BunArB
def
= AtlBunAr
max
B (11.48)
BunB
def
=
(
BunObB,BunArB,
A
◦
)
(11.49)
Let (Ai,Bi) ∈ BunObB, i = 1, 2. Then f
def
=
(fE: E
1 // E2, fX: X
1 // X2, fY : Y
1 // Y 2, fG: G
1 // G2) is a bundle map
from (A1,B1) to (A1,B1) iff it is a bundle-atlas morphism from A1 to A2. The
identity morphism for (Ai,Bi) is
Id(Ai,Bi)
def
=
(
(IdEi , IdXi , IdY i , IdGi), (A
i,Bi), (Ai,Bi)
)
(11.50)
Theorem 11.58 (Categories of fiber bundles). Let
B
def
=
{
Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα)|α ≺ A
}
, where Eα, Xα, Y α are topolog-
ical spaces, Gα a topological group, πα: Eα // // Xα surjective and ρα: Y α ×
Gα // Y α an effective right action of Gα on Y α. Then BunB is a category
and IdBα is the identity morphism for B
α.
Proof. The result follows directly from definition 11.56 (fiber bundles) , def-
inition 11.57 (Bundle maps) and lemma 11.44 (AtlBunB is a category) on
page 101 .
Definition 11.59 (Functor from fiber bundles to Local Coordinate Spaces).
Let E, X and Y be sets of topological spaces, G be a set of topological groups,
Bα
def
=(Eα ∈ E, Xα ∈ X, Y α ∈ Y , Gα ∈ Y , πα, ρα), α ≺ A, be a protobundle,
B
def
= {Bα|α ≺ A} be a set of protobundles, Cα
def
= Xα × Y α, E , X , Y and G be
model categories, XYGρ be a G-ρ-model category, M
def
=
(
E ,XYGρ,X ,Y,G
)
,
M
triv
def
=(
E
T riv
, B
Bun−T riv
, X
T riv
, Y
T riv
, G
T riv
)
, M
triv
full−cat
⊆ M,Bi
def
=(Ei, X i, Y i, Gi, πi, ρi) ∈
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B i = 1, 2, with group operation ⋆i: Gi × Gi // // Gi, Ai a maximal πi-Gi-
ρi-bundle atlas of Ei in the coordinate space Ci
def
= X i × Y i, πiX
def
= π1: X
i ×
Y i // //X i, πiY
def
= π2: X
i × Y i // // Y i, F i
def
=(πi, πiX , π
i
Y , ⋆
i, ρi), Mi
triv
Sing
def
=
(
Ei
triv
Sing
, X i, Y i
Gi−ρi−triv
Sing
, X i
Sing
, Y i
Sing
, Gi
Sing
,
)
, M i
def
=
(
Ei
triv
, X i, Y i
Gi−ρi−triv
, X i, Y i, Gi
)
, Σ
def
=
(
(0, 2), (1, 2), (1, 3), (4, 4, 4), (3, 4, 3)
)
, Li
def
=

Mi
triv
Sing
,M i,Ai,F i,Σ

, Li,M def=
(M,M i,Ai,F i,Σ) and f
def
=
(fE: E
1 //E2, fX: X
1 //X2, fY : Y
1 //Y 2, fG: G
1 //G2) a B1-B2 bundle-atlas
morphism from A1 to A2. Then
F
Bun
Fib,LCS(A
i,Bi)
def
= Li (11.51)
FBunFib,LCS
(
f , (A1,B1), (A2,B2)
) def
=
((
fE , fX×fY , fX , fY , fG
)
,L1,L2
)
(11.52)
F
Bun,M
Fib,LCS(A
i,Bi)
def
= Li,M (11.53)
F
Bun,M
Fib,LCS
(
f , (A1,B1), (A2,B2)
) def
=((
fE , fX × fY , fX , fY , fG
)
,L1,M,L2,M
)
(11.54)
LCSBunOb B
def
= {FBunFib,LCS
(
A, (Eα, Xα, Y α, Gα, πα, ρα)
)
|
(Eα, Xα, Y α, Gα, πα, ρα) ∈ B ∧ isAtlBunOb
max
(A, Eα, Xα, Y α, Gα, πα, ρα)}
(11.55)
LCSBunAr B
def
= {FBunFib,LCS
(
f , (A1,B1), (A2,B2)
)
|
Bi ∈ B ∧ isAtlBunAr
max
(A1,B1,A2,B2,f)} (11.56)
LCSBunB
def
=
(
LCSBunOb B,LCS
Bun
Ar B,
A
◦
)
(11.57)
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LCSBun,MOb B
def
= {FBun,MFib,LCS
(
A, (Eα, Xα, Y α, Gα, πα, ρα)
)
|
(Eα, Xα, Y α, Gα, πα, ρα) ∈ B ∧ isAtlBunOb
max
(A, Eα, Xα, Y α, Gα, πα, ρα)}
(11.58)
LCSBun,MAr B
def
= {FBun,MFib,LCS
(
f , (A1,B1), (A2,B2)
)
|
Bi ∈ B ∧ isAtlBunAr
max
(A1,B1,A2,B2,f)} (11.59)
LCSBun,MB
def
=
(
LCSBun,MOb B,LCS
Bun,M
Ar B,
A
◦
)
(11.60)
Theorem 11.60 (Functor from fiber bundles to Local Coordinate Spaces). Let
E, X and Y be sets of topological spaces, G be a set of topological groups,
Bα
def
=(Eα ∈ E, Xα ∈ X, Y α ∈ Y , Gα ∈ Y , πα, ρα), α ≺ A, be a protobundle,
B
def
= {Bα|α ≺ A} be a set of protobundles, Cα
def
= Xα × Y α, E, X , Y and G be
model categories, XYGρ be a G-ρ-model category, M
def
=
(
E ,XYGρ,X ,Y,G
)
,
M
triv
def
=(
E
T riv
, B
Bun−T riv
, X
T riv
, Y
T riv
, G
T riv
)
, M
triv
full−cat
⊆ M, Bi
def
=(Ei, X i, Y i, Gi, πi, ρi) ∈
B, i = 1, 2, with group operation ⋆i: Gi × Gi // // Gi, Ai a maximal πi-Gi-ρi-
bundle atlas of Ei in the coordinate space Ci
def
= X i×Y i, Bi
def
=(Ei, X i, Y i, Gi, πi, ρi),
πiX
def
= π1: X
i × Y i // // X i, πiY
def
= π2: X
i × Y i // // Y i, F i
def
=(πi, πiX , π
i
Y , ⋆
i, ρi),
Mi
triv
Sing
def
=
(
Ei
triv
Sing
, X i, Y i
Gi−ρi−triv
Sing
, X i
Sing
, Y i
Sing
, Gi
Sing
,
)
,M i
def
=
(
Ei
triv
, X i, Y i
Gi−ρi−triv
, X i, Y i, Gi
)
, Σ
def
=
(
(0, 2), (1, 2), (1, 3), (4, 4, 4), (3, 4, 3)
)
, Li
def
=

Mi
triv
Sing
,M i,Ai,F i,Σ

 Li,M def=
(M,M i,Ai,F i,Σ) and f i
def
=
(f iE: E
i // Ei+1, f iX: X
i //X i+1, f iY : Y
i // Y i+1, f iG: G
i //Gi+1), i = 1, 2, a
bundle map from (A1,B1) to (A2,B2). Then:
Li is a local Mi
triv
Sing
-Σ coordinate space and Li,M is a local M-Σ coordinate
space.
Proof. They satisfy the criteria in definition 9.1 (Local ∗ − Σ coordinate spaces)
on page 53 :
1. Mi
triv
Sing
and M are sequences of categories by construction.
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2. M i
()
∈ Mi
triv
Sing
full−cat
⊆ M
triv
by construction and M
triv
full−cat
⊆ M by hypothesis.
3. Ei
triv
Sing
is a model category by definition 5.10 (Trivial model spaces) on
page 17 , X i, Y i
Gi−ρi−triv
Sing
is a model category by definition 11.12 (Trivial G-ρ-model spaces)
on page 89 , E is a model category by hypothesis and XYGρ is a model
category by definition 11.11 (Categories of G-ρ-model spaces) on page 89
.
4.

Mi
triv
Sing
,M i,Σ,F i

 and (M,M i,Σ,F i) are prestructures: F i has Mi
triv
Sing
-
signatures Σ and F i has M-signatures Σ.
5. Ai is a maximal m-atlas of Ei
triv
in X i, Y i
Gi−ρi−triv
by lemma 11.41 (Bundle-atlas morphisms)
on page 99 .
6. There are no constraint functions.
LCSBunB and LCSBun,MB are categories and the identity morphism for Li
is IdLi
def
=
((
IdEi IdXi IdXi×Y i IdY i IdGi
)
,Li,Li
)
.
Proof. LCSBunB and LCSBun,MB satisfy the definition of a category:
1. Composition:
f2 ◦ f1 is a bundle map from (A1,B1) to (A1,B1) by corollary 11.42
(Bundle-atlas morphisms) on page 100 . Then
FBunFib,LCS
(
f2, (A2,B2), (A3,B3)
)
◦ FBunFib,LCS
(
f1, (A1,B1), (A2,B2)
)
=
FBunFib,LCS
(
f2 ◦ f1, (A1,B1), (A3,B3)
)
and
F
Bun,M
Fib,LCS
(
f2, (A2,B2), (A3,B3)
)
◦ F
Bun,M
Fib,LCS
(
f1, (A1,B1), (A2,B2)
)
=
F
Bun,M
Fib,LCS
(
f2 ◦ f1, (A1,B1), (A3,B3)
)
.
2. Associativity:
Composition is associative by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
3. Unit:
IdLi is an identity morphism by lemma 3.17 (Tuple composition for labeled morphisms)
on page 10 .
112
FBunFib,LCS
(
f i, (Ai,Bi), (Ai+1,Bi+1)
)
is a morphism from LCSBunBi to
LCSBunBi+1 and F
Bun,M
Fib,LCS
(
f i, (Ai,Bi), (Ai+1,Bi+1)
)
is a strict morphism from
LCSBun,MBi to LCSBun,MBi+1.
Proof. It satisfies the conditions of definition 9.6 (morphisms of local coordinate spaces)
on page 54 :
1. Prestructure morphism:
f1 Σ-commutes with F 1, F 2.
2. m-atlas morphism:
(f0, f1) is an m-atlas morphism from (E
1
triv
, C1
G1−ρ1−triv
) to
(E2
triv
, C2
G2−ρ2−triv
) by lemma 11.41 (Bundle-atlas morphisms) on page 99 .
FBunFib,LCS is a functor from BunB to LCS
BunB and F
Bun,M
Fib,LCS is a functor
from BunB to LCSBun,MB.
Proof. FBunFib,LCS and F
Bun,M
Fib,LCS satisfy the definition of a functor:
1. F(f: A to B) = F(f): F(A) to F(B):
(a) FBunFib,LCS
(
f i(Ai,Bi), (Ai+1,Bi+1)
)
=(
(f iE , f
i
X × f
i
Y , f
i
X , f
i
Y , f
i
G),L
i,Li+1
)
F
Bun,M
Fib,LCS
(
f i(Ai,Bi), (Ai+1,Bi+1)
)
=(
(f iE , f
i
X × f
i
Y , f
i
X , f
i
Y , f
i
G),L
i,M,Li+1,M
)
(b) FBunFib,LCS(A
i,Bi)i = Li
F
Bun,M
Fib,LCS(A
i,Bi) = Li,M
2. Composition: F(f g) = F(f) F(g)
This follows from the proof above that LCSBunB and LCSBun,MB are
categories.
3. Identity:
FBunFib,LCS(Id(Ai,Bi)) =
FBunFib,LCS
((
IdEi , IdXi , IdY i , IdGi
)
, (Ai,Bi), (Ai,Bi)
)
=((
IdEi , IdXi × IdY i , X
i
triv
, Y i
triv
, Gi
triv
)
,Li,Li
)
=
IdLi =
IdFBunFib,LCS(Ai,Bi)
F
Bun,M
Fib,LCS(Id(Ai,Bi)) =
F
Bun,M
Fib,LCS
((
IdEi , IdXi , IdY i , IdGi
)
, (Ai,Bi), (Ai,Bi)
)
=((
IdEi , IdXi × IdY i , X
i
triv
, Y i
triv
, Gi
triv
)
,Li,M,Li,M
)
=
IdLi,M =
Id
F
Bun,M
Fib,LCS
(Ai,Bi)
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Definition 11.61 (Functor from local coordinate spaces to fiber bundles). Let
E be a model category, XYGρ a G-ρ-model category, X , Y and G topological
categories, M a sequence of categories, M i, i = 1, 2, a sequence, Ei
Ob
∈ E ,
Ci = (Ci,Ci)
Ob
∈ XYGρ, X i
Ob
∈ X , Y i
Ob
∈ Y, Gi
Ob
∈ G, πi: Ei // //X i, πiX: C
i // //X i,
πiY : C
i // //Y i, ⋆: Gi×Gi // //Gi, ρi: Y i×Gi // //Y i, Mi
triv
Sing
a sequence of categories,
Li
def
=
(
Mi
triv
Sing
,M i,Ai,F i,Σ
)
and Li,M
def
=(Mi,M i,Ai,F i,Σ) local coordinate
spaces, Bi
def
=(Ei, X i, Y i, Gi, πi, ρi) and f
def
=(fβ , β ≺ length(M1) a morphism
from L1 to L2, satisfying
1. head(M, 5) =
(
E ,XYGρ,X ,Y,G
)
2. head
(
Mi
triv
Sing
, 5
)
=
(
Ei
triv
Sing
, X i, Y i
Gi−ρi−triv
Sing
, X i
Sing
, Y i
Sing
, Gi
Sing
)
3. head(M i, 5) = (Ei,Ci, X i, Y i, Gi)
4. M i
()
∈M
5. head(F i, 5) = (πi, πiX , π
i
Y , ⋆
i, ρi)
6. Ci = X i × Y i
7. Gi is a topological group with group operation ⋆i. Subsequent references to
Gi should be read as referring to the group rather than just the underlying
topological space.
8. πi is surjective.
9. πiX = π1: X
i × Y i // //X i.
10. πiY = π2: X
i × Y i // // Y i.
11. ρi is an effective right action of Gi on Y i.
12. head(Σ, 5) =
(
(0, 2), (1, 2), (1, 3), (4, 4, 4), (3, 4, 3)
)
Remark 11.62. Due to the commutation requirement, specifyingM4 = G
group−T riv
is not necessary in order to ensure that fG is a homomorphism.
Then
FBunLCS,Fib L
i def=(Ei, X i, Y i, πi, Gi, ρi,Ai) (11.61)
F
Bun
LCS,Fib
(
f , (A1,B1), (A2,B2)
) def
=
(
(f0, f2, f3, f4),F
Bun
LCS,Fib L
1,F
Bun
LCS,Fib L
2
)
(11.62)
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Theorem 11.63 (Functor from local coordinate spaces to fiber bundles). Let E
be a model category, XYGρ a G-ρ-model category, X , Y and G topological cate-
gories, M a sequence of categories, Eα
def
=(Eα, Eα)
Ob
∈ E, α ≺ A, Cα
def
=(Cα, Cα)
Ob
∈ C,
Xα
Ob
∈ X , Y α
Ob
∈ Y, Gα
Ob
∈ G a topological group with group operation ⋆α,
πα: Eα // //Xα surjective and παX: C
α // //Xα, παY : C
α // //Y α, ⋆α: Gα×Gα // //Gα,
ρα: Y α ×Gα // // Y α is an effective right action of Gα on Y α, Mα
triv
Sing
a sequence
of categories, Mα a sequence, Lα
def
=
(
Mα
triv
Sing
,Mα,Aα,Fα,Σ
)
and Lα,M
def
=
(Mα,Mα,Aα,Fα,Σ) local coordinate spaces, Bα
def
=(Eα, Xα, Y α, Gα, πα, ρα)
and B
def
= {Bα|α ≺ A}, satisfying
1. head(M, 5) =
(
E ,XYGρ,X ,Y,G
)
2. head
(
Mα
triv
Sing
, 5
)
=
(
Eα
triv
Sing
, Xα, Y α
Gα−ρα−triv
Sing
, Xα
Sing
, Y α
Sing
, Gα
Sing
)
3. head(Mα, 5) = (Eα,Cα, Xα, Y α, Gα)
4. Mα
()
∈M
5. head(Fα, 5) = (πα, παX , π
α
Y , ⋆
α, ρα)
6. Cα = Xα × Y α
7. Gα is a topological group with group operation ⋆α. Subsequent references to
Gα should be read as referring to the group rather than just the underlying
topological space.
8. πα is surjective.
9. παX = π1: X
α × Y α // //Xα.
10. παY = π2: X
α × Y α // // Y α.
11. ρα is an effective right action of Gα on Y α.
12. head(Σ, 5) =
(
(0, 2), (1, 2), (1, 3), (4, 4, 4), (3, 4, 3)
)
Let αi ≺ A, i = 1, 2,M i
def
=Mα
i
, Ei = (Ei,E i)
def
= Eα
i
, Ci = (Ci,Ci)
def
= Cα
i
,
X i
def
= Xα
i
, Y i
def
= Y α
i
, Gi
def
= Gα
i
, πi
def
= πα
i
, πiX
def
= πα
i
X , π
i
Y
def
= πα
i
Y , ⋆
i def= ⋆α
i
,
ρi
def
= ρα
i
, Mi
triv
Sing
def
= Mα
i
triv
Sing
, Li
def
= Lα
i
, Li,M
def
= Lα
i,M, Bi
def
= Bα
i
, f i
def
=
(f iβ , β ≺ length(M
i) a morphism from L1 to L2, fE
def
= f0, fC
def
= f1, fX
def
= f2,
fY
def
= f3 and fG
def
= f4. Then:
FBunLCS,FibL
i and FBunLCS,FibL
αi,M are fiber bundles.
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Proof. FBunLCS,FibL
i FBunLCS,FibL
i,M satisfy the conditions of definition 11.56
(fiber bundles) on page 108 by hypothesis.
fC = fX × fY
Proof. Since f is a morphism from L1 to L2, it Σ commutes with F 1, F 2.
π1◦fC = π2X ◦fC = fX ◦π
2
X = fX ◦π1 and π2◦fC = π
2
Y ◦fC = fY ◦π
2
Y = fY ◦π2.
FBunLCS,Fib(f ,L
1,L2) and FBunLCS,Fib(f ,L
1,M,L2,M) are bundle maps.
Proof. FBunLCS,Fib(f ,L
1,L2) and FBunLCS,Fib(f ,L
1,M,L2,M) satisfy the conditions
of definition 11.40 (Bundle-atlas morphisms) on page 98
1. fE , fX , fY and fG are continuous
2. fG is a homomorphism due to commutation
3. f commutes with πi and ρi
4. for any (U1, V 1, φ1: U1 //
∼
= // //V 1) ∈ A1, (U2, V 2, φ2: U2 //
∼
= // //V 2) ∈ A2, the
diagram {f0, φ2, φ1, f1}) is locally nearly commutative in X,Y, π, ρ because
XYGρ is a G-ρ-model category by hypothesis, Xα, Y α
Gα−ρα−triv
Sing
is a G-ρ-model
category by construction and (f0, f1) is an m-atlas morphism from A
1 to
A2,
FBunLCS,Fib f satisfies the conditions of definition 11.57 (Bundle maps) on page 109
.
FBunLCS,Fib is a functor from LCS
BunB to BunB and is a functor from
LCSBun,MB to BunB.
Proof. FBunLCS,Fib satisfies the definition of a functor:
1. F(f: A to B) = F(f): F(A) to F(B):
(a) FBunLCS,Fib(f
1,L1,L2
)
=(
(f 1E , f
1
X , f
1
Y , f
1
G),B
1,B2
)
(b) FBunLCS,Fib(M
i,M i,Ai,F i,Σ) = Bi
2. Composition:
FBunLCS,Fib
((
f2,L2,L3
) A
◦
(
f1,L1,L2
))
=
FBunLCS,Fib
((
f2
()
◦ f1,L1,L3
))
=(
(f 2E ◦ f
2
2 , f
2
X ◦ f
1
X , f
2
Y ◦ f
1
Y , f
2
G ◦ f
1
G),B
1,B3
)
=
FBunLCS,Fib
(
f2,L2,L3
) A
◦ FBunLCS,Fib
(
f1,L1,L2
)
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3. Identity:
FBunLCS,Fib(IdLi) = F
Bun
LCS,Fib
(
IdMi ,L
i,Li
)
=((
IdEi , IdXi , IdY i , IdGi
)
, (Ai,Bi), (Ai,Bi)
)
= Id(Ai,Bi) = IdFBunLCS,Fib Li
The proof does not depend on the category, so it applies to LCSBun,MB as
well.
FBunLCS,Fib ◦F
Bun
Fib,LCS = Id and F
Bun
LCS,Fib ◦F
Bun,M
Fib,LCS = Id.
Proof. Expanding the definitions, we have
1. F
Bun,M
Fib,LCS(A
i,Bi) = Li
2. FBunLCS,FibL
i = (Ai,Bi)
3. F
Bun,M
Fib,LCS
(
(fE , fX , fY , fG), (A
1,B1), (A2,B2)
)
=(
(fE , fX × fY , fX , fY , fG),L1,L2
)
4. FBunLCS,Fib
(
(fE , fX × fY , fX , fY , fG),L1,L2
)
=(
(fE , fX , fY , fG), (A
1,B1), (A2,B2)
)
The proof does not depend on the category, so it applies to LCSBun,MB as
well.
FBunFib,LCS ◦F
Bun
LCS,Fib is the identity functor on LCS
BunB and F
Bun,M
Fib,LCS ◦F
Bun
LCS,Fib
is the identity functor on LCSBun,M.
Proof. Expanding the definitions, we have
1. FBunLCS,FibL
i = (Ai,Bi)
2. FBunFib,LCS(A
i,Bi) = Li
3. FBunFib,LCS
(
(f 1E , f
1
X , f
1
Y , f
1
G), (A
1,B1), (A2,B2)
)
=(
(f 1E , f
1
X × f
1
Y , f
1
X , f
1
Y , f
1
G),L
1,L2
)
4. FBunLCS,Fib
(
(f 1E , f
1
X × f
1
Y , f
1
X , f
1
Y , f
1
G),L
1,L2
)
=(
(f 1E , f
1
X , f
1
Y , f
1
G), (A
1,B1), (A2,B2)
)
The same proof applies for F
Bun,M
Fib,LCS with L
i,M in place of Li.
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12 Future directions
If this paradigm proves useful, it can be extended to include a set of admissible
functions on the model neighborhoods of the charts, possibly using the language
of sheaves. That might be desirable for coordinate spaces more general than
Fre´chet spaces.
Further work is needed to determine whether it is productive to allow a local
coordinate space to have more than one atlas, e.g., for more than one bundle
structure on the same base space.
The extension of paracompactness to model spaces is intended to be useful
for partitions of unity on fiber bundles. Further work is needed to determine
whether that is actually the case.
The definitions given here include some fairly strong conditions, e.g., AOC.
Further work is needed to determine whether they should be relaxed for appli-
cations beyond manifolds and fiber bundles.
Further work is needed to determine whether the concepts of category-based
atlases19 of model spaces and prestructures have general utility.
If the concept of nearly commutative diagrams proves useful, further work
is needed to determine whether a more general definition has utility.
Further work is needed to devise a definition of constraints that expresses
global properties, e.g., compactness, and is both clear and rigorous.
Further work is needed to determine conditions for mappings associated with
atlas morphisms to be model functions.
This paper uses the language of category theory as an organizing principle,
but defines various notions concretely with sets. It may be desirable to abstract
away some of the details, in the spirit of, e.g., topoi.
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