ABSTRACT There are a variety of complex constraints in the wide application of wireless sensor networks. Traditional coverage models and algorithms have been unable to meet the needs of multi-constrained sensor networks. At the same time, in a complex monitoring environment, a single type of sensor information cannot meet the requirements of reliable monitoring. Hence, in this paper, aiming at the multi-constraints in sensor networks, a compound event barrier coverage algorithm is proposed based on environment Paretodominated selection strategy, which can distribute the sensor resources reasonably and find out the coverage ratio efficiently in multi-constraints sensor networks. The proposed algorithm takes advantage of Pareto domination relationship, constraint violation degree, constraint boundary distance, and crowding degree to preserve the outstanding infeasible individuals in the evolutionary process and participate in the mutation operation; we also adopt the adaptive scaling factor and crossover probability strategy to avoid the algorithm into local optimal. The proposed algorithm is proved to be more highly efficient than the latest algorithm in the distribution of sensor resources by experimental results.
I. INTRODUCTION
Event coverage has a wide range of application potential in wireless sensor networks. With the increasingly complex application of the sensor networks, a single type of sensor has been unable to meet the requirements of network monitoring [1] , [2] . Therefore, it is necessary to use a variety of different types of sensors to obtain different types of perceptual information of the network for more accurate monitoring [3] . For example, in forest fire monitoring, when the perceived data of temperature sensors exceeds the threshold, we cannot simply judge the occurrence of forest fire, because it may be local temperature rise by the sun exposure or sensor failure. Therefore, it is necessary to integrate the sensing information of vibration sensors, temperature sensors and video sensors to determine the credibility of forest fire. However, under limited network resources, how to use different types of sensors and allocated sensor resources reasonably to make the network achieve the best monitoring performance has become an urgent need to solve.
Simultaneously, because of the complex application scenarios of barrier coverage, it exists multiple constraints, such as cost constraints, distance constraints, time constraints, minimum confidence constraints and so on [4] , [5] . Time constraints denote that the barrier coverage is applied to battleground in order to covering the battleground region within the prescriptive time [6] - [9] ; Distance constraints represent that in public activity or battleground detection, it is necessary to monitor prescriptive distance of the area by barrier coverage, in order that the distance of the strong barrier coverage region is longer than object region; Cost constraints denote that in the battleground environment, money and materials are limited in the process of coverage optimization; The minimum confidence constraints are defined as the minimum credibility for the event of the enemy invasion in battleground detection. To be specific, the minimum credibility of the event is not less than 80%, namely, the minimum confidence constraint is 0.8. So, it is an urgent need to establish a sequence of theories to figure out the issue of compound event barrier coverage, in order to achieve the best monitoring performance of barrier coverage in multi-constraints sensor networks.
The compound event is integrated with many sub-events that satisfy prescriptive spatial or temporal constraints in object region. The emergence of a compound event manifests that all the relevant sub-events happen. Whereas, the emergence of relevant sub-events could not ensure a compound event takes place. As the likelihood of each sub-event increases, it could be known as the omen for the emergence of a compound event in object region. As far as we know, it is the first time to figure out the event barrier coverage issue.
There is a range of relevant research on event coverage issue. Yang et al. [10] proposed the event monitoring model for the first time. Based on proposed event detection model, Gao et al. [11] considered the compound event problem within onefold cost constraint. The above work can only be applied to the ideal scenario. Whereas, in lots of real-world applications, people are more inclined to keep a watchful eye on post-deployment monitoring performance, not just initial coverage performance.
At present, there are three traditional methods to deal with multi-constraints problem, constraint processing technique based on penalty function, constraint processing technique based on multi-objective algorithm and sequencing processing technique. The penalty function method mainly transforms the constrained multi-objective optimization issue into unconstrained multi-objective optimization issue by adding the penalty factor to fitness function. Although the penalty function method is simple and easy to implement, it is difficult to determine the reasonable penalty coefficient; The multi-objective constraint processing technique treats the constraint as an additional objective function. However, with the increase of the objective function and the constraint conditions, the dimension of compound objective function becomes higher, thus it is harder to solve the optima. Sequencing processing technique without unconstrained processing, rather than by considering the objective function and the constraint conditions to compare and select the more suitable solution, but cannot choose the global optimal solution.
Based on the above analysis, it is very urgent to propose an effective method for compound event barrier coverage in order to distribute the sensor resources reasonably and find out the coverage ratio efficiently in multi-constraints sensor networks. Our contributions can be summed up as follows:
• It is the first work to propose compound event barrier coverage under cost constraints, distance constraints, time constraints, minimum confidence constraints and so on. In battleground detection, with the purpose of taking a preemptive opportunity, the barrier coverage should be completed within prescriptive time, therefore the barrier coverage issue has time constraints; meanwhile, with the existence of the complicated landform in the battleground, such as high voltage power grids and mine areas, the distance of barrier coverage is confined; In the battleground and vicious environment, the goods and materials supply are confined, thus the barrier coverage is confined by cost constraints. Thus, a compound event barrier coverage algorithm based on environment Pareto dominated selection strategy is proposed to effectively distribute the sensor resources reasonably and find out the coverage ratio efficiently in multi-constraints sensor networks. As far as we know, it is the first time to figure out the compound event barrier coverage issue under multi-constraints.
• In this paper, the permissible error method is utilized to transform the equality constraint into an inequality constraint, so that the compound event barrier coverage can not only satisfy the inequality constraints under multiconstraints, but also satisfy the specific equality constraint when the specific time or fixed distance or fixed cost can be satisfied under the requirements of minimum confidence and minimum coverage ratio.
• The proposed compound event barrier coverage algorithm is more efficacious and high-efficiency than existing algorithms certified by plenty of simulations. The simulation results demonstrate that our mechanism is more calculating efficiency, particularly in the complicated network topology. The rest of this paper is arranged as follows. Related works are briefly introduced in Section II. The compound event model is proposed on the basis of joint probability density in Section III. The issue of compound event barrier coverage is analyzed and an environment Pareto dominated selection strategy is proposed in Section IV. In Section V, we propose a compound event barrier coverage algorithm based on environment Pareto dominated selection strategy to solve compound event barrier coverage problem in multiconstraints sensor networks. The simulation experiments and analysis of result are demonstrated in Section VI, simultaneously compared in performance of the most advanced event coverage mechanism. In the end, Section VII provides conclusion and future work.
II. RELATED WORKS
For purpose of monitoring the object region effectively, it is an urgent need to detect the invaders by barrier coverage. Barrier coverage included K-barrier coverage, strong barrier coverage and weak barrier coverage, etc [12] , [13] . The strong k-barrier coverage is a local barrier constructing algorithm and can detect any intruder crossing the k-barrier with a full probability [14] . At the same time, the barrier coverage is applied to extremely complex conditions where the energy VOLUME 5, 2017 is limited and requires the network to be fault tolerance [15] , [16] .The study of compound event barrier coverage is an original research area, which primarily focusing on the rational distribution of sensor resources for purpose of achieving the best coverage performance [11] .
With the in-depth research on barrier coverage, the monitoring requirements are also rising, so it is necessary to adopt a variety types of sensors to monitor the region of interest(ROI) [17] . Diverse kinds of sensors own diverse characters and performance. The paper [18] proposes mechanism in order to achieve minimum k-connected target coverage, in which each target is covered by at lowest k-active sensors in the detected area. Through the use of heterogeneous sensors, an innovative greedy barrier construction method is applied to maintain region of interest under monitoring continuously with the purpose of prolonging the network lifetime as far as possible whether it rains or cloudy [19] . Whereas, the above work only considers the application of heterogeneous sensors that does not take confidence merging problem of monitoring events into account. With the improvement of detecting requirements, it is necessary to work out event-based barrier coverage problems.
It is the first time to analyze a proximate compound event monitoring issue for purpose of combining multi-mode data from diverse types of sensors. And it is proposed that when the confidence of compound event triggers the critical value, the algorithm calculates the optimal transmission scheme with minimum cost [3] . Based on event monitoring, the issue of compound event coverage under onefold cost constraint is analyzed in [11] . The emergence of multiple sub-events result in a compound event through continuous accumulation. In [10] , a novel wireless sensor network is proposed to monitor onefold events in order to maintain coverage and connectivity. The above discussion hypothesizes that wireless sensor networks serve in the ideal scenario. Whereas, realworld applications, the barrier coverage serves in complicated scenarios, also compound event barrier coverage is limited by multiple constraints [20] , [21] . Heretofore, there is no relevant works on compound event barrier coverage with multi-constraints.
Aiming at multi-constrained majorization problems, there are usually constraint processing technology based on penalty function, constraint processing technology based on multiobjective algorithm and sequencing processing technology. Saha et al. [22] propose a novel fuzzy rule-based penalty function method aiming at single-objective nonlinearly constrained optimization problems. However, it is difficult to determine the reasonable penalty coefficient. Khalilpourazari and Khalilpourazary [23] take advantage of a multi-objective mathematical model to minimize total time and cost while maximizing the production rate and surface finish quality in the grinding process. The model aims to determine optimal values of the decision variables considering process constraints However, with the increase of the objective function and the constraint conditions, the dimension of the compound objective function becomes higher and it is harder to solve the optima. In [24] , a multi-indicator-based algorithm is proposed aiming at multi-objective optimization problems. The stochastic ranking-based multi-indicator Algorithm (SRA), takes advantage of the stochastic ranking technique to balance the search biases of different indicators. Sequencing processing technique without unconstrained processing, rather than by considering the objective function and the restrictions to compare and select the more feasible solution. Considering the sequencing processing technique cannot choose the global optimal solution, thus in [25] , an advanced Paretofront non-dominated sorting multi-objective particle swarm majorization algorithm is proposed for optimal configuration of distributed generation in the radial distribution system which converges observably faster than traditional algorithms.
The relevant works of barrier coverage, heterogeneous sensor networks, event coverage and multi-constrained majorization issues are analyzed separately. The paper [11] could not come up with an efficient algorithm to calculate integrating confidence of compound event in heterogeneous sensor networks. Meanwhile, this paper merely analyzes the issue of event coverage under onefold cost constraint which cannot meet the application demands in complicated scenarios. Since in real-world applications, the barrier coverage is limited by varieties of constraints, such as cost constraints, distance constraints, time constraints, minimum confidence constraints and so on.
Therefore, it could be concluded that it exists some blank in the field of compound event barrier coverage in multiconstraints sensor networks. So, a compound event barrier coverage model with multi-constraints is proposed to calculate integrating confidence of compound event efficiently and allocate the sensor resource reasonably.
III. THE EVENT MODEL
Gao et al. [11] has proposed an compound event model. An event in barrier coverage can be denoted as an emergence of an intrusion target in the period of crossing barrier region. Events include sub-events and compound events. The subevent represents a condition of the physical world or the cognition of a target derived from an onefold sensing index, such as a monitoring index exceeding predetermined index, or a slice of meaningful video stream. A compound event is integrated with sub-events which meet multiple constraints, like temporal and spatial constraints. This shows the occurrence of a complicated phenomenon or a target. The happening of a compound event means that all of relevant subevents take place. For instance, in forest fire detection system, smoke density sensors, temperature sensors, video sensors and infrared sensors are applied in the target area to detect the emergence of forest fire. When the forest fire happens in the detected region, the abnormal data is generated and relevant data are detected by four types of sensors. By synthetically analyzing these data, a ''forest fire'' event could be validated.
A sub-event can be denoted as an invasion object triggers an onefold sensor in the target region [26] . For instance, intruders breaking into the object region could cause the increase of ambient temperature, so as to trigger the infrared sensor. Furthermore, an sub-event is denoted as e(t, c, E), where t is the time of event, that can be a time point or time period. c is the location of sub-event and E is applied to denote the predetermined index of the event happening, presented by a logic expression. Specifically, subevent e(t, c, E) = (21/4/2017, (x, y), Temp > 36.49 • C), expresses the temperature at location (x, y) on 21/4/2017 is greater than 36.49 • C.
In comparison to the conventional area coverage, it is not necessary for barrier coverage to cover the entire region, just to guarantee effective detecting of the objects which cross over the target area. The barrier coverage is more concerned with Target of Interest (TOI). For instance, in the detection of forest fire, firefighters pay close attention to the coverage quality of the conflagration region to predict the spread of the fire; In the detection of battleground, the army keeps a watchful eye on the coverage quality in the forefront of battleground, in order to detect the enemy intrusion; In the application of environmental protection, environmental officers pay close attention to the coverage quality in particular agrarian to identify the occurrence of pollution incidents.
Hence, in the case of barrier coverage, it is necessary to monitor the value of particular sensors in specific areas which depends on the detection requirements for different scenes. For instance, in the detection of forest fire, event barrier coverage pays close attention to the detection of temperature sensors in the target region, that is, the probability of the subevent which temperature exceeds the threshold. The confidence coefficient of the compound event can be calculated by integrating the confidence of sub-events. Accordingly, how to obtain the confidence of the compound event effectively has become an urgent need to figure out.
The confidence of compound event is integrated with plenty of sub-events. It is usually believed that the confidence of compound event is the monitoring index of compound event which exceeds the threshold value. The conventional approach [11] only defines an integrating operator, which cannot create an exact calculation model. Therefore, in this paper, a joint probability model has been applied to calculate the integrated confidence of sub-events efficiently.
The coverage mechanism α = {α 1 , α 3 } denotes the merging confidence of sub-events derived from category 1 and category 3, that is, f (α) = f (α 1 α 3 ) = g(α 1 , α 3 ). And the coverage quality of α = {α 1 
Where α is the confidence of diverse kinds of sub-events, namely, the confidence of diverse types of sensors; f (α) is the compound event; f (α) is defined as f (α) = α 1 α 2 α 3 α 4 .
Definition 1 (Joint Probability): p i is the confidence of subevent α i . P is the confidence of the compound event after combining. The combination operator is defined as the operation of calculating the joint probability.
Thus, the confidence formula can be defined.
According to the nature of the joint probability [26] ,
For instance, e 1 (t, c, E) = (t 1 , (x 1 , y 1 ), Temp > 65 • C) denotes the event of the temperature at t 1 in location s 1 (x 1 , y 1 ) being greater than 65 • C. e 2 (t, c, E) = (t 2 , (x 2 , y 2 ), Smoke > 30mg/L) denotes the event of the smoke density at t 2 in location s 2 (x 2 , y 2 ) being more than 30mg/L. The compound event which forebodes the forest fire breaking out can be speculated by the subevent e 1 and e 2 , that is,
84. It demonstrates that the probability of the forest fire breaking out is 0.84 when the two sub-events take place at the same time and place. This is the first time to figure out the confidence of compound event coverage accurately, whereas previous method is on the basis of historic data and experience [11] . For the sake of simplicity, arithmetic operator '' * '' is defined as the operator of the joint probability in the following sections.
IV. ENVIRONMENT PARETO DOMINATED SELECTION STRATEGY
A. MAIN IDEA Therefore, the purpose to research compound event barrier coverage is to distribute diverse types of sensors reasonably for better barrier coverage performance in multi-constraints sensor networks.
Within a barrier coverage region, a compound event is detected by n diverse kinds of sensors that constitute each sub-event. The happening of a compound event E is the consequence of the accumulation of several sub-events e. If it does not exist time, distance and cost constraints, it is feasible to add lots of sensors to achieve better detection performance in barrier coverage. Whereas, unlike conventional coverage scenes, barrier coverage is limited by multiple constraints on account of the application in extreme and complicated environment.
B. PROBLEM FORMULATION
The optimization of barrier coverage under various multiconstraints is defined as follows.
f (α) is the coverage optimization objective function. α denotes diverse kinds of sensors. f i (α) denotes inequality constraints and g i (α) represents inequality constraint function. f j (α) represents equality constraints and h j (α) represents equality constraint function. The purpose of solving VOLUME 5, 2017 the variable vector α = [α 1 , α 2 , . . . , α n ] T (x ∈ R n ) is to maximize the objective function f (α) which satisfied (p + q) constraints, that is to say, maximizing the coverage ratio.
The solution space satisfying all the constraints is called the feasible region of formula (3) .
For the equality constraints h j (α) = 0, we can use the allowable error δ > 0 to convert the equality constraint into an inequality constraint.
In the case of constrained multi-objective problem, Deb et al. [27] proposed the constraint-dominated selection strategy which has been widely used, but the choice result of constraint-dominated selection strategy is more inclined to feasible solution. When the feasible solution is compared with the infeasible solution, the feasible solutions will be dominant. Aiming at constrained multi-objective optimization problem, the merits of the judgment should not only be constrained as the sole criterion, but also combined with more environmental information. With the evolutionary population as a whole, each individual has the following environmental information: constraint violation degree, Pareto domination relationship, constraint boundary distance and crowding degree. So, based on the above analysis, we propose an environment Pareto domination selection strategy: Constraint violation degree can be denoted as:
Constraint boundary distance is:
In the formula (6), p is the amount of inequality constraints, and g j (α i ) is the value of the i-th individual under inequality constraint g.
Crowding degree can be expressed as:
In the formula (7), k is the amount of target functions and N is the amount of individual population. f j (1), f j (2), . . . , f j (N ) is the arrangement of all individuals calculating from objective function.
The choice determines the evolution direction of the algorithm. From the environment Pareto domination selection strategy, the new selection strategy designs two evolutionary directions for the feasible solution and infeasible solution. The feasible solution will proceed toward the Pareto frontier in the feasible domain, as well as the infeasible solution will advance toward the Pareto frontier bound in the infeasible domain.
The environment Pareto domination selection strategy combined with constraint violation degree, Pareto domination relationship, constraint boundary distance and crowding degree of the four aspects of environmental information to evaluate the advantages and disadvantages between the two individuals more objectively, so that the outstanding feasible solution has a greater chance to be retained.
V. COMPOUND EVENT BARRIER COVERAGE ALGORITHM BASED ON ENVIRONMENT PARETO DOMINATED SELECTION STRATEGY A. MUTATION STRATEGY
Constrained multi-objective problem has its own characteristics. The optimal Pareto front is often located between the feasible and infeasible domains. The infeasible solution is often regarded as a poor solution in the evolutionary computation process, but they are often the bridge of solving isolated feasible solution which is more conducive to search for a better solution. So in the evolutionary computation, the excellent infeasible solution cannot be ignored, it can also provide useful direction information for the evolutionary process.
In the evolutionary process, the external infeasible solution set may be empty, so define the following two cases.
If the amount of individuals in the infeasible solution set is less than the mutation strategy selection threshold T 2 (T 2 < T 2 ), the mutation is performed as follows:
If the amount of individuals in the infeasible solution set is greater than the mutation strategy selection threshold T 2 (T 2 < T 2 ), the mutation is performed as follows:
In the formula (8) and (9), ψ is the scaling factor. M best is the random individual in the feasible solution set, and R best is the random individual in the infeasible solution set. α n s1 , α n s2 and α n s3 are three different random individuals in the n-th generation. m n+1 is the new individual after updating, and γ 1 is the mutation strategy selection probability. T 2 is the mutation strategy selection threshold, and T 2 is the largest scale of the infeasible solution set.
B. ADAPTIVE STRATEGY
The efficiency of the mutation in the differential evolution algorithm depends on the selection of the variation pattern, which depends on the reasonable choice of the scaling factor. The basic differential evolution algorithm is a fixed scaling factor, and the appropriate scaling factor is often the result of multiple experiments, which is not conducive to further application. For purpose of further improving the adaptive ability of the algorithm, this paper proposes an adaptive strategy on the basis of adaptive scaling factor.
First, in the initialization phase, the scaling factor is randomly initialized for each individual.
Where ψ max and ψ min are the maximum and minimum scaling factors respectively, and rand(ψ max − ψ min ) is the random number between [0, 1].
The differential evolution algorithm adopts the strategy of greedy selection strategy, so the new parent individuals are the historical optimal individuals in the evolutionary population. Based on this strategy, in each generation of evolutionary process, the parent and the offspring individuals have merits and demerits. The scaling factor which is used to produce the superior offspring individuals is considered to be an excellent scaling factor, and saved to ψ Good . In the next iteration evolution, the scaling factor of outstanding offspring individuals which is produced by previous generations will not change, and the scaling factor in the generation of the inferior offspring individuals is updated as follows:
In the formula (11), ψ Bad is an inferior scaling factor, and ψ Good is a random selection of the preferred scaling factor. α is the learning efficiency coefficient.
Firstly, the standard deviation of all the scaling factors is calculated before each adaptation. When the standard deviation is less than the threshold value σ , it means that the difference between all the scaling factors becomes smaller and the scaling factor needs to be reallocated as follows:
Where ψ max represents the maximum of all scaling factors.
C. ADAPTIVE CROSSOVER PROBABILITY STRATEGY
In the early stage of evolution, it is generally possible to meet the requirements of diversity. The convergence rate of the algorithm should be improved as soon as possible, and the mutation individuals should be kept more for the inferior individuals. In the latter stage of the algorithm, in order to avoid the algorithm falling into the local optimal, we need to set a larger crossover probability to enrich the diversity of the population. For multi-objective optimization algorithms, crossover probability is an effective parameter to maintain population diversity and distribution. Therefore, when the diversity of the population is rich, a smaller crossover probability should be set to speed up the search. After the diversity of the population declines, the crossover probability should be improved to keep the population diversity. According to this feature, the adaptive crossover probability strategy is proposed as follows:
Where
In the formula (13), Mut max and Mut min is the maximum and minimum mutation probability. f j i is the j-th objective function value of the i-th individual, andf j is the average value of the j-th objective function. α n is the amount of objective functions, and α n is the n-th generation adaptive crossover probability coefficient. α N is the set of adaptive coefficients from the first generation to the n-th generation.
From formula (13) and (14), it can be seen α n can reflect the dispersion of the population objective function. When the population is more dispersed, α n is larger, so that the crossover probability becomes smaller; when the population is too concentrated, α n becomes smaller, making the crossover probability becomes larger.
D. EXTERNAL POPULATION UPDATING STRATEGY
The external population includes feasible solution set and infeasible solution set. In the meantime, the maximum capacity of feasible solution set is T 1 and the maximum capacity of infeasible solution set T 2 (T 1 > T 2 ). The update strategy is as follows:
( , maximum scaling factor ψ max = 1, minimum scaling factor ψ min = 0.1, maximum mutation probability Mut max = 0.6, minimum mutation probability Mut min = 0.2, mutation strategy selection probability γ 1 = 0.8, balance coefficient of infeasible solution set γ 2 = 0.2, maximum generation G max = 1000. 2: Generate the initial population SP randomly, and calculate objective function and constraint degree. 3: Generate the feasible solution set and infeasible solution set through external population updating strategy. 4: Mutate and cross this generation individuals through mutation strategy. 5: Update adaptive scaling factor and the adaptive crossover probability by adaptive strategy and adaptive crossover probability strategy. 6: Select the next generation of individuals based on environmental Pareto domination selection strategy. 7: Update the feasible solution set and the infeasible solution set. 8: Determine whether the termination condition is met.
If the termination condition is not satisfied, skip back to step 4; otherwise, output the feasible solution set, that is, Pareto front.
infeasible individuals and infeasible solution set are combined into a new population. Then select the non-dominated individuals and delete other individuals. If the number of individuals is less than T 2 , then constitute a new infeasible solution set directly; If the number of individuals is greater than T 2 (1 + γ 2 ), firstly remove the individuals with a larger constraint violation degree, so that the number of individuals is T 2 (1 + γ 2 ). Then the individuals with smaller crowding degree are removed by loop deleting.
E. COMPOUND EVENT BARRIER COVERAGE ALGORITHM BASED ON ENVIRONMENT PARETO DOMINATED SELECTION STRATEGY
Based on the above analysis of the strategies, a compound event barrier coverage algorithm based on environment Pareto dominated selection strategy is proposed to allocate sensor resources reasonably. The implementation steps are as follows. By applying a compound event barrier coverage algorithm based on environment Pareto dominated selection strategy, the issue of event coverage in multi-constraints sensor networks can be figured out efficiently. The compound event barrier coverage algorithm based on environment Pareto dominated selection strategy (EPDS) is applied to balance the relationship between multi-constraints through transforming multi-constraints into multi-inequality constraints. In the environment Pareto dominated selection strategy, the multi-inequality constraints correspond to the multiconstraints; the variate to be solved is the amount of sensors for each type. In the process of optimizing with the environment Pareto dominant selection strategy, the objective function improves the coverage quality of the network, and obtains the amount of each type of sensors and final coverage ratio. The simulation experiment is performed to evaluate the performance of the algorithm.
VI. PERFORMANCE EVALUATION
In this section, the performance of EPDS algorithm in multiconstraints sensor networks is evaluated by simulation experiments and compared with OCQ-Series mechanism in the same experimental environment.
A. ENVIRONMENT SETTINGS
We use Matlab2015a to carry out the simulation experiments of EPDS. In the experiment, six kinds of sensors are applied. The confidence of the six diverse kinds of sensors is 0.2, 0.1, 0.05, 0.45, 0.15 and 0.25, respectively. Each kind of sensors has diverse deployment cost, deployment time, and perceived radius, according to their properties. The experimental parameters in the experiment are presented in Table1 and the parameter of sensors are presented in Table2. The detection region is set up in a 1000m * 100m ribbon region. Experiments are carried out more than 5 times under each condition for diverse evaluation purposes, and these experiments are operated on a desktop with an Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz, an 8-GB memory and the 64-bit Windows7 system.
B. EXPERIMENTAL EVALUATION
Experiments have been carried out for analyzing the performance and efficiency of proposed compound event barrier coverage mechanisms on the basis of environment Pareto dominated selection strategy in multi-constraints sensor networks. In Table 3 , the time constraints, distance constraints, cost constraints and minimum confidence constraints aiming at four conditions are presented. The results of the experiment are demonstrated and analyzed as follows.
In Fig.1 , case 1 is limited by rigorous time constraint, thus the optical density sensors with the property of rapid deployment have been more applications.
Compared with case 1, minimum confidence increases in case 2, and the distance constraint of case 2 increases nearly three times, that is, the distance that needs to be covered increases by nearly three times, which puts forward a higher requirement of the coverage performance. Thus the optical density sensors and smoke density sensors with larger perceived radius have been a lot of applications under strict distance constraints.
Compared to the case 2, the minimum confidence is further increased in case 3, and its cost constraints not only failed to rise but decreased, which puts forward a higher requirement of the coverage cost. Case 3 is limited by cost constraints, thus low-cost temperature sensors is used for 70. In the mean time, taking into account the requirements of high confidence, thus infrared sensors is also used for 42.
Case 4 has a rigid minimum confidence requirement. Therefore, the video sensors with higher confidence have been widely applied, compared with the first three cases. However, with the constraint of cost and deployment time, the amount of video sensors is limited to 68. The maximum amount of temperature sensors is 98. Fig.1 shows the four cases of sensor resource allocation and network coverage performance. As can be seen, with the increase in the quantity of nodes, the network coverage quality is gradually improved. Each of four cases is limited by cost constraints, distance constraints, time constraints and minimum confidence constraints. But these four conditions have different characteristics, case 1 need to meet the other three constraints under the premise of harsh time constraints; case 2 need to meet the other three constraints under the premise of strict distance constraints; case 3 need to meet the other three constraints under the premise of limited cost constraints; case 4 need to meet the other three constraints under the premise of strict minimum confidence constraints. The experimental results demonstrate that the EPDS algorithm can effectively distribute sensor resources in multiconstraints sensor networks, in order that the performance of barrier coverage can meet the application requirements.
C. COMPARISON WITH OCQ-SERIES ALGORITHMS
The object of the above experiment is to validate whether the proposed algorithm can distribute sensor resources reasonably under complicated multi-constraints, so as to achieve the best coverage performance. For verification of the algorithm performance, we will compare with the most advanced compound event algorithm in the next experiments. In this paper, OCQ-Naïve, OCQ-Max-fit and OCQ-Greedy algorithms are compared with EPDS under onefold cost constraint, because there is no relevant works on event barrier coverage in multiconstraints sensor networks [28] , [29] . Experimental results demonstrate that the proposed algorithm is superior to the latest algorithm in the aspect of cost saving, large region barrier coverage and operational efficiency.
This section demonstrates the experimental results for compound event barrier coverage algorithm based on environment Pareto dominated selection strategy (EPDS) with reference to OCQ-Series mechanisms. As mentioned earlier, the EPDS strategy introduced in our algorithm is much better than OCQ-Series mechanisms. Fig.2 demonstrates a significant increase in the coverage quality with different total budget on OCQ-Max-fit, OCQ-Naïve and EPDS algorithm respectively. As the budget increases, the quality of coverage improves. On the other side, the coverage quality optimized by proposed algorithm is much better than OCQ-Naïve and OCQ-Max-fit mechanism, when the total budget which is limited by budgetary constraints is relatively larger. This is because when the total budget is relatively larger, the amount of sensors and computational complexity are significantly increased. OCQ-Naïve algorithm is on the basis of greedy algorithm, only choosing the current optima, which may be the local optima. OCQ-Max-fit enumerates the skyline points of detection scenarios to calculate the coverage quality. Enumeration method is much simple, thus it is only feasible for the smallscale networks. Whereas, the EPDS use adaptive scaling factor and adaptive crossover probability strategy can speed up the search speed of the algorithm under the premise of the population diversity, so that reduce the computing cost which is more feasible to large-scale networks. Fig.3 demonstrates the relationship between coverage quality and deployment region. The coverage quality optimized by proposed algorithm is much better than OCQ-Max-fit and OCQ-Greedy mechanism, particularly when the network deployment region is relatively larger. With the increase of the barrier coverage region, the coverage quality is declining on account of the limited cost. While, the EPDS algorithm can quickly improve the performance of the networks. Therefore, the target region can still ensure high-quality coverage performance after the target region has increased significantly. It can be seen that the coverage quality of EPDS is significantly better than OCQ-Max-fit and OCQ-Greedy mechanism, particularly when the detection region of the network is relatively larger. Fig.4 illustrates the relationship between the coverage quality and the amount of the kinds of sensors. As shown in Fig.4 , the coverage quality optimized by proposed algorithm is much better than OCQ-Max-fit and OCQ-Greedy mechanism, particularly when the amount of the kinds of sensors is relatively small. The overall confidence of the compound event is allocated to each sub-event equally. When the total budget is fixed, the coverage quality deteriorates as the amount of the kinds of sensors increases. Because EPDS is more suitable for large-scale complicated scenarios, when the kinds of sensors increase, the performance of EPDS is greater than OCQ-Max-fit and OCQ-Greedy mechanism. Fig.5 illustrates the comparison of the amount of deployment schemes derived by OCQ-Max-fit, OCQ-Naïve and EPDS. As shown in Fig.5 , the increase of deployment schemes in EPDS is much slower than OCQ-Max-fit and OCQ-Naïve mechanism, particularly when the total budget is considerably sufficient. The deployment schemes refer that there are many ways to use the different types and quantities of sensors under fixed budget constraint, each of which is recorded as a deployment scheme. As the total budget increases, the ways that how to use different types and quantities of sensors will increase, that is, the deployment schemes will increase. With the increasing of deployment schemes, the calculation cost and network load will increase significantly, which increases the energy consumption of the network in turn. Therefore, in the case of the same total budget, the fewer the deployment schemes generated by the algorithm, the lower the computational complexity of the algorithm, and the lower the energy consumption of the network, and the better coverage performance of the network.
As the total budget increases, each algorithm needs to derive more deployment schemes. While, the growth rate of EPDS is much slower than OCQ-Max-fit and OCQ-Naïve mechanism, indicating that EPDS is more efficient than OCQ-Max-fit and OCQ-Naïve mechanism. This is due to the fact that the external population updating strategy in EPDS can effectively remove the individuals with smaller crowding degree by loop deleting to decrease the cost of computing and make the algorithm more efficient. Fig.6 illustrates the comparison of the running time among three algorithms. Fig.6 demonstrates the increase of proposed coverage strategy in running time is much faster than OCQ-Naïve mechanism and slightly faster than OCQ-Maxfit mechanism, particularly when the total budget is considerably sufficient. The running time of OCQ-Naïve algorithm increases significantly as the total budget increases. The running time of EPDS is a little faster than OCQ-Max-fit. While, compared with OCQ-Naïve algorithm, the growth gap of EPDS and OCQ-Naïve algorithm is almost negligible. That is because EPDS uses adaptive crossover probability strategy to speed up the search. Also, external population updating strategy in EPDS can effectively remove the individuals with smaller crowding degree by loop deleting to decrease the cost of computing and make the algorithm more efficient. So, the loop computation is significantly decreased, which is more feasible to large-scale networks.
VII. CONCLUSION AND FUTURE WORK
In this paper, a compound event barrier coverage algorithm based on environment Pareto dominated selection strategy is proposed in multi-constraints sensor networks. The event model is consisted of sub-events and compound events, therefore the joint probability model is applied to figure out the integration issue of sub-event confidence. For multi-constraints barrier coverage applications, the mutation strategy, adaptive scaling factor, adaptive crossover probability strategy and external population updating strategy are adopted to improve the coverage performance of the network, and decrease the computing cost of the networks. Experimental results illustrate that the EPDS algorithm can distribute network resources reasonably in accordance with the actual situation of the networks, which improve the coverage performance of the networks effectively, and decrease the computational load in the networks.
Event barrier coverage under multi-constraints has broad application prospects. So in the next work, we attempt to develop compound event monitoring system for oil pipeline monitoring, public safety, enemy reconnaissance and other fields which has broad application prospects in the future.
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