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Abstract—Identification of nonlinear block-oriented models
has been extensively studied. The presence of the process noise,
more precisely its location in the block-oriented model influences
essentially the development of a consistent identification algo-
rithm. The present work is proposed with the aim to localize the
process noise in the block-oriented model for accurate nonlinear
modeling. To this end, the response of a Wiener-Hammerstein
system is theoretically analyzed, the disturbance component in
the output, caused by the process noise preceding the static
nonlinearity, is shown to be dependent on the input signal.
Inspired by such theoretical observation, a simple and new
protocol is developed to determine the location of the process
noise with respect to the static nonlinearity by using an input
signal that is periodic, but nonstationary within one period. In
addition, the proposed technique is promising to detect the type
of certain static nonlinearity (e.g., dead-zone, saturation). Finally,
it is validated on a simulated example and a real-life benchmark.
Index Terms—Structure detection, block-oriented model, pro-
cess noise, nonstationary input, system identification.
I. INTRODUCTION
Block-oriented models are popular in nonlinear system
modeling as they are quite simple to understand and easy to
use due to the separation of the nonlinear dynamic behavior
into linear time invariant (LTI) dynamics and the static non-
linearities [1]. One most known member of this family is the
Wiener-Hammerstein (WH) model, which sandwiches a static
nonlinearity between two LTI subsystems, and is popularly
used for nonlinear system modeling in biological, electronic
and mechanical applications.
Identification methods have been extensively developed for
WH systems without the presence of process noise. See, for
example, the Special Section in Control Engineering Practice
[2] and the algorithms reported therein, initial estimation [3],
recursive identification [4], and LIFRED [5]. Identification of
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other block-oriented models is also reported, such as cascade
[6], parallel Wiener [7], parallel Hammerstein [8], parallel WH
system [9], and block-structured nonlinear feedback model
[10], [11].
The block-oriented model identification has also been stud-
ied with the process noise passing through the static non-
linearity. The inclusion of such disturbing noise significantly
complicates the estimation problem, hence an identification
framework, which is different from the one applied to the
case where the process noise is absent or after the static
nonlinearity, should be proposed to obtain the consistent iden-
tification of a block-oriented model, such as maximum likeli-
hood identification with the concept of marginalization [12],
[13], expectation-maximization algorithm [14], and errors-in-
variable formulation [15].
To sum up, for the measurement engineer it is extremely
important to know if the disturbing process noise is passing
through the nonlinearity. If this is the case, the observed
noise disturbances at the output of the system are no longer
independent of the input. In that case all the classical methods
to generate uncertainty bounds fail because these assume
explicitly that the disturbing noise is independent of the input.
Measurement engineers should be aware of this problem,
because in that case alternatives need to be developed to
provide reliable uncertainty bounds.
The block-oriented model with the process noise at a wrong
location will not be incorrectly fitted to the data. The location
of the process noise in the block-oriented model can be
viewed as a part of model structure in the sense that it should
be assigned prior to implementing any parameter estimation
algorithm. Model structure detection is a crucial step in the
identification of (block-oriented) nonlinear systems [16]–[19].
It is most often performed as part of the measurement process
using specific input excitation signals, or frequency response
function measurements over a range of setpoints. However,
state-of-the-art block-oriented structure detection methods do
not guide the user towards the selection of the correct noise
framework.
Due to the fact that the disturbance of the process noise
is hidden in the measurement noise and nonlinear distortions
under general excitations, it is non-trivial to locate the process
noise with respect to the static nonlinearity in the block-
oriented model based on output observations. The objective
of this paper is to tackle this issue by developing a novel
measurement protocol, and eventually provide a correct model
structure for accurate modeling of nonlinear systems within a
complex noise framework.
Besides, the dead-zone and saturation nonlinearities can
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2be present in many nonlinear systems, and often need to be
parameterized with high model complexity, the detection of
their presence is valuable for model order selection, however
it is barely explored without performing system identification.
Taking the WH model as an example, the contributions of
the present work are as follows.
1) The output disturbance, contributed by the process noise
passing through the static nonlinearity, is explicitly de-
rived as a function of the excitation signal.
2) A structure detection framework for block-oriented mod-
els with process noise is established through the use of a
specially designed nonstationary input signal.
3) The presence of static nonlinearities of specific types
(e.g., dead-zone, saturation) can be detected based on the
proposed indicator.
The remainder of the paper is organized as follows. Section
II is dedicated to problem formulation. Section III analyzes the
response of the WH system. Section IV proposes a protocol
for structure detection of the WH model in the presence
of the process noise, and it is validated numerically and
experimentally in Section V. Conclusions are given in Section
VI.
II. PROBLEM FORMULATION
The following mild assumptions are made on input signal,
static nonlinearity, measurement noise and process noise.
(A1) The output measurement noise ey(t) and the process
noise ex(t) are assumed to be zero-mean stationary
noises, mutually uncorrelated, and independent of the
input excitation u0(t). Both disturbing noises can be
colored.
(A2) The input signal u0(t) is assumed to be persistent, whose
value is bounded.
(A3) The static nonlinearity f(·) belongs to the set of gen-
eralized nonlinearities described in [20]. The static non-
linearity function can be approximated arbitrary well by
polynomials in the sense that the mean square error tends
to zero as the polynomial degree tends to ∞. Namely,
f(x)=
nf∑
i=0
aix
i. (1)
where nf is a positive integer and tends to ∞.
Towards the real-life measurement and modeling, the
present work aims to handle the structure identification of
block-oriented models in a complex noise framework where
the process noise and measurement noise are both present, the
former can simulate any stationary exogenous internal noise.
The structure of the block-oriented model is given, while the
location of the process noise is unknown. As the process noise
is allowed to be colored and R(q) is a linear system, the
process noise can equally well be applied anywhere before
the nonlinearity with an additional filter. Similarly, it can be
equally present anywhere after the static nonlinearity. Note that
the absence of the process noise is a particular example of the
case where the process noise succeeds the static nonlinearity,
as the identification of the WH model for them is formulated
in the same framework.
Hence, the location of the process noise is considered for
the case I and case II, respectively, as shown in Fig. 1. Both
of them constitute different patterns of the nonlinear model
structure with the process noise. Therefore, the main problem
to be solved in this paper is to differentiate these structures of
the WH model with the inclusion of the process noise based on
output observations only without starting a more demanding
system identification process.
R(q)
ex(t)
f(t) S(q)
x(t) r(t) y0(t)
ey(t)
a) Case I
y(t)
R(q)
ex(t)
f(t) S(q)
x(t) r(t) y0(t)
ey(t)
b) Case II
y(t)
u0(t)
eu(t)
u(t)
u0(t)
eu(t)
u(t)
Fig. 1. Wiener-Hammerstein models with the process noise. R(q) and S(q)
are linear subsystems, f(t) is the static nonlinearity, u0(t) is the noise-
free input, ex(t) is the process noise, eu(t) and ey(t) are the input-output
measurement noises, u(t) and y(t) are input-output observations.
III. RESPONSE OF WIENER-HAMMERSTEIN SYSTEM
A. Process noise passing through the static nonlinearity
Considering the WH system with the process noise passing
through the static nonlinearity, as seen in Fig. 1 a), it holds
that
x(t) = R(q)u(t) (2)
r(t) = f (x˜(t)) (3)
y0(t) = S(q)r(t) (4)
where x˜(t) = x(t) + ex(t).
Inserting (1) into (3), and then combing (2) and (4), the
system response reads
y(t) =
nf∑
i=0
aiS(q)x
i(t) + ep(t) + ey(t) (5)
where the output disturbance caused by the process noise
ep(t) =
nf∑
i=1
i−1∑
j=0
aicijS(q)
{
xj(t)ei−jx (t)
}
(6)
with the binomial coefficient
cij =
i!
(i− j)!j! (7)
A toy example is given in what follows to derive explicitly
ep(t) for an intuitive understanding. Let R(q) = S(q) = 1,
3f(t) = x3(t), the input u0(t) and the process noise ex(t) are
i.i.d. noises with variances σ2u and σ
2
e respectively,
y(t) = (u0(t) + ex(t))
3 + ey(t)
= yBLA(t) + yS(t) + ep(t) + ey(t) (8)
where the response yBLA(t) of the underlying linear model,
the nonlinear distortion yS(t), and the output error ep(t) due
to the process noise are written as follows,
yBLA(t) = 3(σ
2
u + σ
2
e)u0(t)
yS(t) = u
3
0(t)− 3(σ2u + σ2e)u0(t)
ep(t) = 3u
2
0(t)ex(t) + 3u0(t)e
2
x(t) + e
3
x(t)
where ep(t) is explicitly written as a polynomial function of
ex(t) with coefficients scaled by u0(t) and u20(t), and yS(t)
is found to be free of the process noise ex(t).
B. Process noise succeeding the static nonlinearity
The process noise enters into the WH system after the static
nonlinearity (see Fig. 1 b)), it holds in this case that
r(t) = f (x(t)) (9)
y0(t) = S(q)r˜(t) (10)
where r˜(t) = r(t) + ex(t). Combining (1), (2), (9) and (10),
it is easily concluded that
y(t) =
nf∑
i=0
aiS(q)x
i(t) + ep(t) + ey(t) (11)
where the output disturbance contributed by the process noise
ep(t) = S(q)ex(t). (12)
C. Comments
By analyzing the response of the WH model, the output
disturbance caused by the process noise is found to be of
different form for the different structures of the WH model
shown in Fig. 1. The following remarks can be made.
1) When the process noise is before the static nonlinearity,
ep(t) is a linear combination of the response of the
system S(q) with the excitation of the ei−jx (t) tuned by
xj(t) at each time instant. ep(t) is therefore dependent
on the input signal u0(t) through the system R(q).
2) When the process noise is after the static nonlinearity,
ep(t) is only the response of the system S(q) excited
by the process noise ex(t), which is independent of the
input signal u0(t).
3) Although all the derivations of (6) and (12) are made for
the WH model, one can trivially extend the conclusions
to other block-oriented models (e.g., Wiener, Hammer-
stein, parallel Wiener or Hammerstein, block-structured
nonlinear feedback model).
IV. STRUCTURE DETECTION
A. Principle
The principle of detecting the WH model structure (de-
scribed in Fig. 1) is to exploit the dependence of the out-
put disturbance ep(t), which is contributed by the process
noise, on the input signal. However, ep(t) is mixed with the
measurement noise and the nonlinear response, and hardly to
be separated from them under general random excitation, as
seen in (5) and (11). Therefore, the input experiment design
is necessary and considered.
The class of considered systems is the so-called Wiener
system whose input and output have the same periodicity
[21]. A periodic random signal is used, which will lead the
component
∑nf
i=0 aiS(q)x
i(t) to be periodic, and separate
it from ep(t) and ey(t) as the latter terms are nonperiodic.
Further, as suggested by (6) for the pattern in Fig. 1 a), the
nonstationarity of the internal variable x(t) can make ep(t)
nonstationary and hence distinguishable from the measurement
noise ey(t) by considering the stationarity of the latter, while
ep(t) computed by (12) for Fig. 1 b) is free of x(t) and hence
stationary.
Therefore, a periodic random signal, which is however
nonstationary within one period, is ideal to be used as an input
excitation to detect the structure of WH model with the process
noise.
B. Input excitation design
The input signal is designed based on the so-called random
phase mutltisine, which is defined as follows.
u0(t) = 1/
√
N
N/2−1∑
k=−N/2+1
Ake
(2pikt/N+φk) (13)
for t = 1, · · · , N with N the sample number in one signal
period, and 2 = −1.The phases φk = −φ−k are i.i.d. such
that E
{
eφk
}
= 0.
The RPM is by definition periodic, and behaves as Gaussian
noise [21]. The amplitude Ak and phase φk of it can be
seen as control variables to tune its form into an expected
root-mean-square (RMS) envelope. The phases of the RPM
are used as design variables while keeping the amplitudes
uniformly constant (A0) in order to satisfy the persistent
excitation condition.
Given an expected RMS envelope that features the nonsta-
tionarity of the signal over one period (e.g., steadily increas-
ing and then decreasing amplitude in time with user-defined
slopes), the input signal is generated based on the following
iterative protocol:
1) At the i-th iteration, the input signal ui0(t) is divided
into a series of segments, the instantaneous envelope
RMSi(t) is obtained by interpolating the RMS values
of these segments. The ratio RMS0(t)/RMSi(t), which
denotes the difference between the desired shape and that
of the i-th iteration signal, is used as a scale factor to
produce the signal period of the (i+ 1)-th iteration
ui+10 (t) =
RMS0(t)
RMSi(t)
ui0(t). (14)
42) Compute the discrete Fourier transform of ui+10 (t):
U i+10 (k) = Ai+1(k)e
φi+1k , and impose the constraint of
the uniform amplitude,
U˜i+1(k) =
{
A0e
φi+1k k ∈ I
0 k /∈ I (15)
where I denotes the excited frequency grid.
3) Update ui+10 (t) by computing the inverse discrete Fourier
transform of U˜i+1(k).
Repeat the steps 1) - 3) until the convergence is attained. See
[22] for the convergence proof of the iterative algorithm.
C. Bounded output disturbance
The output disturbance (sum of the measurement noise and
disturbance caused by the process noise) can be averaged out
from the output observations by using the periodicity. It will
be used to define the indicator for the structure of the WH
model including the process noise, whose bounded property
will be needed and shown in what follows.
Theorem 1: Under Assumptions (A1) and (A2), the output
disturbance, which comprises ey(t) and ep(t) computed by (6)
or (12), is bounded at each time instant.
Proof: The process noise ex(t) and the response x(t) of
the system R(q) are bounded under Assumptions (A1) and
(A2), xj(t)ei−jx (t) has a finite value as a result. Hence the
term ep(t) in (6) is bounded under the stability constraint of
the system S(q). Likewise, it can be easily shown that the
term ep(t) in (12) is bounded. The sum of ey(t) and ep(t) is
also bounded.
D. Proposed indicator
The nonstationary property of ep(t) can be exploited in
principal to determine the structure of the WH model with
the process noise as an internal noise using one experiment.
However, the nonstationarity of ep(t) can be invisible by
being buried in the (heavy) measurement noise due to the
randomness of the input which is only one realization of
the user-defined expected RMS envelope in an experiment
(see (6)). High-order statistics can be a solution for the non-
stationarity detection under strict (process and measurement)
noise assumption and at the cost of the high computational
complexity. Instead, a multiple-measurement based strategy is
implemented. M experiments are considered, an input signal
u0(t) with P periods is generated for each experiment using
the iterative protocol defined in Section IV-B.
Under Theorem 1, the variance of the output disturbance
(including ep(t) and ey(t)) exists and is calculated as
σˆ2e[m](t) =
1
P − 1
P∑
p=1
(
y[p,m](t)− yˆ[m](t)
)2
(16)
where yˆ[m](t) = 1P
∑P
p=1 y
[p,m]. The estimated variance
of the output disturbance is further smoothed by using M
experiments,
σˆ2e(t) =
1
M
M∑
m=1
σˆ2e[m](t) (17)
σˆ2e(t) is proposed as an indicator to detect the model
structure shown in Fig. 1 based on the reasons as follows.
1) Intuitiveness. As is analyzed, σˆ2e(t) will vary in magni-
tude within the period due to the nonstationarity of the
input signal when the process noise is before the static
nonlinearity, while it will remain constant for the model
structure with the process noise succeeding the static
nonlinearity by considering the noise stationary property.
2) Robustness and simplicity. The (user-controlled) varying
amplitude of the input helps to reveal the presence of
the (weak) process noise from the measurement noise
when the model includes the process before its static
nonlinearity, which is further enhanced by combining
multiple realizations of the random input. Weaker noise
assumption and heavy measurement noise can be allowed.
The proposed indicator is computationally simple as it
only involves the second-order statistics. However, this
comes at the cost of an increased measurement time.
2) Type detection of the static nonlinearity. As the input has
a varying amplitude (e.g, gradually increasing from zero
then decreasing), the dynamics of σˆ2e(t) within one period
can be used to detect the presence of specific static non-
linearities (dead-zone, saturation) when the process noise
precedes the static nonlinearity, which also brings useful
structure information for nonlinear system modeling and
identification.
In addition, the implemented multiple-measurement strategy
allows to quantify the nonlinear system so that the user gets
an idea about the transfer function of the plant, the source of
the uncertainties and the level of the nonlinearity [21].
V. EXAMPLES
A. Nonstationary input signal
Setting A0 = 1 in (15), the periodic input signal is
generated using the developed iterative protocol from a random
realization of the phase of the RPM, as shown in Fig. 2. It
exhibits a steadily increasing then decreasing envelope in time
with slopes ±2√3/N . N is the sample number in one period.
B. Simulated example
1) Plant and noise model: The LTI subsystems of the WH
system under test are described as follows,
R(z−1) =
0.1 + 0.2z−1 − 0.3z−2
0.95− 1.4z−1 + 0.9z−2 , (18)
S(z−1) =
z−1 + 0.5z−2
0.95− 0.9z−1 + 0.9z−2 . (19)
Three typical static nonlinearities are considered, which are
polynomial, saturation and dead-zone. The polynomial non-
linearity is described as
f (x(t)) = αx(t) + βx2(t) + γx3(t) (20)
50 0.02 0.04 0.06 0.08 0.1
−3
−2
−1
0
1
2
3
Time (s)
u
0
(t
)
Fig. 2. Input signal of one period.
with α = 0.01, β = 0.02, γ = −0.008. The saturation
nonlinearity is given by
f (x(t)) =

α1 if x(t) ≤ α1
x(t) if α1 < x(t) < α2
α2 if α2 ≤ x(t)
(21)
with α1 = −3 and α2 = 3. The dead-zone nonlinearity is
described by a piecewise-linear function
f (x(t)) =

x(t)− β1 if x(t) ≤ β1
0 if β1 < x(t) < β2
x(t)− β2 if β2 ≤ x(t)
(22)
with β1 = −1 and β2 = 1.
The process noise ex(t) and ey(t) are modeled as filtered
white noises, which are generated by applying the following
filters
Hex(z
−1) =
1 + 1.8z−1
1− 1.4z−1 + 0.9z−2 (23)
Hey (z
−1) =
1 + 2z−1 + 5z−2
1− 0.94z−1 + 0.88z−2 (24)
on the i.i.d. white noises with the variances λx and λy ,
respectively.
The sampling frequency is set as 78125 Hz. N = 16384,
M = 100, P= 100. The structure detection is studied for the
two patterns of the model structure illustrated in Fig. 1.
2) Process noise passing through the static nonlinearity:
The process noise level is chosen by setting the SNR (x(t)
over ex(t)) as 26 dB, while more measurement output noise
is generated to assess the robustness of the proposed technique,
the SNR (y0(t) over ey(t)) equals 20 dB. The variance analysis
of the output data, quantified by σˆ2e(t), is conducted for all
three kinds of static nonlinearities, as shown in Figs. 3 - 5.
First of all, σˆ2e(t) is observed to be nonstationary and evolve
following the input signal u0(t) for all these nonlinearities,
which is what (6) predicts. Secondly, the form of σˆ2e(t) can
reflect the nature of the static nonlinearity to some extent, as
explained in what follows.
For the used polynomial static nonlinearity, the estimated
indicator σˆ2e(t) evolves gradually, especially varies sightly at
the beginning and the end of the period, as illustrated in Fig.
3. This is because the system is approximately linear for small
amplitude of input signal as the linear term dominates the static
nonlinearity (see (20)). This property may be used to detect
the presence of the linear term in the static nonlinearity.
0 0.04 0.08 0.12 0.16 0.2
0.006
0.01
0.014
Time (s)
σˆ
2 e
(t
)
Fig. 3. Estimated variance of the output disturbance, σˆ2e(t), with the 3rd
order polynomial nonlinearity which the process noise precedes.
For the saturation nonlinearity, the response of R(z) excited
by the input signal u0(t) attains extreme values around the
middle of the period, most of f(x(t)) are hence constant and
free of the process noise due to the saturation nonlinearity, the
response y0(t) of S(z) excited by f(x(t)) is less contaminated
around the middle of the period by the process noise as S(z)
is a finite-order system. This explains the behavior of σˆ2e(t)
in Fig. 4.
0 0.04 0.08 0.12 0.16 0.2
0.35
0.36
0.37
0.38
0.39
Time (s)
σˆ
2 e
(t
)
Fig. 4. Estimated variance of the output disturbance, σˆ2e(t), with the saturation
nonlinearity which the process noise precedes.
For the dead-zone nonlinearity, the response of R(z) excited
by the input signal u0(t) is weak in magnitude at the beginning
and the end of the period, in which f(x(t)) are therefore zero
in the case of the dead-zone nonlinearity, the response y0(t)
6of S(z) is mostly corrupted by the (stationary) measurement
noise at both ends of the period. This is in accordance with
the observation in Fig. 5.
0 0.04 0.08 0.12 0.16 0.2
0.13
0.15
0.17
0.19
0.21
Time (s)
σˆ
2 e
(t
)
0.2 0.21
0.13
0.14
Fig. 5. Estimated variance of the output disturbance, σˆ2e(t), with the dead-
zone nonlinearity which the process noise precedes.
The following comments are made,
1) The specific dynamics of σˆ2e(t) over one period can
reflect the nature of certain kinds of static nonlinearities
(dead-zone, saturation) which the process noise precedes.
This is valuable for nonlinear system identification as the
absent knowledge on their presence can make the static
nonlinearity modeling much involved.
2) The choice of P , M and the envelope of the input
can influence the robustness of the algorithm and the
measurement cost. P is preferred to be large enough to
average out the output disturbance, multiple experiments
(M > 1) are advised to polish the proposed indicator. M
can be reduced by selecting properly the envelope of the
input, e.g., increasing its slope for detecting the saturation
nonlinearity, while decreasing the slope for the dead-zone
nonlinearity.
3) The RMS envelope of the input can be further optimized
by the user so that more information could be extracted
for the static nonlinearity, which will not be elaborated
herein.
3) Process noise succeeding the static nonlinearity: More
process noise is introduced, the SNR (f (x(t)) over ex(t))
equals 20 dB, while less measurement output noise is con-
sidered, the SNR (y0(t) over ey(t)) equals 26 dB. σˆ2e(t) is
found to behave in a stationary manner irrespective of the
nonstationary behavior of the input for all three considered
static nonlinearities, as shown in Fig. 6 a) for the case where
the static nonlinearity is the 3rd order polynomial function.
This is in agreement with the theoretical result given by (12).
In addition, the case without the process noise is studied,
as shown in Fig. 6 b). σˆ2e(t) is only contributed by the
measurement output noise, thus smaller than the one estimated
with the process noise.
0 0.1 0.2
6.6
6.8
7
7.2
x 10−3
Time (s)
σˆ
2 e
(t
)
0 0.1 0.2
1.25
1.3
1.35
1.4
x 10−3
Time (s)
σˆ
2 e
(t
)
b)
a)
Fig. 6. Estimated variance of the output disturbance, σˆ2e(t). a) with the
process noise succeeding the 3rd order polynomial nonlinearity, b) without
the process noise.
C. Experimental example
1) Benchmark setup: The experimental example is a WH
benchmark which contains dominant process noise [23]. The
first filter R(q) can be described well with a third order low
pass filter. The second LTI subsystem S(q) is designed as
an inverse Chebyshev filter with a stop band attenuation of
40 dB and a cutoff frequency of 5 kHz. The second LTI
subsystem has a transmission zero within the excited frequency
range. The static non-linearity is realized with a diode-resistor
network (see Fig. 7), which results in a saturation nonlinearity.
The inputs and the process noise are generated by an
arbitrary zero-order hold waveform generator (AWG), the
Agilent/HP E1445A, sampling at 78125 Hz. The generated
zero-order hold signals are passed through a reconstruction
filter (Tektronix Wavetek 432) with a cut-off frequency of 20
kHz. The in- and output signals of the system are measured by
the alias protected acquisition channels (Agilent/HP E1430A)
sampling at 78125 Hz. The AWG and acquisition cards are
synchronized with the AWG clock, and hence the acquisition is
phase coherent to the AWG. Leakage errors are hereby easily
avoided. Finally, buffers are added between the acquisition
cards and the in- and output of the system to avoid that the
measurement equipment would distort the measurements. See
[23] for more information.
In order to validate the proposed approach, the location of
the process noise in the benchmark is considered, respectively,
for three cases. 1) The process noise enters into the benchmark
before the diode-resistor network, as shown by the case I in
7R1
R2
Fig. 7. The circuit used to generate the saturation nonlinearity.
Fig. 1. 2) The process noise, which has the same statistical
properties as the one used for 1), disturbs the output of the
benchmark system, this noise location is completely equivalent
to the case II in Fig. 1 with an additional linear filter. 3) The
process noise is absent, only a bit of noise in the measurement
channel is present. N = 2048. M = 32, P = 32. The first
period of the output data is discarded to reduce the transient
effect.
2) Process noise passing through the saturation nonlinear-
ity: The estimated σˆ2e(t) is found to vary within the period, as
shown in Fig. 8, which suggests that the process noise passes
through the static nonlinearity. Moreover, the shape of σˆ2e(t),
which is similar to the one in Fig. 4, implies the existence of
the saturation nonlinearity (generated by the current-voltage
characteristic of the diode circuit). This is in compliance with
the experimental setup.
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Fig. 8. Estimated variance of the output error, σˆ2e(t), in one period with the
process noise passing through the saturation nonlinearity.
3) Process noise succeeding the saturation nonlinearity:
As expected, σˆ2e(t) is shown to behave in a stationary manner
irrespective of the nonstationary behavior of the input, as
shown in Fig. 9 a). This fully conforms with the theoretical
and simulated results. Also, the result for the case without the
process noise is illustrated in Fig. 9 b).
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Fig. 9. Estimated variance of the output disturbance, σˆ2e(t). a) with the
process noise succeeding the saturation nonlinearity, b) without the process
noise.
VI. CONCLUSION
In this paper, a user-friendly technique has been proposed
for the structure detection of Wiener-Hammerstein systems
with the inclusion of the process noise, and whose effec-
tiveness and robustness are demonstrated on a simulated
example by considering several kinds of static nonlinearities,
and validated on a real-life Wiener-Hammerstein benchmark.
The proposed technique is found to be able to detect the
presence of certain specific static nonlinearities (e.g., dead-
zone, saturation) which the process noise precedes, and it
can be directly applied to other block-oriented models. Thus,
it can be seen as a useful tool to detect the block-oriented
model structure for accurate modeling within a complex noise
framework.
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