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Abstract: This paper presents a new algorithm for the stable computation of sample partial correlation coefficients. 
We start by generalizing Bareiss’ algorithm for the solution of linear systems of equations with (non-symmetric) 
Toeplitz coefficient matrix to matrices that are not Toeplitz, and show that it computes their LU and UL 
factorizations. For symmetric positive-definite matrices B, the normalized version of Bareiss’ algorithm is the 
Hyperbolic Cholesky algorithm, which computes the upper and lower triangular Cholesky factors U and L of B by 
means of 2X2 hyperbolic rotations. If B is a covariance matrix, certain partial correlation coefficients may be 
obtained as the geometric means of the multiplier pairs in Bareiss’ algorithm or as the hyperbolic tangents of the 
hyperbolic rotations. 
The partial correlation coefficients for a given data matrix A may suffer from serious loss of numerical accuracy 
when computed from the covariance matrix B = ATA. While the data flow graph of Bareiss’ algorithm suggests a 
method, due to Cybenko, for computing partial correlation coefficients directly from the columns of A, the graph of 
Hyperbolic Cholesky suggests an alternative that requires fewer operations and exhibits a higher degree of parallelism. 
In that method one computes the QR decomposition A = QU of the data matrix and applies orthogonal rotations to 
transform U to L; the sines of the rotation angles constitute a set of partial correlation coefficients. We extend this 
approach to determine arbitrary partial correlation coefficients at little extra computational cost. 
Keywords: LU factorization, Cholesky factorization, partial correlation coefficients, parallel computation, data flow 
graph, hyperbolic rotations, Givens rotations, Toeplitz matrices. 
1. Introduction 
In [8] Cybenko presents a method to compute the QR decomposition of a matrix A of full 
column rank or, more accurately, a matrix Q with orthogonal columns and a triangular matrix 
R-‘. It is easily seen that the algorithm provides, at the same time, a set of sample partial 
correlation coefficients directly from the data matrix A and thus avoids the loss of numerical 
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accuracy typically associated with the formation of the sample covariance matrix ATA. In [lo] a 
new algorithm for the computation of partial correlations was introduced that also operates 
directly on the data matrix and is numerically stable, but requires fewer operations and embodies 
more potential for parallelism than Cybenko’s method. This paper recounts the context that led 
to the discovery of Cybenko’s method and the faster algorithm of [lo], presents algebraic and 
geometric derivations of the faster algorithm, and extends that algorithm to compute partial 
correlations with arbitrary sets of conditioning variables. 
The thread of thought in our paper proceeds as follows. In Section 2 we start with Bareiss’ 
algorithm for the solution of linear systems of equations with (non-symmetric) Toeplitz coeffi- 
cient matrix [5] and show how to generalize it to matrices that are not Toeplitz. The so 
generalized Bareiss algorithm computes the LU and UL factorizations of those matrices whose 
contiguous principal submatrices are all non-singular. This condition is naturally satisfied if the 
matrix is an n X n covariance matrix, B = ATA, originating from a data matrix A of full column 
rank. Then the multipliers used in the elimination steps of the generalized Bareiss algorithm are 
regression coefficients and come in pairs such that the geometric mean of each pair is the sample 
partial correlation between variables A, and Ai+k given the variables inbetween, for 1 G i -c i + k 
< n. 
Although Bareiss’ algorithm provides a computationally efficient way of computing the above 
set of sample partial correlations, it requires the formation of B = ATA and is thus prone to loss 
of numerical accuracy. The data flow graph of Bareiss’ algorithm suggests a way of computing 
these partial correlations directly from A, by applying to A the same sequence of elimination 
steps as Bareiss would apply to B. This method was first worked out by Cybenko [8]; the 
regression coefficients can be computed by performing inner products of modified columns of A, 
as shown in Section 3. However this method has two clear disadvantages: its operation count is 
significantly higher than the formation of B followed by Bareiss’ algorithm; and its potential for 
parallelism is much lower because the computation of successive inner products cannot be 
overlapped. 
Section 4 shows that, for symmetric positive-definite matrices B, the normalized version of 
Bareiss’ algorithm is just the Hyperbolic Cholesky algorithm [1,9,11,13]; the latter computes the 
upper and lower triangular Cholesky factors U and L of B by means of 2 X 2 hyperbolic 
rotations. In this “balanced” version of Bareiss’ algorithm, each pair of multipliers is replaced by 
a single hyperbolic tangent and, if B is a sample covariance matrix, this hyperbolic tangent is a 
sample partial correlation. The Cholesky factors U and L of B are orthogonally related and one 
can manipulate the data flow graph of the Hyperbolic Cholesky algorithm to produce this 
relation. It turns out that the so modified data flow graph implements an alternative to 
Cybenko’s method for computing partial correlations directly from the data A, based on 2 X 2 
orthogonal rotations. More specifically, the data flow graph provides an ordering of the 2 X 2 
orthogonal rotations that effects the transformation from U to L such that the sines of these 
rotations equal the hyperbolic tangents of the hyperbolic rotations, hence are sample partial 
correlation coefficients (a result anticipated in [ll]). Section 5 provides algebraic and geometric 
derivations of this result. Thus our algorithm for computing all the partial correlations between 
variables Ai and A,+k, k > 0, given the variables inbetween is: compute the QR decomposition 
A = QU and apply plane rotations to transform U to L; the sines of the rotation angles are these 
partial correlations. This algorithm is superior to Bareiss’ and Cybenko’s with regard to the 
combination of numerical accuracy, operation count and inherent parallelism. 
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As an additional advantage, our approach (i.e. transforming U to L) allows the computation 
of partial correlations with arbitrary sets of given variables, this is the subject of Section 6. For 
instance, the partial correlations between variables A, and Ai+k given the variables outside are 
computed by employing a different sequence of eliminations in the transformation from U to L. 
More significantly, we show that it is not necessary to reorder the columns of U in order to 
compute arbitrary partial correlations. 
2. The Generalized Bare&s algorithm 
In [5] Bareiss proposed an algorithm to solve the linear system 
Bx = c, 
where B is an n x n Toeplitz matrix; B does not have to be symmetric. 
2.1. Description of the algorithm 
The algorithm reduces B to triangular form, modifies the right-hand side c accordingly, and 
determines x by backsubstitution. The reduction process operates on the 2n x n array 
and Bareiss proposes two versions of this process (see [5, Sections 2 and 31). We will generalize 
the second version that treats the upper and lower halves of the array symmetrically, and merely 
ignore the condition that B be Toeplitz. 
The reduction process removes successive superdiagonals in the upper half of the array and 
successive subdiagonals in the lower half of the array. At completion, the array is of the form 
where L is a lower triangular matrix and U is an upper triangular matrix. 
Before providing a formal description of the Generalized Bareiss algorithm, we will illustrate 
the algorithm by considering the case n = 4. The initial array is of the form 
1 1 1 I 
uuuu’ 
* * * * 
I * * * * * * * * 
The stars indicate the elements to be modified in Step 1, the middle two rows remain unchanged. 
The reduction process proceeds as follows: 
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Step 1. Linear combinations of row i in the upper half of the array with row i + 1 in the lower 
half of the array eliminate element (i, i + 1) in the upper half and element (i + 1, i) in 
the lower half, 1 < i G 3: 
d s * * 
* d s * 
* * d s 
1 1 1 1 
u u u u 
s d * * 
* s d * 
* * s d 
Step 1 ) 
* 0 * * 
* * 0 * 
* * * 0 
1 1 1 1 
0” u u u * ; 
* * * * * ; * 
Super- or subdiagonal elements doomed for elimination are represented by s, and 
diagonal elements participating in the elimination by d. Appropriate multiples for the 
linear combinations are made up from the ratios s/d. 
Step 2. Linear combinations of row i in the upper half of the array with row i + 2 in the lower 
half of the array eliminate element (i, i + 2) in the upper half and element (i + 2, i) in 
\ * 0 0 *’ 
* * 0 0 
1 1 1 0 
Step 2 ) 1 1 1 1 
u u’ 
ts : u u 
0 0 * * 
I * 0 0 *I 
Note that the two rows responsible for the elimination of one element contain zeros in 
the lower half, i = 1, 2: 
‘d 0 s * 
* dOs 
1 1 1 0 
1 1 1 1 
u u u u 
0 u u u 
S 0 d * 
\* s 0 d 
corresponding positions, hence no previously introduced zeros are destroyed. 
Step 3. Linear combinations of row 1 in the upper half of the array with row 4 in the lower half 
of the array eliminate element (1, 4) in the upper half and element (4, 1) in the lower 
half: 
ld 0 0 s * 0 0 01 
1 1 0 0 1 1 0 0 
1 1 1 0 1 1 1 0 
1 1 1 1 Step 3, 1 1 1 1 
u u u u l.4 u u u’ 
0 u u u 0 u u u 
0 0 u u 0 0 u u 
\s 0 0 d 0 0 0 */ 
The matrices L and U obtained through this process are the right factors in the UL and LU 
decompositions of B, as shown in Section 2.2. The total number of operations to find both 
decompositions comes to 2Cy::( n - i)2 = $n( n - i)( n - 1) multiplications and 2CyI:( n - i) = 
n( n - 1) divisions; this is twice the number of operations for Gaussian elimination without 
pivoting, which determines only one of the decompositions. 
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In the formal description of the Generalized Bare& algorithm let, at the start of step k, bl(k-l) 
denote row i in the upper half of the array, and biPk+i) row i in the lower half of the array. 
Thus b!+‘) = b!-‘) = b. equals the ith row of B. The jth element in row b!k-l) is denoted by 
bj,:.-‘), ‘and the jth element in row bj-‘+‘) by bl,Sk+*). The reduction process may now be 
expressed as: 
Generalized Bareiss Algorithm. 
fork=1 ton-l, 
l<i<n--k, &i+k = b,‘,;;;‘/b,$-,“T::‘,, &+k,i = bj;;;“/b_$-I), 
Note that we attempt to distinguish parallelism in the algorithms by employing two different 
notations for repetitive operations: for-loops, such as the k-loop above, increase in unit 
increments and iterations are performed one after the other; ranges, like 1 < i < n - k, denote 
independent iterations that can all be performed in parallel for a given k. 
With regard to parallel computation, data flow graphs have become a popular tool to visualize 
and analyze the partial order of computations in an algorithm. We will demonstrate that the data 
flow graph can also be crucial for the synthesis of parallel algorithms. 
For instance, the graph in Fig. 1 depicts the partial order of computations in the Generalized 
Bareiss algorithm for n = 4. Each box in Fig. 1 constitutes a linear 
two inputs from the right and two outputs to the left; it computes 
inputs a 2 X 2 transformation 
1 -bi,i+k 
-Pi+k,i ’ 
four-terminal element, with 
and applies to each pair of 
that is determined by the two multipliers &i+k and &+ k,i (the dependence of the transformation 
on two parameters &i+k and &+k,i is emphasized by writing /+j,i+k) in the center of each box). 
Transformations with the same index k belong to the same column, thus clearly showing that 
they are independent and can be determined in parallel. Moreover, each multiplier is determined 
from only two elements; with the proper mapping to a multiprocessor architecture the computa- 
tion of these multipliers can be performed based on local information, and for successive values 
of k the row operations can be overlapped to a very high degree. 
The graph can also be viewed as the realization of a linear operator in terms of 2 x 2 
transformations: the operator takes as inputs from the right the rows bi of B, and delivers the 
rows of the upper triangular matrix as outputs at the top and the rows of the lower triangular 
matrix as outputs at the bottom. 
2.2. UL and LU matrix factorizations 
In order to show that the algorithm computes the right factors in the UL and LU decomposi- 
tions of the matrix B it is convenient o regroup, for each step k, all the operations performed on 
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pairs of rows into a single matrix operation. Let R (k) denote the rectangle at the start of step k, 
k > 1, that consists of the “active” rows 1.. . n - k in the upper half of the array. Similarly, 
Rcbk) denotes the rectangle at the start of step k that consists of the active rows k + 1.. . n in the 
lower half of the array. 
There are two main diagonals in a rectangular matrix: one starting from the top left corner, 
and the second ending at the bottom right corner. As k increases, the leftmost (top) main 
diagonal in Rck) and the rightmost (bottom) main diagonal in R(-“) shrink in place, they are 
denoted by II(“) and DCek), respectively (cf. the d elements in the example). These diagonals are 
also portions of the main diagonals in the 2n x n array. The diagonal matrices associated with 
the two remaining main diagonals in Rck) and Rtek) are denoted SCk) and SCek), respectively 
(cf. the s elements in the example). Within the array these diagonals are portions of the kth 
superdiagonal and of the kth subdiagonal, respectively. The multipliers in the reduction process 
are the respective ratios of the diagonal elements of SCk) and SCek) (i.e. the elements to be 
eliminated in Rtk) and Reek)) and the diagonal elements of DCdk) and DCk) (the pivots). Thus, 


























Then, assuming DCk) and DCdk) to be non-singular, step k consists of replacing the rectangles 
We have to show that the product of the multiplier matrices can be appropriately partitioned 
into upper and lower triangular matrices. In order to examine the band structure of matrices we 
distinguish the two outermost non-zero diagonals of a matrix: Let the kth diagonal of a matrix 
M, consisting of elements m i it-k, have index k where k ranges from - (n - 1) to n - 1. The 
valuation of a matrix M is defined as the smallest index v(M) of a non-zero diagonal in M, the 
degree of M is the highest index S(M) of a non-zero diagonal in M. Denote by B,,, the class of 
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J 
bg) 
Fig. 1. Data flow graph for the Generalized Bareiss algorithm, n = 4. 
bl 
b4 
n x n matrices with Y(M) 2 Y and S(M) G 6. For instance, B,,n_1 is the class of upper 
triangular matrices, B_ Cn _1),0 the class of lower triangular matrices, and Br,n_1 (B_(,_rx_r) the 
class of strictly upper (lower) triangular matrices. 
From the multiplication and addition of band matrices one knows: if MI E BV,,6, and 
M, E 4,,6,9 then the product 4 4 E 4, + y2, 6, + &2 and the sum J4 + MZ E Bti,{ “,, yz 1, ma ( a,, at ) . 
When we just want to emphasize the band structure of a matrix M in the class Bv,6, we wrote 
X,6 in place of M- Thus, MV,,6,My2,62 = MV,+V,,6,+6, and %,.6, + My2,6, = Mtinty,, u2),max(G,, 6,). 
Of course, like for operations on polynomials, cancellations could occur and the indices v and 6 
in My.& may be smaller than the valuation of M and larger than its degree, respectively. 
The transformation performed on the 2n X n array at step k is a premultiplication 
2n X 2n multiplier matrix 
‘1 
by the 
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where. -S(k)(D(-k))-l and - S(-k)(D(k))-* are diagonal of order n - k. Hence this transfor- 
mation has the structure 
( 
MO,0 Ml+ 
M-k-k 1 Wl,cl * 
It will now be shown by induction that the product of the transformations from step 1 to step 
k, 1 < k G n - 1, is of the form 
( 
WI,,-1 J4.k 
M-k,-, 1 M-(k-l),0 * 
The above representation is obviously true for k = 1. Assume now that 2 < k < n - 1 and that 
the product of the transformations from step 1 to step k - 1 is 
( 
MO,&2 MI,&I 
M-(,-,,,-I I M-(k-2),0 * 
The product of the transformations from step 1 to step k is then 
MO,, Mk,k Mo,k-2 MM-I 
M-k,-, MO,0 I( M-(k-l),-1 M-(k-2),0 
( 
Mo,k-2 + W,k-1 Ml,k-l + M2,k 
= M-k,-, + M-(k-l),-1 M-(k-l),-l + M-,k 
MO,k-l Ml,k 
= M-k,-, M-(k-l),O 
- 2hO 
Consequently, the product of the transformations from step 1 to step n is of the form 
where o+ and L+ are respective n X n upper and lower triangular matrices, and r?, and L* are 
respective n x n strictly upper and lower triangular matrices. A slightly more refined induction 
proof exploiting the fact that the Mo,o submatrices in the k th transformation are actually n X n 
identity matrices shows that the product of transformations from step 1 to step k has the form 
i 
IPI + Ml,k-l Ml,k 
M-k,-l 1 1, + M-(k-w ’ 
so that c+ and 2, have unit diagonal. 
Thus, the Generalized Bareiss algorithm effects 
where L is n x n lower triangular and U n X n upper triangular. Since r?, + & and i+ + i# 
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are respectively unit lower and upper triangular matrices, the matrices L and U constitute the 
right factors in the UL and LU decompositions of B: 
B= CL, fi= (O+ + qJ1, 
B=_& b(~++LJ’. 
Consequently, the data flow graph in Fig. 1 is the realization of a linear operator that takes as 
input a set of rows from the right, and delivers as output at the top this set of rows premultiplied 
by 2-l and at the bottom the set of rows premultiplied by 0-l. In particular, if the input 
consists of rows of the identity matrix then the rows output at the top make up i-‘. 
2.3. Conditions for successful factorization 
If the matrices Dck) and DC-k1 1 < k < n - 1, are non-singular, then the Generalized Bareiss 
algorithm runs to completion and delivers LU and UL decompositions of B (a necessary and 
sufficient condition can be derived assuming the ratio s/d is set to zero whenever s = d = 0). The 
matrices Dck) and DcPk) are non-singular when their diagonal elements 
bit-” , b$k-l),..., bik_il)_k, ,n 1 < k<n - 1 
and 
b(-k+l) k+l,k+l, b:;k,~~~,,-. , bink+‘), 1 < k < n - 1 
are all non-zero. We shall now interpret this condition in terms of the original matrix B. 
The contiguous principal submatrix 
bi+l,i+k-1 ’ 
of order k - 1 of B is called the (k - 1)-block after (row) i in B or the (k - l)-block before (row) 
i + k in B. As we will show presently, the row vectors blk-*) and b$J,k+l) in the Generalized 
Bareiss algorithm at step k can be expressed in terms of the inverse of the (k - l)-block after i in 
B: 
bi+l,i+l - . . 
bCk-‘) = bj - (bi i+l . . . bj : I 
bi+k:l,i+l +.- 
and 
b$;,k+i) = bi+k - (bi+k,i+i ..- bi+k,i+k-l) 
Thus b!k-l) represents the i th row of the Schur complement of the (k - l)-block after i in B, 
and b!r,ktl) the (i + k)th row. The Schur complement, as defined by Ando [4], is an n X n 
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matrix with rows i + 1.. . i+k-1 equal to 0 and columns i+l...i+k-1 equal to 0; it is 
obtained by subtracting from B the product of the following three quantities in the given order: 
columns i + 1 to i + k - 1, the inverse of the (k - l)-block after i, and rows i + 1 to i + k - 1. 
The two equations above constitute a direct consequence of the quotient property of Schur 
complements [4, Theorem 31. Indeed the property is true for k = 1, since it states bi+‘) = bj-‘) = b,. 
Assuming it is true for the vectors bik-l) and b17,kf1’ > the right-hand side in Bare&’ first 
recurrence relation 
@“ = @-l) - bj,?;;‘( bl;;,;?!) -‘bj;,k+” 
is row i of the Schur complement of the l-block after i + k - 1 in the Schur complement of the 
(k - 1)-block after i in B and, from the quotient property, this is row i of the Schur complement 
of the k-block after i in B: 
Similarly the right-hand side in the second recurrence relation 
‘bi+l,i+l **- 
bik’ = bi - (bi,i+l . . . bi,i+k) i 
\bi+k,i+l -*- 
b,‘;,k’ = &,k + l) _ b;;;,;i)( b!;-l))-lbr(k-l) 
must be row i + k of the Schur complement of the k-block before i + k in B: 
’ bi,i . . . bi,i+k--l -’ ’ bi 
bi’;;’ = b 
i+k - (bi+/c,i .** bi+k,i+k-1) i 
’ \bi+k-l,; mm* bi+k--;,i+k--l ] \bi+_-l:. 
The interpretation of the intermediate quantities in the algorithm is now clear: b!T) denotes the 
jth element of row i in the Schur complement of the principal submatrix of order k just ufier 
row i in B, similarly bi,Tk) is the jth element of row i in the Schur complement of the principal 
submatrix of order k just before row i in B. 
Clearly the condition that 
b(k-1) b(k-1) 
11 3 22 ,..., b’k-l)_ ,, k,n k, l<k<n-1 
all be non-zero is equivalent to the condition that the products 
fi b,‘l;-“, fi b$k,;il)+j 
' 
,..., fIb~!Y~J?k+j,~-l-k+j~ l<k<n-1 




&-k+l) k+l,k+l, f&k,+,‘!,, . . . , b:rJtk+‘), l<k<n-1 
are non-zero if and only if 
fibi;$;‘j,, fib$;$;yj,..., fib,$Zcy+j,n_l_k+j, l<k<n-1 
j=l j=l j=l 
are non-zero. The quotient property and Schur’s determinantal formula [7, Section 41 imply that 
the two sets of above products are equal to the determinants of all those contiguous principal 
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submatrices that are contained in the leading and trailing principal submatrices of B of order 
n - 1, respectively. If the two sets of determinants are non-zero, then all contiguous principal 
submatrices of B of orders 1 ., . n - 1 are non-singular. Note that this condition is significantly 
more stringent than if Gaussian elimination without pivoting were applied twice to compute U 
and L, then only all leading and trailing principal submatrices of orders 1. . . n - 1 should be 
non-singular. 
2.4. Computation of partial correlation coefficients 
It will now be shown how the Generalized Bareiss algorithm can be used to compute partial 
correlation coefficients. The starting point is an m X n matrix 
A = (al . . . a,) 
whose column ai, 1 < i G n, consists of the values of m observations of a real random variable Ai 
with their sample mean subtracted out. The sample covariance matrix associated with these data 
is defined as B = (m - I)-iATA [3]. Since all the results presented here are independent of the 
scaling of B, we shall omit the scaling factor (m - l)-’ and use instead B = ATA. The columns 
of A are assumed to be linearly independent hence B is n X n symmetric positive-definite. 
Consequently, all contiguous principal submatrices of B are non-singular and Bareiss’ algorithm 
runs to completion when applied to B, yielding the factors U and L in the decompositions 
B = kJ= OL. Moreover, the symmetry of B implies that 2 equals (diag( UT))-‘UT, where 
diag(UT) stands for the diagonal of UT. 
The sample correlation coefficient of two random variables Ai and Aj is equal to the cosine of 
the angle between ai and aj: 
pii = ( aTai)-l’*( aTaj)( afaj)-l’*. 
Since bij = afaj = bji, one has in particular 
Pi,i+l = (bii)-1’2bi,i+l(bi+l,i+l)-1’2. 
It follows that the sample correlation between Ai and Ai+ i is equal to the geometric mean of the 
two corresponding multipliers 
Pi,i+l = \iBi i+lPi+l i , , * 
In this context, &i+l and &+l,i may be interpreted as the respective regression coefficients of Ai 
On Ai+l and of Ai+l on Ai [3]. 
The correlation between two variables Ai and Ai+* can arise, in part, from the fact that both 
Ai and Ai+* show a correlation with the third variable Ai+l. The “partial correlation between Ai 
and Ai+* given (or: conditioned with respect to) Ai+l” then represents the correlation between 
Ai and Ai+z after the dependence on Ai+l has been removed, that is, the cosine of the angle 
between the projections of a, and ai+* onto the subspace orthogonal to ai+l. More generally, 
the partial correlation between Ai and Ai+k given the variables Ai+l,. . . , Ai+k_l inbetween is 
the correlation between Ai and Ai+k after the dependence on the variables inbetween has been 
removed. Formally, denote by span{ ul,. . . , v,} the subspace of all linear combinations of the 
n-vectors vl, . . . , vI, and by spanl{ vi,..., vI} the orthogonal complement of span{ vl, . . . , vl} in 
n-dimensional Euclidean space. If al“-‘) and a$;:+‘) are the respective projections of a, and 
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ai+k onto the space span* { a,+l,.. ., ai+k_l}, then aike’) and aj;f+l) are the respective 
residuals (or errors) in the solutions to the linear least-squares estimation of a, and a;+k by 
a;+l?. . .? ai+k-l [15]. The partial correlation coefficient is the cosine of the angle between the 
residuals: 
&t-t;+k-1 = [ ( a(k-l))Tajk-l)] -“‘[ ( a~k-l))Ta~;~+l’] [ ( af;~+~))Ta~;;+l~] -112, 
where ajk-‘) = Pa;, al;;+‘) = Pai+k and, P is the orthogonal projector onto the subspace 
orthogonal to a,+l,. . . , a;+k_l. To avoid a heavy use of superscripts, from now until Section 5.3, 
we will omit the superscript from a partial correlation whenever all variables inbetween the two 
in question are given, thus the above partial correlation will be temporarily denoted P~,;+~. 
Let 
Al= (a;+1 . . . a;+k-1) 
be the m X k matrix formed by columns aifl,. . ., ai+k__l. The orthogonal projector P onto 
span1 { a;+r . . . ai+k_*} is equal to 
p E 1, - /q A”=q-‘a=. 
Exploiting the symmetry and idempotence of P, one has 
[ a~k-l)]Taj;f+‘) = (aTa;+k) - (aTif)( aTx)-l( aTa;+,) 
bi+l,i+l . * * bi+l,i+k-l \ -’ 
= bi,i+k - cbi,i+l *** bi,i+k-l) : 





[ ajk-l)]Ta~k-l) =b,ik-‘), 
Thus the multipliers /3i,i+k and b;+k,; computed by the Generalized Bareiss algorithm satisfy 
fii,i+k = 
[ ajk-l)]Taj;;+l) p, = [ aj;~+‘)]Ta$k-l) 
1 
a!;,“+lq’a;;,“+u ’ r+k’r [ a!k-l)]Tajk-l) ’ 
hence are the respective regression coefficients of the residual aSk-‘) on the residual a$;;+‘) and 
of ajr,k+l) on aik-l). 
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Consequently, for 1 < i < n - k, 1 < k < n - 1 
p;,i+k = (b~~-“)-1’2b~,~;:‘(bj;kk~~)k)-1’2 = /mr 
and the Generalized Bareiss algorithm provides the partial correlation coefficients between Ai 
and A,+, given the variables Ai+ i, . . . , Ai+k_-l inbetween. (Note that the algorithm computes 
n(n - 1)/2 coefficients while the total number of partial correlation coefficients for n variables 
is easily seen to be n(n - 1)2”-*.) Like the traditional use of recursive formulas based on the 
quotient property for Schur complements in the covariance matrix B [3], this approach has the 
drawback of first squaring up the data, thus potentially incurring loss of numerical accuracy and 
increased sensitivity to roundoff [lo]. Hence we seek methods that work directly with the data 
matrix A. 
3. Cybenko’s algorithm 
In [12] Delsarte, Genin and Kamp present an algorithm that computes the triangular 
decomposition of the inverse of a matrix and closely resembles the generalization of Bareiss’ 
algorithm in this paper. When the matrix is a covariance matrix this algorithm is a generalization 
of the well-known Levinson algorithm for Toeplitz (covariance) matrices. Because analogues of 
the Levinson algorithm that operate directly on the data were widely used at the time (the 
so-called lattice algorithms), Cybenko set out to develop a similar adaptation of the generalized 
Levinson algorithm of [12]. Cybenko’s algorithm [8] can also be quickly rederived from the 
Generalized Bareiss algorithm, as we will now demonstrate. 
3.1. Derivation of Cybenko’s algorithm 
Suppose, as depicted in Fig. 2, the input to the data flow graph of Fig. 1 consists of the 
columns of the data matrix A instead of the rows of the sample covariance matrix B = ATA and 
the 2 x 2 transformations are those obtained by first applying Bareiss’ algorithm to B. We prove 
that the modified columns appearing on the edges of the graph are indeed the quantities 
computed by Cybenko’s method. The proof is by induction and amounts to verifying that the 
columns input to the right are the columns of A and that, for 1 < k G n - 1 and 1 < i G n - k, 
( a!k) a!;;)) = ( aik-l) alTi+l) -Pi+k,i 1 ) . 
Since, from SeCtiOn 2.4, &+k 
a(;;+‘), a<k-i) _ 
&+ka$? 
is the regression coefficient of the residual alk-‘) on the residual 
multiple of ai+k . 
is the residual in the least-squares approximation of ajkml) by a 
(-k+*) By induction hypothesis ajkV1) and aj;,k+” are themselves residuals in the 
least-squares approximation of ai and ai+k by linear combinations of a,+l,. . . , aj+k__l hence 
aj,,k+*) is orthogonal to span{ ai+l,. . . , ai+k_i}. N ow if from the difference between a vector 
and its orthogonal projection on a subspace S, is subtracted the orthogonal projection of that 
difference on a subspace S, orthogonal to S,, the resulting vector is equal to the difference 
between the original vector and its orthogonal projection on the direct sum of S, and S,. (This is 





Fig. 2. Data flow graph for Cybenko’s algorithm, n = 4. 
the analogue for vectors in Euclidean space of the quotient property of Schur complements in 
matrices.) Consequently ajk-‘) - &i+ka[;~+l) is the residual in the least-squares approximation 
of a, by a linear combination of a,, i, . . . , ai+k and we can write 
@) = @-1) - Pi,..+@j,;+i), 
Similarly we can show that 
&,“’ = a;,f+l) - Pi+k $jk_l). 
The top outputs of the data flow graph consist of the residuals in the least-squares approxima- 
tion of each column ai by a linear combination of the previous columns a,, . . . , ai_ 1. Thus the 
process of applying the 2 X 2 transformations to the columns of A, with multipliers obtained 
from Bareiss’ algorithm applied to B = ATA, results in a set of orthogonal columns 
This property was most attractive from Cybenko’s point of view, that is from the point of view of 
solving linear least-squares problems. It remains to show that the multipliers can be computed 
directly from the data instead of the associated covariance matrix B. From Section 2.4 
Pi,i+k = 
[ &“]‘&,““’ [ &;+l)]Tujk--l) 
[ aj;,k+‘) ]Tuj;;+l) ’ Pi+k,r = [ujk-lqTuy) ’ 
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hence the multipliers in each box of the data flow graph can be computed from inner products of 
the pair of columns input to the box. Finally, from Sections 2.2 and 2.4, if the columns of the 
n x n identity matrix are input to the data flow graph, the columns output at the top are equal to 
the. columns of the inverse of the Cholesky factor of B with its rows scaled to give a unit 
diagonal If we denote this inverse by R-‘, the linearity of the operator realized by the data flow 
graph implies that Q = AR-‘, hence A = QR. Thus the complete procedure computes Q with 
orthogonal columns and R-’ unit upper triangular such that A = QR [8]. Of interest to us is 
only the first part-the computation of the multipliers &i+k and /3i+k,i, 1 < i < n - k, 1 < k < 
n - 1, which yield the partial correlations P~,~+~- and we ignore the computation of R-‘. 
3.2. Time complexity of Cybenko’s and Bareiss’ algorithm 
The operation count for the computation of these n( n - 1)/2 partial correlations is fairly 
high: 3n(n - 1)/2 inner products and 2(n - l)(n - 2)/2 updates of m-dimensional vectors, plus 
2n( n - 1)/2 divisions, are needed to compute the multipliers followed by another n( n - 1)/2 
multiplications and square-roots to obtain the partial correlations. This amounts to [(5n - 4)m + 
n]( n - 1)/2 multiplications, n (n - 1) divisions and n (n - 1)/2 square-roots. The use of Bareiss’ 
algorithm requires only n( n + 1)/2 inner products of m-dimensional vectors to form B and 
Bareiss’ algorithm, exploiting the symmetry of B, calls for (2n + 3)( y1 - l)( n - 2)/6 multiplica- 
tions and n(n - 1) divisions to compute the multipliers. Thus the total number of operations to 
get the partial correlations using that approach is [(n + 2)m + (2n* - n)/3](n - 1)/2 multiplica- 
tions (up to a small correction term linear in n and m), n( n - 1) divisions and n( n - 1)/2 
square-roots. Therefore Cybenko’s algorithm employs from 3 to 5 times more multiplications 
than Bareiss’ algorithm! 
While the degree of parallelism enjoyed by the Bareiss’ algorithm-based method is high, the 
inner products in Cybenko’s method cannot be overlapped for distinct values of k and constitute 
a bottleneck. A lower bound on the parallel computation time for Cybenko’s method on 0( mn) 
processors comes to 0( n log m + n), and to 0( mn) if the processors are interconnected on a 
nearest-neighbor basis and no broadcasting is possible (e.g. one- or two-dimensional arrays). A 
lower bound on the parallel time for Bareiss’ method on 0( n*) processors is 0( m + n) in both 
cases. The relatively high operation count and poor degree of parallelism of Cybenko’s algorithm 
provide an incentive for the search for another algorithm that also works directly on the data 
matrix A but exhibits sequential and parallel time complexities similar to those for Bareiss’ 
algorithm applied to the covariance matrix B. 
4. The Hyperbolic Cholesky algorithm 
As a first step in the derivation of a faster method for computing the partial correlation 
coefficients from the data matrix, we will now consider a normalized version of the Generalized 
Bareiss algorithm. 
From now on, only symmetric positive-definite matrices B will be considered. Let L and U 
be the respective lower and upper triangular Cholesky factors of B: B = LTL = UTU. Since the 
Generalized Bareiss algorithm computes the UL and LU decompositions of B with unit 
triangular left factors, the algorithm could be applied to obtain the Cholesky factors L and U of 
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B by simply scaling every row in the right factors by the square-root of 
diagonal element. 
4.1. Derivation of the Hyperbolic C’holesky algorithm 
the corresponding 
A more balanced alternative, presented in the theorem below, is to modify the Generalized 
Bareiss algorithm and scale intermediate qualltities in order to obtain the Cholesky factors 
directly. 
Theorem 4.1. If vi (+O) = v!-‘) = ( b..)-l/*bi, 1 < i < n, und for 1 < k < n, 1 G i < n - k, I ,1 
Pi,i+k = v$;:‘( vi’;;,;;)k)-l, 




bjk’ = ( b;;‘)1’2vjk’, bi’;;’ = ( bi;;,?+k)1’2vi;;). 
Proof. The proof is by induction. First note that since B is positive-definite b,, is strictly positive, 
the initialization can be performed, and the theorem holds for k = 0. Suppose it also holds for 
k 2 0. From the Generalized Bareiss algorithm and the induction hypothesis 
b!k+l) = bck) - bj,;ikC1( bi;,k;, i+k+l)-lb!;;;l I i 
= (@‘)l’*[ ,ylk) - (b~~‘)-‘/2b~~~k+,(b~~~~~,~+k+l)-1’2V~~~~l] 
= (bj;‘)“*[ vik) - pi,j+,+,vj&] . 
Now, from the quotient property 
b!k+” = bck) - b;,;!k+I(b!-k’ II ii t+k+l,t+k+l )-‘b(;& i 
= (bi;‘)l’*(l - p:,,,,,)( bl(k))l’*. 
Since B is positive-definite and, from the expression of the determinant of a contiguous principal 
submatrix as a product in Section 2.3, bi(ik+l) is the ratio of the determinant of the (k + 2)-block 
after row i - 1 to the determinant of the (k + 1)-block after row i it follows that bi(ik+*) > 
0, Ipi,i+k+ll (19 and 
l/2 
(bi:')l'2= (bi;+1))1'2(1 -p:,+,+l)- . 
Consequently, 
b<“+l) = ( bl(ik+1))1’2v;k+l)_ 
1 
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The Generalized Bareiss algorithm and the induction hypothesis also imply 
b,$-,k,;’ = b(-k) i+k+l - b/;,k!l,i(b;/=))-lb;k) 
= (blc~~l,i+k+l)1’2[ &kk!I -  ._ 
b’ k) 
) [ ._ _ (hj;:!,.,,+l)-“*b~~:i,.(b!*‘)-“iul*’] 




where the last statement is obtained by observing that bj,,kil,; = b;,tik+ 1 for a symmetric matrix. 
Making again use of the quotient property 
(b!YL!r,i+k+r)1’2= (b!;~;:~i+k+r)1’2(1 - P?,i+k+r)-1’2* 
Thus 
b;;,“;;’ = ( blr~~~~i+k+l)1’2vj;~~~‘. q 
Since the operations applied to pairs of rows are hyperbolic rotations, the algorithm has been 
called the Hyperbolic Cholesky algorithm in [1,9,11]:- _ 
Hyperbolic Cholesky Algorithm. 
fork=1 ton-l, 
= (1 - p:i+k)-1’2 
i 
1 - Pi,i+k 
-Pi,i+k 1 
The rows of the Cholesky factors are given by 
’ (n-1)’ 
*1 
/ ( bi;-*))-1’2b;-*! ’ 1 C-0) 
*1 
L= : = 
p 
v”l n 1 (b;?l,,_lj-1’2b;!?, ’ u= : 
uw n (bit)) -l”b;o) &n+l) n 
= 
(b$,O’) -1’2bi-o’ ’ 
(b$;*))-1’2b$-*) 
The data flow graph in Fig. 3 depicts the partial order of computations in the Hyperbolic 
Cholesky algorithm for n = 4; hyperbolic rotations whose tangents pi i+k have the same index k 
belong to the same column, thus clearly showing that they are’ independent and can be 
determined in parallel. The linear operator realized by the data flow graph takes as input from 
the right the scaled rows ( bii) - ‘12bi of B, and delivers the rows of II as outputs at the top and 
the rows of L as outputs at the bottom. Note that each box in Fig. 3 now determines and applies 
a hyperbolic rotation that is uniquely determined by the one parameter &i+k (depicted in the 
center of the box). 
70 J. -M. Delosme, I. C. F. Ipsen / Stable computation of partiaI correlations 
(hd--61 : 
(hid--b2 : 
V33) b3 -B 
Fig. 3. Data flow graph for the Hyperbolic Cholesky algorithm, n = 4. 
This algorithm differs slightly from the one derived in [9] because it computes both L and U 
factors. The algorithm in [9] determines only U (or only L), and takes advantage of the property 
that the 2 X 2 hyperbolic rotation matrices may be computed from the upper triangular (lower 
triangular) part of each row. This property follows from the symmetry of B; when applied to a 
non-symmetric matrix the Generalized Bareiss algorithm cannot be decomposed into two such 
independent parts. Parallel implementations of the algorithm in [9] on systolic arrays are 
described in [l,ll]. 
The Hyperbolic Cholesky algorithm is a normalized version of the Generalized Bareiss 
algorithm, and if one were to apply the same considerations to it as in Section 3 one would arrive 
at the normalized version of Cybenko’s algorithm presented in [13]. Unfortunately, this normal- 
ized version has an even larger operation count, hence is of little practical interest. However, 
another look at the data flow graph of the Hyperbolic Cholesky algorithm from a different 
standpoint suggests a more efficient algorithm for the computation of partial correlations 
directly from the data matrix. 
4.2. Relation between upper and lower triangular Cholesky factor 
Since U and L are Cholesky factors of the same matrix B they must be related by an n X n 
orthogonal transformation, and the data flow graph in Fig. 3 can help us to discover a 
decomposition of this orthogonal transformation in terms of elementary, 2 X 2, orthogonal 
rotations. We simply exchange, for every element, the roles of the bottom right input and the top 
left output, which now become respectively output and input. The corresponding data flow graph 
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Fig. 4. Data flow graph for the Cholesky Factor Interchange algorithm, n = 4. 
is displayed in Fig. 4; the effect of this exchange on the parameters of the four-terminal elements 
is made explicit in the theorem below. Note that the intermediate quantities on the edges in Figs, 
3 and 4 are identical. 








of B to its lower triangular Cholesky factor L: 
Cholesky Factor Interchange Algorithm. 
for 2i + k = 3 to 2n - 1, 
l~iin, k>l, t;,+,=~,‘,~;:‘(~1’;1!+,)-’ 
= (1 + t$+k)+ 
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Proof. If two vectors (v’ IV’)= and (v IV)= are related by a hyperbolic rotation 
then the vectors (v’ w)= and (v w’)~ are related by 
[:I = (‘::’ ;:;][;,]. t,= ;* 
Since c;l=(l-th) , 2 1/2 the 2 X 2 matrix above is an orthogonal.rotation 
(i)=(: ;“)(;t), s=t,, c=(1-.s2)1’2. 
Thus, if we have 




from the Hyperbolic Cholesky algorithm, then 
‘i,i+k ‘i,r+k 
where the elements of the rotation satisfy si,i+k = pi,i+k and ci,i+k = (1 - ~$+~)t/~. This relation 
does not yet provide us with the complete algorithm: Pi,i+k is equal to u~,~;~)( ~j;~,~~-:)k)-~ but this 
relationship cannot be employed directly since vj;~,~~-:)k is not available. However, the Schur 
complement interpretation of vjk) indicates that “$t!k = 0, hence the rotation satisfies 
from which it directly follows that Ci,i+k = (1 + tifi+k)-1’2 and Si,i+k = ci,i+kti,i+k with t;,i+k = 
“;,$;‘( “j;;,;+k)-I. S ince at each step the superscript of every row being updated is incremented 







But this is just the lower triangular Cholesky factor L of B as produced by the Hyperbolic 
Cholesky algorithm. 0 
The elimination can be carried out in parallel as follows 
(* 1 2 3 . . . n-2 n-l \ 
* 3 4 . . . n-1 n 
* 5 . . . n n+l 
3 
* 211-3 
\ * 1 
where the numbers represent the order in which the elements are eliminated. 
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5. Application to the computation of certain sample partial correlations 
The results of the previous section are readily applied to derive an algorithm that is faster than 
Cybenko’s method for the computation of the partial correlation coefficients P;,;+~ from the data 
matrix A. 
Theorem 4.2 asserts that the transformation from the upper triangular Cholesky factor U of B 
to the lower triangular factor L may be effected in such a way that the sines of the rotations are 
equal to the partial correlations. In addition, U may be obtained as the upper triangular matrix 
in the QR factorization A = QU of A (where Q has orthonormal columns) since B = UTQTQU 
= UTU. 
Accordingly, the following algorithm computes the partial correlations pl,i+k directly from the 
data matrix A: 
Step 1. Compute the QR decomposition A = QU of A, where Q has orthonormal columns and 
U is upper triangular with positive diagonal elements. 
Step 2. Use the Cholesky Factor Interchange algorithm to transform U to L. As only the partial 
correlations are of interest, and the matrix L is not needed, about half of the arithmetic 
operations can be saved by applying the rotations merely to the trailing principal 
submatrix of interest. 
The sine of the rotation eliminating element (i, i + k) is the sample partial correlation coefficient 
Pi,r+k between Ai and Ai+k, holding the variables inbetween, Ai+l.. . Ai+k_-l, fixed. 
5.1. Time complexity 
The operation count for computing U using Householder transformations is ~~31~ - n(n - 1) . 
(2n - 1)/6 multiplications, mn divisions and n square-roots [15]. The operation count for 
computing the partial correlation coefficients from U is n( n - 1)(2n - 1)/2 multiplications, 
n (n - 1) divisions and n (n - 1)/2 square-roots. Thus the total number of operations is about 
[(n + 1)m + (2n2 - n)/3]( n - 1) multiplications, n (m + n) divisions and n( n + 1)/2 square- 
roots. This comes to about twice as many operations as Bareiss’ algorithm applied to the 
covariance matrix B and about half the number of operations using Cybenko’s algorithm. 
A QR decomposition based on 2 X 2 rotations may be performed in parallel on O(mn) 
processors in time O(log m + n log log m) [16], and on a systolic array of 0( n2) processors in 
time O(m + n) [1,14]; the parallel computation of the partial correlations on 0(n2) processors 
requires O(n) time (3n time steps on a systolic array [ll]). Consequently, our method is much 
faster than Cybenko’s approach. Moreover, as shown in Section 6, it can be easily adapted to 
compute arbitrary partial correlations. 
5.2. Geometric derivation 
Because the purely algebraic derivation of Section 4 does not provide enough insight to extend 
the algorithm to the computation of arbitrary partial correlations, we offer a geometric deriva: 
tion of Theorem 4.2, starting with two simple examples. 
As for notation, e, denotes the i th canonical (column) vector with a one in the i th position and 
zeros everywhere else, its size will be apparent from the context. To be concise, the planes 
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span{ ei, ej}, i <j, are also referred to as planes (i, j). 
First consider the 2 x 2 case. Let 
be the upper triangular matrix (with positive diagonal elements) in the QR decomposition of the 
m x 2 matrix A. We know from Section 2.4 that the sample correlation p12 between A, and A, 
is the cosine of the angle 19~~ between the two columns of U. Because of the triangular structure 
of U its first column, ( uI1 O)=, is a positive multiple of the first canonical vector e, = (1 O)T while 
its second column is a linear combination of e, and the second canonical vector e2 = (0 l)=. 
The columns of the matrix U may be rotated in such a way that the second colwnn becomes a 
positive multiple of e, thereby turning the first into a linear combination of e, and e2: 
Lr@U= :,I O . 
i i I 21 22 
The angle between e, and e2, denoted by L(e,, e,), is + &r and, using the same orientation 
convention, the angle between the two columns is denoted by 8,, = L(u,, u2). The fact that the 
first column is a positive multiple of e, implies L( e,, u2) = 8,,. To turn the second column into a 
positive multiple of e2 requires that all columns of U be rotated by the angle 
L(u,, e2) = L(e,, e2) - L(e,, u2) = $n - e12, 
see Fig. 5. Since the angle between the two columns of U is preserved under the rotation, and the 
angle of such a rotation 
completes 8,, to a right angle: 
s = sin(ia - 8,,) = cos e12 = p12. 
Consequently, the desired sample correlation is the sine of the rotation 0. 
Let us take a brief look at the 3 X 3 case 
u= 
Ull %2 u13 
0 u22 u23 
0 0 u33 
Fig. 5. Angles in the 2 X 2 example. 
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At first, because the second column has only one more non-zero element than the first, the 
columns of U can be rotated in the (1, 2)-plane so as to make the second column co-linear with 
e2, 
and p12 = st2. Here, “co-linear” 
that are non-zero in general. 
; ,,i-(t fi i,], 
is used to mean “a positive multiple of’ and * denotes terms 
To achieve conditioning of A, and A, with respect to A,, the first and third columns need to 
be projected onto the subspace orthogonal to the second column. Due to the triangular structure 
of U and the effect of the previous rotation the second column is co-linear to e2, and the 
subspace orthogonal to it is just the plane spanned by e, and e3_ The partial correlation p13 can 
then be determined from that rotation that makes co-linear with e3 the projection of the third 
column onto span{ e,, e3}. Since this rotation takes place in a subspace orthogonal to the second 
column, it does not affect the second column, and the zero element introduced by the previous 
rotation is preserved: 
in 9 7’j(o ; j3]=[l; ; q 
and p13 = s13. Note that another non-zero element is introduced in the first column. 
Again, because of the triangular structure of U and the effect of the second rotation the 
zero-structure of the second and third columns is the same save for one element, the second 
column is co-linear with e2 while the third is a linear combination of e2 and e3. Thus the 
columns of the matrix can be rotated to yield pZ3 by applying a rotation that makes the whole 
third column co-linear with e3, and turns the second column into a linear combination of e2 and 
e3: 
Now we are ready to carry out this geometric argumenr m the general case and provide an 
alternative proof of Theorem 4.2. The proof proceeds in two steps. First, we prove by induction 
that at step I, 1 < I < 2n - 3, the rotations that eliminate elements (i, i + k) for 2i + k = I + 2 
can indeed be effected. Then we show that the sines of these rotations are the partial correlations 
Pi,i+k* 
The elements (i, j) of U, the matrix operated upon at the start of step 1, are zero for i >j. 
More generally, at the start of step 1, those elements (i, j) of the current matrix are assumed to 
be zero for which either i +j < 1+ 1 and i <j or i +j > I+ 1 and i >j. For example, the 
structure of a 6 X 6 matrix at the start of step 4 is 
(* * *\ 
* * * * * 
* * * * * * 
* * * *’ 
* * 
* 
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Let us show that the same property holds at the start of step I+ 1. According to the induction 
hypothesis, at the beginning of step 1 rows i and i + k with 2i + k = I+ 2 have the same 
structure-except for element (i, i) which is structurally non-zero and element (i + k, i) which 
is zero. Rotating the two rows to zero out element (i, i + k) fills in element (i + k, i). Thus, 
assuming all such rotations, with 2i + k = I + 2, are performed at step 1 the only structural 
modification occuring during that step is the removal of elements (i, i + k) and the fill-in of 
elements (i + k, i). Hence at the start of step I + 1, the zero elements (i, j) of the current matrix 
are those for which either i +j < I+ 2 and i <j or i +-j > I+ 2 and i >_j. 
Considerbthe matrix at the start of step 1. Denote the matrix U’ and its columns uJ. The 














* * * 
* * * * * 
* * * * 
: * * 
. . . . 
* 
i+k 
(Above, step I is odd; if 1 is even the structure differs slightly: the row above the filled-in row has 
a single zero and the one below has two zeros.) Thus, 
24: E span{ ei,. . ., ei+k_l}, ~4:+~ E span{ ei,. . . , ei+k} 
and, since the diagonal elements of U’ are non-zero, 
span{uJ: i<j<i+k} =span{e,: icj<i+k}. 
Hence the projections of U; and u[+~ onto span1 { ~5: i <j < i + k} are respectively co-linear to 
e, and a linear combination of e, and ei+k. Consequently, the partial correlation pi,i+k is 
obtained by applying the rotation in plane (i, i + k) that makes the projection of u:+~ co-linear 
with e,; pi,i+k is the sine of that rotation. Because this reasoning applies to any pair of columns i 
and i + k with 2i + k = I+ 2 and because span{ ~5: i <j G i + k} is left invariant under the 
rotation in plane (i, i + k) that removes element (i, i + k), the rotations eliminating elements 
(i, i+k)for2i+k=Z 2 + can be applied in arbitrary order (in particular in parallel); their sines 
are equal to pi,i+k. 
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5.3. Another set of partial correlations 
A key property of the transformation from U to L in the previous section is its preservation of 
the number of zero entries. It is easy to see that there exists at least one other way of 
transforming U to L which enjoys that property. Although they cannot be directly expressed in 
terms of the Schur complements in the Hyperbolic Cholesky algorithm, one can now employ the 
results of the previous section to obtain a geometrical interpretation of the rotations and show 
that this second strategy gives rise to a different set of partial correlations. 
In Section 5.2 the elements of U are removed along anti-diagonals from the top down; 
obviously, they can also be removed from the bottom up: rotating at step 1,l < I G 2n - 3, rows i 
and i + k such that 2i + k = 2n - 1 in order to remove element (i, i + k) and fill in element 
(i + k, i). In general, removal of the strictly upper part of the anti-diagonal {(i, j): i +j = 2~2 - 
I} entails the fill-in of the strictly lower part of that anti-diagonal. The following theorem 
demonstrates that this elimination order yields the complementary set of partial correlations, 
namely those where Ai and Ai+k are conditioned with respect to the outside variables A, . . . Ai_ 1 
and Ai+k+l.. . A,. 
To this end, we revert to the notation with superscripts for the partial correlations to indicate 
the fixed variables: ,Q+~ is replaced by the original pi::;‘“-‘, and in general ptj denotes the 
partial correlation between variables Ai and Aj with variables held fixed whose indices belong to 
S (i, j P S). 
Theorem 5.1. (Another way of transforming U to L). If the elements in the Choiesky factor U of 
the sample covariance matrix B are eliminated in the order 
* 2n-3 . . . . . . n+l n n-l 
* n n-l n-2 
. . 
i 4 ; 
* 3 2 
* 1 
* 
that is, proceeding anti-diagonal after anti-diagonal from bottom to top, then the sine of the rotation 
that eliminates element (i, i + k), is equal to the sample partial correlation p~,~+-k”i+k+’ ’ n, 1 G i G 
n-l,l<k,<n-i. 
The proof proceeds analogously to that in Section 5.2, and instead we will illustrate Theorem 
5.1 by means of an example for n = 4. The first step of the transformation is the removal of the 
lowest element (3, 4) in the strictly upper triangular part of U: 
[’ r i i] --) [’ : i ;I_ 
Since the associated rotation takes place in plane (3, 4), which is the subspace orthogonal to 
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columns 1 and 2, the partial correlation p$ is computed. Now the lower triangular part of the 
third column has completely filled in and the last element, (2, 4), of row 2 can be removed: 
The associated rotation occurs in plane (2, 4), which is orthogonal to the subspace containing 
column 1, thus pi 4 has been computed. On the third step, rotations in planes (1, 4) and (2, 3) are 
performed, filling in elements (4, 1) and (3, 2): 
Columns 1 and 4 belong to span{ e,, e4} thus the rotation in plane (1, 4) yields p1 4. The rotation 
in plane (2, 3), which is orthogonal to columns 1 and 4, results in the determination of & etc. 
As U can be transformed to L, so L can be transformed to U. According to the following 
theorem, U and L are equivalent for our purposes; that is, the transformations from U to L 
yield the same set of partial correlation coefficients as the transformations from L to U. 
Theorem 5.2. (Transforming L to U). If the elements in the Cholesky factor L of the sample 
covariance matrix B are eliminated in the order 
* 
In-3 * 
n+l n . . . 5 * 
n n-l . . . 4 3 * 
n-l n-2 . . . 3 2 1 * 
that is, proceeding anti-diagonal after anti-diagonal from bottom to top, then the negative of the sine 
of the rotation that eliminates element (i, i + k), is equal to the sample partial correlation 
$++;+k-1, l<i<n-l,l<k<n-i. 
If the elements in L are removed in the order 
I 
; * 
2 3 * 
3 4 5 . 
* . 
n-2 n-l n 
in-1 n n+l . . . . . . 2n*-3 * 
\ 
) 
that is, proceeding anti-diagonal after anti-diagonal from top to bottom, then the negative of the sine 
of the rotation that eliminates element (i, i + k), is equal to the sample partial correlation 
&~-~‘i+k+l’n, 1 < i < n - 1, 1 < k < n - i. 
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6. Computation of arbitrary partial correlations 
Subject to a certain initial ordering of the random variables A,, . . . , A, our algorithm can 
compute two types of partial correlation coefficients by completely reducing the upper triangular 
matrix U to a lower triangular matrix L: the partial correlations pi:::+k-l between Ai and 
Ai+k given the variables inbetween, or the partial correlations &r>*i+k+* ‘n between Aj and 
Ai+k given the variables outside. 
However, one may want to compute partial correlations where variables other than the ones 
inbetween or outside are held fixed, and we will now explain how this can be done-without 
reordering the columns of A and recomputing the Cholesky factorization. Our strategy is 
directed towards situations where one wants to compute a set of partial correlations and then 
successively remove conditioning variables. We believe that the above is closer to a practical 
problem than the one where one asks for a column ordering of the data matrix A that results in 
the minimal arithmetic work required to compute a given set of partial correlations. In addition, 
the latter is most likely a NP-complete problem. 
6.1. Basic idea 
To start, call the space spanned by any set of canonical vectors a canonical subspace. The basis 
of our method for computing arbitrary partial correlation coefficients pfj where i <j and 
i, j ~4 S, is a transformation of the data matrix A so that the columns associated with the 
conditioning variables form a canonical subspace of smallest dimension; to keep the number of 
rotations during the transformation low we chose span{ ek: k E S}. Projecting onto the orthogo- 
nal complement of this space, span{ e k: k @ S}, then simply amounts to setting elements k E S 
of columns i and j equal to zero. 
In order to perform this transformation of the data matrix A it seems easiest to first convert A 
to triangular form. Observe that in the upper triangular Cholesky factor U of B (obtained from 
A by means of orthogonal rotations, for instance), the variables A, are associated with nested 
canonical subspaces: 
span{ f+, . . . , 2.4,} = span{ e,, . . . , el} or uI E span{ e,,. . . , e,}, lgl<Tt, 
where uI denote the columns of U. Equivalently, one can first convert A to the lower triangular 
Cholesky factor L of B. 
Once the, say, upper triangular Cholesky factor U has been obtained, selective rotations are 
applied in order to force 
column k E span{ e,: 1~s) forall kES, 
column iEspan{ei, e,: IES}, 
column jEspan{e;, ej, e,: IES}. 
Thus, the projection of columns i and j onto the space orthogonal to columns in S has as only 
non-zero elements (i, i), (i, j) and (j, j). A subsequent rotation in plane (i, j) to remove 
element (i, j) yields pt.. 
With regard to the transformation of U, we still have to specify in which planes the rotations 
are to take place and in which order they are to be applied so as to preserve previously created 
zeros and not to introduce any fill-in in columns k E S, i and j. To this end, the elements of the 
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set S are divided according to their position with regard to i and j: 
SpreE {kES: l<k<i-l}, 
s Center= {kES: i+l<k<j--l}, 
s post= {&S: j+l<k<n}. 
The variables associated with St,,, are referred to as “preconditioning” (this is not to be confused 
with the preconditioning used to accelerate the convergence of iterative methods [15]!), the ones 
in SC,,,,, as “center-conditioning”, and the ones in S,,,, as “postconditioning”. In the following 
sections we will discuss each case in turn, and then combine all three to explain the computation 
of pfj. 
6.2. Preconditioning 
Before treating the general preconditioning case P$+~ with S c { 1. . . i - l} we will first look 
at three special cases: p$ri*, where all variables are involved in the preconditioning; 
pj;:;l,k+l:i-l, where all but one variable is involved; and p~:ik+T1,k+2’i-1, where all but two 
adjacent variables are involved. In all cases it will be shown how’to transform the matrix U to U’ 
so that one rotation in plane (i, i + 1) of U’ yields the desired partial correlation. 
Computation of pi i!+Yl 
No transformation of U is necessary in this case. Adjacent columns ui and ui+i of U can be 
immediately subjected to a rotation in planes (i, i + 1) to zero out element ui.i+l (columns i and 
i + 1 are distinguished and represented by “ + “): 
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The 2 x 2 upper triangular matrix affected by the rotation represents the (structurally) non-zero 
part of the projection of columns ui and ui+r onto the subspace span’ {e,, . . . , ei_i} = span1 
ju,... u~_~ } .Thus, the rotation determines the partial correlation p$$-r’. 
Computation of p&:T1,k+l’i-l 
The matrix U is transformed to a matrix U’ with i + 1 - k plane rotations in planes 
(k, k + l), . . . , (k, i + 1) to zero out elements k + 1.. . i + 1 of row k proceeding from left to 
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Since position k in columns i, i + 1 and in the conditioning columns of U’ is zero, the 
projection of columns i and i + 1 onto span1 {e,: 1 < I < k - 1, k + 1 6 1~ i - l} is only 
non-zero in the plane of rotation (i, i + 1). Moreover, column k is (structurally) non-zero in the 
plane of rotation, so there is no (intended) conditioning with respect to A,. 
. . . 
. . . 
The fact that the leading i + 1 elements of column k are (structurally) non-zero can be 
interpreted as follows: the submatrix of interest is the leading principal submatrix of order i + 1 
in U’. In this submatrix, column k is entirely non-zero, so there is no non-empty canonical 
subspace orthogonal to span{ e, . . . e,+r }, t h e canonical space containing column k. Hence, it is 
not possible to determine with otie rotation a partial correlation between Ai and Ai+r that is 
preconditioned with respect to A,. 
Thus, the partial correlation coefficients that can be computed by applying exactly one 
rotation to the above matrix U’ are the ones preceding column k: pt,,:,,’ for 1 q I G k - 2; the 
one involving column k: pii,k;i’l’ I+‘; the ones between columns k and i + 1: P::+~~;;+~; 
p&$; 13k+1 ’ ‘-’ for k + 2 G I < i -t 1; and the ones succeeding column i + 1: p&rl’ for i + 2 d 1 G 
n - 1. 
Computation of p~,~~T1’k+2’ i-1 
The Cholesky factor U is transformed to the matrix U’ by first rotating row k successively 
with rows k + 2,. . . , i + 1 in order to remove elements k + 2.. . i + 1 in row k, thereby filling in 
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positions k + 2,. . . , i + 1 in (the lower triangular part of) columns k and k + 1; and then 
successively rotating row k + 1 with rows k + 2.. . i + 1 to remove the same elements in row 
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Because positions k and k + 1 in columns i, i + 1 and in the conditioning columns of U’ are 
zero, the projection of columns i and i + 1 in U’ onto span1 {e,: 1 G 1 G k - 1, k + 2 < 1~ i - l} 
is only non-zero in the plane of rotation (i, i + 1). Also, columns k and k + 1 are non-zero in the 
plane of rotation (i, i + l), so A, and Ak+i are excluded from the preconditioning. 
Computation of psi+ 1 
To determine &+i where S c { 1.. . i - l},_for a particular i, one computes U’ from U by 
removing the contributions of columns in S = { 1.. . i - l} - S from those in S and from 
columns i and i + 1. That is, elements are eliminated from top to bottom, and within each row 
from left to right. A particular element (I, k), k E S U { i, i + l}, 1 E 9 and k > I, is removed by 
a rotation in plane (I, k). 
Hence, columns in S are elements of span{ e k: k E S}; column i is in span{ ei, ek: k E S}; 
and column i + 1 in span{ ei, e,+i, e k: k E S } . Thus, the projection of columns i and i + 1 onto 
the subspace SpanL { ek: k E S} is zero, except for a 2 X 2 upper triangular matrix in plane 
(i, i + 1). 
As for the fill-in, the transformation of U starts by rotating the first row in S successively with 
all rows in S U {i, i + 1) succeeding it. So, rows in S U {i, i + l} receive a fill-in in positions 
corresponding to % In turn, the remaining rows in S are rotated successively with all rows in 
S U { i, i + l} succeeding it, but the latter have already filled in in positions corresponding to S. 
Consequently, all rows in S receive a fill-in in positions in S. The combination of these two 
observations shows that the leading i + 1 rows are structurally non-zero in columns in S, or in 
other words, all columns in 5 are structurally non-zero in their leading i + 1 elements. 
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As an example consider th_e computation of the one partial correlation coefficient ~62’74 when 
n = 8. Here, S = { 2, 4) and S = { 1, 3, 5). To start, the contribution of the first column’in S is 
removed from all columns in S U { 6, 7) : 
* c * c * + + * * * * * 
c * c * + + * 1 c * c * + + * 
* c * + + * * c * + + * 
c * + + * 1 1 c * + + * 
-9 * + + * + + * 
+ + * 1 1 ; + + * 
+ * 1 1 1 + * 
* * 
Above, columns 6 and 7 are distinguished by “ + “, and the conditioning columns 2 and 4 by “c”, 
the fill-in in this first step is represented by “1”. Note that all rows in S U (6, 7) suffer a fill-in in 
positions in 3. Next, the contribution of the second column, 3, in S is removed from all columns 
in S u {6, 7) succeeding it. Hence, the corresponding ro_w 3 receives a fill-in (represented by 
“2”) in the position corresponding to the first column in S: 
/* * * * * * * * 
1 c * c * + + * 1 c * c * + + * 
* c * + + * 2 * * * 
1 1 c * + + * 1 1 c * + + * 
* + + * + + * 
1 1 1 + + * 1 1 ; + + * 
1 1 1 + * 1 1 1 + * 
i * * 
At last, the contribution of the third column, 5, in 5 is removed from all columns in S u { 6, 7) 
succeeding it; and, the corresponding row 5 receives a fill-in (represented by “3”) in the position 
corresponding to the first two columns in S: 
* * * * * * * * 
1 c * c * + + * 1 c * c * + + * 
2 * * * 2 * * * 
1 1 c * + + * 1 1 c * + + * 
* + + * 3 3 * 
1 1 1 + + * 1 1 ; + + * 
1 1 1 + * 1 1 1 + * 
* * 
Observe that in the final matrix U’ columns 6 and 7 are elements of span{ e2, e4, e6, e7} while 
column 2 is in span{ e2} and column 4 in span{ e2, e4}. Thus, the non-zero part of the projection 
of columns 5 and 7 onto spanL{ e2, e4} is in span{ e6, e7}, the plane of rotation. Also, the 
columns in S are structurally non-zero in positions 1 through 7. 
6.3. Postconditioning 
Postconditioning is achieved similarly to preconditioning but on the lower triangular matrix L 
instead of the upper triangular matrix U. After L has been transformed to the appropriate form 
L’, a rotation applied to plane (i, i + 1) of L’ yields the desired partial correlation between Ai 
and Ai+l as in Theorem 5.2. 
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Computation of p:::i* 
No transformation of L is necessary, and adjacent columns Ii and li+t of L can be directly 
subjected to a rotation in planes (i, i + 1) to zero out element l,+, i (columns i and i + 1 are 
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The 2 x 2 lower triangular matrix affected by the rotation represents the (structurally) non-zero 
part of the projection of columns li and lj+l onto the subspace span1 { ei+2.. . e,} = span1 
{ ‘i+2. . . . I,, } . Thus, as in Theorem 5.2, the negative of the sine in the rotation is the desired partial 
correlation, pf.::i”. 
Computation of pyi+ I
To determine psi+1 where SC {i+2... n }L for a particular i, one computes L’ from L by 
removing the contributions of columns in S = {i + 2.. . n } - S from those in S and from 
columns i and i + 1. That is, elements are eliminated from bottom to top, and within each row 
from right to left. A particular element (k, I), k E S u { i, i + l}, I E s and k < I, is removed by 
a rotation in plane (k, I). A subsequent rotation in plane (i, i + 1) of matrix L’ to remove 
element (i + 1, i) generates P$+~. 
Columns in S are elements of span{ ek: k E S}; column i is in span{ ei, e,+t, ek: k E S}; and 
column i + 1 in span{ e,+l, ek: k E S}. Thus, the projection of columns i and i + 1 onto the 
subspace span1 { ek: k E S} is zero, except for a 2 X 2 lower triangular matrix in plane (i, i + 1). 
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6.4. Center-conditioning 
85 
It is again assumed that the data matrix A has already been reduced to upper triangular form 
U. A complete center-conditioning pi;’ ’ j-l can be computed as part of the transformation from 
U to L, see Section 5.2. Now, it will be explained how to transform U to U’ so that a rotation in 
plane(i, j)appliedtoU’yieldsp~jwhenSc(i+l...j-l}. 
Comput_ation f pFj 
Let S = {i + 1.. . j - l} - S. In order to determine ps/ for S c {i + 1.. . j - l} the contribu- 
tions of $ must be removed from columns S U { j}, and the contribution of column i must be 
removed from columns 3. This is done by eliminating elements from bottom to top, and within 
each row from left to right. Element (k; 1) is zeroed out by a rotation in plane (k, I) for all 
k E ,!? and I E S U { j} such that k < I; at last elements (i, I) are removed for 1 E S. 
This is now demonstrated by means of an example, the determination of P$?~. At first 
elements (7, 8) and (5, 6), (5, 8) are removed in that order, filling in positions 6 and 8 of column 
5 and position 8 of column 7. The numbers in the matrices below indicate the sequence of fill-in: 
columns 1 and 8 are marked by “ + “, and the conditioning columns 2, 4 and 6 by “c”. 
/+ c * c * c * + 
c * c * c * + 
* c * c * + 
c * c * + 
* c * + 
c * + 
* + 
\ + 
+ c * c * c * + 
c * c * c * + 
* c * c * + 
c * c * + 
* * 
2 c * + 
3 ; + 
Next, elements (3, 4), (3, 6) and (3, 8) disappear, causing fill-in in positions 4, 6 and 8 of column 
3. 
+ c * c * c * + + c * c * c * +\ 
c * c * c * + c * c * c * + 
* c * c * + * * * 
c * c * + 4 c * c * + 
* * 4 * * 
2 c * + 5 2 c * + 
3 ; + 6 3 ; +/ 
At this point, columns 1 and 8 have the required zero structure while the only undesirable entry 
in columns 2, 4 and 6 is the first. Removing these elements results in fill-in in positions 2, 4 and 6 
of column 1. This fill-in is harmless as it occurs exactly in those positions which will be projected 
out later during the computation of the actual partial correlation coefficient. 
+ c * c * c * + 
c * c * c * + 
* * * 
4c*c*+ 
* 
5 ; * * + 




+ * * * + 
+ c * c * c * + 
* * * 
+ 4 c * c * + 
* 
+ 5 ; c * + 
6 3 ; + 
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Obviously, the conditioning columns 2, 4 and 6 are in span{ e2, e4, e6}, while the projections of 
columns 1 and 8 onto span* { e2, e4, e6}, are non-zero in positions (1, l), (1, 8) and (8, 8). 
Because rows 1 and 8 contain contributions of columns 3, 5 and 7 there is no conditioning with 
respect to variables A,, A, and A,. A subsequent rotation in plane (1, 8) to zero out element 
(1, 8) determines P??~. 
Each element is removed by rotating a row in S with a row in S below it. Thus, no zeros are 
introduced in rows S, but fill-in shows up in positions SU {l}. In other words, columns in 
S U {1} suffer fill-in in positions S (the fill-in in column 1 is harmless as it occurs in the 
positions to_be projected out later). Because the rotations are performed from bottom to top, 
columns in S fill in from right to left, and column 1 last. By proceeding from left to right within 
each row, a column in S is filled from top to bottom. Hence, no columns in S receive fill-in. 
6.5. Arbitrary conditioning 
The algorithm for computing arbitrary partial correlations consists of basically three steps: 
preconditioning, center-conditioning and postconditioning, in addition to two “clean-up phases” 
between the first and second, and second and third steps. The clean-up phases, whose purpose is 
to revert certain submatrices to triangular form, could probably be omitted. However, they 
greatly facilitate the organization and also the presentation of the algorithm. 
We will now state the algorithm to compute arbitrary pfj, and simultaneously walk through the 
example computation of p2$10 in order to illustrate each step of the algorithm. 
The three disjoint conditioning sets making up S in the example are 
Spre= 1% &enter= {6L Spost= PO). 
For convenience, we also define their “complements” 
s,,={l...i-I}-S,,,, s,,,,,E{i+l...j-l}-SScenter, 
which are F;ss ‘,Is; 1.. * n > - ~pow 
. . 
Q_= (2, 31, Renter= (5, 71, S,,,= (91. 
The algorithm consists of the following seven steps, where rotations that eliminate an element 
(k, ,) always take place in corresponding plane: (k, /). 
Step 1. Use orthogonal rotations (or other orthogonal transformations) to reduce the data matrix 
A to upper triangular form U: 
/c * * + * c * + * c 
* * + * c * + * c 
* + * c * + * c 
+ * c * + * c 
* c * + * c 
c * + * c 
* + * c 
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Preconditioning: remove contributions of columns in gp”r from columns in S,,, U { i} U 
S center U { j > U spt. 
That is, proceeding from top to bottom, and within each row from left to right eliminate 
elements (k, I) for k E S,,, and I E S,,, U { i } U S,,,,,, U { j } U S,,,,, causing fill-in in 
positions S of the non-conditioning columns $,, U %,,enter U gp,,,. 
In the example, elements (2, 4), (2, 6), (2, 8), (2, lo), and (3, 4), (3, 6), (3, 8), (3, 10) are 
removed in that order. The fill-in, denoted by “l”, occurs in positions 4, 6, 8, 10 of the 
non-conditioning columns 2, 3, 5, 7 and 9: 
/c * * + * c * + * c 
* 
; * 
* * * 
* * * 
11+*c*+*c 
* c * + * c 
1 1 1 c * + * c 
+ * c 
1 1 1 ; + * c 
* c 
\ 1 1 1 1 1 c 
Now, columns in S,,, are elements of span{ e k: k E S,,, } . In the example, column 1 is an 
element of span{ e,}; the rules separate the parts of the matrix that are already in proper 
form from those that still need to be processed. 
Clean-Up Phase 1: reduce the trailing principal submatrix of order n - i + 1 to upper 
triangular form. 
This is accomplished by rotations solely involving rows i.. . n, hence does not destroy 
any zeros introduced in rows 1. . . i - 1. Due to the triangular structure, all rows i.. . n 
contain zeros in positions S,,, so that the zero structure of columns in S,,, is preserved 
and no fill-in occurs in column i. Elements are zeroed out from top to bottom and from 
left to right. Note that the elimination of an element is likely to produce fill-in (in the 
same row) to its left, which will have to be got rid of in turn. 
The fill-in from clean-up phase 1 is denoted by “2” in the matrix below: 
(’ 
\ 










+ * c * + * c 
* * * 
* * * 
+ * c * + * c 
* c * + * c 
c * + * c 
* + * c 
+ * c 
* c 
C 
Center-Conditioning: remove contributions of columns in Fcenter from columns in 
s center ” { j > ” SpcM) and of column i in columns S,,,,,, U S,,,. 
That is, from bottom to top, and within each row from the right eliminate elements 
(k, 0 for k E %,,,, and 1 E S,,,,,, ” { j > ” S,,,,. At last remove elements (i, I) for 
1 E S,,“,,, ” S,,W causing harmless fill-in in positions Scent_ U S,,,, of column i. 
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In the example, the contributions of the non-conditioning columns, (5, 6), (5, 8), (5, lo), 
and (7, 8), (7, lo), are removed in that order. The fill-in, denoted by “3” for the 
non-conditioning columns, occurs in columns 5, 7, and 9. Then the contributions of 
column 4, (4, 6) and (4, lo), are removed from the succeeding conditioning columns 6 
and 10, causing harmless fill-in in column 4 at positions 6 and 10 and in the non-condi- 
tioning columns 5 and 7. 
Now, columns in S,,,,,, are elements of span{ ek: k E S,, u S,_,,,,,}. In the example, 
column 6 is in span{ e,, e4}: 
(C * * + * c * 
; 
* * * 
* 
; + * 
* 
1 * 
2 2 * * 
1 1 + 3 c * 
2 2 3 * 
1 1 3 3 
2 2 
\ 1 1 + 3 3 





+ * c 
* 




Step 5. Clean-Up Phase 2: reduce the trailing principal submatrix of order n -j + 1 to lower 
triangular form. 
This is accomplished by rotations solely involving rows j . . . n, hence does not destroy 
any zeros introduced in rows 1.. . j - 1. Since all rows j.. . n contain zeros in positions 
S*R? u Spost 3 the zero structure of columns in S,,, U S,,,, is preserved, while positions 
j... n in column i are likely to have filled in. Elements are zeroed out from bottom to top 
and from right to left. Note that the elimination of an element is likely to produce fill-in 
(in the same row) to its right, which must be eliminated in turn. 
The fill-in from clean-up phase 2 is denoted by “4” for the non-conditioning columns in 
the matrix below. Note that the trailing three positions of column 4 have suffered fill-in: 




1 ; + * 
2 2 
1 1 + ; 










+ * c 
* 
I 
1 1 + 3 31 + 
2 2 + 4 4 + * 
\ 1 1 + 3 3 + 3 c 
Step 6. Postconditioning: remove contributions of columns in &St from columns in { j} U S,,,,, 
and remove contributions of ( j} U &,, from column i. 
That is, proceeding from bottom to top, and within each row from right to left eliminate 
elements (k, I) for k E S,,,, U { j}, I E S,,,, and k < 1. Now, the columns in S are 
elements of span{ e k: k E S} and column j is in span{ ei, ej, ek: k E S}. Finally, 
remove elements (k, i) for k E { j} U Spost. Why does this last step not destroy the 
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structure of column j and the conditioning columns? Rows in { j} U S,,,, have zeros in 
positions S (since, by construction, columns in S contain no contributions from column 
j or the non-conditioning columns). For similar reasons, row i has zeros in position S. 
Therefore, rotating rows i and k to remove elements (k, i) removes the fill-in in position 
(k, i) and does not produce any fill-in in conditioning columns or column j. 
In the example, element (9, 8) is removed and causes fill-in, denoted by “5”, in position 8 
of conditioning column 9. Thereafter, rows 4 and 8, and 4 and 9 are rotated to zero out 
positions 8 and 9 in column 4: 


















+ 3 3 









+ 3 c 
Now, columns in S,,,,, are elements of span{ ek: kES};columniisinspan{e,,e,: kE 
S}; and column j in span{ ei, e/, ek. * k E S}. Thus, the projection of columns i and j 
onto the subspace spanl { ek: k E S} is zero, except for positions (i, i), (i, j) and (j, j). 
In the example, columns 4 and 8 are in span{ e,, e4, e6, es, elo}, while columns 1, 6 and 
10 are in span{ e,, e6, eiO}. Thus, the projection of columns 4 and 8 onto spanl 
tel, e63 e,,} consists of non-zero elements (4, 4), (4, 8) and (8, 8). 
Step 7. Determination of Partial Correlation: determine pfj by applying a plane rotation in 
plane (i, j) to zero out element (i, j). 
In the example, a rotation in plane (4, 8) to zero out element (4, 8) determines p$f,*‘. 
7. Conclusions 
We have presented a novel method for computing arbitrary partial correlations that avoids 
forming the covariance matrix and employs only orthogonal transformations. 
The method was derived in two main steps: 
(1) An exchange transformation was performed on the data flow graph of the Hyperbolic 
Cholesky algorithm to yield a parallel algorithm for the computation of a special set of partial 
correlations. 
(2) A geometric interpretation of this result opened up the path towards a method that 
computes arbitrary partial correlations without reordering the columns of the data matrix. 
The global viewpoint provided by the data flow graph clearly displays the partial ordering of the 
computations in an algorithm, and so enabled us not only to come up with a new parallel 
algorithm but also with a more general (and less parallel) algorithm of greater practical 
significance. 
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In the case of stationary time series one is often interested in computing the first few “partial 
circular serial correlation coefficients” pk [2]; that is the partial correlation between yi and yi+k 
holding y;+i,..., Y;+~_ i fixed, for 1 G k G n - 1 and small n. Other partial correlations, holding 
different sets of observations fixed, appear to be of little practical interest. One can assume that 
the number m of observations is large so that the covariance matrix can be computed as 
B = m-‘ATA where the k th column of A consists of k - 1 zeros followed by the m sample 
observations with the sample mean subtracted and by n - k zeros [2]. Thus A is “Toeplitz with 
zero boundaries” [8], B is also Toeplitz and the end effects due to the padding with zeros are 
negligible. The partial correlation coefficients p;T::ki+k-l are independent of the translation i 
and equal to pk. They may be computed by applying Bareiss’ or Schur’s algorithm to B [9,13] or, 
for better numerical accuracy, the Itakura-Saito-Burg Lattice algorithm directly to A 181. Our 
new approach can also be specialized to the Toeplitz case: use a fast Toeplitz QR factorization 
algorithm, such as [6], to compute the upper triangular factor U and then zero out element 
(1, 2), . . * ,(L n> with plane rotations to obtain pr,. .., P,_~. Unfortunately the current fast 
Toeplitz QR factorization algorithms suffer from a lack of numerical stability, so that the 
specialization of our approach to time series is not particularly attractive. 
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