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AN ARTIFICIAL INTELLIGENCE APPROACH TO ULTRASONIC WELD EVALUATION 
ABSTRACT 
G. P. Singh and R. C. Manning 
Southwest Research Institute 
6220 Culebra Road 
San Antonio, Texas 78284 
The inspection of butt-welded stainless-steel pipe joints in 
nuclear power plants is routinely performed using ultrasonic non-
destructive evaluation methods. Field experience, based on conven-
tional ultrasonic signal amplitude criteria, indicates that a 
large number of indications are recorded. Most of these are not 
due to cracks, but are inherent in the geometry of the specimen. 
Discrimination between crack and geometrical/weld (malignant vs. 
benign) indications is principally based on operator experience, 
variations in signal amplitude, and the location of the reflector. 
Field experience and round-robin tests show that indication dis-
crimination is a very time-consuming process. Besides, signifi-
cant variations in performance exist due mainly to operator experi-
ence, fatigue~ concentration, and conventional signal amplitude 
evaluation criteria. 
In response to this problem, this paper describes an artifi-
cial intelligence methodology and results for classification of 
intergranular stress-corrosion cracking (IGSCC) from geometrical/ 
weld reflectors in austenitic stainless-steel pipes. This algo-
rithm was developed using the protocol method of artificial intel-
ligence heuristic programming and, as such, can provide answers 
comparable to those supplied by well-trained technicians during 
the flaw discrimination process, i.e., discrimination between 
crack and geometry/weld ultrasonic signals. Preliminary results 
show that this approach yields a better than 90-percent index of 
performance. 
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INTRODUCTION 
Artificial intelligence (AI) is that part of computer science 
which is concerned with designing intelligent computer systems, 
i.e., systems exhibiting characteristics associated with intel-
ligence in human behavior. For example, the ability of computers 
for learning, reasoning, problem solving, understanding language, 
etc. are considered part of AI. Although experimental artificial-
intelligent systems capable of manipulating robotic devices to 
perform repetitive tasks, answer questions posed in simple Eng-
lish, etc. have been designed, the biggest success of AI has been 
in solving difficult problems in various fields such as engineer-
ing, medicine, geology, etc. at the human-expert level of perfor-
mance, i.e., making decisions where highly trained human experts 
would normally be employed. 1 ,2 
In this paper, an ultrasonic weld-evaluation problem is 
described, and an AI approach along with the data acquisition pro-
tocol, algorithm description, and results are presented. 
PROBLEM DESCRIPTION 
The inspection of butt-welded austenitic stainless steel pipe 
joints in nuclear power plants is routinely performed using ultra-
sonic nondestructive evaluation (NDE) methods. Field experience 
and round-robin tests involving the conventional distance-amplitude 
curve (DAC) method for ultrasonic inspection have shown that a 
large number of indications are observed and documented. It also 
has been shown that these indications are due not only to inter-
granular stress-corrosion cracks (IGSCC), but also to geometrical/ 
weld structure (Figure 1), e.g., suck-back, drop-through, and coun-
terbore. The manual analysis required to discriminate between 
geometric (Figure 1) and actual crack indications is a very time-
consuming and difficult process. The discrimination is based prin-
cipally on signal amplitude and arrival time, and often an analysis 
Fig. 1. A Typical Pipe Weld Cross Section Showing Two Sources 
of Geometrical/Weld Indications, As Circled 
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based on these parameters is subjectively dependent upon the opera-
tor. Thus, indication classification relates to the operator's 
skill at interpreting the sometimes subtle variations in signal 
amplitude as the transducer is manually moved relative to the source 
of the reflection. Highly experienced operators develop expertise 
in this regard; however, due to an extremely large number of factors 
involved, this ability is difficult to transfer to inexperienced 
operators. As a consequence of this difference in experience as well 
as operator fatigue and level of concentration in general, signifi-
cant variations in performance exist. 
In order to minimize operator dependence and improve the reli-
ability and efficiency of the discrimination process, various inves-
tigators, e.g., Shankar and Mucciardi et al. 3 and Rose and Singh4 ,5 
have demonstrated the feasibility of applying digital signal pro-
cessing and pattern-recognition techniques for classifying IGSCC 
from geometrical/weld reflector indications. In particular, 
Shankar, et a1. 3 used an adaptive learning network method, whereas 
Rose and Singh4 ,5 used simplified pattern-recognition algorithms. 
Although initial results from these algorithms looked promising, 
their performance, when evaluated on a larger data b~se, has not 
been very satisfactory. This is because elements of statistical 
pattern recognition were used to obtain a discriminant function. 
This approach requires a very large data base to be effective. 
Because of difficulties in obtaining a large data base and eco-
nomic considerat~ons in general, the statistical validity of the 
data base is inevitably limited, resulting in the eventual break-
down of a statistical/probabilistic model. 
A simple, less hinde!ed approach by which the statistical/proba-
bilistic model can be effectively developed or augmented in spite of 
the imposed limitations on the data base is currently being pursued 
by Sigh6 ,7 and Sign and Manning8• This approach is based on artifi-
cial intelligence heuristic programming and utilizes a dynamic in-
teraction between experst in the areas of ultrasonic weld evaluation 
and pattern-recognition system design. The AI approach offers sev-
eral unique advantages, some of which are as follows: 
(1) It ensures that the limitations in the data set have 
minimal effect since operator experience is used to 
develop the algorithm. Presumably, operator experi-
ence is based on a very large data base. 
(2) It allows for the optimization of the data base and, 
therefore, greatly simplifies the actual pattern-
recognition approach. In this particular case, a 
single feature was used for the primary classifica-
tion, and two features are sufficient for the entire 
algorithm. 
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Its very approach is completely understandable to 
operators because it is based on their experiences, 
making the acceptance of the technology easier. 
APPROACH 
The method used in the development of the classification 
algorithm described in this paper is referred to as the protocol 
method of artificial intelligence. Its basic methodology is as 
follows: 
(1) Define the problem and determine the desired extent of 
the solution(s). 
(2) Observe methods used by operators in the field and 
incorporate these methods (where practical) into the 
solution methodology. 
(3) Proceed by reasoning forward to achieve the desired 
goal of correct classification. 
(4) Using the above methodology and statistical pattern-
recognition, proceed by reasoning backward to define 
the desired data base. 
(5) Use feedback in order to optimize the system per-
formance. 
The protocol method as it relates to the present ultrasonic 
evaluation problem of discriminating between IGSCC vs. geometrical/ 
weld indications was employed. In heuristic artificial intelli-
gence, rules to solve a problem are created based on knowledge 
about the problem, observation, intuition, etc. These rules are 
then tested to determine performance level. Those rules that give 
acceptable performance levels form part of the final algorithm. 
For solution of the described problem, the method used by experi-
enced operators when making decisions about the source of an indi-
cation was observed. Then an attempt was made to extract the most 
essential elements of this method and correlate them with known 
physical information. An algorithm was then developed which 
modeled this information-processing approach within the framework 
of a standard pattern-recognition methodology. A more detailed 
description of the approach is as follows: 
While watching the "experienced operators" discriminate be-
tween ultrasonic indications, it was observed that most of their 
decisions were based on the dynamics of the situation, i.e., by 
observing the general change in signal shape as the transducer was 
moved in various directions. Specifically, the signal varies less 
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for cracks than for geometrical/weld reflectors. This implied 
that one should acquire ultrasonic data from several locations to 
imitate this manual dynamic movement performed by the operator. 
For this reason, at any given circumferential location on the 
pipe, ultrasonic data from six different axial locations were 
acquired. The transducer was then moved in the circumferential 
direction, and the process repeated. 
The data analysis approach was to use a minimum number of 
features for classification purposes. It was observed that a more 
accurate classification could be achieved using one feature in 
conjunction with the knowledge of the average dynamics of its 
change than could be achieved using many features from a single 
location (static test). A single feature selected for primary 
classification was chosen for its very general description of the 
waveform. A preliminary decision regarding the nature of indica-
tions was made at each circumferential location. The final deci-
sion integrated individual decisions for topological considera-
tions. This is referred to as the neighborhood approach, and 
consists of weighting the decision at a location so as to include 
the decisions at the neighborhood locations. 
DATA ACQUISITION PROTOCOL 
RF ultrasonic data were acquired from the region(s) where 
evaluation of ultrasonic indications was desired. Specifically, 
ultrasonic RF waveforms were acquired at circumferential locations 
1.9 mm apart. At each circumferential location, the transducer 
was moved in the axial direction and then skewed until the peak 
signal was obtained. A 20.48 ~sec segment of the ultrasonic RF 
waveform was acquired. The segment representing the waveform cor-
responding to the lower 1/3 volume of the pipe was analyzed. At' 
the same circumferential location, additional RF waveforms were 
acquired, each 0.76 mm apart along the axial pipe direction moving 
away from the weld centerline. The transducer movements were 
accomplished using an SwRI butt-weld inspection device. 
ALGORITHM DESCRIPTION 
Using the approach described above, a classification algo-
rithm "FLAWSORT" was developed. A flow chart for this algorithm 
is shown in Figure 2. During ultrasonic RF data acquisition, tem-
poral averaging was carried out to increase signal-to-noise ratio. 
A search algorithm was used to locate a specific RF waveform seg-
ment; and it was from this waveform segment that two features, 
coefficient of kurtosis and signal-to-interference ratio (SIR), 
were extracted for primary and secondary classifications, respec-
tively. The coefficient of kurtosis value, which describes the 
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general waveshape characteristic, and the SIR of a waveform may be 
computed as given below: 
m 
COEFFICIENT OF KURTOSIS = _4_ (m2,2 
1 N 
WHERE m4 = N L (Ai - AI4 
i=1 
1 N 
AND m2= - L (Ai - AI2 
N i=1 
where Ai is the amplitude of the digitized waveform consisting of 
N digital points and A is the mean amplitude value. 
SIR = 
PEAK SIGNAL AMPLITUDE 
PEAK INTERFERENCE PRECEDING 
THE MAIN SIGNAL 
The coefficient of kurtosis feature value for primary classi-
fication was compared to a predetermined threshold value (obtained 
from a training set), and a classification decision was made. The 
classification decision was further categorized as either a low-
probability or high-probability decision depending on the magni-
tude of the feature value in relation to the predetermined value. 
If this intermediate classification was a high-probability deci-
sion, the decision was stored. On the other hand, if the interme-
diate classification was a low-probability decision, then a second-
ary classification using the second feature (SIR) was carried out. 
Since the secondary classification also used a single feature, a 
simple comparison with a predetermined threshold value was suffi-
cient. This process, which could also be described as a logic net-
work, provided a more accurate classification decision. 
Once classifications at specific circumferential locations 
were obtained, smoothing or averaging was performed using the 
neighborhood approach, i.e., if many indications were classified 
as geometrical/weld reflector indications in a region and only one 
or two isolated indications were classified as crack indications, 
then the final decision was that a crack was not present in that 
region. This was because cracks have a certain aspect ratio; and, 
therefore, crack indications should have certain minimum length. 
RESULTS 
Using the methodology outlined in the preceding paragraphs, 
very good classification results were obtained for discriminating 
between crack and geometrical/weld ultrasonic indications. An 
index of performance better than 90 percent was obtained in which 
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all crack indications were correctly classified. For example, 
Figure 3 shows penetrant data from a small portion of a 12-inch 
diameter, schedule 100 (22.35 mm thick) austenitic stainless steel 
pipe containing IGSCC. (The crack was produced by the Graphite 
wool technique at Ishikawajima - Harima Heavy Industries, Japan). 
This is a relatively small, broken IGSCC. An evaluation set of 
ultrasonic RF data was acquired from this region using a semi-
automated pipe scanner system, and data were analyzed using the 
"FLAWSORT" algorithm. The results are shown in Figure 4. In both 
cases, a correct classification regarding the existence of the 
crack was made. In one case, the crack was identified as being 
broken. Table 1 shows the evaluation results of the "FLAWSORT" 
algorithm on fourteen reflector indications acquired from three 
different pipes. 
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Fig. 3. Penetrant Results from a 12-inch Diameter Pipe Containing 
Intergranular Stress Corrosion Cracks. Marked areas 1 and 
2 show where evaluation-set data were acquired. 
IGIGIGIGIGIGIGlclclclclclclclclclclclclclclclclclclclcIclclclclclCIGIGIGI 
ACTUAL PT INDICATION 54.5 MM 
CRACK PREDICTION BASED ON 49.5 MM 
REGION NO.1· A.6 PIPE SIDE 
IGIGIGIGIGIGlclclclclclclclclclGlclclclclclGIGIGIGIGIGI 
ACTUAL PT INDICATION = 42 MM 
CRACK PREDICTION BASED ON = 27 MM 
REGION NO. 2 - A.5 PIPE SIDE 
Fig. 4. Classification Results Obtained By Using the FLAWSORT 
Algorithm On Two Different Areas. C and G Represent 
Crack and Geometrical/Weld Indication Classifications 
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From these fourteen indications, seven were correctly classi-
fied as cracks and four as geometry indications; three remain 
unconfirmed due to lack of reliable penetrant test results. In 
addition, the algorithm identified several broken cracks. The 
reflector location, pipe identification, "FLAWSORT" algorithm 
decision, verification using penetrant test, etc. are also shown 
in the table. Currently the "FLAWSORT" algorithm is undergoing 
further evaluations to develop a higher degree of confidence in 
its performance. 
CONCLUSIONS AND RECOMMENDATIONS 
An artificial intelligence and pattern-recognition methodol-
ogy for classifying IGSCC ultrasonic indications and geometrical/ 
weld reflector indications has been developed. This approach 
appears to be very promising for providing accurate classification 
results. Further evaluations of "FLAWSORT" algorithms should be 
carried out to develop a higher degree of confidence in this 
algorithm. 
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