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ABSTRACT
Context. Stellar differential rotation is important for understanding hydromagnetic stellar dynamos, instabilities, and transport pro-
cesses in stellar interiors, as well as for a better treatment of tides in close binary and star-planet systems.
Aims. We introduce a method of measuring a lower limit to the amplitude of surface differential rotation from high-precision, evenly
sampled photometric time series, such as those obtained by space-borne telescopes. It is designed to be applied to main-sequence
late-type stars whose optical flux modulation is dominated by starspots.
Methods. An autocorrelation of the time series was used to select stars that allow an accurate determination of starspot rotation pe-
riods. A simple two-spot model was applied together with a Bayesian information criterion to preliminarily select intervals of the
time series showing evidence of differential rotation with starspots of almost constant area. Finally, the significance of the differential
rotation detection and a measurement of its amplitude and uncertainty were obtained by an a posteriori Bayesian analysis based on a
Monte Carlo Markov Chain approach. We applied our method to the Sun and eight other stars for which previous spot modelling had
been performed to compare our results with previous ones.
Results. We find that autocorrelation is a simple method for selecting stars with a coherent rotational signal that is a prerequisite for
successfully measuring differential rotation through spot modelling. For a proper Monte Carlo Markov Chain analysis, it is necessary
to take the strong correlations among different parameters that exist in spot modelling into account. For the planet-hosting star Kepler-
30, we derive a lower limit to the relative amplitude of the differential rotation of ∆P/P = 0.0523±0.0016. We confirm that the Sun as
a star in the optical passband is not suitable for measuring differential rotation owing to the rapid evolution of its photospheric active
regions. In general, our method performs well in comparison to more sophisticated and time-consuming approaches.
Key words. Sun: rotation – Stars: rotation – stars: late-type – starspots – stars: individual: CoRoT-6, Kepler-30,  Eridani, HD 52265,
HD 181906, KIC 7765135, KIC 7985370, KIC 8429280
1. Introduction
The Sun and other stars do not rotate as rigid bodies owing to lat-
itudinal and radial transport of angular momentum induced by
anisotropic turbulent Reynolds stresses, meridional flows, and
magnetic fields (e.g., Ru¨diger 1989). Differential rotation (here-
inafter DR) plays a fundamental role in hydromagnetic dynamo
(Brandenburg & Subramanian 2005) and as a source of hydrody-
namic and magnetohydrodynamic instabilities in stellar interiors
(Knobloch & Spruit 1982). Moreover, it plays a role in tidal in-
teraction in close binary systems (Scharlemann 1981, 1982) and
is thus expected to affect the tidal interaction between a close-in
planet and its host star (Mathis et al. 2012). The measurement
of the mean rotation period of a main-sequence late-type star,
from which its age is estimated by the method of gyrochronol-
ogy, is also affected by the amplitude of latitudinal DR (see, e.g.,
Epstein & Pinsonneault 2014).
In the Sun, we can study DR in detail in the photosphere
by measuring the rotation rate at different latitudes by Doppler
shifts of the plasma spectral lines as well as by using sunspots
as tracers for the motion of the surrounding plasma. The inte-
rior DR is accessible by helioseismic techniques that reveal a
time dependence in some of the layers, probably related to the
feedback of the Lorentz force associated with hydromagnetic dy-
namo action (e.g., Howe et al. 2000; Lanza 2007; Howe 2009).
In distant stars, we have much more limited information be-
cause only spatially unresolved data can be acquired. Recently,
asteroseismic techniques have provided the first hints on radial
DR in red giants (e.g., Deheuvels et al. 2012; Mosser et al. 2012;
Goupil et al. 2013), while for main-sequence stars information
on surface DR has been extracted through spectroscopic or pho-
tometric techniques. The advent of space-borne high-precision
photometry with MOST (Microvariability and Oscillations of
STars experiment, Rucinski et al. 2003), CoRoT (Convection,
Rotation and Transit experiment, Auvergne et al. 2009), and
Kepler (Borucki et al. 2010) has made available large and ho-
mogeneous datasets of photometric measurements of late-type
stars that represent a treasure trove to study stellar rotation
and DR, in particular. Therefore, we introduce in the present
work a technique to measure stellar DR from high-precision
and evenly-sampled photometric time series of late-type main-
sequence stars and discuss its advantages and limitations in the
context of previously proposed approaches.
Main-sequence stars of the A and F spectral types are gen-
erally quite fast rotators and do not show brightness inhomo-
geneities in their photospheres (see, however, Balona 2013),
thus making the effect of surface DR on the rotational broaden-
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ing of spectral line profiles directly measurable by means of de-
convolution techniques based on Fourier analysis (e.g., Reiners
& Schmitt 2003). Applying this approach, Reiners (2006) and
Ammler-von Eiff & Reiners (2012) measured DR in a sam-
ple of A and F stars and found a remarkable increase in its
amplitude with increasing effective temperature (see Ku¨ker &
Ru¨diger 2005, for theoretical models that could explain such
a dependence). Stars of the spectral types G, K, and M gen-
erally show brightness inhomogeneities in their photospheres
that are analogous to sunspots; i.e., they are associated with
surface magnetic fields. Those having a sufficiently fast rota-
tion (v sin i >∼ 15 km s−1) can be mapped through the Doppler
Imaging techniques (e.g., Donati et al. 1997; Donati & Collier
Cameron 1997; Strassmeier 2009) allowing their surface DR to
be measured and its dependence on temperature and rotation rate
to be studied. Barnes et al. (2005) find that the amplitude ∆Ω of
the DR has a weak dependence on the angular velocity of rota-
tion Ω, i.e., ∆Ω ∝ Ωα with α = 0.15 ± 0.10, while a remark-
ably stronger correlation is found with stellar effective temper-
ature, i.e., ∆Ω increases with increasing effective temperature
from M to G-type stars, thus extending the dependence found by
Reiners (2006) to lower temperatures. In main-sequence stars,
the detected differential rotation is solar-like; i.e., the equator ro-
tates faster than the pole. Nevertheless, an anti-solar differential
rotation has been suggested in some late-type giants (see, e.g.,
Kova´ri et al. 2007, and references therein).
For late-type stars that are slowly rotating (v sin i <∼ 12 −
15 km s−1), Doppler Imaging cannot be applied and informa-
tion on surface DR can be extracted solely by photometric tech-
niques. The chromospheric fluxes in the cores of the Ca II H&K
lines have been monitored along several decades for a sam-
ple of late-type main-sequence stars in the framework of the
Mt. Wilson project to study rotation and stellar activity cycles.
It has provided information on the dependence of DR on stel-
lar rotation rate (Donahue et al. 1996) thanks to the quite long
lifetime of chromospheric plages in comparison with the stellar
rotation period that makes them good tracers for pointing out the
differences in rotation rate at different latitudes (Donahue et al.
1997a,b).
In the Sun, the activity belts where active regions form mi-
grate with the phase of the activity cycle. This is interpreted
as a migration of the latitude of maximum toroidal magnetic
field close to the base of the convection zone (e.g., Dikpati &
Charbonneau 1999). A similar migration is expected in late-type
stars that have a solar-like dynamo, producing a systematic vari-
ation in the period of the photometric modulation with the phase
of the cycle. Such a variation has indeed been observed in the ro-
tational modulation of the Sun-as-a-star chromospheric flux and
provides an estimate of the amplitude of solar DR (Donahue &
Keil 1995). A key parameter is the length of the time interval
used to determine the seasonal solar rotation period. It is cali-
brated by trying to match two contrasting requirements: a) avoid
remarkable variations of the large scale pattern of chromospheric
inhomogeneities that would imply using as short an interval as
possible; b) attain sufficient time resolution and low false-alarm
probability in determining the period of the rotational modula-
tion that would benefit from a time interval that is as long as
possible. In the Sun, the optimal extension of the seasonal time
interval is found to be 150 − 200 days that makes a compro-
mise between the two opposite requirements. This is allowed be-
cause chromospheric active regions and activity complexes are
remarkably long-lived in comparison with photospheric spots
having a mean lifetime of 50−80 days vs. ∼ 10−15 days, respec-
tively (cf. Donahue et al. 1997a; Lanza et al. 2003). As a matter
of fact, a similar approach based on photospheric sunspots was
not successful because of the random longitude appearance and
short lifetime of individual sunspot groups (Labonte 1984).
The situation is different in the case of very active, young
solar-like stars whose rotation period is shorter than the Sun’s
and whose photospheric starspots have lifetimes of several
months. Therefore, the method was successful in that case (see,
e.g., Messina & Guinan 2002, 2003). For the highly active and
fast-rotating subgiant component stars in close binary systems
such as RS Canum Venaticorum binaries, the persistence of ac-
tive longitudes for decades allows us to measure a low-amplitude
DR using photospheric starspots as tracers (∆Ω/Ω ∼ 10−3 in HR
1099, cf. Lanza et al. 2006; Berdyugina & Henry 2007).
The majority of the stars observed by CoRoT and Kepler in
the optical passband are not suitable to this approach because
their photospheric active regions have lifetimes that are shorter
than the typical timescale of DR shear, i.e., 1/∆Ω, where ∆Ω
is the amplitude of the DR. This limits the precision in the de-
termination of the rotation period attainable with periodogram
techniques, even in the case of a uniformly sampled time series
(Lanza et al. 1993, 1994). On the other hand, if starspot intrinsic
evolution is negligible, periodogram techniques coupled with a
pre-whitening approach can be successful for estimating DR in
solar-like stars by pinpointing the rotation frequencies of spots
at different latitudes (Reinhold & Reiners 2013; Reinhold et al.
2013).
To make progress in the measurement of DR in late-type
stars having starspots that evolve on a timescale comparable
to 1/∆Ω or possibly shorter, we investigate the potentiality of
a simple starspot model to extract DR. Our approach applies a
simple autocorrelation technique to estimate the coherence time
of the light modulation that provides an estimate of the spot life-
time to be compared with the shear timescale. This allows us to
select promising candidates for spot modelling. For a given star,
we perform a screening of the time intervals showing variations
that likely stem from the effect of DR rather than from intrin-
sic starspot evolution. Finally, we apply a Monte Carlo Markov
Chain (hereafter MCMC) method to estimate the most probable
value of DR and its standard deviation following an approach
introduced by Croll (2006). We compare the proposed method
with previous ones by analysing a sample of stars observed by
MOST, CoRoT, and Kepler whose DR has been extracted with
different spot modelling approaches. Moveover, we also con-
sider the case of the Sun as a star to show the limitation of the
method in the case of a slowly rotating star.
2. Observations
Aiming at a comparison of our new approach with previous es-
timates of DR, we consider the Sun and eight distant stars for
which high-precision space-borne photometry is available. In
the case of the Sun, we use a total solar irradiance (hereafter
TSI) time series acquired by the VIRGO experiment on board
the SoHO satellite (Fro¨hlich et al. 1995; Frohlich et al. 1997;
Fro¨hlich et al. 1997). We use Level 2 data consisting of mea-
surements acquired in a bolometric passband (irradiance) with
a cadence of one hour, reduced to a fixed distance of 1 AU and
corrected for the degradation of the instrument exposed to the
space environment and other short- and long-term systematics
by comparison with other radiometers as explained on the exper-
iment’s web page 1, from which the data have been downloaded.
1 http://www.pmodwrc.ch/pmod.php?topic=tsi/virgo/proj space virgo
2
A. F. Lanza et al.: Stellar differential rotation
The variation in the TSI is dominated by photospheric active re-
gions with sunspot groups producing flux dips during their tran-
sit across the solar disc, while faculae produce an increase in the
flux when they are close to the limb since their contrast is at its
maximum there, while it is negligible close to disc centre. The
diffused magnetic network provides an additional contribution
that is only modestly modulated with solar rotation (e.g., Fligge
et al. 2000). The lifetime of sunspot groups is generally shorter
than one rotation, and the TSI modulation they produce is of-
ten dominated by their intrinsic evolution making it difficult to
use them to measure solar rotation period (see, e.g., Lanza et
al. 2003, 2004). The modulation produced by faculae is gener-
ally more coherent up to 70-100 days, i.e., for three to four ro-
tations. They dominate the TSI variability close to the minimum
of the eleven-year cycle. Therefore, we select a time interval of
200 days starting from 30 November 1996 during which the ro-
tational modulation signal is most evident and sizable sunspot
groups are not detected, that is no clear light dip is observed in
the TSI. This time interval provides us with the best rotational
signal of the Sun as a star (see Fig. 1, upper panel). The relative
precision of individual measurements of the TSI is ∼ 20 parts
per million (hereafter ppm), i.e., comparable to the precision of
Kepler stellar photometry for a G-type star of apparent visual
magnitude ∼ 12 binned at an exposure time of ∼ 1 hour.
In addition to the Sun, we considered eight other stars. For
the K2 main-sequence star  Eridani, a time series of 35.495
days was acquired by MOST (Walker et al. 2003) starting on
28 October 2005. The data were binned at the orbital period of
the satellite of 101.41 minutes after removing measurements af-
fected by bad pointing, high background/stray light, and pro-
ton hits on the CCD during the crossing of the South Atlantic
Anomaly of the Earth’s magnetic field (Croll et al. 2006). The
intrinsic point-to-point precision of the light curve is ∼ 50 ppm.
Reduced data have been downloaded from the mission public
data archive2. Before our analysis, a long-term linear trend was
subtracted to remove residual instrumental or uncorrected back-
ground effects.
Among the targets observed by CoRoT (Auvergne et al.
2009), we considered the two asteroseismic targets HD 52265
(Ballot et al. 2011) and HD 181906 (Mosser et al. 2009) for
which previous estimates of DR were obtained with starspot
models and some information on the inclination of the rotation
axis has been provided by modelling the rotational splitting of
the p-mode oscillation frequencies.
HD 52265 is a G0 main-sequence star hosting a planet with
an orbital period of 119 days and a projected mass of 1.13 Jupiter
masses (Butler et al. 2000). It has been observed by CoRoT for
117 days starting from 13 November 2008. We downloaded the
reduced level-2 data in the heliocentric time frame (the so-called
Helreg level 2 data) with an original cadence of 32 s from the
CoRoT Public Data Archive3. The data were binned at the or-
bital period of the satellite of 6184 s, and outliers and a long-term
trend were removed as described in Sect. 2.1 of De Medeiros et
al. (2013). The same procedure was applied to the time series
of HD 181906, an F8 main-sequence star for which a data set
of 156.6 days was acquired by CoRoT starting from 11 May
2007. For these two targets observed in the asteroseismic field
of CoRoT focal plane, a relative precision of ≈ 10 ppm for indi-
vidual binned measurements is achieved.
We also apply our approach to the light curve of CoRoT-
6, an F9 main-sequence star accompanied by a transing planet
2 http://most.astro.ubc.ca//data/data.html
3 http://idoc-corot.ias.u-psud.fr/
with an orbital period of 8.886 days and a mass of ∼ 2.9 Jupiter
masses. It is remarkably active, and its photospheric spots have
been mapped by Lanza et al. (2011) deriving an estimate of its
mean rotation period and amplitude of DR. This star was ob-
served in the exoplanet field of the CoRoT focal plane for 144.9
days starting from 15 April 2008 with an original cadence of
32 s. The level 2 photometry was binned at the orbital period of
the satellite, while transits, outliers, and long-term trends were
removed as described in Sect. 2 of Lanza et al. (2011). Since
CoRoT-6 is much fainter than CoRoT asteroseismic targets, the
relative standard error of the binned points is ∼ 240 ppm.
Finally, we consider four Kepler targets whose DR and
spot activity have previously been studied. KIC 7765135 and
KIC 7985370 are young Sun-like stars (spectral type G1.5V) in-
vestigated by Fro¨hlich et al. (2012). We have considered Kepler
photometry since 2 May 2009 extending for 228.9 days with a
cadence of 29.4 minutes. The relative precision of each point as
derived from the photon shot noise is ∼ 40 and ∼ 18 ppm, re-
spectively. KIC 8429280 is a young main-sequence star (spectral
type K2) studied by Frasca et al. (2011), for which we consid-
ered a data set of 137.9 days starting from 2 May 2009 with the
same 29.4 min cadence and a relative accuracy of the individual
data points of ∼ 17 ppm.
Kepler-30 is a Sun-like star accompanied by three transit-
ing planets (Fabrycky et al. 2012). Starspot occultations detected
during planetary transits have allowed the projected obliquities
of the stellar spin axis to the orbital planes of its planets to be
constrained (Sanchis-Ojeda et al. 2012). In turn, this allowed us
to constrain the inclination of the stellar spin axis to the line of
sight to improve the spot modelling of the out-of-transit light
curve. The dataset we consider consists of 1141.5 days of ob-
servations starting from 13 May 2009 with a cadence of 29.4
min. The relative accuracy of each data point is ∼ 260 ppm. For
our analysis, planetary transits were removed according to the
ephemeris given in Table 1 of Sanchis-Ojeda et al. (2012). We
also visually checked that the obtained out-of-transit light curve
has no evident transit signal left over. The introduced gaps do not
exceed 0.35 days (i.e., the duration of the transit of the most dis-
tant planet Kepler-30d) and have a negligible effect on our spot
modelling because the rotation period of the star is ∼ 16 days and
the mean evolutionary timescale of the spot pattern is ∼ 22 days
(cf. Sects. 5.1 and 5.2.1).
All the light curves of these four stars were downloaded from
the Kepler data archive4. To account for long-term trends of
instrumental origin and the effects of the re-orientation of the
spacecraft after each ∼ 90 days (a time interval called ”a quater”
in the Kepler jargon), Kepler archive provides the so-called co-
trending basis vectors (e.g., Twicken et al. 2010). They specify
trends that are common to stars close to each other on the Kepler
focal plane, thus accounting for most of the common instrumen-
tal effects. However, instrumental effects specific to a given tar-
get, e.g., depending on background contamination at its specific
location or on other subtle effects (see, e.g., Basri et al. 2011),
cannot be accounted for.
A linear combination of co-trending basis vectors can be
subtracted from the raw time series to obtain de-trended data.
Nevertheless, we have not applied this approach because our
analysis will focus on time intervals comparable to one stellar
rotation, i.e., ranging from a few to ∼ 15 − 20 days at most. To
detect discontinuities and outliers, and de-trend the data on such
short timescales, the method developed by De Medeiros et al.
(2013) has a comparable performance. It is based on a simple al-
4 http://keplergo.arc.nasa.gov/DataAnalysisRetrieval.shtml
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gorithm to identify discontinuities and correct for the long-term
trend by fitting a third-order polynomial, similar to the approach
of Basri et al. (2011). In consideration of its generality and sim-
plicity, we decided to apply it to our Kepler time series. The
complete set of analysed photometric time series is plotted in
Fig. 1.
3. Light curve modelling and analysis
Our approach to detecting and estimating surface DR has been
designed by considering application to fairly large samples of
stellar time series. As a first step, we look for those stars having
the most stable signal in terms of rotational modulation because
they are the best candidates for estimating the mean rotation pe-
riod, as well as DR. We quantify the stability of the signal by
means of the autocorrelation of its time series. For targets with a
sufficiently stable signal, we apply spot modelling to derive in-
dividual spot rotation periods. To keep the model as simple as
possible, we only consider two spots to model the flux modu-
lation. Since starspots evolve, we cut the time series into equal
intervals of length ∆T during which spots can be assumed to
remain stable. To find ∆T , we consider shorter and shorter inter-
vals until the best fit obtained with non-evolving spots becomes
acceptable (see below). For each of these intervals, we compare
spot models with and without DR, i.e., we let the two spots have
different or the same rotation period, respectively, and compare
the goodnesses of fit obtained in the two hypotheses. In this way,
we find the time interval for which the assumption of two differ-
ent rotation periods, i.e., DR, gives the best improvement over
the hypothesis of rigid rotation. For that interval, the a posteriori
distributions of the rotation periods of the spots are determined
using an MCMC approach as in Croll (2006), to have a sound
statistical estimate of the amplitude of DR and its uncertainty.
The philosophy behind our approach is that not all the in-
tervals of a long time series are equally suited to providing a
measure of DR because its signal can be hidden by the intrinsic
evolution of starspots. Therefore, we first look for stars that have
a stable rotational modulation signal, as quantified in Sect. 3.1
below. Then we seek the interval(s) with the best fit in terms of
spots with a fixed area and DR, i.e., during which the impact of
starspot evolution is the weakest and a significant DR signal ap-
pears to be present. Even if this interval covers only one or two
rotations of the star, previous studies by, say, Croll et al. (2006),
Croll (2006), and Fro¨hlich (2007) have demonstrated that spot
modelling can extract a meaningful signal of DR. This is possi-
ble thanks to the sensitivity of spot modelling to the drift in lon-
gitude of individual spots produced by a latitudinal shear. Even
drifts as small as 20◦−30◦ per rotation period can be significantly
detected (e.g., Lanza et al. 2007; Silva-Valio & Lanza 2011).
On the other hand, techniques based on periodogram analysis
need larger phase shifts, up to 180◦, to resolve the peaks corre-
sponding to the rotation frequencies of individual spots (Lanza
et al. 2003, 2004; Reinhold & Reiners 2013). Therefore, they
are prone to severe problems owing to the intrinsic spot evolu-
tion because such large shifts are produced only after a timescale
comparable to 1/∆Ω, where ∆Ω is the amplitude of DR. In the
following sections, we describe the successive steps in our ap-
proach in detail.
3.1. Autocorrelation of photometric time series
The coherence of the rotational modulation signal can be quan-
tified by the relative heights of successive peaks in the autocor-
relation function of the time series. The autocorrelation function
provides a good estimate of the mean stellar rotation period in
the case of evenly sampled time series extending for several rota-
tion periods, as shown by McQuillan et al. (2013), among others.
Assuming that the rotational modulation of the flux is produced
by only two spots that do not evolve in time, the flux can be
expressed as
F(t) =
2∑
j=1
∞∑
k=0
αk j cos(kΩ jt + φk j), (1)
where we have developed the contribution of each spot in a
Fourier series since it is a strictly periodic function of the time
t; Ω j ≡ 2pi/P j is the angular velocity of the j-th spot with P j
being its rotation period, αk j the Fourier coefficient of order k
for spot j, and φk j its initial phase. The flux modulation vs. time
has a continuous first derivative (cf. Russell 1906), therefore the
Fourier coefficients of the above series decrease with increasing
order as k−2 (Smirnov 1964), implying that only the first terms,
say, up to k = 2 − 4, are relevant for describing the modulation
(cf. Cowan et al. 2013).
In the case of a continuous, indefinitely extended signal hav-
ing zero mean, the normalized autocorrelation function can be
defined as
A(τ) ≡ lim
T→∞
L(τ)
L(0)
, (2)
where
L(τ) ≡
∫ T/2
−T/2
F(t)F(t + τ)dt, (3)
and τ is the time lag. In practice, our time series has a finite
extension Tmax, so we consider a finite interval of integration as-
suming that |τ| < Tmax/2. If our two spots have the same rotation
period P = P1 = P2, the autocorrelation oscillates with a period
P showing equal maxima at τ = nP, where n is an integer. When
the intrinsic evolution of starspots is negligible, all Fourier coef-
ficients αk j are constant, and we can compute the autocorrelation
for P1 , P2 considering an integration extended to a time inter-
val [−T/2,T/2], where T  Ω−11 ,Ω−12 , |Ω1 − Ω2|−1. After some
manipulations, we obtain
A(τ) =
∑
k
{
2α2k1 cos
[
k
(
Ω1−Ω2
2
)
τ
]
+
(
α2k2 − α2k1
)}
cos
(
kΩˆτ
)
∑
k
(
α2k1 + α
2
k2
) , (4)
where Ωˆ = (Ω1 + Ω2)/2 is the mean angular velocity. In other
words, A(τ) is a periodic function of period 2pi/Ωˆ whose am-
plitude is modulated with a beating period 4pi/|Ω1 − Ω2|. The
separation between successive minima of the amplitude is half
that period. When the rotation is rigid, i.e., Ω1 = Ω2 = Ωˆ, we
obtain: A(τ) ∝ cos(kΩˆτ).
We can predict the effects of starspot evolution in a simple
case, i.e., by assuming that the time dependence of Fourier coef-
ficients obeys the relationship αk j(t + τ) = f (τ)αk j(t) for all val-
ues of t and τ. Such a specific time dependence, associated with
the initial condition f (0) = 1, gives f (τ) = exp(−τ/τs), where τs
is the starspot lifetime that we assume to be a constant. In other
words, in the above hypothesis, we have an exponential decay
of starspot area. This is approximately valid for non-recurrent
sunspots (Bumba 1963), although their decay rate varies widely
from one active region to the other (for a recent review see, e.g.,
4
A. F. Lanza et al.: Stellar differential rotation
Fig. 1. Photometric time series of the Sun and the other considered stars. The flux has been normalized to the maximum value
observed along each time series.
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Martinez Pillet et al. 1993). Considering an integration interval
with T  Ω−11 ,Ω−12 , |Ω1 −Ω2|−1, we obtain
A(τ) = exp(−τ/τs) (5)
×
∑
k
{
2α2k1(t¯) cos
[
k
(
Ω1−Ω2
2
)
τ
]
+
[
α2k2(t¯) − α2k1(t¯)
]}
cos
(
kΩˆτ
)
∑
k
[
α2k1(t¯) + α
2
k2(t¯)
] ,
where t¯ is a time corresponding to the mean value of the Fourier
coefficients along the interval [−T,T ]. When the starspot life-
time τs is shorter than the beating period 4pi/|Ω1 − Ω2|, Eq. (6)
indicates that the autocorrelation function A(τ) has a sequence of
relative maxima whose amplitude decreases exponentially with
time lag as exp(−nPˆ/τs), where Pˆ ≡ 2pi/Ωˆ is the mean rotation
period of the spots. This allows us to estimate the characteris-
tic decay time of starspots that is fundamental to establishing
whether they are suitable tracers to measure DR. On the other
hand, when τs  4pi/|Ω1 − Ω2|, intrinsic starspot evolution can
be neglected, and the beating period of the autocorrelation func-
tion can be used to estimate the amplitude of DR. Of course,
other methods can be applied to estimate the typical lifetime of
starspots from the changing modulation of a photometric time
series, thus providing further information on τs (cf. Lehtinen et
al. 2011, 2012).
Real time series are affected by noise that produces spurious
peaks in the autocorrelation. For a normally distributed uncor-
related random variable, the expectation value of A(τ) ' 1/N,
where N is the number of data points in the series and its vari-
ance is σ2 = 1/N. Therefore, a peak can be considered to be
significant at a 2σ level when its amplitude exceeds ∼ 2/√N.
Usually, a correction is applied to this formula to account for a
possible short-range correlation among the values of the random
variable as expected when a physical process with some degree
of self-correlation is responsible for the fluctuations. We adopt
the so-called large-lag approximation to estimate the variance of
A(τ) (Anderson 1976). In the case where τ = m∆t, i.e., consid-
ering the autocorrelation at evenly spaced values of the lag with
successive values separated by ∆t,
σ2(τ) = σ2(m∆t) =
1 + 2 m−1∑
p=0
[A(p∆t)]2
 1N ; (6)
that is, the variance of the autocorrelation at lag m∆t takes the au-
tocorrelation at all the lags shorter than m∆t into account. This
formula makes the variance of the autocorrelation increase with
increasing lag in comparison to the case of a completely uncor-
related random variable.
We use the IDL function A CORRELATE to compute the au-
tocorrelation function. It does not consider any gaps along the
time series. Nevertheless, their impact is very small because of
the almost perfect duty cycle of space-borne observations (>∼ 95
percent), therefore, we shall not apply algorithms developed for
time series with uneven sampling (e.g., Edelson & Krolik 1988).
3.2. Spot modelling
We have adopted a simple spot model to fit the light modulation
of late-type stars in order to keep the number of free parameters
as small as possible. This is advantageous when applying the
MCMC method (see below). The flux of the star is written as
F(t) = F0 +
2∑
j=1
∆F j(t), (7)
where F0 is a constant value and ∆F j the flux variation due to the
j-th spot. We assume that F0 may be different from the flux of
the unspotted star to account for the effect of several small active
regions evenly distributed in longitude, in addition to the two
discrete spots responsible for the flux modulation. The specific
intensity over the disc of the unperturbed star is specified by a
quadratic limb-darkening law as
I(µ) = ap + bpµ + cpµ2, (8)
where ap, bp, and cp are limb-darkening parameters that depend
on the effective temperature, gravity, and chemical abundance of
the stellar atmosphere, while µ ≡ cosψ, where ψ is the angle
between the normal to the given surface element and the line
of sight. The unperturbed flux coming from the stellar disc is
FU = piR2∗(ap + 2bp/3 + cp/2), where R∗ is the radius of the star.
For simplicity, we consider only dark spots, although pho-
tospheric faculae may be relevant for stars with a level of ac-
tivity comparable to the Sun’s (Lanza et al. 2003, 2004), while
for more active stars, they have a minor impact on the rotational
modulation of the flux (see Gondoin 2008; Lanza et al. 2009a,b,
and references therein). The specific intensity in a spot is as-
sumed to be Is(µ) = (1 − cs)I(µ), where the spot contrast cs is
assumed to be constant for a given star. In this way, the relative
flux variation due to the j-th spot is
∆F j
FU
= −cs
(
a j
piR2∗
) ap + bpµ + cpµ2ap + 23bp + 12cp
 v(µ) µ, (9)
where the value of µ at time t for the j-th spot is given by
µ = sin i sin θ j cos[λ j + Ω j(t − t0)] + cos i cos θ j, (10)
where a j is the area of the j-th spot, λ j and θ j its longitude and
colatitude, i the inclination of the stellar spin axis to the line of
sight, and Ω j = 2pi/P j the angular velocity of rotation of the
spot, with t0 the initial time. The visibility of the spot v(µ) is
equal to 1 when µ > 0 and is zero otherwise; for simplicity, we
can express it as v(µ) = (µ + |µ|)/2. This model is valid when
the area of the spot is much smaller than the area of the stellar
disc; i.e., we assume point-like spots that is justified for stars
having an activity level not remarkably greater than that of the
Sun where the largest sunspot groups reach a few 10−3 of the
hemisphere.
The above model is applied to individual intervals of the time
series of length ∆T to reduce the impact of the evolution of the
spots. Specifically, we consider a subdivision of a time series
of length T into M intervals of equal length ∆T = T/M. The
optimal value is found by trial and error by increasing M until
we obtain an acceptable fit. In the case of the Sun, the optimal
length is ∼ 14 days (Lanza et al. 2003, 2007), but it varies widely
from one star to the other.
For a given interval, our model has ten free parameters con-
sisting of the unmodulated flux F0, the inclination of the stellar
spin axis i, the area and coordinates of the two spots (a j, θ j, λ j,
with j = 1, 2), and their rotation periods P1 and P2. During the
search for the best value of M, we usually fix the inclination to
avoid strong correlations between it and the spot areas and co-
latitudes that can lead to bad fits. The observed light curve is
normalized to the maximum value of the flux observed along the
whole time interval T before fitting the relative flux variations
with our model. A Levenberg-Marquardt algorithm is applied to
minimize the chi square after fixing the allowed ranges of varia-
tion of the parameters to avoid unphysical results, e.g., negative
spot areas. This is possible using, say, the IDL routine MPFIT
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(Markwardt 2009)5. Since the algorithm explores the chi square
landscape starting from an initial point, the choice of that point
is critical for converging to a good solution. In other words, if
the initial point is too far from the one giving the best fit, the
algorithm can get stuck at a local minimum providing a poor
fit. Therefore, we estimate initial values of the spot areas and
longitudes for a given inclination from the depths and times of
the light minima along the given interval. Then we compare the
minimum chi squares obtained with different initial longitudes
of the spots by varying them by multiples of 90◦ with respect to
the initial longitudes estimated from the times of light minima.
In this way, we select the initial values of the parameters leading
to the best fit.
To model the light curve with rigid rotation, we set P1 = P2
in our model and compute the best fit using the one correspond-
ing to the previous best fit with P1 , P2, i.e., allowing for DR,
as a starting point. This generally ensures convergence to an ac-
ceptable fit.
3.3. Looking for the intervals with the best DR signal
For each interval of the light curve of duration ∆T , we compare
the chi squares obtained with and without DR, usually adopt-
ing a fixed inclination of the stellar spin axis to reduce degen-
eracies among parameters that often produce convergence prob-
lems. Since two spots are generally not enough to fit a light curve
down to the photometric precision (cf. Lanza et al. 2003, 2007),
a component of the residuals is certainly associated with small
spots not considered in our model. We assume that they evolve
on a timescale significantly shorter than ∆T , so we can treat their
effect as an increase in the random noise as a crude approxima-
tion. The chi square of the best fit obtained with DR, χ2DR, is gen-
erally smaller than that obtained with the rigidly rotating model,
χ2RR that has only nine free parameters instead of ten. Therefore,
we adopt the Bayesian information criterion (hereafter BIC) to
measure the relative goodness of fit of one model vs. the other
(e.g., Liddle 2007). The difference in the BIC estimator between
the two models is
∆BIC = ∆ lnL − lnN, (11)
where ∆L is the difference in the likelihood function of the two
models and N the number of data points in the fitted time inter-
val. The second term in Eq. (11) accounts for the difference in
the number of free parameters in the two models. Since a two-
spot model is generally not able to fit a light curve down to the
precision of the measurements, we consider the standard devia-
tion of the residuals of the best fit obtained with the DR model
as the ”true” standard deviation of the random noise present in
the data, according to the above hypothesis on the photometric
effects of small spots not accounted for in our model. This is
equivalent to scaling the standard deviation in the definition of
χ2DR so as to obtain χ
2
DR = N.
Assuming that the deviations from the model are random and
normally distributed, the likelihood is proportional to exp(−χ2)
(e.g., Press et al. 2002, Ch. 15.2). Therefore, the difference in
the logarithm of the likelihood function is
∆ lnL = 2
χ2RR
χ2DR
− 1
 . (12)
We regard a value ∆BIC ≥ 2 as preliminary evidence in favour
of the model with DR. As a matter of fact, BIC is an asymp-
totic approximation to a full Bayesian model comparison. It is
5 See also http://purl.com/net/mpfit
rigorously valid when the noise is uncorrelated and identically
distributed in a normal (or at least exponential) way all along
the fitted interval. This is not rigorously valid in our case be-
cause the photometric effects of small spots are correlated on
their evolution timescale, and they may not be uniformly dis-
tributed along the analysed data set. Therefore, we use the dif-
ference in the BIC estimator as only a preliminary indication for
selecting those subintervals having the best evidence of a DR
signature because a full Bayesian analysis of the entire time se-
ries would be computationally prohibitive even for a single star
(see below).
Our procedure can be summarized as follows. Firstly, the
best fits for intervals ∆T obtained for different values of M and
with and without DR are visually inspected when ∆BIC ≥ 2 to
remove cases in which the difference in the χ2 values is due to
convergence problems (usually happening in 15-20 percent of
the cases). Secondly, among the intervals with proper best fits,
we choose the one having the clearest signal as revealed by the
improvement in the reproduction of the times of light minima
and/or the variation in the amplitude of the modulation when
DR is included. Finally, this interval is considered for a detailed
MCMC analysis.
3.4. Extracting DR with an MCMC approach
We apply the MCMC approach proposed by Croll (2006) to es-
timate the mean values of the rotation periods P1 and P2 of the
two individual spots, and derive the a posteriori distributions of
P1 and P2 to be used to assess the significance of the DR. We use
the Metropolis-Hasting algorithm to generate a chain of random
points in the parameter space to sample the a posteriori distribu-
tion of the parameters (see, e. g., Press et al. 2002, Ch. 15.8).
Since correlations among different parameters are very strong
(see Sect. 3.5), the ergodicity of the obtained chain is generally
not guaranteed and must be checked a posteriori. One way to re-
duce correlations among the parameters is to accept only those
points that correspond to values of the χ2 close to the minimum
χ2. We generally adopt a threshold between one and five percent
above the minimum χ2 for acceptance. Apart from such a con-
straint, the Metropolis-Hasting algorithm is applied in its stan-
dard form. We indicate a generic point in the parameter space as
Q = {q1, q2, ...q10}, where qs are the individual free parameters
of the model, with s = 1, 2, ..., 10, because we generally also al-
low the inclination to vary. The starting point of our chain in the
parameter space is the one corresponding to the minimum χ2 in
the case of the two-spot model with DR. Sometimes, we found
that running the Metropolis-Hasting algorithm for ∼ 105 − 106
steps a significantly lower χ2 value is found. In this case, we
adopted the new minimum as the starting point. To generate the
next step of the chain from the current point Qk, we generate a
normal random deviate for each parameter qs to obtain a can-
didate point Qk+1. If the corresponding value of the χ2 is lower
than that of the current point, the new point is accepted as the
next step in the chain, otherwise we accept it with probability
exp[−(χ2k+1 − χ2k)/χ2min], where χ2k is the chi square of the fit ob-
tained with the parameter set Qk and χ2min the chi square corre-
sponding to the minimum from which the chain is started. We
adjust the standard deviations of the normal deviates of the in-
dividual parameters in order to have an overall acceptance rate
between 20 and 30 percent, as recommended by Croll (2006).
Since we compute very long chains, i.e., with at least 40 − 60
million points, we can easily obtain shorter chains for check-
ing mixing and convergence of the MCMC procedure simply by
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cutting a long chain into subchains. Following Croll (2006), we
usually consider four subchains after discarding the initial ∼ 106
steps that represent the so-called burning phase of the chain. We
also apply a thinning factor of 10; i.e., we take only one point
out of ten consecutive points to remove local correlations in the
subchains. The mixing and convergence of the subchains, i.e.,
their ergodicity, is tested by applying the method of Gelman and
Rubin as implemented in Sect. 3.2 of Verde et al. (2003). We
consider a subchain as successfully converged and mixed when
the parameter R of Gelman and Rubin is lower than 1.2 for all
the model parameters (see Verde et al. 2003; Croll 2006, for
details).
3.5. Parameter correlations in spot modelling
In several cases, we found that it is not possible to reduce R be-
low the acceptance threshold of 1.2 for all the parameters even
after running chains with 5×108 points. Sometimes, this is due to
the miss of the best minimum of the chi square by the Levenberg-
Marquardt algorithm. In some cases, by running the Metropolis-
Hasting algorithm for several million points, we are able to im-
prove the minimum and the convergence of the chain as found
in the case of CoRoT-6. However, in several other cases, this is
not sufficient. An inspection of the parameter values along the
chain reveals that this occurs when there are strong correlations
among the parameters. Since a light curve is a one-dimensional
data set, it only contains very limited information to constrain a
two-dimensional spot map (cf. Cowan et al. 2013). If the unspot-
ted reference level is fixed as in our model, the epochs of the
light curve minima provide information on spot longitude, while
the depths of the minima give information on the projected spot
area. Therefore, the inclination of the stellar spin axis i, the colat-
itude of a given spot θ j, and its area a j are strongly degenerate,
as one can see from Eqs. (9) and (10). When the convergence
of a chain is not achieved as a consequence of these degenera-
cies, we can try different strategies. The first is to introduce con-
straints that take the correlations between the inclination i and
the colatitudes of the spots θ j into account as well as between
the initial longitudes λ j and the angular velocities Ω j ≡ 2pi/P j.
Specifically, we impose δθ j = δi and δλ j/λ j = −δP j/P j, where
δ indicates the variation in the given quantity in a candidate step
of the chain and j = 1, 2 indicates the spot (see Appendix A
for a justification of these correlations). When such constraints
are not enough, we may calculate a linear regression a posteriori
between the parameter with the largest R and the other free pa-
rameters to account for further correlations. Specifically, in the
case of KIC 8429280, after computing an MCMC of 12 million
points, we find a strong correlation between the reference flux
F0 and the area of the second spot a2. Therefore, we compute
a linear regression between these two parameters with an angu-
lar coefficient m˜ and impose the further constraint δa2 = m˜ δF0
that allows us to compute a well-mixed and convergent chain.
In other cases, such as KIC 7985370, we find convergence by
fixing the inclination i and the colatitudes of the spots θ j at the
values corresponding to the minimum of the chi square.
The above recipes prove useful when some information on
DR is contained in the light curve, but cannot produce a well-
mixed and convergent chain when this is not the case, as we
found for the Sun, HD 52265, and HD 181906. If the light mod-
ulation does not provide unambiguous information to fix the lon-
gitudes of the spots and their drift vs. the time, no DR determi-
nation is possible. The MCMC algorithm makes this evident by
producing a chain that is neither well-mixed nor convergent ac-
cording to Gelman and Rubin’s test. In this case, by increasing
the length of the chain, the values of R do not approach unity
and, in several cases, increase as the chain wanders among mul-
tiple separated minima in the parameter space or move along
multi-dimensional correlation domains among the parameters.
General methods designed to treat correlations among param-
eters, such as the so-called Hamiltonian MCMC (Neal 1993;
MacKay 2003) are very limited or no advantage in our case,
as we found by making some experiments with our stars. This
happens because our problem has ten free parameters and the
correlations involve several of them at the same time, often in
a highly non-linear way, while the Hamiltonian method works
well for low-dimensional parameter spaces where the cost of
computing partial derivatives of the chi square vs. the param-
eters at each step is not high. For the same reasons, approaches
based on principal component analysis do not lead to any deci-
sive improvement in our case, as found by Ford (2006) in the
case of planetary transit modelling.
4. Model parameters
The inclination of the stellar spin axis, effective temperature,
gravity, and limb-darkening coefficients in the CoRoT and
Kepler bandpasses as derived from the tabulation by Claret &
Bloemen (2011), are listed in Table 1, together with the appro-
priate references for our stars. For  Eri, we adopt a linear limb-
darkening law and a spot contrast of 0.22 in the MOST pass-
band to allow a straightforward comparison of the present re-
sults with those of Croll et al. (2006). For Kepler-30, we adopt
the quadratic limb-darkening coefficients derived by fitting plan-
etary transits in the Kepler passband (Sanchis-Ojeda et al. 2012).
The spot contrast in all the cases, except for  Eri, is fixed at the
solar value, i.e, cs = 0.677 because we have no information on
the starspot temperature in our stars. The inclination has been es-
timated by fitting the rotational splitting of p-mode oscillations
in the case of HD 52265 and HD 181906 and has an accuracy
of ≈ 10◦ − 15◦. For Kepler-30 we assume that the measured
projected spin-orbit obliquity of 4◦ ± 10◦ provides evidence of
an inclination of 90◦. Also in the case of CoRoT-6, we assume
alignment between the stellar spin and the orbital angular mo-
mentum of the transiting planet (cf. Lanza et al. 2011). For the
other stars, we rely on previous multi-spot modelling with an
MCMC approach to estimate the inclination (Croll 2006; Frasca
et al. 2011; Fro¨hlich et al. 2012). This is possible with a preci-
sion up to ± 10◦−20◦ from high-precision light curves, provided
that a simple spot geometry is adopted (cf. Cowan et al. 2013).
5. Results
5.1. Autocorrelation analysis
The autocorrelation functions of the light curves of our sample
stars are plotted in Fig. 2 vs. the time lag measured in units of the
rotation period as determined from the first maximum following
the one at zero lag. The plotted lag intervals cover only a few
rotation periods to show the decay of the autocorrelation over
intervals comparable to the typical duration ∆T of the intervals
to which the MCMC analysis is applied to extract the DR signal.
For  Eri, we have a light curve covering only three rotation peri-
ods, therefore the autocorrelation cannot be computed for longer
time lags. The dotted lines indicate the interval corresponding to
±σ, where σ is one standard deviation of the autocorrelation as
expected for a pure random noise with some degree of autocor-
relation according to the large-lag approximation (see Sect. 3.1).
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Table 1. Parameters adopted in the spot modelling of the considered stars.
Name i Teff log g ap bp cp Reference
(deg) (K) (cm s−2)
Sun 90 5777 4.44 0.360 0.840 −0.200 Lanza et al. (2003)
 Eridani 30 5100 ± 150 4.6 ± 0.1 0.189 0.811 0.0 Croll et al. (2006)
HD 52265 30 6100 ± 60 4.35 ± 0.1 0.357 0.842 −0.199 Ballot et al. (2011)
HD 181906 24 6300 ± 150 4.22 ± 0.06 0.368 0.838 −0.206 Garcı´a et al. (2009)
CoRoT-6 89 6100 ± 80 4.44 ± 0.1 0.340 1.024 −0.378 Lanza et al. (2011)
KIC 7765135 75 5835 ± 100 4.34 ± 0.12 0.530 0.605 −0.135 Fro¨hlich et al. (2012)
KIC 7985370 41.4 5150 ± 100 4.24 ± 0.12 0.563 0.614 −0.141 Fro¨hlich et al. (2012)
KIC 8429280 69.5 5030 ± 140 4.45 ± 0.15 0.296 0.868 −0.163 Frasca et al. (2011)
Kepler-30 90 5500 ± 60 4.7 ± 1.0 0.220 1.180 −0.400 Sanchis-Ojeda et al. (2012)
For the Sun, HD 52265, and HD 181906, the secondary
peaks in the autocorrelation functions are lower than ∼ 0.5, indi-
cating a spot-evolution timescale that is shorter than the rotation
period. For HD 52265, the evolution of starspots is remarkably
faster than its rotation period (∼ 12 days), and the first max-
imum after that at zero lag is barely visible. For the Sun and
HD 181906, we can see secondary maxima indicating some de-
gree of coherence in the pattern of surface inhomogeneities with
a timescale up to two to three rotation periods. This corresponds
to 50− 80 days in the Sun as expected in the case of faculae that
dominate the flux modulation near the minimum of the eleven-
year cycle. However, since solar active regions are confined to
±35◦ in latitude, the expected difference in their rotation periods
is only a few percent, making it difficult or impossible to detect
the DR signal since their lifetimes are much shorter than 1/∆Ω.
One star in our sample that possibly has spots lasting longer
than its rotation period is KIC 8429280, as shown by the beat-
ing modulation of the autocorrelation with an approximate half
period of ∼ 20 Prot (see Fig. 3). In this case, we can apply the
results of Sect. 3.1 and estimate a relative amplitude of DR of
∆P/P ≈ 0.05. Nevertheless, this value is approximate because it
is based on just one beating half period, and the autocorrelation
decreases rapidly reaching almost the noise level for τ/Prot ∼ 10
that suggests a strong impact of the spot evolution on this esti-
mate.
5.2. The illustrative cases of Kepler-30 and  Eridani
We present detailed results for Kepler-30 and  Eri because they
are the star with the longest time series and the one chosen by
Croll (2006) to develop the MCMC approach that we use with
minor modifications in our analysis, respectively. Specifically,
we illustrate the selection of the best interval in the case of
Kepler-30 and show the distribution of the residuals obtained
with the two-spot model best fit. On the other hand,  Eri is con-
sidered for comparing the results of the MCMC analysis to es-
tablish the effects of the modifications we introduced in Croll’s
method.
5.2.1. Kepler-30: Selection of the optimal interval and
distribution of the residuals
For this star we computed best fits with our two-spot model for
different lengths of the intervals with M ranging from 9 to 65.
The best case in terms of convergence of the best fits with DR
and RR and time extension is found for M = 51. For this interval
(cf. Table 2), ∆BIC = 6.42 in favour of the model with DR.
Fig. 2. Autocorrelation functions of the light curves of the stars
considered in our sample. The dotted lines indicate the ±σ inter-
val (see the text).
Considering a subdivision with M = 51, which corresponds
to individual time intervals ∆T = 22.35 days or 1.35 mean rota-
tion periods, we compute the best fits with DR to the entire time
series. The distribution of their residuals is plotted in Fig. 4, to-
gether with a Gaussian fit that has a central value of −1.97×10−4
and a standard deviation of 1.33× 10−3 in relative flux units. For
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Fig. 3. Autocorrelation function of the light curve of KIC
8429280 extended up to τ/Prot = 60 to show the beatings of
the amplitude. The dotted lines indicate the ±σ interval (see the
text).
Fig. 4. Distribution of the residuals of the composite best fit to
the entire time series of Kepler-30 obtained with the two-spot
model with DR for M = 51. The dashed line is a Gaussian best
fit to the distribution.
comparison, the precision of Kepler photometry is ∼ 2.6× 10−4,
i.e., about five times less than the standard deviation of the resid-
uals implying that small unaccounted spots (or possibly flares)
play a relevant role in determining the residuals of our model.
The distribution shows significant deviations for negative values
below −2 × 10−3, suggesting that dark spots are responsible for
the largest residuals. The interesting point is that the distribution
of the residuals does not strongly deviate from a Gaussian one,
thus supporting our application of the BIC approach for a pre-
liminary selection of the intervals containing some DR signal.
5.2.2. Two-spot modelling of  Eridani light curve
The optical light curve of  Eri, together with the best fits ob-
tained with our model, is plotted in Fig. 5. The best fit with
DR gives a better reproduction of the variable amplitude of the
Fig. 5. The optical flux of  Eridani (filled dots) vs. the time,
together with the best fits obtained with our two-spot model with
DR (solid line) or rigid rotation (dashed line).
light modulation along the nearly three rotations covered by the
dataset, while the best fit with two rigidly rotating spots has
larger deviations and does not reproduce the times of all three
light minima. In particular, the second and the third minima are
approximately matched, while the first one is missed because the
two deeper minima strongly constrain the (unique) spot rotation
period. On the other hand, the model with DR provides a sig-
nificantly better fit because the two spots can drift in longitude
with respect to each other, thus allowing a simultaneous fit of
all the three minima. The value of ∆BIC computed according to
Eqs. (11) and (12) is 1.94 in favour of the model with DR. This
difference is close to the threshold adopted for selecting cases
with some evidence of DR so it gives support to our choice.
5.2.3. MCMC analysis for  Eridani and comparison with
previous results
We computed an MCMC chain of 48 million points starting from
the minimum χ2 found with the two-spot model with DR as
given by the Levenberg-Marquardt algorithm. The standard de-
viations of the random steps of the parameters were chosen as
to obtain an overall acceptance rate of 0.27. The prior distribu-
tions of our parameters were the uniform wide priors in Table 1
of Croll (2006) with the exception of the reference flux level F0
that we assumed to range from −0.001 and 0.005 and the use
of initial spot longitudes instead of spot transiting epochs in our
model; we assumed a range of ±13◦ for the initial longitudes.
The mixing and convergence of the chain were checked as ex-
plained in Sect. 3.4, obtaining a minimum value of the parame-
ter R of 1.0017 and a maximum value of 1.0133 (see Table 3).
Therefore, the convergence of our chain for  Eri was remarkably
good. In the present approach, we considered point-like active
regions, while Croll (2006) assumed circular (polar cap) spots.
Moreover, we limited the maximum χ2 variation for the accep-
tance of a given step to one percent, which was significantly less
than that of Croll who adopted a limit around four percent (Croll
et al. 2006). Croll’s choice of the odds relating one point to the
next in the chain was ruled by a virtual temperature according to
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his Eq. (1). We assumed a similar exponential dependence, but
dropped the factor 2 present in the denominator of his equation
(cf. Sect. 3.4). In spite of all these differences, our results were
very similar to Croll’s.
The marginal distributions of the model parameters, as de-
rived a posteriori from our chain of 48 million points to which
a thinning factor of 10 has been applied, are shown in Fig. 6.
One can compare these distributions with those plotted in Fig. 3
of Croll (2006), considering that we plot the distributions of the
spot areas and not of the radii. Moreover, we do not consider the
mean likelihood distributions of the parameters. Our spot colat-
itudes are not significantly different from Croll’s spot latitudes,
while our areas are in general agreement with the values of his
radii, although our assumption of point-like spots makes the flux
modulation induced by a given spot slightly different. Our range
of approximately ±13◦ in spot initial longitude corresponds to
a range of about ±0.4 days in spot transit epoch and leads to a
general agreement with Croll’s distributions. The distributions
of spot rotation periods, upon which our measurement of DR is
based, are remarkably similar to those of Croll indicating that
the above differences between the models do not significantly
affect the determination of DR. Nevertheless, the distribution of
the inclination is significantly different, as expected owing to
the strong dependence of this parameter on details of the spot
model, in particular on the adopted spot geometry and the level
of unspotted flux.
We find similar correlations among the model parameters as
in Fig. 2 of Croll (2006). For instance, we plot the correlation
between the colatitude of the first spot and the inclination of
the stellar rotation axis in Fig. 7. This correlation produces a
remarkable dependence of the parameter k of Croll, measuring
the relative amplitude of the pole-equator DR, on the inclination
(see his Fig. 2, lower right panel). In our case, we adopt the ab-
solute value of the difference between the spot rotation periods
∆P ≡ |P1 − P2| as a measure of the DR. Unlike k, it does not de-
pend on the spot colatitudes as derived from the modelling and is
therefore a robust quantity. This is confirmed by the plot in Fig. 8
that shows that the distribution of ∆P does not especially depend
on i, thus allowing a robust estimation of the relative amplitude
of the DR as ∆P/P, where P = (P1 + P2)/2. A similar conclu-
sion has been reached by Fro¨hlich (2007), who also applied a
Bayesian spot modelling with different priors.
5.3. DR in our sample of stars
For the eight stars in our sample, including the Sun, we deter-
mine the best intervals for measuring the DR according to the
method introduced in Sect. 3.3 and illustrated by the case of
Kepler-30 in Sect. 5.2.1. The beginning and the end of these in-
tervals are indicated for each star in Table 2, together with the
uniform priors applied to the model parameters. The origin of
the time is in all cases the first observation of the corresponding
time series (cf. Sect. 2), while the other symbols are defined in
Sect. 3.2. The longitude intervals are defined as the maximum
allowed deviations from the initial point of the MCMC chain
that correspond to the parameters giving the minimum χ2DR (see
below for details).
For the Sun, HD 52265, and HD 181906, the MCMC chains
do not properly converge as indicated by values of the parameter
R > 1.2 for one or several of the model parameters (see Table 3).
No significant improvement is obtained by applying the recipes
described in Sect. 3.5 or by reducing the acceptance threshold
for the chi square variation to values as low as 0.1 − 0.5 percent.
For these stars, with the exception of the Sun, we repeat the anal-
Fig. 6. Frequency marginal distributions of the parameters of the
two-spot model with DR for  Eridani. From top to bottom: area
of the first (solid line) and the second (dashed line) spot; colat-
itude of the first (solid line) and the second (dashed line) spot;
deviation of the longitude of the first spot (solid line) and of the
second spot (dashed line) from their initial longitudes, respec-
tively; rotation period of the first spot (solid line) and of the sec-
ond spot (dashed line); reference flux; inclination of the stellar
spin axis.
yses with a different interval to confirm that the result does not
depend on the particular interval (cf. Table 2). The values of R
given in Table 3 provide some information on the model parame-
ter chains that have not reached a proper convergence or mixing.
We note that R is undefined when the corresponding model pa-
rameter has been fixed in an attempt to improve the convergence
as in the case of the Sun (cf. Sect. 3.2 in Verde et al. 2003).
Values of R lower than the acceptable threshold of 1.2 for only
a subset of the model parameters do not imply that the marginal
distributions of the corresponding parameters have converged,
because the correlations with the parameters having R > 1.2
make them unreliable. Therefore, we require that R < 1.2 for
all the parameters in order to use the a posteriori distributions
derived with the MCMC approach for the individual parameters.
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Fig. 7. Isocontour plots of the joint distribution of the inclination
of the stellar rotation axis vs. the colatitude of the first spot for 
Eridani.
Fig. 8. Isocontour plots of the joint distribution of the inclination
of the stellar rotation axis vs. the absolute value of the difference
between the spot rotation periods for  Eridani.
It is interesting to note that all these stars for which MCMCs do
not convergence are characterized by an autocorrelation function
with secondary peaks that decrease rapidly with increasing time
lag, thereby indicating a fast spot evolution. Previous analysis
based on Lomb-scargle periodogram and multi-spot models have
provided some evidence of DR in those stars, although they also
detected a rapid intrinsic spot evolution that could affect the de-
termination, possibly mimicking a DR signal (Ballot et al. 2011;
Mosser et al. 2009).
For CoRoT-6, KIC 7765135, KIC 7985370, KIC 8429280,
and Kepler-30, we are able to compute convergent and well-
mixed MCMCs by applying the recipes in Sect. 3.5 and fixing
the threshold for the chi square acceptance between one and
five percent above the minimum (cf. Table 3). For Kepler-30
and KIC 7765135, we find maximum values of R of 1.197 and
1.067 considering chains of 36 and 500 million steps, respec-
tively. In the case of CoRoT-6, the maximum value of R is 1.186
considering a chain of 128 million steps. For KIC 7985370, it
has been necessary to fix the inclination of the rotation axis and
the colatitudes of the starspots at the values corresponding to
the minimum of the chi square to obtain a maximum R equal
to 1.125 for a chain of 180 million steps. Therefore, the R val-
ues corresponding to those fixed parameters are undefined. For
KIC 8429280, we find strong correlations among the reference
flux F0, the inclination i, and the spot area a2 that can be treated
with the approach described in Sect. 3.5, which yields a max-
imum R of 1.010 after computing a chain of 36 million steps.
As a consequence of the correlations explicitly included in the
model, the values of R corresponding to those parameters are
the same in Table 3.
In Table 4, we list the rotation periods of the two starspots
with their standard deviations as derived from the a posteriori
marginal distributions of P1 and P2 as well as the corresponding
relative amplitude of the differential rotation ∆P/P with its stan-
dard deviation for our sample stars. The distributions of the ro-
tation periods of the two starspots are plotted in Figs. 9 (CoRoT-
6), 10 (KIC 7765135), 11 (KIC 7985370), 12 (KIC 8429280),
and 13 (Kepler-30). The area of the intersection between the dis-
tributions is virtually zero, thus providing evidence for DR in the
framework of our model.
The amplitude of the DR determined by our method depends
of course on the specific interval considered because spots can
appear at different latitudes in late-type stars. The latitude range
is wider in more active stars than in the Sun (see, e.g., Moss et
al. 2011), thus making the differences larger for CoRoT-6 and
the young Sun-like stars in our sample. Specifically, from the
modelling of another interval for CoRoT-6, we find ∆P/P =
0.259 ± 0.003, while for, say, KIC 8429280, another interval
gives ∆P/P = 0.011 ± 3.73 × 10−5, where the standard devi-
ations are derived from the a posteriori distributions given by
the MCMC method. This should be kept in mind when compar-
ing the present results with previous ones. For CoRoT-6, Lanza
et al. (2011) find ∆P/P of about half the present value by trac-
ing the migration of the active longitudes, not of the individual
spots. A remarkable difference in those migration rates has in-
deed been found in CoRoT-2 that could explain the present result
(cf. Lanza et al. 2009a). Our spot rotation periods fall within the
range found by Frasca et al. (2011) for KIC 8429280, while they
are close but slightly outside the ranges found for KIC 7765135
and KIC 7985370 by Fro¨hlich et al. (2012). However, those
models use seven to nine evolving spots to fit the whole time
series instead of two fixed spots applied to fit a data interval.
6. Conclusions
We have introduced a method of searching for differential ro-
tation (DR) signals in high-precision photometric time series
of the late-type stars acquired by space-borne telescopes (see
Sect. 3). The even sampling of the time series allowed us to ap-
ply an autocorrelation to measure the timescale of the intrinsic
evolution of the spot pattern that limits the possibility of measur-
ing DR. We selected a sample of eight stars for which previous
determinations of DR based on photometry were available along
with some information on the inclination of the stellar rotation
axis. We added the Sun as a star to this sample to study the ro-
tation of solar analogues. We found that a significant DR can be
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Table 2. Initial and final times of the intervals considered for the MCMC analysis, together with the uniform prior intervals of the
parameters for the stars of our sample.
Star name t1 t2 i F0 a1,2 θ1,2 ∆λ1,2 P1,2
(d) (d) (deg) (deg) (deg) (d)
Sun 19.8542 39.7084 70,90 −0.03, 0.01 2 × 10−5, 0.060 0, 180 ±13 24.0, 29.0
HD 52265 48.3125 60.2654 15, 45 −2 × 10−4, 2 × 10−4 2 × 10−7, 0.044 0, 150 ±15 9.0, 14.0
HD 52265 60.3210 72.3890 15, 45 −2 × 10−4, 2 × 10−4 2 × 10−7, 0.044 0, 150 ±15 9.0, 14.0
HD 181906 23.1900 28.9158 15, 40 −0.001, 0.002 2 × 10−5, 0.044 0, 120 ±13 2.65, 2.90
HD 181906 37.9341 42.6582 15, 40 −0.001, 0.002 2 × 10−5, 0.044 0, 120 ±13 2.65, 2.90
CoRoT-6 75.930140 82.810186 70, 90 −0.03, 0.01 2 × 10−3, 0.268 0, 180 ±13 5.0, 9.0
KIC 7765135 88.07162 93.91567 50, 60 −0.03, 0.01 2 × 10−3, 0.268 0, 180 ±13 1.0, 4.0
KIC 7985370 33.5126 39.07074 25, 50 −0.03, 0.01 2 × 10−3, 0.268 0, 180 ±13 1.0, 5.0
KIC 8429280 104.49977 108.66819 65, 73 −0.02, 0.01 2 × 10−3, 0.268 0, 180 ±13 1.0, 4.0
Kepler-30 290.99150 313.34662 60, 90 −0.03, 0.01 2 × 10−5, 0.060 0, 180 ±13 13.0, 19.0
Table 3. The parameter R − 1 of Gelman and Rubin measuring the convergence and mixing of the MCMC chains for the different
parameters of our two-spot model.
Star name i F0 a1 θ1 λ1 P1 a2 θ2 λ2 P2
Sun − 3.39 × 10−2 3.03 × 10−2 − 3.52 3.52 2.14 × 10−2 − 4.94 4.94
 Eridani 9.34 × 10−3 1.33 × 10−2 9.32 × 10−3 9.74 × 10−3 6.12 × 10−3 4.26 × 10−3 9.66 × 10−3 1.25 × 10−2 6.55 × 10−3 1.70 × 10−3
HD 52265 5.26 × 10−2 4.39 × 10−3 2.41 × 10−3 3.19 20.64 2.80 × 10−3 7.31 × 10−4 2.75 8.03 5.61 × 10−3
HD 52265 0.42 5.54 × 10−2 0.22 13.12 4.98 3.49 × 10−3 0.12 33.44 6.09 6.99 × 10−2
HD 181906 1.86 × 10−4 7.91 × 10−5 2.60 × 10−5 12.91 4.23 × 10−2 5.43 × 10−5 1.10 × 10−5 1.71 8.85 × 10−2 3.86 × 10−5
HD 181906 4.58 × 10−2 4.27 × 10−2 2.96 × 10−2 10.81 0.65 9.93 × 10−5 3.03 × 10−2 5.63 0.19 9.97 × 10−4
CoRoT-6 1.94 × 10−2 7.72 × 10−3 2.24 × 10−2 2.34 × 10−2 4.99 × 10−2 5.13 × 10−2 4.46 × 10−2 4.70 × 10−2 0.19 0.19
KIC 7765135 2.82 × 10−2 3.29 × 10−2 1.14 × 10−2 3.12 × 10−2 6.68 × 10−2 6.62 × 10−2 1.82 × 10−2 2.90 × 10−2 5.60 × 10−2 6.01 × 10−2
KIC 7985370 − 6.23 × 10−2 7.62 × 10−2 − 8.53 × 10−2 9.16 × 10−2 5.41 × 10−2 − 0.12 0.12
KIC 8429280 6.62 × 10−3 1.03 × 10−2 3.24 × 10−3 6.62 × 10−3 8.06 × 10−3 8.06 × 10−3 1.03 × 10−2 6.62 × 10−3 1.70 × 10−3 1.70 × 10−3
Kepler-30 3.53 × 10−2 5.74 × 10−2 0.20 7.58 × 10−2 3.81 × 10−2 3.68 × 10−2 4.29 × 10−2 0.14 4.18 × 10−2 4.10 × 10−2
Table 4. Results of MCMC analysis of the intervals in Table 2 for the stars of our sample that show evidence of DR.
Star name P1 σP1 P2 σP2 ∆P/P σ∆P/P
(d) (d) (d) (d)
 Eridani 11.3592 3.181 × 10−2 11.5593 1.853 × 10−2 0.0175 3.21 × 10−3
CoRoT-6 7.9655 3.799 × 10−2 6.3438 2.033 × 10−2 0.2266 6.02 × 10−3
KIC 7765135 2.6227 1.492 × 10−3 2.3664 1.142 × 10−3 0.1027 7.53 × 10−4
KIC 7985370 2.9262 3.912 × 10−3 2.7809 2.468 × 10−3 0.0509 1.62 × 10−3
KIC 8429280 1.20593 2.981 × 10−5 1.17245 2.689 × 10−5 0.0281 3.38 × 10−5
Kepler-30 15.9243 1.708 × 10−2 16.7800 1.945 × 10−2 0.0523 1.58 × 10−3
detected when the relative height of the second maximum in the
autocorrelation function is at least 0.6−0.7. In this case, we sub-
divided the time series into intervals the duration of which was
shorter than the typical timescale of starspot evolution, although
long enough to reveal the drift of the spot longitudes produced
by DR. The best interval was then selected by comparing the
best fits obtained with a simple two-spot model with and without
DR. For that interval, a fully Bayesian analysis was undertaken
by means of an MCMC approach to assess the significance of
DR and determine its most probable value and uncertainty.
We found that the amplitude of the DR derived with our
method is generally consistent with previous results when the
different assumptions of the other approaches are considered.
The advantage of our approach is the simplicity of the spot
model that allows us to run MCMCs with tens or hundreds of
million steps to study the a posteriori distribution of the parame-
ters. This is particularly useful in spot modelling given the strong
correlations among different parameters. We took advantage of
the available information on the inclination of the stellar rota-
tion axis to fix the a priori distribution of the inclination that is
strongly correlated with the colatitudes and the unprojected ar-
eas of starspots in our model. Other correlations may become
important when the signal-to-noise ratio of the photometry is
low, spots are rapidly evolving (τs <∼ (2.5 − 3.0)P), or the DR
relative amplitude is small (∆P/P <∼ 0.01). They severely ham-
per the proper mixing and convergence of the MCMC procedure,
although their effect can be controlled as described in Sect. 3.5,
provided that a clear signal of DR is present in the light curve.
In the case of stars more active than the Sun, we find that the
measured amplitude of DR depends on the specific time interval
considered. In general, our approach only provides a lower limit
to the amplitude of surface DR. We did not attempt to extract the
amplitude and sign of the pole-equator shear as in other works
(e.g., Fro¨hlich et al. 2012) because spot colatitude and inclina-
tion of the stellar spin axis are highly correlated in our simple
spot model. On the other hand, an independent estimate of the
inclination is generally not available, except in the case of close
eclipsing binaries or transiting star-planet systems.
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Fig. 9. A posteriori distributions of the rotation periods of the
two spots as derived from MCMC analysis for CoRoT-6. The
solid line refers to the distribution of the rotation period of the
first spot, the dashed line to that of the second.
Fig. 10. Same as Fig. 9 for KIC 7765135.
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Fig. 11. Same as Fig. 9 for KIC 7985370.
Fig. 12. Same as Fig. 9 for the distributions of the rotation peri-
ods of the two spots of KIC 8429280.
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Appendix A: Correlations between parameters
adopted in MCMC spot modelling
To justify the correlations among parameters adopted in some of
our MCMC modelling, we consider that they are most evident
when a given spot j produces its maximum photometric effect,
that is when µ as given by Eq. (10) is at its maximum µ(m)j . This
occurs at an epoch t(m)j when the phase λ j +Ω j(t
(m)
j − t0) = 0, that
is t(m)j − t0 = −λ j/Ω j. At that epoch we have:
µ(m)j = cos(i − θ j). (A.1)
From Eqs. (A.1) and (9), we see that the maximum photomet-
ric effect of a given spot is not changed when δθ j = δi, thus
establishing a strong correlation between the variations of its co-
latitude and of the inclination of the stellar rotation axis.
Another correlation comes from the phase of maximum spot
visibility that after variation yields:
δλ j + δΩ j(t
(m)
j − t0) = 0, (A.2)
where t(m)j − t0 is not varied because the epoch of maximum vis-
ibility is constrained by a relative minimum in the flux along the
observed time series. Since t(m)j − t0 = −λ j/Ω j and δΩ j/Ω j =
−δP j/P j, we obtain the correlation:
δλ j/λ j = −δP j/P j (A.3)
between the longitude λ j and the rotation period P j of a given
spot.
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