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Vorwort des Herausgebers
Optische Messtechniken liefern im Vergleich zu taktilen Verfahren einen weitaus
günstigeren Zugang zur Erfassung von Oberflächen unterschiedlichster makro-
skopischer und mikroskopischer Ausprägung. Dieses Urteil stützt sich sowohl
auf das berührungslose und flächenhafte Prinzip der Antastung als auch die
elegante Skalierbarkeit optischer Methoden, wodurch insgesamt eine fertigungs-
nahe Vermessung verschiedenster Objektklassen in Prozess-Echtzeit ermöglicht
wird. Breite Aktivitäten richten sich gegenwärtig auf eine spezielle Klasse von
optischen Funktionsflächen, die den Trend weg von sphärischen Flächen hin
zu nichtsphärischen Flächen mit reduzierter Symmetrie verkörpern: Asphä-
ren und Freiformflächen. Aufgrund des ihnen innewohnenden Potentials zur
effektiven Korrektur der sphärischen Aberrationen bieten derartige optische
Funktionsflächen dem Designer ein weitaus größeres Maß an Freiheit bei der
Optimierung optischer Systeme. Bezweckt wird damit vor allem eine systemati-
sche Reduzierung der Anzahl von Funktionsflächen bzw. Elementen und folglich
eine Verschlankung des Systems. Entsprechende Funktionsflächen finden daher
breiteste Aufmerksamkeit sowohl im Bereich der sog. Konsumentenoptiken,
wie Brillen und Fotoobjektive, als auch im Bereich der Höchstleistungsoptiken,
die hier stellvertretend durch moderne Lithographie-Objektive, wie das Starlit
1950i der Firma Zeiss SMT, repräsentiert werden sollen. Der Vorteil an ge-
wonnener Designfreiheit fordert jedoch seinen Preis. Der allgemein anerkannte
Grundsatz, wonach man einen Gegenstand nur so genau fertigen kann, wie man
ihn vermessen kann, gewinnt im Fall der Asphären und Freiformflächen deutlich
an Brisanz. Aufgrund der Designfreiheit und der daraus resultierenden potenti-
ellen Vielfalt an Realisationsmöglichkeiten können keine Standardmessrezepte
angeboten werden, wie sie von klassischen Interferometerkonzepten her bekannt
sind. Die Möglichkeit, für jeden Asphären- bzw. Freiformtyp den maßgeschnei-
derten Null-Kompensator, z.B. in Form eines Hologramms, zu fertigen, ist zwar
prinzipiell denkbar, aus Kosten- und Zugriffsgründen jedoch unattraktiv. Daher
richten sich breite internationale Anstrengungen auf die Erkundung und Imple-
mentierung von flexiblen Prüftechniken, die ohne körperliche Kompensatoren
eine möglichst breite Palette von Asphären- und Freiformflächen abdecken. Im
Hinblick auf die Auslegung derartiger Prüfsysteme haben sowohl die Hersteller
als auch die Anwender entsprechender Fertigungstechnologien recht präzise
Vorstellungen. Die Wunschliste enthält hier neben der Flexibilität bzgl. der
konkreten Gestalt der Funktionsfläche handfeste Forderungen nach robuster
in-situ Messung, kurzer Messzeit, hoher topografischer Auflösung, minimaler
Messunsicherheit im Feld und metrologischer Rückführbarkeit. Es ist offenkun-
dig, dass all diese Leistungsmerkmale nur schwer durch ein konkretes System
bestimmter Ausprägung zu gewährleisten sind. Insofern gilt es stets einen auf
die Zielapplikation abgestimmten fairen Kompromiss zu finden. Mit dem am
ITO erfundenen und implementierten Tilted-Wave Interferometer TWI besteht
zumindest die Hoffnung, dass sich der gesuchte Kompromiss in der durch die Fa.
Mahr gefertigten und vertriebenen Gerätelösung in einem hohen Maß wiederfin-
det. Prinzipiell gilt es, aus den gemessenen Phasen aller der durch die verkippten
Wellenfronten erzeugten Subaperturen eine die Funktionsfläche repräsentie-
rende Wellenfront höchster Präzision zu rekonstruieren. Kennzeichnend für
das aktuell im TWI implementierte Auswerteverfahren ist die Identifikation
wesentlicher Systemparameter durch eine sog. Black-Box-Kalibrierung. Bei der
Lösung des damit verbundenen inversen Problems kommen Jacobi-Matrizen
zur Anwendung, deren konkrete Bestimmung von erheblichem Einfluss sowohl
auf die Genauigkeit als auch die numerische Berechnungsgeschwindigkeit des
Identifikationsproblems ist. Hier setzt die Dissertationsschrift von Frau Fort-
meier an, die an der Physikalisch-Technischen Bundesanstalt Braunschweig
und Berlin in enger Kooperation mit dem ITO entstanden ist. Im Rahmen von
systematischen Untersuchungen zur Genauigkeit des TWI-Prinzips auf Basis
modellbasierter Simulationsrechnungen stößt die Kandidatin auf die zentrale
Rolle der Jacobi-Matrizen, deren konventionelle Berechnung auf dem Weg nu-
merisch berechneter Differenzenquotienten sowohl rechenzeitintensiv als auch
fehlersensitiv ist. Durch eine analytische Bestimmung der Elemente der Jacobi-
Matrizen über Methoden der optischen Störungs- bzw. Variationsrechnung
gelingt ihr neben einer drastischen Reduzierung des Berechnungsaufwandes
ein deutlicher Gewinn an Robustheit gegenüber Messunsicherheiten in den
Eingangsgrößen. Die erheblich reduzierte Rechenzeit erlaubt es zudem, die
Jacobi-Matrizen in jedem Iterationsschritt neu zu berechnen, was von Vorteil
für die Stabilität und Genauigkeit der Lösung des Identifikationsproblems ist.
Darüber hinaus leitet Frau Fortmeier aus der Struktur der Jacobi-Matrix wich-
tige Schlussfolgerungen für die optimale Prüflingsposition ab und entwickelt das
TWI-Prinzip weiter in Richtung eines absolut messenden Verfahrens. Insgesamt
leistet Frau Fortmeier mit dieser Arbeit einen wichtigen Beitrag für die weitere
Etablierung des flexiblen Messprinzips auf der Basis verkippter Wellenfronten
für die prozessnahe Inspektion von Asphären und Freiformflächen.
Stuttgart, Mai 2016
Prof. Dr. Wolfgang Osten
Institut für Technische Optik
Universität Stuttgart
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Abkürzungsverzeichnis
CCD engl.: charged-coupled device, ladungsgekop-
peltes Bauteil
CGH computergeneriertes Hologramm
Design-Topographie Topographie 𝑇0, gegeben über Design-Parameter
FWHM engl.: Full Width at Half Maximum, Halb-
wertsbreite
GUM engl.: Guide to the Expression of Uncertainty
in Measurement, Leitfaden zur Angabe der
Unsicherheit beim Messen
ITO Institut für Technische Optik der Universität
Stuttgart
OOD objektorientiertes Design
OPD optische Pfadlängendifferenzen
OPL optische Pfadlänge
PTB Physikalisch-Technische Bundesanstalt
PV engl.: Peak to Valley, Abstand zwischen größ-
tem und kleinstem Wert
RMS engl.: root-mean-square, quadratischer Mit-
telwert
RMSE engl.: root-mean-square error, RMS-Fehler
SimOptDevice Name eines an der PTB entwickelten Simula-
tionswerkzeuges: Simulation, Optik, Device
(engl., Instrument)
SLM engl.: Spatial Light Modulator, räumlicher
Lichtmodulator
Soll-Topographie einer angenommenen Form 𝑇𝑑 entsprechen-
den Topographie, 𝑑 = Anzahl bereits durch-
geführter Iterationen des Rekonstruktionsver-
fahrens
Topographie tatsächliche Topographie 𝑇
TWI Tilted-Wave Interferometer
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Symbolverzeichnis
(...)𝑇 transponiert
(𝑀,𝑁) normierte Koordinaten der Pixel-Ebene
(𝑚,𝑛) normierte Koordinaten der Pixel-Referenz-
ebene
(𝑟, 𝜙) Polarkoordinaten
(𝑈, 𝑉 ) normierte Koordinaten der Quell-Ebene
(𝑢, 𝑣) normierte Koordinaten der Quell-Referenz-
ebene
(𝑥, 𝑦, 𝑧) kartesische Koordinaten (im Testraum)
(𝑥𝑆 , 𝑦𝑆) Schnittpunkt eines Strahls mit einer Fläche
𝛼, 𝛽, 𝛾 Rotationswinkel
𝑏 = (𝑏1, ..., 𝑏𝑞)𝑇 Vektor der unbekannten Patch-Offset-Werte;
𝑞 = Anzahl der Patches
𝑐 = (𝑐1, ..., 𝑐𝑎)𝑇 Vektor der Zernike-Koeffizienten für die Re-
konstruktion der Topographie
𝑐(𝑑+1) = (𝑐(𝑑+1)1 , 𝑐(𝑑+1)2 , ...)
𝑇 Vektor der Zernike-Koeffizienten, die die Ab-
weichungen zwischen der angenommenen To-
pographie 𝑇𝑑 und der tatsächlichen Topogra-
phie 𝑇 beschreiben (Rekonstruktion der To-
pographie beim TWI); 𝑑 = Anzahl bereits
durchgeführter Iterationen
𝑐𝑑 = (𝑐𝑑1 , 𝑐𝑑2 , ...)𝑇 Vektor der Zernike-Koeffizienten, die die Ab-
weichungen zwischen der angenommenen To-
pographie 𝑇𝑑 und der Design-Topographie
𝑇0 beschreiben (Rekonstruktion der Topogra-
phie beim TWI); 𝑑 = Anzahl bereits durch-
geführter Iterationen
𝑒′ = (𝑒𝑥, 𝑒𝑦, 𝑒𝑧)𝑇 normierter Richtungsvektor eines auslaufen-
den Strahls (Einheitsvektor)
𝑒′WF = (𝑒′𝑢, 𝑒′𝑣, 𝑒′𝑧)𝑇 normierter Richtungsvektor eines Strahls nach
Verlassen des Wellenfront-Manipulators
𝑒 = (𝑒𝑥, 𝑒𝑦, 𝑒𝑧)𝑇 normierter Richtungsvektor eines einlaufen-
den Strahls (Einheitsvektor)
𝑒0 = (𝑒0𝑥 , 𝑒0𝑦 , 𝑒0𝑧 )𝑇 Startrichtung eines Strahls beim Rayaiming
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𝑒WF = (𝑒𝑢, 𝑒𝑣, 𝑒𝑧)𝑇 normierter Richtungsvektor eines Strahls bei
Eintritt in den Wellenfront-Manipulator
𝐿 = (𝐿1, 𝐿2, ...)𝑇 gemessene OPDs ausgewählter Quell-Pixel-
Kombinationen (Annahme: OPDs können ab-
solut gemessen werden)
𝐿𝑑 = (𝐿𝑑1 , 𝐿𝑑2 , ...)𝑇 für die Approximation der Topographie 𝑇𝑑
(Soll-Topographie) bzw. für die Approxima-
tion der Modellparameter 𝛽 bzw. 𝛼 simulier-
te OPDs ausgewählter Quell-Pixel-Kombina-
tionen; 𝑑 = Anzahl bereits durchgeführter
Iterationen
𝑛 = (𝑛𝑥, 𝑛𝑦, 𝑛𝑧)𝑇 Flächennormale (Einheitsvektor)
𝑝 = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧)𝑇 Ortsvektor
𝑝0 = (𝑝0𝑥 , 𝑝0𝑦 , 𝑝0𝑧 )𝑇 Startpunkt beim Rayaiming
𝑃𝑑 Vektor, der die Einträge der Koeffizientenma-
trix 𝑃𝑑 nach Iteration 𝑑 enthält
𝑝rot = (𝑝𝑥rot , 𝑝𝑦rot , 𝑝𝑧rot)𝑇 Ortsvektor im rotierten System
𝑝𝑛aim Zielpunkt beim Rayaiming
𝑄𝑑 Vektor, der die Einträge der Koeffizientenma-
trix 𝑄𝑑 nach Iteration 𝑑 enthält
𝑠 = (𝑠𝑥, 𝑠𝑦, 𝑠𝑧)𝑇 Ortsvektor
𝑠𝑝 = (𝑥𝑝, 𝑦𝑝, 𝑧𝑝)𝑇 Position der Topographie im Testraum
𝑇𝑑 Vektor der Kugelpositionen bei der TWI-Ka-
librierung; 𝑑 = Anzahl bereits durchgeführter
Iterationen
𝑡topo2−ref = (𝑡𝑥, 𝑡𝑦, 𝑡𝑧)𝑇 Translationsvektor, der die Verschiebung zwi-
schen den Koordinatensystemen ‘topo2’ und
‘ref’ beschreibt.
𝑣 = (𝑝𝑥, 𝑝𝑦, 𝑒𝑥, 𝑒𝑦) für die Berechnung der Raytracing-Jacobi-
Matrix notwendige Parameter eines Teilstrahls
𝛼𝑑 = (𝑄𝑇𝑑 ,𝑃 𝑇𝑑 ,𝑇 𝑇𝑑 )𝑇 Vektor der Modellparameter bei der TWI-Ka-
librierung (Polynom-Koeffizienten und Kugel-
positionen); 𝑑 = Anzahl bereits durchgeführ-
ter Iterationen
𝛽𝑑 = (𝑄𝑑11 , ..., 𝑃𝑑11 , ...)𝑇 Vektor der Modellparameter bei der TWI-Ka-
librierung (ohne Kugelpositionen); 𝑑 = An-
zahl bereits durchgeführter Iterationen
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𝛽(𝑑+1) = 𝛽𝑑 +Δ𝛽(𝑑+1) Vektor der Polynom-Koeffizienten des TWI-
Modells, die die OPLs in den Referenzebenen
korrigieren, wobei 𝑑 die Anzahl bereits durch-
geführter Iterationen kennzeichnet
𝛽korr = (𝑄11korr , ..., 𝑃11korr , ...)𝑇 kalibrierte Modellparameter (Koeffizienten
der Quell- und Pixelreferenzebene) des TWIs,
wobei der Index korr anzeigt, dass es sich um
die dem Zustand des Messsystems entspre-
chenden korrigierten Parameter handelt
∇ = ( 𝜕
𝜕𝑥
, 𝜕
𝜕𝑦
, 𝜕
𝜕𝑧
) Nabla-Operator
𝜏 = (𝜏1, ..., 𝜏𝑎res)𝑇 Zernike-Koeffizienten der mit Zernike-Poly-
nomen parametrisierten Differenz zwischen
der rekonstruierten Topographie 𝑇rek und der
tatsächlichen Topographie 𝑇 ; 𝑎res = Anzahl
verwendeter Zernike-Polynome
𝜃 = (𝑐𝑇 , 𝑏𝑇 )𝑇 Vektor der unbekannten Parameter bei der
TWI-Topographie-Rekonstruktion (inkl. un-
bekannten Patch-Offset-Werten)
𝜒2 zur Lösung eines inversen Problems im Sinne
einer Least-Squares-Optimierung zu minimie-
render Parameter (Fehlerkriterium)
Δ?˜?zusatz gemessene (relative) OPDs des zusätzlichen
Patches
Δ𝐿Ref OPLs, die zu den OPLs 𝐿𝑄 zwischen Quelle
und Quell-Referenzebene bzw. zu den OPLs
𝐿𝑃 zwischen Pixel und Pixel-Referenzebene
addiert werden, wenn das Modell mit einem
Wellenfront-Manipulator korrigiert wird.
Δ𝑃(𝑑+1) = (Δ𝑃(𝑑+1)11 , ...)
𝑇 Vektor, der die Abweichungen der Koeffizi-
entenmatrix 𝑃 der Pixel-Referenzebene 𝐸𝑃
enthält; 𝑑 = Anzahl bereits durchgeführter
Iterationen
Δ𝑄(𝑑+1) = (Δ𝑄(𝑑+1)11 , ...)
𝑇 Vektor, der die Abweichungen der Koeffizi-
entenmatrix 𝑄 der Quell-Referenzebene 𝐸𝑄
enthält; 𝑑 = Anzahl bereits durchgeführter
Iterationen
𝛿𝑠 = (𝛿𝑥, 𝛿𝑦, 𝛿𝑧)𝑇 im Schnittpunkt zwischen einem Strahl und
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einer Oberfläche von einer infinitesimalen Stö-
rung hervorgerufene Verschiebung der opti-
schen Fläche
Δ𝛽(𝑑+1) = (Δ𝑄𝑇(𝑑+1),Δ𝑃 𝑇(𝑑+1))𝑇 Vektor der unbekannten Abweichungen der
Polynom-Koeffizienten des TWI-Modells, die
die OPLs in den Referenzebenen korrigieren,
von den angenommenen Polynom-Koeffizien-
ten, die über den Vektor 𝛽𝑑 gegeben sind;
𝑑 = Anzahl bereits durchgeführter Iteratio-
nen
Δ?^?(𝑑+1) Vektor der Schätzparameter für die Abwei-
chungen der Polynom-Koeffizienten des TWI-
Modells zur Korrektur der OPLs in den Refe-
renzebenen; 𝑑 = Anzahl bereits durchgeführ-
ter Iterationen
Δ𝑐𝑑𝑗 Schrittweite für die Berechnung der Einträge
der Jacobi-Matrix für die Topographie-Re-
konstruktion beim TWI
𝛿𝐿 infinitesimale Änderung der optischen Pfad-
länge
Δ𝐿Ref OPL, die zu der OPL zwischen einer Quelle
und der Quell-Referenzebene bzw. einem Pi-
xel und der Pixel-Referenzebene addiert wird,
wenn das Modell mit einem Wellenfront-Ma-
nipulator korrigiert wird.
Δ𝐿𝑃 (𝑀,𝑁,𝑚, 𝑛) OPL, die zu der OPL zwischen einem Pixel
(𝑀,𝑁) und dem Schnittpunkt mit der Pixel-
Referenzebene 𝐸𝑃 (𝑚,𝑛) addiert wird, wenn
das Modell mit einem Wellenfront-Manipula-
tor korrigiert wird.
Δ𝐿𝑄(𝑈, 𝑉, 𝑢, 𝑣) OPL, die zu der OPL zwischen einer Quelle
(𝑈, 𝑉 ) und dem Schnittpunkt mit der Quell-
Referenzebene 𝐸𝑄 (𝑢, 𝑣) addiert wird, wenn
das Modell mit einem Wellenfront-Manipula-
tor korrigiert wird.
Δ𝑇 Abweichung der Topographie von einer Appro-
ximation 𝑇𝑑; 𝑑 = Anzahl bereits durchgeführ-
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ter Iterationen
Δ?˜? OPD-Differenz zwischen gemessenen (rela-
tiven) und simulierten OPDs ausgewählter
Quell-Pixel-Kombinnationen
Δ𝐿𝑑 OPD-Differenz zwischen gemessenen und si-
mulierten OPDs ausgewählter Quell-Pixel-
Kombinnationen; 𝑑 = Anzahl bereits durchge-
führter Iterationen (Annahme: OPDs können
absolut gemessen werden)
Δ𝑇(𝑑+1) Vektor der unbekannten Abweichungen der
Kugelpositionen bei der TWI-Kalibrierung,
𝑑 = Anzahl bereits durchgeführter Iteratio-
nen
Δ𝛼(𝑑+1) Vektor der Abweichungen der Modellpara-
meter bei der TWI-Kalibrierung (Polynom-
Koeffizienten und Kugelpositionen); 𝑑 = An-
zahl bereits durchgeführter Iterationen
Δ?^?(𝑑+1) Vektor der Schätzparameter für die Abwei-
chungen der Modellparameter bei der TWI-
Kalibrierung (Polynom-Koeffizienten und Ku-
gelpositionen)
𝜖𝑖 Störung der gemessenen OPD der Quell-Pixel-
Kombination 𝑖 durch weißes Gaußsches Rau-
schen
𝜂 radialer Zernike-Index
𝜂max maximaler radialer Zernike-Index
𝑐 = (𝑐1, ..., 𝑐𝑎)𝑇 Vektor der Schätzparameter (Zernike-Koeffi-
zienten) für die Rekonstruktion der Topogra-
phie;
𝑎 = Anzahl der verwendeten Koeffizienten
𝑐(𝑑+1) = (𝑐(𝑑+1)1 , 𝑐(𝑑+1)2 , ...)
𝑇 Vektor der Schätzparameter für die unbe-
kannten Zernike-Koeffizienten, die die Abwei-
chungen zwischen der angenommenen Topo-
graphie 𝑇𝑑 und der tatsächlichen Topographie
𝑇 beschreiben (Rekonstruktion der Topogra-
phie beim TWI); 𝑑 = Anzahl bereits durch-
geführter Iterationen
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?^? Vektor der Schätzparameter bei der TWI-To-
pographie-Rekonstruktion (inkl. geschätzten
Patch-Offset-Werten)
‖...‖ euklidische Norm
Ω Breite der Gaußfunktion
𝜎 Standardabweichung (1 𝜎)
𝜎2 Varianz
𝜎2Δ𝐿𝑖 Varianz der OPL-Änderung Δ𝐿𝑖 der Quell-
Pixel-Kombination 𝑖
res Residuum
𝑝 = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧, 𝑝ℎ)𝑇 homogene Koordinaten des Ortsvektors
𝑝 = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧)𝑇
?˜? gemessene (relative) OPDs des TWIs (Abso-
lutwerte gehen bei Messung verloren)
𝜗𝑗 , 𝑗 = 1, 2, ... Zernike-Koeffizient mit einfachem Index 𝑗 für
die Anpassung der Wellenfront des Wellen-
front-Manipulators (Parametrisierung der
OPLs Δ𝐿Ref in der Ebene des Wellenfront-
Manipulators)
𝜉 azimutaler Zernike-Index
𝜉max maximaler azimutaler Zernike-Index
𝑎 verwendete Anzahl der Zernike-Koeffizienten
für die Rekonstruktion der Topographie
𝑎0 Amplitude der Gaußfunktion
𝐴𝑑 Vollständige Jacobi-Matrix der TWI-Kalibrie-
rung; 𝑑 =Iterationsschritt
𝐴2𝑖, 𝑖 = 2...𝑙 Asphärische Parameter; 𝑙=höchste Ordnung
der vorkommenden asphärischen Parameter
𝑎res verwendete Anzahl der Zernike-Koeffizienten
für die Parametrisierung der Differenz der
rekonstruierten Topographie und der tatsäch-
lichen Topographie
𝐵 Jacobi-Matrix bei der TWI-Kalibrierung oh-
ne Angabe des Iterationsschrittes (ohne Ku-
gelpositionen)
𝐵𝑑 Ausschnitt der Jacobi-Matrix der TWI-Kali-
brierung, der die partiellen Ableitungen be-
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züglich der Modellparameter enthält (ohne
Kugelpositionen); 𝑑 =Iterationsschritt
𝑏𝑘 Patch-Offset-Wert von Patch 𝑘
𝐵num Jacobi-Matrix bei der TWI-Kalibrierung, de-
ren Einträge numerisch über Differenzenquo-
tienten berechnet wurden (ohne Kugelpositio-
nen und ohne Angabe des Iterationsschrittes)
𝐵𝑑𝑆 Ausschnitt der Jacobi-Matrix der TWI-Kali-
brierung, der die partiellen Ableitungen be-
züglich der Kugelpositionen enthält;
𝑑 = Anzahl bereits durchgeführter Iteratio-
nen
𝑏𝐿zusatz Patch-Offset-Wert der Zusatzmessung
𝐶 Anzahl der Abtastpunkte auf der Topogra-
phie
𝑐𝑗 Zernike-Koeffizient mit einfachem Index 𝑗
𝑐𝜉𝜂 Zernike-Koeffizient mit radialem Index 𝜂 und
azimutalem Index 𝜉
𝑑 Anzahl der bisher durchgeführten Iterationen
𝐸𝑃 Pixel-Referenzebene
𝐸𝑄 Quell-Referenzebene
𝐹 beliebige Fläche im 3D-Koordinatensystem
𝑓 Fokuslänge
𝑔 Modellfunktion
𝐻 Transformationsmatrix
ℎ vertikaler Abstand zur optischen Achse
𝑖, 𝑗, 𝑘, 𝜅, 𝑙 Indizes
𝐽 Jacobi-Matrix der Topographie-Rekonstruk-
tion beim TWI; ohne Angabe des Iterations-
schrittes
𝐽𝑑 Jacobi-Matrix der Topographie-Rekonstruk-
tion beim TWI; 𝑑 = Anzahl bereits durchge-
führter Iterationen
𝐽𝑠 Jacobi-Matrix für die Schnittpunktbestim-
mung
𝐽ext für die Schätzung der Patch-Offset-Werte und
für das Hinzufügen von Zusatzwissen erwei-
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terte Jacobi-Matrix der Topographie-Rekon-
struktion beim TWI; ohne Angabe des Itera-
tionsschrittes
𝐽num Jacobi-Matrix bei der Topographie-Rekon-
struktion beim TWI, deren Einträge nume-
risch über Differenzenquotienten berechnet
wurden (ohne Angabe des Iterationsschrittes)
𝐽𝑑𝑖𝑗 Eintrag der Jacobi-Matrix in Zeile 𝑖 und Spal-
te 𝑗 nach 𝑑 Iterationen (Rekonstruktion der
Topographie beim TWI)
𝐽𝑅𝑇ges Raytracing-Jacobi-Matrix zur Lösung des
Rayaiming-Optimierungsproblems
𝐽𝑅𝑇𝑖+1 Raytracing-Jacobi-Matrix zwischen zwei auf-
einanderfolgenden Flächen 𝑇𝑖 und 𝑇𝑖+1
𝐾 Anzahl der Teilstrahlen des Gesamtpfades
(zwischen einer Start- und einer Endfläche im
optischen System)
𝑘0 konische Konstante
𝐿 optische Pfadlänge
𝑙𝑖 geometrische Länge des Teilstrahls 𝑖
𝐿𝑗 optische Pfadlänge des Teilpfades 𝑗
𝐿𝑃 (𝑀,𝑁,𝑚, 𝑛) modellierte OPL zwischen einem Pixel (𝑀,𝑁)
und dem Schnittpunkt mit der Pixel-Refe-
renzebene (𝑚,𝑛) des TWIs
𝐿𝑄(𝑈, 𝑉, 𝑢, 𝑣) modellierte OPL zwischen einer Quelle (𝑈, 𝑉 )
und dem Schnittpunkt mit der Quell-Refe-
renzebene (𝑢, 𝑣) des TWIs
𝐿𝑅(𝑀,𝑁) OPL zwischen der Referenzquelle und einem
Pixel (𝑀,𝑁) des TWIs
𝐿𝑇 (𝑢, 𝑣,𝑚, 𝑛, 𝑇, 𝑥𝑝, 𝑦𝑝, 𝑧𝑝) OPL zwischen den beiden Referenzebenen
(Schnittpunkte (𝑢, 𝑣) und (𝑚,𝑛)) des TWIs
für einer an an den Koordinaten (𝑥𝑝, 𝑦𝑝, 𝑧𝑝)
positionierten Topographie 𝑇
𝐿𝑑𝑖 simulierte OPDs einer ausgewählten Quell-
Pixel-Kombination 𝑖 nach 𝑑 Iterationen des
TWI-Rekonstruktions bzw. Kalibrierverfah-
rens
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𝐿𝑖 OPDs einer ausgewählten Quell-Pixel-Kombi-
nation 𝑖 ohne Angabe des Iterationsschrittes
des TWI-Rekonstruktions- bzw. Kalibrierver-
fahrens
𝑁(0, 𝜎2) Normalverteilung mit Mittelwert 0 und Stan-
dardabweichung 𝜎
𝑁𝐹 Anzahl der Einzelflächen eines optischen Sys-
tems
𝑁𝑗 Anzahl der Teilpfade, in denen der optische
Pfad innerhalb eines optischen Systems zer-
legt wurde
𝑛𝑅 Brechungsindex eines einlaufenden Strahls
𝑛′𝑅 Brechungsindex eines auslaufenden Strahls
𝑃 Koeffizientenmatrix der Pixel-Referenzebene/
des Wellenfront-Manipulators 𝐸𝑃
𝑃𝑑 Koeffizientenmatrix der Pixel-Referenzebene
des TWI-Modells; 𝑑 = Anzahl bereits durch-
geführter Iterationen
𝑝𝑘 Parameter einer Topographie-Beschreibung
𝑃𝑑𝑘𝑙 Eintrag in Zeile 𝑘, Spalte 𝑙 der Koeffizienten-
matrix der Pixel-Referenzebene nach Itera-
tionsschritt 𝑑 der TWI-Kalibrierung
𝑄 Koeffizientenmatrix der Quell-Referenzebene
/ des Wellenfront-Manipulators 𝐸𝑄
𝑄𝑑 Koeffizientenmatrix der Quell-Referenzebene
des TWI-Modells; 𝑑 = Anzahl bereits durch-
geführter Iterationen
𝑄𝑑𝑖𝑗 Eintrag in Zeile 𝑖, Spalte 𝑗 der Koeffizienten-
matrix der Quell-Referenzebene nach Itera-
tionsschritt 𝑑 der TWI-Kalibrierung
𝑟 Radius einer Topographie
𝑟𝑃 Radius, auf den der Zernike-Fit der Pixel-Re-
ferenzebene normiert wurde
𝑟𝑄 Radius, auf den der Zernike-Fit der Quell-Re-
ferenzebene normiert wurde
𝑟𝑠 Scheitelradius einer Asphäre
𝑅|𝜉|𝜂 Radialpolynome der Zernike-Funktionen;
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𝜉 = azimutaler Zernike-Index; 𝜂 = radialer
Zernike-Index; 𝜉, 𝜂 ganzzahlig; 𝜂 > 0, |𝜉| ≤ 𝜂
𝑟fit Radius der bestangepassten Sphäre
𝑅rot Rotationsmatrix
𝑅𝑇 Raytracing-Funktionen
𝑠1 OPL zwischen dem Schnittpunkt des Strahls
mit der Referenzebene 𝐸𝑄 und dem Schnitt-
punkt des Strahls mit der Topographie
𝑠2 OPL zwischen dem Schnittpunkt des Strahls
mit der Referenzebene 𝐸𝑃 und dem (ggf. rück-
wärtig verlängerten) Schnittpunkt des Strahls
mit der Topographie
𝑇 tatsächliche Topographie
𝑡 Anzahl der Kugelpositionen
𝑇0 Design-Topographie
𝑇𝑑 Soll-Topographie nach Iterationsschritt 𝑑
𝑇𝑖 𝑖-te Fläche in einem optischen System
𝑇𝑛 𝑛-te Fläche in einem optischen System, auch
mit Zielfläche bezeichnet
𝑇rek rekonstruierte Topographie
𝑢1, ..., 𝑢max Standard-Unsicherheit der Schätzparameter
(allgemein), max indiziert die Anzahl der
Schätzparameter
𝑉 Kovarianzmatrix
𝑉Δ?˜? Kovarianzmatrix der OPD-Differenz zwischen
gemessenen (relativen) und simulierten OPDs
ausgewählter Quell-Pixel-Kombinnationen
𝑉Δ𝐿 Kovarianzmatrix der Eingangsparameter Δ𝐿
𝑉𝑐 Kovarianzmatrix der geschätzten Zernike-Ko-
effizienten 𝑐
𝑤 Notwendige Anzahl der Wiederholungen der
Simulation des Experimentes für die numeri-
sche Bestimmung der Jacobi-Matrix der Ka-
librierung
𝑥0 Dezentrierung der Gaußfunktion in 𝑥-Richtung
𝑦0 Dezentrierung der Gaußfunktion in 𝑦-Richtung
𝑧𝑖 𝑧-Wert der tatsächlichen Topographie 𝑇 an
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diskreter (𝑥, 𝑦)-Position des Abtastrasters
𝑍𝑖, 𝑍𝑗 , 𝑍𝑘, 𝑍𝑙 Zernike-Polynom-Funktion mit einfachem In-
dex 𝑖, 𝑗, 𝑘 oder 𝑙
𝑍𝜉𝜂 Zernike-Polynom-Funktion mit Doppelindex
𝜉
𝜂
𝑧start Startposition bei der Suche der optimalen
Prüflingsposition beim TWI
𝑧𝑖rek 𝑧-Wert der rekonstruierten Topographie 𝑇rek
an diskreter (𝑥, 𝑦)-Position des Abtastrasters
ray Index, kennzeichnet die Nummer der betrach-
teten Quell-Pixel-Kombination für die Kali-
brierung des TWIs und somit die Zeile in
der Jacobi-Matrix 𝐴𝑑, die für die Lösung des
TWI-Kalibrierungsproblems verwendet wird.
XXI

Kurzfassung
Das Tilted-Wave Interferometer (TWI) ist ein neuartiges Messgerät, das vom
Institut für Technische Optik (ITO) der Universität Stuttgart zur Vermes-
sung von Asphären und Freiformen entwickelt wurde [39, 63, 80]. Bei diesem
Messverfahren werden interferometrische Messungen eines speziellen optischen
Aufbaus mit Raytracing, Methoden der Störungsrechnung und mathematischen
Auswerteverfahren kombiniert, um die Herausforderungen bei der interfero-
metrischen Vermessung von solchen modernen Abbildungskomponenten zu
bewältigen. Zu diesen Herausforderungen zählen Effekte der Unterabtastung
infolge zu hoher Streifendichte, Vignettierungseffekte und Retrace-Fehler.
Der Aufbau des TWIs basiert auf einem Twyman-Green Interferometer, jedoch
weist das TWI zwei wesentliche Unterschiede dazu auf: In der Fourier-Ebene
der Abbildungsoptik befindet sich eine zusätzliche Blende, die die Streifendichte
auf dem CCD-Sensor beschränkt und so Effekte der Unterabtastung vermeidet.
Ferner wird für die Beleuchtung anstelle einer einzelnen Punktlichtquelle ein
zweidimensionales Punktlichtquellenraster verwendet. Hinter dem Kollimator
entstehen dadurch verschieden zueinander verkippte Wellenfronten, mit denen
die zu vermessende Topographie beleuchtet wird. Durch dieses Konzept liefert
je nach lokaler Steigung der Topographie des Prüflings eine andere korrespon-
dierende Punktlichtquelle auswertbare Messdaten auf dem Detektor.
Das Auswerteprinzip basiert auf der Annahme, dass jede Abweichung der
Topographie zu einer charakteristischen Änderung der optischen Pfadlängendif-
ferenzen (OPDs) führt. Um die Form der Topographie zu bestimmen, werden
die OPDs mit dem Interferometer gemessen und mit OPDs verglichen, die für
das bekannte Design der Topographie mit einem Modell des Interferometers
simuliert wurden. Die Differenz zwischen den gemessenen und den berechneten
OPDs wird dann auf die Abweichung der Topographie von ihrem Design zurück-
geführt. Dazu muss ein inverses Problem gelöst werden. Bei dieser Berechnung
der Topographie-Form handelt es sich um ein nichtlineares Optimierungspro-
blem.
Da in dem Auswerteverfahren simulierte OPDs verwendet werden, ist ein
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Modell des Interferometers notwendig. Damit das Modell bestmöglich das
reale Messsystem abbildet, muss das Modell „kalibriert“ werden. Dazu werden
Messdaten mit bekannten Messobjekten, z.B. hochgenauen Kalibrierkugeln, an
verschiedenen Positionen im Messraum aufgenommen [8]. Mit diesen Messdaten
wird das Interferometermodell angepasst, indem ein weiteres inverses Problem
gelöst wird.
Die Realisierung eines Laboraufbaus und erste Untersuchungsergebnisse an
der Universität Stuttgart haben gezeigt, dass das TWI ein vielversprechendes
Messgerät für die Asphären- und Freiformmetrologie ist [6, 7, 37, 39, 63, 92].
Das Verfahren wird seit 2011 vom ITO in Zusammenarbeit mit der Physikalisch-
Technischen Bundesanstalt (PTB) und der Mahr GmbH weiterentwickelt. Das
Ziel der PTB ist dabei, ein Referenzsystem für die Asphären- und Freiformme-
trologie zu schaffen, bei dem alle Komponenten der Hard- und Software bekannt
sind und für das daher eine vollständige Unsicherheitsanalyse durchgeführt
werden kann.
In dieser Arbeit wurden systematische Untersuchungen durchgeführt, um die
Grenzen und Möglichkeiten des Verfahrens zu ermitteln. Sowohl die Kalibrie-
rung des optischen Messsystems als auch die Rekonstruktion der Topographie
basieren beim TWI-Verfahren auf der Lösung komplexer inverser Probleme.
Daher stellten die Komplexität des Verfahrens und die Vielzahl der Parameter
und Einflussgrößen eine Herausforderung für die Bestimmung der Grenzen und
Möglichkeiten dar.
Zur Untersuchung eignen sich insbesondere virtuelle Experimente. Durch die
Abbildung des gesamten Experimentes auf einem Computer [109] können die
Einflüsse einzelner Parameter auf das Endergebnis gezielt abgeschätzt werden.
Eine Besonderheit des TWI-Verfahrens ist, dass Simulationen bereits Teil des
Auswerteverfahrens sind [39, 63, 80]. Für die Simulationen wurde bisher ein
Black-Box Modell des optischen Messsystems verwendet [63], was eine Unter-
suchung der Auswirkungen physikalischer Justageparameter erschwert.
Zudem wurde zur Bewertung der Grenzen und Möglichkeiten des Verfahrens
eine von der bisherigen Implementierung möglichst unabhängige Software benö-
tigt, so dass zuerst die grundlegenden Prinzipien untersucht und anschließend
der Abstraktionsgrad schrittweise verringert werden kann. Mit einem solchen
Vorgehen können außerdem die wesentlichen Einflussgrößen sukzessiv ermit-
telt werden. Dies erfordert eine Modellierung des optischen Systems, die eine
XXIV
Kurzfassung
Steuerung der Positionen und Parameter der optischen Elemente zulässt.
Im Rahmen dieser Arbeit wurde zu diesem Zweck das an der PTB entwickelte
Simulationswerkzeug SimOptDevice [15, 26, 93, 97, 106, 109] verwendet und
erweitert, um das TWI zu modellieren und TWI-Messungen zu simulieren.
Das Konzept des Simulationswerkzeuges folgt dem objektorientierten Design-
Prinzip. Hierdurch wird das Messsystem als ein Satz von miteinander intera-
gierenden Objekten modelliert [93]. Jedes Objekt besitzt je nach Klasse eigene
Eigenschaften und Methoden. Als Klasse werden z.B. Translationssysteme, Ro-
tationssysteme, Sensoren, optische Oberflächen sowie Hilfskoordinatensysteme
festgelegt. Eine hierarchische Struktur der Koordinatensysteme aller Elemente
ermöglicht die Modellierung des vollständigen Systems. Durch die Verwendung
dieses Simulationswerkzeuges wurde eine weitestgehend physikalische Modellie-
rung des Messsystems realisiert, so dass der Einfluss wesentlicher physikalischer
Parameter erfasst werden kann. Außerdem wurde das Simulationswerkzeug
SimOptDevice um Rayaiming-Methoden erweitert. Damit wurde ein in sich
geschlossenes Simulationswerkzeug geschaffen, mit dem eine Simulation der
TWI-Messdaten durchgeführt werden kann, ohne dass eine Schnittstelle zu ex-
ternen Anwendungen notwendig ist. Die flexible, objektorientierte Struktur des
Simulationswerkzeuges SimOptDevice ermöglicht zudem eine einfache Anwen-
dung und ggf. Erweiterung der hier entwickelten Verfahren für die Simulation
von Messdaten anderer komplexer optischer Systeme.
Die Einführung eines sogenannten Wellenfront-Manipulators ermöglicht die
Beibehaltung aller TWI-Methoden der System-Kalibrierung und Topographie-
Rekonstruktion, ohne das Interferometer-Modell auf das bisherige Black-Box
Modell zu beschränken. Mit dem Begriff „Wellenfront-Manipulator“ wird dabei
eine virtuelle Ebene in dem Interferometer-Modell bezeichnet, in der die Strah-
len beim Passieren entsprechend einer vorgegebenen, schnittpunktabhängigen
Funktion korrigiert werden (Richtung und bisher zurückgelegte optische Pfad-
länge).
Während in dem bisherigen TWI-Auswerteverfahren für die optische Pfad-
längenbestimmung eine speziell entwickelte, auf Approximationen basierende
Algorithmik verwendet wurde [63], ermöglicht die im Rahmen der vorliegenden
Arbeit gewählte Modellierung die Verwendung von Raytracing- (und Rayaiming-
) Methoden zur Ermittlung der notwendigen optischen Pfadlängen innerhalb
des Interferometers. Dadurch werden die Approximationsschritte innerhalb des
Verfahrens unter Beibehaltung der bisherigen Verfahren und Methoden zur
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Charakterisierung und Kalibrierung des Interferometers reduziert.
Mit dieser Modellierung und dem Simulationswerkzeug SimOptDevice wurden
die Auswerteverfahren untersucht und optimiert sowie virtuelle Experimente
durchgeführt, die die Grenzen und Möglichkeiten des grundlegenden TWI-Re-
konstruktionsverfahrens kennzeichnen.
Zunächst wurden Genauigkeitsuntersuchungen des TWI-Prinzips durchgeführt.
Diese Untersuchungen basieren auf vereinfachenden Annahmen, die getroffen
wurden, um das Verfahren schrittweise zu untersuchen und die Einflussgrößen
auf die Genauigkeit des komplexen Messsystems systematisch zu erarbeiten.
Dazu wurde eine perfekte Kalibrierung des optischen Interferometer-Modells
sowie eine perfekte Justage der Topographie angenommen. Ferner basieren die
Untersuchungen auf der Annahme, dass die mit dem Interferometer gemessenen
optischen Pfadlängendifferenzen (OPDs) absolut ermittelt werden können. Um
Aussagen zur Linearität bzw. Nichtlinearität treffen zu können, wurde nur
die erste Iteration des Rekonstruktionsverfahrens betrachtet. In diesen Prin-
zipuntersuchungen erwies sich das TWI-Verfahren als ein vielversprechendes,
robustes Verfahren, das das Potential hat, auch steile, asphärische Flächen mit
hoher Genauigkeit zu vermessen [33, 34, 95, 96].
Die Ergebnisse zeigen, dass die Schrittweite, die für die Differenzenquotienten
bei der Berechnung der notwendigen Jacobi-Matrix verwendet wird, in Abhän-
gigkeit des konkreten Problems geeignet gewählt werden sollte und die erzielbare
Rekonstruktionsgenauigkeit auch von der Größenordnung der Abweichung der
tatsächlichen Topographie von der bekannten Design-Topographie abhängig
ist. In den Untersuchungen wurde somit auch der nichtlineare Charakter des
Zusammenhangs deutlich, so dass die Lösung mittels eines nichtlinearen Opti-
mierungsverfahrens bei großen Abweichungen der tatsächlichen Topographie
von der Design-Topographie bestimmt werden muss.
Außerdem wurde das Rekonstruktionsvermögen des grundlegenden TWI-Prinzips
in Bezug auf beliebige Abweichungen der Topographie verschiedener räumlicher
Frequenzen untersucht [34]. Dazu wurden (zweidimensionale) Gaußpeaks mit
unterschiedlichen Peakhöhen und -breiten als Abweichung der tatsächlichen
Topographie von der Design-Form untersucht. Die Untersuchungen haben
gezeigt, dass das Verfahren das Potential hat, beliebige Abweichungen mit
hoher Genauigkeit zu rekonstruieren, sofern die räumlichen Frequenzen der
Abweichungen nicht zu hoch sind. Die Beschränkung des Rekonstruktions-
vermögens auf niedrige Ortsfrequenzen resultiert aus der Tatsache, dass im
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grundlegenden Rekonstruktionsverfahren die Topographie-Abweichungen als
polynomiale Funktion mit beschränkter Polynomordnung rekonstruiert werden.
Diese grundsätzliche Beschränkung wird nicht durch die Verwendung anderer
Polynome aufgehoben, so dass für die Rekonstruktion hochfrequenter Abwei-
chungen ein erweitertes Verfahren genutzt wird [10, 38]. Diese Erweiterung
des Rekonstruktionsverfahrens zur Rekonstruktion der mittleren und hohen
Ortsfrequenzen [10, 38] wurde in der Untersuchung nicht berücksichtigt und
muss in ähnlicher Weise untersucht werden.
Die ersten Untersuchungen haben gezeigt, dass das TWI eine vielversprechen-
de, neuartige Methode zur Vermessung von asphärischen optischen Flächen
darstellt. Die Messdatenaufnahme selbst benötigt nur wenig Zeit (Dauer ei-
ner Messung „deutlich weniger als eine Minute“ [8]). Dem steht jedoch ein
sehr rechenintensives Auswerteverfahren für die Kalibrierungs- und Messda-
ten gegenüber, das je nach Anzahl der zu berechnenden Parameter viel Zeit
in Anspruch nimmt (Auswertung der Messung: Größenordnung von einigen
Minuten, Auswertung der Kalibrierung: Größenordnung von einigen Stunden).
Dies beeinträchtigt, insbesondere bei der Kalibrierung, nicht nur die praktische
Handhabung, sondern beschränkt auch systematische Untersuchungen, um
ein optimales TWI-Design zu ermitteln. Dabei spielt die Bestimmung der zur
Lösung des inversen Problems beim TWI notwendigen Jacobi-Matrizen eine
zentrale Rolle.
Im Rahmen der Arbeit konnten die Auswerteverfahren optimiert werden, in-
dem die bisherige numerische Bestimmung der Jacobi-Matrizen [39, 80] durch
eine analytische Bestimmung ersetzt wurde [32, 35]. Dazu wurden Methoden
der optischen Störungsrechnung sowie der Variationsrechnung verwendet. Mit
diesen Methoden können sämtliche Einträge der notwendigen Jacobi-Matrizen
aus den Strahlpfaddaten einer einzigen Simulation des Experimentes berechnet
werden [32, 35]. Dies stellt ein wesentliches Kernergebnis der vorliegenden
Arbeit dar, denn dadurch wird eine genauere und erheblich schnellere Berech-
nung der Jacobi-Matrizen erreicht. Daraus resultiert nicht nur eine deutliche
Verbesserung der Handhabbarkeit des TWIs in der Praxis, sondern auch eine
erhebliche Vereinfachung zukünftiger systematischer Untersuchungen der TWI-
Auswerteverfahren [35].
In der vorliegenden Arbeit wurden zunächst die vorgeschlagenen Methoden zur
Berechnung der partiellen Ableitungen der OPDs in Bezug auf verschiedene
Parameter eines optischen Systems herausgearbeitet und mit der Berechnung
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über numerische Differenzenquotienten am Beispiel des TWI-Modells vergli-
chen. Dabei wurde, abgesehen von dem zeitlichen Vorteil, insbesondere die
verbesserte Genauigkeit der vorgeschlagenen Methode deutlich. Die partiellen
Ableitungen der OPDs, die auf diese Weise berechnet werden können, sind nicht
nur speziell für die Lösung der inversen Probleme am TWI hilfreich, sondern
können auch für die Analyse anderer optischer Systeme, z.B. für Sensitivitäts-
analysen, genutzt werden.
Anschließend wurde die vorgeschlagene Methode verwendet, um die Einträge
der notwendigen Jacobi-Matrizen zur Lösung der inversen Probleme beim TWI
zu berechnen. Beispielhaft wurden die Jacobi-Matrizen für das Rekonstruktions-
verfahren und für das Kalibrierverfahren bestimmt, mit numerisch berechneten
Jacobi-Matrix-Einträgen verglichen und schließlich die erhebliche Reduzierung
der Rechenzeit illustriert. Je nach Anzahl der zu optimierenden Parameter
konnte die Berechnung der Jacobi-Matrizen mit der vorgeschlagenen Metho-
de um zwei bis vier Größenordnungen beschleunigt werden [35]. Durch diese
drastische Reduzierung der Rechenzeit können die Jacobi-Matrizen in jedem
Iterationsschritt der Rekonstruktion und Kalibrierung des TWI-Verfahrens mit
der vorgeschlagenen Methode neu berechnet werden, was bisher aus Rechenzeit-
gründen vermieden wurde. Ferner eröffnen sich durch die deutliche Einsparung
der Rechenzeit viele Möglichkeiten, das Verfahren systematisch zu untersuchen.
Beispielhaft für eine solche systematische Untersuchung wurde in der Arbeit
gezeigt, wie die Jacobi-Matrizen genutzt werden können, um eine optimale
Messposition für die Topographie im Messraum zu ermitteln [35].
In den vorgenannten Untersuchungen zur Genauigkeit des Verfahrens wurde
angenommen, dass in einer Messung die absoluten OPDs gemessen werden
können, um zunächst das grundlegende Prinzip ohne den Einfluss anderer
Effekte zu untersuchen und so das Verfahren schrittweise zu analysieren. Bei
der Bestimmung der OPDs aus einem Interferogramm geht jedoch der Abso-
lutwert verloren [73]. Da beim TWI-Verfahren eine hohe Anzahl zueinander
lokal abgegrenzter Interferogramme ausgewertet werden müssen, werden die
OPDs für jeden dieser Bereiche („Patches“) separat bestimmt. Damit haben
die OPDs der einzelnen Patches jeweils einen unbekannten Offset. In einem
weiteren Schritt wurden daher die Konsequenzen, die aus dieser Unkenntnis
der absoluten OPDs resultieren, untersucht [36]. Die Ergebnisse zeigen, dass
einfache Methoden, wie die willkürliche Referenzierung der OPDs eines jeden
Patches auf eine ausgewählte OPD des Patches oder zusätzliches Ignorieren des
Piston-Terms, das Ergebnis der absoluten Form-Rekonstruktion beeinträchtigen
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[36]. Die sphärischen Topographie-Parameter (Defokus, sphärische Aberration)
sind hierdurch nicht mehr mit ausreichender Genauigkeit schätzbar.
Stattdessen ist das Einbringen von zusätzlichen Informationen notwendig. Dar-
aufhin wurde im Rahmen dieser Arbeit eine alternative Auswertemethode
vorgeschlagen, die das Einbringen von Zusatzwissen ermöglicht. In einer Simula-
tionsstudie konnte mit der alternativen Auswertemethode gezeigt werden, dass
eine beliebige absolute Zusatzmessung ausreichend ist [36]. Eine Genauigkeit
der absoluten Messgröße von 500 nm reduziert in dem gezeigten Beispiel den Re-
konstruktionsfehler (RMSE) abhängig vom Prüflingsdesign auf die Hälfte bzw.
ein Viertel [36]. Außerdem wurde der Einfluss von Fehlpositionierungen der To-
pographie auf die verschiedenen Auswertemethoden, die die Patch-Problematik
berücksichtigen, untersucht. Die Untersuchungen haben gezeigt, dass das Ver-
fahren zur Rekonstruktion der Form robust gegenüber Fehlpositionierungen der
betrachteten Größenordnung von 1 µm ist. Liegt jedoch keine absolute Zusatz-
messung vor und wird eine willkürliche Referenzierung der OPDs verwendet,
führt eine Fehlpositionierung entlang der optischen Achse zu einem von dieser
Fehlpositionierung systematisch abhängigen Fehler (Defokus, sphärische Ab-
erration), wenn der Piston-Term in der Rekonstruktion nicht geschätzt wird [36].
Mit der vorliegenden Arbeit konnte die Grundlage für eine vollständige Un-
sicherheitsanalyse von TWI-Messungen gelegt werden. Zudem wurden die
Auswerteverfahren maßgeblich beschleunigt, so dass nicht nur die Handhab-
barkeit des TWIs in der Praxis verbessert wurde, sondern auch zukünftige
systematische Untersuchungen erheblich erleichtert werden. Darüber hinaus
wurde ein Weg zur Erweiterung des TWIs hin zu einem absolut messenden
Verfahren erarbeitet.
Einige Resultate dieser Arbeit wurden bereits veröffentlicht:
[32] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A.: Verfahren zum Op-
timieren eines simulierten optischen Systems. Offenlegungsschrift OS
DE102014001323A1, 2015
[33] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Baer,
G. ; Pruss, C. ; Osten, W. ; Elster, C.: Sensitivity analysis of tilted-
wave interferometer asphere measurements using virtual experiments. In:
Proceedings of SPIE 8789 (2013), S. 878907
[34] Fortmeier, I. ; Stavridis, M. ;Wiegmann, A. ; Schulz, M. ; Baer, G. ;
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Pruss, C. ; Osten, W. ; Elster, C.: Results of a Sensitivity Analysis
for the Tilted-Wave Interferometer. In: Osten, W. (Hrsg.): Fringe 2013,
7th International Workshop on Advanced Optical Imaging and Metrology,
Springer, 2014, S. 701–706
[35] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Osten,
W. ; Elster, C.: Analytical Jacobian and its application to tilted-wave
interferometry. In: Optics Express 22(18) (2014), S. 21313–21325
[36] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Osten,
W. ; Elster, C.: Evaluation of absolute form measurements using a
tilted-wave interferometer. In: Optics Express 24(4) (2016), S. 3393-3404
[95] Schulz, M. ; Bergmans, R. ; Blobel, G. ; Fortmeier, I. ; Quabis,
S. ; Wiegmann, A.: Aktueller Stand des EMRP-Projektes zur absoluten
Formmessung optischer Komponenten. In: Proc. DGAO 115 (2014),
115a32.
[96] Schulz, M. ; Blobel, G. ; Fortmeier, I. ; Stavridis, M. ; Elster, C.:
Traceability in interferometric form metrology. In: Proceedings of SPIE
9525 (2015), S. 95251F
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The tilted-wave interferometer (TWI) is a novel measurement device that
was developed by the Institut für Technische Optik (ITO) of the University
of Stuttgart for the highly accurate measurement of aspherical and freeform
surfaces [39, 63, 80]. The measurement procedure is based on the combination
of measurements acquired with a special interferometer setup, ray tracing and
mathematical evaluation methods. This new measurement procedure has been
proposed to handle the challenges posed by the interferometric measurement of
modern imaging components such as aspherical and freeform surfaces. These
challenges include effects of sub-sampling due to an excessive fringe density,
retrace effects and vignetting.
The setup of the TWI is based on a Twyman-Green interferometer but deviates
from this in two special features: First of all, an additional beam stop in the
Fourier plane of the imaging optics limits the fringe density at the detector and
thus avoids sub-sampling effects. Furthermore, instead of a single point light
source, a two-dimensional point light source array is used for the illumination;
as a result differently tilted wavefronts are generated behind the collimator
by means of which the topography to be measured is illuminated. Due to this
concept, it is always another corresponding light source (depending on the local
slope of the topography to be measured) which supplies evaluable measurement
data at the detector.
The evaluation procedure is based on the assumption that each deviation of
the topography’s form from its design form leads to a characteristic change
in the optical path length differences (OPDs). To determine the form of the
topography, the OPDs are measured by the interferometer and then compared
to OPDs that were simulated for the known design of the topography using a
model of the interferometer. From the differences between the measured and the
calculated OPDs, the deviation of the topography from its design is calculated
by solving an inverse problem. For the reconstruction of the topography’s form,
a nonlinear optimization problem has to be solved.
Since simulated OPDs are used in the evaluation procedure, a model of the in-
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terferometer is necessary. In order for the model to reflect the real measurement
setup, the model has to be „calibrated“. For this calibration, measurements of
known reference objects, e.g. highly accurate spheres, at different positions in
the test space are performed [8]. Using this measurement data, the interfero-
meter model is adapted by solving yet another inverse problem.
A first laboratory setup of the interferometer together with corresponding
results at the University of Stuttgart has shown that the TWI is a promi-
sing measuring device for highly accurate asphere and freeform metrology
[6, 7, 37, 39, 63, 92]. In 2011, ITO, the Physikalisch-Technische Bundesanstalt
(PTB) and the company Mahr GmbH started a collaboration to enhance the
measurement device. The aim of PTB within this collaboration is to develop a
metrological reference system for the measurement of aspheres and free-form
surfaces. For this system, the performance of a complete uncertainty evaluation
based on the complete knowledge of the hardware and software of the system
is intended.
In this thesis, systematic investigations of the measurement system were per-
formed to determine the limits and possibilities of this new measurement
procedure. The calibration of the optical measurement system as well as the
reconstruction of the topography to be measured are based on the solution of
complex inverse problems. Therefore, the complexity of the TWI principle and
the multitude of parameters and influence quantities presented a challenge for
the determination of its limits and possibilities.
For the investigation of such complex measurement principles, virtual experi-
ments are particularly well suited. In a virtual experiment, the measurement
process is modeled and completely carried out on a computer [109]. Such
simulations make it possible to estimate the influence of single parameters
on the final measurement result. A special characteristic of the TWI is that
simulations are already part of the evaluation procedure [39, 63, 80]. For these
simulations, a black-box model of the interferometer [63] has been used to date.
However, this model makes it difficult to investigate the effects of the physical
influence parameters on the reconstruction result.
In addition, the assessment of the limits and possibilities of the measurement
procedure required a software program and an evaluation algorithm that were
not dependent on the implementation used to date. This allows the investi-
gation of the basic principles and makes it possible to reduce the degree of
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abstraction of the simulation step by step. Furthermore, such an approach can
be used to successively determine the main quantities which exert a substantial
influence on the reconstruction result. This requires the interferometer system
to be modeled in a way that allows control of the positions and parameters of
all optical elements individually.
To this end, PTB’s simulation tool SimOptDevice [15, 26, 93, 97, 106, 109]
was used and extended to model the TWI and to simulate TWI measurements
in this thesis. The concept of the simulation tool follows an object-oriented
design principle, which means that a measurement system is modeled as a
set of interacting objects. Each object has its own properties and methods to
transform its state. A hierarchical structure of the coordinate systems of all
elements allows the complete system to be modeled. By using this simulation
tool, a –largely physical– modeling of the measurement system was realized,
allowing the influence of significant physical parameters to be determined. Fur-
thermore, the simulation tool SimOptDevice has been enhanced to include ray
aiming methods, resulting in a self-contained simulation tool for the simulation
of TWI measurement data that does not need any interface to commercial
software. In addition, the flexible, object-oriented structure of the simulation
tool SimOptDevice is easy to use and, if applicable, allows the simulation
procedures developed in this thesis to be extended for the measurement data
simulation of other complex optical systems.
The introduction of a so-called „wavefront manipulator“ makes it possible to
retain all TWI system calibration and topography reconstruction methods
without restricting the interferometer model to the black-box model used to
date. The term „wavefront manipulator“ denotes a virtual plane of the in-
terferometer model, in which the intersecting rays are corrected according
to a predetermined function which is depended on the point of intersection
(direction vector and covered optical path length).
While, to date a specially designed algorithm based on approximations has been
used [63] for the determination of the optical path length differences (OPDs),
the chosen interferometer model used in the scope of this thesis enables the
application of ray tracing (and ray aiming) methods. As a result, the approxi-
mation steps within the TWI methods are reduced, while the TWI calibration
and reconstruction methods are retained.
With the modeling described above and the simulation tool SimOptDevice, the
evaluation procedures of the TWI were investigated and optimized, and virtual
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experiments were conducted which characterize the limits and possibilities of
the basic TWI surface reconstruction procedure.
First, investigations concerning the accuracy of the basic TWI reconstruction
procedure were performed. In order to analyze the TWI procedure step by
step and systematically compile the main quantities which exert a substantial
influence on the reconstruction result, some simplified assumptions were made
for these first investigations: For this purpose, a perfectly calibrated optical in-
terferometer model and a perfect positioning of the topography to be measured
were assumed. Furthermore, the investigations were based on the assumption
that the optical path length differences (OPDs) can be measured in an absolute
manner. Additionally, the reconstruction result was assessed after only one
iteration of the TWI reconstruction procedure in order to be able to judge the
linearity (or rather, nonlinearity) of the problem. In these basic studies, the
TWI turned out to be a promising, robust measurement method that has the
potential to measure even steep aspheres with high accuracy [33, 34, 95, 96].
The results show that the step sizes that are used for the numerical calculation
of the Jacobian matrix entries of the TWI reconstruction procedure have to be
chosen carefully depending on the specific problem in order to avoid significant
errors. Furthermore, the reconstruction accuracy also depends on the size of
the deviation of the real topography from the known design of the topography.
Therefore, the results also reveal the non-linear character of the inverse problem,
showing that the problem has to be solved by means of a nonlinear optimization
method for large deviations of the real topography from its design topography.
Furthermore, the ability of the basic TWI reconstruction principle to recon-
struct different deviations of the real topography from its design with different
spatial frequencies was studied [34] in this thesis. For that purpose, different
(two-dimensional) Gaussian peak functions with different peak widths and peak
heights were used to model different deviations of the real topography from its
design. The analysis showed that highly accurate reconstructions may be achie-
ved by the basic TWI method, provided that the deviations from the design
topography correspond to low spatial frequencies. This restriction originates
from the representation of the surface deviations by a polynomial function of
limited polynomial order. The problem of this general limitation is not solved
by the usage of other polynomial functions; thus, a different reconstruction
approach is used to include higher spatial frequencies [10, 38]. This extension
of the reconstruction method to include higher spatial frequencies [10, 38] was
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not considered in this study and needs to be investigated in a similar manner
in future work.
The first results have shown that the TWI is a promising, novel measurement
principle for asphere metrology. The data acquisition itself is very fast (du-
ration of a single measurement „well below one minute“ [8]). However, the
evaluation procedure is computationally very intensive and takes, depending on
the number of parameters that need to be determined, a long time (evaluation
of measurement: some minutes, evaluation of system calibration: a couple of
hours). This is, especially for the system calibration procedure, not only a
severe drawback for practical applications, it also limits systematic studies
required to achieve an optimal design of the TWI. The computation time is
dominated by the calculation of the Jacobian matrices that are needed to solve
the inverse problems of the evaluation procedures of the TWI.
An essential key result of this thesis is the successful optimization of the eva-
luation procedures by replacing the numerically calculated Jacobian matrices
[39, 80] with an analytical calculation [32, 35]. Based on calculus of variations
and optical perturbation theory, the entries of the Jacobian matrices were
derived analytically from the ray path data of a single simulation of the experi-
ment [32, 35]. In this way, the Jacobian matrices are calculated with greater
accuracy and the calculation time of the Jacobian matrices can be reduced
significantly. This achievement not only fosters the practical application of
this novel measurement principle but also greatly simplifies future systematic
investigations of the measurement principle [35].
The applied methods for the calculation of the partial derivatives of the OPDs
with regard to a wide range of parameters of the optical system are shown and
compared to the results obtained by numerical differentiation using the example
of the TWI model. In addition to the significant reduction of calculation time,
the gain in accuracy is shown in this thesis. The partial derivatives of the
OPDs calculated by the proposed method are not only helpful for solving the
inverse problems of the TWI, but they can also be used for data analysis of
other optical systems, e.g. for sensitivity analysis.
The proposed method was applied to the calculation of the Jacobian matrices
that are necessary for the solution of the inverse problem of the TWI. By
way of example, Jacobian matrices used for topography reconstruction and
calibration were calculated and compared to the results obtained by numerical
differentiation [35]. The examples were then used to illustrate the significantly
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reduced calculation times. Depending on the number of optimization parame-
ters, the calculation of the Jacobian matrices was successfully accelerated by
two to four orders of magnitude [35]. The short calculation time of the proposed
method allows for the calculation of the Jacobian matrices to be updated in
each iteration step of the reconstruction and calibration procedure. Until now,
due to the high computation time of the numerical calculation method, it
has been necessary to avoid these repeated calculations. Furthermore, the
short computation time makes it possible to systematically study the TWI
method, e.g. concerning the optimal experimental design. As such an example,
a systematic investigation of the optimal position of the topography using the
Jacobian matrices is shown in this thesis [35].
In order to analyze the basic TWI principle, the above-mentioned investigations
concerning the accuracy of the basic TWI principle were performed based on
the assumption that the absolute OPDs can be measured. However, the evalua-
tion of interferometric phase maps only enables the determination of relative
phase maps [73]; the measurement of absolute OPDs is not possible. Due to
the measurement principle of the TWI, the relative OPDs are determined
separately from many sub-interferogramms at delimited areas (patches) at
the CCD image sensor. Therefore, the OPDs of different patches each have
an unknown offset. Consequences of these unknown offsets were studied [36].
The results showed that simple strategies, such as an arbitrary referencing of
OPDs or ignoring the piston parameter, can diminish the resulting accuracy of
the absolute form measurement; furthermore, the spherical parameters of the
topography (defocus, spherical aberration) can no longer be estimated with
sufficient accuracy [36].
Additional information is needed instead. Therefore, in this thesis, a new eva-
luation procedure is proposed which makes it possible to include additional
knowledge to solve the inverse problem [36]. A simulation study in which the
new evaluation procedure was applied showed that any arbitrary additional
absolute measurement would be enough and that an accuracy of the absolute
measurement of 500 nm would reduce the reconstruction error (RMSE) in the
examples to between one half and one fourth, depending on the design of the
topography [36]. Furthermore, the influence of surface positioning errors on the
reconstruction result of different evaluation methods that take the unknown
patch offsets into account was investigated [36]. The results showed that the
reconstruction method of the TWI is robust against positioning errors of the
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chosen magnitude of 1 µm. Yet, if no additional measurement information is
incorporated, an arbitrary referencing of the OPDs is performed; if the piston
term is not estimated during the reconstruction, a positioning error along
the optical axis leads to a systematic reconstruction error (defocus, spherical
aberration) that strongly depends on the size of the positioning error [36].
The work of this thesis provides a basis for the determination of the complete
uncertainty associated with TWI measurements. Furthermore, the computa-
tion times of the evaluation procedures have been reduced significantly. This
not only fosters practical application but also significantly simplifies future
systematic investigations. In addition, an approach was developed via which
the TWI principle can be enhanced to become an absolute form-measuring
method.
Some results of this thesis have already been published:
[32] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A.: Verfahren zum Op-
timieren eines simulierten optischen Systems. Patent application OS
DE102014001323A1, 2015
[33] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Baer,
G. ; Pruss, C. ; Osten, W. ; Elster, C.: Sensitivity analysis of tilted-
wave interferometer asphere measurements using virtual experiments. In:
Proceedings of SPIE 8789 (2013), p. 878907
[34] Fortmeier, I. ; Stavridis, M. ;Wiegmann, A. ; Schulz, M. ; Baer, G. ;
Pruss, C. ; Osten, W. ; Elster, C.: Results of a Sensitivity Analysis
for the Tilted-Wave Interferometer. In: Osten, W. (eds.): Fringe 2013,
7th International Workshop on Advanced Optical Imaging and Metrology,
Springer, 2014, pp. 701–706
[35] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Osten,
W. ; Elster, C.: Analytical Jacobian and its application to tilted-wave
interferometry. In: Optics Express 22(18) (2014), pp. 21313–21325
[36] Fortmeier, I. ; Stavridis, M. ; Wiegmann, A. ; Schulz, M. ; Osten,
W. ; Elster, C.: Evaluation of absolute form measurements using a
tilted-wave interferometer. In: Optics Express 24(4) (2016), pp. 3393–
3404
[95] Schulz, M. ; Bergmans, R. ; Blobel, G. ; Fortmeier, I. ; Quabis,
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S. ; Wiegmann, A.: Aktueller Stand des EMRP-Projektes zur absoluten
Formmessung optischer Komponenten. In: Proc. DGAO 115 (2014),
115a32.
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Traceability in interferometric form metrology. In: Proceedings of SPIE
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1. Einleitung
In der vorliegenden Arbeit werden Auswerteverfahren für ein neues, optisches
Asphären- und Freiformmessverfahren, der Tilted-Wave Interferometrie (TWI),
untersucht und optimiert. Die TWI ist ein vom Institut für Technische Optik
(ITO) der Universität Stuttgart entwickeltes, interferometrisches Verfahren,
das auf der Kombination eines innovativen optischen Aufbaus, Simulationen
und einem mathematischen Auswerteverfahren beruht [39, 63, 80].
Der Einsatz asphärischer und freigeformter optischer Oberflächen, d.h. opti-
scher Oberflächen, deren Form von ihrer sphärischen Grundform abweicht, ist
in modernen optischen Abbildungssystemen weit verbreitet [14, 94]. Die Ver-
messung dieser Oberflächen zur Fertigungskontrolle und Qualitätssicherung ist
jedoch eine anspruchsvolle Aufgabe. Je nach Messsystem führt die Abweichung
von der sphärischen Grundform zu langen Messzeiten, zu einer Beschränkung
der messbaren Topographie-Form, zu Effekten in den Messdaten, die eine
Auswertung erschweren oder gar verhindern oder erfordert eine aufwendige An-
fertigung individueller Zusatzkomponenten, sogenannter Null-Kompensatoren.
Diese Herausforderungen werden in Kapitel 2.1 zusammengefasst.
Durch einen innovativen Ansatz, bei dem interferometrische Messdaten eines
speziellen optischen Aufbaus mit „Raytracing“ [44], Methoden der Störungsrech-
nung und mathematischen Auswertemethoden kombiniert werden, ermöglicht
das TWI-Verfahren eine schnelle und kontaktlose Messdatenaufnahme ohne
bewegliche Komponenten und ist für eine flexible Vermessung unterschiedlicher
asphärischer und freigeformter Prüfkörper ausgelegt [37, 39, 63, 80]. In ersten
Simulationsergebnissen wurde die Realisierbarkeit des Verfahrens gezeigt und
anschließend durch experimentelle Ergebnisse mit einem Laboraufbau an ver-
schiedenen Funktionsflächen verifiziert [6, 7, 37, 39, 63].
Das Verfahren wird in Zusammenarbeit zwischen dem ITO, der Physikalisch-
Technischen Bundesanstalt (PTB) und der Firma Mahr GmbH weiterentwickelt.
Die PTB verfolgt dabei das Ziel, ein Referenzmesssystem für die Asphären-
und Freiformmetrologie zu entwickeln, bei dem aus der vollständigen Kenntnis
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der Hard- und Software eine umfassende Unsicherheitsanalyse durchgeführt
werden kann.
Um das TWI für die hochgenaue Vermessung in der Fertigungskontrolle von
Asphären und Freiformen einsetzen zu können, müssen die Grenzen und Mög-
lichkeiten des Verfahrens untersucht werden. Darüber hinaus sind sowohl die
erreichbaren Genauigkeiten zu ermitteln und ggf. zu erhöhen als auch die
Handhabung für die praktische Anwendung zu verbessern.
Die Kalibrierung des optischen Systems wie auch die Rekonstruktion der Topo-
graphie basieren auf der Lösung komplexer inverser Probleme. Die Vielzahl der
Parameter und Einflussgrößen erschwert eine Abschätzung der Auswirkungen
einzelner Parameter auf die erzielbaren Genauigkeiten. Gleiches gilt für die
Bestimmung der Grenzen des Verfahrens.
Zur Untersuchung dieser Aspekte eignen sich insbesondere virtuelle Experi-
mente, die das gesamte Experiment auf einem Computer abbilden [109], so
dass die Einflüsse einzelner Parameter auf das Endergebnis gezielt abgeschätzt
werden können. Eine Besonderheit des TWI-Verfahrens ist, dass Simulationen
bereits Teil des komplexen Auswerteverfahrens sind [39, 63, 80]. Das für diese
Simulationen verwendete optische Modell wird bisher jedoch als Black-Box
Modell ausgeführt [63], was eine Untersuchung der Auswirkungen physikali-
scher Justageparameter erschwert. Des Weiteren ist für die Beurteilung des
Verfahrens eine von der bisherigen Implementierung unabhängige Software zur
Untersuchung der Funktionsprinzipien notwendig. Die eigenständige Implemen-
tierung im Rahmen dieser Arbeit hat das Ziel, zunächst die grundlegenden
Prinzipien zu untersuchen und schrittweise den Abstraktionsgrad zu verringern.
Mit diesem Vorgehen können die Grenzen des Verfahrens und die wesentlichen
Einflussgrößen sukzessiv ermittelt werden. Die Ermittlung der Einflussgrößen
erfordert eine Modellierung des optischen Systems, die eine Steuerung der
Positionen und Parameter der optischen Elemente zulässt. Da eine solche Mo-
dellierung die physikalischen Parameter des Modell-Designs beibehält, wird sie
im Folgenden als physikalische Modellierung bezeichnet.
In Kapitel 3 wird das an der PTB entwickelte Simulationswerkzeug SimOpt-
Device [15, 26, 93, 97, 106, 109] vorgestellt, das die Durchführung virtueller
Experimente ermöglicht. Dieses wurde im Rahmen der vorliegenden Arbeit für
die Anwendung am TWI erweitert. Mit diesem Simulationswerkzeug wird das
optische TWI-System weitestgehend physikalisch modelliert, während sämtli-
che TWI-Methoden der Rekonstruktion und System-Kalibrierung beibehalten
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werden. Ferner werden etablierte Raytracing- und Rayaiming-Methoden in
SimOptDevice integriert, so dass ein in sich geschlossenes Simulationswerkzeug
mit Zugriff auf sämtliche Zwischenergebnisse realisiert wird.
Die Anwendung des Simulationswerkzeuges zur schrittweisen Ermittlung grund-
sätzlicher Funktionsweisen und Verfahrensgrenzen des TWIs wird in Kapitel 4
dargestellt. In diesem Kapitel wird der nichtlineare Charakter zwischen den
Messdaten und den Parametern der Topographie aufgezeigt und der Einfluss
einzelner Parameter auf die Genauigkeit des Rekonstruktionsergebnisses unter-
sucht [33, 34, 95, 96].
Bei Untersuchungen zur Bestimmung der Grenzen des TWI-Verfahrens handelt
es sich um systematische Untersuchungen, die insbesondere mit Blick auf die
Vielzahl der zu bestimmenden Parameter dadurch erschwert werden, dass zur
Lösung der inversen Probleme der TWI-Rekonstruktion und der Kalibrierung
des TWI-Modells Jacobi-Matrizen benötigt werden, die bisher über numerische
Differenzenquotienten erstellt werden [39, 80]. Diese numerische Bestimmung
nimmt zum einen sehr hohe Rechenzeiten in Anspruch und kann zum anderen
zu numerischen Ungenauigkeiten führen. Im Rahmen dieser Arbeit wird ein
anderer Weg gewählt und die gesuchten Jacobi-Matrizen werden analytisch
aus den nominellen optischen Pfaddaten bestimmt [35]. Die Methode wird
in Kapitel 5 vorgestellt, diskutiert und angewendet. Durch die vorgeschla-
gene analytische Bestimmung der Jacobi-Matrizen wird die Rechenzeit für
die Kalibrierung des optischen Systems wie auch für die Rekonstruktion der
Topographie erheblich reduziert und die Genauigkeit dieser Verfahren erhöht.
Damit wird nicht nur die praktische Anwendung des Verfahrens zur Vermessung
von Asphären und Freiformen in der Herstellungskontrolle deutlich verbessert,
sondern auch die systematische Untersuchung und Optimierung des Verfahrens
ermöglicht [35].
Eine weitere wesentliche Herausforderung besteht darin, dass die optischen
Pfadlängen mit einem Interferometer nicht absolut gemessen werden können
[73]. Dadurch geht bei jeder Messung ein konstanter Wert, der Offset, verloren.
Diese Tatsache beeinflusst das inverse Problem und dessen Konditionierung. Die
resultierenden Konsequenzen und mögliche Alternativen werden in Kapitel 6
dargestellt. Es wird anhand einer Simulationsstudie aufgezeigt, wie zusätzliche
Messgrößen Abhilfe schaffen können und mit welcher Genauigkeit die zusätzli-
che Messgröße bekannt sein muss, um das Verfahren maßgeblich zu verbessern.
Abschließend wird der Einfluss der Justageparameter der Topographie auf das
Rekonstruktionsergebnis für verschiedene Auswertemethoden ermittelt.
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1. Einleitung
In zukünftigen Arbeiten sind weitere Untersuchungen zur Optimierung der
Rekonstruktions- und Kalibrierstrategie sowie zur Abschätzung der Messun-
sicherheit erforderlich, die ein hohes Maß an Systematik erfordern. Derartige
Untersuchungen werden durch die in dieser Arbeit vorgeschlagenen Berechnungs-
methoden der Jacobi-Matrizen sowie durch die weitestgehend physikalische
Modellierung des TWI-Systems wesentlich erleichtert bzw. teilweise erst mög-
lich. Mit der vorliegenden Arbeit wird somit die Möglichkeit geschaffen, das
komplexe TWI-Verfahren tiefgehend systematisch zu untersuchen, zu optimie-
ren und Genauigkeiten des Verfahrens abzuschätzen.
Wichtige Begriffe der Metrologie, wie Genauigkeit, Präzision und Messunsi-
cherheit, werden in dieser Arbeit gemäß der Definition des Internationalen
Wörterbuchs der Metrologie [22] verwendet. Ein wesentlicher Auszug der Defi-
nitionen ist im Anhang C wiedergegeben.
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2. Das Tilted-Wave Interferometer (TWI)
Das TWI ist ein vom ITO entwickeltes, optisches Verfahren zur Vermessung
von Asphären und Freiformen [37, 39, 63, 80], welches in Zusammenarbeit
von dem ITO, der PTB und der Firma Mahr GmbH weiterentwickelt wird.
Das Ziel der PTB ist dabei, ein Referenzmesssystem für die Asphären- und
Freiformmetrologie zu entwickeln, bei dem alle Komponenten der Hard- und
Software bekannt sind und für das daher eine vollständige Unsicherheitsanalyse
durchgeführt werden kann. Im Folgenden wird oft nur der Begriff „Asphäre“
verwendet, obwohl dies gleichermaßen für die Vermessung von Freiformen gilt,
da das TWI die Rotationssymmetrie von Asphären nicht ausnutzt und somit
nicht auf rotationssymmetrische Flächen beschränkt ist.
In diesem Kapitel wird zunächst der Stand der Technik in der Asphärenmessung
zur Einordnung des Verfahrens beschrieben. Anschließend werden der optische
Aufbau und das mathematische Prinzip des TWIs zusammengefasst. Am Ende
des Kapitels werden die Herausforderungen an das Auswerteverfahren dargelegt,
die eine Motivation für die vorliegende Arbeit darstellten.
2.1. Stand der Technik der Asphärenmesstechnik
In modernen optischen Abbildungssystemen ist der Einsatz von Asphären weit
verbreitet [14, 94]. Als Asphäre wird eine Fläche bezeichnet, deren Form wesent-
lich von ihrer sphärischen Grundform abweicht und somit nicht mehr nur über
die Angabe eines Radius spezifiziert ist, sondern weitere Parameter zur Beschrei-
bung der Form notwendig sind. Aufgrund dieser zusätzlichen Freiheitsgrade [71]
ermöglichen Asphären die Korrektur von mehreren Wellenfrontfehlern mit nur
einer Fläche. Dies hat eine leichtere, kompaktere Bauweise optischer Systeme
und eine verbesserte Abbildungsqualität zur Folge [51]. Asphären sind daher
ein leistungsstarkes Mittel im Bereich des Optik-Designs [14, 94] und werden
inzwischen in einem breiten Anwendungsfeld eingesetzt. So werden sie z.B. in
Kameraobjektiven, als Brillengläser, in hochauflösenden Lithographieobjektiven
und auch als Linsen für Handykameras verwendet [51, 61, 71].
Um eine hohe Qualität dieser Komponenten zu erzielen, ist eine sehr genaue Her-
stellung der Asphären notwendig [64, 83]. Da die Genauigkeit der Herstellung
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nicht besser sein kann als die Messung der Flächen während der Fertigungs-
kontrolle, wird die Genauigkeit der Herstellung von dem Leistungsvermögen
der Messsysteme, die die Formmessung solcher Flächen ermöglichen, begrenzt.
Die industrielle Fertigungskontrolle ist für Asphären anspruchsvoll und die
Entwicklung von Messsystemen zur Kontrolle asphärischer Flächen nimmt
einen wichtigen Teil der heutigen Forschung in metrologischen Einrichtungen
ein [27, 99].
Ein Messsystem zur Vermessung asphärischer Flächen sollte im Idealfall die
folgenden Anforderungen erfüllen (vgl. auch [51]):
∙ schnelle und berührungslose Messdatenaufnahme,
∙ Messdatenaufnahme ohne Veränderung des optischen Systems während
der Messung,
∙ universelle Einsetzbarkeit: Flexible Messdatenaufnahme für unterschied-
liche Design-Topographien, d.h. für konvexe und konkave Flächen, für
nicht-rotationssymmetrische Flächen und für Flächen mit einer zentralen
Öffnung mit demselben Messgerät (einfache und kostengünstige Adaption
des Messsystems),
∙ schnelle Ergebnisdarstellung,
∙ Integrierbarkeit in Fertigungssysteme,
∙ großes Messvolumen,
∙ geringe Unsicherheiten und
∙ flächige Messungen statt Profilschnitten.
In den letzten Jahren wurden zahlreiche Messtechniken zur Formmessung
von asphärischen Flächen vorgeschlagen [14, 51, 79]. Grundsätzlich wird zwi-
schen optischen und taktilen Verfahren unterschieden, wovon im Folgenden die
Wichtigsten genannt werden.
2.1.1. Taktile Verfahren
Bei den taktilen Verfahren handelt es sich um scannende, kontaktbasierte
Verfahren, die eine Topographie punktweise vermessen. Durch die punktuelle
Abtastung sind sie universell zur Vermessung verschiedener Formen, so auch zur
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Vermessung von Freiform-Flächen, einsetzbar. Zu den verbreitetsten taktilen
Verfahren gehören die 3D-Koordinatenmessmaschinen [105] (z.B. Isara 400 von
IBS Precision Engineering [54, 89], Zeiss F25 [19, 104] von der Carl Zeiss AG,
NMM-1 [56] und NPMM-200 [11] von der TU Ilmenau, UA3P von Panasonic
[113]). Die taktilen 3D-Koordinatenmessmaschinen erfassen die Oberfläche einer
Topographie durch punktweises, mechanisches Abtasten mit einem Messtaster
[54]. Dabei können hohe Genauigkeiten weit unterhalb von 100 Nanometern
erreicht werden [3, 54]. Bei punktweiser Vermessung kann unter Hinnahme
langer Messzeiten insbesondere in der jeweiligen Scanrichtung eine hohe laterale
Auflösung erreicht und feine Strukturen können erfasst werden. Die scannende
Abtastung führt jedoch aufgrund der sehr lokalen Vermessung einzelner Orte
auf der Topographie dazu, dass lokale Defekte, wie z.B. Staubkörner, ebenfalls
erfasst werden und zu Messfehlern führen können. Außerdem muss bei diesen
Verfahren die Tastergeometrie berücksichtigt werden, wodurch zusätzlicher Auf-
wand entsteht. Nachteilig ist zudem, dass die Topographie durch die Antastung
mit dem Messtaster beschädigt werden kann.
2.1.2. Optische Verfahren
Im Gegensatz zu den taktilen Verfahren arbeiten optische Messverfahren kon-
taktlos, so dass eine zerstörungsfreie Vermessung sichergestellt ist. Es wird
zwischen scannenden, d.h. punktweise messenden [52] und flächenhaften Ver-
fahren [30, 60, 80] unterschieden.
Ein Beispiel für ein punktweise messendes optisches Messgerät ist die NANO-
MEFOS von TNO [51, 52]. Durch die punktweise Vermessung ist das Messgerät
universell an verschiedenen Topographieformen einsetzbar. Die Messgeschwin-
digkeit ist aufgrund des berührungsfreien Scanvorgangs größer als die der
taktilen scannenden Verfahren. Je nach Auflösung ist die Messdatenaufnahme
jedoch deutlich langsamer als bei flächenhaften Verfahren.
Von den optischen Verfahren sind die interferometrischen, flächenhaften Verfah-
ren aufgrund ihrer hohen Sensitivität und schnellen Messdatenaufnahme am
weitesten verbreitet. Interferometrische Verfahren basieren auf einer kohärenten
Überlagerung einer bekannten Referenzwellenfront1 mit einer an der zu prüfen-
den Topographie reflektierten und von dieser veränderten Objektwellenfront.
Bei Abweichungen der Objektwellenfront von der Referenzwellenfront kommt
es zu Laufzeitunterschieden, die im Streifenbild der Kamera (typischerweise
1erzeugt von einer im Folgenden ideal angenommenen Referenzfläche
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Abbildung 2.1.: Vergleich zwischen Nulltest- und Nicht-Nulltest-
Konfiguration: In der Nicht-Nulltest-Konfiguration treffen die Strahlen nicht
mehr annähernd senkrecht auf die zu vermessende Oberfläche und werden daher
nicht mehr nahezu in sich selbst zurück reflektiert, so dass sie auf dem Hin-
und Rückweg einen anderen Weg durch das System nehmen. Daraus resultieren
bei klassischer Interferometrie sogenannte Retrace-Fehler. Bei zu großen Abwei-
chungen zwischen der Testwellenfront und der zu vermessenden Oberfläche wird
die Streifendichte auf der CCD so groß, dass sie von dem Detektor nicht mehr
aufgelöst werden kann. Durch Verletzung des Abtasttheorems [98] entstehen
dann Aliasingfehler (nicht abgebildet). Bei noch größeren Abweichungen kommt
es außerdem zur Vignettierung, da die Strahlen das System verlassen.
mit einem CCD-Detektor) sichtbar werden. Durch die Auswertung dieses Strei-
fenbildes erhält man die Abweichung der Prüflingsform von der Design-Form.
Interferometrische Verfahren werden nach Verfahren in der sogenannten Null-
test-Konfiguration und der Nicht-Nulltest-Konfiguration unterschieden (vgl.
Abbildung 2.1). Bei einer Vermessung in der Nulltest-Konfiguration weicht
die zu prüfende Topographie nur geringfügig von der Testwellenfront ab. Die
Strahlen treffen nahezu senkrecht auf die zu vermessende Fläche, so dass diese
annähernd in sich selbst zurück reflektiert werden (s. Abbildung 2.1). Sogenann-
te Retrace-Fehler, die aus Abweichungen der Wege von Referenzwellenfront
und an der Topographie reflektierten Wellenfront im optischen System des
Interferometers resultieren, werden somit kompensiert und können im Mes-
sergebnis unberücksichtigt bleiben. Die gemessenen Pfadlängenunterschiede
können bei Einhaltung der Nulltest-Konfiguration2 nahezu ausschließlich auf die
Abweichungen der Topographie von ihrer Design-Form zurückgeführt werden.
2bei einer perfekten Referenz
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Die Nulltest-Konfiguration ist die typische Konfiguration bei der Vermessung
von sphärischen Topographien, da sphärische Referenzwellenfronten einfach
und präzise generiert werden können.
Während sich für sphärische und ebene Topographien ohne großen Aufwand
entsprechende Referenzwellenfronten generieren lassen, ist dies für asphärische
Flächen nicht ohne Weiteres möglich. Daher kommt es bei der Vermessung von
asphärischen Flächen mit interferometrischen Verfahren ohne exakte Nulltest-
Konfiguration zu folgenden Herausforderungen: Die Streifendichte nimmt mit
der Abweichung zwischen Referenzwellenfront und an der Topographie reflektier-
ten Wellenfront stark zu. Bei zu großen Abweichungen wird die Streifendichte
so groß, dass sie von der CCD-Kamera nicht mehr aufgelöst werden kann
und durch Verletzung des Abtasttheorems [98] Aliasingfehler auftreten. Diese
Aliasingfehler können durch Verwendung einer größeren Wellenlänge, die eine
Verringerung der Streifendichte bewirkt, vermieden werden. Allerdings führt
dies zu einer geringeren Sensitivität des Verfahrens. Eine weitere Möglichkeit,
Aliasingfehler zu verhindern, besteht in der Verwendung der Sub-Nyquist In-
terferometrie [46], bei der über das Einbringen von Vorwissen ermöglicht wird,
auch hohe Streifendichten zu rekonstruieren.
Die Verletzung der Nulltest-Bedingung führt jedoch zu weiteren Effekten (vgl.
Abbildung 2.1): Im Nulltest werden alle von der Topographie reflektierten Strah-
len in sich zurück reflektiert und passieren somit den gleichen Weg durch das
optische System des Interferometers wie die an der Referenzfläche reflektierten
Strahlen. Dadurch löschen sich systembedingte Abweichungen aus und werden
nicht als Streifenbild auf der Kamera abgebildet. Eine solche Konfiguration
wird auch mit „common path“ bezeichnet. Wird die Nulltest-Bedingung nicht
eingehalten („non-common path“), treffen die Strahlen nicht mehr annähernd
senkrecht auf die Topographie und die eingestrahlten und reflektierten Strahlen
nehmen einen unterschiedlichen Weg durch das optische System. Dadurch lö-
schen sich systembedingte Abweichungen nicht mehr aus und werden ebenfalls
im gemessenen Streifenbild erfasst (s. Abbildung 2.1). Bei klassischer Interfe-
rometrie ist dies ein Fehlereinfluss, der Retrace-Fehler genannt wird. Bei sehr
großen Abweichungen der Topographie von der Referenz werden die Strahlen
so weit abgelenkt, dass sie das optische System verlassen. Dann werden im
Streifenbild zusätzlich Vignettierungseffekte sichtbar (s. Abbildung 2.2).
Bei Verletzung der Nulltest-Bedingung setzt sich das gemessene Streifen-
bild also nicht aus der Abweichung der tatsächlichen Topographie von der
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(a) Sphäre (b) Asphäre
Abbildung 2.2.: Simulierte Interferogramme einer Sphäre (a) und einer Asphä-
re (b), die bei Verwendung eines Twyman-Green Interferometers entstehen.
Während für die Sphäre (a) nur sehr niedrige, und damit auswertbare, Strei-
fendichten entstehen, sind bei der Asphäre (b) nur die Streifen im zentralen
Bereich auswertbar. Weiter außen kommt es zunächst zu sehr hohen Strei-
fendichten bis anschließend keine Messdaten mehr zum Detektor gelangen
(Vignettierung). Mit einem solchen Interferometer können somit nur für einen
kleinen Bereich der Asphäre auswertbare Streifendichten aufgenommen werden.
Das Streifenbild setzt sich zudem aus der Abweichung der Topographie von
der Referenzwelle, systembedingten Abweichungen (Retrace-Fehlern) und ggf.
Aliasingeffekten zusammen, was bei der Auswertung berücksichtigt werden
muss.
Design-Topographie zusammen, sondern besteht aus einer Überlagerung aus
der Abweichung der Topographie von der, normalerweise sphärischen, Referenz,
systembedingten Abweichungen, Aliasing- und Vignettierungseffekten (vgl. Ab-
bildung 2.2).
Die am häufigsten verwendete Methode diese Probleme zu beheben, besteht
darin, die ursprünglich meist sphärische Testwellenfront über ein Kompen-
sationselement so anzupassen, dass die Wellenfront der Design-Form der zu
vermessenden Topographie entspricht und die Fläche somit in der Nulltest-
Konfiguration vermessen wird [14, 24, 79, 84, 86] (vgl. auch Abbildung 2.1
links). Als Kompensationselement kann ein computergeneriertes Hologramm
(CGH), ein räumlicher Lichtmodulator (engl.: Spatial Light Modulator, SLM)
oder ein deformierbarer Spiegel eingesetzt werden. Meistens wird ein CGH ver-
wendet. Die Verwendung von CGHs zur Vermessung von asphärischen Flächen
ist jedoch sehr kostenintensiv und unflexibel [14, 79], da für jede asphärische
Fläche ein eigenes CGH hergestellt werden muss. Somit eignet sich dieses
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Verfahren ausschließlich für Flächen, die in großen Serien produziert werden
sollen. Ferner muss ein CGH sehr genau positioniert werden und Fehler der
Kompensationselemente wirken sich auf die Messung aus und sind schwer
abschätzbar, so dass eine hohe Qualität der CGHs sowie eine sehr genaue
Positionierung erforderlich ist [111, 112].
Als Methoden, die ohne aufwendig gefertigtes Kompensationselement arbei-
ten, sind Verfahren verbreitet, bei denen lokal nahezu die Nulltest-Bedingung
eingehalten wird, so dass die oben genannten Effekte verhindert werden. Zu
diesen Methoden gehören Stitching-Verfahren [30, 70, 75] oder auch entlang
der optischen Achse scannende Verfahren [60]. Bei diesen Methoden ist die
Nulltest-Bedingung für Sub-Aperturen der Topographie gültig. Um die gesamte
Topographie zu vermessen, müssen das Messsystem bzw. das Messobjekt relativ
zueinander bewegt werden. Solche mechanischen Bewegungen, wie auch das
Zusammenfügen der Sub-Aperturen, haben den Nachteil, dass sie eine Unsicher-
heitsquelle darstellen. Zudem können diese Messverfahren je nach Anzahl der
notwendigen Sub-Aperturen eine erhöhte Messzeit in Anspruch nehmen. Das
entlang der optischen Achse scannende Verfahren von Küchel [60] ist außerdem
auf die Vermessung von rotationssymmetrischen Flächen beschränkt.
Ferner wurden Auswertemethoden entwickelt, die darauf abzielen, das gesamte
Interferometer zu charakterisieren, so dass die Retrace-Einflüsse, die aus einer
Nicht-Nulltest-Konfiguration resultieren, korrigiert werden [45, 47, 68, 69, 71,
82, 103]. Die Interferometer-Charakterisierung wurde mit einem Sub-Nyquist
Interferometer kombiniert [45, 47, 71], was die Vermessung von Asphären ohne
Retrace-Einflüsse und Aliasingfehler ermöglicht.
Das von der Universität Stuttgart entwickelte TWI basiert vollständig auf einer
Nicht-Nulltest-Konfiguration [37, 39–43, 63, 78, 80]. Bei dem Verfahren wird ei-
ne eigene Methode zur Charakterisierung des Interferometers genutzt. Darüber
hinaus wird auch ein spezieller optischer Aufbau verwendet, so dass Vignettie-
rung und Unterabtastung, die ebenfalls aus der Nicht-Nulltest-Konfiguration
resultieren, vermieden werden. Vorteile des Verfahrens sind vor allem eine
schnelle, berührungslose, flächenhafte Messdatenaufnahme und eine flexible
Einsetzbarkeit für unterschiedliche (auch nicht-rotationssymmetrische) Messob-
jekte. Jedoch erfordert das Verfahren eine vollständige Charakterisierung des
Interferometers und basiert auf einem aufwendigen mathematischen Auswer-
teverfahren. Das optische und das mathematische Prinzip dieses Verfahrens
werden im nächsten Abschnitt erläutert.
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2.2. TWI: Optisches und mathematisches Prinzip
Mit dem TWI werden interferometrische Messungen mit einem speziellen
optischen Aufbau durchgeführt und mit Raytracing, Methoden der Störungs-
rechnung und mathematischen Auswerteverfahren kombiniert, um die Effekte,
die aus der Verletzung der Nulltest-Bedingung entstehen, zu beheben. In diesem
Abschnitt werden die Grundidee, das optische und das mathematische Prinzip
des TWIs zusammengefasst.
2.2.1. Grundidee und optisches Prinzip des TWIs
Abbildung 2.3.: Vereinfachter optischer Aufbau des TWIs. Das Punktlicht-
quellenraster besteht im Experiment aus einer Kombination eines Mikrolinsen-
arrays und einem speziellen Lochblendenarray. Das Licht sämtlicher Punktlicht-
quellen und der Referenzwelle stammen aus der gleichen kohärenten Lichtquelle
(hier nicht abgebildet).
Der Aufbau basiert im Wesentlichen auf dem eines Twyman-Green Interfero-
meters [40, 78] (s. Abbildung 2.3). Anstelle einer einzelnen Beleuchtungsquelle
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wird jedoch ein zweidimensionales Punktlichtquellenraster, das im Experiment
aus einer Kombination eines Mikrolinsenarrays und einem speziellen Lochblen-
denarray [63] erzeugt wird, verwendet [4, 6, 40, 42, 78]. Das Licht sämtlicher
Punktlichtquellen sowie das Licht der Referenzwelle stammen im Experiment
aus der gleichen kohärenten Lichtquelle3 [63]. Das Punktlichtquellenraster
besteht aus in einer Ebene angeordneten Punktlichtquellen, die sich in der
Brennebene einer Kollimatorlinse [42] befinden. Die Anzahl der Punktlicht-
quellen kann beliebig gewählt werden. Im Rahmen dieser Arbeit bestand das
Punktlichtquellenraster aus je nach Ausführung zwischen 13 x 13 und 17 x 17
Quellen. Jede Quelle erzeugt eine Testwellenfront, die den Strahlteiler passiert
und von dem Kollimator in eine ebene Wellenfront umgewandelt wird [4]. Hinter
dem Kollimator werden somit verschieden zueinander verkippte ebene Wellen-
fronten erzeugt [6]. Ein Objektiv wandelt diese in sphärische Wellenfronten
um, so dass die sphärische Grundform des Prüflings kompensiert wird [4, 6, 42].
Dadurch wird der Prüfling mit dem TWI gleichzeitig von verschieden verkipp-
ten Testwellenfronten beleuchtet. Für jeden Punkt auf dem Prüfling existiert
wenigstens eine Wellenfront [63], die die lokale Steigung derart kompensiert,
dass die reflektierte Wellenfront hinreichend wenig von der Referenzwellenfront
abweicht und die Strahlen die zusätzliche Blende in der Fourier-Ebene der
Abbildungsoptik [6, 40] passieren können. Die zusätzliche Blende begrenzt
die Streifendichte auf der CCD-Kamera [42], so dass das Abtasttheorem [98]
eingehalten wird und somit Effekte, die durch eine Unterabtastung entstehen
würden, vermieden werden [6, 9, 42]. Damit sich die von den verschiedenen
Quellen erzeugten Interferogramme auf der CCD-Kamera nicht überlappen,
wird nur jede zweite Quelle in einer Zeile und nur die Quellen jeder zweiten
Zeile gleichzeitig eingeschaltet [6, 9, 42]. Dafür sorgt eine spezielle Blende (nicht
eingezeichnet), die sich direkt hinter dem Punktlichtquellenraster befindet. Mit
vier verschiedenen Blendenpositionen, und damit vier einzelnen Messungen,
wird die gesamte Topographie vermessen, ohne dass sich die Interferogramme
auf der CCD-Kamera überlappen. Dennoch existieren nach den vier Messun-
gen auch Bereiche, die von mehreren Quellen vermessen wurden, so dass die
Informationen aus den sich überlappenden Bereichen genutzt werden können,
um Messdaten aus angrenzenden Quellen in Übereinstimmung zu bringen.
Durch die Verwendung der verkippten Wellenfronten und der zusätzliche Blende
in der Fourier-Ebene der Abbildungsoptik werden die Effekte der Vignettierung
und der Unterabtastung, die beide durch die Verletzung der Nulltest-Bedingung
3Aufgrund der schematischen Darstellung wird dies in Abbildung 2.3 nicht gezeigt.
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entstehen, behoben.
Um die Retrace-Einflüsse zu eliminieren, ist außerdem eine vollständige Cha-
rakterisierung des Interferometers notwendig [42, 63]. Das dazu verwendete
Verfahren wird in Abschnitt 2.2.2 beschrieben. Weitere technische Ausführun-
gen finden sich in früheren Arbeiten der Universität Stuttgart [6, 7, 37, 39–
43, 63, 78, 80].
2.2.2. Mathematisches Prinzip des TWIs
Die Rekonstruktion der tatsächlichen Form einer Oberfläche (Topographie 𝑇 )
aus den Messdaten sowie die Kalibrierung des TWI-Modells basieren auf der
Lösung inverser Probleme. Die Art der inversen Probleme und deren Lösung
werden in diesem Abschnitt dargestellt. Da sowohl die optischen Pfadlängen
(OPLs) als auch die Topographie im Rahmen der TWI-Auswertemethode para-
metrisiert werden und dazu in der aktuellen Umsetzung des Verfahrens [39]
Zernike-Funktionen verwendet werden, wird zunächst die verwendete Definiti-
on der Zernike-Funktionen dargestellt. Ferner wird kurz der Zusammenhang
zwischen der Wellenfront einer Punktlichtquelle, der OPL und dem normierten
Richtungsvektor eines Strahls aufgezeigt, da dieser Zusammenhang in den
folgenden Abschnitten verwendet wird. Anschließend wird das Verfahren zur
Rekonstruktion der Topographie aus den Messdaten erläutert. In dem Rekon-
struktionsverfahren werden Simulationen der OPLs benötigt [63, 80]. Daher
wird im Anschluss an das Rekonstruktionsverfahren das für die Simulationen
verwendete Modell des optischen TWI-Aufbaus skizziert und beschrieben, wie
die OPLs zwischen den Quellen und den Pixeln mit dem Modell simuliert
werden. Dieser allgemeinen Erläuterung der Vorgehensweise zur Pfadlängen-
bestimmung folgt dann die Darstellung der „Kalibrierung“ des Modells, die
notwendig ist, um die Abweichungen zwischen dem TWI-Modell und dem
realen Messaufbau zu berücksichtigen. Abschließend wird dann allgemein etwas
zur Charakterisierung inverser Probleme gesagt.
Zernike-Funktionen
Zernike-Polynome bestehen aus einem Satz von Polynomen, die auf dem Ein-
heitskreis definiert sind und bezüglich dem Integral über den Einheitskreis
orthogonal sind. Es existieren verschiedene Definitionen, Sortierungen und
Indexroutinen für Zernike-Funktionen. In dieser Arbeit wird die Zernike-Mode-
Pyramide nach dem ANSI-Standard [1] verwendet. Eine Funktion 𝑓 wird mit
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Hilfe von Zernike-Funktionen in Polarkoordinaten (𝑟, 𝜙) wie folgt definiert4:
𝑓(𝑟, 𝜙) =
∑︁
𝜂,𝜉
𝑐𝜉𝜂𝑍
𝜉
𝜂(𝑟, 𝜙)
=
∑︁
𝜂,𝜉
𝑐𝜉𝜂
{︂
𝑅|𝜉|𝜂 (𝑟) cos(𝜉𝜙) 𝜉 >= 0
𝑅|𝜉|𝜂 (𝑟) sin(|𝜉|𝜙) 𝜉 < 0,
(2.1)
dabei sind 𝜉, 𝜂 ganze Zahlen mit 𝜂 > 0 und |𝜉| ≤ 𝜂. Die Koeffizienten 𝑐𝜉𝜂 werden
als Zernike-Koeffizienten bezeichnet. Die Radialpolynome 𝑅|𝜉|𝜂 (𝑟) sind definiert
über [13]
𝑅|𝜉|𝜂 (𝑟) =
{︃ ∑︀(𝜂−|𝜉|)/2
𝜅=0
(−1)𝜅(𝜂−𝜅)!
𝜅!( 𝜂+|𝜉|2 −𝜅)!(
𝜂−|𝜉|
2 −𝜅)!
𝑟𝜂−2𝜅 (𝜂 − 𝜉) = gerade
0 (𝜂 − 𝜉) = ungerade.
(2.2)
Um den Doppelindex 𝜉𝜂 in einen einzigen Index umzurechnen, so dass jeder
Zernike-Koeffizient über einen einzigen Index adressiert wird, wird die folgende
Gleichung verwendet, bei der nur die nicht-trivialen Koeffizienten gezählt
werden:
𝑗 = 𝜂(𝜂 + 2) + 𝜉2 + 1. (2.3)
Dabei entspricht der Index (𝑗 − 1) der Definition nach dem ANSI-Standard
[1]. Da die Zählweise bei dem Index 0 beginnt, wurde in dieser Arbeit für
Darstellungen in Matrizen und Abbildungen die Definition aus Gleichung 2.3
gewählt. Mit diesen Definitionen kann eine Wellenfront oder eine Topographie
in kartesischen Koordinaten (𝑥, 𝑦) über
𝑓(𝑥, 𝑦) =
𝑎∑︁
𝑗
𝑐𝑗𝑍𝑗(𝑥, 𝑦) (2.4)
parametrisiert werden, wobei 𝑎 die Anzahl der verwendeten Zernike-Koeffizienten
darstellt und 𝑍𝑗 zu 𝑍𝜉𝜂 transformiert und mit Gleichung 2.1 berechnet werden
kann, nachdem die kartesischen Koordinaten (𝑥, 𝑦) in Polarkoordinaten (𝑟, 𝜙)
transformiert wurden. Zernike-Funktionen werden oft in der Optik zur Be-
schreibung von Wellenfronten verwendet, da die einzelnen Polynome typische
Wellenfrontfehler erster Ordnung beschreiben. Da die Zuordnung der Zernike-
Polynome zu typischen Aberrationen innerhalb der Arbeit oft verwendet wird,
werden die typischen Zernike-Polynome in der hier verwendeten ANSI-Notation
4Es sei angemerkt, dass in Gleichung 2.1 effektiv wegen Gleichung 2.2 nur solche 𝑐𝜉𝜂 mit
(𝜂 − 𝜉) = gerade eingehen.
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und die zugehörige Aberration in Tabelle 2.1 zusammengefasst.
Zusammenhang zwischen Wellenfront, OPL und Richtungsvektor eines
Strahls
In den folgenden Abschnitten wird die Richtung eines Strahls aus der Wel-
lenfront bzw. aus der parametrisierten OPL in einer vorgegebenen Ebene
berechnet. Daher wird hier kurz der Zusammenhang zwischen Wellenfront,
OPL und normiertem Richtungsvektor eines Strahls dargestellt.
Die geometrische Optik ist ein Spezialfall der Wellenoptik, bei dem die Wel-
lenlänge des Lichtes vernachlässigbar klein gegenüber den Abmessungen der
Optikkomponenten des Systems ist [81]. In der Näherung der geometrischen
Optik wird der Wellencharakter des Lichts vernachlässigt [81] und die Ausbrei-
tung des Lichts kann durch Strahlen („Strahlenoptik“) beschrieben werden
[53], die in homogenen Medien geradlinig verlaufen [12]. Aus der Strahlenoptik
ist bekannt, dass sämtliche Strahlen stets senkrecht auf der Wellenfront der
elektromagnetischen Welle stehen [53]. Eine Wellenfront gibt dabei die Orte
gleicher Phase und damit gleicher zurückgelegter OPL an [53]. Zur Bestim-
mung der optischen Pfade in homogenen Medien und dem Übergang zwischen
diesen sowie in inhomogenen Medien (z.B. der Atmosphäre), in denen sich der
Brechungsindex nur langsam ändert, kann die sogenannte Eikonalgleichung
herangezogen werden [12]. Die OPL 𝐿(𝑝) an einem Ort 𝑝 = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧)𝑇 „ist
eine skalare Funktion, deren Flächen gleicher Funktionswerte (𝐿(𝑝) = const.)
überall normal auf den Lichtstrahlen stehen“ [90] und wird auch als Eikonal
bezeichnet. Wenn diese Funktion bekannt ist, können die Richtungsvektoren
der Strahlen an jedem Ort und damit der Lichtweg aus dem Gradienten ∇𝐿(𝑝)
bestimmt werden [90], „da die Normale der Fläche gleicher Funktionswerte an
einem Ort 𝑝 = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧)𝑇 in die Richtung des Gradienten zeigt“ [90].
Aus den Maxwell-Gleichungen lässt sich unter oben genannten Annahmen der
geometrischen Optik die Eikonalgleichung [13]
|∇𝐿|2 = 𝑛2𝑅, (2.5)
herleiten, wobei 𝑛𝑅 den Brechungsindex des Mediums am Ort 𝑝 bezeichnet.
Mit Gleichung 2.5 und den oben beschriebenen Zusammenhängen kann somit
der normierte Richtungsvektor 𝑒 = (𝑒𝑥, 𝑒𝑦, 𝑒𝑧)𝑇 eines Strahls am Ort 𝑝 aus der
16
2.2. TWI: Optisches und mathematisches Prinzip
Zernike Radialer Azimutaler
Index 𝑗 Index 𝜂 Index 𝜉 Bedeutung Wellenfront
1 0 0 Piston, Offset
2 1 -1 vertikaleVerkippung
3 1 1 horizontaleVerkippung
4 2 -2 ±45
∘
Astigmatismus
5 2 0 Defokus
6 2 2 0
∘/90∘
Astigmatismus
7 3 -3
8 3 -1 vertikale Koma
9 3 1 horizontale Koma
10 3 3
11 4 -4
12 4 -2
13 4 0 primäre sphärischeAberration
Tabelle 2.1.: Verwendete Reihenfolge der Zernike-Polynome und Zuordnung
der ersten 13 Polynome zu typischen Aberrationen der Optik.
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OPL 𝐿(𝑝) wie folgt berechnet werden:
𝑒 = ∇𝐿(𝑝)|∇𝐿(𝑝)| =
1
𝑛𝑅
⎛⎝ 𝜕𝐿𝜕𝑝𝑥𝜕𝐿
𝜕𝑝𝑦
𝜕𝐿
𝜕𝑝𝑧
⎞⎠ . (2.6)
Die Eikonalgleichung 2.5 ist äquivalent zu dem in der geometrischen Optik
gültigen Fermat’schen Prinzip [55]. Dieses besagt, dass die OPL zwischen zwei
festen Punkten des Systems stationär und extremal ist [58] (Variationsprinzip).
Aufgrund der Äquivalenz kann das Fermat’sche Prinzip aus der Eikonalgleichung
hergeleitet werden und umgekehrt [55]. Anstelle der Eikonalgleichung kann
daher auch das Fermat’sche Prinzip verwendet werden, um einen optischen
Pfad und die zugehörige OPL 𝐿 zu berechnen [12].
Rekonstruktion der Topographie
Um die tatsächliche Form 𝑇 der zu vermessenden Topographie zu rekonstruieren,
werden Messungen mit dem in Abschnitt 2.2.1 beschriebenen optischen Aufbau
durchgeführt. Dabei werden die optischen Pfadlängendifferenzen (OPDs) zwi-
schen den Strahlen des Referenzarms und des Objektarms auf der CCD-Kamera
in vier Einzelmessungen gemessen [63]. Bei jeder dieser Einzelmessungen ist
jede zweite Quelle in jeder zweiten Reihe des Punktlichtquellenrasters ein-
geschaltet, so dass auf der CCD-Kamera Bereiche entstehen, die sich nicht
überlappen. In jeder dieser Einzelmessungen kann damit ein Pixel genau einer
Quelle zugeordnet werden. Während des Messvorgangs können hierdurch die
OPDs für die gültigen Pfade zwischen den Quellen und den Pixeln (Quell-Pixel-
Kombinationen) bestimmt werden.
Das Rekonstruktionsverfahren des TWIs beruht auf der Annahme, dass jede
Störung der Topographie zu einer charakteristischen Änderung der OPDs zwi-
schen den Quellen und den Pixeln führt [39, 63, 80]. Diese Annahme basiert
auf der Störungsrechnung in der Optik (vgl. auch Kapitel 5 und [39]) und führt
dazu, dass die Formabweichung der Topographie von der angenommenen Form
(Soll-Form) aus der Änderung der OPDs bestimmt werden kann.
Um die Änderung der OPDs zwischen der tatsächlichen Form 𝑇 und der an-
genommenen Form (Soll-Topographie) zu bestimmen, müssen die mit dem
Messsystem akquirierten OPDs mit OPDs verglichen werden, die mit Hilfe
eines TWI-Modells unter Verwendung der Soll-Topographie simuliert wurden.
Aus der Differenz der gemessenen OPDs und der simulierten OPDs wird dann
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die Topographie rekonstruiert [63].
Die Rekonstruktion ist dabei in zwei Schritte gegliedert [9, 34]:
∙ Zuerst wird die Grundform, d.h. die Abweichungen mit niedrigen Ortsfre-
quenzen, rekonstruiert. Dies ist der wesentliche Teil der Rekonstruktion,
der in dieser Arbeit im Vordergrund steht.
∙ Um auch die hochfrequenten Abweichungen der Topographie zu rekonstru-
ieren, wird eine Projektion der Restfehler auf den Prüfling durchgeführt.
Details dazu finden sich in der Literatur [10, 38].
Die Grundform der Topographie wird über ein iteratives Verfahren rekonstruiert
[39, 42]. Hierbei wird versucht, die Änderungen der OPDs als Linearkombinati-
on der charakteristischen Pfadlängenänderungen, die aus bekannten kleinen
Änderungen der Topographie resultieren, darzustellen [63, 80]. Dazu wird die
Abweichung der Topographie Δ𝑇 von einer Approximation 𝑇𝑑 zunächst para-
metrisiert [63]. Für die Parametrisierung der Abweichungen der Topographie
werden in der aktuellen Umsetzung des Verfahrens [39] Zernike-Polynome 𝑍𝑗
verwendet. Somit ergibt sich für die rekonstruierte Topographie für jeden Itera-
tionsschritt 𝑑 (𝑑 = Anzahl bereits durchgeführter Iterationen) die Gleichung
𝑇(𝑑+1)(𝑥, 𝑦) = 𝑇𝑑(𝑥, 𝑦) +
𝑎∑︁
𝑗=1
𝑐(𝑑+1)𝑗𝑍𝑗(𝑥, 𝑦). (2.7)
Die Approximation 𝑇𝑑 der Topographie (Soll-Topographie) kann dabei gleich
der Design-Topographie (𝑑=0) oder eine Zwischenlösung innerhalb des iterati-
ven Lösungsverfahrens der TWI-Methode sein. Die Zahl 𝑎 gibt die Anzahl der
verwendeten Zernike-Koeffizienten an. Die Koeffizienten 𝑐(𝑑+1)𝑗 entsprechen den
Zernike-Koeffizienten, die im Rekonstruktionsverfahren bestimmt werden müs-
sen und 𝑍𝑗 sind die entsprechenden kartesischen Zernike-Polynom-Funktionen.
Die OPDs 𝐿 = (𝐿1, 𝐿2, ...)𝑇 werden für die tatsächliche Topographie 𝑇 gemes-
sen und mit den simulierten OPDs 𝐿𝑑, bei denen die Topographie gleich 𝑇𝑑
angenommen wird, verglichen. Aus den Differenzen Δ𝐿𝑑 = 𝐿 − 𝐿𝑑 werden
dann die Zernike-Koeffizienten 𝑐(𝑑+1) = (𝑐(𝑑+1)1 , 𝑐(𝑑+1)2 , ...)𝑇 aus Gleichung 2.7
bestimmt [39], indem das inverse Problem über ein Least-Squares-Verfahren
[67] gelöst wird:
𝑐(𝑑+1) = (𝐽𝑇𝑑 𝐽𝑑)−1𝐽𝑇𝑑 Δ𝐿𝑑. (2.8)
Dabei bezeichnet 𝑐(𝑑+1) die Schätzparameter [107] der unbekannten Zernike-Ko-
effizienten, 𝐽𝑑 die Jacobi-Matrix, die die partiellen Ableitungen der OPDs der
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betrachteten Quell-Pixel-Kombinationen bezüglich der Zernike-Koeffizienten
enthält: 𝐽𝑑𝑖𝑗 = 𝜕𝐿𝑑𝑖/𝜕𝑐𝑑𝑗 . Die Jacobi-Matrix trägt also die Informationen über
die charakteristischen Pfadlängenänderungen. Die Berechnung der Topographie-
Form erfolgt iterativ [39, 42], wobei 𝑇𝑑 in der ersten Iteration (𝑑 = 0) der
Design-Topographie entspricht und in den folgenden Iterationen durch 𝑇(𝑑+1)
der vorangegangenen Iteration ersetzt wird. 𝑑 kennzeichnet dabei die Anzahl
der bereits durchgeführten Iterationen. Die Simulation der OPDs wird dann
für die neu angenommene Topographie wiederholt und das Gleichungssystem
der Gleichung 2.8 in jedem Iterationsschritt gelöst. Dieser Vorgang wird wie-
derholt bis die Änderungen der Differenzen der OPDs 𝐿𝑑 −𝐿𝑑−1 zwischen dem
aktuellen und dem vorherigen Iterationsschritt kleiner sind als eine Vorgabe
(Abbruchkriterium) [39].
Bei der numerischen Berechnung der entsprechenden Einträge der Jacobi-Matrix
in Gleichung 2.8 werden die Einträge über einseitige numerische Differenzen-
quotienten [18] ermittelt [39, 80]:
𝐽𝑑𝑖𝑗 =
𝐿𝑑𝑖(𝑐𝑑𝑗 +Δ𝑐𝑑𝑗 )− 𝐿𝑑𝑖(𝑐𝑑𝑗 )
Δ𝑐𝑑𝑗
. (2.9)
Dazu muss die Simulation des vollständigen Experimentes in jedem Iterations-
schritt 𝑎 mal wiederholt werden, wenn 𝑎 die Anzahl der verwendeten Parameter
𝑐𝑑𝑗 (Zernike-Koeffizienten) ist. Somit hängt die Berechnungszeit der Jacobi-
Matrix auch von der gewählten Anzahl der Koeffizienten ab. Zudem muss die
Schrittweite Δ𝑐𝑑𝑗 geeignet gewählt werden, um numerische Fehler zu vermeiden
[33].
Zusammenfassend sind folgende Schritte notwendig, um die Grundform einer
Topographie aus den Messdaten zu rekonstruieren:
1. Interferometrische Messung der OPDs 𝐿 zwischen Quell-Pixel-Kombina-
tionen für die tatsächliche Topographie 𝑇 ,
2. Simulation der OPDs 𝐿𝑑 zwischen den Quell-Pixel-Kombinationen für
die Approximation der Topographie 𝑇𝑑,
3. Bestimmung der Jacobi-Matrix 𝐽𝑑, deren Einträge die partiellen Ablei-
tungen der OPDs bezüglich infinitesimaler Störungen der Koeffizienten
𝑐𝑑 der approximierten Topographie 𝑇𝑑 sind,
4. Lösung des inversen Problems 𝑐(𝑑+1) = (𝐽𝑇𝑑 𝐽𝑑)−1𝐽𝑇𝑑 Δ𝐿𝑑,
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5. Verwendung der Lösung zur Berechnung der neuen Soll-Topographie:
𝑇(𝑑+1)(𝑥, 𝑦) = 𝑇𝑑(𝑥, 𝑦) +
∑︀𝑎
𝑗=1 𝑐(𝑑+1)𝑗𝑍𝑗(𝑥, 𝑦), wobei 𝑑 die Anzahl bereits
durchgeführter Iterationen angibt.
6. Wiederholung der Schritte 2 bis 5 bis die Änderungen der Differenzen
der OPDs 𝐿𝑑 − 𝐿𝑑−1 zwischen dem aktuellen und dem vorherigen Itera-
tionsschritt kleiner sind als eine Vorgabe (Abbruchkriterium).
Die Aktualisierung der Jacobi-Matrix in jedem Iterationsschritt wird in der
bisherigen Umsetzung5 aufgrund des Zeitaufwands zur Berechnung nicht ausge-
führt, so dass in jedem Iterationsschritt die Jacobi-Matrix 𝐽0 verwendet wird.
Dies kann unter Umständen zu signifikanten Fehlern führen.
Bisher wurde das Rekonstruktionsverfahren in der Literatur [39] wie oben
beschrieben eingeführt. Allgemeiner wird in dem Rekonstruktionsverfahren die
Lösung der folgenden Optimierungsaufgabe gesucht:
𝑇 = argmin
Td
(‖𝐿− 𝐿𝑑(𝑇𝑑)‖), (2.10)
wobei 𝑇 die Topographie, 𝐿 die gemessenen OPDs und 𝐿𝑑(𝑇𝑑) die für die an-
genommene Topographie 𝑇𝑑 mit dem Interferometermodell simulierten OPDs
sind. Dabei handelt es sich um ein nichtlineares Optimierungsproblem, wobei
das oben beschriebene iterative Vorgehen ein konkretes Lösungsverfahren dafür
ist.
Die Rekonstruktion der hochfrequenten Topographie-Fehler erfolgt durch die
Projektion der Restfehler auf die Topographie [10, 38]. Das Verfahren unterliegt
der Annahme, dass das Messsystem selbst keine hochfrequenten Fehler aufweist
und somit die restlichen OPD-Differenzen, die nicht über die Zernike-Polynome
erfasst werden, ihre Ursache in der Abweichung der Topographie von ihrer
Approximation haben. Für das kalibrierte TWI-Modell sind sämtliche Wege
durch das System im Anschluss an die Rekonstruktion der Grundform bekannt
und die OPDs durch das Interferometer können für alle Pixel berechnet werden.
Aus der Differenz 𝐿− 𝐿𝑑 (wobei 𝑑 die Anzahl der durchgeführten Iterationen
angibt) der gemessenen OPDs zu den berechneten OPDs kann dann die hochfre-
quente Abweichung rekonstruiert werden, indem diese Restfehler-OPDs auf die
5Der Begriff „bisher“ bezieht sich, falls nicht anders gekennzeichnet, in der gesamten
Arbeit auf den Entwicklungsstand vom 15.02.2013 (Persönliche Mitteilung vom Institut
für Technische Optik, Universität Stuttgart, TWI-Quellcode).
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Topographie projiziert werden. Dies ist möglich, da aus dem Raytracing auch die
Schnittpunkte und Schnittwinkel aller Strahlen mit der Topographie bekannt
sind [10, 38]. Aus einem globalen, linearen Optimierungsalgorithmus können
somit die hochfrequenten Abweichungen der Topographie aus den Rest-OPDs
rekonstruiert werden. Die laterale Auflösung der finalen Rekonstruktion des
Prüflings ist dann nicht mehr durch die Polynom-Ordnung begrenzt, sondern
wird von der Auflösung der CCD-Kamera bestimmt [10].
Virtuelle Experimente sind Teil des TWI-Auswerteverfahrens, bei denen die
OPLs zwischen den Quellen und den Pixeln simuliert werden. Dazu wird ein ge-
eignetes Modell des optischen Aufbaus benötigt, welches kalibriert werden muss,
so dass das in den Simulationen verwendete Modell bestmöglich den realen
Messaufbau imitiert. Das verwendete Modell und die zugehörige Kalibrierung
werden im Folgenden dargestellt.
Black-Box Modell zur Simulation der OPLs
Um Retrace-Einflüsse in der Messdatenauswertung zu vermeiden, muss das
optische System charakterisiert werden. Dazu werden die OPLs zwischen den
Quellen und den Pixeln für die angenommene Topographie (Soll-Topographie)
bestimmt. Dies erfolgt durch eine Simulation der OPLs mit einem (kalibrierten)
Modell des optischen Messaufbaus. Um die OPLs in dem System zu simulieren,
muss das optische System angemessen modelliert werden.
In dem bisher umgesetzten Verfahren [63, 80] wird der optische Aufbau des
Messsystems auf ein sogenanntes Black-Box Modell reduziert, bei dem die
Linsensysteme, die unabhängig von der zu vermessenden Topographie sind,
jeweils über eine Black-Box beschrieben werden. Hierbei wird das System nur
von außen betrachtet, ohne dass Wissen über den internen Aufbau eingesetzt
wird. Vielmehr sind die Eingabedaten und das aus diesen resultierende Ergebnis
von Interesse. Analog sind bei dem Modell des TWIs die OPLs zwischen dem
Ein- und Ausgang eines Linsensystems von Interesse, während die genauen
Linsenpositionen, Materialien und sonstigen Eigenschaften, die diese OPLs am
Ausgang erzeugen, nicht von Interesse sind [63].
Das TWI-Modell, das bisher verwendet wird [63], besteht aus zwei Black-Box
Systemen (vgl. Abbildung 2.4): Mit der ersten Black-Box wird das Interferome-
ter von der Quellebene bis zu dem Testraum und mit der zweiten Black-Box
zwischen dem Testraum und dem Detektor beschrieben [6, 9, 80]. Um das
Modell zu erstellen, müssen die OPLs zwischen dem Eingang und dem Ausgang
dieser beiden Black-Box Systeme bestimmt und parametrisiert werden. Dieses
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TWI-Modell wird im Folgenden auch mit Black-Box-TWI-Modell bezeichnet,
um zu kennzeichnen, dass es sich um das Black-Box-Modell handelt, welches
bisher [80] angewendet wird. Dazu werden zwei Referenzebenen eingeführt (s.
Abbildung 2.4.: Schematische Darstellung der Black-Box Beschreibung des
TWIs: Die erste Black-Box beinhaltet die Pfade zwischen der Quell-Ebene und
dem Testraum und beschreibt somit die Pfade durch Strahlteiler, Kollimator
und Objektiv. Diese OPLs werden in der Referenzebene 𝐸𝑄 parametrisch
modelliert. Die zweite Black-Box beinhaltet die Pfade zwischen dem Testraum
und der Pixel-Ebene und beschreibt somit die Pfade durch Abbildungsoptik,
Strahlteiler, Kollimator und Objektiv. Diese OPLs werden in der Referenzebene
𝐸𝑃 parametrisch modelliert.
Abbildungen 2.4 und 2.5), in denen die OPLs parametrisiert werden [39, 80].
Die Quell-Referenzebene 𝐸𝑄 befindet sich direkt hinter dem Objektiv und somit
am Ausgang der ersten Black-Box. In dieser werden die OPLs der Strahlen,
die von den Quellen kommend das Objektiv verlassen und in den Testraum
gelangen, wo sich der Messkörper befindet, parametrisiert [39]. In der Pixel-
Referenzebene 𝐸𝑃 , die sich am Ausgang der zweiten Black-Box befindet, (s.
Abbildung 2.5) werden die OPLs der von den Pixeln des Detektors zum Tes-
traum verlaufenden Strahlen parametrisiert [39].
Um die OPLs in den Referenzebenen parametrisch zu modellieren, werden die
entsprechenden OPLs für das Design des optischen TWI-Aufbaus einmalig unter
Verwendung eines kommerziellen Optik-Design Programms mittels Raytracing
bestimmt [8, 39], indem jeweils ein Strahlenbündel ausgehend von jeder Quelle
bzw. jedem Pixel durch das System bis zu der Quell- bzw. Pixel-Referenzebene
verfolgt wird. Anschließend werden die OPLs, z.B. mit Zernike-Polynomen,
modelliert [63].
Die Parametrisierung erfolgt für jede Quell- bzw. Pixelposition in Abhängigkeit
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Abbildung 2.5.: Schematischer Aufbau des TWIs mit Lage der Quell-
Referenzebene 𝐸𝑄 und Lage der Pixel-Referenzebene 𝐸𝑃 .
von den normalisierten Koordinaten des Schnittpunktes mit der Quell- bzw.
Pixel-Referenzebene (𝑢, 𝑣) bzw. (𝑚,𝑛) (im Folgenden mit „Ortsabhängigkeit“
bezeichnet). Die so erzeugten Polynom-Koeffizienten werden wiederum über
die Abhängigkeit von der normalisierten Quell- bzw. Pixelposition (𝑈, 𝑉 ) bzw.
(𝑀,𝑁) (im Folgenden mit „Feldabhängigkeit“ bezeichnet) modelliert, so dass
man für die OPLs in der Quell-Referenzebene folgenden Ausdruck erhält [8, 63]:
𝐿𝑄(𝑈, 𝑉, 𝑢, 𝑣) =
∑︁
𝑖
(︃∑︁
𝑗
𝑄𝑖𝑗𝑍𝑗(𝑈, 𝑉 )
)︃
𝑍𝑖(𝑢, 𝑣). (2.11)
Dabei ist 𝑄 ein zweidimensionales Feld, das die Polynom-Koeffizienten der Orts-
und Feldabhängigkeit enthält (Koeffizientenmatrix). Die Indizes 𝑖, 𝑗 bezeichnen
jeweils den Index des Zernike-Koeffizienten nach Gleichung 2.3 für die orts- (𝑖)
bzw. feldabhängige (𝑗) Zernike-Polynom-Funktion. Analog erhält man für die
OPLs in der normalisierten Pixel-Referenzebene (𝑚,𝑛) folgenden Ausdruck in
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Abhängigkeit von den normalisierten Pixelkoordinaten (𝑀,𝑁) [8, 63]:
𝐿𝑃 (𝑀,𝑁,𝑚, 𝑛) =
∑︁
𝑘
(︃∑︁
𝑙
𝑃𝑘𝑙𝑍𝑙(𝑀,𝑁)
)︃
𝑍𝑘(𝑚,𝑛). (2.12)
Dabei ist 𝑃 ein zweidimensionales Feld, das die Polynom-Koeffizienten der
Orts- (𝑘) und Feldabhängigkeit (𝑙) enthält (Koeffizientenmatrix).
Als Kompromiss zwischen Genauigkeit und Rechenzeit (bzw. Matrixgröße) wer-
den für die Parametrisierung der Ortsabhängigkeit in der Quell-Referenzebene
derzeit typischerweise etwa 55 Koeffizienten und für die Parametrisierung der
Feldabhängigkeit in dieser Ebene etwa 15 Koeffizienten verwendet, so dass
die Ebene 𝐸𝑄 derzeit mit etwa 55 · 15 = 825 Koeffizienten beschrieben wird6.
Für die Parametrisierung der Ortsabhängigkeit in der Pixel-Referenzebene 𝐸𝑃
werden derzeit etwa 15 und für die Parametrisierung der Feldabhängigkeit in
dieser Ebene etwa 36 Koeffizienten verwendet, so dass die Ebene 𝐸𝑃 derzeit
mit etwa 15 · 36 = 540 Koeffizienten beschrieben wird 6. Die deutlich geringere
Koeffizientenanzahl für die Parametrisierung der Ortsabhängigkeit in der Pixel-
Referenzebene ist darin begründet, dass es sich hier aufgrund des optischen
TWI-Aufbaus um nahezu ebene Wellenfronten handelt, während es sich bei
den Wellenfronten in der Quell-Referenzebene um sphärische Wellenfronten
handelt. Für die Modellierung der sphärischen Grundform ist eine größere
Anzahl an Zernike-Koeffizienten notwendig, als für die Modellierung einer Ebe-
ne, da die Modellierung der sphärischen Grundform bereits eine hohe radiale
Zernike-Ordnung 𝜂 erfordert. Die Feldabhängigkeit der Parametrisierung lässt
sich jedoch für die Quell-Wellenfronten mit deutlich weniger Koeffizienten
beschreiben. Diese Eigenschaften des TWI-Modells und die Genauigkeit dieser
OPL-Modellierungen werden in Kapitel 3.4.2 untersucht.
Mit Hilfe der Funktionen 𝐿𝑄 und 𝐿𝑃 lassen sich die Richtungsvektoren der
Strahlen an den Referenzebenen gemäß Gleichung 2.6 bestimmen [63].
Damit können die OPLs zwischen den Quellen und den Pixeln des TWI-Modells
bestimmt werden: Für eine bekannte Topographie 𝑇 , die sich im Testraum an
einer bekannten Position (𝑥𝑝, 𝑦𝑝, 𝑧𝑝) befindet, können die optischen Pfade ermit-
telt werden, die von einer Quellposition (𝑈, 𝑉 ) über die Topographie, an der das
Reflexionsgesetz gültig ist, zu einem Pixel (𝑀,𝑁) führen [63]. Dazu wurde ein
iterativer Algorithmus entwickelt [63], bei dem der gültige Pfad zwischen den
Referenzebenen gesucht wird. Für den gültigen Pfad ist das Reflexionsgesetz an
6Institut für Technische Optik (Quellcode, Stand: 15.02.2013)
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der Topographie erfüllt und die Richtungen des Pfades in den Schnittpunkten
mit den Referenzebenen stimmen mit den partiellen Ableitungen der dortigen
OPLs gemäß Gleichung 2.6 überein (vgl. Abbildung 2.6). Unter der Bedingung,
dass es keine Kaustiken im System gibt [63], existiert jeweils für eine Verbin-
dung von einer Quelle zu einem Pixel (Quell-Pixel-Kombination) und für eine
Position der Topographie nur ein gültiger optischer Pfad. Die Bestimmung
der OPDs beruht in der bisherigen Umsetzung des TWI-Verfahrens somit
stets auf einem speziellen iterativen „Strahlfindungsalgorithmus“ [63] statt
auf üblichen Raytracing- und Rayaiming-Methoden (s. Kapitel 3.3). Mit Hilfe
des iterativen Algorithmus und der parametrisierten Referenzebenen können
dann die vollständigen OPDs zwischen den Quellen und den Pixeln aus dem
Zusammenhang
𝐿(𝑈, 𝑉,𝑀,𝑁, 𝑢, 𝑣,𝑚, 𝑛, 𝑇, 𝑥𝑝, 𝑦𝑝, 𝑧𝑝) = 𝐿𝑄(𝑈, 𝑉, 𝑢, 𝑣) + 𝐿𝑃 (𝑀,𝑁,𝑚, 𝑛)
+ 𝐿𝑇 (𝑢, 𝑣,𝑚, 𝑛, 𝑇, 𝑥𝑝, 𝑦𝑝, 𝑧𝑝)− 𝐿𝑅(𝑀,𝑁) (2.13)
bestimmt werden (siehe Abbildung 2.6). Dabei sind 𝐿𝑄 und 𝐿𝑃 jeweils die
OPLs von Strahlpfaden, die von einer Quelle bzw. einem Pixel bis zu den
entsprechenden Referenzebenen führen. 𝐿𝑅 bezeichnet die OPL des Strahls,
der aus dem Referenzstrahlengang auf den jeweiligen Pixel des Detektor trifft.
𝐿𝑇 ist die OPL des optischen Pfads zwischen den beiden Referenzebenen für
eine Topographie 𝑇 des Messobjekts, die sich an der Position 𝑠𝑝 = (𝑥𝑝, 𝑦𝑝, 𝑧𝑝)𝑇
befindet. Diese OPL ist von der Topographie abhängig und wird numerisch
über den speziellen „Strahlfindungsalgorithmus“ bestimmt [63]. Die Schnitt-
punktkoordinaten mit den beiden Referenzebenen (𝑢, 𝑣) und (𝑚,𝑛) ergeben
sich aus diesem „Strahlfindungsalgorithmus“ und müssen nicht vorgegeben
werden, sofern keine Kaustiken in der Nähe der Referenzebenen vorliegen [8].
Ein solches Black-Box Modell ist für die Bestimmung der optischen Pfade eines
optischen Systems zulässig, wenn die Gesetze der geometrischen Optik gültig
sind (d.h., wenn Welleneigenschaften vernachlässigt werden können) und das
System keine Kaustiken aufweist [39]. Denn dann ist die Funktion, die die OPL
am Ausgang des Linsensystems beschreibt, nach der Hamilton Optik [17] eine
sogenannte Punkt-Charakteristik des optischen Systems und die OPL zwischen
einem Punkt am Eingang des Systems und einem Punkt am Ausgang des
Systems ist eindeutig bestimmt [39]. Details zu der Gültigkeit des gewählten
Modells wurden von Garbusi et al. gezeigt [39].
Bei diesem Verfahren zur Bestimmung der OPLs am TWI wird vorausgesetzt,
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Abbildung 2.6.: Bestimmung der gesamten OPL am TWI: Die OPL ergibt
sich aus den Werten der Polynome 𝐿𝑄 und 𝐿𝑃 an den Schnittpunkten des
Strahls mit den Referenzebenen. An der Topographie 𝑇 des Messobjekts ist das
Reflexionsgesetz gültig. Je nach Position der Topographie, muss der reflektierte
Strahl ggf. rückwärtig verlängert werden, so dass dieser die Referenzebene 𝐸𝑃
schneidet. Bei rückwärtiger Verlängerung erhält die Strecke 𝑠2 ein negatives
Vorzeichen.
dass die Parametrisierung der OPLs hinreichend genau ist. Untersuchungen
dazu werden in Kapitel 3.4.2 gezeigt.
Kalibrierung des Black-Box-TWI-Modells
Die Modellparameter 𝛽𝑑 = (𝑄𝑑11 , 𝑄𝑑12 , ..., 𝑃𝑑11 , 𝑃𝑑12 , ...)𝑇 , die für die Simulation
der Messdaten verwendet werden, basieren zunächst (𝑑 = 0) auf dem optischen
Design des Interferometers, obwohl Justage- und Produktionsfehler zu Abwei-
chungen des optischen Aufbaus von diesem Design führen. Aus diesem Grund
müssen die Parameter in einer Kalibrierung korrigiert werden, so dass das Mo-
dell bestmöglich das reale Messgerät imitiert und sichergestellt wird, dass die in
der Rekonstruktion verwendeten Pfadlängendifferenzen Δ𝐿𝑑 ausschließlich auf
die Abweichungen der Topographie von der Soll-Topographie zurückzuführen
sind.
Dazu werden Messungen mit bekannten Kalibrier-Objekten an verschiedenen
Positionen im Messraum durchgeführt [6, 8, 37, 80]. Diese Messungen werden
benutzt, um eine Korrekturfunktion zu erstellen, die die Abweichungen zwischen
dem TWI-Modell und dem tatsächlichen optischen System berücksichtigt.
Als Kalibrier-Topographien werden derzeit bekannte Kugeln mit verschiede-
nen Radien verwendet [8]. Durch die Nutzung verschiedener Kugelpositionen
können unterschiedliche Quell-Pixel-Kombinationen realisiert werden, deren
OPDs genutzt werden, um das Modell zu korrigieren. Die Kalibrierpositionen
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und Kugelradien sind so zu wählen, dass sämtliche Wellenfronten in den beiden
Referenzebenen ausreichend beschrieben werden können und der vollständige
Testraum abgedeckt wird [8, 63].
Basierend auf optischer Störungsrechnung [17, 39, 88, 100] wird die Änderung
der OPDs zwischen dem angenommenen Modell und dem tatsächlichen Modell
genutzt, um die Korrektur der Modellparameter zu bestimmen, indem die Ände-
rung der OPDs als Linearkombination der charakteristischen OPD-Störungen,
die von bekannten, kleinen Störungen einzelner Modellparameter hervorgerufen
werden, ausgedrückt wird [39, 63, 80]. Diese Berechnung der Modellkorrektur
erfolgt in einem Iterationsverfahren. Für die Berechnung der Modellparameter
ergibt sich in jedem Iterationsschritt 𝑑 (𝑑 = Anzahl bereits durchgeführter
Iterationen) die Gleichung
𝛽(𝑑+1) = 𝛽𝑑 +Δ𝛽(𝑑+1). (2.14)
Dabei bezeichnet Δ𝛽(𝑑+1) = (Δ𝑄𝑇(𝑑+1),Δ𝑃 𝑇(𝑑+1))𝑇 mit Δ𝑄(𝑑+1) = (Δ𝑄(𝑑+1)11 ,
Δ𝑄(𝑑+1)12 , ...)
𝑇 , Δ𝑃(𝑑+1) = (Δ𝑃(𝑑+1)11 ,Δ𝑃(𝑑+1)12 , ...)𝑇 die Abweichungen der Po-
lynom-Koeffizienten, die die OPLs in den Referenzebenen des TWI-Modells
korrigieren. Die Approximation 𝛽𝑑 der Modellparameter kann dabei gleich den
Design-Parametern des TWIs (𝑑 = 0) oder eine Zwischenlösung innerhalb des
iterativen Lösungsverfahrens sein.
Die bekannten Kalibrier-Topographien werden zunächst verwendet, um für
gültige Quell-Pixel-Kombinationen die OPDs 𝐿 am Messgerät zu messen [80].
Aus der Differenz der gemessenen und mit Hilfe des Modells simulierten OPDs
Δ𝐿𝑑 = 𝐿−𝐿𝑑 werden dann in jedem Iterationsschritt mittels Lösung eines wei-
teren inversen Problems die Abweichungen Δ𝛽(𝑑+1) der Polynom-Koeffizienten
bestimmt:
Δ?^?(𝑑+1) = (𝐵
𝑇
𝑑 𝐵𝑑)−1𝐵𝑇𝑑 Δ𝐿𝑑, (2.15)
wobei Δ?^?(𝑑+1) die geschätzten Abweichungen der Polynom-Koeffizienten sind
und die Jacobi-Matrix 𝐵𝑑 die partiellen Ableitungen aller OPDs 𝐿𝑑 in Bezug
auf die Variation eines Koeffizienten 𝑄𝑑𝑖𝑗 und 𝑃𝑑𝑘𝑙 in einem Iterationsschritt 𝑑
enthält:
𝐵𝑑 =
⎡⎢⎢⎣
𝜕𝐿𝑑1
𝜕𝑄𝑑11
𝜕𝐿𝑑1
𝜕𝑄𝑑12
· · · 𝜕𝐿𝑑1
𝜕𝑃𝑑11
𝜕𝐿𝑑1
𝜕𝑃𝑑12
· · ·
...
...
...
...
...
...
𝜕𝐿𝑑max
𝜕𝑄𝑑11
𝜕𝐿𝑑max
𝜕𝑄𝑑12
· · · 𝜕𝐿𝑑max
𝜕𝑃𝑑11
𝜕𝐿𝑑max
𝜕𝑃𝑑12
· · ·
⎤⎥⎥⎦ . (2.16)
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Der Index max kennzeichnet die Anzahl der verwendeten Quell-Pixel-Kom-
binationen. Die OPLs, die aus dem Referenzstrahlengang auf den Detektor
treffen, sind für jedes Pixel stets identisch, so dass die Korrektur dieser OPLs
𝐿𝑅 (vgl. Gleichung 2.13) in der Korrektur des Offsets der Pixel-Referenzebene
inbegriffen ist [63].
Damit die Kalibrier-Topographien nicht perfekt positioniert werden müssen,
wird deren Position ebenfalls aus den Messdaten geschätzt [80]. Deswegen wird
die Jacobi-Matrix 𝐵𝑑 um zusätzliche Spalten 𝐵𝑑𝑆 , die die partiellen Ableitungen
der OPDs in Bezug auf die Positionen der Kalibrier-Topographien enthalten,
erweitert. Die neue Jacobi-Matrix 𝐴𝑑 in einem Iterationsschritt 𝑑 ergibt sich
dann aus:
𝐴𝑑 =
[︀
𝐵𝑑 𝐵𝑑𝑆
]︀
, (2.17)
mit
𝐵𝑑𝑆 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜕𝐿𝑑1
𝜕𝑥𝑑𝑝1
𝜕𝐿𝑑1
𝜕𝑦𝑑𝑝1
𝜕𝐿𝑑1
𝜕𝑧𝑑𝑝1
0 0 0 · · ·
...
...
...
...
...
...
...
𝜕𝐿𝑑num1
𝜕𝑥𝑑𝑝1
𝜕𝐿𝑑num1
𝜕𝑦𝑑𝑝1
𝜕𝐿𝑑num1
𝜕𝑧𝑑𝑝1
0 0 0 · · ·
0 0 0
𝜕𝐿𝑑num1+1
𝜕𝑥𝑑𝑝2
𝜕𝐿𝑑num1+1
𝜕𝑦𝑑𝑝2
𝜕𝐿𝑑num1+1
𝜕𝑧𝑑𝑝2
· · ·
...
...
...
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(2.18)
wobei 𝑑 erneut die Anzahl bisher durchgeführter Iterationen kennzeichnet und
num1 die Anzahl der verwendeten Quell-Pixel-Kombinationen innerhalb der
ersten Kugelposition indiziert. Das heißt, die Spaltenanzahl der ursprünglichen
Jacobi-Matrix 𝐵𝑑 wird um die dreifache Anzahl der Kugelpositionen erweitert,
während die Anzahl der Zeilen erhalten bleibt. Der Vektor der unbekannten
Parameter Δ𝛽(𝑑+1) (Gleichung 2.15) erweitert sich entsprechend um die un-
bekannten Kugelpositionen, so dass sich der Vektor sämtlicher unbekannter
Parameter
Δ𝛼(𝑑+1) = (Δ𝛽𝑇(𝑑+1),Δ𝑇
𝑇
(𝑑+1))𝑇 = (Δ𝑄𝑇(𝑑+1),Δ𝑃 𝑇(𝑑+1),Δ𝑇 𝑇(𝑑+1))𝑇 , (2.19)
mit
Δ𝑇(𝑑+1) = (Δ𝑥(𝑑+1)𝑝1 ,Δ𝑦(𝑑+1)𝑝1 ,Δ𝑧(𝑑+1)𝑝1 ,Δ𝑥(𝑑+1)𝑝2 ,Δ𝑦(𝑑+1)𝑝2 ,
Δ𝑧(𝑑+1)𝑝2 , ...)
𝑇 (2.20)
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ergibt. Das vollständige inverse Problem der Kalibrierung lautet somit:
Δ?^?(𝑑+1) = (𝐴𝑇𝑑𝐴𝑑)−1𝐴𝑇𝑑Δ𝐿𝑑. (2.21)
Das inverse Problem der Kalibrierung wird nach Gleichung 2.21 im Sinne einer
Least-Squares Optimierung [67] gelöst [8]. Aus der Gleichung 2.21 erhält man
nach jedem Iterationsschritt 𝑑 die Korrektur der Koeffizienten und Kugelposi-
tionen, so dass sich die neuen Modellparameter aus Gleichungen 2.14 und 2.19
ergeben.
Die Einträge der Jacobi-Matrix 𝐴𝑑 in Gleichung 2.21 werden über einseitige
numerische Differenzenquotienten [18] bestimmt [39, 80]. Ein Eintrag wird nach
Ausführung einer Simulation des vollständigen Experimentes durch eine kleine
Änderung eines einzelnen Parameters (hier 𝑄𝑖𝑗) mit der Gleichung
𝜕𝐿ray
𝜕𝑄𝑖𝑗
= 𝐿ray(𝑄𝑖𝑗 +Δ𝑄𝑖𝑗)− 𝐿ray(𝑄𝑖𝑗)Δ𝑄𝑖𝑗 (2.22)
berechnet, wobei der Index ray die Nummer der betrachteten Quell-Pixel-
Kombination und damit die Zeile der Jacobi-Matrix 𝐴𝑑 indiziert. Um die
Jacobi-Matrix 𝐴𝑑 für die Kalibrierung zu berechnen, muss die vollständige
Simulation des nominellen Experimentes 𝑤 mal wiederholt werden, wobei 𝑤 die
Summe aus der Anzahl der Koeffizienten 𝑄𝑖𝑗 und der Anzahl der Koeffizienten
𝑃𝑘𝑙 plus drei weiteren Simulationen, in denen die drei Raumrichtungen der
Kugelpositionen variiert werden, ist. Werden die OPLs von der Quellebene bis
zur Quell-Referenzebene 𝐸𝑄 mit 55 Koeffizienten für das ortsabhängige und
15 Koeffizienten für das feldabhängige Polynom, d.h. insgesamt 55 · 15 = 825
Koeffizienten parametrisiert und die OPLs zwischen der CCD-Kamera und der
Pixel-Referenzebene mit 15 Koeffizienten für das ortsabhängige und 36 Koeffizi-
enten für das feldabhängige Polynom, d.h. insgesamt 15 · 36 = 540 Koeffizienten
parametrisiert, so muss die vollständige Simulation derzeit 825+ 540+ 3 = 1368
mal wiederholt werden. Die Rechenzeit zur Erstellung der Jacobi-Matrix ska-
liert somit deutlich mit der Anzahl der verwendeten Koeffizienten. Zudem muss
die numerische Schrittweite für alle Koeffizienten geeignet ausgewählt werden,
um numerische Fehler zu vermeiden.
Damit das inverse Problem eindeutig lösbar wird, sind außerdem Nebenbe-
dingungen notwendig, die zum einen die Mehrdeutigkeit zwischen den Piston-
Termen (vgl. Tabelle 2.1) in den beiden Referenzebenen beheben und zum
anderen das Koordinatensystem im Testraum definieren. Die zuletzt genannten
Nebenbedingungen wurden kürzlich von Baer et al. [8] aufgestellt.
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Zusammenfassend werden die folgenden Schritte zur Kalibrierung des TWI-
Modells durchgeführt:
1. Interferometrische Messung der OPDs 𝐿 zwischen Quell-Pixel Kombina-
tionen am TWI für verschiedene Positionen bekannter Kugeln.
2. Bestimmung der nominellen OPLs zwischen Quellen und Quell-Referenz-
ebene sowie Pixeln und Pixel-Referenzebene mit Hilfe eines Optik-Design
Programms.
3. Zernike-Fit der nominellen OPLs in den Referenzebenen: Die OPLs zwi-
schen jeder Quelle und ausgewählten Punkten der Quell-Referenzebene
𝐸𝑄 bzw. zwischen den Pixeln und ausgewählten Punkten der Pixel-
Referenzebene 𝐸𝑃 werden zuerst in Abhängigkeit von den Koordinaten
in den Referenzebenen mit einem Polynom parametrisiert. Anschlie-
ßend werden die erzeugten Polynomkoeffizienten in Abhängigkeit von
den Quell- bzw. Pixelkoordinaten mit einem Polynom parametrisiert.
Ergebnis: Die nominellen Koeffzientenmatrizen 𝑄0 und 𝑃0 bzw. die nomi-
nellen Koeffizientenvektoren 𝑄0 und 𝑃0, die die Einträge der nominellen
Koeffizietenmatrizen enthalten.
4. Simulation der OPDs 𝐿𝑑 zwischen den Quell-Pixel Kombinationen für das
TWI-Modell 𝛼𝑑 = (𝑄𝑇𝑑 ,𝑃 𝑇𝑑 ,𝑇 𝑇𝑑 )𝑇 durch Ermittlung der Pfade zwischen
den Referenzebenen für verschiedene Kugelpositionen 𝑇𝑑. 𝑑 kennzeichnet
die Anzahl der bereits durchgeführten Iterationen und ist zunächst gleich
Null.
5. Bestimmung der Jacobi-Matrix 𝐴𝑑, deren Einträge die partiellen Ablei-
tungen der OPDs bezüglich infinitesimaler Störungen der Parameter 𝛼𝑑
sind.
6. Lösung des inversen Problems Δ?^?(𝑑+1) = (𝐴𝑇𝑑𝐴𝑑)−1𝐴𝑇𝑑 (𝐿− 𝐿𝑑).
7. Verwendung der Lösung zur Berechnung des neuen nominellen TWI-
Modells: 𝛼(𝑑+1) = 𝛼𝑑 +Δ𝛼(𝑑+1), wobei 𝑑 die Anzahl der durchgeführten
Iterationen angibt.
8. Wiederholung der Schritte 4 bis 7 bis die Änderungen der Differenz 𝐿𝑑 −
𝐿𝑑−1 zwischen dem aktuellen und dem vorherigen Iterationsschritt kleiner
sind als eine Vorgabe. Der Lösungsvektor 𝛼 der letzten Iteration enthält
dann die kalibrierten Modellparameter 𝛽korr = (𝑄11korr , 𝑄12korr , ..., 𝑃11korr ,
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𝑃12korr , ...)𝑇 , wobei der Index korr anzeigt, dass es sich um die dem Zustand
des Messsystems entsprechenden korrigierten Parameter handelt.
Die Aktualisierung der Jacobi-Matrix 𝐴𝑑 in jedem Iterationsschritt wird in
der bisherigen Umsetzung7 aus Rechenzeitgründen nicht ausgeführt, so dass in
jedem Iterationsschritt die Jacobi-Matrix 𝐴0 verwendet wird. Dies kann unter
Umständen zu signifikanten Fehlern führen.
Bisher wurde das Verfahren der Kalibrierung in der Literatur [39] wie oben be-
schrieben eingeführt. Allgemeiner wird auch in dem Verfahren zur Kalibrierung
die Lösung der folgenden Optimierungsaufgabe gesucht:
?^? = argmin
𝛼d
(‖𝐿− 𝐿𝑑(𝛼𝑑)‖), (2.23)
wobei 𝛼 die Modellparameter, 𝐿 die gemessenen OPDs und 𝐿𝑑(𝛼𝑑) die für die
angenommenen Modellparameter 𝛼𝑑 mit dem Interferometermodell simulierten
OPDs sind. Dabei handelt es sich um ein nichtlineares Optimierungsproblem,
wobei das oben beschriebene iterative Vorgehen ein konkretes Lösungsverfahren
dafür ist.
Charakterisierung inverser Probleme
Unter einem inversen Problem versteht man im Allgemeinen das Schließen von
einem beobachteten Effekt auf dessen Ursache [87]. Im Speziellen haben die
inversen Probleme beim TWI das Ziel, von gemessenen OPD-Änderungen auf
die Abweichung der Topographie (Rekonstruktion der Topographie) bzw. auf die
Abweichung der Modellparameter (Kalibrierung) von ihrem Design zu schließen.
Als Beispiel wird hier die Rekonstruktion der Topographie betrachtet. Hier
beschreibt eine Modellfunktion 𝑔 den Zusammenhang zwischen den gemessenen
OPD-Änderungen Δ𝐿 und den gesuchten Parametern der Topographie 𝑐:
Δ𝐿 = 𝑔(𝑐). (2.24)
Um nun von den Daten Δ𝐿 auf die Parameter der Topographie 𝑐 zu schließen,
wird eine Abbildung von den Daten auf die Parameter benötigt. Nach Hadamard
[49] handelt es sich um ein gut gestelltes Problem, wenn
1. diese Abbildung existiert,
7Institut für Technische Optik (Quellcode, Stand: 15.02.2013)
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2. die Abbildung eindeutig ist und
3. die Abbildung stetig von den Eingangsdaten abhängt, so dass kleine Än-
derungen der Eingangsdaten auch zu kleinen Änderungen der Abbildung
führen.
Wenn nicht alle drei Bedingungen erfüllt sind, ist das Problem nach Hadamard
[49] schlecht gestellt. In der Praxis sind inverse Probleme oft schlecht oder
nahezu schlecht gestellt, insbesondere, weil die Bedingung (3) [87] aufgrund
von zu starker Verstärkung von Rauschen verletzt wird. Um solche Probleme
dennoch zu lösen, werden verschiedene Lösungsverfahren und Regularisierungs-
methoden [59, 72, 87] eingesetzt.
Beim TWI müssen zwei inverse Probleme gelöst werden: Ein inverses Problem
für die Kalibrierung und ein Weiteres für die Rekonstruktion der Topographie.
Bei dem inversen Problem der Kalibrierung handelt es sich um ein schlecht
gestelltes Problem. Hier werden Regularisierungsmethoden eingesetzt, um dies
zu beheben [8]. Im Rahmen der vorliegenden Arbeit wird eine perfekte Ka-
librierung angenommen und es wird das Problem der Rekonstruktion der
Topographie untersucht. Zunächst werden Grundsatzuntersuchungen durchge-
führt (Kapitel 4), bei denen vereinfachende Annahmen getroffen werden. Bei
diesen Untersuchungen ist das inverse Problem der Rekonstruktion gut gestellt
und kann über die Methode der kleinsten Quadrate (Least-Squares) [25] gelöst
werden. Im zweiten Schritt der Arbeit (Kapitel 6) werden realistischere Bedin-
gungen untersucht. Durch die fehlende Absolutinformation der Daten wird das
Problem zu einem nahezu schlecht gestellten Problem und die Ursachen und
Auswege werden in Kapitel 6 diskutiert.
2.3. TWI: Vorteile und Herausforderungen
Das TWI ist ein vielversprechendes, neuartiges Messgerät zur Formmessung
von Asphären und Freiformen. Vorteilhaft ist die gleichzeitige Vermessung der
gesamten Topographie mit vier Einzelmessungen, bei denen jedoch weder die
Topographie noch der gesamte Messaufbau mechanisch bewegt werden müssen.
Lediglich eine Blende wird zwischen 4 möglichen Positionen bewegt, um zu
erreichen, dass bei den 4 Einzelmessungen jeweils nur jede vierte Quelle aktiv ist.
Die Bewegung der Blende ist zweckmäßig, um eine getrennte Auswertung der
Subaperturen, die durch die einzelnen Quellen erzeugt werden, zu ermöglichen.
Die Genauigkeit in der Bewegung dieser Blende ist aber für die Genauigkeit
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des Messverfahrens unkritisch, da die einzelnen Quellen einen Abstand von
mehreren Millimetern bei einer nahezu punktförmigen Ausdehnung (ca. 30 µm)
haben [42]. Durch die verschieden zueinander verkippten Wellenfronten können
unter Beibehaltung des Aufbaus unterschiedliche Oberflächenformen vermessen
werden. Daher ermöglicht das Verfahren grundsätzlich eine schnelle und kontakt-
lose Messdatenaufnahme ohne bewegliche Komponenten und ohne individuelle
Anpassung eines Kompensationselementes für unterschiedliche asphärische
und freigeformte Prüfkörper. Durch den speziellen optischen Aufbau werden
prinzipiell Effekte der Vignettierung und Unterabtastung abgefangen und die
Messdatenaufnahme auch für große Abweichungen von der Nulltest-Bedingung
ermöglicht. Die oben beschriebene Kalibrierung des Interferometers führt zu
einer Kompensation der Retrace-Einflüsse. In ersten Simulationsergebnissen
wurde die Realisierbarkeit des Verfahrens gezeigt und anschließend auch durch
experimentelle Ergebnisse eines Laboraufbaus verifiziert [6, 7, 37, 39, 63].
Um das TWI jedoch für höchstgenaue metrologische Aufgaben einsetzbar zu
machen, müssen die Grenzen und Möglichkeiten des Verfahrens schrittweise
untersucht und Genauigkeiten unter Berücksichtigung sämtlicher Justagepara-
meter abgeschätzt und ggf. verbessert werden.
Sowohl die Kalibrierung des optischen Systems als auch die Rekonstruktion
der Topographie basieren auf der Lösung sehr komplexer inverser Probleme.
Die Vielzahl der Parameter und Einflussgrößen erschwert eine Abschätzung der
Auswirkungen einzelner Parameter auf die erzielbaren Genauigkeiten und die
Bestimmung der Grenzen des Verfahrens. Für solche Untersuchungen eignet
sich eine systematische Untersuchung des Verfahrens mit virtuellen Experimen-
ten und eine geeignete Idealisierung für prinzipielle Untersuchungen.
Eine Besonderheit des TWI-Verfahrens ist, dass virtuelle Experimente Teil des
Auswerteverfahrens sind. In der bisherigen Auswertesoftware basieren diese
virtuellen Experimente jedoch auf einem reduzierten optischen Modell des
optischen Systems, einem sogenannten Black-Box Modell. Dies macht die Un-
tersuchung des Einflusses von physikalischen Justageparametern des Systems
unhandlich und stellte eine Motivation für die Entwicklung einer eigenständigen
Auswertesoftware, die auf einer weitgehend physikalischen Modellierung des op-
tischen Systems basieren sollte, dar. Eine solche Modellierung bietet den Vorteil,
dass der Einfluss der wesentlichen Systemparameter, wie z. B der Linsenradien,
der asphärischen Parameter, der hochfrequenten Abweichungen auf den Linsen
oder der Justageparameter, etc., auf die erzielbare Kalibrier- und Rekonstruk-
tionsgenauigkeit systematisch untersucht werden kann. Dies ermöglicht eine
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realistische Einschätzung der Grenzen des Verfahrens sowie der wesentlichen
Einflussgrößen, die die Genauigkeit der Rekonstruktion beeinflussen und damit
eine Optimierung des Interferometers und des Auswerteverfahrens.
Außerdem ist die Anzahl der Parameter zur Beschreibung der OPLs in den
Referenzebenen begrenzt, so dass das TWI-Kalibrierverfahren auf der Annahme
beruht, dass das optische System keine hochfrequenten Abweichungen aufweist.
Hochfrequente Fehler innerhalb des optischen Systems, d.h. zum Beispiel auf
den optischen Oberflächen der Linsen, müssen in dem Messaufbau vermieden
werden, da diese nicht korrigiert werden und in der Rekonstruktion zu Fehlern
führen können. Zur Bestimmung der Genauigkeit müssen die aus hochfrequen-
ten Abweichungen resultierenden Fehler ebenfalls abgeschätzt werden. Dies ist
jedoch nur mit einer hochgenauen physikalischen Modellierung der optischen
Flächen möglich.
Ferner ist das Verfahren in der bisherigen Umsetzung sehr rechenintensiv.
Insbesondere die Bestimmung der notwendigen Jacobi-Matrizen über nume-
rische Differenzenquotienten nimmt mit zunehmender Anzahl der Parameter
zunehmend Rechenzeit in Anspruch und führt dazu, dass in der bisherigen
Umsetzung des Verfahrens eine Aktualisierung der beiden Jacobi-Matrizen in
jedem Iterationsschritt vermieden wird. Dies kann u.U. zu Fehlern führen, die
nur schwer abschätzbar sind. Außerdem wird die Wahl der Parameteranzahl
für die Modellierung des optischen TWI-Systems durch die mit zunehmender
Anzahl der Parameter zunehmende Rechenzeit beschränkt.
Weiterhin stellt die Bestimmung der Jacobi-Matrizen über numerische Dif-
ferenzenquotienten eine Unsicherheitsquelle dar, da es sich bei numerischen
Differenzenquotienten nur um eine Approximation der Ableitungen handelt.
Eine schnelle und exakte Berechnung der Jacobi-Matrizen ist aber für die
praktische Anwendung des Interferometers wichtig, um zum einen Wartezeiten
zwischen der Messdatenaufnahme und der Ergebnisausgabe gering zu halten
und zum anderen eine bestmögliche Genauigkeit der Rekonstruktion zu erzielen.
Beides ist die Voraussetzung für die Anwendung des TWI-Verfahrens zur Über-
prüfung der Genauigkeit der Asphären- und Freiformherstellung während des
Herstellungsprozesses. Weiterhin behindern die langen Rechenzeiten der numeri-
schen Berechnungen die Möglichkeit, das Verfahren systematisch zu untersuchen
und zu optimieren. Diese Einschränkungen resultieren im Wesentlichen aus
der Berechnung der Jacobi-Matrizen über numerische Differenzquotienten und
stellten eine Motivation dar, im Rahmen der vorliegenden Arbeit Alternativen
zur Bestimmung der Jacobi-Matrizen zu erkunden.
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Weiterhin werden in interferometrischen Messverfahren lediglich relative Pha-
sendifferenzen gemessen [73], so dass die absoluten Phasendifferenzen unbekannt
sind. Zur Ermittlung der Möglichkeiten und Grenzen des Verfahrens muss somit
überprüft werden, welche Konsequenzen aus den unbekannten Phasenoffsets
resultieren. Ggf. können die Verfahren optimiert und weiterentwickelt werden,
so dass absolute Messergebnisse ermöglicht werden.
Aus den genannten Herausforderungen des TWI-Verfahrens ergaben sich die
folgenden wesentlichen Ziele der vorliegenden Arbeit:
∙ die schrittweise Entwicklung einer eigenständigen, von der bisherigen Im-
plementierung unabhängigen, Auswertesoftware, die ggf. die Optimierung
vorhandener Verfahren einschließt,
∙ eine weitestgehende physikalische Modellierung des optischen Systems un-
ter Beibehaltung aller TWI-Methoden zur Bestimmung der wesentlichen
Einflussgrößen auf die Genauigkeit des Kalibrier- und Rekonstruktionser-
gebnisses,
∙ die Beschleunigung der Berechnung sowie die Verbesserung der Genauig-
keit der notwendigen Jacobi-Matrizen und
∙ ggf. eine Weiterentwicklung und Optimierung der Auswertemethoden.
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Zur systematischen Untersuchung des TWI-Verfahrens werden virtuelle Experi-
mente genutzt. Unter einem virtuellen Experiment versteht man die Simulation
eines physikalischen Experimentes. Das bedeutet, dass das gesamte Experiment
vollständig auf dem Computer an einem Modell ausgeführt wird, um Erkennt-
nisse über das Messsystem zu erhalten. Dies erfordert die genaue Modellierung
des Experimentes, so dass die physikalischen Prozesse möglichst realitätsnah
abgebildet werden [53].
Grundlage der virtuellen Experimente war das an der PTB entwickelte Simulati-
onswerkzeug SimOptDevice [15, 26, 93, 97, 106, 108, 109], das für die besonderen
Anforderungen des TWI-Verfahrens erweitert wurde. Der Name SimOptDevice
(Simulation, Optik, Device (engl., Instrument)) wurde gewählt, um auf die
vielfältigen Anwendungsmöglichkeiten der grundlegenden MatlabR○-Klassen für
die Simulation von Messverfahren der optischen Metrologie hinzuweisen. Das
Simulationswerkzeug wurde mit dem Ziel entwickelt, komplexe Messsysteme zu
modellieren und Aussagen zur Sensitivität einzelner Parameter zu ermöglichen
sowie Genauigkeiten abzuschätzen.
In diesem Kapitel wird zunächst das grundlegende Prinzip und anschließend die
mathematische Umsetzung des Simulationswerkzeuges dargestellt. Im Rahmen
der Arbeit wird auf kommerzielle Optik-Design Software verzichtet, so dass
die zur Simulation optischer Systeme notwendigen Raytracing- und Rayaiming-
Verfahren in SimOptDevice integriert wurden und ebenfalls in diesem Kapitel
dargestellt werden. Während das Raytracing-Verfahren bereits Teil des Si-
mulationswerkzeuges SimOptDevice war, wurde das Rayaiming-Verfahren im
Rahmen der vorliegenden Arbeit entwickelt. Die Integration dieser Strahlver-
folgungsverfahren ermöglicht zudem eine realitätsnahe, von dem bisherigen
Verfahren abweichende Modellierung des TWIs, so dass das nominelle Modell
(Design-Daten des Interferometers) nicht, wie in der bisherigen Umsetzung (vgl.
Kapitel 2.2.2), durch Polynomfits approximiert wird. Dies erleichtert die realis-
tische Untersuchung der Genauigkeit des Verfahrens und der Auswirkungen von
Justageparametern auf die erzielbare Genauigkeit. Details zu der Umsetzung
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der weitestgehend physikalischen Modellierung, insbesondere im Hinblick auf
die Kalibrierung des TWI-Modells, werden in Abschnitt 3.4 dargestellt.
3.1. Grundlegendes Prinzip
Bei dem Simulationswerkzeug SimOptDevice handelt es sich um eine objektori-
entierte Implementierung in der Programmiersprache MatlabR○ [102]. Basierend
auf einer hierarchischen Anordnung von Koordinatensystemen, wird ein Mess-
system als ein Satz von miteinander interagierenden Objekten modelliert.
Jedes Objekt verfügt über ein eigenes lokales Koordinatensystem und besitzt
je nach Klasse eigene Eigenschaften und Methoden. Als Klasse werden z.B.
Translationssysteme (Führungen), Rotationssysteme (Drehtische), Sensoren,
optische Oberflächen (Linsen und Spiegel), aber auch Hilfskoordinatensyste-
me für relative Positionierungen festgelegt. Die Objekte werden zueinander
in einer Hierarchie definiert, so dass es ein globales Hauptkoordinatensystem
gibt, dem verschiedene lokale Koordinatensysteme untergeordnet sind. Die
Hierarchieebene ist dabei beliebig tief. Eine solche Anordnung ermöglicht es,
jedes Element in einem eigenen Koordinatensystem lokal zu definieren und
über Koordinatentransformationen dann mit anderen Elementen zueinander in
Beziehung zu setzen. Damit alle geometrischen Transformationen einheitlich
als Matrixmultiplikation ausführbar sind, werden homogene Koordinaten [77]
verwendet. Kern eines solchen Aufbaus ist die Berechnung der Transformations-
matrizen zwischen den Objekten, was die Simulation des Zusammenspiels des
gesamten Messsystems ermöglicht. Dabei werden nur solche Transformationen
verwendet, die sich durch eine Translation und Rotation darstellen lassen. Diese
Herangehensweise entspricht vollständig dem objektorientierten Design (OOD)
im Softwareengineering [76] und erlaubt eine sehr flexible Modellierung von
Messsystemen für vielfältige Anwendungen [15, 26, 33, 34, 93, 97, 106, 108, 109].
Weiterhin verfügt das Simulationswerkzeug SimOptDevice über zahlreiche Mög-
lichkeiten zur grafischen Ausgabe der Modellierung, so dass sowohl das Design
eines Messsystems als auch die verschiedenen Ablaufschritte einer Simulation
visualisiert werden können. Dies ermöglicht die Kontrolle von Design- und
Simulationsparametern sowie die Kommunikation des Simulationsablaufs und
der Ergebnisse.
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3.2. Mathematische Umsetzung
Um virtuelle Experimente mit dem Simulationswerkzeug SimOptDevice auszu-
führen, ist zunächst die Definition des Messsystems notwendig.
Dies erfolgt mit Hilfe der Definition der globalen und lokalen Koordinaten
der Elemente sowie deren Eigenschaften und deren Beziehungen zueinander.
Die Lage der Elemente des Messsystems wird dabei immer relativ zu dem
jeweils übergeordneten Element angegeben. Damit erhält man eine baumartige
Struktur der Koordinatensystem-Anordnung [108]. Die Wurzel des Baumes
stellt das Hauptkoordinatensystem, im Beispiel (vgl. Abschnitt A im Anhang,
Abbildung A.1) „Ts_main“ genannt, dar. Im Falle von komplexen optischen
Messsystemen, wie dem TWI, wurde ein halbautomatischer Import der Koordi-
natenbeziehungen und der Parameter der optischen Flächen (Radien, asphäri-
sche Parameter, Brechungsindizes, etc.) aus einem kommerziellen Optik-Design
Programm, wie Zemax [114], in das Simulationswerkzeug SimOptDevice in-
tegriert. Die zur Modelldefinition des TWIs notwendigen Daten basieren in
dieser Arbeit auf zwei Zemax-Modellen des TWIs, die von der Universität
Stuttgart (Zemax-Modell 1)1 bzw. der Firma Mahr GmbH (Zemax-Modell 2)2
zur Verfügung gestellt wurden.
Das Ergebnis der daraus resultierenden Koordinatendefinition ist in Abbil-
dung A.1 (vgl. Abschnitt A im Anhang) für das TWI (Zemax-Modell 2)
als Koordinatenbaum dargestellt. Betrachtet man beispielsweise das Linsen-
system des Referenzarms (im Beispiel A.1 rot markiert), so wird deutlich,
dass es aus zwei Linsengruppen besteht, die jeweils zwei Hierarchieebenen
unter dem Hauptsystem „Ts_main“ angeordnet sind. Sämtliche Systeme be-
sitzen einen Translationsvektor „xyz“= (𝑥, 𝑦, 𝑧) und einen Rotationsvektor
„abg“= (𝛼, 𝛽, 𝛾), die die Justageparameter zu dem hierarchisch nächst höher
gelegenen Koordinatensystem angeben. Mit dem Simulationswerkzeug Sim-
OptDevice kann zwischen beliebigen Systemen die Transformationsmatrix
bestimmt werden. Die Position eines Punktes 𝑝topo2, beschrieben im Koordina-
tensystem „lens_system_reference_1a_topo_002“ (zweite Fläche des ersten
Linsensystems des Referenzarms, siehe Anhang A, Abbildung A.1), kann mit
Hilfe einer Rotationsmatrix 𝑅rottopo2−ref und einem Translationsvektor 𝑡topo2−ref
1Zemax-Modell 1: Übergabe 02/2013 von der Universität Stuttgart, Institut für Technische
Optik, Pfaffenwaldring 9, 70568 Stuttgart, Deutschland
2Zemax-Modell 2: Übergabe 04/2014 von der Firma Mahr GmbH, Carl-Zeiss-Promenade
10, 07745 Jena, Deutschland
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im übergeordneten Koordinatensystem beschrieben werden [108]:
𝑝ref = 𝑅rottopo2−ref𝑝topo2 + 𝑡topo2−ref, (3.1)
wobei die Rotationsmatrix 𝑅rottopo2−ref , die die Verkippung der Systeme be-
schreibt, und der Translationsvektor 𝑡topo2−ref, der die Verschiebung der Koor-
dinatensysteme berücksichtigt, die folgende Struktur aufweisen [108]:
𝑅rottopo2−ref =
⎡⎣𝑟11 𝑟12 𝑟13𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33
⎤⎦ und 𝑡topo2−ref =
⎡⎣𝑡𝑥𝑡𝑦
𝑡𝑧
⎤⎦ . (3.2)
Der Index topo2 − ref kennzeichnet in einer solchen Notation jeweils die Rich-
tung der Transformation (von Koordinatensystem nach Koordinatensystem)
[108]. Die Rotationsmatrix wird aus den Rotationswinkeln „abg“= (𝛼, 𝛽, 𝛾),
die die Rotation um die 𝑥-, 𝑦- und 𝑧-Achse beschreiben, gebildet. In dem
Simulationswerkzeug SimOptDevice ist die Rotationsmatrix so definiert, dass
zuerst die Rotation um die 𝑧-Achse, gefolgt von der Rotation um die 𝑦-Achse
und schließlich die Rotation um die 𝑥-Achse ausgeführt wird. Die gesamte
Rotationsmatrix ergibt sich dann aus
𝑅rot = 𝑅rot𝛼𝑅rot𝛽𝑅rot𝛾 , (3.3)
mit
𝑅rot𝛼 =
⎡⎣1 0 00 cos𝛼 − sin𝛼
0 sin𝛼 cos𝛼
⎤⎦ , 𝑅rot𝛽 =
⎡⎣ cos𝛽 0 sin 𝛽0 1 0
− sin 𝛽 0 cos𝛽
⎤⎦ ,
𝑅rot𝛾 =
⎡⎣cos 𝛾 − sin 𝛾 0sin 𝛾 cos 𝛾 0
0 0 1
⎤⎦ (3.4)
Um die Berechnung der Koordinatentransformationen zu vereinfachen [77],
werden in SimOptDevice, wie in der Computergrafik [77] üblich, homogene Ko-
ordinaten verwendet. Dadurch lässt sich die Transformation des Punktes 𝑝topo2
in das übergeordnete Koordinatensystem über eine einfache Multiplikation mit
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der Transformationsmatrix 𝐻topo2−ref darstellen [108]:
𝑝ref = 𝐻topo2−ref𝑝topo2 mit 𝐻topo2−ref =
⎡⎢⎢⎣
𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧
0 0 0 1
⎤⎥⎥⎦ , (3.5)
wobei die Tilde kennzeichnet, dass es sich um homogene Koordinaten han-
delt. Für die Umrechnung in homogene Koordinaten wird einem Punkt 𝑝 =
(𝑝𝑥, 𝑝𝑦, 𝑝𝑧)𝑇 im dreidimensionalen Raum eine vierte Komponente wie folgt
zugeordnet [108]:
𝑝 =
⎡⎢⎢⎣
𝑝𝑥
𝑝𝑦
𝑝𝑧
𝑝ℎ
⎤⎥⎥⎦ =
⎡⎢⎢⎣
𝑝𝑥
𝑝𝑦
𝑝𝑧
1
⎤⎥⎥⎦ . (3.6)
Die Rückrechnung in euklidische Koordinaten erfolgt dann gemäß der Gleichung
[108]
𝑝 =
⎡⎣𝑝𝑥/𝑝ℎ𝑝𝑦/𝑝ℎ
𝑝𝑧/𝑝ℎ
⎤⎦ . (3.7)
Die Verwendung homogener Koordinaten hat den Vorteil, dass verschiedene
Transformationen (z.B. Rotation, Translation) einheitlich mit einer Transfor-
mationsmatrix 𝐻 dargestellt und auch miteinander verknüpft werden können
[77].
Die Transformationsmatrix 𝐻 kann in SimOptDevice zwischen allen Koordina-
tensystemen bestimmt werden, so dass jeder beliebige Punkt von seinem lokalen
Koordinatensystem in ein beliebiges anderes Koordinatensystem umgerechnet
werden kann.
Modellierung optischer Flächen
Zur Simulation des optischen Verhaltens eines Messsystems ist eine möglichst
realitätsnahe Modellierung der optischen Komponenten notwendig, damit sich
die Ergebnisse gut mit dem realen Verhalten überdecken [53]. Die Definition
der Position der Flächen zueinander wird über die hierarchische Definition
der Koordinatensysteme erreicht. Die Topographien werden in dem Simulati-
onswerkzeug SimOptDevice als Ortsfunktionen der Form 𝑧 = 𝑇 (𝑥, 𝑦) definiert,
wobei 𝑧 entlang der optischen Achse verläuft. Voraussetzung ist, dass die Funk-
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tion stetig und differenzierbar ist. Somit ist es auch möglich, Topographien zu
definieren, die aus der Summe von mehreren solcher Ortsfunktionen gebildet
werden. Dies ist wichtig, um in der Simulation z.B. tatsächliche Topographien
zu simulieren. In dem Fall wird zu der Design-Topographie (z.B. eine Asphä-
rengleichung) eine Störfunktion (z.B. eine Zernike-Funktion) addiert. Diese
Vorgehensweise ermöglicht sowohl die Simulation einer zu vermessenden Topo-
graphie beim TWI als auch die Simulation von realen optischen Komponenten
des Messsystems.
Die Eigenschaften, die die Richtungsänderung eines Lichtstrahls an den Oberflä-
chen bestimmen (z.B. Reflexion, Brechung, Transmission, Absorption), werden
nicht als Eigenschaft der Fläche, sondern als Eigenschaft der Strahlen bzw.
des Strahlpfades („Beamline“) während des Raytracing-Vorganges (vgl. Ab-
schnitt 3.3) definiert.
Modellierung der Justage- und Führungsabweichungen
Aufgrund der objektorientierten Programmierung des Simulationswerkzeuges
SimOptDevice können jedem Koordinatensystem Eigenschaften zugewiesen
werden, die das mechanische Verhalten definieren. Dies ermöglicht auch eine
lokale Zuweisung von systematischen und zufälligen Fehlern einzelner Koordi-
natenachsen, die dann über die Koordinatentransformationen und die Verlin-
kungen der Elemente entsprechende natürliche Auswirkungen auf die gesamte
Simulation haben: Positions- und Verkippungsabweichungen eines übergeordne-
ten Koordinatensystems wirken sich dementsprechend auf die diesem System
untergeordneten Systeme aus. Damit können die Auswirkungen sämtlicher
Fehljustagen auf die Simulationsergebnisse untersucht werden. Zufällige Fehler
können dabei beliebigen statistischen Verteilungen entnommen werden. Für
die Simulation systematischer Fehler können beliebige Funktionen hinterlegt
werden.
Die oben beschriebenen Methoden ermöglichen eine sehr flexible Definition be-
liebiger Messsysteme in dem Simulationswerkzeug SimOptDevice, so dass zahl-
reiche Messvorgänge (inklusive Justage- und Führungsabweichungen) komplexer
Messsysteme simuliert werden können [15, 26, 33, 34, 93, 97, 106, 108, 109] und
somit virtuelle Messdaten erzeugt werden. Für die Simulation optischer Mess-
vorgänge, wie dem TWI, müssen oftmals Strahlpfade in einem optisches System
ermittelt werden. Auch hier ist die Definition der Koordinaten sämtlicher Ele-
mente von entscheidender Bedeutung, so dass sich der genannte grundlegende
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Aufbau des Simulationswerkzeuges SimOptDevice für diese Anwendungen als
vorteilhaft erweist. Dies wird im folgenden Abschnitt gezeigt.
3.3. Optisches Raytracing und Rayaiming
Um virtuelle Experimente am TWI durchzuführen, muss der optische Pfad der
Strahlen durch das System simuliert werden. Da sich der Strahlverlauf beim
TWI nicht auf den paraxialen Bereich beschränkt, reicht die Verwendung von
gängigen ABCD-Matrizen zur Simulation des Strahlverlaufs nicht aus. Daher
ist eine vollständige Verfolgung der Strahlen durch das System unter Anwen-
dung der optischen Gesetze notwendig. Solche lichttechnischen Simulationen
werden mit Hilfe der Strahlverfolgung, auch als optisches Raytracing bekannt,
durchgeführt [23].
Der Pfad eines Strahls in einem optischen System beschreibt den optischen Pfad
eines Strahls von einer Licht- oder sonstigen Strahlungsquelle zu einem Detektor
oder, etwas allgemeiner, zu einer Zielfläche. Der Strahl verlässt einen Startpunkt
innerhalb einer Quelle mit einer definierten Richtung. Trifft der Strahl auf eine
optische Fläche, werden optische Gesetze wirksam, die eine Richtungsänderung
des Strahlpfades bewirken. Die Basis hierfür stellt die Eikonalgleichung der
Optik (s. Gleichung 2.5) dar. Die Pfade zwischen zwei Richtungsänderungen
werden als Teilstrahlen bezeichnet, so dass jeder Teilstrahl einen Startpunkt,
eine Richtung und einen Endpunkt besitzt [23].
Die an einer optischen Fläche wirksame Richtungsänderung wird auf die physi-
kalischen Effekte Brechung, Reflexion, Transmission und Totalreflexion sowie
Absorption und Streuung zurückgeführt, die im Allgemeinen auch von der Po-
larisation des Lichts beeinflusst werden [13]. Die in dem Simulationswerkzeug
SimOptDevice implementierte Variante ist auf die Effekte Brechung, Reflexion,
vollständige Transmission und vollständige Absorption beschränkt, wobei an
jeder Fläche nur einer dieser Effekte ideal wirksam ist. Die Polarisation, sowie
Effekte, die lediglich die Lichtintensität beeinflussen, werden hier vernachläs-
sigt. Dieses ist für die Simulation des TWI-Messvorgangs akzeptabel, da in
dem Messverfahren Interferogramme aufgenommen werden, deren Aussehen
von der Phasendifferenz zwischen sich überlagernden Lichtwellen bestimmt
wird. Die Intensität der sich überlagernden Lichtwellen beeinflusst lediglich die
Absolutwerte der Intensitätsminima und -maxima des Interferogramms, nicht
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jedoch deren Position auf dem Detektor, so dass die Intensität der Lichtstrahlen
die Streifendichte und -form und damit die Bestimmung der OPDs aus den
Interferogrammen nicht ändert.
Die Umsetzung der Simulation optischer Messvorgänge erfolgte zunächst auf
diese vereinfachte Art, da für die Simulation des TWIs die Lichtintensität
somit eine untergeordnete Rolle spielt und daher die Lokalisation der Strahlen
im optischen System sowie die Berechnung der jeweils zurückgelegten OPL
ausreichend ist. Die Absorption wird somit nur als vollständige Absorption bei
Auftreffen des Strahls auf eine Blende berücksichtigt, indem dieser Strahl in
den weiteren Berechnungen nicht berücksichtigt wird.
Zahlreiche kommerzielle Softwareprogramme sind zur Berechnung der Strahl-
propagation erhältlich. Oft finden hier Programme wie Zemax [114], CodeV
[101] und OSLO [62] Verwendung. Um jedoch die Modellierung und Simulation
zu kontrollieren, wurde im Rahmen der vorliegenden Arbeit kein kommerziel-
les Raytracing-Programm verwendet, sondern das Raytracing vollständig in
das Simulationswerkzeug SimOptDevice zur Strahldurchrechnung optischer
Systeme mit beliebigen Strahlen in drei Dimensionen integriert. Dies hat den
Vorteil, dass keine Schnittstelle zu anderen Softwaresystemen notwendig ist
und sämtliche Schritte nachvollziehbar sowie sämtliche Zwischenergebnisse
innerhalb des Simulationswerkzeuges SimOptDevice stets verfügbar sind.
Motivation für die nicht-kommerzielle Umsetzung der Strahlpropagation war
außerdem der Wunsch, in jedem Simulationsschritt möglichst nah an dem phy-
sikalischen Aufbau zu bleiben, um die Simulationen schrittweise realistischer zu
entwickeln. Dies erfordert im Gegensatz zum bisher umgesetzten TWI-Verfahren
(vgl. Kapitel 2.2.2) [8, 63, 80] die Strahlverfolgung in jedem Simulationsschritt
unter Verwendung des vollständigen optischen Modells durchzuführen, so dass
die in Kapitel 2.2.2 eingeführten Referenzebenen hier lediglich zur Modell-
korrektur genutzt werden. Wie diese Modellkorrektur mit dem weitestgehend
physikalischen Modell erfolgt, wird in Abschnitt 3.4 beschrieben.
Im Folgenden wird zunächst die prinzipielle Umsetzung des Raytracing-Vorganges
beschrieben. Dieses war bereits Teil des Simulationswerkzeuges SimOptDevice
und ist die Grundlage für das beim TWI verwendete Rayaiming, das im
Rahmen der vorliegenden Arbeit in das Simulationswerkzeug SimOptDevice
integriert wurde und bei dem die Ergebnisse des Raytracing-Algorithmus in
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einem Optimierungsverfahren verwendet werden.
3.3.1. Optisches Raytracing
Optisches Raytracing, im Folgenden Raytracing genannt, bezeichnet die Be-
rechnung der Strahlpfade aller Quellstrahlen durch ein optisches System [23].
Die Berechnung beruht dabei auf der Eikonalgleichung (Gleichung 2.5) und
damit auf der Annahme, dass sich die Ausbreitung von Licht durch Strahlen
beschreiben lässt und daher zur Simulation die Gesetze der geometrischen
Optik angewendet werden können [44, 53]. Welleneigenschaften und daraus
resultierende Effekte, wie z.B. Beugung, werden hier vernachlässigt.
Grundsätzlich wird zwischen sequentiellem und nichtsequentiellem Raytracing
unterschieden [23, 53]. Während bei sequentiellem Raytracing die Reihenfolge,
in der die Strahlen auf die optischen Flächen treffen, vorgegeben wird, ist die
Reihenfolge bei nichtsequentiellem Raytracing nicht vorgegeben. Die Berech-
nung ist bei nichtsequentiellem Raytracing aufwendiger, da die Schnittpunkte
stets mit allen Flächen berechnet werden und für den nächsten Teilstrahl nur
der Schnittpunkt mit der kürzesten Entfernung zum Startpunkt des Teilstrahls
verwendet wird [23, 48, 53].
In dem Simulationswerkzeug SimOptDevice wird sequentielles Raytracing ver-
wendet. Die Reihenfolge der optischen Flächen wird dazu in einem Objekt, der
sogenannten „Beamline“, vorgegeben. Ferner wird in diesem Objekt definiert,
welche optischen Gesetze an der jeweiligen Fläche ausgeführt werden sollen
und welche Brechungsindizes in den einzelnen Teilabschnitten vorliegen. In
der Simulation wird aktuell angenommen, dass die Strahlablenkung durch
Reflexion, Absorption und Brechung ideal, d.h. verlustfrei, stattfindet und eine
Fläche entweder ideal reflektierend, ideal absorbierend oder ideal brechend
wirkt. Die Strahlverfolgung wird in SimOptDevice für ein ganzes Strahlenbün-
del parallel durchgeführt, so dass Startpunkte und Startrichtungen (normierte
Richtungsvektoren an den Startpunkten) sowie die Reihenfolge der optischen
Flächen für alle Strahlen parallel definiert werden.
Beim Raytracing werden somit die Strahlpfade von einem Startpunkt 𝑝𝑖 einer
Fläche 𝑇𝑖 zu einer Zielfläche 𝑇𝑛 durch das optische System berechnet. Ma-
thematisch wird eine Halbgerade, die über einen Ursprungsvektor und einen
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Abbildung 3.1.: Raytracing eines Strahls mit Startkoordinaten 𝑝𝑖 und nor-
miertem Startrichtungsvektor 𝑒𝑖 von einer Fläche 𝑇𝑖 zu einer Fläche 𝑇𝑖+1.
Richtungsvektor definiert ist, auf Schnittpunkte mit Objekten im dreidimensio-
nalen Raum untersucht [48].
Für eine vollständige Strahlpropagation sind die folgenden Schritte für jeden
Strahl notwendig, die in Abbildung 3.1 für einen Strahl skizziert werden:
1. Definition eines Startpunktes 𝑝′𝑖 und eines normierten Startrichtungsvek-
tors 𝑒′𝑖
2. Transformation der Koordinaten in das Koordinatensystem der nächsten
Fläche 𝑇𝑖+1: 𝑝′𝑖 → 𝑝𝑖 und 𝑒′𝑖 → 𝑒𝑖.
3. Schnittpunktbestimmung des Strahls 𝑝𝑖, 𝑒𝑖 mit der Fläche 𝑇𝑖+1(𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1).
4. Berechnung des Normaleneinheitsvektors 𝑛𝑖+1 der Fläche 𝑇𝑖+1 in dem
Schnittpunkt 𝑝𝑖+1.
5. Berechnung der neuen Strahlrichtung 𝑒𝑖+1 (normierter Richtungsvektor)
durch Anwendung der optischen Gesetze (Reflexion, Brechung, etc.).
6. Wiederholung der Schritte 2 bis 5 für den neuen Strahl bis der Strahl die
letzte Fläche der Beamline schneidet.
7. Ausgabe von Endpunkt, Endrichtung und gesamter optischer Weglänge.
Im Folgenden werden die wichtigsten Schritte der oben genannten Vorgehens-
weise genauer beschrieben.
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Abbildung 3.2.: Bestimmung des Schnittpunktes 𝑝𝑖+1 eines Strahls (𝑒𝑖,𝑝𝑖)
mit einer Fläche 𝑇𝑖+1.
Schnittpunktbestimmung
Die Schnittpunktsuche zwischen einem Strahl und einer optischen Fläche ist
die zentrale Aufgabe innerhalb eines Raytracing-Algorithmus und nimmt den
größten Anteil der Rechenzeit in Anspruch [44, 48, 53].
Bei der Bestimmung des Schnittpunktes wird der Strahl um eine unbekannte
Länge 𝑙𝑖 verlängert, bis er die Flächenfunktion 𝑇𝑖+1 in einem Punkt 𝑝𝑖+1
schneidet (vgl. Abbildung 3.2):
𝑝𝑖+1 = 𝑝𝑖 + 𝑙𝑖𝑒𝑖. (3.8)
Da der Schnittpunkt ein Punkt der Oberfläche ist, muss der Schnittpunkt 𝑝𝑖+1
außerdem die Flächenfunktion
𝑝𝑧𝑖+1 = 𝑇𝑖+1
(︀
𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1
)︀
(3.9)
erfüllen.
Es entsteht ein Gleichungssystem mit der unbekannten Länge 𝑙𝑖. Je nach Kom-
plexität der Flächenfunktion lässt sich das Gleichungssystem analytisch (Sphäre,
Ebene, Paraboloid, etc.) oder über ein numerisches Optimierungsverfahren
lösen. In SimOptDevice erfolgt die Schnittpunktbestimmung für sphärische
und ebene Flächen analytisch. Die notwendigen analytischen Gleichungen sind
aus der Literatur bekannt [44].
Zur numerischen Schnittpunktbestimmung muss in einem Optimierungsverfah-
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ren, entsprechend der Gleichungen 3.8 und 3.9, die Norm des Residuums
res = (𝑝𝑧𝑖 + 𝑙𝑖𝑒𝑧𝑖)− 𝑇𝑖+1
(︀
𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1
)︀
(3.10)
minimiert werden, um die unbekannte Länge 𝑙𝑖 zu bestimmen:
?^?𝑖 = argmin
li
(‖res‖) . (3.11)
Dies wird mit der MatlabR○-Routine „lsqnonlin“ durchgeführt. Damit der
Löser schneller konvergiert, ist die Jacobi-Matrix notwendig, die die partielle
Ableitung des Residuums nach der zu optimierenden Variablen 𝑙𝑖 enthält:
𝐽𝑠 =
𝜕res
𝜕𝑙𝑖
= 𝑒𝑧𝑖 −
𝜕𝑇𝑖+1
𝜕𝑝𝑥𝑖+1
𝑒𝑥𝑖 −
𝜕𝑇𝑖+1
𝜕𝑝𝑦𝑖+1
𝑒𝑦𝑖 . (3.12)
Zu den in SimOptDevice integrierten und für das TWI relevanten Flächen-
typen, bei denen der Schnittpunkt numerisch bestimmt werden muss, zählen
Zernike-Flächen, Asphären (entsprechend der Standard-Asphärengleichung, vgl.
Gleichung 4.3), sowie Flächen, deren Form über eine Gaußfunktion beschrieben
wird. Die Flächentypen lassen sich jedoch beliebig erweitern, sofern eine orts-
abhängige Beschreibung der Form sowie die ersten Ableitungen dieser bekannt
sind.
Soll auch die OPL des Teilstrahls berechnet werden, so muss die ermittelte,
geometrische Länge 𝑙𝑖 des Teilstrahls noch mit dem Brechungsindex 𝑛𝑅𝑖 , der
zwischen den beiden Flächen 𝑇𝑖 und 𝑇𝑖+1 vorliegt, multipliziert werden.
Normaleneinheitsvektor
Bevor die optischen Gesetze der Reflexion und Brechung an der Fläche 𝑇𝑖+1
ausgeführt werden können, ist es notwendig, den Normaleneinheitsvektor im
Schnittpunkt mit der Fläche zu bestimmen. Der Normaleneinheitsvektor einer
beliebigen Fläche 𝐹 (𝑝𝑥, 𝑝𝑦, 𝑝𝑧) im 3D-Koordinatensystem ist allgemein gegeben
durch den normierten Gradienten der Fläche [91]:
𝑛 = ∇𝐹|∇𝐹 | . (3.13)
In dem Simulationswerkzeug SimOptDevice sind sämtliche Flächen 𝑇𝑖+1 in
expliziter Form gemäß 𝑝𝑧𝑖+1 = 𝑇𝑖+1(𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1) definiert. Nach Umwandlung in
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die implizite Form [91]
𝐹 (𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1 , 𝑝𝑧𝑖+1) = 𝑝𝑧𝑖+1 − 𝑇𝑖+1(𝑝𝑥𝑖+1 , 𝑝𝑦𝑖+1) = 0 (3.14)
und Anwendung der Gleichung 3.13 ergibt sich der Normaleneinheitsvektor
𝑛𝑖+1 an der Fläche 𝑇𝑖+1 demnach aus der Gleichung
𝑛𝑖+1 =
1√︁
( 𝜕𝑇𝑖+1
𝜕𝑝𝑥𝑖+1
)2 + ( 𝜕𝑇𝑖+1
𝜕𝑝𝑦𝑖+1
)2 + 1
⎡⎢⎣−
𝜕𝑇𝑖+1
𝜕𝑝𝑥𝑖+1
− 𝜕𝑇𝑖+1
𝜕𝑝𝑦𝑖+1
1
⎤⎥⎦ . (3.15)
Reflexionsgesetz
Findet an einer Fläche 𝑇𝑖+1 eine Reflexion statt, so muss die neue Richtung
des Strahls 𝑒𝑖+1 gemäß dem vektoriellen Reflexionsgesetz [50] aus der Richtung
des einfallenden Strahls 𝑒𝑖 wie folgt berechnet werden:
𝑒𝑖+1 = −2
(︀
𝑒𝑇𝑖 𝑛𝑖+1
)︀
𝑛𝑖+1 + 𝑒𝑖. (3.16)
Brechungsgesetz
Findet an einer Fläche 𝑇𝑖+1 eine Brechung statt, so ergibt sich die neue Strahl-
richtung 𝑒𝑖+1 gemäß dem vektoriellen Brechungsgesetz aus der Richtung des
einfallenden Strahls 𝑒𝑖 durch den Zusammenhang [50]
𝑒𝑖+1 =
𝑛𝑅𝑖
𝑛𝑅𝑖+1
𝑒𝑖 − 𝑛𝑖+1 𝑛𝑅𝑖
𝑛𝑅𝑖+1
(︀
𝑒𝑇𝑖 𝑛𝑖+1
)︀
+ 𝑛𝑖+1
√︃
1−
(︂
𝑛𝑅𝑖
𝑛𝑅𝑖+1
)︂2 (︀
1− (𝑒𝑇𝑖 𝑛𝑖+1)2
)︀
. (3.17)
Optische Pfadlänge
Die OPL 𝐿 eines Strahls zwischen einem Startpunkt und einer Zielfläche
berechnet sich aus der Summe aller OPLs der Teilstrahlen:
𝐿 =
𝐾∑︁
𝑖=1
𝑛𝑅𝑖 𝑙𝑖, (3.18)
wobei der Index 𝑖 der Index des Teilstrahls ist und sich der Gesamtpfad zwi-
schen Start- und Endfläche aus 𝐾 Teilstrahlen zusammensetzt.
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Die Flexibilität von SimOptDevice ermöglicht es, sämtliche Zwischenergebnisse,
wie optische Teilstrahllängen, Schnittpunkte und Richtungsvektoren der Teil-
strahlen, bei Bedarf zu speichern. Dies ist nicht nur zur grafischen Ausgabe und
Simulation des Experimentes notwendig, sondern auch bei der Interpretation
der Simulationsergebnisse hilfreich.
3.3.2. Rayaiming und Zusammenhang zwischen Rayaiming und
Raytracing
Beim Raytracing wird ein Startstrahl (Startpunkt, Richtung) definiert, der an-
schließend unter Einhaltung der optischen Gesetze bis zu einer Endfläche durch
ein optisches System verfolgt wird. Wie bei einem Interferometer üblich, wird
beim TWI jedoch die OPD zwischen einer Punktlichtquelle und den Zentren
der einzelnen Pixel gemessen. Das heißt, es wird der optische Pfad 𝐿 zwischen
einem Startpunkt 𝑝0 und einem Zielpunkt3 𝑝𝑛aim gesucht. Dieser Vorgang wird
auch mit Rayaiming („Strahlzielen“) bezeichnet. Hierbei handelt es sich um
ein Optimierungsproblem. Es wird der normierte Startrichtungsvektor 𝑒0 eines
Strahls gesucht, der notwendig ist, damit der Strahl nach dem Durchgang durch
das optische System einen definierten Endpunkt auf der Zielfläche erreicht (siehe
Abbildung 3.3). Dazu ist ein Optimierungsprozess notwendig, der aus mehreren
Raytracing-Prozessen besteht und mit dem der normierte Richtungsvektor 𝑒0
am Startpunkt so angepasst wird, bis der Endpunkt 𝑝𝑛 dem Zielpunkt 𝑝𝑛aim
innerhalb einer Toleranzgrenze entspricht. Dieses Verfahren wurde im Rahmen
der vorliegenden Arbeit in SimOptDevice integriert. Da ein Rayaiming-Vorgang
aus mehreren Raytracing-Prozessen besteht, waren die Formeln aus dem vor-
angegangen Abschnitt 3.3.1 die Grundlage für diese Umsetzung. Der normierte
Richtungsvektor 𝑒0 im Startpunkt 𝑝0, der notwendig ist, um den Pfad zwischen
dem Startpunkt und einem Zielpunkt 𝑝𝑛aim zu bestimmen, wird durch den
Minimierungsausdruck
e^0 = argmin
e0
(‖p𝑛(e0)− p𝑛aim‖) (3.19)
ermittelt. Für das Optimierungsverfahren wird die MatlabR○-Routine „lsqnonlin“
(Least-Squares Lösung) verwendet. Um eine schnellere Konvergenz des Lösers
zu erhalten, sind die partiellen Ableitungen
3Die Ausdehnung der Pixel und der Quelle werden in der Simulation vernachlässigt.
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Abbildung 3.3.: Schematische Darstellung des Rayaiming-Vorganges. Jedes
graue Rechteck stellt beispielhaft ein zweiflächiges optisches Element dar, so
dass es an jedem Schnittpunkt des Strahls mit der Ein- und Austrittsfläche
eines dieser Elemente zu einer Richtungsänderung infolge der Änderung des
Brechungsindexes kommt.
𝜕𝑝𝑛𝑥
𝜕𝑒0𝑥
,
𝜕𝑝𝑛𝑥
𝜕𝑒0𝑦
,
𝜕𝑝𝑛𝑦
𝜕𝑒0𝑥
, und 𝜕𝑝𝑛𝑦
𝜕𝑒0𝑦
(3.20)
hilfreich. Für die Berechnung müssen sämtliche Funktionen zwischen dem Start-
und dem Zielpunkt eines Raytracing-Vorganges differenziert werden. Dazu sind
auch die partiellen Ableitungen der optischen Gesetze, wie Reflexions- und
Brechungsgesetz (vgl. Gleichungen 3.16 und 3.17), die partiellen Ableitungen
der Gleichungen zur Schnittpunktbestimmung und zur Berechnung des Nor-
maleneinheitsvektors bezüglich aller Parameter, sowie die korrekte Verkettung
aller Ableitungen notwendig.
Das Raytracing durch das optische System kann als rekursive Funktion der Teil-
strahlen wie folgt beschrieben werden: Mit dem Teilstrahl 𝑣𝑖 = (𝑝𝑥𝑖 , 𝑝𝑦𝑖 , 𝑒𝑥𝑖 , 𝑒𝑦𝑖)
an der Fläche 𝑇𝑖 ergibt sich der Teilstrahl an der nächsten Fläche in Abhängig-
keit der Raytracing-Funktionen 𝑅𝑇𝑖+1(𝑣𝑖) über den Zusammenhang
𝑣𝑖+1 = 𝑅𝑇𝑖+1(𝑣𝑖), (3.21)
wobei die Funktion 𝑅𝑇𝑖+1 die Bestimmung des Schnittpunktes, der Normalen
der Fläche 𝑇𝑖+1 im Schnittpunkt und die Anwendung des Reflexions- oder
Brechungsgesetzes einschließt (s. Abbildung 3.4). Diese Funktion wird im
Raytracing-Prozess von der Startfläche 𝑇0 und dem Startstrahl 𝑣0 bis zur
Zielfläche 𝑇𝑛 rekursiv ausgeführt. In jedem Teilabschnitt müssen die partiellen
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Abbildung 3.4.: Raytracing von einer Fläche 𝑇𝑖 zu einer Fläche 𝑇𝑖+1: Der
Teilstrahl an der Fläche 𝑇𝑖 wird mit den Parametern 𝑣𝑖 = (𝑝𝑥𝑖 , 𝑝𝑦𝑖 , 𝑒𝑥𝑖 , 𝑒𝑦𝑖)𝑇
beschrieben. Durch Anwendung der Raytracing-Funktionen 𝑅𝑇 (𝑣𝑖) ergeben
sich aus diesen die Parameter 𝑣𝑖+1 an der Fläche 𝑇𝑖+1.
Ableitungen aller Ausgangsparameter 𝑣𝑖+1 nach allen Eingangsparametern 𝑣𝑖
bestimmt werden. Dabei wird deutlich, dass zwischen zwei aufeinanderfolgenden
Flächen 𝑇𝑖 und 𝑇𝑖+1 die Jacobi-Matrix
𝐽𝑅𝑇𝑖+1 =
𝜕𝑣𝑖+1
𝜕𝑣𝑖
=
⎡⎢⎢⎢⎣
𝜕𝑝𝑥𝑖+1
𝜕𝑝𝑥𝑖
𝜕𝑝𝑥𝑖+1
𝜕𝑝𝑦𝑖
𝜕𝑝𝑥𝑖+1
𝜕𝑒𝑥𝑖
𝜕𝑝𝑥𝑖+1
𝜕𝑒𝑦𝑖
𝜕𝑝𝑦𝑖+1
𝜕𝑝𝑥𝑖
𝜕𝑝𝑦𝑖+1
𝜕𝑝𝑦𝑖
𝜕𝑝𝑦𝑖+1
𝜕𝑒𝑥𝑖
𝜕𝑝𝑦𝑖+1
𝜕𝑒𝑦𝑖
𝜕𝑒𝑥𝑖+1
𝜕𝑝𝑥𝑖
𝜕𝑒𝑥𝑖+1
𝜕𝑝𝑦𝑖
𝜕𝑒𝑥𝑖+1
𝜕𝑒𝑥𝑖
𝜕𝑒𝑥𝑖+1
𝜕𝑒𝑦𝑖
𝜕𝑒𝑦𝑖+1
𝜕𝑝𝑥𝑖
𝜕𝑒𝑦𝑖+1
𝜕𝑝𝑦𝑖
𝜕𝑒𝑦𝑖+1
𝜕𝑒𝑥𝑖
𝜕𝑒𝑦𝑖+1
𝜕𝑒𝑦𝑖
⎤⎥⎥⎥⎦ (3.22)
benötigt wird. Der Zusammenhang zwischen den Start-Parametern 𝑣0 an der
Startfläche 𝑇0 und den Ausgangsparametern 𝑣𝑛 an der Zielfläche 𝑇𝑛 lautet
𝑣𝑛 = 𝑅𝑇ges(𝑣0) = 𝑅𝑇𝑛 (𝑅𝑇𝑛−1 (... (𝑅𝑇1 (𝑣0)))) . (3.23)
Die Jacobi-Matrix mit den partiellen Ableitungen von der Startfläche 𝑇0 zur
Zielfläche 𝑇𝑛 ergibt sich aus der Kettenregel für mehrdimensionale Funktionen
wie folgt
𝐽𝑅𝑇ges =
𝜕𝑣𝑛
𝜕𝑣0
= 𝐽𝑅𝑇𝑛 · 𝐽𝑅𝑇𝑛−1 · . . . · 𝐽𝑅𝑇1 . (3.24)
Die oben gesuchten partiellen Ableitungen sind Einträge dieser Raytracing-
Jacobi-Matrix 𝐽𝑅𝑇ges und werden zur Lösung des Optimierungsproblems nach
Gleichung 3.19 während des Rayaimings verwendet. Sowohl jede dieser Jacobi-
Matrizen 𝐽𝑅𝑇𝑖+1 als auch die gesamte Raytracing-Jacobi-Matrix 𝐽𝑅𝑇ges sind
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regulär, d.h. invertierbar, so dass die Raytracing-Jacobi-Matrix für die umge-
kehrte Reihenfolge der Flächen („Rückwärtstracing“) in einfacher Weise durch
Invertierung von 𝐽𝑅𝑇ges bestimmt werden kann.
Ferner wird die Konvergenz der Lösung deutlich von den gewählten Startwerten
für 𝑒0 beeinflusst. Grundsätzlich müssen die Startwerte so gewählt werden,
dass sie im ersten Durchlauf der Optimierungsroutine gültige Werte liefern.
Damit die Optimierungsroutine außerdem robust und leistungsfähig wird, soll-
ten nach Möglichkeit Startwerte gewählt werden, die möglichst nah an der
Lösung sind. Besteht das Zielraster zum Beispiel aus einem sehr dichten Netz
von Zielpunkten, kann das Verfahren in einem Vorschritt zunächst auf ein
grobes Raster angewendet werden. Die so berechneten Startrichtungsvektoren
können dann für das feine Zielraster interpoliert und als Startwerte benutzt
werden. Zu beachten ist außerdem, dass zwar der optische Strahlpfad durch ein
optisches System zwischen zwei festen Punkten nicht immer eindeutig ist, aber
eine Eindeutigkeit für die OPL zwischen zwei festen Punkten (gesuchte Größe
beim TWI) gegeben ist, sofern die Gesetze der geometrischen Optik gültig sind
(vgl. z.B. Fermat’sches Prinzip, Kapitel 2.2.2).
3.3.3. Validierung des Rayaiming-Verfahrens
Zur Validierung des Rayaiming-Verfahrens wurden zunächst die notwendigen
partiellen Ableitungen 𝜕𝑝𝑥𝑛
𝜕𝑒𝑥0
,... analytisch aus den Strahlpfaddaten und den
Ableitungen aller optischen Gesetze und Raytracing-Formeln bestimmt und
mit numerischen Differenzenquotienten für ausgewählte Strahlpfade zwischen
der Quell-Ebene und der CCD am optischen Aufbau des TWIs verglichen.
Die für die Simulationen notwendigen TWI-Design-Daten (Positionen, Radien,
Brechungsindizes, etc. der optischen Elemente) basieren auf den Daten des
Zemax-Design-Modells 2 (vgl. Abschnitt 3.2). Für die numerische Berechnung
wurden zentrale Differenzenquotienten mit einer Schrittweite von 200 nm ver-
wendet. Das Ergebnis des Vergleichs wird in Abbildung 3.5 beispielhaft für die
beiden partiellen Ableitungen 𝜕𝑝𝑥𝑛
𝜕𝑒𝑥0
und 𝜕𝑝𝑥𝑛
𝜕𝑒𝑦0
gezeigt. In den Abbildungen 3.5a
bzw. 3.5b sind die analytisch aus den Strahlpfaddaten und der Verkettung
aller Ableitungen bestimmten partiellen Ableitungen der Zielkoordinaten 𝑝𝑥𝑛
bezüglich einer Änderung der Komponente 𝑒𝑥0 bzw. 𝑒𝑦0 des normierten Rich-
tungsvektors des Startstrahls dargestellt. In den Abbildungen 3.5c und 3.5d
werden die entsprechenden Residuen zwischen den analytisch und den nume-
risch bestimmten partiellen Ableitungen dargestellt. Die Werte der Differenz
zwischen numerischer und analytischer Bestimmung der Ableitungen haben
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(a) 𝜕𝑝𝑥𝑛𝜕𝑒𝑥0 : Analytisch. (b)
𝜕𝑝𝑥𝑛
𝜕𝑒𝑦0
: Analytisch.
(c) 𝜕𝑝𝑥𝑛𝜕𝑒𝑥0 : Analyt. – numerisch. (d)
𝜕𝑝𝑥𝑛
𝜕𝑒𝑦0
: Analyt. – numerisch.
Abbildung 3.5.: Vergleich der numerischen und analytischen Bestimmung
der partiellen Ableitungen der 𝑥-Koordinate des Strahlschnittpunktes mit der
Zielebene 𝑝𝑥𝑛 bezüglich der Komponenten 𝑒𝑥0 und 𝑒𝑦0 des normierten Richtungs-
vektors des Startstrahls für ausgewählte Quell-Pixel-Kombinationen am TWI:
Die Werte der analytisch bestimmten partiellen Ableitungen der 𝑥-Koordinate
des Strahlschnittpunktes mit der Zielebene bezüglich der Komponente 𝑒𝑥0
werden in (a) und bezüglich der Komponente 𝑒𝑦0 werden in (b) dargestellt.
Die entsprechenden Abweichungen zwischen den numerisch und den analytisch
bestimmten partiellen Ableitungen sind in (c) und (d) aufgetragen.
eine Größenordnung von maximal 1, 5× 10−7 m. Der RMS-Wert (RMS: engl.,
„root-mean-square“, quadratischer Mittelwert) der Differenz beträgt maximal
3, 6× 10−8 m (ohne Abbildung). Dies zeigt, dass eine zufriedenstellende Über-
einstimmung der Berechnungsmethoden erreicht wird und stellt sicher, dass
die analytischen Gleichungen für die Berechnung korrekt implementiert sind.
Um die Ergebnisse des vollständigen Rayaimings zu validieren, wurden die
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optischen Pfade zwischen der Quelle im Referenzarm und ausgewählten Ziel-
punkten in der Ebene der CCD-Kamera des TWIs mit dem hier entwickelten
Verfahren bestimmt. Als Zielpunkte wurden die Pixelkoordinaten (Mittelpunkte
der Pixel) auf der CCD gewählt. Für den Vergleich wurden 2009 Strahlen, d.h.
2009 Pixel verwendet. Anschließend wurden die mit SimOptDevice berechneten
OPLs mit den Ergebnissen aus dem kommerziellen Optik-Design-Programm
Zemax [114] verglichen. Die Zemax-Daten wurden von der Mahr GmbH4 mit
dem entsprechenden Zemax-TWI-Modell erstellt und für diese Untersuchung
zur Verfügung gestellt. Die Ergebnisse werden in Abbildung 3.6 dargestellt.
Abbildung 3.6a zeigt die zurückgelegten OPLs der Strahlen in Abhängigkeit von
(a) OPLs aus Zemax bzw. SimOptDevice (b) Differenz beider Berechnungsmetho-
den
Abbildung 3.6.: Beispiel zur Validierung des entwickelten Rayaiming-
Verfahrens. Vergleich der mit SimOptDevice berechneten OPLs (𝐿) zwischen
der Referenzlichtquelle und den Pixelkoordinaten (𝑀,𝑁) des TWIs und der
entsprechenden mit dem kommerziellen Optik-Design-Programm Zemax be-
rechneten OPLs. In (a) werden die OPLs in Abhängigkeit der Pixelkoordinaten
(𝑀,𝑁) dargestellt. (b) zeigt die entsprechende Differenz beider Berechnungs-
methoden in Abhängigkeit der Pixelkoordinaten.
der Position des Zielpixels (𝑀,𝑁) auf der CCD. Die grünen Kreuze kennzeich-
nen dabei die OPLs, die mit SimOptDevice berechnet wurden und die blauen
Kreise stellen die OPLs, die mit dem kommerziellen Optik-Design Programm
Zemax ermittelt wurden, dar. In Abbildung 3.6b ist die entsprechende Differenz
4Mahr GmbH, Carl-Zeiss-Promenade 10, 07745 Jena, Deutschland
55
3. Simulationswerkzeug SimOptDevice
der beiden Berechnungsmethoden in Abhängigkeit von den Pixelkoordinaten
dargestellt. Der Vergleich zeigt, dass die OPLs beider Berechnungsmethoden
mit hoher Genauigkeit übereinstimmen. Der RMS-Fehler der Differenz beträgt
etwa 2× 10−16 m, so dass beispielhaft gezeigt wurde, dass das hier entwickelte
Rayaiming-Verfahren sehr gute Ergebnisse liefert.
3.4. Verwendete Modellierung des TWIs
Da die Simulation des Experimentes Teil des Auswerteverfahrens ist, wer-
den auch in der bisherigen Umsetzung [8, 39, 63, 80] des TWI-Verfahrens
virtuelle Experimente durchgeführt. Dazu werden einmalig für das nominelle
TWI-Modell Strahlen mit Hilfe eines kommerziellen Optik-Design-Programms
von den Quellen bis zu einer Quell-Referenzebene und von den Pixeln bis
zu einer Pixel-Referenzebene verfolgt und die OPLs in den Referenzebenen
parametrisiert. In den Folgeschritten des Verfahrens werden dann die OPLs
in der bisherigen Umsetzung bestimmt, indem die gültigen Pfade zwischen
den Referenzebenen über die Topographie in einem iterativen Algorithmus
gesucht werden (vgl. Kapitel 2.2.2) [8, 39, 63, 80]. Das heißt, in der bisherigen
Umsetzung [8, 39, 63, 80] findet kein Raytracing bzw. Rayaiming im eigentli-
chen Sinne statt und das TWI-Modell wird auf zwei Referenzebenen und die
zu vermessende Topographie reduziert. Das verwendete Modell basiert somit
für das nominelle System bereits auf parametrisierten OPLs, die aufgrund der
endlichen Anzahl der Koeffizienten numerische Unsicherheiten aufweisen (vgl.
Abschnitt 3.4.2). Zudem erschwert das reduzierte Modell Untersuchungen zum
Einfluss physikalischer Justageparameter auf das Rekonstruktionsergebnis.
Die beschriebene Implementierung und Integration des Rayaiming-Verfahrens in
SimOptDevice ermöglicht es, bei der Modellierung des optischen TWI-Systems
das vollständige optische Design des TWIs (Position, Form, Brechungsindex
sämtlicher optischer Flächen) zu verwenden und die Strahlpropagation entlang
des vollständigen Systems auszuführen. Dadurch basieren die nominellen OPLs
nicht auf einer Parametrisierung. Der wesentliche Unterschied ist, dass die hier
verwendete Modellierung die Untersuchung des Einflusses der wesentlichen
physikalischen Parameter des Modells ermöglicht, was für die Bestimmung von
Genauigkeiten und Verfahrensgrenzen zweckdienlich ist.
Da in dem TWI-Verfahren die Koeffizienten der OPL-Parametrisierung während
der Kalibrierung so angepasst werden, dass das TWI-Modell das Messsystem
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bestmöglich imitiert, muss für die hier verwendete Modellierung eine analoge
Vorgehensweise gefunden werden, um die OPLs des TWI-Modells anzupassen.
Dazu wurden die Referenzebenen in sogenannte „Wellenfront-Manipulatoren“
umfunktioniert, deren Funktionsweise im folgenden Abschnitt beschrieben wird.
3.4.1. Wellenfront-Manipulator
Um die TWI-Modellkorrektur (vgl. Kapitel 2.2.2) durchzuführen, obwohl das
TWI-Modell innerhalb des Simulationswerkzeuges SimOptDevice nicht auf die
Referenzebenen und den Testraum beschränkt wird, werden die Referenzebenen
hier als „Wellenfront-Manipulator“ genutzt. Das heißt, die Referenzebenen,
deren Lage im Modell unverändert bleibt, sind virtuelle Ebenen, mit denen die
Strahlen beim Passieren der Ebene korrigiert werden.
Für die Korrektur werden die OPLs Δ𝐿Ref, die zu den OPLs 𝐿𝑄 zwischen
Quelle und Quell-Referenzebene bzw. zwischen Pixel und Pixel-Referenzebene
𝐿𝑃 je nach Schnittpunkt des Strahls (𝑢, 𝑣) bzw. (𝑚,𝑛) mit der jeweiligen Ebene
addiert werden, z.B. mit Zernike-Funktionen, parametrisiert:
Δ𝐿Ref(𝑢, 𝑣) =
∑︁
𝑗
𝜗𝑗𝑍𝑗(𝑢, 𝑣), (3.25)
wobei 𝑍𝑗 die Zernike-Polynom-Funktionen, 𝜗𝑗 die Zernike-Koeffizienten und
(𝑢, 𝑣) hier beispielhaft die Koordinaten des Schnittpunktes mit der Quell-
Referenzebene sind. Damit die physikalischen Gesetze gültig bleiben, folgt
aus der Addition einer OPL auch eine Richtungsänderung der Strahlen (vgl.
Eikonalgleichung: Gleichung 2.5), denn die Strahlen stehen stets senkrecht auf
der Wellenfront, was dazu führt, dass aus den partiellen Ableitungen der OPL
auch die Richtung des Strahls bestimmt werden kann (vgl. Gleichung 2.6).
Der normierte Richtungsvektor des Strahls nach Verlassen des Wellenfront-
Manipulators 𝑒′WF = (𝑒′𝑢, 𝑒′𝑣, 𝑒′𝑧)𝑇 ergibt sich somit gemäß der Gleichung⎛⎝𝑒′𝑢𝑒′𝑣
𝑒′𝑧
⎞⎠ =
⎛⎜⎝ 𝑒𝑢 +
1
𝑛𝑅
𝜕Δ𝐿Ref
𝜕𝑥
(𝑢, 𝑣)
𝑒𝑣 + 1𝑛𝑅
𝜕Δ𝐿Ref
𝜕𝑦
(𝑢, 𝑣)√︁
1− (𝑒𝑢 + 1𝑛𝑅
𝜕Δ𝐿Ref
𝜕𝑢
(𝑢, 𝑣))2 − (𝑒𝑣 + 1𝑛𝑅
𝜕Δ𝐿Ref
𝜕𝑣
(𝑢, 𝑣))2
⎞⎟⎠ , (3.26)
wobei 𝑛𝑅 der Brechungsindex des Mediums der Referenzebene (hier Luft) und
𝑒WF = (𝑒𝑢, 𝑒𝑣, 𝑒𝑧)𝑇 der normierte Richtungsvektor des Strahls bei Eintritt in
den Wellenfront-Manipulator ist. Somit müssen die partiellen Ableitungen der
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parametrisierten OPL-Änderungen des Wellenfront-Manipulators während des
Raytracings berechnet werden.
Um den Wellenfront-Manipulator für das Kalibrierverfahren des TWIs zu
nutzen, müssen die Koeffizienten, die sich durch die Parametrisierung der OPL-
Änderung ergeben, zusätzlich über den Ursprungsort des Strahls, d.h. über
die Quellposition (𝑈, 𝑉 ) bzw. die Pixelposition (𝑀,𝑁), parametrisiert werden.
Damit wird das Objekt „Wellenfront-Manipulator 𝐸𝑄“ in SimOptDevice über
die Funktion
Δ𝐿𝑄(𝑈, 𝑉, 𝑢, 𝑣) =
∑︁
𝑖
(︃∑︁
𝑗
𝑄𝑖𝑗𝑍𝑗(𝑈, 𝑉 )
)︃
𝑍𝑖(𝑢, 𝑣) (3.27)
und das Objekt „Wellenfront-Manipulator 𝐸𝑃 “ über die Funktion
Δ𝐿𝑃 (𝑀,𝑁,𝑚, 𝑛) =
∑︁
𝑘
(︃∑︁
𝑙
𝑃𝑘𝑙𝑍𝑙(𝑀,𝑁)
)︃
𝑍𝑘(𝑚,𝑛) (3.28)
gesteuert. Dabei sind 𝑄 und 𝑃 die Koeffizientenmatrizen, die die Polynom-
Koeffizienten der Orts- und Feldabhängigkeit enthalten. Diese Gleichungen
sind analog zu der Weglängenparametrisierung des Black-Box-TWI-Modells
(Gleichungen 2.11 und 2.12 aus Kapitel 2.2.2). Der wesentliche Unterschied liegt
darin, dass die Koeffizienten hier nur die Abweichungen der OPLs zwischen
dem TWI-Modell und dem realen TWI parametrisieren. Für ein ideales TWI-
Design sind sämtliche Einträge der Koeffizientenmatrizen für die vorgeschlagene
Modellierung gleich Null und sämtliche Strahlen passieren die Ebenen, ohne
eine Änderung zu erfahren.
Bei dem bisher umgesetzten Verfahren [8, 39, 63, 80] sind die Einträge der
Koeffizientenmatrizen auch für ein ideales TWI-Design von Null verschieden
und beschreiben das parametrisierte Design-Modell [8, 39, 63, 80]. Während
der Kalibrierung werden beim bisher umgesetzten Verfahren [8, 39, 63, 80]
die Abweichungen dieser Koeffizienteneinträge bestimmt. Diese Abweichungen
werden auch in dem hier beschriebenen Verfahren bestimmt. Die Art der hier
vorgeschlagenen Modellierung ist insbesondere für hoch geöffnete Objektive
von Vorteil, da die annähernd sphärische Grundform der Wellenfronten in der
Referenzebene 𝐸𝑄 mit dieser Methode nicht mit 𝐿𝑄 beschrieben werden muss.
Dies ist jedoch für das Black-Box-TWI-Modell der Fall und führt dazu, dass
bereits für die Modellierung der sphärischen Grundform der Wellenfronten eine
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große Anzahl an Parametern notwendig ist.
Das hier vorgeschlagene Verfahren bietet somit den Vorteil, dass das vollständige
Modell des TWI-Designs erhalten bleibt und nicht parametrisiert wird. Dies
kann zum einen den Vorteil haben, dass ggf. weniger Koeffizienten für die
Modellierung des realen optischen Systems benötigt werden, da in dem hier
beschriebenen Verfahren mit Hilfe der Koeffizienten lediglich die Abweichungen
des Modells von dessen Design modelliert werden. Zum anderen führt das hier
beschriebene Verfahren auch zu einer höheren Genauigkeit der OPLs, die für
das nominelle TWI-Modell (Design) ermittelt werden müssen. Außerdem ist die
Nähe zum physikalischen Modell für die Simulation vorteilhaft, um möglichst
realistische Modellstörungen (Design- und Justageparameter der optischen
Flächen) bei Genauigkeitsuntersuchungen simulieren zu können.
3.4.2. Überprüfung der Genauigkeit der OPL-Modellierung des
Black-Box-TWI-Modells
Um die Genauigkeit der OPL-Modellierung des Black-Box-TWI-Modells zu
untersuchen, wurden die OPLs für ausgewählte Strahlen mit SimOptDevice
zwischen den Quellen und der Quell-Referenzebene bzw. zwischen den Pixeln
und der Pixel-Referenzebene des TWIs (TWI-Design-Daten basieren auf dem
Zemax-Design-Modell 2) bestimmt und mit den zugehörigen parametrisierten
OPLs (Gleichungen 2.11 und 2.12) verglichen. Dazu wurden zunächst die OPLs
der 17×17 Quellen zwischen der jeweiligen Quelle und jeweils 1184 äquidistanten
Zielpunkten der Quell-Referenzebene (Zernike-Radius 𝑟𝑄=32,5 mm) bestimmt
und über Zernike-Polynome mit den ersten 55 Zernike-Koeffizienten für die
Parametrisierung der Ortsabhängigkeit und den ersten 15 Zernike-Koeffizienten
für die Parametrisierung der Feldabhängigkeit (vgl. Gleichung 2.11) modelliert.
In der Pixel-Referenzebene wurden die OPLs von 648 Pixeln mit äquidistantem
Abstand (Radius auf der CCD: 6,5 mm) zwischen dem jeweiligen Pixel und
jeweils 1225 äquidistanten Zielpunkten der Pixel-Referenzebene (quadratisches
Raster mit einer Kantenlänge von 0,54 mm) bestimmt und über Zernike-
Polynome mit den ersten 15 Zernike-Koeffizienten für die Parametrisierung
der Ortsabhängigkeit und den ersten 36 Koeffizienten für die Parametrisie-
rung der Feldabhängigkeit (vgl. Gleichung 2.12) modelliert (Zernike-Radius
𝑟𝑃=0,76 mm). Die örtliche Ausdehnung der Wellenfronten in der Pixel-Referenz-
ebene ist aufgrund der quadratischen Blende in der Fourier-Ebene der Abbil-
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Abbildung 3.7.: Schematische Darstellung der Radien 𝑟𝑄 bzw. 𝑟𝑃 , auf den
die Zernike-Polynome in der Quell- bzw. Pixel-Referenzebene normiert werden
und der für die Überprüfung gewählten Datenbereiche in den Referenzebenen.
Die vollständigen Datenbereiche gelten dabei für die zentrale Quelle bzw. den
zentralen Pixel. Bei dezentralen Quellen bzw. Pixeln können Vignettierungen
dazu führen, dass nicht der gesamte Datenbereich ausgefüllt ist.
dungsoptik quadratisch, so dass für die Zernike-Parametrisierung der Umkreis
der gültigen Datenwerte verwendet wurde (s. Abbildung 3.7).
Die gewählten Radien für die Parametrisierungen sowie die Anzahl der Zernike-
Koeffizienten entsprechen den Parametern der bisherigen Umsetzung des TWI-
Verfahrens.
Zur Überprüfung der Genauigkeit der OPL-Modellierung wurden in den je-
weiligen Referenzebenen andere Zielpunkte, als die für die Bestimmung der
Koeffizienten verwendeten Stützstellen genutzt. Der Datenbereich (vgl. Abbil-
dung 3.7) bleibt dabei erhalten. Dazu wurden die OPLs der 17× 17 Quellen
zwischen der jeweiligen Quelle und jeweils 740 äquidistanten Zielpunkten der
Quell-Referenzebene (Radius 𝑟𝑄=32,5 mm) bestimmt und mit den OPLs,
die man aus der Modellierung gemäß Gleichung 2.11 erhält, verglichen. Zur
Überprüfung der OPLs in der Pixel-Referenzebene wurden die OPLs von 145
Pixeln (Radius auf der CCD: 6,5 mm) zwischen dem jeweiligen Pixel und
jeweils 900 äquidistanten Zielpunkten der Pixel-Referenzebene (quadratisches
Raster mit einer Kantenlänge von 0,54 mm) bestimmt und mit den OPLs, die
man aus der Modellierung gemäß Gleichung 2.12 erhält, verglichen. In Abbil-
dung 3.8a und 3.8b werden die RMS-Abweichungen der OPLs aller verwendeten
Strahlen einer Quelle bzw. eines Pixels in Abhängigkeit von der Position der
jeweiligen Quelle (𝑈, 𝑉 ) bzw. des jeweiligen Pixels (𝑀,𝑁) aufgetragen. Die
Größe der RMS-Abweichungen der OPLs wurde dabei farblich kodiert. Die
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(a) Quellen, 55× 15 Koeffizienten. (b) Pixel, 15× 36 Koeffizienten.
(c) Quellen, 66× 28 Koeffizienten. (d) Pixel, 28× 66 Koeffizienten.
Abbildung 3.8.: Vergleich der parametrisierten OPLs mit den mit SimOpt-
Device direkt berechneten OPLs in den Referenzebenen des TWIs für das
nominelle Design des TWI-Modells: Die RMS-Abweichungen der OPLs (𝐿)
zwischen einer Quelle und der Quell-Referenzebene (a, c) bzw. eines Pixels
und der Pixel-Referenzebene (b, d) aller verwendeten Strahlen einer Quelle
bzw. eines Pixels wurden in Abhängigkeit von der Position der jeweiligen
Quelle (𝑈, 𝑉 ) bzw. des jeweiligen Pixels (𝑀,𝑁) aufgetragen. Die Größe der
RMS-Abweichungen der OPLs ist farblich kodiert. Die Anzahl der verwendeten
Koeffizienten für die Parametrisierung der OPLs ist in der oberen Reihe (a, b)
geringer als in der unteren Reihe (c, d).
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Abbildungen zeigen, dass die OPLs in den Referenzebenen aufgrund der Para-
metrisierung eine Ungenauigkeit aufweisen. Die Abweichungen der OPLs in der
Quell-Referenzebene (Abbildung 3.8a) sind etwas geringer als die Abweichungen
der OPLs in der Pixel-Referenzebene (Abbildung 3.8b). Die RMS-Werte der
Abweichungen zwischen den direkt berechneten OPLs und den parametrisierten
OPLs der Strahlen einer Referenzebene haben eine Größe von bis zu 10 nm.
Die PV-Werte der Abweichungen haben eine Größe von bis zu 40 nm (ohne
Abbildung). Die Ursache der Abweichungen liegt in der gewählten Anzahl der
Koeffizienten für die Parametrisierungen begründet. Die Ergebnisse zeigen,
dass die gewählte Anzahl der Koeffizienten für die Parametrisierung der OPLs
in den Referenzebenen erhöht werden sollte, um eine Genauigkeit der OPLs im
Subnanometer-Bereich zu erreichen.
Anschließend wurde die Koeffizientenanzahl für die Parametrisierungen der
OPLs entsprechend erhöht: In der Quell-Referenzebene wurden für die Para-
metrisierung der Ortsabhängigkeit die ersten 66 und für die Parametrisierung
der Feldabhängigkeit die ersten 28 Zernike-Koeffizienten verwendet. In der
Pixel-Referenzebene wurden für die Parametrisierung der Ortsabhängigkeit
die ersten 28 und für die Parametrisierung der Feldabhängigkeit die ersten 66
Koeffizienten verwendet. Die Ergebnisse werden in Abbildung 3.8c und 3.8d
dargestellt. Bei Verwendung dieser großen Anzahl der Koeffizienten wird für
beide Referenzebenen eine Genauigkeit im Subnanometer-Bereich erzielt.
Die Untersuchungen verdeutlichen, dass bereits für die Modellierung der OPLs
bei Verwendung des nominellen TWI-Modells (Design) eine große Anzahl an
Parametern benötigt wird, um eine ausreichende Genauigkeit der OPLs zu
erzielen. Die im Rahmen dieser Arbeit vorgeschlagene Modellierung des TWIs
verzichtet auf die Parametrisierung dieser nominellen OPLs, so dass hier für
alle Strahlen die OPLs, die sich aus dem Rayaiming-Algorithmus ergeben,
verwendet werden.
3.5. Anwendungsmöglichkeiten
Die vorgestellte Anpassung und Erweiterung des Simulationswerkzeuges Sim-
OptDevice ermöglicht die systematische Untersuchung des TWI-Verfahrens auf
Basis einer realitätsnahen Modellierung. Dies ist die Voraussetzung für die Un-
tersuchung und Bewertung der Grenzen und Möglichkeiten des TWI-Verfahrens.
Die Integration des Rayaiming-Verfahrens zeichnet sich ferner durch ein in sich
geschlossenes Simulationswerkzeug aus, bei dem sämtliche Parameter kontrol-
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liert und gesteuert werden können, ohne dass eine Schnittstelle zu externen
Anwendungen notwendig ist.
Durch die gewählte Modellierung basiert die optische Pfadlängenbestimmung
in SimOptDevice auf etablierte Raytracing- (und Rayaiming-) Methoden, so
dass auf die spezielle, auf Approximationen basierende, Algorithmik zur OPL-
Bestimmung innerhalb des Black-Box-TWI-Modells (s. Gleichung 2.13) ver-
zichtet werden kann. Die vorgeschlagene Modellierung reduziert die Approxi-
mationsschritte innerhalb des Verfahrens und die Einführung des Wellenfront-
Manipulators ermöglicht die Beibehaltung der bisherigen Verfahren und Me-
thoden zur Charakterisierung und Kalibrierung des TWI-Modells.
Aufgrund der flexiblen objektorientierten Programmierung können die Verfahren
auch für die Simulation anderer komplexer optischer Systeme angewendet und
ggf. erweitert werden.
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4. Genauigkeitsuntersuchungen zum
TWI-Prinzip
In diesem Kapitel wird das erweiterte Simulationswerkzeug SimOptDevice für
die Untersuchung des grundlegenden TWI-Prinzips angewendet. Mit dem Ziel,
die Genauigkeit, Stabilität und die Grenzen des Verfahrens zu untersuchen,
wird die TWI-Auswertemethode (vgl. Kapitel 2.2.2) schrittweise systematisch
umgesetzt und untersucht. Dazu werden vereinfachende Annahmen gemacht,
die in späteren Untersuchungen nach und nach fallengelassen werden. Die An-
nahmen dienen dazu, das Modell so zu vereinfachen, dass die Grundsätze des
Verfahrens getrennt von anderen Einflüssen aufgezeigt und analysiert werden
können. Ferner soll die Auswertemethode schrittweise entwickelt werden, ohne
bisher vorhandene Software zu verwenden. Die eigenständige Implementierung
hat das Ziel, die Kenntnis über sämtliche Parameter und Vereinfachungen zu
steuern.
Die Untersuchungen des Verfahrens beinhalten somit die Modellierung des
TWI-Systems, das Ausführen virtueller Experimente und die Auswertung der
Messergebnisse. Die Modellierung und Simulation des TWI-Systems wird über
das in Kapitel 3 beschriebene Simulationswerkzeug SimOptDevice realisiert,
mit dem schon zahlreiche andere Messsysteme simuliert wurden [15, 26, 93,
97, 106, 108, 109]. Im Gegensatz zu den bisherigen Anwendungen handelt
sich bei dem TWI um ein Messsystem, bei dem die Simulation auch Teil des
Auswerteverfahrens ist.
Bei der Ausführung virtueller Experimente für das TWI werden die OPDs,
die am physikalischen Messsystem generiert werden, über Simulationen er-
zeugt. Um das reale System möglichst wahrheitsgetreu abzubilden, müssen
Annahmen über die Abweichungen sämtlicher Design- und Justageparameter
getroffen werden, deren Auswirkungen sich dann in den Simulationsergebnissen
niederschlagen. Der Vorteil eines virtuellen Experimentes ist, dass sowohl der
Einfluss einzelner Parameter auf das Mess- oder Rekonstruktionsergebnis als
auch das Zusammenspiel vieler Einflüsse untersucht werden können. Das virtu-
elle Experiment besteht beim TWI aus zwei voneinander getrennten Teilen: Die
Simulation des realen Experimentes und die Rekonstruktion der Topographie,
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die die Simulationen für eine angenommene Soll-Topographie 𝑇𝑑 (𝑑 = Anzahl
bereits durchgeführter Iterationen des Rekonstruktionsverfahrens) enthält. Die
Simulation des realen Experimentes wird streng von der Rekonstruktion der
Topographie getrennt. Das heißt, dass nur die Messdaten und Informationen,
die auch nach einem physikalischen Experiment zur Verfügung stehen, für die
Rekonstruktion genutzt werden, während die wahren Positionen und Para-
meterabweichungen nur in der Simulation des physikalischen Experimentes
verwendet werden.
In diesem Kapitel wird zunächst das Prinzip des Rekonstruktionsverfahrens
untersucht und der Einfluss einzelner Parameter evaluiert. Dazu werden die
folgenden vereinfachenden Annahmen getroffen: Es wird ein perfektes opti-
sches System angenommen. Somit werden Fehler, die auf eine unzureichende
Kalibrierung des Systems zurückzuführen sind, vernachlässigt. Ferner wird
angenommen, dass die OPDs absolut gemessen werden können. Die Untersu-
chungen konzentrieren sich auf die Rekonstruktion der Prüflingsform, d.h. die
Methode zur Rekonstruktion der hochfrequenten Fehler (vgl. Kapitel 2.2.2 und
[10, 38]) wird nicht untersucht. Grund für diese Beschränkungen ist, dass hier
zunächst das prinzipielle Rekonstruktionsverfahren und das Vermögen, von
Abweichungen der OPDs auf Formabweichungen der Topographie zu schließen,
untersucht und die wesentlichen Einflussgrößen auf die Rekonstruktionsge-
nauigkeit ermittelt werden sollen. Um die Linearität bzw. die Nichtlinearität
dieses Zusammenhangs zu untersuchen und um Aussagen über die Auswahl der
Schrittweite der Jacobi-Matrix treffen zu können, wird in den in diesem Kapitel
dargestellten Auswertungen stets nur die erste Iteration des Auswerteverfahrens
betrachtet. Aussagen bezüglich der Linearität bzw. Nichtlinearität sind für die
Einschätzung der Schwierigkeiten des Lösungsverfahrens wichtig.
Die hier entwickelten Methoden lassen sich anschließend in einfacher Weise
erweitern, so dass die oben genannten Annahmen schrittweise fallengelassen
werden können, während die erarbeiteten Verfahren erhalten bleiben.
Im Folgenden wird zunächst der allgemeine Ablauf der Genauigkeitsunter-
suchungen dargestellt. Anschließend werden die für die in diesem Kapitel
verwendeten Simulationsparameter erläutert und schließlich werden Untersu-
chungen und Ergebnisse vorgestellt.
Im Rahmen dieser Dissertation wurden bereits Teile dieses Kapitels in [33, 34,
95, 96] veröffentlicht.
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4.1. Untersuchungsablauf
Abbildung 4.1.: Schematischer Ablauf eines virtuellen TWI-Experimentes.
Zunächst wird die Design-Topographie 𝑇0 (schwarze Linie), sowie die tatsächli-
che Topographie 𝑇 (rote Linie) definiert. Anschließend erfolgt die Bestimmung
der Daten mithilfe von Simulationen unter Verwendung eines TWI-Modells. Die
Bestimmung der Zernike-Koeffizienten 𝑐, die die Abweichung der tatsächlichen
Topographie 𝑇 von der Design-Topographie 𝑇0 beschreiben, erfolgt dann aus
den OPDs Δ𝐿 und der Jacobi-Matrix 𝐽 . Da die tatsächliche Topographie 𝑇
in einem virtuellen Experiment bekannt ist, kann die rekonstruierte Topogra-
phie 𝑇rek anschließend mit dieser verglichen und das Rekonstruktionsergebnis
bewertet werden.
In Abbildung 4.1 wird der grundlegende Ablauf einer Untersuchung des TWI-
Verfahrens mit virtuellen Experimenten unter der Annahme eines perfekt
kalibrierten TWI-Systems dargestellt. Im ersten Schritt wird die tatsächliche
Topographie 𝑇 , die sich aus der Design-Topographie 𝑇0 und einer Abweichung
von dieser zusammensetzt, definiert. Anschließend kann die Simulation des Ex-
perimentes ausgeführt werden, indem die Strahlen durch das System propagiert
werden und die OPDs 𝐿 ausgewählter Quell-Pixel-Kombinationen bestimmt
werden. Je nach Untersuchungsziel werden vor Ausführung der Simulation des
realen Experimentes weitere Modellparameter, wie z.B. die Justageparameter
der Topographie, gestört. Anschließend werden die OPDs 𝐿0 unter Verwendung
der Design-Topographie und Annahme einer perfekten Justage simuliert sowie
die notwendige Jacobi-Matrix 𝐽 berechnet. Mit Hilfe der Daten wird das inverse
Problem gelöst und die Koeffizienten, welche die Formabweichung der tatsäch-
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lichen Topographie 𝑇 von der Design-Topographie 𝑇0 beschreiben, bestimmt.
Da die tatsächliche Topographie 𝑇 in einem virtuellen Experiment bekannt
ist, kann im letzten Schritt das Rekonstruktionsergebnis 𝑇rek bewertet werden,
so dass die Güte der Rekonstruktionsgenauigkeit in Abhängigkeit einzelner
Parameter untersucht werden kann. Um die Genauigkeit zu erfassen, werden die
rekonstruierte Topographie 𝑇rek und die tatsächliche Topographie 𝑇 auf einem
diskreten Raster ausgewertet und voneinander abgezogen. Die resultierende
Residuum-Topographie beschreibt den Rekonstruktionsfehler. Als Bewertungs-
maßstab wird oftmals der quadratische Mittelwert der Abweichungen (RMSE,
RMS-Fehler) in 𝑧-Richtung der Topographie herangezogen, der über folgende
Gleichung gegeben ist:
RMSE =
√︂∑︀𝐶
𝑖=1 (𝑧𝑖rek − 𝑧𝑖)2
𝐶
, (4.1)
wobei 𝑧𝑖 der 𝑧-Wert der tatsächlichen Topographie 𝑇 , 𝑧𝑖rek der 𝑧-Wert der
rekonstruierten Topographie 𝑇rek an einer diskreten (𝑥, 𝑦)-Position des Auswer-
terasters und 𝐶 die Anzahl der Abtastpunkte auf der Topographie ist.
Die Jacobi-Matrix wurde in den folgenden Rekonstruktionen zur Erhöhung der
Genauigkeit nicht, wie in Gleichung 2.9 angegeben, über den einseitigen numeri-
schen Differenzenquotienten, sondern über den zentralen Differenzenquotienten
gemäß Gleichung
𝐽𝑖𝑗 =
𝐿𝑖(𝑐𝑗 + 12Δ𝑐𝑗)− 𝐿𝑖(𝑐𝑗 − 12Δ𝑐𝑗)
Δ𝑐𝑗
(4.2)
berechnet. Dabei wird Δ𝑐𝑗 als Schrittweite bezeichnet.
4.2. Allgemeine Simulationsparameter
Die TWI-Design-Daten (Positionen, Radien, Brechungsindizes, etc. der opti-
schen Elemente), die für die in diesem Kapitel durchgeführten Simulationen
notwendig waren, basieren auf den Daten des Zemax-Design-Modells des TWIs,
das von der Universität Stuttgart1 zur Verfügung gestellt wurde. Als Design-
Topographie 𝑇0 wurden in den folgenden Simulationen zwei verschiedene Asphä-
ren verwendet. Die Abweichung einer Asphäre von einer Ebene (Durchbiegung)
1Zemax-Modell 1: Übergabe 02/2013 von der Universität Stuttgart, Institut für Technische
Optik, Pfaffenwaldring 9, 70568 Stuttgart, Deutschland
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ergibt sich gemäß der DIN-Norm [21] aus der Gleichung
𝑧 = ℎ
2
𝑟𝑠
(︁
1 +
√︁
1− (𝑘0 + 1)ℎ2𝑟2𝑠
)︁ + 𝑙∑︁
𝑖=2
𝐴2𝑖ℎ
2𝑖, (4.3)
mit dem Scheitelradius 𝑟𝑠, der konischen Konstante 𝑘0, dem vertikalen Abstand
zur 𝑧-Achse ℎ und den asphärischen Parametern 𝐴2𝑖, 𝑖 = 2 . . . 𝑙. Die Design-
Daten der beiden unterschiedlichen Asphären werden in Tabelle 4.1 gezeigt.
Abbildung 4.2 zeigt einen 𝑥𝑧-Plot der Asphären, sowie deren Abweichung von
der bestangepassten Sphäre.
(a) Design 1. (b) Abweichung von Sphäre, Design 1.
(c) Design 2. (d) Abweichung von Sphäre, Design 2.
Abbildung 4.2.: In der Simulation verwendete Design-Topographien (𝑥-𝑧-
Schnitte) und ihre Abweichungen von ihrer bestangepassten Sphäre. Die zuge-
hörigen Design-Parameter werden in Tabelle 4.1 zusammengefasst.
In den Simulationen wurde das 2D-Punktlichtquellenraster mit 17× 17 Punkt-
lichtquellen, die einen Abstand von 2,5 mm voneinander haben, und eine
quadratische CCD mit einer Kantenlänge von 15,15 mm, unterteilt in jeweils
2048 Pixel, verwendet. Um die Rechenzeit zu begrenzen, wurden für die Re-
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konstruktion nicht alle möglichen Quell-Pixel-Kombinationen genutzt. Die CCD
wurde in 250×250 Pixel aufgeteilt und von den so entstehenden Kombinationen
wurden nur diejenigen verwendet, die in allen notwendigen Simulationsschritten
(Simulation des Experimentes mit Design-Topographie, Simulation der physi-
kalischen Messung, Simulationen, die notwendig sind, um die Jacobi-Matrix
zu berechnen) eine OPD lieferten. Dies ist nicht immer der Fall, da nur be-
stimmte Quell-Pixel-Kombinationen existieren und Randstrahlen innerhalb
des optischen Systems schon durch kleine Änderungen der Topographie im
System vignettiert werden können und somit für die Auswertung verloren
gehen. Abhängig von der Form der verwendeten Topographie, resultierten
so etwa 60000 Quell-Pixel-Kombinationen. Für die Rekonstruktion der Form-
abweichung wurden jeweils 153 Zernike-Koeffizienten (𝜂max = 𝜉max = 16, vgl.
Gleichung 2.1) verwendet. Damit hatte die Jacobi-Matrix jeweils eine Größe
von etwa 60000 Zeilen und 153 Spalten.
Parameter Design 1 Design 2
gemessene Apertur 46,00 mm 28,60 mm
konische Konstante 𝑘0 -0,09 -1,00
Scheitelradius 𝑟𝑠 34,00 mm 24,86 mm
asph. Parameter 𝐴4 5,00×10−6 mm−3 3,00×10−6 mm−3
asph. Parameter 𝐴6 7,00×10−10 mm−5 -1,80×10−10 mm−5
asph. Parameter 𝐴8 -5,00×10−12 mm−7 -8,00×10−13 mm−7
asph. Parameter 𝐴10 3,00×10−15 mm−9 1,35×10−16 mm−9
asph. Parameter 𝐴12 -9,37×10−19 mm−11
asph. Parameter 𝐴14 1,68×10−21 mm−13
asph. Parameter 𝐴16 -8,72×10−25 mm−15
Tabelle 4.1.: Design-Parameter der für die Simulationen genutzten asphäri-
schen Topographien.
4.3. Untersuchungen und Ergebnisse
Im ersten Schritt wurde angenommen, dass die Abweichungen der tatsächlichen
Topographie 𝑇 von der Design-Form 𝑇0 vollständig über Zernike-Polynome
beschrieben werden können. D.h. die simulierte Abweichung der tatsächli-
chen Topographie 𝑇 und die Rekonstruktion der Abweichungen erfolgten mit
dem gleichen Zernike-Modell. Für die Modellierung der tatsächlichen Topo-
graphie 𝑇 wurde eine Design-Asphäre 𝑇0 verwendet und als Differenzfunktion
eine Zernike-Funktion mit 153 Koeffizienten definiert. Die Amplituden der
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153 Zernike-Koeffizienten wurden jeweils aus einer Normalverteilung mit einem
Mittelwert von 0 nm und einer Standardabweichung von 1𝜎 = 10 nm gezogen.
Ein Zernike-Koeffizient legt zugleich die Größenordnung des entsprechenden
Zernike-Polynoms fest (vgl. Gleichung 2.1). Die Jacobi-Matrix wurde mit einer
Schrittweite von 20 nm generiert und die Rekonstruktion durch Lösung des
inversen Problems in Gleichung 2.8 ausgeführt.
(a) 𝑇 − 𝑇0. (b) 𝑇rek − 𝑇0. (c) 𝑇rek − 𝑇 .
(d) Zernike-Koeff. zu (a). (e) Zernike-Koeff. zu (b). (f) Zernike-Koeff. zu (c).
Abbildung 4.3.: Rekonstruktionsbeispiel ohne Rauschen: Eine Differenz-
topographie, beschrieben über Zernike-Funktionen, wurde zu der Design-
Topographie 𝑇0 addiert, um eine tatsächliche Topographie 𝑇 zu definieren.
Die obere Zeile zeigt in (a) die Abweichung der tatsächlichen Topographie 𝑇
von der Design-Topographie 𝑇0, in (b) die Abweichung der rekonstruierten
Topographie 𝑇rek von der Design-Topographie 𝑇0 und in (c) das Residuum
zwischen der tatsächlichen Topographie 𝑇 und der rekonstruierten Topographie
𝑇rek. Die untere Zeile zeigt in (d)-(f) die den jeweiligen Differenztopographien
(a)-(c) entsprechenden Amplituden der Zernike-Koeffizienten 𝑐𝑗 .
Abbildung 4.3 zeigt ein Rekonstruktionsbeispiel einer solchen Topographie.
Als Design-Topographie 𝑇0 wurde das Design 1 aus Tabelle 4.1 verwendet.
Die obere Zeile zeigt in (a) die Abweichung der tatsächlichen Topographie 𝑇
von der Design-Topographie 𝑇0, in (b) die Abweichung der rekonstruierten
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Topographie 𝑇rek von der Design-Topographie 𝑇0 und in (c) das Residuum
zwischen der tatsächlichen Topographie 𝑇 und der rekonstruierten Topographie
𝑇rek. Der RMS-Rekonstruktionsfehler beträgt etwa 0,11 nm. Die untere Zeile
zeigt in (d)-(f) die den jeweiligen Differenztopographien (a)-(c) entsprechenden
Amplituden der Zernike-Koeffizienten 𝑐𝑗 . Die Unterschiede zwischen den Am-
plituden der Zernike-Koeffizienten, welche die Abweichung der tatsächlichen
Topographie 𝑇 von der Design-Form 𝑇0 parametrisieren (Abbildung 4.3d), und
denen, die die Abweichung zwischen der rekonstruierten Topographie 𝑇rek von
der Design-Topographie 𝑇0 parametrisieren (Abbildung 4.3e), sind kleiner als
0,1 nm (vgl. Abbildung 4.3f). Um den Einfluss von Rauschen am Detektor zu
berücksichtigen, wurde in einem weiteren Schritt vor der Rekonstruktion weißes
Gaußsches Rauschen (Mittelwert 0 nm, Standardabweichung 1𝜎 = 5 nm) zu den
gemessenen OPDs addiert. Abbildung 4.4 zeigt die Ergebnisse des vorhergehen-
den Beispiels nach Addition von Rauschen zu den Messdaten. Das Rauschen
führt im Vergleich zu dem perfekten Messaufbau zu einer Verschlechterung
des Rekonstruktionsergebnisses. Dennoch liegt der RMS-Rekonstruktionsfehler
auch hier im Subnanometer-Bereich (0,18 nm), so dass sich das Rekonstruk-
tionsverfahren aufgrund der polynomialen Rekonstruktion robust gegenüber
Rauschen zeigt.
4.3.1. Rekonstruktionsgenauigkeit in Abhängigkeit der
Größenordnung der Topographie-Abweichung
Um das Rekonstruktionsvermögen des Verfahrens und die Linearität bzw. Nicht-
linearität des Problems zu untersuchen, wurde zunächst die Größenordnung der
Abweichungen der tatsächlichen Topographie 𝑇 von der Design-Topographie 𝑇0
variiert. Für die numerische Berechnung der Jacobi-Matrix wurde eine Schritt-
weite von 20 nm verwendet. Die Abhängigkeit des RMS-Rekonstruktionsfehlers
(RMSE) von der RMS-Abweichung der tatsächlichen Topographie 𝑇 von der
Design-Form 𝑇0 ist in Abbildung 4.5a für ein Szenario ohne Detektorrauschen
und in Abbildung 4.5b unter Berücksichtigung von Detektorrauschen dargestellt.
Die kontinuierliche rote Linie ist eine Hilfslinie, die die RMS-Abweichung der
tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0 kennzeichnet. Liegen die
Rekonstruktionsfehler auf oder oberhalb dieser Linie, war die Rekonstruktion
nicht erfolgreich, da man mit der Rekonstruktion keine geringere Abweichung
zwischen der rekonstruierten (bekannten) Topographie 𝑇rek und der tatsächli-
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(a) 𝑇 − 𝑇0. (b) 𝑇rek − 𝑇0. (c) 𝑇rek − 𝑇 .
(d) Zernike-Koeff. zu (a). (e) Zernike-Koeff. zu (b). (f) Zernike-Koeff. zu (c).
Abbildung 4.4.: Rekonstruktionsbeispiel mit Rauschen: Eine Differenz-
topographie, beschrieben über Zernike-Funktionen, wurde zu der Design-
Topographie 𝑇0 addiert, um eine tatsächliche Topographie 𝑇 zu definieren.
Um Rauschen in den Messdaten zu berücksichtigen, wurde vor der Rekonstruk-
tion weißes Gaußsches Rauschen zu den Messdaten addiert. Die obere Zeile
zeigt in (a) die Abweichung der tatsächlichen Topographie 𝑇 von der Design-
Topographie 𝑇0, in (b) die Abweichung der rekonstruierten Topographie 𝑇rek
von der Design-Topographie 𝑇0 und in (c) das Residuum zwischen der tatsächli-
chen Topographie 𝑇 und der rekonstruierten Topographie 𝑇rek. Die untere Zeile
zeigt in (d)-(f) die den jeweiligen Differenztopographien (a)-(c) entsprechenden
Amplituden der Zernike-Koeffizienten 𝑐𝑗 .
chen Topographie 𝑇 erzielt hat. Das Diagramm für den rauschfreien Fall zeigt,
dass große Abweichungen der Topographie 𝑇 von der Design-Form 𝑇0 schlechter
rekonstruiert werden können als geringe Abweichungen. Bei einem linearen Pro-
blem und konstanter Varianz auf den Daten dürfte die Genauigkeit nicht von
der Größe der Abweichungen, sondern nur von den Eigenschaften der Jacobi-
Matrix abhängen. Dies zeigt, dass das Problem eine Nichtlinearität aufweist,
so dass das Verfahren in den meisten Fällen iterativ ausgeführt werden muss,
bzw. allgemeiner gesprochen, es sich um ein nichtlineares Optimierungsproblem
handelt. Unter Berücksichtigung von Rauschen zeigt sich erwartungsgemäß,
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(a) Rauschfreier Fall. (b) Vor der Rekonstruktion wurde weißes
Gaußsches Rauschen zu den Messdaten ad-
diert.
Abbildung 4.5.: RMS-Rekonstruktionsfehler (RMSE) in Abhängigkeit von
der Abweichung der tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0.
dass Abweichungen unterhalb des Rauschlevels nicht mehr rekonstruiert werden
können. Dennoch lassen sich typische Abweichungen im Herstellungsprozess in
der Größenordnung von 1 nm bis 100 nm RMS sehr robust mit einem um ein bis
zwei Größenordnungen geringeren RMS-Rekonstruktionsfehler rekonstruieren.
4.3.2. Wahl der Schrittweite für die Berechnung der Jacobi-Matrix
Um Aussagen über die Wahl der Schrittweite für die numerische Berechnung der
Jacobi-Matrix treffen zu können, wurde anschließend die Schrittweite Δ𝑐𝑗 in der
numerischen Berechnung der Jacobi-Matrix (vgl. Gleichung 2.9) variiert und
die Rekonstruktion der oben genannten Fälle wiederholt. Dazu wurden Schritt-
weiten zwischen 2 fm und 2 µm verwendet. Abbildung 4.6a zeigt die Ergebnisse
der Rekonstruktionen für den rauschfreien und Abbildung 4.6b für den Fall
unter Berücksichtigung von Detektorrauschen in den Messdaten der simulierten
realen Messung. Im rauschfreien Fall wird deutlich, dass sowohl zu kleine als
auch zu große Schrittweiten für die numerische Berechnung der Jacobi-Matrix
nicht geeignet sind, um ein gutes Rekonstruktionsergebnis für alle getesteten
Topographien zu erzielen. Bei zu kleinen Schrittweiten dominieren numerische
Effekte, die die Genauigkeit des Differenzenquotienten beeinträchtigen und so
zu einem größeren Rekonstruktionsfehler führen. Abhängig von der tatsäch-
lichen Abweichung der Topographie von ihrer Design-Form beeinträchtigen
zu große Schrittweiten ebenfalls die Genauigkeit des Differenzenquotienten,
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wenn der angenommene lineare Zusammenhang nur eine Approximation ist,
so dass insgesamt zu große und zu kleine Schrittweiten zu einem größeren
Rekonstruktionsfehler führen. Schrittweiten zwischen 20 pm und 20 nm lie-
fern für die gezeigten Beispiele gute, fast identische Rekonstruktionsergebnisse.
Unter Berücksichtigung von Rauschen in den Messdaten werden die obigen
Ergebnisse bestätigt. Basierend auf den Ergebnissen, wurde für die folgenden
Untersuchungen dieses Kapitels eine Schrittweite von 20 nm gewählt.
(a) Rauschfreier Fall. (b) Vor der Rekonstruktion wurden die Mess-
daten verrauscht.
Abbildung 4.6.: Rekonstruktionsfehler (RMSE) in Abhängigkeit von der
Abweichung der tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0, wenn
die Jacobi-Matrix numerisch mit unterschiedlichen Schrittweiten berechnet
wurde.
4.3.3. Rekonstruktion gaußförmiger Abweichungen
In einem nächsten Schritt wurde das Rekonstruktionsvermögen des Verfahrens
für Topographien untersucht, deren Abweichungen von der Design-Form 𝑇0
nicht mehr direkt über Zernike-Polynome beschrieben werden. Dazu wurde die
Abweichung von der Design-Form 𝑇0 simuliert, indem eine zweidimensionale
Gaußfunktion der Form
𝑧 = 𝑎0 · e− 12 ·
(𝑥−𝑥0)2+(𝑦−𝑦0)2
Ω2 (4.4)
zu der Design-Topographie 𝑇0 addiert wurde. Um verschiedene Abweichungen
der Topographie 𝑇 mit unterschiedlichen räumlichen Frequenzen zu untersuchen,
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wurden die Parameter 𝑎0 und Ω der Gaußfunktion variiert. Das Maximum der
Gaußfunktion wurde dabei mit dem Parameter 𝑎0 variiert und der Parameter
Ω beeinflusst die Peakbreite, d.h. die sogenannte Halbwertsbreite (FWHM,
engl. Full Width at Half Maximum). Das Maximum wurde zwischen 1 nm und
1 µm und Ω zwischen 1 mm und 10 cm variiert. Das Zentrum der Gaußfunktion
wurde in den Simulationen sowohl zentriert in Bezug zur Design-Topographie 𝑇0
(𝑥0, 𝑦0 = 0m) als auch um 1 cm in 𝑥- und 𝑦-Richtung verschoben (𝑥0, 𝑦0 = 1 cm)
gewählt. Ferner wurden die Untersuchungen zunächst für den rauschfreien
Fall durchgeführt und anschließend zur Berücksichtigung von Rauschen in
den Messdaten wiederholt, indem weißes Gaußsches Rauschen (Mittelwert
0 nm, Standardabweichung 5 nm) vor der Rekonstruktion zu den simulierten
Messdaten addiert wurde.
Abbildung 4.7 zeigt ein Rekonstruktionsbeispiel für den verschobenen Gaußpeak
(𝑎0 = 100 nm, Ω = 1 cm).
(a) 𝑇 − 𝑇0. (b) 𝑇rek − 𝑇 , kein Rauschen. (c) 𝑇rek − 𝑇 , mit Rauschen.
Abbildung 4.7.: Rekonstruktionsbeispiel einer gaußförmigen Abweichung
(𝑎0 = 100 nm, Ω = 1 cm, 𝑥0, 𝑦0 = 1 cm) der tatsächlichen Topographie 𝑇 von
der Design-Topographie 𝑇0. Die Abbildung zeigt in (a) die Abweichung der
tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0, in (b) die Abweichung
zwischen der tatsächlichen und der rekonstruierten Topographie 𝑇rek im rausch-
freien Fall und in (c) die Abweichung zwischen der tatsächlichen Topographie 𝑇
und der rekonstruierten Topographie 𝑇rek unter Berücksichtigung von Rauschen
in den Messdaten.
Die Abbildung zeigt in (a) die Abweichung der tatsächlichen Topographie 𝑇
von der Design-Form 𝑇0, in (b) die Abweichung zwischen der tatsächlichen
Topographie 𝑇 und der rekonstruierten Topographie 𝑇rek im rauschfreien Fall
und in (c) schließlich die Abweichung zwischen der tatsächlichen Topographie 𝑇
und der rekonstruierten Topographie 𝑇rek für den Fall, dass die Messdaten vor
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der Rekonstruktion durch die Addition von weißem Gaußschen Rauschen ge-
stört wurden. Sowohl in dem rauschfreien Fall als auch unter Berücksichtigung
von Rauschen in den Messdaten liegt der RMS-Rekonstruktionsfehler (RMSE)
im Subnanometer-Bereich. Dies zeigt, dass die TWI-Rekonstruktionsmethode
grundsätzlich auch gültig ist, wenn die Abweichungen von der Design-Form
𝑇0 nicht direkt aus Zernike-Polynomen resultieren. Die Ergebnisse für die Va-
riation der räumlichen Frequenz der Abweichungen werden in Abbildung 4.8
gezeigt. In Abbildung 4.8a wird der Rekonstruktionsfehler (RMSE) für die
Design-Topographie mit Design 1 (vgl. Tabelle 4.1) in Abhängigkeit von der
RMS-Abweichung der tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0 für
verschiedene Ω der Gaußfunktion dargestellt. Die gleiche Abhängigkeit wird
in Abbildung 4.8b für die Design-Topographie mit Design 2 abgebildet. Die
verschiedenen RMS-Abweichungen 𝑇−𝑇0 ergeben sich für jedes Ω aus der Varia-
tion der Amplitude 𝑎0 der Gaußfunktion. Die Rekonstruktionsergebnisse unter
Berücksichtigung von Rauschen in den Messdaten werden in Abbildung 4.8c
für Design 1 und in Abbildung 4.8d für Design 2 gezeigt. Die rote Linie in den
Abbildungen ist eine Hilfslinie, die jeweils die RMS-Abweichung der tatsächli-
chen Topographie 𝑇 von der Design-Form 𝑇0 kennzeichnet. Liegen die RMS-
Rekonstruktionsfehler auf oder oberhalb dieser Linie, war die Rekonstruktion
nicht erfolgreich, da man mit der Rekonstruktion keine geringere Abweichung
zwischen der tatsächlichen und der rekonstruierten Topographie 𝑇rek erzielt hat.
Die Abbildungen legen dar, dass Abweichungen von der Design-Topographie,
die sehr hohe räumliche Frequenzen (Ω kleiner als 1 cm) aufweisen, nicht mehr
hinreichend mit dem beschriebenen Rekonstruktionsverfahren erfasst werden
können. Der Grund dafür ist, dass diese steilen Abweichungen nicht mehr
mit der für die Rekonstruktion verwendeten Anzahl an Zernike-Koeffizienten
dargestellt werden können. Die Verwendung anderer Polynome, wie z.B. Forbes-
Polynome [31], kann ggf. die Parameteranzahl, die zur Rekonstruktion von
Abweichungen mit einer bestimmten Ortsfrequenz notwendig ist, reduzieren.
Dies ändert aber nichts an der Beschränkung des Rekonstruktionsvermögens auf
Topographie-Abweichungen mit einer begrenzten Ortsfrequenz, die durch die ge-
wählte Polynomordnung bestimmt wird. Für die Rekonstruktion hochfrequenter
Formabweichungen ist somit ein erweitertes Verfahren erforderlich. Dazu wurde
ein Verfahren zur Projektion der Restfehler vorgeschlagen [10], das jedoch nicht
Gegenstand dieser Untersuchungen war. Die Addition von Rauschen zu den
Messdaten bewirkt eine Verschiebung der RMS-Rekonstruktionsfehler (RMSE)
zu einem dem Rauschlevel entsprechenden höheren RMS-Rekonstruktionsfehler.
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(a) Design 1, kein Rauschen. (b) Design 2, kein Rauschen.
(c) Design 1, mit Rauschen. (d) Design 2, mit Rauschen.
Abbildung 4.8.: Rekonstruktionsfehler (RMSE) für verschiedene räumliche
Frequenzen der tatsächlichen Topographie 𝑇 . (a) und (b) zeigen den RMS-
Rekonstruktionsfehler (RMSE) in Abhängigkeit von der RMS-Abweichung
der tatsächlichen Topographie 𝑇 von der Design-Form 𝑇0 für verschiedene
Peakbreiten Ω der Gaußfunktion für zwei verschiedene Design-Topographien
unter der Annahme, dass die Messdaten nicht verrauscht sind. (c) und (d)
zeigen die entsprechenden Ergebnisse unter Berücksichtigung von Rauschen in
den Messdaten.
4.3.4. Einfluss von Fehlpositionierungen der Topographie
Um die Sensitivität des grundlegenden Rekonstruktionsverfahrens in Bezug
auf Fehlpositionierungen der Topographie während der Messung zu untersu-
chen, wurde die Topographie in der Simulation der Messung gezielt entlang
der 𝑥-, 𝑦- oder 𝑧-Achse falsch justiert. Zur Modellierung der Abweichung der
Topographie 𝑇 von der Design-Form 𝑇0 wurde eine Differenzfunktion aus 153
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Zernike-Koeffizienten, deren Amplitude jeweils aus einer Normalverteilung mit
einem Mittelwert von 0 nm und einer Standardabweichung von 10 nm gezogen
wurde, zu der Design-Topographie 𝑇0 addiert. Für die Rekonstruktion wurde
eine perfekte Justage angenommen und der Rekonstruktionsfehler (RMSE) in
Abhängigkeit von der jeweiligen Fehljustage aufgetragen.
Um die Form zwischen der tatsächlichen Topographie 𝑇 und der rekonstruierten
Topographie 𝑇rek zu vergleichen, wurde die rekonstruierte Topographie über
einen speziell an der PTB entwickelten Algorithmus in die tatsächliche-Topo-
graphie eingepasst, bevor die RMS-Abweichung zwischen beiden Topographien
bestimmt wurde. Bei der Einpassung wird die rekonstruierte Topographie
verschoben und rotiert, bis die RMS-Abweichung zwischen den beiden Topogra-
phien ein Minimum hat [109]. Eine solche Einpassung ist für die Bestimmung
der Rekonstruktionsgenauigkeit erlaubt, da hier lediglich die rekonstruierte
Form, unabhängig von ihrer Position und Lage im Raum, beurteilt werden
soll. Die Ergebnisse werden in Abbildung 4.9 gezeigt. Die Ergebnisse zeigen,
dass jede Fehlpositionierung zu einem deutlichen Anstieg des Rekonstrukti-
onsfehlers (RMSE) und somit zu einem schlechteren Rekonstruktionsergebnis
nach einer Iteration des Rekonstruktionsverfahrens führt. Die Verschlechte-
rung nimmt mit zunehmender Fehlpositionierung zu und hängt auch von der
Form der Design-Topographie ab. Fehlpositionierungen entlang der 𝑥- oder der
𝑦-Achse, d.h. senkrecht zur optischen Achse, größer als 5 µm führen für die
ausgewählten Topographien zu Rekonstruktionsfehlern (RMSE), die größer als
1 nm sind. Fehlpositionierungen entlang der optischen Achse (𝑧-Achse) haben,
insbesondere für die Design-Topographie mit Design 1, geringeren Einfluss auf
die Rekonstruktionsgenauigkeit. Hier führen erst Fehlpositionierungen größer
als 10 µm zu Rekonstruktionsfehlern (RMSE), die größer als 1 nm sind. Die
Sprünge und Unsymmetrien in den Diagrammen sind auf das Mess- und Re-
konstruktionsverfahren des TWIs zurückzuführen: Abhängig von der Form
und Position der Topographie variieren die Orte der Schnittpunkte zwischen
den Strahlen der Quell-Pixel-Kombinationen und der Topographie, so dass
die Sensitivität der Messung in Bezug auf eine Fehlpositionierung je nach
lokaler Steigung der Topographie unstetig variiert. Es ist anzumerken, dass
sich die dargestellten Ergebnisse nur auf den Rekonstruktionsfehler (RMSE)
nach der ersten Iteration des Rekonstruktionsalgorithmus beziehen und die
Fehlpositionierungen ggf. nur eine Erhöhung der notwendigen Iterationsschritte
zur Folge haben. Ferner wurde angenommen, dass die absoluten OPDs gemes-
sen werden können. Die hier dargestellten Untersuchungen hatten das Ziel,
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(a) Rekonstruktionsfehler (RMSE) in Ab-
hängigkeit von einer Fehljustage entlang der
x-Achse.
(b) Rekonstruktionsfehler (RMSE) in Ab-
hängigkeit von einer Fehljustage entlang der
y-Achse.
(c) Rekonstruktionsfehler (RMSE) in Ab-
hängigkeit von einer Fehljustage entlang der
z-Achse.
Abbildung 4.9.: Einfluss von Fehlpositionierungen der Topographie wäh-
rend der Messung auf den Rekonstruktionsfehler (RMSE) bei Abbruch des
Rekonstruktionsalgorithmus nach der ersten Iteration.
aufzuzeigen, wie sensitiv das Messsystem für eine falsche Positionierung ist
und wie das Simulationswerkzeug SimOptDevice verwendet werden kann, um
solche Auswirkungen zu untersuchen.
4.4. Bewertung der Ergebnisse
Die hier durchgeführten Untersuchungen basieren auf vereinfachenden An-
nahmen, die getroffen wurden, um das Verfahren schrittweise zu untersuchen
und die Einflussgrößen auf die Genauigkeit des komplexen Messverfahrens
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systematisch zu erarbeiten. Dennoch können aus den hier erzielten Ergebnissen
einige, im Folgenden dargestellte, Aussagen abgeleitet werden.
Die bisherigen Ergebnisse lassen vermuten, dass das TWI-Verfahren ein viel-
versprechendes, robustes Verfahren ist, das das Potential hat, auch steile
asphärische Flächen (vgl. Eigenschaften der simulierten Design-Topographien
in Tabelle 4.1 und Abbildung 4.2) mit hoher Genauigkeit zu vermessen.
Die Ergebnisse zeigen, dass die Schrittweite zur Berechnung der Jacobi-Matrix
in Abhängigkeit des konkreten Problems geeignet gewählt werden sollte und
die erzielbare Genauigkeit nach einer Iteration des Rekonstruktionsalgorithmus
auch abhängig von der Größenordnung der Abweichung der tatsächlichen To-
pographie 𝑇 von der Design-Topographie 𝑇0 ist. Die Annahme eines linearen
Zusammenhangs zwischen den Änderungen der OPDs und der Abweichung
der Topographie zeigt für Abweichungen in der Größenordnung von einigen
zehn Nanometern gute Ergebnisse. In den Untersuchungen zur Schrittweite
der Jacobi-Matrix ist jedoch auch der nichtlineare Charakter des inversen
Problems deutlich geworden, so dass die Rekonstruktion der Topographie 𝑇
des Messobjekts bei großen Abweichungen von der Design-Form 𝑇0 ein nichtli-
neares Optimierungsproblem darstellt. Die zur Simulation der Abweichung der
tatsächlichen Topographie 𝑇 von der Design-Topographie 𝑇0 genutzte Variation
eines Gaußpeaks hat gezeigt, dass das Verfahren das Potential hat, beliebige
Abweichungen mit hoher Genauigkeit zu rekonstruieren, sofern diese einer nied-
rigen räumlichen Frequenz entsprechen. Diese Einschränkung resultiert aus der
Rekonstruktion der Abweichungen in Form eines Polynoms mit beschränkter
Polynomordnung. Die Ergebnisse zeigen also auch Grenzen des grundlegenden
Rekonstruktionsverfahrens auf. Die Erweiterung des Rekonstruktionsverfahrens
zur Rekonstruktion der mittleren und hohen Ortsfrequenzen [10, 38] wurde in
der Untersuchung nicht berücksichtigt und muss in gleicher Weise untersucht
werden.
Die Untersuchungen zur Fehlpositionierung der Topographie haben gezeigt,
dass sich Fehlpositionierungen unterschiedlich auf die Rekonstruktionsgenauig-
keit (nach einer Iteration des Rekonstruktionsverfahrens) auswirken und das
Rekonstruktionsergebnis z.B. sensitiver für Fehljustagen entlang der 𝑥- und
𝑦-Achse als entlang der optischen (𝑧-) Achse ist.
Die Hinfälligkeit der Annahme einer perfekten Kalibrierung wird die darge-
stellten Abhängigkeiten prinzipiell nicht verändern. Jedoch können die resultie-
renden Rekonstruktionsfehler bei einer fehlerhaften Kalibrierung so groß sein,
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dass die dargestellten Abhängigkeiten nicht mehr sichtbar werden.
Um das Verfahren zunächst zu vereinfachen und losgelöst von weiteren funda-
mentalen Problemen zu analysieren, wurde zusätzlich die Annahme getroffen,
dass sämtliche OPDs absolut messbar sind. Die Probleme, die aus der Hin-
fälligkeit dieser Annahme resultieren, werden in Kapitel 6 gesondert untersucht.
Die hier dargestellten Ergebnisse beinhalten die Weiterentwicklung des Simula-
tionswerkzeuges SimOptDevice und die Umsetzung der für dieses Messverfahren
relevanten Auswerteverfahren, so dass die dargestellten virtuellen Experimente
und Auswertungen ermöglicht wurden. Diese entwickelte Simulations- und
Auswertemethodik kann auf einfache Weise an neue Annahmen angepasst und
weiterentwickelt werden, so dass hier eine Basis zur Durchführung virtueller
und zur Auswertung realer TWI-Experimente geschaffen wurde.
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Die Prüflingsrekonstruktion und die Systemkalibrierung des TWIs basieren auf
optischer Störungsrechnung [39]. Dies erfordert die Bestimmung von Jacobi-
Matrizen, die die partiellen Ableitungen der OPLs in Bezug auf die Topographie-
bzw. die Systemparameter enthalten. Bisher wurden diese Matrizen über nume-
rische Differenzenquotienten [18] bestimmt [39, 80]. Dabei muss die Simulation
des gesamten Experimentes für die partielle Ableitung eines jeden Parameters
mindestens einmal wiederholt werden, so dass mit zunehmender Parameteran-
zahl die Rechenzeit deutlich ansteigt. Eine schnelle und exakte Berechnung
der Jacobi-Matrizen ist aber für die praktische Anwendung des Interferome-
ters wichtig, um die Zeiten zwischen Messung und Ergebnisanzeige gering
zu halten, eine bestmögliche Genauigkeit der Messung zu erzielen und so
eine Überprüfung der Asphärenfertigung während des Herstellungsprozesses
(„In-Production-Metrology“) zu ermöglichen. Ferner können systematische Un-
tersuchungen des Verfahrens nur mit einer schnellen Berechnung der Matrizen
sinnvoll durchgeführt werden.
In diesem Kapitel wird gezeigt, wie die Jacobi-Matrizen durch Anwendung
von Verfahren der optischen Störungsrechnung analytisch bestimmt werden
können, wenn die nominellen optischen Wege durch das System bekannt sind.
Dadurch wird die Rechenzeit des Verfahrens, je nach Anzahl der zu schätzenden
Parameter, um zwei- bis vier Größenordnungen reduziert.
Zunächst werden die grundlegenden Zusammenhänge der optischen Störungs-
rechnung dargestellt und anschließend auf die Bestimmung der Jacobi-Matrizen
des TWI-Rekonstruktionsverfahrens und der TWI-Kalibrierung angewendet.
In beiden Fällen werden die berechneten Einträge mit denen, die, wie bisher,
über numerische Differenzenquotienten berechnet wurden, verglichen sowie
der Zeitgewinn durch die analytische Berechnung dargestellt. Anschließend
wird beispielhaft gezeigt, wie die Jacobi-Matrix der TWI-Rekonstruktion dazu
verwendet werden kann, eine Position der Topographie im Messraum für eine
optimale Vermessung zu bestimmen. Das Verfahren dient als Beispiel für zahl-
reiche systematische Untersuchungen, die erst durch die schnelle, analytische
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Berechnungsmethode ermöglicht werden.
Sämtliche TWI-Design-Daten (Positionen, Radien, Brechungsindizes, etc. der
optischen Elemente), die für die in diesem Kapitel durchgeführten Simulationen
notwendig waren, basieren auf den Daten des Zemax-Design-Modells des TWIs,
das von der Universität Stuttgart1 zur Verfügung gestellt wurde.
Im Rahmen dieser Dissertation wurden bereits Teile dieses Kapitels in [32, 35]
veröffentlicht.
5.1. Störungsrechnung in der Optik
Die analytische Bestimmung von partiellen Ableitungen optischer Pfadlängen
bezüglich der Systemparameter eines optischen Systems, d.h. die Bestimmung
der Einträge sogenannter Jacobi-Matrizen, wurde schon eingehend untersucht
[2, 28, 29, 65, 66]. Dazu wird in der Regel ein Startstrahl (definierter Start-
punkt und definierter Startrichtungsvektor) durch das System verfolgt und
der Einfluss der Änderung eines Systemparameters auf die OPL bis zur Ziele-
bene verfolgt. Hierbei handelt es sich um Raytracing (vgl. Kapitel 3.3): Die
Störung eines Systemparameters bewirkt dabei eine Störung der Koordinaten
des Endpunktes. Für diese Fälle ist die Berechnung der Jacobi-Matrix kom-
plex, so dass die Ableitung und Verkettung sämtlicher Raytracing-Gleichungen
notwendig ist (s. Kapitel 3.3.2: Partielle Ableitungen zur Lösung des Rayaiming-
Optimierungsproblems).
In interferometrischen Anwendungen, wie zum Beispiel dem TWI, werden die
OPLs jedoch zwischen festen Start- und Endpunkten (Quell-Pixel-Kombinationen)
gemessen. Um die OPLs dieser Quell-Pixel-Kombinationen zu bestimmen, ist
ein Rayaiming-Prozess (vgl. Kapitel 3.3) notwendig. In diesem Fall handelt
es sich bei den OPLs der Quell-Pixel-Kombinationen um sogenannte Punkt-
Charakteristika des optischen Systems [17] und die analytische Bestimmung der
Jacobi-Matrix kann durch Anwendung von üblicher Störungsrechnung deutlich
vereinfacht werden [16, 17, 88, 100].
Die Störungsrechnung wurde bereits in den ersten Arbeiten zum TWI von Gar-
busi et al. [39] erwähnt, um das Kalibrierungs- und Rekonstruktionsprinzip des
TWIs zu begründen. Allerdings wurden zur Berechnung der Jacobi-Matrizen
zunächst numerische Methoden verwendet [35].
In diesem Kapitel werden Methoden der optischen Störungsrechnung auf das
1Zemax-Modell 1: Übergabe 02/2013 von der Universität Stuttgart, Institut für Technische
Optik, Pfaffenwaldring 9, 70568 Stuttgart, Deutschland
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TWI angewendet und einige Beispiele der resultierenden Vorteile aufgezeigt.
Zunächst werden die grundlegenden Ideen der Theorie wiederholt und um
partielle Ableitungen bezüglich der Störung kompletter Linsensysteme, die aus
mehreren Einzelflächen bestehen (z.B. Verkippung eines Objektivs), erweitert.
Nicht alle hier gezeigten Fälle sind für die Bestimmung der Jacobi-Matrizen
zur Rekonstruktion und Kalibrierung des TWIs notwendig. Dennoch sind sie
für andere Anwendungen interessant, z.B. um eine Sensitivitätsanalyse für das
vollständige optische System durchzuführen.
Der optische Pfad innerhalb eines optischen Systems wird über das Fermat’sche
Prinzip (vgl. Abschnitt 2.2.2) bestimmt, welches auch die Grundlage für die Be-
stimmung der partiellen Ableitungen der OPL bezüglich der Systemparameter
ist. Weiterhin werden die optischen Pfaddaten (Schnittpunkte, Richtungsvekto-
ren, etc.) benötigt, die mittels Rayaiming durch das optische System ermittelt
werden können. Mit diesem Wissen können die partiellen Ableitungen erster
Ordnung der OPLs analytisch über die Gleichungen der folgenden Abschnitte
bestimmt werden.
In diesem Abschnitt wird für jede betrachtete partielle Ableitung zuerst die
analytische Berechnung aus den Strahlpfaddaten dargestellt. Im Anschluss
wird jeweils mit Hilfe der analytischen Berechnungsmethode die Genauigkeit
der numerischen Berechnungsmethode für die Anwendung am TWI überprüft,
indem die analytisch bestimmten partiellen Ableitungen mit denen, die über
zentrale, numerische Differenzenquotienten bestimmt wurden, für ausgewählte
Quell-Pixel-Kombinationen verglichen werden. Für die für den Vergleich not-
wendigen Simulationen der optischen Strahlpfaddaten bzw. OPLs wurde eine
ideale Kugel mit dem Radius von 10 mm als Messobjekt verwendet und an eine
initiale Position im Testraum des TWI-Modells platziert. Zur Bestimmung der
numerischen partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich
einer Verschiebung wurde eine Schrittweite des numerischen Differenzenquo-
tienten von 200 nm gewählt. Für die numerische Bestimmung der partiellen
Ableitungen bezüglich einer Verkippung wurde jeweils eine Schrittweite von
20 µrad verwendet.
5.1.1. Partielle Ableitung bezüglich der Verschiebung einer
Einzelfläche
Die Änderung der OPL 𝛿𝐿 zwischen zwei festen Punkten eines optischen
Systems, die von einer infinitesimalen Störung einer Einzelfläche (vgl. Abbil-
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Abbildung 5.1.: Schematische Darstellung einer Verschiebung einer einzelnen
Oberfläche: Skizze zur Definition des aus einer Verschiebung resultierenden
Verschiebungsvektors 𝛿𝑠 an einem Punkt auf der Oberfläche.
dungen 5.1 und 5.4) hervorgerufen wird, kann aus den Rayaiming-Daten des
nominellen Systems unter Anwendung von optischer Störungsrechnung [17]
berechnet werden. Dies wurde u.a. von Stone [100] und Rimmer [88] gezeigt. Für
die induzierte Gesamtpfadlängenänderung 𝛿𝐿 gilt demnach der Zusammenhang
[88, 100]
𝛿𝐿 = 𝛿𝑠𝑇𝑛(𝑛𝑅𝑒𝑇𝑛− 𝑛′𝑅𝑒′𝑇𝑛), (5.1)
wobei 𝛿𝑠 die in dem Schnittpunkt zwischen Strahl und Oberfläche von der
Störung hervorgerufene Verschiebung der optischen Fläche, 𝑛 der Normalen-
einheitsvektor der Fläche am Schnittpunkt, 𝑒 und 𝑒′ die normierten Richtungs-
vektoren des ein- und auslaufenden Strahls am Schnittpunkt und 𝑛𝑅 bzw. 𝑛′𝑅
die Brechungsindizes der Medien darstellen.
Im Folgenden wird gezeigt, dass sich die Gleichung zur Bestimmung der par-
tiellen Ableitung der OPL bezüglich einer Verschiebung einer Einzelfläche,
d.h. wenn die infinitesimale Störung 𝛿𝑠 von einer Verschiebung der Fläche
hervorgerufen wird, unter Anwendung des Reflexions- und Brechungsgesetzes
noch vereinfachen lässt. Als Beispiel wird die partielle Ableitung der Gesamt-
pfadlänge bezüglich der 𝑥-Achse betrachtet. Mit der allgemeinen Gleichung 5.1
ergibt sich der Zusammenhang
𝜕𝐿
𝜕𝑥
= 𝑛𝑥
(︀
𝑛𝑅𝑒
𝑇𝑛− 𝑛′𝑅𝑒′𝑇𝑛
)︀
. (5.2)
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Wird der Strahl an der Fläche reflektiert (𝑛𝑅 = 𝑛′𝑅), so kann der normierte
Richtungsvektor 𝑒′ aus dem Reflexionsgesetz (vgl. Gleichung 3.16) berechnet
werden und es ergibt sich die Gleichung (vgl. Herleitung im Anhang B.1.1):
𝜕𝐿
𝜕𝑥
= 𝑛𝑥
(︀
𝑛𝑅2𝑒𝑇𝑛
)︀
= 𝑛𝑅
(︀
𝑒𝑥 − 𝑒′𝑥
)︀
. (5.3)
Wird der Strahl an der Fläche gebrochen, so kann der normierte Richtungsvektor
𝑒′ aus dem Brechungsgesetz (vgl. Gleichung 3.17) berechnet werden und es
ergibt sich analog die Gleichung (vgl. Herleitung im Anhang B.1.2):
𝜕𝐿
𝜕𝑥
= 𝑛𝑥𝑛′𝑅
(︂
𝑛𝑅
𝑛′𝑅
(︀
𝑒𝑇𝑛
)︀
−
√︂
1−
(︁
𝑛𝑅
𝑛′𝑅
)︁2 (︀
1− (𝑒𝑇𝑛)2
)︀)︂
= 𝑛𝑅𝑒𝑥 − 𝑛′𝑅𝑒′𝑥. (5.4)
Die Gleichungen des Reflexions- und Brechungsgesetzes basieren auf dem
Fermat’schen Prinzip (vgl. Abschnitt 2.2.2), so dass die Richtungsänderungen
und damit auch die genannten Zusammenhänge aus diesem Prinzip resultieren.
Die partiellen Ableitungen bezüglich der 𝑦- und 𝑧-Koordinaten können auf
gleiche Weise vereinfacht werden, so dass sich die partiellen Ableitungen der
Gesamtpfadlänge 𝐿 bezüglich der Verschiebung einer Einzelfläche mit der
Gleichung ⎛⎝ 𝜕𝐿𝜕𝑥𝜕𝐿
𝜕𝑦
𝜕𝐿
𝜕𝑧
⎞⎠ =
⎛⎝ 𝑛𝑅𝑒𝑥 − 𝑛′𝑅𝑒′𝑥𝑛𝑅𝑒𝑦 − 𝑛′𝑅𝑒′𝑦
𝑛𝑅𝑒𝑧 − 𝑛′𝑅𝑒′𝑧
⎞⎠ (5.5)
berechnen lassen. Somit können die partiellen Ableitung der OPL bezüglich der
Ortskoordinaten einer Fläche aus den Komponenten der auf die Einzelfläche
ein- und auslaufenden normierten Richtungsvektoren des nominellen Strahls
und der Kenntnis der Brechungsindizes bestimmt werden.
Damit wurde gezeigt, dass die partielle Ableitung bezüglich der Verschiebung
einer Fläche mit der vereinfachten Gleichung 5.5 berechnet werden kann und
sich diese aus der Gleichung 5.1 und den optischen Gesetzen ergibt.
Die Ergebnisse des Vergleichs der aus den Strahlpfaddaten mit Gleichung 5.5
berechneten und der numerischen Berechnung der partiellen Ableitungen bezüg-
lich der Position des Messobjektes für ausgewählte Quell-Pixel-Kombinationen
am TWI werden in Abbildung 5.2 dargestellt.
In den Abbildungen 5.2a bis 5.2c sind die mittels Gleichung 5.5 analytisch
bestimmten partiellen Ableitungen der Gesamtpfadlänge 𝐿 bezüglich der
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(a) 𝜕𝐿𝜕𝑥 : Analytisch. (b)
𝜕𝐿
𝜕𝑦 : Analytisch. (c)
𝜕𝐿
𝜕𝑧 : Analytisch.
(d) 𝜕𝐿𝜕𝑥 : Analyt. – numerisch. (e)
𝜕𝐿
𝜕𝑦 : Analyt.– numerisch. (f)
𝜕𝐿
𝜕𝑧 : Analyt.– numerisch.
Abbildung 5.2.: Vergleich der numerischen und analytischen Bestimmung der
partiellen Ableitungen der Gesamtpfadlänge 𝐿 bezüglich der Ortskoordinaten
des Prüflings am TWI für ausgewählte Quell-Pixel-Kombinationen: Die Werte
der analytisch bestimmten partiellen Ableitungen der Gesamtpfadlänge 𝐿 nach
der Ortskoordinate 𝑥 werden in (a), nach der Ortskoordinate 𝑦 in (b) und
nach der Ortskoordinate 𝑧 in (c) dargestellt. Die entsprechenden Abweichungen
zwischen den numerisch und den analytisch bestimmten partiellen Ableitungen
sind in (d), (e) und (f) aufgetragen.
drei Ortskoordinaten der Topographie (𝑥, 𝑦, 𝑧) für ausgewählte Quell-Pixel-
Kombinationen dargestellt. In den Abbildungen 5.2d bis 5.2f sind die entspre-
chenden Residuen zwischen den analytisch und den numerisch berechneten
partiellen Ableitungen dargestellt. Für den Vergleich sind nur die Größenord-
nungen der partiellen Ableitungen sowie die Größenordnung der Abweichungen
zwischen den Bestimmungsmethoden relevant. Die Muster der Diagramme ha-
ben hier keine Bedeutung und sind lediglich auf die Reihenfolge der betrachteten
Strahlen zurückzuführen. Die Ergebnisse zeigen eine gute Übereinstimmung
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zwischen der numerischen und der analytischen Bestimmung der partiellen
Ableitungen. Die RMS-Werte der Abweichungen zwischen den numerisch und
den analytisch bestimmten partiellen Ableitungen liegen für alle drei Raum-
richtungen etwa bei 5× 10−7, während die Werte der partiellen Ableitungen
zwischen −1 und 1 bzw. −0, 15 und 0, 1 liegen. Die Abweichungen zwischen den
beiden Bestimmungsmethoden haben ihre Ursache in der begrenzten Genauig-
keit der numerischen Berechnungsmethode, da die partiellen Ableitungen über
Differenzenquotienten nur approximiert werden.
5.1.2. Partielle Ableitung bezüglich beliebiger
Topographie-Parameter einer Einzelfläche
Für optische Flächen, die sich über eine stetig differenzierbare, räumliche Funk-
tion der Form 𝑧 = 𝑇 (𝑥, 𝑦, 𝑝𝑘) beschreiben lassen, kann die partielle Ableitung
der OPL bezüglich beliebiger Topographie-Parameter 𝑝𝑘 durch Anwendung der
Kettenregel aus den nominellen Pfaddaten mittels
𝜕𝐿
𝜕𝑝𝑘
= 𝜕𝐿
𝜕𝑧
𝜕𝑧
𝜕𝑝𝑘
(5.6)
bestimmt werden. Dabei muss die partielle Ableitung 𝜕𝐿
𝜕𝑧
gemäß Gleichung
5.5 am Schnittpunkt des Strahls mit der optischen Fläche, deren Parameter
𝑝𝑘 gestört wird, berechnet werden. Der zweite Term entspricht der partiellen
Ableitung der Formfunktion der Fläche in dem Schnittpunkt des Strahls mit
der Fläche. Mit Gleichung 5.6 kann somit die partielle Ableitung der OPL in
Bezug auf einen beliebigen Parameter der Topographiebeschreibung, wie z.B.
den Radius einer Fläche, einen asphärischen Parameter oder einen Zernike-
Koeffizienten, aus den nominellen Strahldaten analytisch bestimmt werden.
Damit ist eine Analyse der Sensitivität der OPL in Bezug auf die Änderung
beliebiger Topographie-Parameter möglich. Dieses Resultat wurde von Stone
[100] bereits unter Verwendung einer Taylor-Reihenentwicklung erster Ordnung
hergeleitet.
Die Ergebnisse des Vergleichs der aus den Strahlpfaddaten berechneten und der
numerischen Berechnung der partiellen Ableitungen bezüglich des Radius 𝑟 ei-
ner Einzelfläche der TWI-Abbildungsoptik (vgl. Abbildung 2.3) für ausgewählte
Quell-Pixel-Kombinationen werden in Abbildung 5.3 dargestellt. Die analytische
Berechnung erfolgte gemäß Gleichung 5.6 mit 𝑝𝑘 = 𝑟 (Radius der Einzelfläche).
Für den zweiten Term der Gleichung wurde die Ableitung der Topographie-
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(a) 𝜕𝐿𝜕𝑟 : Analytisch. (b)
𝜕𝐿
𝜕𝑟 : Analyt. – numerisch.
Abbildung 5.3.: Vergleich der numerischen und analytischen Bestimmung
der partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich des
Radius 𝑟 einer Einzelfläche der TWI-Abbildungsoptik für ausgewählte Quell-
Pixel-Kombinationen: Die Werte der partiellen Ableitungen werden für die
analytische Bestimmung in (a) und die entsprechenden Abweichungen zwischen
der numerischen und der analytischen Bestimmung in (b) dargestellt.
funktion (Kugelfläche) nach dem Radius eingesetzt. In Abbildung 5.3a sind die
analytisch bestimmten partiellen Ableitungen der Gesamtpfadlänge 𝐿 bezüglich
des Radius 𝑟 der gewählten Einzelfläche der TWI-Abbildungsoptik für alle
betrachteten Strahlen dargestellt. Die Werte liegen in der Größenordnung von
1× 10−4, was zeigt, dass die Gesamtpfadlänge nicht sehr sensitiv für eine Radi-
usänderung dieser Einzelfläche ist. Die geringe Sensitivität der OPDs bezüglich
der Radien ist, z.B. bei dem Modell des TWIs und dessen Toleranzierung, von
Vorteil, da dadurch der Einfluss von Radienfehlern des optischen Modells auf
die Messdaten gering ist. Die Abweichungen zwischen der numerischen und
analytischen Bestimmung sind in der Abbildung 5.3b dargestellt und werden
von der Approximation der numerischen Berechnungsmethode verursacht. Der
RMS-Wert der Abweichungen zwischen der numerischen und der analytischen
Bestimmungsmethode beträgt 5 × 10−7 und ist somit zwei bis drei Größen-
ordnungen kleiner als die eigentlichen Werte, so dass eine Übereinstimmung
zwischen den analytisch und den numerisch berechneten partiellen Ableitungen
erreicht werden konnte.
Für Verfahren, bei denen die Radien aus den gemessenen OPDs bestimmt
werden sollen, zeigen die Ergebnisse, dass solche Verfahren nicht sehr sensitiv
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Abbildung 5.4.: Schematische Darstellung einer Rotation einer einzelnen
Oberfläche: Skizze zur Definition der Rotationsachsen und dem aus einer Rota-
tion resultierenden Verschiebungsvektor 𝛿𝑠 an einem Punkt auf der Oberfläche.
sind und die Radien somit nur schlecht aus den Messdaten schätzbar sind.
Zusätzlich entstehen hier Fehler aus der numerischen Berechnungsmethode, die
für eine Auswertung signifikant sein können.
5.1.3. Partielle Ableitung bezüglich der Verkippung einer
Einzelfläche
Anders als bei einer Verschiebung erzeugt eine Verkippung einer Fläche um
eine Koordinatenachse eine Störung 𝛿𝑠, die sich aus Komponenten entlang meh-
rerer Koordinatenachsen zusammensetzt. Ferner hängt die induzierte Störung
der OPL in erster Ordnung auch von dem Abstand des Strahls am Flächen-
Schnittpunkt zum Rotationsursprung und dessen Änderung und somit auch
von der Form der Fläche ab (s. Abbildung 5.4).
Demzufolge ergibt sich die aus einer Verkippung einer Einzelfläche um 𝛼, 𝛽 oder
𝛾 induzierte Gesamtpfadlängenänderung 𝛿𝐿 nach der allgemeinen Gleichung 5.1
(vgl. [100], [88]). Die Abweichung 𝛿𝑠 ist in diesem Fall die aus der infinitesimalen
Verkippung entlang einer Koordinatenachse resultierende Verschiebung der
optischen Fläche in dem Schnittpunkt des Strahls mit der Fläche:
𝛿𝑠 = 𝑝rot − 𝑝 = 𝑅−1rot𝑝− 𝑝, (5.7)
wobei 𝑝 der Schnittpunkt des nominellen Strahls mit der Einzelfläche, 𝑅−1rot
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die der Verkippung entsprechende Rotationsmatrix einer passiven Drehung
(Drehung des Koordinatensystems) und 𝑝rot = 𝑅−1rot𝑝 dieser Schnittpunkt des
Strahls im verkippten Koordinatensystem ist. Die partielle Ableitung der OPL
bezüglich der Verkippung einer Einzelfläche des optischen Systems um einen
Winkel 𝛼 um die 𝑥-Achse (s. Abbildung 5.4) ergibt sich damit durch Ableitung
von Gleichung 5.7 und Einsetzen in Gleichung 5.1 zu
𝜕𝐿
𝜕𝛼
=
(︂(︂
𝜕𝑅−1rot𝛼
𝜕𝛼
· 𝑝
)︂𝑇
𝑛
)︂
(𝑛𝑅𝑒𝑇𝑛− 𝑛′𝑅𝑒′𝑇𝑛). (5.8)
Dabei ist 𝑝 der Schnittpunkt des nominellen Strahls mit der Einzelfläche, 𝑅rot𝛼
beschreibt die Rotationsmatrix einer Rotation um die 𝑥-Achse und die Größen
𝑛, 𝑒 und 𝑒′ sind im nominellen (unverkippten) System beschrieben.
Die partielle Ableitung der optischen Gesamtpfadlänge bezüglich einer infinitesi-
malen Rotation um die 𝑦- bzw. die 𝑧- Achse (entsprechend der Rotationswinkel
𝛽 bzw. 𝛾) können auf gleiche Art berechnet werden.
Die Ergebnisse des Vergleichs der aus den Strahlpfaddaten mit Gleichung 5.8
berechneten und der numerischen Berechnung der partiellen Ableitungen bezüg-
lich der Verkippung des Prüflings (Kugel mit Radius 10 mm) für ausgewählte
Quell-Pixel-Kombinationen werden in Abbildung 5.5 dargestellt. Die Abbil-
dungen 5.5a bis 5.5c zeigen die analytisch bestimmten partiellen Ableitungen
der Gesamtpfadlänge 𝐿 bezüglich der drei Justagewinkel des Prüflings (𝛼 (a),
𝛽 (b), 𝛾 (c)) für ausgewählte Quell-Pixel-Kombinationen am TWI. Die ent-
sprechenden Abweichungen zwischen der numerischen und der analytischen
Bestimmung werden in den Abbildungen 5.5d bis 5.5f dargestellt. Die RMS-
Werte der Abweichungen für die Verkippung um die 𝑥- und 𝑦-Achse betragen
etwa 4× 10−8 m/rad und liegen deutlich unterhalb des Wertebereichs der Ein-
träge, die zwischen −0, 01 und 0, 01 liegen. Bei der Verkippung um die optische
(𝑧-)Achse (Abbildung 5.5c und 5.5f) wird der Einfluss der numerischen Fehler
besonders deutlich. Da es sich um eine Kugel und damit einen bezüglich der
optischen Achse rotationssymmetrischen Prüfling handelt, ist zu erwarten, dass
die partielle Ableitung bezüglich der Rotation um diese Achse gleich Null ist.
In der analytischen Berechnung liegen die Werte in einer Größenordnung von
1 × 10−19 m/rad und stimmen somit sehr gut mit den Erwartungen überein.
Die numerische Berechnung liefert jedoch Werte zwischen ±1, 5× 10−8 m/rad.
Diese Abweichungen liegen in der numerischen Berechnungsmethode begrün-
det: Unter der Annahme, dass die OPLs bis auf eine Größenordnung von
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(a) 𝜕𝐿𝜕𝛼 : Analytisch. (b)
𝜕𝐿
𝜕𝛽 : Analytisch. (c)
𝜕𝐿
𝜕𝛾 : Analytisch.
(d) 𝜕𝐿𝜕𝛼 : Analyt. – numerisch.(e)
𝜕𝐿
𝜕𝛽 : Analyt. – numerisch. (f)
𝜕𝐿
𝜕𝛾 : Analyt. – numerisch.
Abbildung 5.5.: Vergleich der numerischen und analytischen Bestimmung
der partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich der
Verkippung des Prüflings am TWI für ausgewählte Quell-Pixel-Kombinationen:
Die Werte der analytisch bestimmten partiellen Ableitungen der Gesamtpfad-
länge 𝐿 bezüglich einer Verkippung um die 𝑥-Achse (Winkel 𝛼) werden in
(a), bezüglich einer Verkippung um die 𝑦-Achse (Winkel 𝛽) werden in (b) und
bezüglich einer Verkippung um die 𝑧-Achse (Winkel 𝛾) werden in (c) dargestellt.
Die Abweichungen zwischen der numerischen und der analytischen Bestimmung
der partiellen Ableitungen sind in (d), (e) und (f) aufgetragen.
±1× 10−13 m bestimmt werden, folgt aus dem Differenzenquotienten bei einer
Schrittweite von ±1× 10−5 rad eine partielle Ableitung in der Größenordnung
von ±1× 10−8 m/rad. Die Genauigkeit der numerischen Berechnung ist daher
zwar deutlich schlechter, als die Genauigkeit, die bei der Berechnung aus den
nominellen Strahldaten erreicht wird, ist aber dennoch hinreichend, da erst eine
Verkippung von 1 rad zu einer fehlerhaften Änderung der OPL im zweistelligen
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Abbildung 5.6.: Schematische Darstellung der Verschiebung einer Element-
gruppe, die aus mehreren Flächen besteht (Starrkörperverschiebung der Grup-
pe): Da die Verschiebung der Gruppe an allen Flächen zu identischen Störungen
𝛿𝑠 führt, heben sich die resultierenden Pfadlängenänderungen innerhalb der
Elementgruppe auf.
Nanometer-Bereich führen würde.
5.1.4. Partielle Ableitung bezüglich der Störung einer
Elementgruppe
Die oben genannten gebräuchlichen Methoden der optischen Störungstheorie
werden im Folgenden verwendet, um partielle Ableitungen der OPL bezüglich
einer Störung (infinitesimale Verschiebung oder Verkippung) einer optischen
Elementgruppe, die aus mehreren Einzelflächen besteht, zu bestimmen. Eine
infinitesimale Verschiebung einer Elementgruppe führt zu der gleichen Ver-
schiebung 𝛿𝑠 aller Flächen der Elementgruppe (Starrkörperverschiebung der
Gruppe). Unter Berücksichtigung der bisherigen Gleichungen heben sich die
durch die Störung hervorgerufenen Änderungen der OPLs erster Ordnung
innerhalb der Elementgruppe gegenseitig auf (s. Abbildung 5.6). Das heißt,
dass nur die Pfadlängenänderungen, die beim Eintreten des Strahls an der
ersten Fläche der Elementgruppe und die beim Verlassen der Elementgruppe an
der letzten Fläche auftreten, zur Bestimmung der Änderung der gesamten OPL
berücksichtigt werden müssen. Damit können die partiellen Ableitungen der
OPLs in Bezug auf die Verschiebung einer Elementgruppe über Gleichung 5.5
berechnet werden, wobei 𝑛𝑅 der Brechungsindex des Mediums vor Eintritt des
Strahls in die Elementgruppe, 𝑛′𝑅 der Brechungsindex des Mediums hinter der
Elementgruppe und 𝑒 bzw. 𝑒′ die normierten Richtungsvektoren der Strahlen,
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die an der Elementgruppe ankommen bzw. diese verlassen, sind.
Die Ergebnisse des Vergleichs der aus den Strahlpfaddaten mit Gleichung 5.5
berechneten und der numerischen Berechnung der partiellen Ableitungen be-
züglich der Verschiebung einer Elementgruppe für ausgewählte Quell-Pixel-
Kombinationen am TWI werden in Abbildung 5.7 dargestellt. In dem Beispiel
wurden die partiellen Ableitungen der OPLs bezüglich der Verschiebung der
ersten Linsengruppe des TWI-Referenzarms (vgl. Abbildung 2.3: oberste Lin-
sengruppe) untersucht. In den Abbildungen 5.7a bis 5.7c sind die analytisch
aus den Strahlpfaddaten des TWIs bestimmten partiellen Ableitungen der
optischen Gesamtpfadlänge 𝐿 bezüglich der Verschiebung entlang der Linsen-
systemposition (𝑥, 𝑦, 𝑧) für ausgewählte Quell-Pixel-Kombinationen dargestellt.
Die entsprechenden Abweichungen zwischen den analytisch und den numerisch
bestimmten partiellen Ableitungen werden in den Abbildungen 5.7d bis 5.7f
gezeigt. Die RMS-Werte der Abweichungen betragen für alle drei Koordinaten-
achsen etwa 4, 7× 10−7 während die Werte der partiellen Ableitungen bezüglich
der 𝑥- und 𝑦-Koordinaten zwischen ±0, 15 und bezüglich der 𝑧-Koordinaten
zwischen etwa ±0, 005 liegen, so dass eine gute Übereinstimmung erreicht wird,
die von der Genauigkeit der numerischen Bestimmung begrenzt wird.
Wird die infinitesimale Verkippung einer aus 𝑁𝐹 Einzelflächen bestehenden
Elementgruppe betrachtet, so heben sich die Pfadlängenänderungen an den
Einzelflächen innerhalb der Elementgruppe (im Gegensatz zu einer Verschiebung
einer Elementgruppe) nicht auf, da die Gleichung für die Berechnung der
partiellen Ableitungen der OPLs bezüglich einer Verkippung einer Einzelfläche
von dem nominellen Normaleneinheitsvektor der jeweiligen Einzelfläche abhängt
(vgl. Gleichung 5.8). Aus diesem Grund müssen die partiellen Ableitungen an
den Schnittpunkten mit jeder Einzelfläche über Gleichung 5.8 bestimmt und
anschließend addiert werden, so dass sich die Gleichung, beispielhaft für die
Verkippung um die 𝑥-Achse der Elementgruppe,
𝜕𝐿
𝜕𝛼
=
𝑁𝐹∑︁
𝑙
(︁
𝜕𝐿
𝜕𝛼
)︁
𝑙
(5.9)
ergibt. Der Index 𝑙 kennzeichnet die Einzelfläche 𝑙 der Elementgruppe.
Auch für diese partiellen Ableitungen wurde die Genauigkeit der numerischen
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(a) 𝜕𝐿𝜕𝑥 : Analytisch. (b)
𝜕𝐿
𝜕𝑦 : Analytisch. (c)
𝜕𝐿
𝜕𝑧 : Analytisch.
(d) 𝜕𝐿𝜕𝑥 : Analyt. – numerisch.(e)
𝜕𝐿
𝜕𝑦 : Analyt. – numerisch. (f)
𝜕𝐿
𝜕𝑧 : Analyt. – numerisch.
Abbildung 5.7.: Vergleich der numerischen und analytischen Bestimmung
der partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich der
Verschiebung einer Linsengruppe im Referenzarm des TWIs für ausgewählte
Quell-Pixel-Kombinationen: Die Werte der analytisch bestimmten partiellen
Ableitungen der Gesamtpfadlänge 𝐿 bezüglich einer Verschiebung entlang der
𝑥-Achse werden in (a), bezüglich einer Verschiebung entlang der 𝑦-Achse werden
in (b) und bezüglich einer Verschiebung entlang der 𝑧-Achse werden in (c)
dargestellt. Die entsprechenden Abweichungen zwischen den numerisch und
den analytisch bestimmten partiellen Ableitungen werden in (d), (e) und (f)
gezeigt.
Bestimmungsmethode am optischen Aufbau des TWIs überprüft. Analog zu
der Untersuchung der partiellen Ableitung bezüglich der Verschiebung einer
Elementgruppe, wurde das Linsensystem des Referenzarms betrachtet. Die
Ergebnisse des Vergleichs sind in Abbildung 5.8 dargestellt. In den Abbildun-
gen 5.8a bis 5.8c werden die analytisch bestimmten partiellen Ableitungen
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(a) 𝜕𝐿𝜕𝛼 : Analytisch. (b)
𝜕𝐿
𝜕𝛽 : Analytisch. (c)
𝜕𝐿
𝜕𝛾 : Analytisch.
(d) 𝜕𝐿𝜕𝛼 : Analyt. – numerisch.(e)
𝜕𝐿
𝜕𝛽 : Analyt. – numerisch. (f)
𝜕𝐿
𝜕𝛾 : Analyt. – numerisch.
Abbildung 5.8.: Vergleich der numerischen und analytischen Bestimmung
der partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich der
Verkippung einer Linsengruppe im Referenzarm des TWIs für ausgewählte
Quell-Pixel-Kombinationen: Die Werte der analytisch bestimmten partiellen
Ableitungen der Gesamtpfadlänge 𝐿 bezüglich einer Verkippung um die 𝑥-Achse
(Winkel 𝛼) werden in (a), bezüglich einer Verkippung um die 𝑦-Achse (Winkel
𝛽) werden in (b) und bezüglich einer Verkippung um die 𝑧-Achse (Winkel
𝛾) werden in (c) dargestellt. Die entsprechenden Abweichungen zwischen der
numerischen und der analytischen Bestimmung der partiellen Ableitungen sind
in (d), (e) und (f) aufgetragen.
bezüglich der Verkippung aller drei Koordinatenachsen der Linsengruppe für
ausgewählte Quell-Pixel-Kombinationen dargestellt. Die entsprechenden Ab-
weichungen zwischen den numerisch und analytisch bestimmten partiellen
Ableitungen werden in den Abbildungen 5.8d bis 5.8f gezeigt. Die RMS-Werte
der Abweichungen haben maximal einen Wert von 1, 2× 10−8 m/rad, so dass
97
5. Analytische Bestimmung der Jacobi-Matrizen
auch für dieses Beispiel eine gute Übereinstimmung erzielt wird. Da es sich um
ein um die optische Achse rotationssymmetrisches Linsensystem handelt, wurde
auch hier erwartet, dass sich die Gesamtpfadlänge bei einer Verkippung um
die optische (𝑧-)Achse (Winkel 𝛾) nicht ändert. Dieses Ergebnis wurde unter
Verwendung der analytischen Berechnungsmethode mit einer deutlich höheren
Genauigkeit erzielt (vgl. Abbildung 5.8c und 5.8f), was erneut die Limitierung
der approximativen Eigenschaften des numerischen Differenzenquotienten zeigt.
5.1.5. Partielle Ableitung bezüglich der Störung von Elementen mit
Mehrfach-Strahldurchgang
In interferometrischen Messsystemen passiert ein Strahlpfad einige optische
Elemente, wie z.B. einen Strahlteiler, oftmals mehrfach: Einmal bei der Strahl-
verfolgung von der Quelle bis zur Topographie und dann nach der Reflexion
an der Topographie auf dem Weg von der Topographie zum Detektor. Um
die partielle Ableitung erster Ordnung der gesamten OPL in Bezug auf eine
Fehlpositionierung optischer Elemente oder Elementgruppen, die mehrfach pas-
siert werden, zu bestimmen, kann der vollständige Pfad in Teilpfade aufgeteilt
werden. Da sich die gesamte OPL zwischen einem Start- und einem Zielpunkt
aus der Summe aller Teilpfadlängen zusammensetzt, setzt sich auch die parti-
elle Ableitung der optischen Gesamtpfadlänge aus der Summe der partiellen
Ableitungen aller Teilpfade zusammen. Wird der Gesamtpfad in 𝑁𝑗 Teilpfade
der OPL 𝐿𝑗 unterteilt und die partielle Ableitung bezüglich eines Parameters
𝑝𝑘 gesucht, so kann die partielle Ableitung der optischen Gesamtpfadlänge 𝐿
über die Gleichung
𝜕𝐿
𝜕𝑝𝑘
=
𝑁𝑗∑︁
𝑗=1
𝜕𝐿𝑗
𝜕𝑝𝑘
(5.10)
ausgedrückt werden.
Die Ergebnisse des Vergleichs der analytisch aus den Strahlpfaddaten mit
Gleichung 5.10 berechneten und der numerischen Berechnung der partiellen
Ableitungen bezüglich einer Verkippung des TWI-Objektivs für ausgewählte
Quell-Pixel-Kombinationen werden in Abbildung 5.9 dargestellt. In den Abbil-
dungen 5.9a bis 5.9c werden die analytisch bestimmten partiellen Ableitungen
der optischen Gesamtpfadlänge 𝐿 bezüglich der Verkippung des TWI-Objektivs
entlang der drei Koordinatenachsen für ausgewählte Quell-Pixel-Kombinationen
dargestellt. Die entsprechenden Abweichungen zwischen der analytischen und
der numerischen Berechnungsmethode zeigen die Abbildung 5.9d bis 5.9f. Die
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(a) 𝜕𝐿𝜕𝛼 : Analytisch. (b)
𝜕𝐿
𝜕𝛽 : Analytisch. (c)
𝜕𝐿
𝜕𝛾 : Analytisch.
(d) 𝜕𝐿𝜕𝛼 : Analyt. – numerisch.(e)
𝜕𝐿
𝜕𝛽 : Analyt. – numerisch. (f)
𝜕𝐿
𝜕𝛾 : Analyt. – numerisch.
Abbildung 5.9.: Vergleich der numerischen und analytischen Bestimmung der
partiellen Ableitungen der optischen Gesamtpfadlänge 𝐿 bezüglich der Verkip-
pung des Objektivs am TWI für ausgewählte Quell-Pixel-Kombinationen: Die
Werte der analytisch bestimmten partiellen Ableitungen der Gesamtpfadlänge
𝐿 bezüglich einer Verkippung um die 𝑥-Achse (Winkel 𝛼) werden in (a), bezüg-
lich einer Verkippung um die 𝑦-Achse (Winkel 𝛽) werden in (b) und bezüglich
einer Verkippung um die 𝑧-Achse (Winkel 𝛾) werden in (c) dargestellt. Die
entsprechenden Abweichungen zwischen der numerischen und der analytischen
Bestimmung der partiellen Ableitungen sind in (d), (e) und (f) aufgetragen.
RMS-Werte der Abweichungen liegen für alle drei Koordinatenachsen bei maxi-
mal 4, 1× 10−7 m/rad, während die Werte der partiellen Ableitungen bezüglich
der 𝑥- bzw. 𝑦-Achse zwischen ±0, 1 m/rad liegen, so dass eine gute Überein-
stimmung erreicht wird. Die deutlich höhere Genauigkeit der vorgeschlagenen
Berechnungsmethode wird auch hier wieder bei der Bestimmung der partiellen
Ableitung der Gesamtweglänge bezüglich einer Verkippung um die optische
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Achse deutlich, da der aufgrund der Symmetrie zu erwartende Wert Null mit der
analytischen Berechnungsmethode mit deutlich höherer Genauigkeit erreicht
wird.
5.1.6. Bewertung der erzielten Ergebnisse
In diesem Abschnitt wurden die partiellen Ableitungen der Gesamtweglänge
𝐿 eines optischen Systems zwischen einer Punktlichtquelle und dem Zentrum
eines Pixels analytisch aus den Strahlpfaddaten (Schnittpunkte, normierte
Richtungsvektoren, etc.) bestimmt. Die Methoden beruhen auf gewöhnlicher
Störungsrechnung in der Optik und wurden für spezielle Fälle (Linsensyste-
me, Mehrfach-Strahlendurchgang) entsprechend erweitert. Da die analytischen
Berechnungsmethoden eine Überprüfung der Genauigkeit von numerischen
Differenzenquotienten erlauben, wurden die am optischen Aufbau des TWIs
erzielbaren numerischen Genauigkeiten der partiellen Ableitungen beispielhaft
überprüft. Die numerische Genauigkeit ist aufgrund der approximativen Eigen-
schaften des Differenzenquotienten limitiert und führt je nach Nichtlinearität
des Zusammenhangs zwischen den betrachteten Größen zu Fehlern. Die Un-
tersuchungen haben gezeigt, dass die Schrittweiten der Differenzenquotienten
für die numerische Berechnungsmethoden zwar geeignet gewählt wurden, eine
numerische Bestimmung aber dennoch zu Ungenauigkeiten führt. Die größten
relativen Abweichungen zwischen den Bestimmungsmethoden wurden bei den
partiellen Ableitungen bezüglich der Radien einer Einzelfläche beobachtet, was
in der ohnehin geringen Sensitivität der OPL 𝐿 bezüglich einer Änderung der
Radien liegt. Diese geringe Sensitivität ist z.B. bei der Toleranzierung des TWI-
Modells vorteilhaft, da die Messdaten (OPDs) dadurch robust sind gegenüber
Radienfehlern des optischen Modells. Zum anderen zeigen die Ergebnisse aber
auch, dass insbesondere eine Bestimmung der Radien anhand der Messdaten
(OPDs) zu Ungenauigkeiten führt, die im Falle einer numerischen Bestimmung
der notwendigen partiellen Ableitungen erhöht werden können.
Ein weiterer wesentlicher Vorteil der analytischen Berechnungsmethode liegt
in der deutlich schnelleren Berechnung der partiellen Ableitungen, da diese
ohne weitere Simulationen direkt aus den Strahlpfaddaten des ungestörten
Systems berechnet werden können. Für die Bestimmung über numerische Dif-
ferenzenquotienten muss hingegen der entsprechende Parameter im Modell
variiert werden und mindestens eine zusätzliche Simulation für jeden Parame-
ter durchgeführt werden. Dieser Vorteil wird im Folgenden am Beispiel der
Topographie-Rekonstruktion beim TWI und der TWI-System-Kalibrierung
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besonders deutlich.
5.2. Jacobi-Matrix der Topographie-Rekonstruktion beim TWI
Im Folgenden werden die partiellen Ableitungen genutzt, um die für die TWI-
Rekonstruktionsmethode notwendige Jacobi-Matrix aus den Strahlpfaddaten zu
bestimmen. Die Einträge der Jacobi-Matrix sind die partiellen Ableitungen der
OPDs bezüglich einer infinitesimalen Änderung eines Topographie-Parameters
(Zernike-Koeffizient). Diese Einträge wurden bisher numerisch über einseitige
Differenzenquotienten bestimmt (vgl. Gleichung 2.9).
Durch Verwendung der nominellen optischen Pfaddaten können sämtliche
Einträge der Jacobi-Matrix der Rekonstruktion mittels Gleichung 5.6 über
𝜕𝐿𝑖
𝜕𝑐𝑗
= 𝜕𝐿𝑖
𝜕𝑧
𝜕𝑧
𝜕𝑐𝑗
(5.11)
bestimmt werden. Der erste Term stellt die partielle Ableitung der OPL be-
züglich einer Verschiebung des Prüflings entlang der optischen Achse (𝑧-Achse)
dar. Diese kann aus den nominellen optischen Pfaddaten gemäß Gleichung 5.5
bestimmt werden und ergibt sich aus den Richtungsvektor-Komponenten 𝑒𝑧
und 𝑒′𝑧 am Schnittpunkt des Strahls mit der Topographie. Bei dem zweiten
Term handelt es sich um die partielle Ableitung der Oberflächen-Beschreibung
bezüglich eines Koeffizienten der Parametrisierung, d.h. bezüglich eines Zernike-
Koeffizienten. Diese Ableitung entspricht der Auswertung des dem Koeffizienten
𝑐𝑗 entsprechenden Zernike-Polynoms 𝑍𝑗 an der Stelle des Schnittpunktes des
Strahls mit der Fläche (𝑥𝑆, 𝑦𝑆):
𝜕𝑧
𝜕𝑐𝑗
= 𝑍𝑗(𝑥𝑆 , 𝑦𝑆). (5.12)
Nach Ausführung eines Rayaiming-Prozesses für das nominelle System sind
sämtliche notwendige optische Pfaddaten (Schnittpunkte mit dem Prüfling,
normierte Richtungsvektoren der ein- und auslaufenden Strahlen) bekannt,
so dass die Jacobi-Matrix nach einem einzigen Rayaiming-Prozess aus den
gegebenen Daten analytisch berechnet werden kann. Um den Nutzen der
analytischen Jacobi-Matrix am TWI zu demonstrieren, wird im Folgenden eine
Rekonstruktion an simulierten TWI-Daten dargestellt. Abbildung 4.2a zeigt
einen 𝑥𝑧-Plot der Soll-Form der verwendeten Asphäre, deren Designparameter
in Tabelle 4.1 (Design 1) angegeben sind.
Zu der Design-Topographie 𝑇0 wurde eine Zernike-Funktion mit 153 zufäl-
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lig gewählten Koeffizienten (Mittelwert 0 nm, Standardabweichung 100 nm)
addiert, um die Abweichung der tatsächlichen Topographie 𝑇 von der Design-
Topographie 𝑇0 zu simulieren. Die OPLs wurden jeweils unter Verwendung
der tatsächlichen und der Soll-Topographie 𝑇𝑑 (𝑑 = 0: Design-Topographie,
𝑑 > 0 Soll-Topographie nach Iteration 𝑑) für 13350 Quell-Pixel-Kombinationen
mittels Rayaiming simuliert. Die OPLs der Messdaten-Simulation wurden dann
durch Addition von weißem Gaußschen Rauschen mit einer Standardabwei-
chung von 5 nm gestört, um Rauschen in den Messdaten zu berücksichtigen.
Aus den Rayaiming-Daten (normierte Richtungsvektoren, Schnittpunkte mit
dem Prüfling) der Simulation unter Verwendung der Soll-Topographie 𝑇𝑑 wur-
den dann über Gleichung 5.11 die Einträge der Jacobi-Matrix berechnet. Die
Jacobi-Matrix besteht aus 13350 Zeilen (Anzahl der Strahlen) und 153 Spalten
(Anzahl der Koeffizienten), vgl. Abbildung 5.11b. Aus diesen Daten wurde die
Topographie durch iterative Lösung des inversen Problems (vgl. Gleichung 2.8)
in zwei Iterationsschritten rekonstruiert. Die Berechnung der Jacobi-Matrix
wurde in jedem Iterationsschritt erneuert.
(a) 𝑇 − 𝑇0 (b) 𝑇rek − 𝑇
Abbildung 5.10.: Beispiel eines Rekonstruktionsergebnisses nach zwei Itera-
tionsschritten: Die simulierte Abweichung der tatsächlichen Topographie 𝑇 von
der Design-Topographie 𝑇0 ist in (a) dargestellt. In (b) wird das Residuum
zwischen der tatsächlichen Topographie 𝑇 und der rekonstruierten Topographie
𝑇rek gezeigt.
Abbildung 5.10a zeigt die Abweichung der tatsächlichen Topographie 𝑇 von
der Design-Topographie 𝑇0 und in Abbildung 5.10b ist das Residuum zwischen
der rekonstruierten Topographie 𝑇rek und der tatsächlichen Topographie 𝑇
dargestellt. Der Rekonstruktionsfehler (RMSE) liegt im Subnanometer-Bereich.
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Es ist zu beachten, dass in dem Beispiel Justagefehler des Prüflings vernach-
lässigt wurden und eine perfekte Kalibrierung des TWI-Modells vorausgesetzt
wurde. Außerdem wurde angenommen, dass die OPLs absolut bestimmt werden
können.
(a) Numerisch. (b) Analytisch. (c) Differenz.
Abbildung 5.11.: Vergleich einer numerisch über Differenzenquotienten und
einer analytisch berechneten Jacobi-Matrix der TWI-Rekonstruktion: In (a)
werden die numerisch bestimmten Einträge der Jacobi-Matrix farblich darge-
stellt. Die entsprechenden analytischen Einträge sind in (b) abgebildet. Die
Differenz beider Bestimmungsmethoden wird in (c) gezeigt.
Zum Vergleich wurden die Jacobi-Matrix-Einträge auch, wie bisher, über nu-
merische, einseitige Differenzenquotienten bestimmt (Abbildung 5.11a). Für
die numerische Bestimmung wurde eine Schrittweite des Differenzenquotienten
von 10 nm gewählt (vgl. Gleichung 2.9). Abbildung 5.11c zeigt die Differenz
der numerisch und analytisch bestimmten Jacobi-Matrix-Einträge im ersten
Iterationsschritt der TWI-Rekonstruktion. Die Einträge haben eine RMS-
Abweichung von 1, 3 · 10−5, die einzelnen Einträge nehmen Werte zwischen -1,8
und 1,8 an (vgl. Maximalwerte der Farbbalken in den Abbildungen 5.11a und
5.11b). Dies zeigt, dass die Schrittweite in der numerischen Berechnungsmetho-
de vernünftig gewählt wurde. Es ist zu beachten, dass eine solche Aussage zu
der numerischen Genauigkeit ohne die analytische Berechnungsmethode nicht
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getroffen werden könnte.
Abschließend wird die Beschleunigung der Rechenzeit durch die analytische
Berechnungsmethode abgeschätzt. Tabelle 5.1 zeigt dazu einen Vergleich der
Rechenzeiten für ein einfaches Rekonstruktionsbeispiel. Für dieses Beispiel wird
eine Beschleunigung um zwei Größenordnungen erreicht.
Rechenschritt Analytische Numerische Zeit-
Berechnungsmethode Berechnungsmethode faktor
Simulation eines 2,2 Sekunden 2,2 Sekunden 1
einzelnen Experimentes
Berechnung der 0,5 Sekunden 330 Sekunden 660
Jacobi-Matrix (≈ 2, 2 · 153 Sekunden)
Lösung des inversen 0,14 Sekunden 0,14 Sekunden 1
Problems
Tabelle 5.1.: Vergleich der Rechenzeiten zwischen einer analytischen und
einer numerischen Berechnung der Jacobi-Matrix für ein einfaches TWI-
Rekonstruktionsbeispiel (13350 Quell-Pixel-Kombinationen, 153 Zernike-
Koeffizienten, Rechner: Intel(R) Core(TM) i7-2600, CPU @ 3,4 GHz, 64-Bit-
System, 32 GB Arbeitsspeicher, keine parallelen Rechenprozesse).
5.3. Jacobi-Matrix der TWI-Kalibrierung
Die gemessenen OPLs werden auch durch Justage- und Produktionsfehler des op-
tischen Aufbaus des Messgerätes gestört. Da in dem TWI-Rekonstruktionsverfahren
die Abweichungen zwischen den gemessenen und simulierten OPLs auf die Ab-
weichung der tatsächlichen Topographie von ihrem Design zurückgeführt werden
soll, muss das TWI-Modell kalibriert werden, so dass die OPL-Abweichungen
nicht von Abweichungen zwischen dem realen Messgerät und dem in der Simula-
tion verwendeten Modell des Messsystems herrühren. Zu diesem Zweck werden
Messungen von bekannten Kalibrierkörpern an verschiedenen Positionen im
Messraum durchgeführt (vgl. Kapitel 2 und [8, 37, 63, 80]). Diese Messungen
werden benutzt, um eine Korrekturfunktion zu erstellen, die die Abweichungen
zwischen dem TWI-Modell und dem tatsächlichen optischen System berücksich-
tigt. Das Verfahren basiert auch hier auf optischer Störungsrechnung [37, 39]
und um die Korrekturfunktion zu erstellen, werden ebenfalls Jacobi-Matrizen
verwendet.
104
5.3. Jacobi-Matrix der TWI-Kalibrierung
Die Jacobi-Matrix der Kalibrierung des TWIs wird benutzt, um über die Lösung
eines inversen Problems die Koeffizienten der Wellenfrontkorrekturen in den
beiden Referenzebenen (vgl. Kapitel 2.2.2) zu bestimmen, so dass die prüflings-
unabhängigen Wellenfronten des TWI-Modells an die prüflingsunabhängigen
Wellenfronten des realen Messsystems angepasst werden [8, 37, 63, 80]. Die
Abweichungen in den Referenzebenen werden dazu über Zernike-Polynome
modelliert, die aus der Differenz zwischen gemessenen und mit dem TWI-
Modell simulierten OPLs für bekannte Topographien berechnet werden sollen.
Ein Jacobi-Eintrag beschreibt somit bei der TWI-Kalibrierung die partielle
Ableitung der OPL zwischen einer Quelle und einem Pixel in Bezug auf einen
Koeffizienten der Wellenfrontbeschreibung einer Referenzebene. Unter Verwen-
dung der optischen Pfaddaten und dem Fermat’schen Prinzip können sämtliche
Einträge der Jacobi-Matrix 𝐵 (vgl. Gleichung 2.16) direkt bestimmt werden:
Die partielle Ableitung der OPL 𝐿 (s. Gleichung 2.13) in Bezug auf einen
Koeffizienten 𝑄𝑖𝑗 ergibt sich demnach aus
𝜕𝐿
𝜕𝑄𝑖𝑗
= 𝑍𝑖(𝑢, 𝑣)𝑍𝑗(𝑈, 𝑉 ), (5.13)
wobei 𝑍𝑖 und 𝑍𝑗 Zernike Polynom-Funktionen entsprechend der Ordnung 𝑖
bzw. 𝑗 sind (s. Gleichung 2.11). Das heißt, die gesuchten partiellen Ableitun-
gen können aus den beiden normalisierten Zernike-Funktionen, ausgewertet
am Schnittpunkt der Referenzebene (𝑢, 𝑣) und der Position der Quelle (𝑈, 𝑉 ),
berechnet werden. Analog ergeben sich die partiellen Ableitungen nach den Ko-
effizienten der Pixelreferenzebene aus den normalisierten Zernike-Funktionen,
ausgewertet am Schnittpunkt des Strahls mit der Pixelreferenzebene (𝑚,𝑛)
und der Position des Pixels (𝑀,𝑁).
In dem bisher umgesetzten TWI-Verfahren [8, 37, 63, 80] werden diese partiellen
Ableitungen über numerische, einseitige Differenzenquotienten bestimmt [8].
Aufgrund der großen Anzahl an Parametern führt diese Vorgehensweise zu sehr
großen Rechenzeiten [34]. Zusätzlich entstehen durch den doppelten Zernike-Fit
und das gewählte Verfahren, jeweils die OPLs zu bestimmen, auch zusätzliche
numerische Unsicherheiten.
Zum Vergleich wurden die partiellen Ableitungen für ein gewähltes Beispiel
mit 825 Koeffizienten für die Parametrisierung der OPLs von der Quell-Ebene
bis zur Quell-Referenzebene und 540 Koeffizienten für die Parametrisierung der
OPLs von der Pixel-Ebene bis zur Pixel-Referenzebene sowohl numerisch als
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auch analytisch nach Gleichung 5.13 bestimmt. Für die numerische Bestimmung
wurde eine Schrittweite des Differenzenquotienten (vgl. Gleichung 2.22) gemäß
der bisherigen Umsetzung2 des TWI-Verfahrens von 100 nm gewählt. Das
Ergebnis wird in Abbildung 5.12 dargestellt.
(a) Numerisch. (b) Analytisch. (c) Differenz.
Abbildung 5.12.: Vergleich einer numerisch über Differenzenquotienten und
einer analytisch berechneten Jacobi-Matrix 𝐵 der TWI-Kalibrierung: In (a)
werden die numerisch bestimmten Einträge der Jacobi-Matrix farblich darge-
stellt. Die entsprechenden analytischen Einträge sind in (b) abgebildet. Die
Differenz beider Bestimmungsmethoden wird in (c) gezeigt.
In Abbildung 5.12a ist die aus numerischen Differenzenquotienten bestimmte
Jacobi-Matrix und in Abbildung 5.12b die analytisch bestimmte Jacobi-Matrix
dargestellt. Die Differenzen zwischen den numerisch bestimmten und den analy-
tisch bestimmten Jacobi-Matrix-Einträgen sind in Abbildung 5.12c aufgetragen.
Während die Einträge der Jacobi-Matrix in einem Wertebereich zwischen ±1
liegen (vgl. Maximalwerte der Farbbalken in den Abbildungen 5.12a und 5.12b),
beträgt der RMS-Wert der Abweichungen 1, 31 × 10−4. Dies zeigt, dass die
Schrittweite in der numerischen Berechnungsmethode vernünftig gewählt wurde.
Es ist auch hier zu beachten, dass eine solche Aussage zu der numerischen
Genauigkeit ohne die analytische Berechnungsmethode nicht getroffen wer-
den könnte. Der RMS-Wert der Abweichungen ist eine Größenordnung größer
2Institut für Technische Optik (Quellcode, Stand: 15.02.2013)
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als bei der Bestimmung der partiellen Ableitungen, die für die Topographie-
Rekonstruktion notwendig sind. Dies ist auf numerische Fehler zurückzuführen,
da es sich bei den Koeffizienten der Kalibrierung um Koeffizienten einer doppel-
ten Parametrisierung der OPLs handelt. Dadurch ergeben sich größere Fehler
bei der approximativen Bestimmung über numerische, einseitige Differenzen-
quotienten. Eine Bestimmung über den zentralen Differenzenquotienten würde
die numerische Genauigkeit verbessern, wird aber bisher aus Rechenzeitgründen
nicht durchgeführt. In Abbildung 5.12 erkennt man ferner, dass die Abweichun-
gen für bestimmte Koeffizienten und bestimmte Strahlen größer sind als für
andere. Die ersten 825 Koeffizienten der Matrix werden für die Modellierung
der OPLs in der Quell-Referenzebene 𝐸𝑄 genutzt, während die hinteren 540
Koeffizienten für die Modellierung der OPLs in der Pixel-Referenzebene 𝐸𝑃
verwendet werden. Die Grenze ist in dem Diagramm der Abweichungen gut
erkennbar. Ferner sind die Grenzen zwischen den einzelnen Koeffizienten für
die Parametrisierung der Ortsabhängigkeit, die jeweils über ein weiteres, feld-
abhängiges Polynom approximiert wurden, erkennbar. Der Vergleich mit den
Werten der Jacobi-Einträge (Abbildung 5.12 links bzw. Mitte) zeigt außerdem,
dass die Abweichungen zwischen den Bestimmungsmethoden für diejenigen
Einträge, die einen großen Betrag aufweisen, größer ist, als für die Einträge,
deren Betrag sehr klein ist.
Weiterhin werden bei der Kalibrierung die Positionen der Kalibrierkugeln
geschätzt, so dass zusätzlich die partiellen Ableitungen der OPLs in Bezug auf
die Positionen der Kalibrierkugeln 𝜕𝐿/𝜕𝑥, 𝜕𝐿/𝜕𝑦 und 𝜕𝐿/𝜕𝑧 benötigt werden.
Diese können gemäß Gleichung 5.5 aus den normierten Richtungsvektoren am
Schnittpunkt der Strahlen mit dem Kalibrierprüfling im nominellen optischen
System bestimmt werden. Auch hier wurden zur Ermittlung der Genauigkeit der
numerischen Bestimmung der Jacobi-Matrix-Einträge die partiellen Ableitungen
für alle Strahlen analytisch berechnet und mit den Ergebnissen der numerischen,
einseitigen Differenzenquotienten verglichen. Abbildung 5.13 zeigt das Resultat.
In den Abbildungen 5.13a bis 5.13c werden die Werte der partiellen Ableitungen
aller OPLs der Strahlen des Kalibrierbeispiels nach der 𝑥-, 𝑦- bzw. 𝑧-Position
der Kalibrierkugel dargestellt. Der Wertebereich der partiellen Ableitungen
liegt für die Richtungen senkrecht zur optischen Achse zwischen −1 und 1 (vgl.
Abbildungen 5.13a, 5.13b) und für die partielle Ableitung nach der 𝑧-Position
zwischen 1, 7 und 2 (vgl. Abbildung 5.13c). In den Abbildungen 5.13d bis 5.13f
werden die entsprechenden Abweichungen zwischen den numerisch und den
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(a) 𝜕𝐿𝜕𝑥 : Analytisch. (b)
𝜕𝐿
𝜕𝑦 : Analytisch. (c)
𝜕𝐿
𝜕𝑧 : Analytisch.
(d) 𝜕𝐿𝜕𝑥 : Analyt. – numerisch.(e)
𝜕𝐿
𝜕𝑦 : Analyt. – numerisch. (f)
𝜕𝐿
𝜕𝑧 : Analyt. – numerisch.
Abbildung 5.13.: Vergleich der numerischen (einseitige Differenzenquotienten)
und analytischen Bestimmung der partiellen Ableitungen in Bezug auf die
Ortskoordinaten der Kugelposition für alle Strahlen des Kalibrierbeispiels: Die
Werte der analytisch bestimmten partiellen Ableitungen der Gesamtpfadlänge
𝐿 bezüglich der Ortskoordinaten 𝑥, 𝑦 bzw. 𝑧 der Kugelposition werden in
(a), (b) und (c) dargestellt. Die entsprechenden Abweichungen zwischen den
numerisch und analytisch bestimmten partiellen Ableitungen werden in (d), (e)
und (f) dargestellt.
analytisch berechneten partiellen Ableitungen dargestellt. Diese liegen in allen
Fällen deutlich um Null verteilt und haben für alle Koordinatenachsen einen
maximalen RMS-Wert von 1, 3× 10−5. Ein Vergleich mit den Ergebnissen in
Abbildung 5.2, wo die numerische partielle Ableitung statt über einseitige
über zentrale Differenzenquotienten bestimmt wurde, zeigt dass mit der Ver-
wendung der zentralen Differenzenquotienten eine höhere Übereinstimmung
erreicht werden kann. Dies zeigt, dass die Residuen auf Fehler der numerischen
Bestimmungsmethode beruhen. Insgesamt zeigen die Ergebnisse eine gute Über-
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einstimmung zwischen beiden Bestimmungsmethoden, so dass auch die Wahl
der numerischen Schrittweite von 100 nm geeignet war. Die vorgeschlagene
analytische Berechnungsmethode ermöglicht zusätzlich diese Aussage über die
Wahl der Schrittweite der numerischen Berechnungsmethode.
Abschließend wird auch für die Bestimmung der für die Kalibrierung des TWI-
Modells notwendigen Jacobi-Matrix die Beschleunigung der Rechenzeit durch
die vorgeschlagene Berechnungsmethode abgeschätzt. Tabelle 5.2 zeigt einen
Vergleich der Rechenzeiten für ein einfaches Kalibrierbeispiel. Die Rechenzeit
wird in diesem Beispiel um vier Größenordnungen reduziert.
Rechenschritt Analytische Numerische Zeit-
Berechnungsmethode Berechnungsmethode faktor
Simulation eines 65 Sekunden 65 Sekunden 1
einzelnen Experimentes
Berechnung der 2 Sekunden 24 Stunden 44460
Jacobi-Matrix (≈ 65 · 1368 Sekunden)
Tabelle 5.2.: Vergleich der Rechenzeiten zwischen einer analytischen und einer
numerischen Berechnung der Jacobi-Matrizen für ein einfaches TWI-Kalibrier-
beispiel (63152 Quell-Pixel-Kombinationen, 1368 Parameter, Rechner: Intel(R)
Core(TM) i7-2600, CPU @ 3,4 GHz, 64-Bit-System, 32 GB Arbeitsspeicher,
keine parallelen Rechenprozesse).
5.4. Optimale Prüflingsposition mittels Jacobi-Matrizen
In den beiden vorangegangen Abschnitten wurde die analytische Berech-
nung der partiellen Ableitungen der optischen Gesamtpfadlänge in Bezug
auf verschiedene Parameter des optischen Systems verwendet, um die Jacobi-
Matrizen des TWI-Auswerteverfahrens aus den Strahlpfaddaten zu berechnen.
Mit der vorgeschlagenen Berechnungsmethode werden die Rechenzeiten der
TWI-Auswerteverfahren erheblich reduziert und die Genauigkeiten der Jacobi-
Matrizen erhöht. Dies führt nicht nur zu einer deutlichen Verbesserung der
Handhabbarkeit des TWIs in der Praxis, sondern vereinfacht auch die systemati-
sche Untersuchung des Verfahrens erheblich. So werden nicht nur systematische
Sensitivitätsanalysen deutlich einfacher, sondern auch spezielle Fragestellungen
lassen sich durch die vorgestellte Beschleunigung der Berechnungen systematisch
bearbeiten. Ein Beispiel einer solchen speziellen systematischen Untersuchung,
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in welchem die Jacobi-Matrizen zudem eine zentrale Rolle spielen, wird nun
vorgestellt.
Die Positionierung und Justage der zu vermessenden Topographie beinhaltet
zwei voneinander getrennte Fragestellungen. Zum einen gilt es, für den An-
wender eine Vorgehensweise festzulegen, die es ihm ermöglicht, für neue, noch
nicht vermessene Topographien, eine optimale Messposition zu finden. Zum
anderen muss eine Justagestrategie gefunden werden, die dem Anwender hilft,
die Topographie am Messsystem bestmöglich an die ermittelte Messposition zu
platzieren. Im Folgenden wird auf das erstgenannte Problem Bezug genommen.
Die deutlich reduzierte Berechnungszeit der Jacobi-Matrix ermöglicht systema-
tische Untersuchungen des Verfahrens. Zum Beispiel kann die Jacobi-Matrix
der TWI-Rekonstruktion genutzt werden, um eine optimale Messposition des
Prüfkörpers im Messraum zu bestimmen. Die Methode wird im Folgenden an
einem Beispiel dargestellt. Die Zernike-Koeffizienten 𝑐, die die Abweichung
der tatsächlichen Topographie 𝑇 von ihrem Design 𝑇0 beschreiben, werden in
der Rekonstruktion über Gleichung 2.8 im Sinne einer Least-Squares Optimie-
rung geschätzt. Unter Berücksichtigung der Messunsicherheiten der gemessenen
OPL-Abweichungen Δ𝐿, muss also die Gleichung [25]
𝜒2 = (𝐽𝑐−Δ𝐿)𝑇𝑉 −1Δ𝐿(𝐽𝑐−Δ𝐿) (5.14)
bezüglich 𝑐 minimiert werden, um das inverse Problem zu lösen. Bei Δ𝐿
handelt es sich um einen Messdatensatz, 𝐽 bezeichnet die Jacobi-Matrix, die
die partiellen Ableitungen der OPDs 𝐿 bezüglich der Parameter 𝑐 enthält und
𝜒2 ist das zu minimierende Fehlerkriterium. Für die Zernike-Koeffizienten 𝑐
erhält man so die Schätzwerte 𝑐. Unter Annahme von unkorrelierten Messdaten
Δ𝐿 mit den Varianzen 𝜎2Δ𝐿𝑖 ist die Kovarianzmatrix 𝑉𝑐 der Parameter 𝑐 dann
über
𝑉𝑐 = (𝐽𝑇𝑉 −1Δ𝐿𝐽)−1 (5.15)
gegeben, wobei
𝑉Δ𝐿 =
⎡⎢⎢⎢⎣
𝜎2Δ𝐿1 0 . . . 0
0 𝜎2Δ𝐿2 . . . 0
... 0
. . .
...
0 . . . 0 𝜎2Δ𝐿𝑛
⎤⎥⎥⎥⎦ (5.16)
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ist. Für 𝜎2Δ𝐿1 =, ...,= 𝜎2Δ𝐿𝑛 = 𝜎2 erhält man für die Kovarianzmatrix der
Parameter 𝑐 den Ausdruck
𝑉𝑐 = 𝜎2(𝐽𝑇𝐽)−1. (5.17)
Auf der Diagonalen der Matrix 𝑉𝑐 stehen dann die quadrierten Unsicherheiten
𝑢21(𝑐1) bis 𝑢2𝑎(𝑐𝑎) der geschätzten Zernike-Koeffizienten. Die optimale Prüflings-
position erhält man z.B. nach dem „A-Optimum“-Kriterium der „Optimalen
Versuchsplanungsprobleme“ [85], wenn die Summe dieser quadrierten Unsi-
cherheiten minimiert wird. Was man unter einer optimalen Prüflingsposition
versteht, wird hier anhand der Kovarianzmatrix der Zernike-Koeffizienten
bewertet. Ein anderes Kriterium führt ggf. zu einer anderen optimalen Prüf-
lingsposition.
Um die beschriebene Methode zu demonstrieren, wurden zwei verschiedene
Design-Prüflinge, deren Parameter in Tabelle 4.1 dargestellt werden, verwendet.
Die Prüflingsposition wurde entlang der optischen Achse (𝑧-Achse) zwischen
±3 mm in 61 Schritten variiert. Die Nullposition für Design 1 lag 5 mm und für
Design 2 20 mm hinter der letzten Fläche des Objektivs. Diese Startpositionen
wurden über die Bestimmung der bestangepassten Sphäre an das jeweilige
Design abgeschätzt, indem die Differenz aus der Fokuslänge 𝑓 des Objektivs
und dem Radius dieser bestangepassten Sphäre 𝑟fit als Startposition gewählt
wurde: 𝑧start = 𝑓 − 𝑟fit. Die für jede Position resultierende Unsicherheitsmatrix
𝑉𝑐 wurde bestimmt, indem angenommen wurde, dass die Unsicherheit der
Eingangsparameter von weißem Gaußschen Rauschen mit einer Standardabwei-
chung von 5 nm dominiert wird (𝜎 = 5 nm). Die Diagonalen der berechneten
Kovarianzmatrizen der Ausgangsparameter 𝑉𝑐 geben dann die quadrierten
Unsicherheiten der Schätzparameter 𝑐 an. Die Abbildungen 5.14a und 5.14b
zeigen für jeden Zernike-Koeffizienten 𝑐𝑗 die Unsicherheiten für Design 1 bzw.
Design 2. Jede Zeile einer Abbildung entspricht dabei einer Prüflingsposition.
Die Positionen wurden mit Ziffern von 1 bis 61 nummeriert. Dabei markiert
die Ziffer 1 die Positionsabweichung −3 mm und die Ziffer 61 eine Positions-
abweichung von +3 mm von der Ausgangsposition. Jede Spalte in den beiden
Abbildungen entspricht einem Zernike-Koeffizienten. Dabei wird die in Kapi-
tel 2.2.2 beschriebene Ordnung der Koeffizienten nach dem ANSI-Standard [1]
eingehalten. Die Farbkodierung jedes Eintrages stellt damit die Unsicherheit
eines geschätzten Zernike-Koeffizienten für eine bestimmte Prüflingsposition
dar.
Die Abbildungen 5.14a und b zeigen, dass es Positionen gibt, für die die
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(a) Design 1 (b) Design 2
Abbildung 5.14.: Optimale Position der zu vermessenden Topographie: Die
aus den Kovarianzmatrizen berechneten Unsicherheiten für jeden Schätzpara-
meter (Spalte) der Rekonstruktion werden für verschiedenen Positionen der
Topographie im Prüfraum (Zeilen) für Topographien mit der Soll-Form nach
Design 1 (a) und Design 2 (b) dargestellt. Die Farbe jedes Eintrages korre-
spondiert mit der Unsicherheit des geschätzten Zernike-Koeffizienten für die
definierte Position der Topographie. Die dargestellten Unsicherheitswerte haben
die Einheit Meter.
Unsicherheiten kleiner sind als in anderen Positionen. Dies liegt für den be-
trachteten Simulationsablauf im Wesentlichen in der günstigeren Verteilung der
Messdatenpunkte auf dem Prüfling der jeweiligen Prüflingsposition begründet.
Außerdem ist die Unsicherheit für bestimmte Zernike-Koeffizienten tendenziell
größer, was zeigt, dass diese Zernike-Koeffizienten sensibler für die Verteilung
der Messdatenpunkte auf dem Prüfling sind. Da sämtliche Unsicherheiten
kleiner als ein Nanometer sind, zeigt sich, dass die Rekonstruktionsmethode
für die simulierten Fälle und den getroffenen Annahmen gut funktioniert. Die
Untersuchung zeigt auch, dass die Struktur der Parameterunsicherheiten deut-
lich vom Prüflingsdesign abhängt. Die hier vorgeschlagene Methode verwendet
die Jacobi-Matrix der Rekonstruktion und wurde genutzt, um eine nach dem
„A-Optimum“-Kriterium der „Optimalen Versuchsplanungsprobleme“ [85] opti-
male Prüflingsposition zu bestimmen. Die „optimale“ Position wird dabei durch
Kriterien, die statistischer Natur sind, bestimmt und ein anderes Kriterium
führt ggf. zu einer anderen optimalen Position, so dass „optimal“ spezifiziert
werden muss.
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5.5. Bewertung der vorgeschlagenen Methode zur
Bestimmung der Jacobi-Matrizen für das TWI
Das TWI stellt eine vielversprechende, neuartige Methode zur Vermessung
von asphärischen optischen Flächen dar. Das Verfahren ist so ausgelegt, dass
unterschiedliche asphärische (und freigeformte) Prüfkörper flexibel vermes-
sen werden können. Die Messdatenaufnahme selbst benötigt nur wenig Zeit
(Dauer einer Messung „deutlich weniger als eine Minute“ [8]). Allerdings ist
das Auswerteverfahren sehr rechenintensiv und nimmt je nach Anzahl der zu
berechnenden Parameter viel Zeit in Anspruch (Messdatenauswertung: Größen-
ordnung von einigen Minuten, Kalibrierdatenauswertung: Größenordnung von
einigen Stunden). Dies beeinträchtigt, insbesondere bei der Kalibrierung, nicht
nur die praktische Handhabung, sondern beschränkt auch systematische Unter-
suchungen, um ein optimales TWI-Design zu ermitteln. Die Berechnung der
notwendigen Jacobi-Matrizen spielt dabei eine zentrale Rolle. Die vorgeschla-
gene analytische Berechnung der partiellen Ableitungen der OPLs bezüglich
der Parameter des TWI-Modells bzw. bezüglich der Topographie-Parameter
führt zu einer deutlichen Verkürzung der Rechenzeiten um zwei bis vier Grö-
ßenordnungen, so dass lange Wartezeiten zwischen Messdatenaufnahme und
dem berechneten Ergebnis vermieden werden. Außerdem ermöglicht die kurze
Rechenzeit systematische Untersuchungen des Verfahrens, die dazu führen,
dass das Verfahren analysiert und verbessert werden kann sowie Aussagen zu
Genauigkeiten des Verfahrens generiert werden können.
Ein Beispiel für eine durch die verkürzte Rechenzeit mögliche systematische
Untersuchung wurde im vorangehenden Abschnitt dargestellt. Hier wurde ge-
zeigt, wie die Jacobi-Matrix der Rekonstruktion verwendet werden kann, um
eine optimale Messposition für einen Prüfling zu ermitteln.
Durch die drastische Reduzierung der Rechenzeit ist außerdem die Aktualisie-
rung der Jacobi-Matrizen in jedem Iterationsschritt der Rekonstruktion und
der Kalibrierung möglich, was bisher aus Rechenzeitgründen vermieden wurde,
so dass die Verfahren nun iterativ mit jeweils aktualisierter Jacobi-Matrix
ausgeführt werden können.
Zusammenfassend führt die vorgeschlagene Berechnungsmethode für das TWI
zu stark verkürzten Rechenzeiten bei gleichzeitiger Verbesserung der numeri-
schen Genauigkeit des Verfahrens.
Weiterhin lassen sich die vorgeschlagenen Berechnungsmethoden anwenden,
um Aussagen zur Sensitivität der OPLs in Bezug auf beliebige Parameter eines
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optischen Systems zu ermitteln. Dies kann insbesondere für das Design des
optischen TWI-Aufbaus, aber auch für andere komplexe optische Systeme,
hilfreich sein, um Parameter und Elemente zu identifizieren, die die Funktion
des optischen Systems stark verändern.
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In den Untersuchungen in Kapitel 4 wurde vereinfachend angenommen, dass
die OPLs 𝐿 absolut messbar sind. Diese Annahme ist jedoch nicht haltbar,
da bei der Auswertung der Interferogramme ohne zusätzliche Informationen
die Absolutinformation verloren geht [73]. Durch das spezielle Messprinzip
des TWIs (vgl. Kapitel 2), werden die OPDs von den einzelnen lokalen Sub-
Interferogrammen (Patches) separat berechnet. Die tatsächlich gemessenen
(relativen) OPDs ?˜? sind für jeden Patch 𝑘 nur bis auf einen unbekannten
Patch-Offset 𝑏𝑘 bekannt. Dies muss bei der Lösung des inversen Problems
der Rekonstruktion berücksichtigt werden. Diese Nichteindeutigkeit durch die
unbekannten Patch-Offsets wurde bisher in der TWI-Literatur nicht explizit
genannt, da dies für alle interferometrischen Verfahren einer einzelnen Wellen-
länge gilt. Dennoch ist dies ein wichtiger Aspekt, um absolute Messungen der
Form von Asphären und Freiformen zu erzielen.
Das Ziel dieses Kapitels ist es daher, die daraus resultierenden Konsequenzen
für die Rekonstruktion der Topographie zu untersuchen und ggf. aus den Kon-
sequenzen Vorschläge für die Weiterentwicklung des TWIs hin zu einem absolut
messenden Verfahren abzuleiten.
Dazu wird zunächst die Bedeutung der getroffenen Annahme dargestellt und die
Genauigkeit von bisher verwendeten einfachen Methoden [37, 39, 63, 80], wie
z.B. die willkürliche Referenzierung der OPDs oder die zusätzliche Ignorierung
des Piston-Terms, untersucht. Die Untersuchungen zeigen, dass diese einfachen
Methoden zu einem Genauigkeitsverlust der absoluten Rekonstruktion der
Topographie führen können. Um ein hochgenaues, absolutes Rekonstruktions-
ergebnis zu erhalten, ist stattdessen das Einbringen von Zusatzinformationen
notwendig.
In diesem Kapitel wird die Art der notwendigen Zusatzinformationen sowie
deren erforderliche Genauigkeit unter Verwendung von virtuellen Experimenten
untersucht. Dazu wird das TWI-Rekonstruktionsverfahren angepasst, um eine
Verarbeitung der Zusatzinformation zu ermöglichen. Die Ergebnisse dieses
Kapitels schaffen die Grundlage für die Entwicklung eines absolut messenden
TWI-Verfahrens und die hier gewonnenen Kenntnisse über die notwendige
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Genauigkeit der Zusatzinformationen ist für die Auswahl einer geeigneten ex-
perimentellen Umsetzung erforderlich.
Abschließend wird in diesem Kapitel auch der Einfluss einer nicht perfekten
Justage unter den gegebenen Bedingungen untersucht.
Sämtliche TWI-Design-Daten (Positionen, Radien, Brechungsindizes, etc. der
optischen Elemente), die für die in diesem Kapitel durchgeführten Simulationen
notwendig waren, basieren auf den Daten des Zemax-Design-Modells des TWIs,
das von der Firma Mahr GmbH1 zur Verfügung gestellt wurde.
Im Rahmen dieser Dissertation wurden bereits Teile dieses Kapitels in [36]
veröffentlicht.
6.1. Nichteindeutigkeit des TWIs: Patch-Problematik
Eine gemessene (relative) OPD ?˜?𝑖𝑘 kann über
?˜?𝑖𝑘 = 𝐿𝑖 − 𝑏𝑘 + 𝜖𝑖, (6.1)
beschrieben werden, wobei 𝐿𝑖 die unbekannte absolute OPD einer Quell-Pixel-
Kombination 𝑖 und 𝑏𝑘 der unbekannte Offset von Patch 𝑘 ist. 𝜖𝑖 modelliert
eine Störung durch Messrauschen. Ferner wird angenommen, dass 𝜖𝑖 als weißes
Gaußsches Rauschen behandelt werden kann, so dass 𝜖𝑖 ∼ 𝑁(0, 𝜎2𝑖 ) (Mittelwert
0 nm, Standardabweichung 𝜎𝑖).
6.1.1. Einfache Vorgehensweise zum Umgang mit den unbekannten
Patch-Offsets
Eine einfache Vorgehensweise zur Behandlung der unbekannten Patch-Offsets
𝑏 ist es, eine willkürliche Referenzierung der OPDs auf eine gewählte OPD
des jeweiligen Patches einzuführen und diese Referenzierung auch bei der
Jacobi-Matrix 𝐽 zu berücksichtigen. Diese Vorgehensweise löst jedoch nicht die
Nichteindeutigkeit des Rekonstruktionsproblems, da die absoluten Patch-Offsets
weiterhin unbekannt sind und die absolute Position des Messobjektes auf diese
Weise nicht ermittelt werden kann. Grund hierfür ist, dass ein Positionsfehler
entlang der optischen Achse (𝑧-Achse) gleichbedeutend ist mit dem Piston-
Term der Topographie, der gewöhnlich nicht von den Topographie-Parametern
Defokus und sphärische Aberration unterschieden werden kann.
1Zemax-Modell 2: Übergabe 04/2014 von der Firma Mahr GmbH, Carl-Zeiss-Promenade
10, 07745 Jena, Deutschland
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Wenn die Spalten der Jacobi-Matrix 𝐽 orthogonal (d.h. linear unabhängig)
wären, könnte dies gelöst werden, indem der Piston-Term der Topographie,
ignoriert, d.h. nicht geschätzt, wird. Da der Piston-Term als Offset lediglich die
Lage der Topographie im Raum beschreibt, hat er keinen Einfluss auf die Form,
so dass dieser Term unbestimmt bleiben kann. Die Spalten der Jacobi-Matrix
sind jedoch gewöhnlich nicht orthogonal. Dann führt eine solche Reduktion des
Modells für ein nicht perfekt justiertes Messobjekt zu systematischen Fehlern,
denn der Beitrag, den der vorhandene Piston-Term in den Messdaten liefert,
wird dann auf die nicht-orthogonalen (linear abhängigen) Schätzparameter
(Defokus und sphärische Aberration) verteilt.
Somit ist eine Zusatzinformation notwendig, um ein hochgenaues absolutes
Rekonstruktionsergebnis zu erhalten.
6.1.2. Rekonstruktionsbeispiele
Im Folgenden werden die Auswirkungen der unterschiedlichen Rekonstruktions-
methoden aus Abschnitt 6.1.1 unter Verwendung von virtuellen Experimenten
anhand eines Rekonstruktionsbeispiels einer Asphäre demonstriert. Die Design-
Parameter der Asphäre werden in Tabelle 4.1 (Design 1) gezeigt.
Eine Abweichung der tatsächlichen Topographie 𝑇 von ihrem Design 𝑇0 wur-
de simuliert, indem zufällig gewählte Zernike-Polynom-Funktionen zu dem
Design der Topographie addiert wurden. Die Zernike-Koeffizienten wurden
zufällig aus einer Normalverteilung mit Mittelwert 0 nm und einer koeffi-
zientenabhängigen Standardabweichung gezogen. Die koeffizientenabhängige
Standardabweichung wurde so gewählt, dass die Amplitude mit größerem
azimutalem Zernike-Index 𝜉 und größerem radialem Zernike-Index 𝜂 expo-
nentiell von dem gewählten Maximum von 1 µm abfällt. Zudem wurde die
Standardabweichung des Zernike-Koeffizienten Defokus auf einen für diesen Pa-
rameter typischen Wert von 𝑐5 = 1 µm festgesetzt. Der erste Zernike-Koeffizient
(Piston) entspricht einem Offset und damit einer Fehlpositionierung entlang
der optischen Achse (𝑧-Achse). Daher wurde der Piston-Term zu null gesetzt
(𝑐1 = 0 µm) und stattdessen eine Fehlpositionierung entlang der optischen
Achse simuliert (Normalverteilung mit Mittelwert 0 nm und Standardabwei-
chung 1 µm). Die resultierenden Standardabweichungen, die für die Ziehung der
Zernike-Koeffizienten aus einer Normalverteilung verwendet wurden, werden
in Abbildung 6.1 dargestellt und liegen aufgrund der beschriebenen Auswahl
etwa in der Größenordnung von typischen Fertigungsfehlern (vgl. z.B. [14]).
Die RMS-Abweichung der tatsächlichen Topographie 𝑇 von ihrem Design 𝑇0
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Abbildung 6.1.: Gewählte Standardabweichungen, die genutzt wurden, um
die Zernike-Koeffizienten, die die Abweichung der tatsächlichen Topographie 𝑇
von der Design-Topographie 𝑇0 beschreiben, zu simulieren. Die Standardab-
weichungen liegen durch diese Wahl etwa in der Größenordnung von typischen
Fertigungsfehlern (vgl. z.B. [14]).
beträgt in dem hier gewählten Beispiel 659 nm (vgl. Abbildung 6.2a). Für die
Rekonstruktion wurden 153 Zernike-Koeffizienten verwendet. Außerdem wurden
13350 Quell-Pixel Kombinationen für die Rekonstruktion genutzt. Sämtliche
anderen Justageparameter wurden zunächst als ideal angenommen. Um Rau-
schen in den Messdaten zu berücksichtigen, wurde zu sämtlichen simulierten
Messdaten weißes Gaußsches Rauschen (Mittelwert 0 nm, Standardabweichung
5 nm) addiert. Die Rekonstruktion erfolgte iterativ mit maximal 3 Iterations-
schritten für die verschiedenen Rekonstruktionsmethoden aus Abschnitt 6.1.1.
In Abbildung 6.2b wird die Differenz zwischen der rekonstruierten Topographie
𝑇rek und der tatsächlichen Topographie 𝑇 unter Verwendung einer willkürlichen
Referenzierung der OPDs eines jeden Patches auf eine ausgewählte OPD des
jeweiligen Patches gezeigt. Die Differenz-Topographie wurde zusätzlich mit
einem Zernike-Polynom parametrisiert, um Aussagen abzuleiten, welche Fehler
das Residuum dominieren. Die der Differenz-Topographie in Abbildung 6.2b
entsprechenden Zernike-Koeffizienten 𝜏 = (𝜏1, ..., 𝜏𝑎res)𝑇 , mit Anzahl der ver-
wendeten Zernike-Koeffizienten 𝑎res, werden in Abbildung 6.2e gezeigt. Wie
erwartet, wird das Residuum von den Zernike-Parametern Defokus (𝑗 = 5,
Größenordnung 10−7 m) und sphärische Aberration (𝑗 = 13, Größenordnung
10−8 m) dominiert. In Abbildung 6.2c wird die Differenz zwischen der rekon-
struierten Topographie und der tatsächlichen Topographie für die gleichen
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(a) Design Abweichung. (b) Rekonstruktionsfehler, refe-
renzierte OPDs.
(c) Rekonstruktionsfehler,
referenzierte OPDs, Piston-
Parameter ignoriert.
(d) Rekonstruktionsfehler, mit ab-
soluten Zusatzinformationen.
(e) Zernike-Koeffizienten von (b). (f) Zernike-Koeffizienten von (c).
Abbildung 6.2.: Beispiel für den Vergleich der Rekonstruktionsergebnisse für
die Rekonstruktion von simulierten Daten: (a) zeigt die Abweichung der Topo-
graphie 𝑇 von ihrem Design 𝑇0. Die Differenzen zwischen der rekonstruierten
Topographie 𝑇rek und der tatsächlichen Topographie 𝑇 werden in (b) für das
willkürliche Referenzieren der OPDs auf eine ausgewählte OPD eines jeden
Patches, in (c) für das willkürliche Referenzieren der OPDs auf eine ausgewählte
OPD eines jeden Patches und ohne Schätzen des Piston-Parameters und in (d)
für das Hinzufügen von absoluten Zusatzinformationen und der Modellierung
des Messfehlers der absoluten Zusatzmessgröße mit weißem Gaußschen Rau-
schen (Standardabweichung 5 nm) gezeigt. (e) zeigt die Zernike-Koeffizienten
𝜏 = (𝜏1, ..., 𝜏𝑎res)𝑇 der die Residuen 𝑇rek − 𝑇 von (b) approximierenden Zernike-
Polynome und (f) zeigt die Zernike-Koeffizienten 𝜏 = (𝜏1, ..., 𝜏𝑎res)𝑇 der die
Residuen 𝑇rek − 𝑇 von (c) approximierenden Zernike-Polynome.
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simulierten Daten unter Verwendung einer willkürlichen Referenzierung jedoch
zusätzlich ohne Schätzen des Piston-Parameters gezeigt. Die entsprechenden
Zernike-Koeffizienten des Residuums 𝑇rek − 𝑇 werden in Abbildung 6.2f gezeigt.
Für das gewählte Beispiel führt das Nicht-Schätzen des Piston-Parameters
zu einer leichten Verbesserung des Rekonstruktionsergebnisses. Da jedoch der
Piston-Parameter tatsächlich nicht null ist und daher einen Beitrag zu den Da-
ten liefert, wird dieser Beitrag auf die zum Piston-Parameter nicht-orthogonalen
Parameter (Defokus, sphärische Aberration) verteilt. Aus diesem Grund kann
mit dieser Vorgehensweise kein hochgenaues Rekonstruktionsergebnis erzielt
werden. Die Abbildung 6.2d wird in Abschnitt 6.2 diskutiert.
6.2. Ausweg: Berücksichtigung von zusätzlichen absoluten
Messdaten
Um hochgenaue Rekonstruktionsergebnisse zu erzielen, ist die Kenntnis von
mindestens einem absoluten Patch-Offset 𝑏𝑘 notwendig. In diesem Abschnitt
wird eine Methode zum Hinzufügen und Auswerten solcher absoluten Daten
vorgeschlagen. In der vorgeschlagenen Vorgehensweise werden zusätzliche OPDs
eines zusätzlichen Patches verwendet. Im Folgenden wird eine Methode zur
gemeinsamen Verarbeitung der gewöhnlichen und zusätzlichen Daten vorge-
schlagen. Dazu werden die gemessenen (relativen) OPDs ?˜?, mit ?˜?𝑖𝑘 = 𝐿𝑖−𝑏𝑘+𝜖𝑖,
verwendet und zusätzlich die Schätzung der unbekannten Patch-Offsets jedes
Patches hinzugefügt. Dadurch wird der Vektor der unbekannten Parameter um
die unbekannten Patch-Offsets 𝑏 = (𝑏1, ..., 𝑏𝑞)𝑇 , mit Anzahl der Patches 𝑞, er-
weitert, so dass sich der neue Vektor der unbekannten Parameter 𝜃 = (𝑐𝑇 , 𝑏𝑇 )𝑇
ergibt.
Im Experiment sollte ein Messaufbau verwendet werden, der zusätzlich die
Messung einer absoluten OPD ermöglicht. Dabei ist es wichtig, dass eine zu-
sätzliche Messung gewählt wird, bei der die zusätzliche absolute Messgröße
auch von der tatsächlichen Topographie abhängt. Eine Methode, bei der z.B.
lediglich die Position der Topographiehalterung im Raum absolut bestimmt
wird, wirkt sich zwar aufgrund der verbesserten Positionierung positiv auf die
Rekonstruktionsgüte aus. Eine solche Methode ist jedoch nicht ausreichend,
da die Position der Topographie bezogen zur Halterung und die unbekannten
Fertigungsabweichungen der Topographie zu weiteren Positionsabweichungen
führen.
In diesem Abschnitt wird in einer Simulationsstudie der Einfluss der Genauigkeit
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der zusätzlichen absoluten Messung auf das Rekonstruktionsergebnis unter-
sucht. Zur Simulation der vorgeschlagenen Zusatzmessung wird angenommen,
dass für jedes Pixel eine absolute OPD gemessen werden kann. Die folgende
Beschreibung der Auswertungsmethode beschränkt sich auf die erste Iteration
des Rekonstruktionsprozesses (vgl. Kapitel 2), so dass die simulierten OPDs
im Folgenden mit 𝐿0 bezeichnet werden. Die Daten des zusätzlichen Patches
werden dann in einen absoluten Offset-Wert (Absolutabstand) 𝑏𝐿zusatz und einen
Formanteil Δ?˜?zusatz zerlegt. Diese Notation vereinfacht die Untersuchung von
Fehlern der Absolutmessgröße, wie in Abschnitt 6.2.3 gezeigt wird.
Der Datenvektor für die Topographie-Rekonstruktion Δ?˜? = ?˜?− 𝐿0 wird dann
um die zusätzlichen Messdaten Δ?˜?zusatz sowie um den für diese Messdaten
absolut gemessenen Patch-Offset 𝑏𝐿zusatz ergänzt:
Δ?˜? = (Δ?˜?𝑇 ,Δ?˜?𝑇zusatz,−𝑏𝐿zusatz)𝑇 . (6.2)
Die Jacobi-Matrix, die für die Bestimmung der Topographie-Parameter aus
den gegebenen Daten notwendig ist, hat dann die folgende Form:
𝐽ext =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜕𝐿1
𝜕𝑐1
𝜕𝐿1
𝜕𝑐2
. . . 𝜕𝐿1
𝜕𝑐𝑎
1 0 . . . 0 0
𝜕𝐿2
𝜕𝑐1
𝜕𝐿2
𝜕𝑐2
. . . 𝜕𝐿2
𝜕𝑐𝑎
1 0 . . . 0 0
...
...
...
...
...
...
...
...
...
𝜕𝐿max
𝜕𝑐1
𝜕𝐿max
𝜕𝑐2
. . . 𝜕𝐿max
𝜕𝑐𝑎
0 0 . . . 1 0
𝜕𝐿1zusatz
𝜕𝑐1
𝜕𝐿1zusatz
𝜕𝑐2
. . .
𝜕𝐿1zusatz
𝜕𝑐𝑎
0 0 . . . 0 1
...
...
...
...
...
...
...
...
...
𝜕𝐿maxzusatz
𝜕𝑐1
𝜕𝐿maxzusatz
𝜕𝑐2
. . .
𝜕𝐿maxzusatz
𝜕𝑐𝑎
0 0 . . . 0 1
0 0 0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.3)
Dabei kennzeichnen der Index max die Anzahl der Strahlen der Hauptmessung,
der Index max zusatz die Anzahl der Strahlen der Zusatzmessung und der Index
𝑎 die Anzahl der verwendeten Zernike-Koeffizienten für die Rekonstruktion der
Topographie-Form.
Um die Kenntnis der unterschiedlichen Unsicherheiten als Vorwissen zu ver-
wenden, wird hier vorgeschlagen, das inverse Problem unter Verwendung der
gewichteten Least-Squares-Methode [25] zu lösen. Die Kovarianzmatrix der
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Eingangsparameter lautet in diesem Fall
𝑉Δ?˜? =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜎2Δ?˜?1 0 . . . 0 0 . . . 0 0
0 𝜎2Δ?˜?2 . . . 0 0 . . . 0 0
... 0
. . .
...
... . . .
...
...
0 0 . . . 𝜎2Δ?˜?max 0 . . . 0 0
0 0 . . . 0 𝜎2Δ?˜?1zusatz . . . 0 0
... 0 . . .
...
...
. . .
...
...
0 0 . . . 0 0 . . . 𝜎2Δ?˜?maxzusatz 0
0 0 . . . 0 0 . . . 0 𝜎2𝑏𝐿zusatz
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.4)
wobei 𝜎Δ?˜?1 = ... = 𝜎Δ?˜?maxzusatz = 𝜎 der Unsicherheit der gemessenen OPDs und
𝜎𝑏𝐿zusatz der Unsicherheit des Patch-Offset-Wertes der Zusatzmessung 𝑏𝐿zusatz
entspricht. Mit dieser Matrix wird das gewichtete Gleichungssystem im Sinne
einer Least-Squares Optimierung [25] durch Minimierung von
𝜒2 = (𝐽ext𝜃 −Δ?˜?)𝑇 (𝑉Δ?˜?)−1(𝐽ext𝜃 −Δ?˜?) (6.5)
bezüglich 𝜃 gelöst. Damit werden die Schätzparameter
?^? =
(︀
𝐽𝑇ext(𝑉Δ?˜?)−1𝐽ext
)︀−1
𝐽𝑇ext(𝑉Δ?˜?)−1Δ?˜? (6.6)
ermittelt.
6.2.1. Vorgeschlagener Messaufbau
Im Folgenden wird ein Messaufbau vorgeschlagen, der die Bestimmung einer
geeigneten absoluten Messgröße ermöglichen könnte und im Rahmen der Arbeit
verwendet wird, um den Einfluss der Genauigkeit einer absoluten Messgröße
in einer Simulationsstudie zu untersuchen. Bei der Zusatzmessung wird nur
die zentrale Quelle aktiviert und die Quell-Pixel-Kombinationen eines einzigen
Patches dieser Quelle verwendet. Um das bisherige TWI-Design in der Simula-
tionsstudie weiter zu benutzen und somit die Vergleichbarkeit der Ergebnisse
zu bisherigen Ergebnissen zu gewährleisten, wird der Referenzarm deaktiviert
und stattdessen ein teildurchlässiger Spiegel in den Strahlengang hinter den
Kollimator eingebracht und als Referenzfläche verwendet. Es wird angenommen,
dass die Position des teildurchlässigen Spiegels zusammen mit dem TWI-Modell
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kalibriert wird, so dass eine absolute Referenz zu den OPDs eingeführt wird.
Eine schematische Skizze dieses Aufbaus wird in Abbildung 6.3 gezeigt. Die
an dem teildurchlässigen Spiegel reflektierten Strahlen werden mit den an der
Topographie reflektierten Strahlen auf der CCD-Kamera überlagert. Somit
werden die OPDs zwischen diesen Strahlen gemessen. Die Verwendung eines
Fizeauobjektives wäre dem hier vorgeschlagenen teildurchlässigen Spiegel aus
Stabilitätsgründen vorzuziehen, jedoch wäre dazu ein Neudesign des Interfero-
meters erforderlich.
Mit einem solchen Aufbau könnte eine absolute OPD gemessen werden, in-
dem für diese Zusatzmessung ein wellenlängenschiebendes Verfahren [20], die
Mehrwellenlängeninterferometrie [74] oder die Weißlichtinterferometrie [110]
eingesetzt wird. Werden für die absolute Zusatzmessung Verfahren eingesetzt,
die auf der Verwendung mehrerer Wellenlängen beruhen (Weißlichtinterfero-
metrie oder Mehrwellenlängeninterferometrie), so bietet die Verwendung eines
Fizeauobjektives außerdem den Vorteil, dass Dispersion vernachlässigt werden
kann. Ein TWI-Aufbau mit Fizeauobjektiv wurde kürzlich von der Universität
Stuttgart erfunden [5] und wird derzeit experimentell entwickelt.
Abbildung 6.3.: Schematische Darstellung des vorgeschlagenen Messaufbaus
für die Bestimmung der zusätzlichen absoluten Messgrößen.
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6.2.2. Auswertung mit zusätzlichen Messdaten
In Abbildung 6.2d wird beispielhaft die Differenz zwischen der rekonstruierten
Topographie 𝑇rek und der tatsächlichen Topographie 𝑇 aus Abschnitt 6.1.2
bei Verwendung der vorgeschlagenen Zusatzmessung und unter der Annahme,
dass der Fehler der absoluten Zusatzmessung von weißem Gaußschen Rau-
schen (Standardabweichung 5 nm) dominiert wird, gezeigt. Die Ergebnisse
zeigen, dass durch das Hinzufügen der vorgeschlagenen absoluten Zusatzdaten
der RMS-Rekonstruktionsfehler deutlich reduziert werden kann und Rekon-
struktionsergebnisse mit Genauigkeiten (unter sonst idealen Bedingungen) im
Subnanometer-Bereich erzielt werden können.
6.2.3. Einfluss der Größe des Messfehlers der Absolutmessung auf
die Genauigkeit des Rekonstruktionsergebnisses
Die Abweichungen zwischen der rekonstruierten (𝑇rek) und der tatsächlichen
Topographie (𝑇 ) in Abbildung 6.2d basieren auf der Annahme, dass die absolute
Zusatzmessung nur von kleinen Messfehlern beeinflusst wird, die mit weißem
Gaußschen Rauschen (Standardabweichung 5 nm) modelliert werden können.
Da der Absolutwert der Zusatzmessung je nach Messverfahren jedoch einen
weiteren, größeren Messfehler aufweisen kann, wurde anschließend untersucht,
welchen Einfluss die Größe des Messfehlers dieses Offset-Wertes auf die Ge-
nauigkeit des Rekonstruktionsergebnisses hat. Das Ziel dieser Untersuchungen
ist es, die notwendige Genauigkeit der absoluten Zusatzmessung zu ermitteln,
um eine signifikante Verbesserung des Rekonstruktionsergebnisses durch das
Hinzufügen dieser absoluten Zusatzinformationen zu erreichen. Dazu wird ein
normalverteilter Messfehler mit einem Mittelwert von 0 nm und verschiedenen
Standardabweichungen zu dem Messwert des Patch-Offset-Wertes der Zusatz-
messung addiert. Die übrigen simulierten Daten wurden weiterhin durch die
Addition von weißem Gaußschen Rauschen (Mittelwert 0 nm, Standardabwei-
chung 5 nm) manipuliert.
Durch die oben beschriebene Aufteilung der Zusatzmessung in einen Formanteil
und einen absoluten Abstand („Patch-Offset“) können Korrelationen in den
Messdaten vernachlässigt werden, so dass die Matrix 𝑉Δ?˜?, wie in Gleichung 6.4
gezeigt, nur Einträge auf der Diagonalen enthält.
Die virtuellen Experimente wurden für zwei unterschiedliche Design-Topogra-
phien mit den in Tabelle 4.1 dargestellten Design-Parametern durchgeführt.
Die Abweichungen der Topographien von ihrer Design-Form wurden in jeder
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Realisierung zufällig nach der in Abschnitt 6.1.2 beschriebenen Methode neu
bestimmt, so dass verschiedene zufällige Topographie-Abweichungen untersucht
wurden. Zu den rauschbedingten Messfehlern (Standardabweichung 5 nm)
wurde für den Patch-Offset-Messwert der Zusatzmessung ein weiter Fehler
addiert. Die Standardabweichung dieses zusätzlichen Fehlers wurde zwischen
0 nm und 1 mm variiert. Für die Rekonstruktionen mit den verschiedenen
addierten Fehlern wurde jeweils die gleiche Topographie-Abweichung verwendet.
Insgesamt wurden 50 Topographie-Abweichungen realisiert und unter der An-
nahme verschiedener Standardabweichungen des Messfehlers der zusätzlichen
absoluten Daten sowie unter Verwendung von unterschiedlichen Rekonstruk-
tionsmethoden rekonstruiert. Im Anschluss an die Rekonstruktion wurde der
RMS-Rekonstruktionsfehler und der PV-Rekonstruktionsfehler (PV= Peak to
Valley (engl.), Abstand zwischen größtem und kleinstemWert eines Oberflächen-
profils) für jedes Rekonstruktionsergebnis bestimmt. Diese Bewertungsgrößen
der 50 Topographie-Realisierungen wurden für jede gewählte Standardabwei-
chung des zusätzlichen Messfehlers des zusätzlichen Patch-Offset-Werts und für
jede Rekonstruktionsmethode separat gemittelt und dann für jede Rekonstruk-
tionsmethode in Abhängigkeit von der gewählten Standardabweichung aufgetra-
gen. Die Ergebnisse werden in Abbildung 6.4 dargestellt. Die Abbildungen 6.4a
und 6.4b zeigen die Abhängigkeit des gemittelten RMS-Rekonstruktionsfehlers
von der Standardabweichung des zusätzlichen Messfehlers des Patch-Offsets
der Zusatzmessung bei Verwendung der Design-Topographie mit dem Design 1
bzw. Design 2. Der gemittelte RMS-Rekonstruktionsfehler steigt in beiden
Diagrammen von einem Wert im Subnanometer-Bereich (zusätzlicher Messfeh-
ler 0 nm) mit zunehmendem Messfehler an. Ohne die zusätzliche Information
und mit willkürlicher Referenzierung der OPDs liegt der Mittelwert des RMS-
Rekonstruktionsfehlers bei 42 nm (Design 1) bzw. 23 nm (Design 2) und wird
in den beiden Diagrammen zur Orientierung jeweils mit der gepunkteten ro-
ten Linie dargestellt. Die Untersuchung zeigt erwartungsgemäß, dass ein zu
großer Messfehler des Patch-Offsets zu den gleichen Ergebnissen führt, die
ohne zusätzliche Messdaten und mit willkürlicher Referenzierung der OPDs
vorliegen. Die Abbildungen 6.4c und 6.4d zeigen die Abhängigkeit des über
50 Realisierungen gemittelten PV-Rekonstruktionsfehlers von dem Messfehler
des Patch-Offsets der Zusatzmessung bei Verwendung der Soll-Topographie
mit dem Design 1 bzw. Design 2. Der gemittelte PV-Rekonstruktionsfehler
zeigt die gleiche Abhängigkeit von dem Messfehler des Patch-Offsets wie der
RMS-Rekonstruktionsfehler. Bei einem zusätzlichen Messfehler von 0 nm liegt
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(a) RMS-Abhängigkeit, Design 1 (b) RMS-Abhängigkeit, Design 2
(c) PV-Abhängigkeit, Design 1 (d) PV-Abhängigkeit, Design 2
Abbildung 6.4.: Mittelwert des RMS- und PV-Rekonstruktionsfehlers in
Abhängigkeit der Standardabweichung des Messfehlers des Offset-Wertes für
den Patch der Zusatzmessung für Topographien mit Design 1 (a und c) und
Design 2 (b und d) (blaue Punkte). Die rote Linie kennzeichnet jeweils den
Mittelwert für den Fall, dass keine Zusatzinformation in der Auswertung
verwendet wurde und die OPDs eines jeden Patches willkürlich referenziert
wurden. Die gestrichelte grüne Linie stellt den Mittelwert für den Fall dar, dass
keine Zusatzinformation in der Auswertung verwendet wurde, die OPDs eines
jeden Patches willkürlich referenziert wurden und zusätzlich der Piston-Term
nicht geschätzt wird (Ignorierung des Piston).
der PV-Rekonstruktionsfehler im einstelligen Nanometerbereich und steigt
mit zunehmendem Messfehler an, bis ein Wert von etwa 155 nm (Design 1)
bzw. 79 nm (Design 2) erreicht wird, der auch vorliegt, wenn keine zusätzliche
Messung durchgeführt wurde und die OPDs eines jeden Patches willkürlich
referenziert wurden.
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Die Untersuchungen zeigen, dass der Patch-Offset einer zusätzlichen Messgröße
genauer als 500 nm bekannt sein sollte, damit durch die Zusatzmessung eine
deutliche Verbesserung der Rekonstruktionsgenauigkeit (in den Beispielen Re-
duzierung des RMS-Rekonstruktionsfehlers um Faktor zwei bis vier) erzielt wird.
In den Diagrammen ist außerdem eine gestrichelte grüne Linie eingezeichnet,
die das jeweilige mittlere Rekonstruktionsergebnis für den Fall kennzeichnet,
dass die OPDs auf eine willkürlich gewählte OPD des jeweiligen Patches referen-
ziert werden und zusätzlich der Piston-Term und damit die Fehlpositionierung
entlang der optischen Achse ignoriert, d.h. nicht geschätzt, wird. Dieser Fall
wurde untersucht, da mit dieser Variante, abgesehen von dem Piston-Term,
alle Topographie-Parameter mit hoher Genauigkeit geschätzt werden könnten,
wenn die Spalten der Jacobi-Matrix orthogonal zu der Spalte des Piston-Terms
wären (vgl. Abschnitt 6.1.1). Die Diagramme zeigen jedoch, dass die Verbes-
serung der Rekonstruktionsgenauigkeit, die mit dieser Methode erreicht wird,
von der jeweiligen Prüflingstopographie abhängt. Mit dieser Methode kann
das Rekonstruktionsergebnis also abhängig von der Topographie besser oder
schlechter sein, verglichen mit einer einfachen Referenzierung der OPDs zu
einer gewählten OPD des jeweiligen Patches.
Um zu zeigen, dass diese Methode (Referenzierung der OPDs und Ignorierung
des Piston-Terms) lediglich sinnvoll ist, wenn der Prüfling perfekt entlang der
optischen Achse positioniert wurde (und damit kein Beitrag des Piston-Terms
im Messdatensatz vorhanden ist), wurde der RMS-Rekonstruktionsfehler zu-
sätzlich in Abhängigkeit der Fehlpositionierung entlang der optischen Achse
für die 50 Realisierungen und für die verschiedenen Rekonstruktionsmöglich-
keiten aufgetragen. Die Ergebnisse werden in Abbildung 6.5 dargestellt. Die
Diagramme zeigen deutlich, dass nur die Variante, in der der Piston-Term
nicht geschätzt, d.h. ignoriert wird, ein systematisches Verhalten zeigt. Mit
der Methode können gute Rekonstruktionsergebnisse erreicht werden, wenn
die Topographie axial nahezu perfekt (besser als 100 nm) positioniert wurde.
Für einige Messobjekte könnte eine solche, hochgenaue Positionierung erreicht
werden, indem die Positionierung von der Cat’s-Eye-Position aus gestartet und
ein zusätzliches Abstandsinterferometer eingesetzt wird. Dies ist jedoch keine
Lösung für beliebige Messobjekte, wie z.B. Messobjekte mit einer zentralen
Apertur oder Messobjekte, bei denen die Cat’s-Eye-Position mechanisch nicht
erreicht oder nur sehr ungenau bestimmt werden kann. Für solche Messobjekte
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(a) Design 1 (b) Design 2
Abbildung 6.5.: RMS-Rekonstruktionsfehler in Abhängigkeit der Fehlpositio-
nierung entlang der optischen Achse für unterschiedliche Rekonstruktionsme-
thoden für die Topographie mit Design 1 (a) und Design 2 (b): Mit einfacher
Referenzierung der OPDs jedes Patches auf eine gewählte OPD des Patches, mit
Zusatzinformation und absolut bekanntem Patch-Offset mit einem Messfehler
von 0 nm, mit Zusatzinformation und absolut bekanntem Patch-Offset mit ei-
nem Messfehler von 100 nm sowie mit einfacher Referenzierung der OPDs jedes
Patches auf eine gewählte OPD des Patches und gleichzeitig ohne Schätzung
des Piston-Terms (Ignorierung des Piston-Terms).
kann die axiale Positionierung sogar schlechter als 1 µm sein. Dann wird das
Hinzufügen einer absoluten Zusatzmessung und das Auswerten ihres abso-
luten Patch-Offsets umso wichtiger. Für beide Design-Asphären beträgt der
Rekonstruktionsfehler (RMSE) für die Rekonstruktionsvariante, bei der der
Piston-Term ignoriert wird, etwa 80 nm bei einer Fehlpositionierung von 2 𝜇m
entlang der z-Achse.
Dieses beobachtete systematische Verhalten ist darauf zurückzuführen, dass
nicht alle Spalten der Matrix orthogonal zu der ersten Spalte (Piston-Term)
sind. Eine axiale Fehlpositionierung der Topographie kann gewöhnlich nicht von
den Topographie-Parametern Defokus und sphärischer Aberration unterschie-
den werden. Daher wird der Beitrag, den der vorhandene Piston-Term in den
Messdaten liefert, auf die übrigen Koeffizienten verteilt, wenn der Piston-Term
nicht geschätzt (d.h. ignoriert) wird.
In den Diagrammen in Abbildung 6.5 wird außerdem deutlich, dass der RMS-
Rekonstruktionsfehler für alle anderen betrachteten Rekonstruktionsmethoden
unabhängig von dem Positionsfehler entlang der optischen Achse ist. Die
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Diagramme zeigen zudem die deutliche Verbesserung der Rekonstruktions-
genauigkeit, wenn eine absolute Zusatzinformation mit geringem Messfehler
eingebracht wird.
6.3. Einfluss der Justageparameter der Topographie
Schließlich wurde der Einfluss der Justageparameter der Topographie (Ver-
schiebung (𝑥, 𝑦, 𝑧) und Verkippung: (𝛼, 𝛽)) auf das Ergebnis untersucht. Die
Rotation um die 𝑧-Achse wurde aufgrund der Rotationssymmetrie der Asphären
vernachlässigt. In der Simulationsstudie wurden Abweichungen gewählt, die
typisch für die gewählte Justagestrategie (vgl. auch [4]) beim TWI sind. Die
Justagegenauigkeiten der 𝑥-, 𝑦- und 𝑧- Positionen des Messobjektes wurden
zufällig aus einer Normalverteilung (Mittelwert 0 nm, Standardabweichung
1 µm) gewählt. Die Standardabweichung von 1 𝜇m entspricht etwa der Repro-
duzierbarkeit der Justage [4, 9]. Um auch die Verkippung zu berücksichtigen,
muss diese in der Simulation gemäß der Justagestrategie so gewählt werden,
dass die Fehlpositionierungen entlang der 𝑥- und 𝑦-Achsen durch die Verkip-
pung kompensiert werden. Um dies zu approximieren, wurde die Steigung der
fehlpositionierten Topographie im Schnittpunkt mit der optischen Achse des
Systems berechnet und die Topographie entsprechend der Steigung um die 𝑥-
und 𝑦-Achse verkippt.
Für die Untersuchung wurde die Design-Topographie mit Design 1 (vgl. Ta-
belle 4.1) verwendet. Die Abweichung der tatsächlichen Topographie von der
Design-Form wurde wieder nach dem in Abschnitt 6.1.2 beschriebenen Verfah-
ren generiert. Die Simulation wurde 50 mal wiederholt, so dass 50 verschiedene
Topographien realisiert wurden. Innerhalb einer Realisierung wurden die To-
pographie und die Justageabweichungen konstant gehalten und das virtuelle
Experiment sowohl mit als auch ohne die in Abschnitt 6.2.1 beschriebene
Zusatzmessung sowie mit verschiedenen angenommenen Messfehlern des Patch-
Offsets der Zusatzmessung wiederholt.
Um die Form zwischen der tatsächlichen Topographie und der rekonstruierten
Topographie zu vergleichen, wurde die rekonstruierte Topographie über einen
speziell an der PTB entwickelten Algorithmus in die tatsächliche Topogra-
phie eingepasst, bevor die RMS-Abweichung zwischen beiden Topographien
bestimmt wurde. Bei der Einpassung wird die rekonstruierte Topographie
verschoben und rotiert, bis die RMS-Abweichung zwischen den beiden Topogra-
phien ein Minimum hat [109]. Eine solche Einpassung ist für die Bestimmung
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der Rekonstruktionsgenauigkeit erlaubt, da hier lediglich die rekonstruierte
Form, unabhängig von ihrer Position und Lage im Raum, beurteilt werden soll.
Die Mittelwerte der RMS-Rekonstruktionsfehler wurden in Abhängigkeit von
der Standardabweichung des Messfehlers des Patch-Offsets der Zusatzmessung
aufgetragen. Die Ergebnisse werden in Abbildung 6.6 dargestellt.
(a) Mittlerer RMS-Fehler. (b) RMS vs. Fehlpositionierung.
Abbildung 6.6.: Einfluss von Justagefehlern auf die Rekonstruktionsge-
nauigkeit für verschiedene Auswertemethoden: In (a) ist der mittlere RMS-
Rekonstruktionsfehler in Abhängigkeit von dem Messfehler des Patch-Offsets
der Zusatzmessung unter Berücksichtigung von Justagefehlern der Topographie
für die verschiedenen Rekonstruktionsmethoden aufgetragen. (b) zeigt die Ab-
hängigkeit des RMS-Rekonstruktionsfehlers von der Fehlpositionierung entlang
der z-Achse für die verschiedenen Rekonstruktionsmethoden.
In Abbildung 6.6a werden die über die 50 Realisierungen gemittelten RMS-Re-
konstruktionsfehler in Abhängigkeit von der Standardabweichung des Mess-
fehlers des Patch-Offsets der Zusatzmessung aufgetragen. Die gepunktete rote
Linie entspricht dem mittleren RMS-Rekonstruktionsfehler bei Auswertung der
Messdaten ohne Verwendung einer Zusatzmessung und mit willkürlicher Refe-
renzierung der OPDs. Die gestrichelte grüne Linie kennzeichnet den mittleren
RMS-Rekonstruktionsfehler ohne Verwendung einer Zusatzmessung, bei will-
kürlicher Referenzierung der OPDs und ohne Schätzung des Piston-Parameters
(Ignorierung). Die Ergebnisse zeigen, dass die gleiche Abhängigkeit des RMS-
Rekonstruktionsfehlers von dem Messfehler des Patch-Offsets der Zusatzmes-
sung vorliegt wie ohne Berücksichtigung der Justagegenauigikeiten (vgl. Abbil-
dung 6.5a). Die gemittelten RMS-Rekonstruktionsfehler sind jedoch geringfügig
größer und liegen zwischen einem Wert im Subnanometer-Bereich (0 nm zusätz-
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licher Messfehler) und 45 nm (keine Zusatzmessung, willkürliche Referenzierung
der OPDs). Die Abhängigkeit des RMS-Rekonstruktionsfehlers von der Fehlpo-
sitionierung entlang der 𝑧-Achse wird in Abbildung 6.6b dargestellt und führt
zu dem gleichen Verhalten wie unter Annahme einer perfekten Justage (vgl.
Abbildung 6.5a). Auch hier zeigt sich nur für den Fall, dass der Piston-Term
nicht geschätzt wird, eine starke systematische Abhängigkeit des Rekonstrukti-
onsfehlers von der Fehlpositionierung.
Die Ergebnisse zeigen, dass das Verfahren zur Rekonstruktion der Form ge-
genüber Fehljustagen der betrachteten Größenordnung sehr robust ist und die
erzielbaren Genauigkeiten nur geringfügig beeinflusst. Mit dem Rekonstrukti-
onsverfahren wird die Topographie in der tatsächlich vorliegenden Orientierung
rekonstruiert, so dass bei einer Fehlpositionierung auch eine entsprechend
verkippte und verschobene Topographie rekonstruiert wird. Die angegebenen
RMS-Rekonstruktionsfehler entsprechen somit den reinen Formfehlern.
6.4. Bewertung der Ergebnisse
In diesem Kapitel wurde zunächst die Patch-Problematik herausgearbeitet,
die aus der Unkenntnis der absoluten Phasendifferenzen resultiert. Durch das
Messprinzip des TWIs werden separat für viele zueinander lokal abgegrenzte
Interferogramme (Patches) relative OPDs bestimmt. Dadurch haben die OPDs
verschiedener Patches jeweils einen unbekannten Patch-Offset.
Die Untersuchungen in diesem Kapitel haben gezeigt, dass einfache Metho-
den, dieses Problem zu behandeln, wie z.B. die willkürliche Referenzierung der
OPDs, die finale Rekonstruktionsgenauigkeit signifikant beeinträchtigen können
und die sphärischen Topographie-Parameter (Defokus, sphärische Aberration)
nicht mehr mit hoher Genauigkeit geschätzt werden können. Stattdessen ist
das Einbringen von zusätzlichen Informationen notwendig, um hochgenaue,
absolute Rekonstruktionsergebnisse zu erhalten.
Im Rahmen der Arbeit wurde eine erweiterte Auswertemethode vorgeschlagen,
die eine Verarbeitung von zusätzlichen, absoluten Daten unter Berücksichtigung
der Unsicherheiten der Daten ermöglicht. Diese Auswertemethode wurde an-
schließend genutzt, um die notwendige Genauigkeit der zusätzlichen absoluten
Messgröße in einer Simulationsstudie zu untersuchen.
Die Untersuchungen zeigen, dass zusätzliche, absolute OPD-Daten eines be-
liebigen Patches ausreichen, um auch die sphärischen Parameter mit hoher
Genauigkeit zu rekonstruieren. Durch das Hinzufügen einer geeigneten abso-
131
6. Weiterentwicklung des TWIs
luten Zusatzmessgröße könnte das TWI somit zu einem absolut messenden
Verfahren weiterentwickelt werden.
In einer Simulationsstudie konnte gezeigt werden, dass mit einer Genauigkeit
der zusätzlichen, absoluten Messgröße von 500 nm der Rekonstruktionsfehler
(RMSE) von 42 nm auf 9 nm (Topographie mit Design 1) bzw. von 23 nm
auf 11 nm (Topographie mit Design 2) in den gezeigten Beispielen reduziert
werden konnte. Dieses gewonnene Wissen über die notwendige Genauigkeit
der absoluten Zusatzmessung ist wichtig, um einen geeigneten experimentellen
Aufbau zur Erfassung der zusätzlichen absoluten Messdaten zu wählen.
Weiterhin haben die Untersuchungen gezeigt, dass die Behandlung der Patch-
Problematik durch willkürliche Referenzierung der OPDs und gleichzeitiges
Nicht-Schätzen des Piston-Parameters nur eine Lösung sein könnte, wenn der
axiale Positionierungsfehler der Topographie sehr klein (ca. 100 nm) ist und
andernfalls zu systematischen Fehlereinflüssen führt. Für einige Messobjek-
te könnte eine solche hochgenaue Positionierung erreicht werden, indem die
Positionierung von der Cat’s-Eye-Position aus gestartet und ein zusätzliches
Abstandsinterferometer eingesetzt wird.
Im letzten Abschnitt des Kapitels wurde zusätzlich der Einfluss von Posi-
tionierungsfehlern der Topographie auf die verschiedenen Auswertemethoden
untersucht. Die Ergebnisse zeigen, dass das Verfahren zur Rekonstruktion der
Form robust gegenüber Positionierungsfehlern der betrachteten Größenordnung
ist. Liegt jedoch keine absolute Zusatzmessung vor, führt eine Fehlpositionierung
entlang der optischen Achse (𝑧-Achse) zu einem von dieser Fehlpositionierung
systematisch abhängigen Fehler (Defokus, sphärische Aberration), wenn der
Piston-Term in der Rekonstruktion nicht geschätzt (d.h. ignoriert) wird.
Im Rahmen der Arbeiten in diesem Kapitel wurden zahlreiche in Kapitel 4
getroffene, vereinfachende Annahmen fallengelassen: Abbruch der Rekonstruk-
tion nach dem ersten Iterationsschritt, Untersuchung des Einflusses einzelner
Parameter, Vernachlässigung der Patch-Zuordnung und Annahme der Mess-
barkeit absoluter OPDs. Mit den durchgeführten Untersuchungen wurden die
eigenständigen Auswertemethoden und das Simulationswerkzeug SimOptDevice
daher so weiterentwickelt, dass die TWI-Experimente realistischer abgebildet
werden. Die Arbeiten haben somit neben den erzielten Ergebnissen auch einen
Beitrag zur Vorbereitung des Simulationswerkzeuges SimOptDevice für die
Messdatenverarbeitung realer Experimente geleistet.
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Die vorliegende Arbeit hatte das Ziel, Auswerteverfahren für ein neues optisches
Asphärenmessverfahren, der Tilted-Wave Interferometrie, zu untersuchen und
zu optimieren. Dabei stand eine systematische, von der bisherigen TWI-Software
vollkommen unabhängige, Umsetzung im Vordergrund, die eine Untersuchung
und Bewertung des Verfahrens ermöglichen soll. Demzufolge sollte den Verfah-
ren eine weitestgehend physikalische Modellierung des Messsystems zu Grunde
liegen, so dass der Einfluss wesentlicher physikalischer Parameter erfasst wer-
den kann. Dazu wurde das an der PTB vorhandene Simulationswerkzeug
SimOptDevice verwendet und für die Anwendung an dem komplexen optischen
Messsystem erweitert.
Die Simulation optischer Pfadlängen ist Teil des TWI-Auswerteverfahrens.
Dazu wird bisher ein Black-Box Modell des optischen Aufbaus verwendet. Das
Modell wird auf zwei Referenzebenen und die zu vermessende Topographie
reduziert. Zum einen führt dies dazu, dass bereits die in den Simulationen
bestimmten nominellen OPDs aufgrund der Parametrisierung der Pfadlängen
in den Referenzebenen Ungenauigkeiten aufweisen, zum anderen ist ein solches
Modell ungeeignet, um den Einfluss physikalischer Justageparameter auf das
Rekonstruktionsergebnis zu untersuchen.
Die vorgestellte Anpassung und Erweiterung des Simulationswerkzeuges Sim-
OptDevice stellt die Basis für eine für diese Zwecke geeignetere Modellierung
des TWI-Systems dar. Mit der Integration der Raytracing- und Rayaiming-
Verfahren wurde ein in sich geschlossenes Simulationswerkzeug entwickelt,
bei dem sämtliche Parameter kontrolliert und gesteuert werden können, ohne
dass eine Schnittstelle zu externen Anwendungen notwendig ist. Des Weiteren
reduziert die in dieser Arbeit vorgeschlagene Modellierung des Systems die
Approximationsschritte innerhalb des Verfahrens. Mit der vorgeschlagenen Be-
schreibung des Modells kann die notwendige Anzahl der Koeffizienten reduziert
werden, da nur die Abweichungen zum Design parametrisiert werden müssen. In
dem bisherigen Verfahren wird hingegen auch das Design-Modell parametrisiert.
Insbesondere für weit geöffnete Objektive führt die bisherige Modellierung zu
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einer hohen Anzahl an notwendigen Koeffizienten, da für die Beschreibung der
sphärischen Wellenfronten eine hohe radiale Zernike-Ordnung notwendig ist.
Die vorgeschlagene Einführung eines Wellenfront-Manipulators, der aus einer
fiktiven Ebene besteht, in der die bisher zurückgelegte optische Pfadlänge und
der Richtungsvektor eines Strahls parametergesteuert verändert wird, ermög-
licht die Beibehaltung der bisherigen TWI-Methoden zur Charakterisierung
und Kalibrierung des optischen Systems.
In ersten, vereinfachten Untersuchungen erwies sich das TWI-Verfahren als
ein vielversprechendes, robustes Verfahren, das das Potential hat, auch steile,
asphärische Flächen mit hoher Genauigkeit zu vermessen. In den Untersuchun-
gen wurde deutlich, dass die Schrittweite zur Berechnung der Jacobi-Matrix
in Abhängigkeit des konkreten Problems geeignet gewählt werden sollte und
die erzielbare Genauigkeit auch von der Größenordnung der Abweichung der
tatsächlichen Topographie von der Soll-Topographie abhängig ist. In den Un-
tersuchungen ist somit der nichtlineare Charakter zwischen den Messdaten und
den Parametern der Topographie deutlich geworden, so dass die Rekonstruk-
tion der Topographie bei großen Abweichungen von ihrer Design-Form ein
nichtlineares Optimierungsproblem darstellt.
Das bisherige Auswerteverfahren des TWIs ist sehr rechenintensiv und nimmt
mit steigender Anzahl der zu berechnenden Parameter zunehmend viel Zeit
in Anspruch. Dies beeinträchtigt, insbesondere bei der Kalibrierung, nicht nur
die praktische Handhabung, sondern beschränkt auch systematische Unter-
suchungen, um ein optimales TWI-Design zu ermitteln. Die Berechnung der
notwendigen Jacobi-Matrizen spielt dabei eine zentrale Rolle. Die im Rah-
men der vorliegenden Arbeit vorgeschlagene analytische Berechnung dieser
Jacobi-Matrizen führt zu einer Verkürzung der zur Berechnung dieser Matri-
zen notwendigen Rechenzeiten um zwei bis vier Größenordnungen, so dass
lange Wartezeiten zwischen Messdatenaufnahme und dem berechneten Ergeb-
nis vermieden werden. Durch die drastische Reduzierung der Rechenzeit ist
außerdem die Aktualisierung der Jacobi-Matrizen in jedem Iterationsschritt
der Topographie-Rekonstruktion und Modell-Kalibrierung möglich, was bisher
aus Rechenzeitgründen vermieden wurde. Weiterhin wird mit der vorgeschlage-
nen Berechnungsmethode die Durchführung systematischer Untersuchungen,
mit denen das Verfahren analysiert und verbessert werden kann, erheblich
erleichtert. Beispielhaft wurde gezeigt, wie die Jacobi-Matrix der Rekonstruk-
tion systematisch verwendet werden kann, um eine optimale Messposition für
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eine Topographie zu ermitteln. Zusammenfassend stellt die vorgeschlagene
Berechnungsmethode der Jacobi-Matrizen ein wesentliches Kernergebnis der
vorliegenden Arbeit dar. Sie führt am TWI zu stark verkürzten Rechenzeiten
bei gleichzeitiger Verbesserung der numerischen Genauigkeit des Verfahrens.
Ferner lassen sich die Berechnungsmethoden anwenden, um Aussagen zur
Sensitivität der optischen Pfadlängen in Bezug auf beliebige Parameter eines
optischen Systems zu ermitteln. Dies kann insbesondere für das Design des
optischen TWI-Aufbaus, aber auch für andere komplexe optische Systeme,
hilfreich sein, um Parameter und Elemente zu identifizieren, die die Funktion
des optischen Systems stark verändern.
Um das Verfahren zu vereinfachen und losgelöst von weiteren fundamentalen
Problemen zu analysieren, wurde in den Untersuchungen zunächst die Annahme
getroffen, dass sämtliche OPDs absolut messbar sind. Die Probleme, die aus der
Hinfälligkeit dieser Annahme resultieren, wurden im Rahmen der Arbeit heraus-
gearbeitet. Einfache Methoden, wie eine willkürliche Referenzierung der OPDs
eines jeden Patches auf eine ausgewählte OPD des Patches oder zusätzliches
Ignorieren des Piston-Parameters, können die finale Rekonstruktionsgenauig-
keit der absoluten Formmessung deutlich verschlechtern. Stattdessen ist das
Einbringen von zusätzlichen Informationen notwendig. Aus diesem Grund
wurde ein alternatives Auswerteverfahren vorgeschlagen, das das Einbringen
von Zusatzwissen ermöglicht. Anschließend wurde die Art und die notwendige
Genauigkeit des Zusatzwissens in einer Simulationsstudie untersucht. Es konnte
gezeigt werden, dass eine beliebige absolute Zusatzmessung ausreicht und der
Absolutwert der Zusatzmessung besser als 500 nm bekannt sein sollte, um das
Rekonstruktionsergebnis maßgeblich zu verbessern (in den gezeigten Beispielen
Reduktion des RMS-Rekonstruktionsfehlers um den Faktor zwei bis vier).
Abschließend wurde der Einfluss von Positionierungsfehlern der Topographie
auf die Rekonstruktionsgenauigkeit untersucht. Es zeigt sich, dass das Verfahren
zur Rekonstruktion der Form robust gegenüber Justagefehler der betrachteten
Größenordnung von 1 µm ist. Liegt jedoch keine absolute Zusatzmessung vor,
führt eine Fehlpositionierung entlang der optischen Achse zu einem von dieser
Fehlpositionierung systematisch abhängigen Fehler (Defokus, sphärische Aber-
ration), wenn der Piston-Term in der Rekonstruktion nicht geschätzt wird.
Alle vorgestellten Untersuchungen stellen Prinzipuntersuchungen dar, die bei
Bedarf an neue Annahmen angepasst und entsprechend erweitert werden kön-
nen. So ist auch in dieser Arbeit eine deutliche Entwicklung der Verfahren
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ersichtlich, denn zahlreiche in Kapitel 4 zunächst zur Vereinfachung getroffe-
ne Annahmen wurden im Laufe der Arbeiten fallengelassen. Die Annahmen
dienten dazu, zunächst grundlegende Prinzipien ohne den Einfluss anderer
Effekte zu untersuchen und so das Verfahren schrittweise zu erweitern. Mit der
Hinfälligkeit der Annahme, dass die absoluten OPDs messbar sind, wurde in
Kapitel 6 schließlich das Simulationswerkzeug SimOptDevice für die Messda-
tenverarbeitung realer Experimente erweitert.
In zukünftigen Arbeiten sollen die vorgeschlagenen Auswerteverfahren verwen-
det werden, um die Messunsicherheit des TWI-Systems an realen Messungen
abzuschätzen. Dazu ist zunächst die Untersuchung und Analyse des Kalibrier-
verfahrens und dessen Grenzen erforderlich. Weiterhin sind Untersuchungen
zur Optimierung der Rekonstruktions- und Kalibrierstrategie notwendig, die
insbesondere auch die Auswahl der Kalibrierkörper und deren optimale Po-
sitionierung beinhalten. Derartige Untersuchungen erfordern ein hohes Maß
an Systematik und werden aufgrund der Komplexität des Auswerteverfahrens
erst durch die in dieser Arbeit vorgeschlagenen Berechnungsmethoden der
Jacobi-Matrizen ermöglicht.
Zukünftige Untersuchungen werden sich auch auf experimenteller Ebene mit der
Möglichkeit der Messung einer zusätzlichen Absolutgröße auseinandersetzen,
so dass die Rekonstruktion der absoluten Form, wie in der Simulationsstudie
gezeigt, ermöglicht wird.
Im Rahmen der vorliegenden Arbeit wurde die Basis für zukünftige Unter-
suchungen zur Abschätzung der Messunsicherheit des TWI-Verfahrens, zur
Überführung des Verfahrens in ein absolut messendes Verfahren sowie zur
systematischen Untersuchung und Verbesserung der Kalibrier- und Rekonstruk-
tionsstrategie geschaffen.
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Koordinatenbaum in SimOptDevice
Ts_main
|_ Ts_reference ( xyz = [0 0 0 ] abg = [3 . 14159 0 0 ] )
|_ l i ght_plane_re f e r ence ( xyz = [−0.00486194 0 −0.444858] abg = [0 0.0102625 0 ] )
|_ l i gh t_r e f e r en c e ( xyz = [−0.00486194 0 −0.444858] abg = [0 0.0102625 0 ] )
|_ Ts_lens_system_reference_1a_parent ( xyz = [−0.0033842 0 −0.300872] abg = [0 0.0102625 0 ] )
|_ lens_system_reference_1a ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_1a_topo_001 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_1a_topo_002 ( xyz = [0 0 0 . 0 07 ] abg = [0 0 0 ] )
|_ lens_system_reference_1a_topo_003 ( xyz = [0 0 0 . 0 29 ] abg = [0 0 0 ] )
|_ Ts_lens_system_reference_1b_parent ( xyz = [−0.0028907 0 −0.252788] abg = [0 0.0102625 0 ] )
|_ lens_system_reference_1b ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_1b_topo_001 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_1b_topo_002 ( xyz = [0 0 0 . 0 22 ] abg = [0 0 0 ] )
|_ lens_system_reference_1b_topo_003 ( xyz = [0 0 0 . 0 29 ] abg = [0 0 0 ] )
|_ apertur_ccd ( xyz = [0 0 −0.0782626] abg = [0 0 0 ] )
|_ Ts_lens_system_reference_2_parent ( xyz = [0 0 −0.0522056] abg = [0 0 0 ] )
|_ lens_system_reference_2 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_001 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_002 ( xyz = [0 0 0 . 00475 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_003 ( xyz = [0 0 0 .0067856 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_004 ( xyz = [0 0 0 .0086006 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_005 ( xyz = [0 0 0 .0111606 ] abg = [0 0 0 ] )
|_ lens_system_reference_2_topo_006 ( xyz = [0 0 0 .0175256 ] abg = [0 0 0 ] )
|_ topo_ccd ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ ccd_l ight ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ ccd_source ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ Ts_object ( xyz = [0 0 0 ] abg = [3 . 14159 0 0 ] )
|_ Ts_Specimen_parent ( xyz = [0 .359998 0 −0.120943] abg = [0 1.5708 0 ] )
|_ T_SPECIMEN ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ T_DESIGN ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ T_DIFF ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ l i gh t_ob j e c t ( xyz = [−0.044305 0 −0.122145] abg = [−3.14159 1.56053 −3.14159])
|_ source_l ight ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ l ight_plane ( xyz = [−0.0443051 0 −0.122145] abg = [−3.14159 1.56053 −3.14159])
|_ Ts_beamsplitter_parent ( xyz = [0 .000353558 0 −0.124832] abg = [0 0 0 ] )
|_ beam_spl itter ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ beam_splitter_topo_top ( xyz = [−0.00176776 0 −0.00176804] abg = [0 0.772919 0 ] )
|_ beam_splitter_mirror_bottom_1 ( xyz = [0 .00176776 0 0 .0017680 ] abg = [0 0.785398 0 ] )
|_ beam_splitter_mirror_bottom_2 ( xyz = [0 .00176776 0 0 .0017680 ] abg = [0 0.785398 0 ] )
|_ Ts_lens_system_coll imator_parent ( xyz = [0 .177287 0 −0.120943] abg = [0 1.5708 0 ] )
|_ lens_system_col l imator ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_coll imator_topo_001 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_coll imator_topo_002 ( xyz = [0 0 0 . 0069 ] abg = [0 0 0 ] )
|_ lens_system_coll imator_topo_003 ( xyz = [0 0 0 . 0349 ] abg = [0 0 0 ] )
|_ Ts_lens_system_object_parent ( xyz = [0 .229998 0 −0.120943] abg = [0 1.5708 0 ] )
|_ lens_system_object ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_001 ( xyz = [0 0 0 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_002 ( xyz = [0 0 0 . 0 18 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_003 ( xyz = [0 0 0 . 0 4 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_004 ( xyz = [0 0 0 . 0 51 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_005 ( xyz = [0 0 0 . 0 77 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_006 ( xyz = [0 0 0 . 0935 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_007 ( xyz = [0 0 0 . 0 94 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_008 ( xyz = [0 0 0 . 1085 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_009 ( xyz = [0 0 0 . 1 09 ] abg = [0 0 0 ] )
|_ lens_system_object_topo_010 ( xyz = [0 0 0 . 1 25 ] abg = [0 0 0 ] )
|_ ref_plane_source ( xyz = [0 .354998 0 −0.120943] abg = [0 1.5708 0 ] )
|_ re f_plane_pixe l ( xyz = [0 .403607 0 −0.120943] abg = [0 1.5708 0 ] )
Abbildung A.1: Koordinatenbaum eines TWIs: Das optische System besteht
aus 58 lokalen Koordinatensystemen, die alle zu dem nächsthöheren Koordina-
tensystem in Beziehung gesetzt wurden. Die Liste zeigt den Aufbau des TWIs
und die Beziehung der Koordinatensysteme zueinander.
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Die Abbildung A.1 zeigt den Koordinatenbaum eines TWIs (Zemax-Modell 2,
vgl. Kapitel 3.2). „Ts_main“ bezeichnet die Wurzel des Koordinatenbaumes
und stellt das Hauptkoordinatensystem dar. Diesem Hauptkoordinatensystem
sind die Koordinatensysteme sämtlicher optischer Systeme untergeordnet. Be-
trachtet man beispielsweise das Linsensystem des Referenzarms (im Beispiel A.1
rot markiert), so wird deutlich, dass es aus zwei Linsengruppen besteht, die
jeweils zwei Hierarchieebenen unter dem Hauptsystem „Ts_main“ angeordnet
sind. Der Translationsvektor „xyz“= (𝑥, 𝑦, 𝑧) gibt jeweils die Translation des
Koordinatensystems in Bezug auf das übergeordnete System und der Rotati-
onsvektor „abg“= (𝛼, 𝛽, 𝛾) gibt jeweils die Rotation des Koordinatensystems in
Bezug auf das übergeordnete Koordinatensystem an.
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Herleitungen zur analytischen Jacobi-Matrix
In diesem Kapitel werden einige Herleitungen zu den Formeln aus Kapitel 5
gegeben.
B.1. Herleitung der partiellen Ableitung der OPL bezüglich
der Verschiebung einer Einzelfläche
In diesem Abschnitt werden einige Herleitungen zu den Formeln der partiel-
len Ableitung der OPL 𝐿 bezüglich der Verschiebung einer Einzelfläche (vgl.
Abschnitt 5.1.1) gegeben. Als Beispiel wird die partielle Ableitung der OPL 𝐿
bezüglich einer Verschiebung entlang der 𝑥-Koordinate betrachtet. Im Folgen-
den bezeichnen 𝑛 die Normale der Fläche am Schnittpunkt des Strahls mit der
Fläche, 𝑒 und 𝑒′ die normierten Richtungsvektoren des ein- und auslaufenden
Strahls am Schnittpunkt und 𝑛𝑅 bzw. 𝑛′𝑅 die Brechungsindizes der Medien, in
denen sich der ein- bzw. auslaufende Strahl befindet.
B.1.1. Reflexion an einer Fläche
Zunächst wird der Fall betrachtet, bei dem der Strahl an der betrachteten
Fläche reflektiert (𝑛𝑅 = 𝑛′𝑅) wird. Aus dem vektoriellen Reflexionsgesetz (s.
Gleichung 3.16) ist folgender Zusammenhang bekannt:
𝑒′ = −2(𝑒𝑇𝑛)𝑛+ 𝑒. (B.1)
Für eine einzelne Komponente, z.B. 𝑒′𝑥, gilt dann
𝑒′𝑥 = −2(𝑒𝑇𝑛)𝑛𝑥 + 𝑒𝑥. (B.2)
Daraus folgt
𝑒𝑥 − 𝑒′𝑥 = 2(𝑒𝑇𝑛)𝑛𝑥. (B.3)
139
Anhang B. Herleitungen zur analytischen Jacobi-Matrix
Setzt man nun zunächst Gleichung B.1 in die allgemeine Gleichung zur Be-
stimmung der partiellen Ableitung der OPL 𝐿 nach der Ortskoordinate 𝑥 (s.
Gleichung 5.2) ein und verwendet 𝑒𝑇𝑛 = 𝑛𝑇𝑒, so erhält man den Ausdruck
𝜕𝐿
𝜕𝑥
= 𝑛𝑥𝑛𝑅𝑛𝑇 2(𝑒𝑇𝑛)𝑛. (B.4)
Da es sich bei dem Normaleneinheitsvektor 𝑛 um einen Einheitsvektor handelt,
folgt mit 𝑛𝑇𝑛 = 1 und mit Gleichung B.3 schließlich
𝜕𝐿
𝜕𝑥
= 𝑛𝑅(𝑒𝑥 − 𝑒′𝑥). (B.5)
Die Herleitung der Formel zur Berechnung der Ableitung der OPL bezüglich
der 𝑦- und der 𝑧-Koordinate erfolgt analog.
B.1.2. Brechung an einer Fläche
Wird der Strahl an der Fläche gebrochen, so ergibt sich der normierte Rich-
tungsvektor des auslaufenden Strahls aus dem vektoriellen Brechungsgesetz (s.
Gleichung 3.17):
𝑒′ = 𝑛𝑅
𝑛′𝑅
𝑒− 𝑛
(︂
𝑛𝑅
𝑛′𝑅
(︀
𝑒𝑇𝑛
)︀
−
√︂
1−
(︁
𝑛𝑅
𝑛′𝑅
)︁2 (︀
1− (𝑒𝑇𝑛)2
)︀)︂
. (B.6)
Für eine einzelne Komponente des normierten Richtungsvektors, z.B. 𝑒′𝑥, gilt
dann
𝑒′𝑥 =
𝑛𝑅
𝑛′𝑅
𝑒𝑥 − 𝑛𝑥
(︂
𝑛𝑅
𝑛′𝑅
(︀
𝑒𝑇𝑛
)︀
−
√︂
1−
(︁
𝑛𝑅
𝑛′𝑅
)︁2 (︀
1− (𝑒𝑇𝑛)2
)︀)︂
. (B.7)
Daraus folgt
𝑛𝑅𝑒𝑥 − 𝑛′𝑅𝑒′𝑥 = 𝑛𝑥
(︂
𝑛𝑅
(︀
𝑒𝑇𝑛
)︀
−
√︁
𝑛′2𝑅 − 𝑛2𝑅
(︀
1− (𝑒𝑇𝑛)2
)︀)︂
. (B.8)
Setzt man nun zunächst Gleichung B.6 in die allgemeine Gleichung zur Be-
stimmung der partiellen Ableitung der OPL 𝐿 nach der Ortskoordinate 𝑥 (s.
Gleichung 5.2) ein und verwendet 𝑒𝑇𝑛 = 𝑛𝑇𝑒, so erhält man den Ausdruck
𝜕𝐿
𝜕𝑥
= 𝑛𝑥𝑛′𝑅𝑛𝑇𝑛
(︂
𝑛𝑅
𝑛′𝑅
(︀
𝑒𝑇𝑛
)︀
−
√︂
1−
(︁
𝑛𝑅
𝑛′𝑅
)︁2 (︀
1− (𝑒𝑇𝑛)2
)︀)︂
. (B.9)
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B.1. Herleitung der Ableitung der OPL bzgl. der Verschiebung einer Fläche
Da es sich bei dem Normaleneinheitsvektor 𝑛 um einen Einheitsvektor handelt,
folgt mit 𝑛𝑇𝑛 = 1 und mit Gleichung B.8 schließlich
𝜕𝐿
𝜕𝑥
= 𝑛𝑅𝑒𝑥 − 𝑛′𝑅𝑒′𝑥. (B.10)
Die Herleitung der Formel zur Berechnung der Ableitung der OPL bezüglich
der 𝑦- und der 𝑧-Koordinate erfolgt analog.
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Anhang C.
Wichtige Begriffe der Metrologie
In diesem Abschnitt werden einige Begriffe der Metrologie in dem Sinne, wie sie
im Rahmen dieser Arbeit verwendet werden, definiert. Die Definitionen liegen
dem Internationalen Wörterbuch der Metrologie [22] zugrunde und werden hier
kurz aufgeführt, da die Begriffe in anderen Fachgebieten teilweise mit anderer
Bedeutung verwendet werden.
C.1. Genauigkeit
Der Begriff Genauigkeit ist definiert als das „Ausmaß der Annäherung eines
Messwerts an einen wahren Wert einer Messgröße“ [22].
C.2. Präzision
Der Begriff Präzision ist definiert als das „Ausmaß der Übereinstimmung von
Anzeigen oder Messwerten, die durch wiederholte Messungen an denselben
oder ähnlichen Objekten unter vorgegebenen Bedingungen erhalten wurden“
[22].
C.3. Messunsicherheit
Die Messunsicherheit ist definiert als „nichtnegativer Parameter, der die Streu-
ung der Werte kennzeichnet, die der Messgröße auf der Grundlage der benutzten
Information beigeordnet ist“ [22]. Für die Ermittlung der Messunsicherheit ist
stets der Leitfaden zur Angabe der Unsicherheit beim Messen (engl.: Guide to
the Expression of Uncertainty in Measurement, GUM [57]) heranzuziehen.
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