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Abstract
We construct recursively an infinite number of Poisson structures for the supersymmetric integrable hierarchy
governing the Pohlmeyer reduction of superstring sigma models on the target spaces AdSn × S
n, n = 2, 3, 5. These
Poisson structures are all non-local and not relativistic except one, which is the canonical Poisson structure of
the semi-symmetric space sine-Gordon model (SSSSG). We verify that the superposition of the first three Poisson
structures corresponds to the canonical Poisson structure of the reduced sigma model. Using the recursion relations
we construct commuting charges on the reduced sigma model out of those of the SSSSG model and in the process
we explain the integrable origin of the Zukhovsky map and the twisted inner product used in the sigma model side.
Then, we compute the complete Poisson superalgebra for the conserved Drinfeld-Sokolov supercharges associated
to an exotic kind of extended non-local rigid 2d supersymmetry recently introduced in the SSSSG context. The
superalgebra has a kink central charge which turns out to be a generalization to the SSSSG models of the well-
known central extensions of the N = 1 sine-Gordon and N = 2 complex sine-Gordon model Poisson superalgebras
computed from 2d superspace. The computation is done in two different ways concluding the proof of the existence
of 2d supersymmetry in the reduced sigma model phase space under the boost invariant SSSSG Poisson structure.
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1 Introduction.
Since the work of Grigoriev and Tseytlin [1], devoted to the study of the classical Pohlmeyer reduction of the Green-
Schwarz superstring sigma model (GSsσ) on AdS5×S5, there has been a relatively intense activity focused on the study
of the properties of a family of 2d integrable field theories models that appear in the reduction process [2]-[17]. The
equivalent integrable field theories that are left after reduction of string and superstring sigma models are known as
Symmetric Space Sine-Gordon (SSSG) and Semi-Symmetric Space Sine-Gordon (SSSSG) models, respectively. There
are two main motivations for studying these models at classical level: the first one is because the reduced models
possesses a manifestly Lorentz invariant integrable hierarchy structure amenable of quantization and the second one
is because of the possibility of having 2d world-sheet rigid supersymmetry. At quantum level however, the motivation
is even stronger and is essentially based on the possibility of having an eventual first-principles solution of the GSsσ
model based on quantum integrability, at least for the GSsσ model on AdS5 × S5, in which the Pohlmeyer reduction
is expected to survive.
This paper is a continuation of the study of the on-shell 2d supersymmetry properties of the SSSSG models initiated
in [15], based on the fermionic symmetry flows approach gradually developed in [18],[19],[20],[15]. The main results of
the present paper are the following:
• There is an infinite number of Poisson bi-vectors Θ(n), n ∈ Z on the reduced phase space P of the GSsσ model
on the semi-symmetric space F/G in terms of which the evolution of ϕ can be written as follows
∂ϕ
∂ta
= {ϕ,Hz−4na}−n = ... = {ϕ,Hz−4a}−1 = {ϕ,Ha}0 = {ϕ,Hz4a}1 = ... = {ϕ,Hz4na}n , (1)
where z is the spectral parameter and a ⊂ f̂⊥ ⊂ f̂ belongs to an affinization of the Lie superalgebra f.
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• The reduced canonical Poisson structure Θσ of the GSsσ model can be written as follows
Θσ = Θ
(−1) − 2Θ(0) +Θ(1). (2)
This result was already obtained in [23] for the GSsσ model on AdS5 × S5 but here we use different arguments
based on integrability which are also valid for the targets AdSn × Sn, n = 2, 3.
• The recursion relations (1) and the latter expression for Θσ, i.e, (2) imply the following relation between the
commuting charges of the GSsσ models qσ and the SSSSG models q
qσ(a) =
∫ +∞
−∞
dx 〈a, d〉φ , q(a) =
∫ +∞
−∞
dx 〈a, d〉 , φ(z) = z−4 − 2 + z4,
where d is a density, 〈X,Y 〉 and 〈X,Y 〉φ are inner products on f̂ and 〈X,Y 〉φ is the twisting of 〈X,Y 〉 by the
Zukhovsky map z → u(z).
• The reduced phase space of the GSsσ model on AdSn × Sn, n = 2, 3, 5 is supersymmetric under the Poisson
structure Θ(0). The mixed Poisson bracket computing the central charge is
{q(ǫ), q(ǫ)} = Z, Z = Str (γǫγ−1ǫ) |+∞−∞,
where γ is the fundamental bosonic field of the SSSSG model. This Z generalizes the central charges of the N = 1
sine-Gordon and N = 2 complex sine-Gordon models.
With these results we conclude the proof of the existence of on-shell rigid 2d supersymmetry on the reduced models.
The outline of the paper is as follows. In section 2 we review the basic properties and results of the integrable
hierarchy of the SSSSG models. In section 3 we construct recursively the Poisson structures focusing mainly in the
first three, which are constructed explicitly. In section 4 we show several connections between the GSsσ models and
the SSSSG models, e.g, the Poisson structures, how to extract the Lax pair of the SSSSG model from that of the
GSsσ model, etc. In section 5 we re-study the supersymmetry flow variations and deduce a set of local transformations
closing on a superalgebra with field dependent parameters. In section 6 we construct the moment maps associated
to the supersymmetry showing, in a different way in contrast to [15], that they are Hamiltonian flows on the reduced
phase space. In section 7 we compute in two different ways the mixed Poisson bracket and the kink central charge of
the Poisson supersymmetry algebra of the reduced models. Finally, we make some concluding remarks. For the sake
of completeness and readability we have tried to be as self-contained as possible.
2 Essentials of the SSSSG integrable hierarchy.
In this section we recall some of the definitions and results of the integrable hierarchy governing the Pohlmeyer reduc-
tion of superstring sigma models that we need in the following. The supersymmetric integrable hierarchy, the non-local
supersymmetry variations and their associated fermionic conserved charges associated to all the semi-symmetric su-
perspaces involved in the reduction of the GSsσ model on AdSn × Sn, n = 2, 3, 5 was initially introduced in [15] and
subsequently rephrased and nicely applied to the AdS5 × S5 case in [16]. However, we will use the notation of [16] for
the purpose of notational unification.
Considering a finite dimensional real Lie superalgebra f endowed with an order four linear automorphism Ω, Ω : f→ f,
Ω ([X,Y ]) = [Ω (X) ,Ω (Y )] , Ω4 = I. The superalgebra f then admits a Z4 grade space decomposition satisfying
f = f0⊕f1⊕f2⊕f3, Ω(fj) = (i)jfj , [fi, fj ] ⊂ f(i+j) mod 4. (3)
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The even subalgebra is feven = f0⊕f2 while the odd part of f is formed by fodd = f1⊕f3.
We need to introduce a semisimple element Λ ∈ f2 inducing the following superalgebra splitting
f =ker(ad(Λ))⊕ Im(ad(Λ)) ≡ f⊥ ⊕ f‖, f⊥ ∩ f‖ = ⊘,
and restrict ourselves to the situation in which f admits an extra Z2 gradation σ : f→ f, σ ([X,Y ]) = [σ (X) , σ (Y )] ,
σ2 = I with σ(f⊥) = f⊥ and σ(f‖) = −f‖, implying that f is also a symmetric space[
f⊥, f⊥
] ⊂ f⊥, [f⊥, f‖] ⊂ f‖ , [f‖, f‖] ⊂ f⊥. (4)
We are mainly interested in the cases f = psu(n, n | n) for n = 1, 2 and it follows from string theory arguments [1]
that it is possible to choose Λ, in an n× n dimensional supermatrix representation of su(n, n | n), as follows
Λ =
i
2
diag (λ, λ) , λ = −diag (In,−In) .
This Λ satisfies
Λf⊥ = f⊥Λ, Λf‖ = −f‖Λ, − 4Λ2 = I4n
and in terms of it the projection operators along f⊥ and f‖ are given by
π⊥(∗) = −{Λ, {Λ, ∗}} , π‖(∗) = − [Λ, [Λ, ∗]] .
The connection with the Green-Schwarz superstring sigma models on AdSn × Sn, n = 2, 3, 5 involve respectively,
the following [1],[2],[30] semi-symmetric spaces F/G
F
G
:
PSU(1, 1 | 2)
SO(1, 1)× SO(2) ,
PSU(1, 1 | 2)× PSU(1, 1 | 2)
SU(1, 1)× SU(2) ,
PSU(2, 2 | 4)
SO(1, 4)× SO(5) ,
where G = exp g, g ≡ f0, while the connection with the SSSSG models obtained after Pohlmeyer reduction involve the
special coset spaces G/H ⊕
(
f
‖
1⊕f‖3
)
with
G
H
: U(1)× U(1), SU(1, 1)× SU(2)
U(1)× U(1) ,
SO(1, 4)× SO(5)
SU(2)×4
,
where H = exph, h ≡ f⊥0 . These reduced models exhibits and exotic kind of 2d rigid supersymmetry of the type
N = (2, 2), N = (4, 4) and N = (8, 8) with R-symmetry group H and where the number of chiral supersymmetries
is determined by N = dim f⊥1,3, see for instance [15],[16]. We will soon recall how this supersymmetries appear in our
construction after affinization of f⊥.
The algebraic structure underlying the SSSSG integrable hierarchy, is defined by the following twisted loop Lie
superalgebra
f̂ =
+∞⊕
n∈Z=−∞
(
z4n ⊗ f0 + z4n+1 ⊗ f1 + z4n+2 ⊗ f2 + z4n+3 ⊗ f3
)
, (5)
which can be rewritten as an integer decomposition
f̂ = f̂⊥⊕f̂‖ =
+∞⊕
r∈Z=−∞
f̂r,
[
Q, f̂r
]
= r̂fr (6)
in terms of the homogeneous gradation operator QH ≡ z ddz . The kernel subalgebra f̂⊥ decomposes as1
f̂⊥ = ĉ⋉ ẑ, ĉ =
[̂
f⊥, f̂⊥
]
, ẑ = cent(̂f⊥), (7)
1The symbol ⋉ denotes central extension.
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where ĉ and ẑ are the commutant part and the center of f̂⊥, respectively. The inner product in f̂ is to be defined by2
〈X,Y 〉 ≡
∮
dz
2πi
1
z
Str (X(z), Y (z)) (8)
and selects the term of zero QH grade, i.e, z
0. Below, we will show that in order to describe conserved quantities in
the sigma model side we have to twist this inner product by means of the Zukhovsky map.
The complex variable z enter in the Lax operators as the spectral parameter and it is important to notice that for
the cases of interest we have two possible superalgebra isomorphisms of f̂, namely
z±2n f̂ ≃ f̂, z±4n f̂ ≃ f̂, n ∈ Z. (9)
The first isomorphism holds in the case of superstrings on AdS3 × S3 because of the identifications f0 = f2 and f1 = f3
, while the other holds for the cases of superstrings on AdS2 × S2 and AdS5 × S5 and it is because the twisted nature
of f̂, in contrast to the KdV hierarchy, that the first Poisson structures of the SSSSG hierarchy becomes non-local. See,
section 3 below.
The phase space of the SSSSG integrable hierarchy and the symmetry flows of the dynamical system are defined by
intersecting the following two co-adjoint orbits of the dressing groups
(
χ, γ−1χ˜
)
, namely Ξa(χ) = Ξa(γ
−1χ˜), a ∈ f̂⊥,
with
Ξa(χ) ≡ La = χ (∂ta + a)χ−1 ∈ f̂∗, Ξa(γ−1χ˜) ≡ γ−1L′aγ = γ−1χ˜ (∂ta + a) χ˜−1γ ∈ f̂∗, (10)
where γ ∈ exp g, a ∈ f̂⊥ is an element of QH grade n ∈ Z, ta is the time variable associated to a and3
χ = ΦΩu−1 ∈ exp f̂≤0, Φ(z) = ey(z) ∈ exp f̂‖<0, Ω(z) = eθ(z) ∈ exp f̂⊥<0, u ∈ exp f⊥0 , (11)
χ˜ = Φ˜Ω˜u−1 ∈ exp f̂≥0, Φ˜(z) = ey˜(z) ∈ exp f̂‖>0, Ω˜(z) = eθ˜(z) ∈ exp f̂⊥>0, u ∈ exp f⊥0 ,
are the dressing matrices. We identify f̂ ∼ f̂∗ under the inner product (8).
The world-sheet light-cone coordinates are associated to the first two isospectral times tz±2Λ = x
±, z±2Λ ∈ ẑ leading
to the following Lax operators4
L± = χ
(
∂± − z±2Λ
)
χ−1 = γ−1L′±γ = γ−1χ˜
(
∂± − z±2Λ
)
χ˜−1γ. (12)
The symmetries of the system are introduced through the field variations induced by the trivial relations [La,L±] = 0,
a ∈ ĉ and are described by the non-Abelian times ta. As a consequence, the symmetry variations, when u = u = I,
form a non-Abelian algebra of flows Ŝ isomorphic to f̂⊥, namely a ∈ f̂⊥ → ∂ta ≡ δa ∈ Ŝ with
[δa, δa′ ] (∗) = δ[a,a′](∗). (13)
The affine algebra f̂⊥ is infinite dimensional but includes a very special finite dimensional sub-superalgebra [15],[16]
ŝ ⊂ f̂⊥, which is spanned by
ŝ =
(
z−1f⊥3 ⊕ h ⊕ zf⊥1
)
⋉R
2, R2 = z2Λ⊕ z−2Λ (14)
and under (13) turns out to be isomorphic to the following double central extended superalgebra s ≃ ŝ with5
s = a⋉R2, a = h⊕ f⊥1 ⊕ f⊥3 , R2 = ∂+ ⊕ ∂−. (15)
2We assume the existence of a supermatrix representation for f.
3The notation f̂<n, f̂>n, f̂≤n, f̂≥n stands for an expansion in powers of the spectral parameter z with grade QH with values < n,> n, ≤ n
and ≥ n.
4In what follows we use x± = t± x and a± =
1
2
(a0 ± a1).
5Actually, the supersymmetry algebra of the reduced models is s0(1, 1)⋊
(
a ⋉ R2
)
, where ⋊ denotes semi-direct sum. We are dropping
the Lorentz group s0(1, 1) in s because we are also dropping the grading operator QH in ŝ, which is its equivalent.
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In particular, for AdSn × Sn with n = 2, 3, 5 we have, respectively,
a : psu(1 | 1)⊕2,
(
u(1)⋊ psu(1 | 1)⊕2
)⊕2
⋉ u(1) , psu(2 | 2)⊕2.
Recently [8],[17] the q-deformation s → sq, with q = q(k), k the level of the WZNW model, have been identified as
the deformed supersymmetries of the quantum S-matrix of the Pohlmeyer reduced models. Needless to say, these
superalgebras are of the extended type (N,N) with N = 2, 4 and 8 with R-symmetry groups ∅, U(1)×2 and SU(2)×4,
respectively.
The pre-potentials u and u dress the ∂± derivatives into the covariant derivatives
D
(l)
± (∗) = ∂±(∗) +
[
A
(l)
± , ∗
]
, D
(r)
± (∗) = ∂±(∗) +
[
A
(r)
± , ∗
]
,
where A
(l)
± = u
−1∂±u, A
(r)
± = u
−1∂±u and the equations (12) imply the following form for the Lax operators
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L+ = ∂+ + γ−1∂+γ + γ−1A(l)+ γ + zψ+ − z2Λ, (16)
L− = ∂− +A(r)− + z−1γ−1ψ−γ − z−2γ−1Λγ
together with the constraints
A
(r)
+ =
(
γ−1∂+γ + γ
−1A
(l)
+ γ
)⊥
+ 2Λψ2+, A
(l)
− =
(
−∂−γγ−1 + γA(r)− γ−1
)⊥
+ 2Λψ2−, (17)
where we have used the definitions
ψ± = [Λ, y∓1] , [Λ, y−2] =
(
γ−1∂+γ + γ
−1A
(l)
+ γ
)‖
, [Λ, y+2] =
(
−∂−γγ−1 + γA(r)− γ−1
)‖
.
The HL ×HR gauge transformations are implemented by
u → uh−1l , u→ uh−1r , γ → hlγh−1r , ψ+ → hrψ+h−1r , ψ− → hlψ−h−1l (18)
A
(l)
+ → hlA(l)+ h−1l − ∂+hlh−1l , A(r)− → hrA(r)− h−1r − ∂−hrh−1r
and the curvature components F+− = [L+,L−] = z−1F (−1)+− + F (0)+− + zF (1)+− are given by
F
(0)
+− = −D(r)−
(
γ−1D
(l)
+ γ
)
+
[
D
(l)
+ , D
(r)
−
]
+
[
Λ, γ−1Λγ
]
+
[
ψ+, γ
−1ψ−γ
]
, (19)
F
(−1)
+− = −D(r)− ψ+ −
[
Λ, γ−1ψ−γ
]
, F
(1)
+− = γ
−1
(
D
(l)
+ ψ− +
[
Λ, γψ+γ
−1
])
γ.
The equations of motion are defined by F+− = 0.
An infinite tower of local and non-local, bosonic and fermionic conserved charges qs of 2d Lorentz spin s/2 are
hidden in the Lax operators (16) and to extract them we employ the so-called Drinfeld-Sokolov (DS) procedure [21].
For simplicity we will restrict to the on-shell gauge u = u = I and introduce the following coordinates for the phase
space P
P : (Q,Q) , Q = (q, ψ), Q = (q, ψ), q ≡ γ−1∂+γ, q ≡ −∂−γγ−1, ψ ≡ ψ+, ψ ≡ ψ−. (20)
The positive/negative spin s/2 charges q−s/qs, s ∈ Z+ are obtained from (12) and appear in the expansion of the
subtracted monodromy matrix M(z) around z = 0 and z =∞ as follows [16]
M(z) = exp [q0 + q1z + q2z2 + ...] = exp [q−1/z + q−2/z2 + ...] . (21)
6The relation with the notation of [1] is ψ+ = ΨR, ψ− = ΨL and Λ = −T. The mass scale µ is taken as 1.
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The charges q−s are computed from
Φ−1(z)L+(z)Φ(z) = ∂+ − z2Λ + h+(z), Φ−1(z)L−(z)Φ(z) = ∂− + h−(z), h±(z) ∈ f̂⊥≤0, (22)
while the charges qs from
Φ˜−1(z)L′−(z)Φ˜(z) = ∂− − z−2Λ + h˜−(z), Φ˜−1(z)L′+(z)Φ˜(z) = ∂+ + h˜+(z), h˜±(z) ∈ f̂⊥≥0. (23)
The equations of motion F+− = 0 imply the following relations
∂+h−(z)− ∂−h+(z) + [h+(z), h−(z)] = 0, ∂+h˜−(z)− ∂−h˜+(z) +
[
h˜+(z), h˜−(z)
]
= 0 (24)
and provide conservations laws for the dynamical system. Due to the fact that the current components h(z) and h˜(z)
are related by the parity transformations z → z−1, + → −, γ → γ−1, we need to find only one set of these charges.
Another important ingredient of this construction is that we still have the action of an infinite dimensional group of
transformations
Φ→ Φη−, Φ˜→ Φ˜η+, η± = expβ±, β−, β+ ∈ f̂⊥<0, f̂⊥>0, (25)
that does not change the lhs of (22) and (23) but changes the form of the DS currents in the rhs and this is equivalent
to a change in the dressing matrices Ω, Ω˜ in (11). The change in the currents induced by (25) is
h′± = η
−1
− h±η− + η
−1
− ∂±η−, h˜
′
± = η
−1
+ h˜±η+ + η
−1
+ ∂±η+. (26)
We are interested in finding the Poisson superalgebra for the conserved charges associated to the symmetry super-
algebra s, see (15) and for this reason we only need to decompose (24) at QH grades 0,±1, ±2 to find ql/r, q±1 and
q±2. The answer is [15],[16]
qr = q
⊥ + 2Λψ2 = 0, q−1 =
∫ +∞
−∞
dx
([
Λ˜q, ψ
]
− (γ−1ψγ)⊥) , Str (Λ,q−2) = ∫ +∞
−∞
dx (T++ + T−+) , (27)
ql = q
⊥ + 2Λψ
2
= 0, q+1 =
∫ +∞
−∞
dx
([
Λ˜q, ψ
]
− (γψγ−1)⊥) , Str (Λ,q+2) = ∫ +∞
−∞
dx (T−− + T+−) ,
where we have used the notation Λ˜ = adΛ and the definitions (20). The explicit form for the components Tµν will be
written below. One important comment concerning the first equations ql/r is in order. At grade zero, the equations
(24) are ∂−qr = ∂+ql = 0, implying that the quantities qr = qr(x
+) and ql = ql(x
−) are chiral, but these are precisely
the constraints (17) in the gauge7 u = u = I. Thus, they vanish and they are not the true gauge charges. However, this
constraints have important consequences not only in dictating the explicit form of q±1, q±2 but also in the geometric
interpretation of q±1, q±2 as moment maps, see section 6 below. The true gauge charge is the q0 appearing in (21) and
it cannot be found by the DS procedure, it is of kink-type and is given [16] by exp q0 = γ(∞)−1γ(−∞).
In what follows we split the elements a ∈ f̂⊥ into two groups, b ∈ f̂⊥≥0 and b ∈ f̂⊥≤0 in order to separate the two
infinite sets of symmetry flows. The equations (12) allows us to write (16) in the following form
L+ = ∂+ −A(z2Λ)≥0, L− = ∂− − γ−1A˜(z−2Λ)<0γ, A(b) ≡ ΦbΦ−1, A˜(b) ≡ Φ˜bΦ˜−1, (28)
which are manifestly invariant under the action of (25). We can also show that
Lb = ∂tb +
(
χbχ−1
)
≥0
, Lb = γ−1
(
∂tb +
(
χ˜bχ˜−1
)
≤0
)
γ. (29)
7In this gauge the symmetry HL ×HR is reduced from (18) to the chiral Kac-Moody symmetry of the fermionic extension of perturbed
WZNW model.
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To end this section we recall how to compute the differentials for the current functionals h(z) and h˜(z) on the
co-adjoint orbits L± and L′±. For simplicity, we consider h+ only.
Now that we have introduced the space-time coordinates x±, define the following integrated inner product
(X,Y )
± ≡
∫ +∞
−∞
dx± 〈X,Y 〉 , (30)
which we will used extensively in what follows8.
Consider the Hamiltonian Hb ≡ (b, h+(z)) associated to the flow ∂tb , for some element b ∈ f̂⊥ of positive QH grade.
The differentials are defined through the usual relation
d
dε
Hb [L+ + εr+] |ε=0≡ (dQHb, r+) , r+ = cte ∈ f̂≥0, dQHb ∈ f̂ mod f̂>0.
Explicitly, we have that
d
dε
Hb [L+ + εr+] |ε=0=
(
b,
d
dε
Lε+
)
|ε=0=
(
ΦbΦ−1, r+
)
+ (b, [L+,Ty]) , (31)
where Lε+ ≡ Φ−1(ε)L+(ε)Φ(ε), L+ ≡ Lε=0+ , Ty ≡ Φ−1ŷ(z)Φ and ŷ(z) ≡ ddεy(ε) |ε=0 . When the second term in the rhs
of (31) vanishes, which is valid for b ∈ z and b = zǫ, ǫ ∈ f⊥1 , the differential of Hb is given by
dQHb = A(b)≤0 = dqHb + z
−1dψHb,
where we have defined
dqHb =
δHb
δq
≡ A(b)0, dψHb = δHb
δψ
≡ zA(b)−1. (32)
Similar results holds also for h− and h˜± and will be written later. As shown above, the Lax operators L± are invariant
under the action of (25) and its effect on the differentials dQHb is simply a conjugation b→ η−bη−1− .
3 Recursion relations and the SSSSG Poisson Structures.
In this section we show how construct recursively an infinite number of Poisson structures for the SSSSG integrable
hierarchy9. It turns out that due to the twisted nature of the superalgebra (5), all Poisson structures are non-local
except one which is precisely the canonical structure associated to the fermionic extension of the WZNW model having
(19) as equations of motion (in the gauge u = u = I). For simplicity, we will consider only the positive symmetry flows
∂tbL+. The analysis for any other combination follows exactly the same lines as a consequence of (28) and (29).
Taking b ∈ f̂⊥≥0 and noting that the spectral parameter z has QH grade +1, we have from (28) the following recursion
relations
A (b)n−1 = z
−1A(zb)n, A (b)n−2 = z
−2A(z2b)n, A (b)n−4 = z
−4A(z4b)n, (33)
where we have used the first relation twice and fourth times in order to get the second and third relations. When the
underlying affine algebra f̂ is untwisted we have that z f̂ ≃ f̂ and b, zb ∈ f̂. In this case the first relation leads to the well
known local first Poisson structure of the KdV hierarchy and for this reason will not be considered here any further.
For the details of its construction in the bosonic limit, the reader is refered to [22]. The second relation is to be used
8When it is clear from the context, we will drop the ± signs in the (X, Y )± integrations.
9In [15], this hierarchy was named extended homogeneous integrable hierarchy. A better name would be mKdV/SSSSG or SSSSG for
short.
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when f0 = f2 and f1 = f3 implying that z
2̂f ≃ f̂, corresponding to the GS superstring in AdS3 × S3. The third relation
is to be used when z4̂f ≃ f̂, corresponding to the GS superstring in AdSn × Sn with n = 2, 5.
We now proceed to construct the non-local Poisson structures associated to the twisted superalgebra f̂, i.e (5).
3.1 Second Poisson structure.
The second structure is canonical, it is the most natural and it is the same in all cases, then we consider it first.
Taking an element b ∈ z of positive QH grade and dressing the trivial relation
[
b, ∂+ − z2Λ
]
= 0, we have the following
compatibility relation
[L+, A(b)] = 0 (34)
allowing to represent the flow ∂tbL+, using (29), in two equivalent forms
∂L+
∂tb
= − [A(b)≥0,L+] = [A(b)<0,L+] .
The first form is equivalent to
∂q
∂tb
= D+dqHb, z
∂ψ
∂tb
= D+A(b)1 + zψ˜dqHb, (35)
where we have denoted ψ˜ = adψ and defined D+(∗) = [∂+ + q, ∗] . The recursion relation induced by (34) is
D+A(b)n = −zψ˜A(b)n−1 + z2Λ˜A(b)n−2 (36)
and can be written in two different but equivalent ways
A(b)n = zuA(b)n−1 + z
2vA(b)n−2, u ≡ −D−1+ ψ˜, v ≡ D−1+ Λ˜, (37)
A(b)n = z
−1wA(b)n+1 + z
−2yA(b)n+2, w ≡ Λ˜−1ψ˜, y ≡ Λ˜−1D+.
Using (36) and (32) with n = 1, we have
D+A(b)1 = −zψ˜dqHb + zΛ˜dψHb
and inserting this result in the second equation in (35) we have10
∂Q
∂tb
= Θ(0)dQHb, Θ
(0) ≡
(
D+ 0
0 Λ˜
)
, dQHb =
(
dqHb
dψHb
)
(38)
where Q was defined in (20). The flow of any functional ϕ(Q) is given by
∂ϕ(Q)
∂tb
=
(
dqϕ,
∂q
∂tb
)
+
(
dψϕ,
∂ψ
∂tb
)
= (dqϕ,D+dqHb) +
(
dψϕ, Λ˜dψHb
)
and motivates the following definition for the second Poisson bracket
{ϕ, ψ}2 ≡
(
dQϕ, Θ
(0)dQψ
)
=
∫ +∞
−∞
dx+Str
(
δϕ
δQ
,Θ(0)
δψ
δQ
)
(39)
in terms of which
∂ϕ
∂tb
= {ϕ,Hb}2 .
10In what follows we will denote row and column vectors by the same letter.
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This is the boost-invariant Poisson structure already considered in [15]. Note that in the whole derivation we did
not used the relations (33) at all, hence the second bracket (39) is the same for the two possible situations of interest,
cf (9).
To compute the Poisson superalgebra corresponding to s in (15) we will need the light-cone components of the
conserved currents h(z), h˜(z) associated to the elements in s. They are b = zǫ, b = z2Λ, with ǫ ∈ f⊥1 and b = z−1ǫ,
b = z−2Λ with ǫ ∈ f⊥3 . The DS current components take the form
j+(b) ≡ 〈A(b),L+〉 , j−(b) ≡ −〈A(b),L−〉 , j+(b) ≡ −
〈
A˜(b),L′+
〉
, j−(b) ≡
〈
A˜(b),L′−
〉
(40)
and their associated differentials11 are
d+j+(b) = A(b)≤0, d
′
+j+(b) = γd+j+(b)γ
−1, (41)
d−j−(b) = −A(b)≥0, d′−j−(b) = γd−j−(b)γ−1,
d′+j+(b) = −A˜(b)≤0, d+j+(b) = γ−1d′+j+(b)γ,
d′−j−(b) = A˜(b)≥0, d−j−(b) = γ
−1d′−j−(b)γ.
The notation d± and d
′
± helps to keep track the domains of definitions in which the current components are defined.
The light-cone second brackets in the Kostant-Kirillov form are [15]
{ϕ, ψ}2 (L+) = −
(
L+, [d+ϕ, d+ψ]R−
)
, {ϕ, ψ}2 (L−) = −
(
L−, γ−1
[
d′−ϕ, d
′
−ψ
]
R+
γ
)
, (42)
{ϕ, ψ}2 (L′+) = −
(
L′+, γ [d+ϕ, d+ψ]R− γ−1
)
, {ϕ, ψ}2 (L′−) = −
(
L′−,
[
d′−ϕ, d
′
−ψ
]
R+
)
,
where R− ≡ (π0−π<0) /2 and R+ ≡ (π0−π>0) /2 are the ususal R-matrices defined in terms of projectors π. The
Poisson bracket on the spatial orbit Lx= L+ − L− is defined by
{ϕ, ψ}2 (Lx) = {ϕ, ψ}2 (L+)− {ϕ, ψ}2 (L−) (43)
and a similar definition holds for {ϕ, ψ}2 (L′x). All these brackets have to be restricted to the level sets12ql/r = 0
consequence of (27)
q⊥ + 2Λψ2 = 0, q⊥ + 2Λψ
2
= 0. (44)
3.2 First Poisson structures.
The evolution equations (35) can be written in two different but completely equivalent ways. By using the two equations
of (37) in (35), we have
∂Q
∂tb
=
(
D+u (zA(b)−1) +D+v
(
z2A(b)−2
)
Λ˜u
(
z2A(b)−2
)
+ Λ˜v
(
z3A(b)−3
) )
Θ(1)
=
(
D+w
(
z−1A(b)1
)
+D+y
(
z−2A(b)2
)
Λ˜w (A(b)0) + Λ˜y
(
z−1A(b)1
) )
Θ(−1)
. (45)
Now we need to rewrite these expressions in terms of differential forms and to do it this time we need to take into
account the recursion relations (33), thus the first Poisson structures are sensitive to the degree of twisting in (9) and
in turn this is reflected in the degree of non-locality of the Poisson brackets.
11For the differentials we have only two terms in the expansions, (∗)≤0 = (∗)0 + (∗)−1 and (∗)≥0 = (∗)0 + (∗)+1.
12These conditions are automatically satisfied by the soliton solutions, see [16].
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Starting with the second relation in (33) which is relevant in the AdS3 × S3 case, we get the following expressions
for Θ(1)
A(b)−2 = z
−2dqHz2b, A(b)−3 = z
−3dψHz2b, zA(b)−1 = udqHz2b + vdψHz2b
and for Θ(−1)
A(b)1 = zdψHz−2b, A(b)2 = z
2dqHz−2b, A(b)0 = ydqHz−2b + wdψHz−2b.
Inserting these expressions in (45), the first forms become
∂Q
∂tb
= Θ(±1)dQHz±2b, Θ
(1) ≡
(
D+
(
u2 + v
)
D+uv
Λ˜u Λ˜v
)
, Θ(−1) ≡
(
D+y D+w
Λ˜wy Λ˜
(
w2 + y
) ) (46)
and we can explicitly verify that the three Poisson structures Θ(±1),Θ(0) satisfy the relation
Θ(−1) = Θ(0)Θ(1)−1Θ(0)
where
Θ(1)−1 =
(
y wy
wy
(
w2y + y2
) )D−1+
and this means that they are all compatible.
Now we consider the third relation in (33) which is relevant to the cases AdSn × Sn, n = 2, 5. We get the following
expressions for Θ(1)
A(b)−4 = z
−4dqHz4b, A(b)−5 = z
−5dψHz4b,
zA(b)−1 =
(
u3 + uv + vu
)
dqHz4b +
(
u2v + v2
)
dψHz4b,
z2A(b)−2 =
(
u2 + v
)
dqHz4b + uvdψHz4b,
z3A(b)−3 = udqHz4b + vdψHz4b.
and for Θ(−1)
A(b)3 = z
3dψHz−4b, A(b)4 = z
4dqHz−4b,
A(b)0 =
(
y2 + w2y
)
dqHz−4b +
(
w3 + wy + yw
)
dψHz−4b,
z−1A(b)1 = wydqHz−4b +
(
w2 + y
)
dψHz−4b,
z−2A(b)2 = ydqHz−4b + wdψHz−4b.
Inserting this expression in (45) above we have
∂Q
∂tb
= Θ(±1)dQHz±4b,
Θ(1) ≡
(
D+
(
u4 + u2v + uvu+ vu2 + v2
)
D+
(
u3v + uv2 + vuv
)
Λ˜
(
u3 + uv + vu
)
Λ˜
(
u2v + v2
) ) , (47)
Θ(−1) ≡
(
D+
(
w2y + y2
)
D+
(
w3 + wy + yw
)
Λ˜
(
wy2 + w3y + ywy
)
Λ˜
(
w4 + w2y + wyw + yw2 + y2
) ) (48)
and in a similar way we can verify the compatibility relation
Θ(−1) = Θ(0)Θ(1)−1Θ(0)
11
with
Θ(1)−1 =
(
w2y + y2 w3y + wy2 + ywy
wy2 + w3y + ywy w4y + w2y2 + (wy)
2
+ yw2y + y3
)
D−1+ .
The flow of any functional ϕ(Q) is given by
∂ϕ(Q)
∂tb
=
(
dQϕ,
∂Q
∂tb
)
=
(
dQϕ,Θ
(±1)dQHz±4b
)
and motivates the following definition for the first Poisson brackets
{ϕ, ψ}±1 ≡
(
dQϕ, Θ
(±1)dQψ
)
=
∫ +∞
−∞
dx+Str
(
δϕ
δQ
,Θ(±1)
δψ
δQ
)
in terms of which
∂ϕ
∂tb
= {ϕ,Hz±4b}±1 .
Then, we have shown that
{ϕ,Hb}2 = {ϕ,Hz±4b}±1 . (49)
In this way we can construct recursively an infinite family of non-local Poisson structures for the SSSSG integrable
hierarchy governing the Pohlmeyer reduced models
∂Q
∂tb
= Θ(±n)dQHz±4nb, n ∈ Z+.
The computation for the higher Poisson bi-vectors Θ(±n), n ≥ 2 becomes rather cumbersome. However, in the bosonic
limit we can write Θ(±n) in closed form
Θ(n) =
(
Λ˜D−1+ Λ˜D
−1
+
)n
Θ(0), Θ(0) = D+, n ∈ Z.
The degree of non-locality n and the behavior of the brackets under Lorentz boosts x± → λ±1x± are correlated and
the only boost invariant bracket is Θ(0). It is very important to recall that all Poisson structures have to be restricted,
in field space, to the slices ql/r = 0.
As we will see in the next section, the special combination
Θσ = Θ
(−1) − 2Θ(0) +Θ(+1) (50)
corresponds to the canonical Poisson structure of the GS superstring σ-model after gauge fixing all the local symmetries.
From this we conclude that the Pohlmeyer reduced model described by L± and supplemented by the constraints ql/r = 0
carry all the classical information of the σ-model that generated it.
4 Connection with the GS superstring sigma model.
In this section we rewrite some known results of the GS superstring σ-model and show how they fit in the SSSSG
integrable hierarchy approach. In particular, the relation between the canonical Poisson structure of the σ-model and
the Poisson structures constructed from the recursion operators, the relation between commuting charges in terms of
the Zukhovsky map and the relation between Lax pair representations.
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4.1 Relation between Poisson structures.
Due to the relevance of the result of [23] in relation to ours, here we briefly review it. The goal is to find the explicit
form of the canonical Poisson bi-vector Θσ when restricted to the symplectic leaves left after fixing all the local gauge
symmetries of the σ-model.
The GSsσ model is defined by the following action functional
SGS =
1
2
∫
Σ
Str
(
J (2) ∧ ∗J (2) + κJ (1) ∧ J (3)
)
, J ≡ f−1df, (51)
where Σ denotes the string world-sheet. In the conformal gauge13 and in the partially fixed kappa symmetry gauge [1]
J
(3)
+ = J
(1)
− = 0, the canonical symplectic form of (51) constructed in [23] takes the form Ωσ = Ω
+
σ − Ω−σ , with14
Ω+σ =
1
2
((
f−1δf
)(2)
,∧D(0)+
(
f−1δf
)(2)
+ 2J
(2)
+
(
f−1δf
)(1)
,∧ (f−1δf)(1)) , (52)
and Ω−σ = Ω
+
σ (+↔ −, 1↔ 3).
The idea is to find the inverse Ω−1σ = Θσ by using Hamiltonian vectors fields. Consider a left-invariant vector field
Xξ = fξ in which f ∈ F = exp f, f is defined by (3) and ξ is the vector field at the supergroup identity. This vector
field satisfy
(
f−1δf
)
(Xξ) = ξ and as consequence we have that
Ω+σ (Xη, Xξ) =
1
2
(
η(2)
←−−→
, D
(0)
+ ξ
(2) − η(1),←→a2+ξ(1)
)
, (53)
where X
←→O Y ≡ X (OY ) − (OY )X and ai+ = adJ(i)+ . Considering Xη, Xξ as the Hamiltonian vector fields generated
by the functionals F,G, we have
{F,G}σ = Ω+σ (Xη, Xξ) = Xη (G) = δG (Xη) = −Xξ (F ) = −δF (Xξ) .
To find the components η of the Hamiltonian vector field Xη, we have to solve the relation
Ωσ (Xη, Xξ) = −δF (Xξ) , ∀ξ. (54)
There is a freedom in choosing the component ξ(0) and in the following we will take it as zero. Using the relation
δJµ = Dµ
(
f−1δf
)
we get
δJ
(3)
+ (Xξ) = 0 = D
(0)
+ ξ
(3) + a1+ξ
(2) + a2+ξ
(1)
because we need to maintain the gauge J
(3)
+ = 0 and this allows to determine one of the components, in this case we
take
ξ(3) = −D(0)−1+
(
a1+ξ
(2) + a2+ξ
(1)
)
. (55)
By replacing this component on the other contractions we have
δJ
(2)
+ (Xξ) = a1+ξ
(1) +D
(0)
+ ξ
(2), (56)
δJ
(1)
+ (Xξ) =
(
D
(0)
+ − a2+D(0)−1+ a2+
)
ξ(1) − a2+D(0)−1+ a1+ξ(2),
δJ
(0)
+ (Xξ) = −a1+D(0)−1+ a2+ξ(1) +
(
a2+ − a1+D(0)−1+ a1+
)
ξ(2).
13The conventions used in conformal gauge are ǫ+− = −1, η+− = 1, κ = −1, (∗J)α = Jρǫ
ρληλα. The covariant derivative is D ≡ d+adJ .
14As used before, we write (X, Y )± ≡
∫
dx±Str(X, Y ) and omit the ± indices when there is not ambiguity.
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With this in mind we can compute the rhs of (54) by using (56) and the obvious relation
δF (Xξ) =
(
δF
δJ
(a)
+
, δJ
(a)
+ (Xξ)
)
.
The answer is(
δF
δJ
(0)
+
, δJ
(0)
+ (Xξ)
)
=
(
a2+D
(0)−1
+ a1+
δF
δJ
(0)
+
, ξ(1) +
(
−a2+ + a1+D(0)−1+ a1+
) δF
δJ
(0)
+
, ξ(2)
)
,(
δF
δJ
(1)
+
, δJ
(1)
+ (Xξ)
)
=
((
−D(0)+ + a2+D(0)−1+ a2+
) δF
δJ
(1)
+
, ξ(1) + a1+D
(0)−1
+ a2+
δF
δJ
(1)
+
, ξ(2)
)
,(
δF
δJ
(2)
+
, δJ
(2)
+ (Xξ)
)
=
(
−a1+ δF
δJ
(2)
+
, ξ(1) −D(0)+
δF
δJ
(2)
+
, ξ(2)
)
.
The lhs of (54) was already computed in (53) and it is given by
Ωσ (Xη, Xξ) =
(
a2+η
(1), ξ(1) −D(0)+ η(2), ξ(2)
)
.
By equating both sides, we determine all the components of the vector field Xη, η
(3) is determined by (55),
η(1) = −D(0)−1+ a1+
δF
δJ
(0)
+
+
(
a−12+D
(0)
+ −D(0)−1+ a2+
) δF
δJ
(1)
+
+ a−12+a1+
δF
δJ
(2)
+
, (57)
η(2) = −
(
D
(0)−1
+ a2+ −
(
D
(0)−1
+ a1+
)2) δF
δJ
(0)
+
+D
(0)−1
+ a1+D
(0)−1
+ a2+
δF
δJ
(1)
+
− δF
δJ
(2)
+
and this is enough to find the inverse of the symplectic form.
Once the Hamiltonian vector field Xη of F is found, we easily obtain the Poisson brackets of the functional F with
the currents J by taking G = J
(b)
+ , i.e, {
F, J
(b)
+
}
σ
= δJ
(b)
+ (Xη) .
The components of the Poisson bi-vector Θσ = Ω
−1
σ are, by definition, given by the Poisson brackets of the phase space
coordinates J among themselves {
J
(a)
+ , J
(b)
+
}
σ
≡ [Θσ]ab .
Replacing the components (57) and specializing to the case F = J
(a)
+ , we obtain{
J
(2)
+ , J
(2)
+
}
σ
= D
(0)
+ − a1+a−12+a1+,
{
J
(2)
+ , J
(1)
+
}
= −a1+a−12+D(0)+ ,
{
J
(2)
+ , J
(0)
+
}
= a2+,{
J
(1)
+ , J
(0)
+
}
σ
= a1+ − a2+D(0)−1+ a1+D(0)−1+ a2+ + a2+
(
D
(0)−1
+ a1+
)3
−
(
a2+D
(0)−1
+
)2
a1+,{
J
(1)
+ , J
(1)
+
}
σ
= −
(
D
(0)
+ − a2+D(0)−1+ a2+
)
a−12+
(
D
(0)
+ − a2+D(0)−1+ a2+
)
+ a2+
(
D
(0)−1
+ a1+
)2
D
(0)−1
+ a2+,{
J
(0)
+ , J
(0)
+
}
σ
= a2+D
(0)−1
+ a2+ −
(
a1+D
(0)−1
+
)2
a2+ − a2+
(
D
(0)−1
+ a1+
)2
−
−a1+D(0)−1+ a2+D(0)−1+ a1+ + a1+
(
D
(0)−1
+ a1+
)3
.
This brackets can be split according to their behavior under Lorentz boost [23]{
J
(2)
+ , J
(2)
+
}[2]
σ
= D
(0)
+ − a1+a−12+a1+,
{
J
(2)
+ , J
(1)
+
}[2]
σ
= −a1+a−12+D(0)+ ,
{
J
(1)
+ , J
(1)
+
}[2]
σ
= −D(0)+ a−12+D(0)+ (58)
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and {
J
(2)
+ , J
(0)
+
}[0]
σ
= a2+,
{
J
(1)
+ , J
(0)
+
}[0]
σ
= a1+,
{
J
(1)
+ , J
(1)
+
}[0]
σ
= 2a2+ (59)
and {
J
(1)
+ , J
(0)
+
}[−2]
σ
= −a2+D(0)−1+ a1+D(0)−1+ a2+ + a2+
(
D
(0)−1
+ a1+
)3
−
(
a2+D
(0)−1
+
)2
a1+, (60){
J
(1)
+ , J
(1)
+
}[−2]
σ
= −a2+
(
D
(0)−1
+ a2+
)2
+ a2+
(
D
(0)−1
+ a1+
)2
D
(0)−1
+ a2+,{
J
(0)
+ , J
(0)
+
}[−2]
σ
= a2+D
(0)−1
+ a2+ −
(
a1+D
(0)−1
+
)2
a2+ + a2+
(
D
(0)−1
+ a1+
)2
−
−a1+D(0)−1+ a2+D(0)−1+ a1+ + a1+
(
D
(0)−1
+ a1+
)3
.
The functionals {∗, ∗} [λ]σ , λ = −2, 0, 2 define three mutually compatible Poisson brackets providing the bi-Hamiltonian
structure of the σ-model in terms of which the Poisson bracket decomposes as follows
{F,G}σ = {F,G}[−2] + {F,G}[0] + {F,G}[2] . (61)
In order to make contact with the results of section 3 we need to write the bracket {F,G}σ in terms of the currents
J
(0)
+ , J
(1)
+ only, which are the fundamental variables we are using for the Pohlmeyer reduced models, see (20). All these
brackets make sense only on gauge invariant functionals F, i.e F
(
J + δξ(0)J
)
= F (J) and this condition imply that
D
(0)
+
δF
δJ
(0)
+
+ a1+
δF
δJ
(1)
+
+ a2+
δF
δJ
(2)
+
= 0→ δF
δJ
(2)
+
= −a−12+
(
D
(0)
+
δF
δJ
(0)
+
+ a1+
δF
δJ
(1)
+
)
, (62)
allowing to eliminate the functional derivative δF
δJ
(2)
+
in all the expressions. The last bracket (60) is already in the desired
form and we can write it as
{F,G}[−2] =
(
δF
δJ
(a)
+
,Θ
[−2]
ab
δF
δJ
(b)
+
)
, U ≡ −D(0)−1+ a1+, V ≡ −D(0)−1+ a2+,
Θ[−2] =
(
D
(0)
+
(
U4 + U2V + UV U + V U2 + V 2
)
D
(0)
+
(
U3V + UV 2 + V UV
)
−a2+
(
U3 + UV + V U
) −a2+ (U2V + V 2)
)
,
where a, b = 0, 1. Using (62) in (59) we easily get
{F,G}[0] =
(
δF
δJ
(a)
+
,Θ
[0]
ab
δF
δJ
(b)
+
)
, Θ[0] = −2
(
D
(0)
+ 0
0 −a2+
)
and in (58) we get
{F,G}[2] =
(
δF
δJ
(a)
+
,Θ
[2]
ab
δF
δJ
(b)
+
)
, W ≡ −a−12+a1+, Y ≡ −a−12+D(0)+ ,
Θ[2] =
(
D
(0)
+
(
W 2Y + Y 2
)
D
(0)
+
(
W 3 +WY + YW
)
−a2+
(
WY 2 +W 3Y + YWY
) −a2+ (W 2 +W 2Y +WYW + YW 2 + Y 2)
)
.
The full restriction of Ωσ to the reduced phase space is accomplished by the currents J
(2)
+ satisfying the Virasoro
constraints by the currents J
(1)
+ satisfying the condition J
(1)
+ ∈ Im a2+, fixing the residual kappa symmetry. Both
conditions are satisfied by the first set of Pohlmeyer variables
J
(0)
+ = q, J
(1)
+ = ψ, J
(2)
+ = −Λ, D(0)+ = D+
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and this imply that U = u, V = v, W = w, Y = y, where u, v, w, and y were defined in section 3. Comparing with the
previous results (38), (47) and (48) we conclude that
Θ[−2] = Θ(1), Θ[0] = −2θ(0), Θ[2] = Θ(−1),
Θσ = Θ
[−2] + Θ[0] +Θ[2] = Θ(1) − 2Θ(0) +Θ(1)
as announce in (50). To find Θσ− we simply replace (+↔ −) , (1↔ 3) in the results above. In this case the second set
of Pohlmeyer variables is
J
(0)
− = 0, J
(3)
− = γ
−1ψγ, J
(2)
− = −γ−1Λγ, D(0)− = ∂−. (63)
Notice that there is a subtlety in the replacement of (63) to get Θσ−. The current J
(0)
− is zero on the (-) sector of
the light-cone and in principle the functionals δF
δJ
(0)
−
are not well defined. In order for these results to make sense, we
interpret the reduced sigma model light cone phase space as being parametrized by (Q,Q) with Q on L+ and Q on
L′−, see the definitions (20), with the Poisson brackets defined in section 3.
What is remarkable in the computation of [23] reproduced here, is that the degree of non-locality of the first Poisson
structures is determined entirely by the gauge fixing of all the local symmetries of the GS superstring σ-model (51),
while in the SSSSG model the degree of non-locality is determined entirely by the twisted nature of the superalgebra
f̂ through the recursion relation determined by z±4nf̂ ≃ f̂ and traced back to the Z4 grading of the semi-symmetric
space in which the string propagates. The reduced model although manifestly relativistic carries all the non-relativistic
information of the former sigma model it comes from. As mentioned at the end of the last section, the Poisson structures
Θ[0],Θ[±2] have to restricted to the level manifolds ql/r = 0.
4.2 Relation between commuting charges.
In this section we show how to construct σ- model commuting charges out of the SSSSG commuting charges. In the
process we also show the integrable origin of the Zukhovski variable and the need for twisting the inner product in the
sigma model side, in the sense of [24].
In the (+) sector of the light-cone phase space, the reduced σ-model and the SSSSG model are parametrized by the
same coordinates Q = (q, ψ), the only difference being their Poisson structures. Then, it is natural to try to relate the
symmetry flows on both sides. For simplicity we analyze one sector only. We want to construct a sigma model current
component I+(b) from the SSSSG model component j+(b), both generating the same flow on functionals of the phase
space L+. In other words, we want to solve the following relation
∂ϕ(L+)
∂tb
= {ϕ, j+(b)}2 (L+) = {ϕ, I+(b)}σ (L+), b ∈ z,
which is equivalent to
Θ(0)dQj+(b) = ΘσdQI+(b). (64)
To find I+(b) we make the following superposition ansatz
dQI+(b) = dQj+(φ(z)b), φ(z) ≡
∑
n∈Z
cnz
4n, (65)
because we need φ(z)b ∈ f̂ to be in the superalgebra f̂, cf (9). The equation (64) can be written as follows
Θ(0)dQj+(b) = ΘσdQj+(φ(z)b) = Θ
(0)dQj+(φ(z)(z
4 − 2 + z−4)b),
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where we have used the relation (49) connecting the first set of isospectral flows of the SSSSG hierarchy and this
determines φ(z) unambiguously to be15
φ(z) =
1
(z4 − 2 + z−4) =
1
(z2 − z−2)2 =
z±4
(1− z±4)2 =
∑∞
n=0
nz±4n. (66)
In the last term we have expanded around z = 0 and z = +∞ and this fixes all the coefficients cn to be
around z = 0, cn = 0 for n ≤ 0 and cn = n for n > 0,
around z = +∞, cn = 0 for n ≥ 0 and cn = −n for n < 0.
For this result to make sense in the superalgebra f̂, we have to consider φ(z) as a power series in z±4n around z = 0
for b of positive QH grade with associated j+(b) and around z = +∞ for b of negative QH grade with associated j+(b)
and this is because the positive and negative flows are not connected by the recursion relations. Thus, the sigma model
current component I+(b) is expressed as an infinite linear combination of SSSSG components j+(b) over b. What we
have is a linear combination of the j+(b)´s attached to the south pole on the Riemann sphere parametrized by the
spectral parameter z. The same happens for I+(b) and j+(b) at the north pole. Then, we have
I+(b) = j+(φ(z)b), I+(b) = j+(φ(z)b). (67)
To include the (-) sector of the light-cone formulation we use (28) and (29) to prove the equivalent recursion
relations16
Θ
(0)
− dQj−(b) = Θ
(−1)
− dQj−(z
−4b) = Θ
(1)
− dQj−(z
4b),
Θ
(0)
− dQj−(b) = Θ
(−1)
− dQj−(z
−4b) = Θ
(1)
− dQj−(z
4b),
which can alternatively be obtained by parity. Then, for the negative current components we obtain
I−(b) = j−(φ(z)b), I−(b) = j−(φ(z)b). (68)
From (27) we define q(z2Λ) ≡ Str(Λ, q−2) and q(z−2Λ) ≡ Str(Λ, q−2), which clearly generates flows along the
(x+, x−) directions in the flat world-sheet. From these results we see that the σ-model charges generating the same
flows on Lx induced by q(z2Λ), q(z−2Λ) are
qσ(z
2Λ) =
∫ +∞
−∞
dx
(
I+(z
2Λ) + I−(z
2Λ)
)
=
∫ +∞
−∞
dx
(
j+(φ(z)z
2Λ) + j−(φ(z)z
2Λ)
)
, (69)
qσ(z
−2Λ) =
∫ +∞
−∞
dx
(
I+(z
−2Λ) + I−(z
−2Λ)
)
=
∫ +∞
−∞
dx
(
j+(φ(z)z
−2Λ) + j−(φ(z)z
−2Λ)
)
.
This is a nice result because we can associate conserved charges generating (x+, x−) translations despite of the fact
that the Virasoro constraints have been already imposed Str(J
(2)
± , J
(2)
± ) = 0.
15In the reduction of the σ-model in AdS3 × S3, we have φ(z) =
(
z2 − 2 + z−2
)
. This decrease in the grade of non-locality, cf (46), in
contrast to the AdSn × Sn, n = 2, 5 situation can be understood to be a consequence of the group structure of the target space of the
σ-model.
16Using θ
(0)
± we can rewrite the equations of motion (19), in the gauge u = u = I, in an elegant compact form
∂−Q = −θ
(0)
+ dQj+(z
−2Λ), ∂+Q = −γθ
(0)
− dQj−(z
2Λ)γ−1.
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A closer look to the result (69) suggests that the inner product on sigma model have to be twisted, in the sense of
[24]. What we have is the following: from (67), (68) we notice, considering j+(b) only, that
j+(b) =
∫ +∞
−∞
dx+
[∮
dz
2πi
1
z
Str
(
ΦbΦ−1,L+
)]
, I+(b) =
∫ +∞
−∞
dx+
[∮
dz
2πi
φ(z)
z
Str
(
ΦbΦ−1,L+
)]
.
From this we naturally identify two different inner products that can be defined on the superalgebra f̂, cf (5). The
simplest one for the SSSSG model already defined in (8) and a twisted one for the σ−model and defined by, see [24],
〈X,Y 〉φ ≡
∮
du
2πi
Str (X(z), Y (z)) , (70)
where du = dzz φ(z), u =
1
16Z and Z = 2
1+z4
1−z4 is the Zukhovsky variable and we see how the map SSSSG Model→ σ-
Model is implemented by the change of variables z → u = u(z). Using these products we get, in compact form
j+(b) = (A(b),L+) , I+(b) = (A(b),L+)φ , (71)
where we have taken (30) into account. For j+(b) and I−(b) we use the parity transformations. Notice that by writing
the evolution equations on the σ-model in terms of Θ(0) instead of Θσ all the non-localities of the Poisson brackets are
removed. This also explains the integrable origin of the Zukhovsky variable Z.
Finally, we have shown that
{q(b), q(b′)}2 (Lx) = 0→ {qσ(b), qσ(b′)}σ (Lx) = 0,{
q(b), q(b
′
)
}
2
(L′x) = 0→
{
qσ(b), qσ(b
′
)
}
σ
(L′x) = 0,
for b, b′ ∈ z with positive QH grade and b, b′ ∈ z with negative QH grade.
One comment is in order, the relation between the charges seems to be valid only for the elements b, b ∈ z, because
for the differentials of the currents j(b), j(b), the second term in the rhs of (31) is absent. In this case the ansatz (65)
works fine. It is important to see under what conditions we can apply these results to the elements b, b ∈ ĉ because
this would allow to define 2d fermionic symmetry flows on the sigma model by maping the fermionic conserved charges
of the SSSSG model.
Remark 1 It would be interested to study the relation between the reduction of the Kostant-Kirillov bracket on the
σ-model using the twisted inner product (∗, ∗)φ defined in [24], and the non-local Poisson bracket {∗, ∗}σ constructed in
[23], i.e (61).
4.3 Relation between Lax representations.
In this section we show the relation between the Lax representation of the σ-model and the SSSSG model. We follow
[25] and use the light-cone frame formulation of [1]. The idea is to recall the construction of the Lax pair for the
σ-model in an arbitrary world-sheet Σ and then apply the Pohlmeyer reduction to recover the Lax operators defined
in (16).
The Lagrangian of the GS σ-model action (51) is17
LGS =
1
2
Str
(
γµνJ (2)µ J
(2)
ν + κǫ
µνJ (1)µ J
(3)
ν
)
dx0 ∧ dx1.
17We use J(2) ∧ ∗J(2) = γµνJ
(2)
µ J
(2)
ν dx
0 ∧ dx1, γµν =
√
|h|hµν and the light-cone conventions introduced in the section 4.1.
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Introduce the light-cone frame zweibein e in order to write hµν = eµαe
ν
βη
αβ, hµν = e
α
µe
β
νηαβ, Jµ = e
α
µJα, Jα = e
µ
αJµ,
where α, β = +,− are the tangent space light-cone indices. The Lagrangian takes the form
LGS = Str
(
J
(2)
+ J
(2)
− +
κ
2
(
J
(1)
+ J
(3)
− − J (1)− J (3)+
))
e+ ∧ e−, e+ ∧ e− = dx
0 ∧ dx1
det eµα
(72)
and the equations of motion can be written as follows
δJLGS = −Str
((
f−1δf
)
, DαΛ
α
)
, Λα ≡ ηαβJ (2)β −
1
2
κǫαβ
(
J
(1)
β − J (3)β
)
, (73)
where we have suppressed the term e+∧e−. The equations of motion for the frame field e imply the Virasoro constrains
Str(J
(2)
± , J
(2)
± ) = 0.
To introduce the Lax connection for the sigma model we combine the Maurer-Cartan (MC) and the Euler-Lagrange
(EL) equation into a single flat connection. To make an ansatz for the Lax connection it is useful to recast everything
in terms of differential forms and see what are the independent current components to be used in the ansatz.
The EL equations of motion (73) can be written, in the form
d ∗ J (2) + J (0) ∧ ∗J (2) + ∗J (2) ∧ J (0) + κ
(
J (1) ∧ J (1) − J (3) ∧ J (3)
)
= 0,
J (1) ∧ ∗J (2) + ∗J (2) ∧ J (1) + κ
(
J (1) ∧ J (2) + J (2) ∧ J (1)
)
= 0,
J (3) ∧ ∗J (2) + ∗J (2) ∧ J (3) − κ
(
J (3) ∧ J (2) + J (2) ∧ J (3)
)
= 0,
where we have used the the MC equations dJ + J ∧ J = 0 on the fermionic part and the condition κ2 = 1. This is a
good representation in the sense that the world-sheet metric h appears only in the term ∗J (2) through the Hodge star
∗ as in the Lagrangian LGS. We see that the only forms involved are J (0), J (2), ∗J (2), J (1),J (3), thus the ansantz is
L = l0J
(0) + l1J
(2) + l2 ∗ J (2) + l3J (1) + l4J (3), li ∈ C. (74)
For the curvature we have, after finding l0 = 1, that
dL+ L ∧ L = c1J (1) ∧ J (1) + c2J (2) ∧ J (2) + c3J (3) ∧ J (3) + c4
(
J (1) ∧ J (2) + J (2) ∧ J (1)
)
+
+c5
(
J (1) ∧ J (3) + J (3) ∧ J (1)
)
+ c6
(
J (2) ∧ J (3) + J (3) ∧ J (2)
)
,
where
c1 = l
2
3 − l1 − κl2, c2 = l21 − l22 − 1, c3 = l24 − l1 + κl2,
c4 = l1l3 − κl2l3 − l4, c5 = l3l4 − 1, c6 = l1l4 + κl2l4 − l3.
This connection is flat when
l0 = 1, l1 ≡ w, l2 = s2
√
w2 − 1, l3 = s3
√
w + κ l2, l4 = s4
√
w − κ l2,
where s2, s3, s4 can be ±1 in any combination and w is the only independent complex parameter. The equations for
c4, c5, c6 are redundant and trivially satisfied.
In order to make contact with the superalgebra structure of the SSSSG integrable hierarchy, we consider the following
complex curve in C2
w2 ≡ f(z), f(z) = 1 + 1
4
φ(z)−1, φ(z)−1 =
(
z2 − z−2)2 ,
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with φ(z) defined in (66). The relation between the the spectral parameters w, z of the σ-model and the SSSSG model
is defined through the curve above inducing the map li(w)→ li(z), with
l0 = 1, l1 = w = s1
1
2
(
z2 + z−1
)
, l2 = s2
1
2
(
z2 − z−2) ,
l3 = s3
√(
s1 + κs2
2
)
z2 +
(
s1 − κs2
2
)
z−2, l4 = s4
√(
s1 − κs2
2
)
z2 +
(
s1 + κs2
2
)
z−2,
where s2 = ±1. To recover the Lax operators (16) consider the particular solution s1 = −s2 = s3 = s4 = −κ =
1 implying
l1 − l2 = z2, l1 + l2 = z−2, l3 = z, l4 = z−1
and the following form for the σ-model Lax connection
L+ = J
(0)
+ + zJ
(1)
+ + z
2J
(2)
+ + z
−1J
(3)
+ , L− = J
(0)
− + z
−1J
(3)
− + z
−2J
(2)
− + zJ
(1)
− , (75)
which is clearly valued in the twisted affine superalgebra f̂ defined in (5). It becomes the SSSSG Lax connection
after going to conformal gauge and fixing all the local symmetries by means the Pohlmeyer reduction (recall that
J
(3)
+ = J
(1)
− = 0)
J
(0)
+ = γ
−1∂+γ + γ
−1A
(l)
+ γ, J
(1)
+ = ψ+, J
(2)
+ = −Λ, A(l)+ = u−1∂+u, (76)
J
(0)
− = A
(r)
− , J
(3)
− = γ
−1ψ−γ, J
(2)
− = −γ−1Λγ, A(r)− = u−1∂−u.
The key point to show the existence of extended 2d supersymmetry in the phase space of the reduced GS σ-model
is to exploit the integrable properties of the SSSSG integrable hierarchy, namely (10) and rewrite the Lax operators in
the following two equivalent forms
L± = χu−1
(
∂± − z±2Λ
)
uχ−1 = γ−1χ˜u−1
(
∂± − z±2Λ
)
uχ˜−1γ, (77)
Lǫ = χu−1 (δǫ + zǫ)uχ−1 = γ−1χ˜u−1 (δǫ + zǫ)uχ˜−1γ,
Lǫ = χu−1
(
δǫ + z
−1ǫ
)
uχ−1 = γ−1χ˜u−1
(
δǫ + z
−1ǫ
)
uχ˜−1γ,
supplemented by the constraints (17). The operators Lǫ and Lǫ are responsible for the supersymmetry transformations.
In the next section we construct two possible sets of supersymmetry transformations that, by construction, preserve
the equations of motion F+− = 0.
Remark 2 In (75) we have the action of the kappa symmetry transformations and in (77) we have the action of the
2d rigid supersymmetry transformations. The number of supersymmetries and the number of kappa symmetries is the
same and perhaps there is a relation between them in the passage from (75) to (77). However, we have not succeeded
in showing such a connection.
5 General supersymmetry variations.
We now proceed to find the supersymmetry variations for all the fields γ, u, u, ψ±. This is an important result and for
this reason we do this in some detail.
Consider the QH grade ±1 SUSY flows associated to b = zǫ, ǫ ∈ f⊥1 and b = z−1ǫ, ǫ ∈ f⊥3 . From the second
expression of (77) we have two equivalent representations for Lǫ (recall that Lǫ is valued on QH grades 0 and 1 only)
Lǫ = δǫ + u−1δǫu+ [y−1 + θ−1, ǫu] + zǫu,
Lǫ = δǫ + γ−1δǫγ + γ−1u−1δǫuγ − zγ−1 (δǫy+1 + δǫθ+1) γ + zγ−1
[
y+1 + θ+1, u
−1δǫu
]
γ + zγ−1ǫuγ,
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where we have used the definitions (11) and defined ǫu ≡ u−1ǫu, ǫu ≡ u−1ǫu, θ±1 ∈ f̂⊥ . By equating we have
γ−1δǫγ = [y−1 + θ−1, ǫu] + u
−1δǫu− γ−1u−1δǫuγ,
δǫy+1 = −
(
γǫuγ
−1
)‖
+
[
y+1, u
−1δǫu
]
,
δǫθ+1 = −
(
γǫuγ
−1
)⊥
+
[
θ+1, u
−1δǫu
]
+ ǫu,
where in the second and third lines we have splitted with respect to f‖ and f⊥. The second line is equivalent to
δǫψ− = −
[
Λ, γǫuγ
−1
]
+
[
ψ−, u
−1δǫu
]
.
To simplify, we introduce the notation
Lǫ = δǫ + w + zǫu, w ≡ u−1δǫu+ [y−1 + θ−1, ǫu]
and compute the variations coming from [Lǫ,L+] = 0. This relation decomposes along QH grades 0,1 and 2. The QH
grade 0 and 2 equation are satisfied while the QH grade 1 equation splits along f
‖ and f⊥ with the kernel part also
satisfied and we are left with
δǫψ+ =
[(
γ−1D
(l)
+ γ
)‖
, ǫu
]
− [w⊥, ψ+] .
Now we compute [Lǫ,L−] = 0. This splits along QH grades -2,-1,0 and 1. The QH grade -1,-2 and 1 equations are all
satisfied as well as the f‖ part of the QH grade 0 equation and we are left with
δǫA
(r)
− = D
(r)
− w
⊥ +
[(
γ−1ψ−γ
)⊥
, ǫu
]
.
Putting all together we have a raw expression for the SUSY variations
γ−1δǫγ = −
[
Λ,
[
ψ+, ǫu
]]
+ w⊥ − γ−1u−1δǫuγ, (78)
δǫψ+ =
[(
γ−1D
(L)
+ γ
)‖
, ǫu
]
− [w⊥, ψ+] ,
δǫψ− = −
[
Λ, γǫuγ
−1
]
+
[
ψ−, u
−1δǫu
]
,
δǫA
(R)
− = D
(R)
− w
⊥ +
[(
γ−1ψ−γ
)⊥
, ǫu
]
,
where w⊥ = u−1δǫu + [θ−1, ǫu] . The δǫ SUSY variations are found by parity. We see that there is a large amount of
freedom in these expressions and this can be exploited according to our needs. There are two important special cases
to be considered below.
5.1 Local supersymmetry variations.
These set of supersymmetry variations was originally introduced by hand in [26] to be symmetries of a variant of the
fermionic extension of the perturbed gauge WZNW model associated to the equations of motion (19) in the vector
gauge u = u. Here we deduce this kind of supersymmetry and show that it is a consequence of the integrable hierarchy
structure governing the SSSSG models.
The very form of (78) suggest the following choice
w⊥ = 0, u−1δǫu = 0
and this imply that
u−1δǫu = − [θ−1, ǫu] , δǫA(l)+ = 0.
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The consistency between the last equation of (78) and the u−1δǫu variation right above (use the identity δǫA
(r)
± =
D
(r)
±
(
u−1δǫu
)
) allow to determine θ−1 for this case and we do not need its explicit form. From the variation δǫA
(r)
− we
have
δǫuu
−1 = ∂−1−
{
u
[(
γ−1ψ−γ
)⊥
, ǫu
]
u−1
}
.
The full set of SUSY variations is then given by
γ−1δǫγ = −
[
Λ,
[
ψ+, ǫu
]]
, δǫψ+ =
[(
γ−1D
(l)
+ γ
)‖
, ǫu
]
, δǫψ− = −
[
Λ, γǫuγ
−1
]
, (79)
δǫA
(l)
+ = 0, δǫA
(r)
− =
[(
γ−1ψ−γ
)⊥
, ǫu
]
,
u−1δǫu = 0, δǫuu
−1 = ∂−1−
{
u
[(
γ−1ψ−γ
)⊥
, ǫu
]
u−1
}
,
and
δǫγγ
−1 =
[
Λ,
[
ψ−, ǫu
]]
, δǫψ− =
[(
γD
(r)
− γ
−1
)‖
, ǫu
]
, δǫψ+ = −
[
Λ, γ−1ǫuγ
]
, (80)
δǫA
(r)
− = 0, δǫA
(l)
+ =
[(
γψ+γ
−1
)⊥
, ǫu
]
,
u−1δǫu = 0, δǫuu
−1 = ∂−1+
{
u
[(
γψ+γ
−1
)⊥
, ǫu
]
u−1
}
.
Notice that our construction shows that the natural gauge objects are u and u and also explains the integrable origin
of these local symmetries.
Now, we want to see if (13) holds. Unfortunately, the price paid for introducing locality is that the SUSY algebra
becomes field dependent and highly non-trivial18. For the δǫ variations it is given by
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[δǫ, δǫ′ ] γ = −2ǫ · ǫ′∂+γ + δǫl/rγ, [δǫ, δǫ′ ]ψ+ = −2ǫ · ǫ′∂+ψ+ + δǫrψ+,
[δǫ, δǫ′ ]ψ− = −2ǫ · ǫ′∂+ψ− + δǫlψ−, [δǫ, δǫ′ ]A(r)− = −2ǫ · ǫ′∂+A(r)− + δǫrA(r)−
[δǫ, δǫ′ ]A
(l)
+ = −2ǫ · ǫ′∂+A(l)+ + δǫlA(l)+ = 0, ǫl ≡ − 2ǫ · ǫ′A(l)+ , ǫr ≡ −
(
2ǫ · ǫ′A(l)+ + Q˜
)
,
where we have used the infinitesimal version of (18) given by (take hl/r = exp ǫl/r)
δǫl/rγ = ǫlγ − γǫr, δǫrψ+ =
[
ǫr, ψ+
]
, δǫlψ− =
[
ǫl, ψ−
]
,
δǫlA
(l)
+ = −D(l)+ ǫl, δǫrA(r)− = −D(r)− ǫr.
For the δǫ variations it is given by
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[δǫ, δǫ′ ] γ = −2ǫ · ǫ′∂−γ + δǫl/rγ, [δǫ, δǫ′ ]ψ− = −2ǫ · ǫ′∂−ψ− + δǫlψ−,
[δǫ, δǫ′ ]ψ+ = −2ǫ · ǫ′∂−ψ+ + δǫrψ+, [δǫ, δǫ′ ]A(l)+ = −2ǫ · ǫ′∂−A(l)+ + δǫlA(l)+ ,
[δǫ, δǫ′ ]A
(r)
− = −2ǫ · ǫ′∂−A(r)− + δǫrA(r)− = 0, ǫr ≡ −2ǫ · ǫ′A(r)− , ǫl ≡ −
(
2ǫ · ǫ′A(r)− + Q˜′
)
,
while for the mixed variations it is
[δǫ, δǫ] γ = ǫlγ − γǫr, [δǫ, δǫ]ψ+ = δǫrψ+, [δǫ, δǫ]ψ− = δǫlψ−,
[δǫ, δǫ]A
(l)
+ = −D(l)+ ǫl, [δǫ, δǫ]A(r)− = −D(r)− ǫr,
ǫr ≡ −
[
ǫu,
(
γ−1ǫuγ
)⊥]
, ǫl ≡ −
[(
γǫuγ
−1
)⊥
, ǫu
]
.
18In the rest of the paper we assume that [ǫ, ǫ′] = 2ǫ · ǫ′Λ and [ǫ, ǫ′] = 2ǫ · ǫ′Λ, which is valid for the superalgebras of interest.
19The f⊥ valued term Q˜ is given by Q˜ = Q − 2ǫ · ǫ′
(
A
(l)
+ − A
(r)
+
)
, Q = O − 2ǫ · ǫ′(2Λψ2+), O =
[[
Λ˜ψ+, ǫu
]
,
[
Λ˜ψ+, ǫ
′
u
]]
.
20The f⊥ valued term Q˜′ is given by Q˜′ = Q′ − 2ǫ · ǫ′
(
A
(r)
− − A
(l)
−
)
, Q′ = O′ − 2ǫ · ǫ′(2Λψ2−), O
′=
[[
Λ˜ψ−, ǫu
]
,
[
Λ˜ψ−, ǫ
′
u
]]
.
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Due to the fact that these superalgebra of flows is field dependent and does not satisfy (13), we will not consider it
any further, at least in this paper.
5.2 Non-local supersymmetry variations.
These rather simpler transformations were recently introduced in [15] as the on-shell supersymmetry variations associ-
ated to the phase space of the Pohlmeyer reduced GSsσ models on AdSn × Sn, n = 2, 3, 5, namely the SSSSG models.
See also [16] to see the same results and for further details on soliton solutions and quantization.
These transformations are found in the on-shell gauge u = u = I. From (78) we have
γ−1δǫγ = −
[
Λ˜ψ+, ǫ
]
+ w⊥, δǫψ+ =
[(
γ−1∂+γ
)‖
, ǫ
]
− [w⊥, ψ+] , (81)
δǫψ− = −
[
Λ, γǫγ−1
]
, w⊥ = [θ−1, ǫ] , θ−1 = −∂−1−
(
γ−1ψ−γ
)⊥
,
δǫθ+1 = −
(
γǫγ−1
)⊥
+ ǫ
and
δǫγγ
−1 =
[
Λ˜ψ−, ǫ
]
− w⊥, δǫψ− = −
[(
∂−γγ
−1
)‖
, ǫ
]
− [w⊥, ψ−] (82)
δǫψ+ = −
[
Λ, γ−1ǫγ
]
, w⊥ = [θ+1, ǫ] , θ+1 = −∂−1+
(
γψ+γ
−1
)⊥
,
δǫθ−1 = −
(
γ−1ǫγ
)⊥
+ ǫ,
where θ−1, θ+1 were determined by the condition δǫA
(r)
− = 0, δǫA
(l)
+ = 0, respectively. These last conditions means that
the supersymmetry variations (81),(82) preserve the constraints (44), hence they are symmetries of the SSSSG phase
space.
Using these variations we can confirm (13) by explicit action on the fields21 γ, ψ±
[δǫ, δǫ′ ] (∗) = 2ǫ · ǫ′∂+(∗), [δǫ, δǫ′ ] (∗) = 2ǫ · ǫ′∂−(∗) (83)
[δǫ, δǫ] (∗) = δh (∗) , δh (∗) = [h, ∗] , h ≡ − [ǫ, ǫ] .
which is nothing but the algebra of s written above in (15). From this we see that the role of the non-local terms θ±1
in the variations is to maintain the isomorphism (13), i.e, s ≃ ŝ. The key step in the proof of the mixed commutator,
which is the most involved, are the relations
δǫw
⊥ +
[(
γǫγ−1
)
, ǫ
]
= [ǫ, ǫ] , δǫw
⊥ −
[
ǫ,
(
γ−1ǫγ
)⊥]
= − [ǫ, ǫ] .
6 Moment maps for the action of the superalgebra s.
In this section we construct the moment maps for the actions on the phase space of the symmetry flows of the sub-
superalgebra s. This leads to another identification of the reduced phase of the SSSSG model and also explains the
geometric origin of the non-Abelian R-symmetry group that rotates the DS supercharges.
Consider the symplectic 2-form of the fermionic extension of the perturbed WZNW model. It is given by the inverse
of the Poisson bi-vector Θ(0) defined in (38), i.e, ΩWZNW = (Ω+ − Ω−) , with
− Ω+ = 1
2
(
δγγ−1 ∧ ∂+
(
δγγ−1
))
+
1
2
(
δψ ∧ Λ˜δψ
)
, (84)
−Ω− = 1
2
(
γ−1δγ ∧ ∂−
(
γ−1δγ
))
+
1
2
(
δψ ∧ Λ˜δψ
)
,
21This is the full algebra, not the free limit approximation as was considered in [15].
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where we have re-scaled with the factor 1/2. We will need the following identities
δq = D+
(
γ−1δγ
)
, δq = −D−
(
δγγ−1
)
, γδqγ−1 = ∂+
(
δγγ−1
)
, γ−1δqγ = −∂−
(
γ−1δγ
)
,
where we have defined D−(∗) = [∂− + q, ∗] .
This symplectic form is invariant under the action of the chiral Hl ×Hr gauge transformations
γ˜ = hlγhr, ψ˜ = h
−1
r ψhr, ψ˜ = hlψh
−1
l hl ≡ hl(x−), hr ≡ hr(x+) (85)
and to compute the moments µl/r for these actions, we use the following definitions
δHǫ(∗) = −Ω (Xǫ, ∗) , Hǫ =
∫ +∞
−∞
dxStr (µ, ǫ) , (86)
where Xǫ is the vector field in the phase space induced by the action of the symmetry ǫ, i.e Xǫ = δǫφ
i. In our case we
have Xǫl/r =
(
δǫl/rγ, δǫl/rψ, δǫl/rψ
)
with
Xǫr = (γǫr,− [ǫr, ψ] , 0) , Xǫl =
(
ǫlγ, 0,
[
ǫl, ψ
])
,
where we have taken hl/r = exp ǫl/r in (85). Thus, we need to compute the contractions
−ΩWZNW (Xǫr , ∗) = −Ω+(Xǫr , ∗), − ΩWZNW (Xǫl , ∗) = Ω−(Xǫl , ∗).
Inserting Xǫr in the first equation of (84) yields
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−Ω+(Xǫr , ∗) =
(
γǫrγ
−1, ∂+
(
δγγ−1
))− ([ǫr, ψ] , Λ˜δψ) .
Now, using δq = γ−1∂+
(
δγγ−1
)
γ and δ(2Λψψ) = − [ψ, 2Λδψ] we have
−Ω+(Xǫr , ∗) = δ
∫ +∞
−∞
dxStr
(
q + 2Λψ2, ǫr
)
and from this we identify, modulo δ-exact terms, the moment for the chiral right gauge action
µr = q
⊥ + 2Λψ2.
In a similar way we obtain
Ω−(Xǫl , ∗) = δ
∫ +∞
−∞
dxStr
(
q + 2Λψ
2
,−ǫl
)
→ µl =
(
q⊥ + 2Λψψ
)
.
The moments µl/r are precisely the constraints (17) naturally imposed by the dressing formalism of the SSSSG
model (10). From this we see that the SSSSG model corresponds to the Hamiltonian reduction of the perturbed
WZNW model by the chiral symmetry (85), i.e, µl/r = 0, see [27]. Hence the importance of restricting the Poisson
structures to these level sets. They also affect the form of the DS charges as shown in (27). By contracting again we
easily show that
ΩWZNW (Xǫl , Xǫ′l) =
∫ +∞
−∞
dxStr (µl, [ǫl, ǫ
′
l]) , ΩWZNW (Xǫr , Xǫ′r ) =
∫ +∞
−∞
dxStr (µr, [ǫr, ǫ
′
r])
22Recall that for left-right invariant vector fields Xl/r we have δγ(Xl) = γXl(e), δγ(Xr) = Xr(e)γ. Identifying Xl = γǫr, Xr = ǫlγ and
Xl(e) = ǫr , Xr(e) = ǫl we obtain δγ(X) = ǫlγ + γǫr .
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with the mixed contraction vanishing.
Now, we proceed to compute the moments for the supersymmetries (81), (82) which is the novel part here. We
assume that the invariance of the symplectic form holds as a consequence of the invariance of the Lagrangian [15]. The
advantage of this computation is that it shows that the non-local SUSY variations are Hamiltonian flows because they
obey (86).
Let us write again the δǫ field variations (81) in a more compact form
δǫγ = γǫ̂, ǫ̂ ≡ −
[
Λ˜ψ, ǫ
]
+ w⊥,
δǫψ =
[
q‖, ǫ
]
− [w⊥, ψ] , δǫψ = − [Λ, γǫγ−1] .
Using the ψ fermion equation of motion (19) and the explicit form of w⊥ we can show that ∂− ǫ̂ =
[
ǫ, γ−1ψγ
]
, which
will be used below. What we need to compute is the following contraction
− ΩWZNW (Xǫ, ∗) = −Ω+(Xǫ, ∗) + Ω−(Xǫ, ∗). (87)
Denoting by Xǫ =
(
δǫγ, δǫψ, δǫψ
)
and using δγ(Xǫ) = γǫ̂, δψ(Xǫ) =
[
q‖, ǫ
] − [w⊥, ψ] , δψ(Xǫ) = − [Λ, γǫγ−1] we
get
− Ω+(Xǫ, ∗) =
(
γ ǫ̂γ−1, ∂+
(
δγγ−1
))
+
([
q‖, ǫ
]
− [w⊥, ψ] , Λ˜δψ) (88)
= (̂ǫ, δq)−
(
ǫ,
[
q, Λ˜δψ
])
−
(
w⊥,
[
ψ, Λ˜δψ
])
= δ
(
ǫ,
[
Λ˜ψ, q
])
+
(
w⊥, δ (q + 2Λψψ)
)
= δ
(
ǫ,
[
Λ˜ψ, q
])
+
(
δµR, w
⊥
)
.
In a similar way, we have
− Ω−(Xǫ, ∗) =
(̂
ǫ, ∂−
(
γ−1δγ
))− ([Λ, γǫγ−1] , Λ˜δψ) (89)
= − (∂−ǫ̂, γ−1δγ)− ([Λ, γǫγ−1] , Λ˜δψ)
= − (ǫ, γ−1δψγ + [γ−1ψγ, γ−1δγ])
= −δ (ǫ, γ−1ψγ) .
Now, at fixed time (dx± = ±dx) we find that
−Ω+(Xǫ, ∗) = δ
∫ +∞
−∞
dxStr
(
ǫ,
[
Λ˜ψ, q
])
+
∫ +∞
−∞
dxStr
(
δµR, w
⊥
)
, Ω−(Xǫ, ∗) = −δ
∫ +∞
−∞
dxStr
(
ǫ, γ−1ψγ
)
.
Using (87) and repeating the computations for (82) we obtain, modulo δ-exact terms, the SUSY moments, i.e, the
supercurrent densities of (27), for the δǫ and δǫ susy actions
µ =
[
Λ˜q, ψ
]
− (γ−1ψγ)⊥ , µ = [Λ˜q, ψ]− (γψγ−1)⊥ . (90)
Note that we can define moments for this rigid supersymmetry only when µl/r = 0, which is precisely when we
restrict ourselves to the reduced phase space in consistency with the Drinfeld-Sokolov procedure. Note also that the
non local terms in the SUSY variations are crucial for the result. As above, we perform a second contraction to find
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the action of the gauge group on µ and µ
ΩWZNW (Xǫr , Xǫ) =
∫ +∞
−∞
dxStr (µ, [ǫr, ǫ]) +
∫ +∞
−∞
dxStr
(
µr,
[
ǫr, w
⊥
])
, (91)
ΩWZNW (Xǫl , Xǫ) =
∫ +∞
−∞
dxStr (µ, [−ǫl, ǫ]) +
∫ +∞
−∞
dxStr
(
µl,
[−ǫl, w⊥])
with the other mixed brackets vanishing.
Recall that besides (85), we have the action of the residual group H of global gauge transformations
γ˜ = uγv−1, ψ˜ = vψv−1, ψ˜ = uψu−1
and under this action we can check explicitly that the moments obey the usual equivariance property µ(g · φ) =
(Ad∗g)µ(φ) = gµ(φ)g−1. Taking g · φ = φ˜ and φi = (γ, ψ, ψ) we have
µr(φ˜) = (Ad
∗v)µr(φ), µ(φ˜) = (Ad
∗v)µ(φ),
µl(φ˜) = (Ad
∗u)µl(φ), µ(φ˜) = (Ad
∗u)µ(φ),
cf (91) with ǫr = ǫr = cte. The supercharges transform under the global gauge group H or R-symmetry group. Note
that the residual gauge transformations become the stabilizer of the moments µl/r only when they vanish µl/r = 0,
becoming a symmetry of the symplectic quotient P , defined right below, and with coordinates (20). The non-Abelian
R-symmetry action is just the equivariance of the susy moments and the SSSSG symplectic form on the reduced phase
space P are now
ΩSSSSG = ΩWZNW |µl/r=0, P =µ̂−1(0)//H, (92)
where µ̂ ≡ (µl, µr). Clearly, this way of writing P is equivalent to the co-adjoint orbit formulation of section 2.
The moments for the light-cone translations x± → x± + ǫ± can be extracted directly from (27), by writing
Str (Λ,q±2) =
∫ +∞
−∞
dxStr
(
µ±,Λ
±
)
, Λ± ≡ ǫ±Λ. Their explicit form can be easily found from the Tµν components
written in below in section 7.1.
To finish, we write s and its associated moment maps µ : P →s∗ :
s =
(
h⊕ f⊥1 ⊕ f⊥3
)
⋉R
2, µl/r ∈ h∗, µ ∈ (f⊥1 )∗, µ ∈ (f⊥3 )∗, µ± ∈
(
R
2
)∗
. (93)
7 The 2d supersymmetry algebra with kink central charges.
We will find, under the second Poisson structure (39), the full23 Poisson superalgebra satisfied by the supercharges q(b)
and q(b) with b = zǫ, z2Λ and b = z−1ǫ, z−2Λ. There are no charges associated to k ∈ h because of (27) and (44), hence
all the brackets are computed on (92) with k ∈ h generating the R-symmetry group. The generators (b, b, k) span the
sub-superalgebra ŝ of (14) and the Poisson superalgebra is that of the symmetries of s of (15). As one would expect
from (83) and (21), the boundary central charge Z of the mixed bracket
{
q(zǫ), q(z−1ǫ)
}
2
∼ Z should be related to
the kink electric charge q0 of the global gauge symmetry H but, as we shall see, Z and q0 are not related at all and
in turn, Z turns out to be a generalization of the well known surface terms of the N = 1 and N = 2 sine-Gordon and
complex sine-Gordon model superalgebras [28] and [29], respectively.
23In [15] only half of the SUSY algebra were found, here we compute the whole algebra.
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7.1 The superalgebra using the Poisson bi-vector ΘSSSSG.
From (27), define q(zǫ) ≡ Str(ǫ, q−1), q(z−1ǫ) ≡ Str(ǫ, q+1) and recall q(z2Λ) = Str(Λ, q−2) and q(z−2Λ) = Str(Λ, q−2).
Using (40) we have
q(zǫ) =
∫ +∞
−∞
dx (j+(zǫ) + j−(zǫ)) , q(z
2Λ) =
∫ +∞
−∞
dx
(
j+(z
2Λ) + j−(z
2Λ)
)
,
q(z−1ǫ) =
∫ +∞
−∞
dx
(
j+(z
−1ǫ) + j−(z
−1ǫ)
)
, q(z−2Λ) =
∫ +∞
−∞
dx
(
j+(z
−2Λ) + j−(z
−2Λ)
)
,
where T++ ≡ j+(z2Λ), T−+ ≡ j−(z2Λ), T+− ≡ j+(z−2Λ) and T−− ≡ j−(z−2Λ). We use the brackets (42) and (43) in
the computation.
One important comment is in order here. It is not difficult to show that the brackets {q(zǫ), q(zǫ′)}2 and
{
q(z−1ǫ), q(z−1ǫ′)
}
2
are insensitive to the action of (25), hence they take the same value along the orbits (26) and the computation can be
done by using the local diffentials (41). The subtlety appears with the mixed bracket
{
q(zǫ), q(z−1ǫ)
}
2
, which is not
invariant. In this case we perform a compensating gauge transformation η± with β±1 = θ±1, where θ±1 are defined by
(81),(82).
Let us consider first the bracket of q(zǫ) with itself. This bracket was already computed in [15], then we pose only
the items necessary for compute it. From (41) we find the supercurrent differentials
dq j+(zǫ) = [y−1, ǫ] , dψj+(zǫ) = [y−2, ǫ] +
1
2
[y−1, [y−1, ǫ]] ,
dq j−(zǫ) = − [y−1, ǫ] , dψj−(zǫ) = −ǫ.
Using them, we have
{(j+(zǫ)) , (j+(zǫ′))}2 (L+) = − (D+, [dq j+(zǫ), dq j+(zǫ′)])− (Λ, [dψj+(zǫ), dψj+(zǫ′)]) ,
(D+, [dq j+(zǫ), dq j+(zǫ
′)]) = −2ǫ · ǫ′
(
Λψ∂+ψ +
(
q⊥
)2)
,
(Λ, [dψj+(zǫ), dψj+(zǫ
′)]) = −2ǫ · ǫ′
(
1
2
(
q‖
)2)
,
where we have used [ǫ, ǫ′] = 2ǫ · ǫ′Λ. Then, we get
{(j+(zǫ)) , (j+(zǫ′))}2 (L+) = −2ǫ · ǫ′
∫ +∞
−∞
dx+T++, T++ = −Str
(
1
2
(
q‖
)2
+
(
q⊥
)2
+ Λψ∂+ψ
)
.
In a similar way we have
{(j−(zǫ)) , (j−(zǫ′))}2 (L−) = − (∂−, [dq j−(zǫ), dq j−(zǫ′)])−
(
γ−1Λγ,
[
dψj−(zǫ), dψj−(zǫ
′)
])
,
(∂−, [dq j−(zǫ), dq j−(zǫ
′)]) = 2ǫ · ǫ′
(
1
2
γ−1ψγψ
)
,(
γ−1Λγ,
[
dψj−(zǫ), dψj−(zǫ
′)
])
= 2ǫ · ǫ′ (γ−1ΛγΛ)
and
{(j−(zǫ)) , (j−(zǫ′))}2 (L−) = −2ǫ · ǫ′
∫ +∞
−∞
dx−T−+, T−+ = Str
(
γ−1ΛγΛ +
1
2
γ−1ψγψ
)
.
At fixed time (dx± → ±dx) we have
{q(zǫ), q(zǫ′)}2 (Lx) = {(j+(zǫ)) , (j+(zǫ′))}2 (L+)− {(j−(zǫ)) , (j−(zǫ′))}2 (L−)
= −2ǫ · ǫ′
∫ +∞
−∞
dx (T++ + T−+) = −q
(
z2 [ǫ, ǫ′]
)
,
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and we have shown that
{q(zǫ), q(zǫ′)}2 (P) = −q
(
z2 [ǫ, ǫ′]
)
. (94)
By parity we have
{
q(z−1ǫ), q(z−1ǫ′)
}
2
(L′) = −2ǫ · ǫ′
∫ +∞
−∞
dx (T+− + T−−) = −q
(
z−2 [ǫ, ǫ′]
)
and we have that {
q(z−1ǫ), q(z−1ǫ′)
}
2
(P) = −q (z−2 [ǫ, ǫ′]) . (95)
Now we compute the mixed bracket of q(zǫ) with q(z−1ǫ), which is the novel part here. We need to find{
(j+(zǫ)) ,
(
j+(z
−1ǫ)
)}
2
(L+) = −
(
D+,
[
dq j+(zǫ), dq j+(z
−1ǫ)
])− (Λ, [dψj+(zǫ), dψj+(z−1ǫ)]) ,{
(j−(zǫ)) ,
(
j−(z
−1ǫ)
)}
2
(L−) = −
(
∂−,
[
dq j−(zǫ), dq j−(z
−1ǫ)
])− (γ−1Λγ, [dψj−(zǫ), dψj−(z−1ǫ)]) .
The differentials (41) including the action of (25) are given by
dψj+(zǫ) = [y−2 + θ−2, ǫ] +
1
2
[y−1, [y−1, ǫ]] +
1
2
[θ−1, [θ−1, ǫ]] + [y−1, [θ−1, ǫ]] ,
dq j+(z
−1ǫ) = −γ−1 [y+1 + θ+1, ǫ] γ, dq j+(zǫ) = [y−1 + θ−1, ǫ] , dψj+(z−1ǫ) = −γ−1ǫγ
and
dq j−(zǫ) = − [y−1 + θ−1, ǫ] , dq j−(z−1ǫ) = γ−1 [y+1 + θ+1, ǫ] γ, dψj−(zǫ) = −ǫ,
dψj−(z
−1ǫ) = γ−1
(
[y+2 + θ+2, ǫ] +
1
2
[y+1, [y+1, ǫ]] +
1
2
[θ+1, [θ+1, ǫ]] + [y+1, [θ+1, ǫ]]
)
γ.
Let us compute the easiest term first(
Λ,
[
dψj+(zǫ), dψj+(z
−1ǫ)
])
= −
(
q‖,
[
ǫ, γ−1ǫγ
])− (ψ, [[θ−1, ǫ] , γ−1ǫγ]) .
Now we consider (
D+,
[
dq j+(zǫ), dq j+(z
−1ǫ)
])
= − ([D+, dq j+(z−1ǫ)] , dq j+(zǫ))
=
(
ψ,
[
[y−1 + θ−1, ǫ] , γ
−1ǫγ
])
,
where we have used [
D+, dq j+(z
−1ǫ)
]
=
[
ψ, γ−1ǫγ
]
, ∂+ (y+1 + θ+1) = −γψγ−1.
Then, we have {
(j+(zǫ)) ,
(
j+(z
−1ǫ)
)}
2
(L+) =
∫ +∞
−∞
dx+Str
(
q,
[
ǫ, γ−1ǫγ
])
.
On the other hand we have(
γ−1Λγ,
[
dψj−(zǫ), dψj−(z
−1ǫ)
])
= −
(
q‖,
[
γǫγ−1, ǫ
])− (ψ, [γǫγ−1, [θ+1, ǫ]]) ,(
∂−,
[
dq j−(zǫ), dq j−(z
−1ǫ)
])
=
(
ψ,
[
γǫγ−1, [y+1 + θ+1, ǫ]
])
,
where we have used
[∂−, dq j−(zǫ)] =
[
γ−1ψγ, ǫ
]
, ∂− (y−1 + θ−1) = −γ−1ψγ.
28
Thus, we get {
(j−(zǫ)) ,
(
j−(z
−1ǫ)
)}
2
(L−) =
∫ +∞
−∞
dx−Str
(
q,
[
γǫγ−1, ǫ
])
.
Putting all together we have, at fixed time (dx± → ±dx), that{
q(zǫ), q(z−1ǫ)
}
2
(Lx) =
{
(j+(zǫ)) ,
(
j+(z
−1ǫ)
)}
2
(L+)−
{
(j−(zǫ)) ,
(
j−(z
−1ǫ)
)}
2
(L−)
=
∫ +∞
−∞
dx∂xStr
(
γǫγ−1ǫ
)
= Zǫ,ǫ, Zǫ,ǫ ≡ Str
(
γǫγ−1ǫ
) |+∞−∞
and we have shown that24 {
q(zǫ), q(z−1ǫ)
}
2
(P) = Zǫ,ǫ. (96)
Let us consider Zǫ,ǫ for some particular models in order to have a better feeling about its meaning
25. First we take26
ǫ = ǫif
(1)
i , ǫ = ǫjf
(3)
j and rewrite
Str
(
γǫγ−1ǫ
)
= ǫiǫjKij , Kij = Str
(
γf
(1)
i γ
−1, f
(3)
j
)
.
For the Pohlmeyer reduced AdS2 × S2 σ-model we have
K = 2
(
cosϕ coshφ − sinϕ sinhφ
sinϕ sinhφ cosϕ coshφ
)
.
The N = (1, 1) sine-Gordon model is obtained by taking φ = 0 and by supressing some fermions and SUSY parameters.
Putting φ = 0 above, we have KSG = 2µI cosϕ, where we have re-installed the mass parameter µ. In this case the
bracket (96) reduces to the well known result [28] (if we take ǫ1 = ǫ1 = 0 or ǫ2 = ǫ2 = 0){
q(zǫ), q(z−1ǫ)
}
2
(P) = ǫ · ǫ (2µ cosϕ |+∞−∞) .
For the Pohlmeyer reduced AdS3 × S3 models we find
K = 2

cosϕ coshφ sin (θ − χ) cosϕ coshφ cos (θ − χ) − sinϕ sinhφ cos (t− t′) sinϕ sinhφ sin (t− t′)
− cosϕ coshφ cos (θ − χ) cosϕ coshφ sin (θ − χ) − sinϕ sinhφ sin (t− t′) − sinϕ sinhφ cos (t− t′)
sinϕ sinhφ cos (t− t′) sinϕ sinhφ sin (t− t′) cosϕ coshφ sin (θ − χ) − cosϕ coshφ cos (θ − χ)
− sinϕ sinhφ sin (t− t′) sinϕ sinhφ cos (t− t′) cosϕ coshφ cos (θ − χ) cosϕ coshφ sin (θ − χ)
 .
At spatial infinity x → ±∞ we have that γ → γ0 ∈ H which is satisfied by the vacuum values φ(±∞) = 0 and
ϕ(±∞) = πn±, n± ∈ Z. Then, we can set KAdS3×S3 = diag(K+,K−), where27
K± = 2µ cosϕ
(
I sin (θ − χ)± iσ2 cos (θ − χ)) .
Strictly speaking, theN = (2, 2) complex sine-Gordonmodel cannot be obtained by truncation [2], but for illustrative
purposes we ignore this and take the limit28 φ = χ = t = 0. In this case we have that KcSG = diag(K+,K−), where
24If we compute
{
q(zǫ), q(z−1ǫ)
}
2
(L′x) , we get the same answer.
25Use the results of [15] with B → γ, F1i → f
(1)
i and F3j → f
(3)
j .
26The supraindexes (1), (3) denote the Z4 grading.
27The Pauli matrices are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
28This limit corresponds to γ = diag(γA, γS)→ diag(I2, γS), where A, S refers to the AdS and S spaces.
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K± = K±(χ = 0). If we take ǫ1=ǫ2 = ǫ1 = ǫ2 = 0 or ǫ3=ǫ4 = ǫ3 = ǫ4 = 0 we use K− or K+ respectively. For example,
if we choose K+ and rotate it to K
′ =M †K+M we recover the well known result [29]{
q(zǫ)′, q(z−1ǫ)′
}
2
= ǫiǫjK
′
ij |+∞−∞, K ′ = −2µi cosϕ
(
iI sin θ + σ3 cos θ
)
,
where M = − (σ2 − σ3) /√2. Thus, we conclude that Zǫ,ǫ is the general expression for the central charge of the 2d
supersymmetry algebra associated to the Pohlmeyer reduced GS σ-models on AdSn × S2, n = 2, 3, 5.
Finally, we write the Poisson superalgebra associated to the action s  P
{q(zǫ), q(zǫ′)}2 (P) = −q
(
z2 [ǫ, ǫ′]
)
,
{
q(z−1ǫ), q(z−1ǫ′)
}
2
(P) = −q (z−2 [ǫ, ǫ′]) , (97){
q(zǫ), q(z−1ǫ)
}
2
(P) = Zǫ,ǫ.
Remark 3 The kink central charge Zǫ,ǫ and the R± matrices in the Poisson brackets are related. By construction, the
soliton solutions satisfy the constraints µl/r = 0 and at quantum level, the symmetry superalgebra s gets q-deformed
s→ sq. Then, it would be interesting to study the precise relation among the saturation of the quantum Bogomolny
bound, the soliton masses, the deformation parameter q and the quantum R± matrices.
7.2 The superalgebra using the symplectic form ΩSSSSG.
Here we compute the Poisson superalgebra in a different way by using moments and Hamiltonian vector fields as
presented in section 6. In particular, we want to verify the result for the mixed bracket (96).
Start with the mixed bracket and consider a contraction of equation (87) with Xǫ =
(
δǫγ, δǫψ, δǫψ
)
ΩWZNW (Xǫ, Xǫ) = Ω+(Xǫ, Xǫ)− Ω−(Xǫ, Xǫ),
where we have to use (82)
δǫγ = ǫ̂γ, ǫ̂ =
[
Λ˜ψ, ǫ
]
− w⊥,
δǫψ =
[
q‖, ǫ
]
− [w⊥, ψ] , δǫψ = − [Λ, γ−1ǫγ]
with δγ(Xǫ) = ǫ̂γ, δψ(Xǫ) = −
[
Λ, γ−1ǫγ
]
, δψ(Xǫ) =
[
q‖, ǫ
]− [w⊥, ψ] . From (88) we have
Ω+(Xǫ, Xǫ) = − (̂ǫ, δq(Xǫ)) +
(
ǫ,
[
q, Λ˜δψ(Xǫ)
])
+
(
w⊥,
[
ψ, Λ˜δψ(Xǫ)
])
= −
(
q‖,
[
ǫ, γ−1ǫγ
])− ([[ǫ, Λ˜ψ] , ψ] , γ−1ǫγ)
= − (q, [ǫ, γ−1ǫγ])+ (µL, [ǫ, γ−1ǫγ]) ,
where we have used δq(Xǫ) = D+
(
γ−1δγ(Xǫ)
)
= D+
(
γ−1ǫ̂γ
)
=
[
ψ, γ−1ǫγ
]
. In a similar manner, we have
Ω−(Xǫ, Xǫ) =
(
ǫ, γ−1δψ(Xǫ)γ +
[
γ−1ψγ, γ−1δγ(Xǫ)
])
= −
(
q‖,
[
γǫγ−1, ǫ
])
+
(
γǫγ−1,
[
ψ,
[
Λ˜ψ, ǫ
]])
= − (q, [γǫγ−1, ǫ])+ (µR, [γǫγ−1, ǫ]) .
Putting all together and restricting to the symplectic quotient (92), we have
ΩSSSSG(Xǫ, Xǫ) = −
∫ +∞
−∞
dx∂xStr
(
γǫγ−1, ǫ
)
= −Zǫ,ǫ.
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After a tedious but straightforward calculation we can show that
Ω+(Xǫ, Xǫ′) = 2ǫ · ǫ′
∫ +∞
−∞
dx+T++ +
(
µR, 2ǫ · ǫ′q⊥ +
[
w⊥ǫ , w
⊥
ǫ′
])
,
−Ω−(Xǫ, Xǫ′) = −2ǫ · ǫ′
∫ +∞
−∞
dx−T−+
and by restriction we get
ΩSSSSG(Xǫ, Xǫ′) = 2ǫ · ǫ′
∫ +∞
−∞
dx (T++ + T−+) = q
(
z2 [ǫ, ǫ′]
)
.
In a similar way we have
ΩSSSSG(Xǫ, Xǫ′) = 2ǫ · ǫ′
∫ +∞
−∞
dx (T+− + T−−) = q
(
z−2 [ǫ, ǫ′]
)
.
Note that the last expressions are independent of the non-local terms present in the field variations (81),(82). This
is precisely what we found above in the computation done by using differentials, i.e, the invariance of the brackets (94)
and (95) under the action of (25).
Comparing with (97) we have that29
{q(a), q(a′)}2 (P) = −ΩSSSSG(Xa, Xa′), a ∈ ŝ.
8 Concluding remarks.
We have shown explicitly through simple arguments the existence 2d supersymmetry on the reduced phase space of the
GSsσ models on the target spaces AdSn × Sn, n = 2, 3, 5. However, several question are still open and there are some
interesting and important directions to be followed in the future. For example, the implementation of the Pohlmeyer
reduction on the path integral, e.g. [4], and the study of the supersymmetry in which perhaps, localization techniques
can be used. The role of the q-deformed supersymmetry. The supersymmetry associated to the reduction of the GSsσ
model on AdS4 × CP 3. A refine study of the relations between boundary terms and integrability, etc. We hope to
address some of these questions in the near future.
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