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ABSTRACT 
It is proved that, under certain conditions, an algorithm resembling the power 
algorithm in conventional linear algebra can be used to find the eigenvector and 
eigenvalue of a max-algebra system. If the conditions are not satisfied, the eigenvector 
can be found using an extension of the power algorithm. 
1. INTRODUCTION 
The theory of max algebra describes certain types of systems in a linear 
way, while these systems are not linear in the conventional algebra. An 
important class of systems are the discrete-event dynamic systems (DEDS). 
Many problems in, for example, transportation (train networks [l, 2]), produc- 
tion (flexible manufacturing systems [S]), and computer science (array proces- 
sors 121) can be modelled as DEDS. The common property of these networks 
is that the starting of an activity (train departure, product handling, computa- 
tion) depends on the finishing of several other activities (train arrivals, 
products put into buffers, intermediary computation results). Therefore, for a 
large class of systems, the starting time of an activity can be expressed as the 
maximum of a set of time instants, each being the starting time of another 
activity plus the transportation times between the corresponding activity 
nodes. An eigenvector of such a system with eigenvalue A expresses a regular 
behavior: if all activities start at times given by the eigenvector, then the next 
time they all start exactly h time units later. Two classical monographs 
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concerned with max algebra are [4] and [5]. In [4] a clear motivation for the 
use of max algebra is given and many applications are discussed. Both [4] and 
[5] treat the eigenvalue-and-eigenvector problem. 
Max algebra is defined by the operations addition and maximization 
applied to real numbers. The basic reference for this theory, applied to 
DEDS, is [6]. The max-algebra theory is still developing, as can be seen from 
recent publications: stochastic extensions [7, 81, Cramer and Cayley-Hamilton 
[9], eigenvalues [lo], spectral analysis [ll, 121. 
One of the main characteristics of any system is its largest eigenvalue. 
Most max-algebra systems (the strongly connected systems) have a unique 
eigenvalue, viz. the maximum average weight of any cycle. For strongly 
connected systems the number of eigenvectors is directly related to the 
number of disjunct critical circuits [6]. 
The algorithm described in this paper resembles the power algorithm in 
linear algebra, which is used to find the largest eigenvalue of a matrix and the 
associated eigenvector. See [Is] for the power algorithm in linear algebra. 
2. MAX ALGEBRA 
DEFINITION 2.1. The 7nax algebra (S, @ , B > is given as follows: 
(a) S = R U (E}, where E = - QZ and R is the set of reals; 
(b) @ is maximization in the usual ordering of S; 
(c) @ is the usual addition, where a 8 E = F 8 a = E for all a E S. 
This structure (S, @ , 8 > is a special kind of dioid, also called semiring, 
with 0 being the neutral element with respect to @, and E the neutral 
element with respect to @. It is not a ring, since a @ x = b does not have a 
solution x if a > b. We show below some max-algebra expressions and their 
linear-algebraic equivalents, the latter being the expressions on the right: 
x @ y = m=( x, y), 
xy=x@y=xXy, 
x n = nx, 
1 
- =xmn = -_72x 
xn 
n 
C, xi yi = max( x1 + yl,. . , x, + yn). 
i=l 
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The symbols @ and 8 are used because in this notation the generalizations 
of results from classical algebra are easily seen. 
DEFINITION 2.2. The matrix product A Q B = AB in max algebra is 
given by 
(A @ B)ij = f, Aik @ B,j = max (Ai, + Bkj) 
k=l 
k=l,...,r 
for i = 1,. , m and 
r X n, respectively. 
An example: 
j = l,..., n. Here A and B have sizes m X r and 
[i f $I= El. 
DEFINITION 2.3. The matrix sum A @ B is expressed by 
(A @ B)ij = Aij @ Bij = max( Aij, Bij) 
for i = 1, . . , m and j = 1, . . , n. Here A and B are both m X n matrices. 
DEFINITION 2.4. The multiplication of a matrix A and a constant c: 
(c B /Qij = c @ Aij = cAij = c + Aij 
for a matrix A of any size. 
In the next section we will need some max-algebra concepts which we 
state here. Proofs can be found in [4] and [6]. 
DEFINITION 2.5. If for some matrix A a vector u # [E, E, . . . , &IT and a 
number h exist such that A @ u = A Q V, then u is called an eigenvector of 
A, and h an eigenvalue of A. 
DEFINITION 2.6. The graph 3’ corresponding to an n X n matrix A is a 
ptir (v, 8) where z/ is the set of nodes (vertices) of g and 8 is the set of 
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arcs (edges) of ~5, such that the nodes are numbered from 1 to n and arc 
(j, i> from node j to node i is present in F if and only if Aij > E; in this 
case Aij is the weight of arc (j, i>. 
The reason that Aij is the arc weight (j, i) instead of (i, j) is that the 
evolution of the system x(k + 1) = A @ x(k), where the entries of the 
n X n matrix A are understood to mean transportation times, has a graphical 
representation in which the arc (j, i> represents the transportation from node 
j to node i. Hence, if x(k) d enotes the starting times of n transportation 
processes, then the starting times of the next processes are given by x(k + 1). 
The next time that process i can start is given by xi(k + 1) = Ai,x,(k) 
$ se* CB Ai,x,(k). So in this representation both the directions of the arcs 
and the interpretation of the system evolution are natural. 
DEFINITION 2.7. A path of length 1 in a graph is a sequence of arcs 
(i,,i,),(i,,i,),...,(il,il,,), 
which we will also denote i, -+ i, + **a + i, -+ il+l. A circuit of length 1 
is a closed path of length 1, viz. a path of the form i, -+ i, + *** + i, + i,. 
DEFINITION 2.8. A graph is called strongly connected if from any node i 
to any node j a path exists. If a graph is strongly connected, the correspond- 
ing matrix will be called irreducible. 
DEFINITION 2.9. The weight of a path i, + i, + 0.. + il_, + i, is 
the sum of the weights of the individual arcs. The average weight of a path is 
its weight divided by the number of arcs: (Aip, il + Ai3,i2 + 0.. +A,,,i,m,)/(l 
- 1). The circuit mean is the average weight of a circuit. 
THEOREM 2.10. For a strongly connected graph, the maximum circuit 
mean (taken over all circuits) is equal to the eigenvalue of the corresponding 
matrix. 
DEFINITION 2.11. Any circuit of maximum average weight is called a 
critical circuit. 
DEFINITION 2.12. For an n X n matrix A the matrix Al is defined as 
where ( AA)ij = Ajj - X. 
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LEMMA 2.13. ( Al)ij is the maximum weight of all paths from node j to 
node i in the graph corresponding to A,,. 
THEOREM 2.14. Zf A is irreducible with eigenvalue A, then the column 
( Al>.j is an eigenvector for all j in a critical circuit. 
THEOREM 2.15. Zf A is irreducible with unique critical circuit of length 
m with average weight h, then A is order-m periodic, i.e., there is a k, E N 
such that Ak+“’ = hmAk for all k > k,. 
The last theorem implies that, if A is irreducible, a k, exists such that 
Ak+mX 0 = h”Akxo for k 2 k,, for all x0. This expression is nontrivial if 
X0 # [E, E,. . .) ~1~. This is essential for the algorithms in the next sections. 
3. POWER ALGORITHM 
In this section we will assume that the n X n matrix A is irreducible, that 
A has a unique critical circuit with length m, and that the numbering is such 
that the critical circuit is 1 + 2 + 3 + -0. + m + 1. The arcs in the 
critical circuit have weights aI, a2, . . . , a,, which satisfy the relations 
ai = Aj+l i 
anI = A,,. 
for i = l,...,m - 1, 
(I) 
The eigenvalue is h = (a,a, *** a,)‘im = (l/mXa, + a2 + a** +a,,). 
The first algorithm to be discussed is applied to the cyclic part which 
occurs after multiplying an arbitrary vector with A a certain number of times; 
see Theorem 2.15. This algorithm was first suggested in [lo]. In the article 
concerned, the algorithm is stated and an example is given. No further theory 
is developed in [lo]. 
ALGORITHM 3.1 (Power algorithm). 
(1) Take an arbitrary vector x0 # [E, F, . , ~1~. 
(2) Multiply this vector with A several times, until Ak6+n~o = h”Ako*ro for 
some k,*, m, and h; see Theorem 2.15. 
(3) Let x(l) = Ak6+‘ro, 1 = 0,. . . , m. Then x(m) = hmx(0). 
(4) Define the vector u = (l/m)[x(O) + x(1) + ... +x(m - I)]. 
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Here k,* is used because k,* 6 k,. Now define the graph associated to the 
column (AL).,, i.e. the graph containing the paths with largest weight from 
node 1 to all n nodes. 
DEFINITION 3.2. LF~ = (Y, El) is the graph of critical paths with respect 
to (A,f).,, where Y= 11,. . . , a} and r; = {(i,j)l(A:)jl = (A,)ji(A:)i,}. 
LEMMA 3.3. The critical circuit is contained in Yl. 
Proof. The critical circuit of A, is the same as that of A, now with 
weight 0. Consider any j, 1 <j Q m. A path with maximum average weight 
in A, from node 1 to node j is 1 -+ 2 + *** + j. For, if another path has 
larger average weight, then the weight of this other path together with 
j --) (j + 1) + *** + m -+ 1 is larger than 0. This contradicts the fact that 
1 -3 2 -+ **. + m -+ 1 is the critical circuit. W 
LEMMA 3.4. In gl a path from node 1 to node j exists for all j = 
1,2, . . , n. 
Proof. The matrix A is irreducible, so A, is irreducible. Hence at least 
one path from node 1 to node j exists for all j. Moreover, the weight of any 
circuit in gr is smaller than or equal to 0 (the critical circuit has weight 0 
w.r.t. A,). So whenever a path to node j is extended to a path which ends at 
node j one more time, the average weight of this newly formed path is 
smaller than or equal to the average weight of the original path. So a 
maximum-weight path exists. n 
Next we define the graph F2, x.0) in which the presence of arc (i, j) 
expresses the fact that the value of the ith component of x(Z - 1) determines 
the value of the jth component of x(Z) for all 2 = 1, . . , m (so node j is 
always “triggered” by node i). 
DEFINITION 3.5. The trigger set of component j E {l, . . . , n) of the 
vector x(Z), 1 E { 1, . . . , m}, is 
TJ,l = {i E {l,..., n} Ixj(Z) = Alixi(l - l)] 
The triggers of component j are i E ?; = n l ?;., I. 
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DEFINITION 3.6. F2, x~o~ = (7, ZF2’2> is the graph of triggers, where Y= 
11,. . , n) and g2 = {(i,j)li E TJ. 
LEMMA 3.7. The critical circuit is contained in .Fg, rCo). 
Proof. Every node in the critical circuit is triggered by its predecessor in 
the circuit. Suppose that some node i is at some time I not triggered by its 
predecessor; then xi(Z) > a,_lxi_l(Z - 1). Since always xi(Z) >, ai_lxi_ 1 
(I - l), we have 
x~-~( m) 2 a,_l_l xj_l_l(m - 1) 2 *** > ai_l-1 *.* alam *” aixi(l) 
> 1.. > ai_l_l .** alam a*. ai_lx,_l(0) = A”x,_l(O). 
This is a contradiction, since x(m) = Amx(0). n 
LEMMA 3.8. If ?; # 0 for all j = 1,2,. . . , n, then in Fz, rCo) a path 
exists from node 1 to node j for every j = 1,2, . . . , 12. 
Proof, Suppose there is no path from node 1 to node j. Since q f 0, 
node j is triggered by at least one other node. Consider any such node. This 
node is also triggered by another node, etc. Continuing this “backtracking” 
procedure, since there are a finite number of nodes and each has its 
predecessor(s), the procedure ends in some circuit. This circuit is not the 
critical circuit, since a path from node 1 to node j does not exist. So this 
circuit has average weight w < A. Suppose this circuit contains p nodes. 
Then xi(9p) = wqPxi(0) for all nodes i in this circuit, for all natural 
numbers 9. But then also x,(mp) = w “Pxi(O> < h”Pxi(0). This is a contra- 
diction, since the cyclic behavior of the algorithm is x(m) = Amx(0), hence 
also x(pm) = hPmx(0). m 
THEOREM 3.9. The first m components q, vg, . . , v,,, of the vector u of 
Algorithm 3.1 are the correct eigenvector components. 
Proof. From Lemma 3.7, which states that the critical circuit is in 
9 2, +,), we can get expressions for the first m components of u. Using the 
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notation x(O) = [x1, x2,. . . , x,lT, we get 
Xl(l) 
x2(1) 
x3(1) 
?n(l) 
r 
ha, 
Xl% 
x2a2 
I . 
1% 
x1(3) 
x2(3) 
x3(3) 
%(3) 
la, m-l 
= 
x1(m - 1) 
x2(m - 1) 
x3(m - 1) 
Tn(m - 1) 
X1(2> x,-la77La7T-l 
x2(2) x7lla1aIll 
x3(2) = xla2al :_I : %(2> Xm-2am-lam-2 I3 
xm-2amam-lam-2 
xm-lalamam-l 
xnLa2a1anl . . , 
x2a,a,_l a.0 a3a2 
x3alam -** a4a3 
= x4a2al a** a5a4 
1 xlam_lam_2 a-- a,a, 
from which we get for the first m components of v = [x(0)x(l) *** x(m - 
1>1”“: 
xmx7n-1 *** x2xlam 
“I-la,“If . . . a;ay 
x,x,- 1 **. rexlam m-2am-3 . . . 0 m-l m-1 a2 al 
x,x,- 1 *** x2xlam 
m-3am-4 ... m-l m-2 
m-1 a2 al 
x,x,- 1 0 m-l 2 1 *** xZxlamam_l e-0 a2a1 
/m 
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Normalize the first part of this vector with respect to its first component: 
0 
m-l 
a1 
a2a3 ~0. a, 
m-2 m-2 
a1 a2 
aiai a** a”, 
ala2 *** a,_, 
(p-1 
m 
/m 
= 
= 
0 
a1 
I 
ala2 
A2 
a, -** a,_, 
ATT-1 
This last equality holds because the critical circuit is also in g?l (Lemma 3.31, 
from which we know that the weight ( A:),, = 0 (the critical circuit now has 
weight O), (ALj2r = al - A (the path with largest weight from node 1 to 
node 2 consists of arc a,), etc.; see Theorem 2.14. n 
For the next theorem we need the following lemma. 
LEMMA 3.10. Zf ?; # 0for all j = 1, . . , n, then .Fl contains F2, x(0). 
Proof. Lemma 3.3 and Lemma 3.7 state that the critical circuit is 
contained in both .9r and g2, xCoj. Now consider any node s which is not in 
the critical circuit. From Lemma 3.4 and Lemma 3.8 it follows that in both 
gr and 32, x(0) a path from node 1 to node s exists. Let such a path in .I!?~ be 
p, = 1 -+ rn; + rn; + .** --+ m$ + s, with arc weights a , 
a . . ..a a 
thI’;ath inmYG2,~~~ 
Here mi = ml - 1, to keep consistency with (1). I% 
‘be p, = 1 + 1; +I;+ *** -+ 1; + s, with arc weights 
a&, al*, . > alp, q+,. Similarly li = I,! - 1. Suppose that p, is not in .9’r. 
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Since p, is a path in gI and p, is not, we have 
(2) 
Since p, is a path in g2, xC,,j, we have that node 1; triggers s at each step 1: 
alp+Ixl;(Z - 1) 2 a,y+ix,4Z - 1). 4 (3) 
The fact that p, is in g2, rCoj gives the equalities 
a,p+lx,;(Z - 1) = alpalp+,Xl;_,(Z - 2) = ... 
= allal *-- azpal,+, x1(1 -p - 1). 
Because x(Z) = Ax(Z - 1) for all 1, it also holds that 
(4 
a m,+,%n$t~ - 1) 2 %q%q+,%n;_,~~ - 2) a .-* 
> amlam -*- a, a y mq*,xl(~ - 4 - 1). 
From (2), (3), (4, and (5) we obtain 
(5) 
a&al* *. * a$,%, + ,x1(1-p - l)(~a,g+lxl,(Z - l)(~am~,+,x,~(Z - 1) 
(5) 
> a,,a,, a-* a, a 
2 ‘, m9+,X1t~ - 4 - 1) 
SO that x&Z - p - 1) > h9_rx,(Z - q - 1). This holds for all natural num- 
bers 1. If p = 9 we have x,(Z) > x,(Z), which is a contradiction. For p > q 
we get (substitute 1 = LY -t p + 1) 
x1( a) > X-Pq( cy + p - q). 
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Again we get a contradiction: 
x,(O) > A4-PX,( P - 9) 
> x-p/Y-PX,( p p - 4) = /+2(VP) %W P - 9)) 
77 
> . . . 
> (hm)9-p r1(m( P - 9))a 
from which x,(m(p - 9)) < (hm)P-9~1(0). 
X(LY~) = (hm)ax(0). For the case p < 9 
similarly. 
This contradicts the property 
the contradiction is obtained 
Hence p, is a critical path from 1 to s, so .Yi contains .YZ xC0). 
Using this lemma the main theorem can be proved. 
THEOREM 3.11. Algorithm 3.1 gives the eigenvector v $ and only if 
?; # 0forj = 1,. . . , n. 
Proof. “If”: For the first m components of u see Theorem 3.9. For any 
node which is not in the critical circuit, a path from node 1 to this node exists 
in gZ r(0) (Lemma 3.8). Let this path be 1 -+ 1; + 2; + *a* + Zi;,,,+,,_ i + 
lh,,+, with arcs alI, a12, . . , al , where p < m and N is some natural 
number. As in the above proof,‘rj+L 1: - 1. Then 
The fact that gi contains gg, xCo) (Lemma 3.10) implies that the path from 
node 1 to node lNm+r in ~7% ,..a) lies also in gi; hence from the characteriza- 
tion of A, (Theorem 2.14) it follows that 
( A,+)lk,+,,l r ?F . . . +’ 
So we have to prove that 
I$! = 
qal, ... al,,+p 
‘V”l+p ~Nm+p 
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Expressions that can be derived from the path in g2, xCOj are 
Now we want to express x~~,+~, xl, . , xl, _ in variables 
Xl,...,X,. Following the expressions abozf !jll;) next e&&!i%‘can be found: 
But from the periodicity it also holds that 
xlh,+,(( N + 1)m) = A(N+l)mxlh,+,(0) = A(N+l)“‘xlhm+p, 
so 
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Now we can write down v~;,+~: 
X . . . 
a, 
xx, Nm+p 
uz,,+p_l **’ ~l,%l 
AN” 
(a Ghtp ~z,,+p_, *** UIJrn = x,x,_1 *** x2x1 
( ANm)m 
79 
1 
l/m 
Xu;-‘-Pu;If-P . . . a2 1-p qP ) 
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which is in the normalized vector (with respect to vi; see proof of Theorem 
3.9) 
“Only if’: If q = 0 f or some j, then the first part of the eigenvector 
calculation (i.e. with respect to the critical circuit) remains the same, because 
these nodes trigger each other; see Theorem 3.9. Let the path from node 1 to 
node j in S’i be 1 + 1, -+ 1, + **a -+ 1, -+ j. If T,, = 0 for some i E 
{I,. , p), then set j = min,(ZiITIL = 0). In this way the path 1 -+ I, -+ 1, 
+ .** --j E, + j is obtained, where Algorithm 3.1 gives the correct compo- 
nents q< = ( A:)l,,l, i = 1,. . . ,9. But node j is, at some step of the 
algorithm, not triggered by node I,, 
Hence v is not the eigenvector (A:).,. 
so the value 9 is larger than (ATIj,. 
n 
Along the lines of the “only if” part of the above proof we can prove the 
inverse inclusion of Lemma 3.10. 
LEMMA 3.12. Zf TJ # 0 for all j = 1, . . . , n, then g2, xcOl contains gl. 
Proof. The critical circuit is in both .!Yi and gZ, xCo). Consider any node j 
which is not in the critical circuit. Let the path from node 1 to node j in gi 
be like the one in the “only if” part of the above proof. Then this path is also 
in gs, X(O)? since if not, for some node i in this path Us > (Ah+Iil. n 
Lemmas 3.10 and 3.12 lead us to the statement of the following theorem, 
included here for future use. 
THEOREM 3.13. Tj # 0 for all j = 1, . . . , n if and only if Fl = F2, xco). 
Proof. “If”: In Pi a path exists from node 1 to any other node (Lemma 
3.4), so in Zs rCo) a path exists from node 1 to any node. So every node has a 
predecessor in .Y2, xCo) (node 1 has a predecesor because the critical circuit is 
in gs, xc~)). H ence, by definition of gs, xCo), we have 2; f 0 for all j = 
1 ,...,?z. 
“Only if”: Follows from Lemma 3.10 and Lemma 3.12. n 
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4. EXTENDED POWER ALGORITHM 
The condition that Tj # 0 for all j is not always satisfied. It is, however, 
easy to obtain the correct eigenvector if Algorithm 3.1 is applied anyway. The 
eigenvector components corresponding to the critical circuit are always 
correctly calculated; see Theorem 3.9. Algorithm 3.1 thus yields a vector u of 
which at least m components are correct. All j for which (Au)j # Anj are 
wrong components. Such nodes are detected by multiplying u with A. It may 
also happen that ( AU)j = $., but 9 # ( A:)jr. These nodes cannot be 
detected in such a simple way. 
The correct eigenvector is found by setting q = vj if (AU)j = hq, i$ = E 
if ( Aujj # hvj, and multiplying V with A until AkV = hAk-r~. The principle 
of this method may be seen as a “wavefront” going through the vector V, 
starting from the critical circuit, and correcting the components, first those 
which were reset to E, and then those which had been influenced by these 
reset ones. The following theorem states that indeed the correct vector is 
found after a finite number of multiplications. 
THEOREM 4.1 Zf the vector u given by applying Algorithm 3.1 is not 
the eigenvector of A, then the eigenvector is found as follows: Define V by 
Uj = 
i 
9 if ( AU)j = hy, 
& if (AU)j Z hy. 
Multiply V with A repeatedly until A Pi7 = hAP_ ’ ii. This happens for some 
finite p. 
Before we prove this theorem we will state a useful lemma. 
LEMMA 4.2. Zf i, is some vector with i$ = (Ah+jql for all q = 1, . . . , m 
(all values for critical circuit are correct) and Et 
1, . . , n (all values are less than or equal to ‘x. 
< ( A,fj4, for all q = m + 
t e eigenvector values), then 
A% = hAp_ % for some finite p. 
Proof. If C, = (A:)., th en p = 1. Consider the graph k7r of critical 
paths. Consider a node j for which g < ( A:jjl. Since a path from node 1 to 
node j exists in gr (Lemma 3.4, there is a first node j, on this path for 
which $ < (AA+)jlr. For this node ( AG)j, = h(Ah+)jll, since it is triggered by 
its predecessor in the path [because all other nodes q have values smaller 
than (A,+),,]. To any node on this path between nodes 1 and j, corresponds 
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a correct ui-component, and this component will remain correct, since the 
critical circuit always remains correct (the cyclic behavior) and correctly 
triggers its successors on paths in gi. Hence all nodes are reached when 
tracking all paths from node 1 to all other nodes in gi. n 
Proof of Theorem 4.1. Algorithm 3.1 gives the correct eigenvalue A and 
the correct eigenvector components of the critical circuit. The other values 
may be correct or wrong. There can be two types of wrong components: 
those which can be detected by a single multiplication and those which 
cannot. Let us define the sets Vi, {, i = 0, 1,2, . . . , V,, V, as follows: 
vl,i = (q E (L..., n} I(Aii& = A”( A&} , 
v, = (q E {l,...,n)lVy = 3, 
v, = (1,. ‘. , n) \ (V,,, u V,) 
Thus V,, i is the set of components of A” V which are correct, V, is the set of 
components of V which are identifiably wrong, V, is the set of wrong 
components of which it is not known that they are wrong. It suffices to prove 
that a number p exists for which Vi, p = (1, . . , n}. 
Now we shall distinguish three cases, covering all possibilities for V,. 
Case 1: V, = 0. All wrong components of V are E. Apply Lemma 4.2. 
Case 2: V, # @and no component of V, is cyclically triggered. By this 
last statement we mean that no qi E V, triggers some q2, q2 triggers 
q3,...> q1 triggers ql, when multiplying V by A any number of times. It is 
therefore not possible for all components in V’s to be triggered by compo- 
nents in V, when multiplying V by A once. So at least one component 
q E V, is triggered by a component j E Vi,, U V,. If j E V, then (A;), = 
E. If j E Vi, O then (AC), < A( A:),,. By the next multiplication at least one 
more component of V, gets the value ( A'V),,, < A’( A:jql. This continues 
until all elements of V, reach a value smaller than or equal to the eigenvector 
value. However, it is still possible that some nodes in V, trigger each other 
cyclically. Let such a cycle have length 1 and average weight w. Since w < A, 
we get (A’V), < A’Cg. So the qth component decreases (with respect to the 
correct components of 5) as long as it is cyclically triggered. This means that 
it reaches a value smaller than or equal to ApdAL)yl for some finite p,. This 
holds for all such components. So we are back in case 1. 
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Case 3: V, # Oand some component q of V, is cyclically triggered. By 
exactly the same argument as above for the cyclic triggering of nodes from 
V,, the nodes in V, reach values smaller than or equal to the corresponding 
eigenvector components. So we get back to case 2. w 
The preceding theorem shows that it is not necessary to check all sets Tj, 
but that the eigenvector can be found by a slightly different algorithm. 
ALGORITHM 4.3 (Extended power algorithm). 
(1) Apply Algorithm 3.1. 
(2) Compute Au; if Au = Av then stop, else go to (3). 
(3) Set 
Uj = 
i 
9 if (AU)j=hy, 
& if (Au)~ Z A?. 
(4) Compute AC, A’G, . . . , AkV, until AkG = hAk-‘Z for some finite k; 
Ak- ‘5 is the eigenvector. 
5. EXAMPLES 
We will give three examples. For the first example the conditions for 
Theorem 3.11 are satisfied. In this case the correct eigenvector is found using 
the first algorithm. In the other examples the conditions are not satisfied. The 
first algorithm yields some wrong components. In the second example all 
wrong components can be detected; this is not true for the third example. 
However, in both cases the second algorithm works just fine. 
EXAMPLE 5.1. The vector x0 = [O, 0, OIT multiplied by 
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gives the sequence 
[~]-[il_[i]-[Ii]=9[a]. 
x(O) x(l) x@) 
m = 2, A = p = 4;, k,* = 1, 
Tl = l-l Tl,, = (21 = (21, 
T2 T2,, n = n = {I), 
Tz = Ta,l n = (2) = 
A is shown below and has critical circuit 
1 -+ 2 + 1. Despite the fact that node 3 is not in the critical circuit, the third 
component of LJ is correct. Here V, o = {1,2,3}, V, = V, = 0: 
The graphs gI and z?s’~, xC0j 
AA): 
are identical (in thick lines; the weights are in 
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From the paths in g1 it can be seen that 
(Ah+)11 = 0, 
(A,+),, = h 
(A& = -1, 
and indeed (Al)., is a multiple of u, namely - 6;~. 
EXAMPLE 5.2. The vector x0 = [0, E, &IT multiplied by 
& 3 E 
A= [ 2 E 1 1 2 2  
gives the sequence 
m = 2, )++2+, k,* = 2, 
*1 = Tl.1 l-l Tl,, = (2) n (2) = (21, 
T, = T,,, n T,,, = {I} n {1,3} = {I}> 
Ts=TslnT,,, > 
+], +j;3~ij’:~;jz~A~, 
so Afi is the eigenvector. Hence V, 0 = (1,2}, V, = {3), V, = 0. Here 
V I,1 = 11,% 3). Th e critical circuit is l’* 2 + 1. The third component of u 
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is not correct, and node 3 is not in the critical circuit: 
The graph gI (thick lines) is 
From .Y1 we observe that 
(A,+),, = 0 
(A:),, = -i, 
(A& = -1, 
and indeed (A{ >.I is a multiple of AG, namely - 7iAC. Here FI # .YS, xC0j, 
since gz rCoj is 
EXAMPLE 5.3. The vector x0 = [O, E, E, &I* multiplied by 
& 3 & 1 
AE2&lE 
[ 1 1 2 2 & & & 1 & 
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gives the sequence 
x(O) x(l) r(2) 
m = 2, A=; 4, k,* = 2, 
7; 
Au= 
H 
7 
7 
# Au, 
6 
1 
u= - 
2 
T, = TL,, n TI.2 = (2) n {z} = (21, 
G = G,, n T,,, = (1) n {1,3} = {l), 
T3 = T3,1 n T,,, = {1,3} n (2) = 0, 
T4 = T4,1 n T&2 = {3} n {3} = {3}, 
so A2E is the eigenvector. Here we have Vi,, = {1,21, V2 = (31, V3 = (41, 
and V, I = 11,2,31, Vi.2 = { 1,2,3,4}. The critical circuit is 1 + 2 -+ 1. The 
third component of u is not correct, and node 3 is not in the critical circuit. 
Node 4 is not in the critical circuit, but v, was not detected to be wrong. 
6. CONCLUSIONS 
In this article we have stated and proved the max-algebra equivalent of 
the power method. By this method the eigenvector and eigenvalue of a 
strongly connected max-algebra system can be calculated. The algorithm 
works if some conditions are satisfied. These conditions are not easy to check. 
For this purpose an extended algorithm is provided. After application of the 
first algorithm one simple test is necessary for this extended algorithm. If the 
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result of this test is that the eigenvector has not yet been found, then some 
finite number of matrix multiplications are to be performed additionally. 
We did not address items such as computational efficiency and rate of 
convergence for the transient behavior before the cyclic part x(O), . . , x(m). 
For the power algorithm in linear algebra this rate of convergence depends 
on h/h,, where h, is the second largest eigenvalue. In [6] it has been shown 
that in max algebra the length of the transient depends on h/h,, where A, is 
the second largest average circuit weight. For an efficient algorithm which 
calculates the eigenvalue only, the reader is referred to [Id]. 
In this paper only the special case of a strongly connected system with 
unique critical circuit is dealt with. This case can, however, be seen as the 
most important one from which other ones can be deduced. Moreover, in 
practical situations the critical circuit is generically unique. 
It can easily be argued that the algorithms work also in the case of a 
connected (but not strongly connected) system with unique critical circuit, 
and where the strongly connected part consists of one component. Then for 
the strongly connected part the eigenvector characterization remains the 
same. For branches of the corresponding graph which leave the strongly 
connected part the eigenvector components are also determined as above 
(this can be seen by adding an arc with a small enough weight at the end of 
such a branch). Nodes in a branch arriving at the strongly connected part 
have an eigenvector component equal to E, since the first node in the branch 
has no predecessor. These components are correctly determined by the 
algorithms, since A% = E. The eigenvector is unique. 
It is clear that the algorithms will never work in the case of a noncon- 
netted system where the different connected components have different 
average critical circuit weights. Neither will it work if the system is connected 
but the strongly connected part has two or more components. The system 
matrix is then not periodic. 
In the case of multiple disjunct critical circuits in a strongly connected 
system, the period of A is the least common multiple of the lengths of all 
critical circuits. Numerical tests indicate that the algorithms result in a 
correct eigenvector; however, the eigenvector is not unique and cannot easily 
be characterized. This is a matter for future research. 
Here only the case of max algebra is treated. The algorithms will also hold 
in many other algebraic structures; see e.g. [5] for such extensions. 
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