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Las ciencias de la computación han enfrentado desde su concepción una gran
cantidad de problemas complejos de optimización. Éstos al ser generalizados
y formalizados permiten con su progresiva solución superar una gran variedad
de desafíos en todos los campos de la actividad humana. La dificultad radica
en que muchos de estos problemas tienen un carácter combinatorial y no
permiten su resolución directa con métodos exactos más que en casos donde el
tamaño del espacio de soluciones a explorar es pequeño, lo que muchas veces
no coincide con el escenario real de aplicación, y por tanto resulta inviable.
En los casos, donde el tamaño del problema no permita la exploración
exhaustiva del espacio de soluciones por medio de métodos exactos, se puede
recurrir a métodos aproximados. Éstos, si bien no garantizan encontrar una
solución óptima, muchas veces pueden encontrar soluciones de alta calidad, y
por lo tanto, su utilización puede asociar un alto impacto industrial, ecológico
o social. Es justamente desde esta perspectiva, que el presente trabajo explora
y presenta nuevas formas para enfrentar problemas de optimización combina-
torial.
Los problemas de optimización combinatorial (CO) P = (P, f), fueron
definidos en un trabajo fundacional de Papadimitriou y Steiglitz [93] como un
conjunto finito de objetos P y una función objetivo f : P 7→ R+ que asigna un
valor de costo no-negativo a cada objeto s ∈ P . Así, el proceso de optimización
consiste en encontrar un objeto s∗ de costo mínimo. En este contexto, debe
notarse que minimizar una función objetivo f es lo mismo que maximizar
la función −f . Ésta es la razón por la cual todo problema de optimización
combinatorial puede ser descrito como un proceso de minimización.
El enfoque más sencillo dentro de los métodos aproximados, es la apli-
cación de técnicas heurísticas que construyan progresivamente una solución al
problema en cuestión, como lo realizan las heurísticas constructivas, o bien a
través de la búsqueda sistemática dentro de la vecindad de una solución previ-
amente determinada, como se realiza en el caso de las heurísticas de búsqueda
local.
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Si bien las heurísticas se caracterizan por encontrar soluciones rápida-
mente, tienden a obtener soluciones mediocres debido a la imposibilidad de
eludir óptimos locales, esto se debe principalmente a que las heurísticas no
proveen de mecanismos que les permitan escapar de estas condiciones como
sí lo tienen las técnicas metaheurísticas, las cuales son introducidas a conti-
nuación.
1.1 Metaheurísticas
Los algoritmos metaheurísticos (MH) combinan heurísticas constructivas y/o
de búsqueda local con otras ideas dentro, de un framework de control de mayor
nivel que supervisa el proceso de optimización llevado a cabo. Esto lo realizan
pudiendo utilizar la información proveniente de las distintas subtécnicas que
la componen y fases del algoritmo.
Las metaheurísticas poseen prestaciones que les permiten hacer frente a
los óptimos locales, logrando con ello mejorar sustantivamente los resultados
de las técnicas heurísticas. El origen de las metaheurísticas se encuentra en
el dominio de las comunidades de Inteligencia Artificial y la Investigación de
Operaciones [103][54][15] en los años ‘70. Una parte de ellas están inspiradas
en procesos naturales como la evolución de las especies o el comportamiento
de las hormigas durante la búsqueda y recolección de alimento, y la otra res-
ponde a una simple extensión de heurísticas como Greedy o búsqueda local.
Otras características inherentes a las metaheurísticas son el uso de compo-
nentes estocásticos y la posesión de múltiples parámetros que controlan su
comportamiento, que deben ser ajustados de forma ad-hoc en cada problema
abordado.
Una forma común de clasificar las metaheurísticas es distinguiendo las
basadas en una única solución (single solution based metaheuristics) de aque-
llas basadas en un conjunto o población de ellas (population based metaheuris-
tics) [19]. En forma simplificada se puede establecer que una MH es exitosa,
si lograr balancear correctamente los dos aspectos del proceso de búsqueda
en el espacio de soluciones. El primero de ellos tiene que ver con la intensifi-
cación o explotación de las mejores soluciones en zonas confinadas del espacio
de soluciones, mientras el segundo guarda relación con la diversificación o
exploración de diversas zonas, en búsqueda de nichos potenciales de nuevas
soluciones potencialmente de calidad. Un factor diferenciador entre las MH es
la forma como se realiza este balance [5]. En términos de las taxonomía pro-
vista se puede afirmar que las MH simples basadas en una única solución se
orientan más hacia la explotación de soluciones, mientras que las MH basadas
en población de soluciones se caracterizan por su capacidad de exploración
del espacio de búsqueda.
Algunos ejemplos prominentes de metaheurísticas basadas en un única
solución son búsqueda de vecindad variable (variable neighborhood search),
búsqueda local iterativa (iterated local search), recocido simulado (simulated
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annealing) y búsqueda Tabú (tabu search), el procedimiento de búsqueda
aleatorizada voraz adaptativa (GRASP), algoritmos voraces iterados (Iter-
ated Greedy Algorithm). Mientras que los exponentes más relevantes de las
MH basadas en población de soluciones lo constituyen la familia de algorit-
mos evolutivos (evolutionary algorithms) y la optimización por colonias de
hormigas (ant colony optimization).
1.1.1 Metaheurísticas basadas en solución única
Esta clase de metaheurísticas también son llamadas métodos de la trayecto-
ria, debido que parten desde una solución inicial y se desplazan desde esta
describiendo una trayectoria sobre el espacio de búsqueda. Algunos de estos
métodos por consiguiente pueden ser vistos como una extensión inteligente de
las técnicas de búsqueda local. A continuación se realiza una breve descripción
de las ideas básicas bajo las este tipo de MH.
Procedimiento de búsqueda aleatorizada voraz adaptativa
(GRASP)
La metaheurística Greedy Randomized Adaptive Search Procedure (GRASP),
corresponde a una de las metaheurísticas más simples, la cual conjuga heurís-
ticas constructivas y de búsqueda local. En términos generales GRASP con-
templa dos etapas, en la primera se utiliza una heurística greedy aleatoria, con
la cual se construye una solución para la instancia del problema abordado. En
cada paso de construcción de una solución llevada a cabo por el algoritmo
greedy aleatorio se selecciona un nuevo componente de solución desde una
lista restringida de candidatos. La longitud de esta lista está determinada
por un parámetro que llamaremos α, en caso de que α = 1 la heurística se
transforma en una heurística greedy (determinista), mientras que si α toma
la longitud del tamaño de componentes de solución disponibles, conllevará a
la generación de una solución completamente aleatoria.
La segunda etapa consiste en la aplicación de la técnica de búsqueda local
sobre la solución provista previamente por la técnica greedy aleatoria, con esto
se buscan soluciones de mejor calidad en la vecindad de la solución original.
El algoritmo itera entre estos dos pasos hasta cumplir con algún criterio de
término. Es interesante notar el bajo consumo de memoria de esta técnica,
como también el hecho de que arranca con una nueva solución en cada iteración
(multi-start). Festa y Resende revisan extensamente GRASP en [44] y su
aplicación sobre problemas de optimización combinatorial en [45], por más
antecedentes se recomienda revisar [104].
Algoritmos voraces iterados (IG)
Los algoritmos voraces iterados (Iterated Greedy Algorithm (IG)) [108], tiene
la fortaleza de ser muy eficiente en términos computacionales debido a la
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simpleza su algoritmo. La idea subyacente es bastante sencilla. IG comienza
generando una solución inicial, posteriormente en cada iteración del algoritmo
la solución es parcialmente destruida en forma probabilística. Esta destrucción
consiste en la remoción de componentes de solución. La probabilidad de elimi-
nación de componentes está determinada en función de la potencial utilidad de
estos. Luego de la etapa de destrucción se realiza un proceso de regeneración
usando posiblemente la misma técnica greedy de construcción ya empleada
en la fase previa. Es admisible además utilizar optativamente luego de la re-
construcción una búsqueda local. Al finalizar cada iteración se determina la
aceptación de la solución generada como solución actual, en base a un criterio
que por un extremo puede aceptarla sólo si ésta significa una mejora respecto
a la actual, y por otro aceptarla siempre; en la práctica se establecen crite-
rios intermedios, los cuales pueden incluso tener un carácter dinámico. Este
algoritmo itera sobre las etapas de destrucción, reconstrucción y verificación
de aceptación mientras no se cumpla un criterio de término establecido.
Búsqueda local iterativa (ILS)
La búsqueda local iterativa (Iterated Local Search (IG)), fue introducida por
Stützle en [112], corresponde a una idea simple con cierta similitud a GRASP;
pero con la diferencia de que en ILS no se parte de una solución independiente
con cada iteración del algoritmo. ILS produce una solución inicial mejorada
con búsqueda local, que es posteriormente modificada iterativamente a través
de un proceso de perturbación, el cual consiste en modificar componentes de
la solución relacionada con un óptimo local. Esto depende lógicamente del
problema. Las perturbaciones pueden ser de tamaño fijo o adaptativo. Este
proceso que considera la historia de búsqueda realizada debe ser equilibrado,
puesto que de ser muy débil no permite escapar de los puntos de atracción
de la solución actual, y por otro lado al ser muy fuerte tendría el mismo
efecto de un re-arranque aleatorio. De forma similar a los algoritmos voraces
iterados, cada iteración finaliza con la aplicación de una función que verifica
la aceptación de la nueva solución creada como solución actual. Esta función
también puede considerar la historia del proceso de búsqueda. Una revisión
completa de ILS y sus aplicaciones está disponible en [77].
Recocido simulado (SA)
El Recocido simulado (Simulated Annealing (SA)) es sin lugar a dudas una
de las metaheurísticas más antiguas [84], y una de las primeras en considerar
un mecanismo específico para escapar de mínimos locales durante el proceso
de optimización. Esta técnica imita el proceso de recocido de metales y vidrio
desde estados de alta energía que al ser enfriados con un plan adecuado se
estabilizan en configuraciones de baja energía. Este descenso controlado de la
temperatura permite reducir las tensiones internas de los materiales tratados a
través de un proceso de reordenamiento molecular que disminuye en intensidad
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a medida que baja la temperatura. En términos algorítmicos esto se recrea
en (SA) de la siguiente forma: primero se genera una solución inicial para
el problema planteado y una temperatura inicial alta, luego a medida que
esta temperatura decrece se selecciona de forma iterativa una solución en la
vecindad de la actual y se acepta como nueva solución actual considerando lo
siguiente: si la solución es mejor a la presente siempre se acepta, mientras que si
esta es peor es aceptada probabilísticamente en base a la temperatura actual y
la diferencia de calidad de la solución respecto a la vigente, lo cual se denomina
"movida cuesta arriba". La temperatura se baja de forma planificada a medida
que se itera –disminuyendo con ello la probabilidad de una "movida cuesta
arriba"– hasta alcanzar algún criterio de término. Esta técnica ha tenido un
amplio estudio y desarrollo de variaciones, lo cual se puede verificar en la
siguiente bibliografía [30, 47, 72, 74, 114, 25].
Búsqueda Tabú (TS)
La búsqueda tabú (Tabu Search (TS)), es una metaheurística muy antigua
[55], la cual hace uso explícito del historial de búsqueda para escapar de mín-
imos locales, además de como mecanismo para controlar la exploración del
espacio de búsqueda. Esto lo logra utilizando el recurso memoria a través de
una estructura llamada lista Tabú, que almacena atributos de las soluciones ya
visitadas, e impide a la metaheurística volver a seleccionarlas mientras estén
dentro de tal lista. Desde este punto de vista, la lista genera una vecindad
restringida donde la metaheurística puede realizar la exploración en cada it-
eración, y desde donde se selecciona la mejor solución disponible y se visita.
La lista Tabú al estar llena, descarta el registro de las soluciones más an-
tiguas visitadas. Debe considerarse que, si la lista tuviese longitud infinita,
se bloquearía permanentemente la posibilidad de explorar zonas del espacio
de búsqueda. La determinación de la longitud de la lista Tabú es muy impor-
tante, puesto que si el tamaño es pequeño permite que el algoritmo realice una
exploración confinada en una zona de el espacio de búsqueda. Por otro lado,
si la lista es grande la búsqueda se diversifica debido a la gran cantidad de
zonas prohibidas de visitar. Es posible encontrar implementaciones donde el
tamaño de la lista Tabú es determinado de forma dinámica. Una descripción
extensa de esta técnica se encuentra en [54] y [21].
Búsqueda de vecindad variable (VNS)
Este algoritmo fue propuesto por Hansen y Mladenvic [85, 86] y puede ser visto
como una variante probabilística de (Variable Neighborhood Descent (VND)),
teniendo también al igual que éste, estrategias para conmutar entre distintas
funciones de vecindad, pero en el caso de la búsqueda de vecindad variable
(Variable Neighborhood Search (VNS)), se realiza de forma controlada para
diversificar la búsqueda y escapar de mínimos locales. VNS requiere un con-
junto finito de funciones de vecindad para el problema como entrada. Al entrar
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en operación esta metaheurística genera una solución inicial y luego en cada
iteración realiza tres operaciones sacudir, búsqueda local y mover. Sacudir está
referido a elegir una solución aleatoria de la k−esima vecindad de la solución
actual, para luego generar una búsqueda local sobre esta solución, si el resul-
tado obtenido es mejor que la solución actual, la nueva solución reemplaza a
la preexistente, en este caso se reinicia k referenciando la primera función de
vecindad, sino se procede a la siguiente función disponible, incrementando k.
Una revisión de VNS y sus extensiones está disponible en [60].
1.1.2 Metaheurísticas basadas en población de soluciones
Este tipo de MH, a diferencia de los métodos de trayectorias, utilizan un con-
junto de soluciones que pueden ser recombinadas o alteradas principalmente
motivado por mecanismos sintetizados de la teoría de la evolución de Dar-
win (Algoritmos Evolutivos) , o bien buscan explotar las interacciones entre
estas soluciones buscando el desarrollo de un proceso inteligente de búsqueda
inspirado en la etología, sin un mayor control central sino centrado en la auto-
organización (Swarm Intelligence). Los principales exponentes de este tipo de
MH se presentan a continuación.
Optimización basada en colonia de hormigas (ACO)
La Metaheurística Ant Colony Optimization (ACO) fue introducida por
Dorigo [37, 34, 36], esta tiene una inspiración biológica, en particular esta
observa la conducta y mecanismos usados por las colonias de hormigas para
la búsqueda de la ruta más corta entre fuentes de alimento y su colonia. El
algoritmo trabaja sobre el conjunto de componentes de solución para el pro-
blema abordado, a los cuales les asocia valores de feromonas. Estos valores se
establecen a través de un modelo probabilístico parametrizado que resulta ser
el componente más importante de ACO. El funcionamiento de este algoritmo
se basa en dos pasos:
1. Se construye un conjunto de soluciones candidatas usando modelos de fe-
romonas, esto es, a través de una distribución probabilística parametrizada
sobre el espacio de búsqueda.
2. Las soluciones candidatas son usadas para actualizar los valores de fero-
monas, permitiendo orientar las búsqueda hacia futuras soluciones de alta
calidad.
La actualización de los valores de feromonas asociada a los componentes
de solución permite concentrar la búsqueda en regiones del espacio donde
posiblemente se encuentren soluciones de alta calidad, esto está basado en la
premisa de que buenas soluciones contienen buenos componentes. Las varian-
tes más populares de ACO son MAX-MIN Ant System (MMAS) [113] y Ant
Colony System (ACS) [35].
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Algoritmos evolutivos (EA)
Estas Metaheurísticas están inspiradas en la evolución natural de las especies
y en particular el principio de selección natural. Los algoritmos evolutivos
(Evolutionary Algorithms (EA)), a diferencia de las otras metaheurísticas re-
visadas y en similitud a ACO no se basan en una única solución actual de
trabajo, sino que en un conjunto de ellas, a este conjunto se le denomina
población de individuos. Esta población corresponde a un conjunto de solu-
ciones candidatas.
Operativamente, la población se inicializa de forma aleatoria al comienzo
del algoritmo, para luego hacerla evolucionar generación tras generación a
través de funciones de recombinación o crossover que se encargan de generar
nuevas soluciones, esto se logra mezclando soluciones previas seleccionadas
probabilísticamente dependiendo de su calidad. Para realizar esto, se utiliza
una medida de calidad basada en la función objetivo del proceso de opti-
mización, esta medida de calidad asociada a cada individuo de la población
se le denomina fitness. Los EAs también implementan un operador específico
para escapar de mínimos locales, el cual introduce variaciones arbitrarias (mu-
tación) en las soluciones con independencia de las características heredadas
de las soluciones padres. Este operador es usado con baja probabilidad, de-
bido a que una alta probabilidad puede destruir las mejoras logradas por el
proceso de evolución. Dentro de los algoritmos evolutivos, podemos ver agru-
pados a técnicas como algoritmos genéticos [62], estrategias evolutivas [102],
programación evolutiva [48] y programación genética [73].
Una ventaja importante de estas técnicas, es la eficacia que presentan para
explorar ampliamente el espacio de búsqueda, mientras que su principal debil-
idad radica en que le resulta dificultoso realizar mejoras finas de las soluciones.
Una técnica complementaria utilizada para mejorar el desempeño ante estas
dificultades, lo constituye el realizar búsqueda local en la generación de nuevos
individuos, a lo que también se le denomina algoritmo memético [87].
1.1.3 Otras Metaheurísticas
Existen otras metaheurísticas con una fuerte inspiración biológica. Este es el
caso de Particle Swarm Optimization (PSO) [69, 29], el cual se motiva en
comportamiento de bandadas de aves y cardúmenes de peces. Esta técnica ha
sido aplicada con éxito por Kennedy y Eberhart [68] para la optimización con-
tinua de pesos de redes neuronales. Otra técnica en esta categoría es la colonia
de abejas artificiales (Artificial Bee Colony (ABC)). Esta técnica basada en
población se basa en tres tipos de agentes-abejas (empleadas, espectadoras,
exploradoras) que colaboran en la búsqueda y recolección de polen, la cual ha
sido usada con éxito para abordar algunos problemas de optimización combi-
natoria [92, 105].
Otra metaheurística antigua no muy activa en la literatura actual es
Guided Local Search (GLS) [119, 120]. Esta resulta interesante por poseer
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una estrategia distinta para escapar de óptimos locales, la particularidad de
la misma radica en que se basa en una modificación dinámica de la función
objetivo basado en el historial de búsqueda, lo que genera un cambio en el
escenario de búsqueda. Otras técnicas metaheurísticas poco conocidas son
Squeaky Wheel Optimization [67], Extremal Optimization [16], y Great Deluge
Algorithm [39]. La revisión presentada no es exhaustiva, para una discusión
más completa sobre metaheurísticas, el lector puede revisar [13] [19] [14] [115].
1.2 Metaheurísticas híbridas
Las metaheurísticas híbridas son un campo de investigación relativamente re-
ciente [14]. En este se explora la mezcla de ideas de distintas metaheurísticas
y métodos exactos, buscando con esto sacar beneficio del ejercicio de comple-
mentar una técnica con distintas estrategias de optimización. El desarrollo de
metaheurísticas híbridas no es trivial y requiere experticia en distintas técni-
cas de optimización. Por otro lado, en su aplicación estas técnicas tienden a
no ser generalizables con facilidad, mostrando excelentes resultados en ciertas
áreas de problemas y resultados mediocres en otras.
En los primeros años del desarrollo de métodos metaheurísticos se apli-
caron en comunidades científicas sin mayor interacción y/o vinculación entre
ellas de forma pura. Esto estuvo justificado por los buenos resultados obtenidos
en relación al estado del arte imperante. Posteriormente, cuando las mejoras
comenzaron a ser limitadas y se encontraron los límites al rendimiento de
estos algoritmos, nació la necesidad de explorar variantes que integraran las
características de las propuestas preexistentes dando origen a esta área de
desarrollo. Actualmente existe mucho interés en metaheurísticas híbridas, lo
cual se refleja en la existencia de conferencias y workshops como CPAIOR
[95, 118, 75], Hybrid Metaheuristics [6, 7], Matheuristics [79, 59, 38, 80], la
publicación de textos especializados como [27, 14], y la existencia de her-
ramientas relacionadas, entre las cuales destaca ParadisEO [22].
Existen distintos tipos de hibridación, a continuación se establecen las
ideas principales que ellos instrumentalizan.
Representación de Soluciones Incompletas y Decodificadores
En este caso se representan las soluciones candidatas al problema abordado
dentro de la metaheurística de una forma indirecta, un ejemplo del uso de
representaciones indirectas lo constituyen los algoritmos genéticos, en estos se
utiliza ya sea por la necesidad de facilitar la acción de operadores de recombi-
nación como crossovers o mutaciones, o por el hecho de mantener propiedades
deseables. En estos casos se establece un decodificador, esto es una función
que realice la transformación de esta solución al dominio de búsqueda real de
donde proviene su complejidad. Este tipo de metaheurísticas híbridas poten-
cia el desarrollo de decodificadores inteligentes que funcionen con soluciones
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parciales o incompletas, las cuales puedan ser completadas por una técnica
complementaria. Esta técnica puede basarse en una aproximación de progra-
mación lineal entera [4], programación dinámica [71] , o programación basada
en restricciones [106] entre otras. Un ejemplo de este tipo de híbrido es la
combinación de VNS con ILP utilizado para el problema generalized spanning
tree problem el cual puede ser revisado en [64].
Hibridación basada en Búsqueda en grandes vecindades
La metaheurística basada en Large Neighborhood Search (LNS), se sustenta
en que dada una solución para una instancia del problema dado, se itera sobre
ella realizando sucesivos pasos de destrucción-reconstrucción. La destrucción
remueve aleatoriamente o selectivamente a través de una heurística partes
de la solución original, generándose una solución parcial. Sobre esta solución
parcial se aplica una técnica posiblemente exacta en búsqueda de la mejor
solución posible que contiene la solución parcial, esto es, dentro de la gran
vecindad definida por el proceso previo de destrucción. Un ejemplo de este tipo
de hibridación fue propuesta por Shaw [110] donde se utiliza programación
basada en restricciones para explorar grandes vecindades aplicado a problemas
de enrutamiento vehicular.
Construcción de soluciones paralelas, no-independientes dentro de
metaheurísticas
Muchas heurísticas y metaheurísticas denominadas constructivas se basan en
la construcción paso a paso de soluciones, este es el caso de la conocida heurís-
tica greedy. Por otro lado ACO y GRASP usan por su parte, mecanismos de
construcción de soluciones secuenciales, independientes y probabilísticos que
les permiten también determinar en cada paso el siguiente componente de
solución a considerar. La probabilidad para la determinación de estos pasos
constructivos considera una función heurística (greedy comúnmente) y posi-
blemente el historial de búsqueda, lo cual define una distribución de probabili-
dad sobre el espacio de búsqueda, y constituye lo que llamaremos conocimiento
del problema primario. Este tipo de hibridación se basa en establecer y usar
el conocimiento del problema secundario para mejorar el desempeño de la
búsqueda. Este conocimiento proviene de otros métodos de búsqueda en ár-
bol como branch-and-bound y derivados como beam search, los cuales otorgan
capacidades para limitar la búsqueda a través de la evaluación de soluciones
parciales o extender las soluciones con variantes permitiendo con esto parale-
lizar el proceso de búsqueda. Un ejemplo de este tipo de metaheurísticas que
usa conocimiento complementario del problema y construcción paralela no in-
dependiente de soluciones es BEAM-ACO [8] aplicado a open shop scheduling
problem.
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Hibridación basada en registros de solución completos
Este tipo de hibridación trata de potenciar las capacidades de algoritmos
evolutivos, lo que se logra por medio de la implementación de un árbol de
exploración complementario basado en branch-and-bound. Este árbol permite
tener prestaciones adicionales como una mutación informada, brindando la
posibilidad de evitar revisitar soluciones ya descubiertas y apoyar la evaluación
de soluciones costosas. Esta técnica es en especial útil cuando un EA enfrenta
espacios de búsqueda pequeños sin estar provisto de operadores de variabilidad
que entreguen innovación suficiente, posiblemente causado porque el algoritmo
fue calibrado para mejorar el desempeño en la búsqueda fina de soluciones de
alta calidad. Un ejemplo de este tipo de hibridación puede ser revisado en
[65, 66]. donde se aplica la técnica para enfrentar el problema generalized
minimum spanning tree.
Hibridación basada en reducción de instancias
Los solvers para modelos de programación entera representan una excelente
herramienta para distintos problemas de optimización combinatorial, este es
el caso de herramientas como CPLEX1 y GUROBI2 . Lamentablemente éstas
no resultan útiles en instancias de problemas medianos y grandes donde sus
soluciones decaen en calidad o simplemente no se obtienen. Para estos casos la
propuesta de hibridación recae en disminuir el tamaño de la instancia de forma
inteligente, para lograr un tamaño de problema que haga útil la aplicación de
la herramienta solver, manteniendo la posibilidad de obtener soluciones de
alta calidad e incluso soluciones óptimas.
1.3 Hibridación basada en reducción de instancias
La presente disertación se basa justamente en el desarrollo de metaheurís-
ticas basadas en reducción de instancias de problema. En este contexto se
muestra como progresivamente se desarrollaron distintas heurísticas, modelos
ILP, metaheurísticas y estrategias que fueron validados sobre distintos pro-
blemas de optimización combinatorial para de esta forma dar sustento a una
propuesta de framework de optimización general, el cual constituye el más
importante resultado de este proceso de investigación.
1.3.1 Trabajos relacionados
El uso de técnicas de reducción de instancias se aplica de diferentes formas
sobre metaheurísticas en la literatura. Una de estas es dentro de un operador
1 IBM ILOG CPLEX Optimization Studio es un producto de IBM R©
2 Gurobi Optimizer es un producto de Gurobi Optimization R©
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de la MH, Aggarwal et. al. aplica esta idea en algoritmos evolutivos [1], donde
se unen dos o más soluciones (solution merging) generando un operador de
cruza (crossover) optimizado. Esto posteriormente fue aplicado al problema
quadratic assignment [2].
Rothberg [107] establece una integración entre algoritmos evolutivos y MIP
(mixed integer programming), en esta propuesta se muestra como a intervalos
regulares de iteración del EA se aplica una heurística de ramificación y poda
(branch-and-bound) y luego se realiza una unión (merge) de las soluciones,
con lo cual se fijan las variables de la solución comunes a los padres. Al fijar
los valores se produce una instancia de problema reducido, la cual es abor-
dada por un solver MIP. En este contexto la mutación opera de una forma
relativamente similar, seleccionando sobre un padre un conjunto aleatorio de
variables a ser fijadas, posteriormente se aplica también un solver MIP. Tam-
bién se aborda la selección de padres para operadores de cruza en EA, lo cual
se prueba sobre los problemas single machine scheduling, optimal linear ar-
rangement, traveling salesman problem [121], y en k-cardinality tree problem
[10]. Un enfoque distinto es provisto en [81, 82], en donde se utiliza ACO para
generar múltiples rutas para el problema vehicle routing considerando restric-
ciones de factibilidad, entonces se aplica un solver exacto sobre un problema
set-partitioning relajado con el objetivo de seleccionar un subconjunto de ru-
tas, éstas son utilizadas para la generación de nuevas rutas en la siguiente
iteración.
La aplicación de MIP solvers sobre instancias reducidas de problemas si
bien no figura sistemáticamente en la literatura; se puede apreciar en [28]
donde se propone un algoritmo para resolver un problema de planificación
(scheduling) a ser usado en el proceso de fabricación de fibra óptica. Éste uti-
liza en la primera fase una técnica de búsqueda local (LS) para crear soluciones
factibles, usando posteriormente un solver MIP y obteniendo como resultado
soluciones al menos tan buenas como las encontradas previamente por LS.
Otra propuesta en dos fases en presentada en [3] y [31] donde se aborda el
problema del vendedor viajero (TSP). Primero se generan soluciones de alta
calidad por medio de una metaheurística, las cuales son combinadas en una
sub-instancia de problema reducido a la que se le aplica en la segunda fase un
solver exacto.
Klau propone en [70] una propuesta para enfrentar el problema prize-
collecting Steiner tree. En este se reduce la instancia de forma que aún con-
tenga la solución óptima, luego se aplica un algoritmo memético a la subins-
tancia reducida. Finalmente se usa un solver MIP sobre la unión de todas las
soluciones de la primera y última población del algoritmo memético.
Dentro de las metaheurísticas basadas en reducción de instancia, es im-
portante destacar el framework Generate-and-Solve (GS) debido a la cercanía
al trabajo propuesto en esta disertación. GS propone una metaheurística de
dos fases, en la primera un componente llamado SRI (Solver of Reduced In-
stances), el cual corresponde a un método exacto se aplica sobre una sub-
instancia del problema original, de tal forma que cualquier solución obtenida
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también es una solución de la instancia original de problema. En la segunda
fase un componente metaheurístico llamado GRI (Generator of Reduced In-
stances) se utiliza para generar subinstancias del problema que contengan
soluciones de alta calidad. GS es aplicado a problemas de corte, empaque
y carga [90, 91, 89, 97, 109] y problemáticas asociadas a redes inalámbricas
[33, 32, 98]. GS considera retroalimentación de información para el control
de su funcionamiento desde el componente SRI hacia el GRI, lo cual también
contempla el control del tamaño de la subinstancia generada, a través de un
operador de control de densidad [97]. Cabe destacar que el componente GRI
ha sido implementado a través de algoritmos evolutivos [97, 98] y recocido
simulado [32, 109].
1.4 Organización de la disertación
Esta disertación está estructurada en base a una compilación de publicaciones
que enfrentan la temática del uso de reducción de instancias de problemas de
distintas formas y en distintos contextos. Esto se presenta en el texto en dos
partes. La primera parte establece los fundamentos de las técnicas utilizadas
(Capítulo 1), los contextos de problemas abordados (Capítulo 2) y una descrip-
ción de las contribuciones realizadas (Capítulo 3). La Parte I cuenta también
con las conclusiones de la investigación realizada y los trabajos proyectados
en la línea de investigación (Capítulo 4), además de una descripción de las
publicaciones realizadas durante todo el proceso de investigación (Capítulo
5). En la Parte II se entrega in extenso las publicaciones seleccionadas para
esta disertación.
2Problemas combinatoriales abordados
La solución de los problemas de optimización combinatorial, es uno de los
desafíos más importantes de la matemática. Considerando la complejidad de
problemas [52] de forma simplificada, tenemos dos clases, la primera, la (Clase
P) es aquella de todos aquellos problemas que pueden ser resueltos en tiempo
polinomial. Mientras que para la segunda clase (Clase NP-hard) se desconoce
un algoritmo que resuelva estos problemas de forma eficiente (en tiempo poli-
nomial). Muchos de los CO pertenecen a esta segunda clase, por lo cual no
pueden hasta el momento ser resueltos de forma exacta de forma eficiente, más
que en instancias de de cierto tamaño, que depende del problema. En partic-
ular las propuestas algorítmicas presentadas en esta disertación abordan un
conjunto de problemas CO (NP-hard), los cuales son descritos a continuación.
2.1 Minimum Common String Partition (MCSP)
Los problemas de optimización relacionados con cadenas de texto (strings),
como resultan ser las representaciones de cadenas de ADN son muy comunes
en el campo de la bioinformática. Ejemplos de esto son el problema de selección
de cadenas (string selection problem) [83, 88, 94], el problema la subsecuen-
cia más larga común (longest common subsequence problem) y sus variantes
[63, 111], problemas de alineación (alignment problems) [56, 100] y de búsqueda
de similitud (similarity search) [99]. Estos problemas resultan ser computa-
cionalmente muy difíciles, muchas veces NP-Hard [52]. El problema de parti-
ciones de cadenas de texto mínimas comunes MCSP (minimum common string
partition problem) está dentro de esta categoría. MCSP puede ser descrito de
la siguiente forma: Dadas dos cadenas de texto relacionadas, las cuales deben
ser particionadas en una misma colección de subcadenas, se debe minimizar
el tamaño de la partición. Formalmente, dadas dos cadenas de texto s1 y s2,
ambas de longitud n sobre un alfabeto Σ, considere que s1 y s2 deben estar
relacionadas, esto significa que cada símbolo debe aparecer la misma cantidad
de veces en ambas cadenas, lo cual implica que ambas cadenas tienen la misma
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longitud. Una solución válida para el problema MCSP se obtiene por realizar
la partición de s1 en un conjunto P1 de subcadenas no superpuestas, y s2 en
un conjunto P2 de subcadenas con similar característica, tal que P1 = P2.
Además, se busca una solución válida tal que |P1| = |P2| es mínimo.
Como ejemplo se puede considerar el siguiente caso. Sean dos cadenas de
ADN, s1 = AGACTG y s2 = ACTAGG, claramente s1 y s2 están rela-
cionados debido a que A y G aparecen dos veces en cada cadena, mientras C
y T aparecen una. Una solución trivial para este problema, puede ser obtenida
al generar una partición para ambas cadenas con subcadenas de longitud 1,
esto es, P1 = P2 = {A,A,C,T,G,G}, en este caso el valor de la función
objetivo sería 6. Por otro lado, el valor de la función objetivo para la solución
óptima es 3, y se alcanza cuando P1 = P2 = {ACT,AG,G}.
El problema MCSP tiene aplicación en el campo de la bioinformática. Chen
et al [24] establecen que este problema está muy relacionado con el de orde-
namiento por reversos con duplicados (sorting by reversals with duplicates), el
cual es clave para el problema de reordenamiento de genoma.
2.2 Minimum Covering Arborescence (MCA)
El problema de cobertura mínima considerado en esta sección pertenece a la
familia de problemas MWRA (minimum weight rooted arborescence). En este
tipo de problemas, dado un grafo dirigido acíclico con pesos enteros en los arcos
–donde en algunos casos los pesos pueden estar restringidos a valores positivos,
mientras en otros estos pueden ser negativos–. Se busca una solución sobre el
grafo, esta corresponde a un subgrafo del grafo problema que establece una
arborescencia con raíz en un nodo predefinido. Dentro de este contexto, una
arborescencia con raíz es un árbol dirigido no necesariamente de cobertura,
en el que todos los arcos apuntan en sentido contrario de la raíz. El objetivo
consiste en encontrar dentro de las soluciones válidas, una con peso mínimo.
El costo de cada solución al problema está dado por la suma del peso de
sus arcos. Este tipo de problema tiene aplicación en visión computacional y
planificación de la producción multi-etapas.
El problema MCA se define formalmente de la siguiente forma: Con-
sidere un grafo dirigido acíclico (DAG) denotado por G = (V,A), donde
V = {v1, . . . , vn} es el conjunto de n nodos y A ⊆ {(i, j) | i 6= j ∈ V } es
el conjunto de m arcos dirigidos. Se asume que v1 es el nodo raíz. Cada arco
a ∈ A tiene asignado un peso entero w(a) ∈ Z. Además el conjunto predefinido
X ⊆ V de los nodos del grafo problema debe ser incluido en la solución válida.
De esta forma cualquier arborescencia T = (V (T ), A(T ))—donde V (T ) ⊆ V
es el conjunto de nodos de T y A(T ) ⊆ A es el conjunto de arcos de T—con
raíz en v1 y con X ⊆ V (T ) es una solución válida al problema. Sea A el con-
junto de todas las arborescencias. El valor de la función objetivo (esto es, el
peso) f(T ) de una arborescencia T ∈ A se define de la siguiente forma:























(b) solución óptima de
valor -14.
Fig. 2.1: (a) muestra un grafo de entrada con ocho nodos y quince arcos. El
nodo de más arriba es el nodo raíz (root) v1. Además, los nodos coloreados
negros forman el conjunto X, esto es, estos deben ser incluidos en cualquier





El objetivo del problema MCA es encontrar una arborescencia T ∗ ∈ A tal
que el peso de T ∗ es menor o igual al peso de cualquier arborescencia en A. En
otras palabras, el objetivo es minimizar la función objetivo f(·). Un ejemplo
del problema MCA puede ser visto en la Figura 2.1.
2.3 Weighted Independent Domination (WID)
WID es un problema de optimización combinatorial que fue introducido en
[23]. Este corresponde a una extensión del bien conocido independent domi-
nation (ID) problem. En este problema, dado un grafo G = (V,E), V es el
conjunto de nodos y E se refiere al conjunto de aristas. Una arista e ∈ E que
conecta los nodos u 6= v ∈ V , es de igual forma llamada (u, v) o (v, u). La
vecindad N(v) de un nodo v ∈ V se define como N(v) := {u ∈ V | (v, u) ∈ E},
además la vecindad cerrada N [v] de un nodo v ∈ V se define como N [v] :=
N(v) ∪ {v}. Por otro lado, el conjunto de aristas incidentes sobre el nodo
v ∈ V de denota como δ(v). Debe notarse, que en este contexto, una arista
e ∈ E es llamada incidente al nodo v, si v forma una de las dos puntas de e.
Dado un grafo no-dirigido G = (V,E), un subconjunto D ⊆ V de nodos es
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llamado conjunto dominante si cada nodo v ∈ V \D es adyacente al menos a
un nodo de D, esto es, si por cada nodo v ∈ V \D existe al menos un nodo
u ∈ D tal que v ∈ N(u). Adicionalmente, un conjunto I ⊆ V es llamado un
conjunto independiente si para cualquier par v 6= v′ ∈ I, se cumple que v y
v′ no están conectados por una arista en G. En consecuencia, un subconjunto
D ⊆ V es llamado conjunto independiente dominante si D es ambos un con-
junto independiente y un conjunto dominante. Finalmente, dado un conjunto
independiente y dominante D ∈ V , para todo v ∈ V \D se define la vecindad
restringida por D, N(v | D) como N(v | D) := N(v) ∩D, esto es, la vecindad
de v es restringida a todos sus vecinos que están en D.
En el problema WID se tiene que dado un grafo no-dirigido G = (V,E)
con pesos en nodos y aristas. Más específicamente, donde a cada v ∈ V y
e ∈ E se le asocia un peso entero w(v) ≥ 0, w(e) ≥ 0, respectivamente. La
resolución consiste en encontrar un conjunto dominante independiente D en







min{w(v, u) | u ∈ N(v | D)} (2.2)
En otras palabras, el valor de la función objetivo de D es obtenido por
la suma de los pesos de los nodos en D, más la suma de los pesos de las
aristas de peso mínimo que conectan los nodos que no están en D con nodos
dentro de D. Como ejemplo considere los grafos en la Figura 2.2. En este
ejemplo el peso de los nodos está indicado dentro de éstos, y el peso de las
aristas se puede visualizar junto a las mismas. Un posible grafo de entrada se
muestra en la Figura 2.2a. Un conjunto dominante de peso mínimo óptimo
(el conjunto de nodos grises) se muestra en la Figura 2.2b. Sin embargo, debe
notarse que este conjunto no es independiente, debido a que dos nodos que
forman parte del mismo son adyacentes entre si. Un conjunto independiente
dominante de peso mínimo óptimo es presentado en la Figura 2.2c. Debe no-
tarse que para ambos, el minimum weight dominating set problem y minimum
weight independent dominating set problem, los pesos de las aristas no son con-
siderados. Finalmente, la solución óptima para el problema WID se presenta
en Figura 2.2d. Las aristas de peso mínimo seleccionadas para conectar nodos
en D con nodos fuera de D están señaladas con líneas remarcadas. El valor de
la función objetivo para este solución es 13, lo cual se forma de la composición
del peso de los nodos (2 + 1 + 2) y el de las aristas (4 + 1+ 3).
2.4 k-Cardinality Tree (kCT)
El problema k-cardinality tree (kCT) fue definido en [58]. Siendo mostrado
en [46][101] que corresponde a un problema NP -hard que tiene distintas apli-
caciones en leasing de campos petroleros [57], distribución de instalaciones
[50][49], minería de cielo abierto [96], descomposición de matrices [17][18] y
telecomunicaciones [53].










(a) Grafo con pe-





































tima para el pro-
blema WID.
Fig. 2.2: Ejemplo que relaciona el problema WID con el problema minimum
weight dominating set y con el problema minimum weight independent domi-
nating set
Técnicamente, el problema kCT puede ser descrito de la siguiente forma.
Sea G(V,E) un grafo no-dirigido en el cual cada arista e ∈ E tiene un peso
we ≥ 0 y cada nodo v ∈ V tiene un peso wv ≥ 0. Además, se denota por Tk el
conjunto de todos los árboles de cardinalidad k en G, esto es, con exactamente











donde dado un árbol T , ET denota en conjunto de aristas de T , y VT corre-
sponde al conjunto de nodos de T . Una instancia al problema kCT se denota
con una tupla (G, k), donde G es un grafo no dirigido con peso en las aristas,
y k es la cardinalidad buscada.
La literatura presenta principalmente dos casos especiales del problema
general kCT, las cuales se definen como sigue: (1) edge-weighted kCT (e-kCT),
donde el peso de los nodos es cero y (2) node-weighted kCT (n-kCT), donde
todos los pesos de las aristas son cero. En esta investigación fue de interés el
subproblema (e-KCT), el cual fue abordado por técnicas exactas [51][26][116]
y heurísticas [41][40][26]. Una de las mejores heurísticas elaboradas construye
un árbol de expansión de un grafo dado, que subsecuentemente aplica un
algoritmo de programación dinámica polinomial [78] que encuentra el mejor
árbol de cardinalidad k en el árbol de expansión. Investigaciones posteriores
se enfocan más en el desarrollo de metaheurísticas, (para ejemplos se puede
revisar [9] [20] [117]) y metaheurísticas híbridas [10].

3Contribuciones
En esta sección se establecen y describen de forma preliminar las contribu-
ciones que sustentan esta disertación, las cuales son discutidas en extenso en
las publicaciones incorporadas en el texto.
3.1 Efectos de la reducción de instancias sobre un
modelo ILP para el problema MCSP
La investigación realizada comienza con la exploración del uso de modelos
ILP sobre el problema MCSP, ya descrito en la sección 2.1. En este contexto
se presenta el primer modelo ILP para solucionar este problema.
3.1.1 Modelo ILP propuesto
El modelo se basa en la definición de dos matrices de dimensiones m×n, M1
y M2 con filas 1 ≤ i ≤ m que representan los m bloques comunes o subcade-
nas comunes entre ambas cadenas relacionadas consideradas en el problema.
Además las columnas 1 ≤ j ≤ n representan la posición de estos bloques
comunes en s1 en el caso de M1 y en s2 en el caso de M2, y donde n es la
longitud de ambas cadenas. En general las entradas de las matrices M1 y M2
son establecidas en cero, con excepción de aquellas posiciones ocupadas por el
bloque común en estas matrices. Consideremos la posición (i, j) de una matriz
con la notación Mi,j y finalmente consideremos para cada bloque común exis-
tente entre s1 y s2 el cual llamaremos bi una variable binaria xi. Considerando
estas definiciones podemos expresar el problema MCSP en forma del siguiente









M1i,j · xi = 1 para j = 1, . . . , n
m∑
i=1
M2i,j · xi = 1 para j = 1, . . . , n




La función objetivo minimiza el número de bloques comunes seleccionados,
mientras la restricción (3.2) se asegura que la cadena correspondiente al bloque
común seleccionado no se solapa en la cadena s1, en tanto (3.3) se asegura lo
mismo pero sobre la cadena s2. Además se debe notar que las restricciones
(3.2) y (3.3) implícitamente aseguran que la suma de las longitudes de las
cadenas correspondientes a los bloques comunes seleccionados sea igual a n.
3.1.2 Evaluación de Modelo ILP sobre instancias de problema
pequeñas
El modelo Ilporig es evaluado inicialmente en base a un conjunto de cadenas
de prueba propuesto por Ferdous y Sohel Rahman [42], el cual está orientado
a la aplicación sobre el área bioinformática. Este conjunto se estructura en
base a cuatro grupos de cadenas de problemas organizadas según su longi-
tud, todas ellas basadas en un alfabeto de tamaño 4, compuesto por las letras
{A,C,G,T}. Este conjunto de prueba se caracteriza por poseer 15 secuencias
de ADN reales y además por el hecho que la longitud máxima de las cadenas
no supera las 600 letras. El Grupo1 está compuesto por cadenas de longi-
tud máxima de 100 caracteres, el Grupo2 por su parte tiene cadenas con
longitudes entre 201 y 400 caracteres, el Grupo3 utiliza cadenas entre 401
y 600 caracteres, y finalmente el grupo Real posee cadenas con longitudes
variables entre 200 y 600. En todos los casos de prueba se usó CPLEX para la
resolución del modelo Ilporig. Los resultados fueron comparados con lo de una
implementación de la heurística greedy, una implementación ACO [42] y un
algoritmo de búsqueda probabilística sobre árboles (TreSea) [11], que hasta
el momento resultaba ser el estado del arte sobre el problema.
Los resultados logrados por Ilporig, fueron destacables, el modelo resultó
tener mejores resultados en todas las instancias de pruebas, superando a todos
los algoritmos en la comparación y en particular a la mejor propuesta existente
en la literatura (TreSea) en términos de mejora promedio (porcentual), por
un 4.8% en el caso del Grupo1, 9.2% para el Grupo2, 9.7% en el caso del
Grupo3 y un 9.9% para los casos de secuencias de ADN reales; no obstante
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Table 3.1: Resultados de aplicar CPLEX a Ilporig en el contexto de instancias
de problemas grandes.
length value time (s) gap |B|
800 210 2531 10.7% 214622
1000 304 1673 26.4% 334411
1200 342 3435 22.6% 480908
1400 401 6459 24.9% 653401
1600 442 10987 24.1% 854500
1800 486 18276 24.0% 1084533
2000 n.a. n.a. n.a. 1335893
estos buenos resultados, es relevante constatar que Ilporig sólo pudo encontrar
soluciones óptimas para el Grupo1 y excepcionalmente en uno de los casos
del grupo Real, lo que llevó a cuestionar la escalabilidad del rendimiento
entregado por el modelo ILP a medida que se incrementa la longitud de las
instancias de problema, razón por la cual se procedió a estudiar sus resultados
con problemas más grandes, lo cual es revisado a continuación.
3.1.3 Evaluación del Modelo ILP sobre instancias de problemas
grandes
Para lograr poner a prueba el modelo ILP propuesto sobre problemas más
grandes se desarrolló un nuevo conjunto de evaluación basado en cadenas
aleatorias ficticias de ADN, las longitudes de las cadenas de ADN de este
nuevo conjunto son {800, 1000, 1200, 1400, 1600, 1800, 2000}. El modelo fue
ejecutado sobre CPLEX con una restricción de tiempo preliminar máximo de
cómputo de 3600 segundos de CPU, y con una detención forzada si el cómputo
de la primera solución se proyectase más allá de las 12 horas. El resultado
de la aplicación de Ilporig se puede ver en la Tabla 3.1. En esta tabla, en
las primeras 3 columnas se aprecia la longitud de las cadenas, la solución
obtenida y el tiempo utilizado respectivamente, además en la cuarta columna,
se muestra el (gap), o la brecha existente entre la solución encontrada y la
cota inferior al momento del término de la ejecución del algoritmo. Por otro
lado, la última columna |B|, entrega el tamaño del conjunto de subcadenas
comunes para la instancia de problema.
Los resultados dan a conocer que el modelo Ilporig se vuelve inviable de
ser aplicado sobre CPLEX de forma eficiente en los tiempos considerados,
puesto que desde tamaños de instancia de problema de 1400 ya se excede la
cota de 3600 segundos establecida, mostrando una tendencia exponencial que
impide que se obtengan resultados dentro de la cota de 12 horas para el caso
de longitud 2000.
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3.1.4 Reducción heurística del tamaño de una instancia de
problema
Con el objetivo de superar el problema de desempeño de la aplicación de
modelos ILP sobre instancias de problemas grandes, se opta por probar el
comportamiento del modelo ILP sobre una instancia reducida de problema.
Para esto se analizó la distribución de los bloques comunes en términos de
su longitud. La idea intuitiva en este contexto es que mejores soluciones re-
quieren menos bloques y más grandes. El estudio arrojó de forma consistente
e independiente del tamaño de problema que alrededor del 75% de los bloques
comunes disponibles en |B| son de tamaño 1, y por otro lado sólo una pequeña
porción de estos participan de las soluciones óptimas. Considerando esto, se
desarrolló una heurística determinista basada en MIP que permita reducir el
espacio de componentes de solución (bloques comunes) privilegiando el uso de
cadenas más largas. Esto se logra a través de la aplicación de dos fases de ILP,
ambas basadas en el modelo Ilporig utilizándolo con variantes que permitan
en una primera fase construir una solución parcial basada en bloques comunes
extensos, y en una segunda fase completar la solución parcial agregando los
bloques comunes faltantes.
En la primera fase de la heurística el conjunto B debe poseer todos los blo-
ques disponibles. Para este propósito sea B≥l (donde l ≥ 1) denota el subcon-
junto de B que contiene todos los bloques comunes bi de B con |ti| ≥ l–donde
ti es un string común que se encuentra tanto en s1 como en s2–, esto es, todos
los bloques con cadenas más largas o iguales a l. Debe notarse en este contexto
que B≥1 = B. Además |B≥1| ≥ |B≥2| ≥ |B≥3| ≥ . . . ≥ |B≥∞|. Sea lmax el
más pequeño valor para l tal que |B≥lmax | > 0. Obsérvese que B≥lmax sólo
contiene bloques comunes con las cadenas más largas. Estableciendo un valor
específico para l de [2, lmax], el siguiente modelo ILP, al cual nos referiremos







M1i,j · xi ≤ 1 para j = 1, . . . , n
∑
bi∈B≥l
M2i,j · xi ≤ 1 para j = 1, . . . , n
∑
bi∈B≥l
|ti| · xi = n− y
xi ∈ {0, 1} para bi ∈ B≥l





Ilpph1 está basado en una variable binaria xi por cada bloque común bi ∈
B≥l, y una variable adicional y ∈ {0, 1, . . . , n} la cual cuenta el número de
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posiciones que no son cubiertas por ningún bloque. Además las matrices M1
y M2 son las mismas introducidas en la sección 3.1.1, esto es, ellas están
definidas sobre todo el conjunto B. La función objetivo minimiza el número de
bloques seleccionados y el número de posiciones no cubiertas. Las restricciones
(3.5-3.6) son las mismas de Ilporig (ver seccion 3.1.1), más allá del hecho
de que las igualdades han sido reemplazadas por símbolos ≤ (permitiendo
dejar posiciones no cubiertas). Además, en la restricción (3.7) la variable y
es agregada al lado derecho, permitiendo con esto el conteo del número de
posiciones no cubiertas. En términos simples, la idea de Ilpph1 es producir
una solución parcial para la instancia MCSP original que cubra lo más posible
ambas cadenas de entrada por medio de la menor cantidad posible de bloques
comunes.
La resolución de Ilpph1 se le denomina como phase 1 de la heurística
propuesta. Sea Sph1 la solución provista por la fase 1. Debido a las restricciones
de Ilpph1, esta solución parcial es una solución válida para el problema MCSP
original. La idea de la segunda fase es entonces producir la mejor solución
completa posible que contenga Sph1. Esto se logra resolviendo el siguiente







M1i,j · xi = 1 para j = 1, . . . , n∑
bi∈Bph2∪Sph1
M2i,j · xi = 1 para j = 1, . . . , n
xi = 1 para bi ∈ Sph1





Donde Bph2 := B(Sph1) ⊂ B es el conjunto de los bloques comunes que
puedes ser agregados a Sph1 sin violar restricciones. Debe notarse que el mo-
delo Ilpph2 es el mismo modelo Ilporig, sólo que Ilpph2 únicamente considera
bloques comunes de Bph2 y que éste fuerza a cualquier solución a contener
todos los bloques comunes de Sph1; ver restricciones (3.11).
Los resultados de las pruebas realizadas, muestran que la heurística de-
sarrollada logra vencer al mejor algoritmo en la literatura por un promedio
de un 6.5% cuando se utiliza el set de prueba propuesto por Ferdous y Sohel
(Sección 3.1.2); aunque sólo logra igualar al modelo ILP original (Ilporig ) en
15 de los 45 casos propuestos. Por otro lado, al evaluar la heurísticas con ins-
tancias de problemas grandes a través del set de prueba producido para esta
investigación (ver Sección 3.1.3), ésta logra amplia ventaja sobre (Ilporig), uti-
lizando un fracción del tiempo necesitado por esta última lo que se justifica
por el significativamente más pequeño conjunto de componentes de solución
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utilizado (bloques comunes), el cual resulta ser de sólo entre un 2.5% a un
6.1% del total de bloques disponibles.
3.2 Desarrollo de una metaheurística híbrida basada en
reducción de instancias
Luego de los buenos resultados de la heurística basada en reducción de ins-
tancias, se procedió a buscar una extensión de la idea a través del desarrollo
de un framework que permitiese buscar genericidad en la aplicación de esta
solución sobre distintos tipos de problemas combinatoriales, manteniendo los
beneficios de poder usar un solver de propósito general como CPLEX para la
solución de instancias de problemas grandes, lo que resulta inviable de forma
directa.
De esta forma se proyectó una metaheurística basada en dos componentes
fundamentales, primero una técnica heurística constructiva y en segundo lugar
un solver exacto para modelos ILP. El algoritmo propuesto se basa en la
siguiente idea general:
1. Se produce una subinstancia reducida de un problema, donde la solución
a esta subinstancia resulta ser una solución también para la instancia
original, no necesariamente la óptima global.
2. Se aplica un solver exacto a la instancia reducida del problema, buscando
una solución de alta calidad.
3. Se utiliza el resultado del solver exacto como feedback para una siguiente
iteración del algoritmo.
En base a estas ideas se proyectó la metaheurística híbrida llamada Con-
struct, Merge, Solve & Adapt (CMSA), la cual se describe a continuación.
3.2.1 Construct, Merge, Solve & Adapt
El algoritmo Construct, Merge, Solve & Adapt (CMSA) trabaja de la
siguiente forma. Durante cada iteración primero se genera un número de solu-
ciones válidas para la instancia de problema original de forma probabilística
(Construct). Luego en un segundo paso los componentes de solución uti-
lizados por las soluciones creadas son agregados en conjunto C ′ (Merge),
para luego ser utilizados por un solver exacto y encontrar una solución óp-
tima (Solve). Finalmente para cerrar cada iteración, la información sobre
los componentes utilizados y no utilizados de C ′ brindada por el solver es
usada para descartar componentes menos útiles a través de algún mecanismo
de envejecimiento (Adapt).
En el Algoritmo 1, se puede ver el detalle del funcionamiento de CMSA y
sus parámetros. Cómo se puede apreciar CMSA tiene como parámetros básicos
agemax el cual determina la cantidad máxima de iteraciones que un compo-
nente de solución puede estar en C ′ sin ser utilizado por el solver, además de
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Algorithm 1 Construct, Merge, Solve & Adapt (CMSA)
1: input: instancia de problema I, valores para parámetros na y agemax
2: Sbsf := null, C′ := ∅
3: age[c] := 0 for all c ∈ C
4: while tiempo de CPU no alcanzado do
5: for i = 1, . . . , na do
6: S := ProbabilisticSolutionGeneration(C)
7: for todo c ∈ S and c /∈ C′ do
8: age[c] := 0
9: C′ := C′ ∪ {c}
10: end for
11: end for
12: S′opt := ApplyExactSolver(C′)
13: if S′opt es mejor que Sbsf then Sbsf := S′opt
14: Adapt(C′, S′opt, agemax)
15: end while
16: output: Sbsf
na el cual determina el número de soluciones construidas probabilísticamente
en el primer paso en cada iteración.
3.2.2 Aplicación de CMSA sobre MCSP & MCA
CMSA fue evaluado sobre los problemas MCSP (ver Sección 2.1) y MCA (ver
Sección 2.2). En el caso de MCSP las pruebas se vuelven a realizar sobre el
conjunto definido por Ferdous y Sohel (Sección 3.1.2), además de un nuevo set
con instancias con n ∈ {200, 400, . . . , 1800, 2000}, que incorpora alfabetos de
12 y 20 caracteres además del tradicional de 4 (ADN), usando dos distribu-
ciones de probabilidad distintas, configurando con esto un conjunto de 600
instancias de prueba. En el caso del problema MCA, también se elaboró un
conjunto de prueba el cual está compuesto por DAGs con tamaño en nodos
de n ∈ {500, 1000, 5000} y densidades determinadas por probabilidades de
existencia de sus arcos, en este caso los nodos pertenecientes al subconjunto
X (requisito del problema), son elegidos aleatoriamente del conjunto de nodos
alcanzables en proporciones de {1%, 10%, 20%} del total de nodos, el conjunto
provee un total de 270 problemas.
En el caso del problema MCSP, los resultados de CMSA fueron contrasta-
dos contra las siguientes propuestas: la heurística ILP previamente desarrol-
lada [12], una heurística greedy [61], una metaheurística ACO [42, 43], el
algoritmo TreeSea [11] y la aplicación del modelo ILP desarrollado sobre la
instancia completa de problema(ILPcompl). Debe notarse que para los casos de
CMSA y TreeSea, se optó por un proceso de calibración de parámetros1 ad-
1 Proceso llevado a cabo con el uso de la herramienta irace (Iterated Race for


























































(a) Resultados para Σ = 4, Linear (Izquierda), Skewed (Derecha)
Fig. 3.1: Diferencias entre los resultados de Cmsa y los obtenidos por la apli-
cación de CPLEX a ILPorig relacionado con 600 instancias del segundo set
de prueba. Cada caja muestra estas diferencias para 10 instancias. Valores
negativos indican que CPLEX obtiene ventaja sobre Cmsa.
hoc al problema, llevado a cabo en base a un conjunto de datos diferentes a los
utilizados en los experimentos. Por otro lado, al considerar el problema MCA,
los contendientes de CMSA fueron la heurística constructiva PGreedy, que
de hecho se corresponde con la fase ProbabilisticSolutionGeneration de CMSA
y ILPcompl, el cual se refiere a la aplicación del solver CPLEX sobre la instan-
cia completa original del problema. En este caso también se realizó un proceso
de calibración de parámetros mediante irace [76] que se aplicó a CMSA y
PGreedy
3.2.3 Resultados de la aplicación de CMSA
De la aplicación de CMSA y las otras técnicas evaluadas sobre los problemas
estudiados, se pueden extraer las siguientes observaciones relevantes. En el
caso de Cmsa sobre MCSP, se puede notar que el tamaño del alfabeto incide
en los resultados, siendo mayor la complejidad para los algoritmos cuando el
alfabeto es más restringido (4 letras). En resumen Cmsa se muestra compet-
itivo con Ilporig, en instancias pequeñas, siendo Cmsa superior a medida que
crece el tamaño de las instancias, venciendo a todos los algoritmos con los
cuales se comparó incluído Ilporig, el cual en contraste sobre cierto tamaño de
instancia de problema ya no logró obtener resultados dentro de los tiempos
admisibles. En la Figura 3.1, se puede apreciar gráficamente las diferencias en-
tre Ilporig y Cmsa, en términos de la mejora lograda por Cmsa sobre Ilporig.
En estas gráficas se puede apreciar con facilidad como se distancian los resul-
tados a medida que crecen los tamaños de instancias para el caso del alfabeto
Σ más restringido (Σ = 4).
Para explicar las diferencias entre los resultados entre Cmsa y la apli-
cación de CPLEX a ILPorig puede inspeccionarse la Figura 3.2, en esta se
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Fig. 3.2: Evolución del tamaño de instancia original usado por CPLEX y de
subinstancia usado por Cmsa
muestra información sobre el tamaño original de cada instancia de problema
en términos del número de componentes de solución disponibles, comparado
con el tamaño promedio de la sub-instancias generadas por Cmsa.
En la misma figura se demarcan las líneas sólidas que indican el tamaño
del conjunto completo de componentes con el formato "ILP Σ X Y", que in-
dica en X el tamaño del alfabeto y con Y el tipo de distribución Y ∈ {L, S},
donde L se refiere a una distribución lineal y S a una sesgada, mientras por
otro lado las líneas segmentadas muestran el tamaño de la subinstancia usada
por Cmsa. Considerando lo anterior, se puede apreciar que las seis curvas
de líneas sólidas muestran un crecimiento exponencial asociado al incremento
de n; mientras que por otro lado, las seis curvas segmendadas exhiben un
crecimiento más bien lineal asociado al incremento de n. Además se puede
observar que el tamaño de las subinstancias utilizadas por Cmsa es significa-
tivamente menor que el tamaño de la instancia original. Esta es la razón de
porqué el componente CPLEX de la fase (SOLVE) de Cmsa puede resolver
la subinstancia cerca de los valores óptimos en corto tiempo.
En el caso del problema MCA, los resultados muestran un comportamiento
similar al mostrado sobre el problema MCSP, en este caso Cmsa se mostró
competitivo con ILPcomp, en casos de instancias pequeñas y superior en casos
grandes donde incluso ILPcomp no logró mostrar resultados en las cotas de
tiempo establecidas. Al igual que en el caso de MCSP se explica por el bajo
porcentaje de uso de componentes de solución en la subinstancia empleada
por Cmsa, que incluso desciende porcentualmente respecto al tamaño de la
instancia original a medida que aumenta el tamaño de los grafos y su densidad,


































Fig. 3.3: Tamaño promedio de las sub-instancias abordadas por Cmsa asocia-
das a 20 instancias de conjunto de prueba. Las pruebas están categorizadas en
nueve subconjuntos diferentes. Los tamaños de las subinstancias están mostra-
dos como porcentajes de los tamaños de las instancias originales.
3.3 Sustitución de CPLEX en Cmsa por la
metaheurística Pbig
En esta sección se revisará la última parte de la investigación realizada. Esta
consiste en el uso del framework Cmsa para mejorar el desempeño de otras
metaheurísticas. Esto en particular se propone a través del uso de una imple-
mentación de un algoritmo greedy iterativo basado en población (population-
based iterated greedy, (Pbig) para el problema WID (ver Sección 2.3) us-
ada dentro de Cmsa como componente de la fase (Solve), adicionalmente se
muestran contribuciones complementarias realizadas, las cuales consisten en
modelos ILP utilizados para enfrentar el problema WID.
La implementación de este nuevo enfoque es necesario, debido que existen
casos donde CPLEX no es lo suficientemente eficiente para ser usado como
componente Solve dentro de Cmsa.
3.3.1 Modelos ILP aplicados sobre el problema WID
Se desarrollaron tres modelos ILP para enfrentar el problema WID, los cuales
se describen a continuación.
3.3.1.1 ILP-1: Modelo basado en variables indicadoras
El primer modelo ILP —que llamaremos Ilp-1—usa tres conjuntos de vari-
ables binarias. Por cada nodo v ∈ V este usa una variable binaria xv. Además,
por cada arista e ∈ E el modelo usa una variable binaria ye y una variable
binaria ze. Así xv indica si v es elegido para la solución. Además, ze indica si
e ∈ E es seleccionada para conectar un nodo no elegido con uno elegido. La
variable ye es una variable indicadora, que establece si e es seleccionable o no
para formar parte de la solución.












xu ≥ 1 para v ∈ V
xv + xu = ye para e = (u, v) ∈ E




ze ≥ 1 para v ∈ V
xv ∈ {0, 1} para v ∈ V
ye ∈ {0, 1} para e ∈ E







Las restricciones (3.13) son las que establecen la independencia, esto es,
estas restricciones se aseguran que dos nodos adyacentes no pueden formar
parte de la solución. La restricción (3.14) verifica el conjunto dominante. Esta
se asegura de que cada nodo v ∈ V , ya sea el nodo en si mismo o al menos
uno en su vecindad esté considerado en la solución. Esos dos conjuntos de
restricciones son comunes a los tres modelos presentados. Las restricciones
en (3.15), aseguran que las variables indicadoras estén correctamente acti-
vadas. Debe notarse que cada arista que contribuye a la función objetivo debe
siempre conectar a un nodo no seleccionado para la solución con uno consid-
erado por ésta. Así, si dado una arista e = (u, v), ya sea que v o u está en
la solución, la variable ye es forzada a tomar el valor 1, lo cual indica que
esta arista es seleccionable. Las restricciones en (3.16) relacionan las variables
indicadoras con las variables que muestran que aristas son seleccionadas. En
particular, si una variable indicadora ye tiene valor 0, ze es forzada a tomar
valor 0, lo cual significa que e no puede ser elegido. Finalmente, las restric-
ciones en (3.17) se aseguran que cada nodo v ∈ V que no forma parte de la
solución —esto es, cuando xv = 0—está conectado por una arista a un nodo
que sí forma parte de la solución. Debido al objetivo de minimización en la
optimización las aristas con los pesos más bajos serán seleccionadas para este
propósito.
3.3.1.2 ILP-2: Eliminando las variables indicadoras
El segundo modelo ILP —el cual llamaremos Ilp-2 —sigue la misma idea de
Ilp-1, pero con la salvedad de que no requiere de las variables indicadoras.
Esto es, el modelo Ilp-1 sólo necesita las variables binarias xv para todo














xu ≥ 1 para v ∈ V
xv + xu ≥ ze para e = (u, v) ∈ E




ze ≥ 1 para v ∈ V
xv ∈ {0, 1} para v ∈ V







Debe notarse que las restricciones del conjunto independiente (3.19), las
del conjunto dominante (3.20), y las restricciones que se aseguran de que cada
nodo v ∈ V que no forma parte de la solución está conectado por una arista a
un nodo que forma parte de la solución, son las mismas que las de modelo Ilp-
1. Sin embargo, los dos grupos de restricciones de Ilp-1 (restricciones (3.15)
y (3.16)), son reemplazados por los grupos (3.21) y (3.22). Debe notarse que
cuando ambos xv y xu —relacionados mediante la arista e = (u, v) ∈ E—
están con valor cero, la restricción (3.21) fuerza a la variable ze a tomar
valor cero, lo que significa que una arista que conecta los dos nodos no se-
leccionados puede ser elegida por la solución. Además cuando ambos xv y xu
—nuevamente relacionados mediante la arista e = (u, v) ∈ E— tienen valor
1, la restricción (3.27) fuerza a la variable ze a tomar el valor cero, lo cual
significa que la arista que conecta los dos nodos seleccionados no puede ser
elegida para la solución.
3.3.1.3 ILP-3: Uso de variables explícitas para considerar peso de
arcos
El tercer modelo ILP—el cual llamaremos de ahora en adelante Ilp-3— es
estructuralmente diferente a Ilp-1 y Ilp-2. La idea central de éste es mode-
lar la contribución del peso de las aristas de cada nodo en términos de una
variable entera qv para todo v ∈ V . Obviamente, el peso de las aristas de un
nodo seleccionado v ∈ V—esto es, cuando xv = 1—debe ser cero, mientras la
contribución de la arista de un nodo no seleccionado v ∈ V debe ser igual al
peso de la arista de peso mínimo que conecta este nodo a un nodo seleccionado.









xu ≥ 1 ∀ v ∈ V
qv ≤ (1− xv)M ∀ v ∈ V






 ∀ v ∈ V,e = (v, u) ∈ δ(v)
xv ∈ {0, 1} ∀ v ∈ V







Debe observarse que las restricciones de conjunto independiente (3.25) y
las de conjunto dominante (3.26) están también en Ilp-1 y Ilp-2. Además,
las restricciones (3.27) establecen el límite superior de la contribución de una
artista en cero en casos que el nodo correspondiente forma parte de la solución,
esto es, del conjunto dominante e independiente. En caso de que el nodo no
forme parte de la solución, la restricción (3.27) establece el límite superior en
un valor de una gran constante M , la cual fue establecida en función del peso
máximo de todas las aristas del grafo. Además, el conjunto de restricciones en
(3.28) establece el límite inferior de todas las contribuciones en cero. Final-
mente, las restricciones (3.29) establecen el límite inferior de la contribución
de aristas, para que éstas sean iguales al peso de la arista de mínimo peso que
conecta el respectivo nodo con uno de su vecindad seleccionada.
3.3.2 Aplicación de Metaheurística PBIG sobre el problema WID
Los tres modelos ILP presentados, fueron desarrollados parar ser evaluados
como componentes de la fase Solve de Cmsa. Lamentablemente el desempeño
de estos tres modelos fue pobre, incluso con instancias más pequeñas que las
originales en casos con 500 y 1000 nodos. Esto llevó a desarrollar un nuevo
planteamiento, en el cual el solver es reemplazado por otra metaheurística que
es aplicada sobre la sub-instancia reducida generada por las primeras fases del
Cmsa, pero con un tiempo más limitado. La metaheurística seleccionada para
este propósito es Pbig, la cual se describe a continuación, aplicada a WID.
Una descripción de alto nivel de la implementación de PBIG—al que se
referirá como Pbig—está dada en el algoritmo 2. Pbig requiere el grafo pro-
blema G, y los parámetros: (1) tamaño de población psize ∈ Z+, (2) el límite
inferior (Dl) y el límite superior (Du), para el nivel de destrucción aplicado
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Algorithm 2 Pbig para el problema WID
1: input: grafo de entrada G, parámetros psize > 0, Dl, Du, drate, lsize ∈ [0, 1]
2: P := GenerateInitialPopulation(psize, drate, lsize)
3: while no se satisfaga la condición de término do
4: Pnew := ∅
5: for cada solución candidata S ∈ P do
6: Sˆ := DestroyPartially(S)
7: S′ := Reconstruct(Sˆ, drate, lsize)
8: AdaptDestructionRate(S, S′)
9: Pnew := Pnew ∪ {S′}
10: end for
11: P := Accept(P,Pnew)
12: end while
13: output: argmin {f(S) | S ∈ P}
a cada solución de la población por cada iteración, (3) el grado de determin-
ismo drate ∈ [0, 1], y (4) el tamaño de la lista de candidatos lsize > 0. Los
dos últimos parámetros controlan el nivel de avaricia (greediness) del proceso
probabilístico de reconstrucción de soluciones. Además, se debe notar que los
valores para los límites mencionados deben cumplir 0 ≤ Dl ≤ Du ≤ 1. Para
la siguiente descripción, cada solución S es un subconjunto de los nodos de
V , tiene un valor de función objetivo f(S), y una tasa de destrucción DS
individual posiblemente dinámica.
El algoritmo funciona como sigue. Primero las psize soluciones de la
población inicial son generadas por la función GenerateInitialPopulation (psize,
drate, lsize) (ver línea 2 de Alg. 2). Luego, cada iteración consiste de los sigu-
ientes pasos: Primero, una población vacía Pnew, llamada población de de-
scendientes es creada. Luego, cada solución S ∈ P es parcialmente destruida
usando el procedimiento DestroyPartially(S) (ver línea 6 de Alg. 2). Esto re-
sulta en una solución parcial Sˆ. Sobre la base de Sˆ, se construye una solución
completa S′ usando el procedimiento Reconstruct(Sˆ, drate, lsize) (ver línea 7 de
Alg. 2). Aquí, la tasa de destrucción DS de la solución S es adaptada dependi-
ente de la calidad de la solución S′ en la función AdaptDestructionRate(S, S′).
Cada solución nueva obtenida es almacenada en Pnew. Nótese que las dos fases
de destrucción y reconstrucción son aplicadas a todas las soluciones de P de
forma independiente entre ellas. Cuando la iteración está completa, el pro-
cedimiento Accept(P,Pnew) selecciona las mejores psize soluciones de P ∪Pnew
para la población de la próxima generación. En el caso de que dos soluciones
de P ∪ Pnew sean iguales, el criterio de desempate está basado en las tasas
de destrucción individuales. Más específicamente, la solución S con la tasa
individual más alta de destrucción DS es preferida sobre la otra. Finalmente
el algoritmo termina cuando el límite de tiempo de procesamiento ha sido
alcanzado, y la mejor solución es retornada.
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3.3.3 Uso de PBIG como componente de CMSA
El framework CMSA fue desarrollado para tratar de dar escalabilidad a la
eficiencia de solvers ILP exactos en el contexto de instancias de problemas
grandes, donde de forma directa resultan completamente inviables. Debido
a los deficientes resultados de los modelos ILP mostrados sobre el problema
WID, esta versión de CMSA no usa un solver exacto sino que en su lugar
trata las sub-instancias con el algoritmo Pbig, el cual se aplica sobre cada sub-
instancia con cierta limitación de tiempo. El algoritmo resultante se denomina
(Cmsa-Pbig), el cual es provisto como Algoritmo 3.
En el contexto del problema WID, el conjunto de componentes de solu-
ción utilizados por esta versión de Cmsa corresponde al conjunto de nodos del
grafo de entrada. Además, las soluciones pueden ser probabilísticamente con-
struidas por dos versiones de greedy estocásticas definidas para este propósito.
Estos algoritmos requieren dos parámetros: (1) la tasa de determinismo que
llamaremos (dcmsarate en el contexto de Cmsa-Pbig) y (2) el tamaño de la lista
de candidatos (lcmsasize en el contexto de Cmsa-Pbig).
El algoritmo inicia su operación de la siguiente forma, primero, la mejor
solución hasta el momento Sbsf es inicializada a null, indicando que aún
no existe una solución, Además la subinstancia actual V ′ ⊆ V (donde V es
el conjunto de nodos del grafo de entrada G) es inicializado como un con-
junto vacío. Entonces en cada iteración, un número de na soluciones es prob-
abilísticamente generado a través de la función ProbabilisticSolutionGenera-
tion(optgreedy, dcmsarate , lcmsasize ), en este caso el parámetro optgreedy permite se-
leccionar una de las dos implementaciones elaboradas de Greedy para estos
propósitos. Los nodos encontrados en las soluciones construidas son agregados
a V ′. Además cada nodo v ∈ V ′ tiene una edad, etiquetada como age[v], la
cual se inicializa en cero. Luego, Pbig es aplicado en la función ApplyPBIG(V ′)
para encontrar soluciones de alta calidad, pero restringido a los nodos de V ′,
esto es, el proceso de re-construcción de Pbig está restringido a elegir nodos
de V ′. Si la solución resultante, llamada S′pbig, es mejor que la mejor solución
hasta el momento Sbsf , la solución S′pbig es adoptada como la mejor solución
hasta el momento. Luego, la subinstancia V ′ es adaptada en base a la solución
Sbsf en conjunto con las edades de los nodos en V ′. Esto es realizado por la
función Adapt(V ′, S′pbig, agemax) de la siguiente forma. Primero, la edad de
cada nodo en V ′ \ S′pbig es incrementada mientras la edad de cada nodo en
S′pbig es reinicializada a cero. Subsecuentemente, aquellos nodos de V
′ con una
edad mayor a agemax —el cual es un parámetro del algoritmo—es removido de
V ′. Esto causa que nodos que no son seleccionados por las mejores soluciones
de Pbig no hagan más lenta la ejecución de Pbig en las siguientes iteraciones.
Resultados
Se realizó una extensa comparación de algoritmos sobre el problema WID,
lo que incluyó a los tres modelos ILP presentados (Ilp-1 y Ilp-2,Ilp-3), las
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Algorithm 3 Cmsa-Pbig para el problema WID
1: input: grafo de entrada G, valores de parámetros para Pbig y valores para los
parámetros dcmsarate , lcmsasize , agemax, na, tmax, and optgreedy
2: Sbsf := null
3: V ′ := ∅
4: age[v] := 0 para todo v ∈ V
5: while el tiempo límite de CPU no sea alcanzado do
6: for i = 1, . . . , na do
7: S := ProbabilisticSolutionGeneration(optgreedy, d
cmsa
rate , lcmsasize )
8: for todo v ∈ S and v /∈ V ′ do
9: age[v] := 0
10: V ′ ← V ′ ∪ {v}
11: end for
12: end for
13: S′pbig ← ApplyPBIG(V ′)
14: if f(S′pbig) < f(Sbsf) then Sbsf := S′pbig
15: Adapt(V ′, S′pbig, agemax)
16: end while
17: output: Sbsf
dos versiones de heurísticas greedy desarrolladas, el algoritmo Pbig y Cmsa-
Pbig, esto es, siete algoritmos en total. Las pruebas se realizaron sobre un
total de 540 instancias de problemas provenientes de dos conjuntos de prueba
de similar tamaño. El primer conjunto se denomina conjunto de grafos aleato-
rios, y sus instancias se caracterizan porque todos los nodos tienen similar
probabilidad de conectarse entre sí. El conjunto posee una variedad de grafos
determinados por la probabilidad de la ocurrencia de una arista, su cantidad
de nodos y distintos tipos de esquemas de generación de pesos, los cuales
pueden dar más importancia a los nodos o a las aristas, o bien ser neutrales.
Las mismas consideraciones de esquemas de pesos, cantidad de nodos y pro-
babilidad de nodos se aplica para el segundo conjunto de prueba llamado
conjunto de grafos geométricos aleatorios. La diferencia radica en que este
segundo grupo introduce el concepto de radio de conexión el cual limita la
posibilidad de conectar nodos entre si, a los que están en dentro de esta dis-
tancia determinada por el radio, esto se logra con una disposición aleatoria
inicial de coordenadas para todos los nodos de la instancia.
Es importante notar que Pbig y Cmsa-Pbig fueron sometidos a procesos
de calibración usando la herramienta irace.
Luego de las pruebas realizadas, al considerar todas las instancias en con-
junto, se puede constatar que Cmsa-Pbig es el algoritmo con mejor desem-
peño, seguido por Pbig. Luego los siguen los modelos ILP, donde Ilp-2 es
generalmente el de mejor rendimiento seguido por Ilp-3 y Ilp-1. Finalmente
los de peor rendimiento son las heurísticas greedy. Todas las diferencias tienen
significancia estadística. Una representación de esto se puede ver en la Figura
3.4, a través de un gráfico de diferencias críticas (CD), donde cada algoritmo
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Fig. 3.4: Gráfico de diferencias críticas para las 540 instancias de problemas
en conjunto. El eje muestra el ránking promedio para los 7 algoritmos consid-
erados.
es posicionado en un segmento de acuerdo al ranking promedio respecto al
total de instancias de problema. La diferencia crítica es computada con nivel
de significancia del 0.05, y para este caso entre todas las propuestas existen
diferencias estadísticas significativas. Adicionalmente se pudo notar que las
estructuras de los grafos no alteran el desempeño, siendo éste similar para los
distintos tipos de grafos. Cmsa-Pbig y Pbig son las mejores propuestas sobre
el problema WID entre las técnicas verificadas, con significancia estadística en
todos los casos. Ahora, en la comparación entre Cmsa-Pbig y Pbig, se puede
observar que Cmsa-Pbig tiene —para todos los subconjuntos de instancias—
un mejor desempeño promedio que Pbig. Esta diferencia es estadísticamente
significativa cuando consideramos todas las instancias de problema en con-
junto, y en el caso de grafos orientados a aristas. Este resultado es de gran
interés, debido a que muestra que, con la aplicación del framework Cmsa




En este trabajo se ha mostrado cómo instancias grandes de problemas de
optimización combinatorial pueden ser abordadas por técnicas exactas (ILP)
sobre herramientas solver estándares, lo cual se logra, cuando previamente se
realiza una reducción inteligente del tamaño de la instancia de problema; sin
lo cual la aplicación de ILP sería inviable. Esto se descubrió en un principio,
gracias al desarrollo de una heurística exacta basada en MIP, que entregó
el sustento para el desarrollo de un framework general llamado Cmsa, que
resulta ser la principal contribución de este trabajo.
Cmsa mostró su utilidad en la simplificación y depuración de subinstan-
cias de problemas grandes permitiendo el uso de modelos ILP sobre ellas,
además esta técnica mostró su valor al mejorar el rendimiento de otras meta-
heurísticas, lo que es un resultado de gran interés, y que abre un campo de
investigación futuro. De forma detallada, las principales conclusiones de esta
investigación son las siguientes:
• Durante el proceso de investigación se desarrolló un conjunto de técnicas
algorítmicas que configuran las contribuciones de esta tesis. Estas son un
modelo ILP para el problema MCSP que mejora lo descrito en la literatura
para problemas pequeños, y una heurística basada en ILP, que también
mejora los resultados publicados, pero con la capacidad de enfrentar ins-
tancias de problemas grandes. Además se presenta una nuevo framework
de optimización de propósito general Cmsa, que permite ser la base de de-
sarrollo de metaheurísticas híbridas y que prueba su utilidad al ser usado
complementariamente con modelos ILP y otra metaheurística (Pbig). En
este contexto se logra posicionar a Cmsa en el estado-del-arte para los
problemas MCSP, MCA y WIDP, en especial al tratar con instancias de
problemas grandes. Durante el proceso de desarrollo de Cmsa, también
se logró el desarrollo de tres modelos ILP para el problema WIDP y dos
variantes Greedy para el mismo problema, junto con la implementación de
la metaheurística Pbig.
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• Cmsa permite extender el uso de modelos ILP sobre instancias de pro-
blemas que de forma directa les sería inviable usando herramientas solver
estándar–en este caso particular CPLEX–. En términos generales, la res-
olución de instancias reducidas por el framework propuesto, muestra resul-
tados competitivos con el modelo ILP aplicado sobre las instancias origi-
nales no reducidas de problemas pequeños (cuando el modelo ILP puede
aplicarse de forma directa a la instancia de problema) y supera amplia-
mente al uso de modelos ILP de forma directa en problemas medianos y
grandes.
• Otro resultado interesante de la investigación, es el hecho de que Cmsa
permitió mejorar el buen desempeño de la metaheurística Pbig, que por
si sola estaba posicionada en el estado-del-arte en la solución del problema
WIDP. Esto entrega un precedente importante y abre líneas de investi-
gación asociadas al desarrollo de otras hibridaciones.
4.1 Trabajos futuros
Derivado del trabajo realizado, se vislumbran dos líneas complementarias de
trabajo, una ligada a la mejora del framework presentado, y la segunda vin-
culada a la explotación de éste. En el contexto de la mejora, es claro que debe
revisarse con más detalle el mecanismo de envejecimiento de componentes de
solución en la fase Adapt de Cmsa, la cual según experimentos preliminares
muestra que podría ser mejorada considerando aspectos sobre la calidad de las
soluciones encontradas y la interacción de estos componentes, en conjunto al
uso un enfoque estocástico en este proceso. En el contexto de la explotación de
Cmsa, se debe explorar la utilidad del framework sobre otro tipo de problemas
de optimización combinatorial, como es el caso de problemas de permutación
y planificación, así también la prueba en conjunto con otras metaheurísti-
cas disponibles en el estado-del-arte de distintos CO, buscando mejorar los
resultados de la literatura.
5Publicaciones
Como resultado de la investigación, se desarrollaron diversos artículos en re-
vistas y conferencias. En esta sección se introducen los artículos seleccionados
para esta disertación y presentados con posterioridad en la Parte II del tra-
bajo. Algunos trabajos publicados no fueron elegidos por constituir resultados
parciales posteriormente extendidos en otras publicaciones o por no estar rela-
cionados con la temática general presentada en este trabajo.
5.1 Publicaciones incluidas en la disertación
Capítulo 6: Mathematical Programming Strategies for Solving the
Minimum Common String Partition Problem
Este trabajo muestra los resultados de enfrentar el MCSP con un modelo
de programación lineal. En este contexto se muestra el primer modelo ILP
desarrollado para este problema y su desempeño, poniendo énfasis en que
no es aplicable a problemas grandes. El trabajo explora el desarrollo de una
heurística de dos fases basada en ILP y sustentada en la reducción de instan-
cias de problema que resulta tener resultados superiores a los existentes en la
literatura.
Capítulo 7: Construct, Merge, Solve Adapt: A New General
Algorithm For Combinational Optimization
Dada la ventaja mostrada por la reducción de tamaño de instancia encontrada,
este trabajo presenta una nueva metaheurística híbrida de propósito general
basada en este concepto. La propuesta es probada sobre los problemas MCSP
y MCA mostrando ser competitiva con solvers exactos para instancias de
problemas pequeños y medianos y muy superior a estos con instancias de
problemas grandes.
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Capítulo 8: The Weighted Independent Domination Problem:
Integer Linear Programming Models and Metaheuristic
Approaches
En este trabajo originalmente se busca extender la aplicación de CMSA sobre
el problema WID, y en ese contexto el artículo informa del desarrollo de dos
heurísticas del tipo greedy y tres modelos ILP (componentes de CMSA). Dado
que el solver utilizado (CPLEX) no resultan lo suficientemente eficiente para
su integración con CMSA, se presenta una metaheurística PBIG aplicada a
WID y una aplicación de CMSA con PBIG como alternativa a los modelos
ILP, mostrando resultados sobresalientes de estos dos últimos algoritmos.
5.2 Publicaciones no incluidas en la disertación
The Weighted Independent Domination Problem: ILP Model and
Algorithmic Approaches
Este trabajo se presentó en (EvoCop2017) y fue nominado a mejor artículo.
Este presenta el desarrollo de un modelo ILP y dos heurísticas voraces (greedy)
para abordar el problema WID. Además para este mismo problema, se pre-
senta una metaheurística PBIG. Los resultados muestran el buen desempeño
del modelo ILP en instancias de problema pequeño y la superioridad de la
metaheurística en instancias de problemas mayores.
Iterative Probabilistic Tree Search for the Minimum Common
String Partition Problem
En este artículo se explora el uso de una técnica de búsqueda en árbol iterativa
probabilística sobre el problema MCSP, mostrando como ésta supera a las
implementaciones estándar de greedy, y además de una implementación de
una metaheurística ACO.
Generate, Solve & Adapt: Una propuesta de metaheurística
híbrida aplicada al problema de kCT
Este artículo presenta una propuesta del framework GSA, el cual es una ver-
sión temprana de CMSA. La propuesta se evalúa sobre el problema kCT
mostrando ventajas sobre heurísticas voraces tradicionales y permitiendo el
uso de modelos ILP sobre problemas que no podrían ser abordados con este
de forma directa.
5.3 Lista de publicaciones 43
An Artificial Bioindicator System for Network Intrusion Detection
Este trabajo responde a una línea de investigación distinta a la presentada
en este texto, pero realizado durante el período de estudios doctorales. En
el artículo se presenta una propuesta de bioindicadores artificiales usados
como clasificadores para detectar intrusiones en redes de datos. El clasificador
está inspirado en el sistema inmune biológico e implementa una población de
agentes que evoluciona y aprende a vivir en su entorno. En este proceso se
transforman en bioindicadores que pueden reaccionar a anomalías. La pro-
puesta permite detectar ataques desconocidos y no requiere entrenamiento
previo. En las pruebas realizadas pudo mejorar los resultados de 3 algoritmos
en el estado del arte usando un conjunto de prueba estandarizado.
5.3 Lista de publicaciones
En esta sección se proveen las referencias el trabajo científico publicado du-
rante el desarrollo de esta disertación. Los artículos incluidos en esta dis-
ertación están destacados.
Revistas internacionales
• Pedro Pinacho Davidson, Christian Blum and José A. Lozano.
The Weighted Domination Problem: Integer Linear Program-
ming Models and Metaheuristic Approaches. European Journal
of Operational Research (EJOR). (enviado)
• Christian Blum, Pedro Pinacho, Manuel López.Ibáñez, José A.
Lozano. Construct, Merge, Solve & Adapt: A New General Al-
gorithm For Combinational Optimization. Computers & Opera-
tions Research 68 (2016), pp. 75-88.
• Christian Blum, José A. Lozano, Pedro Pinacho Davidson. Math-
ematical Programming Strategies for Solving the Minimum Com-
mon String Partition Problem. European Journal of Operational
Research (EJOR) 242 (3) (2015), pp. 769-777.
• Christian Blum, José A. Lozano, Pedro Pinacho Davidson. An Artificial
Bioindicator System for Network Intrusion Detection . Artificial Life 21
(2) (2015), pp. 93-118.
Conferencias internacionales
• Pinacho, Pedro, Blum C., Lozano J.A. (2017) The Weighted Independent
Domination Problem: ILP Model and Algorithmic Approaches. In: Hu B.,
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López-Ibáñez M. (eds) Evolutionary Computation in Combinatorial Op-
timization. EvoCOP 2017. Lecture Notes in Computer Science, vol 10197.
Springer, Cham.
• Blum C., Lozano J.A., Pinacho Davidson P. (2014) Iterative Probabilistic
Tree Search for the Minimum Common String Partition Problem. In: Blesa
M.J., Blum C., Voß S. (eds) Hybrid Metaheuristics. HM 2014. Lecture
Notes in Computer Science, vol 8457. Springer, Cham.
Conferencias nacionales
• Pedro Pinacho, Christian Blum, José A. Lozano. Generate, Solve & Adapt:
Una propuesta de metaheurística híbrida aplicada al problema de KCT.
XI Congreso Chileno de Investigación Operativa (OPTIMA 2015), Antofa-
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The minimum common string partition problem is an NP-hard combinatorial optimization problem with
applications in computational biology. In this work we propose the ﬁrst integer linear programming model
for solving this problem. Moreover, on the basis of the integer linear programming model we develop a de-
terministic 2-phase heuristic which is applicable to larger problem instances. The results show that provenly
optimal solutions can be obtained for problem instances of small and medium size from the literature by
solving the proposed integer linear programmingmodelwith CPLEX. Furthermore, newbest-known solutions
are obtained for all considered problem instances from the literature. Concerning the heuristic, we were able
to show that it outperforms heuristic competitors from the related literature.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
Optimization problems related to strings—such as protein or
DNA sequences—are very common in bioinformatics. Examples in-
clude string selection problems (Meneses, Oliveira, & Pardalos, 2005;
Mousavi, Babaie, & Montazerian, 2012; Pappalardo, Pardalos, &
Stracquadanio, 2013), the longest common subsequence problemand
its variants (Hsu & Du, 1984; Smith & Waterman, 1981), alignment
problems (Gusﬁeld, 1997; Rajasekaran, Nick, Pardalos, Sahni, & Shaw,
2001), and similarity search (Rajasekaran, Hu, Luo, Nick, Pardalos,
Sahni, & Shaw, 2001). These problems are often computationally very
hard, if not even NP-hard (Garey & Johnson, 1979). In this work we
deal with the minimum common string partition (MCSP) problem,
which can be described as follows. We are given two related input
strings that have to be partitioned each into the same collection of
substrings. The size of the collection is subject to minimization. A for-
mal description of the problem will be provided in Section 1.1. The
MCSP problem has applications, for example, in the bioinformatics
ﬁeld. Chen, Zheng, Fu, Nan, Zhong, Lonardi, and Jiang (2005) point out
that the MCSP problem is closely related to the problem of sorting by
reversals with duplicates, a key problem in genome rearrangement.
∗ Corresponding author at: Department of Computer Science and Artiﬁcial Intelli-
gence, University of the Basque Country UPV/EHU, San Sebastian, Spain.
Tel.: +34 943017119.
E-mail addresses: christian.blum@ehu.es (C. Blum), ja.lozano@ehu.es
(J. A. Lozano), ppinacho@santotomas.cl (P. Davidson).
In this paperwe introduce the ﬁrst integer linear program (ILP) for
solving the MCSP problem. An experimental evaluation on problem
instances from the related literature shows that this ILP can be eﬃ-
ciently solved, for example, by using any version of IBM ILOG CPLEX.
However, a study on new instances of larger size demonstrates the
limitations of the model. Therefore, we additionally introduce a de-
terministic 2-phase heuristic which is strongly based on the original
ILP. The experimental evaluation shows that the heuristic is appli-
cable to larger problem instances than the original ILP. Moreover, it
is shown that the heuristic outperforms competitor algorithms from
the related literature on known problem instances.
1.1. Problem description
The MCSP problem can technically be described as follows. Given
are two input strings s1 and s2, both of length n over a ﬁnite alphabet
. These two strings are required to be related, whichmeans that each
letter appears the same number of times in each of them. Note that
this deﬁnition implies that s1 and s2 have the same length. A valid so-
lution to theMCSP problem is obtained by partitioning s1 into a set P1
of non-overlapping substrings, and s2 into a set P2 of non-overlapping
substrings, such that P1 = P2. Moreover, we are interested in ﬁnding
a valid solution such that |P1| = |P2| is minimal.
Consider the following example. Given are DNA sequences s1 =
AGACTG and s2 = ACTAGG. Obviously, s1 and s2 are related because A
and G appear twice in both input strings, while C and T appear once.
A trivial valid solution can be obtained by partitioning both strings
into substrings of length 1, that is, P1 = P2 = {A,A,C,T,G,G}. The
http://dx.doi.org/10.1016/j.ejor.2014.10.049
0377-2217/© 2014 Elsevier B.V. All rights reserved.
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objective function value of this solution is 6. However, the optimal
solution, with objective function value 3, is P1 = P2 = {ACT,AG,G}.
1.2. Related work
The MCSP problem has been introduced by Chen et al. (2005) due
to its relation to genome rearrangement. More speciﬁcally, it has ap-
plications in biological questions such as: May a given DNA string
possibly be obtained by rearrangements of another DNA string? The
general problem has been shown to be NP-hard even in very restric-
tive cases (Goldstein, Kolman, & Zheng, 2005). Other papers concern-
ing problem hardness consider, for example, the k-MCSP problem,
which is the version of the MCSP problem in which each letter occurs
at most k times in each input string. The 2-MCSP problemwas shown
to be APX-hard in Goldstein et al. (2005). When the input strings
are over an alphabet of size c, the corresponding problem is denoted
as MCSPc. Jiang et al. proved that the decision version of the MCSPc
problem is NP-complete when c ≥ 2 (Jiang, Zhu, Zhu, & Zhu, 2012).
The MCSP has been considered quite extensively by researchers
dealing with the approximability of the problem. Cormode and
Muthukrishnan (2007), for example, proposed an O(lognlog∗n)-
approximation for the edit distance with moves problem, which is a
more general case of theMCSP problem. Shapira and Storer (2002) ex-
tended on this result. Other approximation approaches for the MCSP
problem have been proposed in Kolman and Walen´ (2007). In this
context, Chrobak, Kolman, and Sgall (2004) studied a simple greedy
approach for the MCSP problem, showing that the approximation ra-
tio concerning the 2-MCSP problem is 3, and for the 4-MCSP problem
the approximation ratio is (log(n)). In the case of the general MCSP
problem, the approximation ratio is between (n0.43) and O(n0.67),
assuming that the input strings use an alphabet of size O(log(n)).
Kaplan and Shafrir (2006) raised the lower bound to(n0.46). Kolman
proposed a modiﬁed version of the simple greedy algorithm with an
approximation ratio ofO(k2)for the k-MCSP (Kolman, 2005). Recently,
Goldstein and Lewenstein proposed a greedy algorithm for the MCSP
problem that runs in O(n) time (see Goldstein & Lewenstein, 2011).
He (2007) introduced a greedy algorithm with the aim of obtaining
better average results.
Damaschke (2008) was the ﬁrst one to study the ﬁxed-parameter
tractability (FPT) of the problem. Later, Jiang et al. (2012) showed that
both the k-MCSP and MCSPc problems admit FPT algorithms when k
and c are constant parameters. Finally, Fu, Jiang, Yang, and Zhu (2011)
and Ding and Fu (2013) proposed an O(2nn
O(1)
) time algorithm for the
general case and anO(n(logn)2)time algorithmapplicable under some
constraints.
To our knowledge, the only metaheuristic approaches that have
been proposed in the related literature for the MCSP problem are (1)
the MAX -MIN Ant System by Ferdous and Sohel Rahman (2014,
2013) and (2) the probabilistic tree search algorithmby Blum, Lozano,
and Pinacho Davidson (2014). Both works applied their algorithm to
a range of artiﬁcial and real DNA instances from Ferdous and Sohel
Rahman (2013).
1.3. Organization of the paper
The remaining part of the paper is organized as follows. In
Section 2, the ILP model for solving the MCSP is outlined. Moreover,
an experimental evaluation is provided. The deterministic heuristic,
together with an experimental evaluation, is described in Section 3.
Finally, in Section 4 we provide conclusions and an outlook to future
work.
2. An integer linear program to solve the MCSP
In the following we present the ﬁrst ILP model for solving the
MCSP. For this, the deﬁnitions provided in the following are required.
Note that an illustrative example is provided in Section 2.3.
2.1. Preliminaries
Henceforth, a common block bi of input strings s1 and s2 is denoted
as a triple (ti, k1i, k2i)where ti is a string which can be found starting
at position 1 ≤ k1i ≤ n in string s1 and starting at position 1 ≤ k2i ≤ n
in string s2. Moreover, let B = {b1, . . . , bm} be the (ordered) set of
all possible common blocks of s1 and s2.
1 Given the deﬁnition of B,
any valid solution S to the MCSP problem is a subset of B—that is,
S ⊂ B—such that:
1.
∑
bi∈S |ti| = n, that is, the sum of the length of the strings corre-
sponding to the common blocks in S is equal to the length of the
input strings.
2. For any two common blocks bi, bj ∈ S it holds that their corre-
sponding strings overlap neither in s1 nor in s2.
Moreover, any (valid) partial solution Spartial is a subset of B fulﬁll-
ing the following conditions: (1)
∑
bi∈Spartial |ti| < n and (2) for any
two common blocks bi, bj ∈ Spartial it holds that their corresponding
strings overlap neither in s1 nor in s2. Note that any valid partial so-
lution can be extended to be a valid solution. Furthermore, given a
partial solution Spartial, set B(Spartial) ⊂ B denotes the set of common
blocks that may be used in order to extend Spartial such that the result
is again a valid (partial) solution.
2.2. The integer linear program
First, two binary m × n matrices M1 and M2 are deﬁned as fol-
lows. In both matrices, row 1 ≤ i ≤ m corresponds to common block
bi ∈ B. Moreover, a column 1 ≤ j ≤ n corresponds to position j in in-
put string s1, respectively s2. In general, the entries of matrix M1 are
set to zero. However, in each row i, the positions that string ti (of
common block bi) occupies in input string s1 are set to one. Corre-
spondingly, the entries of matrix M2 are set to zero, apart from the
fact that in each row i the positions occupied by string ti in input
string s2 are set to one. Henceforth, the position (i, j) of a matrix M is
denoted byMi,j. Finally, we introduce for each common block bi ∈ B a
binary variable xi. With these deﬁnitions we can express the MCSP in









M1i,j · xi = 1 for j = 1, . . . ,n (2)
m∑
i=1
M2i,j · xi = 1 for j = 1, . . . ,n (3)
xi ∈ {0,1} for i = 1, . . . ,m
Hereby, the objective function minimizes the number of selected
common blocks. Constraints (2) make sure that the strings corre-
sponding to the selected commonblocks donot overlap in input string
s1, while constraints (3) make sure that the strings corresponding to
the selected common blocks do not overlap in input string s2. More-
over, note that constraints (2) and (3) implicitly ensure that the sum
of the length of the strings corresponding to the selected common
blocks is equal to n.
2.3. Example
As an example, consider the small problem instance from
Section 1.1. The complete set of common blocks (B) as induced by
1 The way in which B is ordered is of no importance.
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Table 1
Results for the 10 instances of Group1.
id Greedy Aco TreSea Ilporig
Value Best Best Value Time (seconds) Gap (percent) |B|
1 46 42 42 ∗41 1 0.0 4299
2 56 51 48 ∗47 2 0.0 6211
3 62 55 56 ∗52 34 0.0 8439
4 46 43 43 ∗41 1 0.0 4299
5 44 43 41 ∗40 1 0.0 4718
6 48 42 41 ∗40 3 0.0 4435
7 65 60 60 ∗55 38 0.0 8687
8 51 47 45 ∗43 2 0.0 4995
9 46 45 43 ∗42 2 0.0 4995
10 63 59 58 ∗54 51 0.0 9699
Avg. 52.7 48.7 47.7 45.5 13.5 0.0 6029.3
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The optimal solution to this instance is S = {b1, b2, b14}. It can
easily be veriﬁed that this solution respects constraints (2)–(4) of the
ILP model.
2.4. Experimental evaluation
In the following we will provide an experimental evaluation of
model Ilporig. The model was implemented in ANSI C++ using GCC
4.7.3 for compiling the software.Moreover, themodelwas solvedwith
IBM ILOG CPLEX V12.1. The experimental results that we outline in
the followingwere obtained on a cluster of PCswith “Intel(R) Xeon(R)
CPU5130”CPUsof 4nuclei of 2000megahertz and4gigabytes of RAM.
2.4.1. Problem instances
For testing model Ilporig we chose the same set of benchmark in-
stances that was used by in Ferdous and Sohel Rahman (2013) for the
experimental evaluation of their ant colony optimization approach.
This set contains, in total, 30 artiﬁcial instances and 15 real-life in-
stances consisting of DNA sequences. Remember, in this context, that
each problem instance consists of two related input strings. More-
over, the benchmark set consists of four subsets of instances. The ﬁrst
subset (henceforth labeled Group1) consists of 10 artiﬁcial instances
inwhich the input strings aremaximally of length 200. The second set
(Group2) consists of 10 artiﬁcial instances with input string lengths
between201 and400. In the third set (Group3) the input strings of the
10 artiﬁcial instances have lengths between 401 and 600. Finally, the
fourth set (Real) consists of 15 real-life instances of various lengths
from [200,600].
2.4.2. Results
The results are shown in Tables 1–4, in terms of one table per in-
stance set. The structure of these tables is as follows. The ﬁrst column
provides the instance identiﬁers. The second column contains the re-
sults of the greedy algorithm from Chrobak et al. (2004) (results were
taken from Ferdous and Sohel Rahman (2013)). The third column pro-
vides the value of the best solution found in four independent runs
per problem instance (with a CPU time limit of 7200 seconds per run)
by the Aco approach by Ferdous and Sohel Rahman (2014, 2013).2
The fourth column provides the value of the best solution found in
10 independent runs per problem instance (with a CPU time limit
of 1000 seconds per run) by the probabilistic tree search algorithm
(henceforth labeled TreSea) by Blum et al. (2014). TreSeawas run on
the samemachines as the ones used for the current work. Finally, the
last four table columns are dedicated to the presentation of the results
provided by solving model Ilporig. The ﬁrst one of these columns pro-
vides the value of the best solution found within 3600 CPU seconds.
In case the optimality of the corresponding solution was proved by
CPLEX, the value is marked by an asterisk. The second column dedi-
cated to Ilporig provides the computation time (in seconds). In case of
having solved the corresponding problem to optimality, this column
only displays one value indicating the time needed by CPLEX to solve
the problem. Otherwise, this column provides two values in the form
X/Y, where X corresponds to the time at which CPLEX was able to
ﬁnd the ﬁrst valid solution, and Y corresponds to the time at which
CPLEX found the best solutionwithin 3600CPU seconds. The third one
of the columns dedicated to Ilporig shows the optimality gap, which
refers to the gap between the value of the best valid solution and the
current lower bound at the time of stopping a run. Finally, the last
column indicates the size of set B, that is, the size of the complete set
of common blocks. Note that this value corresponds to the number
2 In this context, note that the experiments for Aco were performed on a computer
with an “Intel(R) 2 Quad” CPU with 2.33 gigahertz and 4gigabytes of RAM.
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Table 2
Results for the 10 instances of Group2.
id Greedy Aco TreSea Ilporig
Value Best Best Value Time (seconds) Gap (percent) |B|
1 119 113 111 98 50/2067 2.9 37743
2 122 118 114 106 80/1046 7.5 47174
3 114 111 107 97 35/1220 2.7 36979
4 116 115 111 102 48/891 4.9 40960
5 135 132 127 116 83/2703 6.7 52697
6 108 105 102 93 39/1476 5.6 35650
7 108 98 96 88 31/3107 6.0 30839
8 123 118 114 104 61/3248 5.1 42668
9 124 119 113 104 49/1563 5.2 42998
10 105 101 98 89 27/1397 3.6 31169
Avg. 117.4 113.0 109.3 99.7 50/1872 5.0 39887.7
Table 3
Results for the 10 instances of Group3.
id Greedy Aco TreSea Ilporig
Value Best Best Value Time (seconds) Gap (percent) |B|
1 182 177 171 155 333/858 7.5 110973
2 175 175 168 155 345/693 7.7 102670
3 196 187 185 166 462/2063 8.5 119287
4 192 184 179 159 458/976 6.9 114975
5 176 171 163 150 279/682 9.7 99775
6 170 160 162 147 239/573 9.1 88839
7 173 167 161 149 253/620 9.8 95765
8 185 175 169 151 312/3591 6.7 97400
9 174 172 169 158 352/1022 10.9 104186
10 171 167 161 148 343/1334 9.1 98237
Avg. 179.4 173.5 168.8 153.8 338/1241 8.6 103211.0
Table 4
Results for the 15 instances of set Real.
id Greedy Aco TreSea Ilporig
Value Best Best Value Time (seconds) Gap (percent) |B|
1 95 87 86 ∗78 968 0.0 22799
2 161 155 154 139 196/441 9.2 80523
3 121 116 113 104 61/3575 5.6 45869
4 173 164 158 144 301/1353 6.5 91663
5 172 171 165 150 379/1998 7.9 108866
6 153 145 143 128 170/3584 6.5 70655
7 140 140 131 121 180/1814 6.9 73502
8 134 130 128 116 127/3268 6.8 65560
9 149 146 142 131 191/358 8.8 75833
10 151 148 144 130 144/3429 6.1 69560
11 126 124 121 110 114/3591 4.8 56160
12 143 137 138 126 178/651 9.8 70861
13 180 180 171 157 469/2236 7.1 115810
14 152 147 146 130 161/3099 6.7 73449
15 157 160 152 139 295/1430 7.7 91060
Avg. 147.1 143.3 139.5 126.9 212/2120 6.7 74163.9
of variables used by Ilporig. The best result (among all algorithms) for
each problem instance is marked by a grey background, and the last
row of each table provides averages over the whole table.
The following conclusions can be drawn when analyzing the re-
sults. First, CPLEX is able to solve all instances ofGroup1 to optimality.
This is done, on average, in about 13 seconds. Moreover, none of the
existing algorithms was able to ﬁnd any of these optimal solutions.
Second, CPLEX was also able to ﬁnd new best-known solutions for
all remaining 35 problem instances, even though it was not able to
prove optimality within 3600 CPU seconds, which is indicated by the
positive optimality gaps. An exception is instance 1 of set Realwhich
also could be solved to optimality. Third, the improvements over the
competitor algorithms obtained by solving Ilporig with CPLEX are re-
markable. In particular, the average improvement (in percent) over












































































(d) Instances of set Real.
Fig. 1. Distribution of the string lengths corresponding to the complete set of common blocks. The distributions are shown averaged over all instances for each of the four sets of
problem instances.
TreSea, the best competitor from the literature, is 4.8 percent in the
case of Group1, 9.2 percent in the case of Group2, 9.7 percent in the
case of Group3, and 9.9 percent in the case of Real.
In order to study the limits of solving Ilporig with CPLEX
we randomly generated larger DNA instances. In particular, we
generated one random instance for each input string size from
{800,1000,1200,1400,1600,1800,2000}. CPLEXwas stoppedwhen
at least 3600 CPU seconds had passed and at least one feasible solu-
tion had been found. However, if after 12 CPU hours still no feasible
solution was found, the execution was stopped as well. The results
are shown in Table 5. The ﬁrst columnof this table provides the length
of the corresponding random instance. The remaining four columns
contain the same information as already explained in the context
of Tables 1–4, just that column Time (seconds) simply provides the
computation time (in seconds) at which the best solution was found.
Analyzing the results we can observe that the application of CPLEX
to Ilporig quickly becomes unpractical with growing input string size.
For example, the ﬁrst valid solution for the instancewith string length
1600 was found after 10987 seconds. Concerning the largest problem
instance, no valid solution was found within 12 CPU hours.
3. A MIP-based heuristic
As shown at the end of the previous section, the application of
CPLEX to Ilporig reaches its limits starting from an input string size
of about 1200. However, if it were possible to considerably reduce
the size of the set of common blocks (B), mathematical programming
Table 5
Results of applying CPLEX to Ilporig in the context of larger instances.
Length Value Time (seconds) Gap (percent) |B|
800 210 2531 10.7 214622
1000 304 1673 26.4 334411
1200 342 3435 22.6 480908
1400 401 6459 24.9 653401
1600 442 10987 24.1 854500
1800 486 18276 24.0 1084533
2000 n.a. n.a. n.a. 1335893
might still be an option to obtain good (heuristic) solutions. With
this idea in mind we studied the distribution of the lengths of the
strings of the common blocks in B for all 45 problem instances. This
distribution is shown—averaged over the instances of each of the
four instance sets—in Fig. 1. Analyzing these distributions it can be
observed, ﬁrst of all, that the distribution does not seem to depend
on instance size.3 However, the important aspect to observe is that
around 75 percent of all the common blocks contain strings of length
1. Moreover, only a very small portion of these common blocks will
form part of an optimal solution. In comparison, it is reasonable to
assume that a much larger percentage of the blocks corresponding to
large strings will form part of an optimal solution. These observations
gave rise to the heuristic which is outlined in the following.
3 Most probably the distribution would change in somewaywhen changing the size
of the alphabet.
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3.1. Heuristic
The proposed heuristic works in two phases. In the ﬁrst phase, a
subset of B (the complete set of common blocks) must be chosen. For
this purpose, let B≥l (where l ≥ 1) denote the subset of B that contains
all common blocks bi from B with |ti| ≥ l, that is, all blocks whose
corresponding string is longer or equal than l. Note, in this context,
that B≥1 = B. Moreover, note that |B≥1| ≥ |B≥2| ≥ |B≥3| ≥ · · · ≥ |B≥∞|.
Let lmax be the smallest value for l such that |B≥lmax | > 0. Observe that
B≥lmax only contains the common blocks with the longest strings.
Having chosen a speciﬁc value for l from [2, lmax], the following ILP,




xi + y (4)
subject to :∑
bi∈B≥l
M1i,j · xi ≤ 1 for j = 1, . . . ,n (5)
∑
bi∈B≥l
M2i,j · xi ≤ 1 for j = 1, . . . ,n (6)
∑
bi∈B≥l
|ti| · xi = n − y (7)
xi ∈ {0,1} for bi ∈ B≥l
y ∈ {0,1, . . . ,n}
Ilpph1 is based on a binary variable xi for each common block
bi ∈ B≥l, and an additional variable y ∈ {0,1, . . . ,n} that counts the
number of positions that are not covered by any chosen block. More-
over, matrices M1 and M2 are the same as the ones introduced in
Section 2.2, that is, they are deﬁned over the whole set B. The objec-
tive function minimizes the number of chosen blocks plus the num-
ber of uncovered positions. The constraints (5)–(6) are the same as in
Ilporig (see Section 2.2), apart from the fact that all equality symbols
are replaced by the ≤-symbol. Moreover, in constraints (7) variable y
is added to the right-hand side in order to account for the number of
uncovered positions. In short, the idea of Ilpph1 is to produce a partial
solution for the original MCSP that covers as much as possible of both
input strings, while choosing as few common blocks as possible.
Solving Ilpph1 will henceforth be referred to as phase 1 of the
proposed heuristic. Let us denote by Sph1 the solution provided by
phase 1.4 Due to the constraints of Ilpph1 this solution is a valid partial
solution to the original MCSP problem. The idea of the second phase
is then to produce the best complete solution possible that contains








M1i,j · xi = 1 for j = 1, . . . ,n (9)
∑
bi∈Bph2∪Sph1
M2i,j · xi = 1 for j = 1, . . . ,n (10)
xi = 1 for bi ∈ Sph1 (11)
xi ∈ {0,1} for bi ∈ Bph2
Hereby, Bph2 := B(Sph1) ⊂ B is the set of common blocks that may
be added to Sph1 without violating any constraints.5 Note that model
Ilpph2 is the same asmodel Ilporig,just that Ilpph2 only considers com-
4 Remember that solutions are subsets of B.
5 See Section 2.1 for the deﬁnition of B(·).
Table 6
Results of the heuristic. Each of the four subta-
bles deals with one of the four problem instance
sets. Note that Best Known refers to the best





(a) Instances of Group1.
1 42 +41 1
2 48 +47 2
3 55 +52 43
4 43 +41 2
5 41 +40 2
6 41 +40 3
7 60 +55 7
8 45 +43 3
9 43 +42 2
10 58 +54 58
Avg. 47.7 45.5 12.3
(b) Instances of Group2.
1 111 100 209
2 114 107 248
3 107 98 297
4 111 103 268
5 127 +116 280
6 102 96 224
7 96 90 164
8 114 +104 232
9 113 108 157
10 98 92 159
Avg. 109.3 101.4 223.8
(c) Instances of Group3.
1 171 161 674
2 168 162 479
3 185 171 980
4 179 167 786
5 163 153 431
6 160 151 499
7 161 154 228
8 169 160 315
9 169 158 779
10 161 154 459
Avg. 168.6 159.1 563.0
(d) Instances of Real.
1 86 80 130
2 154 +139 563
3 113 105 223
4 158 +142 560
5 165 161 494
6 143 133 401
7 131 123 433
8 128 121 404
9 142 +131 398
10 144 133 448
11 121 113 367
12 137 129 319
13 171 161 1105
14 146 136 553
15 152 144 405
Avg. 139.4 130.1 453.5
mon blocks from Bph2 and that it forces any solution to contain all
common blocks from Sph1; see constraints (11). This completes the
description of the heuristic.
3.2. Experimental evaluation
Just like model Ilporig, the heuristic was implemented in ANSI
C++ using GCC 4.7.3 for compiling the software. The two ILP models
were solved with IBM ILOG CPLEX V12.1, and the same machines as
for the experimental evaluation of Ilporig were used for running the
experiments.




























































































































































































































































(d) Instance 13 of Real, results (left) and computation time (right)
Fig. 2. Detailed information on the results of the proposed heuristic for four chosen problem instances. The description of the information content of the graphics is provided in
the text.
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As mentioned before, the heuristic may be applied for any value
of l from the interval [2, lmax]. In fact, we applied the heuristic to each
of the 45 problem instances from sets Group1, Group2, Group3, and
Real, with all possible values for l. In order not to spend too much
computation time the following stopping criterion was used for each
call to CPLEX concerning any of the two involved ILP models. CPLEX
was stopped (1) in case a provenly optimal solution was obtained
or (2) in case at least 50 CPU seconds were spent and the ﬁrst valid
solution was obtained. The overall result of the heuristic for a spe-
ciﬁc problem instance is the value of the best solution found for any
value of l. Moreover, as computation time we provide the sum of the
computation times spend for all applications for different values of l.
The results are shown in Table 6, which contains one subtable for
each of the four instance sets. Each subtable has the following format.
The ﬁrst column provides the instance identiﬁer. The second column
contains the value of thebest heuristic solution found in the literature.
Finally, the last two table columns present the results of our heuristic.
The ﬁrst one of these columns contains the value of the best solution
generated by the heuristic, while the second column provides the
total computation time (in seconds). The last row of each subtable
presents averages over the whole subtable. Moreover, the best result
for each instance is indicated in bold font, and those cases in which
the result of applying CPLEX to Ilporig could be matched are marked
by a “+” symbol.
The results allow to make the following observations. First, our
heuristic is able to improve the best-known heuristic result from
the literature in all 45 cases. Overall, the heuristic improves by
6.5 percent (on average) over the best known heuristic results from
the literature. On the downside, the heuristic is only able to match
the results of applying CPLEX to model Ilporig in 15 out of 45 cases.
However, this changes with growing instance size, as we will show
later in Section 3.4.
3.3. Gaining insight into the behavior of the heuristic
With the aim of gaining more insight into the behavior of the
heuristic with respect to the choice of a value for parameter l, the
following information is presented in graphical form in Fig. 2. Two
graphics are shown for each of the four chosen problem instances.
More precisely, we chose to present information for the largest prob-
lem instances from each of the four instance sets (see subﬁgures (a)
to (d) of Fig. 2). The left graphic of each subﬁgure has to be read as fol-
lows. The x-axis ranges over the possible values for l, while the y-axis
indicates the size of the set of common blocks that is used for solving
models Ilpph1 and Ilpph2. The graphic shows two curves. The onewith
a black line concerns solving model Ilpph1 in phase 1 of the heuristic,
while the other one (shown bymeans of a grey line) concerns solving
model Ilpph2 in phase two of the heuristic. The dots indicate for each
value of l the size of the set of commonblocks used by the correspond-
ingmodels.Moreover, in case the interior of a dot is light-grey (yellow
in the online version) this means that the correspondingmodel could
not be solved to optimality within 50 CPU seconds, while a black in-
terior of a dot indicates that the corresponding model was solved to
optimality. Finally, the bars in the background of the graphic present
the values of the solutions that were generated with different values
of l. The graphics on the right hand side present the corresponding
computation times required by solving the different models.
The following observations can be made. When the value of l is
close to the lower or the upper bound—that is, either close to 2 or
close to lmax—one of the two involved sets of common blocks is quite
large, and, therefore, the computation time needed for solving the
corresponding ILPmay be large, in particular when the input instance
is rather large. On the contrary, for intermediate values of l, the size
of both involved sets of common blocks is moderate, and, therefore,
CPLEX is rather fast in providing solutions, even if the optimal solution
is not found (or cannot be proven) within 50 CPU seconds. Moreover,
Table 7
Results of applying the heuristic in the context of larger instances.
Length CPLEX Heuristic
Value Value Time (seconds) |B≥5| |Bph2| Percent of B
800 210 225 10 801 13169 6.1
1000 304 276 55 1385 16318 4.9
1200 342 330 57 1785 17192 3.6
1400 401 384 60 2535 21158 3.2
1600 442 416 63 3244 21512 2.5
1800 486 473 91 4416 45770 4.2
2000 n.a. 518 138 5132 68785 5.1
the value of lwith which the best results are obtained seems diﬃcult
to be predicted.While rather small values of l are required for the ﬁrst
three of the chosen problem instances, an intermediate value of l is
best in case of instance 13 of Real.
3.4. Results of heuristic for larger instances
With the aim of reducing the required computation time as much
as possible, the heuristic was applied with an intermediate value of
l = 5 to all problem instances from the set of larger instances de-
scribed at the end of Section 2.4.2. The results are shown in Table 7.
The ﬁrst table column provides the length of the input strings of the
corresponding random instance. The second column indicates the re-
sult of applying CPLEX with a computation time limit of 3600 CPU
seconds to Ilporig.
6 The remaining ﬁve columns contain the results
of heuristic. The ﬁrst one of these columns provides the value of the
solution generated by the heuristic, while the second column shows
the corresponding computation time. The next two columns provide
the size of the sets of common blocks used in phase 1, respectively
phase 2, of the heuristic. Finally, the last column gives information
about the number of common blocks considered by the heuristic in
comparison to the size of the complete set of common blocks (which
can be found in Table 5). In particular, summing the commonblock set
sizes from phases 1 and 2 of the heuristic and comparing this number
with the size of the complete set of common blocks, the percentage
of the common blocks considered by the heuristic can easily be cal-
culated. This percentage is given in the last table column. As before,
the best result per table row is indicated by a grey background.
The following observations can be made. First, apart from the
smallest problem instance, the heuristic outperforms the application
of CPLEX to model Ilporig. Moreover, this is achieved in a fraction of
the time needed by CPLEX. Finally, it is reasonable to assume that the
success of the heuristic is due to an important reduction of the com-
mon blocks that are considered (see last table column). In general,
the heuristic only considers between 2.5 percent and 6.1 percent of
all common blocks. This is why the computation times are rather low
in comparison to CPLEX.
4. Conclusions and future work
In this paper we considered a problem with applications in bioin-
formatics known as the minimum common string partition problem.
First, we introduced an integer linear programming model for this
problem. By applying the IBM ILOG CPLEX solver to this model we
were able to improve all best-known solutions from the literature for
a problem instance set consisting of 45 instances of different sizes.
The smallest ones of these problem instances could even be solved to
optimality in very short computation time. The second contribution
6 Remember that the results of applying CPLEX to Ilporig were described in detail in
Section 2.4.2.
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of the paper concerned a 2-phase heuristic which is strongly based on
the developed integer linear programming model. The results have
shown that, ﬁrst, the heuristic outperforms competitor algorithms
from the literature, and second, that it is applicable to larger problem
instances.
Concerning future work, we aim at studying the incorporation of
mathematical programming strategies based on the introduced inte-
ger linear programmingmodel into metaheuristic techniques such as
GRASP and iterated greedy algorithms. Moreover, we aim at identi-
fying other string-based optimization problems for which a 2-phase
strategy such as the one introduced in this paper might work well.
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Minimum common string partition
Minimum covering arborescence
a b s t r a c t
This paper describes a general hybrid metaheuristic for combinatorial optimization labelled Construct,
Merge, Solve & Adapt. The proposed algorithm is a speciﬁc instantiation of a framework known from the
literature as Generate-And-Solve, which is based on the following general idea. First, generate a reduced
sub-instance of the original problem instance, in a way such that a solution to the sub-instance is also a
solution to the original problem instance. Second, apply an exact solver to the reduced sub-instance in
order to obtain a (possibly) high quality solution to the original problem instance. And third, make use of
the results of the exact solver as feedback for the next algorithm iteration. The minimum common string
partition problem and the minimum covering arborescence problem are chosen as test cases in order to
demonstrate the application of the proposed algorithm. The obtained results show that the algorithm is
competitive with the exact solver for small to medium size problem instances, while it signiﬁcantly
outperforms the exact solver for larger problem instances.
& 2015 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we introduce a general algorithm for combinatorial
optimization labelled Construct, Merge, Solve & Adapt (CMSA). The
proposed algorithm belongs to the class of hybrid metaheuristics
[1–4], which are algorithms that combine components of different
techniques for optimization. Examples are combinations of meta-
heuristics with dynamic programming, constraint programming, and
branch and bound. In particular, the proposed algorithm is based on
the following general idea. Imagine it were possible to identify a
substantially reduced sub-instance of a given problem instance such
that the sub-instance contains high-quality solutions to the original
problem instance. This would allow applying an exact technique—
such as, for example, a mathematical programming solver—with little
computational effort to the reduced sub-instance in order to obtain a
high-quality solution to the original problem instance. This is for the
following reason. For many combinatorial optimization problems the
ﬁeld of mathematical programming—and integer linear programming
(ILP) in particular—provides powerful tools; for a comprehensive
introduction into this area see, for example, [5]. ILP-solvers are in
general based on a tree search framework but further include the
solution of linear programming relaxations of a given ILP model for
the problem at hand (besides primal heuristics) in order to obtain
lower and upper bounds. To tighten these bounds, various kinds of
additional inequalities are typically dynamically identiﬁed and added
as cutting planes to the ILP-model, yielding a branch & cut algorithm.
Frequently, such ILP approaches are highly effective for small to
medium sized instances of hard problems, even though they often do
not scale well enough to large instances relevant in practice. Therefore,
in those cases inwhich a problem instance can be sufﬁciently reduced,
a mathematical programming solver might be very efﬁcient in solving
the reduced problem instance.
1.1. Related work
The general idea described above is present in several works from
the literature. For example, it is the underlying idea of the general
algorithm framework known as Generate-And-Solve (GS) [6–9]. In
fact, our algorithm can be seen as an instantiation of this framework.
The GS framework decomposes the original optimization problem into
two conceptually different levels. One of the two levels makes use of a
component called Solver of Reduced Instances (SRI), in which an exact
method is applied to sub-instances of the original problem instance
that maintain the conceptual structure of the original instance, that is,
Contents lists available at ScienceDirect
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any solution to the sub-instance is also a solution to the original
instance. At the other level, a metaheuristic component deals with the
problem of generating sub-instances that contain high quality solu-
tions. In GS, the metaheuristic component is called Generator of
Reduced Instances (GRI). Feedback is provided from the SRI component
to the GRI component, for example, by means of the objective function
value of the best solution found in a sub-instance. This feedback serves
for guiding the search process of the GRI component.
Even though most existing applications of the GS framework are
in the context of cutting, packing and loading problems—see, for
example, [7–11]—other successful applications include the ones to
conﬁguration problems arising in wireless networks [12–14]. More-
over, it is interesting to note that the applications of GS published to
date generate sub-instances in the GRI component using either
evolutionary algorithms [10,14] or simulated annealing [11,13].
Finally, note that in [10] the authors introduced a so-called density
control operator in order to control the size of the generated sub-
instances. This mechanism can be seen as an additional way of
providing feedback from the SRI component to the GRI component.
Apart from the GS framework, the idea of solving reduced
problem instances to optimality has also been explored in earlier
works. In [15,16], for example, the authors tackle the classical
traveling salesman problem (TSP) by means of a two-phase
approach. The ﬁrst phase consists in generating a bunch of high-
quality TSP solutions using a metaheuristic. These solutions are
then merged, resulting in a reduced problem instance, which is
then solved to optimality by means of an exact solver. In [17] the
authors present the following approach for the prize-collecting
Steiner tree problem. First, the given problem instance is reduced
in such a way that it still contains the optimal solution to the
original problem instance. Then, a memetic algorithm is applied to
this reduced problem instance. Finally, a mathematical program-
ming solver is applied to ﬁnd the best solution to the problem
instance obtained by merging all solutions of the ﬁrst and the last
population of the memetic algorithm. Massen et al. [18,19] use an
ant colony optimization algorithm to generate a large number of
feasible routes for a vehicle routing problem with feasibility con-
straints, then apply an exact solver to a relaxed set-partitioning
problem in order to select a subset of the routes. This subset is
used to bias the generation of new routes in the next iteration.
Finally, note that a ﬁrst, speciﬁc, application of the general
algorithm proposed in this work has been published in [20] in the
context of the minimum weight arborescence problem.
1.2. Contribution of this work
Even though—as outlined above—there is important related work
in the literature, the idea of iteratively solving reduced problem
instances to optimality has not yet been explored in an exhaustive
manner. In this work we introduce a generally applicable algorithm
labelled Construct, Merge, Solve & Adapt (CMSA) for tackling combi-
natorial optimization problems. The algorithm can be seen as a speciﬁc
instantiation of the GS framework. It is designed to take proﬁt from ILP
solvers such as CPLEX even in the context of large problem instances
to which these solvers can not be applied directly. In particular, the
main feature of the algorithm is the generation of sub-instances of the
original problem instance by repeated probabilistic solution con-
structions, and the application of an ILP solver to the generated sub-
instances. Hereby, the way of generating sub-instances by merging the
solution components found in probabilistically constructed solutions
distinguishes our algorithm from other instantiations of the GS fra-
mework from the literature. This feature is actually quite appealing,
because our algorithm can easily be applied to any problem for which
(1) a constructive heuristic and (2) an exact solver are known.
We consider two test cases for the proposed algorithm: (1) the
minimum common string partition (MCSP) problem [21], and a
minimum covering arborescence (MCA) problem, which is an
extension of the problem tackled in [20]. For both problems, ILP
solvers such as CPLEX are very effective in solving small to med-
ium size problem instances. However, their performance deterio-
rates (1) in the context of the MCSP problem when the length of
the input strings exceeds 600, and (2) in the context of the MCA
problem when the number of nodes of the input graph exceeds
1000. We will show that the CMSA algorithm is a new state-of-
the-art algorithm for the MCSP problem, especially for benchmark
instances for which the application of CPLEX to the original ILP
model is not feasible. In the context of the MCA problem we will
show that our algorithm is able to match the performance of
CPLEX for small and medium size problem instances. Moreover,
when large size instances are tackled, the algorithm signiﬁcantly
outperforms a greedy approach.
1.3. Organization of the paper
The remaining part of the paper is organized as follows. The CMSA
algorithm is outlined in general terms in Section 2. The application of
this algorithm to the minimum common string partition problem is
described in Section 3, whereas its application to the minimum cov-
ering arborescence problem is outlined in Section 4. An extensive
experimental evaluation is provided in Section 5. Finally, in Section 6
we provide conclusions and an outlook to future work.
2. Construct, Merge, Solve & Adapt
In the following we assume that, given a problem instance I to
a generic problem P, set C represents the set of all possible com-
ponents of which solutions to the problem instance are composed.
C is henceforth called the complete set of solution components
with respect to I . Note that, given an integer linear (or non-linear)
programming model for problem P, a generic way of deﬁning the
set of solution components is to say that each combination of a
variable with one of its values is a solution component. Moreover,
in the context of this work a valid solution S to I is represented as
a subset of the solution components C, that is, SDC. Finally, set
C0DC contains the solution components that belong to a restricted
problem instance, that is, a sub-instance of I . For simplicity rea-
sons, C 0 will henceforth be called a sub-instance. Imagine, for
example, the input graph in case of the TSP. The set of all edges can
be regarded as the set of all possible solution components C.
Moreover, the edges belonging to a tour S—that is, a valid solution
—form the set of solution components that are contained in S.
The CONSTRUCT, MERGE, SOLVE and ADAPT (CMSA) algorithm works
roughly as follows. At each iteration, the algorithm deals with the
incumbent sub-instance C0. Initially this sub-instance is empty. The
ﬁrst step of each iteration consists in generating a number of fea-
sible solutions to the original problem instance I in a probabilistic
way. In the second step, the solution components involved in these
solutions are added to C0 and an exact solver is applied in order to
solve C0 to optimality. The third step consists in adapting sub-
instance C0 by removing some of the solution components guided
by an aging mechanism. In other words, the CMSA algorithm is
applicable to any problem for which (1) a way of (probabilistically)
generating solutions can be found and (2) a strategy for solving the
problem to optimality is known.
In the following we describe the CMSA algorithm, which is pseudo-
coded in Algorithm 1, in more detail. The main loop of the proposed
algorithm is executed while the CPU time limit is not reached. It con-
sists of the following actions. First, the best-so-far solution Sbsf is initi-
alized to NULL, and the restricted problem instance (C 0) to the empty set.
Then, at each iteration a number of na solutions is probabilistically
generated (see function ProbabilisticSolutionGeneration(C) in line 6 of
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Algorithm 1). The components of all these solutions are added to set C0.
The age of a newly added component c (age[c]) is set to 0. After the
construction of na solutions, an exact solver is applied to ﬁnd the best
solution S0opt in the restricted problem instance C
0 (see function
ApplyExactSolver(C 0) in line 12 of Algorithm 1). In case S0opt is better
than the current best-so-far solution Sbsf , solution S
0
opt is stored as the
new best-so-far solution (line 13). Next, sub-instance C 0 is adapted,
based on solution S0opt and on the age values of the solution compo-
nents. This is done in function Adapt(C 0, S0opt, agemax) in line 14 as fol-
lows. First, the age of each solution component in C 0 is increased by
one, and, subsequently, the age of each solution component in S0optDC
0
is re-initialized to zero. Finally, those solution components from C 0
whose age has reached the maximum component age (agemax) are
deleted from C 0. The motivation behind the aging mechanism is that
components which never appear in an optimal solution of C0 should be
removed from C0 after a while, because they slow down the exact
solver. On the other side, components which appear in optimal solu-
tions seem to be useful and should therefore remain in C0. In general,
the average size of set C0 depends on the parameter values. For
example, the higher the value of agemax, the higher the average size of
C 0 during a run of the algorithm. In summary, the behavior of the
general CMSA algorithm depends on the values of two parameters: the
number of solution construction per iteration (na) and the maximum
allowed age (agemax) of solution components. Moreover, as long as the
mechanism for probabilistically generating solutions has a non-zero
probability for generating an optimal solution, the probability to ﬁnd an
optimal solution converges to one with a growing computation time
limit. This completes the general description of the algorithm.
Algorithm 1. Construct, Merge, Solve & Adapt (CMSA).




3: age½c≔0 for all cAC
4: while CPU time limit not reached do
5: for i¼ 1;…;na do
6: S≔ProbabilisticSolutionGeneration(C)
7: for all cAS and c=2C 0 do
8: age½c≔0





13: if S0opt is better than Sbsf then Sbsf≔S
0
opt
14: Adapt(C 0, S0opt, agemax)
15: end while
16: output: Sbsf
3. Application to the MCSP problem
The MCSP problem is an NP-hard string problem from the
bioinformatics ﬁeld. String problems are very common in bioin-
formatics. This family of problems includes, among others, string
consensus problems such as the far-from most string problem
[22,23], the longest common subsequence problem and its var-
iants [24,25], and alignment problems [26]. These problems are
often computationally very hard, if not even NP-hard [27].
The MCSP problem can technically be described as follows.
Given are two input strings s1 and s2 of length n over a ﬁnite
alphabet Σ. The two strings are related, which means that each
letter appears the same number of times in each of them. This
deﬁnition implies that s1 and s2 have the same length n. A valid
solution to the MCSP problem is obtained by partitioning s1 into a
set P1 of non-overlapping substrings, and s2 into a set P2 of non-
overlapping substrings, such that P1 ¼ P2. Moreover, the goal is to
ﬁnd a valid solution such that jP1 j ¼ jP2 j is minimal. Consider the
following example. Given are DNA sequences s1 ¼ AGACTG and
s2 ¼ACTAGG. As A and G appear twice in both input strings, and C
and T appear once, the two strings are related. A trivial valid
solution can be obtained by partitioning both strings into sub-
strings of length 1, that is, P1 ¼ P2 ¼ fA;A;C;T;G;Gg. The objective
function value of this solution is 6. However, the optimal solution,
with objective function value 3, is P1 ¼ P2 ¼ fACT;AG;Gg.
The MCSP problem was introduced by Chen et al. [21] due to its
relation to genome rearrangement. More speciﬁcally, it has appli-
cations in biological questions such as: May a given DNA string
possibly be obtained by rearrangements of another DNA string? The
general problem has been shown to be NP-hard even in very
restrictive cases [28]. Approximation algorithms are described, for
example, in [29]. Recently, Goldstein and Lewenstein [30] proposed
a greedy algorithm for the MCSP problem that runs in O(n) time. He
[31] introduced a greedy algorithmwith the aim of obtaining better
average results. To our knowledge, the only metaheuristic approa-
ches that have been proposed in the related literature for the MCSP
problem are (1) theMAX-MIN Ant System by Ferdous and Sohel
Rahman [32,33] and (2) the probabilistic tree search algorithm by
Blum et al. [34]. In these works the proposed algorithm is applied to
a range of artiﬁcial and real DNA instances from [32]. Finally, the
ﬁrst ILP model for the MCSP problem, together with an ILP-based
heuristic, was proposed in [35].
The remainder of this section describes the application of the
CMSA algorithm presented in the previous section to the MCSP.
For this purpose we deﬁne the set C of solution components and
the structure of valid subsets of C as follows. Henceforth, a common
block ci of input strings s1 and s2 is denoted as a triple ðti; k1i ; k2i Þ
where ti is a string which can be found starting at position 1rk1i
rn in string s1 and starting at position 1rk2i rn in string s2.
Moreover, let C ¼ fc1;…; cmg be the arbitrarily ordered set of all
possible common blocks of s1 and s2, i.e., C is the set of all solution
components. Given the deﬁnition of C, a subset S of C is called a




j ti jrn, that is, the sum of the length of the strings cor-
responding to the common blocks in S is smaller or equal to the
length of the input strings.
2. For any two common blocks ci; cjAS it holds that their corre-
sponding strings neither overlap in s1 nor in s2.
Given a valid subset S C, set ExtðSÞ  C⧹S denotes the set of
common blocks that may be used in order to extend S such that




j ti j ¼ n. In this case S is a valid subset
which corresponds to a complete (valid) solution to the problem.
3.1. Probabilistic solution generation
Next we describe the implementation of function Probabil-
isticSolutionGeneration(C) in line 6 of Algorithm 1. The construc-
tion of a complete (valid) solution (see Algorithm 2) starts with the
empty subset S≔;. At each construction step, a solution compo-
nent cn from Ext(S) is chosen and added to S. This is done until
ExtðSÞ ¼ ;. The choice of cn is done as follows. First, a value δA ½0;1
is chosen uniformly at random. In case δrdrate, cn is chosen such
that j tcn jZ j tc j for all cAExtðSÞ, that is, one of the common blocks
whose substring is of maximal size is chosen. Otherwise, a can-
didate list L containing the lsize longest common blocks from Ext(S)
is built, and cn is chosen from L uniformly at random (ties are
broken randomly). In case the number of remaining blocks in Ext
(S) is lower than lsize, all the blocks are selected. In other words, the
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greediness of this procedure depends on the pre-determined
values of drate (determinism rate) and lsize (candidate list size).
Both are input parameters of the algorithm.
Algorithm 2. Probabilistic solution generation (MCSP problem).
1: input: s1, s2, drate, lsize
2: S :¼ ;
3: while ExtðSÞa; do
4: Choose a random number δA ½0;1
5: if δrdrate then
6: Choose cn such that j tcn jZ j tc j for all cAExtðSÞ
7: S≔S [ fcng
8: else
9: Let LDExtðSÞ contain the (at most) lsize longest com-
mon blocks from Ext(S)
10: Choose cn uniformly at random from L
11: S≔S [ fcng
12: end if
13: end while
14: output: The complete (valid) solution S
3.1.1. Solving reduced sub-instances
The last component of Algorithm 1 which remains to be
described is the implementation of function ApplyExactSolver(C0) in
line 12. In the case of the MCSP problem we make use of the ILP
model proposed in [35] and the ILP solver CPLEX for solving it. The
model for the complete set C of solution components can be
described as follows. First, two binarym nmatricesM1 andM2 are
deﬁned. In both matrices, row 1r irm corresponds to common
block ciAC. Moreover, a column 1r jrn corresponds to position j
in input string s1, respectively s2. In general, the entries of matrixM1
are set to zero. However, in each row i, the positions that string ti (of
common block ci) occupies in input string s1 are set to one. Corre-
spondingly, the entries of matrix M2 are set to zero, apart from the
fact that in each row i the positions occupied by string ti in input
string s2 are set to one. Henceforth, the position (i,j) of a matrixM is
denoted by Mi;j. Finally, we introduce for each common block ciAC
a binary variable xi. With these deﬁnitions the MCSP can be
expressed in terms of the following ILP model.
The objective function minimizes the number of selected common
blocks. Constraints (2) make sure that the strings corresponding to
the selected common blocks do not overlap in input string s1,
while constraints (3) make sure that the strings corresponding to
the selected common blocks do not overlap in input string s2. The
condition that the length of the strings corresponding to the
selected common blocks is equal to n is implicitly obtained from
these two constraint sets.
As an example, let us consider the small problem instance that
was mentioned at the start of Section 3. The complete set of
common blocks (C), as induced by input strings s1 ¼ AGACTG and




















Given set C, matrices M1 and M2 are the following ones:
M1 ¼
0 0 1 1 1 0
1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 1 1 0
1 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1






1 1 1 0 0 0
0 0 0 1 1 0
1 1 0 0 0 0
0 1 1 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 1 0





The optimal solution to this instance is Sn ¼ fc1; c2; c14g. It can
easily be veriﬁed that this solution respects constraints (2) and
(3) of the ILP model.
Note that this ILP model can also be solved for any subset C 0 of
C. This is achieved by replacing all occurrences of C with C 0, and by
replacing m with jC 0 j . The solution of such an ILP corresponds to a
feasible solution to the original problem instance as long as C0
contains at least one feasible solution to the original problem
instance. Due to the way in which C0 is generated (see Section 3.1)
this condition is fulﬁlled.
4. Application to the MCA problem
The MCA problem considered in this section belongs to the
family of minimum weight rooted arborescence (MWRA) problems
[36]. In this type of problemwe are given a directed (acyclic) graph
with integer weights on the arcs. In some of these problems the
weight values might be restricted to be positive, while in other
problems positive and negative weights are allowed. Valid solu-
tions to such a problem correspond to subgraphs of the input
graph that are arborescences rooted in the pre-deﬁned root node.
In this context, a rooted arborescence is a directed, rooted (not
necessarily spanning) tree in which all arcs point away from the
root node (see [37]). The goal is to ﬁnd, among all valid solutions,
one with minimal weight. Hereby, the weight of an arborescence is
deﬁned as the sum of the weights of its arcs. These type of
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problems have applications, for example, in computer vision and
in multistage production planning.
The speciﬁc problem tackled in this work—henceforth called
minimum covering arborescence (MCA) problem—is an extension of
the MWRA problem considered in [20] and the minimum covering
arborescence problem is described on page 535 of [38]. The MCA
problem is formally deﬁned as follows. Given is a directed acyclic
graph (DAG) denoted by G¼ ðV ;AÞ. Hereby, V ¼ fv1;…; vng is the set
of n nodes and ADfði; jÞ∣ia jAVg is a set of m directed arcs.
Without loss of generality it is assumed that v1 is the designated
root node. Each arc aAA has assigned an integer weight wðaÞAZ.
Moreover, a pre-deﬁned subset XDV of the nodes of the input
graph must be included in a valid solution. Any arborescence T ¼
ðVðTÞ;AðTÞÞ—whereV ðTÞDV is the node set of T and AðTÞDA is the
arc set of T—rooted in v1 with XDVðTÞ is a valid solution to the
problem. Let A be the set of all such arborescences. The objective






The goal of the MCA problem is to ﬁnd an arborescence TnAA
such that the weight of Tn is smaller or equal to the weight of any
arborescence in A. In other words, the goal is to minimize objec-
tive function f ðÞ. An example of the MCA problem is shown in
Fig. 1. As the problem version in which X ¼ ; is already NP-hard
[20], the more general problem in which Xa; is also NP-hard. An
example for the MCA problem is shown in Fig. 1.
The remainder of this section describes the application of the
CMSA algorithm to the MCA problem. For this purpose we deﬁne
the set of solution components and the structure of valid subsets
of the complete set of solution components as follows. First, in the
case of the MCA problem, the complete set of solution components
corresponds to the set A of arcs of the input graph, that is, C≔A.
However, for the sake of maintaining the readability of the fol-
lowing description of the algorithm components we continue to
use notation A instead of C. Second, a subset S of A is called a valid
subset iff T ¼ ðVðSÞ; SÞ is an arborescence of the input graph G
rooted in v1. Hereby, VðSÞDV refers to the subset of nodes that is
obtained by joining all the heads and tails of the arcs in S. Given a
valid subset S A, ExtðSÞ  A⧹S refers to all arcs that can be added
to S such that the result is again a valid subset. More in detail,
ExtðSÞ≔fa¼ ðvi; vjÞAA∣viAVðSÞ; vjAV⧹VðSÞg. In the special case of
S¼ ;, ExtðSÞ≔Outðv1Þ, where OutðvÞ, given vAV , denotes the set of
outgoing arcs of v, that is, the set of arcs that have v as tail. In the
same way, InðvÞ denotes the set of incoming arcs of v, that is, the
set of arcs that have v as head. Finally, a valid subset corresponds
to a (valid) solution to the problem in case XDVðSÞ.
4.1. Probabilistic solution generation
Next, the implementation of function ProbabilisticSolutionGenera-
tion(C) in line 6 of Algorithm 1 is described. The pseudo-code of this
procedure is outlined in Algorithm 3. Starting from the root node v1, at
each step an arc—that is, a solution component—is chosen from set A^
(see lines 3 and 7 of Algorithm 3). For the choice of the ﬁrst solution
component in line 3, A^ is deﬁned as the set of outgoing arcs of the root
node v1. For all further construction steps, A^ is deﬁned as Ext(S).
However, instead of considering the whole set of arcs connecting one of
the nodes of the current arborescencewith one of the remaining nodes,
function Reduce(A^) is applied before choosing one of the arcs from A^
(see line 8). This function chooses from each set fðvj; viÞ∣vjAV ðSÞgD A^,
for all viAV⧹VðSÞ, the arc with minimal weight. The chosen arc
remains in A^, while the other ones are deleted. In other words, if a node
viAV⧹VðSÞ may be connected via several arcs with the current
arborescence T ¼ ðVðSÞ; SÞ, only the arc with minimal weight is con-
sidered. Finally, the process of constructing a solution ﬁnishes when
A^ ¼ ;, that is, when all nodes are already included in the constructed
arborescence. In principle, the construction process could already be
stopped once all nodes from X are included in the constructed arbor-
escence. However, experimental tests have shown that generating
spanning arborescences leads, overall, to better results.
Algorithm 3. Probabilistic solution generation (MCA problem).
1: input: a DAG G¼ ðV ;AÞ with root node v1, dmin, dmax
2: S≔;
3: A^≔Outðv1Þ
4: while A^a; do
5: an≔ChooseðA^;dmin; dmaxÞ




10: output: valid subset S which induces arborescence
T ¼ ðVðSÞ; SÞ
The choice of an arc from A^ is done in function Choose(A^, dmin,
dmax)—see line 5 of the pseudo-code—based on heuristic infor-
mation. The heuristic information ηðaÞ of an arc aA A^—which will
be used below in Eq. (7)—is computed as follows. First, let
wmax≔maxfwðaÞ∣aAAg: ð5Þ
Based on this maximal weight of all arcs in G, the heuristic infor-
mation is deﬁned as follows:
ηðaÞ≔wmaxþ1wðaÞ ð6Þ
In this way, the heuristic information of all arcs is a positive
integer number. Moreover, the arc with minimal weight has the
highest heuristic value.
Given the current valid subset S—corresponding to arbores-
cence T ¼ ðVðSÞ; SÞ—and the non-empty set of arcs A^ that may be






















Opt. solution of value -14.
Fig. 1. (a) shows an input graph with eight nodes and 15 arcs. The uppermost node is
the root node v1. Moreover, the nodes colored in black form set X, that is, they must
be included in any valid solution. (b) shows the optimal solution with value 14.





At the start of each arborescence construction, a so-called deter-
minism rate δ is chosen uniformly at random from ½dmin; dmax,
where 0rdminrdmaxr1. The chosen value for δis then used
during the arborescence construction as follows. At each con-
struction step, ﬁrst, a value rA ½0;1 is chosen uniformly at random.
Second, in case rrδ, the arc anA A^ with the maximum probability
is deterministically chosen, that is: an≔arg maxaA A^ fpða∣SÞg.
Otherwise, that is, when r4δ, arc anA A^ is chosen probabilistically
according to the probability values.
4.1.1. Solving reduced sub-instances
The last component of Algorithm 1 which remains to be
described is the implementation of function ApplyExactSolver(C0)
in line 12. In the case of the MCA problem we make use of the
following ILP model, which is a slight modiﬁcation of models that
can be found in [20,39,40] for related problems. The model works
on an augmented graph Gþ ¼ ðV þ≔V [ fv0g;Aþ≔A [ fðv0; v1ÞgÞ,
where v0 is an additional dummy node and ðv0; v1Þ is a dummy arc
connecting v0 with the root node v1. The weight wðv0; v1Þ of arc
ðv0; v1Þ is zero. Henceforth, let PredðaÞAAþ denote for each aAA
the set of predecessor arcs, that is, the set of arcs pointing to the
tail of arc a. The ILP model works on a set of binary variables which
contains for each arc aAAþ a binary variable xaAf0;1g. The ILP
itself can then be stated as follows.
Hereby, constraints (9) ensure that for each node viAV⧹ðX [ fv1gÞ
(that is, all nodes of the original graph without the nodes from X
and the root node) at most one incoming arc is chosen to form part
of the arborescence. For all nodes in X, constraints (10) make sure
that exactly one incoming arc is chosen. Constraints (11) ensure
that if an arc a from the original graph is chosen for the arbores-
cence, then also one predecessor arc of the tail of amust be chosen
for the arborescence. Finally, constraint (12) forces the arbores-
cence to start in dummy arc ðv0; v1Þ, which means that v1 is forced
to be the root node of the arborescence in the original graph G.
This ILP model can also be solved for any subgraph G0 of G
which is, itself, a DAG with root node v1. Note that set C
0 (see
Algorithm 1) in case of the MCA problem induces such a subgraph.
The optimal solution to such a reduced ILP corresponds to a fea-
sible solution to the original problem instance as long as G0 con-
tains at least one feasible solution to the original problem instance.
Due to the way in which C0 is generated (see Section 4.1) this
condition is fulﬁlled.
5. Experimental evaluation
The proposed applications of CMSA to the MCSP problem and
the MCA problem were implemented in ANSI Cþþ using GCC
4.7.3 for compiling the software. Moreover, both the complete ILP
models and the reduced ILP models within CMSAwere solved with
IBM ILOG CPLEX 12.1. The experimental evaluation was conducted
on a cluster of 32 PCs with Intel(R) Xeon(R) X5660 CPUs with
2 cores at 2.8 GHz and 48 GB of RAM.
5.1. Experiments concerning the MCSP problem
The following algorithms were considered for the comparison:
Greedy, the greedy approach from [31]; TRESEA, the probabilistic
tree search approach from [34]; Ilpcompl, the application of CPLEX
to the complete ILP for each considered problem instance; HeurIlp,
the application of an ILP-based heuristic from [35];1 and CMSA, our
proposed CMSA approach. Moreover, in the context of the existing
benchmark instances from the literature a comparison to the ant
colony optimization approach from [32,33] (labelle ACO) is also
included.
5.1.1. Benchmark instances
Both existing as well as new benchmark instances were used
for the experimental evaluation. As a ﬁrst benchmark set we chose
the one that was introduced by Ferdous and Sohel Rahman [32] for
the experimental evaluation of their ant colony optimization
approach. This set contains, in total, 30 artiﬁcial instances and 15
real-life instances consisting of DNA sequences, that is, the size of
the alphabet is four. Remember, in this context, that each problem
instance consists of two related input strings. Moreover, the
benchmark set is divided into four subsets of instances. The ﬁrst
subset (henceforth labelled Group1) consists of 10 artiﬁcial
instances in which the input strings are maximally of length 200.
The second set (Group2) consists of 10 artiﬁcial instances with
input string lengths between 201 and 400. In the third set
(Group3) the input strings of the 10 artiﬁcial instances have
lengths between 401 and 600. Finally, the fourth set (Real) consists
of 15 real-life instances of various lengths between 200 and 600.
The second benchmark set that we used is new. It consists of 20
randomly generated instances for each combination of
nAf200;400;…;1800;2000g, where n is the length of the input
strings, and alphabet size jΣ j Af4;12;20g. 10 of these instances
are generated with an equal probability for each letter of the
alphabet. More speciﬁcally, the probability for each letter lAΣ to
appear at a certain position of the input strings is 1jΣ j . The resulting
set of 300 benchmark instances of this type are labelled Linear.
The other 10 instances per combination of n and jΣ j are generated
with a probability for each letter lAΣ to appear at a certain
position of the input strings of l=
PjΣ j
i ¼ 1 i. The resulting set of 300
benchmark instances of this second type are labelled Skewed.
5.1.2. Tuning of CMSA and TRESEA
CMSA has several parameters for which well-working values
must be found: (na) the number of solution constructions per
iteration, (agemax) the maximum allowed age of solution compo-
nents, (drate) the determinism rate, (lsize) the candidate list size,
and (tmax) the maximum time in seconds allowed for CPLEX per
application to a sub-instance. The last parameter is necessary,
because even when applied to reduced problem instances, CPLEX
might still need too much computation time for solving such sub-
1 HeurIlp has a parameter l that needs to be given a value. In our experiments
we chose l¼minf5; lmaxg, where lmax denotes the length of the longest common
block. This is following a suggestion of the authors of [35].
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instances to optimality. In any case, CPLEX always returns the best
feasible solution found within the given computation time.
We decided to make use of the automatic conﬁguration tool
irace [41] for the tuning of the ﬁve parameters. In fact, irace was
applied to tune CMSA separately for each instance size from
f200;400;…;1800;2000g. For each of these 10 different instance
sizes we generated 12 training instances for tuning: two instances
of type Linear and two instances of type Skewed for each alphabet
size from f4;12;20g. The tuning process for each instance size was
given a budget of 1000 runs of Cmsa, where each run was given a
computation time limit of 3600 CPU seconds. Finally, the following
parameter value ranges were chosen concerning the ﬁve para-
meters of Cmsa:
 naAf10;30;50g
 agemaxAf1;5;10; inf g, where inf means that solution compo-
nents are never removed from C 0.
 drateAf0:0;0:5;0:9g, where a value of 0.0 means that the selec-
tion of solution component cn (see line 6 of Algorithm 2) is
always done randomly from the candidate list, while a value of
0.9 means that solution constructions are nearly deterministic.
 lsizeAf3;5;10g tmaxAf60;120;240;480g (in seconds)
The 10 applications of iraceproduced the 10 conﬁgurations of
Cmsa shown in Table 1a. The following trends can be observed.
First of all, with growing instance size, more time (tmax) should be
given to individual applications of CPLEX to sub-instances of the
original problem instance. Second, irrespective of the instance
size, candidate list sizes (lsize) smaller than ﬁve seem to be too
restrictive. Third, also irrespective of the instance size, less than 30
solution constructions per iteration (na) seem to be insufﬁcient.
Presumably, when only few solution constructions per iteration
are performed, the resulting change in the corresponding sub-
instances is not large enough and, therefore, some applications of
CPLEX result in wasted computation time. Finally, considering the
obtained values of drate for instance sizes from 200 to 1600, the
trend is that with growing instance size the degree of greediness
in the solution construction should grow. However, the settings of
drate for nAf1800;2000g is not in accordance with this observation.
In addition to tuning experiments for Cmsa, we also performed
tuning experiments for TreSea. In fact, TreSea constructs solutions
in the same way in which they are constructed in Cmsa. The
parameters involved in TreSea are, therefore, drate and lsize. For the
tuning of TRESEA we used the same training instances, the same
budget of 1000 runs, and the same parameter value ranges as for
the tuning of CMSA. The obtained parameter values per instance
size are displayed in Table 1b.
5.1.3. Results
In the following we present the experimental results for the
two benchmark data sets described in Section 5.1.1, which are
different from the data sets used for tuning the algorithms.
The ﬁrst benchmark set, as outlined above, consists of four
subsets of instances labelled GROUP1, GROUP2, GROUP3, and REAL. The
results for these groups of instances are shown in the four
Table 2a–d. The structure of these four tables is as follows. The ﬁrst
column provides the instance identiﬁers. The second column
contains the results of GREEDY. The third column provides the value
of the best solution found in four independent runs per problem
instance (with a CPU time limit of 7200 s per run) by ACO; results
are taken from [32,33]. The fourth column contains the value of
the best solution found in 10 independent runs per problem
instance (with a CPU limit of 3600 s per run) by TRESEA. The next
three table columns are dedicated to the presentation of the
results provided by solving the complete ILP model Ilpcompl. The
ﬁrst one of these columns provides the value of the best solution
found within 3600 CPU seconds. The second column provides the
computation time (in seconds). In case of having solved the cor-
responding problem to optimality, this column only displays one
value indicating the time needed by CPLEX to solve the problem.
Otherwise, this column provides two values in the form X/Y,
where X corresponds to the time at which CPLEX was able to ﬁnd
the ﬁrst valid solution, and Y corresponds to the time at which
CPLEX found the best solution within 3600 CPU seconds. Finally,
the third one of the columns dedicated to Ilpcompl shows the
optimality gap, which refers to the gap between the value of the
best valid solution and the current lower bound at the time of
stopping a run. The next two columns display the results of the
ILP-based, deterministic heuristic HEURILP. The ﬁrst column con-
tains the results, and the second column the computation time.
Finally, the last three columns of each table are dedicated to the
presentation of the results obtained by CMSA. The ﬁrst column
provides the value of the best solutions found by CMSA within 3600
CPU seconds. The second column provides the average (mean)
results over 10 independent runs per problem instance. The last
column indicates the average time needed by CMSA to ﬁnd the best
solution of a run. The best result for each problem instance is
marked by a grey background and the last row of each table
provides averages over the whole table.
Analyzing the results it can be observed that the results of CMSA
are very similar to the ones of applying CPLEX to Ilpcompl. In fact,
the application of the non-parametric Wilcoxon test for all four
instance subsets did not reveal differences of statistical sig-
niﬁcance between both techniques (for an α-value of 0.05). In
comparison to the other techniques (GREEDY, ACO, TRESEA and HEUR-
ILP) both CMSA and the application of CPLEX to Ilpcompl signiﬁcantly
outperform the competitors.
As described in Section 5.1.1, the second benchmark set which
was speciﬁcally generated for this paper, consists of 300 instances
of type LINEAR and another 300 instances of type SKEWED. The results
for instances of type LINEAR are presented in the three Table 3a–c
and the ones of type SKEWED are presented in the three Table 4a–c,
in terms of one table per alphabet size. In contrast to the ﬁrst
Table 1
Parameter settings produced by irace for the 10 different instance sizes.
(a) Tuning results for CMSA
n na agemax drate lsize tmax
200 50 inf 0.0 10 60
400 50 10 0.0 10 60
600 50 10 0.5 10 60
800 50 10 0.5 10 240
1000 50 10 0.9 10 480
1200 50 10 0.9 10 480
1400 50 inf 0.9 5 480
1600 50 5 0.9 10 480
1800 30 10 0.5 5 480
2000 50 10 0.0 10 480
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benchmark set, for which the probabilistic algorithms such as
TRESEA and CMSA were applied for 10 independent runs, results for
instances of type LINEAR and SKEWED are presented in these tables in
terms of averages over 10 random instances of the same char-
acteristics. Each algorithm included in the comparison was applied
exactly once to each problem instance. Note that in addition to
different alphabet sizes (jΣ j Af4;12;20g) this second benchmark
set also contains much larger instances than the ﬁrst benchmark
set (input strings with a length of up to n¼2000).
The analysis of the results permits to draw the following
conclusions:
 Surprisingly, hardly any differences can be observed in the
relative performance of the algorithms for instances of type
LINEAR and instances of type SKEWED. Therefore, all the following
statements hold both for LINEAR and SKEWED instances.
 Concerning the application of CPLEX to Ilpcompl, the alphabet
size has a strong inﬂuence on the problem difﬁculty. A value of
“n/a” denotes that CPLEX was not able to ﬁnd a feasible solution
Table 2
Results for the instances of the ﬁrst benchmark set (consisting of GROUP1, GROUP2, GROUP3 and REAL).
id GREEDY ACO TRESEA Ilpcompl HEURILP CMSA
Value Value Value Value Time Gap Value Time Best Mean Time
(a) Results for GROUP1.
1 46 42 42 41 1 0.0% 42 o1 41 41.0 2
2 54 51 48 47 3 0.0% 48 o1 47 47.0 6
3 60 55 55 52 30 0.0% 54 o1 52 52.0 298
4 46 43 43 41 2 0.0% 43 o1 41 41.0 23
5 44 43 41 40 1 0.0% 43 o1 40 40.0 2
6 48 42 41 40 3 0.0% 41 o1 40 40.0 2
7 64 60 59 55 38 0.0% 59 o1 56 56.0 29
8 47 47 45 43 3 0.0% 44 o1 43 43.0 1027
9 42 45 43 42 2 0.0% 48 o1 42 42.0 28
10 63 59 58 54 50 0.0% 58 o1 54 54.0 36
Avg. 51.4 48.7 47.5 45.5 13.3 0.0% 48.0 o1 45.6 45.6 145
(b) Results for GROUP2
1 118 113 111 98 66/1969 2.9% 108 3 101 101.2 2045
2 121 118 114 106 129/1032 7.5% 111 2 104 104.6 1677
3 114 111 107 97 55/1216 2.7% 105 3 97 97.1 1883
4 116 115 110 102 63/949 4.9% 111 3 102 102.5 1187
5 132 132 127 116 146/3299 6.7% 125 4 117 117.8 1581
6 107 105 102 93 56/1419 5.6% 101 o1 94 95.4 1587
7 106 98 95 88 41/2776 6.0% 96 2 88 89.0 2103
8 122 118 114 104 101/2980 5.1% 116 2 103 105.2 1858
9 123 119 113 104 81/1630 5.2% 112 2 104 104.9 2010
10 102 101 97 89 32/1458 3.6% 94 3 89 89.8 1550
Avg. 116.1 113.0 109.0 99.7 77/1873 5.0% 107.9 2 99.9 100.8 1748
(c) Results for GROUP3
1 181 177 171 155 733/1398 7.5% 173 5 157 157.9 1842
2 173 175 168 155 553/869 7.7% 165 9 156 157.5 1702
3 195 187 185 166 746/2183 8.5% 180 6 166 167.3 1805
4 191 184 179 159 731/1200 6.9% 171 15 160 161.8 2057
5 174 171 162 150 485/886 9.7% 164 4 149 151.1 1224
6 169 160 162 147 399/764 9.1% 155 4 148 149.3 2027
7 171 167 159 149 524/990 9.8% 160 4 146 147.8 2265
8 185 175 170 151 492/3584 6.7% 166 7 153 154.2 1790
9 174 172 169 158 571/1186 10.9% 169 5 154 155.3 2468
10 171 167 160 148 547/1446 9.1% 160 4 148 149.0 1768
Avg. 178.4 173.5 168.5 153.8 578/1451 8.6% 166.3 6 153.7 155.1 1895
(d) Results for REAL
1 93 87 86 78 972 0.0% 85 o1 78 78.9 1192
2 160 155 153 139 432/752 9.2% 150 3 138 140.0 1960
3 119 116 113 104 125/3580 5.6% 112 2 103 104.7 1126
4 171 164 156 144 577/1730 6.5% 158 6 143 143.7 2037
5 172 171 166 150 778/2509 7.9% 161 5 151 152.9 1557
6 153 145 143 128 257/3578 6.5% 139 3 126 127.6 1469
7 135 140 131 121 359/2187 6.9% 132 2 122 122.7 1657
8 133 130 128 116 275/3365 6.8% 123 3 118 118.4 1576
9 149 146 142 131 399/613 8.8% 139 2 130 130.7 1790
10 151 148 143 131 311/1771 7.2% 144 3 131 131.7 1500
11 124 124 120 110 205/3711 4.8% 122 2 111 111.9 1658
12 143 137 138 126 299/793 9.8% 136 2 126 127.5 1903
13 180 180 172 156 784/1130 7.1% 171 5 158 158.6 2066
14 150 147 146 134 370/2456 9.7% 147 6 133 134.0 1789
15 157 160 152 139 560/1762 7.7% 148 3 141 141.7 1424
Avg. 146 143.3 139.3 127.1 409/2131 7.0% 137.8 3 127.3 128.3 1647
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within 3600 CPU seconds. For instances with jΣ j ¼ 4, CPLEX is
only able to provide feasible solutions for input strings of length
up to 800, both in the context of instances LINEAR and SKEWED.
When jΣ j ¼ 12, CPLEX can provide feasible solutions for input
strings of length up to 1600 (LINEAR), respectively 1400 (SKEWED).
However, starting from n¼1000 CPLEX is not competitive with
CMSA anymore. Finally, even though CPLEX can provide feasible
solutions for all instance sizes concerning the instances with
jΣ j ¼ 20, starting from n¼1400 the results are inferior to the
ones of CMSA.
 For instances smaller than those for which CMSA outperforms
CPLEX, the differences between the results of CMSA and the ones
of applying CPLEX to Ilpcompl are, again, very small.
In summary, we can state that CMSA is competitive with the
application of CPLEX to the original ILP model when the size of the
input instances is rather small. Moreover, the larger the size of the
input instances, and the smaller the alphabet size, the greater is
the advantage of CMSA over the other algorithms. The validity of
these statements can be conveniently observed in the graphics of
Fig. 2.
Finally, we also provide information about the average sizes of
the sub-instances tackled within CMSA, in comparison to the sizes
of the original problem instances. In particular, the average sizes of
the sub-instances are shown in Fig. 3 in percent of the original
problem instance sizes. For example, in the case jΣ j ¼ 4, LINEAR,
and input strings of length n¼200, the considered average size of
the tackled sub-instances within CMSA is approximately 58% of the
size of the original instances. It can be observed that this per-
centage is getting smaller and smaller with growing size of the
original instances. This is why CPLEX can either solve the sub-
instances to optimality or provide nearly optimal solutions in little
computation time, even in the context of large original problem
instances.
5.2. Experiments concerning the MCA problem
The following algorithms were considered for the comparison:
1. SPGREEDY: this is a cut-down version of CMSA in which solutions are
probabilistically generated, while other algorithmic components
such as the ageing mechanism and the application of the ILP
solver to reduced instances are not used. Remember that in the
CMSA implementation for the MCA problem, solutions are gener-
ated that are not extensible, that is, the generated solutions cover
all reachable nodes. This implies that, during the construction
process, once all nodes from X are included in the current
arborescence, other complete (and valid) solutions are encoun-
tered. For each solution construction, PGREEDY returns the best
solution encountered in the process of generating a non-
extensible solution.
2. Ilpcompl: the application of CPLEX to the complete ILP for each
considered problem instance.
3. CMSA: the proposed CMSA approach.
Table 3
Results for the instances of set LINEAR.
n GREEDY TRESEA Ilpcompl HEURILP CMSA
Mean Mean Mean Time Gap Mean Time Mean Time
(a) Results for instances with Σ ¼ 4
200 75.0 68.7 63.5 4/104 0.0% 69.0 o1 63.7 608
400 133.4 126.1 115.7 108/2081 6.8% 124.3 3 116.4 1381
600 183.7 177.5 162.2 513/1789 9.4% 174.1 8 162.9 1918
800 241.1 232.7 246.8 1671/1671 23.8% 229.1 17 212.4 2434
1000 287.0 280.4 n/a n/a n/a 277.2 1095 256.9 2623
1200 333.8 330.4 n/a n/a n/a 324.8 1803 303.3 2369
1400 385.5 378.9 n/a n/a n/a 373.1 1807 351.0 2452
1600 432.3 427.1 n/a n/a n/a 416.7 1811 400.6 1973
1800 477.4 474.2 n/a n/a n/a 464.4 1813 445.4 2194
2000 521.6 520.7 n/a n/a n/a 512.7 1820 494.0 1744
Avg. 307.1 301.7 n/a n/a n/a 296.5 1018 280.7 1969
(b) Results for instances with Σ ¼ 12
200 127.3 122.1 119.2 1/1 0.0 123.0 o1 119.2 22
400 228.9 223.5 208.9 7/51 0.0 215.7 6 209.4 892
600 322.2 318.7 291 47/1277 0.9 296.2 691 293.8 1433
800 411.4 408.1 368.7 147/2405 1.6 373.9 1546 373.2 1484
1000 499.2 494.9 453.4 395/2084 3.8 452.0 1802 449.9 2651
1200 586.0 585.6 536.6 784/3188 4.7 542.4 1803 531.0 2318
1400 666.0 664.6 684.1 1667/1667 15.8 653.3 1864 606.9 2467
1600 754.4 754.6 773.5 2648/2648 16.0 749.7 2045 694.8 2392
1800 827.3 833.0 n/a n/a n/a 850.7 3301 773.6 1484
2000 913.5 916.2 n/a n/a n/a 939.6 5052 849.6 2967
Avg. 533.6 532.1 n/a n/a n/a 519.7 1811 490.1 1811
(c) Results for instances with Σ ¼ 20
200 149.2 146.6 146.2 1/1 0.0% 146.4 o1 146.2 2
400 274.5 268.8 261.5 2/2 0.0% 263.8 o1 261.9 80
600 389.2 383.5 362.3 10/15 0.0% 369.3 4 366.6 364
800 495.8 492.3 456.1 43/700 0.0% 464.7 121 463.1 804
1000 600.6 597.5 547.1 125/1737 0.6% 562.5 205 555.0 529
1200 706.1 707.8 642.2 296/2732 1.3% 658.8 415 648.5 1372
1400 801.1 804.0 737.9 559/2314 3.1% 745.7 812 737.7 2334
1600 899.8 903.1 861.3 966/2885 6.6% 872.6 1015 825.7 2251
1800 996.8 1000.1 1012.9 1559/1845 12.6% 994.4 1336 917.6 2437
2000 1097.8 1102.6 1136.0 2349/2349 14.4% 1120.7 1773 1024.9 2924
Avg. 641.1 640.6 616.35 591/1458 3.9% 619.9 568 594.4 1310
Table 4
Results for the instances of set SKEWED.
n GREEDY TRESEA Ilpcompl HEURILP CMSA
Mean Mean Mean Time Gap Mean Time Mean Time
(a) Results for instances with Σ ¼ 4
200 68.7 62.8 57.4 10/217 0.0% 64.6 o1 57.5 903
400 120.3 115.0 105.3 168/1330 7.6% 116.5 3 105.1 1314
600 170.6 163.8 149.7 938/2193 10.1% 165.2 38 150.4 1500
800 219.8 213.3 224 2600/2600 22.9% 211.7 1334 196.5 2303
1000 268.6 261.7 n/a n/a n/a 260.1 1798 240.2 2692
1200 313.8 309.0 n/a n/a n/a 302.1 1807 285 2785
1400 358.7 352.2 n/a n/a n/a 346.0 1801 327.6 2888
1600 400.9 397.9 n/a n/a n/a 394.4 1807 376.0 2171
1800 440.6 442.1 n/a n/a n/a 431.7 1808 417.7 2162
2000 485.0 481.2 n/a n/a n/a 468.9 1814 470.2 1222
Avg. 284.7 279.9 n/a n/a n/a 276.1 1221 262.6 1994
(b) Results for instances with Σ ¼ 12
200 117.9 112.7 108.5 1/1 0.0% 112.7 o1 108.6 12
400 216.1 208.5 193.4 10/136 0.0% 197.6 32 194.3 1002
600 304.8 301.7 274.5 71/1081 1.2% 277.9 650 277.2 1711
800 389.3 385.4 347.0 248/2725 2.3% 348.8 1533 351.0 2177
1000 471.6 468.9 429.4 650/2582 4.9% 428.7 1805 424.4 2648
1200 551.1 549.9 559.4 1351/1804 14.9% 535.0 1686 500.1 2597
1400 625.7 626.3 645.1 2693/2693 16.7% 638.4 1879 570.0 2962
1600 705.6 706.4 n/a n/a n/a 715.1 2981 643.8 2434
1800 788.4 788.9 n/a n/a n/a 810.1 4689 723.3 2329
2000 857.8 858.0 n/a n/a n/a 879.9 6072 797.3 2805
Avg. 502.8 500.7 n/a n/a n/a 494.4 2133 459.0 2068
(c) Results for instances with Σ ¼ 20
200 140.4 135.9 134.7 1/1 0.0% 136.5 o1 134.7 8
400 255.5 251.3 240.3 3/4 0.0% 246.1 2 240.6 1080
600 366.8 361.2 336.1 19/101 0.0% 344.6 15 341.1 764
800 466.3 462.7 424.4 80/1119 0.2% 429.9 442 429.8 753
1000 567.6 566.6 514.7 202/2253 0.9% 525.0 1130 520.9 1121
1200 661.8 662.4 604.2 469/2064 2.1% 608.2 1633 605.7 1869
1400 762.3 760.7 694.4 719/2511 2.8% 696.1 1837 693.2 1743
1600 851.2 855.2 863.3 1378/1828 12.3% 838.9 1804 780.4 2681
1800 948.7 948.8 969.8 1774/1976 13.9% 964.7 1713 870.2 2815
2000 1034.3 1037.7 1061.6 2589/2589 14.4% 1066.6 2547 967.1 2978
Avg. 605.5 604.3 584.4 723/1844 4.7% 585.7 1112 558.4 1581
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5.2.1. Benchmark instances
A diverse set of benchmark instances was generated in the
following way. Each benchmark instance is characterized by three
different parameters. First, the size n (number of nodes) of each
generated DAG is taken from f500;1000;5000g. In the process of
randomly generating a DAG G¼ ðV ;AÞ with n nodes, the arc
probability parc is used to determine for each possible arc a
pointing from a node viAV to another node vjAV⧹fvig—where i
o j—if a is added to A or not. Three different arc probabilities were
considered: parcAf0:1;0:3;0:5g. Finally, the third parameter
determines the size of set X. For this purpose we used a parameter
perc, which refers to the percentage of the number of nodes of the
respective DAG, that is, in case perc¼ 20%, for example, set X
contains 20% of the nodes of the respective DAG. Note that the
nodes in X are randomly selected from the set of reachable nodes.
Values for perc were chosen from f1%;10%;20%g.
Finally, note that the arc weights for all problem instances were
chosen in the following way. In 99% of all arcs, a weight is chosen
uniformly at random from f0;…;1000g. In the remaining cases, a












































Results for Σ = 4, Linear (left), Skewed (Right)
Results for Σ = 12, Linear (left), Skewed (Right)
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Fig. 2. Differences between the results of CMSA and the ones obtained by applying CPLEX to Ilpcompl concerning the 600 instances of the second benchmark set. Each box
shows these differences for the corresponding 10 instances. Note that negative values indicate that CPLEX obtained a better result than CMSA. (a) Results for Σ ¼ 4, LINEAR (left),
SKEWED (right). (b) Results for Σ ¼ 12, LINEAR (left), SKEWED (right). (c) Results for Σ ¼ 20, LINEAR (left), SKEWED (right).
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done in this way, because initial experiments indicated that a low
percentage of arcs with negative weights leads to more difﬁcult
problem instances. For each possible combination of values for n,
parc, and perc, 10 problem instances were randomly generated. This
makes a total of 270 problem instances.
5.2.2. Tuning of CMSA and PGREEDY
CMSA has several parameters for which well-working values
must be found: (na) the number of solution constructions per
iteration, (agemax) the maximum allowed age of solution compo-
nents, and dmin—respectively dmax—which determine the degree of
greediness which is employed during the process of constructing a
non-extensible arborescence. Note that, in the case of the MCA
problem, parameter tmax—the maximum time in seconds allowed
for CPLEX per application to a sub-instance—was not subject to
parameter tuning. This is because, in all cases, applications of
CPLEX to sub-instances used very few CPU seconds. Therefore, we
used a problem instance independent value of 50 for tmax.
As in the case of the MCSP problem, we make use of the
automatic conﬁguration tool irace [41] for the tuning of the three
parameters. More speciﬁcally, irace was applied to tune CMSA
separately for each combination of n and parc. For each of these
9 combinations we randomly generated 12 training instances: four
instances for each possible value of perc. The tuning process for
each instance size was given a budget of 1000 runs of CMSA, where
each run was given a computation time limit of n=2 CPU seconds.
Finally, the following parameter value ranges were chosen con-
cerning the three parameters of CMSA:
 naAf10;30;50g
 agemaxAf1;5;10; inf g, where inf means that solution compo-
nents are never removed from the sub-instance.
 ðdmin; dmaxÞ
Afð0:0;0:0Þ; ð0:5;0:5Þ; ð0:9;0:9Þ; ð0:0;0:5Þ; ð0:5;0:9Þ; ð0:0;0:9Þg
The 9 applications of iraceproduced the conﬁgurations of CMSA as
shown in Table 5a. The following trends can be observed. First of
all, the desired number of solution constructions per iteration
seems to decrease with increasing instance size (in terms of the
number of nodes). The same trend can be observed for the values
of parameter agemax, whose desired value tends to decrease with
increasing instance size. Concerning the greedyness of the solution
constructions process, rather low greedyness seems to be indi-
cated. This is with the exception of the instances with n¼500 and
parc ¼ 0:5 for which the obtained values for dmin and dmax are 0.5,
respectively 0.9.
In addition to tuning experiments for CMSA, we also performed
tuning experiments for PGREEDY. As PGREEDY constructs solutions in
the same way inwhich they are constructed in CMSA, the parameters
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Fig. 3. Average sizes of the sub-instances tackled within CMSA concerning the 600 instances of the second benchmark set. In particular, sub-instance sizes are shown in
percent of the original instances. For example, in the case jΣ j ¼ 4, LINEAR, and n¼200, the considered average size of the tackled sub-instances within CMSA is approx. 58% of
the size of the original instances.
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used the same training instances and the same parameter value
combinations as for the tuning of CMSA. The obtained parameter
values per combination of n and parc are displayed in Table 5b .
5.2.3. Results
In the following we present the experimental results for the
benchmark set described in Section 5.2.1. The results are shown in the
three Table 6a–c. Note that each table row provides average results over
10 problem instances, and that each considered algorithm was applied
exactly once to each problem instance. The layout of the three tables is
as follows. The ﬁrst column provides the size of the input graphs in
terms of the number of nodes, whereas the second column indicates
the graph density in terms of the edge probability used to generate the
corresponding graphs. The third and fourth column provide the results
and computation times of PGREEDY. The next three table columns are
dedicated to the presentation of the results provided by solving the
complete ILP model Ilpcompl described in Section 4.1.1. The ﬁrst one of
these columns provides the value of the best solution found within n=2
CPU seconds, where n is the number of nodes of the respective graphs.
The second column provides the computation time (in seconds) needed
to solve the problems to optimality (if possible). Finally, the third one of
the columns dedicated to Ilpcompl shows the optimality gap, which
refers to the gap between the value of the best valid solution and the
current lower bound at the time of stopping a run. The last two
Table 5
Parameter settings produced by irace for the 9 different combinations of n and parc.
(a) Tuning results for CMSA
ðn;parcÞ na agemax ðdmin;dmaxÞ
(500, 0.1) 50 10 ð0:0;0:0Þ
(500, 0.3) 30 10 ð0:5;0:5Þ
(500, 0.5) 30 5 ð0:5;0:9Þ
(1000, 0.1) 10 5 ð0:5;0:5Þ
(1000, 0.3) 30 1 ð0:5;0:5Þ
(1000, 0.5) 10 1 ð0:5;0:5Þ
(5000, 0.1) 10 5 ð0:0;0:5Þ
(5000, 0.3) 10 1 ð0:0;0:5Þ
(5000, 0.5) 10 5 ð0:0;0:5Þ












Results for the MCA problem instances.
n parc PGREEDY Ilpcompl CMSA
Mean Time Mean Time Gap Mean Time
(a) Results for instances with perc¼ 1%
500 0.1 10,011.7 95.4 940.1 0.4 0.0 940.1 7.6
0.3 2429.6 123.9 13,450.8 3.5 0.0 13,450.8 2.6
0.5 6244.6 151.8 28,030.8 12.8 0.0 28,030.8 4.7
1000 0.1 33,128.9 272.4 15,263.9 4.5 0.0 15,251.2 63.0
0.3 7501.4 235.4 62,414.8 42.3 0.0 62,414.5 86.4
0.5 42,531.7 292.9 106,522.3 152.9 0.0 106,522.3 58.4
5000 0.1 114,469.8 1073.0 n/a n/a n/a 530,515.0 1572.8
0.3 757,318.8 1167.1 n/a n/a n/a 1,380,184.7 938.1
0.5 1,203,516.6 1716.8 n/a n/a n/a 1,959,379.6 365.6
(b) Results for instances with perc¼ 10%
500 0.1 47,753.9 100.1 5648.3 0.3 0.0 5653.6 29.8
0.3 12,247.8 153.9 11,338.3 3.6 0.0 11,338.3 3.3
0.5 6.8 142.9 26,982.4 11.4 0.0 26,982.4 11.2
1000 0.1 62,650.5 130.1 9115.1 3.5 0.0 9025.9 119.3
0.3 1152.3 248.4 61,065.8 38.5 0.0 61,065.8 51.2
0.5 39,504.9 205.3 105,633.0 145.6 0.0 105,633.0 51.5
5000 0.1 104,899.7 1760.7 n/a n/a n/a 526,539.8 1922.3
0.3 758,425.1 853.0 n/a n/a n/a 1,379,684.4 861.9
0.5 1,203,092.2 1239.2 n/a n/a n/a 1,959,193.4 247.2
(c) Results for instances with perc¼ 20%
500 0.1 51,730.7 139.2 10,887.8 0.3 0.0 10,899.6 41.9
0.3 14,726.6 126.4 9801.0 3.2 0.0 9801.0 3.2
0.5 2258.7 104.4 25,827.6 11.1 0.0 25,827.6 32.0
1000 0.1 66,223.5 237.3 4228.4 2.9 0.0 4190.0 168.7
0.3 4079.5 258.1 59,319.6 36.4 0.0 59,319.6 73.2
0.5 39,905.1 218.8 104,945.8 136.7 0.0 104,941.1 57.1
5000 0.1 105,791.8 1304.2 n/a n/a n/a 522,990.6 1831.9
0.3 751,317.6 1768.9 n/a n/a n/a 1,379,042.0 754.9
0.5 1,204,557.1 967.2 n/a n/a n/a 1,959,042.5 399.5
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columns display the results obtained by CMSA. The ﬁrst one of these
columns provides the results and the second one the average time
needed by CMSA to obtain these results. The best-performing algorithm
for each table row is marked by a grey background.
The analysis of the results permits to draw the following
conclusions:
 Concerning the application of CPLEX to Ilpcompl, the size of the
input graphs has—as expected—a strong inﬂuence on the pro-
blem difﬁculty. In fact, CPLEX was able to solve all problem
instances with nAf500;1000g to optimality. In contrast, CPLEX
was not even able to come up with a feasible solution within the
allowed computation time in the case of input graphs with
n¼5000. The percentage of nodes that must be included in a
solution (perc) apparently has no inﬂuence on CPLEX. With
growing value of perc, CPLEX seems even faster in solving the
corresponding problem instances.
 For input graphs with nAf500;1000g CMSA is nearly always able
to provide optimal solutions, and is, therefore, competitive with
CPLEX. With growing graph density, CMSA is considerably faster
than CPLEX. For instances with n¼5000, CMSA outperforms both
CPLEX, which is not able to provide feasible solutions, and the
probabilistic greedy algorithm PGREEDY.
Again, as in the case of the MCSP problem, we also provide in the
case of the MCA problem information about the average sizes of the
sub-instances tackled within CMSA, in comparison to the sizes of the
original problem instances. These average sub-instance sizes are shown
in Fig. 4 in percent of the original problem instance sizes. More in detail,
the 270 benchmark instances are categorized into nine different subsets
concerning the number of nodes and the density of the graph. A
notation X–Y is used, where X refers to the number of nodes of the
graphs, that is, XAf500;1000;5000g, and Y refers to low, medium and
high density, that is, YAfL;M;Hg. For example, in the case 500-H, that
is, graphs with 500 nodes of high density, the considered average size of
the tackled sub-instances within CMSA is approximately 22% of the size
of the original instances. It can be observed that this percentage is
getting smaller and smaller with growing size of the input graphs and
growing density. This is why CPLEX can either solve the sub-instances
to optimality or provide nearly-optimal solutions in little computation
time, even in the context of large original problem instances.
6. Conclusions and future work
In this paper we introduced a new, generally applicable, algo-
rithm for solving combinatorial optimization problems. The
algorithm is an instantiation of the Generate-and-Solve framework
from the literature. It is based on the general idea of generating
solutions in a probabilistic way, solving the sub-instances of the
original problem instance that result from merging the solution
components contained in the generated solutions to optimality,
and adapting these sub-instances based on an aging mechanism.
The proposed algorithm has been applied to two NP-hard com-
binatorial optimization problems—the minimum common string
partition problem and the minimum covering arborescence pro-
blem—as test cases. The results have shown that the proposed
algorithm is a state-of-the-art method for these problems, espe-
cially, for what concerns rather large problem instances.
In future work we will consider the following two lines of
research. First, we would like to apply the algorithm to other types
of combinatorial optimization problems such as, for example,
permutation problems or scheduling problems. Second, we plan to
study alternatives for the aging mechanism applied in this work.
This is because the aging mechanism results in a binary decision
whether a solution component is considered or not. It would be
interesting to investigate more ﬁne-grained mechanisms that take
into account the quality of the solutions or interactions between
solution components.
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Abstract
This work deals with the so-called weighted independent domination problem, which
is an NP-hard combinatorial optimization problem in graphs. In contrast to previous
work, this paper considers the problem from a non-theoretical perspective. The first
contribution consists in the development of three integer linear programming mod-
els. Second, two greedy heuristics are proposed. Finally, the last contribution is a
population-based iterated greedy metaheuristic which is applied in two different ways:
(1) the metaheuristic is applied directly to each problem instance, and (2) the meta-
heuristic is applied at each iteration of a higher-level framework—known as construct,
merge, solve & adapt—to sub-instances of the tackled problem instances. The results
of the considered algorithmic approaches show that integer linear programming ap-
proaches can only compete with the developed metaheuristics in the context of graphs
with up to 100 nodes. When larger graphs are concerned, the application of the
populated-based iterated greedy algorithm within the higher-level framework works
generally best. The experimental evaluation considers graphs of different types, sizes,
densities, and ways of generating the node and edge weights.
Keywords: combinatorial optimization, integer linear programming, heuristics,
population-based iterated greedy, construct, merge, solve, and adapt
1. Introduction
The so-called weighted independent domination (WID) problem is a combinato-
rial optimization problem that was introduced in [1]. This problem is an extension
of the well-known independent domination (ID) problem. Given an undirected graph
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G = (V,E), V is the set of nodes and E refers to the set of edges. An edge e ∈ E that
connects nodes u 6= v ∈V is equally denoted by (u,v) and by (v,u). The neighborhood
N(v) of a node v ∈ V is defined as N(v) := {u ∈ V | (v,u) ∈ E}, the closed neighbor-
hood N[v] of a node v∈V is defined as N[v] :=N(v)∪{v}, and the set of edges incident
to a node v ∈ V is denoted by δ(v). Note, in this context, that an edge e ∈ E is called
incident to a node v, if v forms one of the two endpoints of e. Given an undirected
graph G = (V,E), a subset D⊆V of the nodes is called a dominating set if every node
v ∈ V \D is adjacent to at least one node from D, that is, if for every node v ∈ V \D
exists at least one node u ∈ D such that v ∈ N(u). Furthermore, a set I ⊆V is called an
independent set if for any pair v 6= v′ ∈ I it holds that v and v′ are not connected by an
edge in G. Correspondingly, a subset D⊆V is called an independent dominating set if
D is both an independent set and a dominating set. Finally, given an independent dom-
inating set D ∈ V , for all v ∈ V \D we define the D-restricted neighborhood N(v | D)
as N(v | D) := N(v)∩D, that is, the neighborhood of v is restricted to all its neighbors
that are in D.
In the WID problem we are given an undirected graph G = (V,E) with node and
edge weights. More specifically, for each v ∈ V , respectively e ∈ E, we are given an
integer weight w(v)≥ 0, respectively w(e)≥ 0. The WID problem consists in finding
an independent dominating set D in G that minimizes the following cost function:




min{w(v,u) | u ∈ N(v | D)} (1)
In words, the objective function value of D is obtained by the sum of the weights of
the nodes in D plus the sum of the weights of the minimum-weight edges that connect
the nodes that are not in D to nodes that are in D. As an example consider the graphics
in Figure 1. The node weights are indicated inside the nodes and the edge weights are
provided besides the edges. A possible input graph is shown in Figure 1a. An optimal
minimum weight dominating set (the set of gray nodes) is shown in Figure 1b. How-
ever, note that this set is not an independent set because the two nodes that form the set
are adjacent to each other. An optimal minimum weight independent dominating set1
is given in Figure 1c. Note that for both, the minimum weight dominating set prob-
lem and the minimum weight independent dominating set problem, the edge weights
are not considered. Finally, the optimal solution to the WID problem is shown in Fig-
ure 1d. The minimum weight edges that are chosen to connect nodes not in D to nodes
in D are indicated with bold lines. The objective function value of this solution is 13,
which is composed of the nodes weights (2 + 1 + 2) and the edge weights (4 + 1 + 3).
1.1. Our Contribution
So far, the WID problem has only been considered from a theoretical perspective.
It is easy to see that the problem is NP-hard. This is because with w(v) = 1 for all
1In this problem, given an undirected graph with node weights, the goal is to find an independent domi-













































(d) Optimal solution to
the WID problem.
Figure 1: Example that relates the WID problem with the minimum weight dominating set problem and with
the minimum weight independent dominating set problem.
v ∈ V and w(e) = 0 for all e ∈ E it reduces to the independent domination problem
which was shown to be NP-hard in [2]. A linear time algorithm for the WID prob-
lem in series-parallel graphs was proposed in [1]. In this work we consider the WID
problem in general graphs from an algorithmic perspective. Our contributions are as
follows. First, we present three integer linear programming (ILP) models for the WID
problem. Second, we propose two different greedy heuristics for solving the problem.
The first one is known from the minimum weight independent dominating set problem,
while the second one is specifically developed for the WID problem. Third, we pro-
pose a so-called population-based iterated greedy (PBIG) algorithm. This algorithm
employs an iterated greedy metaheuristic in a population-based fashion, and can there-
fore be seen as a hybrid between methods based on local search and population-based
methods. Finally, in addition to applying the PBIG algorithm directly to all problem in-
stances, we also apply it within a framework known as construct, merge, solve & adapt
(CMSA) [3]. CMSA was initially introduced for being able to take profit from exact
solvers—such as, for example, the general purpose ILP solver CPLEX—in the context
of problem instances that are too large to be tackled directly by the respective exact
solver. CMSA generates, at each iteration, a number of probabilistic solutions which
are used to produce sub-instances to the tackled problem instances. The exact solver is
then used to solve the corresponding sub-instance at each iteration of CMSA. In fact,
in the context of the WID problem we tried to implement a standard CMSA algorithm
based on all three ILP models proposed in this work. Unfortunately, these versions of
CMSA were still not efficient enough in order to be able to deal with, for example,
graphs with 1000 nodes. Therefore, the idea was to study if CMSA can also be used in
order to improve the working of a standard metaheuristic such as PBIG. This gave rise
to a CMSA-PBIG algorithm which makes use of the framework of CMSA and uses
PBIG (instead of an exact solver) for deriving hopefully good solutions to the corre-
sponding sub-instance at each iteration of CMSA. The obtained results show that this
is, indeed, the case. Note that this work is a signficiant extension of a paper that ap-
pears in the conference proceedings of EvoCOP 2017 [4]. The extension concerns the
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development of two additional ILP models, the application of PBIG within the CMSA
framework, and the application to problem instances that represent different types of
graphs.
1.2. Related Work
On one side, there is related work for problems similar to the one considered in this
work. The minimum independent dominating set problem, for example, has recently
been approached by a greedy randomized adaptive search procedure (GRASP) in [5].
Another related problem is the minimum weight dominating set problem. This problem
has been quite popular in recent years as a test case for metaheuristics. The most
recent research efforts for this problem have led to the development of an ant colony
optimization approach and a genetic algorithm in [6], a hybrid evolutionary algorithm
in [7], a hybrid approach combining iterated greedy algorithms and an ILP solver in a
sequential way in [8], and a memetic algorithm in [9].
On the other side, there is related work concerning the employed metaheuristic,
that is, PBIG. In general, iterated greedy (IG) algorithms have shown to be able to
work very well in the context of problems for which a good and fast greedy heuristic is
known. Prime examples include those to various scheduling problems such as [10, 11].
The first PBIG approach was proposed in the context of the minimum weight vertex
cover problem in [12]. Later, PBIG was also applied to the delimitation and zoning
of rural settlements [13] and, as mentioned above, to the minimum weight dominating
set problem [8]. Moreover, the literature contains related work concerning applications
of CMSA. More specifically, CMSA—using CPLEX as the exact solver— has been
applied to hard combinatorial optimization problems such as minimim common string
partition [3, 14] and the repetition-free longest common subsequence problem [15].
1.3. Organization
The remainder of this paper is organized as follows. In Section 2, three different
ILP models for the WID problem are proposed. Two greedy heuristics are outlined in
Section 3. Moreover, the PBIG approach and its application in the CMSA framework
are described in Section 4. Finally, an extensive experimental evaluation is provided in
Section 5 and conclusions as well as an outlook to future work is given in Section 6.
2. ILP Models
In the following we present three different ILP models for the WIDP problem.
These models are experimentally evaluated in Section 5.
2.1. ILP-1: Model based on Indicator Variables
The first one of the proposed ILP models—henceforth called ILP-1—uses three
sets of binary variables. For each node v ∈V it uses a binary variable xv. Moreover, for
each edge e ∈ E the model uses a binary variable ye and a binary variable ze. Hereby,
xv indicates if v is chosen for the solution. Moreover, ze indicates if e ∈ E is selected
for connecting a non-chosen node to a chosen one. Variable ye is an indicator variable,







s.t. xv+ xu ≤ 1 for e = (u,v) ∈ E
xv+ ∑
u∈N(v)
xu ≥ 1 for v ∈V
xv+ xu = ye for e = (u,v) ∈ E
ze ≤ ye for e ∈ E
xv+ ∑
e∈δ(v)
ze ≥ 1 for v ∈V
xv ∈ {0,1} for v ∈V
ye ∈ {0,1} for e ∈ E







Hereby, constraints (3) are the independent set constraints, that is, they make sure
that two adjacent nodes can not take part in the solution. Constraints (4) are the dom-
inating set constraints. They ensure that for each node v ∈ V , either the node itself or
at least one of its neighbors form part of the solution. These two sets of constraints
will be the same in all three ILP models. Constraints (5) ensure the proper setting of
the indicator variables. Note that edges that contribute to the objective function value
must always connect a node that is not chosen for the solution with a node that is in
the solution. Therefore, if—concerning an edge e = (u,v)—either v or u is in the solu-
tion, variable ye is forced to take value one, which indicates that this edge is choosable.
Constraints (6) relate the indicator variables with the variables that actually show which
edges are chosen. In particular, if an indicator variable ye has value zero, ze is forced
to take value zero, which means e cannot be chosen. Finally, constraints (7) ensure
that each node v ∈V that does not form part of the solution—that is, when xv = 0—is
connected by an edge to a node that forms part of the solution. Due to the fact that the
optimization goal concerns minimization, the edge with the lowest weight is chosen
for this purpose.
2.2. ILP-2: Eliminating the Indicator Variables
The second ILP model—henceforth called ILP-2—follows the same idea as ILP-1,
apart from the fact that it does not require the set of indicator variables. That is, model
ILP-2 only makes use of binary variables xv for all v ∈V and binary variables ze for all







s.t. xv+ xu ≤ 1 for e = (u,v) ∈ E
xv+ ∑
u∈N(v)
xu ≥ 1 for v ∈V
xv+ xu ≥ ze for e = (u,v) ∈ E
(1− xv)+(1− xu)≥ ze for e = (u,v) ∈ E
xv+ ∑
e∈δ(v)
ze ≥ 1 for v ∈V
xv ∈ {0,1} for v ∈V







Note that the independent set constraints (9), the dominating set constraints (10),
and constraints (13) that ensure that each node v ∈ V that does not form part of the
solution is connected by an edge to a node that forms part of the solution, are the
same as in model ILP-1. However, the two sets of constraints concerning the indicator
variables from model ILP-1 (constraints (5) and (6)) are replaced by constraints (11)
and (12). Note that when both xv and xu—concerning an edge e= (u,v)∈ E—are set to
zero, constraints (11) force variable ze to take value zero, which means that an edge that
connects two non-selected nodes can not be chosen for the solution. Furthermore, when
both xv and xu—again concerning an edge e = (u,v) ∈ E—are set to one, constraints
(17) force variable ze to take value zero, which means that an edge that connects two
selected nodes can not be chosen for the solution.
2.3. ILP-3: Expicit Variables for the Edge-Weight Contribution
The third ILP model—henceforth called ILP-3—is structurally different to ILP-1
and ILP-2. The main idea is to model the edge-weight contribution of each node in
terms of an integer variable qv for all v ∈ V . Obviously, the edge-weight contribution
of a selected node v∈V —that is, when xv = 1—must be zero, whereas the edge-weight
contribution of a non-selected node v∈V must be equal to the weight of the minimum-






s.t. xv+ xu ≤ 1 ∀ e = (u,v) ∈ E
xv+ ∑
u∈N(v)
xu ≥ 1 ∀ v ∈V
qv ≤ (1− xv)M ∀ v ∈V






 ∀ v ∈V,e = (v,u) ∈ δ(v)
xv ∈ {0,1} ∀ v ∈V







Observe that the independent set constraints (15) and the dominating set constraints
(16) are again as in ILP-1 and ILP-2. In addition, constraints (17) set the upper bound
of an edge-contribution variable to zero in case the corresponding node forms part of
the solution, that is, of the independent dominating set. In case a node does not form
part of the solution, constraints (17) set the upper bound to a large constant M, which
we have set to the maximum weight of all edges of the graph in our implementation.
Furthermore, constraints (18) set the lower bound of all edge contributions to zero.
Finally, constraints (19) correctly set the lower bound of the edge contributions in order
to be equal to the weight of the minimum-weight edge connecting the respective node
with one of its selected neighbors.
3. Greedy Heuristics
The first one of two different greedy heuristics developed in this work is a simple
extension of a well-known heuristic for the minimum weight independent dominating
set problem. Given an input graph G, this heuristic starts with an empty solution S = /0
and adds, at each step, exactly one node from the remaining graph G′ to S. Initally, the
remaining graph G′ is a copy of G. After adding a node v ∈ V ′ to S, all nodes from
N[v | G′]—that is, from the closed neighborhood of v in G′—are removed from V ′.
Moreover all their incident edges are removed from E ′. In this way, only those nodes
that maintain the property of S being an independent set may be added to S. At each
step, the node v∈V ′ that maximizes |N(v|G′)|w(v) is chosen to be added to S, where N(v |G′)
refers to the neighborhood of v in G′. In other words, nodes with a high degree in the
remaining graph G′ and with a low node weight are preferred. Note that this greedy
heuristic does not take the edge weights into account. They are only considered when
calculating the objective function value of the final solution S. The pseude-code of this
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Algorithm 1 Greedy Heuristic (GREEDY1)
1: input: a undirected graph G = (V,E) with node and edge weights
2: S := /0
3: G′ := G
4: while V ′ 6= /0 do
5: v∗ := argmax{ |N(v|G′)|w(v) | v ∈V ′} {Ties are randomly resolved}
6: S := S∪{v∗}
7: Remove from G′ all nodes from N[v | G′] and their incident edges
8: end while
9: output: An independent dominating set S of G
heuristic, henceforth referred to as GREEDY1, is shown in Algorithm 1.
In contrast to GREEDY1, the second greedy heuristic is designed to take into ac-
count the edge weights already during the process of constructing a solution. The
algorithmic framework of this greedy heuristic—henceforth denoted by GREEDY2—is
the same as the one of GREEDY1. However, the way in which a node is chosen at each
step is different. For the description of this greedy heuristic the following notations are
required. First, the maximum weight of any edge in E is denoted by wmax. Then, let
S∈V be a partial solution, that is, S is an independent set which is not yet a dominating
set, but which can be extended to be a dominating set. The auxiliary objective function
value f aux(S) is defined as ∑v∈V c(v | S), where c(v | S) is called the contribution of
node v with respect to partial solution S. Given S, these contributions are defined as
follows:
1. If v ∈ S: c(v | S) := w(v)
2. If v /∈ S and N(v)∩S = /0: c(v | S) := wmax
3. If v /∈ S and N(v)∩S 6= /0: c(v | S) := min{w(e) | e = (v,u),u ∈ S}
Note that in the case of S being a complete solution, it holds that f (S) = f aux(S).




f aux(S∪{v}) | v ∈V ′} (20)
4. Population-Based Iterated Greedy Algorithm
A high level description of the implemented PBIG approach—henceforth referred
to as PBIG—is given in Algorithm 2. Apart from the input graph G, PBIG requires
values for five parameters: (1) the population size psize ∈ Z+, (2) the lower bound (Dl)
and the upper bound (Du) for the degree of destruction applied to each solution of the
population at each iteration, (3) the determinism rate drate ∈ [0,1], and (4) the candidate
list size lsize > 0. The latter two parameters control the greediness of the probabilistic
solution (re-)construction procedure. Moreover, note that for the values of the above-
mentioned bounds it must hold that 0 ≤ Dl ≤ Du ≤ 1. For the following description,
each solution S is a subset of the nodes of V , has an objective function value f (S), and
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Algorithm 2 PBIG for the WID problem
1: input: input graph G, parameters psize > 0, Dl ,Du,drate, lsize ∈ [0,1]
2: P := GenerateInitialPopulation(psize,drate, lsize)
3: while termination condition not satisfied do
4: Pnew := /0
5: for each candidate solution S ∈P do
6: Sˆ := DestroyPartially(S)




11: P := Accept(P,Pnew)
12: end while
13: output: argmin { f (S) | S ∈P}
an individual, possibly dynamic, destruction rate DS.
The algorithm works as follows. First, the psize solutions of the initial popula-
tion are generated by function GenerateInitialPopulation(psize,drate, lsize) (see line 2 of
Alg. 2). Afterwards, each iteration consists of the following steps. First, an empty
populationPnew, called offspring population, is created. Then, each solution S ∈P is
partially destroyed using procedure DestroyPartially(S) (see line 6 of Alg. 2). This re-
sults in a partial solution Sˆ. On the basis of Sˆ, a complete solution S′ is then constructed
using procedure Reconstruct(Sˆ,drate, lsize) (see line 7 of Alg. 2). Then, the destruction
rate DS of solution S is adapted depending on the quality of solution S′ in function
AdaptDestructionRate(S,S′). Each newly obtained complete solution is stored inPnew.
Note that the two phases of destruction and re-construction are applied to all solutions
fromP independently of each other. When the iteration is completed, procedure Ac-
cept(P,Pnew) selects the best psize solutions fromP ∪Pnew for the population of the
next iteration. In the case of two solutions from P ∪Pnew being equal, the criterion
used for tie-breaking is based on the individual destruction rates. More specifically,
the solution S with the highest individual destruction rate DS is preferred over the other
one. Finally, the algorithm terminates when a predefined CPU time limit is reached,
and the best found solution is returned. The four procedures that form the core of PBIG
are described in more detail in the following.
GenerateInitialPopulation(psize,drate, lsize): This function generates psize solutions for
the initial population. For this purpose it uses the mechanism of GREEDY22 (see
Section 3) in a probabilistic way. At each construction step, first, a random number
δ ∈ [0,1] is generated. In case δ≤ drate, the best node according to the greedy function
is chosen. Otherwise, a candidate list of size min{|V ′|, lsize}, where V ′ ⊆ V are the
2Note that GREEDY2 is chosen over GREEDY1 because, as it will be shown later, GREEDY2 generally
works better than GREEDY1.
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nodes that can be selected at the current construction step, is generated, and one of the
nodes from the candidate list is chosen uniformly at random. Note also that the initial
destruction rate (DS) of each solution S is set to the lower bound Dl for the destruction
rates.
DestroyPartially(S): In this function, max{3,bDS · |S|c} randomly selected nodes are
removed from S, where DS is the current individual destruction rate of solution S.
Reconstruct(Sˆ,drate, lsize): Given as input a partial solution Sˆ, this function re-constructs
a complete solution S′ in the same way in which solutions are probabilistically con-
structed in the context of generating the initial population (see above). Moreover, the
initial destruction rate DS′ of S′ is set to Dl .
AdaptDestructionRate(S,S′): The individual destruction rate DS of solution S (from
which partial solution Sˆ was obtained) is updated on the basis of the lower bound Dl
and the upper bound Du as follows. If f (S′)< f (S), the value of DS is set back to the
lower bound Dl . Otherwise, the value of DS is incremented by a certain amount. After
initial experiments, we determined this amount to be 0.05. If the value of DS, after this
update, exceeds the upper bound Du, it is set back to the lower bound Dl .
Note that the idea behind this way of dynamically changing the value of DS is as
follows. As long as the algorithm is able to improve a solution using a low destruction
rate, this rate is kept low. In this way, the re-construction is faster. Only when the
algorithm seems not to be able to improve over a solution, the individual destruction
rate of this solution is increased in a step-wise manner.
4.1. Application of PBIG in the CMSA Framework
As mentioned before, the CMSA framework was introduced in [3] in order to be
able to take profit from an efficient exact solver even in the context of problem in-
stances that are too large to be solved directly by the exact solver. The general idea of
CMSA is as follows. At each iteration, solutions to the tackled problem instance are
generated in a probabilistic way. The solution components found in these solutions are
then added to a sub-instance of the original problem instance. Subsequently, an exact
solver such as, for example, CPLEX is used to solve the sub-instance to optimality.
Moreover, the algorithm is equipped with a mechanism for deleting seemingly useless
solution components from the sub-instance. This is done such that the sub-instance has
a moderate size and can be solved rather quickly to optimality.
In the context of the WID problem, the set of solution components corresponds
to the set of nodes of the input graph. Moreover, solutions can be probabilistically
constructed by a probabilistic version of either GREEDY1 or GREEDY2. In fact, both
greedy heuristics can be made probabilistic by the mechanism described in the context
of PBIG in the previous section. For this purpose we require two parameters: (1) the
determinism rate parameter (called dcmsarate in the context of CMSA-PBIG) and (2) the
candidate list size (called lcmsasize in the context of CMSA-PBIG). Our initial idea was to
use one of the three proposed ILP models in order to solve the sub-instances within
CMSA-PBIG to optimality. However, even though smaller than the original problem
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instances, this idea turned out to be inefficient in the case of graphs with 500 and
1000 nodes. Therefore, we implemented the following option. Instead of applying an
exact solver to each sub-instance, the PBIG algorithm is applied with a certain time
limit to each sub-instance. The resulting pseudo-code of CMSA-PBIG is provided in
Algorithm 3.
Each algorithm iteration works as follows. First, the best-so-far solution Sbsf is
initialized to NULL, indicating that no such solution exists yet. Moreover, the current
sub-instance V ′ ⊆V (where V is the set of nodes of the input graph G) is initialized to





size ), either making use of
GREEDY1 (in case optgreedy = 0) or of GREEDY2 (in case optgreedy = 1). The nodes
found in the constructed solutions are then added to V ′. Furthermore, each node v ∈
V ′ has an age, labelled age[v], which is initialized to zero. Next, PBIG is applied
in function ApplyPBIG(V ′) to find a high-quality solution, however, restricted to the
nodes from V ′; that is, the solution (re-)construction process of PBIG is restricted to
choose nodes from V ′. If the resulting solution, labelled S′pbig, is better than the current
best-so-far solution Sbsf, solution S′pbig is adopted as the new best-so-far solution. Next,
sub-instance V ′ is adapted on the basis of solution S′pbig in conjunction with the age
values of the nodes in V ′. This is done in function Adapt(V ′, S′pbig, agemax) as follows.
First, the age of each node in V ′ \ S′pbig is incremented while the age of each node in
S′pbig is re-initialized to zero. Subsequently, those nodes from V
′ with an age value
greater than agemax—which is a parameter of the algorithm—are removed from V
′.
This causes that nodes that are never selected for the best solutions of PBIG do not
slow down the working of PBIG in coming iterations.
5. Experimental Evaluation
The following seven algorithmic approaches are evaluated on a large variety of
benchmark instances: (1–3) the application of CPLEX to the three ILP models (ILP-1,
ILP-2, and ILP-3), (4) GREEDY1, (5) GREEDY2, (6) PBIG, and (7) CMSA-PBIG. All
techniques were implemented in ANSI C++ using GCC 4.6.3 for compiling the soft-
ware. Moreover, we used CPLEX version 12.6 in single-threaded execution for solving
the ILP models. The experimental results that are presented in the following were ob-
tained on a cluster of 32 computers with Intel R© Xeon R© X5660 CPUs of 6 nuclei of 2.8
GHz and (in total) 48 Gigabytes of RAM. For each run of CPLEX we allowed a maxi-
mum of 4 Gigabytes of RAM. In the following, first, the set of benchmark instances is
described. Then, a detailed analysis of the experimental results is presented.
5.1. Benchmark Instances
Two types of graphs were considered for the experimental evaluation: (1) random
graphs and (2) random geometric graphs. In each case, graphs of different properties—
for what concerns, for example, the density—and different sizes were created. In
particular, for each type we generated graphs of 100, 500 and 1000 nodes, that is,
|V | ∈ {100,500,1000}. The random graphs were generated adding edges between
nodes totally at random, with a given probability ep for each edge. This probability
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Algorithm 3 CMSA-PBIG for the WID problem
1: input: input graph G, parameter values for PBIG and parameter values for dcmsarate ,
lcmsasize , agemax, na, tmax, and optgreedy
2: Sbsf := NULL
3: V ′ := /0
4: age[v] := 0 for all v ∈V
5: while CPU time limit not reached do
6: for i = 1, . . . ,na do





8: for all v ∈ S and v /∈V ′ do
9: age[v] := 0
10: V ′←V ′∪{v}
11: end for
12: end for
13: S′pbig← ApplyPBIG(V ′)
14: if f (S′pbig)< f (Sbsf) then Sbsf := S
′
pbig
15: Adapt(V ′, S′pbig, agemax)
16: end while
17: output: Sbsf
controls the density of the graph. In particular, we considered ep ∈ {0.05,0.15,0.25}.
The random geometric graphs were created as follows. First, the |V | nodes were as-
signed to random coordinates from the unit square. Then, a radius (r) was fixed and
each pair of nodes at a distance smaller or equal than the radius was connected by an
edge. The radius controls the density of the graph, that is, the larger the radius the
denser is the resulting graph. In order to produce graphs with densities comparable to
the ones of the random graphs we considered r ∈ {0.14,0.24,0.34}. The main differ-
ence between random geometric graphs and random graphs is that in the former ones
only nodes that are placed close together may be connected while in the latter ones any
two nodes may be connected.
Three different schemes for generating the node and edge weights were considered.
In the first scheme, both node and edge weights were drawn uniformly at random from
{0, . . . ,100}. Henceforth, we call the resulting graphs neutral graphs. In the second
scheme, node weights were drawn uniformly at random from {0, . . . ,1000} and edge
weights were drawn uniformly at random from {0, . . . ,10}. In these graphs, henceforth
called node oriented graphs, the choice of the nodes is presumably very important be-
cause of the nodes themselfs. Finally, in the third scheme node weights were drawn
uniformly at random from {0, . . . ,10} and edge-weights were drawn uniformly at ran-
dom from {0, . . . ,1000}. In these edge-oriented graphs, the choice of the nodes is
important due to edges that are made available for connecting non-chosen nodes to
chosen nodes.
For each combination of a graph type, a number of nodes, an edge probability
(respectively, a radius), and a weight generation scheme, we produced 10 problem
instances. This makes a total of 540 graphs: 270 random graphs (this set is henceforth
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called RG) and 270 random geometric graphs (this set is henceforth called RGG).
5.2. Tuning Experiments
The automatic configuration tool irace [16] was used in order to find well-working
values for the parameters of PBIG and CMSA-PBIG. In this section we describe the
experimental setup used for the tuning experiments, and the tuning results.
5.2.1. Tuning of PBIG
The following five parameters were considered in the case of PBIG: psize, Dl , Du,
drate and lsize. The tuning tool was applied separately for each combination of graph
type, number of nodes and the weight generation scheme. Note that no separate tuning
was performed concerning the graph density (depending on ep in the context of random
graphs, respectively r in the context of random geometric graphs). This is because,
after initial runs, it was shown that the other parameters have a higher influence on the
behavior of the algorithm. Summarizing, irace was applied 18 times with a budget of
1000 applications of PBIG per tuning run.
For each application of PBIG a time limit of |V | · 3 CPU seconds was fixed. For
each run of irace, two tuning instances were generated for each combination of graph
type, number of nodes, graph density, and weight generation scheme. This gives a total
of six tuning instances per run of irace. The following parameter value ranges were
considered for each tuning run:
• psize ∈ {1,10,50,100}.
• For the lower and upper bound values of the destruction percentage, the follow-
ing value combinations were considered: (Dl ,Du) ∈ {(10,10), (20,20), (30,30),
(40,40), (50,50), (60,60), (70,70), (80,80), (90,90), (10,50), (30,70), (50,90)}.
Note that in those cases in which both bounds have the same value, the percent-
age of deleted nodes is always the same.
• drate ∈ {0.0,0.3,0.5,0.7,0.9}.
• lsize ∈ {1,3,5,10}.
The results of the tuning processes in the case of random graphs are presented in Ta-
ble 1. The trends are as follows: the population size (psize) should be rather high.
Interestingly, the option of a dynamically changing value for the destruction rate (Dl ,
Du) never resulted best. In most cases a fixed value greater than 0.5 is selected. The de-
terminism rate (drate) should be rather low, specially when large graphs are concerned.
Finally, the candidate list size (lsize) should be rather high.
In the same way, the results of the tuning processes for random geometric graphs
are shown in Table 2. Here, the trends are as follows: the chosen population sizes are
rather high, with one exception (|V | = 100, node-oriented). Interestingly, this is also
the only case in which a dynamically changing destruction rate was selected. In the
other cases a fixed value greater than 0.4 is selected for this parameter. The selected
determinism rate tends to decrease with increasing graph size, and the candidate list
size should be rather high.
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Table 1: Results of tuning PBIG with irace for random graphs.
Weight scheme |V | psize (Dl ,Du) drate lsize
100 50 (0.7,0.7) 0.0 5
neutral 500 100 (0.5,0.5) 0.3 10
1000 100 (0.5,0,5) 0.0 10
100 10 (0.8,0.8) 0.0 10
node-oriented 500 100 (0.6.0.6) 0.0 5
1000 100 (0.6,0.6) 0.3 10
100 100 (0.6,0.6) 0.0 10
edge-oriented 500 50 (0.6,0.6) 0.0 10
1000 100 (0.5,0.5) 0.0 10
Table 2: Results of tuning PBIG with irace for random geometrics graphs.
Weight scheme |V | psize (Dl ,Du) drate lsize
100 50 (0.8,0.8) 0.3 10
neutral 500 100 (0.5,0,5) 0.5 5
1000 100 (0.4,0.4) 0.3 5
100 1 (0.5,0.9) 0.5 10
node-oriented 500 100 (0.5,0.5) 0.3 10
1000 50 (0.6,0.6) 0.3 5
100 100 (0.8,0.8) 0.9 10
edge-oriented 500 50 (0.4,0.4) 0.0 10
1000 100 (0.4,0.4) 0.0 10
5.2.2. Tuning of CMSA-PBIG
In addition to the five parameters of PBIG, the tuning procedure for CMSA-PBIG
must additionally consider the six parameters of the CMSA framework of CMSA-PBIG:
dcmsarate , l
cmsa
size , agemax, na, tmax, and optgreedy. The parameter value ranges for the five
PBIG-parameters were chosen as for the tuning procedure of the stand-alone PBIG. For
the six additional parameters of CMSA-PBIG, the value ranges considered were the
following:
• dcmsarate ∈ {0.0,0.3,0.5,0.7,0.9}.
• lcmsasize ∈ {1,3,5,10,20}.
• agemax ∈ {1,3,5,10, in f}.
• na ∈ {1,10,30,50}.
• tmax ∈ {1,2,5,10,50}.
• optgreedy ∈ {0,1}, where value 0 represents the selection of GREEDY1 for the
probabilistic construction of solutions, and value 1 the selection of GREEDY2
for this purpose.
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Table 3: Results of tuning CMSA-PBIG with irace for random graphs.
Weight scheme |V | psize (Dl ,Du) drate lsize dcmsarate lcmsasize agemax na tmax optgreedy
100 50 (0.3,0.7) 0.7 3 0.5 3 in f 30 1 1
neutral 500 50 (0.3,0.3) 0.3 5 0.3 5 in f 30 5 1
1000 10 (0.4,0.4) 0.0 5 0.3 20 5 10 5 0
100 1 (0.6,0.6) 0.7 10 0.7 10 in f 30 1 0
node-oriented 500 10 (0.3,0.3) 0.3 10 0.5 20 3 50 10 0
1000 10 (0.5,0.5) 0.0 5 0.5 20 10 30 50 1
100 1 (0.5,0.9) 0.5 5 0.5 5 in f 30 5 1
edge-oriented 500 100 (0.3,0.3) 0.0 5 0.3 20 3 50 10 0
1000 50 (0.4,0.4) 0.3 10 0.5 10 3 50 50 1
Table 4: Results of tuning CMSA-PBIG with irace for random geometrics graphs.
Weight scheme |V | psize (Dl ,Du) drate lsize dcmsarate lcmsasize agemax na tmax optgreedy
100 10 (0.3,0.7) 0.3 3 0.3 20 10 30 2 1
neutral 500 10 (0.3,0.7) 0.3 3 0.3 20 10 30 2 1
1000 100 (0.2,0.2) 0.3 10 0.5 20 in f 30 50 1
100 10 (0.5,0.5) 0.7 10 0.5 10 1 50 2 0
node-oriented 500 1 (0.2,0.2) 0.7 10 0.3 20 in f 30 5 0
1000 50 (0.2,0.2) 0.7 3 0.5 10 5 50 5 0
100 1 (0.3,0.3) 0.7 10 0.5 10 5 50 5 1
edge-oriented 500 1 (0.3,0.3) 0.7 10 0.5 10 5 50 5 1
1000 50 (0.3,0.7) 0.0 10 0.5 10 10 1 5 1
The setup of the tuning processes for CMSA-PBIG was the same as for the ones
of PBIG. That is, irace was applied 18 times with a budget of 1000 applications of
CMSA-PBIG per tuning run. The time limit of |V | · 3 CPU seconds per execution was
applied, and the same tuning instances were used.
The results of the tuning processes in the case of random graphs are shown in
Table 3. Note that when referring, in the following, to PBIG, we mean the application
of PBIG within CMSA-PBIG. The following remarkable trends can be observed: the
selected destruction rate of PBIG is generally lower than the one chosen for the stand-
alone version of PBIG. The determinism rate of PBIG decreases with increasing graph
size. Interestingly, the required candidate list size of PBIG is generally lower than the
one of the probabilistic solution construction mechanism of the CMSA framework.
Concerning the remaining parameters of the CMSA framework, the following can be
observed: the determinism rate of the probabilistic solution construction mechanism
of CMSA-PBIG tends to decrease with increasing graph size. The number of solutions
constructed per iteration (na) is around 30. The time limit for the application of PBIG
at each iteration (tmax) increases with increasing graph size, and finally, the selection
of GREEDY1 (value 0 of optgreedy) is most common for graphs generated according to
the node-oriented weight scheme, while GREEDY2 seems preferred for the remaining
graphs.
In the same way, the results of the tuning processes concerning random geometric
graphs are presented in Table 4. The trends that can be observed in this case are very
similar to those already outlined for random graphs.
5.3. Numerical Results
The seven solution approaches were applied exactly once to each problem instance.
The computation time limit for the applications of CPLEX, PBIG and CMSA-PBIG
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was |V | · 3 seconds for each graph. The results are presented in numerical form in
two tables: Table 5 contains the results for all random graphs and Table 6 contains the
results for all random geometric graphs. The two tables have the following format. The
first three table columns indicate the number of nodes in the graph (|V |), the weight
generation scheme, and the graph density in terms of the edge probability (ep) for
random graphs and the radius (r) for random geometric graphs. The results of the
seven approaches are presented in two columns for each approach. The first one of
these columns (with heading result) provides, in all seven cases, the average result
obtained for the corresponding 10 problem instances. In the case of GREEDY1 and
GREEDY2, the second column provides the average computation times (in seconds).
In the case of the application of CPLEX to the three ILP models, the second columns
provide the average optimality gaps (in %) that correspond to the results shown in
the first columns. Finally, in the case of PBIG and CMSA-PBIG, the second column
shows the average time at which the best solutions of a run were found. Note that the
best result of each table row is shown with gray background. In addition, we applied
a statistical significance test to the results of each table row. More specifically, in
each table row all approaches were compared to the best-performing approach and
the results of those approaches who are statistically equivalent to the best-performing
approach are marked by the F symbol (significance level of 0.05). The statistical
differences have been assessed using the Friedman test and the p-values have been
corrected for multiple comparison using Finner’s procedure [17].
Additionally, we aimed for detecting the differences between the algorithms (if any)
for large subsets of the problem instances. First, all the algorithms have been compared
simultaneously using the Friedman test. Then, given that in all the cases the test rejects
the hypothesis that all the algorithms perform equally, all the pairwise comparisons
have been tested using the Nemenyi post-hoc test [17]. The corresponding results are
shown in Figures 2 and 3 by means of so-called criticial difference plots. Briefly, each
approach is positioned in the segment according to its average ranking concerning the
considered subset of instances. Then, the critical difference (CD) is computed for a sig-
nificance level of 0.05 and the performance of those algorithms that have a difference
lower than CD are regarded as equal—that is, no difference of statistical significance
can be detected. This is indicated in the graphic by horizontal bars joining the respec-
tive algorithms.3
The experimental results allow us to make the following observations:
• When considering all instances together—see Figure 2a—CMSA-PBIG is the
best-performing algorithm, followed by PBIG. The next group of approaches is
composed of the application of CPLEX to the three ILP models. Concerning
the order between them, ILP-2 is generally the best-performing one, followed by
ILP-3 and then ILP-1. Finally, the worst-performing group of algorithms is com-
posed of the two greedy algorithms, with GREEDY2 outperforming GREEDY1.
All differences are statistically significant.




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































• Concerning the two types of graphs that were studied—that is, random graphs
vs. random geometric graphs—essentially no differences can be observed in the
relative behaviour of the algorithms. This means that the studied techniques are
not affected by local structures that are present in graphs.
• Concerning the comparison between GREEDY1 and GREEDY2 it can be ob-
served that, while GREEDY2 outperforms GREEDY1 when all problem instances
are considered together—in the context of node-oriented graphs, GREEDY1 has a
better average ranking than GREEDY2 (not statistically significant). Concerning
computation time, both algorithms are by far the fastest ones in the compari-
son. Naturally, the computation time of GREEDY2 is slightly higher than that of
GREEDY1.
• Comparing the performance of the three ILP models, we can observe that ILP-2
generally achieves the best performance. In particular, for all considered subsets
of instances (concerning density and weight generating scheme) ILP-2 outper-
forms ILP-1. This was to be expected, as the only difference in the two models
is the elimination of a set of variables (also resulting in a change of a subset
of the constraints). ILP-2 generally also outperforms ILP-3, with the exception
of node-oriented graphs, for which ILP-3 achieves a better ranking than ILP-2.
Finally, it can also be observed—when looking at the tables containing the nu-
merical results—that all three ILP models are competitive with CMSA-PBIG and
PBIG in the context of instances of 100 nodes.
• CMSA-PBIG and PBIG are clearly (and with statistical significance) the best-
performing approaches in our set of compared approaches. This holds when
considering all instances together, but also for all subsets of studied instances
(see Figures 2 and 3). Concerning the comparison between the two, it can be ob-
servered that CMSA-PBIG has—for all considered subsets of instances—a better
average ranking than PBIG. This difference is statistically signficiant when con-
sidering all instances together, and in the case of edge-oriented graphs. This
relative performance between CMSA-PBIG and PBIG is of general interest, be-
cause it shows that by applying a metaheuristic in a framework such as CMSA,
it is possible to improve the performance of the metaheuristic.
Summarizing, we can state that—in the context of the WID problem—the studied
metaheuristics outperform the ILP-based approaches, which in turn outperform the
greedy approaches. The ILP-based approaches can only compete with the metaheuris-
tics in the case of instances of 100 nodes. Moreover, we would like to point out again
the fact our results have shown it to be possible to improve the performance of a meta-
heuristic by repeatedly applying it to intelligently generated sub-instances of the tack-
led problem instances, as it is done in the CMSA framework.
6. Conclusions and Future Work
This paper has dealt with an NP-hard problem in graphs, the so-called weighted
independent domination problem. We proposed three different integer linear program-
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1 2 3 4 5 6
(a) All instances together.
1 2 3 4 5 6
(b) Random graph instances (set RG).
1 2 3 4 5 6 7
(c) Random geometric graph instances (set RGG).
Figure 2: Criticial difference plots for all 540 problem instances together (a), the 270 instances of set RG (b),
and the 270 instances of set RGG. The axis shows the average ranking of the seven considered techniques
concerning the considered (sub)sets of instances. Horizontal bars connect techniques for which no statistical
differences were found.
1 2 3 4 5 6 7
(a) All instances with neutral weighting scheme.
2 3 4 5 6
(b) All instances with node-oriented weighting
scheme.
1 2 3 4 5 6 7
(c) All instances with edge-oriented weighting
scheme.
2 3 4 5 6 7
(d) All low density instances.
1 2 3 4 5 6
(e) All medium density instances.
1 2 3 4 5 6
(f) All high density instances.
Figure 3: Criticial difference plots for six different subsets of problem instances concerning their weighting
scheme and their density. The axis shows the average ranking of the seven considered techniques concerning
the considered (sub)sets of instances. Horizontal bars connect techniques for which no statistical differences
were found.
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ming models for this problem. Additionally, two different greedy heuristics were pre-
sented. The first one of these heuristics is an adaptation of a known heuristic from a
related problem to the weighted independent domination problem. This heuristic disre-
gards the edge-weights during the solution construction process. The second heuristic
was especially developed for the tackled problem. Finally, we presented a population-
based iterated greedy algorithm which takes profit from the better one of the two
greedy heuristics. In addition to a standalone application of the population-based it-
erated greedy algorithm, the algorithm was applied within the construct, merge, solve
& adapt framework. The results have shown that the population-based iterated greedy
algorithm applied within the before-mentioned framework is, with statistical signifi-
cance, the best-performing approach in the comparison. This is especially interesting,
because it shows that the performance of a standard metaheuristic may be improved by
the application within a framework such as construct, merge, solve & adapt, which is
based on reducing the size of the tackled problem instances.
In the near future we plan to investigate the application of other metaheuristics
within the construct, merge, solve & adapt framework in the context of a diverse set of
difficult combinatorial optimization problems.
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