Asymptotic behavior of extremal solutions and structure of extremal norms of linear differential inclusions of order three  by Barabanov, N.E.
Linear Algebra and its Applications 428 (2008) 2357–2367
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
Asymptotic behavior of extremal solutions and structure
of extremal norms of linear differential inclusions
of order three
N.E. Barabanov ∗
Department of Mathematics, North Dakota State University, Fargo, ND 58105, USA
Received 26 January 2007; accepted 28 October 2007
Available online 26 December 2007
Submitted by V. Protasov
Abstract
Asymptotic properties of extremal solutions of linear inclusions of order three with zero Lyapunov
exponent are investigated. Under certain conditions it is shown that all extremal solutions of such inclusions
tend to the same (up to a multiplicative factor) solution, which is central symmetric. The structure of the
convex set of extremal norm is studied. A number of extremal points of this set are described.
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1. Introduction
LetM be a bounded closed set of 3 × 3-matrices. Denote by ||A|| the Euclidean norm and by
r(A) the spectral radius of matrix A. For any positive number T consider
γ¯T =sup{‖eA1t1 eA2t2 · · · eAntn‖ : n>0, A1, . . . An∈M, t1 >0, . . . tn>0, t1+· · ·+ tn=T },
γˆT =sup{r(eA1t1 eA2t2 · · · eAntn) : n>0, A1, . . . An∈M, t1 >0, . . . tn>0, t1+· · ·+ tn=T }.
The value
γ = lim
T →∞ γ¯ (T )
1/T = lim
T →∞ γˆ (T )
1/T
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is called the joint spectral radius of the setM.
Consider a linear differential inclusion
dx/dt ∈ {Ax : A ∈M}. (1)
The value
ρ = sup
x(·)
lim
t→∞
ln ‖x(t)‖
t
is called Lyapunov exponent of inclusion (1). It coincides with the logarithm of the joint spectral
radius of the setM : ρ = ln γ .
This concept has been studied in a number of publications (see [1–6]).
Without loss of generality we assume that the setM is irreducible, that is, there does not exist
a proper subspace in R3 invariant with respect to all matrices A ∈M [3].
The following result [3] provides a basis to study such inclusions.
Proposition 1. There exists an (extremal) norm v in Rn such that
(i) v(x(t))  eρtv(x(0)) for every solution x(·) of inclusion (1);
(ii) for any n-vector y there exists a solution x(·) of inclusion (1) such that v(x(t))=eρtv(x(0))
for all t  0, and x(0) = y.
Ifρ=0, then on the surfaceS={x : v(x)=1} there is a flow of solutions for which v(x(t)) ≡ 1.
These solutions are called extremal. We consider asymptotic properties of these solutions.
In case when the setM is an interval of the typeM1 = {A + bνc∗ : ν ∈ [0, 1]}, the closure
of the set of solutions of inclusion (1) coincides with the set of solutions of systems
dx/dt = Ax + bϕ(t, σ ), σ = c∗x (2)
with all measurable functions ϕ satisfying sector condition
0  sϕ(t, s)  s2 ∀t, s. (3)
Asymptotic stability of inclusion (1) is equivalent to inequality ρ < 0, and equivalent to absolute
stability of automatic control system (2) in the set of nonlinearities ϕ satisfying condition (3).
If inclusion (1) withM =M1 has an invariant sharp cone, then the Lyapunov index of this
inclusion coincides with the biggest real eigenvalue of matrices A,A + bc∗ (this is a generaliza-
tion of the Perron–Frobenius theorem to the three-ordered differential inclusions with the set of
matricesM1 [7]).
If inclusion (1) has no sharp invariant cone, then for any extremal solution x(t) of inclusion
(1) withM =M1, v(x(0)) = 1 function e−ρtx(t) tends to a central symmetric solution, which
does not depend on x(t) [7].
In this paper we extend these results to a more general case of irreducible inclusions (1) with
the set of matricesM satisfying a special condition C (see below).
Namely, we show, that for inclusions (1) satisfying condition C there is the following alterna-
tive.
If inclusion (1) has a sharp invariant cone, then the Lyapunov exponent ρ is equal to the biggest
real eigenvalue of matrices A ∈ conv(M).
If inclusion (1) has no sharp invariant cones, and matrices A − ρI are nonsingular for all
A ∈ conv(M), then for all extremal solutions x(t) of inclusion (1) we have the following state-
ment: functions x(t)e−ρt /v(x) tend orbitally to the same periodic solution, which is central
symmetric.
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The first statement may be considered as a generalization of the Perron–Frobenius theorem to
the case of irreducible linear inclusions of order three satisfying condition C.
A norm in R3 is called extremal if item (i) of Proposition 1 holds. The set of all extremal
norms is a cone. In the second part of the paper there is a description of extremal rays of the set
of extremal norms.
2. Dual inclusion. Condition C
For any real numberλ the Lyapunov exponent of inclusion (1) with the set of matrices {A − λI :
A ∈M} is equal to ρ − λ, and the extremal norm v is the same. So, further without loss of
generality we assume that ρ = 0.
Inclusion
dx/dt ∈ {A∗x : A ∈M} (4)
is called dual to inclusion (1). Lyapunov indices of inclusions (1) and (4) coincide [3]. We need
this inclusion in reverse time:
dl/dt ∈ {−A∗l : A ∈M}. (5)
Solutions to this inclusions describe the behavior of vectors from the subdifferential ∂v of the
convex function v along the extremal solutions in the following sense.
Theorem 1 [3]. For any extremal solution x(t) and matrix function A(t) such that
A(t) ∈M, (6)
dx
dt
(t) = A(t)x(t) (7)
for all t  0 there exists a nonzero solution l(t) of inclusion (5) such that
dl
dt
(t) = −A∗(t)l(t), (8)
max{l(t)∗Ax(t) : A ∈M} = l(t)∗A(t)x(t) = ρl∗(t)x(t) ≡ ρl∗(0)x(0), (9)
eρt l(t) ∈ ∂v(e−ρtx(t)) (10)
for all t  0.
Moreover, if function v is differentiable at x(0), then for all t  0 function v is differentiable
at x(t), and eρt l(t) = dvdx (e−ρtx(t)).
Now we can formulate the constraints on the set of matricesM. DenoteM∗ = {A : A∗ ∈M}.
Condition C. For any 3-vectors x0 /= 0, l0 /= 0 the solution (x(·), l(·)) of inclusions (1), (5) with
initial conditions x(0) = x0, l(0) = l0 in the form (6)–(8) satisfying condition
max{l(t)∗Ax(t) : A ∈M} = l(t)∗A(t)x(t)
is unique. The same property holds if setM is replaced byM∗.
This condition holds for the caseM =M1. It holds also for the case of the setM arising in the
problem of absolute stability of automatic control systems with two time-varying nonlinearities
satisfying sector condition.
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Lemma 1. Assume A is a 3 × 3-matrix, and b1, b2, c1, c2 are 3-vectors such that the pairs
(A, b1), (A, b2) are controllable and the pairs (A, c1), (A, c2) are observable. Assume c∗1b2 =
0, c∗2b1 = 0. Then the set of matricesM2 = {A + b1ν1c∗1 + b2ν1c∗2 : ν1 ∈ [0, 1], ν2 ∈ [0, 1]} sat-
isfies condition C.
Proof. The proof for the cases of inclusions with the setsM1 andM∗1 are similar. Hence, we
consider the case with the setM1. It is sufficient to show the uniqueness of solution on the interval
[0, 	) with small positive number 	. The matrix function A(t) has a form A(t)=A+b1ν1(t)c∗1 +
b2ν2(t)c
∗
2. According to condition (9) functions ν1 and ν2 are such that for any t
ν1(t) = (1 + sign[c∗1x(t) · b∗1 l(t)])/2,
ν2(t) = (1 + sign[c∗2x(t) · b∗2 l(t)])/2, (11)
if the arguments of function sign are nonzero. Therefore, for if c∗1x(0) · b∗1 l(0) /= 0, c∗2x(0) ·
b∗2 l(0) /= 0, then matrix function A(t) is defined uniquely on an interval (0, 	), and we have the
uniqueness of the initial value problem on this interval.
Now assume c∗1x(0) = 0. Then d(c∗1x(t))/dt (0) = c∗1Ax(0). If this value is nonzero, then func-
tion sign(c∗1x(t)) on small interval (0, 	) takes the same value regardless the values of ν1(t), ν2(t).
If c∗1x(0) = 0, c∗1Ax(0) = 0, then d2(c∗1x(t))/dt2(0) = c∗1A2x(0) is not equal to zero because the
pair (A, c1) is observable. Hence, again the value of sign(c∗1x(t)) on small interval (0, 	) does
not depend on the choice of ν1(t), ν2(t). All in all, there is an interval (0, 	) such that the sign of
function c∗1x(t) does not depend on the values of ν1(t), ν2(t).
The same conclusion can be made for functions c∗2x(t), b∗1 l(t), b∗2 l(t).
Therefore, for sufficiently small interval (0, 	) the signs of functions c∗1x(t), c∗2x(t), b∗1 l(t),
and b∗2 l(t) are the same regardless the choice of functions ν1(t), ν2(t). According to (11) these
functions are determined uniquely. Hence the solution to the initial value problem is unique, and
condition C is satisfied. 
Without Condition C the statements formulated at the end of the previous section are not true
in general, which is illustrated by the following example.
Example 1. Consider inclusion (1) with the set of matricesM = {A1, A2}, where
A1 =
⎛
⎝ 0 1 0−1 0 0
0 0 −1
⎞
⎠ , A2 =
⎛
⎝ 0 0 10 −1 0
−1 0 0
⎞
⎠ .
Lyapunov exponent of this inclusion is equal to zero. Matrices λA1 + (1 − λA2) are nonsingular
for all λ ∈ [0, 1]. There are no sharp cones invariant with respect to this inclusion. There exist at
least two different periodic solutions of this inclusion.
Proof. The inclusion is obviously irreducible. It has a Lyapunov function V (x) = ‖x‖2. Hence,
the Lyapunov exponent is nonpositive. The existence of periodic solutions x1(t) = sin t , x2(t) =
cos t , x3(t) = 0, and x1(t) = sin t , x2(t) = 0, x3(t) = cos t shows that the Lyapunov exponent is
equal to zero, and two different periodic solutions do exist. The absence of a sharp invariant cone
is also obvious. 
3. Auxiliary results
In this section we assume that the Lyapunov exponent of inclusion (1) is equal to zero, and all
matrices A ∈ conv(M) are nonsingular.
Condition C implies the following property.
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Lemma 2. If x(·) is an extremal solution with initial value x(0) = x0, and function v is dif-
ferentiable at x0, then function v is differentiable at x(t) for all t  0, corresponding function
l(·) is equal to dvdx (x(t)) for all t  0, and for all τ  0 the extremal solution with initial data
y(0) = x(τ) is unique.
Proof follows from theorem 1 and condition C.
Two solutions x(·) and y(·) of inclusion (1) defined for all t  0 are said to intersect each
other if x(t1) = y(t2) for some positive numbers t1, t2, and there exists positive number 	 such
that x(τ1) /= y(τ2) for all τ1 ∈ [t1 − 	, t1), τ2 ∈ [t2 − 	, t2).
Denote by B the unit ball in R3 with norm v: B = {x : v(x)  1}, and by S the boundary of
B : S = {x : v(x) = 1}.
Lemma 3. Extremal solution do not intersect each other.
Proof. Assume two extremal solutions do intersect each other. Function v is a norm, therefore it
is differentiable at almost all points on S. Hence, there are solutions which start at points where
function v is differentiable, and which intersect each other. According to Lemma 2 function v
is differentiable at all points of these extremal solutions. Then, at point of intersection, the dual
functions l coincide for both solutions. Hence, the extremal solution of inclusion with “dual” set
M∗ is not unique, which contradicts the condition C. 
Now pick up any point of differentiability of function v on the surface S. Consider the (unique)
extremal solution starting at this point. It is a curve without intersections on the surface S. Accord-
ing to assumption there are no stationary solutions on S. Hence, this extremal solution tends to
a periodic extremal solution x (the limit cycle). Assume this periodic solution is not central
symmetric. Then extremal solution −x does not intersect x. The set  of points of this solution
is a closed curve, which divides the surface S into two open parts. Denote by S+ the part, which
does not include the set of points of solution −x.
Consider the limit cycles for the solutions starting at points of differentiability of function
v in S+. If there is a cycle different from , then denote corresponding solution and the set
of its points again by x and . The new set S+ is strictly contained in the previous one.
Continue the process of finding extremal solutions with shrinking sets S+. In the limit we get a
periodic solution x, the set of its points , and the set S+ such that all the solutions starting in S+
tend to .
Denote by B0 the convex closure of the set S\S+. Then B0 ⊆ B and B0 is closed.
Lemma 4. There exists a point y ∈ B\B0 such that v(y) < 1.
Proof. If B0 /= B then there exists a point z ∈ B, z /∈ B0. The set B0 is closed, therefore for
small positive 	 the point (1 − 	)z ∈ B doesn’t belong to B0. But v((1 − 	)z) = (1 − 	)v(z) 
1 − 	 < 1, and hence lemma is proved.
Now we show that B0 cannot be equal to B. Assume, on the contrary, that B0 = B. Then
S+ belongs to the boundary of B0. Pick up a point z ∈ S+. Consider a plane tangent to B0 at
point z0. According to the construction of the set B0 point z0 lies inside an open interval with
endpoints from the set : z0 = λx0 + (1 − λy0), x0, y0 ∈ , 0 < λ < 1. Consider an extremal
solution z starting at point z(0) = z0. According to Theorem 1 there exists a matrix function
A(·) such that A(t) ∈ conv(M), dz/dt = A(t)z(t) for all t  0. Denote by x, y solutions of
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initial value problems dx/dt = A(t)x, x(0) = x0, and dy/dt = A(t)y, y(0) = y0. Then z(t) =
λx(t) + (1 − λ)y(t), and x(t), y(t) ∈  for all t  0. Therefore, functions x, y, and therefore z
are periodic. The set of points of function z defines a cycle, which does not exist in the set S+.
The contradiction proves lemma. 
Consider a plane that strictly separates the set B0 and the point y: d∗y > max{d∗x : x ∈ B0}.
Denote the last maximum by α, and introduce plane P = {x : d∗x = α}. Then P ∩ S = P ∩
(S+ ∪ ).
Further we need a special seminorm.
Definition 1. A function w: Rn → [0,∞) is called a seminorm in Rn if it is convex and positive
homogeneous:
(i) 0  w(x + y)  w(x) + w(y) for all x, y ∈ Rn,
(ii) w(λx) = λw(x) for all x ∈ Rn, λ > 0.
Lemma 5. The function
wd(y) = sup lim
t→∞d
∗x(t), (12)
where the supremum is taken over the set of solutions x(·) of inclusion (1) with initial conditions
x(0) = y, is a seminorm in R3.
Proof. For any y ∈ R3 and a solution x(·): x(0) = y we have v(x(t))  v(y), where v is the
extremal norm. Hence the supremum in (12) is finite for all y. The function wd is convex:
wd(y1 + y2) = sup
x(·):x(0)=y1+y2
lim
t→∞d
∗x(t)
 sup
x1(·):x1(0)=y1
lim
t→∞d
∗x1(t)
+ sup
x2(·):x2(0)=y2
lim
t→∞d
∗x2(t) = wd(y1) + wd(y2),
and positive homogeneous:
wd(λy) = sup
x(·):x(0)=λy
lim
t→∞d
∗x(t)
= sup
x(·):x(0)=y
lim
t→∞d
∗λx(t)
= λ sup
x(·):x(0)=y
lim
t→∞d
∗x(t) = λwd(y)
for all positive numbers λ. For any matrix A ∈M we have: system dx/dt = Ax is Lyapunov
stable. Hence, the supremum in (12) is nonnegative. Thus, function wd is a seminorm. 
Solutions which satisfy condition wd(x(t)) = wd(x(0)) ∀t  0 are called wd -extremal, while
v-extremal solutions are such that v(x(t)) = v(x(0)) ∀t  0.
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Lemma 6. There are no cycles on S other than .
Proof. Assume there is an other cycle 1. Then  ∩ 1 = ∅. If  = −, then −1 belongs to
S+, which is impossible by the construction. Hence,  ∩ − = ∅.
The set − divides S into to open parts. Denote by S−1 the part, which does not include .
Then max{d∗x : x ∈ S−1 } < α.
Function wd is constant along every periodic solution of inclusion (1). Therefore, function wd
is constant on S+ and wd is constant on S−1 . We need the last constant to be positive. To this end
we enlarge the set of matricesM.
We change a bit the setM in such a way that function v, Lyapunov exponent ρ = 0, and hence
the extremal v−solutions remain the same, while the function wd becomes positive definite.
Consider a finite set of matricesN such that the cone K = {λz : z ∈ S+, λ > 0} is reachable
for the solutions of inclusion dx/dt ∈ {Ax : A ∈N} from any nonzero point x(0) ∈ R3 in finite
time.
Function v is convex. Hence, the number β = sup{x∗l : l ∈ ∂v(x), x ∈ S} is positive. Deter-
mine the number μ = sup{l∗Ax : l ∈ ∂v(x), A ∈N, x ∈ S}. Then for any point x vectors (A −
(μ + 1)I )x are directed inside the set S: v(x + 	(A − (μ + 1)I )x) < v(x) for all x ∈ S and all
sufficiently small positive numbers 	.
Define the new set of matricesM′ = conv(M ∪ {A − (μ + 1)I, : A ∈N}), and correspond-
ing inclusion
dx/dt ∈ {Ax : A ∈M′}. (13)
Lyapunov exponent of this inclusion is equal to zero, and v is the extremal norm.
Consider a function
w′d(u) = sup limt→∞d
∗x(t), (14)
where the supremum is taken over the set of solutions x(·) of inclusion (13) with initial conditions
x(0) = u.
For any z0 ∈ S−1 there exists a solution z(·) of inclusion (13) such that z(0) = z0 and z(t) ∈ K
for some positive number t . Therefore, w′d is positive and constant over S
−
1 . All v-extremal
solutions starting in S−1 are also w′d -extremal. Therefore, w′d -extremal solutions starting in S
−
1 do
not intersect the closed curve 1.
Consider the convex set S′ = {x : w′d(x) = α}. We have: S+ ⊂ S′, and w′d(y) < α, d∗y > α.
Therefore, S′ ∩ P = {x : w′d(x) = α, d∗x = α} ⊆ S+ ∪ .
The w′d -extremal solutions starting in S
−
1 do not intersect −, and tend to − at infinity. Hence,
the number δ = max{d∗x : x ∈ 1} is positive, δ < α, and the set δ = αδ 1 is a subset of S′.
In particular, there exists a point z ∈ δ such that d∗z = α. But z /∈ S′ ∩ P . The contradiction
proves lemma. 
4. Main results
The flow of extremal solution has the following asymptotic property.
Theorem 2. Assume that the Lyapunov exponent of inclusion (1) is equal to zero, and all matrices
A ∈ conv(M) are nonsingular. Then there exists a single periodic solution x(·) on the surface
S = {x : v(x) = 1}. Solution x(·) is central symmetric, and all the extremal solutions of inclusion
(1) with initial data on S tend to the closed curve {x(t) : t  0}.
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Proof. The existence of a periodic solution x(·) on S is proved in the previous section. It is also
proved that there is no other periodic solution on S. But function −x(·) is also a periodic solution
on S, and all the extremal solutions on S tend to a periodic solution. Theorem is proved. 
If inclusion (1) has a sharp invariant cone, then the conclusion of Theorem 2 is wrong. Therefore,
we have the following analogue of the Perron–Frobenius theorem.
Theorem 3. If inclusion (1) has a sharp invariant cone, then the Lyapunov exponent of this
inclusion coincides with the maximal real eigenvalue of matrices from the setM.
Proof. Denote by ρ the Lyapunov exponent of inclusion (1). If the set of matricesMρ = {A −
ρI : A ∈M} does not contain a singular matrix, then it satisfies conditions of Theorem 2. But
the existence of two central symmetric invariant cones contradicts the conclusion of Theorem 2.
Hence, there is a singular matrix inMρ . It is evident that there are no positive eigenvalues of
matrices of the setMρ . Theorem is proved. 
5. Structure of extremal norms
A norm w is called extremal if w(x(t))  eρtw(x(0)) for all t  0 and all solutions x(·) of
inclusion (1). The structure of the set of such norms has been studied in [6]. In this section a
number of extremal rays of the set of extremal norms are presented.
The extremal norms of inclusions (1) with the sets of matrices M and {A − λI : A ∈M}
are the same. Hence, without loss of generality we assume again that the Lyapunov exponent of
inclusion (1) is equal to zero.
Proposition 2. A norm w is extremal if and only if
(l, Ax)  0
for all nonzero vectors x and all l ∈ ∂w(x).
Proof follows from the definitions.
This property implies that the set of extremal norms of inclusion (1) is a convex cone. We
describe now the extremal rays of this cone.
In this section we assume that the Lyapunov exponent of inclusion (1) is bigger than the
maximal real eigenvalue of matrices from the set M, and therefore that inclusion (1) has no
invariant sharp cones.
Consider an antiperiodic solution z(·) of inclusion (1) (z(t) ≡ −z(t + T ) for some positive
number T and all t  0) such that v(z(t)) ≡ 1. According to Theorem 1 such a solution does
exist, and any nonzero v-extremal solution tends to the set λ where  = {z(t) : 0  t  2T }
and λ > 0.
Proposition 3. Any extremal norm w is constant on the set .
Proof follows from inequality w(z(t))  w(z(0)) for all t  0 and the fact that function z is
2T -periodic.
Consider a cut of the set of extremal norms given by an additional equation
w| = 1. (15)
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Denote by N the set of extremal points of the set of extremal norms satisfying condition (15).
There is a natural one-to-one correspondence between extremal points of N and extremal rays of
the set of extremal norms. Therefore, in the sequel we consider the set ex(N) of extremal points
of N . Notice that v ∈ N .
For any vector y denote by Ry the convex hull of the set of attainability of inclusion (1) from
y (i.e. the set of points x(t), such that t  0 and x(·) is a solution of inclusion (1) with initial
conditions x(0) = y). Denote by B the unit ball with the norm v: B = {y : v(y)  1}, and by S
the boundary of B : S = ∂D = {y : v(y) = 1}.
Consider a central symmetric subset T of S : T ⊆ S, T = −T . Denote by DT the closure of
the convex hull of the unity of all sets Ry with y ∈ T :
DT = cl(conv{∪y∈T Ry}).
The set DT is central symmetric, closed and bounded; zero is an interior point of DT because the
set of matricesM is irreducible. Therefore, the boundary of DT is a level set of a norm. Denote
by vT a norm such that v|DT = 1. Then vT ∈ N .
Lemma 7. The norm vT is extremal, and vT ∈ ex(N).
Proof. For any vector y the set Ry is invariant with respect to inclusion (1): if x(0) ∈ Ry , then
x(t) ∈ Ry for all t  0 and all solutions x(·) of inclusion (1). Besides, R(y1+y2)/2 ⊆ conv(Ry1 ∪
Ry2), Rλy = λRy for all vectors y1, y2, y and numbers λ. Hence, the set DT is invariant with
respect to inclusion (1), and the norm vT is extremal.
Now we show that vT ∈ ex(N). To this end consider a norm w ∈ N and denote by D its
unit ball. If DB = {x : v(x) = 1}, then there exists a point y such that w(y) = 1, v(y) >
1. According to Theorem 2 there exists a solution of inclusion (1) starting at point y and
tending to the set v(y). But this means that w|  1/v(y) < 1. But w ∈ N , and hence w
satisfies (15). The contradiction shows that D ⊆ B, and therefore w(y)  1 for any y such that
v(y) = 1.
Now assume that
vT = (v1 + v2)/2, (16)
where v1, v2 ∈ N . Denote by D1, D2 the unit balls with norms v1, v2 respectively. For any
vector y from the closure of the set T we have vT (y) = 1, v1(y)  1, v2(y)  1. Equality (16)
implies v1(y) = v2(y) = 1. Hence, T ⊆ D1, T ⊆ D2. The sets D1, D2 are invariant with respect
to inclusion (1). The set DT is the minimal closed convex set, which is invariant with respect to
inclusion (1) and which contains T . Hence, D1 ⊆ DT , D2 ⊆ DT , and v1  vT , v2 ≥ vT . Equality
(16) shows that v1 = v2 = vT , and therefore vT ∈ ex(N). 
Lemma 7 shows that there are infinitely many extremal points in the set N . Moreover, they are
partially ordered: if T1 ⊆ T2 ⊆ S, then vT1  vT2 . For all T ⊆ S we have vT | = 1, and hence
vT = vT ∪. Hence, we get the following result.
Proposition 4. For all T ⊆ S we have v = vS  vT  v.
The extremal function v = vS appears in proposition 1. It occurs to be the smallest in the set
N . The other norm v, which is the maximal norm in the set N , was studied first in [5], and then
in [6], where it was called the Protasov norm.
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There is a question whether norms vT covers all the variety of extremal points of the convex
set N . The answer is ‘no’. Below we construct a new series of extremal points of the set N .
Consider a closed set T ⊂ S and a boundary ST of the unit ball DT . Consider any subset Q of
ST containing T ∪ : T ∪  ⊆ Q ⊆ ST . Denote by L˜Q the maximal convex set which contains
DT and such that Q is contained in the boundary of L˜Q: L˜Q ⊆ DT and Q ⊆ ∂L˜Q. Denote by
LQ the set of points y ∈ L˜Q such that Ry ∈ L˜Q. Then LQ ⊆ L˜Q.
Lemma 8. The set LQ is convex, closed and invariant with respect to inclusion (1). Zero is an
interior point of LQ.
Proof. The set L˜Q is convex and closed; R(y1+y2)/2 ⊆ conv(Ry1 ∪ Ry2). Hence, the set LQ is
convex, closed and invariant. The set L = ∪y∈Ry is a subset of LQ and zero is an interior point
of L. Hence, zero is an interior point of LQ. 
Denote by vQ a norm, that is equal to one on the boundary of LQ.
Theorem 4. The norm vQ belongs to the set of extremal points of N.
Proof. We have  ⊂ ∂LQ, LQ ∈ DS . Hence, vQ ∈ N . Now assume
vQ = (v1 + v2)/2, (17)
where v1, v2 ∈ N . Denote byD1,D2 the unit balls with norms v1, v2, respectively. ThenT ⊆ ∂D1,
T ⊆ ∂D2 as in the proof of Lemma 7. Therefore, DT ⊆ D1, DT ⊆ D2. Hence, vQ|Q  v1|Q,
vQ|Q  v2|Q. Together with (17) these inequalities imply Q ⊆ ∂D1, Q ⊆ ∂D2. Among the sets
which are invariant with respect to inclusion (1) and which have boundary T ∪ Q the set LQ
is the maximal (ordered by inclusion) set. Hence, D1 ⊆ LQ, D2 ⊆ LQ, and vQ  v1, vQ  v2.
Taking into account (17) we get vQ = v1 = v2. 
Notice that the maximal extremal norm from the set N , which is equal to one on Q is vQ.
There is an open problem whether there exist an extremal point of the set N other than vQ,
and a conjecture that there are no such points.
6. Conclusion
We consider linear irreducible inclusions of order three satisfying a particular condition. For
the case of zero Lyapunov exponent of the inclusions it is shown that all extremal solutions tend
to a unique (up to multiplication by a positive number) solution, which is antiperiodic.
Then an analogue of the Perron–Frobenius theorem about sharp invariant cone is obtained for
such linear inclusions.
On the basis of these results a certain description of a structure of the extremal rays of the
set of extremal norms of linear inclusions is given. There is a conjecture that there are no other
extremal points, that is, the description is complete.
An extensions of this result for the case of more general three-ordered linear inclusions, and
inclusions of higher order will be a subject for future investigations. It is also interesting to find
out the number of ‘switches’ of a limit antiperiodic solution for the case when the set of matrices
is finite.
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