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Notations
mot en italique Mot dØni dans l’Annexe C
χ ⊂ Rd espace des objets
x, xi, u, v objets
P espace des positions
M espace des marques
N f espace des congurations d’objets
x, ou y conguration d’objets
Λ(.) mesure de Lebesgue
pi(.) distribution du processus objet
piν(.) distribution du processus de rØfØrence
ν(.) mesure de rØfØrence sur χ
f (x) densitØ d’un processus objet
U(x) Ønergie d’un processus de Gibbs
Up(x) Ønergie a priori
Ud(x) Ønergie d’attache aux donnØes
L(Y = I|X = x) vraisemblance d’une conguration x
R(x, y) taux d’acceptation du mouvement x→ y
Q(x, dy) noyau de proposition global
Qm(., .) noyau de proposition du mouvement m
ξm(., .) mesure symØtrique sur N f × N f
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Chapitre 1
Les sciences forestières et les apports
de la télédétection
La forŒt remplit de multiples vocations, et fait partie du patrimoine de notre civilisation.
En premier lieu, elle est le principal tØmoin de la biodiversitØ terrestre, l’expression de la va-
riØtØ vØgØtale et animale, le refuge de milliers d’espŁces. Elle revŒt Øgalement un caractŁre
protecteur envers la rØgulation des phØnomŁnes climatiques et gØologiques, comme l’Øro-
sion des sols, les avalanches de montagne, ou les inondations. Quand elle est en pØriode de
croissance, elle joue une fonction de puits de carbone en absorbant naturellement le CO2 et
en stockant ce carbone dans le bois et les sols. Ainsi, la forŒt est un maillon essentiel de la
vie sur Terre. De plus, la forŒt nous enchante, la beautØ de ses paysages ne laisse personne
indiffØrent, et elle se transforme en lieu de dØtente pour tous ceux qui arpentent ses chemins.
Sur le plan de la production industrielle enn, la forŒt est la source d’une activitØ Øcono-
mique d’importance, en apportant son bois pour la construction, le chauffage et le papier.
Pour toutes ces raisons, et bien d’autres encore, nous devons la protØger et prØserver cette
diversitØ an d’assurer la pØrennitØ des habitats naturels. Pour cela, il est nØcessaire d’ap-
prendre à mieux la gØrer, et en premier lieu, à mieux la connaître, ce qui n’est pas si aisØ
compte tenu de son Øtendue. Rien qu’en France mØtropolitaine (la plus grande richesse de
biodiverstiØ forestiŁre de la France se situant hors mØtropole avec prŁs de 8 millions d’hec-
tares recouverts), prŁs de 30% du territoire est recouvert par la forŒt, soit une supercie de
16 millions d’hectares, pour un volume sur pied de plus de 2 milliards de m3 [IFN, 2003].
La forŒt y est en expansion depuis la n du XIXème siŁcle, et s’accroît actuellement de
50.000 hectares par an environ. Elle abrite Øgalement une des plus grandes biodiversitØs à
l’Øchelle europØenne, avec plus de 100 espŁces d’arbres inventoriØes (cf F. 1.1).
La dynamique de cette diversitØ, inuencØe par l’amØnagement du territoire, la sylvicul-
ture et les phØnomŁnes climatiques, est mesurØe en France par l’Inventaire Forestier Natio-
nal (IFN) depuis 1958. Sa vocation est de rØaliser un "inventaire permanent des ressources
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F. 1.1  Carte des principales essences par rØgion forestiŁre en France c©IFN.
forestiŁres nationales, indØpendamment de tout question de propriØtØ" [IFN, 2003]. Pour
ce faire, des informations statistiques sont d’une part relevØes sur le terrain (dendromé-
trie, ore). D’autre part, les types de peuplement (essences et structures forestiŁres : futaie,
taillis, lande, peupleraie, ...) ainsi que l’appartenance des forŒts (74% de la forŒt est privØe,
16% communale et 10% domaniale) sont cartographiØs (cf F. 1.2). Actuellement, l’IFN
fournit des cartes avec une surface minimale de reprØsentation de 2,25 ha, les massifs de
dimension infØrieure n’Øtant pas reprØsentØs (mais apprØhendØs statistiquement grâce aux
relevØs sur le terrain). Cette limite devrait prochainement Œtre abaissØe à 50 ares et unifor-
misØe au niveau europØen pour rØpondre à certains besoins, comme la nØcessitØ de pouvoir
prØdire l’Øvolution des diffØrentes parcelles, en terme de structure, de diversitØ des espŁces,
et de volume de bois.
Pour rØpondre à ces besoins, ou plutôt pour aider les forestiers dans leur mission d’Øtude
de la dynamique forestiŁre, il convient de tenir compte de l’apport de donnØes trŁs haute
rØsolution, image optique ou laser, qui ouvrent de nouvelles perspectives aux inventaires.
Aussi, dans ce chapitre, nous nous intØresserons à l’apport de la tØlØdØtection en foresterie.
AprŁs avoir rappelØ briŁvement l’historique de l’imagerie forestiŁre et prØsentØ les diffØ-
rentes donnØes existantes, nous dØtaillerons les perspectives qu’elles offrent, aussi bien à
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l’Øchelle de la parcelle qu’à l’Øchelle de l’arbre. Enn, nous prØsenterons notre Øtude dans
son contexte, les objectifs de celle-ci et la mØthodologie proposØe.
F. 1.2  Carte de l’occupation du sol en 2005 c©IFN.
1.1 Différents types de données pour répondre aux besoins
1.1.1 Les débuts de l’imagerie forestière
Les premiers intØrŒts de recherche pour les inventaires forestiers remonteraient au dØbut du
XXème siŁcle en Finlande. Traditionnellement, ce sont d’une façon gØnØrale les pays scan-
dinaves, mais aussi le Canada (la forŒt canadienne reprØsentant 420 millions d’hectares,
soit 10% de la rØserve mondiale), qui ont ØtØ prØcurseurs dans ce domaine. DŁs l’arrivØe
des premiers avions vers 1910, et aprŁs leur utilisation militaire pendant la premiŁre guerre
mondiale, de nouveaux modes d’observation de la Terre ont fait leur apparition. La carto-
graphie, et en particulier celle des forŒts, fut un des premiers domaines à en proter, puisque
l’utilisation des images aØriennes pour la photointerprétation (PI) à des ns d’inventaire re-
monterait à 1920 au QuØbec et en Ontario [Howard, 1991]. Pour un historique plus dØtaillØ
sur les dØbuts de l’utilisation des images aØriennes en foresterie, le lecteur intØressØ pourra
consulter [Spurr, 1948].
La recherche dans le domaine du Radar ("RAdio Detection And Ranging") et du Lidar
("Light Detection And Ranging") haute rØsolution est plus rØcente. Elle a ØtØ dØveloppØe de
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maniŁre indØpendante en SuŁde, en Finlande et en NorvŁge principalement. En SuŁde, ces
dØveloppements commencŁrent au milieu des annØes 1980 avec une application militaire
pour la surveillance navale, et se sont progressivement Øtendus à d’autres disciplines.
1.1.2 Utilisation actuelle des données
De nos jours, de nombreux inventaires utilisent la PI manuelle des images aØriennes en
complØment des reconnaissances sur le terrain pour calculer les paramŁtres forestiers et
produire des cartes. Ainsi, l’Øtude des donnØes issues de l’imagerie à trŁs haute rØsolution
spatiale (submØtrique) permet actuellement d’obtenir par PI des informations sur la strate
arborØe, à commencer par une estimation des surfaces forestiŁres, leur utilisation, et leur
rØpartition par types de peuplement. La mØthode pour recueillir ces informations par PI
consiste, dans l’exemple de la France, à structurer le territoire au moyen d’un quadrillage
de points appelØ maillage. Seul un pourcentage de ces points est ØtudiØ chaque annØe (cf
F. 1.3) sur une maille plus grossiŁre recouvrant l’ensemble du territoire, an de produire
des rØsultats annuels à l’Øchelle du pays. Ces rØsultats s’affinent localement dŁs lors que
l’on confronte des campagnes successives, la maille grossiŁre Øtant translatØe chaque an-
nØe. Cette Øtude par PI permet Øgalement de positionner prØcisØment le point sol pour les
Øquipes se rendant sur le terrain pour effectuer des relevØs dendromØtriques, oristiques, et
faunistiques. Dans un futur proche, les donnØes satellitales trŁs haute rØsolution viendront
Øgalement s’ajouter aux donnØes aØriennes.
F. 1.3  Maillage sur 5 ans du territoire français. Gauche : dØnition des points PI, chaque
chiffre reprØsentant l’annØe au cours de laquelle le point est explorØ. Droite : exemple de
points explorØs lors d’une annØe c©IFN.
A l’Øchelle de la parcelle forestiŁre, des informations sur la composition et les structures
de la vØgØtation sont extraites localement au niveau de ces points sols, mais ces relevØs
ne sont pas gØnØralisables sur une grande surface du fait de la main d’oeuvre requise pour
effectuer de telles mesures. Ces donnØes reprØsentent pourtant une composante forte de la
biodiversitØ des milieux forestiers. Il est donc essentiel de dØvelopper des traitements algo-
rithmiques des images, qui permettraient d’envisager une automatisation de certains de ces
processus, à commencer par un enrichissement des informations relevØes sur les images par
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PI. Ainsi, l’identication automatique de l’objet arbre et de ses principales caractØristiques
(localisation, dimension de la couronne, hauteur, ...) complŁterait de maniŁre signicative
les connaissances actuelles au niveau de la parcelle.
En effet, l’analyse automatique des images forestiŁres pourrait apporter une connaissance
plus ne de la composition des forŒts, de leur diversitØ et de leur Øvolution, et ceci sur tout le
territoire et non plus seulement sur quelques points sols. Les inventaires atteindraient alors
un niveau de prØcision nettement supØrieur, et pourraient rØpondre à des besoins comme
l’abaissement de la surface minimale de reprØsentation ou la cartographie des arbres ou des
ligneux hors forêt (LHF) tels que les haies, qui ne sont pas cartographiØs mais apprØhendØs
statistiquement à l’aide des points PI et des points sols. Enn, les indicateurs de biodiversitØ
bØnØcieraient naturellement de ce progrŁs des connaissances au niveau local.
1.1.3 L’imagerie optique
MalgrØ l’existence de nombreux types de clichØs (panchromatique, couleur, infrarouge
noir et blanc, ...), la plupart des images aØriennes de forŒts sont prises sur un lm Infra-
rouge Couleur (IRC) du fait de la richesse des informations contenues [Campbell, 2002].
Quant aux images satellitales, ce sont souvent de l’hyperspectral. La sensibilitØ du lm IRC
recherche les intensitØs de rØexion des objets sur les longueurs d’onde du proche infra-
rouge (environ 700-900 nm), du rouge (600-700 nm) et du vert (500-600 nm).
Le proche infrarouge (communØment appelØ NIR, pour "Near Infrared") offre une in-
formation plus riche sur la vØgØtation que les couleurs naturelles. En effet, il permet tout
d’abord de distinguer par la teinte les feuillus des rØsineux, mais aussi de distinguer les
arbres sains des autres puisqu’il est trŁs dØpendant de l’activitØ chlorophyllienne de la plante
(cf F. 1.4). Les diffØrences de rØectance au sein de la vØgØtation dØpendent aussi de la
pØriode de l’annØe, la plus grande ayant lieu au printemps ou en automne [Gibson, 2000].
Les photographies IRC, une fois numØrisØes, sont reprØsentØes par des fausses couleurs
pour dØcrire les trois bandes [NIR,Rouge,Vert], le rouge sur l’image reprØsentant le NIR, le
vert reprØsentant le rouge, et le bleu le vert (cf F. 1.5). Cela signie que les objets rouges
sur l’image sont ceux qui reŁtent beaucoup de lumiŁre infrarouge (cf F. 1.5). De nom-
breux indices ont alors ØtØ crØØs pour interprØter les images de vØgØtation [Gong et al., 2003]
dans diffØrents contextes. Parmi ceux-ci, on retiendra tout particuliŁrement le NDVI ("Nor-
malized Difference Vegetation Index"), et le RDVI ("Re-normalized Difference Vegetation
Index"), qui, par construction, accentuent les zones dont le niveau de NIR est ØlevØ par
rapport à celui du Rouge, et qui mettent donc en valeur la vØgØtation. Ainsi, si l’on note
[ρIR, ρR, ρV ] les valeurs des 3 bandes [NIR,Rouge,Vert] de l’image IRC, on a :
NDVI =
ρIR − ρR
ρIR + ρR
RDVI =
ρIR − ρR√
ρIR + ρR
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F. 1.4  Haut : rØectance moyenne d’une feuille dans le visible et l’infrarouge. Bas
gauche : courbe pleine, rØectance moyenne d’une feuille saine, courbe tirets, rØectance
moyenne d’une feuille malade. Bas droit : rØectance moyenne de l’herbe, d’un feuillu, et
d’un rØsineux. SchØmas issus de [Gibson, 2000] et [Campbell, 2002].
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F. 1.5  Image de forŒt du dØpartement du Nord : distinction entre vØgØtation (rouge) et
non vØgØtation, et entre feuillus et rØsineux (plus sombres) c©IFN.
Comme on peut le remarquer sur les images des F. 1.6 et F. 1.7, les indices NDVI
et RDVI offrent une certaine stabilitØ pour mettre en valeur la vØgØtation, mais rØpondent
Øgalement bien sur d’autres parties de l’image comme les champs de culture. Il n’est donc
pas possible, avec un simple outil de morphologie mathØmatique et de seuillage, de seg-
menter la forŒt. De plus, ces deux indices ne permettent pas de sØparer les arbres les uns
des autres et donc de les compter par exemple. Ils sont, par contre, discriminants pour Øli-
miner ce qui n’est pas de la vØgØtation. Dans la littØrature, comme prØsentØ dans la partie
suivante, les algorithmes d’extraction d’arbres agissent la plupart du temps sur une seule
des trois bandes de l’image IRC, ou sur une nouvelle image de niveaux de gris calculØe à
partir de cette image. Au vu des F. 1.6 et F. 1.7, les deux images qui donnent toujours
une bonne rØponse pour les arbres sont la bande NIR ou l’image d’intensitØ. En pratique,
ce sont en effet les deux images qui sont utilisØes dans les algorithmes d’extraction d’arbres.
Il existe quelques contraintes dans l’utilisation et l’obtention des clichØs IRC. Pour obtenir
une bonne qualitØ de photo, il faut une transparence suffisante de l’atmosphŁre, et un soleil
haut pour limiter les ombres, surtout en montagne, le proche infrarouge n’Øtant pas sensible
à la lumiŁre rØØchie. Les campagnes aØriennes ont donc lieu entre la mi-juin et la mi-
septembre pour satisfaire à ces conditions.
1.1.4 Les données Radar et Lidar
Les donnØes issues du Radar et du Lidar (capteurs actifs) sont une alternative à l’image-
rie optique (capteurs passifs) pour l’Øtude des couverts forestiers. Leur fonctionnement est
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F. 1.6  Haut gauche : image originale IRC, Maine et Loire c©IFN. Haut droit : bande NIR
seule. Milieu gauche : image d’intensitØ. Milieu droit : image de teinte. Bas gauche : indice
NDVI. Bas droit : indice RDVI.
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F. 1.7  Haut gauche : image originale IRC, Saône et Loire c©IFN. Haut droit : bande NIR
seule. Milieu gauche : image d’intensitØ. Milieu droit : image de teinte. Bas gauche : indice
NDVI. Bas droit : indice RDVI.
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sensiblement le mŒme, la seule diffØrence Øtant le domaine spectral dans lequel ils sont ap-
pliquØs : alors que le Radar fonctionne dans le domaine des ondes radio, le Lidar couvre
en particulier le domaine du visible, mais Øgalement les domaines ultraviolet (UV) et in-
frarouge (IR). Il sont utilisØs dans de nombreuses applications, comme la dØtection de bâti-
ments [Vosselman et al., 2004].
Le Radar permet d’avoir une information sur la biomasse, mais sature au dessus de 80
m3/ha, taux cependant frØquemment dØpassØ, particuliŁrement en France. Le Lidar est une
donnØe qui reste relativement chŁre par rapport aux donnØes optiques. En pratique, il est
cependant couramment utilisØ en foresterie puisqu’il permet une mesure directe d’un para-
mŁtre d’intØrŒt majeur qui est la hauteur du toit forestier.
F. 1.8  Les deux types de donnØes Lidar : petite et grande tailles d’empreintes de faisceau.
Un Lidar se compose d’un systŁme laser chargØ d’Ømettre une onde lumineuse, d’un tØ-
lescope qui rØcolte l’onde rØtrodiffusØe par les particules rencontrØes, et d’une chaîne de
traitement qui quantie le signal reçu. A partir de cette composante rØtrodiffusØe, on peut
alors dØduire des informations quant au diffuseur (sa concentration par exemple) et sa dis-
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tance par rapport au systŁme de mesure. Dans les zones forestiŁres, les impulsions Lidar
pØnŁtrent le couvert forestier à travers les trous. Selon le nombre d’impulsions enregistrØes,
on peut ainsi avoir des informations sur les diffØrents Øtages de la canopée et sur le sol.
On peut à partir de ces donnØes dØterminer la surface de la canopØe, grâce à des Modèles
de Hauteur de la Canopée (MHC) [Lefsky et al., 2002], et en dØduire le volume de bois
[Andersen et al., 2005].
Le Lidar prØsente diffØrentes tailles d’empreintes (taille du faisceau), les grandes et les
petites (cf F. 1.8). Elles donnent toutes deux une estimation convaincante de la hauteur
de la canopØe ainsi que de la biomasse. Au niveau des diffØrences techniques, les petites
empreintes opŁrent principalement dans le proche infrarouge, et peuvent Œtre programmØes
pour recevoir le premier ou le dernier retour. Au contraire, les larges empreintes enregistrent
des rØexions du sommet de la canopØe à chaque pulsation, à l’exception de celles qui
tombent dans un grand espace vide, et des rØexions du sol à travers les trous de la canopØe
à l’exception des zones trŁs denses. Ainsi donc, presque toutes les pulsations donnent des
mesures de hauteur de la canopØe et des informations sur sa structure verticale. A l’inverse,
il arrive souvent que, du fait de la petite taille du faisceau, les petites empreintes ratent le
sommet des arbres : il faut donc des vols intensifs pour recueillir des donnØes sur de larges
territoires. Une autre diffØrence se situe au niveau de la disponibilitØ des deux types de Li-
dar. Les Lidars d’empreintes petites sont largement commercialisØs, tandis que les larges
empreintes sont pour l’instant utilisØs principalement comme des instruments de recherche,
et ont à ce jour collectØ des donnØes sur un nombre limitØ d’endroits. Ils seront bientôt bien
plus largement distribuØs.
1.2 Quelques résultats à l’échelle de la parcelle
MalgrØ de nombreux algorithmes proposØs (approche multi-Øchelle [Hay et al., 2005], ana-
lyse de textures [Ruiz et al., 2004], ltres de Gabor, ...), il n’existe à l’heure actuelle aucun
algorithme assez robuste pour proposer une segmentation automatique des images de forŒts
en parcelles homogŁnes (en terme de structure, de groupes d’espŁces, ...) de façon automa-
tique. Ceci vient en partie du fait de l’extrŁme diversitØ des paysages forestiers. Ce domaine
de recherche est tout à fait ouvert.
La majoritØ des mØthodes qui recueillent des paramŁtres à l’Øchelle de la parcelle (taille
moyenne des arbres, densitØ des tiges, supercie de la parcelle, ...) couplent donc l’uti-
lisation de l’imagerie aØrienne ou satellitale avec des inventaires sur le terrain. A ce su-
jet, de nombreuses mØthodes ont ØtØ dØveloppØes pour spatialiser les paramŁtres rØcupØrØs
sur le terrain à l’aide de l’imagerie, mais aussi pour permettre la dØtection de trouØes, de
changements, ainsi que pour Øvaluer la biomasse [Leckie et al., 1998]. D’autres algorithmes
s’appuient sur l’existence d’un parcellaire cadastral [Trias Sanz, 2006] pour proposer une
segmentation d’images en parcelles agraires et une classication de celles-ci.
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Nous prØsentons dans cette partie quelques-uns des algorithmes d’extraction d’informa-
tion à l’Øchelle de la parcelle, en les classant par type de donnØes qu’ils utilisent.
1.2.1 Données optiques
Une des approches de spatialisation de l’information les plus connues est celle du "K Nea-
rest Neighbor" (kNN), prØsentØe dans [Haapanen et al., 2004]. Il s’agit d’une mØthode de
classication non paramØtrique, dØveloppØe en Finlande depuis la derniŁre dØcennie, dont
le but est d’estimer la composition des forŒts et d’aider les inventaires dans la cartographie.
Des relevØs sur le terrain sont effectuØs, puis localisØs sur l’image dans des pixels dits de
rØfØrence. L’algorithme associe ensuite à chaque pixel de l’image (satellitale dans ce cas)
les attributs des pixels de rØfØrence qui lui ressemblent le plus, la similaritØ Øtant jugØe sur
un espace donnØ (distance euclidienne dans l’espace spectral par exemple). Une pondØra-
tion intervient dans l’inuence des k plus proches pixels. Cette mØthode permet donc de
spatialiser les relevØs sur le terrain. L’incertitude locale est forte mais les erreurs locales
sont statistiquement corrigØes. Cette mØthode est actuellement testØe dans d’autres pays, oø
elle devra prouver son efficacitØ devant une grande variabilitØ des forŒts. Sans relevØ terrain,
mais en se basant sur la connaissance de l’espŁce pour certains pixels de l’image, la classi-
cation peut aussi Œtre abordØe au moyen de mØthodes d’apprentissages (classication d’un
certain nombre de pixels dans l’image) ou par rØseaux de neurones, cf [Torma, 2000] sur
des donnØes Landsat.
Les donnØes optiques peuvent Øgalement Œtre utilisØes dans la dØtection des coupes rases.
Bien qu’elles ne soient pas cartographiØes, elles peuvent Œtre apprØhendØes par la dØtection
des changements [Durrieu et Boureau, 1996, Stach et al., 2005] entre deux images. Cette
technique prØsente un intØrŒt certain dans la cartographie des plantations (exemple des mas-
sifs landais), dont les coupes sont rØguliŁres. En effet, la carte des âges des plantations
dØcoule directement de la dØtection des coupes rases rØalisØes rØguliŁrement.
Enn, il est possible d’estimer certains paramŁtres de biomasse à partir de donnØes mul-
tispectrales, en Øtablissant des courbes de conance entre des relevØs sur le terrain et des
mesures sur l’image. Ainsi, sur des donnØes IKONOS multispectrales (4m de rØsolution en
rouge, vert, bleu et infrarouge, et 1m en panchromatique), [Greenberg et al., 2005] relient
l’aire de la vØgØtation ombragØe pour chaque arbre à deux paramŁtres de structure : le dbh
("diameter at breast height") et l’aire de la couronne. Le comptage des polygones d’ombres
dØlinØØs dans une rØgion donne de plus une estimation de la densitØ de tiges. La quantica-
tion de l’Øchange de CO2 avec l’atmosphŁre a aussi ØtØ traitØe dans [Hurtt et al., 2003] sur
des donnØes IKONOS de rØsolution 4m.
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1.2.2 Données Radar et Lidar
En foresterie, de nombreuses applications peuvent Œtre traitØes avec les donnØes laser,
comme la crØation du MHC, la dØtection de changements, ou l’extraction d’arbres indi-
viduels (voir partie suivante). Ces mØthodes ont principalement ØtØ dØveloppØes dans les
pays scandinaves, dŁs le milieu des annØes 90. Les chercheurs comme les entreprises ont
ØtØ trŁs actifs dans ce domaine an de crØer des modŁles numØriques de terrain sur les pay-
sages forestiers, mais aussi des mØthodes d’inventaire à l’arbre prŁs [Hyyppa et al., 2004,
Hyyppa et al., 2000].
Ainsi, la disponibilitØ accrue des donnØes Lidar a accØlØrØ l’utilisation de ces donnØes
dans diffØrentes problØmatiques d’inventaire. Dans [Nilsson, 1996], les auteurs montrent
par exemple le potentiel du Lidar pour retrouver le volume de bois à l’aide de fonctions de
rØgression obtenues en rapprochant les mesures Lidar petite empreinte et les mesures sur le
terrain. Des tailles diffØrentes de faisceau, de 0.75m à 3m, furent testØes et n’apportŁrent pas
de grande diffØrence sur le rØsultat. Le Lidar a ensuite ØtØ utilisØ pour Øtudier la hauteur des
arbres [Andersen et al., 2001] et identier ceux-ci à partir de la rØponse impulsionnelle de
la vØgØtation [Pyysalo et Hyyppa, 2004]. Les caractØristiques de la forŒt comme la hauteur
des arbres, le dbh et le volume de bois peuvent Œtre estimØs avec prØcision en utilisant le
Lidar (cf [Means et al., 2000], [Naesset et Bjerknes, 2001] ou [Maltamo et al., 2004].
A grande Øchelle, l’utilisation des donnØes laser acquises sur un grand territoire ont ØtØ
ØtudiØes dans [Holmgren et Jonsson, 2004] en SuŁde, sur un territoire de 50 km2. Il rØsulte
de cette Øtude que les paramŁtres comme la hauteur moyenne des arbres, le diamŁtre moyen
des couronnes, le dbh et le volume de bois peuvent Œtre estimØs avec une meilleure prØcision
avec du laser qu’avec les mØthodes traditionnelles. Des rØsultats similaires sont prØsentØs
dans [Danilin et Medvedev, 2004] pour l’estimation de la biomasse et l’inventaire forestier
en SibØrie. Dans le mŒme sens, il convient de citer les travaux de [Popescu et al., 2004] et
de [Bhogal et al., 1998], qui estiment à partir de donnØes Lidar (avec l’apport de donnØes
multispectrales Øgalement) des paramŁtres comme la biomasse, le diamŁtre à la base, le dbh
et le volume de bois en corrØlant les rØsultats issus des donnØes avec des mesures sur le sol.
1.2.3 Premières conclusions et limites
En conclusion, [Hyyppa et al., 2000] comparent toute une sØrie de donnØes dans le cadre
de l’application aux inventaires forestiers. Ils affirment que les images optiques comportent
toujours plus d’information pour les inventaires que les images Radar. Au contraire, ces
donnØes Radar sont les seules à pouvoir donner des informations trŁs proches de la rØalitØ
sur des paramŁtres tels que la hauteur moyenne de la canopØe et l’estimation du volume de
bois. Le capteur Radar permet Øgalement de recueillir des donnØes quel que soit le temps,
contrairement aux capteurs optiques.
Par contre, les problŁmes restent nombreux lorsque la forŒt est trŁs dense. Ainsi, le Li-
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dar avec une petite empreinte a une efficacitØ limitØe dans les forŒts tropicales denses à
cause notamment des retours du sol incohØrents. MalgrØ la grande variØtØ des capteurs et
des satellites disponibles, comme le Landsat, Spot, ou le Laser Vegetation Imaging Sensor
[Drake et al., 2002], les techniques de ne rØsolution spatiale n’ont pas eu une grande ap-
plication pour l’Øtude de la structure en forŒt tropicale, et leur impact a donc ØtØ restreint
sur la recherche Øcologique et la gestion des forŒts.
Des progrŁs signicatifs sont cependant engagØs, grâce à l’enjeu environnemental que re-
prØsente l’Øtude des forŒts tropicales. Dans [Couteron et al., 2005] par exemple, les auteurs
travaillent sur des images aØriennes de la Guyane. Ils prØsentent une approche utilisant un
indice de texture de canopØe pouvant Œtre extrait des images à partir d’une analyse spectrale
de la transformØe de Fourier 2D. L’objectif de cette technique est de prØvoir des paramŁtres
de structure spatiale pour aboutir à de nombreuses applications intØressantes comme l’esti-
mation de la biomasse au sol ou des stocks de carbone. Par rapport à des points de contrôle,
cet indice de la canopØe montre des corrØlations signicatives avec la densitØ des arbres, le
diamŁtre et l’aire des couronnes, la distribution des arbres dans des classes de dbh, ainsi que
la hauteur moyenne de la canopØe.
1.3 Vers un inventaire à l’arbre près ?
Dans cette partie, nous prØsentons en dØtail les principales mØthodes d’extraction de houp-
piers proposØes dans la littØrature, à base de donnØes optiques, Lidar, ou combinØes. Il nous
sera difficile de comparer ces rØsultats car les donnØes sont toutes diffØrentes, puisqu’il
n’existe pas encore dans la communautØ de base de donnØes d’images servant de rØfØrence
pour tester les diffØrents algorithmes. Une des contributions de cette thŁse a d’ailleurs ØtØ
de mener une comparaison des diffØrentes approches sur une sØrie d’images, les rØsultats de
cette comparaison Øtant en partie dØtaillØs dans le chapitre 5.
1.3.1 Extraction de houppiers sur des données optiques
Les mØthodes d’extraction de houppiers sur des donnØes optiques (images IRC la plu-
part du temps) mettent à prot le pic de rØectance de la vØgØtation dans le NIR, sur des
images de printemps ou d’ØtØ. L’une des seules exceptions se situe dans le cadre de l’extrac-
tion d’arbres en zone urbaine, oø [Bacher et Mayer, 2000] dØtectent des feuillus dØpourvus
de leurs feuilles (en hiver) sur des images trŁs haute rØsolution (4cm), grâce à l’ombre de
l’arbre projetØe sur la voirie et la gØomØtrie rectiligne du tronc.
D’une façon gØnØrale, les algorithmes de dØtection de houppiers sur des donnØes optiques
peuvent Œtre regroupØs en trois grandes familles : les dØtections de maxima locaux, les
approches contour, et les approches de type "templates".
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a- Maxima locaux
Les mØthodes de maxima locaux, introduites dans [Blazquez, 1989], puis dans [Pinz, 1991],
identient les pixels clairs entourØs de pixels de plus faible intensitØ à l’intØrieur de fenŒtres
de taille xe ou variable. Il s’agit d’algorithmes simples qui donnent en sortie la localisation
de chaque couronne. L’hypothŁse de dØpart est que la rØectance d’un houppier est maxi-
male sur son sommet.
L’estimation du nombre d’arbres et leur localisation sont les principaux paramŁtres d’intØ-
rŒt que peuvent fournir ces approches. Par exemple, [Dralle et Rudemo, 1996] utilisent sur
des photos aØriennes panchromatiques numØrisØes un lissage par un noyau Gaussien iso-
trope, puis estiment le nombre de tiges à l’hectare à partir du nombre de maxima locaux
supØrieurs à un certain niveau de gris. [Verbeke et al., 2005] calculent la densitØ d’arbres
dans la parcelle à partir des statistiques qui dØrivent des distances entre les maxima locaux.
L’estimation des maxima locaux peut aussi bien se faire sur des images aØriennes que sur
de l’imagerie satellitale (IKONOS panchromatique) [Wulder et al., 2004].
La position des maxima locaux ne correspondant pas toujours aux sommets exacts des
houppiers, des corrections peuvent Œtre apportØes. Par exemple, [Pouliot et al., 2002] pro-
posent une chaîne de traitements successifs de l’image, qui, partant des maxima locaux
extraits de la diffØrence absolue entre la bande NIR et la bande rouge, rØajuste les positions
des sommets des arbres aprŁs observation des niveaux de gris dans des disques autour de
ces maxima.
Un des problŁmes majeurs des maxima locaux est leur faible robustesse par rapport à
la taille de la fenŒtre, la taille des arbres, mais aussi le contenu bien souvent trŁs com-
plexe de l’image. Quelques propositions permettent de rØduire ces phØnomŁnes. Ainsi,
[Dralle et Rudemo, 1996] proposent un modŁle paramØtrique simple pour Øvaluer la largeur
de bande optimale du ltre. Pour faire face à la grande variabilitØ de la taille des arbres et
aux sur-dØtections obtenues par les maxima locaux, [Daley et al., 1998] proposent d’utiliser
des tailles de fenŒtres dynamiques an d’apprØhender au mieux la diffØrence de taille des
houppiers (qui varie selon l’âge des arbres notamment), contrairement aux autres approches
qui ont, pour la plupart, des fenŒtres de taille statique. Enn, [Niemann et al., 1998], qui
travaillent sur des images panchromatiques orthorectiØes, proposent d’utiliser un ltre sur
l’image initiale selon les valeurs des pixels qui entourent les maxima locaux an d’Øviter de
dØtecter des arbres sur les sites de non vØgØtation.
En particulier, un des problŁmes des maxima locaux est le grand nombre de fausses alarmes
qu’ils provoquent sur des images de forŒt non dense. Il convient de le prendre en compte
dans les algorcomparantithmes. Par exemple, une technique consistant à chercher les maxima
locaux dans la bande proche infrarouge, avec ou sans lissage au prØalable, a ØtØ utilisØe dans
[Gougeon, 1997]. L’algorithme isole gØnØralement un pixel par couronne dans les zones
denses, mais dans les zones plus dØgarnies, quand le sol est aussi illuminØ, il y a de nom-
breuses fausses alarmes sur le sol. Ce phØnomŁne peut Œtre limitØ en cherchant une ombre
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à une distance et une orientation donnØe (liØe à la position du soleil) pour chaque som-
met d’arbre potentiel. Quelques problŁmes persistent pour les zones non forestiŁres, oø un
masque manuel est gØnØralement utilisØ pour cacher les routes par exemple.
Il est à noter que la dØtection des maxima locaux sert parfois de base à l’utilisation d’autres
mØthodes plus complexes de dØlinØation de houppiers. De nombreuses mØthodes dites à
graines, nØcessitant une initialisation par des pixels appartenant aux houppiers, se servent
en effet de ces maxima locaux comme points de dØpart. Dans [Pinz, 1998], les auteurs iden-
tient les maxima locaux et sØlectionnent ceux dont la moyenne des niveaux de gris dans
des disques concentriques descend en dessous d’un seuil, an d’en dØduire qu’il s’agit bien
d’un arbre et d’en extraire le rayon. [Walsworth et King, 1998] utilisent les maxima locaux
et des surfaces de coßt pour extraire les contours des houppiers et fusionner les maxima
issus d’un mŒme arbre. Enn, [Pouliot et al., 2002] proposent un procØdØ de dØlinØation
fondØ sur leur analyse permettant d’ajuster la position de leurs maxima locaux.
b- Délinéation des couronnes - approche contour
Dans la perspective de mesurer la taille des arbres, l’un des paramŁtres les plus importants
à extraire automatiquement [Gougeon et Leckie, 1998], des algorithmes fondØs sur une dØ-
linØation du houppier, qui prØservent donc la forme de la couronne, ont ØtØ dØveloppØs. Le
but est d’obtenir le contour de l’arbre, an de segmenter la couronne entiŁre. Ensuite, des
algorithmes de classication par espŁce peuvent Œtre entrepris sur les arbres extraits.
F. 1.9  A gauche : image de donnØes c©IFN. A droite : extrait de sa carte topographique
3D, la troisiŁme dimension Øtant les niveaux de gris.
Segmentation de la couronne
Dans [Gougeon, 1995b, Gougeon, 1995c], les auteurs dØtaillent un programme complet
comportant un processus de dØlinØation, puis de classication des couronnes d’arbres, sur
des images multispectrales aØriennes et gØorØfØrencØes de trŁs haute rØsolution spatiale. Il
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s’agit de donnØes MEIS [Gougeon, 1992] ("Multispectral Electro-optical Imaging Sensor")
de rØsolution 36, 70 ou 100 cm/pixel, ou IKONOS [Gougeon et al., 2001a]. La dØlinØation,
dØtaillØe dans [Gougeon, 1998], est ainsi suivie d’une identication individuelle des es-
pŁces des arbres [Gougeon, 1995a]. Leur algorithme de dØlinØation des couronnes, le suivi
de vallØes ("valley-following"), utilise les bandes d’ombre autour des arbres qui sont rØvØ-
latrices de leur prØsence. Le prØtraitement est une phase clØ, avec notamment le choix de
la bande spectrale à utiliser et à transformer en niveaux de gris (bande proche infrarouge
ou image d’intensitØ de l’image multispectrale). Celle-ci est parfois lissØe avec un masque
3 × 3. La base de cette approche de dØlinØation est l’analogie avec la topographie : l’axe
de niveaux de gris reprØsentant une troisiŁme dimension, on cherche à isoler les montagnes
(houppiers) à partir des vallØes (zones d’ombres) (cf F. 1.9). Une succession de rŁgles de
post-traitement, dØtaillØes dans [Gougeon, 1998], permet de fermer les contours et de sØpa-
rer les couronnes fusionnØes.
Cette approche fonctionne particuliŁrement bien quand le soleil est bas, ainsi que pour
des formes coniques d’arbres (comme certains conifŁres par exemple), qui crØent naturel-
lement des zones d’ombre entre les tiges. Par contre, le processus a tendance à casser les
couronnes des gros arbres. La solution serait un lissage adaptatif selon la taille des arbres.
De façon qualitative, lorsque les rØsultats d’extraction sont comparØs avec une extraction
manuelle [Leckie et al., 1999], on voit en effet que certains gros troncs sont divisØs tandis
que d’autres plus petits sont au contraire fusionnØs. Au dessous d’une densitØ de 500 arbres
par hectare, il y a trop d’arbres crØØs par le suivi de vallØes, alors qu’au dessus de 900 arbres
par hectare, il y a trop de sous-estimation, bien que cela se retrouve aussi dans la dØtection
manuelle qui est Øgalement fausse. Enn, les auteurs donnent une dØtection maximale pour
des arbres d’une dizaine de pixels pour les feuillus et de 25 à 45 pixels pour les rØsineux sur
des images de rØsolution 36cm par pixel [Leckie et Gougeon, 1998]. Un autre inconvØnient
de cette approche est qu’elle provoque des fausses alarmes sur les zones ouvertes, oø un fort
taux de sur-dØtection peut Œtre rencontrØ. La solution proposØe est soit de classier automa-
tiquement cette zone dans une classe spØciale, et de l’enlever de l’image en prØtraitement,
soit de ne retenir que les pixels qui ont une valeur normalisØe de radiance infrarouge (ra-
diance divisØe par radiance moyenne sur le canal) plus grande que les deux autres radiances
normalisØes [Gougeon et Leckie, 1998].
Une autre mØthode de dØlinØation utilisant l’analogie topographique est prØsentØe dans
[Culvenor et al., 1998, Culvenor, 2002] sur des eucalyptus dont la densitØ du feuillage est
faible et la structure de la couronne complexe. Une fois les maxima locaux identiØs sur
la bande proche infrarouge, on opŁre une croissance de rØgions vers des minima qui reprØ-
sentent les ombres pour trouver les bords des houppiers. Cette mØthode fonctionne Øgale-
ment bien dans des canopØes denses oø il y a de l’ombre entre les arbres.
Une autre approche contour proposØe dans [Erikson, 2004a] consiste en une croissance de
rØgions dont les points de dØpart sont appelØs des graines. Deux types d’algorithmes sont
testØs, le premier avec un grand nombre de graines pour chaque couronne, le second avec
une seule graine correspondant à la position du houppier. Principalement deux problŁmes
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Ømergent pour cette approche de croissance de rØgions : le premier concerne le nombre de
graines, et le second les rŁgles qui font grandir les rØgions. Le prØtraitement avant la sØ-
lection des graines [Erikson, 2006, Hirschmugl et al., 2005], qui inuent directement sur le
rØsultat puisqu’elles xent le nombre de rØgions, est une Øtape clØ. Les auteurs proposent
tout d’abord de seuiller l’image et de la binariser, an d’avoir une premiŁre segmentation
de la vØgØtation, puis d’utiliser une image de distance [Borgefors, 1996] (oø la valeur du
pixel correspond à sa distance au fond) pour dØnir les graines : celles-ci sont les maxima
locaux sur un ltre 3 × 3 de l’image de distance. Ensuite, pour la croissance des rØgions, ils
comparent les approches des ensembles ous ("fuzzy sets"), du mouvement brownien et de
la marche alØatoire. Pour les ensembles ous, un point appartient aux diffØrents ensembles
avec une probabilitØ entre 0 et 1, les rŁgles utilisØes pour xer ces probabilitØs Øtablissant
que la variation de couleur à l’intØrieur d’un houppier est moindre que celle entre diffØ-
rents houppiers, et qu’il existe une vallØe de pixels sombres entre les couronnes (cf suivi
de vallØes). Un des inconvØnients de cette approche est qu’elle ne conserve pas assez les
formes des houppiers, notamment des larges structures (elle est utilisØe qui plus est dans
le processus de classication). Pour le mouvement brownien, l’hypothŁse de prØsence de
vallØes sombres entre les couronnes est conservØe. On pondŁre l’amplitude du mouvement
brownien par rapport aux valeurs des niveaux de gris rencontrØs. Une nouvelle image, sur
laquelle a lieu le processus nal de segmentation, calcule le nombre de fois qu’un pixel est
visitØ. Les quelques problŁmes de mauvaise dØcoupe sont corrigØs en utilisant une marche
alØatoire au lieu du mouvement Brownien. Les rØsultats de segmentation vont jusqu’à 95%
de bonne dØlinØation.
Enn, d’autres approches contour ont ØtØ proposØes dans la littØrature. Une premiŁre ap-
proche dØveloppØe dans [Brandtberg et Walter, 1998] dØlimite les houppiers se fonde sur du
multi-Øchelle. Les contours sont obtenus suite à l’extraction des passages à zØro convexes
calculØs au niveau sub-pixØlique sur l’image d’intensitØ lissØe à diffØrentes Øchelles. Des
attributs peuvent alors Œtre extraits sur la couleur et la forme (taille, convexitØ, ...) du houp-
pier pour la classication [Brandtberg, 2002]. Une autre approche, traitant la dØlinØation
des arbres dans une forŒt de feuillus, rendue difficile à cause de la mosaïque complexe des
houpppiers, est dØtaillØe dans [Warner et al., 1998]. Les auteurs se servent alors des ombres
entre les couronnes, et utilisent des textures directionnelles pour grouper les pixels et les
groupes de pixels adjacents en couronnes. Ils utilisent la texture pour permettre la dØtec-
tion d’arbres avec une intensitØ plus faible. Une autre approche texture est proposØe dans
[Moeller et al., 2005], oø cette fois des signatures sont atribuØes à chaque pixel de l’image
aprŁs calcul du spectre frØquentiel (TransformØe de Fourier) sur une fenŒtre autour de ces
pixels. AprŁs une classication par un "K-Means", un opØrateur intervient dans la phase
de regroupement des classes ("clustering"), puis de la morphologie mathØmatique permet
d’obtenir les countours naux des houppiers. Cette approche permet notamment de diffØren-
cier les feuillus des conifŁres. Une derniŁre approche, introduite dans [Horvath et al., 2006],
consiste à utiliser des coutours actifs d’ordre supØrieur pour extraire les houppiers. L’Øner-
gie du modŁle est constituØe d’un terme image et d’un terme de rØgularisation qui favorise
des formes circulaires pour les contours actifs.
1.3. Vers un inventaire à l’arbre près ? 21
Classification
Ces mØthodes de dØlinØation laissent ensuite souvent place à des algorithmes de classi-
cation des houppiers [Leckie et al., 2003b]. Un programme de crØation des signatures pour
chaque couronne ("Signature Generation Process") se charge de calculer les signatures de
classes à partir des donnØes multispectrales de l’image initiale en moyennant des paramŁtres
pour les arbres d’une mŒme classe. Un processus de maximisation de vraisemblance permet
d’associer à chaque couronne une classe, ou de la laisser non-classiØe si sa signature est
trop ØloignØe de celles des autres. Ainsi, un travail sur des cimes dØlinØØes manuellement
pour Øviter le biais dß à une mauvaise dØtection est rØalisØ dans [Gougeon, 1995a]. AprŁs
avoir sØlectionnØ 50 arbres de chaque espŁce, et les avoir identiØs sur le terrain, les au-
teurs calculent 7 paramŁtres sur la couronne : la moyenne multispectrale des pixels dans
la couronne (moyenne sur chacune des bandes), la moyenne multispectrale des pixels dans
la partie illuminØe de la couronne, la valeur multispectrale du sommet de l’arbre (pixel le
plus ØclairØ). Ces signatures spectrales mettent donc en jeu les moyennes et covariances
des valeurs multispectrales des pixels de chaque cime pour dØcrire une cime, tandis que la
moyenne multispectrale et la covariance des cimes devient elle-mŒme la signature d’une
zone. Du fait du faible nombre d’Øchantillons (nombre de pixels), il faut trouver des para-
mŁtres parcimonieux mais assez discriminants, ne demandant pas trop d’Øchantillons pour
obtenir de bons rØsultats. Une fois la classication opØrØe, ce processus de classication
permet de regrouper en peuplements forestiers les couronnes dØlinØØes [Gougeon, 1996].
De plus, au niveau des rØsultats de classication, les problŁmes viennent du fait de la proxi-
mitØ des signatures spectrales des diffØrentes espŁces, notamment le cŁdre rouge avec le
sapin [Gougeon et al., 1998].
Dans [Erikson, 2004a], le processus de classication utilise les rØectances des pixels
(pour distinguer les conifŁres des feuillus), la structure interne et les ombres sur le houppier.
Par exemple, une mesure compte le nombre de pixels clairs et rouges et le compare avec
le nombre total et trouve de cette façon les bouleaux. Une autre permet de distinguer les
trembles, une autre les ØpicØas grâce aux concavitØs. Ces mesures sont calculØes dans un
ordre prØcis jusqu’à ce qu’un critŁre soit validØ et classie le houppier. Les pourcentages de
classication sont d’environ 75%. Cette partie est dØtaillØe dans [Erikson, 2004b].
c- Approche objets
Une autre famille de mØthodes regroupe les approches objets. Il s’agit de calculer des
patrons ("templates") [Pollock, 1996, Larsen, 1997, Sheng et al., 2001], autrement dit des
rendus mathØmatiques de l’apparence des arbres de diffØrents formats, gØomØtries, points
de vue, et de chercher leur occurence dans l’image pour trouver la localisation et la taille
des arbres de la parcelle.
Ainsi, [Larsen et Rudemo, 1997b] utilisent des patrons elliptiques qui dØrivent d’un mo-
dŁle optique de la couronne des arbres. La forme des arbres est modØlisØe par un ellipsoide
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F. 1.10  Approche objets : diffØrentes formes de patrons. Gauche : n = 1, forme conique.
Droite : n = 2, forme d’ellipsoïde.
gØnØralisØ [Pollock, 1998, Larsen et Rudemo, 1997a] :(
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oø z est l’axe vertical, a la demi hauteur de la couronne, b sa demi largeur et n ≥ 1 un para-
mŁtre de forme. Un modŁle de rØexion / absorption de la lumiŁre par le feuillage de l’arbre
et par le sol est constituØ pour obtenir le patron. Ce modŁle nØcessite la donnØe de la posi-
tion du soleil et de la camØra, ainsi que la hauteur et la taille approximative des couronnes
pour calculer le patron. La recherche des maxima locaux de la fonction de corrØlation des
transposØes de ce patron dans l’image conduit à trouver un certain nombre de positions des
arbres. Il est à noter que des mØthodes de post-traitement, lorsque l’on connait certains pa-
ramŁtres comme le nombre d’arbres a priori, permettent d’affiner le rØsultat. Par exemple,
cette valeur peut Œtre estimØe à l’aide d’une recherche de maxima locaux sur l’image lissØe
par convolution avec une gaussienne pour les arbres situØs prŁs du point Nadir (cf F. 1.11).
Un des avantages de cette modØlisation des patrons est que naturellement, les couronnes
ne sont pas illuminØes de façon homogŁne sur toute leur partie mais ont une partie auto-
ombragØe à l’arriŁre : les rayons lumineux pØnŁtrent et illuminent quelques parties de l’ar-
riŁre tandis que d’autres restent totalement ombragØes [Larsen et Rudemo, 1998]. Avec des
arbres qui s’ombragent entre eux, c’est encore plus complexe. Dans [Larsen, 1998], une
rØexion sur la fenŒtre optimale pour le calcul des patrons est soulevØ, car celle-ci in-
ue beaucoup sur les rØsultats de dØtection des arbres. La meilleure fenŒtre semble Œtre
de la taille d’un disque, avec une position du centre proche de celle du sommet de l’arbre
[Larsen et Rudemo, 1998]. Une avancØe de ce modŁle est donnØe dans [Larsen, 1999], oø
plusieurs jeux de paramŁtres sont utilisØs pour produire diffØrents patrons. On n’a alors plus
besoin dØsormais de connaître le jeu correct de paramŁtres, ni le nombre d’arbres à dØtecter.
En effet, une fois calculØs les maxima locaux associØs à chacun de ces patrons, une image
de votes est obtenue en sommant les diffØrentes extractions. Cette image de votes est lissØe,
et on y calcule les maxima locaux pour trouver les positions des sommets des arbres. Le
problŁme est maintenant celui du calcul du pourcentage pour lequel on retient les sommets
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F. 1.11  Prise de vue des photographies aØriennes et point Nadir : projetØ orthogonal sur
le sol de la camØra.
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comme de bons candidats. Enn, dans [Larsen et Rudemo, 2004], les auteurs parviennent,
en outre, à obtenir une carte 3D de couronnes d’arbres à partir de multiples images, en calant
les paramŁtres de la couronne patron pour maximiser la correspondance de l’objet patron
obtenu avec toutes les images : les paramŁtres de la taille de la couronne ne sont donc plus
nØcessaires.
DŁs lors, à partir de la donnØe d’une carte 3D des couronnes des arbres, les auteurs pro-
posent dans [Larsen, 2005] une mØthode de classication de ces houppiers en un nombre
limitØ d’espŁces candidates.
d- Bilan et comparaison
Les diffØrents types d’approches prØsentØs ont tous des avantages et des inconvØnients, et
semblent se complØter. Rares sont les articles qui les ont comparØs sur des mŒmes images.
Dans [Erikson, 2005], les auteurs comparent deux mØthodes fondØes sur la croissance de
rØgions [Erikson, 2003, Erikson, 2004b] et une fondØe sur l’approche objets par corrØlation
de patrons [Olofsson, 2002], trŁs proche du travail de Larsen (calcul des patrons à partir
d’un modŁle d’illumination d’ellipsoïdes). La conclusion est que la mØthode par mouve-
ment brownien marche mieux que les autres, mais en revanche elle nØcessite de trouver des
graines dans chaque houppier.
A l’inverse, les mØthodes objets semblent plus robustes pour dØtecter les arbres qui sont
partiellement dans l’ombre, ainsi que les arbres ØloignØs du point Nadir, puisqu’elles peuvent
prØdire la forme gØomØtrique de l’objet.
CritŁre Approches contours Approches objets
DØtection des arbres proches du Nadir ++ +
DØtection des arbres loins du Nadir - ++
DØtection des arbres dans une zone dense ++ -
DØtection des arbres dans une zone non dense - ++
1.3.2 Extraction de houppiers sur des données Lidar
La technique Lidar, malgrØ son coßt plus ØlevØ, est aussi largement utilisØe pour dØtecter
les houppiers [Olsson, 2004], estimer leur hauteur et au niveau de la parcelle, le volume de
bois [Nilsson, 1996].
Du fait de la disponibilitØ de ce capteur, il s’agit la plupart du temps de modŁles dØvelop-
pØs sur du Lidar petite empreinte haute densitØ (plusieurs mesures par mŁtre carrØ). Parmi
ceux-ci, notons celui de [Brandtberg et al., 2003], utilisant une approche multi-Øchelle, puis
celui de [Persson et al., 2002] qui extrait 70% des arbres dans une forŒt de conifŁres, ainsi
que la hauteur des arbres et le diamŁtre des couronnes avec une prØcision de 0.6m, à partir
de donnØes laser d’une densitØ de 5 pulsations par mŁtre carrØ à l’aide de modŁles dØ-
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formables. DiffØrentes mØthodologies ont Øgalement ØtØ proposØes dans [Andersen, 2003,
Andersen et al., 2001, Andersen et al., 2002], allant des processus ponctuels marquØs à une
analyse morphologique du MHC obtenu par du Lidar de petite empreinte, avec une densitØ
de 3.5 impulsions par m2.
Dans [Pitkanen et al., 2004], les auteurs utilisent un MHC calculØ à partir d’un nuage de
points dense, et testent diffØrentes mØthodes adaptatives pour extraire les houppiers. La pre-
miŁre mØthode correspond simplement à une sØlection de maxima locaux sur le MHC lissØ.
Les autres mØthodes, donnant de meilleurs rØsultats, utilisent une estimation du diamŁtre
de l’arbre Øtant donnØe la hauteur des arbres pour corriger le premier modŁle et enlever des
maxima locaux redondants. La densitØ de mesure du laser est de 10 points par mŁtre carrØ.
Dans [Pyysalo et Hyyppa, 2004], l’idØe est aussi de reconstruire les couronnes à partir d’un
nuage de points Lidar. Les auteurs estiment d’abord la position des centres des arbres, puis
attribuent les points du nuage aux arbres, le tout par ligne de partage des eaux, et recons-
truisent dans un systŁme polaire, pour y estimer des attributs sur les arbres. Par exemple,
la position exacte du tronc est estimØe comme une moyenne des positions des points du
nuage de l’arbre pondØrØe par la hauteur de ces points. Les attributs extraits sont la hauteur
de l’arbre, la hauteur de la canopØe et la distance moyenne de points de troncs d’hauteur
diffØrente.
Avec du Lidar grande empreinte, il est possible d’estimer des paramŁtres forestiers à plus
grande Øchelle comme dans [Means et al., 1999, Means et al., 2000], avec un appareil qui
scanne une fauchØe de 5 empreintes de 10m de diamŁtre. Par rapport à des mesures sur le
terrain, les mesures Lidar peuvent donner des estimations sur la hauteur, l’aire à la base, la
biomasse totale. Mais d’une façon gØnØrale, l’obtention de critŁres locaux comme l’extrac-
tion de l’objet arbre est moins dØveloppØ avec ce type de Lidar.
Dans les canopØes hautes et denses cependant, notamment les forŒts tropicales, quelques
rares rayons du Lidar petite empreinte touchent le sol [Drake et al., 2002]. Ceci empŒche de
retrouver la hauteur des arbres car leur mesure est rØalisØe relativement au sol. C’est dans
ce cadre que les avantages des larges empreintes sont apprØciables : ils permettent d’ac-
croître la taille du faisceau qui est dØsormais de l’ordre de la taille d’une couronne (jusqu’à
20 mŁtres), ce qui fait qu’ils touchent constamment le sol, mŒme dans les forŒts les plus
denses. D’autre part, ils rØcupŁrent constamment l’information du sommet des arbres. Qui
plus est, les avions volant à plus haute altitude, ils rØcupŁrent des donnØes sur des zones plus
larges, la fauchØe Øtant plus importante. Enn, l’intØgralitØ du signal retour est rØcupØrØe,
ce qui donne des informations sur toutes les composantes de la canopØe et sur le sol.
Enn, une approche originale, dØtaillØe dans [Bacher et Mayer, 2000], Øtudie des donnØes
Lidar recueillies en hiver pour dØtecter les arbres dans des zones urbaines. Les avantages
de l’hiver sont multiples, puisque tout d’abord le personnel et les avions sont moins utilisØs
qu’en ØtØ, et d’autre part l’absence de feuilles dans la canopØe facilite la pØnØtration du la-
ser et rend la structure verticale plus facilement discernable. Les donnØes Lidar utilisØes ont
une faible Øpaisseur du rayon, ce qui permet au laser de bien pØnØtrer dans la forŒt, avec un
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nombre d’impulsions par mŁtre carrØ ØlevØ pour analyser avec prØcision la structure verti-
cale des feuillus (sans feuilles !). Les donnØes recueillies sont insØrØes dans une image 2D,
avec la hauteur comme valeur du niveau de gris. Les pixels vides sont interpolØs. Il s’agit
à notre connaissance de la seule Øtude sur des donnØes Lidar recueillies sur des arbres sans
feuilles en hiver ("leaf-off").
1.3.3 Imagerie combinée
D’une façon gØnØrale, la combination de l’imagerie optique et des donnØes issues du Lidar
donne de bien meilleurs rØsultats, et prote des avantages des deux types de donnØes. De
nombreux articles prØconisent cette coopØration dans le cadre d’inventaires.
En effet, l’approche laser apporte principalement trois amØliorations aux Øtudes fondØes
sur l’imagerie multispectrale [Gougeon et al., 2001b] : l’Ølimination des zones non-boisØes
grâce à un prØtraitement qui ltre la partie de l’image oø l’ØlØvation est suffisante, des amØ-
liorations sur la dØlinØation des arbres, ainsi que la possibilitØ de faire une analyse sØparØe
des zones de jeune rØgØnØration. Quant à l’imagerie optique, elle permet aussi d’Øliminer
des fausses alarmes issues des donnØes Lidar, en calculant l’indice NDVI par exemple, mais
surtout de classier les objets une fois extraits en considØrant leur texture.
Dans [Magnussen et al., 1999b, Magnussen et al., 1999a], les auteurs dØrivent du MHC
obtenu par du Lidar et d’une estimation du nombre de sommets d’arbres (sur des images
optiques, avec une mØthode de recherche de maxima locaux par exemple) la hauteur de ces
arbres.
Dans [Straub, 2003], les donnØes de dØpart sont une orthoimage et un modŁle de surface.
Le modŁle de surface est utilisØ comme information principale pour l’extraction des arbres,
tandis que l’information de l’orthoimage aide à distinguer la vØgØtation des autres objets de
la scŁne. La segmentation du modŁle de surface est faite par ligne de partage des eaux. Puis
les bords des couronnes sont extraits avec des contours actifs. Les auteurs utilisent Øgale-
ment du multi-Øchelle pour dØtecter plus facilement diffØrents formats d’arbres.
Dans [Leckie et al., 2003a], les auteurs combinent la technologie Lidar avec des don-
nØes optiques MEIS, partant du principe que les donnØes Lidar ont atteint un point oø
des modŁles d’ØlØvation du sol et de la canopØe peuvent Œtre produits avec une haute
rØsolution spatiale. Les donnØes multispectrales, quant à elles, ont permis de dØvelopper
de nombreuses mØthodes d’isolation et de classication d’arbres. Cependant, l’analyse de
donnØes multispectrales ne fournit pas d’informations sur la hauteur des tiges, et la don-
nØe Lidar seule ne donne pas d’information sur l’espŁce ou les attributs sanitaires. La
combinaison des deux est donc intØressante. Les auteurs utilisent le suivi de vallØes sur
les deux types de donnØes, le Lidar permettant de fournir des informations sur la hau-
teur des arbres contourØs et de supprimer quelques fausses alarmes avec un ltre de hau-
teur simple. Dans [Haala et Brenner, 1999], il s’agit d’utiliser des donnØes multispectrales
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(images Couleur Infrarouge orthorectiØes) et laser altimØtriques (modŁles numØriques de
surface) dans le cadre de villes pour extraire et distinguer bâtiments et arbres. Enn, dans
[Teraoka et al., 2003], sur des donnØes Ikonos et Lidar, les auteurs segmentent les houp-
piers en recherchant sur l’image multispectrale des disques de couleur dont l’histogramme
ne varie pas trop ("Similar Color Circle"), et à partir d’une ligne de partage des eaux sur la
donnØe Lidar.
Pour classier les houppiers segmentØs de maniŁre plus efficace, [Persson et al., 2004]
combinent le laser haute rØsolution (7 pulsations par mŁtre carrØ) et les images proche in-
frarouge haute rØsolution (10cm). Les classes choisies sont les plus importantes en SuŁde, à
savoir le pin sylvestre, l’ØpicØa de NorvŁge et les feuillus (principalement des bouleaux) en
moins grande quantitØ. L’algorithme se dØcompose en une dØlinØation des houppiers à par-
tir de la donnØe laser, puis l’estimation de la hauteur et de l’aire de la couronne en utilisant
cette mŒme donnØe, et nalement l’identication de l’espŁce de l’arbre extrait en ajoutant
la donnØe optique, aprŁs recalage de la donnØe optique sur les extractions rØalisØes.
Enn, dans [Mei et Durrieu, 2004], les auteurs segmentent les houppiers à partir d’un mo-
dŁle numØrique d’ØlØvation pouvant Œtre obtenu par une paire stØrØoscopique d’images op-
tiques ou par du laser, et identient l’information complØmentaire pouvant Œtre obtenue à
partir de donnØes d’imagerie haute rØsolution (comme le NDVI pour enlever aprŁs la ligne
de partages des eaux les zones de non vØgØtation), avec une ligne de partage des eaux
comme base de dØpart. Cependant l’application directe de cet algorithme mŁne à une sur-
segmentation pour les houppiers complexes et les zones non boisØes.
1.4 Notre approche : extraction des houppiers par processus ponc-
tuels marqués
Nos travaux ont pour but de rØcupØrer automatiquement des informations à l’Øchelle de
l’arbre sur des photographies IRC de forŒts, avec une approche probabiliste. Nous nous
sommes intØressØs, au vu de la trŁs haute rØsolution des images, à mettre en place une ap-
proche objet an d’extraire les arbres en tant qu’objets dans la scŁne, et non pas comme
de simples ensembles de pixels. De plus, nous avons choisi d’utiliser la mØthodologie des
processus spatiaux an, en plus d’introduire des contraintes propres aux objets recherchØs
(gØomØtrie , ...), de les faire interagir dans la scŁne pour injecter des contraintes structurelles
sur la solution recherchØe. Face à la variabilitØ des images sur lesquelles nous avons testØ
nos algorithmes, nous verrons qu’il nous a ØtØ utile de formuler divers modŁles pour extraire
les arbres.
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1.4.1 Problèmes inverses et approches probabilistes
En analyse d’images, un problŁme inverse consiste à retrouver une grandeur X à travers
une donnØe Y observØe. Ces problŁmes se ramŁnent bien souvent à des problŁmes d’opti-
misation d’une Ønergie sur un espace de paramŁtres ou de fonctions, selon la mØthodologie
choisie, qui comporte principalement deux termes : un terme dit interne, de rØgularisation,
ou a priori dans le cadre bayØsien, qui impose des conditions à X en injectant des connais-
sances que l’on a sur la structure de la grandeur recherchØe, et un terme dit externe, d’attache
aux donnØes, ou vraisemblance, qui regroupe les connaissances que l’on a sur les donnØes
(modŁle du capteur, modŁle des classes) par rapport à la variable X. Le but est alors d’esti-
mer la grandeur X par l’intermØdiaire d’un estimateur X, aprŁs avoir dØni une fonction de
coßt L(X, X). Il s’agit souvent du Maximum A Posteriori (MAP) :
X = Argmin
[
Uinterne(X) + ρUUexterne(X,Y)]
Parmi les modŁles probabilistes adaptØs pour rØsoudre les problŁmes d’analyse d’images,
les champs de Markov sont ceux qui ont ØtØ le plus couramment utilisØs dans des applica-
tions telles que la modØlisation et l’analyse de textures [Graffigne, 1987], ou la crØation de
modŁles a priori pour rØsoudre des problŁmes inverses tels que la segmentation ou la restau-
ration d’images [Besag, 1986, Geman et Geman, 1984]. En plus d’Œtre facilement implan-
tables par l’intermØdiaire d’algorithmes de type Monte Carlo [Robert, 1996], leur caractØ-
ristique principale est qu’ils permettent de formuler le problŁme, et notamment le terme de
rØgularisation, sous forme de probabilitØs conditionnelles dØnies au niveau de structures,
basØes sur un pixel et son voisinage (cliques). Des contraintes comme l’homogØnØitØ spa-
tiale peuvent alors facilement Œtre intØgrØes au modŁle, en favorisant par exemple le fait que
des pixels voisins appartiennent à la mŒme classe dans un processus de rØgularisation.
Cependant, les limites de cette approche sont apparues en tØlØdØtection avec les don-
nØes trŁs haute rØsolution [Descombes, 2004]. Dans le but d’extraire de l’information sur
les objets composant la scŁne, il Øtait intØressant de dØvelopper des modŁles au niveau
des objets eux-mŒmes avec notamment des contraintes gØomØtriques, bien plus que d’in-
jecter la connaissance au niveau du pixel. Ces problØmatiques relŁvent de la gØomØtrie
stochastique, et en particulier des processus ponctuels marquØs, qui Øtudient les propriØ-
tØs des ensembles alØatoires dØnis par leur position dans l’espace (point), et leurs at-
tributs (marques). En plus de modØliser statistiquement les objets, cette approche permet
aussi d’introduire et d’utiliser des contraintes qui jouent sur la rØpartition gØomØtrique
des objets dans la scŁne, en modØlisant leurs interactions. Ceci est particuliŁrement intØ-
ressant dans le cadre d’extraction de houppiers, puisque nous pourrons inclure dans nos
modŁles les contraintes naturelles qui existent dans la parcelle entre les arbres. Les proces-
sus ponctuels marquØs ont, jusqu’alors, ØtØ utilisØs en imagerie optique dans l’extraction
de linØique (rØseaux routiers [Stoica et al., 2000, Lacoste, 2004]), de surfacique (cellules
[Baddeley et van Lieshout, 1993, Rue et Hurn, 1997a] ou caricatures du bâti [Ortner, 2004,
Descombes et al., 2001a]) et de volumique (lØsions cØrØbrales [Descombes et al., 2004b]).
Dans le chapitre 2, nous introduirons la notion de processus ponctuel et donnerons des
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premiers exemples de processus, notamment dans le domaine de la foresterie. Nous donne-
rons Øgalement des dØtails au niveau de leur simulation et prØsenterons des algorithmes qui
existent pour les mettre en place dans une perspective d’extraction d’objets.
F. 1.12  Les arbres sont identiables en tant qu’objets c©IFN.
1.4.2 Les données : confirmation d’une approche objet
Grâce à notre partenaire l’IFN, nous avons pu disposer d’une large base de donnØes images
des forŒts de France. Il s’agit de clichØs analogiques de 23cm × 23cm pris d’avion en
moyenne au 1/20000 (vols entre 3000 et 5000 mŁtres), scannØs à une rØsolution d’envi-
ron 50cm par pixel. Les 3 bandes de frØquences sont situØes entre 520 et 900 νm, ce sont
des images IRC.
Comme on peut le constater sur la F. 1.12, l’approche objet prend tout son sens dans
ce problŁme puisque les objets d’intØrŒts, les arbres, sont dØnis dans chacun des types de
vØgØtation (arbres isolØs, plantation, mØlange taillis-futaie) par une cinquantaine de pixels
au minimum. De plus, la prise de vue ØlevØe de ces clichØs fait que les couronnes des arbres
ont une forme elliptique sur l’image, ce qui est moins vrai lorsque l’on s’Øloigne du point
Nadir (cf F. 1.11) : on peut donc imaginer d’utiliser la gØomØtrie stochastique en recher-
chant ce type de formes dans l’image.
Enn, au vu de l’extrŒme diversitØ des paysages forestiers, et notamment de la variation
de la densitØ d’arbres, nous avons construit diffØrents modŁles. Parfois, en effet, en plus
de la position de l’arbre et du diamŁtre de la couronne, il est possible d’avoir une idØe
de sa hauteur en mesurant l’ombre projetØe, mais ceci ne fonctionne que sur les zones les
moins denses. Aussi, nous prØsenterons diffØrents modŁles dans ce manuscrit. Un premier
modŁle d’ellipses, adaptØ aux zones denses, sera ØtudiØ dans le chapitre 3, puis un modŁle
d’ellipsoïdes, adaptØ aux zones moins denses, sera prØsentØ dans le chapitre 4. Le chapitre
5 proposera quant à lui une discussion sur nos rØsultats, une comparaison avec d’autres
approches, ainsi que quelques propositions d’amØlioration des modŁles proposØs.
Chapitre 2
Processus spatiaux et leurs
applications en foresterie
Dans ce chapitre, nous prØsentons les principaux dØnitions et thØorŁmes relatifs à la thØo-
rie des processus spatiaux. Nous expliquons Øgalement comment les mettre en place dans
le cadre de l’extraction d’objets sur des images, en abordant en particulier le problŁme de
leur simulation. Finalement, nous donnons quelques exemples de leurs applications en fo-
resterie. Volontairement, dans le but ne pas surcharger le manuscrit, nous ne rentrons pas
dans les dØtails mathØmatiques, le lecteur intØressØ pouvant retrouver les informations nØ-
cessaires dans des ouvrages spØcialisØs tels que [Stoyan et al., 1995, van Lieshout, 2000],
mais aussi dans les thŁses et HdR du projet Ariana rØdigØes autour de cette mØthodologie
[Stoica, 2001, Lacoste, 2004, Ortner, 2004, Descombes, 2004].
2.1 Processus spatiaux : définitions et notations
Comme le nom processus ponctuels l’indique, l’origine de la thØorie Øtait l’Øtude de sØ-
quences de points alØatoires sur l’Øchelle du temps. De tels processus jouent toujours un
rôle important, par exemple pour modØliser les queues ou les d’attente, ou dans le do-
maine des tØlØcommunications. Aujourd’hui cependant, les processus ponctuels spatiaux
semblent Œtre le domaine dominant, et parfois mŒme des mØthodes de statistiques de pro-
cessus ponctuels spatiaux sont converties dans le domaine temporel.
A partir de maintenant, nous emploierons sans distinction les expressions de processus
spatiaux, de processus ponctuels, de processus ponctuels marqués ou de processus objets
pour parler des mŒmes objets mathØmatiques. De plus, nous essaierons, autant que possible,
de garder les notations dØnies dans cette partie dans la suite du manuscrit.
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2.1.1 Espace des configurations
Soit χ un espace donnØ, muni d’une mØtrique d tel que (χ, d) soit complet et sØparable
(bien souvent Rd muni de la distance euclidienne). On appelle point tout ØlØment x ∈ χ, et
on s’intØresse aux ensembles de points (cf F. 2.1).
F. 2.1  Ensemble de points, ou conguration, de χ = [0, 1] × [0, 1].
Définition 1
On appelle conguration et on note x un ensemble dØnombrable, non ordonnØ
de points de χ :
x = {x1, . . . , xn} , n ∈ N
Par la suite, on s’intØressera aux congurations x dites localement nies (espace N l f ), ie
qui placent dans tout borØlien bornØ A ⊆ χ un nombre Nx(A) ni de points, et simples, ie
tous les points xi ∈ x sont distincts. De plus, on se limitera à l’Øtude des processus dØnis
sur des rØgions bornØes, du fait de notre application à la recherche d’objets dans les images
(ensemble bornØ, et objets dØnis sur un compact). L’espace des congurations nies et
simples sera notØ N f . Pour une dØnition mathØmatiquement rigoureuse de cet espace,
voir [van Lieshout, 2000].
On Øquipe alors χ d’une mesure borØlienne localement nie notØe ν(.), en gØnØral la me-
sure de Lebesgue (notØe Λ(.) par la suite), et on note par extension νn(.) la mesure produit
2.1. Processus spatiaux : définitions et notations 33
sur χn. On dØnit, ensuite, les sous ensembles de N f de la façon suivante :
N fn = {x ∈ N f : Nx(χ) = n}
Une des particularitØs de chaque ØlØment de N f est de contenir un ensemble de points non
ordonnØs. Ainsi, la mesure d’un tel espace limitØ à n points, N fn , est ν(χ)n/n!, le facteur n!
venant du fait que χn est ordonnØ tandis que N f ne l’est pas. On a donc :
ν(N f ) =
∞∑
n=0
ν(χ)n
n! = e
ν(χ) (2.1)
2.1.2 Processus ponctuels : définitions et premiers exemples
Nous souhaitons dØsormais modØliser des objets mathØmatiques qui proposent des con-
gurations alØatoires de points de χ. Il est donc nØcessaire d’introduire la dØnition suivante :
Définition 2
Un processus ponctuel sur χ est une application X d’un espace probabilisØ
(Ω,A,P) dans N l f telle que pour tout borØlien A ⊆ χ, NX(A) est une variable
alØatoire (presque sßrement nie).
GØnØralement, on travaille avec des objets plutôt que des points. Les objets sont dØnis
par leur position dans un espace de positions P et par leurs marques, attributs gØomØtriques
par exemple, dans un espace de marques M. On parle alors de processus ponctuels marquØs
[Daley et Jones, 1988].
Définition 3
Un processus ponctuel marquØ ou processus objet sur χ = P×M est un proces-
sus ponctuel sur χ dont les positions des objets sont dans P et les marques dans
M, tel que le processus des points non marquØs soit un processus ponctuel bien
dØni sur P.
Un processus ponctuel est donc une variable alØatoire à valeurs dans un espace mesu-
rable de congurations de points. L’espace χ Øtant bornØ dans notre restriction (il serait
Øquivalent d’avoir NX(χ) ni presque sßrement), le processus ponctuel est dit ni. Nous no-
tons (N f , N f ) cet espace, avec N f la plus petite σ-algŁbre pour laquelle les applications
x→ Nx(A) (A borØlien bornØ) soient mesurables.
Pour obtenir une rØalisation d’un processus ponctuel, il suffit alors, par exemple, d’utiliser
une distribution de probabilitØs discrŁtes (pn)n∈N pour xer le nombre de points de la con-
guration, ainsi qu’une famille de densitØs de probabilitØ symØtriques { jn(x1, . . . , xn)}n∈N sur
χn pour les positionner dans χ.
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F. 2.2  Quelques rØalisations de processus ponctuels de Poisson dans [0, 1] × [0, 1].
Gauche : processus de Poisson d’intensitØ λ = 100. Droite : processus de Poisson d’in-
tensitØ λ(x = {a, b}) = 200ab.
Un exemple de ce type de processus, sans doute le plus naturel, est le processus de Pois-
son. Il traduit la notion d’uniformitØ dans l’espace N f .
Définition 4
Un processus ponctuel X sur χ est appelØ processus ponctuel de Poisson de
mesure d’intensitØ ν(.) si :
(P1) NX(A) suit une loi de Poisson d’espØrance ν(A) pour tout borØlien bornØ
A ⊆ χ.
(P2) Pour k borØliens disjoints A1, . . . , Ak , les variables alØatoires
NX(A1) . . .NX(Ak) sont indØpendantes.
On parle de processus de Poisson homogŁne lorsque la mesure d’intensitØ ν(.) est pro-
portionnelle à la mesure de Lebesgue Λ(.). On appelle alors ce paramŁtre l’intensitØ du
processus (cf F. 2.2, gauche). Dans le cas gØnØral de processus de Poisson non homo-
gŁne, on dØnit une fonction d’intensitØ λ(.) > 0 comme la dØrivØe de Radon Nikodym
[Halmos, 1950] de ν(.) par rapport à la mesure de Lebesgue (cf F. 2.2, droite). On a alors :
ν(A) =
∫
A
λ(x)Λ(dx) < ∞
La mesure de probabilitØ piν(.) d’un processus de Poisson d’intensitØ λ(.) peut s’Øcrire pour
tout borØlien B ∈ N f :
piν(B) = e−ν(χ)
1[∅∈B] + ∞∑
n=1
piνn(B)
n!
 (2.2)
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avec
piνn(B) =
∫
χ
· · ·
∫
χ
1[{x1,..., xn}∈B]ν(dx1) . . . ν(dxn).
2.1.3 Processus ponctuels définis par une densité
Dans le but de modØliser des lois de processus ponctuels plus complexes, il est courant de
dØnir la loi d’un processus X via sa densitØ de probabilitØ (dØrivØe de Radon Nikodym) par
rapport à la loi piν(.) d’un processus de Poisson dit de rØfØrence. Soit alors f : N f → [0,+∞[
une telle fonction de densitØ. C’est une fonction positive, mesurable, dØnie sur l’espace des
congurations nies de points, et qui vØrie :∫
N f
f (x)dpiν(x) = 1. (2.3)
En particulier, en prenant en compte les Øquations (2.1) et (2.2), la loi du nombre total de
points d’un processus dØni par sa densitØ f (.) est donnØ par la famille des (pn)n∈N suivante :
pn =
e−ν(χ)
n!
∫
χ
· · ·
∫
χ
f ({x1, . . . , xn})dν(x1) · · · dν(xn)
2.1.4 Processus de Markov
Une classe intØressante de processus ponctuels est celle des processus ponctuels de Mar-
kov, ou processus de Gibbs. Ils regroupent les processus ponctuels nis dØnis par une
densitØ pouvant s’Øcrire sous forme ØnergØtique comme une somme de potentiels d’inter-
actions. Ce sont les plus utilisØs en traitement des images puisqu’ils permettent de modØli-
ser les interactions entre les objets du processus, et qu’ils sont facilement programmables
[Baddeley et van Lieshout, 1993, Rue et Hurn, 1999, Descombes et al., 2004a]. Pour plus
de dØtails, on pourra se rØfØrer à [Banorff-Nielsen et al., 1999].
La dØnition d’un processus de Markov (cf [Ripley et Kelly, 1977]) est la suivante :
Définition 5
Soit (χ, d) un espace mØtrique complet et sØparable, ν(.) une mesure borØ-
lienne nie non atomique, et piν(.) la loi d’un processus ponctuel de Poisson
de mesure d’intensitØ ν(.). Soit X un processus ponctuel sur χ dØni par sa
densitØ f (.) par rapport à piν(.).
Alors X est un processus ponctuel de Markov sous la relation symØ-
trique et rØexive ∼ sur χ si, pour toute conguration x ∈ N f telle que
f (x) > 0,
 (a) f (y) > 0 pour tout y ⊆ x, ie tous les objets de y sont dans x (condition
d’hØrØditØ)
 (b) pour tout u ∈ χ, f (x ∪ {u})/ f (x) ne dØpend que de u et de son voisinage
∂({u}) ∩ x = {x ∈ x : u ∼ x}
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On appelle alors clique une conguration dont tous les points sont voisins les uns des autres
par rapport à une relation symØtrique et rØexive notØe ∼. L’ordre d’une clique est le nombre
d’objets qu’elle contient. Le thØorŁme suivant, Øquivalent de celui d’Hammersley-Clifford
pour les processus ponctuels, permet d’exprimer la densitØ d’un processus de Markov sous
une forme ØnergØtique dØcomposØe sur les cliques de la conguration x :
Théorème 1
Une densitØ de processus ponctuel f : N f → [0,∞[ est markovienne sous
une relation de voisinage ∼ si et seulement si il existe une fonction mesurable
φ : N f → [0,∞[ telle que :
f (x) = α
∏
cliques y⊆x
φ(y) (2.4)
pour tout x ∈ N f .
F. 2.3  Quelques rØalisations de processus ponctuels de Strauss dans [0, 1] × [0, 1], R =
0.1. Gauche : γ ∈]0, 1[, rØpulsion entre les objets du processus. Droite : γ > 1 et n0 = 100,
attraction entre les objets du processus, le nombre d’objets Øtant majorØ.
Un des processus de Markov les plus connus est le processus de Strauss [Strauss, 1975].
Sa densitØ par rapport à un processus ponctuel de Poisson de loi piν(.) s’Øcrit :
f (x) = αβn(x)γs(x) (2.5)
oø β > 0, γ ≥ 0, n(x) = NX(χ) et s(x) reprØsente le nombre de cliques d’ordre 2 en relation
par rapport à ∼ : u ∼ v ⇔ d(u, v) < R. Tout d’abord, notons que le paramŁtre β est un
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paramŁtre d’Øchelle, qui corrige l’intensitØ du processus de rØfØrence, puisque celle-ci vaut
dØsormais βλ(.). D’autre part, le processus rØpond diffØremment selon les valeurs de γ :
[1] si γ = 1, le processus est simplement un processus ponctuel de Poisson d’intensitØ
βλ(.).
[2] si γ ∈]0, 1[, le processus induit une rØpulsion entre les points proches au sens de
la relation ∼ (cf F. 2.3, gauche).
[3] si γ = 0, la densitØ interdit d’avoir deux points de la conguration qui soient
voisins au sens de la relation ∼ ("hard core process").
[4] si γ > 1, le processus devient attractif (processus agrØgØ, ou "clustered process")
à la condition unique de multiplier la densitØ par un terme qui majore le nombre
d’objets du processus, du type 1{n(x) ≤ n0} (cf F. 2.3, droite). Dans le cas
contraire, le processus n’est pas dØni (densitØ non intØgrable).
Nous reviendrons, dans la partie 2.2, sur les difficultØs qu’Øprouvent les processus de Gibbs
à former des processus attractifs.
2.1.5 Stabilité d’un processus
La donnØe d’une densitØ sur N f n’est pas suffisante pour dØnir proprement un proces-
sus ponctuel, comme nous venons de le constater. Il faut que celle-ci soit intØgrable par
rapport à un processus de Poisson de rØfØrence. Des critŁres de stabilitØ ont ØtØ proposØs
à ce sujet dans [Ruelle, 1969], et certains sont Øgalement nØcessaires dans les preuves de
convergence ergodique des chaînes de Markov dans le cadre de simulations des lois des
processus par des mØthodes de type MCMC ("Markov Chain Monte Carlo") [Green, 1995,
Geyer et Młller, 1998]. Ces critŁres peuvent Œtre regroupØs dans la condition suivante :
Condition 1
Un processus ponctuel dØni par une densitØ f (.) par rapport à une mesure de
rØfØrence piν(.) est localement stable s’il existe un nombre rØel M tel que :
f (x ∪ u) ≤ M f (x), ∀x ∈ N f , ∀u ∈ χ (2.6)
c’est à dire si l’intensitØ conditionnelle de Papangelou du processus est bornØe
[van Lieshout, 2000].
2.2 Simulation des processus ponctuels
Dans cette partie, nous prØsentons l’algorithme d’Øchantillonnage utilisØ pour simuler
notre modŁle d’extraction d’objets, fondØ sur une reprØsentation par processus ponctuels
marquØs. Tout d’abord, nous rappelons briŁvement les notations introduites lors de la partie
prØcØdente et expliquons le besoin de mettre en place des techniques de type MCMC pour
simuler le processus. Nous dØtaillons, ensuite, l’algorithme de simulation utilisØ, et don-
nons les ØlØments qui prouvent sa convergence vers la loi objectif du processus que nous
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souhaitons simuler. Puis, nous prØsentons l’estimateur et l’algorithme de recuit simulØ dans
le cadre de l’optimisation de ce processus.
2.2.1 Rappel des principales notations
Volontairement, cette partie sur la simulation des processus ponctuels intervient avant
mŒme la prØsentation dØtaillØe de nos modŁles pour l’extraction d’arbres, et notamment
du contenu de leur Ønergie. Nous nous plaçons dans le cadre de la simulation d’un pro-
cessus objet de mesure pi(.) tel que celui dØni prØcØdemment. Les objets du processus
appartiennent à l’espace objet, notØ χ, qui est un fermØ bornØ de Rd. Il s’Øcrit Øgalement
comme le produit d’un espace de positions et d’un espace des marques χ = P ×M, tous
deux fermØs bornØs. Les congurations d’objets de χ sont notØes x = {u1, . . . , un(x)}, oø
ui = [pi,mi] est un objet de position pi et de marques mi.
Le processus objet que nous souhaitons simuler est un processus de Gibbs, dØni sur l’es-
pace des congurations nies N f par sa densitØ f (.) par rapport à un processus de Poisson
de rØfØrence de loi piν(.). On a alors, ∀x ∈ N f et ∀B ∈ N f :
pi(B) =
∫
B
f (x)piν(dx)
La densitØ de ce processus s’Øcrit :
f (x) = 1
Z
exp [−U(x)]
avec
Z =
∫
x∈N f
exp [−U(x)] dx
2.2.2 Problématique et enjeux
Une fois la densitØ du processus dØnie, le problŁme est d’Øchantillonner la loi pi(.) an
d’obtenir des congurations d’objets rØalistes. Le problŁme est que la densitØ f (.) n’est
connue qu’à un facteur de normalisation Z prŁs. Du fait du calcul impossible de cette
constante de normalisation, il n’est pas envisageable de simuler directement une rØalisa-
tion x du processus. Une solution courante est de recourir à des techniques de type MCMC,
qui consistent à construire une chaîne de Markov discrŁte (Xn)n∈N dont la loi invariante est
justement la loi recherchØe.
En pratique, partant d’une conguration initiale quelconque, nous recherchons des algo-
rithmes qui assurent une convergence ergodique de la chaîne (Xn)n∈N vers la loi pi(.). Pour
les propriØtØs et autres thØorŁmes de convergence des chaînes de Markov, le lecteur pourra
consulter l’annexe A rØdigØe à ce sujet dans ce manuscrit ou bien [BrØmaud, 2001].
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DiffØrentes possibilitØs s’offrent alors à nous pour Øchantillonner la loi du processus ponc-
tuel de loi pi(.). Parmi les algorithmes proposØs dans la littØrature, on peut citer les algo-
rithmes de naissance et mort [Preston, 1976, van Lieshout, 1993], les algorithmes de simu-
lation exacte [Lund et Rudemo, 2000, Kendall et Młller, 2000], ainsi que les algorithmes
de type Metropolis-Hastings MCMC à sauts rØversibles [Green, 1995]. C’est cette der-
niŁre famille d’algorithmes que nous avons choisi d’utiliser, pour des raisons dØtaillØes dans
[Lacoste, 2004] (notamment la vitesse de convergence, le temps de calcul, et la exibilitØ).
D’une façon gØnØrale, tous ces schØmas doivent vØrier certaines propriØtØs, an d’assurer
la convergence de la chaîne de Markov vers la loi pi(.), qui comprennent : la pi(.) invariance,
l’irrØductibilitØ, la rØcurrence au sens de Harris, et l’ergodicitØ gØomØtrique. Ces diffØrentes
propriØtØs seront dØmontrØes pour notre algorithme dans les chapitres suivants. Nous nous
contentons, dans ce chapitre, de donner des rØsultats prouvØs dans la littØrature.
2.2.3 Algorithme de type Metropolis-Hastings
Nous commençons ici par prØsenter un algorithme de type Metropolis-Hastings dØcrit par
Geyer et Młller dans [Geyer et Młller, 1994] (cf Algorithme GM page suivante). Il pro-
pose de construire une chaîne de Markov (Xn)n∈N sur N f qui explore le sous ensemble des
congurations { f (x) > 0}, en reprenant le formalisme des algorithmes de type Metropolis-
Hastings (proposition d’une perturbation de la chaîne puis acceptation ou refus de cette
proposition) [Hastings, 1970, Metropolis et al., 1953].
L’objectif est ici, dans le cadre de processus ponctuels, de pouvoir naviguer dans les diffØ-
rentes dimensions de l’espace des congurations nies N f (algorithme à sauts rØversibles).
C’est pourquoi les perturbations proposØes par Geyer et Młller sont la naissance (ajout d’un
objet à la conguration courante) et la mort (suppression d’un objet de la conguration cou-
rante). Le taux d’acceptation R(x, y) est dØni de maniŁre à assurer la pi-rØversibilitØ de la
chaîne (cf annexe A).
La condition suffisante de convergence ergodique de la chaîne est la stabilitØ locale dØnie
dans la condition 1 à l’Øquation (2.6). Ainsi, partant de n’importe quelle conguration ini-
tiale X0 ∈ N f telle que f (X0) > 0, la chaîne de Markov dØnie par son noyau de transition K
issu de l’algorithme GM converge vers pi(.), en variation totale, avec un taux gØomØtrique :
∃r > 1
∞∑
n=1
rn‖Kn(x, .) − pi(.)‖TV < ∞ ∀x ∈ N f
Ce rØsultat implique quelques corollaires asymptotiques, comme l’Øquivalent du thØorŁme
central limite pour les fonction g suffisamment rØguliŁres, vØriant la condition de Lyapu-
nov : ∫
‖g(x)‖2+pi(dx) < ∞
Dans ce cas, en effet, l’estimation empirique de µ = Epi
[
g(X)] par µn = 1n ∑n1 g(Xi) suit un
thØorŁme central limite.
40 Chapitre 2. Processus spatiaux et leurs applications en foresterie
Algorithme GM
[1] Choisir une conguration initiale X0 = x telle que f (x) > 0.
[2] A partir de l’Øtat courant Xt = x :
[1] Naissance : avec une probabilitØ 12 , gØnØrer suivant ν(.)ν(χ)
un objet u ∈ χ et proposer de l’ajouter à la conguration
courante. Soit y = x∪u la conguration proposØe, calculer
le taux :
R(x, y) = f (y)f (x)
ν(χ)
n(y)
[2] Mort : avec une probabilitØ 12 , proposer de retirer un objet
u choisi uniformØment dans x. Soit y = x \ u la congura-
tion proposØe, calculer le taux :
R(x, y) = f (y)f (x)
n(x)
ν(χ)
Sauf si Xt = ∅, auquel cas poser directement Xt+1 = Xt.
[3] Avec une probabilitØ α = min(1,R), accepter la proposi-
tion : Xt+1 = y. Sinon, rejeter la proposition : Xt+1 = x.
2.2.4 Algorithme de Metropolis-Hastings-Green
Bien qu’il soit suffisant de dØnir un noyau de type naissance et mort comme celui pro-
posØ dans l’algorithme GM, il serait intØressant, en pratique, d’assurer une plus grande
mØlangeance de la chaîne, tout en conservant ses propriØtØs de convergence. La formulation
proposØe dans [Green, 1995] va dans ce sens, en autorisant un nombre quelconque de per-
turbations.
Ainsi, la chaîne de Markov (Xn)n∈N est dØsormais guidØe par un noyau de proposition
Q(x, .), qui, lui-mŒme, se compose d’un mØlange de noyaux de propositions, ou de mouve-
ments. Si Xt = x, ce noyau s’Øcrit :
Q(x, .) =
∑
m
pm(x)Qm(x, .) avec Q(x,N f ) ≤ 1
A chacun des noyaux Qm(x, .), choisi avec la probabilitØ pm(x), correspond une perturbation
de la chaîne. Une fois donnØe la loi objectif pi(.) sur N f , la convergence de la chaîne repose
sur la condition suivante.
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Condition 2
Pour chaque noyau de proposition Qm(., .), il existe une mesure symØtrique
ξm(., .) de telle sorte que pi(.)Qm(., .) soit absolument continu par rapport à
ξm(., .). La dØrivØe de Radon-Nykodym associØe est notØe Dm(., .), et s’Øcrit :
Dm(x, y) = pi(dx)Qm(x, dy)
ξ(dx, dy) (2.7)
A noter que pour ne pas confondre avec la densitØ de la loi objectif f (.), nous avons rem-
placØ la notation de la dØrivØe de Radon Nikodym, Øcrite fm(., .) dans [Green, 1995], par
Dm(., .). Une fois cette condition vØriØe, l’algorithme Metropolis-Hastings-Green (MHG)
construit une chaîne de Markov pi(.)-invariante.
Algorithme MHG
[1] Choisir une conguration initiale X0 = x telle que f (x) > 0.
[2] A partir de l’Øtat courant Xt = x :
[1] Choisir un noyau de proposition Qm(x, .) avec la probabi-
litØ pm(x), ou bien laisser l’Øtat inchangØ avec une proba-
bilitØ 1 −∑m pm(x).
[2] Simuler y suivant le noyau de proposition choisi :
y ∼ Qm(x, .)
[3] Par rapport aux dØrivØes de Radon-Nykodym Dm(., .) asso-
ciØes, calculer le rapport de Green correspondant :
Rm(x, y) = Dm(y, x)Dm(x, y) =
f (y)piν(dy)
f (x)piν(dx)
Qm(y, dx)
Qm(x, dy)
[4] Avec une probabilitØ α = min(1,Rm), accepter la proposi-
tion : Xt+1 = y. Sinon, rejeter la proposition : Xt+1 = x.
La pi(.)-rØversibilitØ de la chaîne de Markov est assurØe par le choix du taux d’acceptation
et la symØtrie de la mesure ξm(., .) [Green, 1995]. De plus, la condition 1 est une condi-
tion suffisante pour Øtablir la convergence de la chaîne lorsque le noyau de proposition est
constituØ du noyau de naissance-mort uniforme (semblable à celui de l’algorithme GM) et
de noyaux qui ne changent pas le nombre d’objets de la conguration (translation d’un objet
par exemple) [Geyer et Młller, 1998, Lacoste, 2004, Ortner, 2004]. L’ajout d’autres noyaux
nØcessite la mise en place de preuves de convergence spØciques.
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2.3 Application à l’extraction d’objets
Dans le cadre de notre problŁme d’extraction d’objets sur une image Y , avec un a priori
de forme gØomØtrique des objets comme constatØ au chapitre 1, les processus ponctuels
marquØs prennent tout leur sens. On recherche alors dans l’image la localisation et la forme
de ces objets gØomØtriques, dØnis sur un espace χ, autrement dit la conguration x qui
rØpond le mieux à des contraintes internes (Ønergie U interne) et à des contraintes liØes à
l’image (Ønergie Uexterne). La densitØ du processus ponctuel peut alors s’Øcrire :
f (x) = 1
Z
exp [−U(x)]
oø U(x) reprØsente la somme des Ønergies interne et externe du modŁle.
2.3.1 A propos de la simulation
Pour Øchantillonner la loi pi(.) de ce processus ponctuel, dØni sur l’espace des congura-
tions nies N f par sa densitØ f (.) par rapport à un processus de Poisson de rØfØrence de loi
piν(.), nous avons vu qu’il Øtait possible d’utiliser des algorithmes de type MCMC à sauts
rØversibles. Ceux-ci construisent une chaîne de Markov (Xn)n∈N qui converge vers la loi
objectif pi(.) sous certaines conditions.
Dans nos modŁles, nous utilisons l’algorithme MHG avec des noyaux de propositions spØ-
ciques, pour lesquelles nous prouverons la pi-rØversibilitØ et la convergence de la chaîne de
Markov. Ces noyaux devront renfermer des mouvements, des perturbations, qui vont dans
le sens des congurations d’objets que l’on recherche, an d’accØlØrer la convergence tout
en augmentant autant que possible la mØlangeance de la chaîne, c’est-à-dire une exploration
plus efficace de l’espace des congurations d’objets. Nous prØsenterons, dans les chapitres
suivants les noyaux utilisØs.
2.3.2 Optimisation
Dans le cadre de l’extraction d’objets sur une image, nous recherchons la meilleure con-
guration au sens de l’Ønergie modØlisØe (sachant les donnØes), autrement dit celle qui mini-
mise l’Ønergie U(x). Notre estimateur est donc le Maximum A Posteriori (MAP). D’autres
estimateurs ont ØtØ testØs dans le cadre des processus ponctuels [Rue, 1995, Rue, 1997,
Rue et Hurn, 1997b], mais l’avantage du MAP est que l’on peut l’estimer en utilisant un al-
gorithme de recuit simulØ [van Laarhoven et Aarts, 1987]. Il est d’ailleurs largement utilisØ
dans de nombreuses autres applications en traitement des images [Winkler, 2003].
Le principe est de simuler non plus une chaîne de Markov (Xn)n∈N homogŁne convergeant
vers la loi pi(dx) = f (x)piν(dx), mais une chaîne non homogŁne convergeant vers la loi
piT (dx) = f (x) 1T piν(dx) oø T est un paramŁtre appelØ tempØrature du systŁme [Cerny, 1985,
Kirkpatrick et al., 1983]. T dØcroît lentement vers 0 au cours de la simulation. Ce para-
mŁtre de tempØrature intervient dans le calcul des taux d’acceptation des mouvements de
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l’algorithme MHG, puisque :
Rm(x, y) = f (y)
1
T piν(dy)
f (x) 1T piν(dx)
Qm(y, dx)
Qm(x, dy)
Ainsi, le recuit simulØ permet d’explorer divers minima locaux, en acceptant parfois des
mouvements qui augmentent l’Ønergie du modŁle (d’autant plus quand la tempØrature est
haute). Lorsque T → 0, la distribution piT (.) tend vers celle d’une somme de distributions
de Dirac localisØes au niveau des minima globaux de l’Ønergie, regroupØs dans un ensemble
notØ N fUmin . L’Øvolution de la tempØrature durant le processus d’optimisation est appelØe un
schØma de dØcroissance. Ce schØma est dit asymptotiquement correct [Azencott, 1992] s’il
vØrie :
lim
n→∞
P(Xn ∈ N fUmin) = 1 (2.8)
Les preuves de convergence du recuit simulØ ont ØtØ apportØes dans le cas d’espaces dis-
crets nis [Geman et Geman, 1984, Hajek, 1985], de compacts [Locatelli, 2000], d’espaces
plus complexes [Andrieu et al., 2001, Haario et Saksman, 1991], et plus rØcemment dans
le cadre de l’optimisation de processus ponctuels simulØs avec des algorithmes de type
naissance-mort [van Lieshout, 1993] ou MCMC à saut rØversibles [Stoica et al., 2004]. Ils
mettent tous en avant une dØcroissance logarithmique de type :
lim
n→∞
Tn log(n) ≥ K > 0 (2.9)
oø K dØpend du paysage de l’Ønergie et, en particulier, de la profondeur du plus grand puits
autour des minima.
2.3.3 Simulation en temps fini
En pratique, une dØcroissance logarithmique est trop lente et nous recherchons des schØ-
mas plus rapides, qui nous font sortir du cadre mathØmatique de la convergence du recuit si-
mulØ, mais qui donnent accŁs à de bons minima locaux en un temps ni. Les deux stratØgies
qui s’offrent à nous sont : amØliorer la vitesse de convergence en travaillant sur le noyau de
proposition de la chaîne de Markov (à l’image du "Data Driven MCMC" [Tu et Zhu, 2002]),
et adapter le schØma de dØcroissance. Nous rentrerons dans les dØtails de la premiŁre pro-
position dans les prochains chapitres. Nous traitons la seconde ci-dessous.
De nombreux schØmas de dØcroissance ont ØtØ proposØs dans la littØrature [Fachat, 2000,
Salamon et al., 2002, Varanelli, 1996]. Dans [Perrin et al., 2005a], nous en avons comparØ
quelques-uns sur un exemple concret. Les plus courants sont ceux qui reposent sur une
dØcroissance par paliers dits gØomØtriques, ou exponentiels, oø la tempØrature est mise à
jour toutes les k itØrations (ie aux itØrations nk). La tempØrature du n-iŁme palier est donnØe
par :
Tn = T0 ∗ an (2.10)
avec a < 1 et trŁs proche de 1. D’une façon gØnØrale, tous ces schØmas non logarith-
miques, en temps ni, mŁnent au phØnomŁne d’ergodicitØ cassØe [Salamon et al., 2002],
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spØcialement dans les applications avec de grands espaces comme ceux que nous utili-
sons (dimension variable) : la chaîne de Markov n’a pas le temps de converger vers la
loi piTn(.) au cours du palier à la tempØrature Tn. Aussi, certains schØmas [Fachat, 2000,
Tafelmayer et Hoffmann, 1995] proposent de ne dØcroître la tempØrature qu’au cas oø l’Øner-
gie moyenne du plateau actuelle est plus grande que celle du plateau prØcØdent, ce qui traduit
une certaine atteinte de l’Øquilibre :
Tn+1 =
 Tn if E[U(X)]n ≤ E[U(X)]n−1a ∗ Tn sinon (2.11)
avec E[U(X)]n = 1k
∑i=k(n+1)
i=kn U(Xi).
Un autre schØma adaptatif est proposØ dans [Ortner, 2004] et permet de changer le co-
efficient de dØcroissance a, en le diminuant si l’Ønergie ne descend pas assez rapidement,
et en l’augmentant dans le cas contraire. C’est celui que nous avons utilisØ en pratique. Il
permet mŒme de rØchauffer la tempØrature si l’Ønergie descend trop vite. De cette façon,
on peut mettre en Øvidence l’existence d’une tempØrature critique au cours de la simula-
tion, lors de laquelle le modŁle choisit son minimum local : l’Ønergie descend alors for-
tement. C’est au niveau de cette tempØrature qu’il est intØressant de passer du temps lors
de nos simulations. Le principe de ce recuit adaptatif est d’Øtudier toutes les k itØrations
les Ønergies moyennes rencontrØes au niveau de sous-plateaux d’une longueur k ′ (typique-
ment kk′ = 10) : E[U(X)]in = 1k′
∑ j=kn+(i+1)k′
j=kn+ik′ U(X j) pour le ième sous-plateau. S’il y a assez
d’Ønergies moyennes de ces sous-plateaux qui sont au dessus de l’Ønergie moyenne du pla-
teau prØcØdent, nous continuons la dØcroissance de la tempØrature au mŒme rythme. S’il y
en a trop, nous accØlØrons la dØcroissance, et si il n’y en a pas assez, nous ralentissons la
dØcroissance et rØchauffons la tempØrature. Cela donne :
Tn+1 =

1
an
∗ Tn si ]
{
E[U(X)]in ≥ E[U(X)]n−1
}
= 0 et an+1 = a
1
r
n
an ∗ Tn si ]
{
E[U(X)]in ≥ E[U(X)]n−1
}
∈ [1, 4] et an+1 = an
an ∗ Tn si ]
{
E[U(X)]in ≥ E[U(X)]n−1
}
≥ 5 et an+1 = arn
(2.12)
2.4 Statistiques spatiales en foresterie
Les principaux champs d’application des processus ponctuels spatiaux sont l’astronomie,
la biologie, la gØologie, l’archØologie, les sciences des matØriaux. Mais aucun de ces champs
n’utilise les processus ponctuels aussi intensØment et n’a autant stimulØ la thØorie que la fo-
resterie.
De nombreux processus ponctuels ont en effet ØtØ proposØs et testØs dans le cadre d’Øtudes
liØes aux sciences forestiŁres. Il s’agit de modØliser mathØmatiquement la rØpartition des
houppiers, c’est-à-dire la structure spatiale de la parcelle, an de mieux comprendre les
processus naturels mis en jeu. Puis, les modŁles qui rØpondent le mieux aux donnØes re-
cueillies sur le terrain permettent de simuler des peuplements virtuels, et de prØdire des
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rØsultats en opØrations forestiŁres comme la plantation et l’éclaircissage. Bien souvent, on
adjoint des marques aux points du processus, qui devient un processus ponctuel marquØ.
Les marques sont, par exemple, les caractØristiques des arbres comme le diamŁtre, l’espŁce,
ou le degrØ de dØgât par des facteurs environnementaux.
Dans cette partie, nous proposons de dØcrire les processus spatiaux les plus utilisØs en
foresterie. En dehors des processus de Poisson non homogŁnes, que nous avons explicitØs
dans la partie prØcØdente et qui ne sont pas rØalistes pour modØliser les structures spa-
tiales dans les forŒts, les deux familles de processus les plus frØquemment rencontrØes sont
les processus dits agrØgØs et les processus de Gibbs. Le lecteur dØsireux d’en savoir plus
sur la modØlisation des peuplements à l’aide des processus spatiaux se rapportera notam-
ment aux travaux de [Goreaud, 2000, Pelissier et Goreaud, 2001, Goreaud et al., 2004] ou
de [Penttinen et Stoyan, 2000, Couteron et al., 2003].
2.4.1 Processus agrégés
Quand on Øtudie la rØpartition spatiale des arbres en foresterie, ou des cellules en biologie,
il est rare de trouver des structures complŁtement alØatoires. Il est ainsi intØressant d’Øtudier
la variabilitØ et la compacitØ des structures prØsentes dans l’image an de les modØliser dans
un deuxiŁme temps. Ces phØnomŁnes peuvent se mesurer sur des rØalisations donnØes par
l’intermØdiaire des fonctions de Ripley K(r) et de Besag L(r) dØnies par :
K(r) = E [NB(r)]
λ
L(r) =
√
K(r)
pi
− r (2.13)
oø λ dØsigne la densitØ des objets et NB(r) le nombre de voisins à une distance r. Ces
fonctions peuvent Œtre estimØes, malgrØ les effets de bord, et donner une information sur la
structure du processus sous-jacent. Une interpØtation rapide de la fonction L(r) donne par
exemple, pour des valeurs positives, une propriØtØ d’agrØgation du processus et pour des
valeurs nØgatives, une rØgularitØ car à une distance donnØe, on trouve moins de voisins que
dans un processus alØatoire. Le processus de Poisson homogŁne est, quant à lui, l’hypothŁse
nulle qui donne L(r) = 0. Cette structure sur le terrain doit se retrouver dans les processus
ponctuels modØlisØs.
Ainsi, la classe des processus ponctuels agrØgØs modØlise ces agrØgats en utilisant un pro-
cessus de points descendants X distribuØs par rapport à un processus de points ascendants
P. Les agrØgats sont donc construits autour d’un processus initial, les points du processus
nal Øtant les points descendants. Il s’agit donc d’un processus doublement stochastique,
qui dØpend de la nature mŒme du processus ascendant, et de la façon dont sont gØnØrØs les
points descendants par rapport aux points ascendants [van Lieshout et Baddeley, 2001]. Les
noms de certains de ces processus sont explicitØs dans le tableau suivant :
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Processus ascendant Processus descendant Nom du processus
gØnØral gØnØral processus agrØgØ indØpendant
Poisson gØnØral processus agrØgØ de Poisson
gØnØral Poisson processus de Cox
Poisson Poisson processus de Neyman-Scott
Poisson (homogŁne) Poisson (constant par morceaux) processus de Matern
F. 2.4  Quelques rØalisations de processus ponctuels agrØgØs dans [0, 1]×[0, 1], les points
du processus ascendant Øtant les losanges rouges et ceux du processus descendant les croix
noires. Gauche : processus de Matern de paramŁtres λp = 10, µ = 400, R = 0.1. Droite :
processus de Thomas de paramŁtres λp = 10, σ = 0.1.
Des processus comme celui de Cox ou de Matern [Matern, 1960] sont, en fait, des pro-
cessus de Poisson non homogŁnes oø l’intensitØ du processus est elle-mŒme alØatoire. Par
exemple, dans le processus de Matern, cette intensitØ est constante par morceaux dans des
disques autour des points du processus ascendant qui eux-mŒmes dØcoulent d’un processus
de Poisson homogŁne d’intensitØ λp :
λ(x) = µ
∞∑
i=1
1b(pi,R)(x)
D’une façon plus gØnØrale, on attend dans les forŒts une fonction d’intensitØ plus lissØe, ce
que les processus de Thomas peuvent offrir :
λ(x) = µ
∞∑
i=1
φσ(x − pi)
avec φσ la fonction de densitØ d’une loi normale de variance σ2. Des exemples de ces
processus sont donnØs dans la F. 2.4.
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2.4.2 Processus de Gibbs
Le problŁme des processus de Poisson non homogŁnes et des processus agrØgØs est qu’ils
produisent trop de faibles distances entre les arbres, ce qui n’est pas complŁtement rØaliste
pour les forŒts oø l’on observe la plupart du temps des rØpulsions entre les houppiers. En
effet, les zones d’arbres qui prØsentent une rØgularitØ importante ne sont pas adaptØes pour
ce type de procesus, qui n’intŁgre pas, par exemple, de rØpulsions entre les objets.
Pour se dØfaire de ce cas pathologique, une premiŁre solution serait de modier ce pro-
cessus en rejetant par un Øclaircissage les points situØs trop prŁs de points dØjà existants,
comme dans le "SSI process" ("Sequential Spatial Inhibition") [Stoyan et al., 1995]. A la
place, il est plus intØressant d’utiliser des processus de Gibbs [Stoyan et Stoyan, 1998] avec
des interactions par paires (cliques d’ordre 2) comme le processus de Strauss, pondØrØ par
une densitØ non homogŁne pour la position du houppier :
f (x) = α exp
(
−
∑
θ(‖xi − x j‖)
) n∏
i=1
p(xi) (2.14)
Dans une perspective de structures mØlangØes (plusieurs espŁces), on peut aussi imaginer
que certaines espŁces d’arbres attirent ou repoussent la prØsence d’autres espŁces. Les pro-
cessus de Gibbs pourraient modØliser ces structures forestiŁres complexes avec une fonction
d’attraction ou d’inhibition entre les cliques d’ordre 2 dØpendant de l’espŁce, de l’âge, ou
de la distance entre les arbres [Goreaud et al., 1997].
L’avantage des processus de Gibbs est qu’ils sont faciles à simuler avec des algorithmes de
type MCMC ou de type "spatial birth and death". L’estimation des paramŁtres des familles
de potentiels pouvant Œtre rØalisØe par des algorithmes de type MCMCML ("MCMC Maxi-
mum Likelihood") [Geyer et Młller, 1998, Ogata et Tanemura, 1985]. Le problŁme princi-
pal est que cette classe de processus ponctuels rencontre des difficultØs pour produire des
agrØgats de points de variØtØ suffisante pour des applications forestiŁres, puisque bien sou-
vent les agrØgats impliquent que la densitØ n’est pas intØgrable (cf processus de Strauss avec
γ > 1).
Chapitre 3
Modèle 2D : extraction dans les zones
denses
Dans ce chapitre, nous prØsentons une des contributions de cette thŁse, à savoir un modŁle
2D d’extraction de houppiers dans les zones de forŒt dite dense. Nous prØciserons cette
signication par la suite. Notre premiŁre application Øtait le comptage d’arbres dans les
plantations de peupliers. Dans une premiŁre partie, nous dØnissons notre espace de travail
et prØcisons la notion d’objet arbre. Puis, nous prØsentons l’Ønergie du processus objet, en
distinguant deux types d’attache aux donnØes (ie. un modŁle bayØsien et un modŁle non
bayØsien), avant de dØcrire en dØtail le noyau de proposition de l’algorithme MHG. Enn,
nous exposons et commentons quelques rØsultats sur des images IRC fournies par l’IFN.
3.1 Description du modèle
3.1.1 Choix des images
Devant l’immense variØtØ des types de structures forestiŁres, nous avons dß commencer
par traiter un cas particulier pour tester notre mØthodologie sur l’extraction de houppiers.
Ainsi, nous avons tout d’abord choisi des images de plantations de peupliers, l’un des cas les
plus simples puisque les couronnes des arbres ne se recouvrent pas, et puisque la structure
gØomØtrique des plantations (les positions des arbres sont sur une "grille") est une informa-
tion a priori que nous pouvons introduire dans nos modŁles pour faciliter l’extraction. Les
plantations font partie de ce que nous appelons dans ce manuscrit des zones denses. Il ne
s’agit pas de la densitØ de tiges à l’hectare, qui varie dans ces zones de quelques 300 à 1000
arbres, mais plutôt de la densitØ du couvert : la canopØe y est quasi-saturØe, on ne distingue
pas les ombres propres de chaque arbre. Bien Øvidemment, ces observations et ces termi-
nologies ne sont pas propres aux forestiers, il s’agit plutôt d’une classication introduite ici
pour choisir l’algorithme appropriØ pour traiter les diffØrentes images.
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Les informations relatives à l’image que nous utilisons pour extraire les arbres sur ces
zones denses sont assez proches de celles relevØes dans les approches de type contour (cf
chapitre 1). Segmenter les houppiers dans ces images revient, en effet, à extraire les zones
de forte rØectance dans le proche infrarouge entourØes de zones sombres (les ombres des
arbres), de la mŒme façon que l’on cherche à isoler des maxima locaux par des vallØes
sombres dans [Gougeon et Leckie, 1998].
Ensuite, se pose la question des informations à l’Øchelle de l’arbre que nous pouvons ex-
traire à partir de ces images. Il s’agit tout d’abord de la position des tiges, qui sera celle des
objets de la conguration optimale. Le comptage des arbres dØcoule directement de cette
information. La taille des arbres est une autre information d’intØrŒt, et accessible au vu de la
rØsolution submØtrique des images. Etant donnØe la forme des arbres vus de haut (du moins
ceux proches du Nadir, comme nous le verrons par la suite), nous avons dØcidØ de chercher
des objets en forme de disques ou d’ellipses, an d’estimer la taille de la couronne à partir
de la taille des axes de l’objet. Nous prØsentons dans cette partie le modŁle elliptique, et
le comparerons avec un modŁle plus simple de disques dans le chapitre 5. Enn, l’espŁce
de l’arbre est une information que les photo-interprŁtes parviennent bien souvent à infØrer à
partir de l’observation de l’arbre, en particulier de sa colorimØtrie, de sa texture, de son envi-
ronnement et de la localisation de la forŒt sur le territoire. Sur les donnØes images, les arbres
recouvrent de l’ordre d’une cinquantaine de pixels, il est donc envisageable d’extraire cette
information par le biais de calculs de paramŁtres texturaux, comme marques associØes aux
objets, ou en post-traitement. Nous n’avons cependant pas abordØ ce problŁme dans cette
thŁse par manque de temps, mais il sera discutØ dans les perspectives de dØveloppement
prØsentØes au chapitre 5.
3.1.2 Objets d’intérêt
Nous commençons ici par dØnir notre espace objet χ = P ×M auquel appartiennent les
objets du processus. L’espace des positions est un domaine continu de la taille de l’image
de dimensions XM × YM :
P = [0, XM] × [0,YM]
L’espace des marques, quant à lui, correspond à la paramØtrisation d’une ellipse et peut Œtre
dØni de deux maniŁres (cf F. 3.1). Nous utiliserons principalement la premiŁre dØnition
pour la mise en place des mouvements du noyau de proposition :
1. on dØnit l’ellipse par son demi grand axe a, son demi petit axe b ≤ a et l’orientation
θ de son grand axe par rapport à l’horizontale (dans le sens horaire) :
(a, b, θ) ∈M = [am, aM] × [am, aM] × [0, pi[ , a ≥ b
2. on dØnit l’ellipse par la demi-taille de ses deux axes a et b, sans prØciser le plus
grand, l’axe a Øtant celui dans le coin en bas à droite, et l’orientation θ de cet axe a
par rapport à l’horizontale (dans le sens horaire) :
(a, b, θ) ∈M = [am, aM] × [am, aM] × [0, pi2[
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F. 3.1  Espace des objets χ = P ×M. Objets de gauche, formulation 1 : un grand axe a,
un petit axe b et θ ∈ [0, pi[. Objets de droite, formulation 2 : deux axes a et b, et θ ∈ [0, pi2 [.
Les paramŁtres am et aM sont importants puisque nous rechercherons dans l’image des
arbres de diamŁtre minimum 2am et de diamŁtre maximum 2aM . Une connaissance a priori
sur la taille des arbres recherchØs permet d’accØlØrer l’extraction, puisque, plus nous restrei-
gnons la taille de l’espace des marques, plus l’optimisation du processus est rapide.
Notre but est, de façon triviale, de rechercher des ellipses dans l’image rØpondant au mieux
à un modŁle ØnergØtique dØni. Cette recherche de primitives gØomØtriques dans une image
peut Œtre rØalisØe avec d’autres outils que les processus ponctuels, comme par exemple
avec une transformation de Hough [Aguado et Nixon, 1995] ou un algorithme gØnØtique
[Kawagushi et Nagata, 1998] (souvent prØcØdØs d’un gradient de l’image pour rØcupØrer
les formes elliptiques). L’avantage des processus ponctuels marquØs est principalement le
fait qu’ils permettent de modØliser des interactions entre les objets, mais aussi leur grande
exibilitØ par rapport au terme d’Ønergie externe liØ à l’image.
Dans la suite de ce manuscrit, l’espace objet du modŁle 2D sera notØ χ2, puisqu’il rØfŁre à
des objets de dimension 2, pour le distinguer de l’espace des objets 3D, notØ χ3, que nous
introduirons dans le prochain chapitre. L’espace objet χ2 est un compact de R5.
3.1.3 Modèle probabiliste
Nous rappelons, en quelques mots, notre cadre de travail. Il s’agit de modØliser une image
Y comme l’observation d’une variable cachØe X, qui est la rØalisation d’un processus de
Gibbs. On recherche ainsi la meilleure conguration d’objets (dØcrits ci-dessus) dans l’image
au sens d’une Ønergie U(x) comportant un terme interne (interactions entre les objets, Øner-
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gie Uinterne) et un terme liØ à l’image (Ønergie Uexterne). La loi de probabilitØ pi(.) du pro-
cessus ponctuel X est Øcrite via sa densitØ f (.) par rapport à un processus de Poisson de
rØfØrence piν(.), de mesure d’intensitØ ν(.) :
pi(dx) = f (x)piν(x)
oø la densitØ s’Øcrit en fonction de l’Ønergie du modŁle :
f (x) = 1
Z
exp [−U(x)]
Au chapitre prØcØdent, nous avons vu qu’il est possible de construire une chaîne de Markov
(Xn)n∈N qui converge ergodiquement vers la loi objectif pi(.), en utilisant l’algorithme MHG.
Cet Øchantillonneur donne accŁs au calcul de nombreuses statistiques sur le processus, et,
utilisØ dans le cadre d’un algorithme de recuit simulØ, permet d’estimer le Maximum de
Vraisemblance (MAP dans le cadre bayØsien) :
X = Argmax f (X)
3.1.4 Processus de référence
En premier lieu, il est intØressant de se pencher sur la modØlisation du processus de Poisson
de rØfØrence. Au cours de la simulation, c’est lui qui impose la dynamique à la chaîne
de Markov à haute tempØrature. En effet, pour une tempØrature de recuit Tn, la chaîne de
Markov converge vers la distribution piTn(.) suivante :
piTn(dx) =
[ f (x)] 1Tn piν(x)
Les hautes tempØratures ont donc tendance à uniformiser la distribution de densitØ sur l’es-
pace N f , ce qui fait que l’algorithme MHG simule le processus de Poisson de rØfØrence. En
effet, le taux de Green d’un mouvement quelconque m, dØni par son noyau de proposition
Qm(x, dy), proposant un saut d’une conguration d’objets x vers une conguration y est :
Rm(x, y) =
[ f (y)
f (x)
] 1
Tn piν(dy)
piν(dx)
Qm(y, dx)
Qm(x, dy) (3.1)
Il est important de ne pas avoir une rupture de dynamique trop forte lorsque la tempØra-
ture dØcroît. Il est donc essentiel que les statistiques du processus de Poisson de rØfØrence
(comme le nombre moyen d’objets) soient proches de celles du processus à basse tempØ-
rature. En particulier, la moyenne du nombre de points sur un borØlien A ∈ χ2, pour ce
processus de rØfØrence dont la mesure d’intensitØ ν(.) par rapport à la mesure de Lebesgue
Λ(.) a pour densitØ λ(.), est :
E[NA(x)] =
∫
A
λ(x)Λ(dx)
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F. 3.2  Gauche : image d’origine c© IFN. Droite : intensitØ λNDVI(.) du processus de
Poisson de rØfØrence, 10 niveaux de gris.
Pour nos images de forŒts, l’information apportØe par l’index NDVI (cf chapitre 1) est
pØcieuse pour pondØrer l’intensitØ λ(.), puisque cela nous permet de gØnØrer plus de points
dans les zones de vØgØtation. Nous Øcrivons alors l’intensitØ comme suit :
λ(x) = βλNDVI(x)
En pratique, l’intensitØ λNDVI(x) en chaque point de χ2 est celle du pixel auquel la position
du point appartient. Cette valeur est obtenue en calculant les valeurs du NDVI en chaque
pixel, puis en transfØrant l’index par une transformation linØaire et un passage à l’entier dans
{1, . . . , 10} (cf F. 3.2). Un pixel de l’image avec une forte valeur de NDVI sera donc au
maximum visitØ 10 fois plus en moyenne qu’un pixel avec un faible NDVI par un processus
de Poisson.
Quant au coefficient β, il peut Œtre choisi par rapport à une estimation du nombre d’arbres
prØsents dans l’image, en fonction de la rØsolution de l’image, de la taille des couronnes
attendues, et de la surface de l’image comportant une forte valeur de NDVI (seuil à dØ-
terminer). L’estimation de la densitØ (en nombre de tiges par hectare) est un problŁme de
recherche à part entiŁre.
3.1.5 Modèles d’énergie
Nous avons explorØ la possibilitØ de dØnir un modŁle bayØsien pour l’extraction des
arbres dans les zones denses. Le modŁle bayØsien est un modŁle alØatoire oø l’image Y
est considØrØe comme une observation bruitØe d’un phØnomŁne alØatoire X. A partir de la
formule de Bayes, on peut ainsi remonter au phØnomŁne X à travers la loi a posteriori sur
les observations :
P(X = x|Y) ∝ P(Y |X = x)P(X = x)
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Pour rentrer dans ce cadre, il est donc nØcessaire de dØnir une loi dite a priori P(X = x),
qui introduit une connaissance sur le comportement de la variable cachØe X, ainsi qu’une loi
des observations ou vraisemblance P(Y |X = x), ie un modŁle statistique de l’image Y Øtant
donnØ X. Il faut, ainsi, à la fois un modŁle associØ aux objets et un modŁle associØ au "fond"
(on appelle fond de l’image toutes les parties qui ne concernent pas les objets d’intØrŒt).
Or, la complexitØ du fond fait que l’on se heurte souvent à des problŁmes de modØlisation
[Lacoste, 2004, Ortner, 2004]. Nous dØtaillerons, dans ce chapitre, notre modŁle bayØsien
pour l’extraction des arbres, et analyserons ses limites.
A l’inverse, il est possible de modØliser l’Ønergie externe de façon non bayØsienne, si l’on
n’est pas en mesure de dØnir un modŁle global de reconstruction de l’image Y . Le champ
externe Uexterne(x) exprime la qualitØ d’une conguration par rapport aux donnØes de façon
locale cette fois, au moyen d’une fonction de coßt calculØe au niveau des objets :
Uexterne(x) =
∑
u∈x
Ud(u) (3.2)
Ud(.) est une fonction de χ2 dans R qui quantie la pertinence d’un objet au vu de la donnØe.
Si Ud(u) ≤ 0, l’objet u est attractif et sa prØsence sera favorisØe, puisque l’on recherche la
conguration qui minimise l’Ønergie globale. Au contraire, si Ud(u) ≥ 0, l’objet u sera
pØnalisØ. A noter que, puisque certains objets sont attractifs, il est nØcessaire d’avoir un
terme d’exclusion pour Øviter les accumulations de ces objets dans la conguration nale.
Le modŁle ØnergØtique global doit, en effet, vØrier :
U(x ∪ u ∪ u) > U(x ∪ u) ∀ (u, x) ∈ χ2 × N f
Dans la suite, nous noterons l’Ønergie a priori U p(x), et l’Ønergie externe Ud(x), sauf dans
le modŁle bayØsien oø nous parlerons plutôt de la vraisemblance de l’observation Y sachant
la conguration x, notØe L(Y = I|X = x).
3.2 Energie a priori Up(x)
Ce terme ØnergØtique renseigne sur toutes les connaissances a priori que l’on possŁde sur
les congurations que l’on recherche. Il peut Œtre assimilØ à un terme de rØgularisation (cf
chapitre 1). Dans le cadre des processus ponctuels, il comporte des contraintes sur les objets
et sur leurs interactions. Pour modØliser ces contraintes sur les interactions dans l’Ønergie
Up(x), nous dØnissons gØnØralement des relations symØtriques ∼ et associons une Ønergie
U∼(.) à chacune d’elles. Les cliques sur lesquelles cette Ønergie est calculØe sont principale-
ment des cliques de second ordre, c’est-à-dire sur des paires d’objets. Certaines interactions
sont favorisØes, U∼(.) < 0, et d’autres pØnalisØes, U∼(.) > 0. Le terme global d’Ønergie a
priori s’Øcrit :
Up(x) =
∑
i
∑
u∈x
Uri(u) +
∑
∼i
∑
u∼iv
U∼i (u ∼i v)
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3.2.1 Contraintes sur les objets
Les contraintes sur chaque objet peuvent se dØnir dans le terme de rØgularisation U r(u)
du modŁle a priori ou Œtre directement apprØhendØes dans la mesure du processus de rØfØ-
rence piν(.). La diffØrence se situe au niveau de la dynamique, et est liØe au calcul du taux de
Green (3.1) à chaque perturbation de la chaîne de Markov dans le cadre du recuit simulØ.
Une contrainte placØe dans l’Ønergie du modŁle aura un impact trŁs fort à basse tempØrature
et orientera la chaîne dans le minimum qui satisfait le mieux ces critŁres ØnergØtiques (en
plus de l’Ønergie liØe à l’image), alors qu’une modication du processus de rØfØrence ne fait
que modier la dynamique de proposition des mouvements et n’inue pas directement sur
le choix du minimum à trŁs basse tempØrature.
Pour dØcider dans quelle partie du modŁle placer une contrainte sur les objets, il faut se
poser la question suivante : est-ce que l’on prØfŁre des objets prØsentant cette caractØris-
tique, ou bien plus simplement est-ce que l’on s’attend à trouver des objets de ce type. Une
rØponse positive à la premiŁre question oriente vers une modØlisation de la contrainte dans
l’Ønergie de rØgularisation Ur(u), et à la deuxiŁme question vers une modØlisation de cette
contrainte dans le processus de rØfØrence.
Un premier exemple concerne la position des objets du processus. Puisque nous nous at-
tendons à trouver des objets dans les zones de forte valeur du NDVI, nous utilisons une
intensitØ non homogŁne dans le processus de rØfØrence. En effet, la localisation d’un objet
n’est pas un critŁre pour Øvaluer si un objet est bon ou mauvais au sens de son Ønergie : il
peut trŁs bien y avoir un arbre dont le pixel du centre a un faible niveau de NDVI, et ce n’est
pas pour autant que l’objet le dØtectant doit Œtre pØnalisØ.
Par contre, une contrainte intØressante est le rapport entre les deux axes principaux de
l’objet ab . En effet, si nous nØgligeons, dans un premier temps, la dØformation des objets
due au point de vue (nous considØrons que les arbres sont proches du point Nadir), les
arbres auront une forme qui tend plus vers un disque que vers une ellipse allongØe. De plus,
nous nous sommes rendus compte au cours des simulations que les ellipses trŁs allongØes
dØtectaient bien souvent 2 houppiers à la fois, et il n’est pas toujours facile de les diviser en
2. Nous dØcidons donc de pØnaliser les objets allongØs au moyen du terme suivant :
Urab(x) = γab
∑
u∈x
au
bu − 1
aM
am
− 1
avec γab > 0.
D’autres idØes, que nous n’avons pas mises en place, auraient pu consister en une pØna-
lisation d’une trop forte variabilitØ des surfaces des objets dans le cadre de l’extraction de
houppiers dans une plantation, puisque les arbres y sont à peu prŁs de mŒme taille. Le risque
aurait cependant ØtØ de pØnaliser injustement d’autres arbres de taille diffØrente, pouvant se
situer dans l’image, mais en dehors de la plantation.
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3.2.2 Superposition des objets
F. 3.3  Gauche : superposition entre objets inacceptable. Milieu : superposition entre ob-
jets acceptable. Droite : pas de superposition entre les objets, mais mauvaise conguration.
Partant du principe que l’un de nos objectifs est de dØnombrer les arbres, il faut Øviter de
compter deux fois les mŒmes. Ainsi, pour cette application spØciquement, l’association
"1 objet - 1 arbre" est essentielle, et nous devons principalement faire face à trois cas de
gure. Tout d’abord, les congurations d’objets utilisant deux ellipses se superposant pour
dØtecter un seul arbre doivent Œtre pØnalisØes (cf F. 3.3, gauche). En revanche, il arrive
dans certains cas que les couronnes des arbres soient tellement proches, et la forme gØo-
mØtrique elliptique moins appropriØe, qu’une superposition des objets soit inØvitable (cf
F. 3.3, centre). Enn, les objets redondants peuvent ne pas se superposer, mais se coller,
pour dØtecter un seul arbre (cf F. 3.3, droite).
Ainsi, il apparaît qu’un terme rØpulsif qui pØnaliserait les objets qui s’intersectent selon
leur aire d’intersection est un bon compromis pour traiter les deux premiers cas, le troi-
siŁme pouvant Œtre rØsolu au moyen de transformations de type fusion d’objets dans le
noyau de proposition ou en favorisant les gros objets. An de formaliser cette remarque et
de la retranscrire dans l’Ønergie du processus, on dØnit la notion de silhouette d’un objet
(cf F. 3.4).
Définition 6
On appelle silhouette d’un objet u = (pu,mu) ∈ χ2 l’ensemble SP(u) ∈ P ⊂ R2,
intersection de l’espace des positions et de l’ellipse de centre pu et de marques
mu. Par extension, on dØnit la notion de silhouette d’une conguration d’ob-
jets SP(x), comme l’union des silhouettes des objets de x.
On dØnit alors une relation symØtrique ∼r entre deux objets u et v dont les silhouettes
s’intersectent. Le terme rØpulsif qui contrôle la superposition des objets est notØ U∼r (x) et
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F. 3.4  Haut : silhouette d’un objet u sur l’espace des positions, SP(u), et son Øquivalent
discrØtisØ SI(u). Bas : frontiŁre d’un objet u sur l’espace des positions, FρP(u) (ρ = 1.6), et
son Øquivalent discrØtisØ FρI (u).
s’Øcrit :
U∼r (x) = γr
∑
xi∼r x j
Λ
(
SP(xi) ∩ SP(x j)
)
min
(
Λ (SP(xi)) ,Λ
(
SP(x j)
))
On voit que chaque aire d’intersection est normalisØe dans [0, 1], le tout Øtant pondØrØ par
un coefficient γr > 0. Les pØnalisations sont sommØes sur toutes les paires d’objets qui s’in-
tersectent, ce qui, dans le pire des cas, peut avoir un comportement quadratique mais qui,
en pratique, ne se passe jamais. Nous gardons donc cette formulation, une autre possibilitØ
aurait ØtØ de ne pØnaliser que la pire des interactions de chaque objet avec les autres objets
de la conguration [Ortner, 2004].
Alors que les calculs d’aire intersection se font rapidement dans le cas de cercles, ils sont
plus fastidieux dans le cas d’ellipses. Nous prØfØrons, dans ce cas, calculer cette intersection
comme le nombre de pixels (i, j) dont le centre (i + 0.5, j + 0.5) ∈ P appartient aux deux
ellipses, c’est-à-dire aux silhouettes discrØtisØes des deux objets (cf F. 3.5) :
Définition 7
On appelle silhouette discrØtisØe d’un objet u = (pu,mu) ∈ χ2 l’ensemble SI(u)
des pixels d’une image I dont le centre sur P est dans la silhouette de l’objet u.
Le terme de superposition s’Øcrit nalement :
U∼r (x) = γrQ∼r (x)
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avec
Q∼r (x) =
∑
xi∼r x j
Card
{
p ∈ SI(xi) ∩ SI(x j)
}
p∈I
min
(
Card {p ∈ SI(xi)}p∈I ,Card
{
p ∈ SI(x j)
}
p∈I
)
et γr > 0 pour pØnaliser ces intersections.
Nous y rajoutons un terme de "hard core" U∼h(x) = +∞ pour les congurations possØdant
des objets situØs à une distance infØrieure au pixel : u ∼h v ⇔ d(pu, pv) < 1. Ce terme a le
mØrite de simplier les dØmonstrations de convergence ergodique de la chaîne de Markov,
et possŁde une rØalitØ physique puisque les arbres que nous pouvons extraire seront distants
de plus qu’un pixel (environ 50 cm) sur le terrain.
F. 3.5  Gauche : intersection entre deux objets u et v. Droite : intersection entre deux
ρ-objets Sρ
P
(u) et Sρ
P
(v).
3.2.3 Modélisation des agrégats
Comme nous l’avons remarquØ dans le chapitre 2, les processus de Gibbs posent plus
de difficultØs que les processus de Cox pour modØliser des agrØgats, typiques des couverts
denses que nous Øtudions dans ce chapitre. Cependant, nous souhaitons les utiliser dans nos
modŁles principalement parce qu’ils sont beaucoup plus faciles à simuler dans le cadre d’al-
gorithmes MCMC, oø il faut notamment explorer les mouvements possibles à partir d’un
Øtat et les accepter aprŁs avoir ØvaluØ la diffØrence ØnergØtique entre deux Øtats successifs
de la chaîne.
Pour caractØriser, voire modØliser des agrØgats puisque c’est ce que nous souhaitons, il est
intØressant d’Øtudier la proximitØ entre les objets de la conguration au moyen d’une des
statistiques suivantes [Penttinen et Stoyan, 2000] :
1. la fonction de Ripley K(r) ou de Besag L(r) (Eq. 2.13), qui expriment la densitØ
d’objets dans des disques de rayon r. Le principal problŁme est le temps nØcessaire à
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l’estimation de ces fonctions sur une conguration d’objets donnØe. Nous pourrions
envisager, dans le terme a priori, de favoriser des agrØgats d’objets à une distance
donnØe R en favorisant les congurations qui vØrient L(R) > 1.
2. le recouvrement des objets et de leur voisinage. Pour cela, nous introduisons les no-
tions de ρ-objet et de ρ-frontiŁre d’un objet (cf F. 3.4).
Définition 8
On appelle ρ-objet d’un objet u = (pu,mu) ∈ χ2, mu = (au, bu, θu), l’ensemble
S
ρ
P
(u) ∈ P ⊂ R2, intersection de l’espace des positions et de l’ellipse de centre
pu et de marques (au + ρ, bu + ρ, θu). Il s’agit donc d’une ellipse de mŒme
orientation, mais de taille augmentØe de ρ. La ρ-frontiŁre de cet objet est alors
simplement l’ensemble Fρ
P
(u) obtenu par diffØrence Sρ
P
(u) \ SP(u).
De la mŒme façon que la silhouette discrØtisØe, on appelle ρ-objet dis-
crØtisØ l’ensemble SρI (u) des pixels d’une image I dont le centre sur P est dans
le ρ-objet u, et ρ-frontiŁre discrØtisØe d’un objet u = (pu,mu) ∈ χ2 l’ensemble
F
ρ
I (u) des pixels d’une image I dont le centre sur P est dans la ρ-frontiŁre de
l’objet u.
Pour caractØriser la proximitØ des objets, nous pouvons calculer une fonction de re-
couvrement des ρ-objets de la conguration semblable à Q∼r (x) (cf F. 3.5). Pour
cela, nous introduisons une relation symØtrique ∼rρ telle que u ∼rρ v si SρI (u)∩SρI (v) ,
∅, puis une fonction ØnergØtique :
U∼rρ (x) = γρQ∼rρ (x)
avec
Q∼rρ (x) =
∑
xi∼rρ x j
Card
{
p ∈ Sρ
I
(xi) ∩ SρI(x j)
}
p∈I
min
(
Card
{
p ∈ Sρ
I
(xi)
}
p∈I ,Card
{
p ∈ Sρ
I
(x j)
}
p∈I
)
Nous prenons γrρ < 0 pour favoriser les agrØgats, mais dans ce cas, pour des raisons
de stabilitØ du processus, la pØnalisation des intersections entre objets et le terme de
hard core sont indispensables.
3. plus simplement, la distance des plus proches voisins, calculØe pour chaque objet
de la conguration. Nous pouvons favoriser certaines congurations oø les objets
ont une distance caractØristique qui les sØparent (comme dans le cas des plantations
de peupliers, oø il y a des directions et des distances privilØgiØes). Ceci est, en pra-
tique, facile à mettre en place dans le cadre de notre algorithme, puisque ces distances
sont calculables rapidement pour chaque objet de la conguration. Ainsi, nous avons
commencØ par mettre en place cette caractØristique dans le cadre de l’extraction des
houppiers sur des plantations de peupliers, en remarquant que leur structure est trŁs
organisØe, comme celle d’un maillage. Les directions principales de ce maillage sont
notØes −→v1 et −→v2. Elles peuvent Œtre estimØes à l’aide d’une transformØe de Fourier pour
rØcupØrer les maxima spectraux (cf F. 3.6), ou bien estimØes aprŁs une premiŁre ex-
traction rapide des objets. Nous dØnissons alors 4 voisinages autour de chaque objet,
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dans lesquels nous avons de fortes chances qu’un objet voisin se situe. Soit un objet
u = (p,m), ces voisinages sont notØs B
(
p ± −→vi
)⋂
P, ou plus simplement Bx∈xk , avec
k ∈ {1, 2, 3, 4}. On dØnit alors une relation symØtrique ∼a entre deux objets u et v
qui appartiennent chacun à un voisinage Bk de l’autre, et l’on calcule au niveau de
chaque clique (paire d’objets ici) la fonction d’alignement suivante :
A∼a(x) =
∑
xi∼ax j
σ
(
min
k={1,2}
(
‖−−→xi x j ± −→vk‖
)
, 
)
oø  est un paramŁtre du modŁle qui reprØsente le rayon du disque (typiquement 1
ou 2 pixels) dans lequel on espŁre trouver un objet x j autour d’une position idØale
donnØe par xi ± −→vk, et :
σ(x, d) = 1
d2
(
1 + d2
1 + x2
− 1
)
∈ [0, 1].
Puisque certains voisinages peuvent Œtre en dehors de l’espace des positions, on ne
garde que ceux qui ont une mesure Λ(Bx∈xk ∩P) positive. On favorise alors ces aligne-
ments entre les objets en intØgrant à l’Ønergie a priori, exclusivement dans le cadre
d’extraction de houppiers dans des plantations, le terme ØnergØtique suivant :
U∼a (x) = γaA∼a(x)
avec γa < 0 puisque nous souhaitons favoriser ces alignements.
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F. 3.6  Gauche : plantation de peuplier c©IFN. Droite : transformØe de Fourier de l’image,
et rØcupØration des maxima spectraux.
3.2.4 Bilan et simulations de l’a priori
Dans le cas gØnØral, le terme a priori de l’Ønergie s’Øcrit :
Up(x) = Urab(x) + U∼r (x) + U∼h(x) + U∼ρr (x) + U∼a(x) (3.3)
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Cependant, selon le type d’images que nous traitons, nous annulons certains des coefficients
γ, comme par exemple γa si nous ne traitons pas des plantations. Seul le terme rØpulsif
U∼r (x) est indispensable, les autres Øtant ajoutØs pour contraindre le modŁle dans des cas
spØciques. L’ajout d’un terme attractif doit, en revanche, Œtre compensØ par le terme de
"hard core" an de vØrier la condition de stabilitØ 2.6, qui, limitØe à l’Ønergie du modŁle a
priori, se rØØcrit :
Up(x) − Up(x ∪ u) = −∆Up(x, x ∪ u) ≤ MUp ∀ (u, x) ∈ χ2 × N f (3.4)
oø MUp > 0 est une constante qui majore les sauts nØgatifs d’Ønergie. Ce rØsultat s’obtient
facilement si aucun terme de l’Ønergie a priori n’est attractif (tous les coefficients γ ≥ 0),
et se prouve en remarquant que le nombre d’objets est bornØ (et donc le nombre de paires
d’objets Øgalement) par le "hard core" dans le cas contraire.
Dans les F. 3.7 et F. 3.8, nous prØsentons quelques simulations de l’a priori obtenues
dans des congurations diffØrentes. Elles comportent toutes les termes rØpulsifs, le terme
attractif varie quant à lui. Les premiers exemples de la F. 3.7 montrent, en haut, l’impact
du terme qui rØgule l’allongement des objets. Les deux simulations du bas ont ØtØ obtenues
avec le terme d’agrØgats comme seule attraction : γrρ < 0 et γ∼a = 0, l’exemple de gauche
à tempØrature haute et l’exemple de droite à basse tempØrature, le nombre d’objets Øtant ici
bornØ. Les simulations de la F. 3.8 montrent en haut l’effet d’une modication de la fonc-
tion Q∼rρ (x), qui cette fois-ci pØnalise les intersections entre les ρ-frontiŁres des objets et les
objets de la conguration, et ne favorise que les intersections entre deux ρ-frontiŁres. Ceci
a pour effet d’espacer d’une distance ρ les objets. Enn, les simulations du bas comportent
comme terme attractif le terme d’alignements, les deux ayant ØtØ obtenues à basse tempØ-
rature, celle de gauche avec un nombre d’objets bornØs et celle de droite sans limite sur
le nombre d’objets. On remarque principalement que les caractØristiques que nous souhai-
tions modØliser (agrØgats et alignements) sont visibles, mais qu’il est difficile de contrôler le
nombre d’objets de la conguration à basse tempØrature notamment (recouvrement total de
l’espace des positions dans la simulation en bas à droite de la F. 3.8), lorsque le processus
de rØfØrence de Poisson pŁse moins que l’attraction du terme ØnergØtique a priori.
3.3 Energie d’attache aux données
Dans cette partie, nous dØcrivons les diffØrents modŁles images de la loi de probabilitØ du
processus objet. Dans le modŁle bayØsien, il s’agit d’un terme de vraisemblance des obser-
vations P(Y = I|X = x), notØ L(I|x), et dans le modŁle non bayØsien d’une Ønergie d’attache
aux donnØes Ud(x) calculØe au niveau de chaque objet, une sorte de terme dØtecteur d’ob-
jets. Nous travaillons sur une image de niveaux de gris, en nous limitant à la bande proche
infrarouge des images CIR, ou en calculant l’image d’intensitØ. Nous verrons que les autres
bandes couleurs peuvent Œtre utiles pour limiter les fausses alarmes.
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F. 3.7  Haut : à gauche, simulation de l’a priori sans le terme qui pØnalise l’allongement
des objets (γab = 0), à droite, avec ce terme d’allongement (γab > 0). Bas : simulations de
l’a priori avec γrρ < 0 et γ∼a = 0, à tempØrature haute à gauche et à basse tempØrature à
droite, le nombre d’objets Øtant bornØ.
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F. 3.8  Haut : simulations de l’a priori avec γrρ < 0 et γ∼a = 0, à tempØrature basse, en
pØnalisant les intersections entre les frontiŁres des objets et les objets, pour une valeur de
ρ = 5. Le nombre d’objets est bornØ à droite, et non bornØ à gauche. Bas : simulations de
l’a priori avec γrρ = 0 et γ∼a < 0, pour des vecteurs d’alignement horizontaux et verticaux,
à basse tempØrature. Le nombre d’objets est bornØ à droite, et non bornØ à gauche.
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3.3.1 Modèle bayésien
DØcrire le terme image au moyen d’une vraisemblance consiste à Øcrire un modŁle sta-
tistique de l’image Y Øtant donnØe une conguration d’objets X. Cette modØlisation bayØ-
sienne a ØtØ exploitØe dans [Baddeley et van Lieshout, 1993] et [Rue et Syversveen, 1998,
Rue et Hurn, 1999] pour la reconnaissance de cellules avec des processus ponctuels mar-
quØs de polygones. Pour les images de tØlØdØtection, cela est plus difficile car il faut dØnir
un modŁle statistique de l’image à la fois pour les rØgions qui comportent les objets de la
conguration, mais aussi pour les autres rØgions appartenant au fond, pouvant contenir des
routes, des bâtiments ou des champs : on prØfŁrera donc, dans la plupart des cas, utiliser un
modŁle non bayØsien avec un terme dØtecteur d’arbre.
Le modŁle bayØsien, comme nous le verrons dans la partie des rØsultats, se prŒte princi-
palement aux images dans lesquelles la forŒt a dØjà ØtØ isolØe, segmentØe. Autrement dit,
il faut des images ne comportant que des arbres, dans des zones denses. En effet, comme
nous l’avons remarquØ dans le chapitre 1, les niveaux de gris (NIR ici) des arbres sont plus
ØlevØs que ceux du reste de l’image, en particulier des zones ombragØes, appelØes fond
("background"). Un premier modŁle de vraisemblance, que nous avons dØni au dØbut de
cette thŁse pour traiter des peupleraies, utilise cette propriØtØ en proposant une partition de
l’image en deux classes :
1. la classe des objets (devant extraire les arbres) CA : un pixel appartient à CA s’il
appartient à SP(x), silhouette de la conguration x.
2. la classe du fond CF : un pixel appartient à cette classe s’il n’appartient pas à la classe
des objets.
F. 3.9  Gauche : plantation de peupliers c©IFN. Droite : image binaire obtenue avec un
"K-Means" à deux classes.
La distribution des niveaux de gris dans chacune de ces deux classes est modØlisØe par une
loi gaussienne, respectivement N(µA, σA) pour la classe des objets, et N(µF , σF) pour la
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classe du fond. Les paramŁtres de moyenne et de variance des classes peuvent Œtre estimØs à
l’aide d’un "K-Means" (cf F. 3.9). Ainsi, la vraisemblance de l’image L(I|x), en supposant
les pixels indØpendants conditionnellement à leur appartenance à une classe donnØe, s’Øcrit :
L(I|x) =
∏
p∈CA
1√
2piσA
exp
−(yp − µA)22σ2A
 ∏
p∈CF
1√
2piσF
exp
−(yp − µF)22σ2F
 . (3.5)
oø yp est le niveau de gris du pixel p ∈ I. Ce premier modŁle bayØsien sera appelØ dans la
partie des rØsultats le modŁle Bay1. Il ne prend pas en compte la position des pixels dans
les objets, à savoir s’ils sont prŁs du centre des objets arbres ou prŁs de leur bord. Or, on
s’aperçoit que la rØectance est plus ØlevØe pour les pixels proches du sommet des arbres
dans les peupliers.
F. 3.10  Gauche : coupe transversale d’un objet situØ sur un arbre. Milieu : les niveaux
de gris de la moyenne µl(p, x) augmentent linØairement en fonction de la distance relative
du pixel au centre de l’objet. Droite : niveaux de gris de la moyenne µ s(p, x) dans le modŁle
sphØrique.
Aussi, nous avons proposØ de nouveaux modŁles bayØsiens dans [Perrin et al., 2005c],
qui prennent en compte cette propriØtØ, en associant à chaque pixel une loi de probabilitØ
gaussienne dont les paramŁtres changent en fonction de sa distance par rapport au centre de
l’objet auquel il appartient : la moyenne µ(p, x) du pixel p situØ dans un objet x ∈ x vØrie :∫
z∈SP(x)
µ(z) dz
piaxbx
= µA (3.6)
et ∫
z∈SP(x)
(µ(z) − µA)2 dz
piaxbx
= σ2A (3.7)
an que la moyenne et la variance globales sur l’objet entier soient µA et σA, à l’erreur
prŁs due à la discrØtisation. L’Øcart type σ(p, x) = σ est quant à lui une constante qui
caractØrise l’Øcart que l’on autorise entre la distribution de niveaux de gris de l’objet et la
distribution des moyennes µ(p, x). Enn, si un pixel appartient à plusieurs objets, le calcul
de la vraisemblance devient :
L(I|x) =
∏
p∈CA
max
 1√2piσ exp
−(yp − µ(p, u))22σ2


u|p∈SI (u)
∏
p∈CF
1√
2piσF
exp
−(yp − µF)22σ2F
 .
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Les deux modŁles de distribution des moyennes µ(p, x) testØs dans [Perrin et al., 2005c]
sont un modŁle linØaire (nommØ Bay2) et un modŁle sphØrique (nommØ Bay3). Ils s’Øcrivent
respectivement µl(p, x) = A
(
1 − d(p,x)d(p,x¯)
)
+ B et µs(p, x) = A cos
(
pi
2
d(p,x)
d(p,x¯)
)
+ B, oø d(p, x) est
la distance entre le point p et le centre de l’objet x, et d(p, flx) la longueur du segment entre
le centre de l’objet x et le bord de l’objet passant par p (Øgale au rayon du disque dans un
processus de disque). Les constantes A > 0 et B > 0 sont calculØes une fois pour toutes
grâce aux Øquations (3.7) et (3.6) (cf F. 3.10).
Comme le montre la F. 3.11, les reconstructions de l’image obtenues à partir d’une ex-
traction, en tirant pour chaque pixel une valeur de niveau de gris selon les lois des diffØrents
modŁles bayØsiens, semblent plus proches de l’image d’origine pour les modŁles Bay2 et
Bay3.
3.3.2 Modèle non bayésien
L’autre façon de modØliser le terme externe consiste à dØnir un terme dØtecteur, ie une
fonction ØnergØtique qui Øtudie localement l’attache d’un objet. On a dans ce cas :
Ud(x) = γd
∑
u∈x
Ud(u)
Pour dØnir cette Ønergie d’attache aux donnØes dans les zones denses, nous tenons compte
des principales propriØtØs des houppiers en zones denses, à savoir leur forte rØectance dans
le NIR, et la prØsence d’une zone ombragØe autour d’eux (les ombres des arbres se mØlan-
geant). L’Ønergie d’attache d’un objet u s’Øcrit en fonction de la distance de Bhattacharya
entre les distributions des niveaux de gris des pixels situØs dans l’objet, et ceux situØs dans
sa ρ-frontiŁre, celles-ci Øtant supposØes gaussiennes :
Ud(u) = Qd
(
dB(u,FρI (u))
)
(3.8)
oø Qd(dB) ∈ [−1, 1] est une fonction de qualitØ. Elle attribue une valeur nØgative aux objets
"bien placØs" et une valeur positive aux objets "mal placØs", en les distinguant selon que la
valeur de la distance de Bhattacharya est au dessous ou au dessus d’un seuil d0 xØ :
Qd(dB) =
 1 −
( dB
d0
) 1
3 si dB < d0
exp
(−(dB−d0)
3d0
)
− 1 sinon
A noter que, pour travailler avec des valeurs entiŁres du paramŁtre γd, nous avons pris
l’habitude, dans le programme, de multiplier la distance de Bhattacharya par un facteur
100, et donc dB(u,FρI (u)) s’Øcrit, en notant (µ1, σ1) et (µ2, σ2) les moyennes et variances
empiriques respectivement de l’objet et de sa ρ-frontiŁre :
dB(u,FρI (u)) = 100
[ (µ1 − µ2)2
4(σ1 + σ2) −
1
2
log
(2√σ1σ2
σ1 + σ2
)]
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F. 3.11  Haut gauche : image d’origine c©IFN. Haut droite : reconstruction de I à partir
d’une extraction avec le modŁle Bay1. Bas gauche : reconstruction de I à partir d’une ex-
traction avec le modŁle Bay2. Bas droite : reconstruction de I à partir d’une extraction avec
le modŁle Bay3.
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S2 Pixels clairs dans l’ellipse x
ρ
Pixels sombres dans la frontiere F(x)
F. 3.12  Terme d’attache aux donnØes non bayØsien.
Les paramŁtres importants de cette Ønergie d’attache aux donnØes sont donc γd, qui xe le
poids du terme image par rapport au terme a priori, ρ, qui est xØ à 1 ou 2 pixels en pratique
(1 mŁtre) et qui matØrialise jusqu’à quelle distance nous recherchons les ombres autour des
arbres, et le paramŁtre d0, qui reprØsente un seuil à partir duquel on accepte les objets. Le
prendre trop faible prØsenterait le risque d’accepter trop d’objets, et le prendre trop ØlevØ de
ne pas extraire les arbres avec une moins bonne rØectance dans le proche infrarouge, ou
une zone d’ombre moins franche autour d’eux. C’est donc le paramŁtre clØ de ce modŁle,
que nous nommerons dans la partie rØsultat modŁle NonBay1.
3.3.3 Stabilité
La dØmonstration de la stabilitØ du modŁle restreint au terme de vraisemblance ou au terme
d’Ønergie d’attache aux donnØes est directe. Il suffit de remarquer que la vraisemblance
L(I|x) est majorØe et minorØe sur l’espace des congurations, et que l’Ønergie d’attache
d’un objet Ud(u) l’est Øgalement. De la mŒme façon que pour l’Ønergie interne, on peut
Øcrire :
Ud(x) − Ud(x ∪ u) = −∆Ud(x, x ∪ u) ≤ MUd ∀ (u, x) ∈ χ2 × N f (3.9)
3.4 Noyau de proposition
Dans cette partie, nous prØsentons les diffØrents mouvements rØversibles qui composent le
noyau de proposition de l’algorithme MHG que nous avons utilisØ. Bien que le noyau de
naissance et mort, prØsentØ dans le chapitre prØcØdent, suffise pour assurer la convergence
de la chaîne, il est essentiel de proposer des mouvements plus pertinents pour accØlØrer
cette convergence. Nous rappelons que le noyau global Q(., .) se dØcompose en plusieurs
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sous-noyaux et s’Øcrit :
Q(x, .) =
∑
m
pm(x)Qm(x, .) avec
∑
pm(x) ≤ 1
Dans la suite, nous prØsentons chacun des mouvements qui constituent le noyau, et calcu-
lons pour chacun d’entre eux les taux d’acceptation associØs.
3.4.1 Naissance et Mort uniformes
Le noyau de naissance et mort uniformes est le noyau de base qui permet d’ajouter ou
de supprimer un objet à la conguration courante Xn = x. La naissance d’un objet u ∈
χ2 consiste à proposer d’ajouter un objet u, gØnØrØ uniformØment par rapport à la mesure
d’intensitØ ν(.) du processus de Poisson de rØfØrence, à la conguration x. La mort propose
de retirer un objet u ∈ x à la conguration. Cet objet est choisi uniformØment parmi les
objets qui composent x. Le noyau de naissance et mort uniformes, notØ QNM(., .) s’Øcrit
donc, pour toute conguration x ∈ N f et tout borØlien B ∈ N f , comme la composØe d’un
noyau de naissance et d’un noyau de mort :
QNM(x, B) = pN(x)QN (x, B) + pM(x)QM(x, B)
oø les deux noyaux de naissance et de mort sont dØnis par :
QN(x, B) =
∫
u∈χ2
1B(x ∪ u)ν(du)
ν(χ2)
et
QM(x, B) = 1
n(x)
∑
u∈x
1B(x \ u)
Dans le cas oø n(x) = 0, on pose QM(x, A) = 1A(x). En pratique, pN (x) = pM(x) = 0.5.
ConsidØrons, ensuite, la mesure ξNM(., .) suivante dØnie sur N f ×N f :
ξNM(A×B) =
∫
N f
∫
u∈χ2
1A(x)1B(x∪u)ν(du)piν(dx)+
∫
N f
1A(x)
∑
u∈x
1B(x \u)piν(dx) (3.10)
Cette mesure est symØtrique (cf Annexe B.1), ceci venant du fait que ν(.) est la mesure d’in-
tensitØ du Processus de Poisson de loi piν(.). Nous remarquons Øgalement qu’elle s’annule
dŁs qu’aucun des ØlØments de B ne peut s’obtenir en ajoutant ou en retirant un objet aux
ØlØments de A.
Cette mesure domine pi(.)QNM(., .), et nous permet de calculer les dØrivØes de Radon Ni-
kodym associØes (cf Annexe B.1), puis les taux d’acceptation de ces mouvements :
1. dans le cas d’une naissance, le rapport de Green vaut :
R(x, y) = pM(y)
pN(x)
f (y)
f (x)
ν(χ2)
n(x) + 1 (3.11)
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2. dans le cas d’une mort , le rapport de Green vaut :
R(x, y) = pN (y)
pM(x)
f (y)
f (x)
n(x)
ν(χ2) (3.12)
A noter que, dans le cas d’une mesure d’intensitØ non homogŁne, les taux de Green ne sont
pas affectØs, mais la non uniformitØ de la distribution des objets est obtenue grâce à la façon
de gØnØrer le nouvel objet u ∈ χ2, qui est tirØ suivant la loi ν(.)ν(χ2) .
3.4.2 Perturbations simples
Les perturbations simples regroupent les mouvements du noyau qui ne changent pas le
nombre d’objets de la conguration x, mais qui modient les paramŁtres d’un objet exis-
tant. Dans notre noyau de proposition, elles comportent la translation (modication de la
position d’un objet), la dilatation (modication de la taille d’un objet) et la rotation. On
peut voir ces transformations comme des schØmas de mise à jour classique de la dynamique
de Metropolis-Hastings (MH).
Quelle que soit la transformation simple utilisØe, le formalisme est identique. Le mouve-
ment se rØalise suivant les diffØrentes Øtapes suivantes :
1. On sØlectionne un objet u parmi les objets de la conguration x suivant une loi discrŁte
jx(u) (ces notations sont volontairement les mŒmes que dans [Ortner, 2004]).
2. On tire une variable alØatoire Z dans un ensemble Σ(x, u) suivant une loi de probabilitØ
P
(x,u)
Z (.). En pratique, Σ(x, u) = Σ ⊂ Rk, et la loi de Z est absolument continue par
rapport à la mesure de Lebesgue Λ(.) et de densitØ f (x,u)Z (.).
3. L’objet u est transformØ en un objet v par l’intermØdiaire d’une fonction injective
ζx(., .) dØnie par :
ζx : χ2 × Σ → χ2
(u, z) → v
Dans nos mouvements, cette fonction est linØaire et construite pour Œtre symØtrique :
v = ζx(u, z) ⇐⇒ ∃! z ∈ Σ t.q. y = x \ u ∪ v u = ζy(v, z)
4. On propose y = x \ u ∪ v, on calcule le rapport de Green associØ et on accepte ou on
refuse le mouvement.
Le noyau d’une transformation simple quelconque, notØ QTS (., .), peut donc s’Øcrire pour
toute conguration x et tout borØlien B ∈ N f :
QTS (x, B) =
∑
u∈x
jx(u)
∫
Σ
1B(x \ u ∪ ζx(u, z)) f (x,u)Z (z)Λ(dz)
La mesure suivante domine pi(.)QTS (., .) :
ξTS (A × B) =
∫
N f
1A(x)
∑
u∈x
1
λ(u)
∫
Σ
1B(x \ u ∪ ζx(u, z))Λ(dz)piν(dx)
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oø nous rappelons que λ(.) est la densitØ de la mesure d’intensitØ du processus de Pois-
son ν(.) par rapport à la mesure de Lebesgue. Grâce aux propriØtØs de la fonction ζx(., .),
cette mesure est symØtrique (cf Annexe B.2). La dØrivØe de Radon Nikodym se dØduit des
rØsultats prØcØdents :
DTS (x, y) = f (x) jx(u) f (x,u)Z (z)λ(u)
On obtient alors le rapport de Green suivant :
R(x, y) = f (y)f (x)
jy(v)
jx(u)
f (y,v)Z (z)
f (x,u)Z (z)
λ(v)
λ(u)
On voit donc que dans ce rapport intervient le rapport λ(v)λ(u) qui fait que si la mesure d’in-
tensitØ du processus de Poisson est non homogŁne, les mouvements simples proposant une
transformation d’un objet à faible intensitØ λ(u) vers un objet à plus forte intensitØ λ(v) se-
ront favorisØs.
F. 3.13  Mouvements simples : translation, rotation et dilatation.
Quelques exemples des mouvements simples sont donnØs dans la F. 3.13. En pratique,
nous choisissons toujours Øquiprobablement les objets de la conguration, jx(u) = 1
n(x) ,
ainsi que la variable alØatoire Z sur l’espace Σ. Les mouvements simples que nous avons
implantØs dans le noyau de proposition sont :
1. La translation : on propose de translater la position de l’objet u d’un vecteur alØatoire
Z = (zx, zy) ∈ Σ = [−δx, δx]×[−δy, δy]. On s’arrange pour rendre l’espace de positions
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P cyclique (ie les nouvelles positions sont calculØes modulo la taille de l’espace) pour
que la position du nouvel objet v, (xu + zx, yu + zy), y appartienne.
2. La dilatation : on se place dans le cadre de seconde formulation de l’espace des
marques (cf partie 3.1.2), et on propose de modier les marques relatives à la taille de
l’objet u en y ajoutant un vecteur alØatoire Z = (za, zb) ∈ Σ = [−δa, δa]2. Ici encore, on
s’arrange pour que l’espace des marques soit cyclique. Si les nouveaux axes vØrient
a < b, il faut tourner l’objet de 90 degrØs et inverser ces deux paramŁtres pour se
conformer à la premiŁre formulation.
3. La rotation : on propose de modier l’orientation de l’objet u. On tire un vecteur
alØatoire Z = (zθ) ∈ Σ = [−δθ, δθ], puis on ajoute zθ à l’angle d’orientation, modulo
pi.
Le rapport de Green se simplie donc pour chacune de ces transformations en :
R(x, y) = f (y)f (x)
λ(v)
λ(u)
3.4.3 Fusion / Division
Le noyau de fusion / division, notØ QFD(., .), est surtout utile à basse tempØrature car il
permet d’Øviter de rester bloquØ dans des minima locaux de l’Ønergie, en proposant en un
seul mouvement de fusionner deux objets proches (cf F. 3.14) ou de diviser un objet en
deux (cf F. 3.15). Il se compose donc d’un mouvement de fusion et d’un mouvement de
division :
QFD(x, .) = pF(x)QF (x, .) + pD(x)QD(x, .)
PrØcisons tout d’abord ce que nous entendons par objets proches, ou fusionnables. Etant
donnØ le terme rØpulsif existant dans l’Ønergie a priori, deux objets devant Œtre fusionnØs ne
s’intersectent pas forcØment (cf F. 3.3, droite). Aussi, nous dØnissons la relation d’Øqui-
valence suivante pour caractØriser deux objets fusionnables.
Définition 9
Deux objets de la conguration x1 = (p1,m1) et x2 = (p2,m2) sont dits fusion-
nables, et on note x1 ∼ f x2, si d(p1, p2) ≤ a1 + a2 + , oø les ai sont les grands
axes des objets xi, et  > 0.
On note n∼ f (x) le nombre de cliques d’ordre 2 en relation par rapport à ∼ f , puis on dØ-
nit les probabilitØs de proposer une fusion ou une division par :
pF(x) =
n∼ f (x)
n∼ f (x) + n(x)
et
pD(x) = n(x)
n∼ f (x) + n(x)
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F. 3.14  Fusion d’objets. 1 : sØlection d’une clique xi ∼ f x j. 2 : position du nouvel objet.
3 : orientation du nouvel objet. 4 : calcul des axes du nouvel objet, aprŁs augmentation par
(za, zb). 5 : objet rØsultant de la fusion.
F. 3.15  Division d’objets. 1 : sØlection d’un objet xi. 2 : position des nouveaux objets
y1 et y2. 3 : orientation des nouveaux objets. 4 : calcul des axes des nouveaux objets, aprŁs
diminution par (za1, zb1). 5 : objets rØsultant de la division.
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Une fusion va attribuer comme position du nouvel objet le milieu de celles des objets
fusionnables, et agrandir la taille moyenne des objets prØcØdents an que le nouvel objet
occupe plus de place. Elle se compose des Øtapes suivantes :
1. SØlection d’une clique d’objets x∼ f parmi les n∼ f (x) suivant une loi discrŁte jx∼ f (x∼ f ),
en pratique Øquiprobablement : jx∼ f (x∼ f ) = 1n∼ f (x) . On note xi = (pi,mi) et x j =
(p j,m j) les deux objets qui la composent.
2. On tire une variable alØatoire za dans un ensemble Za = [0, aM − ai+a j2 ], puis une
variable zb dans un ensemble Zb = [0, aM − bi+b j2 ] suivant une loi de probabilitØ
uniforme. On note Zab = Za × Zb, et MZab = Λ(Zab).
3. Les objets xi et x j sont fusionnØs en un objet y par l’intermØdiaire d’une fonction
T Fxi∼ f x j dØnie par :
y = T Fxi∼ f x j (za, zb) =
(
pi + p j
2
,
ai + a j
2
+ za,
bi + b j
2
+ zb,
θi + θ j
2
)
θy =
θi + θ j
2
si ‖θi − θ j‖ ≤
pi
2
θy =
θi + θ j ± pi
2
si ‖θi − θ j‖ >
pi
2
On remarque bien que la position du nouvel objet, notØ y, est le milieu de celles des
deux anciens, et que sa taille est augmentØe par rapport à la moyenne des deux autres.
D’ailleurs, on ajoute une rotation d’angle pi2 et on intervertit les valeurs ay et by (ce
qui ne change pas l’objet) si le choix de za et zb fait que by > ay.
4. On propose une nouvelle conguration y = x \ {xi, x j} ∪ y, on calcule le rapport de
Green associØ et l’on accepte ou l’on refuse le mouvement.
Le mouvement de division se comporte en mouvement rØversible de la fusion. Il consiste
donc en ces diffØrentes Øtapes :
1. SØlection d’un objet xi à diviser parmi les n(x) suivant une loi discrŁte jx(x). En pra-
tique, cette sØlection peut s’opŁrer de deux maniŁres : une sØlection Øquiprobable,
avec jx(x) = 1
n(x) , ou une sØlection qui recherche des objets allongØs que l’on a typi-
quement envie d’essayer de diviser : jx(x) = (a/b)2∑
xi∈x(ai/bi)
2 . C’est la premiŁre solution
qui est adoptØe dans les calculs des taux. On note xi = (pi,mi) l’objet retenu.
2. On tire une variable alØatoire Z = (zxy, za1, za2, zb1, zb2, zθ) suivant une loi de proba-
bilitØ uniforme, et on gØnŁre deux nouveaux objets y1 and y2 selon la fonction T Dxi
dØnie par :
[y1, y2] = T Dxi
(
zxy, za1, zb1, za2, zb2, zθ
)
y1 = (pi + zxy, ai − za1 + za2, bi − zb1 + zb2, θi + zθ)
y2 = (pi − zxy, ai − za1 − za2, bi − zb1 − zb2, θi − zθ)
oø les valeurs d’orientation θi ± zθ sont calculØes modulo pi, et oø les variables alØa-
toires (V.A.) doivent respecter les rŁgles suivantes (pour assurer la symØtrie de la
division par rapport à la fusion) :
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 za1 et zb1 sont des V.A. respectivement sur Za1 = [0, ai − am] et Zb1 = [0, bi − am],
ceci revenant à diminuer la moyenne de la taille des deux objets crØØs de la mŒme
façon que l’on augmente la taille de l’objet moyen dans le mouvement de fusion.
A nouveau, si aprŁs cette premiŁre dilatation ai − za1 < bi − zb1, on ajoute une
rotation d’angle pi2 et on intervertit les valeurs des axes. On pose Zab1 = Za1 × Zb1,
et MZab1 = Λ(Zab1).
 zθ une V.A. sur Zθ = [−pi4 , pi4 ] pour donner l’orientation des deux objets crØØs. On
pose MZθ = Λ(Zθ).
 za2 et zb2 des V.A. respectivement sur Za2 = [0,min(ai − za1 − am, aM − ai + za1)]
(que l’on ajoute à l’objet y1 pour qu’il soit celui avec le grand axe maximum) et
sur Zb2 ⊂ [−min(bi − zb1 − am, aM − bi + zb1),min(bi − zb1 − am, aM − bi + zb1)] (en
faisant en sorte que by1 < ay1 et by2 < ay2 ). On note Zab2 = Za2 × Zb2, et on pose
MZab2 = Λ(Zab2).
 zxy = (zx, zy) une V.A. distribuØe sur :
Zxy =
{
z | pi + z et pi − z ∈ Bai−za1+ ρ2 (pi)
⋂
P
}
pour que les deux objets issus de la division forment une clique de ∼ f . Pour ce
faire, Zxy est le plus grand espace de centre de symØtrie pi inclus dans une boule de
rayon ai − za1 + ρ2 et dans l’espace P. Il faut notamment faire attention aux effets
de bord de l’image. On pose MZxy = Λ(Zxy).
3. On propose une nouvelle conguration y = x \ xi ∪ {y1, y2}, on calcule le rapport de
Green associØ et l’on accepte ou l’on refuse le mouvement.
Les noyaux de propositions associØs sont alors les suivants, pour toute conguration x et
tout borØlien B ∈ N f :
1. dans le cas d’une fusion :
QF(x, B) = 1
n∼m (x)
1
MZab
∑
xi∼ f x j
∫
Zab
1B(y = x \ {xi, x j} ∪ {T Fxi∼mx j (zm)})Λ(dza)Λ(dzb)
2. dans le cas d’une division :
QD(x, B) = 1
n(x)
∑
xi∈x
1
MZxy MZab1 MZab2 MZθ
∫
Z
1B(y = x \ xi ∪ T Dxi
(
zxy, za1, za2, zb1, zb2, zθ)
)
Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)
oø Z = Zxy × Zab1 × Zab2 × Zθ.
La mesure suivante domine pi(.)QFD(., .) (cf Annexe B.3 pour les dØtails mathØmatiques),
elle s’Øcrit :
ξFD(A, B) =
∑
n
ξFD(An+1, Bn) + ξFD(An, Bn+1)
oø
ξFD(An+1, Bn) =
∫
N f
1An+1(x)
∫
Zab
∑
xi∼ f x j
1
λ(xi)λ(x j)1Bn
(
x \ {xi, x j} ∪ T Mxi∼ f x j (zm)
)
Λ(dza)Λ(dzb)piν(dx)
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et
ξFD(An, Bn+1) =
∫
N f
1An(x)
∫
Z
∑
xi∈x
1
λ(xi)1Bn+1
(
x \ xi ∪ T Dxi (zxy, za1, za2, zb1, zb2, zθ)
)
32Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)piν(dx)
Cette mesure est symØtrique et domine pi(.)QFD(., .). On en dØduit les calculs des dØrivØes
de Radon Nikodym ainsi que les taux d’acceptation du mouvement. Avec nos choix de
probabilitØs de proposition de la fusion et de la division pF(x) et pD(x), on calcule les taux
d’acceptation suivants (cf Annexe B.3) :
1. dans le cas de la fusion, y = x \ {xi, x j} ∪ y et le rapport de Green vaut :
R(x, y) = n∼ f (x) + n(x)
n∼ f (y) + n(y)
f (y)
f (x)
MZab
MZab1 MZab2 MZθ MZxy
λ(y)
32λ(xi)λ(x j) (3.13)
2. dans le cas de la division, y = x \ xi ∪ {y1, y2} et le rapport de Green vaut :
R(x, y) = n∼ f (x) + n(x)
n∼ f (y) + n(y)
f (y)
f (x)
MZab1 MZab2 MZθMZxy
MZab
32λ(y1)λ(y2)
λ(xi) (3.14)
3.4.4 Naissance et Mort dans un voisinage
Dans les zones denses oø le modŁle d’ellipses s’applique, nous nous attendons à retrouver
une certaine proximitØ entre les objets. Il est intØressant de favoriser cette propriØtØ dans
la dynamique de l’algorithme, en proposant des naissances dans le voisinage d’objets exis-
tants. Notons que la non uniformitØ des naissances existe dØjà dans notre algorithme puisque
la mesure d’intensitØ du processus de rØfØrence est non homogŁne : on propose ainsi plus
de naissances dans les zones à forte intensitØ λ(.). Cependant, ces naissances sont propo-
sØes quelle que soit la conguration x. L’avantage du noyau de naissance et mort dans un
voisinage est justement qu’il se sert de la conguration x à un instant donnØ pour proposer
d’ajouter ou de retirer des objets.
Dans cette partie, nous prØsentons un noyau de naissance et mort multiples dans un voi-
sinage QNMV (x, .) [Perrin et al., 2005c], la naissance et mort dans un voisinage d’un objet
pouvant s’inspirer de [Ortner et al., 2003]. Nous avons utilisØ ce noyau dans le cadre des
plantations de peupliers, pour lesquelles la connaissance de la localisation de certains objets
permet d’en deviner d’autres : en effet, les arbres sont alignØs et forment une maille. Nous
permettons dans ce noyau de faire naître jusqu’à 4 objets en un seul mouvement, et pour la
rØciprocitØ d’en tuer 4 en un seul mouvement Øgalement (cf F. 3.16).
Le noyau QNMV (x, .) comprend des Øtapes communes à la naissance et à la mort dans un
voisinage :
1. SØlection d’un objet xi parmi les n(x) suivant une loi discrŁte jx(xi). En pratique, cette
sØlection s’opŁre de façon Øquiprobable : jx(xi) = 1n(x) . On note xi = (pi,mi) = x.
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2. On regarde si cet objet a des voisins au sens de ∼a dans les voisinages
(
Bx∈xk
)
k=[1,...,4]
qui ont une mesure de Lebesgue strictement positive (certaines boules pouvant tomber
en dehors de l’espace des positions).
3. On calcule alors le nombre de voisinages dits libres nl(x, x), ie le nombre de voisi-
nages qui ne comportent aucun objet de x, et le nombre de voisinages dits uniques
nu(x, x), ie le nombre de voisinages qui comportent exactement un objet de x. On note
alors Bx∈xl l’union des voisinages libres, et B
x∈x
u l’union des voisinages uniques.
4. A partir de ce point, si nl(x, x) + nu(x, x) = 0, on propose de rester à la conguration
actuelle : y = x. Sinon, on calcule ces 8 probabilitØs qui correspondent à chacun des
mouvements envisageables (naissance ou mort de 1 à 4 objets) :
pNVi(x, x) =

1
nl(x,x)+nu(x,x) si i ≤ nl(x, x)
0 sinon
, ∀i ∈ {1, 2, 3, 4}
pMVi(x, x) =

1
nl(x,x)+nu(x,x) si i ≤ nu(x, x)
0 sinon
, ∀i ∈ {1, 2, 3, 4}
Comme nlu(x, x) = nl(x, x) + nu(x, x) ≤ 4, au plus 4 transformations diffØrentes
peuvent Œtre proposØes.
Une fois ces probabilitØs calculØes, on propose des naissances dans les voisinages libres
ou des morts dans les voisinages uniques. Le noyau de proposition s’Øcrit, pour toute con-
guration x et tout borØlien B ∈ N f :
QNMV (x, B) = 1
n(x)
∑
x∈x

4∑
i=1
pNVi(x, x)QNVi (x, x, B) +
4∑
i=1
pMVi (x, x)QMVi (x, x, B)
 (3.15)
oø QNVi(x, x, .) propose la naissance d’un nombre i d’objets dans Bx∈xl (un par voisinage
libre) et QMVi(x, x, .) la mort de i objets dans Bx∈xu (cf F. 3.16).
Les Øtapes des naissances dans un voisinage pour le noyau QNVi(x, x, .) sont alors les
suivantes :
1. On sØlectionne i sites parmi les nl(x, x) voisinages libres de façon Øquiprobable (il y
a Ci
nl(x,x) combinaisons possibles, que l’on note C(i, nl(x, x))). Ces sites choisis sont
regroupØs dans J = (k1, . . . , ki) ∈ C(i, nl(x, x)).
2. On ajoute, dans chacun des sites
(
Bx∈xk
)
k∈J, un objet yk = (pk,mk) avec (pk ,mk) ∈
Bx∈xk × M. Pour gØnØrer un objet, nous n’utilisons pas ici la mesure de rØfØrence
ν(.), pouvant Œtre non homogŁne, mais une mesure de Lebesgue simple, an d’Øviter
le calcul du volume des sites ν(Bx∈xk ) qui se rØvŁle coßteux en temps de calcul. La
mesure d’intensitØ de ces sites Øtant notØe Mk = Λ
(
Bx∈xk ×M
)
, l’objet que l’on ajoute
est gØnØrØ suivant la loi Λ(.)Mk . Le noyau de proposition associØ à ces naissances est :
QNVi(x, x, B) =
1
Ci
nl(x,x)
∑
J∈C(i,nl(x,x))
1
Mk1 . . .Mki
∫
z1∈Bk1×M
. . .
∫
zi∈Bki×M
1B(y)
Λ(dz1) . . .Λ(dzi)
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F. 3.16  Mouvement de naissance et mort dans un voisinage. Haut : conguration initiale
composØe de 3 objets, avec au centre un objet x tel que : nl(x, x) = 2 et nu(x, x) = 2.
Bas gauche : naissances dans les 2 voisinages libres de x. Bas droite : mort dans un des
voisinages uniques de x.
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avec y = x ∪ {yk1 , . . . , yki }.
3. On calcule le rapport de Green associØ et l’on accepte ou l’on refuse le mouvement.
Pour les morts dans un voisinage, il convient de rØaliser les Øtapes suivantes :
1. On sØlectionne i sites parmi les nu(x, x) voisinages libres de façon Øquiprobable (il y
a Ci
nu(x,x) combinaisons possibles, que l’on note C(i, nu(x, x))). Ces sites choisis sont
regroupØs dans J = (k1, . . . , ki) ∈ C(i, nu(x, x)).
2. On propose de supprimer les objets dont la position est dans les sites de voisinages
uniques sØlectionnØs Bx∈xk ×M. Le noyau de proposition associØ est :
QMVi(x, x, B) =
1
Ci
nu(x,x)
∑
J∈C(i,nu(x,x))
1B(y = x \ {yk1 , . . . , yki })
3. On calcule le rapport de Green associØ et l’on accepte ou l’on refuse le mouvement.
La mesure symØtrique (cf Annexe B.4) qui domine pi(.)QNMV (., .) est notØe ξNMV (., .)
[Perrin et al., 2005c] et s’Øcrit :
ξNMV(A, B) =
∑
i={1,...,4}
ξ+,iNMV(A, B) + ξ−,iNMV (A, B)
avec
ξ+,iNMV (A, B) =
∫
N f
∫
{u1,...,ui}∈χi2
1A(x)1B(x ∪ u1 . . . ∪ ui)Λ(du1) . . .Λ(dui)i! piν(dx)
et
ξ−,iNMV (A, B) =
∫
N f
1A(x)
∑
{xk1 ,...,xki }∈x
1
λ(xk1 ) . . . λ(xki )
1B(x \ {xk1 , . . . , xki })piν(dx)
Elle nous permet de calculer les dØrivØes de Radon Nikodym associØes aux mouvements de
naissance et de mort dans un voisinage, ainsi que les taux d’acceptation de ces mouvements
(cf Annexe B.4). Dans ces calculs, nous tenons compte du fait qu’une conguration d’objets
y peut Œtre obtenue à partir d’une conguration x par le noyau de naissance et mort dans
un voisinage de plusieurs façons diffØrentes. Nous notons G(x → y) l’ensemble contenant
tous les objets x ∈ x qui, une fois sØlectionnØs, permettent d’obtenir la conguration y aprŁs
naissances ou morts dans leur voisinage :
1. dans le cas de la naissance dans un voisinage le rapport de Green vaut :
R(x, y) = n(x)(n(x) + i)
f (y)
f (x)
λ(u1) . . . λ(ui) ∑x∈G(y→x) 1n f u(x,y) 1Ci
nu(x,y)∑
x∈G(x→y)
1
n f u(x,x)
1
Ci
n f (x,x)
1
Mk1 ...Mki
(3.16)
puisque n(y) = n(x) + i.
2. dans le cas de la mort dans un voisinage, le rapport de Green vaut :
R(x, y) = n(x)(n(x) − i)
f (y)
f (x)
∑
x∈G(y→x) 1n f u(x,y)
1
Ci
n f (x,y)
1
Mk1 ...Mki
λ(u1) . . . λ(ui) ∑x∈G(x→y) 1n f u(x,x) 1Ci
nu(x,x)
(3.17)
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3.4.5 Convergence de l’algorithme
Nous rappelons ici les principales propriØtØs qui assurent la convergence de l’Øchantillon-
neur MCMC. Des dØmonstrations dØtaillØes peuvent Œtre trouvØes dans [Geyer et Młller, 1998],
[Perrin et al., 2003], [Lacoste, 2004] et [Ortner, 2004].
La principale condition est celle de stabilitØ (cf Øquation 2.6), et est assurØe par le choix
de la densitØ f (.) de notre processus. La variation d’Ønergie globale provoquØe par l’ajout
d’un objet est en effet bornØe, d’aprŁs la stabilitØ de l’Ønergie interne (3.4) et de l’Ønergie
externe (3.9).
Les propriØtØs qui assurent la stabilitØ de l’Øchantillonneur (cf Annexe A.1) sont dØcrites
ci-dessous et, pour chacune, les conditions qui assurent leur validitØ ainsi que quelques
ØlØments de dØmonstration :
1. apériodicité : en plus de toutes les perturbations du noyau de proposition prØsentØes
ci-dessus, et choisies avec une probabilitØ pm(x), la probabilitØ de ne rien proposer
1 −∑m pm(x) est strictement positive, ce qui assure l’apØriodicitØ de la chaîne.
2. irréductibilité et ensembles petits : l’algorithme MHG simule une chaîne de Markov
irrØductible et tout ensemble bornØ de N f est petit grâce à la condition de stabilitØ
(2.6). L’irrØductibilitØ se dØmontre en passant par une mesure de probabilitØ µ0(.) qui
donne tout son poids au point {∅}, et en montrant que la chaîne de Markov atteint
ce point avec une probabilitØ strictement positive (via des mouvements de mort par
exemple).
3. récurrence au sens de Harris et ergodicité géométrique : une nouvelle fois, la
condition de stabilitØ est suffisante, mais le fait que le nombre d’objets dans la con-
guration soit bornØ (à cause du terme de "hard core") permet d’obtenir plus facilement
la condition de "drift".
Pour s’assurer que l’implantation informatique a ØtØ correctement rØalisØe, nous pouvons
vØrier, par exemple, pour chaque noyau que les taux calculØs sont exacts en les testant sur
un processus de Poisson d’intensitØ non homogŁne, et en analysant l’Øvolution de certaines
statistiques comme le nombre de points moyens dans des borØliens. Nous considØrons ici
des congurations d’ellipses, dans un espace de position qui est une image de taille 200 ×
200, et oø l’intensitØ de la mesure de rØfØrence λ(.) s’Øcrit dans chaque pixel (i,j) de l’image :
A : λ(i, j) = β si i et j sont impairs
B : λ(i, j) = 2β si i est pair et j impair
C : λ(i, j) = 3β si i est impair et j pair
D : λ(i, j) = 4β si i et j sont pairs
oø β est tel que ν(χ) = 200. L’espØrance du nombre d’objets dans [A] est donc de 20, elle
est de 40 dans [B], de 60 dans [C] et de 80 dans [D]. En effet, la variable alØatoire NA(X)
qui compte le nombre de points du processus tombant dans un borØlien A ∈ χ suit une loi de
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F. 3.17  Convergences de E[N(X)], E[NA(X)], E[NA(X)], E[NA(X)] et E[NA(X)].
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Poisson discrŁte de moyenne E[NA(X)] =
∫
A λ(u)dΛ(u). Nous prØsentons dans la F. 3.17
l’Øvolution du nombre d’objets moyen au cours des itØrations pour chacun de ces espaces,
en testant à chaque fois des noyaux diffØrents. Nous pouvons remarquer que la convergence
de cette statistique est plus ou moins rapide selon les noyaux choisis.
3.5 Résultats
Dans cette partie, nous prØsentons des rØsultats du modŁle 2D aprŁs l’avoir testØ sur des
images CIR de forŒts françaises fournies par l’IFN. La machine sur laquelle l’algorithme
a ØtØ implantØ est de noyau Linux RedHat 3GHz. Pour chacun des rØsultats, nous donnons
le nombre d’itØrations de l’algorithme MHG nØcessaire pour l’obtenir, ainsi que le temps
de calcul, bien que celui-ci ne soit pas trŁs able car le programme contient de nombreuses
requŒtes dont on pourrait se passer (calculs statistiques, Øcriture sur des chiers et sur le
shell, affichage en direct de l’Øvolution de l’extraction ...).
Nous associons à chacune des images utilisØes un nom, an de les Øvoquer plus facilement
dans la rØdaction de cette partie. PrØcisons qu’il est particuliŁrement difficile de prØsenter et
de mettre en valeur les rØsultats obtenus, puisque les informations recueillies sur les images
sont diverses (positions, tailles des arbres), et les objets d’intØrŒt petits et trŁs nombreux
(plusieurs centaines sur chacune des images). Aussi, an de rendre la lecture des rØsultats
plus aisØe, nous prØsenterons le rØsultat obtenu parfois avec des ellipses pour reprØsenter
les objets, parfois seulement avec des croix pour marquer la position des centres des objets
dØtectØs, et certains zooms sur des parties de l’image seront proposØs si nØcessaire. Enn,
n’ayant pas de vØritØ terrain (une extraction manuelle a ØtØ rØalisØe sur un certain nombre
d’images, cf chapitre 5 dans la partie comparaison avec d’autres approches), il nous est im-
possible d’estimer le pourcentage de bonne dØtection, et notamment d’Øvaluer la pertinence
de la taille des couronnes trouvØes. Les commentaires se feront donc à partir d’observations
subjectives.
3.5.1 Paramètres du modèle
Les principaux paramŁtres du modŁle sont :
 Tab. (3.1) : les paramŁtres de l’espace de travail. La taille minimale et la taille maximale
des arbres recherchØs dans l’image est une information importante. Nous verrons par la
suite que le modŁle bayØsien Bay1 requiert une bonne estimation de la taille maximale
aM , et que d’une façon gØnØrale les modŁles non bayØsiens sont plus robustes par rapport
au choix de la taille de l’espace des marques. Nous recherchons en gØnØral dans l’image
des arbres avec une couronne d’un diamŁtre allant de 6 pixels (environ 3 mŁtres) à 14
pixels (7 mŁtres).
 Tab. (3.2) : les paramŁtres de l’Ønergie a priori U p(x). Il s’agit principalement de para-
mŁtres de pØnalisation : γab > 0 et γr > 0. Les autres paramŁtres sont xØs à 0 dans
le cas gØnØral : γrho = 0 et γa = 0. Si nous avons une information sur ce que nous re-
cherchons (plantation, ou agrØgat avec une distance caractØristique), nous leur donnons
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am = 3
aM = 7
T. 3.1  ParamŁtres de l’espace des marques M.
une valeur nØgative. Enn, pour connaître l’ordre de grandeur de ces paramŁtres, nous
avons initialement simulØ l’a priori seul (cf F. 3.7 et F. 3.8).
γab = 1
γr = 100
γa = −5
γρ = −5
T. 3.2  ParamŁtres de l’Ønergie a priori U p(x).
 Tab. (3.3) : les paramŁtres de l’attache aux donnØes Ud(x) du modŁle non bayØsien. Leur
estimation n’a pas ØtØ envisagØe, nous avons en revanche essayØ de les calibrer et de
trouver un jeu de paramŁtres qui fonctionne sur une large palette d’images. Le paramŁtre
d0 est le paramŁtre critique de l’approche non bayØsienne, puisqu’il reprØsente la limite
à partir de laquelle un objet sera considØrØ comme "bon" ou "mauvais" par rapport à la
donnØe. Quant au paramŁtre ρ, nous verrons qu’il joue un rôle clØ dans les zones denses.
γd = 50
d0 = 20
ρ = 2
T. 3.3  ParamŁtres de l’Ønergie d’attache aux donnØes Ud(x).
 Tab. (3.4) : les paramŁtres du noyau de proposition Q(., .). Chacun des noyaux Qm(., .)
est proposØ avec une probabilitØ pm indØpendante de l’Øtat X = x. En revanche, ces
probabilitØs peuvent Øvoluer au cours du recuit en fonction du nombre de propositions
acceptØs pour chacun des mouvements [Perrin et al., 2005c]. Pour respecter l’apØrio-
dicitØ, nous restons dans l’Øtat actuel avec une probabilitØ p∅ = 0.0001. Si nous ne
travaillons pas sur des plantations, alors pNMV = 0 et pNM = 0.2. Les transformations
simples, une fois le noyau choisi, sont sØlectionnØes de façon Øquiprobable entre une
translation, une dilatation ou une rotation.
 Tab. (3.5) : les paramŁtres du recuit simulØ adaptatif (cf chapitre 2). Ces paramŁtres
peuvent Œtre modiØs an de permettre une dØcroissance plus ou moins rapide de la
tempØrature. Le rØsultat obtenu sera affectØ, une Ønergie nale plus basse Øtant observØe
avec un recuit plus lent. Des schØmas reprØsentant la dØcroissance de la tempØrature
sont disponibles dans le chapitre 5. En pratique, nous arrŒtons la dØcroissance aprŁs un
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Naissance et mort QNM
pNM = 0.1
Transformations simples QTS
pTS = 0.6
Fusion / Division QFD
pFD = 0.2
Naissance et mort dans un voisinage QNMV
pNMV = 0.1
T. 3.4  ParamŁtres du noyau de proposition Q(., .).
nombre xe d’itØrations dØni au dØbut de l’algorithme. Bien sßr, il est impossible de
prØdire la valeur de la tempØrature à ce moment puisqu’elle dØpend du paysage ØnergØ-
tique rencontrØ par la chaîne de Markov. Aussi, nous observons les derniŁres Øvolutions
de l’Ønergie et de quelques statistiques comme le nombre d’objets pour dØcider si oui ou
non il est utile de continuer la dØcroissance. Ces critŁres d’arrŒt ont ØtØ plus longuement
abordØs dans [Lacoste, 2004].
T0 = 1000
k = 1000
k′ = 100
0.98 < a < 0.998
T. 3.5  ParamŁtres du recuit simulØ adaptatif.
3.5.2 Potentiel et limites du modèle bayésien pour l’étude des plantations
Le modŁle bayØsien fut initialement crØØ pour extraire des arbres dans des plantations de
peupliers. Nous prØsentons dans les F. 3.18 et F. 3.19 deux premiers rØsultats, un masque
ayant ØtØ appliquØ dans la seconde image pour ne garder comme espace de positions P que
la plantation (ce masque pouvant s’obtenir en utilisant un ltrage de Gabor). Nous appelons
ces deux images respectivement ImSaone1 (200× 140 pixels soit 0.7 hectares) et ImSaone2
(400×200 pixels soit 2 hectares). Les trois modŁles bayØsiens Bay1, Bay2 et Bay3 donnent
des rØsultats assez similaires pour ces images en terme de nombre d’objets (environ 300
objets pour ImSaone1, et 900 objets pour ImSaone2), mais diffŁrent quant à leur Øvaluation
de la taille des arbres (cf Tab. (3.6)).
Nous proposons alors de comparer plus en dØtail les modŁles Bay1, Bay2 et Bay3 en Øtu-
diant leur robustesse par rapport à la taille des objets recherchØs dans la scŁne. Sur l’image
ImSaone1, nous testons les modŁles Bay1, Bay2 et Bay3 avec diffØrentes tailles de l’es-
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F. 3.18  Gauche : extrait d’une plantation de peupliers, Saône et Loire c©IFN. Droite :
rØsultat de l’extraction avec le modŁle Bay1, en 2 millions d’itØrations (environ 3 minutes).
pace des marques. Nous relevons pour chaque expØrience, d’une durØe xe de 2 millions
d’itØrations (la dØcroissance n’Øtant pas complŁtement achevØe parfois), le nombre d’objets
dØtectØs à la n, la supercie moyenne des couronnes, ainsi que le temps de traitement.
ModŁle am = 3 et aM = 6 am = 1.5 et aM = 6 am = 3 et aM = 10
Bay1 309 / 16.6 m2 / 3mn 318 / 15.9 m2 / 3mn 176 / 33.1 m2 / 5mn30
Bay2 308 / 19.1 m2 / 5mn 305 / 18.6 m2 / 5mn 289 / 21.8 m2 / 8mn30
Bay3 306 / 19.1 m2 / 6mn 315 / 18.5 m2 / 5mn 285 / 22.3 m2 / 8mn30
T. 3.6  Comparaison des 3 modŁles bayØsiens sur l’image de plantation, en fonction de
la taille de l’espace des objets. Statistiques d’intØrŒt : nombre d’objets / surface de couronne
moyenne (en prenant 1 pixel=50 cm) / temps de calcul. 2 millions d’itØrations pour chacun
des rØsultats obtenus.
Il ressort de cette sØrie d’expØriences un certain nombre d’enseignements :
 d’une façon gØnØrale, les modŁles Bay2 et Bay3 sont plus gourmands en temps de calcul
que le modŁle Bay1. Ceci s’explique assez facilement puisque les calculs de mise à jour
de la vraisemblance peuvent Œtre faits une fois pour toutes au dØbut de l’algorithme pour
le modŁle Bay1, alors qu’ils dØpendent de la position du pixel par rapport au centre du
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F. 3.19  Haut : image de plantations de peupliers, Saône et Loire c©IFN. Bas : rØsultat de
l’extraction avec le modŁle Bay1, en 4 millions d’itØrations (environ 10 minutes).
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F. 3.20  Haut gauche : modŁle Bay1, am = 1.5 et aM = 6. Haut droite : modŁle Bay2,
am = 3 et aM = 6. Bas gauche : modŁle Bay1, am = 3 et aM = 10. Bas droite : modŁle
Bay2, am = 3 et aM = 10.
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ou des objets qui le contiennent dans le cas des deux autres modŁles.
 plus les objets recherchØs sont gros, plus le temps de calcul est important, ceci est une
nouvelle fois principalement dß au terme de vraisemblance, qui dØpend directement du
nombre de pixels que contient l’objet.
 le modŁle Bay1 est moins robuste que les modŁles Bay2 et Bay3 quand les tailles mi-
nimum et maximum de l’espace des marques Øvoluent, et notamment lorsque la taille
maximum aM des arbres augmente (cf F. 3.20). Le rØsultat est composØ de nombreux
gros objets, que l’algorithme ne peut pas scinder en plusieurs petits, malgrØ le mouve-
ment de fusion / division (qui se limite à la fusion de 2 objets et à la division en 2 objets),
à moins d’une dØcroissance trŁs lente de la tempØrature du recuit.
 les objets extraits ont une taille moyenne plus ØlevØe et les superpositions entre objets
sont plus frØquentes quand aM augmente (cf F. 3.20). Nous avons alors essayØ d’aug-
menter le paramŁtre rØpulsif, de γr = 100 à γr = 1000. Cela limite bien le grossissement
des objets extraits par l’algorithme, mais diminue signicativement le nombre d’arbres
dØtectØs (200 au lieu de 300).
La principale limite du modŁle bayØsien est qu’il repose sur une segmentation stricte de la
zone de l’image contenant des arbres. Comme le montre la F. 3.21, le modŁle est instable
lorsque, par exemple, un champ n’est pas cachØ par le masque initial. Ceci est logique
puisque le succŁs du modŁle bayØsien est dß, en grande partie, à la classication rØalisØe
par le "K-Means" à deux classes, l’algorithme se contentant de mettre dans l’image binaire
obtenue des ellipses dans les zones de la classe des arbres, de façon à ce qu’elles rØpondent
Øgalement bien au terme a priori de l’Ønergie. Ainsi, il aura tendance à mettre des objets
dans le champ, dont la rØectance dans le proche infrarouge est ØlevØe, en les organisant
suivant le terme a priori.
3.5.3 Apports du modèle non bayésien
Lorsque la segmentation initiale n’est pas parfaite, le modŁle non bayØsien est plus intØ-
ressant car il Øvite de nombreuses fausses alarmes, comme le montre les rØsultats obtenus
sur l’image ImEureLoir (170 × 230 pixels soit 1 hectare), cf F. 3.21. En effet, l’Ønergie
d’attache aux donnØes est positive pour les objets situØs dans le champ puisqu’il manque
des zones d’ombres pour les rendre acceptables.
D’une façon gØnØrale, le modŁle non bayØsien est, de mŒme que le modŁle bayØsien, tout
à fait adaptØ pour l’extraction des arbres dans des plantations (cf F. 3.22 sur les images
ImSaone1, ImSaone2 agrandie à 510 × 540 pixels soit 7 hectares, et ImSaone3, de taille
349 × 487 pixels soit 4 hectares). Plus de 1000 arbres peuvent Œtre extraits en quelques
minutes (20 minutes pour la plus grande image), avec un nombre raisonnable de fausses
alarmes et d’absences de dØtection (ØvaluØ à moins d’une trentaine pour 1000 arbres dans
le pire des cas dans l’image ImSaone2), principalement dues à trois raisons mises en valeur
sur les imagettes au bas de la F. 3.22 :
1. La premiŁre est liØe au fait que nous travaillons seulement sur la bande proche in-
frarouge, des mauvais objets sont donc acceptØs en tant qu’arbres (voir notamment
au bas du rØsultat sur l’image ImSaone2 dans la F. 3.22) alors qu’un simple post-
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F. 3.21  Haut : image de plantations de peupliers, Eure et Loire c©IFN. Milieu : rØsultat
de l’extraction avec le modŁle Bay1, en 2 millions d’itØrations (environ 3 minutes). Bas :
rØsultat de l’extraction avec le modŁle NonBay1, en 2 millions d’itØrations (environ 5 mi-
nutes).
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traitement ou un terme correcteur dans le calcul de l’attache aux donnØes prenant en
compte les autres bandes suffirait à corriger ce phØnomŁne.
2. La seconde source de fausses alarmes est que sur le bord des plantations, des objets
sont dØtectØs dans des zones entre deux ombres des arbres du bord. Une façon d’Øvi-
ter ces dØtections serait de rechercher prioritairement de l’ombre dans la direction
des rayons du soleil (ombre propre de l’arbre), et si elle existe, de calculer l’Ønergie
d’attache en se servant de l’ombre tout autour des objets. Nous avons mis en pratique
cette idØe dans la plantation de la F. 3.23, nommØe ImSaone4 (200×200 pixels, soit
1 hectare), en pØnalisant dans l’attache aux donnØes les objets si une zone d’ombre
n’est pas visible dans cette direction, dans le cas oø ces objets n’ont pas de ∼a-voisins
dans la boule Bk(x) avec vk le vecteur possØdant la direction la plus proche de celle
des rayons du soleil (cf chapitre 5 pour voir comment l’obtenir), an de ne pas pØnali-
ser les objets à l’intØrieur mŒme de la plantation. On remarque que ce modŁle corrige
les fausses alarmes, puisque l’on passe de 410 à 382 objets dØtectØs.
3. Enn, la derniŁre source d’erreurs, sans doute plus difficile à traiter, est le fait que les
arbres n’apparaissent pas tous elliptiques sur l’image, et sont d’autant plus dØformØs
à cause du point de vue que nous nous Øloignons du point Nadir (cf F. 1.11). Ainsi,
la dØtection des arbres de la plantation dans la partie en haut à gauche de l’image
ImSaone2 est mauvaise.
3.5.4 Extraction sur des zones plus denses
Nous avons, ensuite, souhaitØ tester notre modŁle 2D sur des zones plus denses, en choisis-
sant des images tout d’abord de plantations avec des arbres moins espacØs, puis des images
de futaie. Nous proposons dans cette partie de comparer le comportement des modŁles bayØ-
sien et non bayØsien pour ces images.
Un premier rØsultat, prØsentØ dans la F. 3.24 sur une imagette de taille 200× 200 (1 hec-
tare), que nous nommons ImEureLoir, Øtudie l’extraction rØalisØe par le modŁle Bay2 et le
modŁle NonBay1. Cette plantation prØsente la particularitØ d’avoir des arbres qui se collent
dans une direction (de bas en haut), la zone d’ombre entourant les houppiers, nØcessaire au
bon fonctionnement du modŁle NonBay1, n’Øtant alors pas complŁte. On s’aperçoit en effet
que le modŁle bayØsien, avec les mŒmes paramŁtres que prØcØdemment, continue de bien
fonctionner alors que le modŁle non bayØsien ne dØtecte qu’une faible partie des arbres (79
au lieu de 241). Ceci est principalement dß au fait que la distance de Bhattacharya entre
les distributions de niveaux de gris entre les pixels de l’objet et de sa frontiŁre est faible
puisqu’une partie de la frontiŁre dØborde sur l’arbre voisin.
Nous avons essayØ de proposer quelques solutions pour amØliorer les rØsultats du modŁle
non bayØsien (cf F. 3.26) :
1. La premiŁre idØe serait, pour des plantations (et non dans le cas gØnØral de vØgØtation
dense, comme prØsentØ par la suite), de diminuer le paramŁtre γa < 0 de l’a priori
qui favorise les alignements entre objets. Cette idØe n’est cependant pas robuste car,
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F. 3.22  Haut gauche : rØsultat de l’extraction avec le modŁle NonBay1, en 2 millions
d’itØrations (environ 6 minutes). Haut droite : rØsultat de l’extraction avec le modŁle Non-
Bay1, en 2 millions d’itØrations (environ 10 minutes). Milieu : rØsultat de l’extraction avec
le modŁle NonBay1, en 10 millions d’itØrations (environ 20 minutes). Bas : principales
fausses alarmes et erreurs de dØtection.
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F. 3.23  Haut gauche : image ImSaone4 c©IFN. Haut droite : rØsultat de l’extraction
avec le modŁle non bayØsien NonBay1, 410 objets extraits en 3 millions d’itØrations (4
minutes). Bas gauche : rØsultat de l’extraction avec le modŁle non bayØsien NonBay1 avec
la correction consistant à d’abord chercher une ombre dans la direction du soleil pour les
objets n’ayant pas de voisin dans cette direction, 382 objets extraits en 3 millions d’itØrations
(5 minutes). Bas droite : cliques d’alignements des objets extraits.
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F. 3.24  Gauche : image ImEureLoir, extraite d’une plantation plus dense c©IFN. Milieu :
rØsultats avec le modŁle Bay2, 241 objets extraits en 2 millions d’itØrations (15 minutes).
Droite : rØsultats avec le modŁle NonBay1, 79 objets extraits en 3 millions d’itØrations (11
minutes). Les objets avec une Ønergie d’attache aux donnØes positive sont marquØs par des
ellipses, les autres avec des croix.
bien sßr, cela ne fonctionne que pour les plantations ; mais Øgalement car l’on risque
de forcer des alignements entre des objets mauvais au sens de l’Ønergie d’attache aux
donnØes Ud(.), ie qui ne reprØsentent pas des arbres.
2. La seconde idØe serait de modier les paramŁtres de l’attache aux donnØes, ρ et d0.
Cependant, rØduire la taille de la frontiŁre ρ est dangereux, et entraîne de nombreuses
fausses alarmes. En effet, les calculs des statistiques de moyenne et de variance des
niveaux de gris de la frontiŁre se font alors sur un petit nombre d’Øchantillons (pixels)
et ne sont plus aussi robustes. De mŒme, rØduire le seuil d0 est dØlicat et engendre des
fausses alarmes dans le cas gØnØral. Enn, cette proposition n’irait pas dans le sens
de notre volontØ, qui est de conserver autant que possible les mŒmes paramŁtres sur
diffØrentes images (calibration des paramŁtres de l’attache aux donnØes).
Face à ces contraintes, nous avons alors proposØ de corriger le calcul de la distance de
Bhattacharya, ou plus exactement l’appartenance des pixels de la frontiŁre et du bord in-
terne de l’objet. Nous nommerons ce modŁle le modŁle NonBay2. Soit u un objet de la
conguration. Pour calculer dB(u,FρI (u)), nous associons un pourcentage maximum p2D
des pixels situØs dans la frontiŁre FρI (u) à l’objet, et rØciproquement un pourcentage maxi-
mum identique p2D des pixels situØs dans l’objet à la frontiŁre, pour calculer les moyennes
et variances de ces deux distributions. En pratique, les pixels avec les niveaux de gris les
plus ØlevØs de la frontiŁre, tant qu’ils augmentent la valeur de dB(u,FρI (u)) et que l’on ne
dØpasse par le seuil p2D, sont donc comptabilisØs parmi les pixels de l’objet pour calculer
dB, et inversement (cf F. 3.25).
Cette modication a un double effet : tout d’abord, cela nous permet de dØtecter des arbres
mŒme s’ils ne sont pas complŁtement entourØs d’une zone d’ombre, mais seulement sur
une partie de leur voisinage. D’autre part, cela nous permet d’extraire des formes non ellip-
tiques, puisque la rØorganisation des pixels dans le calcul de l’attache aux donnØes revient
à dØformer l’objet recherchØ. La gure F. 3.26 prØsente des rØsultats obtenus sur l’image
94 Chapitre 3. Modèle 2D : extraction dans les zones denses
F. 3.25  ModŁle NonBay2 : une ellipse et sa frontiŁre, calcul corrigØ de la distance de
Bhattacharya.
ImEureLoir avec cette nouvelle formulation. On remarque que le modŁle NonBay2 propose
une extraction des houppiers trŁs proche de celle obtenue par le modŁle bayØsien Bay2 de
la F. 3.24 (217 objets dØtectØs contre 241).
F. 3.26  Gauche : rØsultat d’extraction avec le modŁle NonBay1, γa = −10, 159 objets
extraits en 3 millions d’itØrations (12 minutes). Milieu : rØsultat d’extraction avec le modŁle
NonBay2, γa = −5, p2D = 10%, 214 objets extraits en 3 millions d’itØrations (12 minutes).
Droite : rØsultats avec le modŁle NonBay2, γa = 0, p2D = 15%, 217 objets extraits en
3 millions d’itØrations (12 minutes). Les objets avec une Ønergie d’attache aux donnØes
positive sont marquØs par des ellipses, les autres avec des croix.
Une autre idØe serait de corriger le calcul de l’Ønergie d’attache de l’objet, en tenant compte
des autres objets de la conguration. On peut ainsi exclure de la frontiŁre d’un objet donnØ
u, notØ FρI (u), les pixels qui appartiennent à d’autres objets de la conguration, puisque
l’on suppose alors que ce sont des arbres et donc que le niveau de gris est ØlevØ. La frontiŁre
dØpend dØsormais de la conguration, et s’Øcrit FρI (u, x) = FρI (u)\SI (x). Ceci nous permet de
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F. 3.27  Bas gauche : modŁle NonBay1, frontiŁre discrØtisØe FρI (u) d’un objet u. Bas
droite : modŁle NonBay3, nouvelle frontiŁre FρI (u, x) d’un objet u.
travailler avec des valeurs de ρ constantes, la taille de la frontiŁre s’adaptant naturellement
au voisinage de l’objet selon les objets de la conguration qui lui sont proches (cf F. 3.27).
L’Ønergie d’attache devient :
Ud(u) = Qd
(
dB(u,FρI (u, x))
)
(3.18)
Ce modŁle apparaît plus naturel que le prØcØdent. Nous le nommons NonBay3, il est en
cours d’implantation au moment de la rØdaction de ce manuscrit.
Pour nir, nous testons les limites des diffØrents modŁles sur une image de futaie, ImLoir-
Cher, prØsentØe dans la F. 3.28. Il s’agit d’une image de 200 × 200 pixels (1 hectare), oø
le nombre d’arbres est difficile à Øvaluer à l’oeil nu, mais que l’on peut estimer entre 500
et 600. Observons les rØsultats d’extraction obtenus avec les modŁles Bay2 et NonBay2.
Le premier donne des rØsultats satisfaisants, avec une sous-dØtection cependant, notamment
sur les petits objets (cf F. 3.29). La position des arbres est nØanmoins bien dØtectØe, seuls
les paramŁtres de taille sont difficiles à Øvaluer avec nos modŁles à cause de la forme gØo-
mØtrique des objets. On pourrait cependant imaginer d’utiliser un modŁle de croissance de
rØgions, avec pour graines les positions des objets du processus pour affiner l’Øvaluation
de la taille des arbres. Le manque d’ombre entre les arbres, comme le montre la classica-
tion par "K-Means" dans la F. 3.29, est globalement mieux gØrØ par le modŁle bayØsien
que par le modŁle non bayØsien. En effet, ce dernier, mŒme en forçant le paramŁtre p2D
au maximum, ne dØtecte toujours pas les arbres dans les zones trŁs denses, et a tendance à
surestimer le nombre d’arbres dans les autres zones. Les mŒmes remarques s’appliquent au
rØsultat de l’image ImEureLoir2, sur une image de futaie de taille 300 × 300 pixels (2.25
hectares), dont le rØsultat obtenu avec le modŁle Bay2 est prØsentØ dans la F. 3.30.
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F. 3.28  Haut gauche : image ImLoirCher c©IFN. Haut droite : rØsultat de l’extraction
avec le modŁle bayØsien Bay2, 491 objets extraits en 4 millions d’itØrations (environ 20
minutes). Bas gauche : rØsultat de l’extraction avec le modŁle non bayØsien NonBay2 et
p2D = 10%, 495 objets extraits en 4 millions d’itØrations (environ 25 minutes). Bas droite :
rØsultat de l’extraction avec le modŁle non bayØsien NonBay2 et p2D = 20%, 673 objets
extraits en 4 millions d’itØrations (environ 25 minutes).
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F. 3.29  Gauche : image ImLoirCher, aprŁs la binarisation effectuØe par le "K-Means".
Droite : zoom sur le rØsultat du modŁle Bay2.
En conclusion, les modŁles bayØsiens semblent plus appropriØs pour extraire les arbres
dans les zones denses que les modŁles non bayØsiens, qui sont plus rigides. Les principales
difficultØs de la mØthodologie des processus ponctuels marquØs est surtout la forme gØomØ-
trique des objets imposØe qui n’est pas toujours vØriØe dans les zones denses. Nous verrons
dans le chapitre 5 que les approches rØgions gŁrent mieux ces phØnomŁnes.
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F. 3.30  Haut : image ImEureLoir2 c©IFN. Bas : rØsultat de l’extraction avec le modŁle
bayØsien Bay2, 781 objets extraits en 6 millions d’itØrations (environ 30 minutes).
Chapitre 4
Modèle 3D : extraction dans les zones
non denses
Dans le chapitre prØcØdent, nous avons prØsentØ diffØrents modŁles capables d’extraire des
houppiers dans des zones de forŒt dense. Par leur dØnition mŒme, ces modŁles ne sont pas
adaptØs pour extraire des arbres Øpars. En effet, les modŁles bayØsiens ne modØlisent pas
assez bien le fond, tandis que les modŁles non bayØsiens proposØs reposent sur la prØsence
d’ombre tout autour de l’arbre, ce qui n’est pas le cas dans des zones moins denses, oø seule
l’ombre portØe de l’arbre permet de le distinguer.
Aussi, nous nous sommes efforcØs de dØnir un modŁle à mŒme d’extraire les houppiers
dans des images oø les arbres sont isolØs. L’idØe directrice de notre modŁle est qu’un arbre
est un objet possØdant une rØectance forte dans le proche infrarouge, avec une ombre por-
tØe dans la direction des rayons du soleil. En outre, en plus de la position et du diamŁtre de
la couronne, l’information de la taille au sol de cette ombre portØe nous permet de remonter
à la taille de l’arbre, connaissant la position du soleil dans le ciel à l’instant de la prise de
vue (en supposant que nous connaissons la topographie du terrain).
Dans ce chapitre, nous prØsentons un modŁle de processus objets capable de rØpondre à
ces attentes. AprŁs Œtre revenus sur le besoin d’Øcrire un nouveau modŁle pour traiter les
images de forŒt non dense, nous exposerons les fondements mathØmatiques de ce modŁle,
en revenant notamment briŁvement sur les modications apportØes au terme ØnergØtique et
au noyau de proposition de l’algorithme MHG dØcrits dans le chapitre prØcØdent. Puis, nous
prØsenterons quelques rØsultats obtenus sur des images de l’IFN.
4.1 Extraction d’arbres épars : de la 2D à la 3D
L’observation des images forestiŁres de zones non denses (cf F. 4.3) nous montre bien
que la recherche d’ombre dans ce cas doit se faire uniquement dans la direction des rayons
99
100 Chapitre 4. Modèle 3D : extraction dans les zones non denses
F. 4.1  Angles d’aximuth θs et d’ØlØvation φs du soleil.
du soleil, et non plus tout autour de l’arbre comme dans les zones denses. Il s’agit dØsormais
d’utiliser l’ombre portØe de chaque arbre dans le processus d’extraction. Pour savoir dans
quelle direction rechercher cette ombre portØe, il est tout à fait possible d’utiliser les ches
de mission de vol qui accompagnent chaque photographie de forŒt rØalisØe dans le cadre de
la mission d’inventaire de l’IFN. Les donnØes enregistrØes contiennent notamment la locali-
sation du point Nadir (coordonnØes gØographiques Lambert II Øtendu du projetØ orthogonal
de la camØra sur le sol), le jour et l’heure du clichØ, l’altitude du vol et la focale. Il existe des
programmes qui nous permettent de calculer les angles d’azimuth θ s (par rapport au Nord,
vers l’Est) et d’ØlØvation φs (par rapport à la verticale) du soleil au moment du clichØ (cf
F. 4.1).
En France mØtropolitaine, l’angle d’ØlØvation minimum (le plus proche de la verticale avec
nos notations, donc le soleil le plus haut) est d’environ 20	 (calcul rØalisØ avec une latitude
de 43N, ie approximativement la frontiŁre espagnole) au solstice d’ØtØ, et de 26	 à Paris.
Ceci nous laisse la possibilitØ d’avoir des ombres visibles dans l’image sur plusieurs pixels
de long puisque, pour un arbre de diamŁtre D et de hauteur H, cette longueur est supØrieure
à 0.36H − D/2, soit, pour les peupliers rencontrØs dans l’image ImSaone2, de 3 pixels dŁs
qu’ils dØpassent les 10 mŁtres (tan(20) = 0.36). En pratique, les angles d’ØlØvation relevØs
sur les ches de mission (cf Tab. (4.1)) sont plutôt de l’ordre de 30	 (tan(30) = 0.58).
Au vu de ces considØrations, nous avons modiØ, dans un premier temps, la dØnition de la
frontiŁre de l’arbre FρI (u), en proposant des modŁles simples d’ombre portØe Oρ,θsI (u) pour
dØnir la zone de pixels sombres qui caractØrise la prØsence d’un houppier. Ces modŁles
sont prØsentØs dans la F. 4.2. Le premier consiste à ne conserver qu’une partie de l’an-
cienne frontiŁre de l’objet, autour d’un angle θs correspondant à l’angle d’azimuth dØcrit
prØcØdemment. Le second considŁre une ellipse de mŒme taille que l’objet, mais translatØe
d’un vecteur de longueur ρ dans une direction θs, et à laquelle on soustrait son intersection
avec l’objet. Le calcul de l’attache aux donnØes subit une lØgŁre modication :
Ud(u) = Qd
(
dB(u,Oρ,θsI (u))
)
(4.1)
Un premier rØsultat avec le second modŁle d’ombre portØe est proposØ dans la F. 4.3,
avec pour paramŁtre ρ = 4. Les autres paramŁtres du modŁle correspondent à ceux du
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F. 4.2  ModØlisations simples de l’ombre portØe d’un objet.
F. 4.3  Gauche : image test (65 × 80 pixels) c©IFN. Droite : rØsultat de l’extraction avec
le modŁle NonBay4, en 10 millions d’itØrations (10 minutes).
modŁle NonBay1. Le rØsultat de l’extraction montre que ce modŁle est bien adaptØ à l’Øtude
des arbres isolØs, mais le rØglage du paramŁtre ρ n’a aucune signication physique, puisqu’il
devrait dØpendre de la hauteur des arbres. Il est donc essentiel de repenser l’intØgralitØ
de notre modŁle de processus objet, à commencer par la dØnition mŒme des objets. Les
nouveaux objets devrons prendre en compte la dimension verticale des arbres, et ainsi nous
permettre de dØnir plus proprement leur ombre portØe.
102 Chapitre 4. Modèle 3D : extraction dans les zones non denses
F. 4.4  Espace des objets χ3 = P ×M. Gauche : ellipsoïde de demi-hauteur h, sur une
tige de longueur t. Droite : projection de cet ellipsoïde sur χ2.
4.2 Fondements du modèle 3D
4.2.1 Espace Objet
Nous commençons ici par dØnir le nouvel espace objet χ3 = P×M auquel appartiennent
les objets du processus. L’espace des positions reste le domaine liØ à l’image :
P = [0, XM] × [0,YM]
Pour la forme des objets, nous dØcidons d’utiliser des formes simples, du style de celles
dØnies dans l’approche par "templates" [Pollock, 1998, Larsen et Rudemo, 1997a] :(
x2
) n
2
an
+
(
y2
) n
2
bn +
(
z2
) n
2
cn
= 1 (4.2)
Nous travaillons avec des ellipsoïdes (n = 2). Notons que n peut devenir un paramŁtre de
l’espace des marques si l’on souhaite associer diffØrentes formes aux objets pour extraire
diffØrentes espŁces d’arbres par exemple. L’espace des marques pour les ellipsoïdes est trŁs
proche de celui dØni prØcØdemment pour les ellipses, puisqu’il convient juste de rajouter
la taille du demi-axe qui dØcrit la hauteur de l’objet (cf F. 4.4) :
(a, b, h, θ) ∈M = [am, aM] × [am, aM] × [hm, hM] × [0, pi[ , a ≥ b
Nous ajoutons une tige en bas de l’objet, d’une taille t, qui pourrait Øgalement se modØli-
ser plus prØcisØment en fonction de la connaissance des formes des couronnes recherchØes.
Nous laissons la longueur de la tige xØe à 2 unitØs, soit 1 mŁtre pour des images de rØsolu-
tion 50cm. Enn, les paramŁtres hm et hM se rŁglent en fonction des hauteurs minimum et
maximum des arbres que l’on s’attend à trouver dans la forŒt, sachant que la hauteur rØelle
H de l’arbre est H = t + 2h.
4.2.2 Energie du modèle 3D
L’Ønergie du modŁle 3D est assez proche de celle du modŁle 2D. Le terme a priori reste
inchangØ, tandis que le terme d’attache aux donnØes Ud(x) est adaptØ an que nous puis-
sions prendre en compte la hauteur des objets. Nous travaillons ici exclusivement avec un
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F. 4.5  Des objets xi et leurs ombres portØes OI(xi, x), sans et avec recouvrement ombres-
objets dans la conguration.
terme dØtecteur, ie un modŁle non bayØsien.
Soit u un objet d’une conguration x. Nous supposons que la position du soleil dans le ciel
au moment oø la photographie a ØtØ prise est connue sous forme de ses angles d’ØlØvation
φs et d’azimuth θs dØcrits prØcØdemment (cf F. 4.1). Nous calculons alors la forme de
l’ombre portØe, ie la projection sur le sol de l’ellipsoïde u dans la direction des rayons du
soleil. On lui soustrait la silhouette de la conguration, comme dans le modŁle NonBay3,
an que tous les pixels de cette forme soient des pixels d’ombre : ce phØnomŁne est appelØ
recouvrement ombres-objets (cf F. 4.5). Cette ombre portØe vØritable est appelØe O I(u, x)
(cf F. 4.5).
L’Ønergie d’attache aux donnØes est alors simplement composØe d’un terme liØ à la dis-
tance de Bhattacharya entre les distributions des niveaux de gris des pixels dans l’objet et
dans son ombre portØe (comme pour le modŁle 2D), notØ Qb(dB(x,OI(x))) ∈ [−1, 1], auquel
on ajoute un terme liØ au gradient sur les pixels du contour de l’ombre Qg (G(OI(x))) ∈
[−1, 1], an que celle-ci Øpouse bien toute l’ombre rØelle de l’arbre sur le terrain, dans le
but d’avoir une estimation aussi dŁle que possible de sa hauteur (cf F. 4.6). Le terme
de gradient G(OI(x)) est simplement la moyenne de la valeur du gradient sur les pixels du
contour de l’ombre OI(x), le gradient Øtant calculØ sur l’image initiale (lissØe par un masque
gaussien au besoin). Les fonctions de qualitØ Qb(.) et Qg(.) sont les mŒmes que la fonction
de qualitØ du modŁle 2D non bayØsien, et comportent donc deux paramŁtres, respective-
ment d0 et g0, au dessus desquels une distance de Bhattacharya dB > d0 et un gradient
G(OI(x)) > g0 renvoient une valeur nØgative par cette fonction. L’Ønergie d’attache aux
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F. 4.6  IntØrŒt du terme de gradient Qg (G).
donnØes s’Øcrit nalement :
Ud(x) = 1
αb + αg
[
αbQb (dB(x,OI(x))) + αgQg (G(OI(x)))
]
Ce modŁle nous permet, dans le cadre de l’extraction d’arbres isolØs par exemple, de remon-
ter à une estimation de la hauteur des arbres si le terrain est plat. Dans le cas contraire, et
si nous avons une connaissance sur le relief du terrain, il ne serait pas difficile de l’attacher
à la donnØe image an que les calculs de l’ombre portØe en tiennent compte (cf F. 4.7).
Notons Øgalement que, dans le cas d’une connaissance a priori sur l’espŁce de l’arbre à ex-
traire, il aurait ØtØ possible d’inclure dans le calcul de l’Ønergie d’attache aux donnØes Ud(x)
un terme caractØrisant la texture (microscopique, puisque l’objet contient une cinquantaine
de pixels) des arbres recherchØs. Enn, ce modŁle ne prend pas en compte le fait que les
objets peuvent se faire de l’ombre les uns les autres, si un grand arbre cache du soleil un
petit par exemple. Toutes ces modications pourraient trŁs bien Œtre intØgrØes au modŁle,
mais le temps de calcul en serait affectØ.
4.2.3 Noyau de proposition
Le noyau de proposition Q(x, .) dØni dans le chapitre 3 sert de base à celui utilisØ pour le
modŁle 3D. Les principaux changements sont :
 l’ajout, dans le mouvement de dilatation, d’une variable alØatoire qui propose de modi-
er la hauteur d’un objet. Le taux d’acceptation ne change pas.
 la modication du mouvement de fusion / division. Pour la fusion, on propose à un
objet fusionnØ de prendre pour hauteur la moyenne des deux hauteurs prØcØdentes et on
y ajoute une variable alØatoire zh tirØe uniformØment dans un ensemble Zh = [0, hM −
hi+h j
2 ], oø hi et h j sont les deux hauteurs des objets que l’on fusionne. On note Zabh =
Za × Zb × Zh, et MZabh = Λ(Zabh). Pour la division, on rajoute de maniŁre similaire
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F. 4.7  DiffØrentes tailles d’ombre pour une mŒme hauteur d’arbre h selon la topographie
du terrain.
des variables alØatoires pour prendre en compte la hauteur des objets, et l’on a Zab1 =
Za1 × Zb1 × Zh1, MZabh1 = Λ(Zabh1), Zabh2 = Za2 × Zb2 × Zh2, et MZabh2 = Λ(Zabh2). Le
jacobien de la transformation devient |JFD| = 64. Nous ne reprenons pas en dØtail ces
calculs, qui dØcoulent directement de ceux rØalisØs pour le modŁle prØcØdent. Les taux
d’acceptation sont modiØs pour ce noyau, puisque l’on a :
1. dans le cas de la fusion, y = x \ {xi, x j} ∪ y, le rapport de Green vaut :
R(x, y) = n∼ f (x) + n(x)
n∼ f (y) + n(y)
f (y)
f (x)
MZabh
MZabh1 MZabh2 MZθMZxy
λ(y)
64λ(xi)λ(x j) (4.3)
2. dans le cas de la division, y = x \ xi ∪ {y1, y2} et le rapport de Green vaut :
R(x, y) = n∼ f (x) + n(x)
n∼ f (y) + n(y)
f (y)
f (x)
MZabh1 MZabh2 MZθMZxy
MZabh
64λ(y1)λ(y2)
λ(xi) (4.4)
4.3 Résultats
Dans cette partie, nous prØsentons les premiers rØsultats du modŁle 3D, obtenus sur 3 types
d’images. En effet, il peut se rØvØler utile à la fois pour dØtecter des arbres Øpars ou isolØs,
dans des zones peu denses, mais Øgalement pour extraire des arbres en bord de plantation,
an d’Øvaluer leur hauteur et donc le volume de bois dans la plantation, ainsi que dans des
structures mØlangØes taillis-futaie.
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4.3.1 Paramètres
Les paramŁtres du modŁle 3D sont ceux du modŁle 2D, auxquels on ajoute principalement
les donnØes de la localisation du soleil (cf Tab. (4.1) pour quelques images sur lesquelles des
rØsultats seront prØsentØs). Les paramŁtres de l’attache aux donnØes spØciques au modŁle
3D sont g0 = 50, αb = 1 et αg = 1.
Image ImAlpesMar ImSaone2 et ImSaone3
RØsolution (cm) 50 50
Date 19 Juin 1982 21 Septembre 1998
AnnØe 1982 1998
Heure 15 :25 11 :25
Hauteur de vol (m) 4634 3990
Latitude 44.532 N 46.848 N
Longitude 6.611 E 4.986 E
Azimuth 235.93 138.96
ElØvation 30.82 53.91
T. 4.1  DonnØes des ches de mission c©IFN.
4.3.2 Premiers résultats
Tout d’abord, nous avons souhaitØ tester le modŁle 3D sur des images synthØtiques (cf
F. 4.8) an de vØrier la viabilitØ du modŁle et Øvaluer le surcoßt en temps de calcul
par rapport aux diffØrents modŁles 2D (augmentation due aux calculs de projection de l’el-
lipsoïde et à l’augmentation de la dimension de l’espace des objets χ3). Puis, nous avons
cherchØ à extraire des arbres sur des images de l’IFN.
Le modŁle fut d’abord testØ sur des arbres Øpars, dans l’image ImAlpesMar (300 × 300,
soit 2.25 hectares). Le rØsultat d’extraction est exposØ dans la F. 4.9, d’oø l’on peut non
seulement dØduire le nombre d’arbres dans la scŁne, mais aussi la densitØ du couvert grâce à
l’estimation de la surface des couronnes (' 19%), ainsi que la hauteur des houppiers. D’une
façon gØnØrale, et comme nous nous y attendions, le modŁle 3D rØagit moins bien dans les
zones denses, et engendre une sous-dØtection des arbres trop proches les uns des autres (cf
F. 4.10). De plus, lorsque l’on observe en dØtail le contour de l’ombre ainsi que de la
couronne, obtenus à partir des ellipsoïdes, on s’aperçoit qu’il est difficile de dØlinØer toute
la surface des arbres, principalement du côtØ opposØ à l’ombre. Ce rØsultat sera retravaillØ
dans la partie suivante.
Un autre rØsultat du modŁle 3D consiste à trouver la hauteur des arbres qui forment le
bord des plantations, une fois leur position obtenue avec le modŁle 2D prØsentØ au chapitre
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F. 4.8  Haut : image synthØtique originale et reconstruction 3D associØe. Bas : extraction
avec le modŁle 3D et reconstruction associØe.
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F. 4.9  Haut gauche : image ImAlpesMar c©IFN. Haut droite : extraction par le modŁle
3D, le centre des objets est reprØsentØ par des croix blanches, 302 objets. Bas gauche : objets
extraits. Bas droite : image binaire (couronnes en blanc, fond en noir).
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F. 4.10  Gauche : dØtail de l’extraction de la F. 4.9. Droite : sous dØtection dans les
zones denses de l’image.
F. 4.11  Gauche : rØsultat de l’extraction avec le modŁle 3D, optimisation sur la hauteur
à partir des rØsultats obtenus avec le modŁle 2D. Droite : reconstruction 3D de la plantation
avec le logiciel AMAP Orchestra c©.
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F. 4.12  Extractions de la hauteur des arbres du bord de plantations de peupliers plus ou
moins âgØes.
4.3. Résultats 111
prØcØdent. L’optimisation est rØalisØe sur l’espace des marques seul, la position des objets
restant inchangØe. En supposant que cette hauteur est à peu prŁs la mŒme sur toute la planta-
tion, l’information de hauteur sur les arbres du bord de la plantation peut Œtre exploitØe pour
estimer la hauteur moyenne des arbres dans la plantation, ce qui permet d’Øvaluer le volume
de bois. Dans la F. 4.11, nous utilisons le logiciel AMAP Orchestra c©pour reconstruire
en 3D la plantation à partir des informations extraites automatiquement. Notre modŁle nous
permet d’estimer diffØrentes hauteurs de plantation, mais il est d’autant plus robuste que
la plantation est âgØe et l’ombre bien marquØe sur le sol. Le rØsultat de la F. 4.12 nous
donne, par exemple, de l’information sur une plantation dont les arbres font en moyenne
3.5m de hauteur, et une autre 7.5m.
Enn, le modŁle 3D est utilisØ pour extraire des arbres de futaie dans le mØlange taillis-
futaie de l’image ImSaone5 (300 × 400 pixels, soit 3 hectares). Le rØsultat prØsentØ dans la
F. 4.13 permet, de mŒme que pour les arbres Øpars, d’Øvaluer le nombre d’arbres de futaie
mais Øgalement le taux de couvert (' 15%), utile pour savoir si la futaie est plus ou moins
dense. En revanche, les hauteurs sont ici des hauteurs relatives par rapport au toit de taillis,
et ne sont donc pas directement exploitables.
4.3.3 Remarques et adaptations du modèle
Dans ce paragraphe, nous proposons de discuter les principaux problŁmes rencontrØs au
cours des simulations. Nous souhaitons Øgalement Øvaluer la robustesse de ce modŁle par
rapport à la taille de l’espace des marques (surtout de la dimension verticale des objets)
et à l’angle d’incidence du soleil, modications essentielles apportØes dans ce chapitre au
modŁle des ellipses.
Les principaux problŁmes rencontrØs au cours des simulations ont ØtØ les suivants :
 les objets ont tendance à ne pas Øpouser toute la forme de l’arbre. Le bord de l’objet du
côtØ de son ombre portØe est bien dØlimitØ, contrairement à son opposØ, orientØ vers le
soleil. Comme le montre la F. 4.14, rien ne permet en effet de distinguer l’arbre du
fond de l’image (le sol) et donc de dØlinØer proprement la couronne. L’estimation de la
surface de la couronne en est affectØe.
 lorsque deux houppiers sont trŁs proches, il est difficile, mŒme à l’oeil nu, de savoir s’il
y a un ou deux arbres. La forme de l’ombre et donc le terme liØ au gradient sur l’ombre
portØe permet la plupart du temps d’aiguiller l’algorithme vers la bonne solution.
 dans les zones denses, les arbres ne sont pas correctement dØtectØs par le modŁle 3D,
qui ne s’y applique pas puisque les ombres sont trop recouvertes pour pouvoir associer
un arbre à son ombre portØe.
La robustesse par rapport à la taille de l’espace des marques, comme nous l’avons re-
marquØ au chapitre prØcØdent, est essentielle et n’est pas toujours immØdiate. Prenons par
exemple des extraits des images ImAlpesMar, et Øtendons l’espace des marques en auto-
risant de fortes diffØrences de hauteur (de 6 à 21 mŁtres) et de diamŁtre entre les arbres.
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F. 4.13  Haut gauche : image ImSaone5 c©IFN. Haut droit : positions des arbres de futaie
extraits par le modŁle 3D, 4 millions d’itØrations. Bas gauche : projection des ellipsoïdes de
la conguration nale sur l’image (ellipses blanches). Bas droit : supercie des arbres de
futaie.
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F. 4.14  En haut et en bas, de gauche à droite : arbre(s) extrait(s) de l’image CIR, ni-
veaux de gris du NIR (dØcomposition RGB et sØlection du "Red"), niveaux de gris du rouge
(dØcomposition RGB et sØlection du "Green"), gradient sur le NIR. En bas : un ou deux
houppiers ?
Comme le montre la F. 4.15 (en haut à gauche), de nombreuses fausses alarmes sont
obtenues, pour deux raisons principales :
1. en permettant aux objets d’Œtre trŁs hauts, il arrive que des objets se collent à d’autres
objets dØtectant bien un arbre. En se plaçant juste derriŁre ces objets (ie entre ces
objets et le soleil), l’attache aux donnØes est bonne puisque les pixels de leur ombre
portØe OI(u, x) tombent bien dans l’ombre de l’arbre, du fait de leur grande hauteur,
et puisque le fond de l’image a une forte rØectance dans le proche infrarouge. La dis-
tance de Bhattacharya est alors ØlevØe, et l’objet acceptØ dans la conguration. Pour
rØsoudre ce problŁme, nous avons proposØ deux modications à l’Ønergie d’attache
aux donnØes. Tout d’abord, an d’Øviter que deux objets ne se partagent trop une
ombre comme ce qui arrive dans l’exemple prØcØdent, nous proposons de faire inter-
venir dans le calcul de la distance de Bhattacharya, à la place de O I(u, x), seulement
les pixels de l’ombre portØe OI(u, x) qui n’appartiennent à aucune autre ombre portØe
d’objets de la conguration x. Si ce nombre de pixels est infØrieur à un seuil (5 pixels
en pratique), nous refusons l’objet (cf F. 4.15, en haut à droite). La seconde modi-
cation est liØe à la texture des arbres par rapport au fond : nous refusons les objets
dont la variance σ de la distribution des pixels dans la silhouette S I(u) est infØrieure
à un seuil (100 en pratique), ce qui a le mØrite de distinguer le fond du reste.
2. sur des arbres de diamŁtre ØlevØ, il est prØfŁrable du point de vue ØnergØtique de
placer deux petits objets u1 et u2 d’Ønergie d’attache nØgative au lieu d’un gros objet
u, si U(u1) + U(u2) < U(u), mŒme si le "meilleur des trois objets" est u. Autrement
dit, il arrive souvent que des petits objets se partagent l’ombre des arbres. Nous avons
alors tout d’abord essayØ de favoriser les gros objets en introduisant dans le calcul de
l’attache aux donnØes Ud(u) un terme proportionnel à l’aire de la projection sur le sol
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F. 4.15  Haut gauche : extraction avec le modŁle 3D et un espace des marques large, 18
objets. Haut droite : extraction avec le modŁle 3D corrigØ (partage des ombres portØes pØna-
lisØ), 10 objets. Bas gauche : extraction avec le modŁle 3D corrigØ (gros objets favorisØs), 5
objets. Bas gauche : extraction avec le modŁle 3D corrigØ (objets larges favorisØs), 5 objets.
Pour tous : 1 million d’itØrations, 3 minutes.
de l’objet (silhouette elliptique) :
U
′
d(u) =
aubu
AIREMAX
Ud(u)
Le point positif de cette modication est que les fausses alarmes disparaissent comme
espØrØ (cf F. 4.15, bas gauche). Malheureusement, une autre consØquence de ce
nouveau terme ØnergØtique est de faire grossir tous les objets de la conguration, et
donc de dØgrader la dØlinØation des arbres. En effet, comme remarquØ prØcØdemment,
les objets ne trouvent pas de limite explicite sur le contour de l’arbre qui fait face
au soleil. Une augmentation de la taille ne baisse pas signicativement la valeur de
Ud(x), alors qu’elle augmente celle de U ′d(x). Ce phØnomŁne n’ayant lieu que dans la
direction des rayons du soleil, nous avons dans un deuxiŁme temps essayØ de favoriser
les objets qui s’Øtalent dans la direction orthogonale à ces rayons, pour Øviter que des
objets ne se partagent l’ombre d’un arbre. Le nouveau terme ØnergØtique est alors
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(a) H = 20, θs = 0, φs = pi4 (b) H = 20, θs = 0,φs =
pi
6 (c) H = 20,
θs = 0, φs = pi18
(d) H = 30, θs = 0, φs = pi4 (e) H = 30, θs = 0, φs =
pi
6 (f) H = 30,
θs = 0, φs = pi18
F. 4.16  Quelques rendus de l’Øclairage d’un objet u de taille a = 5, b = 4, θ = 0, suivant
diffØrentes hauteurs (H = ht + 2 ∗ h) et diffØrentes directions du soleil. En blanc : partie
de la silhouette SiP(u) ØclairØe directement par la source lumineuse. En gris : partie de la
silhouette SoP(u) ombragØe. En noir : ombre portØe OP(u) de l’objet.
proportionnel à la largeur de l’ombre de l’objet lo, et s’Øcrit :
U
′
d(x) =
lo
2aM
Ud(x)
Les rØsultats sont, dans ce cas, amØliorØs au niveau de l’estimation de la surface de la
couronne (cf F. 4.15, bas droite).
Pour nir, nous avons souhaitØ Øvaluer la robustesse de ce modŁle par rapport à l’angle
d’incidence du soleil. Cependant, face au manque de diversitØ d’illumination des donnØes
en notre possession, nous n’avons pas pu travailler sur des situations extrŒmes, et nous nous
sommes plutôt efforcØs de corriger notre modŁle pour qu’il puisse en temps voulu faire face
aux variations d’illumination. Ainsi, comme remarquØ dans [Larsen et Rudemo, 1998], la
couronne n’est pas uniformØment illuminØe puisqu’une partie du houppier n’est pas atteinte
directement par les rayons du soleil. Vue de dessus, une partie qui apparaît aussi sombre que
l’ombre peut trŁs bien faire partie de l’arbre. Nous avons donc adaptØ le modŁle 3D, de telle
maniŁre qu’il sØpare la silhouette de l’objet SP(u) en une partie directement illuminØe SPI (u),
et une partie ombragØe SoP(u), comme le montre la F. 4.16. Comme premiŁre application
de cette modØlisation de la couronne, nous avons ignorØ les pixels de SoP(u) dans le calcul
de la distance de Bhattacharya. Cette correction est intØressante puisqu’elle autorise une
meilleure dØtection de la couronne, comme l’atteste la F. 4.17 sur une partie de l’image
ImAlpesMar, notamment dans l’objet du bas de l’imagette. Nous rappelons que le terrain
est supposØ plat, bien qu’il ne le soit sans doute pas, puisque nous n’avons pas accŁs aux
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F. 4.17  Gauche : extraction avec le modŁle 3D sans correction d’illumination de la cou-
ronne. Droite : extraction avec le modŁle 3D avec correction d’illumination de la couronne.
Les chiffres reprØsentent la hauteur de l’arbre dØtectØ.
donnØes topographiques. Les hauteurs extraites doivent donc Œtre corrigØes selon la pente
du terrain. En comparant les hauteurs des arbres dØtectØs, on remarque que la plus grande
diffØrence se situe pour cet arbre. Les rØsultats sont Øgalement meilleurs pour le modŁle
sans correction d’illumination que dans la F. 4.15 (notamment l’objet en haut à gauche)
puisque nous avons ici augmentØ la taille maximum des arbres dØtectØs de 6 à 8 mŁtres de
diamŁtre.
Chapitre 5
Conclusions et Perspectives
Ce chapitre se veut à la fois Œtre une conclusion et un recueil de travaux en cours ou res-
tant à approfondir, qui sont autant de perspectives envisageables dans le prolongement de
ce travail de thŁse. Dans une premiŁre partie, nous rappelons nos principales contributions,
Øtablissons un bilan gØnØral du potentiel des algorithmes d’extraction de houppiers prØ-
sentØs dans ce manuscrit, et les comparons avec des reprØsentants des diffØrentes familles
existantes d’algorithmes d’extraction de houppiers. Dans une seconde partie, nous dØve-
loppons quelques-uns des points essentiels qui restent à Øclaircir, comme l’estimation des
paramŁtres, l’optimisation du noyau de proposition, ou le besoin de corriger le modŁle pour
le rendre plus proche de la rØalitØ physique (prise de vue de la camØra, topographie).
5.1 Conclusion générale
5.1.1 Synthèse des travaux effectués - Potentiel de notre approche
Dans ce travail de thŁse, nous avons abordØ le problŁme de l’extraction de houppiers dans
des images aØriennes de forŒt. Les donnØes images sur lesquelles nos modŁles ont ØtØ testØs
sont des clichØs Infrarouge Couleur de l’Inventaire Forestier National, scannØs à une rØso-
lution de 50cm par pixel. Nous avons, en particulier, ØvaluØ le potentiel de l’approche par
processus ponctuels marquØs pour analyser la scŁne, modØliser la structure de la forŒt, les
arbres et leurs interactions dans la parcelle.
Les principales contributions de ce travail, par rapport aux autres travaux fondØs sur une
mØthodologie semblable [Lacoste, 2004, Ortner, 2004], se situent au niveau de la dØnition
de nouveaux objets de rØfØrence pour s’adapter à l’application proposØe et au niveau de
l’exploitation de nouveaux types de donnØes radiomØtriques. Il s’agissait, en effet, de re-
chercher des objets plus petits dans la scŁne (une cinquantaine de pixels) que des bâtiments
ou des routes, mais en nombre bien plus ØlevØ. De plus, les objets d’intØrŒt (les arbres),
naturels par dØnition, ont une grande variabilitØ dans les images puisqu’aussi bien leur
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forme que leur radiomØtrie dØpend de la structure de la parcelle, des conditions extØrieures,
de l’illumination, et de nombreux autres paramŁtres qu’il est compliquØ d’inclure dans nos
modŁles mathØmatiques. Il a donc fallu faire des choix, rØpondre au problŁme de l’extrac-
tion des houppiers dans le cas gØnØral Øtant bien entendu impossible. Nous avons Øgalement
dß consacrer beaucoup d’Ønergie pour implanter soigneusement les algorithmes, travaillant
sur un nombre d’objets important (plusieurs centaines par hectare), an d’obtenir des rØsul-
tats en un temps raisonnable.
Notre objectif Øtait d’extraire un maximum d’information à l’Øchelle de l’arbre sur les
images de forŒt. Aussi, nous nous sommes adaptØs aux diffØrents types de structures ren-
contrØes, en proposant des solutions pour extraire des houppiers dans des zones de forŒt
dense, avec notamment des rØsultats encourageants sur les plantations de peupliers et dans
des zones de futaie dense, ainsi qu’un modŁle tenant compte de la hauteur des objets pour
extraire les arbres Øpars et les arbres de futaie dans les mØlanges taillis futaie. De plus, la
combination des deux modŁles permet d’estimer le nombre, le diamŁtre des couronnes et la
hauteur des arbres dans des plantations. Les rØsultats obtenus ont permis de recueillir des
informations à l’Øchelle de l’arbre sur diffØrents types de structure forestiŁre, et laissent en-
trevoir une complØmentaritØ certaine avec un travail de photo-interprØtation, en offrant aux
inventaires une information supplØmentaire sur les ressources naturelles.
5.1.2 Limites éventuelles
F. 5.1  Gauche : zone de ligneux hors forêt, alignements, haies dans le Jura c© IFN.
Droite : extraction des haies à partir d’un processus ponctuel marquØ de rectangles recher-
chant les objets clairs sur fond sombre dans l’indice NDVI. Remerciements : Florent La-
farge.
Les limites de notre approche, et d’une façon gØnØrale des algorithmes d’extraction de
houppiers, sont tout d’abord celles de la tØlØdØtection elle-mŒme. Dans le cas de la France
par exemple, le couvert forestier est bien souvent saturØ, Øtant donnØe la forte producti-
vitØ. Ce cas de gure se rencontre typiquement dans les futaies rØguliŁres jeunes (chŒnes
de moins de 50 ans), oø la densitØ est bien supØrieure à 1000 arbres par hectare ce qui rend
les cimes difficilement individualisables sur la photographie. Il est, dans ce cas, impossible
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d’isoler les houppiers, à l’oeil nu et a fortiori par le biais d’algorithmes automatiques.
De plus, les donnØes relevØes par nos algorithmes peuvent Œtre plus ou moins exploitØes
selon le cas. Par exemple, il est parfois possible d’utiliser des modŁles calibrØs pour estimer
la hauteur d’un arbre à partir de son diamŁtre. Cependant, le toit forestier peut pratiquement
rester inchangØ alors que le volume sur pied peut doubler. Il est alors impossible de dØduire
des informations de hauteur ou d’âge sur les arbres à partir de la donnØe simple de la densitØ
du couvert et du diamŁtre des couronnes.
Enn, il existe un certain nombre de limites propres à notre approche objet, qui font l’objet
de discussions dans la partie suivante oø sont dØtaillØes quelques perspectives d’Øtudes. La
principale limite est sans doute le fait que les objets recherchØs dans l’image sont gØomØ-
triques, puisque devant Œtre dØcrits par un nombre minimum de paramŁtres, ce qui à une
rØsolution de 50cm par pixel ne semble pas Œtre un grand inconvØnient, mais qui pour-
rait se rØvØler plus gØnant à des rØsolutions plus nes. D’autres objets pourraient alors
Œtre implantØs dans le processus objets, reprØsentant des formes plus complexes comme
des polygones par exemple. CrØer de nouveaux objets permet Øgalement de traiter d’autres
problŁmes comme l’extraction des alignements (cf F. 5.1 oø un processus de rectangles
[Ortner, 2004] est appliquØ sur l’indice NDVI d’une image du Jura).
5.1.3 Comparaison avec d’autres algorithmes
An de mieux Øvaluer le potentiel de nos algorithmes d’extraction de houppiers, nous
avons souhaitØ comparer nos rØsultats avec ceux obtenus par quelques-uns des algorithmes
issus des diffØrentes familles de mØthodes prØsentØes dans le chapitre 1, sur une sØlection
d’images reprØsentant divers types de peuplements. A l’heure de la rØdaction de ce manus-
crit, nous attendons toujours certains rØsultats, le bilan de cette comparaison devant faire
l’objet d’un article de journal.
Rares sont les articles qui proposent de comparer les mØthodes existantes d’extraction
de houppiers [Erikson, 2005]. Par ailleurs, il n’existe pas de base de donnØes commune
d’images, comme il en existe dans la communautØ des traiteurs d’images pour l’analyse de
textures, sur lesquelles chacun peut tester son algorithme. Il serait d’ailleurs intØressant de
mettre en place un tel projet, en rØunissant des images de forŒts de plusieurs inventaires,
et en les rendant disponibles à la communautØ sur un site internet par exemple. Il est en
effet essentiel, à l’heure oø les intØrŒts pour l’automatisation partielle des inventaires gran-
dissent et oø les besoins en prØcision se font de plus en plus forts, au vu notamment de la
disponibilitØ accrue des donnØes trŁs haute rØsolution, d’Øtablir un guide des algorithmes
existant, en mettant en Øvidence ceux qui sont le mieux placØs pour traiter tel ou tel type de
peuplement. Devant l’extrŒme diversitØ des forŒts dans le monde, il ne faut pas s’attendre
à ce qu’une mØthode obtienne les meilleurs rØsultats partout, mais plutôt à ce qu’une ap-
proche soit mieux adaptØe pour rØsoudre un cas particulier (selon la densitØ du peuplement,
l’exposition, l’Øloignement par rapport au Nadir, ...).
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F. 5.2  Haut : extraction avec notre modŁle NonBay1 (866 objets). Milieu : extraction
par l’algorithme RG (1023 objets). Bas : extraction par l’algorithme MRF (934 objets).
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F. 5.3  Haut gauche : extraction avec notre modŁle Bay2 (491 objets). Haut droite :
extraction par l’algorithme TM (411 objets). Bas gauche : extraction par l’algorithme RG
(800 objets). Bas droite : extraction par l’algorithme MRF (376 objets).
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F. 5.4  Gauche : extraction avec notre modŁle 3D (302 objets). Droite : extraction par
l’algorithme TM (288 objets).
Dans cette partie, les algorithmes que nous comparons avec notre approche par processus
ponctuels marquØs sont de trois types : le premier est une approche pixØlique fondØe sur la
croissance de rØgions [Erikson, 2003, Erikson, 2004b], que nous nommerons RG (comme
"Region Growing"), le second est l’approche objets de [Larsen, 1999], que nous nommerons
TM (comme "Template Matching"), et le trosiŁme est une approche hybride par champs de
Markov à trois Øtats, dØcrite dans [Eriksson et al., 2006], que nous noterons MRF (comme
"Markov Random Fields"). En fonction des rØsultats que nous avons reçus de nos collŁgues,
nous comparons nos extractions sur chacune des images ci-dessous avec une ou plusieurs de
ces approches. An de complØter les commentaires qui suivent, une expertise et une veritØ
terrain seraient nØcessaires.
Pour une image de plantation, les diffØrents algorithmes fonctionnent correctement à l’in-
tØrieur du peuplement, mais diffŁrent surtout dans leur façon d’apprØhender les zones de
non vØgØtation (cf F. 5.2). Avec les corrections apportØes à notre modŁle dans le cha-
pitre 3, il semble que notre approche soit la plus robuste. Dans le cas de futaie dense (cf
F. 5.3), les approches objets (processus ponctuels marquØs ou TM) et hybride (MRF) ont
tendance à sous estimer le nombre d’arbres par rapport à l’approche RG, la vØritØ se situant
sans doute entre les deux. Les approches pixØliques de dØlinØation de la couronne semblent
mieux adaptØes aux zones denses. Elles le sont beaucoup moins pour les zones d’arbres
isolØs (cf F. 5.4) oø elles ne peuvent pas extraire les houppiers, tandis que les approches
objets prØsentent des rØsultats similaires. Enn, nous ne prØsentons pas ici de rØsultats d’ex-
traction d’arbres ØloignØs du Nadir, puisque notre modŁle n’est pas encore adaptØ pour les
traiter (voir par la suite). Ce type d’images, frØquent dans le cadre de photographies prises
lors de vols de basse altitude, est particuliŁrement bien gØrØ par l’approche TM.
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5.2 Perspectives
Dans cette derniŁre partie, nous prØsentons quelques rØexions qui nØcessiteraient d’Œtre
approfondies par la suite.
5.2.1 Quelle résolution pour les images ?
F. 5.5  Image de rØsolution 3cm/pixel c© CBA.
N’ayant testØ nos algorithmes que sur des images de rØsolution 50cm/pixel (à peu prŁs
celle observØe dans les autres algorithmes d’extraction de houppiers, comme prØcisØ dans
le chapitre 1), nous ne pouvons pas encore rØpondre à la question de leur robustesse par
rapport à la nesse du grain, bien que celle-ci soit primordiale. En revanche, nous pouvons
Ømettre certains constats et commencer à prØvoir ce qui se passerait à d’autres rØsolutions.
Tout d’abord, à une rØsolution plus ne (autour de 10 cm/pixel), nous pourrions remarquer
que la gØomØtrie des objets dans le plan horizontal (ellipses) est moins adaptØe. Nous ver-
rions, en effet, à cette rØsolution beaucoup de dØtails sur les houppiers, un contour moins
lisse notamment, qui seraient sans doute mal apprØhendØs par notre approche gØomØtrique.
La F. 5.5 prØsente ainsi une image de la forŒt suØdoise de rØsolution 3cm/pixel, appar-
tenant au Center for Image Analysis (CBA) d’Uppsala (SuŁde). L’altitude du vol est ici
moins ØlevØe que dans les images de l’IFN. Il semblerait que la meilleure façon de relier
nos modŁles à cette rØsolution soit d’extraire des objets sur une image recalculØe de rØsolu-
tion moins ne, tout en utilisant cette meilleure rØsolution pour travailler sur la texture des
objets pour proposer une classication par exemple.
Un autre intØrŒt de travailler avec une meilleure rØsolution est de pouvoir extraire des
arbres plus petits, et donc plus jeunes. Comme le montre le rØsultat de la gure F. 5.6,
les jeunes arbres de la plantation du haut de l’image ne sont pas tous extraits, ceci Øtant
dß au trop faible nombre de pixels qui les reprØsentent. On retrouverait ce problŁme pour
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F. 5.6  Gauche : image d’origine comportant deux plantations d’âges distincts c© IFN.
Droite : rØsultat de l’extraction : les plus petits objets ne sont pas dØtectØs.
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des arbres plus gros en travaillant avec une rØsolution moins ne de l’ordre de quelques
mŁtres. De plus, ni le modŁle 2D ni le modŁle 3D ne semblent adaptØs pour les extraire au
vu de la taille minuscule de l’ombre de certains arbres sur l’image. On les devine à l’oeil nu
cependant, en observant un changement de radiomØtrie grâce à leur ombre, et en vertu de la
connaissance de la rØgularitØ du positionnement des arbres dans une plantation.
5.2.2 Des ellipses aux disques
Une premiŁre perspective de dØveloppement ou plutôt une modication simple du modŁle
existant pourrait Œtre envisagØe. Il s’agirait de simplier l’espace objet, ce qui nous permet-
trait d’accØlØrer la convergence de l’algorithme. La taille de cet espace Øtant xØe par des
paramŁtres physiques am et aM , correspondant au rayon minimum et au rayon maximum
des arbres dØtectØs, nous devrions plutôt essayer d’en modier la dimension. Aussi, aprŁs
avoir commencØ au dØbut de cette thŁse avec un modŁle de disques [Perrin et al., 2004,
Perrin et al., 2005c, Perrin et al., 2005b] (3 paramŁtres : la position du centre et le rayon)
au lieu du modŁle d’ellipses (5 paramŁtres) prØsentØ dans ce manuscrit, il serait impor-
tant d’Øtudier plus en dØtail ce modŁle initial, et en particulier de dØnir pour quels types
d’images on pourrait se permettre de ne garder que 3 paramŁtres pour dØcrire les objets.
Il semblait à l’Øpoque, par exemple, que le disque Øtait tout à fait adaptØ pour extraire les
arbres de plantations proches du Nadir, le changement de l’objet de base ayant ØtØ fait dans
la perspective de travailler sur des objets plus gØnØraux, dØformØs par la prise de vue, ou sur
des houppiers non parfaitement circulaires.
5.2.3 Prendre en compte la couleur
Comme remarquØ dans les chapitres prØcØdents, nos modŁles d’extraction de houppiers
opŁrent sur des images de niveaux de gris, qui ne comportent que la bande NIR. Il serait in-
tØressant, pour rendre le terme d’attache aux donnØes de l’Ønergie du processus plus robuste,
et ainsi pour limiter le nombre de fausses alarmes (cf F. 3.22), d’inclure dans le terme dØ-
tecteur des informations relatives aux trois bandes de la photographie. Il faudra juste tenir
compte du fait que celles-ci dØpendent du rØglage du capteur, des conditions extØrieures
et de la sensibilitØ du scanner, une normalisation sera donc sans doute nØcessaire. A noter
que ces trois bandes seraient utiles dans une perspective de classication par la teinte des
houppiers (voir la suite).
5.2.4 Corrections physiques du modèle
Une autre perspective de tout premier plan, dans l’optique d’amØliorer les diffØrents mo-
dŁles d’extraction sur les images aØriennes, consisterait à prendre en compte le fait que, sur
les photographies, les arbres ne sont pas tous visibles de la mŒme façon, selon leur distance
au point Nadir (cf F. 1.11). Plus on se rapproche de ce point, et plus la forme du houp-
pier est proche d’une ellipse, le centre de celle-ci Øtant la position de la tige (supposØe se
situer au centre de la couronne), et donc plus nos modŁles sont adaptØs. A l’inverse, plus on
s’en Øloigne, plus les arbres sont visibles de côtØ et moins l’ellipse initiale n’a de sens Øtant
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(a) Terrain plat (b) Pente ascendante de 10%
(c) Pente descendante de 30%
F. 5.7  Quelques rendus de l’Øclairage d’un objet u de taille a = 5, b = 4, H = 20, θ = 0,
suivant diffØrentes pentes de terrain dans la direction des rayons du soleil. En blanc : partie
de la silhouette SiP(u) ØclairØe directement par la source lumineuse. En gris : partie de la
silhouette SoP(u) ombragØe. En noir : ombre portØe OP(u, x) de l’objet.
donnØ que ni son centre, ni mŒme sa taille ne correspondront au centre de la couronne et au
diamŁtre de celle-ci. Une solution, bien que gourmande en temps de calcul, pourrait Œtre de
ne considØrer que des objets 3D dans l’image, comme dans le chapitre 4, puis d’utiliser leur
projection sur le plan de la photographie dans le calcul de l’attache aux donnØes (pour ga-
gner du temps de calcul, ceci pourrait se faire seulement pour les objets ØloignØs du Nadir).
Il s’agirait ainsi, à chaque itØration proposant des perturbations d’un objet x ∈ x, de calculer
ce que l’on voit depuis l’avion de cet objet x.
Toujours dans le mŒme esprit de se conformer de plus en plus à la rØalitØ, nous pour-
rions utiliser un modŁle du type lancØ de rayons pour prendre en compte la compØtition
pour la lumiŁre entre les objets de la conguration, et ainsi le fait qu’ils peuvent se faire
de l’ombre. Ce phØnomŁne existe d’autant plus dans les zones denses, et lorsque le terrain
est accidentØ oø les arbres surØlevØs cachent les autres. Finalement, un tel modŁle tendrait
vers l’approche par "templates" proposØe dans [Larsen, 1999], la seule diffØrence Øtant que
les patrons seraient dans notre cas, en nombre illimitØ, crØØs à la volØe au cours de l’algo-
rithme, et non pas calculØs en prØtraitement. Une autre diffØrence est que nous prendrions
en compte l’objet entier et non pas une imagette an d’extraire, en plus de la position de
l’arbre, ses caractØristiques de forme.
Enn, la topographie du terrain devrait Œtre intØgrØe au modŁle d’extraction de houppiers,
surtout dans les zones montagneuses, car elle conditionne signicativement l’apparence
des objets sur la photographie. Par exemple, la taille de l’ombre sur laquelle nous nous
appuyons pour extraire, mais Øgalement estimer, la hauteur des arbres dans le modŁle 3D
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F. 5.8  Gauche : image d’un mØlezin dans les Alpes Maritimes c©IFN. Droite : MNT
associØ (maille de 50 mŁtres, prØcision en Z infØrieure à 10 mŁtres) c©IGN.
est directement liØe à ce paramŁtre (cf F. 5.7). Aussi, il pourrait Œtre intØressant de caler
sur l’image un ModŁle NumØrique de Terrain (MNT), comme celui de l’IGN que possŁde
l’IFN sur toute la France (maille de 50 mŁtres et de prØcision infØrieure à 10m en altitude),
dans le but notamment d’orthorectier les photographies (cf F. 5.8), an de corriger nos
calculs de projection d’ombres portØes OP(u, x) sur le sol dans le terme d’Ønergie d’attache
aux donnØes. Ici encore, les temps de calcul seraient allongØs, et la question du pourcentage
d’erreur admissible sur la hauteur des arbres devra peser dans la dØcision de mettre en place
ou non une telle coopØration entre les donnØes. Un rØsultat tenant compte du MNT est
proposØ dans la F. 5.9. Il corrige l’estimation des hauteurs des arbres sur terrain plat de la
F. 4.17.
5.2.5 Formes et texture pour la classification
Dans le modŁle 3D prØsentØ au chapitre 4, les objets du processus sont des ellipsoïdes, du
fait du choix du paramŁtre n = 2 dans l’Øquation (4.2). De mŒme, la hauteur de la tige à
la base de l’arbre t est xØe. Ces choix ont ØtØ opØrØs pour minimiser la taille de l’espace
objet, dans le but d’accØlØrer l’optimisation, et pour simplier les calculs de projection sur
le sol de l’ombre portØe. De plus, ils semblent se comporter correctement pour une premiŁre
approximation de la forme de l’arbre.
Cependant, il serait intØressant, dans un deuxiŁme temps, de tester d’autres formes de
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F. 5.9  Gauche : extraction avec le modŁle 3D prØsentØ au chapitre 4, en considØrant le
terrain plat. Droite : extraction avec le modŁle 3D en supposant une pente de 20% dans la
direction en bas à droite de l’image. Les chiffres reprØsentent la hauteur de l’arbre dØtectØ.
F. 5.10  DiffØrentes formes simples de houppiers.
houppiers, allant de la sucette classique (demi ellipsoïde) au cône (n = 1) comme prØ-
sentØ dans la F. 5.10, an de pouvoir associer à chaque groupe d’espŁces la forme qui lui
convient le mieux. Ainsi, les groupes des feuillus auront pour certains plutôt des houppiers
arrondis (chŒnes, hŒtres, châtaigniers, frŒnes, ...), d’autres des houppiers pointus (peupliers,
bouleaux, ...), tandis que les rØsineux pourront Œtre associØs à des cônes (sapins, pins, ...).
Pour dØnir un objet, il faudrait alors ajouter une marque f correspondant à la forme de
l’arbre lui Øtant associØe, ainsi qu’au besoin une marque pour la hauteur de la tige à la base.
Nous pourrions nous attendre, avec il est vrai sans doute une rØsolution plus ne des images
(cf paragraphe prØcØdent), à discerner le groupe d’espŁces (ou d’âges) auquel appartient
l’objet, à partir d’une Øtude texturale de la teinte des houppiers et de la forme de l’ombre au
sol. Pour cela, il faudrait modier le calcul de la projection au sol du houppier pour calcu-
ler les ombres correspondant aux diffØrentes formes proposØes, et imbriquer dans l’Ønergie
d’attache aux donnØes un terme de texture (aprŁs avoir trouvØ des paramŁtres discriminants
pour attribuer telle texture à tel groupe d’espŁces) : au cours de la minimisation de l’Ønergie,
on associerait alors à un objet la marque f , reprØsentant un groupe d’espŁces, rØpondant le
mieux à sa colorimØtrie et à la forme de son ombre.
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Le but ultime serait ainsi d’opØrer par ces moyens une sorte de classication des houppiers
(reste à dØnir sur quelles critŁres : groupes d’espŁces, âges, ... ?) au cours de la simulation.
Il est à noter que des travaux de caractØrisation des houppiers par leur forme menØs au
CIRAD, au CØmagref et à l’INRA, ainsi que l’Øtude sur la classication des houppiers
par leur forme proposØe dans l’ARC Mode de Vie, pourraient se rØvØler utiles dans cette
optique. De mŒme, les travaux prØsentØs dans [Gougeon et al., 2001b] pourraient donner
des premiŁres idØes de paramŁtres texturaux aidant à classier les houppiers.
5.2.6 Relier le traitement des images aux modèles de croissance
Le travail prØsentØ dans ce manuscrit s’insŁre dans les recherches menØes au Labora-
toire MAS de l’ECP en tant que sujet connexe aux Øtudes de modØlisation de croissance
des plantes (Øquipe Greenlab commune ECP-CIRAD devenue projet Digiplante, rattachØ à
l’INRIA Rocquencourt). Issus des modŁles AMAP du CIRAD, ces modŁles ont pour vo-
cation de caractØriser les phØnomŁnes qui rØgissent la croissance de la plante isolØe et au
sein d’un peuplement (fonctionnement physiologique, inuence des paramŁtres environ-
nementaux comme la tempØrature ou les ressources en eau, compØtition spatiale dans un
peuplement, etc) et de les retranscrire algorithmiquement : l’objectif est donc de tendre vers
des plantes et plantations virtuelles permettant d’optimiser par des simulations, une fois les
modŁles calibrØs, les modes de fonctionnement des cultures.
L’interaction entre ces modŁles de croissance et l’analyse d’images de tØlØdØtection est
sans doute une problØmatique d’avenir. Elle a d’ailleurs ØtØ le cadre de l’ARC Mode de
Vie (INRIA-EPC-LIAMA), à laquelle les travaux d’extraction de houppiers participent. Il
s’agit, du côtØ des traiteurs d’images, d’extraire des paramŁtres sur des images de peuple-
ments pour aider à la calibration des modŁles de croissance. RØciproquement, à partir d’une
extraction d’arbres dans un peuplement à un instant T , il est intØressant de savoir ce que
peut devenir le paysage à un instant T + dT en utilisant les modŁles de croissance sur les
arbres extraits. Les informations utiles, que nous devrions extraire des images, concernent
le nombre d’arbres, la densitØ de la population, la classication par groupes d’espŁces ou
groupe d’âges, la hauteur des arbres, la biomasse du peuplement, ainsi que des informations
liØes à l’interception lumineuse (du type LAI, "Leaf Area Index" ou LIR, "Light Intercep-
tion Ratio").
Aussi, notre travail n’est qu’une brique dans le processus côtØ analyse d’images qui com-
prend une premiŁre partie en amont de la segmentation de l’image en des zones de struc-
tures homogŁnes, l’extraction des arbres, puis la classication par forme ou par texture. Il
ressort de nos rØsultats que, bien que des informations de bas niveau tels que le nombre
d’arbres, une estimation de leur diamŁtre et parfois de leur hauteur (pour les peuplements
non denses et les plantations) puissent Œtre extraits des images, rien ne nous permet à l’heure
actuelle de rØcupØrer des informations à l’Øchelle de la feuille (comme la surface totale des
feuilles) pour permettre une estimation prØcise de la biomasse, ni mŒme sur l’intercep-
tion lumineuse des houppiers. Des donnØes de type Radar ou Lidar (cf chapitre 1) pour-
raient se rØvØler utiles pour complØter les informations extraites sur les images aØriennes
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[Leckie et al., 1998, Popescu et al., 2004, Bhogal et al., 1998].
5.2.7 Estimation des paramètres du modèle
Comme remarquØ tout au long du manuscrit, les diffØrents modŁles donnent des rØsultats
d’extraction plus ou moins bons selon le jeu de paramŁtres choisi. Parmi les paramŁtres
introduits, ceux de l’Ønergie U(x) de la conguration, c’est à dire ceux de la densitØ f (x) du
processus objet, sont les plus critiques et ont, sans doute, la plus grande inuence sur le rØ-
sultat nal. La calibration de ces paramŁtres, et, lorsque c’est envisageable, leur estimation,
sont des Øtapes qu’il ne faut pas nØgliger. Nous pouvons nous inspirer des mØthodes dØcrites
dans [Descombes et al., 1997, Descombes et al., 2001b, van Lieshout et Stoica, 2003], qui
concernent dØjà le problŁme de l’estimation des paramŁtres de densitØ d’un processus ponc-
tuel.
Revenons tout d’abord briŁvement sur ce que nous appelons estimation des paramŁtres.
Supposons que nous avons une rØalisation x0 de notre processus ponctuel marquØ, et notons
fθ(x) la densitØ du processus qui l’a engendrØe à partir du jeu de paramŁtres θ. Dans le cas
gØnØral, cette densitØ peut s’Øcrire sous forme exponentielle de la façon suivante :
fθ(x) = 1
c(θ) exp (− < θ |T (x) >) = exp
− n∑
i=1
θiTi(x)
 = 1c(θ) hθ(x) (5.1)
oø les fonctions Ti(x) sont des statistiques calculØes sur la conguration x, et c(θ) la constante
de normalisation (notØe Z prØcØdemment) de la densitØ non normalisØe hθ(x) :
c(θ) =
∫
N f
f pθp(x)piν(dx) (5.2)
Nous souhaitons estimer les paramŁtres θ̂ ∈ Θ qui rendent l’observation x0 la plus vrai-
semblable au sens de la densitØ, c’est à dire ceux qui maximisent la vraisemblance Lx0(θ)
suivante :  θ̂ = arg max
{
Lx0(θ)
}
Lx0(θ) = 1c(θ) hθ(x0)
(5.3)
θ̂ est appelØ l’estimateur maximum de la vraisemblance (ou MLE pour "Maximum Li-
kelihood Estimator"). Il ne peut pas Œtre directement calculØ puisque nous ne connaissons
pas c(θ). Il est alors courant de maximiser, au lieu de lx0 (θ), la log-vraisemblance Lx0(θ)
exprimØe par rapport à un point xe ψ ∈ Θ :
Lx0 (θ) = log
h
p
θ (x0)
hpψ(x0)
 − log
(
c(θ)
c(ψ)
)
= − < (θ − ψ) |T (x0) > − log
(
c(θ)
c(ψ)
)
(5.4)
Dans le cas de fonctions de densitØ exponentielles, cette log-vraisemblance est concave, il
existe donc un unique MLE θ̂ satisfaisant ∇Lx0 (̂θ) = 0, avec
∇Lx0 (θ) = −T (x0) + Eθ (T ) (5.5)
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Une propriØtØ intØressante de ce jeu de paramŁtres est que les espØrances des statistiques
Ti(x) qu’il engendre en simulant le processus dØni par la densitØ f θ̂(x) sont Øgales à celles
rencontrØes sur l’observation x0 :
Eθ̂p
(T ) = T (x0) (5.6)
Le calcul exact du MLE est impossible, mais il existe diffØrentes mØthodes d’approxima-
tion par algorithmes de Monte Carlo pour l’approximer. Une des approches possibles pour
estimer le MLE θ̂ est le "Monte Carlo Likelihood" (MCL, [Geyer et Thompson, 1992]), qui
consiste à simuler une chaîne de Markov (Xn) pour calculer des approximations de la log-
vraisemblance et la maximiser. Cette mØthode repose sur ce qu’on appelle l’"importance
sampling", qui permet d’estimer les quotients des constantes de normalisation c(θ) pour dif-
fØrents jeux de paramŁtres θ. En effet, en gardant les mŒmes notations que prØcØdemment,
soient deux densitØs non normalisØes hθ(x) et hψ(x) issues de familles exponentielles engen-
drØes par les paramŁtres θ , ψ. On a (cf [Geyer et Młller, 1998] pour une dØmonstration de
ce rØsultat) :
c(θ)
c(ψ) = Eψ
(
hθ
hψ
)
(5.7)
Ainsi, une seule sØrie d’Øchantillons (Xi)i=1...N ayant pour distribution d’Øquilibre fψ(x)piν(dx)
est nØcessaire pour estimer le quotient des constantes de normalisation c(θ)
c(ψ) , puisque :
̂
(
c(θ)
c(ψ)
)
=
1
N
N∑
i=1
hθ(Xi)
hψ(Xi) = cN (θ) (5.8)
L’ergodicitØ de la chaîne assure que l’estimateur cN (θ) converge presque sßrement vers c(θ)c(ψ)
quand N → ∞. Ce rØsultat est essentiel puisqu’il nous permet de calculer l’espØrance de
fonctions g ∈ L1(Nf) par rapport à la loi de densitØ fθ sans la simuler, mais avec seulement
la simulation de fψ. En effet, on a :
Eθ(g) = c(ψ)
c(θ) Eψ
(
g.
hθ
hψ
)
=
Eψ
(
g. hθhψ
)
Eψ
(
hθ
hψ
) (5.9)
Ce que l’on peut rØØcrire, en reprenant les notations prØcØdentes avec (X i)i=1...N une collec-
tion de congurations gØnØrØes par fψ :
Êθ(g) =
N∑
i=1
g(Xi)ω(Xi) (5.10)
oø
ω(Xi) =
hθ(Xi)
hψ(Xi)∑N
j=1
hθ(X j)
hψ(X j)
(5.11)
sont appelØs les poids de l’"importance sampling" ("importance weights").
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En pratique, [Descombes et al., 1999] fait remarquer que les vecteurs de paramŁtres ψ et θ
doivent Œtre assez proches pour que l’estimation de l’Øquation (5.7) reste assez prØcise. En
effet, l’importance sampling ne marche que si les poids sont du mŒme ordre de grandeur,
il existe des critŁres pour dØnir des voisinages du vecteur de paramŁtres ψ pour lesquels
l’estimation est robuste. Ces poids nous permettent de dØduire une approximation de la
log-vraisemblance puisque, d’aprŁs les Øquations (5.4) et (5.8), on a :
Lx0 (θ) = − < (θ − ψ) |T (x0) > − log
 1N
N∑
i=1
exp (− < (θ − ψ) |T (Xi) >)
 (5.12)
Dans le cadre d’une Øcriture exponentielle de la densitØ non normalisØe, on obtient :
∇Lx0 (θ) = −T (x0) +
Eψ
(
exp (− < θ − ψ |T >) T )
Eψ
(
exp (− < θ − ψ |T >)) (5.13)
soit
̂∇Lx0(θ) = −T (x0) +
N∑
i=1
T (Xi)ω(Xi) (5.14)
En pratique, des algorithmes de descente de gradient conjuguØ permettent d’obtenir une ap-
proximation de θ.
En conclusion, Øtant donnØe une conguration d’objets x0, des mØthodes MCMC per-
mettent d’obtenir le jeu de paramŁtres optimal (MLE) qui reprØsentent correctement cette
conguration. Il s’agit d’une estimation de paramŁtres en donnØes complŁtes. Travaillant
en donnØes incomplŁtes dans le cadre de notre problŁme, nous avons besoin d’un algo-
rithme itØratif de type EM pour revenir dans le cadre des donnØes complŁtes, pour gØnØrer
à chaque itØration une nouvelle conguration x0 sur laquelle estimer le jeu de paramŁtres.
Dans un premier temps, l’estimation des paramŁtres pourrait s’implanter sur le modŁle a
priori seul, et nous nous y sommes d’ailleurs attachØs. Cependant, les statistiques T (x0),
et plus particuliŁrement celle reprØsentant la superposition des objets, ont parfois des va-
leurs extrŒmement faibles, ce qui a pour consØquence de fausser grandement l’estimation
du paramŁtre θ̂ associØ. Il semblerait que l’estimation des paramŁtres soit, en revanche, en-
visageable sur le modŁle d’agrØgats, tandis qu’une calibration des paramŁtres semble Œtre
la meilleure solution pour les paramŁtres du terme d’attache aux donnØes.
5.2.8 Optimisation de l’algorithme MHG
Bien que les temps de calcul de nos algorithmes sur des zones de quelques hectares soient
de l’ordre de 20 minutes, un travail important reste à entreprendre au niveau de l’optimisa-
tion de l’algorithme MHG, d’autant plus si ces modŁles sont amenØs à Œtre testØs à grande
Øchelle. La qualitØ de l’Øchantillonnage et de la dynamique de l’algorithme est en effet un
ØlØment clef. Que ce soit au niveau de l’initialisation, du choix des mouvements du noyau
de proposition ou de la dØcroissance de la tempØrature, plusieurs remarques et suggestions
peuvent Œtre Ømises :
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F. 5.11  Haut gauche : schØma de dØcroissance adaptative de la tempØrature. Haut droit :
Øvolution du nombre d’objets au cours de la simulation. Bas : Øvolution de l’Ønergie au
cours de la simulation.
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U(x)/T
configurations x
Xc
Xa
Xb
+
−
F. 5.12  Haut gauche : un minimum local xa composØ d’un objet dØtectant deux arbres.
Haut droit : le minimum global xb composØ de deux objets. Bas : graphique de l’Ønergie
associØe, le mouvement de fusion / division permettant en un mouvement de passer de xa à
xb, alors qu’il faudrait passer par un Øtat intermØdiaire xc avec seulement les mouvements
simples et le noyau de naissance et mort.
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F. 5.13  Acceptations et propositions des mouvements du noyau.
1. initialisation pertinente - Dans les exemples montrØs prØcØdemment, la congura-
tion initiale de l’algorithme est la conguration vide. AssociØe à une tempØrature T0
ØlevØe, les premiŁres itØrations sont consacrØes à rejoindre l’Øtat d’Øquilibre vers le
processus de Poisson de rØfØrence. Les choix des bons objets n’interviennent qu’à
partir d’un seuil de tempØrature appelØ température critique, à partir de laquelle
seuls les bons objets (au sens de l’Ønergie du modŁle) sont conservØs, les autres Øtant
ØliminØs (d’oø la chute brutale du nombre de points observØe dans F. 5.11). Aussi,
nous pouvons considØrer que ces premiŁres itØrations sont du temps perdu puisque
l’Øquilibre atteint est cassØ à partir de la tempØrature critique. Le recuit adaptatif que
nous utilisons [Ortner, 2004, Perrin et al., 2005a] permet en partie de limiter cette
perte, en accØlØrant la dØcroissance de la tempØrature au dØbut de l’algorithme et en
la ralentissant lorsque la tempØrature critique [Stoica et al., 2004] est dØtectØe (elle
correspond à une forte dØcroissance de l’Ønergie). L’idØal serait, cependant, de pou-
voir proposer une initialisation intelligente x0 , {∅}, obtenue par prØtraitement de
l’image (comme une grille d’objets rØpartis sur toute la zone de vØgØtation pour une
plantation, ou bien des objets dans les maxima locaux du NDVI), et de conserver
son information au cours des premiŁres itØrations. Cela nØcessiterait d’Œtre capable
de calculer la tempØrature T0 correspondant à cette conguration initiale, ie celle
pour laquelle x0 est une conguration reprØsentative. Autrement, l’information serait
perdue puisque si la tempØrature est trop haute, on assisterait à une rØorganisation
des objets suivant la loi du processus de rØfØrence piν(.), et si elle est trop basse, on
risquerait de se trouver bloquØ dans un minimum local autour de la conguration ini-
tiale. Une autre proposition serait d’essayer d’associer un paramŁtre de tempØrature
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à chaque objet, qui interagirait avec la tempØrature globale du systŁme, an que des
mauvais objets puissent toujours Œtre testØs et acceptØs à basse tempØrature.
2. noyau de proposition intelligent - La construction de transformations pertinentes
telles que la fusion / division (cf F. 5.12) ou la naissance et mort dans un voisi-
nage doit Œtre encouragØe puisqu’elles permettent d’obtenir des bons rØsultats plus
rapidement. Ces transformations vont, en effet, dans le sens du modŁle et de la so-
lution recherchØe. Le formalisme introduit dans [Green, 1995] est en cela intØressant
puisqu’il permet d’ajouter à volontØ des mouvements au noyau de proposition global
(sous rØserve d’assurer la rØversibilitØ de la chaîne). D’autres mouvements, allant plus
dans le sens des donnØes (comme le fait le noyau de naissance et mort non homogŁne,
lorsque la mesure de rØfØrence du processus de Poisson est non homogŁne), mØrite-
raient d’Œtre examinØs. Nous pensons notamment au "Data Driven MCMC" dØtaillØ
dans [Tu et Zhu, 2002].
3. composition du noyau de proposition - Une fois les diffØrentes transformations mo-
dØlisØes dans le noyau de proposition, la probabilitØ pm avec laquelle on choisit d’uti-
liser le mouvement Qm(.), xØe jusqu’alors, pourrait Øvoluer au cours du temps. En
effet, lorsque l’on Øtudie le pourcentage d’acceptation de ces mouvements en fonc-
tion de la tempØrature, on se rend compte que certains mouvemements sont trŁs peu
acceptØs à basse tempØrature (fusion / division, naissance et mort uniformes). Il serait
donc intØressant de construire une heuristique ou d’Øtudier thØoriquement un moyen
de calculer les probabilitØs pm optimales. Par exemple, si l’on note pkm la probabi-
litØ de proposer le noyau Qm(., .) dans le palier situØ entre les iterations k ∗ Np + 1 et
(k+1)∗Np (Np xØ), nous pourrions dØcider de la mettre à jour en fonction du nombre
de mouvements Qm(., .) acceptØs Na(m, k) dans ce palier, par rapport au nombre de
propositions Np(m, k) :
∀Qm(., .) pkm = pmin + (1 − pmin ∗ NQ)
Na(m,k)
Np(m,k)∑
j
Na( j,k)
Np( j,k)
(5.15)
avec NQ le nombre de mouvements composant le noyau, et pmin la probabilitØ mini-
mum de proposer un noyau au cours de l’algorithme. Les graphiques de la F. 5.13
montrent qu’avec cette heuristique, les mouvements simples (translation, rotation et
dilatation) sont les plus proposØs en n de simulation, tandis que les noyaux com-
plexes tels que naissance et mort, fusion / division sont de moins en moins acceptØs.
D’ailleurs, on observe que le mouvement de rotation est le seul à conserver des taux
d’acceptation extrŒmement ØlevØs, au dessus de 80%, ce qui peut s’expliquer par le
fait que les ellipses sur l’image testØe (extrait d’une plantation proche du Nadir) sont
trŁs proches de cercles, ce qui fait qu’une rotation ne modie pas tellement l’Øner-
gie du modŁle puisqu’elle modie trŁs peu la silhouette de l’objet. Aussi, en plus de
la minorer, nous avons Øgalement majorØ la probabilitØ pm dans la F. 5.13 à 45%,
pour Øviter de proposer seulement des rotations. Il serait intØressant de poursuivre
cette Øtude an de mieux dØnir nos mouvements, et Øvaluer l’impact d’une telle
mise à jour des probabilitØs sur la rapiditØ de convergence de la chaîne de Markov.
5.2. Perspectives 137
4. du déterministe dans le stochastique - Enn, une derniŁre piste qu’il faudrait ex-
plorer et qui avait dØjà ØtØ soumise à rØexion dans [Lacoste, 2004] est celle d’utiliser
une optimisation dØterministe, pendant ou aprŁs le recuit simulØ, comme par exemple
en xant une tempØrature nulle à partir d’un certain seuil. On se rend compte en effet
que moins de 1% des mouvements (hormis la rotation) sont acceptØs à trŁs basse tem-
pØrature, il serait intØressant de les proposer diffØremment, en employant des critŁres
dØterministes.
Annexe A
Rappels sur les chaînes de Markov et
la théorie ergodique
Dans cette annexe, nous rappelons les principales propriØtØs des chaînes de Markov. Nous
notons Ψ l’espace de travail, et nous recherchons des conditions suffisantes pour que la
chaîne de Markov converge vers une distribution pi(.) sur Ψ, quel que soit l’Øtat initial.
A.1 Notions sur les chaînes de Markov
A.1.1 Premières définitions
Nous rappelons briŁvement la dØnition d’une chaîne de Markov.
Définition 10
Une suite alØatoire de congurations (xi) forme une chaîne de Markov si la loi
conditionnelle de x j sachant x j−1, x j−2, . . . est la mŒme que celle de x j sachant
x j−1.
On dit de plus que la loi est homogène si la loi de (x j1 , . . . , x jk ) sachant x j0 est
la mŒme que celle de (x j1− j0 , . . . , x jk− j0 ) sachant x0 pour tout k et tout (k + 1)-
uplets j0 ≤ j1 ≤ . . . ≤ jk.
Définition 11
On appelle noyau de transition toute fonction K(., .) dØnie sur Ψ × B(Ψ)
telle que :
1. ∀x ∈ Ψ, K(x, .) est une mesure de probabilitØ.
2. ∀B ∈ B(Ψ), K(., B) est mesurable.
Une chaîne de Markov est caractØrisØe par :
1. Sa loi initiale, c’est à dire la loi selon laquelle est tirØ le premier Øchantillon x0.
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2. Son noyau de transition, qui caractØrise comment la chaîne passe d’un Øchantillon au
suivant.
Ce noyau nous permet de connaître le comportement de la chaîne puisque ∀(k, B) ∈ (N ×
B(Ψ)) :
P(xk+1 ∈ B|x0, . . . , xk) = P(xk+1 ∈ B|xk)
=
∫
B
K(xk , dx).
Nous emploierons la notation Px(.) pour signier P(.|x0 = x). De mŒme, en posant K1(x, B) =
K(x, B), nous noterons Kn(x, B) le noyau de n transitions, dØni par rØcurrence par la for-
mule suivante :
Kn(x, B) =
∫
Ψ
Kn−1(y, B)K(x, dy). (A.1)
A.1.2 Stationnarité et Invariance
La stationnaritØ, ou invariance, est une propriØtØ de base que l’on dØsire pour une chaîne
de Markov.
Définition 12
Une mesure pi(.) est dite invariante pour le noyau de transition K(., .) d’une
chaîne de Markov si piK = pi, à savoir :
(piK)(B) =
∫
Ψ
K(x, B)pi(dx)
= pi(B) , ∀B ∈ B(Ψ).
Si en outre, la mesure pi(.) est une mesure de probabilitØ, alors elle est appelØe
mesure stationnaire de la chaîne.
On dit que la chaîne est pi-invariante ou pi-stationnaire.
Remarque : Si une mesure pi(.) est stationnaire pour plusieurs noyaux de transitions
K1(., .), . . . , Kn(., .), alors pi(.) est aussi une mesure stationnaire pour le noyau de transition
K(., .) = ∑ni=1 piKi(., .), avec les pi > 0 et ∑ni=1 pi = 1. En effet, on a :
(piK)(B) =
∫
Ψ
K(x, B)pi(dx)
=
n∑
i=1
pi
∫
Ψ
Ki(x, B)pi(dx)
=
n∑
i=1
pipi(B)
= pi(B) , ∀B ∈ B(Ψ).
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A.1.3 Réversibilité
Une condition plus forte que la stationnaritØ est la pi-rØversibilitØ.
Définition 13
La chaîne est dite réversible pour la loi objectif pi(.) si son noyau de transition
vØrie : ∫
B
K(x, A)pi(dx) =
∫
A
K(x, B)pi(dx), ∀A, B ∈ B(Ψ). (A.2)
RØversibilitØ =⇒ StationnaritØ
A.1.4 Irréductibilité
Une premiŁre Øtude de la robustesse d’une chaîne de Markov aux conditions initiales, est
le caractŁre irrØductible de la chaîne. Dans le cadre des algorithmes de Monte Carlo, elle
permet d’assurer la convergence vers la distribution objectif sans pour autant nØcessiter une
Øtude prØalable poussØe du noyau de transition nØcessaire à la dØtermination de conditions
initiales correctes. La φ-irrØductibilitØ traduit la capacitØ de la chaîne à passer par tous les
ensembles de φ-mesure non nulle.
Définition 14
Etant donnØe une mesure φ(.) sur B(Ψ), la chaîne (xi) est dite φ-irréductible
si ∀B ∈ B(Ψ) tel que φ(B) > 0 :
∃n : Kn(x, B) > 0, ∀x ∈ Ψ.
S’il existe une mesure φ(.) telle que la chaîne soit φ-irrØductible, alors elle est aussi pi-
irrØductible pour une mesure stationnaire pi(.), qui dans ce cas est la seule mesure station-
naire pour la chaîne.
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Définition 15
Si la chaîne de Markov est φ-irrØductible et qu’il existe une mesure station-
naire, on dit qu’elle est positive.
IrrØductibilitØ + StationnaritØ =⇒ PositivitØ
A.1.5 Ensembles petits et Apériodicité
Nous verrons, par la suite, que l’on attend d’une chaîne de Markov que tous les ensembles
bornØs mesurables de l’espace des congurations soient petits. Voici les dØnitions princi-
pales reliØes à cette propriØtØ.
Définition 16
On appelle ensemble petit tout ensemble C ∈ B(Ψ) tel qu’il existe un entier
n et une mesure non nulle ν(.) vØriant :
Kn(x, B) ≥ ν(B), ∀x ∈ C, ∀B ∈ B(Ψ).
Nous pouvons alors dØnir la notion de pØriode d’une chaîne de Markov sur un espace
d’Øtats continu. Celle-ci diffŁre de la dØnition donnØe dans le cadre d’une chaîne de Mar-
kov simulØe sur un espace d’Øtats discret, pour laquelle la pØriode est le plus grand commun
diviseur (pgcd) des t tels que pour tout x, K t(x, x) > 0.
Définition 17
Une chaîne (xi) φ-irrØductible admet un cycle de longueur d s’il existe un
ensemble petit C, d’entier et de loi de probabilitØ associØs M et νM(.), tel que
d soit le p.g.c.d. de :
{m ≥ 1; ∃δm > 0 |C petit pour m et νm ≥ δmνM}.
Une chaîne est dite apériodique si elle est irrØductible de pØriode 1.
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Une condition suffisante pour assurer l’apØriodicitØ est que l’on autorise la chaîne de rester
dans le mŒme Øtat :
K(x, x) > 0, ∀x ∈ Ψ (A.3)
A.2 Etude de la stabilité des chaînes de Markov
Il s’agit dØsormais de faire converger cette chaîne vers la distribution objectif pi(.). Il existe
plusieurs critŁres de convergence.
A.2.1 Ergodicité
Le critŁre de convergence le plus faible est la convergence en loi, aussi appelØ ergodicitØ.
Définition 18
Une chaîne de Markov de noyau de transition K(., .) converge en loi vers la
distribution objectif pi(.) si pour presque tout x ∈ Ψ :
lim
n→∞
∣∣∣Kn(x, .) − pi(.)∣∣∣ = 0. (A.4)
On dit dans ce cas qu’elle est ergodique.
Théorème 2
Une chaîne de Markov irrØductible, apØriodique, et ayant une distribution in-
variante pi(.), est ergodique.
PositivitØ + ApØriodicitØ =⇒ ErgodicitØ
A.2.2 Récurrence au sens de Harris
Un autre type de convergence, plus fort, est la convergence au sens de la norme en varia-
tions totales dØnie pour deux mesures µ1(.) et µ2(.) par :
‖µ1(.) − µ2(.)‖VT = max (|µ1(B) − µ2(B)|, B ∈ B(Ψ)) . (A.5)
Cette convergence permet de supprimer les problŁmes de non-convergence de la chaîne pour
certaines congurations initiales, mais requiert, en plus de la positivitØ et de l’apØriodicitØ
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de la chaîne, la rØcurrence au sens de Harris.
Définition 19
Une chaîne (xi) est récurrente au sens de Harris s’il existe une mesure φ(.)
telle qu’elle soit φ-irrØductible, et si tout ensemble A, tel que φ(A) > 0, est
récurrent au sens de Harris, c’est-à-dire vØrie :
Px
 ∞∑
i=1
1A(xi) = ∞
 = 1, ∀x ∈ A. (A.6)
Ceci Øquivaut à Px(∃t : xt ∈ A) = 1.
Une chaîne est positive au sens de Harris lorsqu’elle est rØcurrente au sens
de Harris et qu’il existe une mesure de probabilitØ invariante pour cette chaîne.
Il s’agit d’une notion forte, puisqu’elle impose un retour certain en un temps ni dans
tout ensemble de mesure positive de l’espace. Suite à la dØnition de cette rØcurrence, nous
pourrons Ønoncer un thØorŁme qui assure la convergence en variations totales de la chaîne.
Théorème 3
Si (xi) est positive au sens de Harris et apØriodique,
lim
n→∞
∥∥∥∥∥
∫
Kn(x, .)ν(dx) − pi(.)
∥∥∥∥∥
VT
= 0 (A.7)
pour toute distribution initiale ν(.).
PositivitØ au sens de Harris + ApØriodicitØ =⇒ Convergence en variations totales
A.2.3 Théorème limite
Enn, quelques thØorŁmes sont utiles lorsque nous souhaitons calculer des statistiques sur
les Øchantillons.
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Théorème 4
Loi des grands nombres : soit (xi) une chaîne positive au sens de Harris, de loi
invariante intØgrable pi(.). Alors pour tout couple de fonctions f et g strictement
positives dans L1(Ψ) :
lim
n→+∞
∑n
i=1 f (xi)∑n
i=1 g(xi)
=
∫
f (x)dpi(x)∫
g(x)dpi(x) . (A.8)
En particulier, pour g ≡ 1 :
lim
n→+∞
∑n
i=1 f (xi)
n
=
∫
f (x)dpi(x). (A.9)
Annexe B
Calculs sur le noyau de proposition
Dans cette annexe, nous dØtaillons les calculs des taux d’acceptation des mouvements qui
composent le noyau de proposition.
B.1 Naissance et Mort
B.1.1 Symétrie de la mesure ξNM(., .)
ξNM(An+1 × Bn) = e
−ν(χ)
(n + 1)!
∫
χn+1
1An+1(x)
∑
u∈x
1Bn(x \ u)νn+1(dx)
=
e−ν(χ)
(n + 1)!
∫
χn+1
1An+1(x1, . . . , xn, xn+1)
n+1∑
i=1
1Bn(x \ xi)ν(dx1) . . . ν(dxn+1)
=
e−ν(χ)
(n + 1)!
∫
χn+1
(n + 1)1An+1 (x1, . . . , xn ∪ xn+1)1Bn (x1, . . . , xn)ν(dx1) . . . ν(dxn+1)
=
e−ν(χ)
n!
∫
χn
∫
χ
1Bn(x1, . . . , xn)1An+1((x1, . . . , xn) ∪ {xn+1})ν(dxn+1)ν(dx1) . . . ν(dxn)
= ξNM(Bn × An+1).
B.1.2 Dérivée de Radon-Nikodym DNM(., .)
1. dans le cas d’une naissance, on note y = x ∪ u et l’on obtient :
pi(dx)QNM (x, dy) = f (x)piν(dx)pN (x)ν(du)
ν(χ2) ξNM(dx, dy) = ν(du)piν(dx)
La dØrivØe de Radon-Nikodym associØe DNM(., .) s’Øcrit alors :
DNM(x, y) = pN (x) f (x)
ν(χ2)
147
148 Chapitre B. Calculs sur le noyau de proposition
2. dans le cas d’une mort, notons y = x \ u, alors :
pi(dx)QNM (x, dy) = f (x)piν(dx)pM (x) 1
n(x) ξNM(dx, dy) = piν(dx)
La dØrivØe de Radon-Nikodym associØe DNM(., .) s’Øcrit :
DNM(x, y) = pM(x) f (x)
n(x)
B.2 Perturbations simples
B.2.1 Symétrie de la mesure ξTS (., .)
ξTS (An × Bn) = e
−ν(χ)
n!
∫
χn
1An(x)
∑
xi∈x
1
λ(xi)
∫
Σ
1Bn(x \ xi ∪ ζx(xi, z))Λ(dz)ν(dx1) . . . ν(dxn)
=
e−ν(χ)
n!
∫
χn
n
∫
Σ
1An(x)1Bn (x \ xn ∪ ζx(xn, z))Λ(dz)Λ(dxn)ν(dx1) . . . ν(dxn−1)
=
e−ν(χ)
n!
∫
χn
n
∫
Σ
1Bn(y)1An (y \ v ∪ ζy(v, z))Λ(dz)Λ(dv)ν(dx1) . . . ν(dxn−1)
=
e−ν(χ)
n!
∫
χn
1Bn(y)
∑
yi∈y
1
λ(yi)
∫
Σ
1An(y \ yi ∪ ζy(yi, z))Λ(dz)ν(dy1) . . . ν(dyn)
= ξTS (Bn × An)
B.3 Fusion / Division
B.3.1 Rappel du noyau de proposition QFD(., .)
Le noyau de proposition du mouvement de fusion / division s’Øcrit comme suit :
QFD(x, .) = pF(x)QF (x, .) + pD(x)QD(x, .)
avec
QF(x, B) = 1
n∼m (x)
1
MZab
∑
xi∼ f x j
∫
Zab
1B(y = x \ {xi, x j} ∪ {T Fxi∼mx j (zm)})Λ(dza)Λ(dzb)
et
QD(x, B) = 1
n(x)
∑
xi∈x
1
MZxy MZab1 MZab2 MZθ
∫
Z
1B(y = x \ xi ∪ T Sxi
(
zxy, za1, za2, zb1, zb2, zθ)
)
Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)
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B.3.2 Symétrie de la mesure ξFD(., .)
Pour montrer la symØtrie de la mesure ξFD(., .), il suffit de montrer que ξFD(An, Bn+1) =
ξFD(Bn+1, An). On rappelle que :
ξFD(An+1, Bn) =
∫
N f
1An+1(x)
∫
Zab
∑
xi∼ f x j
1
λ(xi)λ(x j)1Bn
(
x \ {xi, x j} ∪ {T Fxi∼ f x j (zm)}
)
Λ(dza)Λ(dzb)piν(dx)
et
ξFD(An, Bn+1) =
∫
N f
1An(x)
∫
Z
∑
xi∈x
1
2λ(xi)1Bn+1
(
x \ {xi} ∪ {T Dxi
(
zxy, za1, za2, zb1, zb2, zθ)
)
}
)
32Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)piν(dx)
La condition de "dimension matching" [Green, 1995] est remplie par l’intermØdiaire d’une
fonction T FD(xi, x j, zab), qui, à deux objets xi ∼ f x j et un vecteur de variables alØatoires zab
dØnis par le mouvement de fusion, associe un objet y et un jeu de variables alØatoires
(zxy, za1, zb1, za2, zb2, zθ). Il s’agit d’un diffØomorphisme, dont le jacobien est le suivant :
|JFD| =
1
210
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det

1 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0
1 0 0 0 0 −1 0 0 0 0 0 0
0 1 0 0 0 0 −1 0 0 0 0 0
0 0 1 0 0 0 0 −1 0 0 0 0
0 0 0 1 0 0 0 0 −1 0 0 0
0 0 0 0 1 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
25
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On obtient donc :
ξFD(An, Bn+1) =
∫
N f
1An(x)
∫
Z
∑
xi∈x
1
2λ(xi)1Bn+1
(
x \ xi ∪ T Dxi
(
zxy, za1, za2, zb1, zb2, zθ)
))
32Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)piν(dx)
=
e−ν(χ)
n!
∫
χn
n
2
1An(x1, . . . , xn)
∫
Z
1Bn(x1, . . . , xn−1 ∪ T Dxi
(
zxy, za1, za2, zb1, zb2, zθ)
)
)
32Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)Λ(dxn)ν(dx1) . . . ν(dxn−1)
=
e−ν(χ)
n!
∫
χn+1
n
2
1Bn+1(x1, . . . , xn+1)
∫
Zab
1An
(
x \ {xn, xn+1} ∪ {T Fxn∼ f xn+1 (zm)}
)
32 |JFD|Λ(dza)Λ(dzb)Λ(dxn)Λ(dxn+1)ν(dx1) . . . ν(dxn−1)
=
e−ν(χ)
n!
∫
χn+1
2n
2n(n + 1) 1Bn+1(x)
∫
Zab
∑
xi∼ f x j
1
λ(xi)λ(x j)1An
(
x \ {xi, x j} ∪ {T Fxi∼ f x j (zm)}
)
Λ(dza)Λ(dzb)Λ(dxn)Λ(dxn+1)ν(dx1) . . . ν(dxn−1)
=
∫
N f
1Bn+1(x)
∫
Zab
∑
xi∼ f x j
1
λ(xi)λ(x j)1An
(
x \ {xi, x j} ∪ {T Fxi∼ f x j (zm)}
)
Λ(dza)Λ(dzb)piν(dx)
= ξFD(Bn+1, An)
B.3.3 Dérivée de Radon-Nikodym DFD(., .)
1. dans le cas de la fusion, on pose y = x \ {xi, x j} ∪ y et l’on obtient :
pi(dx)QFD(x, dy) = f (x)piν(dx)pF (x) 1
n∼m (x)
1
MZab
Λ(dza)Λ(dzb)
et
ξFD(dx, dy) = 1
λ(xi)λ(x j)Λ(dza)Λ(dzb)piν(dx)
La dØrivØe de Radon-Nikodym associØe DFD(., .) s’Øcrit alors :
DFD(x, y) = pF(x) f (x) 1
n∼m (x)
λ(xi)λ(x j)
MZab
2. dans le cas d’une division, y = x \ xi ∪ {y1, y2} et l’on a :
pi(dx)QFD(x, dy) = f (x)piν(dx)pD(x) 1
n(x)
1
MZxy MZab1 MZab2 MZθ
Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)
et
ξFD(dx, dy) = 322λ(xi)Λ(dzxy)Λ(dzab)Λ(dza1)Λ(dzb1)Λ(dzθ)piν(dx)
La dØrivØe de Radon-Nikodym associØe DFD(., .) s’Øcrit alors :
DFD(x, y) = pD(x) f (x) 1
n(x)
λ(xi)
32MZxy MZab1 MZab2 MZθ
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B.4 Naissance et Mort dans un voisinage
B.4.1 Rappel du noyau de proposition QNMV(., .)
Le noyau de proposition du mouvement de naissance et mort dans un voisinage s’Øcrit
comme suit :
QNMV (x, B) = 1
n(x)
∑
x∈x

4∑
i=1
pNVi(x, x)QNVi (x, x, B) +
4∑
i=1
pMVi(x, x)QMVi (x, x, B)
 (B.1)
oø QNVi(x, x, .) propose la naissance d’un nombre i d’objets dans Bx∈xl (un par voisinage
libre) :
QNVi(x, x, B) =
1
Ci
nl(x,x)
∑
J∈C(i,nl(x,x))
1
Mk1 . . . Mki
∫
z1∈Bk1×M
. . .
∫
zi∈Bki×M
1B(y = x ∪ {yk1 , . . . , yki })
ν(dz1) . . . ν(dzi)
et QMVi(x, x, .) la mort de i objets dans Bx∈xu :
QMVi(x, x, B) =
1
Ci
nu(x,x)
∑
J∈C(i,nu(x,x))
1B(y = x \ {yk1 , . . . , yki})
B.4.2 Symétrie de la mesure ξNMV(., .)
Pour montrer la symØtrie de la mesure ξNMV (., .), il suffit de montrer que ξNMV (An+i, Bn) =
ξNMV (Bn, An+i). On rappelle que :
ξNMV (An, Bn+i) =
∫
N f
∫
{u1,...,ui}∈χi
1An(x)1Bn+i (x ∪ u1 . . . ∪ ui)
ν(du1) . . . ν(dui)
i! piν(dx)
et
ξNMV(An+i, Bn) =
∫
N f
1An+i(x)
∑
{xk1 ,...,xki }∈x
1Bn(x \ {xk1 , . . . , xki})piν(dx)
On obtient donc :
ξNMV (An+i, Bn) = e
−ν(χ)
(n + i)!
∫
χn+i
1An+i(x)
∑
{xk1 ,...,xki }∈x
1Bn(x \ {xk1 , . . . , xki })νn+i(dx)
=
e−ν(χ)
(n + i)!
∫
χn+i
1An+i(x1, . . . , xn+i)Cin+i1Bn(x1, . . . xn)ν(dx1) . . . ν(dxn+i)
=
e−ν(χ)
n!
∫
χn+i
1Bn(y)1An+i(y ∪ xn+1 ∪ . . . ∪ xn+i)
ν(dxn+1) . . . ν(dxn+i)
i! ν
n(dy)
= ξNMV (Bn, An+i)
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B.4.3 Dérivée de Radon-Nikodym DNMV (., .)
D’aprŁs ce qui prØcŁde, et la donnØe du noyau de proposition QNMV , on a :
1. dans le cas de naissance dans un voisinage, on note y = x∪u1 . . .∪ui et l’on obtient :
pi(dx)QNMV (x, dy) = f (x)piν(dx) 1
n(x)
 ∑
x∈G(x→y)
i!
n f u(x, x) Cin f (x,x) Mk1 . . . Mki
 ν(du1) . . . ν(dui)
et, puisque que l’espace des congurations est ordonnØ et l’espace des ensembles
d’objets sur lequel avait ØtØ dØni ξNMV ne l’Øtait pas,
ξNMV(dx, dy) = Λ(du1) . . .Λ(dui)piν(dx).
La dØrivØe de Radon-Nikodym associØe DNMV (., .) s’Øcrit alors :
DNMV (x, y) = f (x) 1
n(x)
∑
x∈G(x→y)
1
n f u(x, x) Cin f (x,x) Mk1 . . . Mki
2. dans le cas de mort dans un voisinage, notons y = x \ u1 . . . \ ui :
pi(dx)QNMV (x, dy) = f (x)piν(dx) 1
n(x)
∑
x∈G(x→y)
1
n f u(x, x)
1
Ci
nu(x,x)
et
ξNMV (dx, dy) = 1
λ(u1) . . . λ(ui)piν(dx).
La dØrivØe de Radon-Nikodym associØe DNMV (., .) s’Øcrit alors :
DNMV (x, y) = f (x) 1
n(x)
∑
x∈G(x→y)
λ(u1) . . . λ(ui)
n f u(x, x) Cin f (x,x)
Annexe C
Lexique
Nous proposons dans cette annexe un lexique avec les dØnitions des termes en italique
prØsents dans le manuscrit. La plupart de ces dØnitions sont issues de la Nomenclature
de l’Inventaire Forestier National (http ://www.ifn.fr), du Dictionnaire forestier multiligue
[CILF, 1975], et de [Goreaud, 2000]. Nous indiquons Øgalement la traduction en Anglais.
Biomasse / Biomass. QuantitØ de matiŁre vivante existant à un moment donnØ dans un
ØcosystŁme par unitØ de volume ou de supercie et exprimØe en unitØs massiques.
Canopée (couvert) / Canopy. Le toit forestier constituØ par l’ensemble des cimes.
Coupe rase / Clear cutting. Coupe de la totalitØ des arbres d’un peuplement.
Dendrométrie / Forest mensuration. Branche de la foresterie qui traite de la connais-
sance de la forme, des dimensions, de l’accroissement et de l’âge des arbres et des peuple-
ments forestiers, ainsi que des dimensions et formes de leurs produits, particuliŁrement des
bois ronds et bois dØbitØs.
Diamètre à hauteur de poitrine / Diameter Breast Height (DBH). Il s’agit du diamŁtre
de l’arbre à hauteur de poitrine, dØnie à 4.5 pieds du sol (1m37) du côtØ amont de l’arbre.
Eclaircie / Thinning. Coupe de rØgØnØration, ouverture de peuplements pour diminuer le
couvert et destinØe à accØlØrer l’accroissement en diamŁtre des arbres restants.
Futaie / High forest. Peuplement constituØ d’arbres issus de graines, destinØs à atteindre
un plein dØveloppement avant d’Œtre exploitØs.
Houppier (cime) / Tree crown. Partie supØrieure d’un arbre, constituØe des branches et
du feuillage.
Infrarouge proche / Near infrared. Rayonnement dont la longueur d’onde se situe au
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delà de celle de la lumiŁre rouge visible. Le canal proche infrarouge utilisØ en photogra-
phie (analogique ou numØrique) pour l’Øtude de la vØgØtation se situe entre 700 nm (limite
du spectre visible) et 900 nm environ. Au-delà, et jusque vers 1 mm de longueur d’onde,
s’Øtend l’infrarouge moyen puis l’infrarouge thermique.
Infrarouge Couleur (IRC) / Colour Infrared (CIR). Film sensible au spectre visible
et au proche infrarouge mais utilisØ avec un ltre jaune coupant toutes les radiations infØ-
rieures à 520 nm. L’information apportØe par ce lm correspond donc aux radiations vertes
rØØchies par le sol et traduites en bleu, aux rouges traduites en vert et au proche IR tra-
duites en rouge.
Lande / Heath. Cette catØgorie regroupe les landes proprement dites (surfaces couvertes
d’une majoritØ de ligneux bas), les friches et les terrains vacants non cultivØs et non entre-
tenus rØguliŁrement pour le pâturage.
Ligneux hors forêt / Trees out of forest. Ce terme regroupe les formations linØaires (haies
et alignements) et les arbres Øpars.
Modèle de Hauteur de la Canopée (MHC) / Canopy Height Model (CHM). RØsultat
obtenu de la diffØrence entre la hauteur de la canopØe et l’altitude du sol, avec des donnØes
de type Lidar.
Photo-interprétation / Photo-interpretation. Etude thØmatique d’une photographie, gØ-
nØralement aØrienne ou satellitale, consistant à identier et à quantier les objets au sol. Ce
premier inventaire est gØnØralement suivi de la formulation d’hypothŁses sur ce qui n’est
pas directement visible mais souvent dØduit de l’observation ne des objets et de leur envi-
ronnement. Ces hypothŁses n’ont plus alors qu’à Œtre vØriØes, gØnØralement en se rendant
sur le terrain.
Point Nadir / Nadir. ProjetØ orthogonal de la camØra sur le sol.
Point sol (ou point d’inventaire). Point repØrØ sur carte ou sur photo puis faisant l’objet
d’une simple photo-interprØtation et/ou de mesures au sol (dendromØtriques, oristiques,
pØdologiques, ...) sur des surfaces de dimensions variables autour de ce point.
Taillis / Coppice. Peuplement constituØ de tiges issues de rejets de souches. Le taillis est
pØriodiquement recØpØ, c’est-à-dire coupØ pour permettre l’apparition de nouveaux rejets.
Taillis sous futaie ou mélange taillis futaie /Coppice-with-standards. Peuplement consti-
tuØ d’un mØlange de brins de futaie et de cØpØes de taillis. A l’âge adulte les arbres de futaie
(feuillus ou rØsineux) dominent gØnØralement le taillis.
Tige / Stem. Terme pour dØsigner le tronc d’un arbre. Il s’agit dans le cas gØnØral de l’axe
principal d’une plante à partir duquel les bourgeons et les pousses se dØveloppent.
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Publications et activités de recherche
Journaux internationaux
1. G. Perrin, X. Descombes, J. Zerubia. A Non-Bayesian Model for Tree Crown Extrac-
tion using Marked Point Processes. International Journal of Computer Vision. Soumis
en Avril 2006.
2. G. Perrin, X. Descombes, J. Zerubia. Point Processes in Forestry : an Application to
Tree Crown Detection. Journal of Visual Communication and Image Representation.
Soumis en Aoßt 2005.
3. G. Perrin, J. Zerubia, P.H. CournŁde. Image Processing for Forest Monitoring. ER-
CIM News 61, Avril 2005.
Conférences internationales avec actes
1. G. Perrin, X. Descombes, J. Zerubia. 2D and 3D Vegetation Resource Parameters As-
sessment using Marked Point Processes. Dans Proc. of the International Conference
on Pattern Recognition (ICPR), PØkin, Chine, Aoßt 2006.
2. M. Eriksson, G. Perrin, X. Descombes et J. Zerubia. A comparative study of three me-
thods for identifying individual tree crowns in aerial images covering different types
of forests. Dans Proc. of the International Society for Photogrammetry and Remote
Sensing (ISPRS Symposium, Commission 1), Marne La VallØe, France, Juillet 2006.
3. G. Perrin, X. Descombes, J. Zerubia. Forest Resource Assessment using Stochas-
tic Geometry. Dans Proc. of the International Precision Forestry Symposium (IPFS),
Stellenbosch, Afrique du Sud, Mars 2006.
4. G. Perrin, X. Descombes, J. Zerubia. Adaptive Simulated Annealing for Energy Mi-
nimization Problem in a Marked Point Process Application. Dans Proc. of the Energy
Minimization Methods in Computer Vision and Pattern Recognition (EMMCVPR),
St Augustine, Floride, USA, Novembre 2005.
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5. G. Perrin, X. Descombes, J. Zerubia. A Marked Point Process Model for Tree Crown
Extraction in Plantations. Dans Proc. of the IEEE International Conference on Image
Processing (ICIP), GŒnes, Italie, Septembre 2005.
6. G. Perrin, X. Descombes, J. Zerubia. Tree Crown Extraction using Marked Point
Processes. Dans Proc. of the European Signal Processing Conference (EUSIPCO),
Autriche, Septembre 2004.
7. X. Descombes, F. Kruggel, C. Lacoste, M. Ortner, G. Perrin, J. Zerubia. Marked Point
Process in Image Analysis : from Context to Geometry (papier invitØ). Dans Proc. of
the International Conference on Spatial Point Process Modelling and its Application
(SPPA), Castellon, Espagne, Avril 2004.
Conférences francophones avec actes
1. G. Perrin, X. Descombes, J. Zerubia. Evaluation des Ressources ForestiŁres à l’aide
de Processus Ponctuels MarquØs. Dans les Actes de la ConfØrence Reconnaissance
des Formes et Intelligence Articielle (RFIA), Tours, France, Janvier 2006.
Rapports de recherche
1. G. Perrin, X. Descombes, J. Zerubia. A Non-Bayesian Model for Tree Crown Extrac-
tion using Marked Point Processes. Rapport de recherche INRIA No 5846, FØvrier
2006.
2. G. Perrin, X. Descombes, J. Zerubia. Optimization Techniques for Energy Minimiza-
tion Problem in a Marked Point Process Application to Forestry. Rapport de recherche
INRIA No 5704, Septembre 2005.
3. G. Perrin, X. Descombes, J. Zerubia. Point Processes in Forestry : an Application to
Tree Crown Detection. Rapport de recherche INRIA No 5544, Avril 2005.
4. G. Perrin, X. Descombes, J. Zerubia. Extraction de Houppiers par Processus Objet.
Rapport de recherche INRIA No 5037, DØcembre 2003.
Séminaires
1. SØminaire sur l’extraction de houppiers par processus ponctuels marquØs au LIAMA
(PØkin), le 28 Aoßt 2006.
2. Organisation et participation au SØminaire croisØ ARIANA/MAESTRO à l’INRIA
Sophia Antipolis, le 12 Mai 2006.
3. SØminaire sur les processus ponctuels marquØs et leur application en foresterie au
LIAMA (PØkin), le 12 Octobre 2004.
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Logiciels déposés à l’APP
1. EVER2DAY, dØposØ en FØvrier 2006 sous le numØro IDDN.FR.001.200009.000.S.P.2006
.000.30200, transfØrØ à l’Inventaire Forestier National, Nogent-sur-Vernisson, France.
2. EVER3DIM, dØposØ en FØvrier 2006 sous le numØro IDDN.FR.001.200006.000.S.P.2006
.000.30200, transfØrØ à l’Inventaire Forestier National, Nogent-sur-Vernisson, France.
3. GRENAT, en cours de dØpôt, transfØrØ à l’Inventaire Forestier National, Nogent-sur-
Vernisson, France.
Autres activités scientifiques
1. Introduction à la TØlØdØtection le 13 Octobre 2005 lors de la FŒte de la Science au
Parc Valrose, UniversitØ de Nice Sophia Antipolis.
2. Introduction à la TØlØdØtection le 15 Octobre 2004 lors de la FŒte de la Science à
l’I3S-UniversitØ de Nice-Sophia Antipolis.
3. PrØsentation de la thŁse et d’une carriŁre dans la recherche à la clinique mØdicale et
pØdagogique des Cadrans Solaires à Vence le 16 Octobre 2003 dans le cadre de la
FŒte de la Science.
4. PrØsentations annuelles du travail de recherche en TØlØdØtection à des ØlŁves ingØ-
nieurs, et à des collØgiens en stage pratique de 4Łme.
Annexe E
Nouveau Chapitre de la Thèse
La rédaction du "Nouveau Chapitre de la Thèse", proposé
dans le cadre de la formation "Valorisation des Compé-
tences" par l’Association Bernard Gregory (ABG), permet
au doctorant de faire le point sur les acquis de sa thèse grâce
à des entretiens réalisés avec un mentor ainsi qu’à un travail
personnel de relecture de son projet de thèse. Si j’ai souhaité
suivre cette formation, c’est avant tout pour prendre du re-
cul par rapport à mon quotidien de fin de thèse, et profiter
des discussions avec mon mentor pour mettre en valeur les
compétences, autres que scientifiques, que j’avais pu déve-
lopper au cours de ma thèse. Je désirais également mieux
inscrire ce doctorat dans son projet professionnel.
De par son style de rØdaction moins acadØmique, ce chapitre se dØmarque volontairement
des prØcØdents. Il est, par ailleurs, rØdigØ dans le but d’Œtre comprØhensible par un public
non spØcialiste. Je ne rentrerai donc pas dans les dØtails techniques et scientiques. Dans
une premiŁre partie, je dØtaillerai les points principaux de mon projet de thŁse, en proposant
une mise en contexte, puis quelques points sur sa gestion et son coßt. Dans une seconde
partie, je reviendrai sur les compØtences et savoir-faire que j’ai pu dØvelopper ou acquØrir
pendant ces trois annØes, aussi bien sur les plans scientique et mØthodologique que sur le
plan personnel, en les illustrant par des exemples. Une troisiŁme partie proposera un bilan
de cette thŁse, pour moi-mŒme et d’une façon plus large pour mes projets de recherche.
E.1 Le projet de thèse
AprŁs avoir prØsentØ briŁvement le cadre gØnØral et les enjeux de ma thŁse, je dØtaillerai
dans cette partie les principales Øtapes du projet, et Øvaluerai son coßt global.
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E.1.1 Le contexte et les enjeux
Le but de ma thŁse est de recueillir automatiquement des informations à l’Øchelle de l’arbre
sur des images forestiŁres trŁs haute rØsolution (1 pixel Øquivalant à 50cm au sol), comme
par exemple des statistiques sur le nombre d’arbres, leur position, leur taille ou leur rØparti-
tion spatiale, avec des outils de gØomØtrie stochastique, qui permettent d’extraire des objets
par des formes gØomØtriques simples. Ce sujet fait donc intervenir plusieurs disciplines, les
mathØmatiques appliquØes, l’informatique, le traitement des images ainsi que la foresterie.
Cette Øtude se positionne dans un contexte gØnØral oø, au cours des derniŁres annØes,
l’avŁnement de la trŁs haute rØsolution spatiale a ouvert des perspectives nouvelles dans le
domaine de l’observation de la Terre, aussi bien pour des applications militaires que civiles
(cartographie, gØorØfØrencement, environnement, ...). Ainsi, pour ne citer qu’un exemple
en analyse d’images, l’Institut GØographique National (IGN) met en place un procØdØ de
mise à jour automatique des cartes routiŁres, mais aussi de modØlisation 3D des villes,
par l’intermØdiaire du traitement des images aØriennes et satellitales. D’autres exemples en
gØorØfØrencement, comme les lancements actuels des satellites de la future constellation
GalilØo, concurrente du GPS, auront aussi de nombreuses consØquences sur notre vie de
tous les jours.
En foresterie, l’exploitation des donnØes fournies par l’imagerie haute rØsolution se rØ-
vŁle Œtre un dØ majeur de ces prochaines annØes. Parmi les principaux utilisateurs de ces
images, citons les inventaires forestiers nationaux, regroupØs au niveau europØen dans le
rØseau ENFIN ("European Network of National Forest Inventories"). A l’image de l’In-
ventaire Forestier National (IFN) en France, leur rôle est d’effectuer l’inventaire des forŒts
indØpendamment de toute question de propriØtØ, an de mieux connaître leurs potentiali-
tØs et de fournir des donnØes indispensables à l’Øtude de problØmatiques environnemen-
tales majeures qui dØcoulent de l’Øtude des forŒts, comme la biodiversitØ de la faune et de
la ore, l’absorption du CO2, le dØveloppement durable, ... En France, l’IFN fournit des
cartes numØriques au 1/25000, ainsi que des statistiques au niveau national obtenues grâce
à des relevØs sur le terrain (type et volume de bois, ore, faune, ...) et à une exploitation
par photo-interprØtation de leur base de donnØes de photographies forestiŁres qui recouvre
l’hexagone. Cependant, face à l’Øvolution des besoins et des demandes, qu’il s’agisse de
la mise à jour, de la prØcision, voire de l’enrichissement de la carte forestiŁre, de la carto-
graphie d’ØlØments particuliers comme les ligneux hors forŒt (arbres Øpars, haies, ...), ou
encore de la spatialisation de paramŁtres forestiers, la mise en place d’algorithmes de trai-
tement automatique de ces images, couplØe avec les travaux de photo-interprØtation et les
relevØs obtenus sur le terrain, semble Œtre indispensable. Au niveau mondial, l’utilisation de
l’imagerie haute rØsolution pour recueillir automatiquement des informations à l’Øchelle de
l’arbre ou de la forŒt reste pour l’instant principalement à l’Øtat de recherche (notamment au
Canada et en Scandinavie). Tant sur le plan environnemental que sur le plan Øconomique,
la recherche dans ce domaine est donc nØcessaire et offre des perspectives intØressantes.
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E.1.2 Cadre de ma thèse
Etudiant du laboratoire de MathØmatiques AppliquØes (MAS) de l’Ecole Centrale Paris,
j’ai effectuØ ma thŁse en co-direction au sein du projet Ariana (INRIA/I3S) à l’INRIA So-
phia Antipolis. Sur le plan scientique, le laboratoire MAS se concentre sur la modØlisation,
la simulation, l’analyse et l’exploitation de systŁmes ou produits complexes autour de trois
grands axes (ingØnierie scientique et visualisation, traitement des informations, ingØnierie
des systŁmes d’information). Pour sa part, le projet Ariana a pour vocation de fournir des
outils de traitement des images dans le but d’aider à la rØsolution de problŁmes inverses
dans le domaine de l’observation de la Terre et de la cartographie. Il possŁde en particulier
une compØtence en extraction automatique d’objets (routes, bâtiments, ...), par diffØrentes
approches mØthodologiques.
Aux niveaux national et international, les collaborations du laboratoire MAS et du projet
Ariana sont variØes : ils appartiennent tous deux à des rØseaux scientiques ou groupes de re-
cherche (GdR ISIS, GdR MSPC), et ont des liens avec des instituts (CEA, CIRAD, LIAMA,
Institut Pasteur ...), universitØs (ENS Cachan, ENST, Paris Dauphine, et de nombreuses uni-
versitØs internationales ...) et industriels (CNES, IGN, DGA, Alcatel Alenia Space, Astrium,
Sagem, GridExpert, Dassault Aviation, General Electic). J’ai ainsi pu proter de ces colla-
borations tout au long de ma thŁse, en ayant rØguliŁrement des Øchanges avec certains de
ces partenaires, et en me rendant notamment à un groupe de travail au LIAMA à PØkin (La-
boratoire franco-chinois en Informatique, Automatique et MathØmatiques AppliquØes).
Au sein du laboratoire MAS, cette thŁse se positionnait en tant que sujet connexe à l’Øtude
de la modØlisation de la croissance des plantes. Ces modŁles ont pour vocation de caractØ-
riser les phØnomŁnes qui rØgissent la croissance de la plante isolØe et au sein d’un peuple-
ment (fonctionnement physiologique, inuence des paramŁtres environnementaux comme
la tempØrature ou les ressources en eau, compØtition spatiale dans un peuplement, etc) et
de les retranscrir algorithmiquement. L’interaction entre ces modŁles de croissance et l’ana-
lyse d’images de tØlØdØtection Øtait l’une des problØmatiques de ma thŁse. Dans le projet
Ariana, mon Øtude se positionnait à la suite de deux autres travaux fondØs sur une mØthodo-
logie semblable d’extraction d’objets cartographiques par des caricatures gØomØtriques (des
segments pour les rØseaux linØiques comme les routes et les riviŁres, des rectangles pour les
bâtiments), dans le but de les complØter et de tester l’approche sur un troisiŁme ØlØment es-
sentiel en cartographie (l’objet arbre). Il s’agissait de la premiŁre Øtude dans le domaine de
la foresterie et sur les images forestiŁres, l’idØe de travailler sur ce sujet provenant en par-
tie d’une collaboration du projet avec le CØmagref (Institut de recherche pour l’ingØnierie
de l’agriculture et de l’environnement), un des instituts de recherche collaborant avec l’IFN.
Pour nir, sur le plan personnel, faire une thŁse Øtait tout d’abord la suite logique aprŁs
mon Master 2 Recherche (anciennement DEA) de traitement des images, qui portait sur le
mŒme sujet, et l’opportunitØ de mieux dØcouvrir le monde de la recherche. De plus, l’intØrŒt
de ce sujet, le fait qu’il soit interdisciplinaire, et ses applications envisageables à court et
moyen termes ont ØtØ capitaux au moment du choix. La connaissance de mes encadrants
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au laboratoire MAS et au projet Ariana, ainsi que celle de mon cadre de travail m’ont Øga-
lement guidØ dans mon choix : j’apprØciais tout particuliŁrement la responsabilisation des
Øtudiants, les qualitØs scientique et humaine de mes collaborateurs, la dimension multicul-
turelle des Øquipes, et bien Øvidemment le cadre de vie (la Côte d’Azur). Enn, je voyais
cette thŁse comme une formation complØmentaire, au cours de laquelle j’aurais le temps
d’Ølargir mon champ de compØtences, d’apprendre chaque jour de nouvelles choses, tout en
vivant en quelque sorte une premiŁre expØrience de gestion de projet.
E.1.3 Déroulement du projet
J’ai pu proter d’une relative autonomie tout au long de la conduite de ce projet, ce qui
m’a permis de dØnir mes orientations de recherche avec mes encadrants. J’ai pu ainsi alter-
ner entre un travail sur la partie mathØmatique et un travail sur l’application elle-mŒme, an
de dØnir un modŁle intØressant sur le plan scientique, mais aussi robuste an d’obtenir
des rØsultats sur diffØrents types d’images de forŒts. Le sujet de thŁse dØni au dØpart n’a
pas ØvoluØ en tant que tel. Le risque, liØ au choix de la mØthodologie avant celui de l’ap-
plication, avait ØtØ relativement bien ØvaluØ lors de mon stage de Master, principalement du
fait de notre connaissance grandissante des images forestiŁres, grâce notamment aux dis-
cussions et au soutien de l’IFN. Finalement, nous avons ØtØ capables de mettre en Øvidence
les avantages de notre approche sur certaines images, ainsi que ses limites sur d’autres. Les
rØsultats obtenus semblent prometteurs, serviront de base de dØpart à d’autres recherches
dans ce domaine et nos algorithmes seront testØs à l’IFN sur une plus large base de donnØes
d’images.
Du fait que ma thŁse se dØroulait en codirection, des rØunions d’avancement ont ØtØ rØ-
guliŁrement organisØes (au moins 2 par an) avec mes responsables du laboratoire MAS, ce
qui a contribuØ à rapprocher les deux Øquipes pour notamment aboutir à la mise en place de
projets communs, comme dØtaillØ ci-dessous.
Autour de ce travail, quelques collaborations et partenariats ont ØtØ Øtablis, menant à des
demandes de nancements, dans le but de dØvelopper cette thØmatique de recherche. Tout
d’abord, et mŒme si cela ne rentre pas directement dans le cadre de ma thŁse, il est à no-
ter qu’une action COLOR (COopØrations LOcales de Recherche) avait ØtØ mise en place
pour nancer mon stage de Master. Ces actions ont pour but de favoriser des collaborations
nouvelles entre une Øquipe de recherche de l’INRIA Sophia Antipolis et des laboratoires
ou des entreprises des rØgions mØditerranØennes. Les membres de cette COLOR Øtaient,
outre le projet Ariana, le CØmagref et l’IFN de Montpellier, nos premiers partenaires. Le
CØmagref apportait sa compØtence scientique de recherche en foresterie et en traitement
des images, et l’IFN son expertise, ainsi que ses donnØes photographiques. DØbut 2005, une
ARC (Action de Recherche CoopØrative), nancØe par l’INRIA au niveau national, a vu le
jour pour une pØriode de deux ans, autour d’une thØmatique mixte d’extractions de para-
mŁtres des arbres sur les images aØriennes et de modØlisation de leur croissance. Cette ac-
tion, nommØe ModeDeVie (ModØlisation et DØtection de VØgØtaux en Interaction avec leur
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Environnement), regroupe mes deux laboratoires d’origine (projet Ariana de l’INRIA/I3S
et laboratoire MAS de Centrale Paris via le Projet DigiPlante de l’INRIA Rocquencourt),
ainsi que le LIAMA à PØkin. Grâce à la mise en place de cette collaboration, à laquelle j’ai
pu participer dŁs la rØdaction de la proposition, 2 post-doctorants et 2 stagiaires de Master
ont ØtØ accueillis dans nos Øquipes. A l’heure de rØdaction de ce chapitre, cette ARC n’est
pas encore terminØe.
Enn, une collaboration plus aboutie a vu le jour dØbut 2006 entre l’INRIA et l’IFN, visant
à proposer des solutions de traitement des images aux besoins à court et moyen termes de
l’IFN. Ceux-ci regroupent la crØation d’un fond vert (enveloppe de la forŒt) et sa mise à
jour à partir de la carte et des images, ainsi que l’utilisation de la trŁs haute rØsolution pour
dØtecter automatiquement les arbres ou des structures telles que les haies. Un ingØnieur
expert rejoindra le projet Ariana en octobre 2006 pour 26 mois an de travailler sur ces
thØmatiques. Comme dØtaillØ dans la partie suivante sur les acquis de ma thŁse, j’ai eu
l’opportunitØ de participer activement à la mise en place de ce rapprochement, ainsi qu’à la
rØexion sur les besoins de l’IFN.
E.1.4 Evaluation et prise en charge du coût du projet
Les tableaux Tab. (E.1) et Tab. (E.2) prØsentent les coßts liØs à mon projet de thŁse. Dans
les "coßts rØels environnØs", l’INRIA comptabilise la masse salariale (coßt chargØ) ainsi
que des charges indirectes telles que l’utilisation du matØriel commun (bureau, tØlØphone,
fax, imprimantes, rØseau ...) ou les frais de gardiennage. Un coßt semblable a ØtØ imputØ
à mon encadrement de l’Ecole Centrale Paris (5% du temps d’un Maître de ConfØrence).
La rØpartition des ressources fait prendre en charge ces coßts environnØs par les parties
concernØes.
E.2 Compétences développées
Au cours de ma thŁse, j’ai pu dØvelopper ou affirmer certaines compØtences aussi bien
dans les domaines scientique et technique que dans les domaines mØthodologique et orga-
nisationnel. J’ai Øgalement renforcØ certaines facettes de ma personnalitØ. Dans cette partie,
j’essaierai de dØgager certains de ces savoir-faire et savoir-Œtre, en les illustrant autant que
possible par des exemples de situations lors desquelles ils se sont manifestØs.
E.2.1 Savoirs et savoir-faire scientifiques et techniques
Je reviens tout d’abord sur les compØtences acquises dans les domaines scientique et tech-
nique. Elles sont nombreuses, et ce sont bien souvent les plus faciles à mettre en Øvidence,
celles qui viennent directement à l’esprit aprŁs trois ans de doctorat.
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Coßts du projet
LibellØ Montant associØ (en K.Euros)
Ressources Humaines (Coßt rØel environnØ)
Mon doctorat 207
Encadrement Centrale (1 Maître de ConfØrence à
5% du temps)
18
Encadrement INRIA (1 ChargØ de Recherche à 20%
du temps et 1 Directrice de Recherche à 5% du
temps)
97 (50 en coßt chargØ)
RØunions IFN (2 journØes par an) 3
Sous-total 325
MatØriel - Subventions
Ordinateur xe 3
Images IFN (une trentaine utilisØes en pratique) 3
Subvention repas INRIA (4 euros par jour) 3
Sous-total 9
DØplacements
ConfØrences internationales (2 par an) 15
ConfØrences et missions nationales 3.5
RØunions de thŁse Paris (2 par an, 2 personnes) 7.5
Sous-total 26
Total 360
T. E.1  Coßt du projet de thŁse : rØpartition des charges.
Mathématiques appliquées
En premier lieu, cette expØrience m’a permis d’approfondir mes connaissances en mathØ-
matiques appliquØes, et plus particuliŁrement dans les processus stochastiques et leur appli-
cation en traitement des images. Sans forcØment me sentir mieux armØ, mathØmatiquement
parlant, qu’à la sortie de mes Øtudes d’ingØnieur, je pense que mon principal acquis est
surtout le fait d’avoir ØtØ capable d’assimiler rapidement des connaissances et de les avoir
appliquØes. Pour cela, le travail rØalisØ lors de l’Øtude bibliographique au dØbut de la thŁse
s’est rØvØlØ Œtre un exercice trŁs formateur : j’ai dß apprendre à lire et consulter un grand
nombre d’articles et de livres et à les synthØtiser en isolant ce qu’ils apportaient de nouveau.
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Prise en charge
LibellØ Montant associØe (en K.Euros)
Ressources internes
Laboratoire MAS (bourse de thŁse, encadrement) 90
Projet Ariana (complØment bourse de thŁse, enca-
drement, matØriel)
104
Sous-total 194
Ressources externes
Coßts rØels environnØs (INRIA Sophia) 121
ARC Mode de Vie (INRIA National) 25
IFN 6
Autres (Colors, subventions INRIA Sophia, ...) 14
Sous-total 166
Total 360
T. E.2  Coßt du projet de thŁse : rØpartition des ressources.
Informatique et programmation
Ce premier projet professionnel m’a aussi conduit à progresser considØrablement sur le
plan de la programmation en C++, c’Øtait en effet la premiŁre fois que je devais Øcrire un
programme d’une telle ampleur (plus de 20.000 lignes de code). J’ai su acquØrir les outils
nØcessaires pour combattre bogues et autres fuites de mØmoire (ennemis trŁs coriaces). A
la n de ma thŁse, j’ai d’ailleurs dØposØ 3 de mes logiciels à l’Agence de Protection des
Programmes (APP).
Découverte d’un nouveau domaine scientifique
Enn, j’ai pu dØcouvrir une nouvelle discipline grâce à l’application forestiŁre vers la-
quelle Øtait tournØe mon sujet. Cette perspective de travailler avec des interlocuteurs prove-
nant d’un domaine scientique diffØrent a d’ailleurs beaucoup comptØ lors de ma dØcision
de faire une thŁse. J’ai pu, au cours des diffØrentes rencontres et discussions avec nos par-
tenaires de l’IFN, ainsi que lors de confØrences spØcialisØes (j’ai participØ à une confØrence
de foresterie), me familiariser avec les sciences forestiŁres, les diffØrents corps de mØtier
qui y sont liØs, leurs enjeux, et leurs besoins.
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E.2.2 Savoir-faire périphériques et complémentaires
Gestion de projet
Une thŁse est avant tout un projet de 3 ans, menØ par l’Øtudiant avec l’appui de ses enca-
drants. La gestion de projet est ainsi un acquis essentiel du doctorant et j’ai pu, au-delà de
mon travail propre de recherche, participer activement à divers projets.
Tout d’abord, j’ai commencØ par dØvelopper pour mes Øquipes du laboratoire MAS et du
projet Ariana un nouveau site internet, vØritable vitrine des projets de recherche et vecteur
de communication essentiel. J’ai souhaitØ particuliŁrement mettre l’accent sur la simplicitØ
de navigation, l’accessibilitØ et la mise en valeur du contenu (publications, ches du person-
nel, ...). L’objectif Øtait double : proposer un contenu plus riche et surtout mis à jour, pour
les personnes visitant le site depuis l’extØrieur, mais aussi faire en sorte que les donnØes
puissent facilement Œtre modiØes et complØtØes par les utilisateurs (membres du projet).
Il s’agissait tout d’abord pour moi de relever un dØ technique, en choisissant l’architec-
ture du site et en apprenant, avec des contraintes de temps surtout pour le projet Ariana
puisqu’il Øtait ØvaluØ au cours de l’annØe 2005, à utiliser les langages de dØveloppement ap-
propriØs. Il fallait, de plus, contribuer à ce que chaque membre du projet adhŁre à ce projet,
à commencer par mes responsables, puisque ce nouveau site donnait plus de possibilitØs à
chacun, mais aussi plus de responsabilitØ et de devoirs dans la gestion du contenu. Enn,
pour m’assurer de la perennitØ de ce projet, j’ai accompagnØ un Øtudiant du projet Ariana
dans la reprise du site lors de ma derniŁre annØe de thŁse, et souhaite faire de mŒme au sein
du laboratoire MAS.
J’ai pu Øgalement mettre en place, lors de ma derniŁre annØe de thŁse, une comparaison des
algorithmes d’extraction d’arbres existant, avec la participation de chercheurs en traitement
des images forestiŁres du Canada, de SuŁde et de Finlande. Il s’agit d’un projet scientique
menØ à distance, avec des interlocuteurs nouveaux. Le management de ce type de projet
demande un mØlange de rigueur et de exibilitØ de la part du chef de projet, une dØnition
claire des objectifs, des contacts permanents entre les diffØrentes parties, et un plan de tra-
vail comportant des ØchØances prØcises. J’ai compris que l’organisation Øtait au service de
la gestion du temps. Grâce à l’aide de mes collaborateurs, ce projet est en bonne voie et
devrait aboutir à la rØdaction d’un article commun, mettant en valeur les avantages et les
inconvØnients des diffØrents algorithmes selon le type d’image ØtudiØ.
Enn, j’ai vØcu l’Øvolution de la collaboration du projet Ariana avec l’IFN en ayant un
rôle prØpondØrant, et ceci dŁs le dØbut de mon stage de Master. Grâce à la conance qui
m’Øtait accordØe par mes responsables, j’ai pu moi-mŒme Øtablir les premiers contacts avec
l’IFN de Montpellier, puis avec la direction au siŁge de Nogent-sur-Vernisson, et assumer
une mission de reprØsentativitØ de mon projet de recherche au cours des diffØrentes rØunions
entre les deux parties. Mon rôle consistait à leur prØsenter les rØsultats de notre recherche,
et à coordonner les Øchanges d’informations entre les deux Øquipes. Par la suite, les cir-
constances ont fait que ces discussions ont abouti à la mise en place d’un partenariat. J’ai
Øgalement participØ à la rØdaction de la partie technique du contrat, dont le but Øtait de
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mettre en valeur des perspectives de dØveloppement de l’IFN à moyens termes en traite-
ment automatique des images. De mon point de vue, il s’agissait non seulement de trouver
des sujets d’intØrŒt pour l’IFN, qui souhaitait que des solutions lui soient proposØes pour
rØpondre à ses besoins, mais aussi pour le projet Ariana, par rapport à ses compØtences et à
son statut d’Øquipe de recherche.
Gestion du temps
Intimement liØe à la compØtence de gestion de projet, la gestion du temps est une des
premiŁres compØtences dØveloppØes au cours de ma thŁse me venant à l’esprit. Se lancer
dans un projet de trois ans n’est en effet pas facile, et j’ai d’ailleurs traversØ des moments
avec un manque de motivation, voyant l’ØchØance nale si lointaine. Heureusement, j’ai pu
me construire toute une sØrie de repŁres, an de mesurer mon avancement, à commencer par
les publications dans les confØrences et dans les journaux. La rØdaction de chaque article,
comme celle du manuscrit nal, ou de demandes de nancement, comporte en effet des
dates limites qu’il faut respecter. Le travail se fait alors souvent en urgence. La gestion du
temps est encore plus dØlicate lorsqu’il s’agit de rØaliser des projets en Øquipe, lorsqu’on ne
contrôle pas tous les ØvŁnements.
Communication inter-personnelle
La communication inter-personnelle, qu’elle se dØcline en conduite de rØunion (avec mes
responsables ou nos partenaires), à l’Øcrit (articles, rapports) ou à l’oral (confØrences, sØ-
minaires), est le quotidien de tout doctorant. Il n’y a que par les Øchanges scientiques
et techniques que le travail de recherche peut s’affiner, et nombreuses sont les idØes qui
ressortent des discussions que l’on peut avoir avec des personnes à qui l’on prØsente ses
travaux. Lors de ces trois annØes, je me suis d’ailleurs dØcouvert un goßt pour la communi-
cation, l’Øchange avec des interlocuteurs variØs, parfois non issus du monde de la recherche.
A de nombreuses reprises, j’ai prØsentØ mon travail, ou plus gØnØralement le travail du pro-
jet, à des collØgiens et lycØens ou au grand public, dans le cadre de visites à l’INRIA, dans
des lycØes ou aux journØes de la fŒte de la Science. Ceci m’a permis de dØvelopper des
qualitØs de pØdagogue et des capacitØs d’adaptabilitØ du discours, ainsi qu’une compØtence
pour la communication.
De plus, lors de mes contacts avec mes partenaires, j’ai pu me sensibiliser à l’importance
de la construction d’un rØseau professionnel. Ma formation à l’Ecole Centrale me l’avait
dØjà bien fait comprendre !
Linguistique
Au quotidien, j’ai Øgalement dØveloppØ un savoir-faire linguistique, en pratiquant l’An-
glais avec mes collŁgues, et lors des confØrences internationales et groupes de travail. On
ne peut pas dire que j’ai particuliŁrement progressØ dans cette langue, mais j’ai sans doute
pris conance, notamment à l’oral, et j’ai appris à utiliser les langues ØtrangŁres dans un
cadre technique.
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E.2.3 Savoir-être
Adaptabilité, pédagogie
Lorsque vous apprenez à quelqu’un que vous Œtes Øtudiant en doctorat, sa premiŁre rØ-
action est de vous demander quel est votre sujet de thŁse, sourire en coin. Les ØnoncØs
des sujets sont en effet la plupart du temps incomprØhensibles pour les non spØcialistes, et
prŒtent mŒme parfois à rire. Le doctorant se doit alors d’enchaîner la lecture de son ØnoncØ
par une explication concise, avec des mots simples, de son travail de recherche, tout en
essayant d’y trouver des applications industrielles potentielles s’il ne dØsire pas devoir rØ-
pondre à la question piŁge "Mais à quoi ça sert ?", ou se lancer dans un dØbat passionnel
sur l’utilitØ de la recherche. Quelque part, cette gymnastique lui permet de dØvelopper sa
pØdagogie en expliquant à des non spØcialistes les enjeux de son doctorat. L’adaptabilitØ du
discours peut donc Œtre considØrØ comme un premier acquis du doctorant qui parle autour
de lui de son travail de recherche.
Ecoute, empathie
D’une façon gØnØrale, j’ai pu mettre en valeur au cours de ma thŁse, et notamment avec nos
partenaires, ma capacitØ d’Øcoute, ainsi qu’une certaine curiositØ intellectuelle et humaine.
Animation, leadership
J’ai pu affirmer des qualitØs d’initiateur et d’instigateur de projets, qu’ils soient d’ordre
professionnel, en lien direct avec mon travail de recherche ou pour le dØveloppement des
Øquipes auxquelles j’appartenais, ou d’ordre social. J’ai aussi contribuØ à apporter de la
convivialitØ au sein de mon Øquipe, en organisant par exemple les thØs, rencontres bimen-
suelles bien connues des chercheurs au cours desquelles l’Øquipe se rØunit autour d’un thØ
et d’un exposØ, ou en proposant rØguliŁrement des sorties à la journØe (ski ou randonnØe)
an de renforcer les liens dans le projet, de souder l’Øquipe, et de faire dØcouvrir la rØgion
aux nouveaux arrivants. Protant de la convivialitØ au sein du projet Ariana, j’ai Øgalement
organisØ un concours de pronostics lors de l’Euro 2004, et participØ à l’organisation d’une
retraite de 3 jours "Brainstorming" en juin 2006.
E.3 Bilan, impact de la thèse
E.3.1 Pour mes équipes
Il est difficile de dØgager les impacts de ma thŁse sur les Øquipes auxquelles j’appartiens.
Principalement, j’ai dØveloppØ un nouvel outil s’inscrivant dans un projet global, en com-
plØment de recherches menØes sur la croissance des plantes pour le laboratoire MAS, et
dans la continuitØ des travaux d’extraction d’objets, pour une application en foresterie qui
Øtait nouvelle, pour le projet Ariana. Depuis, cette thØmatique s’est d’ailleurs dØveloppØe
au sein du projet Ariana, qui, par ailleurs, a lancØ des travaux sur les feux de forŒt, la seg-
mentation des zones forestiŁres et la classication des formes. Enn, ma thŁse a menØ à la
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crØation de plusieurs collaborations, dans lesquelles je me suis pleinement investi, certaines
d’entre elles continueront aprŁs mon dØpart.
E.3.2 Bilan personnel
Comme on peut le constater à la lecture de ce nouveau chapitre, mes annØes de thŁse m’ont
donc beaucoup apportØ, et la rØexion menØe lors de la formation ABG m’a permis d’en
prendre encore plus conscience. Cette dØcouverte du monde de la recherche m’a permis
d’affiner mon projet professionnel, et de dØvelopper de nombreuses compØtences transfØ-
rables dans l’industrie.
Impact sur mon projet professionnel
Ce qui ressort des parties prØcØdentes sont autant de clØs qui me permettent dØsormais
de mieux cerner les paramŁtres de mon projet professionnel. Ainsi, j’ai besoin d’avoir une
vision globale sur le projet auquel j’appartiens, et de travailler fortement en Øquipe autour
de problØmatiques scientiques mettant en jeu des interlocuteurs venant de domaines diffØ-
rents. Ma capacitØ à communiquer, à mettre en valeur les intØrŒts propres de mon Øquipe,
et la conance que j’ai pu obtenir de mes interlocuteurs, m’ont renforcØ dans mon envie de
faire du relationnel un point central de mon univers de travail. Ceci n’a fait que conrmer ce
que j’avais ressenti tout au long de ma formation d’ingØnieur, par le biais de projets d’Øtude
ou dans ma vie associative. De plus, ayant eu la chance d’appartenir à un projet multicul-
turel, et d’avoir beaucoup voyagØ au cours de ces trois annØes grâce à des confØrences et
groupes de travail (Chine, USA, Afrique du Sud, Europe), j’ai pris goßt à cette dimension
internationale, et aimerais autant que possible continuer à travailler sur des projets de grande
ampleur, Øtant en contact avec des partenaires ou clients Øtrangers.
Transférabilité
Les diffØrents acquis prØsentØs ci-dessus peuvent pleinement s’exprimer dans un poste
d’ingØnieur de recherche, auquel j’ai d’ailleurs candidatØ. Les compØtences requises pour
exercer ce type de poste confrontØes aux acquis de ma thŁse rØpondent au tableau de trans-
fØrabilitØ suivant :
Principales compØtences requises au poste TransfØrabilitØ
Connaissances scientiques et techniques Formation gØnØrale depuis le Master
Ouverture scientique (Øquipe pluri-disciplinaire) CuriositØ intellectuelle, Øcoute
Gestion de projets Autonomie, rigueur, expØrience de thŁse
Encadrement d’Øtudiants PØdagogie, communication
T. E.3  Tableau de transfØrabilitØ des compØtences.
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Plan d’action - apports de la formation ABG
En conclusion, la formation proposØe par l’Association Bernard Gregory m’a donnØ des
outils pour prØparer les entretiens d’embauche que j’ai pu passer au cours de ma derniŁre
annØe de thŁse (notamment les entretiens de type ressources humaines). Elle m’a permis non
seulement d’affiner mon projet professionnel, en ciblant les postes qui me conviendraient
le mieux, mais Øgalement de valoriser mon expØrience de thŁse, en cernant les acquis et
en les mettant en valeur lorsque je me prØsentais devant les recruteurs. J’ai pu Øgalement
mesurer l’importance de considØrer son doctorat comme une premiŁre expØrience de gestion
de projet, ainsi que de l’intØgrer pleinement à son projet professionnel. Le fait de prendre
du recul en troisiŁme annØe, au cours de laquelle le doctorant peut facilement se laisser
dØborder par la charge de travail et l’Øcriture du manuscrit, est essentiel pour ceux qui
s’interrogent sur leur avenir. L’aide d’une personne extØrieure (mentor ABG), spØcialiste en
recrutement et en ressources humaines, est prØcieuse et facilite ce travail de relecture, en
mettant des mots sur chacune des expØriences du doctorant et en les valorisant.
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RÉSUMÉ
Cette thèse aborde le problème de l’extraction d’arbres à partir d’images aériennes InfraRouge Couleur (IRC)
de forêts. Nos modèles reposent sur l’utilisation de processus objets ou processus ponctuels marqués. Il s’agit de
variables aléatoires dont les réalisations sont des configurations d’objets géométriques. Une fois l’objet géomé-
trique de référence choisi, nous définissons l’énergie du processus par le biais d’un terme a priori, modélisant les
contraintes sur les objets et leurs interactions, ainsi qu’un terme image. Nous échantillonnons le processus objet
grâce à un algorithme de type Monte Carlo par Chaînes de Markov à sauts réversibles (RJMCMC), optimisé
par un recuit simulé afin d’extraire la meilleure configuration d’objets, qui nous donne l’extraction recherchée.
Dans ce manuscrit, nous proposons différents modèles d’extraction de houppiers, qui extraient des informa-
tions à l’échelle de l’arbre selon la densité du peuplement. Dans les peuplements denses, nous présentons un
processus d’ellipses, et dans les zones de plus faible densité, un processus d’ellipsoïdes. Nous obtenons ainsi
le nombre d’arbres, leur localisation, le diamètre de la couronne et leur hauteur pour les zones non denses. Les
algorithmes automatiques résultant de cette modélisation sont testés sur des images IRC très haute résolution
fournies par l’Inventaire Forestier National (IFN).
Mots clefs : Processus ponctuels marqués, RJMCMC, recuit simulé, extraction automatique d’attributs, houp-
piers, images aériennes InfraRouge Couleur.
ABSTRACT
This thesis addresses the problem of tree crown extraction from Colour InfraRed (CIR) aerial images of fo-
rests. Our models are based on object processes, otherwise known as marked point processes. These mathema-
tical objects are random variables whose realizations are configurations of geometrical shapes. This approach
yields an energy minimization problem, where the energy is composed of a regularization term (prior density),
which introduces some constraints on the objects and their interactions, and a data term, which links the objects
to the features to be extracted. Once the reference object has been chosen, we sample the process and extract the
best configuration of objects with respect to the energy, using a Reversible Jump Markov Chain Monte Carlo
(RJMCMC) algorithm embedded in a Simulated Annealing scheme.
We propose different models for tree crown extraction depending on the density of the stand. In dense areas,
we use an ellipse process, while in sparse vegetation an ellipsoïd process is used. As a result we obtain the
number of stems, their position, the diameters of the crowns and the heights of the trees for sparse areas. The
resulting algorithms are tested on high resolution CIR aerial images provided by the French National Forest
Inventory (IFN).
Keywords : Marked point processes, RJMCMC, simulated annealing, automatic feature extraction, forests, tree
crowns, Colour InfraRed aerial images.
