For distribution functions {Fn, n > 0}, the relationship between the weak of Fn to F 0 and the convergence of R #(IF n-, FOI), dx to 0 is studied convergence where is a nonnegative, nondecreasing function. Sufficient and, separately, necessary conditions are given for the latter convergence thereby generalizing the so-called global limit theorems of Agnew wherein (t) Itl r. The sufficiency results are shown to be sharp and, as a special case, yield a global version of the central limit theorem for independent random variables obeying the Liapounov condition.
where is a nonnegative, nondecreasing function is a so-called global limit theorem and it clearly supplements a limit theorem whose conclusion is (1.1) (or (1.2)) wherein convergence is pointwise in over C(F O) (or R). Agnew showed that the modes of convergence (1.2) and I n 0 are indeed rather closely related. Specifically and obtained what he terms a global version of the central limit theorem (CLT). This will be discussed and extended in Section 3.
Some global limit theorems were obtained by Kruglov [2] in the cases where (i) F is the distribution function of the row sum of a double array of rowwise independent random variables and (ii) F n is the distribution function of a suitably normed and centered sum of i.i.d, random variables. Although in the current work none of tl]ose results will be applied or extended, the author takes great pleasure to acknowledge that it is Professor Kruglov's article which helped him formulate some of the results herein and taught him some of the general techniques which are employed to establish them. Next, note that for n > and a > 0 It will now be shown that
For arbitrary a and b in C(F O) with a < b, it follows from the Helly-Bray lemma (see, e.g., Chow and Teicher [3, p. 251]) and the monotone convergence theorem that
and so (2.6) follows recalling (2.2).
Hence, in view of (2.2) and (2.6), a number M < may be chosen so that
Let {Xn, n > 0} be random variables on some probability space (,P) such that the distribution function of X n is Fn, n > 0. Using the monotonicity of , the Markov inequality, and (2.7), it follows that for n >__ and x <__-I
and that for n > and x >
.) i Hence for n > I, It is well known (see, e.g., Loeve [5, p. 181]) that if {Fn, n >_ l} are distribution functions and F0E then the weak convergence of F n to F 0 is equivalent to Fn(x) F0(x) for all x in some dense subset of R. The following theorem, which will be used to prove a converse to Theorem I, characterizes weak convergence of distribution functions in terms of their almost everywhere limiting behavior with respect to Lebesgue measure and may be of independent interest. (ii) =@ (iii). This implication is obvious.
(iii) (i). Assume that (i) fails. It will be shown that (iii) also fails.
Since (i) fails, there exists a point x 0 in C(Fo) a subsequence n(k) /, and a number e > 0 such that either (vi) ==> (ii). This impl[cation follows from Theorem 2, the Lvy continuity theorem, and the Eisenberg-Shixin theorem [6] .
(v) (i). This implication follows from Theorem 2 and the fact (proved by Eisenberg [9] ) that PROOF. Note at the outset that (2.16) and the monotonicity of # ensure that necessarily 4(0) O. It follows immediately fro,, Theorem 2 and Corollary 3 that (2.17) guarantees the equivalence between (2.18) and (2.19) . It will be shown firstly that V w_ FO" REMARK. It is well known (see, e.g., Chow and Teicher [3, p. 260 ]) that (2.17) and F 0 continuous imply (2.18) . Alternatively, it is easy to directly verify that (2.17) and F 0 continuous imply (2.19 ).
GLOBAL VERSIONS OF THE CENTRAL LIMIT THEOREM.
Throughout this section, let {Xn, n I} be independent random variables defined on a probability space (,,P) and suppose that EX n O, 0 < EX < , n I. rite ;=I Xj 82 n denote the distribution functio of Sn n j=l EX n I, and let F n Sn/Sn, n I, and denote that of the N(0,1) distribution. Now it is well known that if {Xn, n _ _ I} are also identically distributed, then they obey the CLT d_+ N(0,1), (3 [14] which also appears in Petrov [15, p. 132]. Theorem 4 was proved by Bhattacharya [16] in the case p > 3 and EX2 n I, n > I. Moreover, Theorem The next corollary has, in essence, been obtained by de Acosta and Gin [18] . if EIXII p < for some p > 3, the corollary follows readily from an Furthermore, inequality of Osipov [19] which also appears in Petrov [ Carolina for some helpful comments on an earlier draft of this paper.
