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Abstract
This paper investigates the existence of solutions for weighted p(r)-Laplacian ordinary system boundary
value problems via Leray–Schauder degree, the sufficient conditions for the existence of solutions be given.
As an application, we obtain the existence of the radial solutions for the p(x)-Laplacian partial differential
system Dirichlet problems.
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1. Introduction
In this paper, we consider the existence of solutions for the weighted p(r)-Laplacian ordinary
system boundary value problem
−(w(r)|u′|p(r)−2u′)′ + f (r, u, (w(r)) 1p(r)−1 u′)= 0, r ∈ (T1, T2), (1)
with one of the following boundary value conditions:
u(T1) = u(T2) and lim
r→T +1
w(r)|u′|p(r)−2u′(r) = lim
r→T −2
w(r)|u′|p(r)−2u′(r), (2)
lim
r→T +1
w(r)|u′|p(r)−2u′(r) = lim
r→T −2
w(r)|u′|p(r)−2u′(r) = 0, (3)
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lim
r→T +1
w(r)|u′|p(r)−2u′(r) = u(T2) = 0, (5)
where p ∈ C([T1, T2],R) and p(r) > 1, −(w(r)|u′|p(r)−2u′)′ is called the weighted
p(r)-Laplacian; w ∈ C([T1, T2],R) satisfies 0 < w(r), ∀r ∈ (T1, T2), and (w(r))
−1
p(r)−1 ∈
L1(T1, T2); the equation limr→T +1 w(r)|u
′|p(r)−2u′(r) = limr→T −2 w(r)|u
′|p(r)−2u′(r) means
limr→T +1 w(r)|u
′|p(r)−2u′(r) and limr→T −2 w(r)|u
′|p(r)−2u′(r) both exist and are equivalent.
The study of differential equations and variational problems with nonstandard p(r)-growth
conditions is a new and interesting topic. The applied background on this kinds of problems
we refer to [15,19]. Many results have been obtained on this kinds of problems, for example,
[4–8,11,12,14–19]. If p(r) ≡ p (a constant), (P ) is the well-known p-Laplacian problem. But
if p(r) is a general function, the −p(r) is more complicated than −p , since it represents a
nonhomogeneity and possesses more nonlinearity; for example, if Ω ⊂RN is a bounded domain,
the Rayleigh quotient
λp(x) = inf
u∈W 1,p(x)0 (Ω)\{0}
∫
Ω
1
p(x)
|∇u|p(x) dx∫
Ω
1
p(x)
|u|p(x) dx
is zero in generally, and only under some special conditions λp(x) > 0 (see [8]), but the fact that
λp > 0 is very important in the study of p-Laplace problems. On the p-Laplacian boundary value
problems, there are many papers [1,2,10,13]. In [1], Bobisud and O’Regan give the existence of
solutions of one-dimensional weighted Laplacian equation boundary value problems. In [13],
Manásevich and Mawhin give the existence of periodic solutions of p-Laplacian-like ordinary
systems. On the existence of solutions for p(x)-Laplacian system Dirichlet problems, we refer
to [3,9]. But results on the existence of solutions for p(x)-Laplacian problems with Neumann or
periodic boundary value conditions are rarely.
In this paper, we investigate the existence of solutions for weighted p(r)-Laplacian ordinary
system with Dirichlet, Neumann and periodic boundary value conditions when p(r) is a general
function, as an application, we consider the existence of weak solutions for p(x)-Laplacian par-
tial differential systems. Our results generalize partly of [1,13] that include ordinary and partial
differential systems.
Let T1 < T2, N  1 and I = [T1, T2], the function f : I ×RN ×RN → RN is assumed to be
Caratheodory, by this we mean:
(i) for almost every t ∈ I the function f (t, ·,·) is continuous;
(ii) for each (x, y) ∈RN ×RN the function f (·, x, y) is measurable on I ;
(iii) for each ρ > 0 there is an αρ ∈ L1(I,R) such that, for almost every t ∈ I and every (x, y) ∈
R
N ×RN with |x| ρ, |y| ρ, one has∣∣f (t, x, y)∣∣ αρ(t).
Throughout the paper, we denote
w(T1)|u′|p(T1)−2u′(T1) = lim
r→T +1
w(r)|u′|p(r)−2u′(r),
w(T2)|u′|p(T2)−2u′(T2) = lim
r→T −
w(r)|u′|p(r)−2u′(r).
2
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Euclidean norm on RN . For N  1, we set C = C(I,RN), C1 = {u ∈ C | u′ ∈ C((T1, T2), RN),
limr→T +1 w(r)|u
′|p(r)−2u′(r) and limr→T −2 w(r)|u
′|p(r)−2 exist}, CT = {u ∈ C | u(T1) = u(T2)},
C1T = {u ∈ C1 | u(T1) = u(T2), w(T1)|u′|p(T1)−2u′(T1) = w(T2)|u′|p(T2)−2u′(T2)}. For any
u(r) = (u1(r), . . . , uN(r)), we denote |ui |0 = supr∈(T1,T2) |ui(r)|, ‖u‖0 = (
∑N
i=1 |ui |20)1/2 and
‖u‖1 = ‖u‖0 + ‖(w(r))
1
p(r)−1 u′‖0. Spaces C and CT will be equipped with the norm ‖ · ‖0,
spaces C1 and C1T will be equipped with the norm ‖ · ‖1. Then (C,‖ · ‖0) and (C1,‖ · ‖1) are
Banach spaces.
We say a function u : I → RN is a solution of (1) if u ∈ C1 with w(r)|u′|p(r)−2u′ absolutely
continuous on (T1, T2), which satisfies (1) a.e. on I .
As an application, we consider the existence of weak solutions for p(x)-Laplacian partial
differential systems
−div(|∇u|p(x)−2∇ui)+ f i(x;u) = 0, ∀x ∈ Ω, i = 1,2, . . . ,N, (6)
where Ω is a bounded radially symmetric domain in Rn, and
∣∣∇u(x)∣∣=
(
N∑
j=1
N∑
i=1
∣∣∣∣ ∂ui∂xj
∣∣∣∣
2
)1/2
,
p ∈ C(Ω;R) be radially symmetric, and satisfies 1 < p(r), we will write p(x) = p(|x|) = p(r).
Let f i ∈ C(Ω ×RN ×RN,RN) be radially symmetric with respect to x, and write f i(x,u, v) =
f i(|x|, u, v) = f i(r, u, v). Suppose that f i (i = 1,2, . . . ,N ) satisfy the Caratheodory condition.
This paper is divided into three sections; in Section 2, we present some preliminary. Finally,
in Section 3, we give the existence of solutions for problem (1) with one of the boundary value
conditions.
2. Preliminary
For any (r, x) ∈ (I ×RN), denote
ϕ(r, x) = |x|p(r)−2x,
ϕ−1(r, x) = |x| 2−p(r)p(r)−1 x, for x ∈RN \ {0}, ϕ−1(r,0) = 0.
It is clearly that ϕ−1(r, ·) is continuous and send bounded sets into bounded sets. Obviously,
ϕ has the following properties:
Lemma 2.1. ϕ is a continuous function and satisfies:
(i) for any x1, x2 ∈RN , x1 = x2, for any r ∈ [T1, T2]〈
ϕ(r, x1)− ϕ(r, x2), x1 − x2
〉
> 0;
(ii) there exists a function α : [0,+∞) → [0,+∞), α(s) → +∞ as s → +∞, such that〈
ϕ(r, x), x
〉
> α
(|x|)|x|, for all x ∈RN.
It is well known that ϕ(r, ·) is an homeomorphism from RN to RN for any fixed r ∈ I . Let us
now consider the following problem with boundary value condition (2):(
w(r)ϕ
(
r, u′(r)
))′ = f (r), (7)
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T1
f (r) dr = 0. If u is a solution of (7) with (2), by integrating (7)
from T1 to r , we find that
w(r)ϕ
(
r, u′(r)
)= a + F(f )(r), (8)
where F(f )(r) = ∫ r
T1
f (t) dt , a = w(T1)ϕ(T1, u′(T1)), the boundary conditions imply that
1
T
T2∫
T1
ϕ−1
{
r,
(
w(r)
)−1[
a + F(f )(r)]}dr = 0, where T = T2 − T1.
For fixed h ∈ C, we denote
Λh(a) = 1
T
T2∫
T1
ϕ−1
{
r,
(
w(r)
)−1[
a + h(r)]}dr.
Lemma 2.2. The function Λh has the following properties:
(i) For any fixed h ∈ C, the equation
Λh(a) = 0 (9)
has a unique solution a˜(h) ∈RN .
(ii) The function a˜ :C → RN , defined in (i), is continuous and sends bounded sets to bounded
sets. Moreover |a˜(h)| 2N‖h‖0.
Proof. (i) From Lemma 2.1, it is immediate that〈
Λh(a1)−Λh(a2), a1 − a2
〉
> 0, for a1 = a2,
and hence, if (9) has a solution, then it is unique.
Since (w(r))
−1
p(r)−1 ∈ L1(T1, T2) and h ∈ C, let R0 = 2N‖h‖0, it is easy to see that if |a| > R0,
then there exists an i such that (ai + hi(r))ai > 2‖h‖20 for any r ∈ I , then
∫ T2
T1
ϕ−1(r,w−1(r)×
(a + h(r))) dr = 0. Let us consider the equation
λΛh(a)+ (1 − λ)a = 0, λ ∈ [0,1), (10)
then, we can prove that all the solutions of (10) belong to b(R0) = {x ∈ RN | |x| < R0}. So, we
have
dB
[
Λh(a), b(R0),0
]= dB[I, b(R0),0] = 0,
it means the existence of solutions of Λh(a) = 0.
In this way, we define a function a˜(h) :C[T1, T2] →RN , which satisfies
1
T
T2∫
T1
ϕ−1
{
r,
(
w(r)
)−1[
a˜(h) + h(r)]}dr = 0.
(ii) By the proof of (i), we also obtain a˜ sends bounded set to bounded set, and |a˜(h)| 
2N‖h‖0. Finally to show that the continuity of a˜, let {un} is a convergent sequence in C and
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quence {a˜(unj )}. Let a˜(unj ) → a0 as j → +∞. Since
T2∫
T1
ϕ−1
{
r,
(
w(r)
)−1[
a˜(unj )+ unj (r)
]}
dr = 0,
letting j → +∞, we have
T2∫
T1
ϕ−1
{
r,
(
w(r)
)−1[
a0 + u(r)
]}
dr = 0,
from (i) we get a0 = a˜(u), it means a˜ is continuous.
This completes the proof. 
Now we define a :L1 →RN be defined by
a(u) = a˜(F(u)).
Then it is clear that a is a continuous function which send bounded sets of L1 into bounded sets
of RN , and hence it is a complete continuous mapping.
We continue now with our argument previous to Lemma 2.2. By solving for u′ in (8) and
integrating we find
u(t) = u(T1)+ F
{
ϕ−1
[
r,
(
w(r)
)−1(
a(f )+ F(f )(r))]}(t).
Let us define
P :C1T → C1T , u → u(T1); Q :L1 → L1, h →
1
T
T2∫
T1
h(r) dr,
where T = T2 − T1, and we denote
K1(h)(t) = F
{
ϕ−1
[
r,
(
w(r)
)−1(
a
(
(I −Q)h)+ F ((I −Q)h))]}(t), ∀t ∈ [T1, T2],
K2(h)(t) = F
{
ϕ−1
[
r,
(
w(r)
)−1
F
(
(I −Q)h)]}(t), ∀t ∈ [T1, T2],
K3(h)(t) = F
{
ϕ−1
[
r,
(
w(r)
)−1(
a(h)+ F(h))]}(t), ∀t ∈ [T1, T2],
K4(h)(t) =
t∫
T2
ϕ−1
[
s,
(
w(s)
)−1 s∫
T1
h(τ) dτ
]
ds, ∀t ∈ [T1, T2].
Lemma 2.3. The operators Ki (i = 1,2,3,4) are continuous and send equi-integrable sets in L1
into relatively compact sets in C1.
Proof. We only prove that K1 is continuous and sends equi-integrable sets in L1 into rela-
tively compact sets in C1, the rest is similar. It is easy to check that K1(h)(t) ∈ C1T . Since
(w(r))
−1
p(r)−1 ∈ L1 and
K1(h)
′(t) = ϕ−1[t, (w(t))−1(a((I −Q)h)+ F ((I −Q)h))], ∀t ∈ [T1, T2],
it is easy to check that K is a continuous operator from L1 to C1 .T
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We want to show that K1(U) ⊂ C1T is a compact set.
Let {un} is a sequence in K1(U), then there exists a sequence {hn} ∈ U such that un = K(hn).
For t1, t2 ∈ I , we have that
∣∣F ((I −Q)hn)(t1)− F ((I − Q)hn)(t2)∣∣
∣∣∣∣∣
t2∫
t1
ρ(t) dt
∣∣∣∣∣+ |t1 − t2|
∣∣∣∣∣
T2∫
T1
ρ(t) dt
∣∣∣∣∣.
Hence the sequence {F((I − Q)hn)} is uniformly bounded and equi-continuous. By Ascoli–
Arzela theorem, there exists a subsequence of {F((I − Q)hn)} which we rename the same,
which is convergent in C. According to the bounded continuous of the operator a˜, we can chose
a subsequence of {a((I − Q)hn) + F((I − Q)hn)}, which we still denote {a((I − Q)hn) +
F((I −Q)hn)} is convergent in C, then
w(t)ϕ
(
t,K1(hn)
)′
(t) = a((I −Q)hn)+ F ((I −Q)hn)
is convergent in C. Since
K1(hn)(t) = F
{
ϕ−1
[
r,
(
w(r)
)−1(
a
(
(I −Q)hn
)+ F ((I −Q)hn))]}(t), ∀t ∈ [T1, T2],
according to the continuity of ϕ−1 and the integrability of (w(t))
−1
p(t)−1 in L1, then K1(hn) is
convergent in C. Then we conclude that {un} is convergent in C1T . This completes the proof. 
We denote Nf (u) :C1 × [T1, T2] → L1 the Nemytski operator associated to f defined by
Nf (u)(r) = f
(
r, u(r),
(
w(r)
) 1
p(r)−1 u′(r)
)
, a.e. on I. (11)
Lemma 2.4. u is a solution of (1) with boundary conditions (2)–(4) or (5) if and only if u is a
solution of the following abstract equation, respectively:
u = Pu +QNf (u)+ K1
(
Nf (u)
)
,
u = Pu +QNf (u)+ K2
(
Nf (u)
)
,
u = K3
(
Nf (u)
)
,
u = K4
(
Nf (u)
)
. (12)
Proof. We only prove that u is a solution of (1) with boundary value condition (2) if and only if
u is a solution of (12), the rest is similar.
If u is a solution of (1) with (2), it is clear that u is a solution of (12).
Conversely, if u is a solution of (12), by the condition of the mapping a,
F
{
ϕ−1
[
r,
(
w(r)
)−1(
a
(
(I −Q)Nf (u)
)+ F ((I −Q)Nf (u)))]}(T2) = 0,
then we have u(T1) = u(T2). From (12) we have
w(r)ϕ(r, u′) = a((I −Q)Nf (u))+ F ((I −Q)Nf (u))(r),(
w(r)ϕ(r, u′)
)′ = Nf (u)(r), (13)
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w(T1)ϕ
(
T1, u
′(T1)
)= w(T2)ϕ(T2, u′(T2)).
Hence u is a solutions of (1) with (2). This completes the proof. 
3. Main results and proofs
In this section we will apply Leray–Schauder’s degree to deal with the existence of solutions
for (1) with boundary value problems.
Theorem 3.1. Assume that Ω is an open bounded set in C1 such that the following conditions
hold:
(10) For each λ ∈ (0,1) the problem(
w(r)|u′|p(r)−2u′)′ = λf (r, u, (w(r)) 1p(r)−1 u′), (14)
with boundary condition (2) or (3) has no solution on ∂Ω .
(20) The equation
ω(a) := 1
T
T2∫
T1
f (t, a,0) dt = 0, (15)
has no solution on ∂Ω ∩RN .
(30) The Brouwer degree dB [ω,Ω ∩RN,0] = 0.
Then Eq. (1) with (2) or (3) has a solution in Ω .
Proof. We only prove the existence of solutions for (1) with (2), the existence of solutions for (1)
with (3) is similar.
Let us consider the following equation with boundary value condition (2):
(
w(r)|u′|p(r)−2u′)′ = λf (r, u, (w(r)) 1p(r)−1 u′)+ (1 − λ)QNf (u). (16)
For any λ ∈ (0,1], observe that, if u is a solution to (14) or u is a solution to (16), we have
necessarily
QNf (u) = 0.
It means that (14) and (16) has the same solutions for λ ∈ [0,1].
We denote N(·,·) :C1T × I → L1 defined by
N(u,λ) = λNf (u) + (1 − λ)QNf (u),
where Nf (u) is defined by (11). Let
Φf (u,λ) = Pu +QN(u,λ) +
(
K1 ◦ N(u,λ)
)
= Pu +QNf (u)+
(
K1 ◦
[
λ(I −Q)Nf +QNf
])
(u),
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written in the equivalent form
u = Φf (u,λ). (17)
Since f is Caratheodory, then it is easy to see that N(·,·) is continuous and send bounded
sets into equi-integrable sets. According to Lemma 2.4 we can conclude that Φf is continuous
and compact for any λ ∈ [0,1]. We assume that for λ = 1, (17) does not have a solution on ∂Ω ,
otherwise we complete the proof. Now from hypothesis (10) it follows that (17) has no solutions
for (u,λ) ∈ ∂Ω × (0,1]. For λ = 0, (16) is equivalent to the problem
−(w(r)|u′|p(r)−2u′)′ = QNf (u),
and if u is a solution to this problem, we must have
T2∫
T1
f
(
r, u(r),
(
w(r)
) 1
p(r)−1 u′(r)
)
dr = 0. (18)
Hence
w(r)|u′|p(r)−2u′ ≡ c,
where c ∈ RN is a constant. Since u ∈ C1T , then there exist ti ∈ (T1, T2), such that (ui)′(ti) = 0,
hence u′ ≡ 0, it hold u ≡ d , a constant. Thus, by (18)
T2∫
T1
f (t, d,0) dt = 0,
which together with hypothesis (20), implies that u = d /∈ ∂Ω . Thus we have proved that (17)
has no solution (u,λ) on ∂Ω × [0,1], then we get that for each λ ∈ [0,1], the Leray–Schauder
degree dLS[I −Φf (·, λ),Ω,0] is well defined and, from the properties of that degree, we have
dLS
[
I −Φf (·,1),Ω,0
]= dLS[I −Φf (·,0),Ω,0]. (19)
Now it is clear that problem
u = Φf (u,1) (20)
is equivalent to problem (1) with (2), and (19) tells us that problem (20) will have a solution if
we can show that
dLS
[
I −Φf (·,0),Ω,0
] = 0.
Since
Φf (u,0) = Pu +QNf (u)+ K(0) = Pu + QNf (u),
and then
u −Φf (u,0) = u − Pu −QNf (u).
By the properties of the Leray–Schauder degree, we have
dLS
[
I −Φf (·,0),Ω,0
]= (−1)NdB[ω,Ω ∩RN,0],
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sis (30), this last degree is different from zero. This completes the proof. 
Our next theorem is a consequence of Theorem 3.1. As an application of Theorem 3.1, let us
consider the problem(
w(r)|u′|p(r)−2u′)′ = g(r, u, (w(r)) 1p(r)−1 u′)+ e(r, u(r), (w(r)) 1p(r)−1 u′(r)), (21)
with (2), where e : I ×RN ×RN →RN is Caratheodory, g = (g1, . . . , gN) : I ×RN ×RN →RN
is continuous, and for any fixed y0 ∈RN \ {0}, gi(r, y0,0) = 0, ∀r ∈ I . Denote
z− = min
r∈I z(r), z
+ = max
r∈I z(r), for z ∈ C(I,R).
Theorem 3.2. Assume that the following conditions hold:
(10) g(r, ku, kv) = kq(r)−1g(r,u, v) for all k > 0 and all (r, u, v) ∈ I ×RN ×RN , where q(r) ∈
C(I,R) satisfies 1 < q−  q+ < p−;
(20) lim|u|+|v|→+∞(e(r, u, v)/(|u| + |v|)q(r)−1) = 0, for r ∈ I uniformly;
(30) for big enough R0 > 0, the equation
ωg(a) := 1
T
T2∫
T1
g(t, a,0) dt = 0,
has no solution on ∂B(R0)∩RN , where B(R0) = {u ∈ C1 | ‖un‖1 < R0};
(40) dB [ωg,b(R0),0] = 0 for big enough R0 > 0, where b(R0) = {x ∈RN | |x| < R0}.
Then problem (21) with (2) or (3) has at least one solution.
Proof. We only prove the existence of solutions for (21) with (2), the existence of solutions
for (21) with (3) is similar.
At first, we consider the following problem:
(
w(r)|u′|p(r)−2u′)′ = f (r, u, (w(r)) 1p(r)−1 u′, λ)
= g(r, u, (w(r)) 1p(r)−1 u′)+ λe(r, u(r), (w(r)) 1p(r)−1 u′(r)). (22)
According to the proof of Theorem 3.1, we know that (22) has the same solution of
u = Φf (u,λ) = Pu +QNf (u,λ)+ K1
(
Nf (u,λ)
)
,
where Nf (u,λ) = f (r,u, (w(r))
1
p(r)−1 u′, λ).
We claim that all the solutions of (22) is bounded for each λ ∈ [0,1]. In fact, if it is falls, we
can find a sequence (un,λn) of solutions for (22) with (2) such that ‖un‖1 > 1 and ‖un‖1 →
+∞ when n → +∞. Since (un,λn) are solutions of (22), so un(T1) = un(T2), then, there exist
ξ in ∈ (0,1) (i = 1,2, . . . ,N; n = 1,2, . . .) such that(
uin
)′(
ξ in
)= 0, i = 1,2, . . . ,N and n = 1,2, . . . .
From (22), for i = 1,2, . . . ,N and n = 1,2, . . . , we have
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∣∣u′n∣∣p(r)−2(uin)′ =
r∫
ξ in
f i
(
t, un,
(
w(t)
) 1
p(t)−1 u′n, λn
)
dt,
w(r)
∣∣u′n∣∣p(r)−2(uin)′ =
r∫
ξ in
‖un‖q(t)−11
{
gi
[
t,
un
‖un‖1 ,
(w(t))
1
p(t)−1 u′n
‖un‖1
]
+ o(1)
}
dt, (23)
where o(1) means function which is uniformly convergent to 0 (as n → +∞). According to the
property of g and (23), then there exist positive constants Ci (i = 1,2, . . . ,N) such that
w(r)
∣∣u′n∣∣p(r)−2∣∣(uin)′∣∣ Ci‖un‖q+−11 , i = 1,2, . . . ,N and n = 1,2, . . . ,
then there exists a positive constant C∗ such that
w2(r)
∣∣u′n∣∣2(p(r)−1)  C∗‖un‖2(q+−1)1 , n = 1,2, . . . ,
then we can conclude∥∥(w(r)) 1p(r)−1 u′n∥∥0NC∗‖un‖θ1, where θ = q+ − 1p− − 1 , n = 1,2, . . . . (24)
Since θ ∈ (0,1), from (24) we have
lim
n→+∞
‖un‖0
‖un‖1 = 1. (25)
Denote bn = ( |u
1
n|0‖un‖0 ,
|u2n|0‖un‖0 , . . . ,
|uNn |0‖un‖0 ), then bn ∈ RN and |bn| = 1 (n = 1,2, . . .), then {bn}
possesses a convergent subsequence (which denoted by bn), then there exists a vector b0 =
(b10, b
2
0, . . . , b
N
0 ) ∈RN such that
|b0| = 1 and lim
n→+∞bn = b0.
With out loss of generality, we assume that b10 > 0. Since un ∈ C(I,R), then there exist ηin ∈ I
such that∣∣uin(ηin)∣∣= ∣∣uin∣∣0, i = 1,2, . . . ,N, n = 1,2, . . . ,
then from (24) we have
0
∣∣u1n(r) − u1n(η1n)∣∣=
∣∣∣∣∣
r∫
η1n
(
u1n
)′
(t) dt
∣∣∣∣∣ C∗‖un‖θ1
T2∫
T1
(
w(t)
) −1
p(t)−1 dt. (26)
Since ‖un‖1 → +∞ (as n → +∞), θ ∈ (0,1), and b10 > 0, then
lim
n→+∞
1
|u1n(η1n)|
C∗‖un‖θ1
T2∫
T1
(
w(t)
) −1
p(t)−1 dt = 0. (27)
From (25)–(27) we have
lim
n→+∞
u1n(r)
1 1 = 1, for r ∈ I uniformly.un(ηn)
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lim
n→+∞
un(r)
‖un‖1 = b0 and limn→+∞
(w(r))
1
p(r)−1 u′n(r)
‖un‖1 = 0, for r ∈ I uniformly. (28)
From (2), (23) and (28), then we have
0 =
T1∫
T2
‖un‖q(t)−11
{
gi
[
t, b0 + o(1), o(1)
]+ o(1)}dt. (29)
Since gi(t, b0,0) = 0, according to the continuity of gi , we have
T1∫
T2
‖un‖q(t)−11
{
gi
[
t, b0 + o(1), o(1)
]+ o(1)}dt = 0,
it is a contradiction to (29). This implies that there exists a big enough R0 > 0 such that all the
solutions of (22) with (2) belong to B(R0), then we have
dLS
[
I −Φf (·,1),B(R0),0
]= dLS[I −Φf (·,0),B(R0),0].
If we prove that dLS[I − Φf (· ,0),B(R0),0] = 0, then we obtain the existence of solu-
tions (21) with (2).
Now we consider the following equation with (2):(
w(r)|u′|p(r)−2u′)′ = λg(r, u, (w(r)) 1p(r)−1 u′)+ (1 − λ)QNg(u). (30)
Similar to the above discussions, for any λ ∈ (0,1], all the solutions of (30) with (2) are
uniformly bounded.
If u is a solution of the following equation with (2):(
w(r)|u′|p(r)−2u′)′ = QNg(u),
then we have
QNg(u) = 0,
w(r)|u′|p(r)−2u′ ≡ c,
since u(T1) = u(T2), then w(r)|u′|p(r)−2u′ ≡ 0, it means that u is a solution of
ωg(a) = 1
T
T2∫
T1
g(t, a,0) dt = 0,
according to hypothesis (30), (30) has no solution on [0,1] × ∂B(R0), from Theorem 3.1 we
obtain that (21) with (2) has at least one solution. This completes the proof. 
Corollary 3.1. If e : I × RN × RN → RN is Caratheodory, which satisfies the conditions of
Theorem 3.2, g(r,u, v) = β(r)(|u|q(r)−2u+|v|q(r)−2v), where β(r), q(r) ∈ C(I,R) are positive
functions, and satisfies 1 < q−  q+ < p−; then (1) with (2) or (3) has at least one solution.
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ωg(a) = 1
T
T2∫
T1
g(t, a,0) dt = 1
T
T2∫
T1
β(t)|a|q(t)−2a dt,
then ωg(a) = 0 only has a solution of a = 0, and
dB
[
ωg,b(R0),0
]= dB[I, b(R0),0] = 0,
according to Theorem 3.2 we get that (1) with (2) or (3) has at least a solution. This completes
the proof. 
In the following, we denote:
G(u) =
T2∫
T1
ϕ−1
[
r,
(
w(r)
)−1 r∫
T1
f
(
s, u,
(
w(s)
) 1
p(s)−1 u′
)
ds
]
dr.
Theorem 3.3. Assume that Ω is an open bounded set in C1 such that the following conditions
hold:
(10) For each λ ∈ (0,1) the problems
u = Ψ1(u,λ) = λK3
(
Nf (u)
)+ (1 − λ)G(u), (31)
u = Ψ2(u,λ) = λK4
(
Nf (u)
)+ (1 − λ)G(u), (32)
have no solution on ∂Ω .
(20) The equation G(a) = 0 has no solution on ∂Ω ∩RN .
(30) The Brouwer degree
dB
[
I −G,Ω ∩RN,0] = 0.
Then Eq. (1) with (4) or (5) has at least one solution in Ω .
Proof. It is easy to see that the existence of solutions for Eq. (1) with boundary condition (4) or
(5) are equivalent to (31) or (32) when λ = 1, respectively. Obviously G(·) is compact from C1
to RN . Since K3 and K4 are compact from C1 to C1. When λ = 0, (31) and (32) become
u(t) = G(u), ∀t ∈ [T1, T2],
then u ∈RN is a constant vector, similar to the proof of Theorem 3.1, we have
dLS
[
I −Ψ1(u,1),Ω,0
]= dLS[I −Ψ1(u,0),Ω,0],
dLS
[
I −Ψ2(u,1),Ω,0
]= dLS[I −Ψ2(u,0),Ω,0],
since
dLS
[
I −Ψ1(u,0),Ω,0
]= dB[I −G,Ω ∩RN,0] = 0,
dLS
[
I −Ψ2(u,0),Ω,0
]= dB[I −G,Ω ∩RN,0] = 0,
then Eq. (1) with (4) or (5) has a solution in Ω . The proof is completed. 
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lim|u|+|v|→+∞
(
f (r,u, v)
/(|u| + |v|)q(r)−1)= 0, uniformly a.e. in r ∈ I, (33)
where q(r) ∈ C(I,R) satisfies 1 < q−  q+ < p−, then problem (1) with (4) or (5) has at least
one solution.
Proof. Let us consider the problem
u = Φf (u,λ) = λK3
(
Nf (u)
)+ (1 − λ)G(u). (34)
It is easy to see that u is a solution of (1) with (4) if and only if u is a solution of the abstract
equation (34) when λ = 1. Similar to the proof of Theorem 3.2, we get that all the solutions
of (34) for λ ∈ (0,1] are uniformly bounded.
When λ = 0, (34) becomes
u = G(u), (35)
it means u ∈RN is a constant, then (35) becomes
u =
T2∫
T1
ϕ−1
[
r,
(
w(r)
)−1 r∫
T1
f (s,u,0) ds
]
dr. (36)
Since all the solutions of (36) are uniformly bounded, then there exists a big enough R0 such
that
dLS
[
I −Φf (·,1),B(R0),0
]= dLS[I −Φf (·,0),B(R0),0]. (37)
Similar to the proof of Theorem 3.2 we have
dLS
[
I −Φf (·,0),B(R0),0
]= (−1)NdB[I −G,B(R0)∩RN,0]. (38)
Obviously, all the solutions of
h(d,μ) = (I −μG)(d) = 0, in (RN, [0,1]),
are uniformly bounded, as B(R0)∩RN = b(R0), then
dB
[
I −G,B(R0)∩RN,0
]= dB[h(d,1), b(R0),0]= dB[h(d,0), b(R0),0]= 1. (39)
From (37)–(39), we can get that problem (1) with (4) has a solution. The existence of solutions
for (1) with (5) is similarly. This completes the proof. 
Let Ω ⊂Rn be an open bounded domain. Let us now consider Eq. (6) with one of the follow-
ing boundary value conditions:
u|∂Ω = 0, (40)
|∇ui |p(x)−2∇ui = 0, ∀x ∈ ∂Ω, i = 1,2, . . . ,N. (41)
Theorem 3.5. If f is continuous and satisfies (33), in each of the following cases, problem (6)
has at least one weak radially symmetric solution u:
(i) 0 < T1 < T2; Ω = {x ∈ Rn: T1 < |x| < T2}, with boundary value condition of (40) or (41);
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of (40) or (41); and p− > N ;
(iii) T2 > 0; Ω = {x ∈ Rn: |x| < T2} = B(0;T2), p ∈ C1(Ω;R), with boundary value condition
of (41); and p− > N .
Proof. If u is a radial solution of (6), then it can be transformed into
−(rN−1|u′|p(r)−2u′)′ + rN−1f (r,u) = 0, r ∈ (T1, T2), where T1  0, (42)
and the boundary value condition will be transformed into (3)–(5), respectively. Notice that
(rN−1)
−1
p(r)−1 ∈ L1(0, T2) and satisfies 0 < rN−1, ∀r ∈ (0, T2); we can conclude the existence
of solutions for (42) with (3)–(5) from Theorems 3.2 and 3.4. If limr→0 rN−1|u′|p(r)−2u′(r) = 0,
notice that
∣∣|u′|p(r)−2u′(r)∣∣ r1−N
r∫
0
tN−1
∣∣f (t, u)∣∣dt 
r∫
0
∣∣f (t, u)∣∣dt → 0 (as r → 0),
then we have u′(0) = 0. This completes the proof. 
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