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Abstract. This paper addresses the problem of path planning for multiple robots
under high-level specifications given as syntactically co-safe linear temporal logic
formulae. Most of the existing solutions use the notion of abstraction to obtain
a discrete transition system that simulates the dynamics of the robot. Neverthe-
less, these solutions have poor scalability with the dimension of the configuration
space of the robots. For problems with a single robot, sampling-based methods
have been presented as a solution to alleviate this limitation. The proposed solu-
tion extends the idea of sampling methods to the multiple robot case. The method
samples the configuration space of the robots to incrementally constructs a tran-
sition system that models the motion of all the robots as a group. This transition
system is then combined with a Bu¨chi automaton, representing the specification,
in a Cartesian product. The product is updated with each expansion of the tran-
sition system until a solution is found. We also present a new algorithm that im-
proves the performance of the proposed method by guiding the expansion of the
transition system. The method is demonstrated with examples considering differ-
ent number of robots and specifications.
1 Introduction
Motion planning based on high-level temporal specifications has become an important
area of research. Several methods have been developed for single robots, e.g., [5, 15, 18,
22]; and for multiple robots, e.g., [2, 6, 19]. The multi-robot path planning problem with
linear temporal logic (LTL) specifications can be categorised into two areas depending
on the final goal: (i) each robot has its own task, or (ii) all the robots act as a team
trying to accomplish a global specification. In general, to find a path that satisfies an
LTL specification, most of the methods use the notion of equivalent abstraction [1] to
create a finite transition system that models the motion of the robot. Then, a product
automaton is created using this transition system and a Bu¨chi automaton that represents
the LTL specification. In this product automaton, a graph search is performed to find
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a path satisfying the specification. When a single task has to be completed by all the
robots, a parallel composition of the individual transition systems can be created to
model the motion of all the robots as a group. Then, this composition is used to create a
product automaton with the Bu¨chi automaton as in the single robot case. Although this
method can find a solution, it is computationally expensive and scales poorly with the
number of robots [10].
To avoid the parallel composition, in [2], the authors present a method to decom-
pose the global specification into local specifications. Then, individual strategies are
computed for the robots. Using a similar approach, in [12], the problem of gathering
information from an environment while the motion of the robots is constrained by a
temporal logic specification is solved. Distributability has been also used to find robust
paths when the travelling time of the robots is uncertain [20] and for nonholonomic
robots [23]. Although these methods avoid the parallel composition by decomposing
the specification, the approaches fail to find a solution, even if one exists, when the
global specification is not distributable among the robots.
A common similarity of the works aforementioned is the assumption of a transi-
tion system obtained by the process of abstraction described above. A limitation of this
approach is its complexity. They scale at least exponentially with the dimension of the
configuration space of the robots [21]. Using sampling-based methods, this problem
has been addressed by sampling the continuous configuration space and incrementally
constructing a transition system until the specified task can be accomplished. In [8],
the authors use an incremental model checking method to solve the problem when µ-
calculus formulae are used to express the specifications. In [21], a method that uses a
sparse sampling to reduce the number of states in the transition system is presented.
These methods scale well since all the operations performed to find a path increment
only with the number of samples. The previous methods only consider a single robot.
For the multi-robot problem, in [7], a sampling-based method is used to create a tree
that approximates the product automaton. This approximation permits to solve large
problems, in terms of the number of states in the product automaton, that are not solv-
able considering the product automaton itself. Nevertheless, in contrast to the solution
proposed in this paper, they sample states from a transition system representing regions
of the environment and not from the configuration space of the robots.
In this paper we present a sampling-based method that explores the configuration
space of a group of robots to find a path such that a global specification is satisfied.
The proposed method explores an implicit representation of a composite roadmap that
models the motion of all the robots as a group. During the exploration, a transition sys-
tem is incrementally expanded by adding new states from individual roadmaps. With
each expansion, the product automaton of the transition system and a Bu¨chi automa-
ton is updated. Although a solution can be found by naively exploring the composite
roadmap, this process could require long time. To improve this time, we also present an
algorithm that uses the Bu¨chi automaton of the specification to guide the exploration
of the composition. The main contribution of this paper is a novel method that com-
bines a sampling-based method for multiple robots with a new algorithm that allows
fast computation of solutions.
The rest of the paper is organised as follows. Preliminaries and a formal definition of
the problem addressed are presented in Sect. 2. A detailed presentation of the proposed
method is found in Sect. 3. The method is demonstrated with three examples in Sect. 4
and the conclusion is presented in Sect. 5.
2 Preliminaries and Problem Definition
2.1 Deterministic Transition System
A deterministic transition system is a tuple T = (S,s0,δT ,Π ,L), where:
– S is a finite set of states,
– s0 ∈ S is an initial state,
– δT ⊆ S×S is a transition relation,
– Π is a finite set of atomic propositions,
– L : S→ 2Π is a labelling function.
A run on T is a sequence σ = s0s1 . . . such that for every i≥ 0, (si,si+1)∈ δT . The
trace of a run σ , ω = L(s0)L(s1) . . . , is a word over the power set of Π that defines the
atomic propositions that evaluate true in the states of the run.
2.2 Linear Temporal Logic
We use a segment of LTL, called syntactically co-safe LTL (sc-LTL) [11], to express
the desired system behaviour. LTL formulae are built from atomic propositions pi ∈ Π
that indicate whether a property of the system is true or false.
Syntax: The syntax of sc-LTL over Π is defined as follows:
ϕ := pi | ¬pi | ϕ1∨ϕ2 | ϕ1∧ϕ2 | ©ϕ | ϕ1U ϕ2 ,
where pi ∈ Π is an atomic proposition, ϕ is a sc-LTL formula; and ¬, ∨, ∧, © and
U represent the operators negation, disjunction, conjunction, next and until, respec-
tively. Other operators such as the temporal operator eventually, ♦pi = TrueU pi , can be
derived from the operators presented above.
Semantics: The semantics of LTL are defined over words ω . Given an LTL specifi-
cation ϕ , a run σ = sisi+1 . . . , and the satisfaction relation |=, the semantics are defined
inductively as follows:
si |= pi iff pi ∈ L(si) ,
si |= ϕ1∧ϕ2 iff si |= ϕ1 and si |= ϕ2 ,
si |= ϕ1∨ϕ2 iff si |= ϕ1 or si |= ϕ2 ,
si |=©ϕ iff si+1 |= ϕ ,
si |= ϕ1U ϕ2 iff ∃ j ≥ i : s j |= ϕ2 and sk |= ϕ1, ∀ i≤ k < j .
LTL formulae in positive normal form, where negations only occur in front of
atomic propositions, and which only use the operators ©, U and ♦, are co-safe for-
mulae [11].
2.3 Bu¨chi Automaton
Given an LTL specification, it is possible to construct a Bu¨chi automaton, which ac-
cepts only words ω that satisfy the specification. A Bu¨chi automaton B is a tuple
B = (Σ ,Q,q0,δB,QF), where:
– Σ = 2Π is a finite alphabet,
– Q is a finite set of states,
– q0 ∈ Q is an initial state,
– δB : Q×Σ → Q is a transition function,
– QF ⊆ Q is a set of accepting states.
A run on B, produced by a word ω over the alphabet Σ , is a sequence ρ = q0q1 . . .
such that for every i≥ 0, there exists pii ∈ Σ and δB(qi,pii) = qi+1. For sc-LTL formulae,
an infinite word ω is accepted if it starts with a prefix such that the produced run ρ
reaches the setQF of final states. An example of a specification and its Bu¨chi automaton
is shown in Fig. 1.
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Fig. 1. Bu¨chi automaton of formula ϕ = (¬pi1U pi2)∧♦pi1, where pi1,pi2 ∈ Σ are atomic propo-
sitions, ⊤ is unconditionally true and U , ♦ are the operator until and eventually, respectively.
The formula indicates that the atomic propositions pi2 and pi1 have to be satisfied in that specific
order or at the same time. The small numbers on the edges are used to identify each transition
(see Sect. 3.4). The initial and final states, q0 and q2, are indicated with an arrow and a double
circle, respectively.
Given a Bu¨chi automaton B = (Σ ,Q,q0,δB,QF), let |Q|,|q| and AP(q,q
′) denote
the cardinality of Q, the number non self-transitions from state q and the set of atomic
propositions required for a transition from q to q′, i.e., AP(q,q′) = pi if δB(q,pi) = q
′.
2.4 Product Automaton
Given a transition system T and a Bu¨chi automaton B, the product automaton P =
T ×B is defined by the tuple P = (SP ,sP,0,δP ,SP,F), where:
– SP = S×Q is a finite set of states,
– sP,0 = s0×q0 is an initial state,
– δP ⊆ SP ×SP is a transition relation, where ((s,q),(s
′,q′)) ∈ δP iff (s,s
′) ∈ δT
and δB(q,L(s
′)) = q′,
– SP,F = S×QF is a set of accepting states.
2.5 Problem Formulation
We consider R robots operating in a workspace containing obstacles and areas of in-
terest, defined by disjoint regions, that are associated with atomic propositions. These
atomic propositions are used to define sc-LTL formulae such as ϕ1 = ♦pi1 or ϕ2 =
¬(pi1∨pi2)U (pi1∧pi2). Formula ϕ1 indicates that a robot has to visit the area associated
with the atomic proposition pi1 while the formula ϕ2 indicates that the areas pi1 and pi2
cannot be visited until they are reached at the same time step.
Let X i ⊂Rn be a compact set defining the configuration space of a robot i, where i is
an element of the set ℜ = {1, . . . ,R} that indexes the robots andRn is the n-dimensional
Euclidean space. Each robot has an obstacle-free configuration space X ifree. The config-
uration space of the full system is denoted as X = ∏i∈ℜX
i. The obstacle-free space
Xfree = ∏i∈ℜX
i
free does not include states where collision between robots occurs. Let
x = x0x1 . . . , where x j = (x
1
j , . . . ,x
R
j ) for all j ≥ 0, be a sequence of configurations de-
scribing a path followed by the full system. A path is collision free if x j ∈ Xfree for all
j ≥ 0. To interpret atomic propositions over the configuration space X , let L : X → 2Π
be a function that maps a configuration x to the atomic propositions satisfied by the con-
figuration. Hence, a word ω = L(x0)L(x1) . . . expresses a path x in terms of the atomic
propositions. We say that the path x satisfies the sc-LTL specification ϕ if the word ω ,
produced by x, is accepted by the Bu¨chi automaton that accepts words satisfying ϕ .
Problem definition: Given a group of R robots with initial configuration xi0 for i ∈ℜ
and a sc-LTL specification ϕ , find a collision-free path x such that ϕ is satisfied.
3 Solution
This section firstly presents an overview of the proposed method followed by a de-
tailed explanation. The main idea of the method is to create a graph, called transition
system, modelling the motion of all the robots as a single system. Each vertex of the
graph represents a combination of single configurations of all the robots. Edges repre-
sent collision-free paths between these configurations. Initially, the graph contains only
one vertex, the initial configuration of all the robots. Then, this graph is incrementally
expanded by adding a new vertex and transitions. To obtain the new vertex, individual
graphs, called roadmaps, that model the motion of each robot are used. The process of
expanding the graph is repeated until the specification can be satisfied by a path in the
graph. To improve the required time to find a solution, the method uses an algorithm that
guides the expansion of the graph. Section 3.1 explains the creation of the individual
roadmaps. In Sects. 3.2 and 3.3, the incremental construction of the transition system
and the search for a path satisfying the specification are presented. In Sect. 3.4, the al-
gorithm that guides the expansion is explained in detail. Finally, illustrative examples
and conclusions are presented in Sect. 4 and 5, respectively.
3.1 Probabilistic Roadmap
The first step of the proposed method consists of creating probabilistic roadmaps [9]
for each robot i ∈ℜ. A roadmap of a robot imodels a subset of the possible trajectories
of the robot and is formed by a set of sampled configurations x ∈ X ifree connected by
collision-free paths. A graph Gi = (V i,E i) is used to represent the roadmap of the robot
i. Each vertex v ∈V i is associated with an unique robot configuration x ∈ X ifree. This as-
sociation is given by the function χ :V i→ X i. Connectivity between two configurations
is represented by an edge (v,v′) ∈ E i. We refer to all the vertices v′ that share an edge
with v as neighbours of v. To verify the satisfaction of a specification using only the
atomic propositions that are true in each state of the transition system, see Sect. 3.3, we
limit the edges between vertices to those edges that intersect the boundary of a region
in the workspace at most once [21]. Moreover, we reduce the size of the roadmaps by
constructing sparse roadmaps [4]. Since each vertex v ∈V i is associated with a config-
uration x ∈ X ifree, with abuse of notation, we use L(v) to denote the atomic propositions
satisfied by χ(v). The set of vertices on a roadmap Gi that satisfy an atomic proposition
pi ∈Π is denoted by JpiKi.
To consider the configuration of all the robots, a composite roadmap [17] G =
(V,E) is constructed as the tensor product of the individual roadmaps {Gi}Ri=1. For-
mally, ν = (v1, . . . ,vR) is a vertex of G if vi ∈ V i for all i ∈ ℜ and χ(ν) ∈ Xfree. Let
ν = (v1, . . . ,vR) and ν ′ = (v
′1, . . . ,v
′R) be two vertices in G. In a tensor product, an
edge (ν ,ν ′) ∈ E is defined if for every i ∈ ℜ, (vi,v
′i) ∈ E i. The projection of a com-
posite vertex ν ∈ V onto the vertex vi ∈ V i of robot i is denoted by ν ↓i, i.e., ν ↓i= v
i.
The atomic propositions satisfied by a vertex ν = (v1, . . . ,vR) is the union of the atomic
propositions satisfied by the individual vertices forming ν , i.e., L(ν)=∪Ri=1L(v
i), where
vi = ν ↓i.
As explained in Sect. 1, it is possible to find a path for each robot satisfying a spec-
ification by creating a product automaton of the composite roadmap G and the Bu¨chi
automaton B of the specification ϕ . Nevertheless, this procedure is only applicable
for small problems due to its poor scalability; the number of vertices in G is |V |R. In-
stead, we implicitly represent G and perform a sampling of it until a solution is found.
Algorithm 1, explained in the rest of Sect. 3, shows this procedure.
Algorithm 1 IncrementalExpansion ({Gi}Ri=1,B)
1: S← s0 = (v
1
0,v
2
0, . . . ,v
R
0 )
2: P = T ×B
3: while sP = (s,q) /∈ SP : q ∈ QF do
4: T ← Explore({Gi}Ri=1,T )
5: P,S′
P
← Update(P ,B,T )
6: T ← LocalConnector({Gi}Ri=1,B,T ,S
′
P
)
7: while new connection do
8: P,S′
P
← Update(P ,B,T )
9: T ← LocalConnector({Gi}Ri=1,B,T ,S
′
P
)
3.2 Composite Roadmap Exploration
In this subsection, the incremental exploration of the composite configuration spaceG is
presented. First, a transition system T is initialised with only the vertex corresponding
to the initial configuration of all robots, i.e., s0 = ν0 = (v
1
0,v
2
0, . . . ,v
R
0 ), where χ(v
i
0) =
xi0 ∀i ∈ ℜ (Alg. 1, line 1). Vertices ν added to the transition system are represented
as s. In each iteration of Alg. 1, a new state is added to T using the idea of discrete
rapidly-exploring random trees [16] as follows (Alg. 1, line 4).
Unless some conditions, explained in Sect. 3.4, are satisfied, a state s=(v1, . . . ,vR)∈
S is randomly selected from the transition system T . Consider a single vertex vi form-
ing s and recall that vi, j is a neighbour of vi in Gi if (vi,vi, j)∈ E i. The rays ρvi,vi, j , for all
j ∈ {1, . . . , l}, that start from vi and pass through the l neighbours of vi are computed.
Then, a configuration xsample is sampled from X
i
free and the ray ρvi,xsample is calculated.
To choose a neighbour of vi in direction of xsample, the angles between the ray ρvi,xsample
and each of the rays ρvi,vi, j are computed. The neighbour vertex that generates the ray
with the smallest angle is selected and denoted as vinew, Fig. 2. This process is repeated
for all the vertices forming s, resulting in a candidate state snew = (v
1
new, . . . ,v
R
new).
Before adding snew to T , it is verified whether collision between robots exists. To
avoid collisions during the transitions (vi,vinew) for all i ∈ ℜ, priorities are assigned
to each robot according to the following rules [3]: (i) if robot i, transitioning from vi
to vinew, causes a collision with robot j, located in v
j
new, the robot i receives higher
priority than j; (ii) if robot i collides with robot j placed in v j during the transition
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Fig. 2. Selection of vertex and edge in roadmap Gi. The states and transitions in T are illustrated
with black vertices and edges. The roadmap Gi is shown in grey. To choose which neighbour
{vi, j}4j=1 of v
i is added to the T , a configuration xsample is randomly sampled from X
i
free. The
rays starting from vi and passing through xsample and the neighbours are shown as red and blue
dotted lines, respectively. The angles between the ray of the sample and the rest of the rays are
computed. The smallest angle, α in the figure, determines which neighbour and edge are added
to T , neighbour vi,2 in this example.
(vi,vinew), then, robot i receives lower priority than j. The state snew is discarded if
there is no ordering such that collisions are avoided. Otherwise, the state is added to
T with the transitions (s,snew) and (snew,s). Note that by choosing only neighbours of
each individual vertex vi, (v1new, . . . ,v
R
new) is an element of the composite roadmap G.
Intuitively, the transition system T represents the explored part of G. An example of
such exploration, for the case R= 1, is shown in Fig. 3.
pi1 pi2
pi3 pi4
pi1 pi2
pi3 pi4
Fig. 3. Incremental construction of a transition system. The roadmap of the robot is shown in
grey. The transition system, representing the explored part of the roadmap, is shown in black. The
green areas, identified by the atomic propositions pi1, pi2, pi3 and pi4, are regions of interest. The
proposed method iteratively adds vertices and edges from the roadmap to the transition system
until the specifications can be satisfied. In this example, the specification is to visit the four green
areas. The initial configuration of the robot is shown as a red vertex.
Since each vertex ν of G is associated with a configuration x ∈ Xfree, a run σ =
s0s1 . . . onT represents a path of the full system in the configuration space Xfree. Hence,
this exploration continues until a path that satisfies the specification ϕ is found. The
procedure to determine whether the current transition system contains such a path is
presented in the next subsection.
3.3 Product Automaton Update
Based on model checking techniques, the verification of a run σ satisfying the sc-LTL
specification ϕ is made on the Cartesian product P = (SP ,sP,0,δP ,SP,F) of T and
the Bu¨chi automaton B obtained from ϕ . States sP ∈ SP are formed by pairs (s,q),
where s= (v1, . . . ,vR) ∈ S is a state of T and q ∈ Q is a state of B.
The product automatonP is firstly created when the transition system contains only
the initial state s0 (Alg. 1, line 2). Since the transition system T changes with each new
state snew, the product P requires to be updated (Alg. 1, line 5). The procedure to
incrementally update P [21] and to search for a path satisfying ϕ is now presented.
When a new state snew is added to T with the transition (s,snew) and (snew,s),
the set S′
P
of states s′
P
= (snew,q
′), such that δB(q,L(snew)) = q
′ and (s,q) ∈ SP , is
computed. Then, for each state s′
P
∈ S′
P
, it is verified if s′
P
is already in SP . If that
is not the case, the state is added to P and is removed from S′
P
. Moreover, the set of
states s′′
P
= (s′,q′′), such that (snew,s
′) ∈ δT and δB(q
′,L(s′)) = q′′, is computed. If a
state s′′
P
is not already in SP , s
′′
P
is added to SP and to S
′
P
. This recursive procedure
continues until the set S′
P
is empty.
By construction, if a run onP , starting from sP,0, reaches the set SP,F of accepting
states, the language produced by the run σ on T generates a word ω that is accepted
by the Bu¨chi automaton B computed from the sc-LTL formula. In other words, a run σ
on T satisfies the specification if a run on P reaches the set of accepting states. Hence,
the process of exploring B and updating P continues until a state sP = (s,q) is added
to P such that q ∈ QF (Alg. 1, line 3).
A solution to the problem defined in Section 2.5 would be eventually found by
repeating the process described above. Nevertheless, depending on the number of robots
and the specification, this process could take an impractical amount of time. In the next
subsection, an algorithm that improves the required time by guiding the exploration of
G is presented.
3.4 Guided Expansion
In this subsection, we present a new algorithm, called local connector, which selects the
states in T that must be expanded in order to satisfy the sc-LTL specification. The main
idea is to find the shortest path, in terms of transitions, in the Bu¨chi automaton to an
accepting state and to search for vertices in the individual roadmaps {Gi}Ri=1 satisfying
the atomic propositions required to progress in such a path.
Before explaining the algorithm, some concepts and notation are introduced. The
algorithm monitors which transitions of the Bu¨chi automaton have been satisfied by the
current transition system. To achieve this, each state and non-self transition of the Bu¨chi
automaton are identified by an index, Fig. 1. When one of the |qi| outgoing transitions
from state qi ∈ Q is satisfied, the index that identifies the transition is added to the set
Diδ . Once all the outgoing transitions of a state qi ∈ Q are satisfied, i.e., |D
i
δ |= |qi|, the
index i is added to the set Dq.
Depending on the transition, one or more atomic propositions have to be satisfied
at the same time. Since each robot can satisfy one atomic proposition at a time, when
more than one proposition is required, collaboration between robots is needed. Consider
the transition (q0,q2) in the Bu¨chi automaton shown in Fig. 1 as an example. To make
this transition, the atomic propositions pi1 and pi2 have to be satisfied, i.e., AP(q0,q2) =
{pi1,pi2}. The algorithm verifies if a robot i is able to satisfy any of the propositions by
finding a local path from its current configuration to a configuration in Gi satisfying one
of the atomic propositions. If, for instance, a path exists to a vertex v ∈ V i satisfying
pi1, i.e., v ∈ Jpi1Ki, the atomic proposition pi1 is added to the set DΠ and the index that
identifies the robot is added to the set WR. The set WR identifies the robots that are
waiting for other robots to satisfy the remaining atomic propositions required to make
the transition in the Bu¨chi automaton. Moreover, this set is used to guide the expansion
of T as presented below. To identify which transition is tried to be satisfied when a
robot is added to WR, the index identifying the state q and its outgoing transition are
Algorithm 2 LocalConnector ({Gi}
R
i=1,B,T ,S
′
P
)
1: gi ←{s : (s,qi) ∈ S
′
P
, ∀i ∈ {1, . . . , |Q|}}
2: for i ∈ sorted(qi) : i ∈ {1, . . . , |Q|},gi 6= /0 and i /∈ Dq} do
3: for j ∈ {ℜ : j /∈WR} do
4: for n= 1→ |gi| do
5: vs = sn ↓ j , sn ∈ gi ⊲ Vertex to be connected
6: for k ∈ sorted(δB(qi, ·)) : k ∈ {1, . . . , |qi|,Wδ 6= /0→ k ∈Wδ and k /∈ D
i
δ
} do
7: Πreq = AP(qi,qk) ⊲ Set of AP required
8: for m ∈ {1, . . . , |Πreq| : m /∈ DΠ} do
9: for h= 1→ |JpimK j| do
10: vt = vh, vh ∈ JpimK j ⊲ Target vertex
11: if Connect (vs,vt) then
12: if |Πreq|= 1 then
13: snew = s , s ∈ gi
14: snew ↓ j= vt ⊲ New state of T
15: Di
δ
← Di
δ
∪ k
16: else if |DΠ |< |Πreq|−1 then
17: WR ←WR∪ j ⊲ robot j can satisfy pim
18: Wq ←Wq∪ i
19: Wδ ←Wδ ∪ k
20: DΠ ← DΠ ∪m
21: v j,next = vt ⊲ Vertex satisfying pim
22: else if |DΠ |= |Πreq|−1 then
23: snew = s , s ∈ gi
24: snew ↓p= vp,next , ∀p ∈WR
25: snew ↓ j= vt ⊲ New state of T
26: Di
δ
← Di
δ
∪ k
27: WR = /0,Wq = /0,Wδ = /0,DΠ = /0
added to the setsWq andWδ , respectively. We now explain the algorithm in detail, see
Alg. 2.
The algorithm receives as input the Bu¨chi automaton B and the set S′
P
of states
added to the product automaton P after the last update. These states have the form
(s,q), where s= (v1, . . . ,vR) ∈ S and q ∈Q. The states are divided into different groups
depending on their Bu¨chi state component (Alg. 2, line 1). In other words, for each
state qi in the Bu¨chi automaton, a group gi containing states s = (v
1, . . . ,vR) such that
sP = (s,qi) ∈ S
′
P
is created. The algorithm eliminates the group gi if there is no re-
maining outgoing transitions from the Bu¨chi state qi to be satisfied, i.e., i ∈ Dq. Then,
the algorithm sorts, from shortest to longest, the different paths from the initial state
q0 ∈ Q to the closest accepting state q ∈ QF in the the Bu¨chi automaton B.
Using these sorted paths, the algorithm tries to reach atomic propositions required
in the paths, starting from the shortest path (Alg. 2, line 2). An exception to the order is
made when of one the robots is waiting for another atomic proposition to be satisfied,
i.e.,WR 6= /0. In this case, all the Bu¨chi states are ignored except the states in the setWq.
For each state s in gi, the individual vertices of non-waiting robots forming s, i.e.,
s ↓ j for j ∈ ℜ \WR, are considered to be connected to vertices in G
j satisfying the
required atomic propositions in the Bu¨chi automaton transition. An individual vertex,
denoted as vs, is considered for connection in each iteration (Alg. 2, lines 3-5). If a
robot is waiting, all the transitions are ignored except the transition indicated by the
setWδ . Otherwise, the transition is selected based on the sorted paths (Alg. 2, line 6).
The required atomic propositions in the transition are assigned to the set Πreq (Alg. 2,
line 7). Then, all the vertices in the roadmap G j that satisfy an atomic proposition that
cannot be satisfied by a waiting robot, i.e., pim ∈ Πreq \DΠ , are assigned as a target of
the connection and are denoted as vt (Alg. 2, lines 8-10). The algorithm then tries to find
a path between the vertices vs and vt . By connecting the transition system to vertices
satisfying atomic propositions required for the specification, the time needed to solve
the proposed problem is reduced.
In order to find a path between the vertices vs and vt any method can be used. How-
ever, because this process is constantly repeated, a method that sacrifices completeness
for speed is preferred. In this work, the algorithm attempts to connect two vertices if the
Euclidean distance between them is less than a pre-established value. If the path, given
by a line between the vertices, is collision free, the connection is considered success-
ful (Alg. 2, line 11). Depending on the number of atomic propositions in the selected
transition in B, three different situations can occur:
Case 1: Only one atomic proposition is required in the transition, i.e., |Πreq| = 1
(Alg. 2, lines 12-15). In this case, if robot j can satisfy the required atomic proposition
through the connection, a new state snew =(v
1, . . . ,vR), where vi = s ↓i for i∈{ℜ : i 6= j}
and vt otherwise, is created. Intuitively, the new state has the same components as the
composite state s, except the element of robot j that is replaced by vs. If the new state
is not in the transition system T , the state is added with the transitions (s,snew) and
(snew,s). Finally, the index k of the satisfied transition is added to D
i
δ
indicating that the
transition k from state qi has been satisfied.
Case 2: More than one atomic proposition is required and at least one more is still
required after the connection (Alg. 2, lines 16-21). When a robot j can satisfy one of the
required atomic propositions but at least another is needed for the transition in the Bu¨chi
automaton, the robot stays in the vertex vs waiting for the remaining robots to satisfy
the other atomic propositions. To indicate that the robot is waiting, the index j is added
to the setWR. The setWR restricts the states that can be selected in the exploration ofG.
The selected state in the exploration must be formed by the vertices vi, where i ∈WR.
Moreover, the next state snew to be added to the transition system must have the same
vertices. After adding the index j of the robot to the set WR, the vertex that can be
reached, i.e., vt , is saved in v j,next to be used once all the atomic propositions of the
transition are satisfied. Then, the index m of the atomic proposition that can be satisfied
is added to the set DΠ to skip this atomic proposition the next iteration of Alg. 2. Note
that the restriction explained above guides the sampling process of G.
Case 3: The last required atomic proposition is satisfied with the connection (Alg.
2, lines 22-27). Similar to case 1, when a robot j can satisfy the last required atomic
proposition, a new state snew is created with the saved states vi,next, i.e., snew ↓i= vi,next
for all i∈WR, vt for i= j and s ↓i otherwise. This state is added toT with the transitions
(s,snew) and (snew,s). The index k of the satisfied transition is added to D
i
δ
and the sets
WR,Wq andWδ and DΠ become empty indicating that all the robots can move again and
any non-satisfied state and transition in the Bu¨chi automaton can be selected.
Every time a new state snew is added to T , the product automaton P is update (Alg.
1, lines 7-9) and the process is repeated. As mentioned in Sect. 3.3, Alg. 1 stops once a
product state with a final state q ∈ QF is added to P .
3.5 Implementation
This subsection presents how a solution is obtained from P and the implementation
of it in the robots. Once the condition to stop Alg. 1 is satisfied, the shortest path σ =
sP,0 . . .sP,n on P , where sP,n ∈ SP,F , is sought. Since a state sP is formed by the pair
(s,q), only the first element of each state is considered to create the path x that satisfies
the sc-LTL specification. The function χ is used to define the configurations in X that
defines x. Finally, each configuration in x is projected to the individual configuration
spaces X i to define a path for each robot.
To execute the path, each robot stores a list of the vertices to visit in its roadmap
Gi together with the configurations where the robot has to wait for other robots before
performing a transition. When a robot finishes a transition, it broadcasts a unique iden-
tifier number and a signal indicating that the transition has been completed. If a robot
needs to wait for other robots, the transition is not performed until the robot receives
the signal of all the robots with higher priority.
4 Examples
The proposed method is illustrated with different sc-LTL specifications and number of
robots. We consider a differential wheeled robot, called e-puck [14], in a workspace
with 4 areas associated with the atomic propositions pi1, pi2, pi3 and pi4, Fig. 4. The
computation of the path is implemented in MATLAB on a computer with a 3.1 GHz
i7 processor and 8GB of RAM. The dynamics of the e-pucks are simulated using Enki
[13].
We present three examples, considering two, three and four robots, respectively:
1. Regions pi1, pi2 have to be visited at the same time as well as pi3, pi4 with the same
restriction, Fig. 4.
2. Regions pi1, pi2 and pi3 must be visited in the presented order.
3. Regions pi1, pi2, pi3 and pi4 cannot be visited until all of them are visited at the same
time.
Recall that the number of vertices in G is equal to |V |R, where |V | is the number
of vertices in the roadmap and R is the number of robots. In the example with four
robots, the parallel composition G has more than 96 million vertices. Nevertheless,
Table 1 shows that only a small portion of G is explored before finding a solution.
This result can be attributed to the guided search performed by the local connector
algorithm. For comparison, we compute a solution to the first specification without
Alg. 2. That is, we only expand the transition system using the idea presented in Sect.
pi1
pi2
pi3
pi4
Fig. 4. Illustration of the path followed by two robots satisfying the specification ϕ = ♦(pi1 ∧
pi2)∧♦(pi3 ∧pi4). This sc-LTL specification requires the robots to visit areas marked as pi1 and
pi2 at the same time and the areas pi3 and pi4 with the same restriction. The colour of the robots
changes, from darker to lighter blue, over time to show that the atomic propositions are satisfied
at the same time step.
Table 1. Average number of states in T and required time to solve the problem over 20 different
runs.
Specification Robots States in T Time (seconds)
♦(pi1∧pi2)∧♦(pi3∧pi4) 2 278.55 6.30
♦(pi1∧©♦(pi2∧©♦(pi3))) 3 6457.9 372.37
¬(pi1∨pi2∨pi3∨pi4)U (pi1∧pi2∧pi3∧pi4) 4 270.4 7.48
3.2. In average, the solution is found in 1057.91 seconds and require the exploration
of 7242.43 vertices. This comparison shows that Alg. 2 reduces the exploration or G
and, as a consequence, the required time to find a solution. A direct comparison with
other sampling-based methods for multiple robots, e.g., [7], is not possible because our
method samples the continuous configuration space instead of a discrete representation
of the robots mobility.
5 Conclusions
In this paper, we have introduced a new method to find collision-free paths for a multi-
robot system that satisfy syntactically co-safe linear temporal logic formulae. Most of
the work in the literature consider methods with low scalability with respect to the
dimension of the robot’s configuration space. We extend sampling-based methods, pre-
viously proposed to alleviate the scalability problem, to multi-robot systems. The pro-
posed method explores a composite roadmap modelling the possible behaviour of all
the robots. This exploration stops when a path satisfying the specification is found. Ad-
ditionally, we have presented a new algorithm that guides the exploration to reduce the
time required to find a solution. Numerical results show that only a small portion of the
composite roadmap is explored as a result of using this algorithm. The proposed method
is focused on obtaining a result in the shortest possible period of time regardless of its
optimality. Hence, a possible direction for future work is the inclusion of a cost function
to find optimal paths.
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