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Abstract 
Modified quasi-interpolatory splines are used for the numerical solution of the generalized Prandtl equation. 
A Nystr6m type method is applied, based on inserting in the integral equation amodified quasi-interpolatory spline 
instead of the unknown function. The integral equation can then be solved by collocation and evaluation of suitable 
Cauchy principal value integrals. Necessary conditions have been established for demonstrating that the approximate 
solution of the equation converges tothe true solution. 
Keywords: Prandtl integral equation; Modified quasi-interpolatory splines; Nystr/Sm type method; Cauchy principal 
value integrals 
1. Introduction 
Polynomial splines have been used in the numerical solution of Cauchy singular integral 
equations (CSIE) when it was suspected that the solution was not smooth due to the presence of 
discontinuities in the kernel and/or in the right side of the equations [15]. CSIE have been solved 
using splines in both projection methods [13, 18] and direct or quadrature methods [10, 12, 13], in 
the latter case with interpolatory splines. Usually in direct methods the solution of the integral 
equation is approximated by a spline of the form 
Snf(x):= ~ aiNik(X), 
i=1  
where the Nik(X) are normalized B-splines of order k forming a basis for a given spline space 
Sk,~n and the a~ are chosen so that Snf interpolates fa t  a set of points, say {zi}~= 1-
This leads to a set of equations for the unknown function values J]:= f(z~), which can then be used 
to evaluate fa t  any point of interest. As it is pointed out in [15] this method has several drawbacks. 
Computationally, the a~ are only given implicitly by the)q so that a certain effort is required to 
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derive equations for f~. Moreover the convergence theory for interpolatory splines is incomplete 
and imposes restrictions both onthe spline spaces Sk.,~,, and the interpolation points zi. 
As is suggested in [15], these disadvantages can be remedied by using the polynomial quasi 
interpolatory (QI) splines, which reproduce polynomials up to maximum order and converge 
under conditions much weaker than those required by interpolatory splines. 
QI splines are mentioned in [1] for approximating a continuous kernel by a degenerate 
kernel, in [19] for solving Fredholm equations of the second kind and in [3-6] for singular 
product integration. In [2] the Schoenberg variation diminishing spline, which is a special 
case of QI splines reproducing polynomials up to order two [11], is used for solving the Prandtl 
equation. 
Interpolatory splines and modified QI splines are used, respectively, in [9] and [8], for the 
numerical evaluation of Cauchy principal value (CPV) integrals of the form 
I(w~pf;2):= w~p(x)~dx,  2~J := ( -1 ,  1), 
-1  
where w,o is the Jacobi function w,a(x):= (1 - x)'(1 + x) p, ~, fl > - 1, and f is assumed to be 
H61der continuous in J := [ - 1, 1],f~H~,(J), where 
H~,(J):= {g: Iv(u)  - g(v) l  Blu - vl u, B > O, u, veJ ,  0 </~ ~< 1}. 
In [15] QI splines and modified QI splines are used in the direct method of Nystr6m for solving 
CSIE with constant coefficients and the generalized Prandtl equation 
w~p(x) f (x) 1 o 
H(x) 2r~ I(D(w't~f); x) = 9(x), x~ J, (1) 
where ~, fl > 0; D~h denotes the sth derivative of h and H(x) is a function which does not vanish 
on J. 
In the present paper we use modified QI splines in a Nystr6m type method for solving 
numerically Eq. (1). 
Our strategy will be to approximate f in (1) by modified QI splines of the form [8]: 
Q.f(x):=f( 1)N~k(X)+"~l ( t ) -- Z ~iJ [T'il' "'" 'ZiJ I f  Nik(X) + f(1)N.k(X), 
i=2  j= l  
(2) 
where [Zo,...,zp]h is the pth divided difference based on the points Zo,... ,zp;1 <~ k; the Sets 
{zi~}~=l, i = 2 .... ,n - 1, are chosen in a suitable way and the ~ij are such that Q.9 = o, for all 
9 ~ P~, the set of polynomials of order l or degree ~< l -- 1. 
We allow any ri~ to appear at most twice for any i so that the divided differences involve function 
values and possibly also values of the first derivative o f f  
Once we have chosen a spline space SR,~, and sets of points {'c/t} we replacefby Q.f in (1) to get 
w~(x)Q,,f  (x) 1 
H(x) 2re I (O(w~q3Q,,f); x) = g(x). (3) 
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We point out that (3) is different from the so-called NystrSm extension of (1) because, according 
to the Nystr6m method, in the first term of (3) f(x) appears rather than Q.f(x). In regular 
Fredholm integral equations 
f 
l 
f(x) - 2 k(x, y)f(y) dy = g(x), 
-1 
using O.nf(x) instead of f(x) in the first term, the approximation would degrade since the 
integration operator is a smoothing operator, so that the error in the approximation of the integral 
is of a lower order than the error in the approximation of f(x). However the CPV integral 
I(D(w~aQ.f); x) is not a smoothing operator; consequently the approximation error, which we 
make by using I(D(w~aO~.f); x) instead of I (D(w~j).x) is in general of the same or higher order 
than the error which we make approximatingf(x) by Q.f(x). This observation justifies our decision 
to use Q.f(x) instead of f (x)  in the first term of (3). 
We can rewrite O~.f(x) in the form 
n-1  i 
Q~f(x) =f( -  1)N~k(X) + ~ Ni~(x) ~ [zSof(z~ ) + ~j f ' (~j ) ]  + f(1)N.k(X), (4) 
i=2  j= l  
where/-~< I is the number of distinct zij, and fiij and ~ij are suitable values such that when a z o is 
simple then the corresponding vlj vanishes. Likewise the CPV integral in (3) takes the form 
n- - I  
I(D(w~aO.,f); x) = I(D(w~aNlk); x)f( - 1) + Y. I(D(w~aNiR); x) 
i=2  
i 
× • [fijf(zij) + vijf'(zij)] + I(D(w~aN,k); x)f(1). (5) 
j= l  
After inserting (4) and (5) into (3) we choose a set of collocation points { tv ~ J } ~= 1 with M equal 
to the number of distinct unknown function and derivative values f (  _+ 1), f(zij), f ( i j), with 
i = 2, . . . ,  n - 1, and insert these values in (3). We emphasize distinct values, since zii may equal 
some zpv with p # i. We now must calculate the CPV integrals I(D(w~aNik); t~), v = 1, ..., M, which 
can be evaluated as proposed in [-4, 15]. We assume that the only unknown quantities in (3), with 
x replaced by t~, are the M values f (  _ 1),f(zij) andf'(zij). Since the number of linear equations is 
equal to the number of unknown values, we can find these values, provided that the matrix is 
nonsingular, which we assume it is. Once we have the approximations tof (  _ 1),f(zij),f'(zii) we 
can insert them in (4) and evaluate our approximation to f(x) for any x ~ J. By replacing Nik by 
DNik in (4), we can get an approximation to f'(x). 
In this implementation we see the necessity of deviating from the Nystr6m method, since in the 
NystrSm method the set of collocation points must coincide with the set of points + 1, {zij}. But 
this causes problems when ~, fl # ½, since the CPV integral I(D(w~pNik); x) diverges as x ~ _+ 1, 
and this is the reason that Rabinowitz in [15] was only able to deal with the case a = fl = ½. 
A further advantage in our approach is that we can include in our approximation O.,f(x) 
derivative valuesf'(zlj) and not only function values, as required in the Nystr6m method. This gives 
us greater flexibility. 
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In Section 2, we give the details of the spline spaces Sk,,, and those modified QI splines, 
belonging to Sk, ~,, which we shall employ. Moreover we generalize a result already stated in [8] on 
the error bounds produced oby O~.f(x). In Section 3, we prove that I(D(w,oO_,f); x) converges to 
I (D(w,af);  x) uniformly in J, which is one of the necessary conditions for the convergence of the 
approximate solution of (1), to the true solution. The other condition is that Q,.f(x) converges to 
f (x )  uniformly in J, which is proved in Section 2. In Section 4, we illustrate some computational 
aspects of the proposed method. 
2. Modified QI splines 
In this section we give the necessary background material on modified QI splines based on the 
papers [8, 11]. 
Let there be given a positive integer k > 2, the order of the spline space, a partition 
YN: yo  :=- - -  1 < Yl < "'" < YN+I  :=  1 
and a corresponding sequence of positive integers {di } ~v_-+ol, where do = dN+ 1 = k and di < (k - 1), 
i = 1 N. We now set n := Y,~= odi, and write 7r. for the nondecreasing sequence j'- ~" ÷ k obtained , " ' "  , I~ j .~ j  = 1 
from YN by repeating y~ exactly d~ times, i = 0 , . . . ,  N + 1. We now define the spline space Sk,~. by 
Sk ,  l tn :  = {g:g{tr,,r,+l)ePk, i = O, . . . ,  N and 
gtJ)(Yi ~) = gtJ)(Yi-), j  = O, 1 . . . .  , k -d~-  1; i=  1 . . . . .  N}. 
Thus Sk,~. is the class of polynomial splines of order k, with knots at the points y~, 
i = 0, 1 . . . . .  N + 1, of multiplicity d~ and, since d~ < (k - 1), i = 1, ... ,N, every spline in Sk.~, is in 
C 1 (d). 
We say that the sequence of partitions { YN } is locally uniform (LU) if, for some constant A/> 1, 
Yi + 1 - -  Yi ~< A for all 0 ~< i , j  <~ N with l i - j l  = 1 and for all N. 
Yj+ I - Yj 
We shall call a sequence of spline spaces LU if they are based on a sequence of LU partitions. 
We define 
Nik(X):= (Xi+k - -  X i ) [X i ,  . . .  ,Xi+k]Gk('; X), i = 1, ..., n (6) 
with 
c ; , ( t ;  x ) :=  ( t  - - 1 
The Nik(x) are normalized B-splines of order k. We recall that [7] 
Nik(X) = O, x ¢ (Xi, Xi+k), 
0 < N~k(X) <~ 1, X~(Xi, Xi+k), 
N lk ( - -1 )= l  and N .k (1)= l .  
Now we state the following. 
(7) 
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Lemma 1. Let x•[x i ,  Xi+k], with i=  1, n, then 
N (v) x (k -  1)---(k -v )  
I ,k( )[ <<" (X,+k--X,) v , V= 1 , . . . , k - -1 .  (8) 
Proof. The estimate (8) is a refinement of one in [17, Theorem 4.22] in the particular cases i = 1, n. 
To prove it we first note that, by definition (6) 
_ 1 Nik (X)  ---- ( - -  1)*(k - 1) ... (k - v)(xi+ k xi) [x i , . . .  , Xi+k] (. - -  (9) 
Since [7] 
[ t i , . . . ,  ti+,]O = ([ti+ a , . . . ,  t~+r]9 - [tl . . . . .  t i+,-  1]O)/(t~+, - tl), (10) 
then, setting i = 1, by (9) with v = 1 and (10) we can write 
Nik(X) = -- (k - 1)([Xz, . . . ,Xk+I] -- [Xx,...,XR])(" -- x)k+ -2 
= - (k -  1)NE,k-,(X)/(Xk+I -- X2) (11) 
since [x l , . . . ,  Xk] (" -- X) k-2 = 0. Applying (11) to N2.k - , (x )  we obtain 
N~,,_ l(X) = - (k - 2)N3.k- =(X)/(Xk+ 1 -- X3) 
and 
N~k(X)= 
(k  - 1 ) (k  - 2)  
(Xk+ 1 -- X2)(Xk+ 1 - -  x3)N3 'k -2 (X)"  
A repeated application of (11) produces the following relation for the vth derivative of Nlk(X), 
with v -- 1 , . . . , k  - 1, 
(,) = ( -  1) ' (k  - 1_) :::(k__-_ v )  
Nlk(X) (Xk+-I --X2----)"'" (Xk+x -- X~+I) N~+I'k-~(x) 
and since xl = x2  = x3  . . . . .  Xk,  (8) follows for i = 1. A similar proof  holds for i = n. [] 
We need to define the following constants describing the spacing of the knots 
A,.:= max (xi+l - xi) with m = k, ... ,n, 
ra+ l -k  <~ i <~m+k-1  
H, := max (xi+ l - xi) >1 A,,, 
l< . i< .n+k-1  
H.  is the norm of the sequence re.. For  a fixed t • J, let m be such that t • J,. := [Xm, X,, + 1 ). Ii, is the 
smallest closed interval containing {zij}~=x and Im is the smallest closed interval containing 
Ix,., x , .+ l ]  and UT'=m+l-kIil. We assume that Iil ~- [xl, Xi+k] for all 1 ~< i ~< n. 
We consider in SR,~, a QI spline Q. f (x )  of the form, see [11] 
Q, f (x ) := ~, ctij[zil . . . . .  z i j ] f  Nik(X), (12) 
i=1  j= l  
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where 1 ~<l~< k, and the corresponding modified QI spline Q,f(x)  defined by 
equivalent o [8] 
(2), which is 
Q.f(x) := 
Q,f(x)  + [ f (  - 1) - Q. f (  - 1)] N,k(X), 
Q,f(x), 
Q.f(x)  + I f ( l )  - Q . f (1) ]  N,k(X), 
(12') 
We define [11] 
Er~(t):= f O~(f - Q,f)(t), 
[ Or Q, f (t), 
O<~r <s,  
s<<.r<k, 
where s is an integer with 1 ~< s ~< k. 
We now state the following theorem, which extends a result already proved in [11] for QI splines 
to the modified QI splines. 
Theorem 2. Let 1 <~ d <<. s <<. I <~ k, where d is the maximum multiplicity of zo, let f~CS-l( Im). 
Consider any sequence of LU spline spaces {Sk.~.}, with constant A, and any QI spline Q,f(x)  
belonging to Sk.~. such that, for 0 <<. r < k, 
KAs-r -  lo9 [ f(s- x). Am; Ira), max IE,s(t)l ~< m , j  , 
t~Jm 
where K depends on r. Then, for the correspondin9 modified QI spline (~.f(x), 
max I/~,~(t)l ~ gd~,-*-'co(f{~-'); Am; Ira), 
t~Jm 
where 
(13) 
(14) 
/~rs(t):= ~'D'(f-- O.,f)(t), 0 <. r < s, 
( D'Q.T(t), s <, r < k, 
g = K[1 + (k - 1).. .(k - r)Ar~k-1)], 
depends on r and, for any function 9~ C(I ), with I an arbitrary interval, 
co(g; A; I ) := max Ig(x + h) - g(x)l. 
x ,x  +h¢ l ,O<h <<. 3 
Proof. For t~Jm, with k + 1 ~< m ~< n - 1, we have/~( t )  = E,s(t) and (14) holds. 
Setting t6Jk we have by (12') and (13) 
I/~,~(t)l ~< KAy,- ' -  l¢o(f¢s- 1); Ak; Ilk) _.[._ I f (  -- 1) - Q, f (  - 1)l lN~(t) l .  
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Now, by Lemma 1 and (13) 
I f (  - 1) - Q. f (  - 1)11N~)(t)l ~< KA[ - log( f (~- l ) ;  Ak; I , )  
<~ K(k  -- 1)-.. (k - r)A ~¢k- X)A[-*- 1 og(f(~- 1); Ak; Ik) 
since Xk+l -- Xk >>- Ak/A k- 1 by the local uniformity of Sk,~,. 
(k -  1 ) - . . (k -  r) 
(Xk + l - -  Xk )r 
[] 
Note  that, as remarked in [16], whenever we write that a result is true for t ~ Jm, then it is true for 
all relevant r and s if t e (x,., x,, + ~). When r = 0, it is true for all relevant s if t ~ [Xm, Xm + a ]. When 
r > 0, it is true for t -- x,, and t = Xm + a provided that Xm and Xm + ~ are of multipl icity at most  
k - r + 1. In particular, for r = 1, it is true for all relevant s if t ~ [Xm, Xm+ X ] by the constraints on 
the spline spaces. 
Examples of sets {z/j}~= ~, i = 1, . . . ,  n, such that the corresponding Q. f (x )  satisfies (13), are 
provided in [3, 5, 6]. 
We shall also need the fol lowing theorem proved in [15]. 
Theorem 3. Let 0 <~ v < k - 1, let f ~ C ~ (J ) and consider any sequence of  L U spline spaces { Sk, ~ , }. I f  
any spline S e Sk, ~. satisfies 
(i) S ~ C~(J), 
(ii) [f(')(t) - S(')(t)[ ~< clo~(f('); dr,; I,.), x,. <<, t <<, Xm+l, 
(iii) [S('+ 1)(t)[ ~< czA~,lo~(f(');  Am; Ira), X,. < t < Xm+ X. 
Then 
o3(8 (v), A ; J )  ~ c3t_o(f(v); A; J) .  (15) 
3. Uniform convergence of CPV integrals 
In this section we study the uni form convergence of I (D(w~tjQ.f);  2) to I (D(w,o f ) ;  2) for 2e)  
and ct, fl > 0. For  our purposes we need the fol lowing general convergence theorem proved in [14]: 
Theorem 4. Assume that fEH, ,  0 < # <~ 1, and that the sequence of functions {f.} is such that 
(i) IIr. ll = o(1), where r . :=f - f ,  and Ilgll:-- maxx~j[g(x)l, 
(ii) r.(1) = 0 i f~ ~< 0, r . ( -  1) = 0 i ff l  ~< 0, 
(iii) r. e H~, 0 < a ~</~. 
o 
Then I (w,pr.; 2) --) 0 as n ~ ~,  uniformly in 2e  J, if a + min(~t, fl) > 0. 
We now state and prove the fol lowing result. 
Theorem 5. Let {Sk, nn } be a sequence of LU  spline spaces with constant A and H.  --)0 as n --) oo. 
Assume that Q. f~Sk,~.  is defined by (12') with Q . f  satisfyin# (13). Let f~  CI( J ) ,  f 'eH~,( J ) ,  with 
0</~<l ,  and~, f l>0.  Then 
I (D(w~ (~.f); 2) --) I (D(w~t~f); 2) (16) 
o 
as n --) ~ ,  uniformly in 2 ~ J. 
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Proof. To prove (16) we have to show 
I(w~pD(Q,f); 2) ~ I(w~af'; 2) (17) 
and 
! A • ! • 
I (w pQ.f , I , (18) 
o 
as n ~ oo, uniformly in 2 e J, since for any 9 in C 1 ( j )  
I (D(w~#); t) = I (w~9'; t) + l(w'~aa; t). 
To prove (17) we need that condit ions (i) and (iii) of Theorem 4 hold with r , :=f '  - Q',f. 
By (14) with s = 2 and r = 1, taking into account that Am <<. Hn, 
11/~2 I1 ~</(~o(f'; n , ;  J )  
and condit ion (i) is satisfied, since/-/,  ~ 0 as n --. oo. 
To prove condit ion (iii), we assume that u, veJ ,  we set t:-- [u - v[ and we write 
Ir,(u) - r,(v)l ~< If'(u) - f ' (v ) l  + [(~',f(u) - Q,f(" v)[. 
Sincef '  e H ,  by assumption, I f '  (u) - f'(v)[ ~< B 1 t ~'. Furthermore,  by (14) with s = 2, r = 1, 2, (~, f
satisfies conditions (i)-(iii) of Theorem 3 and (15) holds with v = 1 and S = (~,f. Hence 
I(~',f(u) - (~',f(v)l ~< B2 t", which proves our assertion. 
To prove (18) we need that condit ions (i)-(iii) of Theorem 4 hold with r , :=f -  (~,f. 
By (14) with s = 2 and r = 0 
A t .  
11/ o2 II KH,og( f ,  H.; J) 
and condit ion (i) follows. 
Condit ion (ii) is verified by mean of definition (12') and by (7). Condit ion (iii) with a =/~ is 
already proved in [8-1 forfeH~(J) .  Here we have 
Ir,(u) - r,(v)l ~< Ilf'll t + IQ,f(u) - Q,f(v)l  ~< t(l l f ' l l  + O(l l f ' l l ) ) ,  
and (18) holds since 1 + min(~ - 1, fl - 1) > 0. [] 
We remark that we use Q, f  instead of Q, f  because Q, f  does not generally satisfy condit ion (ii) 
of Theorem 4, but when in (12) l = 1 and r l l  = - 1, ~,~ = 1, or l = 2 and we use the Schoenberg 
variation diminishing spline [11-], we need not modify Q,f.  
4. Conclusions 
To conclude we point out that the Nystr6m type extension with modified QI splines can also be 
used for solving the CSIE with constant coefficients of the form 
aw~p(x)f(x) + b I (w~f ;  x )+ ~1 w~lj(t)k(x, t)f(t)dt = 9(x), 
7I .)_ 1 
o 
where xs J ,  ~t, fl > - 1, k(x, t) is a Fredholm kernel and a # O. 
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In this case the Nystr6m type extension becomes 
(19) 
where O,f(x) is defined by (4) with/-= l, since the zij are distinct forj  ¢ v. If e,/7 > 0, then we can 
use (19) with Qnf(x) instead of O_.nf(x), since condition (ii) of Theorem 4 is not required. 
Using Qnf, or Qnf when possible, both in (3) and (19) we have great flexibility in the choice of the 
spline space Sk,~,, since the only restriction is that the Sk,~, be LU. Hence, multiple knots can be 
placed where it is suspected that f(x) has irregularities. 
The principal advantages of (3) and (!9), with respect o the corresponding Nystrrm extensions 
[15], are that the collocation points in J do not depend on the quadrature abscissas % and, in the 
case of (3), we can use both f and f '  to define our approximation. 
Finally we illustrate some computational aspects of the proposed method. We assume for 
simplicity that z~j :~ z~, if j ~-v for all i, so that in (4) and (5) l=  l and 17ij = 0. We denote by 
{zi .... , zM} the set of distinct values among the nodes + 1, {-%}~= 1,i = 2 . . . . .  n - 1. By reordering 
the terms in (4) we have 
O~,f(x) = ~ N,k(X)Cv,o ~ f(z,), 
i= l  i 
where Ji is the set of indexes v such that in (4) cv,p, Nvk(X) multipliesf(z~). 
o 
By letting x = tie J, j = 1,..., M, respectively, in (3) and (19) we obtain the linear systems 
~ Cv, o , [w~,a(t j )N~k(t j ) - -  
i=1  veJ i  
H(tj) ) 
2~ I(D(%,aN~k);tj)] f(z,) 
= H(tj)g(tj), j=  I , . . . ,M (20) 
and 
~., ~ c.,p~ aw~,a(tj)N~k(tj) +b I(w~tN~k;tj) 
i=1  v~l  i 
+ %,lj(t)k(tj, t)Nvk(t)dt (zl) = g(tj), j = 1 .... ,M. (21) 
-1  
The CPV integrals in (20) and (21) as well as the integrals $1_1 w~.a(t)k(tj, t)Nvk(t)dt can be 
evaluated as proposed in [15] or using the recurrence formula for normalized B-splines as in [3, 4-]. 
Some numerical results, presented in [3-], show the performance ofproduct quadrature rules based 
on QI splines for both CPV integrals and integrals of the form 
- 1 K(x)f(x) dx, 
where KeLI ( J )  andf i s  bounded in J. 
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