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Abstract
An important challenge in understanding gene behavior is deciphering how the
genome is organized in space and how this organization influences its function. Ex-
isting experimental and computational methods lack the ability to provide close up
views of the structure of biomolecules inside nano-scale chromatin. In this thesis, we
develop a multiscale coarse-grained chromatin model, which integrates all-atom rep-
resentations of proteins, DNA, and nucleosomes; a chemically specific coarse-grained
model of kb scale chromatin; and a minimal model of sub-Mb scale chromatin. A
key feature of this model is its capacity to link the molecular details of nucleosomes
to the collective behavior of mesoscale (up to sub-Mb scale) chromatin.
Our chemically-specific model describes DNA at base-pair resolution and proteins
at amino-acid level resolution. We have used this model to investigate how sub-
nucleosome level physicochemical and structural properties, such as the spontaneous
thermal breathing and sliding motion of DNA, affect larger scale chromatin self-
assembly. Nucleosome breathing refers to the observation that nucleosomes, rather
than being static particles, exhibit spontaneous structural fluctuations where the
DNA binds and unbinds dynamically. We find that such plasticity of nucleosomes
destabilizes the highly regular zig-zag fiber chromatin folding configurations, and
promotes instead an irregular and dynamical organization of nucleosomes termed
‘liquid-like’. Our model can also be used to investigate the effects of DNA sequence,
salt conditions, and binding of additional proteins on the behavior of chromatin.
Our minimal model describes nucleosomes with just a few particles, while still
explicitly representing the DNA. We have used our minimal model to investigate
the phase behavior of systems of multiple interacting chromatin fibers. We find
that chromatin undergoes salt-mediated liquid-liquid phase separation, and that
nucleosome plasticity plays an important role in increasing the range of stability
of the coexistence region. Additionally, the model is able to investigate the size
scaling properties of chromatin fibers and the effect of nucleosome repeat length on
chromatin compaction and inter-chromatin interactions.
Together, our multiscale methodology provides a useful technique to extrapo-
late atomistic properties of nucleosomes to the modulation of large-scale chromatin
organization.
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To fit inside an eukaryotic cell, DNA undergoes phenomenal levels of packaging and
compaction in a cell-cycle dependent manner. At interphase, the DNA is relatively
disordered; i.e., under a microscope it appears as patchy regions of high and low
density which are thought to correspond to inactive non-coding (heterochromatin)
and active coding (euchromatin) regions of DNA respectively [1]. During cell divi-
sion, the DNA becomes highly packaged and ordered, forming the familiar X-shape
chromosomes [2]. To illustrate this level of packaging, we note that there are ap-
proximately 3 billion DNA base pairs (bp) in the human genome, or 6 billion during
cell division, and that the separation among two consecutive base pairs is 3.4Å.
This results in a total length of approximately 2m for the human genome. Given
that the diameter of a cell nucleus is approximately 6 µm, fitting the human genome
inside it implies a compression ratio of order 10,000 [3]. Strikingly, this level of
packaging is achieved despite the large negative charge of the phosphate backbone
— a lone DNA molecule would experience too much self repulsion to compact, this is
overcome by salt screening and the inclusion of positively charged histone proteins.
This combination of DNA and proteins is called chromatin; an illustration is show
in figure 1.1a.
The fundamental chromatin unit is the 10-nm wide nucleosome: ∼147 base pairs
of DNA in a left-handed super-helical turn around a core of eight histone proteins
(two copies each of H4, H3, H2A and H2B) [5]. The X-ray structure of the nucleo-
some was resolved in 1997 with a resolution of 2.8Å [6]. The current best resolved
structure, Nucleosome Core Particle 147 (NCP147) PDB entry 1KX5, shown in fig-
ure 1.1b, has a resolution of 1.9Å [4]. Successive nucleosomes are connected by
linker DNA segments, which vary in length depending on the organism, cell type,
and genomic region. Nucleosome Repeat Lengths (NRL = length of linker DNA +
147 bp) have been found to vary from 165 bp to 220 bp [7, 8]. In low salt concentra-
tion chromatin forms a “beads on a string” 10-nm fiber, as pictured in figure 1.1c
top panel. Addition of physiological salt concentration (0.15mol/L NaCl) and, op-
tionally, the histone proteins (H1 linker histone), drives chromatin to condense into
a more compact fiber, often referred to as the 30-nm fiber, as pictured in figure 1.1c
lower panel.
The structure of chromatin, beyond the 10-nm fiber, remains an intense topic
of research and debate [9–12]. The traditional textbook view (figure 1.1a) is that
10-nm chromatin folds into a regular and rigid 30-nm solenoid [13], zigzag [14–16],
or heteromorphic [17] fiber. However, accumulating new evidence is now shifting
1
CHAPTER 1. INTRODUCTION
Figure 1.1: Chromatin structure. (a) “Text book” style illustration of chromatin: DNA
wraps around histones forming nucleosomes, nucleosomes package together forming the
chromatin fiber, higher order folding produces a metaphase chromosome. The image is
taken from the National Human Genome Research Institute https://www.genome.gov/.
(b) Crystal structure of a nucleosome, PDB entry 1KX5 [4]. The DNA is gray, the histone
proteins are colored and labelled, there are 2 copies of each histone giving a total of 8
histone proteins forming the octamer core of the nucleosome. (c) Electron-microscopy
images showing de-condensed “beads on a string” chromatin in the upper panel and a
condensed 30nm chromatin fiber in the lower panel. These images are from Ref. [2].
the structural paradigm in favor of the ‘liquid-like’ or ‘fluid-like’ model [11, 18],
which suggests that 10-nm chromatin fibers condense into an irregular and dynamic
polymorphic ensemble [9, 19, 20]. The term liquid here is used to emphasize a com-
pact chromatin structure that is absent of long-range translational order, and where
nucleosomes can flow and relax easily. Several consistent models where chromatin
exhibits a disordered organization based on the 10-nm fiber have been proposed
recently, including hierarchical looping [21, 22], nucleosome clutches [23], multiplex
higher order folding [24], and the sea of nucleosomes [25]. The liquid-like behavior of
chromatin is consistent with its heterogeneity in vivo, e.g. varying DNA sequences,
non-uniform NRLs, nucleosome free regions, and dynamic nucleosome sliding and
breathing motions. Many of these factors can independently enable chromatin poly-
morphism (folding of fibers into irregular loops, hairpins, and bends) by giving rise
to different nucleosome orientations and interactions [20, 26, 27].
Furthermore, it has been realized that chromatin and associated biomolecules can
undergo liquid-liquid phase separation (LLPS) in vitro and in cells [28–40]. LLPS
is postulated as a mechanism, alongside others [41], to explain genome compart-
mentalization without the use of physical membranes [28, 30, 31]. The emergence
of intranuclear phase separation is intrinsically linked to the complex and crowded
biomolecular environment of the cell nucleus [42, 43], i.e. the nucleoplasm is a mul-
ticomponent mixture of proteins and nucleic acids with varying compositions across
different regions [44]. LLPS occurs when the energetics of the inter-molecular in-
teractions overcome the entropy loss from demixing into the phase separated liquid
states; this is controlled by the concentration and identities of the molecules in
solution, the temperature, and the salt concentration [45, 46].
The advent of experimental techniques such as chromosome conformation cap-
ture [47–49], which creates genome wide interaction maps, and high resolution mi-
croscopy techniques such as ChromEMT [50], which can directly visualize in vivo
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chromatin, have significant advanced the knowledge of chromatin structure. How-
ever, they still do not have sufficient resolution to resolve sub-nucleosome level inter-
actions or dynamics; this is where computational modeling becomes an indispensable
tool, allowing close up atomic level views and linking the gaps between nanometer
scale process with larger scale processes observable in experiment.
In this work, we develop a multiscale chromatin model which incorporates infor-
mation from all-atom nucleosome simulations, can represent chromatin at amino-
acid and DNA base-pair resolution, and reach length scales of hundreds of nucleo-
somes and multiple interacting chromatin fibers. The model allows us to decipher
how small structural nucleosome changes can effect higher order chromatin struc-
ture. The next two sections will cover some details on nucleosome structure and
existing biomolecular coarse-grained models and chromatin-specific computational
models.
1.1 Structural details of DNA and nucleosomes
Double stranded DNA (here referred to as simply DNA) is composed of two poly-
nucleotide strands, strand 1 and strand 2, coiled around each other in a right-handed
double helix as pictured in figure 1.2. A nucleotide consists of a nitrogenous base —
Adenine (A), Guanine (G), Thymine (T), or Cytosine (C) — attached to a deoxyri-
bose sugar and a phosphate group. Within a single strand of DNA, the phosphate
of each nucleotide covalently binds to the deoxyribose sugar of the subsequent nu-
cleotide, yielding the sugar-phosphate backbone. The idea of directionality of a
strand of DNA emerges because the last atom of a strand can be either a 5’ or 3’
ribose carbon; hence, there are two possible directions in which one can read the
sequence of bases that make of the strand: the direction from the 5’ base to the 3’
base, or from the 3’ base to the 5’ base. Since DNA is only synthesized in vivo in
the 5’ to 3’ direction, this is defined as the forward direction.
DNA hydbrization — i.e., the pairing of two complementary strands to form a
double stranded DNA — derives from the ability of bases to pair. That is, two
complimentary bases (A is complimentary to T and C is complementary to G) can
form long-lived canonical hydrogen bonds with one another. When two strands
with complementary sequences of nucleotides hybridize, all bases of strand 1 pair
via hydrogen bonds with the bases of strand 2, and subsequently, the base pairs
establish π – π stacking interactions. Because of the directionality of DNA, the
two strands forming the hybridized DNA run in opposite directions and are, thus,
referred to as anti-parallel. Within double stranded DNA, two sequential base-pairs
(i.e. four bases) are called a base-pair step; as is customary, in this thesis we label
a base-pair step as XY, where XY represents the two bases on the 5’ to 3’ strand of
the DNA (or strand 1). The identity of the bases on strand 2 follows directly from
this, as it corresponds to the complementary bases to X and Y. For example, base-
pair step AC refers to bases AC on strand 1 and bases GT running in the opposite
direction on strand 2. Due to the asymmetry of the nucleotides, the grooves of the
double helix are different in size. The smaller groove is called the minor groove and
the larger groove is termed the major groove.
The flexibility of DNA is greatest when bending in the direction of the major or
minor grooves as opposed to bending in the direction of the phosphate backbone [51].
Therefore, when wound around the nucleosome core there are 10 bp (approximately
3
CHAPTER 1. INTRODUCTION
Figure 1.2: DNA structure. (a) Molecular structure of DNA, the atoms types are color
coded corresponding to the legend. The major and minor grooves are indicated. (b)
Complementary base-pairing of the four DNA nucleotides. This image is taken from the
National Human Genome Research Institute https://www.genome.gov/.
the pitch of DNA) periodic oscillations in the degree of bending corresponding to
where the major groove of the DNA faces inwards and again, with a 5 bp phase shift,
when the minor groove faces inwards [5, 52].
It is well known that the mechanical properties of DNA are sequence depen-
dent [53]; this, combined with the asymmetric bending of the nucleosomal DNA,
led to the idea of the so-called nucleosome positioning code [54]. The nucleosome
position code postulates that base-pair steps are not uniformly distributed along the
nucleosome, but instead, some base-pair steps are more likely to be positioned at
specific locations depending on their intrinsic flexibility. Experiments have shown
that base-pair steps AA, AT, TT, and TA are more likely to be found at positions
where the minor groove faces the histone protein core, and CC, CG, GC, and GG
are more likely to be positioned at sites where the major groove faces the histone
protein core [54–56]. Another prevalent DNA sequence seen in nature are poly-A
tracts in nucleosome free regions [57, 58]. The repeated AA steps are stiff, which
inhibits nucleosome formation [59].
The eight histones that make up the protein core of the nucleosome have a
highly conserved structure comprised of a well-defined secondary structure, mostly
alpha-helical, and terminal tail sections (the N and C terminal domains) which are
Intrinsically Disordered Proteins (IDP). While the globular part of the histones make
up the core of the nucleosome, the histone tails extend out from the nucleosome,
mediating interactions with the nucleosomal DNA and other nucleosomes. The
tails are common sites for post-translational modifications, and their flexibility and
structure play important roles in nucleosome and chromatin structure. Indeed, by
determining crystal structures of tail-less nucleosomes, Iwasaki et al [60] found that
the removal of histone tails substantially decreases nucleosome stability.
The H1 linker histone is an additional highly abundant histone protein that does
not form part of the nucleosome core. Instead, the H1 protein sits outside and
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binds to the nucleosomal DNA at the so-called nucleosome dyad position. The dyad
position is the location of the central base-pair in a typical 147 bp nucleosome and
is labelled in figure 1.1b. While there are several variants of the H1 protein found
in nature [61], all are comprised of an intrinsically disordered N-terminal tail of ∼24
residues, a highly structured globular domain of ∼80 residues, and an intrinsically
disordered C-tail of ∼100 residues [62]. The linker histone has net positive charge,
and hence, efficiently screens the electrostatic repulsion between the two DNA linker
arms of a nucleosome. Such screening causes the DNA linker arms to change from an
open configuration to a compact configuration, reducing their flexibility and bringing
them together in a motif termed a ‘DNA stem’ [63]. The flexibility and unstructured
nature of the long C-terminal domain of H1 is thought to be very important in the
ability of linker histones to induce chromatin compaction, and modulate chromatin
structure [63, 64]. The concentration of linker histones in cells has been found to
range from 1 H1 per nucleosome to 0.1 per nucleosome, with a general trend that
chromatin with longer NRLs has higher H1 concentrations [8].
1.2 Computational modeling of chromatin
DNA is a challenging molecule to simulate, as both the length scales and time scales
relevant to describe its behavior in vivo span vast ranges. As previously mentioned,
the total length of DNA that can be present in a nucleus is 2 m, while the distance
between consecutive base pairs is only 3.4Å. Another striking contrast is that while
DNA sequence mutations are established on time-scales of years, the fastest elec-
tronic rearrangements within DNA take place on the sub-femtosecond scale [65].
Computational approaches to molecular simulation of DNA can be classified into
three general areas; in ascending order of time and length scale, these are: Quan-
tum mechanical, All-atom, and Coarse-grained descriptions. Although quantum
mechanical methods are only feasible for a few DNA base-pairs, such methods are
essential in the development of the force fields used in the next level up of all-atom
models. All-atom methods are widely used in biomolecular modeling; in particular,
they allow efficient sampling of DNA strands of up to ∼100 base pairs in explicit
solvent and ions [65]. DNA molecules larger than ∼100 base pairs are prohibitive to
simulate in part due to the cost of describing water molecules and ions explicitly —
for a typical simulation box more than 90% of the atoms will be solvent. Indeed, im-
plicit solvent descriptions can significantly increase the timescales and systems sizes
achievable for atomistic DNA simulations (e.g. Pyne et al [66] combined explicit and
implicit solvent molecular dynamics to simulate 339bp DNA mini-circles at all-atom
resolution). Finally, we reach the level of Coarse-Grained (CG) models, where var-
ious atoms are grouped together into a coarse-grained bead, and usually (although
not always [67, 68]) the solvent is treated implicitly. Models of low-resolution — i.e.
where whole proteins or tens of DNA bases are represented by a single bead — are
also called mesoscopic models [3]. For DNA, there is a wide-range of coarse-grained
models with resolutions varying from 6 beads per base up to 10 thousand base-pairs
per bead [65].
Some examples of high-resolution (i.e., where more than 1 bead is used to rep-
resent a base-pair) coarse-grained DNA models are: oxDNA [69], SIRAH [68],
3SPN [70], and MARTINI [71] (for a full review, see Dans et al [65]). A DNA
model that uses 1 bead per base-pair is the rigid-base-pair model [72–76], which we
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use in this work.
There is also a wide-range of coarse-grained models designed specifically to de-
scribe chromatin at varying resolutions. We note that the design of the coarse-
grained models, and types of potentials to describe the interactions in each case is
intricately linked to the method used for sampling (e.g. Monte Carlo versus molec-
ular dynamics). A famous example is the model of Schlick et al [77]; this represents
the nucleosome core (including DNA but excluding histone tails) using 300 discrete
point charges, which positions and values are fitted to best approximate the full
all-atom electric field around the full nucleosome at a specific distance. The flexible
histone tails are modeled separately, using one bead per every five amino acids. The
linker DNA is modeled using a modified version of the discrete worm-like chain model
where each bead represents 10 base-pairs, with added negative charges [78]. In the
original formulation, linker histones are represented by a three bead rigid body per-
manently attached to the nucleosome dyad. The model uses Monte-Carlo sampling
with a salt dependent screened Coulomb interaction between all charged compo-
nents. The model has been used for numerous investigations. Collepardo-Guevara
and Schlick found that variations in the DNA linker length triggers chromatin poly-
morphism; that is combinations of different NRLs in the same fiber give rise to
very different chromatin fiber shapes, such as bent ladders, hairpins, and loops [20].
Bascom and Schlick [79] simulated 100 nucleosome fibers and found that the over-
all chromatin compaction is dependent on a cooperation between the linker histone
binding and the acetylation of the histone tails. Acetylation involves the addition of
a negatively charged acetyl group to a positively charged lysine residue. This results
in a folding of the tail reducing its interactions with other components [80].
The nucleosome model of Nordenskiöld’s group [81] uses the following higher-
resolution representation: one bead is used for each amino acid in the core protein,
including histone tails, one bead is used for each base pair, and 4 beads describe the
phosphates of a base-pair. The model also includes ions explicitly, and is sampled
via molecular dynamics. Using this model, Nordenskiöld and colleagues investigated
the effect of mono, di, and tri-valent cations on the intra and inter nucleosome inter-
actions finding that increasing the cation charge causes the nucleosome-nucleosome
interaction to switch from repulsive for monovalent cations to attractive for trivalent
cations. Importantly, this model does not contain linker DNA, so the nucleosomes
are not linked to one another but rather considered as separate composite particles.
The Monte Carlo model of the Olson group [82] pioneered the use of a rigid base-
pair parameterization of the DNA combined with a charged bead (one per every
three DNA base-pairs). The Olson model approximates the nucleosome core as a
wedge shaped excluded volume object with the charged amino acids grouped into
approximately 25 residues per charged bead. The histone tails are included as mobile
point charges constrained within spherical regions. The interaction energies among
beads consist of a screened Coulomb interaction. Collision detection is implemented
to enforce excluded volumes. This model has been applied to compute chromatin
fiber stiffness as a function of NRL. Additionally, the model is used as the basis of a
lower-resolution coarse-grained model that represents each nucleosome with a single
bead; this is done by parameterizing the nucleosome–nucleosome interactions using
a rigid base-pair like potential.
The Schiessel group [83] created a single nucleosome model also using the DNA
rigid base-pair model. They developed a Monte Carlo sampling approach to sample
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the DNA sequence space — a technique they called Mutation Monte Carlo — and
find the preferred base-pair sequences to form nucleosomes. Their results agreed with
the nucleosome positioning code proposed by Segal et al [54] earlier. Fathizadeh et
al used a molecular dynamics version of this model to investigate the binding and
sliding of the nucleosomal DNA [84].
More recently, the de Pablo group created the 1CPN model which uses a mul-
tiscale approach [85]. At the first level, they have a high-resolution coarse-grained
model for a single nucleosome based on the 3SPN DNA model combined with the
AICG protein model [86] (a one site per amino-acid model) which has been used in
previous single nucleosome studies [87, 88]. From this, by equating the interaction
parameters with the free energy measurements, they then developed the second level
lower-resolution coarse-grained chromatin model which has one cylinder per nucle-
osome (1CPN). The model can simulate the effects of different linker lengths and
DNA sequences. It has also been used to study the free energy profiles of the center-
to-center distance between two nucleosomes. The model gives good agreement with
experimental salt-dependent chromatin sedimentation coefficients of 12-nucleosome
207NRL chromatin.
The van Noort group used a rigid-base-pair resolution Monte Carlo chromatin
model to investigate the behavior of chromatin unfolding by force [89, 90]. While
accurate in the DNA description, the protein description in this model is oversim-
plified.
We have only mentioned a small number of existing models, which are most
similar in scope and characteristics to the one we will develop in this thesis. A fuller
review of the current sate of chromatin computational modeling, can be found in
Refs. [3, 65, 91–93].
1.3 Thesis overview — multiscale methodology
In this work we develop a multiscale methodology for chromatin simulation (fig-
ure 1.3). At level 1 we have all-atom simulations of single nucleosomes; level 2 we
have coarse-grained simulations at amino-acid and DNA base-pair resolution, with
systems sizes of tens of nucleosomes; and level 3 we have simulations at nucleosome
resolution with multiple chromatin fibers and hundreds of nucleosomes.
The level 1 all-atom simulations were performed in previous work by our research
group and will not be discussed in detail [64].
The level 2 and level 3 CG models were developed in this work and will be
explained in detail in the respective sections. Both use the “bottom-up” coarse-
graining methodology, that is the level 2 model is created from the level 1 simulations
and the level 3 model is created from the level 2 simulations. We have named the
level 2 model the “chemically-specific model” because it retains the identity of the
individual amino acids and DNA sequence and the level 3 model the “minimal model”
as it is a minimal representation needed to represent the chromatin properties of
interest.
Chapter 2 will cover some background theory on the topic of biomolecular sim-
ulation, chapter 3 will explain the development of the chemically-specific model,
chapter 4 contains simulations done using the chemically-specific model, chapter 5
will explain the development of the minimal model, and chapter 6 will contain the
simulations done using the minimal model.
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Figure 1.3: Multiscale chromatin model. Level 1: All-atom MD simulations of nu-
cleosomes to obtain key structure and physical information. Level 2: Our chemically-
specific coarse-grained model which represents DNA at base-pair resolution and protein
at amino-acid resolution. This model is able to link elementary properties of nucleosomes
to mesoscale behavior of oligonucleosomes. Level 3: Our minimal model, the nucleosome
histone core is represented by a single bead and the DNA is described by one bead per
5 base-pairs. It is able to simulate chromatin fibers with hundreds of nucleosomes and
perform coexistence simulations with over a thousand nucleosomes.
An animated illustration of our multiscale strategy can be found in https://
sef43.gitlab.io/ along with a selection of videos related to simulations performed
in this work.
1.4 Software used
Simulations were performed using the Large-scale Atomic/Molecular Massively Par-
allel Simulator (LAMMPS) program [94] (version 3rd March 2020) with our custom
code (see Code Availability). We used the program 3DNA [95] (version 2.3) within
our model building methods. All data analysis was done using Python (version
3.8.5) with NumPy (version 1.19.2) and SciPy (version 1.5.2). All data was plotted
using Matplotlib (version 3.3.2). Images were rendered using the Open Visualiza-
tion Tool (OVITO) software [96] (version 3.0.0). We used the Weighted Histogram
Analysis Method (WHAM) program [97] (version 2.0.9) to calculate PMFs.
1.5 Code availability





Background theory — biomolecular
simulation
In this chapter we go into the details of the theoretical and practical aspects of
biomolecular computer simulations.
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2.1 Statistical physics
We begin with a brief discussion of statistical physics, which is what our methods rely
on, as it provides a framework for relating the microscopic properties of individual
particles to the macroscopic properties of the entire system. A system is described
by a set of position coordinates r and their conjugate momenta p. The potential
energy E(r) of the system is a function of only the positions, the kinetic energy
K(p) is a function of only the momenta, and the total energy (the Hamiltonian H)
is the sum of these H(r,p) = E(r) +K(p). Assuming the system is in contact with
a heat bath of temperature T (i.e., it is in the canonical ensemble), we can write the









where β = 1/(kBT ) is the inverse temperature and the integral is over the entire
phase space, that is all the possible values of r and p. For simplicity we have not
included the commonly used normalization prefactor of 1/h3.
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where A(r,p) is the value of observable A when the system is in a state with specific
values of r and p. Thus, 〈A〉 is the expectation value, or measured macroscopic value,
of A.
The form of the Hamiltonian implies that the potential and kinetic energy can be
separated, and the probability distribution factored into a configurational pconfig(r)
and a kinetic pkinetic(p) term, as follows:






Using the standard form of the kinetic energy of K = p2/(2m) means that the ki-









where the result is the so-called Maxwell-Boltzmann distribution. For many-particle





cannot be calculated so easily, as it is usually a complicated function of the atomic
coordinates. Configurational properties (such as bond lengths, angles, radius of
gyration) depend only on the configuration part, i.e. the kinetic component vanishes

























However, the number of elements in the sum is given by the number of grid points
in discretized space (n) to the power of the dimension (d), times the number of
particles (N), n(dN). For instance, for 100 particles in a 3d space discretized into
100 grid points, the number of elements in the sum already equals 1003×100, which
is intractable. Importantly, in many physical systems, the most probable configu-
rations are strongly peaked around a small subset of all possible states. Hence, the
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majority of points chosen by uniformly sampling phase space will give vanishingly
small probabilities. If we instead choose points, not from a grid, but randomly from






where Ai are the discrete values of A sampled from the Boltzmann distribution. This
is known as importance sampling. Monte Carlo methods and appropriate molecular
dynamics methods allow us to sample points in configurational space according to
the correct Boltzmann weights.
2.2 Monte Carlo
The Monte Carlo method uses random sampling to obtain a sequence (or trajectory)
of samples from the probability distribution of interest P . Importantly, we only
require knowledge of a probability distribution f that is proportional to P . For our
purposes, this is the Boltzmann distribution. If we have a system in state x, then
we can compute the Boltzmann probability
f(x) = e−βE(x), (2.11)





What we cannot easily compute is Z. If we generate a new trial system state x′
which is perturbed from x, we wish to know if we should accept or reject this new
configuration using an acceptance rule that guarantees x′ is also sampled from the
Boltzmann distribution. The transition probability is p(x→ x′). Once equilibrium
is established, if we want to sample according to the correct Boltzmann weights, we
require that the average number of moves from state x to state x′ is balanced by the
number of reverse moves from x′ to x; this is the detailed balance condition, written
as,
p(x→ x′)f(x) = p(x′ → x)f(x′). (2.13)
The transition probabilities can be separated into a generation and acceptance step,
p(x→ x′) = g(x→ x′)a(x→ x′). (2.14)
The generation step can be chosen to be symmetric,
g(x→ x′) = g(x′ → x). (2.15)
For example, this could be a displacement by a random vector ∆x. The acceptance








which is satisfied by choosing a as the Metropolis criterion,
a = min(1, e−β(E(x
′)−E(x))). (2.17)
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Note the ratio f(x′)/f(x) = P (x′)/P (x), it does not matter that we cannot directly
calculate Z.
A Metropolis Monte Carlo simulation has the following steps:
• Initialize: Start in state x
• Iterate:
1. generate trial state x′
2. compute (E(x′)− E(x)) and the Metropolis criterion a.
3. generate a uniform random number r between 0 and 1
– if r < a: accept the move and set x to x′
– else: keep the system in state x.
4. append x to the trajectory (even if it stayed in the same state)
The trajectory of x values can now be used to compute the set of Ai in equation 2.10.
2.3 Molecular dynamics
Molecular dynamics samples the phase space of a system by solving the equations
of motion. We start with a system in a state with particle coordinates r, give them
initial momentum p = mv (where m is the mass and v the velocity), and propagate





This equation has to be solved numerically for all non-trivial systems. The most
commonly used method is an explicit time-stepping scheme called the velocity-Verlet
algorithm, a typical implementation is shown below:




xi+1 = xi + dtvi+1/2,
F i+1 = −∇E(xi+1),





Where xi and vi are the particle coordinate and velocity at timestep i, respectively,
and dt is the discrete timestep. It can be shown that the global error of this method
is of order dt2 (second order), and that it is a sympletic integrator [98]. This means
that although it will diverge from the “true” solution, as will all numerical schemes,
it will oscillate around the true Hamiltonian ensuring that important quantities,
such as energy and momentum, are conserved.
Molecular dynamics, as described so far, will sample the constant energy micro-
canonical ensemble. To sample the canonical ensemble, the system needs to be
connected to a heat bath (also called a thermostat). A variety of techniques exist
for thermostating. For our purposes, we will focus on Langevin dynamics. This
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Figure 2.1: Typical force field terms.
involves the addition of a random force and a drag force to equation 2.18, which









where γ is the friction constant and R is a vector of three delta correlated Gaussian
random numbers, 〈R(t)〉 = 0, 〈R(t)R(t′)〉 = δ(t−t′). A numerical scheme for solving
this equation is the Gronbech-Jensen Farago (GJF) integrator [99] shown below in
a form suitable for direct implementation:























Note that the only differences between the implementation of the standard velocity-
Verlet integrator and the Langevin integrator are the force calculation and the need
to remember the random numbers used in the previous time-step.
2.4 Potentials and force fields
We have discussed methods to sample configurations with a potential E(r) and now
we will discuss how to represent and calculate E (and F = −∇E). The potential
energy of classical molecular systems is traditionally approximated as the sum of
functions of bonds, angles, dihedrals, and pairwise interactions, as illustrated in
figure 2.1.
2.4.1 Bonds
A bonded interaction is a function of the distance r between two particles with




kb(r − r0)2, (2.22)
where r = |r1 − r2|, kb is the stiffness constant with units of energy per distance
squared, and r0 is the equilibrium bond length.
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2.4.2 Angles
An angle interaction is a function of the angle θ created by three particles with
coordinates r1, r2, and r3. We define two vectors v1 = r1 − r2 and v2 = r3 − r2,
the angle is then calculated as θ = cos−1(v1 · v2)/(|v1||v2|). A harmonic functional




kθ(θ − θ0)2, (2.23)
where θ0 is the equilibrium angle and kθ is the stiffness with units of energy per
angle squared. The range of θ is 0 to π.
2.4.3 Dihedrals
A dihedral interaction is a four body term that is a function of the dihedral (also
called torsion) angle between the two planes created by the first three and last three
sets of atoms respectively. If the displacement vectors between the 4 particles are v1,
v2, and v3, then the normal vectors to the planes are n1 = v1×v2 and n2 = v2×v3,








· n1 × n2
|n1||n2|
, (2.25)
where φ is in the range −π to π. An example function for the potential is a cosine
term,
E(φ) = kφ [1 + cos(nφ)] , (2.26)
where n is an integer and kφ is the energy term with units of energy per angle
squared.
2.4.4 Pairwise
Pairwise interactions are functions of the distance between pairs of non-bonded










where ε is the depth of the potential and σ is the distance at which the potential is
zero.
2.5 Coarse-graining
A very large amount of work has been done to create force fields for all-atom
biomolecules with explicit water, e.g. Amber [100], CHARMM [101], GROMOS [102],
OPLS [103]. However, despite the progress and high performance computing sys-
tems, it is not feasible to study large biomolecular systems, like chromatin, at the all
atom level. Currently only single and di-nucleosome systems have been simulated
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at meaningful timescales at full all-atom resolution; a comprehensive list of all-atom
studies can be found in [104]. We must mention that a 427-nucleosome (1 billion
atoms) all-atom simulation was performed in 2019 by Jung et al [105], but 130,000
cpu cores were needed to obtain a performance of just 1 ns/day.
A solution to facilitate the study of larger systems and/or reach longer timescales
is to coarse-grain the system. In the same way that all-atom (classical) molecular
dynamics is an approximation of the full quantum mechanical degrees of freedom,
coarse-graining takes the fine-grained system (all-atom in our current analogy, but
coarse-graining can be performed between any level of resolution) with coordinates
rf and potential Ef(rf) and maps them, via a coordinate mapping function M coords






where the subscripts ‘f’ and ‘c’ correspond to fine and coarse respectively. The idea
is that observables will be approximately the same for both systems,
〈O(Rc)〉 ≈ 〈O(rf)〉, (2.30)
while the number of degrees of freedom of the coarse-grained system is significantly
smaller,
Nc  Nf. (2.31)
Thus, with a fixed computational cost, a coarse-grained system can be simulated for
longer timescales than its fine-grained counterpart.
To create the CG mapping one typically begins by deciding how to map the
coordinates, e.g. place one CG coordinate (or CG bead) at the center of mass of each
amino-acid, this is the coordinate mapping function M coords. It is usually relatively
easy to design simple and robust versions of M coords. However, the challenge is to
construct Ec such that equation 2.30 holds. While is it possible to write down a
statistical physics definition of Ec in terms of the free energy [106]:
exp[−βEc(Rc)] =
∫
δ(M coords(rf)−Rc) exp[−βE(rf)]drf, (2.32)
it is not much use to the practitioner because, for any non-trivial system, it is
not possible to calculate the integral as it involves integrating over all degrees of
freedom of the fine-grained system. Therefore, in practice Ec must be created using
parameter fitting techniques. This means a functional form of Ec is proposed, e.g. a
Lennard-Jones interaction, then an observable to fit against is chosen, e.g. a radius of
gyration, and simulations are run using the coarse-grained model. Subsequently, the
CG observable is calculated and compared against the target value. The parameters
of Ec are then optimized (using any sort of global minimization technique, e.g. grid
search parameter sweep, gradient descent methods, simulated annealing etc).
Depending on what is being fitted, the CG methodology can be classed into
two categories: 1. Physics-based/bottom-up — this is where properties from the
fine-grain system (typically all-atom system) are directly fitted to; this could be the
radial distribution functions using iterative Boltzmann inversion [107]. 2. Data-
driven/knowledge-based/top-down — this is when the model is fitted to repro-
duce certain know experimental quantities, e.g. a persistence length of a polymer,
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or known molecular structures such as protein-data bank crystallographic struc-
tures [108]. Of course many CG models utilize both methodologies [109].
When deriving a CG model, a compromise will have to be made between the ac-
curacy, efficiency, and transferability. These terms respectively mean: how correctly
does the model predict observables, how much have the degrees of freedom been
reduced by upon coarse-graining, and is the model still correct when the domain is
changed.
2.6 Enhanced sampling methods
Molecular dynamics of biomolecular systems, even when coarse-grained, is often lim-
ited by insufficient sampling. This is due to rough energy landscapes with many local
minima separated by high-energy barriers, the system remains trapped in these local
minima for long timescales. Enhanced sampling methods aim to overcome this limi-
tation by driving the systems over the free energy barriers to more thoroughly sample
the system phase space with less computational cost than conventional MD [110].
A variety of enhanced sampling methods have been developed, such as replica ex-
change [111], umbrella sampling [112], metadyanmics [113], and simulated anneal-
ing [114]. We will explain replica exchange and umbrella sampling in detail as we
will use them in this work.
2.6.1 Replica exchange
Replica exchange, also known as parallel tempering, is an enhanced sampling tech-
nique that can be used on molecular simulations to improve sampling of the phase-
space [115]. The idea is to run multiple replicas of the system in parallel, each with a
different temperature, and periodically attempt to exchange which configurations are
at which temperature. The higher temperatures allow the system to overcome free
energy barriers and therefore improve the sampling. Using the Metropolis criteria to
perform the exchanges ensures detailed balance is obeyed and that the lower temper-
ature of interest is correctly sampling the Boltzmann distribution. The Metropolis
exchange criteria for the probability to accept an exchange between replica 1 and
replica 2 is












where T1, T2 are the temperatures of replicas 1, 2; and E1, E2 are the current values of
the potential energies for replicas 1 and 2 respectively. If molecular dynamics is being
used (Replica-Exchange Molecular Dynamics REMD), then upon an acceptance the







The number of replicas needed scales as
√
Nf where Nf is the number of degrees of
freedom of the system [116].
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Figure 2.2: Replica exchange method applied a toy system. (a) A trajectory ini-
tialized at x=10, with a temperature of 0.05 (dimensionless units), will remained trapped
in the meta-stable state of the rough potential energy surface E(x) = sin(x)2 + 0.01x2.
(b) Using replica exchange the sampled probability distribution at T=0.05 fully samples
the global minimum, this is because the high temperature T=1 replica can freely move
over the energy barriers. (c) Path of the trajectories in replica space. Line crossings cor-
respond to accepted exchange attempts. (d) Comparison of the non-replica-exchange and
replica-exchange trajectories, these are the trajectories used to plot the T=0.05 probability
distributions in a and b.
Figure 2.2 illustrates the method applied to a toy system with a rough potential
energy surface. Sub-figure 2.2a shows a trajectory initialized at x=10, with a tem-
perature of 0.05 (dimensionless units), that stays trapped in a meta-stable state —
it is unable to sample the global free energy minimum at x=0. In sub-figure 2.2b,
using replica exchange with 3 replicas and a higher temperature of T=1, the T=0.05
trajectory now reaches the global minimum. We can see that T=1 is a high enough
temperature that it can easily samples all states. The trajectories of the replicas are
shown in sub-figure 2.2c and the trajectories of a system at T=0.05 initialized at
x=10 is shown in sub-figure 2.2d, the blue line without replica exchange is trapped
in a meta-stable state, the orange line using replica exchange effectively samples the
global minimum.
Although replica exchange is traditionally performed using temperature as the
exchange variable it is possible to exchange different Hamiltonians between replicas,
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the general acceptance probability becomes [117],











This can allow for more efficient schemes, e.g. solute tempering [118]. The key
benefit of temperature replica exchange is that it is relatively simple to tune — by
counting the degrees of freedom in the system one can work out the temperature
scale that will give the desired acceptance ratio before actually running the simu-
lation [116]. More complex bespoke Hamiltonian replica exchange methods usually
need to be tuned manually by running trial simulations.
2.6.2 Umbrella sampling
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Figure 2.3: Umbrella sampling method to compute a free energy profile. (a)
Multiple biasing potentials are placed across the collective variable x. The free energy of
the system is the blue curve, in practice this is unknown. (b) Simulations are run for
each w, these are called windows. The resulting biased probability distributions P ′(x) are
plotted. (c) The unbiased free energies Fi from each window, they are each offset by a
different Ci. (d) WHAM is used to combine the windows and compute the free energy
curve.
The free energy of a system in the NVT ensemble is [98],
F = −kBT log(Z), (2.37)
where Z is the canonical partition function. We have mentioned previously how in
general Z is hard to calculate, however the most interesting information about a
molecular system is given by the differences in the free energy across system states.
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A reaction coordinate x (also called a collective variable) can be defined which is
a continuous variable that distinguishes the different states. The simplest types of
reaction coordinates are geometric distances, e.g. the distance between the center
of mass of two molecules, but there are many possibilities. The collective variable x
is a function of the atomic coordinates, x(r), and multiple different realizations of r
can map to the same x. The probability distribution of the system can be written




where we have integrated the Boltzmann distribution over all degrees of freedom for
each value of x. The probability distribution can be turned into a free energy [112]:
F (x) = −kBT log(p(x)) + C, (2.39)
where C is a constant and unimportant as we are only interested in ∆F . In the-
ory, the free energy profile along x could be computed by sampling the system in
equilibrium and recording the probability histogram of the values of x which occur.
However, for any non-trivial potential energy surface it will take a very long time
to achieve sufficient sampling to get an adequately converged histogram — the high
energy states will not be sampled.
To enhance the sampling a technique called umbrella sampling can be used. This
adds additional biasing potentials w(x) to the system to restrain it at certain values





where k is a constant with units of energy per units of x squared. We then run
multiple simulations, each restrained with a different w, and then combine them to
generate a probability distribution that sufficiently samples the whole range of x.
The process is illustrated in figure 2.3 and explained in more detail as follows.
With a biasing potential w(x(r)) the potential energy becomes
E ′(r) = E(r) + w(x(r)), (2.41)
which leads to a probability distribution of
p′(x) ∝
∫
e−β(E(r)+w(x(r)))δ(x− x(r))dr ∝ p(x)e−βw(x) (2.42)
and a free energy of:
F ′(x) = −kBT log(p(x)) + w(x) + C = F (x) + w(x) + C. (2.43)
Thus the unbiased free energy F can be obtained by subtracting the biasing potential
w from the biased free energy F ′. However, when more than one biasing window is
used the value of C cannot be neglected as it will be different for each window. For
multiple biasing windows we have a set of unbiased (but offset by different Ci) free
energies,
Fi(x) = −kBT log(p′i)− wi + Ci. (2.44)
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To compute F , or P ∝ e−βF , over the full range of x the different Fi(x) need to be
combined, this can be accomplished by the Weighted Histogram Analysis Method














where they have been written in a fully discretized form. P (xj) is the resulting
unbiased probability distribution, j is the index for the discrete set of xj that P
is computed over. Nw is the number of windows, i is the index of each window,
ni is the number of data points (realizations of x) in the i-th window trajectory,
hi(xj) is the number of points in histogram bin j from trajectory i, and wi are the
biasing potentials. Both equations depend on each other so must be solved self-
consistently. In practice this is solved iteratively: initial guesses of Ci are chosen,
P is then calculated using equation 2.45, new values of Ci are then calculated using
equation 2.46, and the process is iterated until the differences between successive
values are sufficiently small.
The free energy curve along a collective variable is also called the Potential of
Mean Force (PMF), in this work we will use the two terms interchangeably.
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Chapter 3
Development of a chemically-specific
chromatin model
In this chapter, I describe the original development of a chemically-specific coarse-
grained model for chromatin (level 2 in our multiscale hierarchy). The development
of this model is part of the publication [121].
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3.1 Introduction
Inside cells, nucleosomes are highly heterogeneous both in terms of their chemi-
cal composition and structure. Importantly, such heterogeneity has been shown to
sensitively affect the 3D organization of chromatin inside cells [122]. Thus, devel-
oping a chemically-specific model that can link the chemical heterogeneity and the
spontaneous breathing motions of nucleosomes to chromatin self-assembly is highly
desirable. Here, we embark on such a task, and devise a chemically-specific model
for chromatin, where all proteins are resolved at single amino acid level and DNA at
base-pair level. The sequence-dependent DNA and protein models are developed in-
dependently of each other. In the following sections, I describe each of these models,
and their integration into our chromatin model.
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Figure 3.1: Chemically-specific coarse-grained DNA model. (a) All-atom structure
of DNA. (b) Coarse-grained (CG) mapping procedure, illustrating how the base-pair shape
can be approximated by an ellipsoid. c Our coarse-grained model of DNA, representing
the all-atom structure in sub-figure a. (d-e) Zoomed in views of a single DNA bead with
labels describing the geometry. The values of these parameters are in table 3.1.
3.2 Coarse-graining of DNA
DNA is a charged semi-flexible polymer with persistence lengths and torsional persis-
tence lengths of the order of tens of base pairs [123]. These properties are challenging
for standard bead-spring style polymer models to capture, and crucial to account
for the correct organization of nucleosomes within chromatin. Therefore, we use
the established rigid base-pair model of Olson and colleagues [124–129]. Impor-
tantly, because electrostatic interactions are well-established as major driving forces
in chromatin organization (i.e., the balance between DNA–DNA electrostatic repul-
sion, DNA–histone tail anion-cation attraction, and the screening by counterions
in solution), a critical step in our approach is to extend the rigid base-pair model
by adding two charge sites per base-pair, centered at the position of the negatively
charged phosphate groups. Hence, as pictured in figure 3.1, a DNA bead in our
model is made up of three particles: one ellipsoid that represents the rigid base-pair
and two point particles for the charge sites. These three particles are held rigidly
together as a composite coarse-grained DNA bead. The ellipsoids are defined by a
position vector, a quaternion orientation, and a shape (the length of the three ellip-
soid axes). We set the mass of the ellipsoid to that of a DNA base-pair. The masses
of the phosphate charge sites are set to a very small but non-zero value, so that they
can be considered as virtual interaction sites. The non-zero mass is implemented
simply to ensure computational stability. The ellipsoid shape and size, together
with the relative position of the phosphate point particles within the ellipsoid, are
set to approximate the geometry of an atomistic DNA base pair, via the parameters
summarized in table 3.1.
The ionic effects of physiological monovalent ions in solution are approximated
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Ellipsoid mass 650 g/mol
Phosphate mass 1e-6 g/mol
Ellipsoid charge 0
Phosphate charge −1e
Table 3.1: Parameters of DNA model, corresponding to the labels in figure 3.1.
by an implicit solvent model via an screened Coulomb potential. The Langevin
dynamics approximates thermal and viscous effects of the solvent.
3.2.1 Rigid base-pair model
The Rigid Base-Pair (RBP) model approximates DNA base-pairs as rigid planes,
and bonded interactions between adjacent base-pairs are given by a six-dimensional





∆φ = (φ− φ0) (3.2)
where φ = (Dx,Dy,Dz, τ, ρ, ω) and K is a 6× 6 stiffness matrix. φ is the instanta-
neous value of the helical parameters, the components are shift, slide, rise, tilt, roll,
and twist respectively and are pictured in figure 3.2. φ0 are the mean helical param-
eter values analogous to equilibrium bond lengths. This potential is DNA sequence-
dependent; therefore, each distinct base-pair step has its own values of K and φ0.
Considering the four different DNA bases, there are 16 possible base-pair steps; how-
ever, due to symmetry of the complementary base-pairing, this is reduced to only 10
unique steps: AA/TT, AC/GT, AG/CT, AT, CA/TG, CC/GG,CG,GA/TC,GC,
and TA. The complementary steps (e.g AA and TT) differ only in the signs of shift
and tilt which are flipped. These parameters have been defined in literature by X-ray
crystallography [128] and molecular dynamics simulations [73, 75]. To calculate the
helical parameters in our model we use the ‘structure and conformation of helical
nucleic acids: analysis program’ (SCHNAaP) [130] algorithm which we describe in
section A.2.
Traditionally, the RBP model has been used as a coarse-grained model to inves-
tigate DNA via Monte Carlo simulations, which only requires the potential energy
and not its derivatives. However, to use the RBP potential in molecular dynam-
ics simulations, the forces and torques must be defined. Following the method of









(φi − φ0i)Kij(φj − φ0j), (3.3)
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Figure 3.2: DNA base-pair step helical parameters. All diagrams show a positive
value of the respective parameter. The shaded side denotes the minor groove side of the
base-pairs. The axis are defined such that the x axis points from the minor-groove side to
major-groove side, the z axis points in the forward direction of strand 1 (strand 1 is the
left side if the minor groove is at the front), and the y axis is therefore the cross product
of z and x. These images were reproducing using 3DNA [131, 132].




Kij(φj − φ0j). (3.4)
The three rotational components of the partial derivative of φ with respect to rk
vanish because tilt, roll, and twist do not change on translation of the base-pairs.
∂φi
∂rk
= 0, i = 4, 5, 6. (3.5)
To compute the partial derivative of the spatial components, we note that the
calculation method (see section A.2) of shift, slide, and rise uses the equation:
φi = Tijxj, i = 1, 2, 3, (3.6)
where Tij are the components of the mid step orientation matrix T, and xj are







= Tijδjk = Tik, (3.7)
where we note that T does not vary with ∂rk. Therefore, the force is given by:
Fk = −TikKij∆φj, (3.8)
for k = 1, 2, 3, where i sums from 1 to 3 and j sums from 1 to 6.
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Where ∂θk is an infinitesimal rotation about the kth axis. Unlike the force, this





where ∆θk represents rotating the base-pair by small angle of magnitude ∆θ about
the k axis. In practice, we use a value of 0.00001 radians for ∆θ. The reason
why it cannot be computed analytically is because the function that computes the
helical parameters is not a closed form analytical equation, but rather a heuristic
computational procedure (given in section A.2).
3.2.2 Pairwise terms
To model the electrostatic interaction between DNA we use a screened Coloumb
interaction which approximates the screening effects of counterions in solution. This





where qi, qj are the charges of the interacting pair of particles separated by distance
r, ε0 is the vacuum permittivity, εr is the relative permittivity (which we set to 80
corresponding to water for the entirety of this work), and κ is the inverse Deybe
length λD, which is a function of the chosen monovalent salt concentration c.





where kB is the Boltzmann constant, T is the temperature, NA is the Avogadro
constant, e is the elementary charge, and c is the monovalent salt concentration in
units of mol/L.
This interaction is only counted between DNA beads that are not directly bonded.
For clarity, as pictured in figure 3.3, this means that a DNA strand of three base-
pairs in length has the following interactions: The two phosphates on base-pair 1
each interact with the two phosphates on base-pair 3. The phosphates on base-pair
2 do not interact with anything. The ellipsoids have no pairwise interaction because
their charge is zero.
Typically, additional excluded volume terms, usually in the form of Lennard-
Jones style interactions, would be used to prevent molecules from overlapping with
each other. However, when the system contains only DNA, we have found that at
the relatively low salt concentrations we use in this work (<0.3M), the electrostatic
repulsion alone is sufficient to account for DNA–DNA excluded volume. When we
introduce the protein model, additional excluded volume terms will be included
between DNA and proteins.
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Figure 3.3: DNA model interactions. The bonded interactions (RBP potential) oc-
cur between the adjacent ellipsoids, the pairwise electrostatic interactions occur between
phosphates on non-directly bonded base-pairs.
3.2.3 DNA energy function




















3.3 Coarse-graining of proteins
For our CG protein model we use the model of Dignon et al [133], which repre-
sents each amino-acid residue with a single point-particle bead that has a sequence-
dependent set of parameters, including charge, excluded volume radius, hydropho-
bicity, and mass (table 3.2). As pictured in figure 3.4, the beads are positioned on
the Cα atoms of the amino acid they represent. Furthermore, amino-acids are cat-
egorised into either Intrinsically Disordered Protein (IDP) domains which are fully
flexible and have a bond topology that follows the protein backbone, or globular
domains which are regions that maintain secondary structure which is enforced in
the model with a elastic network model.
3.3.1 Bonded interactions




k (r − r0)2 , (3.14)
where k is the bond energy, r is the current bond length and r0 is the equilib-
rium bond length. For all bonds, we use the same parameters. That is, k =
10 kcalmol−1Å−2and r0 = 3.5Å, as proposed by Dignon et al [133].
The globular domains are kept restrained in their fixed secondary structure by
the use of an elastic network model, specifically a Gaussian Elastic Network model
(GNM)[134]. Using the reference all-atom protein structure, all beads in the globular
domain regions which are within 7.5Å of each other are bonded together using a
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Amino acid Mass (g/mol) σ (Å) Charge (e)
ALA 71.08 5.04 0
ARG 156.2 6.56 1
ASN 114.1 5.68 0
ASP 115.1 5.58 -1
CYS 103.1 5.48 0
GLN 128.1 6.02 0
GLU 129.1 5.92 -1
GLY 57.05 4.50 0
HIS 137.1 6.08 0.5
ILE 113.2 6.18 0
LEU 113.2 6.18 0
LYS 128.2 6.36 1
MET 131.2 6.18 0
PHE 147.2 6.36 0
PRO 97.12 5.56 0
SER 87.08 5.18 0
THR 101.1 5.62 0
TRP 186.2 6.78 0
TYR 163.2 6.46 0
VAL 99.07 5.86 0
Table 3.2: Amino acid parameters taken from Ref. [133].
harmonic interaction term in the same form as equation 3.14. The value of k is also
set to 10 kcal/mol/Å2, and the values of r0 are set equal to the value in the reference
structure.
3.3.2 Pairwise interactions






where the parameters are the same as for equation 3.11. Additionally, for short range
interactions we use the experimentally parameterized Kim-Hummer model [135],
which provides both excluded volume effects and amino-acid specific attraction/re-
















Where each amino acid pair has unique values of ε, λ, and σ which are determined
from
ε = |α(εMJ − ε0)| (3.18)
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Figure 3.4: Coarse-graining of protein. (a) Example All-atom structure of a Intrinsi-
cally Disordered Protein (IDP). (b) Coarse-Grained (CG) structure representing (a). (c)
Bond topology of the IDP corresponding to (b). (d) Illustration of the CG mapping pro-
cedure, the CG beads are positioned on the Cα atoms of the all-atom amino-acids. (e)
Example all-atom structure of a globular protein, (f) CG structure representing (e), (g)
Elastic network bond topology of the globular protein, corresponding to (f).
λ =
{






(σi + σj), (3.20)
where ε is from the Miyazawa-Jerningan statistical contact potential [136] (each
amino acid pair has its own value), ε0 and α are constants, which have six possible
options identified in the original literature. Following Dignon et al [133], we use
parameter set D for interactions between IDPs and set A for when either amino-
acid in the interacting pair is part of the globular domain. Both sets are listed in
tables D.4 and D.5. The σi values are the exclude volume sizes of the amino acid
and are in table 3.2. The potential is plotted in figure 3.5 for a range of values.
The pairwise interactions are turned off for beads that are connected by a bond.
Furthermore, a bead that is part of a globular domain GNM will not have pairwise
interactions between any beads in the same GNM. The GNM restrains the overall
structure, internal pairwise terms will have no effect so can be dropped to reduce
computation time.
3.4 Chromatin model
To simulate chromatin we combine the DNA model and the protein model creating
our ‘chemically-specific’ CG chromatin model (figure 3.6), this is readily doable as
both models are at similar resolutions and share the same electrostatic potential.
The only addition needed is to generate parameters for the EKH interaction between
DNA and proteins.
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Figure 3.5: The KH potential (equation 3.16.) Plotted for the range of values typical
of the model.
Figure 3.6: Chemically-specific coarse-grained chromatin model (Level 2 in the
multi-scale method hierarchy). (a) All-atom nucleosome ∼30, 000 atoms not including
solvent. (b) Coarse-grained (CG) nucleosome ∼1000 beads, with implicit solvent. (c) CG
12-nucleosome chromatin.
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Figure 3.7: Comparisons of the All-Atom (AA) and coarse-grained (CG) radial distribution
functions (RDFs) for (a) DNA ellipsoid–protein and (b) DNA phosphate–protein.
3.4.1 Fitting DNA-protein interaction
To parameterize the hydrophobic interaction between DNA and the different amino
acids — i.e., the parameters for the potential EKH between DNA and protein
beads — we optimize the DNA ellipsoid–protein and the Phosphate–protein radial
pair-wise distance distribution functions (RDF) of the coarse-grained simulations
to match those computed from our 211-bp all-atom simulations of single nucleo-





where nr is the number of particles found at distance r in a spherical shell of thickness
∆r. To find nr, we construct a histogram of all pair distances where nr are the
bin heights, and ∆r are the bin widths. By plotting the RDFs from the all-atom
simulations we first estimated σDNA-protein and σPhosphate-protein by reading off the
location of the maximum of the RDFs. We then optimized the corresponding ε
values by performing a grid search, i.e. running the CG nucleosome model for
different trial ε values, computing the RDF and comparing to the all-atom RDF.
For simplicity, we treat all DNA-protein interactions as being the same, note that
the protein beads still have their unique value of intrinsic charge; thus, the DNA-
protein pair potential is amino acid sequence-dependent due to the electrostatic
contribution. The resulting fitted values are given in table 3.3, and the RDFs are
plotted in figure 3.7.
Interaction σ (Å) ε (kcal/mol) λ
DNA ellipsoid–protein 8 0.01 1
DNA phosphate–protein 4 0.1 1
Table 3.3: DNA–protein interaction parameters for EKH.
For DNA-DNA interactions the EKH term is set to zero, the DNA-DNA electro-
static repulsion is sufficient to account for the excluded volume.
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3.4.2 Total chromatin energy function














































The parameter definitions and values for all terms can be found in the preceding
sections and a summary is given in table D.2.
3.5 Breathing and non-breathing nucleosomes
We developed two versions of the model: (a) breathing (i.e., with nucleosomes that
are allowed to breath spontaneously as found in vivo) and (b) non-breathing (i.e.,
with nucleosomes that are constrained to remain fully wrapped). We expand on the
importance of these differences in the next Chapter. In practice, these two versions
differ only in how the DNA beads are bound to the histone protein core. In the
breathing case, DNA ellipsoids and amino acid beads interact exclusively via the
pairwise interactions EElectrostatic and EKH — this leaves the DNA free to bind and
unbind spontaneously due to thermal fluctuations (i.e., “breathe”), and slide around
the nucleosome core. In contrast, non-breathing simulations further constrain nucle-
osomal DNA by permanently bonding it to the histone core; this is implemented by
including the DNA beads in the GNM with the same 7.5Å threshold. This prevents
these nucleosomes from breathing and sliding, and hence, forces them to remain
fully wrapped.
3.6 Generating initial structures
Our reference structure for generating the CG chromatin structures is the all-atom
nucleosome structure we use in our previous work [64]. This is a 211 bp nucleosome
(modelled based on PDB structure 1KX5 [4]) with one H1 linker histone protein
added to the nucleosome dyad.. The all-atom simulations were run using Bias ex-
change Meta-dynamics simulations, and the configuration of the most populated
cluster was taken as our reference structure.
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Our method for creating a CG chromatin fiber from a single nucleosome structure
consists of first mapping the all-atom nucleosome into our CG representation. Sub-
sequently, we replicate the CG nucleosome and join multiple nucleosomes together
following the DNA polymer.
Firstly, from the all-atom structure we fit rigid base pairs (position vector and an
orientation matrix) to the DNA using the software x3DNA [131]. The positions of
all protein beads are defined by extracting the coordinates of the C-α atom for each
amino-acid. The protein beads are categorised, using the definitions in table 3.4,
into globular domains or histone tails (IDPs).






Table 3.4: Definition of histone tail regions. For H2-H4 all other residues are classified as
belonging to the central globular region — the histone core. For H1 the other residues
belong to the H1 linker histone globular domain, which is separate and distinct from the
core globular domain.
In total, the nucleosome core has ten disordered tails and H1 has two. The
nucleosome core globular domain amino-acids are all incorporated into one GNM.
The H1 GD is incorporated into its own separate GNM. To create the GNMs, we
create bonds between all pairs of protein beads that are within 7.5Å of each other.
The DNA strand is then created by connecting beads in the order of the DNA
sequence. Similarly, histone tail bonds follow the protein backbones.
This gives rise to the structure of a 211 bp single nucleosome; that is, a list of
coordinates for all beads xi, a list of quaternions for the DNA ellipsoids qi, and a
bond topology. Depending on the desired nucleosome repeat length, DNA bases are
removed equally from each end of the DNA sequence.
To create a chromatin fiber of N nucleosomes, we repeatedly replicate the nucle-
osome and append it to the the current chromatin fiber, following the DNA strand.
To position it in the correct location, that is a location which approximately mini-
mizes the DNA bond energy, we first need to calculate the equilibrium position and
orientation for the n+ 1 DNA bead, where n is the current number of DNA beads.
If xn is the coordinate of the current terminal DNA bead, and qn is the orienta-
tion, we compute xn+1 and qn+1 as





, ẑn, ω), (3.30)
whereDz is the equilibrium value of DNA rise, ω the equilibrium value of DNA twist,
ẑn is the z direction unit vector of DNA bead n, and rotate(q, r, θ) is a function which
rotates q by angle θ about axis r.
We then take the coordinates and orientation of the first DNA bead in the
reference nucleosome x1 and q1, and, changing the representation of q1 into matrix
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Figure 3.8: Creating chromatin arrays from nucleosomes. (a) The linker DNA
arms are pulled in opposite directions. (b) The nucleosome is replicated and transformed
into a position where joining the DNA results in a DNA bond that is close to its energy
minima. (c) A “A beads on a string” chromatin array.




R11 R12 R13 x1,1
R21 R22 R23 x1,2
R31 R32 R33 x1,3
0 0 0 1
 . (3.31)
Similarly, we create M2 using qn+1 and xn+1. The transformation (a combined




All coordinates in the reference nucleosome are then transformed by A, the new












where i is the index of the i-th bead. The new DNA quaternions are created by
transforming their matrix representation by the rotational component of A
R′ =
A11 A12 A13A21 A22 A23
A31 A32 A33
R. (3.34)
The R′s are then changed to the quaternion representation giving q′
i
and the new
coordinates and quaternions are appended to chromatin structure. If another nu-
cleosome is added, this procedure is repeated with the new values of xn and qn.
In practice, to avoid steric clashes, we first pull the linker DNA of the refer-
ence nucleosome such that the created chromatin will be in a “beads-on-a-string”
configuration; this is illustrated in figure 3.8.
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3.7 Computational implementation
The model we have described so far is in a general form and completely described by
the potential energy functions. We now need the ability to sample the equilibrium
configurations of the system in the Canonical ensemble. The two main methods
for achieving this are Monte Carlo and molecular dynamics (with an appropriate
thermostat).
The Rigid base-pair model is typically used in MC simulations — key reasons
for this are that the potential energy is a simple calculation, whereas, the forces
are less simple, namely the torque needs to be computed numerically rather than
analytically. Additionally MC sampling enables highly effective sampling of long
(but low density) polymer systems by use of pivot moves, or enhanced sampling trial
moves such as recoil growth [98]. Our system does involve long polymers, for which
MC would be ideal, however we expect the system to reach high densities, which
mean MC moves such as pivot moves, will be very hard to achieve with non-zero
acceptance probability, e.g. any global MC move will result in high energy molecule
overlaps. In our previous unpublished work we did begin using MC methods, and
we found that at physiological salt the densities become too large for this to be a
sensible sampling choice as the only MC moves that could be accepted were local
positional moves e.g. the displacement of a single base-pair. The global moves,
that make MC worthwhile, could not be successfully implemented. This lead us to
consider a Molecular Dynamics (MD) framework.
MD enables simulations at higher density because during a timestep all atoms
move following thermal motion and the potential gradient. Additionally, there are
a wealth of established MD codes we can use whilst for MC there are far less estab-
lished, generalized codes as practitioners usually implement bespoke codes. Using
MD means we do not have to implement the complex techniques that allow for good
scaling and high levels of parallelism, e.g. cell list domain decomposition. The non
standard parts of our model are the DNA bonds, the KH potential, the use of ellip-
soidal particles, and the use of rigid bodies. Existing MD codes have varying levels
of complexity in implementing new potentials and varying support for including fi-
nite size particles and rigid bodies. LAMMPS [94] is a code which already includes
ellipsoids and rigid bodies, furthermore its design allows for easy inclusion of new
potentials, therefore we have implemented the model in LAMMPS. An important
point is that the model could be implemented in other existing MD codes, with
varying degrees of difficulty.
3.7.1 Pairwise potential cutoff terms
The pairwise terms we listed in section 3.4.2, EElectrostatic and EKH, are short range
potentials, that is, they converge to zero within distances that are small with respect
to the size of the entire simulation box. This feature is essential for the efficient
implementation of molecular dynamics in LAMMPS — to avoid the N2 operation
of summing over all pairs of particles the potentials can be ‘cutoff’ (set to zero) for
pairs which have a separation larger than the chosen cutoff distance. LAMMPS uses
neighbour lists and the cell list method to achieve this. We will not discuss the full
details here, see [94], but simplistically each atom stores a list of which other atoms
are within the cutoff distance of itself. The lists do not needed to be updated every
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timestep if the list cutoff is greater than the potential cutoff. To update the list
each atom does not need to search over the entire simulation box, it only needs to
search within a certain domain, or cell, within the simulation box. This is the cell
list method: the simulation box is subdivided into cells, which have edge lengths
equal to or greater than the cutoff distance, and each atom belongs to one cell. To
find its neighbours an atom only has to search in adjacent cells. The has the effect
of reducing the order N2 scaling of molecular dynamics into an order N problem,
provided the particle density is homogeneous.
This means the forms of the potentials actually used in LAMMPS are
ELAMMPSElectrostatic =
{
EElectrostatic, r ≤ rc,




EKH, r ≤ rc,
0, r > rc,
(3.36)
where rc is the cutoff distance. For the electrostatic term we use a cutoff distance
of 3.5 times the Debye length [137] and for the KH term we use a cutoff distance of
3 times σ, as done in [133].
3.7.2 Implementation in LAMMPS
LAMMPS simulations are typically created using two files: the data file which con-
tains the initial structure of the simulation, namely coordinates of the atoms, bond
topology, and in our case the orientation and size of the ellipsoidal particles; and
the input script which contains the information about the potentials, the integra-
tion method, and how long the simulation should run for. The full details on how
to use LAMMPS can be found in its documentation. In this section we describe
and explain the typical data files and input scripts used for our model, therefore
by necessity this section is aimed at readers who have familiarly with LAMMPS. In
this section we will write LAMMPS input script commands in the following form:
Example command for a LAMMPS input script
The general structure of our LAMMPS setup is as follows. We use real units
units real
this means:
• distance = Angstrom
• time = femtosecond
• mass = grams/mole
• energy = kcal/mol
• charge = multiples of electron charge (electron = -1, proton = 1)
• temperature = Kelvin
The atom style is
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quaternion orientation unit quaternion (4d vector)
molecule ID integer
charge floating point number
mass floating point number
Table 3.5: LAMMPS atom properties
atom_style hybrid ellipsoid angle charge
this means atoms have the properties listed in table 3.5. An important point is
that atoms can be denoted as not being ellipsoids, this means they do not have
orientation or shape and are treated as standard point particles.
For bond style we use a hybrid style of the standard harmonic bond, our custom
DNA bond type, and the zero bonds type.
bond_style hybrid harmonic harmonic/DNA zero
harmonic is the standard LAMMPS harmonic bond, equation 3.14, we use it for all
protein bonds. The histone tail bonds are all bond type 1 and have the parameters
we mention in section 3.3.1:
bond_coeff 1 10 3.8
The elastic network model bonds also use this bond style, they each have a unique
bond type with number n > 3 and the bond coefficients are
bond_coeff n 10.0 r
where r is the equilibrium bond length of that specific bond in the elastic network
model. harmonic/DNA is our implementation of the rigid-base pair potential.
The source code files bond_harmonic_DNA.cpp and bond_harmonic_DNA.h
are available from our code repository (see section 1.5). This bond style reads in
two other files NAFlex_params.txt which contains the mean values and stiffness
matrices for each of the 16 base-pair steps and DNA_sequence.txt which contains
the list of which base-pair each DNA bead represents. The bond coefficients are set
to zero,
bond_coeff 2 harmonic/DNA 0 0
they have no effect and are simply left over from the implementation of the standard
harmonic bond type that we modified for our implementation. zero is a bond style
where there is no potential or forces and only the topology is recorded. We use this
to ensure that DNA beads do not have pairwise interactions with the DNA beads
they are bonded to, as explained in figure 3.3. Specifically the phosphate beads on
base-pair i are each bonded, using bond style zero, to both of the phosphates on
base-pair i+ 1 and i− 1. Used in combination with the command
special_bonds fene
which turns off pair-wise interactions between beads that are bonded together.
Moving on to the pairwise interactions we use a custom pair style which in-
cludes both the screened Coulomb interaction (equation 3.11) and the KH inter-
action (equation 3.16). This custom potential is a modified form of pair_style
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lj/cut/coul/debye which contains a screened Coulomb term and a LJ term,
the modified version, which was first created by Dignon et al [133] and shared with
us, incorporates the lambda parameter into the LJ term and is called pair_style
ljlambda and is implemented in the files pair_ljlambda.cpp and
pair_ljlambda.h available from our code repository. In the LAMMPS script it
is used as
pair_style ljlambda k LJCUT COULCUT
where k is the inverse debye length, LJCUT is the cutoff distance of the KH inter-
action and COULCUT is the cutoff distance for the Coulombic term. The pair style
coefficients are listed as
pair_coeff i j ε σ λ LJCUT COULCUT
where i and j are the atom types; ε, σ, and λ are same as equation 3.16; LJCUT
and COULCUT are the cufoff distance for the specific i− j pair. We note here that
the atom types run from 1 to 42. 1 to 20 are for the protein beads that are histone
tails, each type corresponds to one of the 20 amino acids. 21 to 40 are for the amino
acids that are part of globular domains, where once again each type corresponds to
one of the 20 amino acids. 41 is the DNA ellipsoids and 42 is the DNA phosphates.
The full details are in table D.1.
Supplementing the pair style, the dielectric constant is set to 80 to represent
water.
dielectric 80
The neighbour list skin distance is set to 10Å,
neighbour 10 bin
this skin distance is used for building the neighbour lists, all atoms pairs within
a cutoff distance equal to the potential cutoff distance plus the skin distance are
stored in the list. When any atom moves further than half the skin distance the
neighbour lists are rebuilt. Intra-molecule interactions are turned off for globular
domains and DNA beads (the composite of an ellipsoid and 2 point particles). For
implementation reasons each DNA bead is classed as a different molecule, that is
they have unique molecule id labels.
neigh_modify exclude molecule/intra globular_domain
neigh_modify exclude molecule/intra dna
We use a tiled communication style and dynamic load balancing using the recursive
coordinate bisectioning (RCB) method
comm_style tiled
fix bl all balance 1000 1.0 rcb
This means every 1000 timesteps the domain decomposition (which atoms belong to
which processors) is optimized to reduce imbalance in the amount of computation
done by each processor. For our systems which have heterogeneous density with
respect to the orthogonal simulation box this is crucial for computational efficiency.
The integration settings are different for the protein particles and the DNA
particles. For the proteins we use the standard NVE integrator (this uses a velocity-
verlet scheme) combined with the langevin thermostat with a temperature of 300K
and a damping time of 10,0000 fs.
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Figure 3.9: Performance of the chemically-specific model for 12-nucleosome chromatin
simulations in timesteps per second.
fix 1 protein nve
fix 2 protein langevin 300.0 300.0 100000.0 SEED gjf yes
The variable SEED is the seed for the random number generator, gjf yes means
we use the GJF formalism [99] which enables the use of a slightly larger timestep.
Note we use an older version of fix Langevin before the gjf setting was modified to the
version in the current LAMMPS master branch, this is included in our provided code
(see 1.5). For the DNA we use a rigid body integrator and a Langevin thermostat,
fix 3 dna rigid/nve/small molecule
fix 4 dna_ellipsoids langevin 300.0 300.0 100000.0 SEED angmom 3.0
The molecule keyword means each molecule (DNA bead) is treated as a separate
rigid body. The Langevin thermostat is applied to the DNA ellipsoids, the angmom
keyword means that the rotational degrees of freedom are included in the thermo-
stating procedure. We typically use a timestep of 40 fs which we determined is the
maximum possible value that ensures simulation stability.
timestep 40.0
run N
where N is the total number of timesteps to run a simulation for. Finally for some
of our simulations we use periodic boundary conditions and for others we use the
shrink wrap boundary conditions (essentially there are no boundaries, or it can be
thought of as a NVT simulation where the volume is significantly larger than the
molecule size). We use the former when there are multiple separate molecules in
the system and the latter when we are simulating a single polymer (e.g. a single
chromatin fiber) that has no chance of separating and diffusing away as separate
components. Complete input scripts for our simulations are available in our code
repository.
The performance of a 12-nucleosome chromatin simulation is shown in figure 3.9
as a function of the number of processor cores.
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3.8 Enhanced sampling — hamiltonian replica ex-
change
Preliminary simulations of the model indicated that at physiological salt conditions
of 0.15 mol/L NaCl, chromatin condenses into dense structures, additionally the
chromatin system is a highly branched polymer, consequently the free energy land-
scape is populated by many competing low-lying minima separated by high energy
barriers. Such a rugged energy landscape is difficult to sample with standard MD
simulations, as transitions across the high energy barriers are rare within the acces-
sible simulation timescales. To overcome this we developed a Debye-length Hamilto-
nian replica exchange method (HREMD) which varies the Debye length, and hence
salt screening, across replicas. The weakly screened (larger Debye length) chromatin
replicas have extended de-condensed configurations (due to the DNA-DNA electro-
static repulsion), which are easy to fully sample with MD. This is directly analogous
to the high temperature replicas of standard TREMD. The reason why we use this
HREMD over standard TREMD is twofold. Firstly, the number of replicas needed
is lower: a single nucleosome has approximately 1000 protein beads and, assuming
a NRL of 180bp, has 180 DNA base-pairs. Each protein has 3 degrees of freedom,
each DNA ellipsoid has 6 (3 displacements plus 3 rotational). This results in 4080
degrees of freedom per nucleosome, for a 12-nucleosome chromatin system this be-
comes 48960 degrees of freedom. Putting this into a TREMD temperature replica
generator [116] reveals that 80 replicas are needed to span the temperature range
300K to 600K with an acceptance probability of 0.3. For our HREMD method we
find that 16 replicas are sufficient to cover a large enough chromatin compaction
range with acceptance probabilities of 0.3. Secondly, all the replicas used in our
HREMD simulations are at physically meaningfully salt conditions and at 300K,
this means all replicas can be used for analysis, whilst in TREMD only the 300K
replica can be used (with additional reweighing procedures [138] other replicas could
be used with decreasing significance as the temperature increases).
The exchange probability between replica i and i+ 1 for the HREMD method is
given by:















where xi are the chromatin coordinates of the ith replica, and UλiD the potential
energy function with Debye length λiD. The exchange is accepted or rejected based
on the Metropolis criteria, and upon exchange the potential energy functions are
switched. For our 12-nucleosome chromatin systems, which we present in the next
chapter, we find that at the value of λD = 8.0Å (corresponding to 0.15mol/L salt),
the chromatin structures are compact and suffer from sampling issues, increasing
the Debye length to 15Å gives rise to open structures that can sample effectively.
We use 16 replicas in the range 8.0–15.0Å giving an acceptance probability of 0.3.
The difference between UλiD and Uλi+1D lies only in the EElectrostatic term, thus at
each exchange attempt step we first need to compute the current value of EElectrostatic
using λiD and then we compute the value of EElectrostatic again using the value of λ
i+1
D .
We implement our HREMDmethod by modifying an existing version of LAMMPS
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parallel tempering command from the REPLICA package. The source files hremd.cpp
and hremd.h are available in our code repository.
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Simulations of chromatin at DNA
base-pair and amino-acid resolution
In this chapter, we report results from our chromatin simulations using the chemically-
specific model described in the previous chpater. We present a combination of vali-
dation/testing exercises and novel results. Part of these results are in [121].
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4.10 12-nucleosome chromatin: effects of H1 linker histone . 66
4.1 Determination of the simulation timesteps
To determine the appropriate timestep to use in our simulations, we first looked at
systems of just DNA because this includes our newly implemented rigid base-pair
potential. Thus, the appropriate timestep for this model is unknown. Subsequently,
we look at the behavior of our full chromatin model with simulations of a single
nucleosome.
4.1.1 DNA model timestep
The stiffest parts of the DNA potential come from the rigid base-pair potential
so this will determine the maximum timestep we can use. Looking at the stiffness
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a NVE                                                     b NVT
Figure 4.1: Determination of timestep for the DNA model. (a) Average total energy
for NVE simulations using different timesteps. (b) Average total energy for NVT simula-
tions using different timesteps. The data points in both subplots are the mean±standard
deviation.
matrices the largest displacement force constants are approximately 10 kcal/mol/Å2.




which for our DNA beads mass of 650 g/mol gives t = 2.5ps. Checking the angular





where I is the moment of inertia. For our ellipsoid DNA beads, the smallest com-
ponent of I is about the y axis and is given by I = 1
5
m(a2 + c2) where a and c are
5.5Å and 1.75Å respectively. This gives an approximate period of 2 ps. These two
timescales suggest 200 fs as a sensible upper limit on the timestep, i.e. an order of
magnitude smaller. To check this, we ran NVE simulations of a single 100 bp coarse-
grained DNA strand to measure energy conservation as a function of timestep. All
simulations were initialized in identical states at 300K and then run for 1000 ns
using the respective chosen timestep. The mean total energies (potential + kinetic)
are plotted in figure 4.1a. We see that, as expected, there is significant divergence
of the mean energy for a timestep greater than 200 fs, while for timesteps less than
200 fs, the energies are indistinguishable. We repeated the same procedure in the
NVT ensemble using a Langevin thermostat with a damping period of 100 ps, the
mean energies are plotted in figure 4.1b. We see that a timestep of 100 fs gives
the same energies as a timestep of 1 fs. Thus we choose 100 fs as the appropriate
timestep for the DNA model.
4.1.2 Chromatin model timestep
For the protein model, from the work of Dignon et al [133], we know that a suitable
time-step is 10 fs. To verify this, we ran a NVE simulation of a single nucleosome
and verified that the energy is conserved; this is plotted in figure 4.2a. It is often the
case that when using Langevin dynamics (which we will be doing for all production
simulations), one can moderately increase the timestep; this is due to the damping
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a NVE                                                      b NVT
Figure 4.2: Determination of timestep for the chromatin model. (a) Energy
time-series for a NVE simulation of a nucleosome demonstrating energy conservation for a
timestep of 10fs (b) Average energy from NVT simulations of a nucleosome, as a function
of timetep, using two different Langevin thermostat settings. The data points are the
mean±standard deviation of the potential energy.
term reducing large unstable velocities. To investigate this, we ran the single nucle-
osome system in the NVT ensemble using a Langevin thermostat with a damping
time of 100 ps and measured the average potential energy as a function of timestep,
which is plotted in figure 4.2b. We found that the standard Langevin thermostat in
LAMMPS induces a noticeable change in the energy when the timestep is increased.
However, when using the GJF [99] formulation, the measured energy for a timestep
of 40 fs is indistinguishable from the energy with a timestep of 10 fs. This lead us to
choose a timestep of 40 fs, provided we use the GJF formulation, for our chromatin
model simulations.
4.2 Estimation of DNA persistence length
To test our chemically-specific coarse-grained DNA model, we computed the persis-
tence length of DNA as a function of monovalent salt concentration (Figure 4.3a)
and DNA sequence (Figure 4.3b). The simulations were performed using 300 bp
long strands of isolated DNA. Ten independent simulations were performed for each
data point, for a total simulation time of 100 million time steps per system.
The persistence length P of a polymer is described as the length at which cor-
relations in the direction of the polymer tangent are lost. We use the following
definition:
〈n(xi) · n(xj)〉 = e−l/P ,
l = |xi − xj|.
(4.3)
Here, n(xi) is the tangent vector of the polymer at position xi and l is the contour
distance in units of base-pair (bp). Note that the position is given in terms of the
polymer contour distance with units of base-pairs (symbol bp), e.g., x1 = 1 is the
1st base-pair and x10 = 10 is the 10th base-pair. To compute the value of P from
our simulations, we use the DNA ellipsoids quaternion orientation to directly give
the tangent vectors. The 20 base-pairs at each end of the strand were excluded from
the analysis to eliminate any edge effects. For each timestep, all pairs of n(xi) ·n(xj)
were computed and the average was taken over all timesteps for each l value. We
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a                                                             b
Figure 4.3: Comparison of DNA model persistence length with experimental val-
ues. (a) Persistence length of DNA in units of base-pairs (bp) as a function of NaCl con-
centration in mol/L at 300K. Blue circles are the values obtained with our simulations on
a set of 300 bp DNA strands. Red crosses (experimental 1) are values from single-molecule
high-throughput tethered particle motion experiments on DNAs of 1201 and 2060 bp at
room temperature [139]. Green squares (experimental 2) are values from Rayleigh light
scattering experiments for a T7 bacteriophage DNA from [140]. (b) Persistence length of
DNA as function of DNA sequence from our simulations (blue crosses) using a random
sequence and six poly(XY) sequences for DNA of 300 bp in length. We compare to values
from experimental cyclization assays [141], coarse-grain Monte Carlo simulations [142], and
all-atom MD simulations [142]. The data points are the values of P fitted by a non-linear
least squares fit of equation 4.3, the error bars are the standard error in P reported by the
least squares fitting method. 10 independent simulation trajectories were used.
then plot the scatter graph of l versus 〈n(xi) · n(xj)〉 and fit an exponential curve
to obtain P .
In figure 4.3a we have compared the salt dependent DNA persistence length mea-
sured with our model with two different sets of experimental values available in liter-
ature. Experiment 1 [139] are values computed from single molecule high-throughput
tethered particle motion experiments on DNA strands of 1201 and 2060 bp at room
temperature. Experiment 2 [140] are values computed from Rayleigh light scatter-
ing experiments for a T7 bacteriophage DNA. We see reasonable agreement with
our values and those from literature, the differences between our values and the
experimental ones are of the same order as the differences between those of the two
experimental plots. This highlights the difficulty in accurate measurement of the
persistence length of semi-flexible polymers with the existence of multiple techniques
and alternative definitions to our Eq. 4.3 [143–145].
In figure 4.3b we have plotted the sequence-dependent behavior of the persistence
length, our results follow the general trend where stiffness decreases going in the
order: [poly(AA), poly(AG), poly(GG), poly(TG), poly(CG), poly(AT)]. All but
one data point are in agreement with either the experimental and/or MD results.
The experimental results [141] are values computed from cyclization assays. The MD
simulation values [142] are from all-atom MD simulations of DNA of length 10-20 bp.
The MC simulation values [142] are from Monte Carlo simulations using a rigid-base
coarse-grained model of DNA for length 220 bp. We note that there are significant
differences between all the different reported sequence-dependent values of DNA
persistence lengths stemming from experiments and simulations, which is consistent
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with the aforementioned difficulty in accurate persistence length calculations.
4.3 Testing the HREMD method on a small DNA
circle
We first tested our HREMD method on a small 200 bp supercoiled DNA circle
(over-twisted by 10%), using our DNA coarse-grained model. We chose this system
because it can be sufficiently sampled across a wide-range of salt concentrations,
without the need of using enhanced sampling techniques. This system allowed us
to verify that our HREMD implementation was correct, i.e that it satisfies detailed
balance and the replicas correctly sample the distributions corresponding to the
Hamiltonian we give them. As required, we observe that at high salt, the super-
coiling dominates and, the small supercoiled DNA circle adopts a figure-of-eight
shape (plectonemic supercoiling) [66, 146, 147]. At low salt, in contrast and also as
expected [146, 148], the DNA–DNA repulsion dominates and the system adopts a
circular shape. For these tests, we ran the HREMD method using 16 replicas span-
ning a Debye length from 8 to 30Å. We chose the replica schedule using a geometric
sequence, shown in table 4.1, which produced exchange probabilities of 0.4.
Replica 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
λD (Å) 8.00 8.74 9.54 10.42 11.38 12.43 13.57 14.82 16.19 17.68 19.31 21.09 23.03 25.15 27.47 30.00
Table 4.1: Debye-length replica scheme. We have used a geometric sequence of increasing
Debye-length.
Figure 4.4 shows the results from the simulation. The potential energy for each
Debye length replica is plotted in figure 4.4 a. We see that the end points of the
replica range, 8.0Å and 30Å, are indistinguishable from the standard MD simulations
carried out at those Debye lengths, confirming that our method correctly obeys
detailed balance. In figure 4.4b, we show the radius of gyration for each Debye-length
replica, where the existence of two different states — corresponding to the circular
and figure-of-eight configurations — is clear. In figure 4.4b, we have plotted the
time series of each replica’s Debye-length values, demonstrating that the simulation
trajectories effectively travel through replica space.
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Figure 4.4: Testing the HREMD method on the salt dependence of DNA mini-
circle supercoiling. (a) The potential energy distributions for each λD, computed from
using the HREMD method, with overlayed curves from standard MD simulations at the
λD end points (labelled reference). We see that the distributions calculated from HREMD
and standard MD are in agreement. (b) Radius of gyration distributions for each λD, the
ordering of the peaks from left to right follows the same order as subfigure a, which is the
order of increasing λD. The supercoiled figure of eight state and the circle state are clearly
distinguishable as the two populations and are labelled. (c) Time series of the λD index
for each replica, showing good traversal of replica space.
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4.4 Nucleosome formation
In this section, we test the capacity of our chemically-specific model to capture
the spontaneous re-wrapping of nucleosomes (from free DNA and a histone protein
octamer) derived from its ability to account for the electrostatic and hydrophobic
DNA-protein interactions, and the mechanical properties of the DNA.
4.4.1 Completely unrestrained DNA
We first investigated the ability of the model to spontaneously form nucleosomes
from an initial state where the DNA is completely unbound from the histone core,
but while forcing the histone protein octamer to remain fully formed. The simula-
tions were performed by setting up a 211 bp DNA strand in a linear configuration
at a distance of more than 150Å from a randomly rotated histone core, as pic-
tured in figure 4.5a. A periodic simulation box was used to ensure the DNA and
protein eventually come into close enough contact for binding to occur. The box
dimensions were set to 800Å cubed, which is greater than the length of the DNA
strand by approximately 100Å; this ensures that the molecule will never see the
periodic copy of itself. We performed 64 repeats of this simulation, each with dif-
ferent random starting orientations, at a salt concentration of 0.15mol/L NaCl and
a temperature of 300K. The simulations were run for 100,000,000 timesteps (4µs)
with coordinate snapshots recorded every 10,000 timesteps, and energies recorded
every 1000 timesteps.
An example time series of the potential energy for one of the simulations is shown
in figure 4.6a. The sharp drop in the energy indicates the moment in time when a
binding event occurs. We computed the time taken for DNA binding to take place,
or tbind, in all the 64 simulations ( figure 4.6b), and found that for 46 simulations
out of the 64 tbind < 0.2 µs, for 63 simulations out of 64 tbind < 1.0 µs, and for one
simulation tbind = 1.6 µs. This indicates that the binding events are well within the
reach of timescales that can be comfortably investigated with our model.
An important observation is that the the final DNA-histone core bound configu-
rations obtained across the different simulations are heterogeneous. These structures
were categorised by visual inspection into the categories shown in the pie chart in
figure 4.5a. We observed that a canonical nucleosome (i.e., with left-handed DNA
supercoiling) is only correctly formed in approximately one third of the attempts, the
other resulting configurations include: reversomes —i.e., where the DNA is wrapped
in a right handed helix instead, “knotted” configurations — where the DNA coil-
ing is nucleosome-like but has DNA overlap, and “wrong” configurations — where
the DNA is bound to the histone but there is no nucleosome-like coiling. This
suggests that additional processes or constraints are required to ensure the model
always forms nucleosomes. This result is not surprising if one considers that the
assembly of nucleosomes in vivo relies on the action of histone chaperones and other
enzymes [149, 150], and in vitro [151, 152], on the use of slow salt gradients and cy-
cles of heating and cooling down; the latter which are aimed at relaxing metastable
DNA-histone configurations into the canonical nucleosomes, which represent the
global minimum. Experimental literature shows that the formation of nucleosomes
is significantly slowed when completely relaxed DNA is used. Futhermore, when
positively supercoiled DNA nucleosomes is used, nucleosomes fail to assemble, but
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Figure 4.5: Nucleosome formation. (a) Starting from an unbound configuration, as time
progresses, the DNA wraps around the histone core in one of four possible ways: left-handed
supercoiling (a canonical nucleosome) with a 34% probability, right-handed supercoiling
(a reversome) with a 30% probability, a knotted configuration which is neither a left-
handed or right-handed supercoil but still resembles a nucleosome-like shape with a 28%
probability, and other configurations which differ significantly from nucleosome topology
(“wrong”) with a 8% probability. (b) Starting with a fully unwrapped nucleosome, but with
the histone core bound to the DNA at a single point, we apply a weak super-coiling and
torsional restaraints. In this case, as time progresses, the model always form nucleosomes
when DNA is underwound, and reversomes when DNA is overwound.
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Figure 4.6: Nucleosome formation binding time. (a) Time series of potential energy
for one of the nucleosome formation simulations. The drop in potential that occurs at tbind
is when the DNA binds to the protein. The mean potential energy of the unbound state,
green line, is 1230± 26 kcal/mol; the mean potential energy of the bound state, red line, is
1042± 26 kcal/mol. The uncertainties are the standard deviations. (b) Histogram of tbind
for the 64 simulations.
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when negatively supercoiled DNA is present instead, the nucleosomes form instan-
taneously [153]. To investigate the response of the model to DNA supercoiling, we
repeated our assembly simulations with the addition of torsional restraints to the
DNA, which was setup to give rise to either negative or positive supercoiling. The
results of these simulations are discussed below.
4.4.2 Nucleosome formation with torsional restraints
The DNA supercoiling was achieved by either increasing (for positive supercoiling)
or decreasing (for negative supercoiling) the twist angle between successive base-
pairs by 10%. The torsional restraints fix the rotation of the last two base-pairs
by the addition of strong forces, such that these base-pairs cannot rotate about
their respective z-axis. Additionally, we started the simulations with the DNA in
contact with the histone core. We performed 64 repeats of these simulations for
each of the two DNA supercoiling configurations, and observed that negative super-
coiling always forms a nucleosome and positive supercoiling always forms the chirally
inverted reversome (Figure 4.5b), consistent with experimental observations. The
reversome is a metastable state of a nucleosome that is observed in experiments [154–
156], and has been hypothesized to be present in centromeric chromatin (that is
a region of chromatin with unusual nucleosome structures that is involved in the
segregation of the chromosome poles) [156].
4.4.2.1 Details of torsional restraints on the nucleosomal DNA
The torsional restraints on the DNA were implemented by adding extra constant
forces with a magnitude of 10 kcal/mol/Å to the phosphate particles belonging to
the two end DNA beads (DNA bead 1 and DNA bead N). The direction of the force
on phosphate 1 of each DNA bead is the ŷ direction of DNA’s initial orientation,
and the direction of the force on phosphate 2 is −ŷ. The forces balance each other
out, i.e there is no overall motion applied to the molecule, and the forces only act
to prevent any rotation of the DNA beads around their ẑ axis. Motion in the z
direction is unrestrained.
4.5 Free-energy cost of single nucleosome unwrap-
ping
An important aspect of our model is the ability for the nucleosomes to dynam-
ically unwrap and re-wrap, as observed in vivo. The forces and energy barriers
involved in nucleosome unwrapping have been quantitatively investigated with force
spectroscopy experiments [157–160]. The availability of this data, provides an op-
portunity to test the performance of our model.
In experiments, force-extension curves are computed by means of force spec-
troscopy methods [157–160]. This involves pulling the nucleosomal DNA at constant
velocity, and measuring the force applied by the clamp. The pulling velocities need
to be slow enough such that the system is always in equilibrium, typically speeds
of the order of milimeters per seconds are needed (e.g. ∼0.1mm/s was used in the
magnetic tweezer experiments of Meng et al [160]). In molecular simulations, such
slow speeds are not achievable within the available simulation timescales. For our
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model, unwrapping a single nucleosome at a pulling speed of ∼0.1mm/s would re-
quire a wall-time of approximately 100 days to cover the extension range of 0–700Å
that is needed to fully unwrap a 211 bp nucleosome. Using faster speeds does not
solve this issue, as the measured force depends on the pulling velocity [161]. To over-
come this computational limitation, we instead used umbrella sampling simulations
to estimate the Potential of Mean Force (PMF) of nucleosome unwrapping.
4.5.1 Simulation methods
To compute the PMFs of nucleosome unwrapping using umbrella sampling simula-
tions we follow a similar method to that implemented by Lequieu et al. [88]. Here,
the collective variable is the DNA extension, which is the distance between the first
and last base-pairs. To implement the umbrella sampling procedure in LAMMPS,
we use the COLVARS [162] (version 2019-08-05) package. Starting from an equi-
librium structure with an extension of 25Å, initial configurations for the windows
were prepared via constant velocity Steered MD (SMD) until the extension was at
750Å. A spring constant of 0.01 kcal/mol/Å2 was used with a pulling velocity of
9.0× 10−6Å/fs, giving a total pulling time of 100 ns. The extension range was split
into 50 equally spaced windows. Each window was run with a fixed harmonic biasing
potential at the corresponding extension with a spring constant of 0.025 kcal/mol/Å2
for 100 ns. These values were chosen by assessing the histogram overlap and checking
that the calculated PMFs were the same on longer timescales. The entire procedure
was repeated 5 times and the aggregate data was used for computing the PMF via
the Weighted Histogram Analysis Method (WHAM) [97]. The same procedure was
done for all nucleosome configurations and environments.
4.5.2 Results and Discussion
We computed the unwrapping PMFs for six different nucleosome conditions using
the NCP147 (PDB:1KX5 [5]) DNA sequence unless otherwise stated: With H1 linker
histone at 0.15M NaCl; without Linker histone at 0.05M, 0.15M, and 0.3M; without
linker histone at 0.15M and with a poly-A DNA sequence; and without linker histone
with all histone tails removed at 0.15M. The resulting PMFs are plotted in figure
4.7a top panel for the different conditions. Subsequently, we derived the force-
extension curves by computing the numerical derivative of the PMF curves, plotted
in figure 4.7a lower panel.
Consistent with experiments [160], the nucleosome unwrapping behavior pre-
dicted by our model can be separated into three states: state 1 corresponds to a
fully wrapped nucleosome, state 2 has the first turn of the DNA unwrapped, and
state 3 is fully unwrapped but with the histone core still bound to the DNA. These
states are indicated by the dashed lines in figure 4.7a and illustrated with simula-
tion snapshots in 4.7b. We estimated the free energy changes between the states,
∆G1 and ∆G2, and the corresponding rupture forces, F1 and F2, by reading off the
graphs; the resulting values are given in table 4.2.
Our value of ∆G1 for -LH (that is a nucleosome without linker histone) at 0.15M
is 11.5 kBT , which closely matches the value stemming from force-spectroscopy ex-
periments at similar salt conditions (9-11kBT table 4.3, Refs [158, 160, 164]). Our
values of F1 are also in reasonable agreement with experiments [158, 160, 164]).
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Figure 4.7: Nucleosome unwrapping. (a) PMFs of nucleosome unwrapping in the top
panel with corresponding numerical derivatives plotted in the lower panel. The inset is a
zoom in of the low extension regime. The gray dashed vertical lines approximately divide
the extension range into the three nucleosome unwrapping states. (b) Simulation snapshots
showing the three nucleosome unwrapping states. (c) Comparison of our computed PMF
with the free energy profile from a mechanical DNA unzipping experiment [163]. Here the
x-axis has been converted from extension to the amount of DNA that is unwrapped.
Conditions ∆G1 (kBT) ∆G2 (kBT) F1 (pN) F2 (pN)
0.05M 22± 3 133± 10 11± 1 38± 2
0.15M, +LH 25± 1 71± 5 10± 2 28± 2
0.15M 11.5± 0.6 75± 5 5± 1 30± 2
0.15M, Poly-A 9.9± 0.4 66± 5 5± 1 31± 2
0.15M, no tails −5.0± 0.4 30± 2 n/a 17± 2
0.3M 0.61± 0.05 15.8± 0.8 1.0± 0.5 10± 1
Table 4.2: Free energies and rupture forces from our nucleosome unwrapping PMF simu-
lations.
Study G1 (kBT ) F1 (pN)
Mihardja et al [158] 10 3
Meng et al [160] 9 3-7
Chien et al [164] 11 3
Table 4.3: Values from literature of ∆G1 and F1 at similar conditions to our 0.15M simu-
lations.
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Force-extension experiments by Spakman et al [165] on 12-nucleosome chromatin
reveal that nucleosomes within chromatin fully unwrap at ∼20 pN, this is in agree-
ment with our values of F2 shown in table 4.2. In figure 4.7c, we directly compare
our computed PMF with the free energy profile from mechanical unzipping exper-
iments [163] at single base pair resolution, demonstrating quantitative agreement
between our model and the experiment, particularly in the low extension regime.
Additionally, we see an increase in ∆G1 of 10 kBT when decreasing the salt con-
centration from 0.15M to 0.05M; this is consistent with the trend from magnetic
tweezers experiments [164], which show a change in ∆G1 of 7 kBT when decreasing
monvalent salt from 0.2M to 0.01M. Following the same trend, we see that a high
monovalent salt concentration (i.e. 0.3M), destabilizes the nucleosome as unwrap-
ping of the first turn of DNA can take place with minimal energetic cost. This
trend is explained by the electrostatic interactions between the DNA and histone
core increasing as the salt screening is reduced.
Further observations are that using a DNA sequence of poly-A, known to be
unfavorable to nucleosome formation, instead of the DNA sequence of NCP147,
reduces the free energy cost of nucleosome unwrapping by 1.5 kBT for ∆G1, and by
9 kBT for ∆G2. This is in line with the dependence of nucleosome unwrapping on
DNA sequence [166]. We also found that removing the histone tails results in a free
energy profile where state 2 is the most energetically favorable, in agreement with
experiments where unwrapping of the outer DNA turn occurs at near-zero forces
after histone tail removal [157].
Finally, we found that the addition of H1 linker histone increases ∆G1 by 13.5 kBT
in agreement with force spectroscopy experiments [167].
4.6 Force-extension behavior of chromatin fibers
In this section, we describe the predictions of our model on the force-extension
response of 4-nucleosome chromatin arrays. For these systems, umbrella sampling
becomes prohibitive due to the large extension range that needs to be covered.
Instead, we used a constant velocity steered MD protocol. Because this is a non-
equilibrium simulation, we do not expect the forces to be directly comparable to
experiments, and are unable to measure free energies. Hence, we discuss our findings
qualitatively.
4.6.1 Simulation methods
We used the COLVARS [162] package in LAMMPS to perform the constant ve-
locity steered MD protocol of chromatin fibers. The spring constant was set to
0.001 kcal/mol/Å2, and the pulling velocity was 3.0 × 10−6Å/fs. The initial struc-
tures were equilibrated for 100 ns and then the SMD procedure was run for 1000 ns.
Values of the applied SMD force and current extension were recorded at each
timestep. We repeated this procedure 5 times each for a system containing H1
linker histone (one H1 per nucleosome), and a system with no linker histone. Addi-
tionally, we performed one simulation for a system with non-breathing nucleosomes
where the nucleosomal DNA is permanently bound to the histone core.
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4.6.2 Results and discussion
Figure 4.8: Force-extension of 4-nucleosome chromatin. In the plot there are 5 curves
each for simulations with and without linker histone (+LH and -LH respectively). The non-
breathing curve is a simulation where the DNA is permanently bound to the histone core.
The simulation snapshots in the upper panel show typical chromatin configurations at the
corresponding extension.
In Figure 4.8, we compare the force-extension response of a 4-nucleosome sys-
tem with and without H1 linker histone (LH). Additionally, we include the resulting
curve for the non-breathing model where the DNA is permanently bound to the
histone core. After the initial low force regime, where chromatin is pulled into a
bead-on-a-string conformation (extension < 600Å), our force-extension curves ex-
hibit the typical saw-toothed pattern observed in optical tweezer experiments of
chromatin [168]; that is, the force exhibits peaks followed an abrupt drop accom-
panied by a certain increase in the extension due to the unwrapping of individual
nucleosomes. When we use the non-breathing model, i.e. there is no nucleosome
unwrapping by design, and, after the initial low force regime, we purely see the
harmonic response of the DNA stretching. Adding linker histones has the effect of
increasing the unwrapping forces, both in the low-force regime and the high-force
nucleosome unwrapping events.
The force required for unwrapping nucleosomes within chromatin is in the 20−
30 pN range. This agrees with our values of F2 computed for a single nucleosome
in the previous section. Futhermore, this value is in close agreement with opti-
cal tweezer force-extension experiments on 12-nucleosome chromatin by Spakman
et al [165], who report that nucleosomes within chromatin unwrap at ∼20 pN. This
agreement implies that our initial concerns about performing the SMD at fast veloc-
ities (larger velocities produce larger forces) may be unfounded. One reason for this
is that our CG timescales are not equivalent to the “real” experimental timescales,
in fact they are much faster, i.e 1 ns in our CG simulations is equivalent to  1 ns
of all-atom simulation or “real” time.
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4.7 Coarse-grained investigation of nucleosome slid-
ing
In the previous sections, we investigated the breathing/unwrapping properties of
nucleosomes, now we direct our attention to the phenomenon of nucleosome sliding.
Nucleosome positioning within the genome is significantly controlled by the DNA
sequence; this is in part due to the mechanical properties of the DNA, as different
sequences exhibit distinct abilities to bend sharply into the nucleosome super-helical
conformation. Segal et al [54], proposed that up to 50% of nucleosome positioning
in vivo is determined by the DNA sequence. The other important mechanism in
play is the dynamic regulation of nucleosome positioning necessary for cell function,
which is in part controlled by chromatin remodeler proteins [169].
Interestingly, it has been found that nucleosomes can spontaneously reposition in
the absence of any remodeler proteins [170–172]; this suggests that thermal motion
can induce nucleosome sliding. There are two main proposed mechanisms to explain
how nucleosomes slide across a sequence: ‘Twist diffusion’ where the DNA undergoes
a corkscrew-like motion, moving 1 bp at a time [173, 174], and ‘Loop propagation’
where DNA loops form on one side of the nucleosome and move around the histone
with reptation-style motion [175–177].
To investigate the sequence dependence of nucleosome sliding, we performed
single nucleosome simulations for two different DNA sequences: NCP147 [5], a high-
affinity nucleosome sequence; and poly-A a low-affinity nucleosome sequence.
4.7.1 Simulation methods
We used a DNA length of 400 bp, by repeating the NCP147 sequence. To eliminate
edge effects of the DNA strand and to deal with the case of the nucleosome sliding
to the end of the DNA, we bonded the DNA strand to itself across the periodic
simulation box boundary. This effectively simulates an infinitely long strand of
DNA. The box dimensions are large enough to ensure the nucleosome particle will
never interact with itself. The simulation setup is pictured in figure 4.9b. The
simulations were run in the NVT ensemble with a Langevin thermostat at 300K. To
assess the extent of nucleosome sliding driven by the two different DNA sequences
we recorded the position of the nucleosome dyad (in terms of which DNA base-pair
is currently as the dyad location) throughout the simulations. The nucleosome dyad
is the location of the central nucleosomal DNA base-pair, labelled in figure 1.1b. We
defined its location by first computing which DNA base-pairs are in contact with
the histone core, and then taking the median base-pair to be the dyad location. We
then computed the Mean Squared Displacement MSD of the dyad position as
MSD(t) = 〈|x(0)− x(t)|2〉, (4.4)
where x(t) is the position of the nucleosome dyad at time t in units of DNA base-
pairs (this is a 1d vector). We ensured that if the nucleosome moved a full box length
relative to x(0), then x(t) was computed as the unwrapped displacement, not the
displacement wrapped to the periodic boundaries. We performed 32 repeats, each
run for 10µs, we then split each of these trajectories into 5 sets of 2µs trajectories
giving 160 trajectories to average over. The MSD of a 1D diffusion process can be
54
CHAPTER 4. SIMULATIONS OF CHROMATIN AT DNA BASE-PAIR AND
AMINO-ACID RESOLUTION
Figure 4.9: DNA sequence dependent nucleosome sliding. (a) Simulation setup,
the box is periodic and, as indicated by the red crosses, the DNA strand is bonded to itself
across the periodic boundary, effectively simulating an infinitely long strand of DNA. (b)
MSD of a nucleosome on a poly-A sequence DNA strand (blue line) and a NCP147 sequence
DNA strand (orange line). Both MSD lines have a straight line fit (black dashed lines)
which have gradients equal to double the diffusion coefficient D which are listed in the
legend. (c-d) Example time-series of the nucleosome position for 5 different trajectories
for NCP147 and poly-A DNA sequences respectively, each different colored line represents
a different simulation.
written as
MSD(t) = 2Dt, (4.5)
where D is the diffusion coefficient. Therefore D can be computed by fitting a
straight line to a plot of MSD versus time. The computed MSDs from our simulation,
corresponding linear fits, and values of D are plotted in figure 4.9a. Before plotting
and fitting the MSD values were subsampled [178, 179], such that the time difference
between data points was 40 ns (i.e. there are 50 data points for each MSD curve).
The errors on the values of D are from the reported variance of the fitted parameters
by the curve fitting function we used (scipy.optimize.curve_fit).
4.7.2 Results and discussion
Our simulations reveal that the diffusion coefficient for the poly-A sequence was
approximately 26 times larger than for the NCP147 sequence (figure 4.9b). This
shows that the nucleosomes are significantly more mobile on poly-A DNA, which
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agrees with knowledge that poly-A DNA is typically nucleosome depleted [59] and
with our results in section 4.5, where we found that the free energy for nucleosome
unwrapping was lower for poly-A DNA compared to NCP147 DNA. We further
agree with two other computational studies [175, 180], both using the coarse-grained
model of the de Pablo group termed the 3PSN model; these studies find significant
relationships between the DNA sequence and nucleosome sliding. Lequieu et al [175]
found that the nucleosome sliding free energy landscape for the strong positioning
‘601’ sequence exhibited much greater energy barriers than the free energy surface for
the ‘TTAGGG’ repeat which positions nucleosomes poorly. The 601 and TTAGGG
sequences are comparable to our NCP147 and poly-A sequences, respectively.
To probe the nucleosome sliding behavior in more detail, we examined the time-
series of the nucleosome positions; examples of 5 randomly selected time-series are
shown in figure 4.9c and d for NCP147 and poly-A respectively. We observed that
the poly-A sequence exhibits frequent continuous movement consistent with that of
a 1D random walk. This is in contrast to the NCP147 sequence, which exhibits rare,
abrupt step like transitions. These observations are consistent with those of Niina
et al [180], who observed the same trends for poly-CG and 601 sequences. These
two different sliding modes, continuous sliding and step-like sliding, are similar to
the proposed nucleosome sliding mechanisms of twist diffusion and loop propagation
respectively. The noise in the time series, of approximately ±10 bp, can be attributed
to DNA breathing; this is, the unwrapping of the first 10 or so base-pair on each
side of the nucleosome, leading to fluctuations in the value of the dyad location due
to the method we use to estimate sliding explained earlier.
We note that the absolute value of the diffusion coefficients we report here are
not that informative and should not be taken to represent the real timescales of in
vivo nucleosome sliding. They are heavily dependent on our coarse-grained Langevin
dynamics simulation method. However, the relative values between different DNA
sequences are informative and allow us to conclude that the model accurately in-
corporates the sequence-dependent mechanical properties of DNA and predicts that
these properties have important effects on the mobility of nucleosomes.
4.8 Orientation-dependent inter-nucleosome inter-
actions
The nucleosome resembles a wedge-shape disk and has a contoured and irregular
surface charge distribution. These features combined, imply that the strength of
inter-nucleosome interactions have a dependence on the relative orientations of the
nucleosomes. To quantify these differences, we computed the PMF of nucleosome
pairs, at high (0.15M) and low (0.05M) monovalent salt, as a function of the inter-
nucleosome center-to-center distance for three possible relative orientations: face-
face, face-side, and side-side; these are illustrated in figure 4.10d.
4.8.1 Simulation methods
We computed a PMF for each of the three configurations using umbrella sampling
simulations, as follows. An initial single nucleosome structure is equilibrated. Then,
it is replicated and positioned such that the center-to-center vector between the pair
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Figure 4.10: Orientation dependent inter-nucleosome PMFs. (a) PMF curves
for the three inter-nucleosome orientation configurations at high salt (0.15 mol/L NaCl).
(b) PMF curves for the three inter-nucleosome orientation configurations at low salt (0.05
mol/L NaCl). (c) Diagram showing the nucleosome axis. (d) Illustrations of the inter-
nucleosome orientation configurations.
of nucleosomes is r = (0, 0, 200)Å. The nucleosomes are rotated into the desired ori-
entations and held fixed using the COLVARS [162] angleOrient collective variable
with a harmonic restraint of strength 1 kcal/mol/degrees2 and a center of 0◦. We use
the LAMMPS fix spring tether command to restrain the nucleosomes to lie
along the simulation box z-axis with harmonic restrains of strength 1 kcal/mol/Å2
acting in the x and y directions only. Motion in the z direction is unaffected by this
fix. The final collective variable is the distance between the nucleosome centers, r;
this is the collective variable we use to perform umbrella sampling and compute the
PMFs.
To prepare initial configurations for the umbrella sampling windows, r was varied
using a SMD protocol from its initial value of 200Å to its final value of 10Å over 1
million timesteps with a force constant of 0.1 kcal/mol/Å2. The range of r was split
into 39 equally spaced windows, from 10 to 200. Each window was run for 10 million
timesteps at the corresponding value of r with a force constant of 0.05 kcal/mol/Å2.
The orientational collective variables are kept with the same restraints as in the
setup stage. Finally, the PMFs were computed from the window trajectories using
WHAM [97].
4.8.2 Results and discussion
The computed PMFs are shown in figure 4.10a and b; these correspond to high and
low monovalent salt conditions, respectively. We see that at high salt, the inter-
nucleosome interactions are attractive, while at low salt they become purely repul-
sive. Although a nucleosome has a net negative charge (i.e. -137e), the screening
effect of monovalent ions in solution at 0.15M is sufficiently large that the attractive
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histone–DNA interactions overcome the DNA–DNA repulsion; we postulate that
the histone tails are the main drivers of such effect, as they are highly positively
charged and flexible, and their lengths (tens of amino-acids) are notably greater
than the Debye screening length. As the concentration of counterions is decreased,
the Debye-length increases, and as a consequence, the DNA-DNA repulsion begins
to dominate, to the point where the histone tail-DNA attractive interactions get
overtaken, and the overall nucleosome–nucleosome interaction becomes repulsive.
4.9 12-nucleosome chromatin structure: effects of
nucleosome breathing
This section contains the main set of novel results on the structural behavior of
chromatin that we obtained with our chemically-specific model. Importantly, these
include the identification of the crucial, and previously unknown, impact of the
spontaneous breathing motions of nucleosomes in enhancing the ‘liquid-like’ behavior
of nucleosomes within compact chromatin.
Our work focuses on 12-nucleosome chromatin arrays with regular nucleosome re-
peat lengths (NRLs) of 165 bp and 195 bp because in vitro sedimentation coefficients
are available for comparison. Compared to typical NRLs in nature, these represent
short and long NRLs, respectively [181]. Our preliminary simulations carried out at
0.15M NaCl, showed that chromatin quickly condenses into configurations of high
density that become kinetically trapped. This is due to the rugged energy landscape
of the chemically-specific model: It has many degrees of freedom, many oppositely
charged particles, and is a highly branched polymer. These tests revealed that an
advanced sampling technique was necessary to sufficiently sample the phase space of
chromatin at the relatively high resolution of our model. This observation is what led
us to implement the Debye-length Hamiltonian replica exchange (HREMD) method
that we described in section 3.8. When we initially considered using standard tem-
perature replica exchange MD (TREMD), we found that because the number of
replicas needed scales with the number of degrees of freedom in the system, for
a 12N 165NRL system (i.e. ∼ 40, 000 particles) we would require ∼ 80 replicas to
span the temperature range 300-600K. To overcome this challenge, we noted that
the compaction of chromatin is modulated by the salt concentration, which for our
model is completely incorporated in the value of λD in the electrostatic potential.
Running preliminary simulations with λD = 15.0Å, we found that chromatin adopts
an extended configuration, and that adequate sampling is readily achieved. Draw-
ing a parallel with TREMD, using a larger λD value in our HREMD method has
a similar effect to using a high temperature in TREMD, while the lowest value of
λD = 8Å (or a physiological salt concentration of 0.15 mol/L) corresponds to 300K.
We then tested exchanging Hamiltonian’s between replicas and found that only 16
replicas were needed, with the values in table 4.4, to span the range λD = 8 to
λD = 15 with exchange probabilities of approximately ∼ 0.3. This is considerably
less than the 80 replicas needed for TREMD. Furthermore, all the replicas are at
physically meaningful salt concentrations, therefore while increasing sampling we
are also investigating the salt-dependent behavior of the system.
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4.9.1 Simulation methods
Using the HREMD method we ran simulations for four types of systems: chromatin
with non-breathing nucleosomes and a NRL of either 165 bp or 195 bp; and chro-
matin with breathing nucleosomes and a NRL of either 165 bp or 195 bp. All of
these simulations were run for more than 100 million timesteps with an HREMD
exchange frequency of 10,000 timesteps. Each set of exchanges either attempts to
exchange replicas {1-2,3-4...15-16} or {2-3,4-5...14-15}, with each set picked with
a 50% probability. Coordinate snapshots were recorded to the trajectories every
100,000 timesteps. The last 50 million timesteps were used for analysis.
For qualitative assessment of the chromatin dynamics, we took equilibrated struc-
tures for both breathing and non-breathing chromatin at 0.1mol/L and ran them
using standard molecular dynamics for ∼2 µs.
Replica 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
λD (Å) 8.00 8.34 8.70 9.07 9.46 9.86 10.29 10.73 11.19 11.67 12.16 12.69 13.23 13.79 14.38 15.00
Table 4.4: HREMD Debye-length (λD) values.
4.9.2 Analysis methods
4.9.2.1 Sedimentation coefficients
The sedimentation coefficient of a molecule is a measure of its compactness. It be-
haves similarly to the inverse of the radius of gyration, and can be easily measured
experimentally (for more details on sedimentation coefficients see section A.3.1). We
computed the sedimentation coefficients of chromatin using the HullRad method [182],
which we describe in section A.3.
4.9.2.2 Nucleosome valency
Because the valency of a biomolecule is intimately linked to its ability to undergo
liquid–liquid phase separation (which we explore later in this thesis), we quantify
the nucleosome valency in our simulations. We define the valency of a nucleosome
as the average number of other nucleosomes that each nucleosome is in contact with











1, if nucleosomes i and j are in contact,
0, otherwise,
(4.7)
where i and j sum over the Nn = 12 nucleosomes in each frame, t sums over all Nt
frames in the trajectory, and two nucleosomes are classed as being “in contact” if
the distance between their centres of mass is less than 110Å.
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4.9.2.3 Amount of unwrapped DNA
The amount of unwrapped DNA is defined as the average number of DNA base-
pairs that unwrap from the nucleosomes per nucloeosome (relative to a nucleosome
having 147 base-pairs). Full details of how we define nucleosomal and linker DNA
in the breathing chromatin simulations is given in section A.4.
4.9.2.4 Inter-nucleosome interactions
The inter-nucleosome interactions are a measure of the contact frequency between
nucleosomes that are kth neighbours of each other. The interactions are then cate-
gorised into either face–face, face–side, or side–side, which are the same categories
as in section 4.8. Full details of the calculation are given in section A.5.
4.9.2.5 Molecular-level inter-nucleosome contacts
The molecular-level inter-nucleosome contacts are defined as the inter-nucleosome
contacts mediated specifically by each of the different amino acid beads and DNA
beads (e.g., it can reveal which specific protein or DNA regions sustain chromatin
compaction). The full details of the calculation are given in section A.6.
4.9.3 Results
Our simulations demonstrate that nucleosome breathing has a significant effect on
the structure of chromatin with short NRLs (i.e. 165 bp). For the majority of the
salt range studied, the values of the sedimentation coefficients in figure 4.11 differ for
165NRL chromatin with non-breathing versus breathing nucleosomes. With respect
to their non-breathing counterparts, breathing nucleosomes enhance the compaction
of 165 bp chromatin at higher salt, but favor more extended configurations at low
salt. For chromatin with an NRL of 195 bp (figure 4.11b), the difference in the
observed sedimentation coefficients is minimal; this is because the relatively long
linkers of the 195 bp systems intrinsically introduce structural heterogeneity. The
histograms in 4.11 show that for 0.15mol/LNaCl, our measured sedimentation coef-
ficients are in quantitative agreement with values from experiments [183]. Moreover,
the progressive de-compaction of chromatin with decreasing salt is in qualitative
agreement with the experimental trend [183].
Figure 4.12a and c show the nucleosome valency for 165NRL and 195NRL,
respectively. The marked difference between chromatin with non-breathing and
breathing nucleosomes for the shorter NRL is notable here. At higher salt, the
breathing nucleosomes exhibit an increased valency; that is, breathing nucleosomes
arrange irregularly within chromatin, and lead to denser structures by forming more
connections with their neighbours (illustrated in the valency=5 cartoon). In con-
trast, non-breathing nucleosomes arrange into an ordered and regular ‘zig-zag’ fiber,
where they typically only come into contact with the nucleosomes positioned k = 2
away from them (illustrated in the valency = 2 cartoon and figure 4.13).
To quantify the extent of nucleosome breathing, we computed the number of
DNA base-pairs that unwrap per nucleosome across the simulation (plotted in fig-
ure 4.12b and c). We observed that as the salt concentration increases, the the
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Figure 4.11: Sedimentation coefficients of 12-nucleosome chromatin. (a) Sedimen-
tation coefficients for 165NRL chromatin for breathing (red points) and non-breathing
(blue points) nucleosomes. (b) Sedimentation coefficients for 195NRL chromatin for
breathing (magenta points) and non-breathing (green points) nucleosomes. The error-
bars on the both plots are standard-deviations. The histograms attached to each plot
show the full distributions for the 0.15 mol/L data points. The vertical dashed lines are
the experimental values for 12-nucleosome chromatin at similar NRLs from [183]. The sim-
ulation snapshots illustrate typical chromatin conformations at the corresponding labelled
parts of the graphs.
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Figure 4.12: Nucleosome valency and amount of unwrapped DNA. (a) Nucleosome
valency for 165NRL. (b) Amount for unwrapped DNA per nucleosome for 165NRL. (c)
Nucleosome valency for 195NRL. (d) Amount of unwrapped DNA per nucleosome for
195NRL. The error-bars on all plots are standard deviations. The cartoon images in a and
c illustrate example configurations with the indicated valency. The nucleosome images in b
and d indicate the amount of DNA that unwraps from the nucleosome at the corresponding
parts of the graphs.
Figure 4.13: Inter-nucleosome interactions. (a) Intensity of kth neighbour interac-
tions categorised by relative orientation for non-breathing (top panel) and breathing (lower
panel) chromatin at 0.15mol/L. (b) Time series of k = 2 interactions. The 10 plots corre-
spond to the 10 possible k = 2 interactions in 12-nucleosome chromatin.
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Figure 4.14: Molecular-level inter-nucleosome contacts. (a, c) normalized fraction
of nucleosome-nucleosome molecular-level contacts within compact chromatin for non-
breathing and breathing nucleosomes respectively. The horizontal axis runs across all
histone protein residues within the nucleosome (H3, H4, H2A, and H2B). The gray shaded
areas are the histone tail regions, the white areas the globular domains, and the vertical
yellow lines indicate the acidic patch residues. The contacts are broken down by type
protein-DNA (red), protein-histone tail (blue), and protein-globular domain (green). (b,
d) Visualisation of the contacts. Each residue and DNA base-pair are colored according
to a RGB value that is obtained by combining the values of the red, green, and blue lines
in a and c, with a logarithmic scaling.
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number of unwrapped bases-pairs increases from 7±2bp to 22±5bp; this occurs be-
cause the DNA-histone electrostatic attraction weakens under conditions of higher
monovalent salt screening. The enhancement of nucleosome breathing at increas-
ing salt is consistent with in vitro single-molecule experiments where nucleosomes
are considerably unwrapped (∼30%) at 0.1mol/L NaCl but minimally unwrapped
(∼10%) at 0.02mol/L NaCl [184].
Focusing further on the 165NRL simulations, we computed the intensity of the
orientation-dependent interactions between nucleosomes that are k− th neighbours
of each other. The top panel of figure 4.13 shows that, for chromatin with non-
breathing nucleosomes, the k = 2 interactions are dominant, predominately in the
face–face orientation; this is the hallmark of the regularly stacked ‘zig-zag’ structure.
In contrast, the lower panel of figure 4.13 shows that for chromatin with breath-
ing nucleosomes, inter-nucleosome interactions are highly diverse: i.e., they occur
between a wide-range of nucleosome pairs and in many different inter-nucleosome
orientations.
To qualitatively probe the dynamic nature of the inter-nucleosome interactions,
we next ran standard MD simulations (i.e. without enhanced sampling) for our
165NRL breathing system and a 165NRL non-breathing system at 0.1mol/L NaCl,
and measured the time series of the k = 2 interactions. These are plotted in fig-
ure 4.13b, where the ten plots for each system correspond to the 10 possible k = 2
nucleosome pairs. The interactions in the non-breathing systems are longer lived
and mostly constant for the duration of the simulation (i.e., once nucleosomes stack
in a zigzag fiber, they rarely unstack). In contrast, the interactions among breathing
nucleosomes exhibit frequent fluctuations.
The ability of our model to resolve the motions of individual amino acids and
DNA base-pairs within compact chromatin, allows us to examine the precise contri-
butions of each of these species in directing chromatin organisation. Specifically we
computed the fraction of time each amino acid and DNA base-pair in a given nu-
cleosome mediate inter-nucleosome interactions. The interactions were categorised
into three main groups: DNA, globular regions, and histone tails. This analysis,
plotted in figure 4.14, revealed strikingly different interaction patterns between the
non-breathing and breathing chromatin.
The face-face stacking of non-breathing chromatin is shown by the green line
peaks in panel H2A and H2B. These show interactions where the amino acids
within globular domains are in frequent contact with other amino acids also be-
longing to globular domains. The important acid patch region — a cluster of neg-
atively charged amino acids at the centre of the nucleosome face, known to medi-
ate many nucleosome-protein interactions and nucleosome-nucleosome interactions
within zigzag fibers — are included in these regions. For breathing chromatin, the
interactions with globular histones are reduced, and instead the interactions with
DNA are favored (e.g. the red line peak present in figure 4.14 at position 80 in
H2A is not present in figure 4.14). The H4 tail mediated interactions are prominent
in both chromatin with breathing and non-breathing nucleosomes. Among the H4
residues, H4K16 forms the most frequent contacts with both the DNA and the acid
patch; this is due to its positive charge (K = Lysine which has +1 charge) and
its electrostatic attraction with the negatively charged DNA, and more moderately
with the acid patch region in the case of the non-breathing chromatin.Strikingly, this
dominance of the H4K16 residue is in agreement with the well-known de-compaction
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triggered by H4K16 acetylation [80, 185], and the observation that reversible acety-
lation of H4K16—one of the most frequent post-translational modifications across
organisms—has diverse functional implications [186]. The H3 tail interactions with
DNA are also significant, this is due to the abundance of the positively charged argi-
nine and lysine residues (labelled on figure 4.13, R=arginine, K=lysine). The im-
portance of histone tail–DNA electrostatic interactions is supported by experiments
demonstrating that chromatin with tail-less nucleosomes fails to condense [185].
4.9.4 Discussion
Our simulations predict that nucleosome breathing sensitively affects the structural
behavior of chromatin with short linker DNAs. In particular, 165NRL chromatin
with non-breathing nucleosomes adopts a regular 30nm ‘zig-zag’ like conforma-
tions, in agreement with short NRL 12-nucleosome chromatin structures observed
in cryo-EM experiments [15], and the 167NRL tetranucleosome crystallographic
structure [14]. This is in striking contrast to the 165NRL chromatin with breath-
ing nucleosomes which exhibits an irregular, fluctuating, ‘liquid-like’ structure, as
has been postulated by Maeshima and collaborators [19]. Importantly, this irreg-
ular behavior of chromatin is in qualitative agreement with the disordered organ-
isation of nucleosomes inside cells observed with super-resolution microscopy[23],
and chromEMT experiments [50]. The liquid-like behavior of nucleosomes within
chromatin emerges as a consequence of the DNA being able to unwrap from the
nucleosome core; this in turn weakens the strong torsional restraints imposed by the
linker DNA, and allows nucleosome–nucleosome interactions to occur with more di-
verse orientations, furthermore, the system has increased entropy. For the 195NRL
simulations we found that the difference between breathing and non-breathing chro-
matin was minimal, this is because the longer linker DNA can intrinsically create
the nucleosome-nucleosome oritentational heterogeneity that sustains chromatin’s
liquid-like behavior.
The modulation of nucleosome breathing with salt and its impact on chromatin
structure may help explain why ordered and disordered structural chromatin models
have been derived from in vitro and in vivo data, respectively. In vitro experiments
typically use low salt conditions and highly regular reconstituted chromatin arrays
i.e. with strong nucleosome positioning sequences and uniform NRLs [11, 18].
Experiments and our simulations demonstrate that low salt conditions hinder nu-
cleosome breathing while higher physiological salt conditions (above ∼0.1mol/L
of NaCl) promote it [184]. Our work further reveals that significant nucleosome
breathing at physiological salt favors the liquid-like behavior of chromatin even in
artificially homogeneous chromatin (i.e., with the uniform DNA linker lengths and
DNA sequences we have used).
4.9.4.1 Quantitative vs qualitative salt dependent behavior
The compaction of chromatin predicted by our model is in quantitative agreement
with sedimentation coefficient experiments at 0.15mol/L monovalent salt concen-
tration, this is shown in the sedimentation coefficient histograms in figure 4.11. In
addition, the force-induced unwrapping behavior of single-nucleosomes stemming
from our model is in quantititave agreement with single-molecule force-spectroscopy
experiments at 0.15 mol/L NaCl, as described in section 4.5. Our agreement with
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experiments precisely at a value of 0.15 mol/L NaCl is significant; this is the salt
concentration that we are most interested in, because it approximates well the sol-
vent conditions in vivo (referred to as physiological salt concentration) and is used
widely in vitro experiments. In our model this salt condition corresponds to using a
Debye-length of 8Å in the screened Coulomb interaction (via equation 3.12). When
we increase the Debye-length in our model to 15Å, we observe that chromatin de-
condenses; this enables us to use the Debye-length Hamiltonian replica exchange
method to sample the 0.15 mol/L chromatin configurations.





















Our model: Non-breathing 
Figure 4.15: Comparison of chromatin salt dependent compaction for 12-
nucleosome 165NRL between our model and the experimental values for in
vitro chromatin from Correll et al [183] . The blue and red data points are the same
as those in figure 4.11a. The black points (labelled experiment in the legend) are from
Ref. [183], The lowest salt concentration data point is at 0.005 mol/L.
A Debye-length of 15Å corresponds to a NaCl concentration of 0.042 mol/L.
The sedimentation coefficient we observe of ∼30 S at this salt concentration is most
similar to the sedimentation coefficient Correll et al [183] observe for 0.005mol.L, this
is shown in figure 4.15. This highlights that for lower salt concentrations our model
captures the salt dependent behavior qualitatively — i.e. as the salt concentration
is decreased, chromatin becomes less compact. However, our model predictions of
chromatin compaction are not in quantitative agreement over the whole salt range,
only for the larger values of approximately greater than 0.1mol/L. At this stage we
are not too concerned with this because we primarily use the HREMD method to
sample the 0.15mol/L chromatin configurations and we are mostly interested in the
relative differences between chromatin behavior for different conditions within our
model framework, the absolute values of the salt concentration are less important.
In future work, not in this thesis, we plan to investigate this property of the model
more and seek to achieve quantitative salt-dependent behavior.
4.10 12-nucleosome chromatin: effects of H1 linker
histone
Histone H1, also called linker histone (LH), is a histone protein present in eukary-
otic cells. It binds to nucleosomes, typically in or around the dyad position [64]
— as is pictured in figure 3.6. The combined unit of nucleosome plus bound linker
histone is called a chromatosome [187, 188]. Linker histone proteins have a tripar-
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tite structure: a short N-terminal domain (20 amino-acids), a structured globular
domain (70 amino-acids), and a long positively charged C-terminal domain (100
amino-acids) [64]. The role of linker histone on the structure of chromatin is still
not fully understood, previous studies have found that binding of linker histone to
chromatin stabilizes regular folding [15, 16, 189], while others have found that linker
histone containing chromatin exhibits irregular folding [23, 50, 64]. We use our
model to investigate the effects of linker histone on short 165NRL 12-nucleosome
chromatin, for which we saw the most significant difference between breathing and
non-breathing chromatin.
4.10.1 Simulation methods
Our preliminary simulations indicated that 165NRL chromatin with LH remains
compact even with a Debye-length of 15.0Å. This means the HREMD method
used in the previous section will not be appropriate without extra tuning. Taking
a different approach we first narrow the phase-space by considering non-breathing
chromatin only, for LH simulations this means we include the LH globular domain,
the nucleosomal DNA, and the histone core globular domain as one unit connected by
a GNM. We then further simplify the model by replacing the histone core GNM and
the linker histone GNM with composite rigid bodies using the LAMMPS command
fix rigid. This reduces the degrees of freedom from 54000 to 25000 which using
TREMD requires 64 replicas to span 300K-600K with an acceptance probability of
approximately 0.4. We simulated 12-nucleosome 165NRL non-breathing chromatin
with LH at two salt concentrations, 0.15M and 0.05M using TREMD with rigid-
body nucleosome cores and LH globular domains. The simulations were run for
approximately 100 million timesteps, TREMD exchanges were attempted every 1000
timesteps, and simulation snapshots were recorded every 100,000 timesteps.
4.10.2 Analysis methods
We computed the sedimentation coefficients and the inter-nucleosome interactions
using the same methods as in section 4.9.
4.10.3 Results and Discussion
The sedimentation coefficients and inter-nucleosome interactions are plotted in fig-
ure 4.16a and b respectively. We observed that with LH the chromatin compaction
increased (larger sedimentation coefficients). Furthermore, the zig-zag ladder struc-
ture we observe for 12-N 165NRL non-breathing is destabilized, this is evident from
the inter-nucleosome interactions which do not exhibit the dominant k=2 face-face
interactions typical of the zig-zag ladder. This effect of LH, in destabilizing the
zig-zag ladder structure of short NRL chromatin, is in agreement with the EM
experiments of Routh et al [190]. It is also consistent with our simulations show-
ing that the C-terminal tail of H1 remains disordered upon nucleosome binding, and
that such disorder enhances the linker DNA fluctuations and destabilizes 30-nm fiber
folding [64]. Finally, it also agrees with experiments showing that the C-terminal
domain of H1 remains disordered when bound to DNA [191] or to a long negatively
charged disordered protein [192], and the hypothesis derived from there that LH
behaves as a liquid-like glue for chromatin [193].
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Figure 4.16: Effects of H1 linker histone (LH) on the structure of 12-nucleosome
165NRL chromatin (non-breathing). (a) Sedimentation coefficents of 12-nucleosome
165NRL chromatin as a function of the salt concentration. The blue and red points are the
same as figure 4.11a, the black points are for chromatin with linker-histone. (b) The kth
neighbour interactions for chromatin with linker histone at 0.15mol/L. The interactions




In this chapter we explain the development of the minimal model (level 3 in the
multiscale hierarchy). The development of this model is part of the publication [121].
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5.1 Minimal representation
A key challenge in the field of chromatin organization is to describe nucleosome
behavior within domains that are larger than the sizes of genes (tens to hundreds of
kilobases), and thus, have functional relevance. Thus, we further coarse-grained our
model with the aim of being able to simulate systems with hundreds of nucleosomes.
The essential information about chromatin we wish to keep are the details of the
orientation dependent nucleosome-nucleosome interactions, the ability to resolve
the effects of DNA breathing, and correct inclusion of the semi-flexible/twistable
nature of the linker DNA. These requirements led us to propose a model which
represents the nucleosome histone core with a single ellipsoidal bead, and the DNA
with finite-sized spheres that each represent 5 base-pairs. The reason for choosing
5 bp, rather than a larger number, is to do with the excluded volume size of the DNA.
The diameter of the DNA double helix is ≈ 20Å, thus to prevent the possibility of
unphysical chain crossing with a bead-spring style polymer, the bond length between
adjacent beads must be smaller than the excluded volume size (which has a minimum
possible value of 20Å). This is satisfied by 5 base-pairs per bead because 5 times
the rise of DNA (3.3Å) gives a bond length of 16.5Å.
Using our knowledge of nucleosome geometry, we set the shape of the core el-
lipsoids to (28Å× 28Å× 20Å) and the DNA ellipsoids to (12Å× 12Å× 12Å). The
DNA beads are spherical, which for implementation reasons are ellipsoids with all
radii equal. The DNA beads are categorized into linker DNA or nucleosomal DNA,
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Figure 5.1: Minimal model (level 3 in the multiscale hierarchy). (a) Chemically
specific model nucleosome ∼1000 particles. (b) Minimal model nucleosome ∼40 particles.
(c) Minimal model 200-nucleosome chromatin.
Figure 5.2: Mapping from chemically-specific model DNA to minimal model
DNA. (a) 15 base-pairs of chemically-specific model DNA. (b) Mapping procedure, the
positions and orientations of the 5 DNA base-pairs are averaged to give the position and
orientation of the minimal model DNA bead. (c) 3 minimal model DNA beads which
represent 15 base-pairs.
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Figure 5.3: Mapping from chemically-specific model histone core to minimal
model core bead. (a) Chemically-specific nucleosome. As described in the text, the
labelled protein beads x1, x2, z1, and z2 are used to construct the nucleosome axis. (b)
Minimal model core bead, represents the core histone proteins.
where the difference is that nucleosomal DNA is bound to its respective core bead.
To be consistent with the chemically-specific model, we set the masses of the beads
to the approximate values they represent, as listed in table 5.1.
Particle type Atom ID Shape (Å) Mass (g/mol)
Core 1 (28× 28× 20) 100000
Linker DNA 2 (12× 12× 12) 3250
Nucleosomal DNA 3 (12× 12× 12) 3250
Table 5.1: Minimal model particle properties.
5.2 Mapping procedures
To create the initial structures we map directly from the chemically-specific model
structures using the DNA and core mapping procedures explained below.
5.2.1 DNA mapping
For the DNA we consecutively group the chemically-specific DNA beads into sets of
5, each set has the position vectors ri and quaternions qi where i = 1, 2, 3, 4, 5. The
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We note than in general taking the mean of a quaternion in this way may not always
be accurate [194], but in our use case it is sufficient because the quaternions we
average over represent similar orientations. Additionally, we account for quaternion









before taking the mean.
5.2.2 Histone core mapping
To fit the minimal model core bead, we set its position as the center of mass of the
histone core globular domain and we set the orientation by constructing the nucle-
osome’s orientation axis unit vectors in a consistent manner using specific amino
acid beads. We compute the center of mass rCOM and record the positions of the
four specific amino acid beads x1,x2, z1, and z2 (labeled in 5.3) which have particle
indexes of 113, 600, 466, 953 respectively. The x-axis is given by the vector
x = (x1 + x2)/2− rCOM , (5.4)
the approximate z-axis is given by
z′ = z1 − z2, (5.5)
the y-axis is given by
y = −x× z′, (5.6)
now we compute the z-axis that is orthogonal x and y
z = x× y. (5.7)
We normalize these vectors and can convert them back into the quaternion repre-
sentation which is the orientation of the minimal core bead.
5.3 Breathing and non-breathing nucleosomes
The difference between non-breathing and breathing nucleosomes in the minimal
model is only the initial structures that are used to build them; that is, both models
contain DNA that is classified as either nucleosomal DNA, which is rigidly fixed to
the nucleosome core, or linker DNA, which is unconstrained. For the breathing struc-
tures the nucleosomes are in configurations where some of the DNA is unwrapped
(i.e. no longer part of the nucleosome rigid body). These configurations are taken
from the thermodynamic probability distribution of nucleosome breathing states at
the simulated salt concentration, i.e. from our chemically-specific model simulations
in section 4.9. The reason we do this is to significantly reduce the degrees of free-
dom in the system. The nucleosomes are still able to dynamically unwrap to the
levels expected, i.e figure 4.12b and d, but the nucleosomes are unable to slide. This
is not too important as we found that the rate of nucleosome sliding, for a strong
positioning sequence, is slow relative to the timescales we simulate (section 4.7).
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5.4 Generating initial structures
We have two methods for generating initial structures for our simulations. The first
is to directly map equilibrium structures from the 12-nucleosome chemically-specific
model simulations to the minimal model representation. This is shown in figure 5.4,
where the differences between minimal model breathing and non-breathing nucleo-
some becomes clear.
Figure 5.4: Generating minimal model initial structures version 1. 12-nucleosome
structures are directly mapped from equilibrium chemically-specific model structures. The
important difference between the non-breathing (a) and the breathing (b) chromatin is the
amount of linker DNA, at higher salt the non-breathing chromatin has significantly more.
The second method, figure 5.5, is very similar to how we generate the initial struc-
tures for the chemically-specific model. We begin with the full all-atom reference
nucleosome structure, then we perform the chemically-specific model CG mapping,
directly followed by the minimal model CG mapping. We now have a minimal model
nucleosome. To create chromatin of length N nucleosomes we simply connect N nu-
cleosomes together. Then, for the breathing chromatin we redefine the nucleosomal
DNA classification by unwrapping X amount of DNA from the ends of the nucleo-
somes where X is a random number, different for each nucleosome, sampled from a
normal distribution with mean and standard deviation taken from figure 4.12b.
5.5 Potential energy function
Following our methodology of “bottom-up” coarse-graining, we use potentials that
can be fitted from our chemically-specific model simulations. The potential energy
function that we use is
E = EMinimal-LJ + EMinimal-RBP + EAnisotropic. (5.8)
ELJ is a short range pairwise interaction that occurs between all beads, EMinimal-RBP
is a bonding potential between DNA, and Eansiotropic is a short range orientation
dependent attractive potential that approximates DNA binding to the nucleosome
core.
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Figure 5.5: Generating minimal model structures version 2. Minimal model nucle-
osomes are directly created from the all-atom nucleosome reference structure. We connect
nucleosomes together in the same manner as section 3.6. For breathing chromatin some nu-
cleosomal DNA is unwrapped (recategorized as linker DNA), following the salt dependent
DNA unwrapping behavior we observe in the chemically specific model (figure: 4.12b).
5.5.1 Bonded terms
For the bonded term we use a rigid base-pair like potential which, instead of describ-
ing the interactions between each base-pair, describes interactions between beads






∆φ = (φ− φ0), (5.10)
where φ are the helical parameters describing the relative positions and orientations
of the two minimal model DNA beads in the bond. At this level of resolution
the effects of the DNA sequence start to average out therefore we have the same
parameter set (K, φ0) for all bonds.
5.5.1.1 Fitting parameters
We fit the parameters for the minimal RBP potential by following the same pro-
cedure that can be used to fit standard RBP potential parameters from atomistic
DNA simulations. That is, if we can generate a set of values of φi (where i = {shift,
slide, rise, tilt, roll, twist}) sampled from the canonical distribution then φ0i are
found as the mean
φ0i = 〈φi〉, (5.11)
and K is found by inverting the covariance matrix
K = kBTC
−1, (5.12)
Cij = 〈(φi − 〈φi〉)(φj − 〈φj〉)〉. (5.13)
To generate the set of φ we ran simulations of 200 bp strands of DNA using the
chemically-specific model. We did 10 repeats with a different random DNA sequence
for 100 million timesteps, outputting every 10,000 timesteps. Each frame from the
trajectory was converted into the minimal representation and the helical parameters
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Figure 5.6: Helical parameter distributions between minimal model DNA beads
(1 bead per 5 base-pairs) from chemically-specific model simulations (orange
line) and minimal model simulations (blue line). The red dashed lines are normal
distributions using the mean and variance of each helical parameter.
between the minimal model DNA beads were computed, the distributions are plotted
as the orange lines in 5.6.
We found that twist has a mean of 167 degrees which results in the distribution
wrapping around from 180 to -180, this introduces some computational problems
that do not occur for the standard rigid base pair model where the twist mean value
is ∼30 and is too stiff to ever wrap around past 180. The first issue is the potential
energy calculation in equation 5.9 computes ∆φtwist as simply φtwist−φ0,twist, clearly
when φtwist crosses from 180 to -180 this no longer correctly computes the difference
in angles that is relevant for the potential, that is we always want the smaller angle
and never 360 minus the angle. To resolve this issue we always compute angular
differences using the function angleDiff(a,b) which computes b − a constrained to
the range [−180, 180).
angleDiff(a,b):
d = fmod(b−a+180.0, 360.0) # floating point remainder
if d < 0.0:
d += 360.0
return d − 180.0
The second issue is that when the value of twist transitions from 180 to -180 the
values of shift, slide, tilt and roll, as calculated by the procedure in section A.2, all flip
sign. Once again due to the definition of the potential this can cause discontinuities.
However, we observe that the potential is continuous under helical parameter sign flip
if the equilibrium values are 0 and K is diagonal. Fortunately, looking at figure 5.6
we see that the distributions of shift, slide, tilt, and roll are approximately centered
around zero, therefore we make this approximation and set them to 0. For rise and
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twist we set the equilibrium values to the means of the sampled distributions.
φ0 = (0, 0, 16.44, 0, 0, 166.69). (5.14)
Additionally, we set K to be diagonal by simply ignoring the off diagonal terms and
setting them to zero, this approximation is appropriate as the off-diagonal terms are
an order of magnitude less than the diagonals (Clauvelin et al [82] make a similar
approximating when using the standard RBP). The computed value of K is
K = diag(0.301, 0.235, 1.56, 0.00614, 0.00515, 0.00724). (5.15)
The probability density functions for each parameter are normal distributions, N(φ0i, Cii),
plotted as the red curves in figure 5.6. Finally as a sanity check, we ran the minimal




The main term of the pairwise interactions is a shifted and truncated Lennard-Jones
term, this accounts for both excluded volume and attractive forces.
EMinimal-LJ =
{
ELJ(r)− ELJ(rLJc ), r ≤ rLJc ,











where ε is the interaction strength, σ is the zero crossing point, r is the distance
between the pair of interacting particles, and rLJc is the cutoff distance. We parame-
terize this potential to represent the DNA to histone core electrostatic attraction and
the DNA to DNA electrostatic repulsion that is present in the chemically-specific
model. To account for the salt dependent behavior of chromatin we fit empirical
relationships between the simulated salt concentration c and the values of ε and σ
in this potential.
5.5.2.2 Fitting parameters of the LJ interaction
To fit the parameters of the minimal LJ model we aim to reproduce two key features
of the chemically-specific model simulations. The first is the orientation dependent
nucleosome-nucleosome interactions, the second is the salt dependent behavior of
the radius of gyration of a 12-nucleosome chromatin fiber.
We first computed the inter-nucleosome PMFs for the chemically-specific model
for high and low salt, these are shown in figure 5.7 a1 and a2 (these are the same
results as in section 4.8). We then performed a similar calculation with the minimal
model. Due to the fact that the minimal nucleosomes are completely rigid, umbrella
sampling is not need, instead we can do a direct calculation of the potential energy as
a function of the inter-nucleosome distance. We optimize the values of σ and ε such
that the minimal model interaction curves best approximate the shape of chemically-
specific model curves. With these initial guesses of σ and ε, which are at the end
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Figure 5.7: Fitting minimal model pairwise terms to the chemically-specific
model. (a) Shows the inter-nucleosome PMFs computed with the chemically-specific
and minimal models for high (a1) and low (a2) salt. The 3 orientations are illustrated
in (a3) with the collective variable r labelled. The chemically-specific model curves are
used to set the σ values in the minimal model by manually adjusting the values until the
minima and diverging repulsive section of the curves have good agreement. (b) Shows salt
dependent radius of gyration for the chemically-specific model, the minimal model with
just the LJ interaction, and with the LJ plus anisotropic interactions. The plots are for
the non-breathing (b1) and breathing (b2) nucleosome configurations. The non-breathing
curves are used to fit the ε by performing grid searches to give the minimal curves that best
match the chemically-specific curve. (b2) Demonstrates that the anisotropic potential is
needed to recover the behavior of breathing chromatin. (c) shows the PMF of nucleosome
unwrapping for the chemically-specific and minimal model nucleosomes. The values of the
energy in the anisotropic potential were optimized by attempting to best match the PMF
curves in the low extension regime (< 450Å).
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points of the salt range, we proceed to find an adequate interpolation to model the
salt dependent behavior. To do this we use the radius of gyration of non-breathing
12-nucleosome chromatin as the observable to compare between the minimal model
and the chemically-specific model. The chemically-specific model radii of gyration
come from the simulations in section 4.9. To enable reliable comparison the radius
of gyration is computed from just the center of mass coordinates of the nucleosomes.
Using a combination of manual adjustment and grid search techniques we obtained
the optimal parameters (in table 5.2). These parameters give the Rg values in
figure 5.7b2 which compare well with the chemically-specific model.
Moving on to the breathing model and comparing the radii of gyration with the
chemically-specific model (red and green lines in figure 5.7b2), we find a significant
difference in the behavior at higher salt. This is due to the unwrapped DNA not
having strong enough interactions to the exposed nucleosome cores. To account for
this we developed the anisotropic potential which provides a short range attractive
potential mimicking the DNA binding region.
Interaction pair ε (kcal/mol) σ (Å) rLJc (Å)
Core–core 0.1 55 21/6σ
Core–DNA E(c) 40 3σ
DNA–DNA 0.1 S(c) 21/6σ
Table 5.2: Minimal model Lennard-Jones parameters. c is the salt concentration. E(c)
and S(c) are linear interpolations of the data in table 5.3. Note that rLJc = 21/6σ implies
that the potentials are repulsive only.









Table 5.3: E(c) and S(c) are found by linear interpolation of this data.
5.5.2.3 Anisotropic interaction
The anisotropic term is a pairwise potential that depends on the relative orientation
and shape of the interacting pair of ellipsoidal particles:
Eanisotropic = Ur(Ai,Aj, r)η(Ai,Aj, r)χ(Ai,Aj, r), (5.18)
where Ai and Aj are the orientation matrices of particles i and j with center to
center separation vector r. This potential is a modified version of the well-known
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Figure 5.8: Minimal pairwise interactions. (a,b) Show the resulting potential felt by
the DNA beads due to the core beads. The attractive region is only in the x-y plane around
the core where the DNA binds in a typical nucleosome. (c) Shows an illustration of the
nucleosome in the same orientation as the plot in a.
Gay-Berne potential [195] where we have replaced the Lennard-Jones like term with
a cosine-squared term [196]. This allows for greater control over the depth and range
of the potential.
We include the anisotopic interaction to account for DNA binding to the exposed
nucleosome core in the breathing nucleosome simulations. Our radii of gyration plot-
ted in figure 5.7b2 demonstrate the need for this, at high salt breathing chromatin
has a much higher radius of gyration than desired. This is because breathing chro-
matin has significantly more DNA beads classed as linker DNA, these are not rigidly
fixed to the core, and the pair wise LJ terms are not strong enough to account for
the binding of the unwrapped linker DNA to the exposed nucleosome cores. To
model the DNA binding we desire a potential that is only attractive in the regions
where the DNA binds to the core. We know that this region is around the sides of
the nucleosome core and not on the faces where the acid patch is located, thus the
anisotropic potential enables this. Figure 5.8 demonstrates the resulting potential
due to this term.
The Ur term controls the interaction based on the distance of closest approach
between the ellipsoids h, in the standard GB potential this term has the form of a
LJ interaction, in ours it is:
Ur =









0 ≤ h < ranisoc ,
0 h ≥ ranisoc ,
(5.19)
where h the distance of closest approach is given by
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where Si = diag(ai, bi, ci) is the shape matrix of particle i given by the ellipsoid radii.
The η and χ terms are dimensionless scaling terms that depend on the relative
orientation, shape, and form of each particles relative energy matrix. They are



















where Ei = diag(1/εai, 1/εbi, 1/εci) is the relative energy matrix of ellipsoid i given
by the inverse well depths.
Parameter Value
SCore diag(28, 28, 20)
SDNA diag(12, 12, 12)
ε 6 kcal/mol
rc 5 Å
Ecore diag(1, 1, 1/0.0001)
EDNA diag(1, 1, 1)
Table 5.4: Anisotropic potential parameters. diag(a,b,c) means diagonal a 3x3 matrix with
the elements a,b,c on the diagonal.
5.5.2.4 Forces and Torques
The forces and torques for the anisotropic potential are a slightly modified version
of the Gay-Berne forces and torques in LAMMPS [197, 198], the only differences are
fixing ν and µ as 1, and the form of Ur. For completeness we will give an overview
of the derivations and the state the results, for full details [197, 198] should be
consulted.













The derivatives can be split into components parallel to and perpendicular to the









· (1− r̂⊗ r̂), (5.28)
where r̂ ⊗ r̂ denotes the outer product of the two vectors. For the Ur term the
variables
k = G−1r, (5.29)
and
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0 ≤ h < ranisoc ,
0, h ≥ ranisoc .
(5.33)
Similarly for the χ term
∂χ
∂r
= −4r−2 [l− (l · r̂)r̂] , (5.34)
where
l = B−1r. (5.35)
The torque can be computed by first considering the derivative of a general pair
potential U with respect to rotating the particle about an axis ψ̂:





















where âm are the axis unit vectors (columns) of the particles orientation matrix A.










The torque from the anisotropic potential on particle i is
























aim × dim, (5.41)
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which has components [197]
Ejk = |G|Trace
[
G−1(êj ⊗ âk + âk ⊗ êj)S2kk
]
, (5.44)
where êj are the unit axis vectors of the lab frame (ê1 = (1, 0, 0), ê2 = (0, 1, 0), ê3 =






and ∂G/∂A is implied by the definition of G in terms of A in equation 5.22 [198].
5.5.2.5 Fitting parameters of the anisotropic interaction
To fit the parameters of the anisotropic potential we first use our knowledge of the
shape of the nucleosome core and the region where the DNA binds. This allows
us to set the values of the ellipsoid shape matrices Score and SDNA, and the energy
matrices Ecore and EDNA. Specifically Ecore is constructed such that there is no
attraction at the z-poles of the ellipsoid by setting εcore,z to 0.00001 and all the
other relative well depths to 1. We then ensure that the interaction is short range
enough to have no effect on the non-breathing model, this means the potential well
is completely covered by the bound nucleosomal DNA. This gives us ranisoc ; the
correspondence of the green and blue points in figure 5.7b1 demonstrates the value
ensures the anisotropic potential has no effect on the non-breathing minimal model.
To fit the remaining parameter εaniso, the depth of the potential, we computed the
PMF of nucleosome unwrapping for a minimal model nucleosome where the DNA is
completely free from the core and only the pairwise interactions keep it bound. We
compare this with the nucleosome unwrapping PMF computed using the chemically-
specific model (detailed in section 4.5) and, using a grid search parameter sweep, we
find the value of 6 kcal/mol gives the best agreement in the low extension regime.
The PMFs are shown in figure 5.7c.
5.6 Computational implementation in LAMMPS
We have implemented the anisotropic potential in the source code files
pair_aniso.cpp and pair_aniso.h included in our code repository, they
are both modified from the existing LAMMPS code pair_gayberne.cpp and
pair_gayberne.h from the ASPHERE package. The minimal-RBP potential uses
the same code as the chemically-specific model, the NAFlex_params.txt file just
needs to be be changed to contain the minimal-RBP parameters.
The LAMMPS input scripts are very similar to the chemically-specific model:
units real
atom_style hybrid_ellipsoid angle charge
The bonds style is
bond_style harmonic/DNA
bond_coeff 1 0 0
which reads in the text files NAFlex_params.txt and DNA_seqeunce.txt.
The pair style is
pair_style hybrid/overlay lj/cut LJCUT ansio 1 1 1 ANISOCUT
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Figure 5.9: Performance of the minimal model for 50, 100, 200 nucleosome chromatin in
timesteps per second.
this combines a standard LJ potential and our ansiotropic potential, the parameters
LJCUT and ANISOCUT are the overall cutoff distances used in the potentials. For
lj/cut this will be the largest value out of the specific pairwise cutoffs and for
aniso we set it to 60Å. The pair coefficients are set as follows
pair_coeff 1 1 lj/cut εcore-core σcore-core rLJc, core-core
pair_coeff 1 2 lj/cut εcore-dna σcore-dna rLJc, core-dna
pair_coeff 1 3 lj/cut εcore-dna σcore-dna rLJc, core-dna
pair_coeff 2 2 lj/cut εdna-dna σdna-dna rLJc, dna-dna
pair_coeff 2 3 lj/cut εdna-dna σdna-dna rLJc, dna-dna
pair_coeff 3 3 lj/cut εdna-dna σdna-dna rLJc, dna-dna








Where for clarity we have explicitly listed all combinations. The particle type num-
bers are in table 5.1 and the values of the parameters are in tables 5.2 and 5.4. The
neighbour list skin distance is set as
neighbour 50 bin
The integration settings are
comm_style tiled
fix bl all balance 1000 1.0 rcb
fix 1 nucl rigid/nve/small molecule
fix 2 linker_dna nve/asphere
fix 3 linker_dna langevin 300 300 5000000 123 angmom 3.0
fix 4 nucl langevin 300 300 5000000 123
timestep 500
run N
where the group nucl contains the core and nucleosomal DNA particles. The
difference is that the nve/apshere integrator is used for the linker DNA beads as
they are single ellipsoids. The timestep has been set to 500 fs which is 5 times the
timestep we found appropriate for the DNA model in section 4.1.1.





In this chapter we report the results from simulations performed using the minimal
model. Part of these results are in [121].
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6.1 Timescales
6.1.1 Diffusion coefficients
To assess the timescale difference between our two models and the timescale differ-
ences between our models and experiments we computed the diffusion coefficient of
DNA as a function of length. This is the diffusion coefficient of DNA in water in the
Figure 6.1: Diffusion coefficients D of DNA as a function of DNA polymer length L.
Computed using the minimal model (blue line), chemically-specific model (red line), and
an empirical fit to experimental data taken from literature [199].
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limit of infinite dilution, i.e the DNA molecule only interacts with the solvent, not
other DNA molecules. To compute the diffusion coefficient we did multiple simula-
tions (64 repeats) of a single DNA strand in the NVT ensemble and measured the
mean squared displacement (MSD)
MSD(t) = 〈|r(t)− r(0)|2〉, (6.1)
where r(t) is the position of the center of mass of the DNA strand at time t with
initial position r(0). The average is taken over our 64 repeat simulations. Plotting
the MSD against time and fitting a straight line gives the diffusion coefficient D as
one sixth of the gradient
MSD(t) = 6Dt. (6.2)
We computed D for the chemically-specific model and the minimal model for DNA
lengths of 20, 50, 100, 200, and 500 bp. The values are plotted in figure 6.1, along
with an empirical fit of D from measurements of DNA in water [199], where power
law equations have been fitted to asses the relationship between D and the length
of the DNA L
D ∝ Lν . (6.3)
Both our values of ν are ≈ −1, the value from experiment is -0.72. The discrepancy
could be explained by our smaller DNA lengths of 20-500bp vs 21-6000bp, addi-
tionally, due to our Langevin dynamics simulation method, by measuring D we are






where γ is the friction coefficient that also appears in the Langevin equation (equa-
tion 2.20), the value of ν = −1 implies the friction ∝ L, this makes conceptual sense,
doubling the number of beads doubles the friction.
Comparing the values of D for the same L gives the approximate relations
DMinimal ∼ 50DChemically-specific, DChemically-specific ∼ 100DExperiment. (6.5)
This implies 1 ns in the chemically-specific model represents 100 ns in “real” time and
1 ns in the minimal model is equivalent to 50 ns in the chemically-specific model.
6.1.2 Autocorrelation of radius of gyration
As an alternate assessment of the timescale difference between the models we com-
puted the autocorrelation function of the radius of gyration of a 12-nucleosome
chromatin system at low salt conditions in both models. The radius of gyration is
calculated from the center of masses of the nucleosomes. The time series are plotted
in 6.2a and b for the chemically-specific model and the minimal model respectively.
We computed the autocorrelation function C(τ) using
C(τ) =
〈(Rg(t)− 〈Rg〉) (Rg(t+ τ)− 〈Rg〉)〉
Var(Rg)
, (6.6)
where τ is the time lag, Rg(t) are the values of the radius of gyration at timestep
t, 〈Rg〉 is the mean radius of gyration, Var(Rg) is the variance, and the averages
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Figure 6.2: Timescale comparison between chemically-specific and minimal mod-
els. (a-b) Timeseries of the radius of gyration Rg for 12-nucleosome chromatin using the
chemically-specific model and the minimal model respectively. (c-d) Autocorrelation func-
tions C(τ) of Rg for the chemically-specific model and minimal model respectively. The
correlation time tc is labelled, it is estimated from where the curves reach a height of 1/e.
are taken over t. The auto-correlation functions are plotted in 6.2 c and d, the
values of the correlation time tc are approximated by reading off the graphs where
the value of C(τ) reaches 1/e. We find that the correlation time for the chemically-
specific model is 20 ns, while for the minimal model it is 2 ns, this suggest that
timescales in the minimal model are 10 times faster than in the chemically-specific
model. Note that this is different to the factor of 50 we found in the previous
section and is not unexpected, different dynamics have different timescales, and the
changes in these timescales as we coarse-grain have no reason to be equal changes
— Langevin dynamics does not “correctly” simulate dynamics, it only correctly
simulates equilibrium properties in the canonical ensemble.
6.2 Impact of nucleosome breathing on liquid-liquid
phase separation of chromatin
Recent experiments have discovered that 12-nucleosome reconstituted chromatin
arrays undergo intrinsic LLPS (i.e without the aid of additional proteins) under
physiological salt concentrations in vitro and when microinjected into cells [31]. Ex-
tensive studies characterizing LLPS of proteins and nucleic acids have demonstrated
that multivalency is the dominant driving force for their LLPS [46, 200–204]. That
is proteins with high valencies (where valency is defined as the number of other
molecules a molecule simultaneously interacts with) can stabilize LLPS by form-
86
CHAPTER 6. MINIMAL-MODEL SIMULATIONS
Figure 6.3: Method for computing a LLPS phase-diagram from coexistence sim-
ulations. (a) A density profile computed from a coexistence simulation, an example
simulation snapshot is shown above the plot. The values within the dashed red lines are
used to compute the condensed phase density, the values outside the green dashed lines
are used to compute the density of the dilute phase. One density profile gives a pair of
phase-diagram data points. (b) A liquid-liquid phase diagram, each pair of data points at
a specific salt is computed from a coexistence simulation. The critical point is estimated
using equations 6.7 and 6.8.
ing numerous protein–protein [200, 202, 203], protein–RNA [205], and/or protein–
DNA [28, 29] interactions, that compensate for the entropy loss upon demixing [204].
Furthermore, the binding of multiple Swi6 proteins to nucleosomes was shown to
facilitate LLPS of chromatin [40]. The mechanism behind this involves the Swi6
reshaping the nucleosomes, exposing the histone cores, in a manner consistent with
nucleosome breathing. These ideas, together with the valency enhancement we see
from our simulations of breathing chromatin, led us to hypothesize that nucleosome
breathing is important for facilitating the intrinsic LLPS of chromatin.
To investigate this phenomenon, we deployed our minimal coarse-grained chro-
matin model as it is capable of simulating the system sizes required (hundreds of
chromatin arrays) to capture the collective phase behavior of chromatin. Specifically,
we performed direct coexistence simulations of systems containing 125 independent
12-nucleosome chromatin arrays with a uniform 165NRL at different monovalent
salt conditions for both breathing and non-breathing chromatin. From these simu-
lations we computed the liquid-liquid phase diagrams of breathing and non-breathing
chromatin at 300K in ‘NaCl concentration’ versus ‘chromatin density’ space.
6.2.1 Methods
In order to compute the phase diagram of 12-nucleosome chromatin arrays, we em-
ploy the direct coexistence method [206–209] using 125 independent 12-nucleosome
chromatin arrays with 165-bp NRL at different monovalent salt conditions. The ini-
tial structures for the chromatin arrays are obtained by generating them from ran-
domly selected, equilibrated, structures from the chemically-specific model HREMD
simulations at the corresponding salt (version 1 in section 5.4).
In a direct coexistence simulation, illustrated in figure 6.3, one places both
phases; i.e., the dilute liquid and condensed liquid phase in the same simulation
box. The simulation is performed until they reach equilibrium at their coexistence
87
CHAPTER 6. MINIMAL-MODEL SIMULATIONS
densities. Once equilibrium is reached, the densities of coexistence are determined
by computing the average density profile along the z axis of the simulation box.
The average density profiles are computed by first constructing a density his-
togram, along the simulation box z direction, for each timestep in the trajectory.
We use a bin width of 5Å. The histograms are centered on the systems center
of mass at the corresponding time-step. We then average the histograms over all
timesteps.
We estimate the critical salt concentration cc, by fitting the density difference
between the coexisting low-density ρl(c) and high-density ρh(c) phases to the ex-
pression [210],






where d is a fitting parameter. The critical density ρc is estimated using the law of
rectilinear diameter,
(ρl(c) + ρh(c)) /2 = ρc + s (cc − c) , (6.8)
where s is a fitting parameter.
To prepare the initial configurations for the systems we used the slab method [133].
This involves setting up the particles in a periodic simulation box that is large enough
such that there is no overlap between molecules. First in the NVT ensemble the x
and y box dimensions are slowly scaled to the target size of 1200Å. The simulation
is then run in the NPT ensemble for 100 ns where the z dimension is coupled to a
Berendsen barostat [211] set to a high enough pressure (typically 1 bar) to compress
the system. Once compressed the z dimension of the periodic box is then increased
to 5000Å. We then conducted the production NVT simulations, in a periodic box of
size 1200Å×1200Å×5000Å, for several µswith coordinate snapshots were recorded
every 10,000 timesteps. The last half of the trajectories were used for analysis.
The density profiles from our simulations are shown in figure 6.4. The values
of density for the high and low density phases were calculated as the means of the
data points between the dashes lines. The standard deviations were also calculated
and are indicated on the phase-diagrams by the error bars which are too small to
be visible for most densities.
6.2.1.1 Estimation of liquid-network connectivity
We define the connectivity of the liquid-network as the mean number of connections
per chromatin array in the high-density phase multiplied by the density of the high-
density phase, which gives the number of inter-chromatin bonds per unit volume.
The number of connections of a chromatin array is defined as the number of distinct
chromatin arrays it is in contact with. Two nucleosomes are defined to be “in contact”
if the nucleosome–nucleosome distance (i.e. any nucleosome in one chromatin array
relative to any nucleosome in another chromatin array) is less than 110Å.
6.2.2 Results and Discussion
Our computed phase diagrams of chromatin LLPS are plotted in figure 6.5a and
reveal that the enhancement of nucleosome valency due to nucleosome breathing
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Figure 6.4: Density profiles of direct coexistence simulations of 12-nucleosome
chromatin. The density profiles at a range of salt values are plotted for non-breathing
(a) and breathing chromatin (b). The density of the condensed phase is computed from
the values between the red dashed lines, the density of the dilute phase is computed from
the values outside the green dashed lines.
increases the range of stability of the intrinsic LLPS of chromatin. That is, chro-
matin forms condensates above a critical monovalent salt concentration, due to the
screening by counterions becoming sufficiently strong to eliminate the DNA–DNA
repulsion and enabling the formation of numerous attractive inter-nucleosome inter-
actions. Compared with breathing nucleosomes, constraining the nucleosomes to be
non-breathing, results in chromatin requiring higher NaCl concentration for LLPS
to become thermodynamically stable; the limited valency of the non-breathing chro-
matin arrays, requires more salt to sufficiently screen the DNA–DNA repulsion and
allow the inter-fiber nucleosome interactions to facilitate LLPS. We believe that this
occurs because in the non-breathing chromatin, nucleosomes are perfectly stacked
face-to-face, and intra-fiber interactions are favored over inter-fiber ones. At the
same salt concentration, breathing chromatin produces a more dense, more stable
condensed liquid. Snapshots of breathing and non-breathing coexistence simula-
tions at the same salt concentration are shown in figure 6.6. For further analysis
of chromatin LLPS we computed the connectivity (bonds per unit volume between
different chromatin molecules) of the condensed phase for each salt concentration.
The resulting plot is in figure 6.5b, where we observe that the connectivity of the
breathing chromatin is significantly higher than the connectivity of non-breathing
chromatin (approximately double for equivalent salt concentrations). The increased
connectivity means there are more inter-molecular attractive interactions, an in-
creased number of interactions is essential to overcome the entropy loss of de-mixing.
Thus we observe that the increased nucleosome valency, via nucleosome breathing,
increases the liquid network connectivity which stabilizes (reduces the critical salt
concentration) the LLPS of chromatin. The important role of the connectivity on
the stability of more generic and diverse biomolecular condensates has been studied
in [204].
6.3 Extrapolation to larger chromatin system sizes
We now use our minimal model to simulate larger system sizes: chromatin with 24,
50, 100, and 200 nucleosomes. We stick with the 165NRL that we parameterized
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Figure 6.5: Impact of nucleosome breathing on the phase behavior of chromatin.
(a) Liquid-liquid phase diagram of a solution of 12-nucleosome chromatin arrays in salt
concentration (vertical axis) versus chromatin density space (horizontal axis, units of num-
ber density in nm−3). The salt concentration c is normalized in terms of the critical salt
concentration of the breathing chromatin cBcrit, the axis is plotted such that increasing salt
concentration goes downwards. The data points (blue: non-breathing, red: breathing)
represent coexistence points, i.e. the densities of the dilute (left branch) and condensed
(right branch) phases in coexistence with each other. The critical points (blue circle: non-
breathing, red square: breathing) are calculated from the data points using equations 6.7
and 6.8. Above the critical point is the one-phase region where chromatin exists as a
well mixed dilute liquid, where the DNA–DNA repulsion dominates due to the low salt
concentration. Below the critical point is the two phase region where liquid-liquid phase
separation occurs spontaneously, i.e if the salt concentration is increased above ccrit the
chromatin will de-mix into a condensate and dilute liquid phase. The simulation snapshots
indicate typical configurations at the indicated locations in the phase diagram. The abso-
lute value of cBcrit is 0.069mol/L and c
NB
crit is 0.073mol/L. (b) The connectivity of chromatin
(inter-chromatin bonds per unit volume) in the condensate for non-breathing (blue points)
and breathing (red) nucleosomes.
Figure 6.6: Snapshots of breathing and non-breathing chromatin coexistence
simulations at the same salt concentration.
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the model for and simulate at four salt concentrations: 0.05 0.07, 0.1, and 0.15
mol/L NaCl which we found was a suitable range to cover all levels of chromatin
compaction in the chemically-specific model.
6.3.1 Methods
We generated the initial structures using the version 2 method in section 5.4. This
means that the breathing and non-breathing chromatin have the same initial config-
uration but differ in the amount of DNA rigidly bound to the nucleosome core. At
each salt concentration, for each system size, for breathing and non-breathing, we
ran 20 repeats for approximately 50 million timesteps each. Simulation snapshots
were recorded every 100,000 timesteps and the second half of the trajectories were
used for used analysis, resulting in approximately 5000 frames for each data point.
We computed the sedimentation coefficients using the following equation as done in














where S1 is the sedimentation coefficient of a single nucleosome (set to 11.1 S), R1
is the radius of a nucleosome (set to 55Å), N is the number of nucleosomes, and Rij
are the inter-nucleosome distances.







where Cij(t) is the inter-nucleosome contact matrix at trajectory frame t and Nt is
the total number of frames used in the analysis.
Cij(t) =
{
1, if distance between nucleosomes i and j < 110Å ,
0, otherwise.
(6.11)
6.3.2 Results and discussion
The mean values of S are plotted in figure 6.7 along with the computed histograms
drawn as split-violin plots at the corresponding data points. The general trend is the
same for all system sizes, at the lowest salt, breathing chromatin is less condensed
(lower sedimentation coefficient) than non-breathing chromatin, whilst at the high-
est salt breathing chromatin is more condensed (larger sedimentation coefficient)
than non-breathing chromatin. The cross-over point of the curves changes as the
system size increases, for N=24 at 0.07mol/L the mean S values of breathing and
non-breathing chromatin are very similar, whilst the breathing distribution extends
to lower S values than the non-breathing distribution. As N is increased to 50, the
mean value of S for breathing is slightly larger than for non-breathing at 0.07 mol/L.
However, the distribution still overlaps with the non-breathing distribution on both
sides. For N=200, the mean value of S for breathing is significantly larger, com-
pletely outside the non-breathing distribution range and the breathing distribution
does not overlap the non-breathing distribution for lower S.
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At the lowest salt value (0.05 mol/L) the overall chromatin structure does not
change as N increases, they remain as extended fibers, breathing chromatin is more
extended than the non-breathing and the fibers are self-similar—i.e. if we were to
cut out a 24-N section from the 200-N chromatin it would look the same as the 24-N
chromatin. For 0.1 and 0.15 mol/L at all N the breathing chromatin condenses into
a liquid-like, approximately spherical, droplet. This liquid-like behavior directly fol-
lows from the chemically-specific model where we found that nucleosome breathing
produces liquid-like chromatin.
The non-breathing chromatin exhibits more complex behavior as salt is increased
and N changes. At 0.15 mol/L N=24 we observe the zig-zag ladder structures
similar to as observed for the 12-nucleosome chemically-specific model. Looking
at the sedimentation coefficient distributions for N=24, from 0.15 to 0.07mol/L
we see little difference, just a small decrease as the salt is lowered, very similar
to the chemically-specific model curves in figure 4.11a. However, when we look at
N=50 we observe that at 0.15 mol/L the sedimentation coefficient distribution is
bi-modal: the lower peak (S ≈ 100 S) corresponds to a standard 50-N fully-stacked
but linear zig-zag fiber, while the upper peak (S ≈ 130 S) corresponds to a zig-zag
fiber that is folded in half onto itself. These two configurations are illustrated in
figure 6.7b right side. At 0.1 mol/L the distribution is mostly centered on the linear-
zig-zag (S ≈ 100) but the bi-modality is still present with a smaller but significant
population of folded over fibers. Even at 0.07 mol/L, the tail of the non-breathing
distribution reaches 130 S indicating there is a non-zero occurrence of the folded zig-
zags. At N=100 the distributions are long-tailed, the peaks at S ≈ 220 S correspond
to high density folded up structures, nearing the compaction levels of the breathing
chromatin, while the long tails show that the fibers occasionally unfold to lower
compaction levels. The distribution for 0.1 mol/L N=100 has a particularly long
tail, the end of which (S ≈ 110) corresponds to a fully linear-zig-zag, which is
annotated in figure 6.7c. For N=200 the 0.15 mol/L distribution looks Gaussian,
corresponding to chromatin always being in a compact folded up state. The 0.1
mol/L distribution has a medium length tail, the chromatin can exist in states that
are not completely compacted but it never extends into the fully unfolded linear-
zig-zag state, this can only be reached by decreasing the salt concentration. These
data suggests that even when breathing motions are restricted, large-scale chromatin
arrays (i.e., with 200 nucleosomes or more) are unlikely to condense into the long
and ordered zig-zag configurations proposed in textbooks; indeed, such long fiber-
like structures have been observed via cryo-EM of reconstituted chromatin with
less than 80 nucleosomes [190]. This results put forward an additional parameter
that destabilized the folding of chromatin into ordered fibers: increasing number of
nucleosomes.
We next computed the inter-nucleosome contact maps for each system at 0.15
mol/L, which are plotted in figure 6.8. The contact map for the non-breathing
chromatin is plotted on the upper triangle (in blue) and that for the breathing chro-
matin is plotted on the lower triangle (in red). A contact matrix is symmetric, so
no information is lost by only plotting one triangle. We see that the non-breathing
matrices have a very distinct pattern of a high-intensity 2nd diagonal — this is the
k=2 face–face stacking of nucleosomes in a zig-zag arrangement. These values are
the largest, reaching a frequency of 0.6 which means for 60% of the trajectories that
specific contact exists. The maximum frequency in the non-breathing trajectories
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is 0.3. We observe that the rest of the matrix is non-zero with a small interaction
frequency, this is due to folding over of the zig-zag fibers while still maintaining most
of the face–face k=2 interactions. The breathing chromatin matrices have the maxi-
mum on the k=3 diagonal, this is different to the 12-N chemically-specific breathing
simulations which had the maximum at k=2. We also see that the breathing matrix
has larger frequencies further away from the main diagonal, these are contacts occur-
ring between nucleosomes separated by many neighbors facilitated by the liquid-like
droplet configuration of breathing chromatin at 0.15mol/L salt. Hence, variations
in the linker DNA length, in this case via breathing motions, facilitate the formation
of long-range chromatin interactions, which might be important to gene regulation.
Because in vivo, chromatin parameters are highly heterogeneous (e.g. the linker
DNA are not uniform, but vary from nucleosome to nucleosome, there are chemi-
cal modifications across different histones, and a wide-range of proteins can target
chromatin), the structural behavior of chromatin in cells is more likely to resemble
the liquid-like organization that we observe here for breathing nucleosomes, than
the zig-zag fiber-like organization.
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Figure 6.7: N-nucleosome length chromatin. (a, b, c, d) Sedimentation coefficients
of chromatin with 24, 50, 100, and 200 nucleosomes respectively as a function of monova-
lent salt concentration. The blue lines are for non-breathing chromatin and the red lines
are for breathing chromatin. The data points are the mean values, the full distributions
(normalized histograms) of the sedimentation coefficients are plotted at the corresponding
mean value as split-violin plots with breathing on the left in red and non-breathing on the
right in blue. The simulation snapshots illustrate typical chromatin configurations at the
labeled locations on the plots. The color-scheme of the snapshots is consistent with the
plots: red is breathing, blue is non-breathing. The color gradient indicates the nucleosome
numbering.
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Figure 6.8: Inter-nucleosome contact matrices for N-nucleosome length chro-
matin. (a, b, c, d) Inter-nucleosome contact matrices at 0.15mol/L for chromatin with
24, 50, 100, and 200 nucleosomes respectively. The upper triangle is for non-breathing
chromatin (colored blue) and the lower triangle is for breathing chromatin (colored red).
The color scales (interaction frequency) give the intensity of the contacts, the number is
the proportion of time nucleosomes i and j are in contact, 0 means never in contact, 1
means in contact 100% of the time.
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6.4 Periodicity in chromatin compaction for regular
NRLs
We have used the minimal model to investigate the previously reported periodicity
in chromatin compaction for different regular NRLs [212]. We computed the radius
of gyration of each NRL in the range 160 bp to 211 bp for 12-nucleosome and 24-
nucleosome non-breathing chromatin.
6.4.1 Methods
To use the minimal model for NRLs that are not a multiple of 5, we use the following
method: First we use the chemically specific model to create an initial structure with
the desired NRL, we then map the structure to the minimal model representation
by grouping every sets of 5 DNA base-pairs. However, when we reach the very
end of the chromatin, we neglect any last base pairs that remain. To be explicit
for 12-nucleosome 167NRL, we generate a chemically-specific structure that has
167× 12 = 2004 bp. Dividing this by 5, we have 400 segments of length 5 bp and a
remainder of 4 extra base pairs. Therefore, we map the first 2000 bp, counting from
one end of the DNA, to 400 minimal model DNA beads, we then ignore the last
4 bp. The minimal DNA beads are then categorized into linker DNA or nucleosomal
DNA as before.
We simulated at 0.15mol/L and used temperature replica exchange molecular dy-
namics (T-REMD) with a temperature range of 300–600K and 16 replicas for N=12
and 24 replicas for N=24. The simulations were run for 10 million timesteps, with
snapshots recorded every 5000 timesteps. We removed the first 1 million timesteps
of the trajectories from the analysis. This resulted in 1800 coordinate snapshots
for each NRL. The radius of gyrations were computed using just the coordinates of
the core beads. To get a representative snapshot for each simulation, we performed
clustering analysis of the RMSD of particle coordinates using the method of Daura
et al [213]. The snapshots in figure 6.9 and figure 6.10 are the snapshots with the
most neighbors with a RMSD difference of less than 50Å.
6.4.2 Results and discussion
The radius of gyration for each NRL is shown in figure 6.9, the green data points
are for 12-nucleosome chromatin arrays and the purple points are for 24-nucleosome
chromatin arrays. We see a clear periodicity in the radius of gyration, in reasonable
agreement with the pattern seen by Zhurken et al [212] from their MC simulations
and experimental data. That is, chromatin is more compact for the 147+10nNRLs
and less compact for the 147+10n+5NRLs where N is an integer. For example, the
data point for 167NRL 12N has a Rg of 115Å, while 172 has a Rg of 130Å. The
periodicity we observe is not exactly 10 bp, but rather ≈ 10.5, this is demonstrated
by the peaks for the 12N curve: 163, 173, 184, 195, 207; and for the 24N curve: 164,
174, 186, 198, 209. The 10.5 bp periodicity arises from the average twist between
DNA base-pairs which is 34 degrees. An interesting observation is that the 12N and
24N curves are not completely aligned, rather the peaks for 24N lag by 1 to 2 bp
from the 12N peaks. The reason for this is the same length dependent behavior
we saw in figure 6.7; that is, certain extended ladder-like structures that are stable
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Figure 6.9: Periodicity in chromatin compaction for regular NRLs. Purple crosses
are for 24-nucleosome chromatin, green circles are for 12-nucleosome chromatin. The data
points and errorbars are the mean ± standard deviation of the radius of gyration of the
core beads. Representative configurations for select data points are shown, the NRL is
given in units of bp (base-pair), the configurations were chosen by clustering analysis.
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Figure 6.10: Chromatin structures arising from different NRLs. The structures can
be categorized into 3 main categories: zig-zag ladders, twisted zig-zags, and folded which
occur following a cyclic pattern within the ∼10 bp periodicity.
for 12N will fold-over when the system size increases to 24N. An example of this
behavior occurs in the 163NRL system. The 12N 163NRL structure, pictured in
figure 6.9, is a loosely stacked zig-zag because the torsional restraints imposed by
the DNA forces successive nucleosomes to be rotated by a few degrees with respect
to one another, hence hindering them from stacking perfectly flat on top of each
other. When the number of nucleosomes in the array increase from 12 to 24 in this
163NRL system, the slight nucleosome rotations that prevent flat stacking, imply
that it is more energetically favorable for the fiber to fold over itself. In contrast,
in the 165NRL case, the length of the DNA instead completes almost a full turn,
which allows successive nucleosomes to stack almost completely flat on top of each
other. Consistently, the most extended 24N structure is the 164NRL, which, as
pictured, also has more regular/flat nucleosome stacking. The structures can be
grouped into 3 main categories: Zig-zag ladders, twisted zig-zags, and folded over
structures, which occur periodically as shown in figure 6.10.
6.5 Inter-chromatin fiber interactions
Experiments by Gibson et al [31] have found that the LLPS of chromatin in vitro
is modulated by the chromatin nucleosome repeat length. Specifically, they found
that NRLs of 147+10n+5 exhibit phase separation at lower salt concentrations than
NRLs of 147+10n, or in other words the range of stability of LLPS is larger for NRLs
of 147+10n+5 than 147+10n, where n is an integer. To investigate this phenomenon
and gain an understating of the molecular level reasons behind it, we computed the
inter-chromatin PMFs for 12-nucleosome chromatin fibers for five different NRLs.
Three 147+10n+5 fibers (162,172,182), and two 147+10n fibers (167,177).
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6.5.1 Methods
We computed the PMFs at 0.15mol/L NaCl using umbrella sampling with the
COLVARS package [162] where the collective variable the distance between the
centers of mass of the two chromatin fibers (R). The centers of mass are com-
puted using only the core beads. Additionally, we used T-REMD for each umbrella
window to enhance the sampling. This was necessary due to the large number of
different chromatin configurations that can occur with the same R. Importantly, the
T-REMD was done independently for each window, i.e no exchanges occur between
different windows, simply each window was run using a temperature replica ex-
change scheme with 16 replicas spanning from 300–600K. The standard metropolis
acceptance criteria can be used as long as we are careful to add the biasing potential
to the total potential energy of the system. The collective variable R was biased us-
ing a harmonic potential with a force constant of 0.002 kcal/mol/Å2 and 16 equally
spaced umbrella windows were used spanning 0–600Å. Each window was run for
10 million timesteps. The PMFs were computed from the umbrella windows using
WHAM [97]. As R is a 3D distance the output from WHAM is the free energy
curve F = −kBT log(P (R)) where P is the probability. To convert to the PMF
curve PMF = −kBT log(p(R)) where p is the probability density we include the
Jacobian term which is the volume accessible at a distance of R:
J = 4πR2∆R, (6.12)
PMF(R) = F (R) + kBT log(J(R)), (6.13)
where ∆R is the grid spacing used in the WHAM calculation. This was not needed
for any of our previous umbrella sampling calculations as they were 1D collective
variables where P ∝ p.
6.5.2 Results and discussion
The PMF curves are plotted in figure 6.11a. We observe than both 167 and 177 NRL
have shallower minima than 162, 172, and 182 NRL. This means that the inter-fiber
chromatin interactions, at physiological salt, are weaker between 147+10n NRL
chromatin than they are for 147+10n+5 NRL chromatin. This agrees with the
results of Gibson et al [31] that 147+10n+5 NRL have larger range of LLPS sta-
bility than 147+10n, which suggests stronger inter-fiber chromatin interactions for
147+10n+5 than 147+10n NRLs. Representative simulation snapshots correspond-
ing to the free energy minima for each system are shown in figure 6.11b and c.
We observe that the 10n systems have few inter-chromatin contacts and remain in
their respective single molecule equilibrium states — the regular zig-zag ladders,
as pictured in figure 6.10. This is in contrast to the 10n+5 systems which have
multiple inter-chromatin contacts facilitated by the disordered single fiber configu-
rations, e.g. 172NRL in figure 6.10. We postulate that this balance between inter
and intra-chromatin interactions is the key reason for the observed differences in
the PMFs and the LLPS observed in experiment [31]. The regular zig-zag fiber
structures of the 147+10n chromatin systems are characterized by stronger intra-
chromatin face-to-face nucleosome stacking interactions than the 147+10n+5 coun-
terparts. Thus, the free-energy of inter-fiber chromatin interactions we measure
in the PMFs of the 147+10n systems are mostly contributed by weaker side–side
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Figure 6.11: PMFs between two 12-nucleosome chromatin fibers for different
NRLs. (a) PMFs for 162, 167, 172, 177, and 182 NRL. The 147+10n+5 NRLs are solid
lines, the 147+10n are dashed lines. The upper panel illustrates the collective variable
R — the distance between the centers of mass of the two chromatin fibers. (b) Snap-
shots of representative chromatin configurations that occur at the PMF minima for each
147+10n+5 NRL. (c) Snapshots of representative chromatin configurations that occur at
the PMF minima for each 147+10n NRL.
nucleosome–nucleosome interactions. In contrast, the 147+10n+5 chromatin ar-
rays are more irregularly folded, which enables them to form strong nucleosome
face-to-face stacking interactions between the two fibers, thus the overall inter-fiber




In this work, we have developed a multiscale model of chromatin that spans the
resolutions and system sizes appropriate to link the fine atomistic details of nucle-
osomes to the emergence of chromatin self-organization and LLPS in systems with
over a thousand nucleosomes.
Our chemically-specific model is at residue/base-pair resolution, with this we
have been able to investigate:
• Nucleosome formation. We found that DNA supercoiling and torsional re-
straints are required for reliable formation of nucleosomes, while the chirally
inverted reversome can be created by inverting the supercoiling.
• The unwrapping behavior of single nucleosomes. We computed the free energy
curves of the DNA extensions and the rupture forces for the transitions between
the 3 main nucleosome unwrapping states. Our values were in good agreement
with experiments. Furthermore, we found that DNA sequence can have a
noticeable effect on the free energy of nucleosome unwrapping, that high-salt
encourages nucleosome unwrapping and low salt hinders it, that removing
histones tails significantly destabilizes the fully wrapped state of nucleosomes
with the partially unwrapped state becoming the free energy minimum, and
that the binding of the H1 linker histone protein increases the force needed to
transition from the fully wrapped state into the partially wrapped state.
• Force extension of chromatin. We computed the force extension curves of 4-
nucleosome chromatin arrays using steered molecular dynamics, observing the
typical saw-tooth pattern characteristic of each nucleosome suddenly unwrap-
ping during the pulling experiments. The measured forces were in agreement
with experimental values. We further found that the addition of H1 linker hi-
stone significantly increases the forces needed to unwrap the first nucleosome
turn, and also increases the forces needed to reach the nucleosome rupture
regime.
• Nucleosome sliding. We computed the diffusion coefficient of nucleosome slid-
ing for the high affinity NCP147 sequence and low affinity poly-A sequence,
finding a factor of 26 difference. Furthermore, we observed two different slid-
ing mechanisms consistent with the continuous twist diffusion and the discrete
loop propagation motions, as observed in previous work.
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• The structure of 12-nucleosome chromatin as a function of the monovalent
salt concentration for breathing and non-breathing chromatin. We found that
the compaction of chromatin increases as the monovalent salt concentration
increases and our values of the sedimentation coefficients at 0.15mol/L were in
agreement with experiment values. For the short NRL of 165 bp, we found that
non-breathing nucleosomes result in a zig-zag fiber chromatin configuration,
consistent with structures observed in vitro and in previous computational
work. We found that allowing the nucleosomes to breath (spontaneous DNA
unwrapping/sliding due to thermal motions) resulted in destabilization of the
zig-zag fiber creating denser structures at high salt, and more open structures
at low salt; this is in agreement with the liquid-like nature of chromatin pro-
posed by Maeshima and colleagues. Our work proposes that the liquid-like
nature can arise from the plasticity of the nucleosomes; that is, nucleosomes
in solution and in cellss are not completely rigid structures, but exhibit dy-
namic structural fluctuations. We additionally found that including H1 linker
histone destabilizes the zig-zag ladder chromatin structure resulting in signif-
icantly more compact structures.
Our minimal model represents nucleosomes with a single bead for the core pro-
tein and a bead for every five DNA base-pairs, this enables larger scale chromatin
simulations while still incorporating the important features of the bending/tor-
sional rigidity, the excluded volume size of the DNA, and the orientation dependent
nucleosome–nucleosome interactions. With our minimal model we have investigated:
• Liquid-liquid phase separation of chromatin. We computed the LLPS phase
diagrams of 12-nucleosome 165NRL chromatin as a function of monovalent
salt for breathing and non-breathing nucleosomes. We found that the critical
salt concentration is lower when the nucleosomes are allowed to breath, thus
the range of stability of the LLPS coexistence region is increased for breathing
nucleosomes. This proposes that the plasticity of the nucleosomes, which gives
rise to the liquid-like nature of chromatin, can enhance the LLPS of chromatin,
and hence, contributes to the regulation of the organization and membraneless
compartmentalization of the genome.
• Larger chromatin system sizes. We investigated the scaling behavior of isolated
chromatin fibers as the number of nucleosomes is increased from 24 to 200. We
found the overall salt dependent behavior is consistent for all systems, regard-
less of the number of nucleosomes; that is, as the salt concentration is increased
the chromatin compaction increases. Furthermore, the structure of breathing
chromatin exhibits a greater range of compaction: it is more open at low salt
and more condensed at high salt compared to non-breathing nucleosomes. At
high salt the breathing chromatin condenses into liquid-like droplets similarly
for all system sizes, whereas the non-breathing chromatin exhibits nucleosome-
number dependent behavior—when the number of nucleosomes is less than 50
the zig-zag ladder structures remains stable, when it is greater than 50 the
zig-zag ladder folds over and the fully extended ladder configurations are no
longer energetically favorable. This behavior is controlled by the balance be-
tween a few strong face–face nucleosome–nucleosome stacking interactions and
multiple weaker side–side nucleosome–nucleosome interactions.
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• Periodicity in chromatin compaction for different NRLs. We computed the ra-
dius of gyration and equilibrium structures for 12-nucleosome and 24-nucleosome
chromatin for all NRLs in the range 160–211 bp. We found the compaction
levels and structural types follow a periodic pattern with a periodicity of ap-
proximately 10.5 bp, which arises from the mean twist between DNA base-pairs
of approximately 34 degrees. We found a slight difference of 1-4bp for 24N vs
12N chromatin — the most extended ladder structures for 12N are not stable
for 24N and fold over. The chromatin structures we observe can be classed
into 3 main categories: Zig-zag ladder, twisted zig-zag, and folded.
• Inter-chromatin interactions. We computed the PMFs for the interaction be-
tween two 12-nucleosome chromatin fibers. We found that chromatin fibers
with NRLs of 147+10n+5 have significantly stronger inter-chromatin interac-
tions than NRLs of 147+10n, where n is an integer. This result is in agreement
with experiments that found 147+10n+5 NRL chromatin can exhibit LLPS at
lower salt concentrations than 147+10n. The reason behind this behavior is
the balance between the inter and intra-chromatin interactions. The 147+10n
chromatin has more regular zig-zag fiber configurations with stronger intra-
chromatin interactions and weaker inter-chromatin interactions. We further
found a trend that as the NRL is increased the free energy minima become
less deep, this is due the the extra DNA–DNA repulsion for longer NRLs.
In addition to the results we have presented, the models and methods we have
developed in this work are a significant contribution to the chromatin computational
modeling community. Our rigid-base-pair model with additional phosphate charges
is the first of its kind to be implemented in a established MD code engine such as
LAMMPS. In general, the rigid-base-pair model is used in Monte-Carlo simulations,
by extending it to LAMMPS, we have facilitated its transferability to other different
systems and its usage by the wider community, as well as benefiting from the paral-
lel scalability and flexibility of the MD method. Our rigid-base-pair DNA model is
transferable to other DNA–protein systems, this is demonstrated in section B.1, and
the corresponding publication [214] where I applied the model to study a DNA bind-
ing blood protein. The more generalized minimal-RBP model is an important new
model, implemented in LAMMPS, for simulating twistable-semi-flexible polymers
for which where are only a few currently implemented solutions [215]. Similarly, the
anisotropic potential provides a more customizable form of the Gay-Berne potential
which could find uses for other coarse-grained applications.
Future work using the models developed in this work include further categorizing
the zig-zag fiber configurations as a function of nucleosome number, NRL, and DNA
flexibility. Computing LLPS phase diagrams for different NRLs and chromatin with
more nucleosomes, e.g. we expect 24-nucleosome and 48-nucleosome systems should
be possible. Following on from the discussion about our qualitative vs quantitative
salt-dependent behavior of the chemically-specific model, we aim to more fully pa-
rameterize the electrostatic interactions, possibly using reduced charges according
to counterion condensation theory [216, 217], as done in other work [70, 218].
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A.1 Quaternions and Rotations
A unit quaternion q,










describes a rotation of angle θ about axis a, where,
q = (cos(θ/2), ax sin(θ/2), ay sin(θ/2), az sin(θ/2)). (A.2)
This is equivalent to an orthogonal rotation matrix R:
R =
q2w + q2x − q2y − q2z 2(qxqy − qwqz) 2(qxqz + qwqy)2(qxqy + qwqz) q2w − q2x + q2y − q2z 2(qyqz − qwqx)
2(qxqz − qwqy) 2(qyqz + qwqx) q2w − q2x − q2y + q2z
 . (A.3)
The columns of R are orthogonal unit vectors
R = (x̂, ŷ, ẑ) . (A.4)
These three representations of a rotation are equivalent and we convert between
them when a certain representation is more useful.
q ≡ R ≡ (x̂, ŷ, ẑ) . (A.5)
In the same way that a position vector gives the position of a point relative to
the origin, a rotation gives the orientation of a body relative to the simulation frame,
which is always assumed to have orientation
q = (1, 0, 0, 0), R =
1 0 00 1 0
0 0 1
 . (A.6)




qx = (Rzy −Ryz)/(4qw),
qy = (Rxz −Rzx)/(4qw),
qz = (Ryx −Rxy)/(4qw).
(A.7)
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However, in practice care must be taken to avoid divide by zero errors when the trace
is negative. Therefore we use the follow procedure replicated from LAMMPS [94]
source code:
def R_to_q(R):




# squares of quaternion components
q0sq = 0.25 * (ex[0] + ey[1] + ez[2] + 1.0)
q1sq = q0sq − 0.5 * (ey[1] + ez[2])
q2sq = q0sq − 0.5 * (ex[0] + ez[2])
q3sq = q0sq − 0.5 * (ex[0] + ey[1])
q = np.array([0.0, 0.0, 0.0, 0.0])
# some component must be greater than 1/4 since they sum to 1
# compute other components from it
if q0sq >= 0.25:
q[0] = np.sqrt(q0sq)
q[1] = (ey[2] − ez[1]) / (4.0 * q[0])
q[2] = (ez[0] − ex[2]) / (4.0 * q[0])
q[3] = (ex[1] − ey[0]) / (4.0 * q[0])
elif q1sq >= 0.25:
q[1] = np.sqrt(q1sq)
q[0] = (ey[2] − ez[1]) / (4.0 * q[1])
q[2] = (ey[0] + ex[1]) / (4.0 * q[1])
q[3] = (ex[2] + ez[0]) / (4.0 * q[1])
elif q2sq >= 0.25:
q[2] = np.sqrt(q2sq)
q[0] = (ez[0] − ex[2]) / (4.0 * q[2])
q[1] = (ey[0] + ex[1]) / (4.0 * q[2])
q[3] = (ez[1] + ey[2]) / (4.0 * q[2])
elif q3sq >= 0.25:
q[3] = np.sqrt(q3sq)
q[0] = (ex[1] − ey[0]) / (4.0 * q[3])
q[1] = (ez[0] + ex[2]) / (4.0 * q[3])
q[2] = (ez[1] + ey[2]) / (4.0 * q[3])
return q
To rotate a vector v about an axis â by angle θ we can also use the Rodrigues
rotation formula,
v′ = v cos(θ) + (â× v) sin(θ) + â(â · v)(1− cos(θ)). (A.8)
The quaternion product r = a b is given by:
rw = awbw − axbx − ayby − azbz,
rx = awbx + bwax + aybz − azby,
ry = awby + bway + azbx − axbz,
rz = awbz + bwaz + axby − aybx.
(A.9)
The inverse of a unit quaternion is given by:
q−1 = (qw,−qx,−qy − qz). (A.10)
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A.2 Algorithm for calculation of helical parameters
To calculate the helical parameters between two base-pairs we use the SCHNAAP
procedure [130]. The two base-pairs (DNA Ellipsoids) have positions and orientation
quaternions r1, q1 and r2, q2 respectively.




to matrices T1 and T2 whose columns are the
x̂, ŷ, ẑ axis direction vectors.
2. Calculate the roll-tilt angle Γ:
Γ = cos−1(z1 · z2). (A.11)
3. Calculate the roll-tilt axis rt:
rt = ẑ1 × ẑ2. (A.12)
4. Rotate base-pair 1 and 2 about rt by +Γ/2 and −Γ/2 respectively:
T′1 = R(rt,+Γ/2)T1, (A.13)
T′2 = R(rt,−Γ/2)T2, (A.14)
where R(a, θ) is an orthogonal matrix that describes a rotation of θ about axis
a.







6. Twist Ω is the angle between the transformed y-axis:
Ω = cos−1(ŷ′1 · ŷ
′
2) (A.16)
7. Calculate φ the angle between the roll-tilt axis and the mid-step y-axis:
φ = cos−1(r̂t · ŷms). (A.17)
8. Roll ρ and tilt τ are given by:
ρ = Γ cos(φ), (A.18)
τ = Γ sin(φ). (A.19)
9. Shift Dx, slide Dy, and rise Dz are calculated as:
(Dx, Dy, Dz)
ᵀ = T (r2 − r1). (A.20)
There is an edge case in the algorithm if the two base-pairs have the same ẑ: Γ in
step 2 becomes zero and the cross product in step 3 results in a undefined roll-tilt
axis. We deal with this as follows: if ẑ1 · ẑ2 == 1 then
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1. Set roll and tilt to zero
ρ = 0, (A.21)
τ = 0. (A.22)
2. Twist Ω is the angle between the y axis:
Ω = cos−1(ŷ1 · ŷ2), (A.23)




(T1 + T2). (A.24)
4. Shift Dx, slide Dy, and rise Dz are calculated as:
(Dx, Dy, Dz)
ᵀ = T(r2 − r1). (A.25)
A.3 Calculation of Sedimentation coefficient using
the HullRad method
To calculate sedimentation coefficients for the chemically specific model we use the
HullRad method [182]. This uses a convex hull model to estimate the hydrodynamic
volume of the molecule. For completeness the method will be described here. A
convex hull is mathematically defined as the smallest convex envelope that contains
a set of points. These points are the 3D coordinates of our molecular structure.
The Python SciPy library method ConvexHull is used to compute the convex hull.
This method use the Qhull library [219]. From the convex hull we get the volume
VH and the surface area AH . We then calculate the hydration shell thickness VW =
AH ∗ 2.8 and add this to the hull volume to get the total volume VHW = VH + VW .
Additionally, we find the maximum distance between vertices in the convex hull
Dmax and use this to get the axial ratios, a = (Dmax/2.0), b =
√
(3VH)/(4πa).






















where M is the total molar mass, v̄ is the total partial specific volume, ρ20,w is the
density of water at 20C, η0 is viscosity of water at 20C and,
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where mi and vi are the molar masses and specific volumes of the individual beads,
listed in table A.1
A.3.1 Rationale for using sedimentation coefficients
The sedimentation coefficient is a property of molecules in solution that can be mea-
sured by ultra-centrifuge experiments [220]. It defined in terms of the sedimentation
velocity and the applied acceleration,
S = vs/a, (A.31)
where vs, the sedimentation velocity, is the linear speed of movement of the sedimen-
tation boundary in the centrifuge and a is the acceleration applied by the centrifuge,
a = ω2r, where ω is the angular velocity of centrifuge and r is the distance from the
center. Sedimentation coefficient has units of time, expressed in Svedbergs, sym-
bol S, where 1S = 10−13 seconds. The sedimentation coefficient is also related the





where M is the molecular weight, v̄ is the partial specific volume, ρ is the solution
density, f is the molecules friction coefficient, and N is Avogadro’s number. This
demonstrates the sedimentation coefficient is completely defied by the mass and
shape of the molecule, and the properties of the solvent. Thus we can approximate
121
APPENDIX A. ALGORITHMS AND ANALYSIS





















DNA ellipsoid 500 0.65
DNA phosphate 62.97 0.501
Table A.1: Molar massesm and partial specific volumes v̄, of CG beads used in the HullRad
method calculation of sedimentation coefficients.
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the calculation from our simulations, either by the HullRad method described above,
or by the simpler method described in 6.3.1, and compare with the sedimentation
coefficients reported from experiments. The sedimentation coefficient is approxi-
mately inversely proportional to the radius of gyration, S ∼ 1/Rg, i.e a smaller Rg
correlates with a larger S.
A.4 Amount of unwrapped DNA
For the simulations of breathing chromatin it becomes slightly difficult to define
which DNA beads are nucleosomal and which are linker. This is because at the
higher salt values the dense chromatin structures have DNA in contact with the
nucleosome core proteins that is not part of that nucleosome, so simply computing
the protein-DNA contacts will not work. To overcome this we developed the fol-
lowing procedure: first we record which protein beads are bonded to the DNA in
simulations of non-breathing nucleosomes, these protein beads are located circularly
around the nucleosome in the locations where the DNA is typically wrapped. Then,
for each frame in the breathing trajectory, we compute the contacts between the
DNA and the aforementioned protein beads. For each nucleosome we now have a
list of bound DNA beads. We then compute the median DNA bead in terms of
index along the DNA sequence. This is approximately the center bead of that nu-
cleosome’s nucleosomal DNA. We then look forwards and backwards along the DNA
sequence, within the range of maximum and minimum indices of the bound DNA
beads, and unless a large continuous region of unbound DNA (>100bp) is found, all
the DNA between the maximum and minimum limits is added. Each nucleosome
now has a contiguous section of nucleosomal DNA assigned to it. Finally the list
of nucleosomal DNA is checked for overlaps and any are removed to ensure that
each DNA bead can only be a member of one nucleosome. The average amount of
unwrapped DNA per nucleosome is then computed as:
Nunwrapped = (147Nn −Nnucleosomal DNA)/Nn, (A.33)
where Nn is the number of nucleosomes, Nnucleosomal DNA is the total number of nu-
cleosomal DNA beads, and 147 is the typical number of base pairs of DNA wrapped
round one nucleosome.
A.5 Inter-nucleosome interactions
The relative orientation of two nucleosomes can be categorised into three states: face-
face (ff), face-side (fs), and side-side (ss) as illustrated in Figure A.2. To characterize
these, we compute the nucleosome orientation matrices—the columns of which are
the orthogonal unit axis vectors of the nucleosome. The center of a nucleosome is
defined as the center of mass of the globular domain beads. The x axis passes through
the nucleosome dyad and the z axis points perpendicularly out of the nucleosome
“face” as shown in Figure A.2.
Below, we explain the procedure used to categorize the relative orientation of
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Figure A.2: Definition of nucleosome pair orientations. (a) Nucleosome orientation
axis: x points from the center of the nucleosome to the dyad position, z points out of the
top face, and y = z×x. (b-d) Nucleosome–nucleosome interaction configurations, r is the
center-to-center distance between two nucleosomes.
the nucleosomes. We define the angles {α, βi, βj} as follows:
ẑi · ẑj = cosα, (A.34)
ẑi · r̂ = cos βi, (A.35)
ẑj · r̂ = cos βj, (A.36)
where r̂ is the unit vector pointing from the center of the ith nucleosome to the
center of the jth nucleosome, and ẑi and ẑj are the unit z-axis vectors of ith and jth
nucleosomes respectively. We then use the following algorithm:
if α < 45◦ or α > 135◦:






We then construct three interaction matrices Mµij between the ith and jth nucle-









1, if nucleosomes i and j are in contact, and have a type µ relative orientation,
0, otherwise,
(A.38)
where t is the timestep. The sum is taken over all Nt snapshots used in the analysis.
Two nucleosomes are defined to be in “contact” when the center to center distance
between them is < 110Å. The interaction matrices can then be projected onto a 1D
map to describe the relative intensity of interactions between nucleosomes separated







This sum is equivalent to taking the means of the diagonals of Mµij.
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A.6 Molecular-level inter-nucleosome contacts
To calculate the molecular-level inter-nucleosome contacts we use a similar procedure
to the inter-nucleosome interactions but at bead level rather than nucleosome level.




1, if beads i and j are in contact,
0, otherwise,
(A.40)
where “in contact” here is true when the distance between beads i and j is less than
((σi + σj)/2 + 1Å). For each bead three sums are performed—one each counting
up the contacts with: DNA, Histone tail, and Globular domain beads. Importantly
the contacts are only counted if they are located in different nucleosomes. For the
breathing DNA this is non-trivial. To proceed we defined nucleosomal DNA using
the same method as in Section A.4. The remaining linker DNA is then assigned
to the nucleosome it is closest to (in term of DNA sequence, not spatial distance).
This process enables the contacts to be computed for interactions between different
nucleosomes that would otherwise be dominated by the intra-nucleosome contacts.
Cx(i) =
∑
j in x and in different nucleosome to i
Mij, x = {DNA,Histone tails,Globular domain}.
(A.41)
Cx(i) is a list with a length equal to the total number of beads. There are three
of them, one for each x = DNA, histone tails, globular domains. Cx(i) is then
averaged over all nucleosomes and all timesteps in the trajectory, and normalized by
its maximum value CMAX. To generate the visualizations of the nucleosome contacts
each bead is given a RGB color according to:
colori = [red, green, blue] = 255
log10
(





Where RBG values are integers in the range 0-255.
A.7 Radius of gyration
















where ri are the coordinates of particle i and N is the total number of particles
in the molecule. The angular brackets indicate an average taken over all timesteps
used in the analysis.
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A.8 LAMMPS ‘fix’ algorithms
Here we list the algorithms and numerical methods corresponding to the various
LAMMPS fix commands we use.
A.8.1 fix nve
fix nve is a velocity verlet integrator:




xi+1 = xi + dtvi+1/2,
F i+1 = −∇E(xi+1),






fix rigid/nve and fix rigid/nve/small use the rigid body integrator of
Miller et al [221].
A.8.3 fix langevin
fix langevin applies a Langevin thermostat by modifying the force calculation
in fix nve to
F i+1 = −∇E(xi+1) + Ffriction + Frandom, (A.46)






where γ = m/tdamp and R is a normally distributed random number. When the














When the angular momentum is included the torque acting on the finite size particles
is modified in an analogous way to the force:
τ i+1 = τ i+1E + τfriction + τrandom, (A.50)
















B.1 DNA binding to the blood protein von Wille-
brand factor (vWF)
This work was carried out as part of a collaboration with the group of Dr. Camilo
Aponte-Santamaria and has been published [214].
The von Willebrand factor is a protein present in blood plasma that is involved
in hemostasis (the process of preventing bleeding). Additionally present in blood
plasma is extra-cellular DNA in the from of neutophil extracellular traps (NETs).
NETs are macro-molecular meshes composed of DNA, protein, and antimicrobial
agents that ensnare and kill pathogens as part of the immune response. The misreg-
ulation of NETs is linked to pathological conditions, however the process by which
NETs adheres to blood vessels is not completely understood. vWF is likely to play
a role in this process, specifically the A1 domain of vWF is thought to bind directly
to DNA due to the presence of a positively charged region.
Angélica Sandoval-Pérez and Camilo Aponte-Santamaría carried out atomistic
simulations of the vWF A1 domain binding to DNA which indicated that electro-
statics are responsible for vWF to DNA binding. We supported the research by
performing CG simulations of the same system.
B.1.1 Methods
The conformation of the vWF A1 domain was taken from the X-ray crystallography
structure PDB identification code 3HXO [222]. Following our previous method in
section 3.3 we place CG beads on the Cα atoms and force the preservation of the
shape and structure by constructing a Gaussian elastic Network Model with a cutoff
distance of 7Å and a bond strength of 10 kcalÅ−2mol−1. The GNM uses harmonic




k(r − r0)2, (B.1)
which was implemented in LAMMPS using bond_style harmonic.
The DNA was constructed in a relaxed linear configuration with a length of 42 bp
using our base-pair resolution DNA model described in section 3.2. We used two
sequences: ARC1172 (GGC GTG CAG TGC CTT CGG CCG TGC GGT GCC
TCC GTC ACG CCT), and PolyAT (AAA AAA AAA AAA AAA AAA AAA
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AAA AAA AAA AAA AAA AAA AAA). The DNA bonds use the rigid base-pair
potential.
Because the protein is globular (i.e all beads are part of the GNM) there are no
intra-protein pairwise terms. The charged protein beads and DNA phosphate sites






where qi and qj are the charges (−1 for DNA phosphates and see table 3.2 for
protein beads), ε is the vacuum permitivity, εr is the relative permitivity (set to 80
for water), and λd is the Debye screening length which is set to 8Å corresponding
to 0.15M monovalent salt concentration. Furthermore, we include a protein-DNA










+ ε, r ≤ 21/6σ,
0, r > 21/6σ.
(B.3)
This differs slightly from the form used in the chromatin model as it is completely
repulsive, we did this because the attractive part of the potential in the chromatin
model was optimized to represent DNA-nucleosome interaction and we are not sure
how transferable that part of the model is. Furthermore, we are interested in electro-
static effects in this study so by only including pairwise attraction from electrostatics
we can investigate if the interactions are sufficient for vWF A1 to bind to DNA. We
set ε = 0.1 kcal/mol, σ = 4Å for protein–phosphate and ε = 0.01 kcal/mol, σ = 8Å
for protein–DNA base-pair.
We positioned the DNA strand and the protein in a cubic periodic simulation
box with dimensions 400 × 400 × 400Å. This is large enough such that there is
no self interaction between periodic images, i.e. the length of the DNA is approx-
imately 138Å. The DNA and protein are initially unbound and kept separated by
a minimum distance of 20Å. We performed 32 simulations for each DNA sequence
using different random starting configurations. Each trajectory was run for 3.5µs
in the NVT ensemble using a Langevin thermostat at 300K with a relaxation time
of 100 ps and a timestep of 10 fs.
B.1.2 Results and Discussion
An example initial configuration in the unbound state is shown in figure B.1a. All
trajectories were observed to transition to the bound state within approximately
1 ns. An example bound state is shown in figure B.1b. Observing the pairwise
potential energy timeseries of the simulations we see occasional unbinding and re-
binding events, an example time series is shown in figure B.1c, the step like jumps
indicated by the red crosses show the unbound states. Averaging across all trajec-
tories we see that approximately 99.9% of the time is spent in the bound state.
The atomistic resolution simulations carried out in the referenced paper do not see
unbinding after the initial association of vWF A1 to the DNA strand. The rapid
association of vWF A1 to the DNA is observed in both our CG simulations and the
atomistic simulations. Of the 84 repeats performed in the atomistic simulations 80%
are observed to associate within 50 ns and 95% within 100 ns. Although rigorous di-
rect comparison of these timescales between the atomistic and our CG simulations is
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Figure B.1: DNA binding to vWF. (a) Shows the initial unbound configuration. (b)
Shows a bound configuration. Both are color coded according to the charge. (c) Example
timeseries of the pairwise potential energy of a simulation, the unbinding and rebinding
events are marked by red crosses.
not possible (i.e. there are differences in box sizes, starting configurations, Langevin
dynamics vs molecular dynamics etc) it suggests our CG simulation timescales are of
the order of 10 to 100 times that of the atomistic simulation timescales. This vastly
increased sampling could explain why we observe occasional unbinding events during
the simulations while the atomistic ones do not.
Investigating the equilibrium properties of the bound DNA we measure the bend-
ing angle distribution. The bending angle, illustrated in B.2a, was defined as the
angle between a vector from the center of the first base-pair and the center of the
DNA molecule and a vector between the center point and the last base-pair. The
center point is the mean position of the middle two base-pairs (the 21st and 22nd).
We calculate that the mean angle for bound ARC DNA is 30 degrees with a stan-
dard deviation of 16 degrees, and for the unbound ARC DNA it is 25 degrees with
an standard deviation of 12 degrees. For PolyAT bound it is 26 degrees with stan-
dard deviation of 14 and for PolyAT unbound it is 22 with standard deviation of 11
degrees. The distributions of these angles are plotted in figure B.2b. Note that the
the unbound values were calculated from simulations with just DNA and no protein
for the similar simulation lengths similar to the DNA plus protein simulations.
To investigate the mode of binding between DNA and vWF A1 domain we
compute the contacts between the amino-acid beads and the DNA. A contact is
defined when the distance between an amino-acid bead and a DNA base-pair bead
is less than 9Å or the distance between an amino acid bead and a DNA phosphate
bead is less than 5Å. A contact between an amino acid and a DNA-base pair is only
counted once (there are 3 beads composing a base-pair). For each simulation frame
we now have a list denoting if an amino acid bead is in contact with any DNA bead
bead and vice-versa we have a list denoting if a base-pair is in contact with any
amino-acid bead. We take the mean over all timesteps, which for each amino-acid
bead gives the proportion of time it is in contact with DNA. Similarly for each DNA
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Figure B.2: DNA binding to vWF. (a) Shows an equilibrium simulation snapshot,
the DNA bending angle is labelled. Three specific arginine amino-acids are indicated and
colored red. (b) The distributions of the DNA angle for all 4 simulations types indicated
in the legend. (c) Interactions plots (normalized contacts) for each amino-acid with DNA
for the ARC (black line) and polyAT (blue line) DNA sequences. (d) Interaction plots
(normalized contacts) for each DNA base-pair with the protein for the ARC (black line)
and polyAT (blue line) DNA sequences.
base-pair it gives the proportion of time it is contact with the protein. This is what
we term ‘interaction time’ in the plot in figures B.2c and d. The peaks correspond
to the positively charged arginine (R) and lysine (K) amino-acids, which have been
labelled in terms of their sequence, following the numbering scheme in [214]. These
peaks are in good agreement with the atomistic simulations [214] demonstrating
that vWF does bind to DNA predominately via electrostatic interactions.
130
Appendix C
Guide for software use
The source code and scripts needed to run the model presented in this thesis are pro-
vided in the GitHub repository https://github.com/CollepardoLab/CollepardoLab_
Chromatin_Model and https://doi.org/10.6084/m9.figshare.13663685.v1.
System requirements
Linux with C++ compilers with MPI. Tested on CSD3 peta-4 cluster https://www.
hpc.cam.ac.uk/systems/peta-4 with Intel 2017 compiler suite.
Installation guide
LAMMPS needs to be compiled with our custom code
1. clone a copy of LAMMPS
git clone https://github.com/lammps/lammps.git
2. checkout stable version 3rd March 2020
cd lammps
git checkout tags/stable_3Mar2020 −b stable
3. copy all our code from lammps_custom_code into lammps/src
4. move Makefile_DNA_mpi from lammps/src into lammps/src/MAKE




6. compile using our makefile, note this is for Intel compilers only
make DNA_mpi
7. the executable will be lmp_DNA_mpi
131
APPENDIX C. GUIDE FOR SOFTWARE USE
Demo simulation
To run a single nucleosome system:
1. move to the "demo" directory
2. run with LAMMPS
mpirun −np 1 ./lmp_DNA_mpi −in in.run
It will produce a LAMMPS trajectory file "dna.dump" this can be viewed in Ovito
https://www.ovito.org/. Visible molecular dynamics will be observable after a
few minutes run-time on a single core.
Instructions to reproduce select results
Running chemically-specific 12N chromatin HREMD simulations
1. The files are in
main_simulations/input_scripts/chemically_specific_12N_165NRL_HREMD.
The LAMMPS input scripts are in.hremd_breathing and
in.hremd_nonbreathing
2. run LAMMPS using at least 16 cores
mpirun −np 16 ./lmp_DNA_mpi −partition 16x1 −in in.hremd_breathing
3. These simulations for both breathing and non-breathing will generate the tra-
jectories for the results in section 4.9.
Running minimal model coexistence simulations
1. The files are in main_simulations/input_scripts/minimal_coexistence/
2. run a coexistence simulation
mpirun −np 16 ./lmp_DNA_mpi −in in.run
3. To reproduce the phase diagram (figure 6.5) one would need to vary the pa-
rameters E1 and A in the input script. These correspond to the variables E
and S respectively in table 5.3. Additionally the breathing and non-breathing
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Atom type ID Region Atom type represented










































Table D.1: Chemically-specific model mapping from LAMMPS atom type ID to the rep-
resented particle type.
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Interaction Parameters Values
ERBP K 6x6 stiffness matrix for each of the 16 base-
pair steps, see table D.6.
φ0 6d vector of equilibrium helical parame-
ters for each of the 16 base-pair steps, see
table D.6.
EBonds r0 3.5Å for histone tails, encoded from refer-
ence structure for globular domain GNM.
k 10 kcal/mol/Å2
EKH ε, σ, λ Protein–protein: tables 3.2, D.4, and D.5.
DNA–protein: table 3.3.
DNA-DNA: no interaction (ε = 0).
EElectrostatic Charge Protein: table 3.2.
DNA: table 3.1.
κ Salt-dependence via equation 3.12.
Table D.2: Summary of chemically-specific model parameters.
Interaction Parameters Values
EMinimal-RBP K diag(0.301,0.235,1.56, 0.00614,
0.00515,0.00724).
φ0 (0, 0, 16.44, 0, 0, 166.69).
EMinimal-LJ ε, σ, rLJc Table 5.2.
EAnsiotropic S, ε, rc, E Table 5.4.
Table D.3: Summary of minimal model parameters.
135
APPENDIX D. SUPPLEMENTARY TABLES
Table D.4: KH parameter set A, from Ref. [133].
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Table D.4 – continued from previous page
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Table D.4 – continued from previous page
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Table D.4 – continued from previous page
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Table D.4 – continued from previous page
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Table D.5 – continued from previous page
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Table D.5 – continued from previous page
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Table D.5 – continued from previous page
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Table D.5 – continued from previous page



















Table D.6: Helical parameters for the DNA rigid base-pair potential, from Ref [76].
Base-pair step Shift Slide Rise Tilt Roll Twist
AA-TT
φ0 -0.3 -0.3 3.3 -2.6 0.3 35.4
K 1.72017 0.19796 0.32533 -0.01249 0.00576 0.05913
0.19797 2.12618 0.75074 -0.00581 -0.05309 -0.10162
0.32534 0.75074 7.64359 -0.18348 -0.04547 -0.1485
-0.01249 -0.00581 -0.18349 0.03738 0.00211 0.00597
0.00576 -0.05309 -0.04547 0.00211 0.01961 0.00742
0.05913 -0.10162 -0.1485 0.00597 0.00742 0.02761
AC-GT
φ0 0.1 -0.6 3.3 -0.7 -0.6 32
K 1.28288 0.13127 0.29502 -0.0278 0.00302 0.03646
0.13127 2.97699 2.10518 -0.0228 0.03038 -0.10881
0.29502 2.10518 8.83137 0.04907 0.10478 -0.14741
-0.0278 -0.0228 0.04907 0.03776 0.00378 0.00418
0.00302 0.03038 0.10479 0.00378 0.02306 0.00708
0.03646 -0.10881 -0.14742 0.00418 0.00708 0.03551
AG-CT
φ0 -0.4 -0.6 3.4 -2.5 3.1 33.5
K 1.3999 0.27887 0.27572 -0.03917 0.0208 0.07408
0.27887 1.78493 0.99427 -0.00395 -0.01181 -0.06894
0.27572 0.99427 7.0413 -0.15259 -0.02113 -0.14069
-0.03917 -0.00395 -0.15259 0.03699 0.0041 0.0063
Continued on next page
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Table D.6 – continued from previous page
Base-pair step Shift Slide Rise Tilt Roll Twist
0.0208 -0.01181 -0.02113 0.0041 0.01912 0.005
0.07408 -0.06894 -0.14069 0.0063 0.005 0.02797
AT-AT
φ0 0 -0.8 3.3 0 -0.5 30.4
K 1.04661 0 0 0.03066 0 0
0 3.76524 2.16877 0 -0.03029 -0.04352
0 2.16877 9.33735 0 0.06011 -0.09916
0.03066 0 0 0.03494 0 0
0 -0.03029 0.06011 0 0.02157 0.00877
0 -0.04352 -0.09916 0 0.00877 0.03122
CA-TG
φ0 -0.2 -0.2 3.1 0.2 10.3 29.6
K 1.05328 0.07552 0.23196 -0.03375 0.00158 -0.01277
0.07552 1.79677 0.52999 -0.00472 0.02114 -0.03759
0.23197 0.53 6.30474 0.01221 -0.07708 -0.144
-0.03375 -0.00472 0.01221 0.02498 -0.00127 0.00137
0.00158 0.02114 -0.07708 -0.00127 0.01647 0.00541
-0.01277 -0.03759 -0.14399 0.00137 0.00541 0.01534
CC-GG
φ0 0.2 -0.7 3.5 0 4.9 32.7
K 1.43205 -0.29768 -0.35747 -0.08468 -0.01448 -0.03982
-0.29768 1.5731 1.18241 -0.00677 0.01068 -0.09303
-0.35748 1.18243 7.85985 0.25771 0.00156 -0.11971
-0.08468 -0.00677 0.25771 0.04202 0.00134 0.00022
-0.01448 0.01068 0.00156 0.00134 0.02012 0.00493
-0.03982 -0.09303 -0.1197 0.00022 0.00493 0.02602
CG-CG
φ0 0 0 3.1 0 9.3 29.8
K 1.05459 0 0 -0.07841 0 0
0 1.91048 0.56341 0 0.02388 -0.05037
0 0.56342 6.11191 0 -0.04625 -0.14832
-0.07841 0 0 0.02587 0 0
0 0.02388 -0.04625 0 0.01562 0.00319
0 -0.05037 -0.14832 0 0.00319 0.014
CT-AG
φ0 0.4 -0.6 3.4 2.5 3.1 33.5
K 1.3999 -0.27887 -0.27572 -0.03917 -0.0208 -0.07408
-0.27887 1.78493 0.99427 0.00395 -0.01181 -0.06894
-0.27572 0.99427 7.0413 0.15259 -0.02113 -0.14069
-0.03917 0.00395 0.15259 0.03699 -0.0041 -0.0063
-0.0208 -0.01181 -0.02113 -0.0041 0.01912 0.005
Continued on next page
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Table D.6 – continued from previous page
Base-pair step Shift Slide Rise Tilt Roll Twist
-0.07408 -0.06894 -0.14069 -0.0063 0.005 0.02797
GA-TC
φ0 -0.4 -0.3 3.4 -1.6 1.6 36.6
K 1.31766 0.29517 0.40655 -0.04665 0.00977 0.01782
0.29517 1.87898 1.00952 0.00116 -0.01328 -0.09736
0.40656 1.00952 8.48201 -0.25663 -0.01013 -0.12376
-0.04665 0.00116 -0.25663 0.03758 -0.00252 0.00117
0.00977 -0.01328 -0.01012 -0.00252 0.02025 0.00861
0.01782 -0.09736 -0.12376 0.00117 0.00861 0.02441
GC-GC
φ0 0 -0.4 3.5 0 -1.3 35.7
K 1.179 0 0 -0.08357 0 0
0 2.58821 2.05067 0 0.08753 -0.07364
0 2.05063 9.46559 0 0.1572 -0.18431
-0.08357 0 0 0.03618 0 0
0 0.08753 0.1572 0 0.02569 0.00442
0 -0.07364 -0.18431 0 0.00442 0.02238
GG-CC
φ0 -0.2 -0.7 3.5 0 4.9 32.7
K 1.43205 0.29768 0.35747 -0.08468 0.01448 0.03982
0.29768 1.5731 1.18241 0.00677 0.01068 -0.09303
0.35748 1.18243 7.85985 -0.25771 0.00156 -0.11971
-0.08468 0.00677 -0.25771 0.04202 -0.00134 -0.00022
0.01448 0.01068 0.00156 -0.00134 0.02012 0.00493
0.03982 -0.09303 -0.1197 -0.00022 0.00493 0.02602
GT-AC
φ0 -0.1 -0.6 3.3 0.7 -0.6 32
K 1.28288 -0.13127 -0.29502 -0.0278 -0.00302 -0.03646
-0.13127 2.97699 2.10518 0.0228 0.03038 -0.10881
-0.29502 2.10518 8.83137 -0.04907 0.10478 -0.14741
-0.0278 0.0228 -0.04907 0.03776 -0.00378 -0.00418
-0.00302 0.03038 0.10479 -0.00378 0.02306 0.00708
-0.03646 -0.10881 -0.14742 -0.00418 0.00708 0.03551
TA-TA
φ0 0 -0.2 3.2 0 10 28.9
K 0.64315 0 0 -0.01544 0 0
0 1.24864 0.53653 0 0.02038 -0.04224
0 0.53653 6.07971 0 -0.07916 -0.14834
-0.01544 0 0 0.019 0 0
0 0.02038 -0.07916 0 0.01464 0.00831
0 -0.04224 -0.14835 0 0.00831 0.01759
Continued on next page
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Table D.6 – continued from previous page
Base-pair step Shift Slide Rise Tilt Roll Twist
TC-GA
φ0 0.4 -0.3 3.4 1.6 1.6 36.6
K 1.31766 -0.29517 -0.40655 -0.04665 -0.00977 -0.01782
-0.29517 1.87898 1.00952 -0.00116 -0.01328 -0.09736
-0.40656 1.00952 8.48201 0.25663 -0.01013 -0.12376
-0.04665 -0.00116 0.25663 0.03758 0.00252 -0.00117
-0.00977 -0.01328 -0.01012 0.00252 0.02025 0.00861
-0.01782 -0.09736 -0.12376 -0.00117 0.00861 0.02441
TG-CA
φ0 0.2 -0.2 3.1 -0.2 10.3 29.6
K 1.05328 -0.07552 -0.23196 -0.03375 -0.00158 0.01277
-0.07552 1.79677 0.52999 0.00472 0.02114 -0.03759
-0.23197 0.53 6.30474 -0.01221 -0.07708 -0.144
-0.03375 0.00472 -0.01221 0.02498 0.00127 -0.00137
-0.00158 0.02114 -0.07708 0.00127 0.01647 0.00541
0.01277 -0.03759 -0.14399 -0.00137 0.00541 0.01534
TT-AA
φ0 0.3 -0.3 3.3 2.6 0.3 35.4
K 1.72017 -0.19796 -0.32533 -0.01249 -0.00576 -0.05913
-0.19797 2.12618 0.75074 0.00581 -0.05309 -0.10162
-0.32534 0.75074 7.64359 0.18348 -0.04547 -0.1485
-0.01249 0.00581 0.18349 0.03738 -0.00211 -0.00597
-0.00576 -0.05309 -0.04547 -0.00211 0.01961 0.00742
-0.05913 -0.10162 -0.1485 -0.00597 0.00742 0.02761
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