Abstract. The paper is motivated by an analogy between cluster algebras and Kac-Moody algebras: both theories share the same classification of finite type objects by familiar Cartan-Killing types. However the underlying combinatorics beyond the two classifications is different: roughly speaking, Kac-Moody algebras are associated with (symmetrizable) Cartan matrices, while cluster algebras correspond to skew-symmetrizable matrices. We study an interplay between the two classes of matrices, in particular, establishing a new criterion for deciding whether a given skew-symmetrizable matrix gives rise to a cluster algebra of finite type.
Introduction
This paper is motivated by the theory of cluster algebras initiated in [2] . Here we deal exclusively with the combinatorial aspects of the theory, so no knowledge of algebraic properties of cluster algebras (including their definition) will be assumed or needed. The reader should just bear in mind an analogy between cluster algebras and Kac-Moody algebras. In both theories, there is an appropriate notion of finite type. (For Kac-Moody algebras, "finite type" just means being finite-dimensional, that is, a semisimple Lie algebra.) Cluster algebras of finite type were classified in [3] , and the resulting classification turns out to be identical to the famous Cartan-Killing classification of semisimple Lie algebras. However the underlying combinatorics beyond the two classes of algebras is different: roughly speaking, Kac-Moody algebras correspond to (symmetrizable) Cartan matrices, while cluster algebras correspond to skew-symmetrizable matrices. In this paper, we study an interplay between the two classes of matrices. In particular, we establish a new criterion for deciding whether a given skew-symmetrizable matrix gives rise to a cluster algebra of finite type.
To state our main results, we need some terminology. In what follows, by a matrix we always mean a square integer matrix. A matrix A (resp. B) is symmetrizable (resp. skew-symmetrizable) if DA (resp. DB) is symmetric (resp. skew-symmetric) for some diagonal matrix D with positive diagonal entries. Thus, in a symmetrizable (resp. skew-symmetrizable) matrix, the two transpose entries have the same sign (resp. opposite signs). We say that a symmetrizable matrix is a quasi-Cartan matrix if all its diagonal entries are equal to 2 (note that a skew-symmetrizable matrix has all diagonal entries equal to 0). We say that a quasi-Cartan matrix A is positive if the symmetrized matrix DA is positive definite; by the Sylvester criterion, this means that the principal minors of A are all positive. For a skew-symmetrizable 1 matrix B, we will refer to a quasi-Cartan matrix A with |A ij | = |B ij | for all i = j as a quasi-Cartan companion of B.
A quasi-Cartan matrix is a (generalized) Cartan matrix if its off-diagonal entries are non-positive. These are the matrices giving rise to Kac-Moody algebras, see [4] . As shown in [4] , the Kac-Moody algebra associated to A is finite-dimensional if and only if A is positive. Thus, positive Cartan matrices form the combinatorial backbone of the Cartan-Killing classification: every such matrix can be transformed by a simultaneous permutation of rows and columns to a block-diagonal matrix whose diagonal blocks are of the familiar types A n , B n , C n , D n , E 6 , E 7 , E 8 , F 4 , and G 2 , represented by Dynkin diagrams.
On the other hand, cluster algebras are associated with the mutation-equivalence classes of skew-symmetrizable matrices. Recall from [2] that, for each matrix index k, the mutation in direction k transforms a skew-symmetrizable matrix B into another skew-symmetrizable matrix B ′ = µ k (B), whose entries are given by
where we use the notation [x] + = max(x, 0) and sgn(x) = x/|x|, with the convention sgn(0) = 0 (the formula (1.1) is easily seen to be equivalent to [2, (4. 3)]). One easily checks that µ k is involutive, implying that the repeated mutations in all directions give rise to the mutation-equivalence relation on skew-symmetrizable matrices. We are now ready to state the classification result from [3] . In this paper we address the following Recognition Problem. Given a skew-symmetrizable matrix B, find an efficient way to determine whether the cluster algebra associated with (the mutation-equivalence class of) B is of finite type.
The problem makes sense since the mutations are hard to control, so each of the conditions (2) and (3) in Theorem 1.1 is hard to check in general. A nice solution of the problem was obtained by A. Seven in [6] . His answer is given in terms of "forbidden minors" of B. Our answer is very different and probably more practical: it is based on extending the criterion in (2) to every representative of a mutation class in question. To state it, we need a little bit more terminology.
To a skew-symmetrizable n × n matrix B we associate a directed graph Γ(B) with vertices 1, . . . , n and directed edges i → j for all i, j with B ij > 0. A chordless cycle in Γ(B) is an induced subgraph isomorphic to a cycle (thus, the vertices of a chordless cycle can be labeled by the elements of Z/pZ for some p ≥ 3 so that the edges between them are precisely {i, i + 1} for i ∈ Z/pZ).
We are finally ready to state our main result. Remark 1.3. We actually prove (2) ⇒ (4) ⇒ (3), which gives a new proof of the implication (2) ⇒ (3), more elementary and straightforward than the one in [3] .
Condition (4) in Theorem 1.2 is not completely explicit since B can have many quasi-Cartan companions. Note that a quasi-Cartan companion of B is specified by choosing the signs of its off-diagonal matrix entries, with the only requirement that sgn(A ij ) = sgn(A ji ) for i = j. Thus, the number of choices for A is 2 N , where N is the number of edges in Γ(B). The following two propositions allow us to considerably sharpen Theorem 1.2. Proposition 1.4 (resp. Proposition 1.5) is a consequence of Proposition 2.6 (resp. Corollary 5.2) below. In view of these results, in checking condition (4) , is is enough to test positivity of just one quasi-Cartan companion of B. The following example provides an illustration. Example 1.6. Let B(n) be the n×n skew-symmetric matrix with the above-diagonal entries given by
The graph Γ(B(n)) has n − 2 chordless cycles: they are formed by all triples of consecutive indices. An immediate check shows that all of them are cyclically oriented. Now let A(n) be the quasi-Cartan companion of B(n) such that A ij = B ij for j > i. An immediate check shows that A(n) satisfies the condition in Proposition 1.4. Let d n = det(A(n)), with the convention d 0 = 1. It is not hard to show that the generating function of this sequence is given by Table 1 . Determinants and Cartan-Killing types of the A(n)
By the Sylvester criterion, A(n) is positive if and only if n ≤ 8. Applying Theorem 1.2 and Proposition 1.4, we conclude that the cluster algebra associated to B(n) is of finite type precisely when n ≤ 8. The corresponding Cartan-Killing types are given in the last line of Table 1 (their determination is left as an exercise to the reader).
The paper is organized as follows. The proof of Theorem 1.2 is carried out in the next three sections. In Section 2, which can be viewed as a "symmetrizable analogue" of [3, Section 9], we establish some needed properties of positive quasiCartan matrices. In Section 3, we show that, under some conditions, the mutationequivalence of skew-symmetrizable matrices can be extended to a natural equivalence of properly chosen quasi-Cartan companions. The results of these two sections are put together in Section 4, where the proof of Theorem 1.2 is completed.
The concluding Section 5 is purely graph-theoretic. We call a graph Γ cyclically orientable if it admits an orientation in which any chordless cycle is cyclically oriented. (For example, the full graph on four vertices is not cyclically orientable.) The main result of Section 5 is Theorem 5.1 which gives several properties of graphs that are equivalent to cyclical orientability. As a consequence, we obtain a graph-theoretic statement (Corollary 5.2) which implies Proposition 1.5. The paper concludes with Remark 5.7 discussing a possible strategy for checking condition (4). Remark 1.7. The preliminary version of Theorem 1.2 due to the first two authors was stated in terms of integral quadratic forms rather than quasi-Cartan matrices. Positive definite integral quadratic forms were classified (up to natural equivalence) in [5] , and the answer is once again given by the Cartan-Killing classification. Our results imply that this classification is in agreement with the one given by Theorem 1.1: if A is a positive quasi-Cartan companion of B, then the Cartan-Killing type of the cluster algebra associated to B is the same as the Cartan-Killing type of the quadratic form represented by the symmetrized matrix DA.
Properties of positive quasi-Cartan matrices
This section is a "symmetrizable analogue" of [3, Section 9] . We start with a simple observation.
Proof. (a) is immediate from the positivity of the principal minor of A on the rows and columns i and j.
Since A is symmetrizable, we have A ki A jk A ij = A ik A kj A ji . The positivity condition for the principal 3 × 3 minor of A on the rows and columns i, j, k can now be rewritten as
implying our claim.
We now introduce the diagram of a quasi-Cartan matrix, which is a symmetrizable analogue of [3, Definition 7.3].
Definition 2.2. The diagram Γ(A) of a n×n quasi-Cartan matrix A is a (undirected) graph with vertices {1, 2, . . . , n} and edges {i, j} for each i = j with A ij = 0, where every edge {i, j} is assigned the weight A ij A ji and the sign
In drawing the diagrams, all unspecified weights will be assumed to be equal to 1. With some abuse of notation, we denote by the same symbol Γ(A) the underlying edge-weighted graph of the diagram, obtained by forgetting signs of the edges, and also the underlying graph obtained by forgetting both signs and edge weights. Note that an edge-weighted graph Γ which is of the form Γ(A) must satisfy the following condition (see [4, Exercise 2.1]) :
The product of edge weights along every cycle of Γ is a perfect square.
Definition 2.
3. An edge-weighted graph will be called positive if some sign assignment to the edges makes it into the diagram Γ(A) of some positive quasi-Cartan matrix A.
The following proposition is an analogue of [3, Proposition 9.3].
Proposition 2.4. Positive edge-weighted trees are precisely Dynkin diagrams. Each of them becomes the diagram of a positive quasi-Cartan matrix under an arbitrary assignment of signs.
Proof. Suppose Γ(A) is a tree. We can assume without loss of generality that the signs of all edges are equal to 1, i.e., A is a generalized Cartan matrix (this can be achieved by replacing A if necessary by a positive quasi-Cartan matrix of the form A ′ = EAE, where E is a diagonal matrix with entries E ii = ±1). Our statement now follows from the Cartan-Killing classification of positive generalized Cartan matrices, see, e.g., [4, Proof. First suppose that A is a positive quasi-Cartan matrix whose diagram is a cycle not of type (a). Then at least one edge of Γ(A) has weight a > 1. By Lemma 2.1(a), the weight a is either 2 or 3. It follows from (2.2) that at least two edges of Γ(A) have weight a. If a = 3 then the cycle must be a triangle since otherwise it would have a subdiagram G 2 , a contradiction to Corollary 2.5. We are left with the case of a 3 × 3 matrix A such that A 12 A 21 = A 23 A 32 = 3, and A 13 A 31 = 1. In view of (2.1), such a matrix A cannot be positive. So, we can assume that all the edge weights are equal to 1 or 2, with at least two edges of weight 2. Then Γ(A) must be of one of the types (b) or (c), since otherwise it would have a subdiagram C n for some n ≥ 2, again in contradiction to Corollary 2.5.
To finish the proof, it remains to show that, in each of the cases (a), (b) and (c), the positivity of a quasi-Cartan matrix A is equivalent to the condition that the product of signs along all the edges is equal to −1. Since in each case, all the proper subdiagrams of Γ(A) are Dynkin diagrams, we only need to show that the above sign condition is equivalent to det(A) > 0. Using simultaneous permutations and changes of signs of rows and columns, we can assume that A ij < 0 for |j − i| = 1; and we need to show that det(A) > 0 precisely when A 1n and A n1 are positive.
Dealing with case (a) first, let A n (x) be the n × n quasi-Cartan matrix with nonzero off-diagonal entries A ij = −1 for |j − i| = 1, and
therefore, det(A n (1)) = 4, and det(A n (−1)) = 0, as required. The cases (b) and (c) are similar (and simpler).
Remark 2.7. The sign condition in Proposition 2.6 implies Proposition 1.4.
Mutations and quasi-Cartan companions
Let A and A ′ be quasi-Cartan matrices with the same symmetrizer D; that is, C = DA and C ′ = DA ′ are symmetric. We say that A and A ′ are equivalent and write A ′ ∼ A if C ′ = E T CE for some integer matrix E with determinant ±1. In this section, we show that, under some conditions, the mutation-equivalence of skew-symmetrizable matrices can be extended to an equivalence of properly chosen quasi-Cartan companions.
Definition 3.1. For a matrix index k, we say that a quasi-Cartan companion A of a skew-symmetrizable matrix B is k-compatible with B if the signs of its entries satisfy
Explicitly, the signs of off-diagonal matrix entries of A ′ can be chosen as follows:
Proof. We fix k and introduce the following three n × n matrices:
• J is the diagonal matrix with J kk = −1 and J ii = 1 for i = k.
• E is the matrix with all the entries outside the k-th column equal to 0, and the k-th column entries given by
• F is the matrix with all the entries outside the k-th row equal to 0, and the k-th row entries given by
We now set
and claim that A ′ satisfies all the required properties. First, a direct calculation shows that the entries of A ′ = JAJ − EAJ − JAF + EAF are given by
Comparing (3.3) with (1.1) and using (3.1), it is easy to see that A ′ is a quasi-Cartan companion of B ′ , and that it satisfies (3.2). Furthermore, the claim that A ′ is kcompatible with B ′ is a direct consequence of (3.2). Finally, to show that A ′ ∼ A, we note that
Therefore,
and we are done. Proof. In view of Lemma 2.1 (b), A is k-compatible with B. By Proposition 3.2, the matrix µ k (B) has a quasi-Cartan companion which is equivalent to A and so is positive.
In the rest of this section, we use Proposition 3.2 to obtain more information on positive edge-weighted graphs, see Definition 2.3. First a piece of notation. Let Γ be an edge-weighted graph, i = j two vertices of Γ, and t a positive integer. We denote by Γ[i, j; t] the edge-weighted graph obtained from Γ by adjoining t new vertices i 1 , . . . , i t and t+1 new edges {i, i 1 }, {i 1 , i 2 }, . . . , {i t−1 , i t }, {i t , j}, all of weight one. As a preparation for the proof, we recall several facts from [3] . First recall from [3, Definition 7.3] that every skew-symmetrizable matrix B has the diagram Γ(B) which is a directed edge-weighted graph. As an edge-weighted graph, it is completely analogous to its symmetrizable counterpart in Definition 2.2: the vertices correspond to matrix indices, with an edge {i, j} for each i = j with B ij = 0, supplied with the weight |B ij B ji |. Note that the edge weights satisfy (2.2). The only difference between the two kinds of diagrams is in the way of encoding the signs of matrix entries: while for a quasi-Cartan matrix A, an edge {i, j} in Γ(A) is assigned the sign ε ij = − sgn(A ij ) = − sgn(A ji ), in Γ(B) we have an arrow i → j whenever B ij > 0 (and so B ji < 0). As before, in drawing the diagram Γ(B), all unspecified weights will be equal to 1.
The next proposition reproduces [3, Proposition 8.1]. • The orientations of all edges incident to k are reversed, their weights intact.
• For any vertices i and j which are connected in Γ via a two-edge oriented path going through k (refer to Figure 1 for the rest of notation), the direction of the edge (i, j) in Γ ′ and its weight c ′ are uniquely determined by the rule
where the sign before √ c (resp., before √ c ′ ) is "+" if i, j, k form an oriented cycle in Γ (resp., in Γ ′ ), and is "−" otherwise. Here either c or c ′ can be equal to 0.
• The rest of the edges and their weights in Γ remain unchanged. We conclude this section with one more application of Lemma 3.4, which allows us to construct a family of non-positive edge-weighted graphs. Proof. First assume that at least one edge through k has weight 2. In view of (2.2), then every edge through k must have weight 2. If two of these edges connect k with non-adjacent vertices of Z, then they form a subdiagram C 2 , so Γ cannot be positive. This leaves us with the case where k is joined with just two adjacent vertices of Z, both edges having weight 2. Then the graph Γ is of the form ∆[i, j; t], where ∆ is a triangle with edge weights 2, 2 and 1, the edge {i, j} being of weight 1. It remains to consider the case where all the 2p edges through k have weight 1. We start with the case p = 1, that is, k is joined with two non-adjacent vertices of Z. Then Γ has exactly three chordless cycles, with each edge belonging to exactly two of these cycles. This makes it impossible to attach the signs to edges to satisfy the sign condition in Proposition 2.6, so Γ cannot be positive.
Next let p = 2, that is, k is joined with four vertices of Z. Applying Lemma 3.4 in the same way as above, we can assume that Z has no other vertices, so Γ is made up of four triangles. Orienting all the edges so that these triangles become all cyclically oriented, and performing the mutation µ k transforms Γ into the graph D 4 . Thus, Γ is non-positive in this case as well.
If p = 3, arguing as above we can assume that Γ is built from a 6-cycle Z with all its vertices joined with k. Orienting the edges of Γ so that these triangles become all cyclically oriented, and performing mutations at two opposite vertices of Z destroys four out of six edges through k, leaving us with the case p = 1 which we already dealt with.
Finally, if p ≥ 4 then Γ contains a subdiagram D 4 , and so is again non-positive by Corollary 2.5.
Proof of Theorem 1.2
The following result is the key ingredient of our proof of Theorem 1.2. Turning to the proof of Lemma 4.1, we will deduce it from a sharper statement (Lemma 4.4 below). To state it, we need some more terminology.
The following definition is motivated by Propositions 2.4 and 2.6, and Lemma 3.6.
Definition 4.
2. An edge-weighted graph Γ will be called quasi-finite if it satisfies the following conditions:
• any induced subgraph of Γ which is a tree, is a Dynkin diagram.
• any induced subgraph of Γ which is a chordless cycle, is of one of the types (a), (b), (c) in Proposition 2.6.
• none of the non-positive edge-weight graphs in Lemma 3.6 appears as an induced subgraph of Γ. We say that a skew-symmetrizable matrix B and its diagram Γ(B) are quasi-finite if so is the underlying edge-weighted graph.
Remark 4.3. Any skew-symmetrizable matrix B which has a positive quasi-Cartan companion is quasi-finite as follows from Propositions 2.4 and 2.6, and Lemma 3.6.
We will say that a skew-symmetrizable matrix B (and its diagram Γ(B)) is cyclically oriented if every chordless cycle in Γ(B) is cyclically oriented. We will deduce Lemma 4.1 from the following statement. To finish the proof of Theorem 1.2, it remains to prove Lemma 4.4. Using Proposition 3.5, in our proof of Lemma 4.4 we can forget about skew-symmetrizable matrices and just work with diagrams and their mutations given by the above rules. So in the following argument by a diagram we will just mean a directed edge-weighted graph Γ satisfying (2.2).
Proof of Lemma 4.4. Let Γ be a diagram which is quasi-finite but not cyclically oriented, and let Γ ′ be obtained from Γ by mutation in some direction k (here we think of k as a vertex of Γ). We need to show that Γ ′ is either not quasi-finite, or not cyclically oriented. The proof will split into several cases. Case 1. k belongs to some chordless cycle in Γ which is not cyclically oriented. Without loss of generality we can assume that this cycle is the whole diagram Γ. Let {i, k} and {j, k} be the two edges through k in Γ. Case 1.1. The edges {i, k} and {j, k} are oriented both towards k or both away from k. Then Γ ′ is obtained from Γ by just reversing the orientations of these edges, and so is not cyclically oriented. 
so in this case Γ ′ is not quasi-finite.
Case 2. k does not belong to any non-oriented chordless cycle in Γ. Since Γ is not cyclically oriented, it has at least one non-oriented chordless cycle Z. Without loss of generality we can assume that Γ is just the union of Z and {k}. In order for the mutation µ k to change Z, there must be at least two edges through k in Γ. Furthermore, if we list these edges in the cyclical order along Z, then the incoming and outgoing edges must alternate, in particular, there must be an even number of them; otherwise, k would belong to a non-oriented cycle. Since Γ is assumed to be quasi-finite, the cycle Z is of one of the three types (a), (b), or (c) in Proposition 2.6. Case 2.1. Z is of type (b), i.e., it is a non-oriented triangle with edge weights 2, 2, and 1. Let k be joined with vertices i and j of Z, with orientations i → k → j.
Since the triangle {i, j, k} in Γ must be oriented, the edge {i, j} is oriented as j → i. The mutation µ k reverses the orientations of the edges {i, k} and {j, k}, and changes the weight and orientation of the edge {i, j} in accordance with (3.5) (in particular, the latter edge can be absent in Γ ′ ). An easy inspection shows that the only chance for Γ ′ to be cyclically oriented, while Γ is not cyclically oriented, is to have the edge {i, j} to be of opposite orientations in Γ and Γ ′ . By (3.5), this can only happen if {i, j} has weight 1 in Γ, while each of the remaining four edges has weight 2. But then Γ has a subdiagram of type C 2 (see Corollary 2.5), so cannot be quasi-finite. Case 2.2. Z is of type (c), i.e., it is a non-oriented 4-vertex cycle with edge weights (in cyclic order) 1, 2, 1, 2. oriented and Γ not cyclically oriented appears if {i, j} has weight 1 in Γ, while both {i, k} and {j, k} have weight 2. But then Γ has a subdiagram of type C 2 , so cannot be quasi-finite. Case 2.2.2. k is joined precisely with the two opposite vertices i and j of Z. This case is even easier than the previous one: to satisfy (2.2), the edges {i, k} and {j, k} must have weights 1 and 2, which again forces Γ to have a subdiagram of type C 2 . Case 2.2.3. k is joined with all four vertices of Z. The only balance of edge weights that makes Γ quasi-finite is the one shown in Figure 2 . Furthermore, since we are still in Case 2, all four triangles containing k must be cyclically oriented. Performing the mutation µ k , we obtain a diagram, which contains a subdiagram B 3 and so is not quasi-finite. Case 2.3. Z is of type (a), i.e., has all edge weights equal to 1. According to Lemma 3.6, if Γ is quasi-finite then k is joined with just two adjacent vertices i and j of Z, both edges {i, k} and {j, k} having weight 1. As before, the triangle {i, j, k} must be cyclically oriented. Applying the mutation µ k destroys the edge {i, j}, and so transforms Γ into a chordless cycle. If this cycle is cyclically oriented, then so is the original cycle Z, contradicting our assumption. This completes the proofs of Lemma 4.4 and Theorem 1.2.
Cyclically orientable graphs
This section is purely graph-theoretic. We call a graph Γ cyclically orientable if it admits an orientation in which any chordless cycle is cyclically oriented. For example, the full graph on four vertices is not cyclically orientable. We will give several properties of graphs that are equivalent to cyclical orientability. This requires some notation.
For a given graph Γ, we denote by Ver(Γ) its set of vertices, by Edg(Γ) its set of edges, by Con(Γ) its set of connected components, and by Cyc(Γ) its set of chordless cycles; if no confusion can arise, we drop the dependence of Γ. For a finite set X, let F X 2 denote the vector space of functions f : X → F 2 with the values in the 2-element field F 2 . To any incidence relation I ⊂ X × Y between finite sets X and Y we associate a linear map ρ = ρ I :
In particular, there is a natural sequence of linear maps:
where all the maps are of the form (5.1) associated to the obvious incidence relations.
Theorem 5.1. Each of the following conditions on a finite graph Γ is equivalent to cyclical orientability:
The edges of Γ can be linearly ordered so that different (5.3) chordless cycles in Γ will have different maximal edges.
The sequence (5. As a preparation for the proof of Theorem 5.1, we show that certain weaker versions of (5.3)-(5.5) hold for arbitrary finite graphs. is surjective. The latter condition follows easily from (5.3), and we are done.
To complete the proof of Theorem 5.1, we will show that the cyclical orientability is equivalent to (5.3). First some preparation. Let i and j be two non-adjacent vertices of a finite graph Γ ′ , and let Γ be obtained from Γ ′ by adjoining the edge {i, j}. By a chain connecting i and j in Γ ′ we will mean a sequence of t ≥ 3 distinct vertices (i = i 1 , i 2 , . . . , i t = j) such that the only edges between them are {i p , i p+1 } for p = 1, . . . , t − 1. It is then clear that the chordless cycles in Γ containing the edge {i, j} are in a bijection with the chains connecting i and j in Γ ′ . In particular, i and j belong to a unique chordless cycle in Γ if and only if they are connected by a unique chain in Γ ′ . 
Proof. Let Γ ′′ be the induced subgraph of Γ ′ on the set of vertices Ver(Γ ′ ) − {i 1 , . . . , i t }. For p = 1, . . . , t − 1, let Γ p denote the union of all connected components of Γ ′′ joined by an edge with i p and i p+1 . We claim that the subgraphs Γ 1 , . . . , Γ t−1 are pairwise disjoint, and so are disconnected from each other in Γ ′′ . Indeed, if Γ p ∩ Γ q = ∅ for some p < q then i p and i q+1 would be connected by a chain having all interior vertices in Γ ′′ ; but this contradicts the uniqueness of a chain connecting i and j. Clearly, if an edge {i p , i p+1 } belongs to some chordless cycle Z in Γ ′ , then the rest of the vertices of Z belong to Γ p .
Now take any orientation of Γ ′ making all the chordless cycles cyclically oriented. If all the edges {i p , i p+1 } are oriented as i p → i p+1 , there is nothing to prove. Otherwise, modify the orientation as follows: reverse every directed edge i p+1 → i p together with all the edges inside Γ p and all the edges connecting i p and i p+1 with Γ p . Clearly, the new orientation still has all the chordless cycles in Γ ′ cyclically oriented, so we are done.
Proof of Theorem 5.1, (5.3)=⇒ cyclical orientability. Thus, we assume that Γ is a finite graph whose edges are ordered in accordance to (5.3) . To show that Γ is cyclically orientable, we proceed by induction on the number of edges N of Γ. If N = 0, there is nothing to prove; so we assume that Γ has at least one edge. Let e = {i, j} be the maximal edge in the chosen ordering, and let Γ ′ be the graph obtained from Γ by removing e. Since e belongs to at most one chordless cycle in Γ, it is easy to see that the chordless cycles in Γ ′ are precisely the chordless cycles in Γ that do not contain e. It follows that Γ ′ satisfies (5.3). By induction, we can assume that Γ ′ is cyclically orientable. Choose an orientation of Γ ′ making all the chordless cycles cyclically oriented. If Γ has no chordless cycle containing e then i and j belong to different connected components of Γ ′ , and so e can be oriented either way, making all chordless cycles in Γ cyclically oriented. This leaves us with the case where Γ has a unique chordless cycle containing e. Then i and j are connected by a unique chain in Γ ′ . By Lemma 5.4, we can assume that this chain is linearly oriented in a chosen orientation of Γ ′ . Therefore, orienting e so that the only chordless cycle containing e becomes cyclically oriented, yields an orientation of Γ making all chordless cycles cyclically oriented, thus showing that Γ is cyclically orientable. Now let i 1 , . . . , i 2 , . . . , i 3 , . . . , i p , . . . , i 1 be the sequence of vertices in Z 1 ∪ · · · ∪ Z p − {j} written in the natural cyclical order. Choose a shortest possible interval (in the cyclical order) j 1 , . . . , j q in this sequence consisting of q ≥ 3 pairwise distinct vertices and such that {j 1 , j q } is also an edge. (It is easy to see that such intervals exist because every three consecutive vertices in our sequence are distinct.) The vertices j 1 , . . . , j q obviously form a chordless cycle. Clearly, this chordless cycle is not a part of any Z k − {j}. Thus, it must contain some i k as an interior vertex. But this contradicts the cyclical orientability since the two edges through i k belong to the chordless cycles Z k and Z k−1 (with the convention that Z 0 = Z p ) and so either both are oriented towards i k , or both are oriented away from i k . This contradiction proves the result.
Proof of Theorem 5.1, cyclical orientability =⇒ (5.3). Let Γ be a cyclically orientable graph having at least one edge. By Lemma 5.6, Γ has an edge e belonging to at most one chordless cycle. Let Γ ′ be obtained from Γ by removing the edge e. We have already noticed that the chordless cycles in Γ ′ are precisely the chordless cycles in Γ that do not contain e. It follows that an orientation of Γ making all chordless cycles cyclically oriented, restricts to the orientation of Γ ′ with the same property. Thus, Γ ′ is cyclically orientable. By induction on the number of edges, there is a linear ordering of the edges of Γ ′ satisfying (5.3). Adding e as the maximal element gives a desired linear ordering of edges for Γ, finishing the proof of Theorem 5.1.
Remark 5.7. Theorem 5.1 suggests the following way to check whether a given skew-symmetrizable matrix satisfies condition (4) in Theorem 1.2. Start by checking whether the edges of (the underlying graph of) the diagram Γ(B) can be ordered in accordance with (5.3) (we leave aside the question of a practical implementation of such a check). If (5.3) cannot be satisfied, then B is not of finite type. Otherwise, go over the list of edges ordered in accordance with (5.3), and attach the signs to them in the following way. If a current edge {i, j} is not maximal in any chordless cycle, choose the sign ε ij arbitrarily; otherwise, {i, j} is maximal in a unique chordless cycle Z, and we determine ε ij from the condition that the product of signs along the edges of Z is equal to −1. Finally, define a quasi-Cartan companion A of B by setting A ij = −ε ij |B ij | for all i = j. Then B satisfies (4) and so is of finite type if and only if A is positive (the latter condition can be checked for example by using the Sylvester criterion).
