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1. Introducció 
 
Tal com els humans utilitzem els nostres ulls i cervell per comprendre el món que ens envolta, 
la visió per computador tracta de produir el mateix efecte perquè les computadores puguin 
percebre i comprendre una imatge o seqüència d'imatges i actuar segons convingui en una 
determinada situació. Aquesta comprensió s'aconsegueix gràcies a diferents camps com la 
geometria, l'estadística, la física, la informàtica, la electrònica i altres disciplines. L'adquisició de 
les dades s'aconsegueix per diversos mitjans com a seqüències d'imatges o vistes des de diverses 
càmeres. 
Hi ha moltes aplicacions per la visió per computació per exemple a la industria com a control de 
qualitat de peces o posicionament d’objectes, també s’utilitza en els cotxes autònoms. 
 
1.1 Objectiu principal 
 
Creació d'un sistema de localització i detecció d’un objecte a un espai tancat a traves de 
marcadors utilitzant visió per computador que publiqui la seva posició i orientació en ROS (Robot 
Operating System). 
 
1.2 Objectius 
 
- Realitzar estudi de localització de punts a l’espai 
- Realitzar estudi de sistemes de posicionament 
- Escollir sistema  
- Programar sistema de detecció de marcadors 
- Crear node ROS amb captura d’imatges i publicació de dades 
- Programar sistema de posicionament 
 
1.3 Abast 
 
La finalitat d’aquest projecte es crear un algoritme que obtingui imatges de varies càmeres, ja 
que el sistema serà modular i detecti marcadors d’un helicòpter en moviment per el càlcul de la 
seva posició i orientació en espais tancats, aquestes dades es publicaran en ROS (Robot 
Operating System), que es un sistema operatiu per aplicacions robòtiques. Per facilitar la 
identificació dels marcadors s’utilitzaran leds infrarojos d’aquesta manera hi haurà un major 
gradient d’intensitat i serà més ràpid el processament de la imatge. 
En primer lloc es farà un estudi del problema, com esta avui dia aquest tipus de sistema, les 
tècniques emprades per fer la resolució de detecció de punts a l’espai i sistemes per el càlcul de 
la seva posició.  
En segon lloc s’adaptarà aquesta resolució al sistema utilitzat i es programarà l’algoritme. 
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Aquest projecte no realitzarà el control de l’helicòpter amb les dades obtingudes de posició i 
orientació donades per el sistema. 
 
1.4 Context 
 
El projecte es desenvoluparà al departament de enginyeria de sistemes, automàtica i 
informàtica industrial. 
En la figura 1.1 es pot veure el plànol del laboratori on es realitzarà el projecte. 
 
Figura 1.1. Àrea laboratori [1] 
El laboratori disposa de quatre càmeres connectades a un ordinador amb Ubuntu i ROS, els 
marcadors estan en un helicòpter que serà l’objecte a localitzar, tant l’espai de treball com la 
velocitat màxima de desplaçament del helicòpter son paràmetres que es decidiran en funció del 
sistema desenvolupat. 
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2. Sistemes a utilitzar 
 
En aquest capítol s’explicarà l’estat de la tecnologia i dels mètodes principals que s’utilitzaran 
en aquest projecte com el robot operating system que serà el sistema operatiu on es realitzarà 
la programació del algoritme, la comunicació, la visió per computació que es divideix en 
diferents apartats, el calibratge intrínsec i extrínsec de la càmera, com localitzar punts al espai, 
correspondència d’un punt a diferents imatges i triangulació. 
 
2.1 Robot Operating System 
 
ROS [2] (Robot Operating System) és un meta sistema operatiu de codi obert. Proporciona els 
serveis de un sistema operatiu incloent les abstraccions de hardware, control de dispositius a 
baix nivell, implementació de utilitats comuns, pas de missatges entre processos i gestió de 
paquets. També proporciona eines i llibreries per obtenir, compilar, escriure i executar codi a 
traves de múltiples ordinadors. Es composa d’un numero de nodes independents, cada node es 
comunica amb els altres utilitzant el model publicador/subscriptor 
En aquest projecte s’utilitzarà ROS degut a la seva facilitat per comunicar els diferents nodes, és 
un sistema operatiu orientat a aplicacions robòtiques, s’executa alhora a diferents ordinadors, 
robots i altres dispositius i es poden comunicar fàcilment. 
 
2.1.1 Conceptes 
 
Per entendre el funcionament d’aquest sistema operatiu es farà la descripció d’alguns conceptes 
basics de ROS. 
Master: Proporciona el registre de noms dels nodes i tòpics i consulta la resta del diagrama de 
xarxa. Sense el master, els nodes no es podrien trobar entre ells, intercanviar missatges o 
executar serveis. 
Nodes: Els nodes són executables que es comuniquen amb altres processos usant tòpics, serveis 
i servidors de paràmetres. Un node té un nom únic en el sistema. El nom s’utilitza per permetre 
al node connectar-se amb la resta de nodes utilitzant noms sense ambigüitat. 
Tòpics: Els tòpics són canals de comunicació per transmetre dades. Els nodes es subscriuen per 
poder rebre la informació o publiquen en aquest tòpic per enviar-la. Un tòpic pot tenir diversos 
subscriptors. 
Servidor de paràmetres: El servidor de paràmetres és un diccionari compartit multivariable que 
és accessible a través de la xarxa. Els nodes usen el servidor per emmagatzemar i rebre 
paràmetres en temps d'execució, aquest és part del master. 
Serveis: Amb el model del publicador/subscriptor no és suficient per interaccions de petició i   
resposta. Aquesta es realitza a partir dels serveis amb una estructura de missatges: una per a la 
petició i un altre per la resposta. 
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Bags: Les Bags serveixen per guardar i reproduir missatges amb el mètode de transmissió de 
serveis. 
2.1.2 Funcionament de ROS 
 
El sistema es composa d’un master i diversos nodes, cada node realitza el seu programa que pot 
ser en python o en c++ i es poden comunicar entre ells. 
Hi ha dues formes per fer la comunicació entre nodes, una és amb el model 
publicador/subscriptor i l’altre és amb serveis. 
En la comunicació amb el model publicador/subscriptor, un dels nodes crea un tòpic on 
transmetrà la informació, aquest tòpic es guardarà en el master que és l’encarregat de relacionar 
els nodes publicadors i subscriptors d’aquest tòpic. El subscriptor rebrà la informació a partir del 
publicador. 
En la comunicació amb serveis, el node comunica directament al node que es vulgui. 
En la figura 2.1 es veu gràficament el funcionament de la comunicació en ROS. 
 
Figura 2.1 Esquema funcionament ROS [2] 
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2.2 Visio per computació 
 
Hi ha un sistema similar al que es realitzarà en aquest projecte que esta àmpliament 
comercialitzat es diu sistema de captura de moviment òptic (Optical motion capture system) [3]. 
Un sistema de captura de moviment òptic es basa en un únic ordinador que controla varies 
càmeres CCD (charge-coupled device). Aquestes càmeres són sensibles a la llum, usen una 
matriu de cèl·lules (píxels) per capturar la llum, mesuren la seva intensitat per cada cèl·lula, 
creant una imatge. Amb més resolució de la càmera implicarà més precisió però anirà lligat amb 
les mostres per segon que es necessitaran per fer la captura de moviment. Actualment per 
aquest sistema utilitzen càmeres amb una resolució de 16 megapixels que permeten capturar 
120 imatges per segon. 
Les càmeres porten la seva pròpia font de llum per crear un reflex direccional en els marcadors, 
aquests són d’un material reflectiu. Utilitzen leds de llum visible encara que també s’utilitzen 
leds infrarojos però són lleugerament menys eficaços. 
És necessari almenys dos punts de vista per realitzar un seguiment de la posició en un punt, al 
menys dos càmeres per cada marcador o una seqüencia d’imatges d’una mateixa càmera, també 
es pot realitzar amb una única càmera i una imatge fent estimacions de la profunditat del objecte 
respecte la càmera. 
Un cop tenen les imatges de la càmera comença el processament, el primer pas es aïllar els 
marcadors de la resta de imatge, utilitzen normalment un filtrat del llindar de la lluminositat 
també determinant el numero màxim i mínim de línies esperades del marcador, el software 
ignora qualsevol cosa més petita o més gran que aquests valors. 
El segon pas es determinar les coordenades 2D de cada marcador en la imatge, aquestes dades 
s’utilitzaran amb les coordenades de l’altre càmera per obtenir les coordenades 3D de cada 
marcador. 
Aquests sistemes tenen un tercer pas que és el seguiment de la seqüencia d’un marcador i ho 
guarda en un fitxer, que conte la posició del marcador respecte el temps. 
Per començar amb tot aquest procés s’han de determinar les característiques físiques de la 
càmera en forma de matriu, això es coneix com a calibratge intrínsec i extrínsec de la càmera. 
2.2.1 OpenCV 
És una llibreria de visió per computador en C++, C , java i phyton que conté funcions necessàries 
per a realitzar el tractament de imatges, reconeixements d’objectes, sistemes de posició... 
En aquest projecte s’utilitzarà aquesta llibreria degut a que es pot integrar de manera fàcil amb 
ROS. 
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3. Plantejament del problema 
 
Un cop obtinguda la imatge, primer s’ha de poder detectar els marcadors de l’helicòpter i 
després per poder realitzar mesures amb imatges digitals cal poder convertir punts de la imatge 
en punts en coordenades de l’espai. 
 
3.1 Calibratge de la càmera 
 
Per a poder determinar la posició del helicòpter en l’espai respecte punts en la imatge, es 
necessita els paràmetres intrínsecs de la càmera, que són una sèrie de característiques internes 
de la càmera com la distancia focal, la mesura dels píxels, el centre òptic i un coeficient 
d’inclinació dels píxels i un canvi de coordenades del sistema de coordenades de la càmera a el 
sistema de coordenades de l’espai. 
Normalment la càmera deforma la imatge, per tant s’haurà d’extreure també els coeficients de 
distorsió de la imatge. 
En la figura 3.1. podem observar que un cop tenim el punt 2D en la imatge s’haurà de aplicar els 
paràmetres intrínsecs de la càmera i el canvi de coordenades per obtenir el punt 3D. 
 
Figura 3.1. Representació del canvi de coordenades [4] 
Aquesta operació es realitza amb la següent formula. 
𝑠𝑚𝑐𝑗 = 𝑃𝑐𝑗 ∙ 𝑀𝑚 
On: 
- mcj = [ucj,vcj,1] són les coordenades del punt en la imatge. 
- Mm=[Xm,Ym,Zm,1] són les coordenades del punt en el mon. 
- Pcj que és la matriu de la càmera K·[R|t]  
- s és el factor d’escala (profunditat) que és desconegut. 
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3.1.1 Calibratge intrínsec  
 
El calibratge intrínsec [5] de la càmera es tracta de obtenir els paràmetres interns de la càmera, 
es poder convertir punts de la imatge en punts de l’espai, aquest paràmetres se solen donar en 
forma de matriu. 
𝐾 = [
𝑓 ∙ 𝑙 ∙ 𝑃𝑤 𝑓 ∙ 𝑙 ∙ 𝑃𝑤 ∙ 𝛼𝑐 𝑢𝑜
0 𝑓 ∙ 𝑙 ∙ 𝑃ℎ 𝑣𝑜
0 0 1
] 
On: 
- f és la distancia focal expressada en píxels. 
- l és la conversió mm/píxels. 
- Pw és l’ample del píxel.  
- Ph és l’altura del píxel. 
- αc és el coeficient d’inclinació del píxel, aquest serà 1 normalment. 
- (Uo,Vo) és el centre òptic expressat en píxels. 
Per una altra banda hi ha distorsió tangencial degut a que la lent de la càmera no és paral·lela a 
el plànol de la imatge i aquest és el motiu perquè la imatge estigui deformada. Això es pot 
corregir dos formules, una per els factor radials (k1,k2,k3) i la segona per els factors 
tangencials(p1 i p2). 
Correcció distorsió radial 
𝑥𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑑𝑎 = 𝑥(1 + 𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6) 
𝑦𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑑𝑎 = 𝑦(1 + 𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6) 
Correcció distorsió tangencial 
𝑥𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑑𝑎 = 𝑥 + [2𝑝1𝑥𝑦 + 𝑝2(𝑟
2 + 2𝑥2)] 
𝑦𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑑𝑎 = 𝑦 + [𝑝1(𝑟
2 + 2𝑦2) + 2𝑝2𝑥𝑦] 
Amb els coeficients de distorsió següents 
𝐶𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑑𝑒 𝑑𝑖𝑠𝑡𝑜𝑟𝑠𝑖ó = (𝑘1, 𝑘2, 𝑝1, 𝑝2, 𝑘3) 
 
Per realitzar aquest calibratge, es pot fer amb OpenCV ja que té una funció que es diu 
calibrateCamera [5] que amb distancies conegudes d’una imatge d’un tauler d’escacs, s’utilitza 
aquesta imatge degut a que és fàcil reconèixer els punts d’intersecció dels quadrats, captura 
imatges de diversos punts de vista,  i obté els paràmetres intrínsecs i els coeficients de distorsió. 
També retorna l’error de re-projecció que serveix per comprovar la qualitat de la aproximació 
de la matriu. 
Per fer el procediment amb dues càmeres obtenint la relació d'una de les càmeres amb l’altre 
es pot utilitzar la funció stereoCalibrate , aquesta funció a partir de punts coneguts al espai i 
relacionats a la imatge, obté les dues matrius de paràmetres intrínsecs, la matriu de rotació que 
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relaciona el sistema de coordenades de la segona càmera amb la primera, el vector de translació 
que relaciona els dos sistemes de coordenades, la matriu essencial i la matriu fonamental. 
La matriu fonamental [6] F és una matriu 3x3 que relaciona els punts a diferents imatges. Si 
tenim el mateix punt en dos imatges diferents, x i x’, Fx descriu una línia (un pla epipolar), des 
de el punt x’ fins on estaria en la altre imatge. 
𝑥′𝑇𝐹𝑥 = 0 
La matriu essencial [6] E es pot descriure amb la següent formula. 
𝐸 = 𝐾′𝑇𝐹𝐾 
On K i K’ són les matrius intrínseques de les dues càmeres. 
 
3.1.2 Calibratge extrínsec 
 
El calibratge extrínsec de la càmera, consisteix en una matriu de rotació i un vector de translació 
que relaciona el sistema de coordenades de la càmera amb el sistema de coordenades del mon. 
 Aquesta es pot representar amb la següent matriu. 
[𝑅|𝑡] = [
𝑅11 𝑅12 𝑅13
𝑅21 𝑅22 𝑅23
𝑅31 𝑅32 𝑅33
    
𝑡1
𝑡2
𝑡3
] 
 
3.2 Detecció dels marcadors 
 
En aquest apartat s’estudiarà els diferents mètodes de detecció dels marcadors en una imatge, 
en aquest cas seran tres mètodes. El primer és la detecció de cantonades, aquestes són fàcils 
d’identificar i són diferents respecte les altres cantonades, es poden identificar amb facilitat. El 
segon mètode és la detecció de contorns (línies), es pot detectar els contorns del marcador i així 
poder calcular el centre de masses del objecte degut a que aquest serà un punt amb molt poca 
variació. El tercer mètode és la detecció de components connectades (blobs), determina el 
centre de mases d’un objecte amb diferents paràmetres com per exemple grandària, color, 
claredat... 
 
3.2.1 Detectors clàssics de cantonades 
 
Un punt de interès és un punt que té un alt gradient de la imatge en direccions ortogonals. 
Aquest ha de tenir una intensitat significativament diferent a tots els seus veïns, aquests es diuen 
punts de cantonada, són claus per a tècniques amb més d’una imatge.  
Un detector de punts de cantonada és operador d’interès de Moravec [7], es basa en la intuïció 
que si una regió d’una imatge, ha de ser identificada en una altra imatge ha de ser suficientment 
diferent a totes les regions adjacents, examina canvis de la imatge (gradient). 
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Moravec defineix la similitud entre una regió centrada en (u,v) i una regió adjacent desplaçada 
(δu, δv). 
𝑠 = (𝑢, 𝑣, 𝛿𝑢 , 𝛿𝑣) = ∑ (𝐼[𝑢 + 𝛿𝑢 + 𝑖, 𝑣 + 𝛿𝑣 + 𝑗)] − 𝐼[𝑢 + 𝑖, 𝑣 + 𝑗])
2
(𝑖,𝑗)∈𝑊
 
On W és una regió local NxN de la imatge I i 𝐼[𝑥, 𝑦] és la intensitat del píxel x,y. 
Es compara la similitud en vuit direccions cardinals i el mínim valor és el punt d’interès. 
𝐶𝑀(𝑢, 𝑣) = min
(𝛿𝑢,𝛿𝑣)∈𝐷
𝑠(𝑢, 𝑣, 𝛿𝑢, 𝛿𝑣) 
Aquesta funció s’avalua per cada píxel, quan hi ha un valor alt de CM indica que és un punt de 
interès. 
 
Es pot aproximar com una suma ponderada. 
𝑠 = (𝑢, 𝑣, 𝛿𝑢, 𝛿𝑣) = ∑ 𝜔(𝑖, 𝑗)(𝐼[𝑢 + 𝛿𝑢 + 𝑖, 𝑣 + 𝛿𝑣 + 𝑗)] − 𝐼[𝑢 + 𝑖, 𝑣 + 𝑗])
2
(𝑖,𝑗)∈𝑊
 
On ω és la matriu de ponderació 
𝑠(𝑢, 𝑣, 𝛿𝑢, 𝛿𝑣) = (𝛿𝑢 𝛿𝑣)𝐴 (
𝛿𝑢
𝛿𝑣
) 
on A si ω és una funció gaussiana (G(σI)) és la convolució entre aquesta i els gradients. 
𝐴 = (
𝐺(𝜎𝐼) ⊗ 𝐼𝑢
2 𝐺(𝜎𝐼) ⊗ 𝐼𝑢𝐼𝑣
𝐺(𝜎𝐼) ⊗ 𝐼𝑢𝐼𝑣 𝐺(𝜎𝐼) ⊗ 𝐼𝑣
2 ) 
Iu,Iv són gradients horitzontal i vertical respectivament.  
Aquesta matriu A es coneix com matriu de auto-correlació o estructura tensor, aquesta captura 
la intensitat dels veïns de la regió, la funció gaussiana serveix per suavitzar. 
Un punt interesant és un que per S(·) té valor gran en totes les direccions del vector (δu, δv). Si A 
té valors propis petits vol dir que hi ha una intensitat constant en la regió, si té un valor propi alt 
i la resta petits esta en un marge i si tots els valors propis són alts esta en una cantonada. 
 
3.2.1.1 Mètodes de detecció de fortalesa d’una cantonada 
 
Un cop tenim les cantonades detectades podem detectar la fortalesa d’una cantonada, amb 
aquest detector poden sortir moltes cantonades d’una única imatge per això s’haurà de agafar 
nomes les més fortes. 
Els següents mètodes determinen la fortalesa de la cantonades de maneres diferents. 
Detector Shi-Tomasi [7] 
Determina que la fortalesa de la cantonada són els mínims valors propis (λ1,λ2) de A. 
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𝐶𝑆𝑇(𝑢, 𝑣) = min (𝜆1, 𝜆2) 
Detector Harris [7] 
Determina la fortalesa de la cantonada com 
𝐶𝐻(𝑢, 𝑣) = det(𝐴) − 𝑘 ∙ 𝑡𝑟(𝐴) 
K= 0.04 
Els valors alts representen la fortalesa. 
Detector Noble [7] 
𝐶𝑁(𝑢, 𝑣) =
det (𝐴)
𝑡𝑟(𝐴)
 
 
Procediment 
1. Es detecten punts d’interès 
2. Es mesura la fortalesa dels punts 
3. Es crea un llindar per seleccionar nomes els que interessen 
El detector de Harris es calcula a partir dels gradients de la imatge i, per tant, és robust a les 
compensacions en la il·luminació, i els valors propis de la estructura tensor A són invariants a la 
rotació.  
 
3.2.2 Detecció de contorns 
 
Mentre que els punts d'interès són útils per a la recerca d'ubicacions d'imatges que es poden 
aparellar amb precisió en 2D, els contorns són molt més abundants i sovint dur a importants 
associacions semàntiques. Per exemple, els límits dels objectes, en general són delineats per 
contorns visibles. 
Aquestes es poden utilitzar per trobar el contorn del objecte i calcular el seu punt de centre de 
masses, que variarà molt poc en les diverses imatges que es poden obtenir, és un bon sistema 
per obtenir sempre el mateix punt a diferents imatges. 
Qualitativament, els contorns es produeixen en els límits entre regions de diferent color, la 
intensitat, o la textura.  
Una manera matemàtica per definir el pendent i la direcció d'una superfície és a través del seu 
gradient, d’aquesta manera es pot trobar aquests límits. 
𝐽(𝑥) =  ∇𝐼(𝑥) =  (
𝜗𝐼
𝜗𝑥
,
𝜗𝐼
𝜗𝑦
) (𝑥) 
La magnitud dels punts J (gradient) és una indicació del pendent o la força de la variació. 
Al treballar amb una imatge binaritzada és un mètode robust i ràpid. 
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3.2.2.1 Vinculació de contorns 
 
Mentre que els contorns aïllats poden ser útils per a una varietat d'aplicacions, es tornen encara 
més útils quan es vinculen en els contorns continus. 
Si els contorns s'han detectat utilitzant pas per zero d'una funció, vincular-les es simple, ja que 
els angles adjacents de les diferents contorns comparteixen punts finals comuns. La vinculació 
dels contorns es realitza seguint els seus veïns en les dues direccions. En la figura 3.2. es pot 
observar que amb la detecció de contorns, la vinculació entre elles es realitza localitzant els 
punts finals de cadascuna. 
 
Figura 3.2. Vinculació de contorns 
3.2.3 Detecció de components connectades (Blobs) 
 
Un Blob és un grup de píxels adjacents en una imatge que comparteixen alguna propietat 
comuna (per exemple de valor d'escala de grisos). 
Primer s’aplica un llindar per binaritzar la imatge, després s’agrupen els píxels blancs que estan 
connectats. Aquests blobs es poden ajuntar calculant la distancia entre blobs, si dos blobs estan 
molt pròxims un del altre possiblement sigui el mateix objecte. 
Per finalitzar es calculen els moments [7], que són una mitja ponderada de les intensitat de la 
imatge, amb aquests es poden trobar la grandària de la regió, ubicació i forma.  
En aquest cas es necessitarà calcular per trobar el centre de masses de cada marcador i per filtrar 
els marcadors de altres objectes en la imatge, en la següent expressió es pot observar com es 
calculen els moments mpq d’una imatge I. 
𝑚𝑝𝑞 = ∑ 𝑢
𝑝𝑣𝑞𝐼[𝑢, 𝑣]
(𝑢,𝑣)∈𝐼
 
On:  
- (p+q) és l’ordre del moment 
- u i v les coordenades del píxel en la imatge 
La àrea de la regió és el moment m00 i el centre de masses es pot observar en la següent 
expressió. 
𝑢𝑐 =
𝑚10
𝑚00
, 𝑣𝑐 =
𝑚01
𝑚00
 
On: 
- uc i vc són les coordenades en la imatge del centre de masses de la regió. 
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D’aquesta manera es pot fer un filtrat per descartar blobs que no interessen amb les següents 
característiques: 
Color: Es poden filtrar si és fosc o clar. 
Grandària: Amb el radi es pot aplicar un filtre per agafar nomes la grandària que nosaltres volem. 
Forma: Si és mes o menys circular o la seva convexitat. 
Rati d’inèrcia: si és mes rodo o el·lipse. 
D’aquesta forma ens assegurem detectar nomes els objectes que nosaltres volem trobar, i 
podem trobar d’una manera fàcil el seu centre. 
 
3.3 Sistemes de càlcul de la posició 
 
Hi ha dues maneres de calcular una posició 3D respecte punts 2D, la primera és amb el mètode 
de triangulació. Aquest utilitza dues càmeres situades a diferents llocs per determinar la posició 
dels marcadors. La segona és amb el mètode de P3P aquest mètode utilitza relacions entre els 
punts 3D en coordenades del objecte i els punts 2D de la imatge per trobar la posició del objecte 
respecte la càmera, aquest mètode utilitza una única càmera per això s’haurà de realitzar una 
estimació de la profunditat (s). 
 
3.3.1 Triangulació 
 
Amb aquesta tècnica és possible obtenir les coordenades d’un punt 3D amb dos punts 2D de 
diferents imatges i amb les matrius de les càmeres. 
Podem determinar que per cada càmera 
𝑠𝑚𝑐𝑗 = 𝑃𝑐𝑗 ∙ 𝑀𝑚 
On: 
- mcj = [ucj,vcj,1] són les coordenades del punt en la imatge. 
-  Mm=[Xm,Ym,Zm,1] són les coordenades del punt en el mon. 
- Pcj que és la matriu de la càmera 
- s és el factor d’escala (profunditat) que és desconegut. 
Aquest factor d’escala es pot eliminar degut a que 𝑠𝑢𝑐𝑗 = 𝑃𝑐𝑗
1 ∙ 𝑀𝑚 i 𝑠𝑢𝑐𝑗 = 𝑃𝑐𝑗
3 ∙ 𝑀𝑚 on P
n és 
la fila n de la matriu Pcj. 
Per cada càmera quedarà de forma, 
(𝑃𝑐𝑗
3 𝑀𝑚)𝑢𝑐𝑗 = 𝑃𝑐𝑗
1 𝑀𝑚   
(𝑃𝑐𝑗
3 𝑀𝑚)𝑣𝑐𝑗 = 𝑃𝑐𝑗
2 𝑀𝑚 
Obtenint de forma matricial, 
𝐴𝑀𝑚 = 0 
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On A és, 
𝐴 =
(
 
 
𝑢𝑐1𝑃𝑐1
3 − 𝑃𝑐1
1  
𝑣𝑐1𝑃𝑐1
3 − 𝑃𝑐1
2
𝑢𝑐2𝑃𝑐2
3 − 𝑃𝑐2
1
𝑣𝑐2𝑃𝑐2
3 − 𝑃𝑐2
2
)
 
 
 
Aquest punt Mm es pot calcular amb el vector nul de A utilitzant la descomposició en valors 
singulars. 
 
3.3.2 Perspectiva de tres punts 
 
En aquest apartat s’explicarà com trobar la posició d’un objecte amb una càmera, per això es 
necessari tenir com a mínim tres punts coneguts en el objecte, s’ha de saber les posicions 
relatives entre els tres punts, com es pot veure a la figura 3.3. 
 
 
Figura 3.3. Projecció punts 3D-2D [10] 
S’utilitzen 4 punts (A, B, C, D) del objecte per a resoldre el sistema d’equacions de perspectiva 
de tres punts (P3P) i determinar les distancies dels punts fins al centre òptic de la càmera P, 
|PA|, |PB| i |PC|. En la figura 3.4 es pot veure dos d‘aquestes distancies. 
Per trobar les equacions per resoldre aquest problema , s’utilitza la llei dels cosinus. Aquesta 
expressa les longituds dels costats del triangle utilitzant els angles.  
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Figura 3.4 Pla imatge [10] 
Creant un triangle des de el centre òptic fins dos punts A i B del objecte, u i v són les projeccions 
de A i B en el pla de la imatge. 
La llei defineix 
𝑃𝐴2 + 𝑃𝐵2 − 2 ∙ 𝑃𝐴 ∙ 𝑃𝐵 ∙ cos𝛼𝑢,𝑣 = 𝐴𝐵
2 
 
Repetint el procediment amb les altres combinacions, obtenim el sistema d’equacions. 
𝑃𝐵2 + 𝑃𝐶2 − 2 ∙ 𝑃𝐵 ∙ 𝑃𝐶 ∙ cos𝛼𝑣,𝑤 − 𝐵𝐶
2 = 0 
𝑃𝐴2 + 𝑃𝐶2 − 2 ∙ 𝑃𝐴 ∙ 𝑃𝐶 ∙ cos 𝛼𝑢,𝑤 − 𝐴𝐶
2 = 0 
𝑃𝐴2 + 𝑃𝐵2 − 2 ∙ 𝑃𝐴 ∙ 𝑃𝐵 ∙ cos𝛼𝑢,𝑣 − 𝐴𝐵
2 = 0 
Les condicions per resoldre aquest sistema és que els angles han de estar compresos entre 0 i 
π, les distancies han de ser positives. 
Si dividim les equacions entre 𝑃𝐶2 i 𝑦 = 𝑃𝐵/𝑃𝐶 i 𝑥 = 𝑃𝐴/𝑃𝐶 les funcions queden 
𝑦2 + 1 − 2 ∙ 𝑦 ∙ cos 𝛼𝑣,𝑤 − 𝐵𝐶
2/𝑃𝐶2 = 0 
𝑥2 + 1 − 2 ∙ 𝑥 ∙ cos 𝛼𝑢,𝑤 − 𝐴𝐶
2/𝑃𝐶2 = 0 
𝑥2 + 𝑦2 − 2 ∙ 𝑥 ∙ 𝑦 ∙ cos 𝛼𝑢,𝑣 − 𝐴𝐵
2/𝑃𝐶2 = 0 
I finalment establim 𝑣 = 𝐴𝐵2/𝑃𝐶2, 𝑎𝑣 = 𝐵𝐶2/𝑃𝐶2 i 𝑏𝑣 = 𝐴𝐶2/𝑃𝐶2 
𝑦2 + 1 − 2 ∙ 𝑦 ∙ cos 𝛼𝑣,𝑤 − 𝑎𝑣 = 0 
𝑥2 + 1 − 2 ∙ 𝑥 ∙ cos 𝛼𝑢,𝑤 − 𝑏𝑣 = 0 
𝑥2 + 𝑦2 − 2 ∙ 𝑥 ∙ 𝑦 ∙ cos𝛼𝑢,𝑣 − 𝑣 = 0 
La ultima equació ens dona la relació 𝑣 = 𝑥2 + 𝑦2 − 2 ∙ 𝑥 ∙ 𝑦 ∙ cos 𝛼𝑢,𝑣. Substituint v en les altres 
equacions, obtenim 
(1 − 𝑎)𝑦2 − 𝑎𝑥2 − cos𝛼𝑣,𝑤𝑦 + 2𝑎 cos𝛼𝑢,𝑣𝑥𝑦 + 1 = 0 
(1 − 𝑏)𝑥2 − 𝑏𝑦2 − cos𝛼𝑢,𝑤𝑥 + 2𝑏 cos𝛼𝑢,𝑣𝑥𝑦 + 1 = 0 
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Tenint les tres correspondències i els valors de a, b, cos 𝛼𝑢,𝑣, cos𝛼𝑣,𝑤, cos 𝛼𝑢,𝑤 podem resoldre 
aquest sistema de equacions i obtenir PA, PB, PC i utilitzar-los per trobar la posició de ABC 
respecte el centre P, 𝐴 = ?⃗? ∙ |𝑃𝐴|, 𝐵 = 𝑣 ∙ |𝑃𝐵|, 𝐶 = ?⃗⃗? ∙ |𝑃𝐶|. 
Finalment fem la transformació amb la matriu de rotació i translació per canviar el punt de 
referencia P a el centre de coordenades mon. 
 
3.3.3 Comparació entre mètodes de càlcul de posició 
 
En aquest apartat es compararà entre el mètode de perspectiva de tres punts i el mètode de 
triangulació (orientació absoluta). 
Orientació absoluta Perspectiva de tres punts 
Pros 
- Molt eficient 
- No necessita una posició inicial 
Pros 
-Més precís i robust (No es basa directament 
en l’estructura en 3D, treballa amb 
restriccions de projecció en perspectiva) 
- Funcionament independent de cada càmera 
 
Cons 
-L'estimació de mínims quadrats assumeix 
soroll gaussià 
-Si es mou una càmera cal tornar a calibrar-
les. 
Cons 
-Requereix el model de la càmera amb 
perspectiva central 
Taula 3.1 Comparació entre mètodes de càlcul de posició 
Es treballarà amb P3P degut a que es vol que el sistema sigui lo més modular possible, això 
permet moure una càmera sense necessitat de calcular les matrius de translació i rotació 
d’aquesta respecte les altres. 
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4. Simulació de l’algoritme de localització 
 
Crearem imatges artificials per fer proves amb els algoritmes de detecció i de càlcul de posició, 
s’utilitzaran dos tipus diferents de sòlids 3D, el primer serà un sòlid 3D per realitzar les imatges 
i així poder utilitzar-lo per els algoritmes de detecció i el segon serà un sòlid 3D fet amb el 
programa Blender, ja que amb aquest es pot obtenir la matriu intrínseca i extrínseca de la 
càmera de la imatge artificial. 
 
4.1 Imatges amb SolidEdge 
 
Amb aquest programa no es poden obtenir les matrius de la càmera, per tant nomes s’utilitzarà 
per a realitzar la comparació dels mètodes de detecció dels marcadors. S’utilitzaran diverses 
imatges per fer la comparació. En la figura 4.1. es pot veure una de les imatges que es farà servir 
en l’apartat 6.3 en el qual es realitzarà la comparació de algoritmes per trobar el centre de 
masses. 
 
 
Figura 4.1. Imatge alçat per la detecció de marcadors 
4.2 Imatges amb Blender 
 
Aquest és un programa de creació de models 3D i renderitzats que dona la possibilitat de 
col·locar on es vulgui les càmeres per realitzar les diferents vistes del sòlid, també permet 
mitjançant una consola de comandes (phyton) obtenir les dades necessàries per determinar les 
matrius intrínseca i extrínseca de la càmera de la imatge. 
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En la figura 4.1. es pot veure el sòlid dibuixat i la posició de la càmera i els punts de llum. 
 
Figura 4.2. Imatge del programa Blender amb els marcadors i càmera 
S’han afegit nombrosos punts de llum perquè la imatge quedi ja binaritzada posant un color de 
fons negre.  
En l’annex 10.1 esta el codi per poder obtenir la matriu de paràmetres intrínsecs i extrínsecs. 
 
4.2.1 Matriu de paràmetres intrínsecs 
 
Aquesta operació nomes es realitzarà un cop degut a que no varia. 
El resultat és  
𝑘 = [
1120 0 320
0 933, 3̂ 240
0 0 1
] 
 
4.2.2 Creació d’imatges i matrius de paràmetres extrínsecs 
 
El sòlid varia de posició però la càmera sempre esta en el mateix lloc per això sempre serà la 
mateixa matriu. 
En la figura 4.3. es pot observar una configuració dels marcadors amb els que es faran els 
experiments de càlcul de la posició. 
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Figura 4.3. Imatge blender 1 per al càlcul de posició 
Amb el mateix model es realitzaran diverses imatges per comprovar el funcionament correcte 
del càlcul de la posició en la figura 4.4. podem veure una altra configuració. 
 
Figura 4.4. Imatge blender 2 per al càlcul de posició 
Un cop tenim el model aplicant el codi en l’annex 10.1 obtenim la següent matriu de paràmetres 
extrínsecs. 
𝑅𝑡 = [
−0.7071 0.7071 −1.828e − 08
0.2418 0.2418 −0.93969
−0.6645 −0.6645 −0.342
    
5.3168e − 07
−0.5667
10.3285
] 
 
Aquestes imatges i les dades seran utilitzades al apartat 7.5.2 per provar el sistema de càlcul de 
la posició, abans de fer-ho amb la càmera. 
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5. Càmera infraroja  
 
Les càmeres utilitzades en aquest projecte requereixen unes especificacions concretes, degut a 
que la posició d’aquest helicòpter es pot utilitzar per a realitzar el control, la resposta del sistema 
ha de ser ràpid , per això es necessari que la càmera tingui un alt rati de fotogrames per segon. 
També per detectar fàcilment els marcadors es necessari que disposi de llum infraroja i que sigui 
capaç de captar-la. 
 
5.1 Especificacions 
 
La taula 5.1. mostra les especificacions de la càmera infraroja. 
Marca ELP 
Referencia  ELP-USBFHD05MT-RL36-S 
Pes 100g 
Dimensions  11 x 9,2 x 7,2 cm 
Sensor 1/2,5” CMOS 
Resolució 1920x1080 
Format d’imatge MJPEG o YUY2 
Protocol USB 2.0  
Fotogrames per segon 60 fps 
Voltatge 5Vdc 
Intensitat  150mA 
Taula 5.1. Especificacions càmera 
En la figura 5.1. es pot veure la càmera infraroja que s’utilitzarà. 
 
Figura 5.1. Càmera infraroja 
http://www.elpcctv.com/bmz_cache/3/348910168f15023fc3eb819e17baa964.image.300x300
.jpg 
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5.2 Descodificació de vídeo 
 
Existeixen dos tipus de càmeres les que realitzant fotografies i les que graven vídeo, les càmeres 
industrials realitzant fotografies i les càmeres webcam nomes graven vídeo. 
Si no es poden utilitzar càmeres USB que facin fotografies i nomes graven vídeo, s’haurà de 
descodificar el vídeo per extreure una imatge de la gravació. Hi ha funcions a OpenCV que 
realitzen aquesta operació 
Amb les funcions VideoCapture::Retrieve i VideoCapture::read, es pot agafar nomes una imatge 
del vídeo, però aquesta no es pot modificar. S’haurà de utilitzar la funció cvCloneImage() per 
poder fer modificacions a l’hora de trobar punts. 
La funció VideoCapture::Retrieve necessita abans executar la funció VideoCapture::grab, ja que 
aquesta agafa una imatge del vídeo i la funció Retrieve la descodifica, aquesta operació es pot 
fer amb nomes una funció VideoCapture::read, ja que engloba les dues funcions anteriors. 
Per capturar la imatge es pot fer amb VideoCapture::read o amb operator>>(Mat& imatge), 
realitzen la mateixa funció, però la primera retorna un valor que és 1 si s’ha realitzat l’operació. 
5.3 Prova de rendiment 
 
S’utilitzarà un codi en C++ i openCV per comprovar el rati de fotogrames per segon de la càmera, 
degut a que aquest dependrà de la resolució de treball, el codi demanarà una quantitat de 
imatges a la càmera i mesurarà el temps que triga en capturar-les, després calcularà els 
fotogrames per segon. Aquest codi es pot veure en l’annex 10.2. 
5.3.2 Resultats prova fps 
 
En la figura 5.2 podem observar que la càmera dona realment 60fps treballant amb una resolució 
de 800x600 en format MJPEG. 
 
Figura 5.2. Resultat prova fps 
En la taula següent es pot veure diferents resultats variant la resolució de treball, totes les proves 
es realitzen amb format MJPEG. 
Resolució Fotogrames per segon (fps) 
640x480 30 
800x600 60 
1024x768 30 
1280x720 60 
1920x1080 30 
Taula 5.2. Resultat proves fps 
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5.4 Calibratge intrínsec 
 
Per realitzar el calibratge de la càmera s’utilitzarà un codi [13] en C++ amb openCV, aquest 
calcularà la matriu de paràmetres intrínsecs i els coeficients de distorsió a partir de diferents 
captures d’una imatge impresa d’un tauler d’escacs amb les mesures conegudes. Aquest codi 
utilitzarà un fitxer en XML per carregar els paràmetres. 
 
5.4.1 Resultat calibratge 
 
Un cop executat el codi ens donarà un fitxer XML amb les dades obtingudes. 
𝐾 = [
1358.994 0 639.5
0 1358.99 359.5
0 0 1
] 
𝐶𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑑𝑒 𝑑𝑖𝑠𝑡𝑜𝑟𝑠𝑖ó =  
⌊
 
 
 
 
0.5503
0.2675
0.0048
−0.0010
0.1718 ⌋
 
 
 
 
 
5.5 Prova de àrea visible 
 
Haurem de comprovar el àrea de visió que es pot obtenir amb aquesta càmera, la càmera es 
situa en un punt concret llavors tenint la distancia z de la càmera (aquesta distancia és la 
profunditat) es mesurarà la distancia en x que es visible. 
La primera prova es realitzarà amb una resolució de 800x600 y una altura de la càmera de 
135cm, en la taula 4.3 es pot observar el resultat. 
Distancia Z (m) Distancia X (m) 
1 1,1 
2 1,8 
4,2 3,6 
5,4 4,8 
Taula 5.3. Resultat prova àrea visible (800x600) 
La segona prova es realitzarà amb una resolució de 1280x720 amb la mateixa altura de la càmera 
que en la prova anterior, en la següent taula es pot observar el resultat. 
Distancia Z (m) Distancia X (m) 
1 1,3 
2 3 
4,2 5,2 
5,4 6,3 
Taula 5.4. Resultat prova àrea visible (1280x720) 
Amb la resolució de 1280x720 obtenim major àrea de visió de la càmera, aquesta és una 
distancia acceptable per crear l’àrea de treball del sistema. 
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5.6 Prova de lluminositat 
 
Aquesta prova es necessària per poder saber en quines condicions de lluminositat pot treballar 
la càmera i que aquesta sigui capaç de poder detectar els marcadors amb una distancia 
acceptable. 
La prova se ha realitzat amb la màxima lluminositat possible que és amb les finestres del 
laboratori aixecades i totes les llums enceses.  
En la figura 5.3 es pot veure la prova on l’helicòpter esta situat a 3.5m, la càmera detecta 
perfectament els marcadors. 
 
Figura 5.3. Resultat prova lluminositat (3,5m) 
En la figura 5.4 es pot veure la mateixa prova però l’helicòpter esta situat a 6m, en aquest cas es 
detecten els marcadors però depenent com es mogui no els detecta tots. 
 
 
Figura 5.4. Resultat prova lluminositat (6m) 
Amb aquests resultats podem dir que la càmera te una bona resposta davant una elevada 
lluminositat. 
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6. Estructura dels marcadors 
 
En aquest capítol es mostrarà com s’ha arribat a la estructura final de marcadors, després d’un 
procés de proves on influeix la capacitat de detectar-los i identificar-los, amb la càmera infraroja 
i algoritmes de identificació. 
En un primer lloc es va provar amb 3 marcadors en una estructura de pla vertical, però 
l’algoritme de perspective-three-points no funcionava adequadament i tenint els marcadors en 
un pla vertical hi havia posicions on no es detectaven tots els marcadors. Per això es va escollir 
una estructura de 4 marcadors i que estiguessin en un pla horitzontal per no tenir pèrdues 
d’informació. 
En l’estructura amb 4 marcadors es va pensar en que un dels marcadors fos diferent als altres 
per poder identificar-los, es van aprofitar 3 cilindres amb cinta reflectant que ja hi havia al 
laboratori i es va afegir un cub amb cinta reflectant com es pot veure a la figura 6.1. 
 
Figura 6.1. Estructura inicial 
Realitzant proves amb aquesta estructura es va arribar a la conclusió que es detectaven 
perfectament però en canvi a l’hora de identificar cadascun dels marcadors feia que l’algoritme 
sigui complex i en posicions determinades no trobava be l’ordre dels marcadors. 
Degut això l’estructura final es va fer conservant el cub i afegint 3 esferes de diferents grandàries 
tenint així 4 marcadors diferents uns als altres, facilitant a l’hora d’identificar-los, ja que amb la 
funció Simpleblobdetector es pot obtenir informació sobre la grandària dels blobs i d’aquesta 
manera es poden identificar per grandària. 
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En la figura 6.2 es pot veure la configuració dels marcadors. 
 
Figura 6.2. Estructura dels marcadors 
L’estructura esta feta amb cilindres de carboni de 2mm de diàmetre i 20cm de llarg, els colzes 
per unir els cilindres estan fets de plàstic ABS. 
Els marcadors són de poliestirè, amb 3 esferes de diferent grandària i un cub recobert amb cinta 
reflectant, l’estructura pesa 20g. 
En la figura 6.3 es pot observar com es detecten els blobs i les diferents grandàries que ho 
determina el diàmetre de cada un dels cercles que posicionen el blob a la imatge. 
 
Figura 6.3. Detecció estructura final 
L’algoritme que els classifica esta en el codi de l’annex 10.11, com a funció ordena_cm(). 
Amb aquesta estructura permet que sigui quina sigui la seva posició i orientació es puguin 
detectar i classificar correctament. 
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7. Creació nodes ROS 
 
En aquest capítol es crearan diferents nodes ROS que seran necessaris per el desenvolupament 
final del projecte. 
ROS es un sistema operatiu en el que es creen diferents nodes que executaran cadascun el seu 
codi i poden intercanviar dades entre ells d’una manera desacoblada. 
En aquest cas cada càmera tindrà un node associat que treballarà de manera independent, 
detectarà i localitzarà l’objecte. Després hi haurà un node central que estarà connectat amb els 
nodes de la càmera i rebrà la posició del objecte de cadascuna de les càmeres. Treballarà amb 
aquestes dades per validar-les i realitzar una ponderació de les que siguin correctes. 
7.1 Nodes publicador/subscriptor 
 
En aquest capítol s’introduirà la creació del sistema ROS i com es pot comunicar dos nodes entre 
ells, realitzaré la creació de dos paquets i nodes, un node farà de publicador i l'altre de 
subscriptor. 
El node publicador crearà i transmetrà un numero en string cada segon al topic missatge1. 
Aquest s'envia al node master i mirarà quin node esta subscrit a aquest topic, si hi ha algun node 
subscrit l'hi enviarà el missatge. 
El node subscriptor estarà a la espera de rebre un missatge, quan el rebi el mostrarà per pantalla. 
7.1.1 Creació del sistema ROS 
 
Primer farem un directori on es guardarà el lloc de treball des de el terminal 
mk -p ~/prova1/src/ 
ens posem al directori que hem creat 
cd ~/prova1/src/ 
Utilitzem la comanda catkin_create_pkg per compilar el nostre paquet i les seves dependències, 
les dependències són paquets que necessitarà el nostre programa per funcionar com la 
dependència roscpp que serveix per fer el programa en c++. 
catkin_create_pkg [nom] [dependencia1] [dependencia2] … 
catkin_create_pkg publicador roscpp 
Aquesta funció crearà un directori amb tots els fitxers necessaris de configuració. 
Un d'aquests fitxers es CMakeList.txt , que conte informació sobre la versió, el nom del paquet..., 
aquí haurem de afegir un parell de línies de codi per crear l'executable del node i afegir llibreries. 
add_executable(publicador src/codipublicador.cpp) 
target_link_libraries(publicador ${catkin_LIBRARIES}) 
Un cop fet això haurem de repetir la operació per crear el paquet de subscriptor 
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catkin_create_pkg escolta roscpp 
Aquests codis s'han de guardar a la carpeta src de cada paquet, es poden veure en l’annex 10.3. 
7.1.2 CMakeList 
 
El CMakeList és un arxiu de configuració del codi, que s’ubica al directori del paquet, haurem 
d'afegir les línies de codi per poder tenir les llibreries necessàries i que creï els executables, 
aquest arxiu es pot trobar l’annex 10.12, que ja esta configurat per poder tenir cpp i OpenCV, 
així com un exemple de la declaració perquè compili el codi. 
7.1.3 Compilació dels paquets 
 
Per compilar els paquets i creï els arxius necessaris perquè funcioni el lloc de treball, s'utilitza la 
funció catkin_make. 
Ens situarem al directori del lloc de treball i executarem la funció 
cd ~/prova1/ 
catkin_make  
Un cop executada ens sortirà per terminal que ha estat compilat correctament com mostra la 
figura 7.1.  
 
Figura 7.1. Exemple compilació 
7.1.4 Execució dels nodes 
7.1.4.1 Node master 
 
Abans de executar els nodes haurem de posar en marxa el node master amb la funció roscore, 
perquè funcioni la comunicació entre nodes, ja que aquest és el encarregat de connectar els 
nodes amb un tòpic en concret, en la figura 7.2 es pot observar el que es mostra per pantalla 
quan executem el master. 
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Figura 7.2. Iniciació del master 
Un cop tenim el node master encès, obrim dos terminals nous, un per cada node, introduïm les 
següents línies de codi per executar-los. 
Aquesta línia diu on esta la font del lloc de treball. 
source ./devel/setup.bash  
Inicia el node. 
rosrun [nom_del_paquet] [nom_del_executable] 
En aquest cas seria: 
rosrun sistema_cameres nodecentral 
7.1.4.2 Node publicador 
 
Quan s’inicia el node publicador comença a enviar un numero a traves del tòpic, en la figura 7.3 
es mostra per pantalla els números que s’envien. 
 
Figura 7.3. Funcionament publicador 
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7.1.4.3 Node subscriptor 
 
El node subscriptor sempre esta a l’espera de que l’hi arribi un missatge a traves del tòpic que 
esta subscrit, en la figura 7.4 es mostra per pantalla les dades que rep. 
 
Figura 7.4. Funcionament subscriptor 
7.1.4 Configuració xarxa ROS 
 
Per poder executar els nodes ja siguin master o esclaus a diferents ordinadors s’ha de configurar 
la xarxa perquè es puguin reconèixer. 
Això es configura al arxiu bashrc de cada ordinador a utilitzar, que és l’arxiu de configuració del 
terminal de Ubuntu, es pot obrir amb la següent instrucció. 
gedit ~/.bashrc 
En aquest arxiu s’ha d’afegir les següents línies de codi. 
ROS_MASTER_URI=http://IP_master:11311 
ROS_HOSTNAME=http://IP_del_ordinador 
La primera linea estableix la direcció ip del ordinador on estigui el master, el port que utilitza 
ROS és el 11311. 
La segona linea estableix la ip propia del ordinador, si és el ordinador que conte el master serà 
la mateixa IP. 
 
7.2 Node per capturar imatges de webcam  
 
En aquest apartat es farà un paquet i node que farà la captura de la imatge de la càmera,   degut 
a les característiques d’aquesta càmera nomes grava vídeo, el procés consistirà en descodificar 
aquest vídeo i agafar imatges. 
Aquest programa es realitzarà amb una càmera de prova Logitech C250 que te un mostreig de 
30fps i una resolució de 640x480. 
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La creació de l’estructura del workspace i el paquet es realitza de la mateixa manera que en 
l’apartat anterior, nomes varia el codi en c++ que es troba en l’annex 10.4. 
 
7.2.2 Prova de la funció read 
 
Hem de fer proves d’aquesta funció degut a que es volia saber si es sincronitzava amb el temps 
de mostreig de la càmera o si agafava imatges que estiguessin duplicades, ja que a la 
documentació no ho deixava clar. 
El codi és un bucle que captura un numero determinat de imatges i calcula el temps que dura 
aquesta operació, després es calcula les mostres per segon i es mostra per pantalla, aquet codi 
es pot trobar en l’annex 10.5. 
Podem veure a la figura 7.5 els resultats d’aquesta prova. 
 
Figura 7.5. Resultat prova funció read 
El numero de imatges per segon aproximadament és de 30, aquesta xifra no es supera mai, per 
tant la funció read no permet que es superin les imatges per segon màxim que dona la càmera. 
7.3 Comparació de algoritmes per trobar el centre de masses 
 
En aquest apartat es compararan dos mètodes diferents per trobar el centre de masses, ja que 
aquest punt varia molt poc en diferents perspectives del marcador. 
El primer mètode que es farà la prova es utilitzant el detector de Canny que detecta marges, per 
poder trobar el contorn de cada marcador, un cop tenim el contorn es calculen els moments i 
amb aquests es pot calcular el centre de masses. 
El segon mètode és amb el detector de cantonades Harris, es detecten diversos punts a cada 
marcador, es separen aquests punts en grups depenent el marcador que sigui i es fa una mitja 
dels punts per trobar el centre. 
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7.3.1 Centre de masses amb detector Canny 
 
En aquest experiment s’utilitzaran imatges creades a partir d’un sòlid 3D, per poder veure la 
fiabilitat del algoritme, el codi utilitzat en aquest capítol esta en l’annex 10.6. 
 
7.3.1.1 Resultat detector Canny 
 
En la figura 7.6 es pot veure el resultat del codi, es dibuixa el contorn detectat amb color verd i 
el centre de masses en color vermell, per pantalla es mostra les coordenades de cada centre de 
masses. 
 
Figura 7.6. Resultat detector Canny (alçat) 
En la figura 7.7 s’utilitza el mateix codi però amb una altra vista del solid, en aquest cas esta més 
allunyat, però segueix detectant els centres de masses. 
 
Figura 7.7. Resultat detector Canny (Planta/alçat) 
Degut al alt contrast de la imatge es un mètode bastant fiable per trobar el centre de masses. 
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7.3.2 Centre de masses amb detector Harris 
 
En aquest apartat s’implementarà al codi de captura de imatges el detector de cantonades 
Harris, però no s’utilitzarà la funció cornerHarris degut a que aquesta nomes detecta cantonades 
sense determinar la seva fortalesa, tampoc es pot determinar quantes cantonades es volen 
trobar. Per això s’utilitzarà la funció goodFeaturesToTrack que es capaç de fer-ho. 
Els paràmetres d’aquesta funció són: 
imatge – entrada de 8 bits o de 32 bits de coma flotant. 
cantonades - vector de sortida de cantonades detectades. 
maxCorners - Nombre màxim de cantonades. Si es troben més cantonades, retorna el més fort 
d'ells. 
qualityLevel - paràmetre que caracteritza la qualitat acceptada mínima de les cantonades de la 
imatge. El valor del paràmetre es multiplica per la millor mesura de la qualitat de cantonada, 
que és el valor propi mínim o de la resposta de la funció Harris (veure cornerHarris ()). Les 
cantonades amb la mesura de qualitat menor que el producte es rebutgen. Per exemple, si la 
millor cantonada té la mesura de la qualitat = 1,500, i la qualityLevel = 0.01, a continuació, es 
rebutgen totes les cantonades amb la mesura de la qualitat de menys de 15. 
minDistance - distància euclidiana mínima necessària entre les cantonades retornades. 
blockSize - Grandària del bloc per calcular una matriu de covariància. 
useHarrisDetector - El paràmetre indica si s'utilitza un detector de Harris o per valors propis 
k - Paràmetre lliure del detector de Harris. 
Aquest algoritme fa una mitja de tots els punts que troba, no és exactament el centre de masses, 
el codi es pot veure en l’annex 10.7. 
7.3.2.1 Resultat centre de masses amb detector Harris 
 
En la figura 7.8 es pot veure el resultat amb el detector harris, en aquest cas els centres de 
masses són correctes. 
 
Figura 7.8. Resultat detector Harris (alçat) 
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En la figura 7.9 es pot observar un altre vista i en cas els centres de masses trobats no són 
correctes. 
 
Figura 7.9. Resultat detector Harris (planta/dreta/darrera) 
Es pot observar que aquests punts no s’aproximen gaire be al centre de masses del marcador, 
això es podria millorar augmentant els punts que es detecta a la imatge però requereix mes us 
del processador. 
 
7.3.3 Centre de masses amb detector de blobs 
 
En aquest experiment s’utilitzarà una funció openCV que es diu SimpleBlobDetector aquesta es 
capaç mitjançant uns paràmetres de trobar el centre de masses de una regió a partir d’una 
imatge binaritzada. 
Els marcadors es poden trobar a partir de ajustar els paràmetres següents 
- Color: Aquest filtre compara la intensitat de la imatge binaritzada, per extreure blobs 
foscos el seu valor seria 0 i per extreure blobs clars seria 255. 
- Àrea: Amb aquest paràmetre es pot determinar el àrea màxima i mínima que pot tenir 
el blob, això serveix per descartar deteccions errònies en una imatge real. 
- Circularitat: indica si es un cercle es valor 1 i aquest valor disminueix depenent 
l’aproximació a cercle. En la figura 6.10 es veu el rang de valor 0 a valor 1.  
 
Figura 7.10. Representació circularitat 
- Relació de la mínima inèrcia a la màxima inèrcia, figura 6.11. 
 
Figura 7.11. Representació inèrcia 
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- Convexitat, figura 6.12. 
 
Figura 7.12. Representació convexitat 
El codi d’aquest detector es pot trobar en l’annex 10.8. 
7.3.3.1 Resultat centre de masses amb detector de blobs 
 
En la figura 7.13 podem veure el resultat de la prova amb perspectiva alçat 
 
Figura 7.13. Resultat detector blobs (alçat) 
En la figura 7.14 es veu la mateixa prova però amb un altre vista. 
 
Figura 7.14. Resultat detector blobs (inferior/alçat/dreta) 
Es un bon mètode per trobar el centre de masses degut a que nomes troba un centre de masses 
per regió i ajustant els paràmetres podem trobar nomes les regions d’interès, descartant el soroll 
de la imatge. 
7.3.4 Conclusions 
 
En aquest experiment amb imatges artificials és més precís el algoritme amb el detector de 
blobs, ja que es molt robust, s’hauria de comprovar aquests mètodes amb una càmera per veure 
realment qui s’adequa millor a imatges reals. 
 
7.4 Algoritme de ordenació dels blobs 
 
En aquest apartat s’explicarà l’algoritme utilitzat per a ordenar el blobs a cada imatge, ja que es 
necessari relacionar la posició en la imatge i la posició en el sistema de coordenades de la 
estructura en la funció de SolvePNP(). 
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Quan s’utilitza el detector de blobs, aquest et crea un vector el qual conte la posició d’aquest, 
però no nomes això, també conte la informació de la grandària de cada un dels blobs que es pot 
accedir amb keypoints[i].size on keypoints[i] és el vector amb el seu índex. 
Tots els marcadors són de diferents grandàries, per tant s’utilitzarà un algoritme que ordeni les 
quatre mesures, aquest es pot veure a l’annex 10.11. 
 
7.5 Sistema de posicionament P3P 
 
En aquest apartat es farà un node amb l’algoritme de detecció de blobs i el algoritme de càlcul 
de la posició P3P. Aquest finalment comprova mitjançant la funció projectPoints que la matriu 
de rotació i el vector de translació calculat anteriorment sigui el correcte. 
 
7.5.1 Algoritme de càlcul 
 
L’objectiu es trobar la posició relativa entre dos punts (eix de coordenades) amb sistema de 
coordenades propis, s’utilitzarà una posició fixa que serà la posició inicial (0,0,0) i s’ha aniran 
calculant totes les noves posicions a partir d’aquestes com a posicions absolutes. 
El càlcul per mostrar la posició es realitzarà en un sistema de coordenades 2D, que és igualment 
aplicable a un sistema de coordenades 3D. 
En la figura 7.15 es pot veure tres sistemes de coordenades diferents a, b i c. Aquest sistemes 
de coordenades representen el sistema de coordenades de una posició qualsevol, de la posició 
inicial i de la càmera respectivament. 
 
Figura 7.15. Representació sistema de coordenades objecte 
Primer de tot es calculen la matriu de rotació i el vector de translació de cada sistema de 
coordenades (a i b) respecte el sistema de coordenades de la càmera c. 
𝑅𝑎 = [
cos (90°) −sin (90°)
sin (90°) cos (90°)
] = [
0 −1
1 0
] 
𝑇𝑎 = [
6
2
1
] 
𝑅𝑏 = [
cos (−90°) −sin (−90°)
sin (−90°) cos (−90°)
] = [
0 1
−1 0
] 
𝑇𝑏 = [
9
7
1
] 
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El canvi de coordenades del sistema de coordenades a a el sistema de coordenades de la càmera 
c i després de la càmera c al sistema de coordenades b. 
𝑃𝑐 = [
1 0 𝑇𝑎
0 1 𝑇𝑎
0 0 1
] [
𝑅𝑎 𝑅𝑎 0
𝑅𝑎 𝑅𝑎 0
0 0 1
] [
𝑃𝑎
𝑃𝑎
𝑃𝑎
] 
𝑃𝑎𝑐 = [
1 0 6
0 1 2
0 0 1
] [
0 −1 0
1 0 0
0 0 1
] [
0
0
1
] = [
6
2
1
] 
𝑃𝑏 = [
𝑅𝑏′ 𝑅𝑏′ 0
𝑅𝑏′ 𝑅𝑏′ 0
0 0 1
] [
1 0 −𝑇𝑏
0 1 −𝑇𝑏
0 0 1
] [
𝑃𝑎𝑐
𝑃𝑎𝑐
𝑃𝑎𝑐
] 
𝑃𝑎𝑏 = [
0 −1 0
1 0 0
0 0 1
] [
1 0 −9
0 1 −7
0 0 1
] [
6
2
1
] = [
5
−3
1
] 
Podem veure que des de el eix de coordenades b, el eix de coordenades a es situa a [
5
−3
], aquest 
procediment és el que es farà servir per el càlcul de la posició del helicòpter. 
Per obtenir el angle que relaciona la posició inicial amb un altre posició s’ha de realitzar la 
següent operació. 
𝑅𝑎𝑏 = 𝑅𝑎 ∙ 𝑅𝑏′ 
Aquest càlcul s’implementa al codi que es pot trobar en l’annex 10.9. 
 
7.5.2 Resultats node de detecció i càlcul de la posició 
 
En aquest apartat s’utilitzaran les imatges creades amb blender (4.2) per comprobar les 
equacions d’escrites al apartat i el sistema P3P.  
En aquest calcul s’utilitzara el cub per trobar el seu moviment relatiu. 
Les coordenades per a la imatge 1 de càlcul que es troba en la figura 6.16 són les següents. 
𝑝𝑢𝑛𝑡1𝑖𝑚𝑔1 = (2500,2500,50) 
Les coordenades per a la imatge 1 de càlcul que es troba en la figura 6.17 són les següents. 
𝑝𝑢𝑛𝑡1𝑖𝑚𝑔2 = (2500,2700,50) 
En la figura 7.16 es pot veure la detecció dels marcadors i els resultats del sistema P3P de la 
primera imatge, aquesta sera la posició inicial per realitzar el calcul de la posició entre la 
posició inicial i un altre posició. 
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Figura 7.16. Resultat P3P de la imatge 1 
De les dades que surten en la figura 7.16 s’utilitzarà el vector de translació i la matriu de rotació, 
que determinen el canvi de coordenades entre el sistema de coordenades de la estructura i el 
de la càmera. 
En la figura 7.17 es pot veure la detecció dels marcadors i els resultats del sistema P3P de la 
segona imatge, que esta a una posició diferent de la posició inicial. 
 
Figura 7.17. Resultat P3P de la imatge 2 
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Obtenim el vector de translació i matriu de rotació que determinen el canvi de coordenades 
entre el sistema de coordenades de la posició amb la càmera. 
D’aquesta manera ja tenim relació entre una posició i un altre degut a que les dues es relacionen 
en un punt comú que és la càmera. 
Aplicarem les següents equacions per trobar el moviment relatiu entre les dues imatges, 
considerant que la posició inicial es troba en el punt (0,0,0). 
Imatge 1 (Posició inicial) 
Amb t1 i R1 podem realitzar el canvi de coordenades del sistema de coordenades de 
l’estructura amb la camera 
𝑡1 = [
−3.1520
694.1500
6956.4479
] 
𝑅1 = [
−0.7869 0.7073 −0.0039
0.6330 0.6351 0.4426
0.3156 0.3104 −0.8967
] 
Imatge 2 (Posició 2) 
Amb t2 i R2 podem realitzar el mateix canvi de coordenades que l’anterior però amb la nova 
posició. 
𝑡2 = [
123.2552
777.1016
7060.8253
] 
𝑅2 = [
−0.6588 −0.6507 0.3777
−0.2467 0.6611 0.7086
−0.7108 0.3736 −0.5960
] 
Tenint la relació dels dos sistemes de coordenades de les dues posicions amb la camera, el 
següent pas es relacionant els sistemes de coordenades de les dues posicions entre ells i així 
poder trobar les coordenades de la posició 2 en el sistema de coordenades de la posició inicial. 
En la següent equació es troba la posició 2 en coordenades de la camera. 
𝑖𝑚𝑔2 𝑎 𝑐𝑎𝑚𝑒𝑟𝑎 = [
1 0 0 𝑡2
0 1 0 𝑡2
0 0 1 𝑡2
0 0 0 1
]  [
𝑅2 𝑅2 𝑅2 0
𝑅2 𝑅2 𝑅2 0
𝑅2 𝑅2 𝑅2 0
0 0 0 1
] [
0
0
0
1
] = [
142.14
812.5316
7031.0246
1
]   
En coordeandes de la camera la posició 2 es troba en [
142.14
812.5316
7031.0246
1
]. 
En la següent equació es troba les coordenades de la posició 2 en coordenades de la posició 
incial, fent el canvi de coordenades de la posició 2 en coordenades de la camera a 
coordenades de la posició 1. 
𝑐𝑎𝑚𝑒𝑟𝑎 𝑎 𝑖𝑚𝑔1 = [
𝑅1′ 𝑅1′ 𝑅1′ 0
𝑅1′ 𝑅1′ 𝑅1′ 0
𝑅1′ 𝑅1′ 𝑅1′ 0
0 0 0 1
] [
1 0 0 −𝑡1
0 1 0 −𝑡1
0 0 1 −𝑡1
0 0 0 1
]   [
142.14
812.5316
7031.0246
1
] = [
−4.23
201.1
−15.04
1
] 
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El resultat és [
−4.23
201.1
−15.04
1
], que comparant amb la real [
0
200
0
1
]podem considerar un bon càlcul, ja 
que hi ha pocs militetres de diferencia. 
 
7.5.3 Càlcul de la orientació 
 
El algoritme P3P ens retorna un vector de rotació i un de translació, el vector de rotació 
s’utilitzarà per trobar els angles d’Euler (pitch, roll i yaw) de la estructura, però primer s’haurà 
de fer una conversió, ja que aquest vector de rotació descriu la rotació entre l’estructura i la 
càmera amb el format Axis/angle [8], és la mínima representació per a una rotació 3D. 
Axis/angle és la multiplicació d’un eix ?̂? per un angle θ i es representa de la següent forma. 
𝜔 = 𝜃?̂? = (𝜔𝑥 , 𝜔𝑦, 𝜔𝑧) 
Primer s’ha de posar en forma de matriu, ja que d’aquesta manera la rotació no és única, per 
això es necessari utilitzar la formula de Rodrigues [8] que descriu la rotació de la següent forma. 
𝜃 ← 𝑛𝑜𝑟𝑚(𝑟) 
𝑟 ← 𝑟/𝜃 
𝑅 = cos 𝜃𝐼 + (1 − cos 𝜃)𝑟𝑟𝑡 +sin𝜃 [
0 −𝑟𝑧 𝑟𝑦
𝑟𝑧 0 −𝑟𝑥
−𝑟𝑦 𝑟𝑥 0
] 
 
Un cop ho tenim en forma de matriu, hem de trobar la matriu de rotació que relacioni la rotació 
de la posició inicial amb un altre, que es realitza de la següent forma. 
𝑅𝑓𝑖𝑛𝑎𝑙 = 𝑅′𝑝𝑙𝑎_𝑖𝑛𝑖𝑐𝑖𝑎𝑙 ∙ 𝑅𝑝𝑙𝑎_𝑝𝑜𝑠𝑖𝑐𝑖ó 
Amb aquesta matriu es pot obtenir els angles pitch, roll i yaw amb les següents formules [14]. 
 
𝑅𝑓𝑖𝑛𝑎𝑙 = [
𝑅11 𝑅12 𝑅13
𝑅21 𝑅22 𝑅23
𝑅31 𝑅32 𝑅33
] 
𝑦𝑎𝑤 = 𝑎𝑡𝑎𝑛2(𝑅21, 𝑅11) 
𝑝𝑖𝑡𝑐ℎ = 𝑎𝑡𝑎𝑛2(−𝑅31, √𝑅32
2 + 𝑅33
2  
𝑟𝑜𝑙𝑙 = 𝑎𝑡𝑎𝑛2(𝑅32, 𝑅33) 
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7.6 Node central 
 
S’haurà de crear un node central que sigui capaç de fer la mitja de les posicions de les càmeres 
i ser capaç de descartar la posició errònia d’una càmera en concret, perquè no ens modifiqui la 
mitja amb aquesta dada errònia. 
El node central s’encarregarà de donar l’ordre d’inici a les càmeres. 
S’utilitzaran diversos nodes simulant càmeres que el que faran serà l’enviament d’una posició 
amb un rati de 60Hz que és la velocitat de la càmera. 
El codi utilitzat en aquest node es troba en l’annex 10.10. 
7.6.1 Resultats node central 
En la figura 7.18 podem observar com rep les coordenades de quatre càmeres i realitza la mitja. 
 
 
Figura 7.18. Resultat node central amb quatre càmeres 
Si una de les càmeres es desconnecta o no es capaç de trobar la posició el node central es capaç 
de fer la mitja amb les càmeres disponibles com es pot veure a la figura 7.19. 
 
Figura 7.19. Resultat node central amb una càmera desconnectada 
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En la figura 7.20 és mostra el funcionament final del node central, es pot veure un petit menú 
per iniciar càmeres o sortir del node, es selecciona introduint el numero en la terminal. Un cop 
iniciades les càmeres es mostra per pantalla les coordenades i la orientació de la estructura. 
 
Figura 7.20. Node central funcionament final 
7.7 Node camera 
 
El node càmera conté els codis dels apartats 7.1, 7.2, 7.3, 7.4 i 7.5, primer s’inicia el node el codi 
es pot veure a l’annex 10.11, la primera part realitza la configuració del sistema i agafa dades de 
el calibratge intrínsec i les coordenades en sistema de la estructura que es troben a un arxiu xml 
que es pot veure a l’annex 10.11.1. Un cop ha realitzat la configuració estarà a la espera de rebre 
l’ordre d’inici del node central. 
Quan arriba l’ordre d’inici el node comença una inicialització del càlcul de r i t durant 120 imatges 
i farà la mitja dels vectors de rotació i translació obtinguts, es deixaran en format de matriu 4x4 
amb R’ i –t per realitzar el càlcul de la posició i orientació mes endavant. 
Un cop s’ha realitzat la inicialització comença a capturar imatges, detectar i ordenar blobs i 
obtenint una rotació i translació de la nova posició, que es posaran en format de matriu 4x4 i es 
calcularà la posició i orientació amb les matrius inicials. Sempre es calcula amb la matriu de la 
posició inicial. 
Aquesta informació obtinguda s’envia al node central. 
 
7.7.1 Prova precisió node càmera 
 
S’ha realitzat 15 imatges de diferents posicions i orientacions, mesurant la posició i orientació 
de forma real i calculada, per valorar la precisió que te aquest sistema. Nomes s’ha utilitzat una 
càmera per fer aquestes proves. 
Per a la mesura real dels angles s’ha utilitzat una IMU (Intertial Measurement Unit), Xsens MTi, 
que conte giroscopi, acceleròmetre i magnetòmetre per poder mesurar el pitch, roll i yaw, 
aquest disposa d’un software per veure les dades en temps real, s’ha situat en el centre de la 
estructura com es pot veure a la figura 7.21. 
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Figura 7.21. Dispositiu per mesurar angles 
Els resultats estan en la taula 7.1.  
 
Tabla 7.1. Resultats prova precisió 
 
 
 
 
 
 
 
 
 
 
 
X Y Z Pitch Roll Yaw X Y Z Pitch Roll Yaw
1 0 0 0 0 0.022689 0 -0.98525 -0.13232 0.24315 0.001623 0.026161 -0.00138
2 400 0 0 0 0.029671 0.006981 410.584 -1.85269 9.71816 0.016374 0.036399 -0.01484
3 400 -400 0 0.001745329 0.022689 0.019199 418.15 -414.774 36.2868 0.018064 0.05857 0.008013
4 1000 0 0 0.006981317 0.029671 0.008727 1028.58 -12.6123 53.089 0.031082 0.037345 0.023822
5 200 400 400 -0.03490659 0.012217 0.017453 195.525 407.424 457.583 -0.0253 -0.00847 0.009984
6 0 0 400 0.043633231 0.001745 0.013963 9.05679 -18.3719 398.044 0.037881 -0.01175 0.012593
7 -200 400 0 0.003490659 -0.01047 0.006981 -206.401 408.004 -20.4011 0.00381 -0.00406 0.006254
8 -600 400 0 0.003490659 0.020944 0.031416 -585.218 -432.559 55.0152 0.011919 0.024599 0.026788
9 1600 -400 0 0.006981317 0.022689 0.106465 1643.94 -419.902 122.519 0.055887 -0.04133 0.019684
10 800 400 150 0.006981317 0.041888 0.07854 818.895 406.54 135.013 0.015425 0.028181 0.023617
11 0 0 0 0.006981317 0.019199 -2.97055 -6.1416 -5.8996 1.325 0.006592 0.001758 -3.12327
12 400 0 50 0.006981317 0.235619 -0.00349 418.037 -50.348 55.8691 0.038947 0.268258 -0.03079
13 400 400 140 0.064577182 -0.21118 1.61792 415.255 -386.815 130.504 0.111404 -0.22163 1.596413
14 200 0 60 -0.23387412 -0.11519 0.027925 211.041 -19.7552 68 -0.24292 -0.13974 0.04074
15 200 0 100 -0.22340214 0.211185 -1.66853 237.596 -45.0481 107.132 -0.23768 0.230121 -1.61157
Imatge
Posició (mm) Orientació (rad)
Mesures Càlcul
Posició (mm) Orientació (rad)
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En la taula 7.2 es pot veure el error de posició i de orientació del sistema. 
 
Tabla 7.2. Error de posició i orientació 
L’error que genera el càlcul no és molt elevat en molts dels casos, tenint en compte que si es 
fessin les mateixes proves amb les quatre càmeres connectades l’error final es reduiria degut a 
que no totes les càmeres tindrien el mateix error per les seves diverses ubicacions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
X Y Z Pitch Roll Yaw
1 - - - 0.00162303 0.003471 0.001376
2 2.646 - - 0.0163744 0.006728 0.021818
3 4.5375 3.6935 - 0.016318571 0.035881 0.011186
4 2.858 - - 0.024100483 0.007674 0.015095
5 2.2375 1.856 14.39575 0.009608585 0.020687 0.007469
6 - - 0.489 0.005752031 0.013494 0.00137
7 3.2005 2.001 - 0.000319541 0.006414 0.000728
8 2.463667 8.13975 - 0.008428141 0.003655 0.004628
9 2.74625 4.9755 - 0.048905583 0.064016 0.086781
10 2.361875 1.635 9.991333 0.008443183 0.013707 0.054923
11 - - - 0.000389257 0.01744 0.152717
12 4.50925 - 11.7382 0.031965683 0.032639 0.027297
13 3.81375 3.29625 6.782857 0.046826818 0.010447 0.021508
14 5.5205 - 13.96767 0.00904188 0.024549 0.012815
15 8.798 - 7.132 0.014280856 0.018936 0.056968
Imatge
Error
Error posició (%) Error orientació (rad)
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8. Conclusions 
 
En aquest projecte tenia com a finalitat millorar el sistema de posició i orientació d’un vehicle 
volador que hi havia al laboratori de sistemes de control avançat.  
El sistema anterior funcionava sobre windows i utilitzava triangulació per trobar la posició de 
l’objecte, això impedeix que les càmeres es puguin moure sense tornar a ser parametritzades, 
també creava un retard elevat. 
El nou sistema és molt modular, ja que cada càmera és independent a l’altre i es pot afegir 
càmeres noves per aconseguir més precisió sense cap tipus de parametrització amb les altres, 
per no tenir retard les càmeres són de 60fps. 
Utilitzar ROS implica facilitat en la comunicació independentment de qui sigui el emissor o 
receptor de les dades, un pc, robot... 
S’han realitzat diverses proves per escollir o validar les eleccions fetes en aquest projecte, 
perquè funcioni correctament. 
Unes proves es van realitzar per validar la càmera, primer es va realitzar una prova per 
comprovar si realment arribava a capturar 60 imatges per segon, també una prova de 
lluminositat que determinava la pèrdua d’informació de la càmera quan aquesta estava en mode 
nocturn amb diferents intensitats de llum, l’ultima prova era per veure l’àrea visible que podíem 
obtenir. Totes aquestes proves van ser favorables i per aquest motiu es va utilitzar la càmera. 
Per escollir l’estructura dels marcadors també es van realitzar diverses proves, pel correcte 
funcionament del sistema de càlcul, detectar i identificar amb facilitat i que haguessin els mínims 
plans de la imatge possibles de pèrdua dels marcadors. El resultat va ser una estructura en forma 
de creu amb quatre marcadors diferents posats en un pla horitzontal. 
Per a la detecció d’aquests marcadors es van valorar tres mètodes que són detector de 
cantonades, detector de contorns i detector de blobs. Es va escollir el mètode de detector de 
blobs per la seva facilitat de parametritzar els objectes a detectar i també per la informació que 
dóna com ara centre de masses i la grandària d’aquests. 
Per escollir el sistema de càlcul del vector de translació i la matriu de rotació es va contemplar 
dos mètodes, un és la triangulació i l’altre és perspective-three-point, en aquest cas no es van 
realitzar proves com que es volia que les càmeres siguin independents, per poder afegir càmeres 
sense haver de calibrar aquesta amb les altres i poder fer que el sistema sigui el més modular 
possible. 
Per a treballs futurs de cara a millorar aquest sistema, es podria millorar el node central, fer-lo 
més complert afegit un reset de les càmeres i que sigui capaç de poder validar les dades si alguna 
càmera dóna coordenades completament diferent de les altres. També es podría millorar la 
precisió del sistema afegint més marcadors o utilitzant algun altre mètode. També es podria 
implementar un algoritme al node de la càmera, que si hagues pèrdua dels marcadors, estimes 
la seva posició. 
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10. Annexes 
10.1 Codi per obtenir la matriu intrínseca i extrínseca 
El programa blender té una opció per obrir la consola de comandes on posarem el següent codi 
en phyton. 
import bpy 
import bpy_extras 
from mathutils import Matrix 
 
#Matriu de parametres intrisecs 
def get_calibration_matrix_K_from_blender(camd): 
    f_in_mm = camd.lens        
 #Retorna la distancia focal en milimetres 
    scene = bpy.context.scene      
 #Selecciona l'escena on es treballara  
    resolution_x_in_px = scene.render.resolution_x  #Retorna la 
resolució en x 
    resolution_y_in_px = scene.render.resolution_y  #Retorna la 
resolució en y 
    scale = scene.render.resolution_percentage / 100 #Determina 
l'escala  
    sensor_width_in_mm = camd.sensor_width   
 #Retorna l'amplada del sensor de la camera en mm 
    sensor_height_in_mm = camd.sensor_height   #Retorna 
l'altura del sensor de la camera en mm 
    pixel_aspect_ratio = scene.render.pixel_aspect_x / 
scene.render.pixel_aspect_y #Rectangularitat del pixel 
    if (camd.sensor_fit == 'VERTICAL'):    
 #Comprova si el sensor esta en vertical, horitzontal o auto 
       #Es determinan s_u i s_v per el calcul de la matriu intrinseca 
        s_u = resolution_x_in_px * scale / sensor_width_in_mm / 
pixel_aspect_ratio  
        s_v = resolution_y_in_px * scale / sensor_height_in_mm 
    else: # 'HORIZONTAL' i 'AUTO' 
        #Es determinan s_u i s_v per el calcul de la matriu intrinseca 
        pixel_aspect_ratio = scene.render.pixel_aspect_x / 
scene.render.pixel_aspect_y 
        s_u = resolution_x_in_px * scale / sensor_width_in_mm 
        s_v = resolution_y_in_px * scale * pixel_aspect_ratio / 
sensor_height_in_mm 
 
 
    # Parametres de la matriu intrinseca 
    alpha_u = f_in_mm * s_u 
    alpha_v = f_in_mm * s_v 
    u_0 = resolution_x_in_px * scale / 2 
    v_0 = resolution_y_in_px * scale / 2 
    skew = 0  
 
    K = Matrix( 
        ((alpha_u, skew,    u_0), 
        (    0  , alpha_v, v_0), 
        (    0  , 0,        1 ))) 
    return K 
 
#Matriu de parametres extrinsecs 
def get_3x4_RT_matrix_from_blender(cam): 
    # posicio de la camera blender 
    R_bcam2cv = Matrix( 
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        ((1, 0,  0), 
         (0, -1, 0), 
         (0, 0, -1))) 
 
     
    location, rotation = cam.matrix_world.decompose()[0:2] #Vectors de 
posicio i rotacio de la camera 
    R_world2bcam = rotation.to_matrix().transposed()  #vector de 
rotacio a matriu    
    T_world2bcam = -1*R_world2bcam * location 
 
    # Build the coordinate transform matrix from world to computer vision 
camera 
    R_world2cv = R_bcam2cv*R_world2bcam #Construccio de matrius de 
canvi de coordenades 
    T_world2cv = R_bcam2cv*T_world2bcam #Construccio de matrius de 
canvi de coordenades 
 
    # Les posem en una matriu 3x4 
    RT = Matrix(( 
        R_world2cv[0][:] + (T_world2cv[0],), 
        R_world2cv[1][:] + (T_world2cv[1],), 
        R_world2cv[2][:] + (T_world2cv[2],) 
         )) 
    return RT 
 
# Obtencio de les matrius  
def get_3x4_P_matrix_from_blender(cam): 
    K = get_calibration_matrix_K_from_blender(cam.data) 
    RT = get_3x4_RT_matrix_from_blender(cam) 
    return K*RT, K, RT 
 
#Funcio principal que crida les altres funcions 
if __name__ == "__main__": 
    cam = bpy.data.objects['Camera.001'] 
    P, K, RT = get_3x4_P_matrix_from_blender(cam) 
    print("K") 
    print(K) 
    print("RT") 
    print(RT) 
    print("P") 
    print(P) 
 10.2 Codi prova fps 
#include "opencv2/opencv.hpp" 
#include <time.h> 
  
using namespace cv; 
using namespace std; 
  
int main(int argc, char** argv) 
{ 
  
    VideoCapture video(0); //Inicia la camera 
 video.set(CV_CAP_PROP_FRAME_WIDTH,800); 
 video.set(CV_CAP_PROP_FRAME_HEIGHT,600); 
double dWidth = video.get(CV_CAP_PROP_FRAME_WIDTH); 
double dHeight = video.get(CV_CAP_PROP_FRAME_HEIGHT); 
 
cout << "Frame size : " << dWidth << " x " << dHeight << endl; 
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    double fps; 
    int num_frames = 240; //Numero de frames per capturar 
    time_t start, end; //temps inici i final 
    Mat frame; //Variable per guardar les imatges del video 
    cout << "Capturan " << num_frames << " frames" << endl ; 
//Visualitza per pantalla 
    time(&start); //Agafa el temps d'inici 
  
    for(int i = 0; i < num_frames; i++) //Comença a capturar imatges 
    { 
        video >> frame; 
    } 
 
    time(&end); //Temps final 
 
    double seconds = difftime (end, start); //Diferencia entre els dos 
temps 
    cout << "Durada : " << seconds << " segons" << endl; //Visualitza 
per pantalla la durada 
    fps  = num_frames / seconds; //Calcula les imatges per segon 
    cout << "Estimacio de frames per segon : " << fps << endl; 
//Mostra per pantalla els fps 
 
    video.release(); //tanca el video 
    return 0; 
} 
 
10.3 Codi en C++ comunicació nodes 
 
10.3.1 Publicador 
#include "ros/ros.h" // inclou llibreria ros 
#include "std_msgs/String.h" // inclou llibreria string 
#include <sstream> //inclou llibreria stream 
 
int main(int argc, char **argv) 
{ 
  ros::init(argc, argv, "talker"); //inicialitza ros i posa nom al node 
  ros::NodeHandle n; //crea un identificador del node 
  ros::Publisher chatter_pub = n.advertise<std_msgs::String>("missatge1", 1000); //doi al master quin 
missatge envia en el topic missatge1, amb buffer de 1000 missatges 
  ros::Rate loop_rate(1); //frequencia del loop en Hz 
  int count = 0; 
  while (ros::ok()) //bucle, la seva condicio es una funcio que retorna false si es pulsa cntrl+c o es posa la 
funcio shutdown. 
  { 
    std_msgs::String msg; //variable msg, string 
    std::stringstream ss; 
    ss << count; //pasa el contador al missatge 
    msg.data = ss.str(); 
    ROS_INFO("%s", msg.data.c_str()); 
    chatter_pub.publish(msg); //publica el missatge que conte la variable msg 
    loop_rate.sleep(); //funcio d'espera amb temps loop_rate 
    ++count; 
  } 
 
  return 0; 
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} 
 
10.3.2 Subscriptor 
 
#include "ros/ros.h" // inclou llibreria ros 
#include "std_msgs/String.h" // inclou llibreria missatges 
 
void chatterCallback(const std_msgs::String::ConstPtr& msg) //funcio que es crida quan arriba un 
missatge 
{ 
  ROS_INFO("[%s]", msg->data.c_str()); //mostra per pantalla quin missatge arriba 
} 
 
int main(int argc, char **argv) 
{ 
  ros::init(argc, argv, "listener"); //inicialitza ros i posa nom al node 
  ros::NodeHandle n; //crea un identificador del node 
  ros::Subscriber sub = n.subscribe("missatge1", 1000, chatterCallback); // Es subscribeix al topic 
missatge1 amb el master, i quan arriba missatge crida a la funciuo chatterCallback 
  ros::spin(); //funcio d'espera, no utilitza molta cpu. 
  return 0; 
} 
10.4 Codi Captura càmera 
 
Aquest programa mostra per pantalla cada imatge descodificada que agafa del vídeo que 
captura la càmera. 
#include "opencv2/highgui/highgui.hpp" 
#include <iostream> 
 
using namespace cv; 
using namespace std; 
 
int main(int argc, char* argv[]) 
{ 
    VideoCapture cap(0); // Obre la camera numero 0 
 
    if (!cap.isOpened())  // Si no ho aconsegueix, surt del programa 
    { 
        cout << "Cannot open the video cam" << endl; 
        return -1; 
    } 
 
   double dWidth = cap.get(CV_CAP_PROP_FRAME_WIDTH); //agafa la amplada 
del video 
   double dHeight = cap.get(CV_CAP_PROP_FRAME_HEIGHT); //agafa la altura 
del video 
 
    cout << "Frame size : " << dWidth << " x " << dHeight << endl; 
 
    namedWindow("Camera",CV_WINDOW_AUTOSIZE); //crea una finestra 
anomenada "Camera" 
 
    while (1) 
    { 
        Mat frame; 
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        bool bSuccess = cap.read(frame); // llegeix una nova imatge del 
video 
 
        if (!bSuccess) //si no ho aconsegueix trenca el loop 
        { 
             cout << "Cannot read a frame from video stream" << endl; 
             break; 
        } 
 
        imshow("Camera", frame); //mostra la imatge de video a la 
finestra camera 
 imwrite("/home/control/imatge.jpg",frame); 
        if (waitKey(30) == 27) //espera 30ms si esta l'esc pulsat, si 
esta pulsat trenca el loop 
       { 
            cout << "esc key is pressed by user" << endl; 
            break;  
       } 
    } 
 
    return 0; 
 
} 
 
10.5 Codi prova funció read 
#include "opencv2/opencv.hpp" 
#include <time.h> 
  
using namespace cv; 
using namespace std; 
  
int main(int argc, char** argv) 
{ 
  
    VideoCapture video(0); //Inicia la camera 
    double fps; 
    int num_frames = 120; //Numero de frames per capturar 
    time_t start, end; //temps inici i final 
    Mat frame; //Variable per guardar les imatges del video 
    cout << "Capturan " << num_frames << " frames" << endl ; //Visualitza 
per pantalla 
    time(&start); //Agafa el temps d'inici 
  
    for(int i = 0; i < num_frames; i++) //Comença a capturar imatges 
    { 
        video >> frame; 
    } 
 
    time(&end); //Temps final 
 
    double seconds = difftime (end, start); //Diferencia entre els dos 
temps 
    cout << "Durada : " << seconds << " segons" << endl; //Visualitza 
per pantalla la durada 
    fps  = num_frames / seconds; //Calcula les imatges per segon 
    cout << "Estimacio de frames per segon : " << fps << endl; //Mostra 
per pantalla els fps 
 
    video.release(); //tanca el video 
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    return 0;} 
 
10.6 Codi centre de masses amb detector Canny 
 
#include "opencv2/highgui/highgui.hpp" 
#include "opencv2/imgproc/imgproc.hpp" 
#include <iostream> 
#include <stdio.h> 
#include <stdlib.h> 
 
using namespace cv; 
using namespace std; 
 
Mat imatge; Mat imatge_gray; 
int thresh = 100; 
 
/// Function header 
void centre_de_masses(int, void* ); 
 
/** @function main */ 
int main( int argc, char** argv ) 
{ 
  /// Carrega la imatge 
  imatge = imread( "/home/control/Imatges_prova/alçat.jpg", 1 ); 
 
  /// Converteix la imatge en gris i la difumina 
  cvtColor( imatge, imatge_gray, CV_BGR2GRAY ); 
  blur( imatge_gray, imatge_gray, Size(3,3) ); 
 
  /// Crea finestra per la imatge sense tractar 
  namedWindow( "Imatge", CV_WINDOW_AUTOSIZE ); 
  imshow( "Imatge", imatge ); 
 
  centre_de_masses( 0, 0 ); 
 
  waitKey(0); 
  return(0); 
} 
 
/** funcio centre de masses */ 
void centre_de_masses(int, void* ) 
{ 
  Mat canny_output; 
  vector<vector<Point> > contorns; 
  vector<Vec4i> hierarchy; 
 
  /// detecta linies utilitzan canny 
  Canny( imatge_gray, canny_output, thresh, thresh*2, 3 ); 
  /// busca el contorn 
  findContours( canny_output, contorns, hierarchy, CV_RETR_TREE, 
CV_CHAIN_APPROX_SIMPLE, Point(0, 0) ); 
 
  /// troba els moments 
  vector<Moments> mu(contorns.size() ); 
  for( int i = 0; i < contorns.size(); i++ ) 
     { mu[i] = moments( contorns[i], false ); } 
 
  ///  Calcula el centre de masses 
  vector<Point2f> mc( contorns.size() ); 
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  for( int i = 0; i < contorns.size(); i++ ) 
     { mc[i] = Point2f( mu[i].m10/mu[i].m00 , mu[i].m01/mu[i].m00 ); } 
 
  /// Dibuixa contorns 
  Mat drawing = Mat::zeros( canny_output.size(), CV_8UC3 ); 
  for( int i = 0; i< contorns.size(); i++ ) 
     { 
       Scalar color = Scalar( 0, 255,0); 
 Scalar color2 = Scalar( 0, 0,255); 
       drawContours( drawing, contorns, i, color, 2, 8, hierarchy, 0, 
Point() ); 
       circle( drawing, mc[i], 4, color2, -1, 8, 0 ); 
     } 
 
  /// Mostra per pantalla els resultats i la imatge 
  namedWindow( "Centre de masses", CV_WINDOW_AUTOSIZE ); 
  imshow( "Centre de masses", drawing ); 
cout<<"Coordenades centre de masses: "<<endl; 
for(int i=0; i<mc.size();i++) 
 { 
 cout<<mc[i]<<endl; 
 } 
 
} 
10.7 Codi centre de masses amb detector Harris 
#include "opencv2/highgui/highgui.hpp" 
#include "opencv2/imgproc/imgproc.hpp" 
#include <iostream> 
#include <stdio.h> 
#include <stdlib.h> 
 
using namespace cv; 
using namespace std; 
 
Mat imatge, imatge_gris; 
int maxCorners = 20; 
 vector<Point2f> corners; 
 double qualityLevel = 0.01; 
 double minDistance = 10; 
 int blockSize = 3; 
 bool useHarrisDetector = true; 
 double k =0.04; 
 int r=4; 
 vector<int> dist; 
 vector<Point2f> grup1; 
 vector<Point2f> grup2; 
 vector<Point2f> grup3; 
  
 
/// Function header 
void centre_de_masses(int, void* ); 
 
/** @function main */ 
int main( int argc, char** argv ) 
{ 
  /// Carrega la imatge 
  imatge = imread( "/home/control/Imatges_prova/planta.jpg", 1 ); 
 
  /// Converteix la imatge en gris i la difumina 
  cvtColor( imatge, imatge_gris, CV_BGR2GRAY ); 
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  /// Crea finestra per la imatge sense tractar 
  namedWindow( "Imatge", CV_WINDOW_AUTOSIZE ); 
  imshow( "Imatge", imatge ); 
 
  centre_de_masses( 0, 0 ); 
 
  waitKey(0); 
  return(0); 
} 
 
/** funcio centre de masses */ 
void centre_de_masses(int, void* ) 
{ 
  
 cvtColor(imatge, imatge_gris, CV_BGR2GRAY); 
  
 Mat copia; 
 copia = imatge.clone(); 
 goodFeaturesToTrack( imatge_gris, corners, maxCorners, 
qualityLevel, minDistance, Mat(), blockSize, useHarrisDetector, k); 
  
 for (int i=1; i<corners.size(); i++) 
 { 
  int y=corners[i].y-corners[0].y; 
  int x=corners[i].x-corners[0].x; 
  dist.push_back(hypot(x,y)); 
 } 
 double valor_min= *min_element(dist.begin(), dist.end()); 
 double valor_max= *max_element(dist.begin(), dist.end()); 
 
 double llindar = valor_min*((valor_max/valor_min)/3); 
 double llindar2 = valor_min*((valor_max/valor_min)/3*2.2); 
 
 //Separacio en grups 
 grup1.push_back(corners[0]); 
 for (int i =0; i <dist.size(); i++) 
 { 
 if (dist[i]<llindar) { 
 grup1.push_back(corners[i+1]); 
 } 
 if(dist[i]>=llindar && dist[i]<llindar2){ 
 grup2.push_back(corners[i+1]); 
 } 
 if (dist[i]>=llindar2) { 
 grup3.push_back(corners[i+1]); 
 } 
 } 
 
 //calcul centre de masses 
 Point2f centre1(0,0); 
 for (int i=0; i<grup1.size(); i++){ 
  centre1.x += grup1[i].x; 
  centre1.y += grup1[i].y; 
 } 
 centre1.x /= grup1.size(); 
 centre1.y /= grup1.size(); 
 circle( copia, centre1, r, Scalar(255,0,0),2,8,0); 
 cout<<"Centre 1 :"<<centre1<<endl; 
 Point2f centre2(0,0); 
 for (int i=0; i<grup2.size(); i++){ 
  centre2.x += grup2[i].x; 
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  centre2.y += grup2[i].y; 
 } 
 centre2.x /= grup2.size(); 
 centre2.y /= grup2.size(); 
 circle( copia, centre2, r, Scalar(0,255,0),2,8,0); 
 cout<<"Centre 2 :"<<centre2<<endl; 
 Point2f centre3(0,0); 
 for (int i=0; i<grup3.size(); i++){ 
  centre3.x += grup3[i].x; 
  centre3.y += grup3[i].y; 
 } 
 centre3.x /= grup3.size(); 
 centre3.y /= grup3.size(); 
 circle( copia, centre3, r, Scalar(0,0,255),2,8,0); 
 cout<<"Centre 3 :"<<centre3<<endl; 
 namedWindow( "Centre de masses", CV_WINDOW_AUTOSIZE ); 
   imshow( "Centre de masses", copia );  
 
} 
 
 
10.8 Codi centre de masses amb detector de blobs 
#include "opencv2/opencv.hpp" 
 
using namespace cv; 
using namespace std; 
 
int main( int argc, char** argv ) 
{ 
 
 // Read image 
 Mat imatge = 
imread("/home/control/Imatges_prova/perspectiva_inferior_alçat_dreta.j
pg", IMREAD_GRAYSCALE ); 
 Mat im; 
 threshold(imatge, im, 150, 255, 0); 
 // Setup SimpleBlobDetector parameters. 
 SimpleBlobDetector::Params params; 
 //blobcolor = 0, fosc, blobcolor = 255, clar 
 params.blobColor = 255; 
 // Change thresholds 
 params.minThreshold = 10; 
 params.maxThreshold = 400; 
 
 // Filter by Area. 
 params.filterByArea = true; 
 params.minArea = 10; 
 
 // Filter by Circularity 
 params.filterByCircularity = true; 
 params.minCircularity = 0.1; 
 
 // Filter by Convexity 
 params.filterByConvexity = true; 
 params.minConvexity = 0.87; 
 
 // Filter by Inertia 
 params.filterByInertia = true; 
 params.minInertiaRatio = 0.01; 
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 // Storage for blobs 
 vector<KeyPoint> keypoints; 
 
 // Set up detector with params 
 SimpleBlobDetector detector(params); 
 
 // Detect blobs 
 detector.detect( im, keypoints); 
 
 
 // Draw detected blobs as red circles. 
 // DrawMatchesFlags::DRAW_RICH_KEYPOINTS flag ensures 
 // the size of the circle corresponds to the size of blob 
 
 Mat im_with_keypoints; 
 drawKeypoints( im, keypoints, im_with_keypoints, Scalar(0,0,255), 
DrawMatchesFlags::DRAW_RICH_KEYPOINTS ); 
 for(int i=0; i<keypoints.size(); i++){ 
 cout<<keypoints[i].pt<<endl; 
 } 
 
 // Show blobs 
 imshow("keypoints", im_with_keypoints ); 
 waitKey(0); 
 
} 
 
10.9 Codi node de detecció i càlcul de la posició 
#include "opencv2/opencv.hpp" 
#include "ros/ros.h" 
#include "std_msgs/String.h" 
#include <sstream> 
 
using namespace cv; 
using namespace std; 
 
int main( int argc, char** argv ) 
{ 
 /* 
 //inicialitzacio ros 
 ros::init(argc,argv,"camera1"); 
 ros::NodeHandle n; 
 ros::Publisher chatter_pub = 
n.advertise<std_msgs::String>("pos_cam_1",1000); 
 ros::Rate loop_rate(4); 
 */ 
 // llegeix imatge 
 Mat imatge = 
imread("/home/control/Imatges_prova/im_heli_4punts_2.jpg", 
IMREAD_GRAYSCALE ); 
 Mat im; 
 threshold(imatge, im, 150, 255, 0); 
  
 // 
 vector<KeyPoint> keypoints; 
 vector<Point3f> objpoints; 
 vector<Point2f> impoints; 
 Mat rvec(3,1,CV_32F); 
 Mat tvec(3,1,CV_32F); 
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 Mat rmatrix(3,3,CV_32F); 
 Mat k= Mat(3,3,CV_32FC1,Scalar::all(0)); 
 Mat h_impoints(3,3,CV_32F); 
 
 
 //Parametres intrinsics 
 k.at<float>(0,0) = 1120; 
 k.at<float>(0,2) = 320; 
 k.at<float>(1,1) = 933.3333; 
 k.at<float>(1,2) = 240; 
 k.at<float>(2,2) = 1; 
  
 //coordenades del objecte en mm 
 //primer punt 
 objpoints.push_back(Point3f(0,0,0)); 
 //segon punt 
 objpoints.push_back(Point3f(0,150,0)); 
 //tercer punt 
 objpoints.push_back(Point3f(0,0,70)); 
 //quart punt 
 objpoints.push_back(Point3f(0,150,70)); 
 
 // Configuracio dels parametres del simpleblobdetector 
 //constructor dels parametres 
 SimpleBlobDetector::Params params; 
 //blobcolor = 0, fosc, blobcolor = 255, clar 
 params.blobColor = 255; 
 // llindars de claretat del objecte 
 params.minThreshold = 10; 
 params.maxThreshold = 400; 
 //distancia minima entre blobs (si son molt proxims els uneix) 
 params.minDistBetweenBlobs = 5; 
 // Filtrat per area 
 params.filterByArea = true; 
 params.minArea = 10; 
 //Filtrat per circularitat 
 params.filterByCircularity = true; 
 params.minCircularity = 0.1; 
 // Filtrat per convexitat 
 params.filterByConvexity = true; 
 params.minConvexity = 0.87; 
 
 //Filtrat per inercia 
 params.filterByInertia = true; 
 params.minInertiaRatio = 0.01; 
 
 // Carrega els parametres anteriors 
 SimpleBlobDetector detector(params); 
 
 // Deteccio de blobs 
 detector.detect( im, keypoints); 
 
 
 // Dibuixa els blobs que a trobat 
 Mat im_with_keypoints; 
 drawKeypoints( im, keypoints, im_with_keypoints, 
Scalar(0,0,255), DrawMatchesFlags::DRAW_RICH_KEYPOINTS ); 
 
 for(int i=0; i<keypoints.size(); i++){ 
 impoints.push_back(Point2f(keypoints[i].pt.x,keypoints[i].pt.y))
; 
59                      Disseny d’un sistema de detecció de marcadors amb ROS i visió per computador 
 
 } 
 cout<<"Centre de masses: "<<impoints<<endl; 
  
 //PnP 
 solvePnP(Mat(objpoints),Mat(impoints), k, Mat(), rvec , tvec, 
false,CV_ITERATIVE); 
 Rodrigues(rvec,rmatrix); 
 
 //projeccio punts 
 vector<Point2f> projectedPoints; 
 projectPoints(Mat(objpoints),rvec,tvec,k,Mat(),projectedPoints); 
 for(int i=0; i<projectedPoints.size(); i++){ 
 circle(im_with_keypoints,projectedPoints[i],15,Scalar(0,0,255)); 
 } 
 
 //Conversio punts a coordenades homogenies 
 convertPointsToHomogeneous(impoints,h_impoints); 
  
 cout<<"Coordenades Homogenies: "<<h_impoints<<endl; 
 cout<<"Vector de rotacio: "<<rvec<<endl; 
 cout<<"Matriu de rotacio: "<<rmatrix<<endl; 
 cout<<"Vector de translacio: "<<tvec<<endl; 
 cout<<"Projecció: "<<projectedPoints<<endl; 
 
 // Mostra per pantalla el resultat 
 imshow("Camera 1", im_with_keypoints ); 
 
 waitKey(0); 
 
} 
 
10.10 Codi node central 
 
#include "ros/ros.h" // inclou llibreria ros 
#include "std_msgs/String.h" // inclou llibreria missatges 
#include "opencv2/opencv.hpp" 
#include <sstream> 
#include <string> 
#include <math.h> 
 
using namespace cv; 
using namespace std; 
 
std_msgs::String my_msg; 
//Variables de missatges 
double dada1; 
double dada2; 
double dada3; 
double dada4; 
//Variables de les coordenades de cada camera 
Mat coordenades_punt1 = Mat::zeros(6,1,CV_64F); 
Mat coordenades_punt2 = Mat::zeros(6,1,CV_64F); 
Mat coordenades_punt3 = Mat::zeros(6,1,CV_64F); 
Mat coordenades_punt4 = Mat::zeros(6,1,CV_64F); 
vector<double> coordenades_final; 
 
//Variables de coordenades finals 
double cox; 
double coy; 
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double coz; 
 
//Variables angles 
double pitch; 
double roll; 
double yaw; 
 
//Indicadors si la camera transmet la posicio 
int ind_cam1=0;  
int ind_cam2=0; 
int ind_cam3=0; 
int ind_cam4=0; 
//Indicador per fer la mitja 
int divisor=0; 
 
int i=0; 
//variables per opcions inicialitzacio/inicia/sortir 
int opcio=0; 
 
std_msgs::String msg; 
std::stringstream ss; 
 
void obtenirmissatge_cam1(const std_msgs::String::ConstPtr& msg) 
//funcio que es crida quan arriba un missatge de la camera 1 
{ 
 my_msg.data = msg->data; 
 istringstream ss(my_msg.data); 
 ss >> dada1; 
 coordenades_punt1.at<double>(i,0)= dada1; 
 //cout<<"coordenades camera 1: 
"<<coordenades_punt1.at<double>(i,0)<<endl; 
 i++; 
 ind_cam1=1; 
 if (i==6) { 
  i=0; 
 } 
 
}  
 
void obtenirmissatge_cam2(const std_msgs::String::ConstPtr& msg) 
//funcio que es crida quan arriba un missatge de la camera 2 
{ 
 my_msg.data = msg->data; 
 istringstream ss(my_msg.data); 
 ss >> dada2; 
 coordenades_punt2.at<double>(i,0)= dada2; 
 //cout<<"coordenades camera 2: 
"<<coordenades_punt2.at<double>(i,0)<<endl; 
 i++; 
 ind_cam2=1; 
 if (i==6) { 
  i=0; 
 } 
} 
 
void obtenirmissatge_cam3(const std_msgs::String::ConstPtr& msg) 
//funcio que es crida quan arriba un missatge de la camera 3 
{ 
 my_msg.data = msg->data; 
 istringstream ss(my_msg.data); 
 ss >> dada3; 
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 coordenades_punt3.at<double>(i,0)= dada3; 
 //cout<<"coordenades camera 3: 
"<<coordenades_punt3.at<double>(i,0)<<endl; 
 i++; 
 ind_cam3=1; 
 if (i==6) { 
  i=0; 
 } 
}  
 
void obtenirmissatge_cam4(const std_msgs::String::ConstPtr& msg) 
//funcio que es crida quan arriba un missatge de la camera 4 
{ 
 my_msg.data = msg->data; 
 istringstream ss(my_msg.data); 
 ss >> dada4; 
 coordenades_punt4.at<double>(i,0)= dada4; 
 //cout<<"coordenades camera 4: 
"<<coordenades_punt4.at<double>(i,0)<<endl; 
 i++; 
 ind_cam4=1; 
 if (i==6) { 
  i=0; 
 } 
}  
 
void buidat(){ 
 coordenades_punt1.at<double>(0,0)=0; 
 coordenades_punt1.at<double>(1,0)=0; 
 coordenades_punt1.at<double>(2,0)=0; 
 coordenades_punt1.at<double>(3,0)=0; 
 coordenades_punt1.at<double>(4,0)=0; 
 coordenades_punt1.at<double>(5,0)=0; 
 coordenades_punt2.at<double>(0,0)=0; 
 coordenades_punt2.at<double>(1,0)=0; 
 coordenades_punt2.at<double>(2,0)=0; 
 coordenades_punt2.at<double>(3,0)=0; 
 coordenades_punt2.at<double>(4,0)=0; 
 coordenades_punt2.at<double>(5,0)=0; 
 coordenades_punt3.at<double>(0,0)=0; 
 coordenades_punt3.at<double>(1,0)=0; 
 coordenades_punt3.at<double>(2,0)=0; 
 coordenades_punt3.at<double>(3,0)=0; 
 coordenades_punt3.at<double>(4,0)=0; 
 coordenades_punt3.at<double>(5,0)=0; 
 coordenades_punt4.at<double>(0,0)=0; 
 coordenades_punt4.at<double>(1,0)=0; 
 coordenades_punt4.at<double>(2,0)=0; 
 coordenades_punt4.at<double>(3,0)=0; 
 coordenades_punt4.at<double>(4,0)=0; 
 coordenades_punt4.at<double>(5,0)=0; 
 
} 
 
void menu() { 
 cout<<"Node Central"<<endl; 
 cout<<"Tria una de les següents opcions: "<<endl; 
 cout<<"Iniciar cameres: 1"<<endl; 
 cout<<"Sortir: 2"<<endl; 
 cin>>opcio; 
} 
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int main(int argc, char **argv) 
{ 
  ros::init(argc, argv, "calcul"); //inicialitza ros i posa nom al 
node 
  ros::NodeHandle n; //crea un identificador del node 
 
  //Publicador que es fara servir per donar l'ordre de iniciar la 
camera (inicia) 
  ros::Publisher inici = n.advertise<std_msgs::String>("inicia",1000); 
 menu(); 
  switch(opcio) { 
 case 1: 
 cout<<"Iniciant cameres"<<endl; 
 ss<<1; 
 msg.data = ss.str(); 
 inici.publish(msg); 
 break; 
 case 2: 
 cout<<"Sortint del node"<<endl; 
 return(-1); 
 break; 
  } 
  // Es subscribeix al topic missatge1 amb el master, i quan arriba 
missatge crida a la funcio obtenirmissatge 
  ros::Subscriber sub1 = n.subscribe("pos_cam_1", 1000, 
obtenirmissatge_cam1); 
  ros::Subscriber sub2 = n.subscribe("pos_cam_2", 1000, 
obtenirmissatge_cam2); 
  ros::Subscriber sub3 = n.subscribe("pos_cam_3", 1000, 
obtenirmissatge_cam3); 
  ros::Subscriber sub4 = n.subscribe("pos_cam_4", 1000, 
obtenirmissatge_cam4); 
ros::Rate r(60); //60hz 
 
 while(ros::ok()){   
    ros::spinOnce(); //Executa tots els callbacks pendents 
  if(ind_cam1==1 || ind_cam2==1 || ind_cam3==1 || 
ind_cam4==1) { 
   //Calcul de la mitja de les posicions 
   divisor=ind_cam1+ind_cam2+ind_cam3+ind_cam4; 
  
 cox=(coordenades_punt1.at<double>(0,0)+coordenades_punt2.at<doub
le>(0,0)+coordenades_punt3.at<double>(0,0)+coordenades_punt4.at<double
>(0,0))/divisor; 
  
 coy=(coordenades_punt1.at<double>(1,0)+coordenades_punt2.at<doub
le>(1,0)+coordenades_punt3.at<double>(1,0)+coordenades_punt4.at<double
>(1,0))/divisor; 
  
 coz=(coordenades_punt1.at<double>(2,0)+coordenades_punt2.at<doub
le>(2,0)+coordenades_punt3.at<double>(2,0)+coordenades_punt4.at<double
>(2,0))/divisor; 
  
 pitch=(coordenades_punt1.at<double>(3,0)+coordenades_punt2.at<do
uble>(3,0)+coordenades_punt3.at<double>(3,0)+coordenades_punt4.at<doub
le>(3,0))/divisor; 
  
 roll=(coordenades_punt1.at<double>(4,0)+coordenades_punt2.at<dou
ble>(4,0)+coordenades_punt3.at<double>(4,0)+coordenades_punt4.at<doubl
e>(4,0))/divisor; 
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 yaw=(coordenades_punt1.at<double>(5,0)+coordenades_punt2.at<doub
le>(5,0)+coordenades_punt3.at<double>(5,0)+coordenades_punt4.at<double
>(5,0))/divisor; 
   cout<<"coordenades final: 
["<<cox<<","<<coy<<","<<coz<<"]"<<"Angles: Pitch: "<<pitch<<" Roll: 
"<<roll<<" Yaw: "<<yaw; 
   cout<<"\r"; 
   buidat(); //funcio que buida les variables de 
coordenades 
   ind_cam1=0; 
   ind_cam2=0; 
   ind_cam3=0; 
   ind_cam4=0; 
  } 
  r.sleep(); //Espera per realitzar el rati de 60Hz 
 } 
  return 0; 
} 
 
10.11 Codi càmera 
 
#include "opencv2/opencv.hpp"  //obtenir imatges, deteccio blobs i 
calcul Rt 
#include "ros/ros.h"   //Crear node i comunicacio 
#include "std_msgs/String.h"  //convertir a string 
#include <sstream>  //enviar strings 
#include <math.h>   //atan2, sqrt i pow 
 
 
using namespace cv; 
using namespace std; 
 
//Declaracio de variables 
vector<KeyPoint> keypoints; 
Mat punts_objecte (4,3,CV_32F);  
vector<Point3f> objpoints; 
vector<Point2f> impoints; 
 
Mat rvec_pos_inicial= Mat::zeros(3,1,CV_64F); 
Mat rvec_pas_mig= Mat::zeros(3,1,CV_64F); 
Mat tvec_pos_inicial= Mat::zeros(3,1,CV_64F); 
Mat rmatrix_pos_inicial= Mat::zeros(3,3,CV_64F); 
Mat rmatrix_angles= Mat::zeros(3,3,CV_64F); 
Mat rvec_ini= Mat::zeros(3,1,CV_64F); 
Mat tvec_ini= Mat::zeros(3,1,CV_64F); 
 
int contador_ini=0; 
Mat rvec2= Mat::zeros(3,1,CV_64F); 
Mat tvec2= Mat::zeros(3,1,CV_64F); 
Mat rmatrix2= Mat::zeros(3,3,CV_64F); 
Mat k= Mat(3,3,CV_64FC1,Scalar::all(0)); 
Mat h_impoints= Mat::zeros(3,3,CV_64F); 
Mat coeficients_distorsio= Mat::zeros(5,1,CV_64F); 
int w,h; 
int ind_ordre; 
Mat pos_inicial= Mat::zeros(4,1,CV_64F); 
Mat pas_intermig= Mat::zeros(4,1,CV_64F); 
Mat pos_final= Mat::zeros(4,1,CV_64F); 
Mat angles= Mat::zeros(3,1,CV_64F); 
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Mat t1_4 = Mat::eye(4,4,CV_64F);  
Mat rmatrix1_c = Mat::zeros(4,4,CV_64F); 
 
bool ind1; 
Mat im; 
Mat imatge; 
int ind_inici; 
bool bSuccess; 
 
//constructor dels parametres del cilindre 
SimpleBlobDetector::Params params; 
//Constructor de la funcio per obtenir imatges 
VideoCapture cap(0); 
//Constructor del stream de string 
std_msgs::String msg; 
std::stringstream ss2; 
std_msgs::String my_msg; 
 
void parametres_marcadors() { 
 //blobcolor = 0, fosc, blobcolor = 255, clar 
 params.blobColor=255; 
 // llindars de claretat del objecte 
 params.minThreshold = 120; 
 //distancia minima entre blobs (si son molt proxims els uneix) 
 params.minDistBetweenBlobs = 1; 
 // Filtrat per area 
 params.filterByArea = true; 
 params.minArea = 30; 
 params.maxArea = 1500; 
 //Filtrat per circularitat 
 params.filterByCircularity = true; 
 params.minCircularity = 0.5; 
 params.maxCircularity = 1; 
 // Filtrat per convexitat 
 params.filterByConvexity = true; 
 params.minConvexity = 0.9; 
 
 //Filtrat per inercia 
 params.filterByInertia = true; 
 params.minInertiaRatio = 0.5; 
 params.maxInertiaRatio = 1; 
} 
 
 
 
void cm1(){ 
 keypoints.clear(); 
// Carrega els parametres dels cilindre 
 SimpleBlobDetector detector(params); 
 
 // Deteccio de blobs dels cilindres 
 detector.detect( im, keypoints); 
} 
 
 
 
void ordena_cm(){ 
 int pos_minim; 
 int pos_maxim; 
 int mig_1; 
 int mig_2; 
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 Mat grandaria= Mat::zeros(4,1,CV_64F); 
 Mat grandaria2= Mat::zeros(2,1,CV_64F); 
 for (int i=0;4>i;i++) { 
  grandaria.at<double>(i,0)=keypoints[i].size; 
 }  
 
 minMaxIdx(grandaria,0,0,&pos_minim,&pos_maxim,Mat()); 
 
 grandaria.at<double>(pos_maxim,0)=0; 
 grandaria.at<double>(pos_minim,0)=0; 
 
 minMaxIdx(grandaria,0,0,0,&mig_1,Mat()); 
 grandaria.at<double>(mig_1,0)=0; 
 minMaxIdx(grandaria,0,0,0,&mig_2,Mat()); 
 
 impoints.push_back(Point2f(keypoints[pos_maxim].pt.x,keypoints[p
os_maxim].pt.y)); 
 impoints.push_back(Point2f(keypoints[pos_minim].pt.x,keypoints[p
os_minim].pt.y)); 
 impoints.push_back(Point2f(keypoints[mig_2].pt.x,keypoints[mig_2
].pt.y)); 
 impoints.push_back(Point2f(keypoints[mig_1].pt.x,keypoints[mig_1
].pt.y)); 
 
} 
 
void neteja(){ 
 impoints.clear(); 
 keypoints.clear(); 
} 
 
void inicialitzacio() { 
 
 cout<<"Inicialitzant..."<<endl; 
 cout<<"Obtenint dades de la posicio inicial"<<endl; 
 
 while(contador_ini<120){ 
  //Agafara 120 imatges per obtenir una mitja de R i t de la 
posicio inicial 
  bSuccess = cap.read(im); // llegeix una nova imatge del 
video 
         if (!bSuccess) //si no ho aconsegueix trenca el loop 
         { 
              cout << "No es pot capturar la imatge de la camera" << 
endl; 
         } 
  if (bSuccess==true) { 
 
   neteja(); 
   cm1(); //detectar blobs 
 
   if (keypoints.size()==4){ 
    ordena_cm(); //ordenar els 4 blobs detectats 
   } 
 
   if(impoints.size()==4){ 
    //Obtenir R i t 
    solvePnP(Mat(objpoints),Mat(impoints), k, 
coeficients_distorsio, rvec_ini , tvec_ini, false,CV_ITERATIVE); 
   } 
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   if (tvec_ini.at<double>(0,0)!=0 && 
tvec_ini.at<double>(1,0)!=0 && tvec_ini.at<double>(2,0)!=0){ 
   add(rvec_pos_inicial,rvec_ini,rvec_pos_inicial); 
   add(tvec_pos_inicial,tvec_ini,tvec_pos_inicial); 
   contador_ini=contador_ini+1; 
   } 
   cout<<"impoints: "<<impoints<<endl; 
   cout<<"r: "<<rvec_ini<<"tvec_ini: "<<tvec_ini<<endl;  
  } 
 } 
 rvec_pos_inicial=rvec_pos_inicial/contador_ini; 
 tvec_pos_inicial=tvec_pos_inicial/contador_ini; 
 cout<<"rvec_posicio_inicial: "<<rvec_pos_inicial<<endl; 
 cout<<"tvec_posicio_inicial: "<<tvec_pos_inicial<<endl; 
 //Vector de rotacio a matriu de rotacio 
 Rodrigues(rvec_pos_inicial,rmatrix_pos_inicial); 
 //Donar format de 4x4 a Rt per al calcul 
 tvec_pos_inicial=-tvec_pos_inicial; 
 tvec_pos_inicial.copyTo(t1_4(Rect(3,0,tvec_pos_inicial.cols,tvec
_pos_inicial.rows))); 
 rmatrix_pos_inicial=rmatrix_pos_inicial.t(); 
 rmatrix_pos_inicial.copyTo(rmatrix1_c(Rect(0,0,rmatrix_pos_inici
al.cols,rmatrix_pos_inicial.rows))); 
 rmatrix1_c.at<double>(3,3)=1; 
 cout<<"Inicialitzacio completada"<<rmatrix1_c<<" "<<t1_4<<endl; 
} 
 
 
 
void calcul_pos() { 
 //Donar format de 4x4 a Rt 
 Mat t2_4 = Mat::eye(4,4,CV_64F);  
 Mat rmatrix2_c = Mat::zeros(4,4,CV_64F); 
 tvec2.copyTo(t2_4(Rect(3,0,tvec2.cols,tvec2.rows))); 
 rmatrix2.copyTo(rmatrix2_c(Rect(0,0,rmatrix2.cols,rmatrix2.rows)
)); 
 rmatrix2_c.at<double>(3,3)=1; 
 //calcul d'angles 
 rmatrix_angles=rmatrix_pos_inicial*rmatrix2; 
 angles.at<double>(2,0)=atan2(rmatrix_angles.at<double>(1,0),rmat
rix_angles.at<double>(0,0)); 
 angles.at<double>(0,0)=atan2(-
rmatrix_angles.at<double>(2,0),sqrt(pow(rmatrix_angles.at<double>(2,1)
,2)+pow(rmatrix_angles.at<double>(2,2),2))); 
 angles.at<double>(1,0)=atan2(rmatrix_angles.at<double>(2,1),rmat
rix_angles.at<double>(2,2)); 
 //calcul de la posicio 
 pas_intermig=t2_4*rmatrix2_c*pos_inicial; 
 pos_final=rmatrix1_c*t1_4*pas_intermig; 
} 
 
void rebre_ordre(const std_msgs::String::ConstPtr& msg)  
{ 
 //Missatge del node central per iniciar camera 
 my_msg.data = msg->data; 
 istringstream ss2(my_msg.data); 
 ss2 >> ind_inici; 
}  
 
int main( int argc, char** argv ) 
{ 
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 pos_inicial.at<double>(0,0)=0; 
 pos_inicial.at<double>(1,0)=0; 
 pos_inicial.at<double>(2,0)=0; 
 pos_inicial.at<double>(3,0)=1; 
 //Aqui es llegiran els parametres que hi ha al arxiu 
parametres_config.xml 
 //Aquet arxiu conte la resolucio, matriu de parametres 
intrinsecs, coeficients de distorcio i les coordenades dels marcadors 
 //Ruta del arxiu 
 const string inputSettingsFile = argc > 1 ? argv[1] : 
"/home/control/pfg_cristian/src/sistema_cameres/src/parametres_config.
xml"; 
 //Llegeix l'arxiu 
 FileStorage fs(inputSettingsFile, FileStorage::READ); 
 if (!fs.isOpened()) //Si no es pot obrir surt un error 
 { 
  cout << "No es pot obrir l'arxiu de configuracio: \"" << 
inputSettingsFile << "\"" << endl; 
  return -1; 
 } 
 //Carregem els parametres a variables del codi 
 fs["res_width"] >> w; 
 fs["res_height"] >> h; 
 fs["matriu_k"] >> k; 
 fs["coef_dist"] >> coeficients_distorsio; 
 fs["c_objecte"] >> punts_objecte; 
  
 fs.release(); // es tanca l'arxiu 
 
 //coordenades del objecte en mm (conversio a point3f) 
 //primer punt 
 objpoints.push_back(Point3f(punts_objecte.at<float>(0,0),punts_o
bjecte.at<float>(0,1),punts_objecte.at<float>(0,2))); 
 //segon punt 
 objpoints.push_back(Point3f(punts_objecte.at<float>(1,0),punts_o
bjecte.at<float>(1,1),punts_objecte.at<float>(1,2))); 
 //tercer punt 
 objpoints.push_back(Point3f(punts_objecte.at<float>(2,0),punts_o
bjecte.at<float>(2,1),punts_objecte.at<float>(2,2))); 
 //quart punt 
 objpoints.push_back(Point3f(punts_objecte.at<float>(3,0),punts_o
bjecte.at<float>(3,1),punts_objecte.at<float>(3,2))); 
   
 
 //Inicialitzacio camera 
 if (!cap.isOpened())  // Si no ho aconsegueix, surt del programa 
     { 
  cout << "Cannot open the video cam" << endl; 
  return -1; 
     } 
 
 //Fixem la resolucio de la camera 
 cap.set(CV_CAP_PROP_FRAME_WIDTH,w); 
 cap.set(CV_CAP_PROP_FRAME_HEIGHT,h); 
 
    double dWidth = cap.get(CV_CAP_PROP_FRAME_WIDTH); //agafa la 
amplada del video 
    double dHeight = cap.get(CV_CAP_PROP_FRAME_HEIGHT); //agafa la 
altura del video 
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 //Mostra per pantalla la resolucio 
     cout << "Resolucio : " << dWidth << " x " << dHeight << endl; 
 
 //inicialitzacio comunicació ROS 
 ros::init(argc,argv,"camera1"); 
 ros::NodeHandle n; 
 ros::Subscriber i_inici = n.subscribe("inicia", 1000, 
rebre_ordre); 
 cout<<"Esperant ordre d'inici"<<endl; 
 ros::Rate r(100); 
 
 while(ind_inici==0){ 
 ros::spinOnce(); 
 r.sleep(); 
 } 
 
 ros::Publisher chatter_pub = 
n.advertise<std_msgs::String>("pos_cam_1",1000); 
 
 //carregar dades dels parametres 
 parametres_marcadors(); 
 
 inicialitzacio(); 
   
 //borrat de dades 
 neteja(); 
 
 //captura 
 while(1){ 
 bSuccess = cap.read(im); // llegeix una nova imatge del video 
  
        if (!bSuccess) //si no ho aconsegueix trenca el loop 
        { 
             cout << "No es pot capturar la imatge de la camera" << 
endl; 
  break; 
        } 
   
 cm1(); 
 
 if (keypoints.size()==4){ 
  ordena_cm(); 
 } 
 //PnP 
 if(impoints.size()==4){ 
  //cout<<"punts ordenats"<<impoints<<endl; 
  solvePnP(Mat(objpoints),Mat(impoints), k, 
coeficients_distorsio, rvec2 , tvec2, false,CV_ITERATIVE); 
  Rodrigues(rvec2,rmatrix2); 
  ind1=1; 
 } 
 
 
 //borrat de dades 
 neteja(); 
 if(ind1==1) { 
 calcul_pos(); 
 ind1=0; 
 } 
 
 //Missatge posicio al node central 
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 std_msgs::String msg; 
 std::stringstream ss; 
 //posicio 
 ss<<pos_final.at<double>(0,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
 ss<<pos_final.at<double>(1,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
 ss<<pos_final.at<double>(2,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
 //Angles 
 ss<<angles.at<double>(0,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
 ss<<angles.at<double>(1,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
 ss<<angles.at<double>(2,0); 
 msg.data = ss.str(); 
 chatter_pub.publish(msg); 
 ss.str(""); 
  
 } 
} 
 
10.11.1 Fitxer de configuració 
 
<?xml version="1.0" encoding="UTF-8"?> 
<opencv_storage> 
 
<!-- Resolució que s'utilitzara en la camera les resolucions amb 60fps 
son: 1280x720 i 800x600 --> 
 <res_width>1280</res_width> 
 <res_height>720</res_height> 
 
<!-- Matriu de parametres intrinsecs i coeficients de distorció --> 
 <matriu_k type_id="opencv-matrix"> 
 <rows>3</rows> 
 <cols>3</cols> 
 <dt>f</dt> 
 <data>1358.9940069401141 0 639.5 0 1358.9940069401141 359.5 0 0 
1</data></matriu_k> 
 
 <coef_dist type_id="opencv-matrix"> 
 <rows>5</rows> 
 <cols>1</cols> 
 <dt>f</dt> 
 <data>-0.55035286788450200 0.26750630409805309 
0.0048764116013765117 -0.0010508216882534462 
0.17185153325352251</data></coef_dist> 
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<!-- Coordenades dels marcadors en sistema de coordenades objecte, 
cada columna determina la posició d'un marcador --> 
 <c_objecte type_id="opencv-matrix"> 
 <rows>4</rows> 
 <cols>3</cols> 
 <dt>f</dt> 
 <data>0 205 35 205 0 52 -210 0 40 0 -210 55</data></c_objecte> 
 
</opencv_storage> 
 
10.12 CMakeList 
 
cmake_minimum_required(VERSION 2.8.3) 
project(sistema_cameres) 
 
## Find catkin macros and libraries 
## if COMPONENTS list like find_package(catkin REQUIRED COMPONENTS 
xyz) 
## is used, also find other catkin packages 
find_package(OpenCV) 
find_package(catkin REQUIRED COMPONENTS 
cv_bridge  
roscpp 
) 
 
catkin_package( 
#  INCLUDE_DIRS include 
#  LIBRARIES sistema_cameres 
#  CATKIN_DEPENDS OpenCV roscpp 
#  DEPENDS system_lib 
) 
 
########### 
## Build ## 
########### 
 
## Specify additional locations of header files 
## Your package locations should be listed before other locations 
# include_directories(include) 
include_directories( 
  ${catkin_INCLUDE_DIRS} ${OpenCV_INCLUDE_DIRS} 
) 
 
add_executable(camera1 src/Cam1_final_v2.cpp) 
target_link_libraries(camera1 ${catkin_LIBRARIES} ${OpenCV_LIBRARIES}) 
 
add_executable(proba_estructura src/node_camera1_blob.cpp) 
target_link_libraries(proba_estructura ${catkin_LIBRARIES} 
${OpenCV_LIBRARIES}) 
 
#add_executable(calibracio src/camera_calibration.cpp) 
#target_link_libraries(calibracio ${catkin_LIBRARIES} 
${OpenCV_LIBRARIES}) 
 
 
 
