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Demonstration of the Protocol using our Semantic Space Annotator
An Extended Protocol for the Evaluation of Automatic Image Annotation Using MIR Flickr
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Image Features 
We	 ﾠused	 ﾠa	 ﾠbag-ﾭ‐of-ﾭ‐visual-ﾭ‐terms	 ﾠfeature	 ﾠmorphology	 ﾠfor	 ﾠthe	 ﾠannota on	 ﾠtask.	 ﾠWe	 ﾠcombined	 ﾠMSER	 ﾠ
and	 ﾠdiﬀerence-ﾭ‐of-ﾭ‐Gaussian	 ﾠsalient	 ﾠregions	 ﾠwith	 ﾠSIFT	 ﾠfeatures	 ﾠand	 ﾠMSER	 ﾠregions	 ﾠwith	 ﾠColour-ﾭ‐
SIFT	 ﾠfeatures,	 ﾠusing	 ﾠ3125	 ﾠterm	 ﾠvocabularies	 ﾠlearnt	 ﾠusing	 ﾠhierarchical	 ﾠk-ﾭ‐means	 ﾠfor	 ﾠeach	 ﾠdetector/
feature	 ﾠcombina on.	 ﾠThe	 ﾠactual	 ﾠfeature	 ﾠused	 ﾠfor	 ﾠexperimenta on	 ﾠwas	 ﾠa	 ﾠconcatena on	 ﾠof	 ﾠthe	 ﾠ
three	 ﾠvisual-ﾭ‐term	 ﾠvocabularies	 ﾠinto	 ﾠone	 ﾠlarge	 ﾠbag	 ﾠof	 ﾠ9375	 ﾠvisual	 ﾠterms.
Annotation Technique
We	 ﾠused	 ﾠan	 ﾠauto-ﾭ‐annota on	 ﾠtool	 ﾠthat	 ﾠwe	 ﾠhad	 ﾠpreviously	 ﾠdeveloped.	 ﾠThe	 ﾠtool	 ﾠuses	 ﾠa	 ﾠmatrix	 ﾠ
factorisa on	 ﾠof	 ﾠa	 ﾠmul -ﾭ‐lingual	 ﾠ(visual-ﾭ‐terms	 ﾠand	 ﾠkeywords)	 ﾠterm-ﾭ‐document	 ﾠmatrix	 ﾠto	 ﾠbuild	 ﾠa	 ﾠ
seman c	 ﾠspace.	 ﾠUn-ﾭ‐annotated	 ﾠimages	 ﾠcan	 ﾠbe	 ﾠprojected	 ﾠinto	 ﾠthis	 ﾠspace	 ﾠ(based	 ﾠon	 ﾠtheir	 ﾠvisual-ﾭ‐
terms),	 ﾠand	 ﾠtheir	 ﾠplacement	 ﾠis	 ﾠsuch	 ﾠthat	 ﾠthey	 ﾠoccur	 ﾠ"near"	 ﾠkeywords	 ﾠthat	 ﾠdescribe	 ﾠtheir	 ﾠcontent.
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Experimental Results
As	 ﾠ is	 ﾠ typical	 ﾠ in	 ﾠ auto-ﾭ‐annota on	 ﾠ experiments,	 ﾠ there	 ﾠ is	 ﾠ much	 ﾠ
varia on	 ﾠin	 ﾠhow	 ﾠwell	 ﾠa	 ﾠgiven	 ﾠterm	 ﾠhas	 ﾠbeen	 ﾠlearnt	 ﾠby	 ﾠthe	 ﾠsystem.	 ﾠ
Overall,	 ﾠthe	 ﾠscores	 ﾠare	 ﾠreasonable	 ﾠgiven	 ﾠ
the	 ﾠsimplicity	 ﾠof	 ﾠthe	 ﾠannotator.
Tools, pre-generated features and ground truth (for trec_eval and eval_tool) 
available from: http://users.ecs.soton.ac.uk/jsh2/mirflickr
MIR Flickr:  Dataset of 25000 Annotated Images
3 Training Collections:
#1: 5000 Images
#2: 10000 Images
#3: 15000 Images
Automatic Annotators
Training and optimisation performed on each of the three 
training sets
Performance Evaluation
Evalua on	 ﾠ of	 ﾠ annotator	 ﾠ performance	 ﾠ on	 ﾠ the	 ﾠ test	 ﾠ collec on	 ﾠ using	 ﾠ standardised	 ﾠ
procedures	 ﾠand	 ﾠpublicly	 ﾠavailable	 ﾠtools.	 ﾠRepor ng	 ﾠof	 ﾠcomputa onal	 ﾠeﬃciency	 ﾠand	 ﾠ
implementa on	 ﾠdetails.
Precision/Recall Statistics (using trec_eval)
Perform	 ﾠa	 ﾠhypothe cal	 ﾠretrieval	 ﾠexperiment	 ﾠfor	 ﾠeach	 ﾠannota on	 ﾠterm	 ﾠin	 ﾠturn	 ﾠ
and	 ﾠuse	 ﾠtrec_eval	 ﾠto	 ﾠproduce:
	 ﾠ•	 ﾠInterpolated	 ﾠprecision-ﾭ‐recall	 ﾠgraphs.
	 ﾠ•	 ﾠAverage	 ﾠprecision	 ﾠper	 ﾠterm.
	 ﾠ•	 ﾠGraphs	 ﾠof	 ﾠprecision	 ﾠversus	 ﾠnumber	 ﾠof	 ﾠimages	 ﾠretrieved	 ﾠ(up	 ﾠto	 ﾠ1000	 ﾠimages)
ROC Analysis [AUC and EER] (using eval_tool)
Use	 ﾠthe	 ﾠeval_tool	 ﾠtool	 ﾠfrom	 ﾠthe	 ﾠImageCLEF	 ﾠ2008	 ﾠand	 ﾠ2009	 ﾠvisual	 ﾠconcept	 ﾠ
detec on	 ﾠtask	 ﾠto	 ﾠperform	 ﾠa	 ﾠROC	 ﾠanalysis	 ﾠand	 ﾠproduce:
	 ﾠ•	 ﾠArea	 ﾠUnder	 ﾠCurve	 ﾠ(AUC)	 ﾠvalues	 ﾠfor	 ﾠeach	 ﾠannota on	 ﾠterm.
	 ﾠ•	 ﾠEqual	 ﾠError	 ﾠRate	 ﾠ(EER)	 ﾠvalues	 ﾠfor	 ﾠeach	 ﾠannota on	 ﾠterm.
MSER	 ﾠand	 ﾠ
peaks	 ﾠin	 ﾠthe	 ﾠ
diﬀerence	 ﾠof	 ﾠ
Gaussian	 ﾠ
Pyramid
SIFT	 ﾠand	 ﾠ
ColorSIFT
Summary of our findings:
• With	 ﾠ our	 ﾠ seman c-ﾭ‐space	 ﾠ annotator,	 ﾠ
increasing	 ﾠthe	 ﾠsize	 ﾠof	 ﾠthe	 ﾠtraining	 ﾠcollec on	 ﾠ
does	 ﾠimprove	 ﾠannota on	 ﾠperformance,	 ﾠbut	 ﾠ
only	 ﾠby	 ﾠthe	 ﾠsmallest	 ﾠof	 ﾠmargins.
• The	 ﾠ results	 ﾠ from	 ﾠ ROC	 ﾠ analysis	 ﾠ can	 ﾠ diﬀer	 ﾠ
greatly	 ﾠ from	 ﾠ Precision/Recall	 ﾠ analysis;	 ﾠ the	 ﾠ
two	 ﾠ approaches	 ﾠ to	 ﾠ analysis	 ﾠ measure	 ﾠ very	 ﾠ
diﬀerent	 ﾠthings.	 ﾠ
⁃ Choosing	 ﾠ to	 ﾠ op mise	 ﾠ the	 ﾠ ROC	 ﾠ sta s cs	 ﾠ
(AUC/EER)	 ﾠwhen	 ﾠthe	 ﾠend	 ﾠgoal	 ﾠis	 ﾠretrieval	 ﾠ
is	 ﾠnot	 ﾠa	 ﾠgood	 ﾠidea.
⁃ Op mising	 ﾠ for	 ﾠ increased	 ﾠ precision	 ﾠ will	 ﾠ
inherently	 ﾠ increase	 ﾠ AUC	 ﾠ and	 ﾠ decrease	 ﾠ
EER.
• We	 ﾠ would	 ﾠ expect	 ﾠ state-ﾭ‐of-ﾭ‐the-ﾭ‐art	 ﾠ
annotators,	 ﾠsuch	 ﾠas	 ﾠthose	 ﾠbased	 ﾠon	 ﾠmul ple	 ﾠ 	 ﾠ
(one	 ﾠper	 ﾠterm)	 ﾠSVMs	 ﾠto	 ﾠperform	 ﾠbe er	 ﾠthan	 ﾠ
our	 ﾠannotator	 ﾠusing	 ﾠthe	 ﾠsame	 ﾠfeatures.
Example Annotations
sea r1 ﬂowers r1 people r1
5000 training 15000 training 5000 training 15000 training 5000 training 15000 training
images images images images images images
AP: 0.102 AP: 0.114 AP: 0.299 AP: 0.325 AP: 0.513 AP: 0.543
Ryunosuke silis   Nelly   Greg Turner TeeRish Annalisa Antonini
Sillar Je  Brooktree KaCey97007 Manuel M. Ramos Seth Tisue me maya
Alain Bachellier Bobcatnorth joaquinportela Ozone9999 scubapup Bryan Fenstermacher
eko dokov turkguy0319 Allison Fomich Lady Dado Daylight.
Barryspics Axel-D Kristian Mollenborg Manuela Ho mann marimoon Krisztina Tordai
Figure 7: The ﬁve top ranked images for three di erent queriesf r o ms e m a n t i cs p a c e st r a i n e dw i t ht h e5 0 0 0
and 15000 image training sets and the REL annotations.
Computational 
Performance
Genera ng	 ﾠ features	 ﾠ is	 ﾠ an	 ﾠ
embarrassingly	 ﾠ parallel	 ﾠ
problem	 ﾠand	 ﾠcan	 ﾠbe	 ﾠeasily	 ﾠ
scaled;	 ﾠ for	 ﾠ an	 ﾠ average	 ﾠ
single	 ﾠimage	 ﾠwe	 ﾠes mate	 ﾠit	 ﾠ
takes	 ﾠabout	 ﾠ5.9	 ﾠseconds	 ﾠto	 ﾠ
generate	 ﾠ the	 ﾠ bag-ﾭ‐of-ﾭ‐visual	 ﾠ
terms	 ﾠrepresenta on.
Our	 ﾠ automa c	 ﾠ annotator	 ﾠ
can	 ﾠbe	 ﾠtrained	 ﾠin	 ﾠaround	 ﾠ5	 ﾠ
minutes	 ﾠwith	 ﾠ5000	 ﾠtraining	 ﾠ
images	 ﾠ and	 ﾠ 10	 ﾠ minutes	 ﾠ
with	 ﾠ15000	 ﾠtraining	 ﾠimages.
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term is not learnt particularly well, whereas the“people r1”
concept was learned much more successfully. The “bird r1”
concept is an interesting case; the graph indicates that con-
cept was learnt partially — there were a few good results at
the beginning of the ranked search results list, but the re-
mainder were spread out (the graph doesn’t tell us anything
about the number of images you would have to look at to
get a given recall, but looking at the trec_eval statistics we
can see that after 1000 images had been retrieved, only 58 of
the 196 relevant “bird r1”images had been seen). There are
a number of reasons for this, but there are two major ones.
Firstly the visual feature representation may be insu cient
to accurately model the concept; for example, it would be
di cult to learn the concept of a particular colour using in-
tensity gradient features alone. Secondly, the concept may
be visually diverse or biased and not accurately captured
by the training data. An example of this would be if the
training data contained a number of images of birds, most
of which are ﬂying in a against a clear blue sky. In this case,
the annotator is more likely to associate birds with a “blue
sky” visual feature, and would probably fail at annotating
images of birds sitting in their nests.
Figure 6 illustrates the precision of our annotator in a
di erent way — the ﬁgure shows plots of precision against
the number of retrieved documents. The curves for the dif-
ferent annotations are all quite di erent, although three of
them (“sea r1”, “people r1” and “portrait r1”) show an ini-
tial increase in precision as more documents are retrieved,
followed by a peak and gradual decrease. The“dog r1”curve
shows a fairly constant drop in precision as more images are
retrieved.
Figure 7 graphically shows the top ﬁve retrieved images
for three di erent REL queries (corresponding to a range
of average precision), using both the 15000 image and 5000
image training sets. Whilst the order of retrieved images
changes with the di erent training set sizes, the overall av-
erage precision per term is about the same. Figure 8 shows
the relative R-Precision histogram between results from the
15000 and 5000 image training sets with the REL anno-
tations. The histogram shows that with the exception of
the “baby r1” annotation, all the annotations get a minor
precision improvement with the increased training set size,
although the improvement is not equally spread across the
annotations.
4.3 Annotation (ROC) Experiments
The averaged Equal Error Rate (EER) and Area Under
Curve (AUC) results extracted from the analysis of the an-
notator using ROC curves are shown in Table 3. These
results mirror the MAP results presented in Table 2 in that
increased training set size gives a slight performance boost
(increased AUC, decreased EER). However, they suggest
that using the REL annotations outperforms the POT an-
notations (with the combined ALL annotations in between
the two). This is a complete reversal of the results from
analysing the MAP!
4.3.1 Comparing EER, AUC and MAP
We have already seen that the EER and MAP measures
do not necessarily concur with each other. This is empha-
sised by Figure 9. This graph shows the EER, AUC and
AP values for the REL and POT annotations estimated us-
ing a semantic space trained on the 15000 image set. The
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Figure 6: Plot of precision versus number of re-
trieved documents for selected REL annotations us-
ing the 15000 image training set.
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Figure 8: Relative R-Precision of semantic spaces
trained using 5000 and 15000 images and the REL
annotations. The fact that all the bars are positive
indicates that increasing the size of the training set
only increases precision in this case.
Table 3: EER and AUC of all queries, separated by
training set size and annotation set.
Training Annotation Set
set ALL POT REL
size EER AUC EER AUC EER AUC
5000 0.319 0.742 0.331 0.727 0.296 0.772
10000 0.315 0.748 0.326 0.733 0.283 0.789
15000 0.303 0.761 0.318 0.743 0.272 0.797
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Surprisingly,	 ﾠ the	 ﾠ eﬀect	 ﾠ of	 ﾠ training	 ﾠ set	 ﾠ size	 ﾠ is	 ﾠ only	 ﾠ marginal.	 ﾠ
Increased	 ﾠ training	 ﾠ size	 ﾠ does	 ﾠ improve	 ﾠ the	 ﾠ precision	 ﾠ of	 ﾠ all	 ﾠ
annota on	 ﾠterms.
Computational Details
Provide	 ﾠdetails	 ﾠabout	 ﾠyour	 ﾠimplementa on	 ﾠand	 ﾠcomputa onal	 ﾠeﬃciency:	 ﾠ
	 ﾠ•	 ﾠTime	 ﾠtaken	 ﾠfor	 ﾠfeature	 ﾠextrac on	 ﾠand	 ﾠ me	 ﾠtaken	 ﾠto	 ﾠtrain	 ﾠthe	 ﾠannotator.
	 ﾠ•	 ﾠSo ware	 ﾠand	 ﾠlanguages	 ﾠused.
	 ﾠ•	 ﾠHardware	 ﾠsetup	 ﾠ(single	 ﾠCPU,	 ﾠmul threaded,	 ﾠcluster,	 ﾠ...),	 ﾠetc.
The	 ﾠ availability	 ﾠ of	 ﾠ a	 ﾠ large,	 ﾠ freely	 ﾠ redistributable	 ﾠ set	 ﾠ of	 ﾠ high-ﾭ‐	 ﾠ quality	 ﾠ annotated	 ﾠ images	 ﾠ is	 ﾠ cri cal	 ﾠ to	 ﾠ
allowing	 ﾠ researchers	 ﾠ in	 ﾠ the	 ﾠ area	 ﾠ of	 ﾠ automa c	 ﾠ annota on,	 ﾠ generic	 ﾠ object	 ﾠ recogni on	 ﾠ and	 ﾠ concept	 ﾠ
detec on	 ﾠto	 ﾠcompare	 ﾠresults.	 ﾠ
The	 ﾠrecent	 ﾠintroduc on	 ﾠof	 ﾠthe	 ﾠMIR	 ﾠFlickr	 ﾠdataset	 ﾠallows	 ﾠresearchers	 ﾠsuch	 ﾠaccess.	 ﾠA	 ﾠdataset	 ﾠby	 ﾠitself	 ﾠis	 ﾠnot	 ﾠ
enough,	 ﾠand	 ﾠa	 ﾠset	 ﾠof	 ﾠrepeatable	 ﾠguidelines	 ﾠfor	 ﾠperforming	 ﾠevalua ons	 ﾠthat	 ﾠare	 ﾠcomparable	 ﾠis	 ﾠrequired.	 ﾠ
It	 ﾠ is	 ﾠ also	 ﾠ useful	 ﾠ to	 ﾠ compare	 ﾠ the	 ﾠ machine-ﾭ‐learning	 ﾠ components	 ﾠ of	 ﾠ diﬀerent	 ﾠ automa c	 ﾠ annota on	 ﾠ
techniques	 ﾠusing	 ﾠa	 ﾠcommon	 ﾠset	 ﾠof	 ﾠimage	 ﾠfeatures.	 ﾠ
To	 ﾠthis	 ﾠend,	 ﾠwe	 ﾠhave	 ﾠproduced	 ﾠa	 ﾠprotocol	 ﾠfor	 ﾠperforming	 ﾠannota on	 ﾠexperiments	 ﾠwith	 ﾠthe	 ﾠMIR	 ﾠFlickr	 ﾠ
dataset,	 ﾠtogether	 ﾠwith	 ﾠa	 ﾠset	 ﾠof	 ﾠvisual-ﾭ‐term	 ﾠfeatures	 ﾠdownloadable	 ﾠfrom	 ﾠour	 ﾠwebsite.	 ﾠ
Test Collection: 10000 images