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Abstract
By using Lyapunov–Schmidt reduction and exponential dichotomies, the persistence of homoclinic or-
bit is considered for parabolic equations with small perturbations. Bifurcation functions H : Rd−1 × R ×
R → Rd are obtained, where d is the dimension of the intersection of the stable and unstable manifolds. The
zeros of H correspond to the existence of the homoclinic orbit for the perturbed systems. Some applicable
conditions are given to ensure that the functions are solvable. Moreover the homoclinic solution for the per-
turbed system is transversal under the applicable conditions and hence the perturbed system exhibits chaos.
The basic tools are shadowing lemma which was obtained by Blazquez (see [C.M. Blazquez, Transverse
homoclinic orbits in periodically perturbed parabolic equations, Nonlinear Anal. 10 (1986) 1277–1291]).
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is a very important problem in dynamical system to study the persistence of the homoclinic
orbit under perturbation. And it is well known that for many cases chaotic dynamics result from
the transversal intersection of the stable and unstable manifolds of hyperbolic solution, which
can be found in the Smale–Birkhoff homoclinic theorem. By shadowing lemma (see [2,10]),
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authors obtained many interesting results in finite-dimensional space [3–6,10]. In 1980, Chow,
Hale and Mallet-Parret [3] studied Duffing’s equation under damping and excitation. Using Mel-
nikov method, they got some conditions to ensure that the homoclinic orbit existed for an open
set of parameter by introducing Lyapunov–Schmidt reduction. Moreover they proved that the
homoclinic orbit is transversal under the conditions. In this paper they did not offer further in-
formation about the T -period map. Under the assumption that the dimension of the intersection
between stable and unstable manifolds for the hyperbolic equilibrium is one, in 1984 Palmer [10]
used Lyapunov–Schmidt method and exponential dichotomies to generalize Melnikov method to
n-dimensional non-Hamiltonian systems. Actually he obtained a Melnikov-type function, the
bifurcation function, the zeros of it corresponded to the persistence of homoclinic orbit for the
perturbed system. Their method can be applied not only to periodic perturbations but also to
non-periodic ones. Furthermore in this paper he proved the Smale–Birkhoff homoclinic theorem
by using shadowing lemma for a hyperbolic set. By Lyapunov–Schmidt method and exponen-
tial dichotomies, in 1992 Gruendler [4] investigated the existence of homoclinic solutions in Rn.
In this work no restrictions were placed on the dimension of the intersection of the stable and
unstable manifolds. In 1996, Gruendler [6] considered the system
x˙ = f0(x)+
N∑
k=1
μkfk(x,μ, t),
where x ∈ Rn, μi ∈ R, i = 1, . . . ,N, are parameters. He assumed that the unperturbed system
had an orbit γ (t) which homoclinic to a hyperbolic equilibrium. By method of Lyapunov–
Schmidt he obtained a function H :V × R → Rd , where d is the dimension of the intersection
of stable and unstable manifolds respect to the hyperbolic fixed point and V ⊂ RN × Rd−1 is an
open set with (0,0) ∈ V . The roots of H(μ,β,α) = 0 correspond to the existence of homoclinic
orbits. Moreover he proved that the perturbed system exhibited chaos by using shadowing lemma
which was obtained by Palmer in [10].
Meantime some authors considered the persistence of bounded solution in infinite-dimensional
space [1,2,7,9,11]. In 1986, Blazquez [2] considered a non-autonomous system
x˙ +Ax = f (x)+ g(x, t, ), (1.1)
where x ∈ Xα , a Banach space,  ∈ R, A is a sectorial operator (definition see below). He as-
sumed that the unperturbed system had an orbit γ (t) which homoclinic to hyperbolic fixed point.
And there was only one linearly independent bounded solution of the adjoint equation to the
linear variational equation along γ (t) for the unperturbed equation. Under these hypothesis, he
obtained a bifurcation function H : R × R → R. The roots of H(α, ) = 0 is one-to-one corre-
spondence to the existence of bounded solutions for the perturbed system. In the same paper, he
obtained a shadowing lemma. He did not give any further discussion about the perturbed equa-
tion. Without the restriction on the intersection between the stable and unstable manifolds, in
1996 Zhang and Stewart [11] investigated the persistence of bounded solutions for the parabolic
equations. In 1986, Hale and Lin [7] studied the existence of bounded orbit which heteroclinic
to either hyperbolic equilibrium or periodic orbits for differential equations with delay.
Motivated by their works, we will studied Eq. (1.1) for T -period g, that is g(x, t + T , ) =
g(x, t, ). In our work we will remove the restriction on the uniqueness of the bounded so-
lution for the adjoint equation. In fact the bounded solutions of the adjoint equation form a
d-dimensional linear space, where d is the dimension of the intersection of the stable and unsta-
ble manifolds for x˙ + Ax = f (x). Using Lyapunov–Schmidt reduction, we can get a function
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orbit for the perturbed system. Actually, H(β,α, ) = 0 is an algebraic system. We will give
some applicable conditions to ensure that the system is solvable. Under the same conditions, we
show that the homoclinic orbit for  = 0 is transversal. As a consequence, for each positive inte-
ger N , there is a Cantor-like set which some iterate of the period map is invariant and isomorphic
to the Bernoulli shift of N symbols. So the transversally implies that the Poincaré map has the
usual chaotic properties. Then (1.1) exhibits chaos for  = 0.
We give arrangements of this paper. In Section 2 we give some notations and discuss some
properties of the linearly variational equation of the unperturbed system. Then we can give the
main results of this paper. In Section 3, using analytic approach based on Lyapunov–Schmidt
method, we can prove the Theorem 1. Moreover we give some applicable conditions to ensure
that the homoclinic orbits for the perturbed system exist. In Section 4, based on the shadowing
lemma which is obtained by Blazquez (see [2]), we can complete the proof of Theorem 2. From
the theorem we know that the system (1.1) for  = 0 exhibits chaotic properties.
2. Variation equation and main results
Let X be a Banach space. A is called a sectorial operator if A is closed, densely defined
operator, such that there is real number a and φ ∈ (0, π2 ), the sector
Sa,φ = {λ ∣∣ φ  ∣∣arg(λ− a)∣∣ π, λ = a}
is in the resolvent set ρ(A) of A. For sectorial operator A, there is a1, such that Reσ(A1) > 0
where A1 = A + a1I . Then we can define fractional powers Aα1 of A1 for α ∈ [0,1]. Let
Xα = D(Aα1 ), the domain of Aα1 . If equipped with the graph norm |x|α = |Aα1x| for x ∈ Xα ,
Xα is a Banach space. Different choices of a1 give equivalent Banach spaces Xα and equiv-
alent norms on that space, and Xα is a dense subspace of Xβ with continuous inclusion for
α  β  0 [8]. Suppose B(t) is Hölder continuous in t . The equation x˙ + Ax = B(t)x has a
unique solution x = x(t, τ, x0) satisfy x(τ, τ, x0) = x0, x0 ∈ Xα . Let T (t, τ ) be the solution op-
erator defined by T (t, τ )x0 = x(t, τ, x0). The equation x˙ = A(t)x, where A(t) = B(t) − A, is
said to be exponential dichotomy on interval J with exponent β > 0 and bound M > 0, if there
are projections P(t),Q(t) = I − P(t), t ∈ J , the solution operator T (t, τ ) satisfy
(a) T (t, s)P (s) = P(t)T (t, s), for t  s,
(b) the restriction T (t, s)|R(Q(s)), t  s, is an isomorphism onto R(Q(t)).
Let T (s, t) be its inverse map,
(c) ∣∣T (t, s)P (s)∣∣Me−β(t−s), t  s ∈ J,∣∣T (t, s)(I − P(s))∣∣Me−β(s−t), s  t ∈ J.
Let X,Y be Banach spaces, Ω ⊂ X be an open set, let
Ck(Ω,Y ) =
{
φ :Ω → Y
∣∣∣ sup
x∈Ω
∣∣Diφ∣∣< ∞, i = 0,1, . . . , k}.
If equipped with the supremum norm, Ck(Ω,Y ) is a Banach space. In this paper we investigated
Eq. (1.1). As in [1,2,11], we make assumptions:
C. Zhu et al. / J. Math. Anal. Appl. 335 (2007) 626–641 629(H1) f ∈ C3(Xα,X), g ∈ C3(Xα × R × R,X).
(H2) f (0) = 0, g(0, t, ) = 0 and g(x, t + T , ) = g(x, t, ). The unperturbed system
x˙ +Ax = f (x) (2.1)
has a homoclinic orbit γ (t). That is there is a differential function γ (t) such that γ˙ (t) +
Aγ (t) = f (γ (t)) and limt→±∞ γ (t) = 0.
(H3) Df (γ (t)) is Hölder continuous in t . The variational equation along γ (t) for Eq. (2.1) is
u˙ = A(t)u, (2.2)
where A(t) = Df (γ (t)) − A. Assume that (2.2) has exponential dichotomies on R+
and R− with the strongly continuous projections P+(t), Q+(t) = (I − P+(t)) and
P−(t),Q−(t) = (I − P−(t)), respectively.
In this paper, we assume that dimR(Q(t)) is finite. Let
Ckβ
(
R,Xα
)= {φ ∈ Ck(R,Xα) ∣∣∣ sup
t∈R
∣∣Diφ∣∣eβ|t | < ∞, i = 0,1, . . . , k}.
Ckβ(R,X
α) is a Banach space if equipped with supremum norm. The similar notation Ckβ(R,Xα
∗)
is used, where ∗ denotes conjugation. Let the adjoint equation of (2.2) be
v˙ = −A∗(t)v. (2.3)
Define a map L : C1β(R,Xα) → C0β(R,Xα) by Lx = x˙ − A(t)x. As in [2,11], we have the fol-
lowing lemma.
Lemma 1. The linear operator L is Fredholm with index zero and satisfies
(i) N(L) = {u ∈ C1β(R,Xα) ∣∣ u(0) ∈ R(P+(0))∩R(Q−(0))},
(ii) R(L) =
{
h ∈ C0β(R,X)
∣∣∣
∞∫
−∞
(
v(t), h(t)
)
dt = 0 for all bounded solutions
v ∈ C1β
(
R,Xα∗
)
of Eq. (2.3)
}
.
It is obvious that γ˙ (t) ∈ N(L). So dimN(L)  1. Let d = dimN(L). Since L is Fredholm
with index zero. We can get that the dimension of the null space of L∗ is d where L∗v :=
v˙ +A∗(t)v. Let {u1, . . . , ud} and {v1, . . . , vd} be the basis of N(L) and N(L∗), respectively. We
assume that γ˙ = ud . It is always possible since γ˙ can be expressed as a linear combination of
u1, . . . , ud . For example, when d = 1, we take γ˙ = u1. Let
ai(θ) =
∞∫
−∞
(
vi, g
(
γ (t), t + θ,0))dt, i = 1, . . . , d,
bijk =
∞∫ (
vi,D
2f
(
γ (t)
)
ujuk
)
dt, i = 1, . . . , d, j, k = 1, . . . , d − 1,−∞
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d∑
j,k=1
bijkμjμk, i = 1, . . . , d,
M(μ, θ, ) = (M1(μ, θ, ), . . . ,Md(μ, θ, )).
Now we can give our main results of this paper.
Theorem 1. Suppose that (H1)–(H3) are satisfied. If there are some (μ0, θ0, 0), such that
M(μ0, θ0, 0) = 0, Dμ,θM(μ0, θ0, 0) is nonsingular. Then for  = s20, s is small, the sys-
tem (1.1) has a homoclinic orbit γs(t) and lims→0 γs(t) = γ (t).
Theorem 1 implies the homoclinic orbit can be persisted for the perturbation s20g(x, t, s20).
Since our vector field is T -period. If the homoclinic orbit is transversal, the period map can
exhibit chaotic properties. This is the following theorem.
Theorem 2. Under the assumptions of Theorem 1. Then the homoclinic orbit γs(t) for  = s20
is transversal and the system (1.1) exhibits chaos.
3. Proof of Theorem 1
Since N(L∗) = span{v1, . . . , vd} where L∗ is the adjoint operator of L. As in [11], we can
define a map G : N(L∗) → C0β(R,X)∗ by
(Gv,h) =
∞∫
−∞
(
v(t), h(t)
)
dt
where v ∈ N(L∗), h ∈ C0β(R,X). Because of the exponential dichotomy of Eq. (2.3) and
the boundedness of h, the integral is convergent. So the map G is well-defined. Obviously,
G(N(L∗)) annihilates R(L) by Lemma 1. Moreover R(L) is a closed subspace since L is Fred-
holm. Then we can define a quotient space
Z = C0β(R,X)/R(L).
Since the index of L is zero, we have
dimN(L) = codimR(L) = d.
So we have dimZ = codimR(L) = d . We can take an appropriate basis of Z, {φ1, . . . , φd}, such
that
(Gvi,φj ) =
∞∫
−∞
(
vi(t), φj (t)
)
dt = δij , i, j = 1, . . . , d,
where δ is the Delta Kronecker.
For convenience, we use the following notations:
U = {u1, . . . , ud}, V = col{v1, . . . , vd},
Φ = {φ1, . . . , φd}, Ψ = col{ψ1, . . . ,ψd},
where ψi ∈ C0β(R,Xα∗), such that
∫∞
(ψi(t), uj (t)) dt = δij , i, j = 1, . . . , d .−∞
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x˙ = A(t)x + h(t). (3.1)
Let K be the inverse of L. Then K is bounded since L is Fredholm. If h ∈ R(L), the general
bounded solution of (3.1) is x = ∑di=1 μiui(t) + (Kh)(t). This solution has a problem that it
distinguishes solutions which translate each other. There is a procedure to handle it. Since γ˙ ∈
N(L), without loss of generality, we can assume 〈γ˙ ,ψd〉 = 0. Then we can take a bounded
solution x(t) =∑d−1i=1 μiui(t) + (Kh)(t). Geometrically, we require x(0) to lie on the subspace
spanned by {u1(0), . . . , ud−1(0)}.
Define an operator Π : C0β(R,X) → R(L) by
Πh = h− η(t)Φ(t)
∞∫
−∞
(
V (t), h(t)
)
dt, (3.2)
where η(t) is smooth, supt∈R |η(t)φi(t)| < ∞ and
∫∞
−∞ η(t) dt = 1. Note that
(I −Π)2h = (I −Π)((I −Π)h)= η(t)Φ(t)
∞∫
−∞
(
V (τ), (I −Π)h(τ))dτ
= η(t)Φ(t)
∞∫
−∞
(
V (τ), η(τ )Φ(τ)
∞∫
−∞
(
V (s),h(s)
)
ds
)
dτ
= η(t)Φ(t)
∞∫
−∞
(
V (s),h(s)
)
ds = (I −Π)h.
Thus (I −Π) is a projection, then Π is also. Moreover for x ∈ C1β(R,Xα),
∞∫
−∞
(
vi(t), x˙ −A(t)x
)
dt =
∞∫
−∞
(
vi(t), x˙
)
dt −
∞∫
∞
(
A∗(t)vi(t), x
)
dt
=
∞∫
−∞
(
vi(t), x˙
)
dt +
∞∫
∞
(
v˙i (t), x
)
dt
= (vi(t), x(t))∣∣∞−∞ = 0.
The last equality holds by the exponential dichotomy of Eq. (2.3) and the boundedness of
C1β(R,X
α). Then we can get that
(I −Π)(x˙ −A(t)x)= 0. (3.3)
Let Dih denote the first partial derivative of h about the ith variable. The notation Dijh, the
second partial derivative of h, can be defined similarly. Let x(t) = γ (t − θ) + z(t − θ), then
Eq. (1.1) is equivalent to
Lz = z˙ −A(t)z = h(z, θ, )(t), (3.4)
where h(z, θ, )(t) = f (γ + z)−Df (γ )z − f (γ )+ g(γ + z, t + θ, ).
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Proof. Let c > 0. Given any z ∈ C1β(R,Xα), let Ω be an open ball, such that γ ∈ Ω , z ∈ Ω ,
(z + γ ) ∈ Ω. By (H1), (H2) there is K0 > 0 such that |Df | <K0, |D1g| <K0, |D13g| <K0 on
Ω × R × (−c, c). Since γ is a homoclinic orbit, z ∈ C1β(R,Xα), then there is K1 > 0, such that∣∣γ (t)∣∣K1e−β|t |, ∣∣z(t)∣∣K1e−β|t |.
Let ζ1(s) = ∂∂ (g(sγ + sz, t + θ, )), s ∈ [0,1]. Because g ∈ C2, we know ζ1 ∈ C1. Then there
is s1 ∈ (0,1), such that
D3h(z, θ, ) = ∂
∂
(
g(γ + z, t + θ, ))= ζ1(1)− ξ1(0) = ζ ′1(s1)
= ∂
∂
(
D1g(s1γ + s1z, t + θ, )
)
(γ + z).
Then we can get that∣∣D3h(z, θ, )∣∣= ∣∣D1g(s1γ + s1z, t + θ, )+ D13g(s1γ + s1z, t + θ, )∣∣ · |γ + z|
 2K0K1(1 + c)e−β|t |. (3.5)
Let ζ2(s) = h(sz, θ, s), s ∈ [0,1]. Because f,g ∈ C1, we can get that ξ2 ∈ C1. Then there exists
s2 ∈ (0,1), such that
h(z, θ, ) = ζ2(1)− ζ2(0) = ζ ′2(s2)
= D1h(s2z, θ, s2)z +D3h(s2z, θ, s2)
= Df (γ + s2z)z −Df (γ )z + D1g(γ + s2z, t + θ, s2)z +D3h(s2z, θ, s2).
Then we have∣∣h(z, θ, )∣∣ ∣∣Df (γ + s2z)−Df (γ )+ D1g(γ + s2z, t + θ, s2)∣∣ · |z|
+ ∣∣D3h(s2z, θ, s2)∣∣ · ||
 (K0 +K0 + K0)|z| + || ·
∣∣D3h(s2z, θ, s2)∣∣
 (2 + c)K0K1e−β|t | + 2cK0K1(1 + c)e−β|t | (3.6)
where Eq. (3.5) is used. From Eq. (3.6) we can get that
|h(z, θ, )|eβ|t | K2 < ∞,
where K2 = (2 + 3c + 2c2)K0K1. The proof is completed. 
Now we can use the method of Lyapunov–Schmidt. By the definition of projection Π ,
Eq. (3.4) is equivalent to
Lz = Πh(z, θ, )(t), (3.7)
0 = (I −Π)h(z, θ, )(t). (3.8)
Now we solve Eq. (3.7) in C1β(R,Xα). If Eq. (3.8) holds for the solution of (3.7), Eq. (3.4) can
be solved in C1β(R,Xα). And then we can get that the perturbed system has a homoclinic orbit.
C. Zhu et al. / J. Math. Anal. Appl. 335 (2007) 626–641 633Lemma 3. There are neighborhoods of 0, U ∈ Rd−1, V ∈ R, such that Eq. (3.7) has a unique
solution z : U × R × V → C1β(R,Xα), defined by z = z∗(μ, θ, )(t), such that z∗(0, θ,0) = 0.
Moreover ∂z
∗(0,θ,0)
∂μi
= ui and z ∈ C2.
Proof. From the definition of K, let
F(z,μ, θ, ) =
d−1∑
i=1
μiui +KΠh(z, θ, )(t). (3.9)
It is clear that the fixed point of F(·,μ, θ, ) in C1β(R,Xα) is the solution of Eq. (3.7). Let Bj (r)
denote ball centered 0 with radius r . Since F is smooth which is induced by the smoothness
of h. We can assume that there are balls B1(r0) ∈ C1β(R,Xα),B2(r0) ∈ Rd−1 and B3(r0) ∈ R,
such that |D4F | <C, |D11F | <C, |D14F | <C on B1(r0)×B2(r0)× R ×B3(r0), where C is a
constant. Since ui , i = 1, . . . , d , are bounded, we can assume that |∑d−1i=1 ui | C0 where C0 is
a constant. Let r = min{r0, 14C }, r1 = min{r, r4C , r4C0 }, B1(r) ∈ C1β(R,Xα), B2(r1) ∈ Rd−1 and
B3(r1) ∈ R.
For z ∈ B1(r), μ ∈ B2(r1),  ∈ B3(r1), let ξ1(s) = D1F(sz,μ, θ, s), s ∈ [0,1]. It is clear that
ξ1(·) ∈ C1, then there is s1 ∈ (0,1), such that
D1F(z,μ, θ, ) = ξ1(1)− ξ1(0) = ξ ′1(s1)
= D11F(s1z,μ, θ, s1) · z +D14F(s1z,μ, θ, s1) · .
Then we can get∣∣D1F(z,μ, θ, )∣∣ ∣∣D11F(s1z,μ, θ, s1)∣∣ · |z| + ∣∣D14F(s1z,μ, θ, s1)∣∣ · ||
 C · 1
4C
+C · 1
4C
= 1
2
. (3.10)
For z ∈ B1(r), μ ∈ B2(r1),  ∈ B3(r1), let ξ2(s) = F(sz, sμ, θ, s), s ∈ [0,1]. By the smoothness
of F , ξ2(·) ∈ C1. Then there exists s2 ∈ (0,1), such that
F(z,μ, θ, ) = ξ2(1)− ξ2(0) = ξ ′2(s2)
= D1F(s2z, s2μ,θ, s2) · z +
d−1∑
i=1
μiui +D4F(s2z, s2μ,θ, s2) · .
Then we have
∣∣F(z,μ, θ, )∣∣ ∣∣D1F(s2z, s2μ,θ, s2)∣∣ · |z| +
∣∣∣∣∣
d−1∑
i=1
μiui
∣∣∣∣∣+
∣∣D4F(s2z, s2μ,θ, s2)∣∣ · ||
 r · 1
2
+ r
4C0
·C0 +C · r4C = r, (3.11)
where Eq. (3.10) is used.
For z1, z2 ∈ B1(r), μ ∈ B2(r1),  ∈ B3(r1), let ξ3(s) = F(sz1 + (1 − s)z2,μ, θ, ), s ∈ [0,1].
It is obvious that ξ3(·) ∈ C1. Then there exists s3 ∈ (0,1), such that
F(z1,μ, θ, )− F(z2,μ, θ, ) = ξ3(1)− ξ3(0) = ξ ′3(s3)
= D1F
(
s3z1 + (1 − s3)z2,μ, θ, 
) · (z1 − z2).
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 1
2
|z1 − z2|. (3.12)
From Eq. (3.11), we can get that F(·,μ, θ, ) : B1(r) → B1(r) where B1(r) ⊂ C1β(R,Xα). More-
over F is uniformly contractive by Eq. (3.12). Banach’s theorem implies there is unique solution
z = z∗(μ, θ, ) for Eq. (3.9), such that z∗(0, θ,0) = 0. It is easy to check that ∂z∗(0,θ,0)
∂μi
= ui .
Since z∗(μ, θ, ) is the fixed point of F(z,μ, θ, ), we get
z∗(μ, θ, ) = F ∗(z(μ, θ, ),μ, θ, ). (3.13)
Differentiating two times about μ in Eq. (3.13), we have
D11z
∗(μ, θ, ) = D1F(z,μ, θ, )D11z(μ, θ, )+D11F(z,μ, θ, )D1z2
+ 2D12F(z,μ, θ, )D1z +D22F(z,μ, θ, ). (3.14)
From Eq. (3.14) we can get
D11z
∗(μ, θ, ) = {I −D1F(z,μ, θ, )}−1
× {D11F(z,μ, θ, )D1z2 + 2D12F(z,μ, θ, )D1z
+D22F(z,μ, θ, )
}
, (3.15)
where Eq. (3.10) is used. Since the right side of Eq. (3.15) is continuous in μ, we can get that z
is C2 in μ. Using the similar method we have z ∈ C2. 
From Lemma 3, Eq. (3.7) has a unique solution z∗, z∗ ∈ C1β(R,Xα). Substitute z∗ in (3.8), the
bifurcation functions are equivalent to
Hi(μ, θ, ) =
∞∫
−∞
(
vi, h(z
∗, θ, )(t)
)
dt
=
∞∫
−∞
(
vi, f
(
γ + z∗)−Df (γ )z∗ − f (γ ))dt
+
∞∫
−∞
(
vi, g
(
γ + z∗, t + θ, ))dt, i = 1, . . . , d. (3.16)
Let H(μ, θ, ) := (H1(μ, θ, ), . . . ,Hd(μ, θ, )). Through direct calculation, H satisfies
(1) if H(μ, θ, ) = 0, the perturbed system has a homoclinic solution,
(2) ∂Hi(0, θ,0)
∂μj
= 0, ∂
2Hi(0, θ,0)
∂μj∂μk
=
∞∫
∞
(
vi,D
2f (γ )ujuk
)
dt,
(3) ∂Hi(0, θ,0)
∂
(0, θ,0) =
∞∫
∞
(
vi, g(γ, t + θ,0)
)
dt,
where i = 1, . . . , d , j, k = 1, . . . , d − 1.
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higher order term. Let
ai(θ) =
∞∫
−∞
(
vi, g
(
γ (t), t + θ,0))dt, i = 1, . . . , d,
bijk =
∞∫
−∞
(
vi,D
2f
(
γ (t)
)
ujuk
)
dt, i = 1, . . . , d, j, k = 1, . . . , d − 1,
Mi(μ, θ, ) = ai(θ) + 12
d∑
j,k=1
bijkμjμk, i = 1, . . . , d.
Let M(μ,θ, ) = (M1(μ, θ, ), . . . ,Md(μ, θ, )). Then we can get that
H(μ, θ, ) = M(μ,θ, )+O(||2 + |μ|3).
Now we have
Theorem 3. Suppose that (H1)–(H3) are satisfied. If there are some μ0 = (μ0,1, . . . ,μ0,d−1),
θ0, 0, such that M(μ0, θ0, 0) = 0, Dμ,θM(μ0, θ0, 0) is nonsingular, then there exists an inter-
val I , containing zero, and C1 functions ϕ : I → Rd−1, α : I → R, such that ϕ(0) = 0, α(0) = 0
and H(s(μ0 + ϕ(s)), θ0 + α(s), s20) = 0. Moreover the corresponding homoclinic orbit γs(t)
for the perturbed system is
γs(t) = γ (t)+
d−1∑
i=1
s
(
μ0,i + ϕi(s)
)
ui(t)+KΠh
(
z∗, θ0 + α(s), s20
)
(t).
Proof. Since H ∈ C2, we define a C2 map H¯ by
H¯ (x, y, s) =
{ 1
s2
H(s(μ0 + x), θ0 + y, s20), for s = 0,
M(μ0, θ0, 0), for s = 0.
(3.17)
It is easy to check that H¯ (0,0,0) = 0,Dx,yH¯ (0,0,0) = Dμ,θM(μ0, θ0, 0). From implicit
function theorem, there exists an interval I , containing zero, and C1 functions x : I → Rd−1,
y : I → R, such that x(0) = 0, y(0) = 0, H¯ (x(s), y(s), s) = 0. Let x(s) = ϕ(s), y(s) = α(s).
For sufficiently small s, s = 0, from the definition of H¯ we can get that
H
(
s(μ0 + ϕ), θ0 + α, s20
)= 0.
By the transformation x(t) = γ (t − θ)+ z(t − θ), we can complete the proof of Theorem 1. 
4. Proof of Theorem 2
In Theorem 3, there exists sufficiently small s0 > 0, such that there is a homoclinic solution
γs(t) for Eq. (1.1) for 0 < |s| s0. Substituting γs(t) in Eq. (1.1), we have
γ˙s(t)+Aγs(t) = f
(
γs(t)
)+ s20g(γs(t), t, s20). (4.1)
636 C. Zhu et al. / J. Math. Anal. Appl. 335 (2007) 626–641Differentiating Eq. (4.1) with respect to t , we obtain
γ¨s(t)+Aγ˙s(t) = Df
(
γs(t)
)
γ˙s(t)+ s20D1g
(
γs(t), t, s
20
)
γ˙s(t)
+ s20D2g
(
γs(t), t, s
20
)
. (4.2)
The linearly variational equation along γs(t) for Eq. (1.1) is
u˙+Au = Df (γs(t))u+ s20D1g(γs(t), t, s20)u. (4.3)
From Eqs. (4.2) and (4.3), we know that γ˙s(t) is not a bounded solution for the variational
equation (4.3). So it is possible Eq. (4.1) has nonzero bounded solution, that is d = 0. For d = 0,
it has several interpretations. By definition, it implies that there is no nonzero solutions with
exponential decay as |t | → ∞. As in [7], d = 0 means the existence of exponential dichotomy
on the whole line R. Geometrically, the stable and unstable manifolds meet transversally.
Let W : R → L(X α,X α) be smooth and bounded. Define Wˆ : C1β(R,Xα) → C1β(R,Xα) by
(Wˆz)(t) = W(s)z(t), ‖Wˆ‖ = sups∈R |W(s)|. Then we have
Proposition 1. Let x˙ = A(t)x,W(s), Wˆ (s) be defined above. Suppose ‖Wˆ‖ is sufficiently small
so that (I −KΠWˆ) is invertible. Define a (d × d)-matrix C(W) by
(
C(W)
)
ij
=
∞∫
−∞
(
vi(t), Wˆ (I −KΠWˆ)−1uj (t)
)
dt, i, j = 1, . . . , d.
If C(W) is nonsingular, then the equation u˙ = (A(t)+W(s))u has no nonzero bounded solutions
in C1β(R,X
α).
Proof. From (3.3), then to solve the equation u˙ = (A(t) + W(s))u in C1β(R,Xα) is equivalent
to solve the system
u˙ = A(t)u+ΠWˆu, (4.4)
0 = (I −Π)Wˆu. (4.5)
Equation (4.4) has a bounded solution in C1β(R,Xα) if and only if u =
∑d
j=1 μjuj +KΠWˆu
for some μj ∈ R. From the last equation we can get that
u = (I −KΠWˆ)−1
(
d∑
j=1
μjuj
)
.
Substituting it in Eq. (4.5), we have
0 = (I −Π)Wˆu = η(t)Φ(t)
∞∫
−∞
(
V (t), (Wˆu)(t)
)
dt
= η(t)Φ(t)
∞∫
−∞
(
V (t), Wˆ (I −KΠWˆ)−1
(
d∑
j=1
μjuj
)
(t)
)
dt
= η(t)
d∑
i=1
φi(t)
∞∫ (
vi(t), Wˆ (I −KΠWˆ)−1
(
d∑
j=1
μjuj
)
(t)
)
dt−∞
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d∑
i,j=1
μjφi(t)
∞∫
−∞
(
vi(t), Wˆ (I −KΠWˆ)−1uj (t)
)
dt
= η(t)
d∑
i,j=1
μjφi(t)
(
C(W)
)
ij
.
Since C(W) is nonsingular, and φi(t), i = 1, . . . , d, are linearly independent. We can get μj = 0,
j = 1, . . . , d. So the equation has no nonzero bounded solutions in C1β(R,Xα). The proof is
completed. 
Now we have our main result of this section.
Theorem 4. Suppose that (H1)–(H3) are satisfied. Let M(μ,θ, ) be defined in Theorem 3. If
there are some μ0, θ0, 0, such that M(μ0, θ0, 0) = 0,Dμ,θM(μ0, θ0, 0) is nonsingular. Then
there is κ > 0, such that the periodic map for the equation x˙ + Ax = f (x) + s20g(x, t, s20)
has transverse homoclinic point and hence exhibits chaos for 0 < |s| κ .
Proof. In order to prove the theorem, by shadowing lemma, it is sufficient to prove that the
variational equation along γs(t) has exponential dichotomy in whole line R (see [2]). From [7],
the linearly variational equation along γs(t) has exponential dichotomy in whole line R if it
has no nonzero bounded solution. So in order to prove the theorem, we only need to prove the
variational equation along γs(t) has no nonzero bounded solution.
Let ϕ(s),α(s) be as in Theorem 3. The variational equation along γs(t) for Eq. (1.1) is
u˙ = (A(t)+W(s))u, (4.6)
where W(s) = Df (γs(t))−Df (γ )+ s20D1g(γs(t), t, s20). It is easy to check that
W(0) = 0,
dW(0)
ds
= D2f (γ )dγs(t)
ds
∣∣∣∣
s=0
= D2f (γ )
d−1∑
i=1
μ0,iui(t). (4.7)
Let Cij (s) := (C(W(s)))ij where (C(W(s)))ij is defined in Proposition 1. Then
Cij (0) = 0,
C′ij (0) =
∞∫
−∞
(
vi(t),
dW(0)
ds
uj (t)
)
dt,
=
∞∫
−∞
(
vi(t),D
2f (γ )
d−1∑
k=1
μ0,kuk(t)uj (t)
)
dt,
=
d−1∑
k=1
μ0,k
∞∫
−∞
(
vi(t),D
2f (γ )uk(t)uj (t)
)
dt,
=
d−1∑
μ0,kbijk, i = 1, . . . , d, j = 1, . . . , d − 1.
k=1
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Cij (s) = s
d−1∑
k=1
μ0,kbijk +O
(
s2
)
, i = 1, . . . , d, j = 1, . . . , d − 1. (4.8)
Now we compute Cid(s). Since γs(t) is a homoclinic solution, we have
γ˙s(t)+Aγs(t) = f
(
γs(t)
)+ s20g(γs(t), t, s20). (4.9)
Differentiating Eq. (4.9) in t , we can get
γ¨s(t)+Aγ˙s(t) = Df
(
γs(t)
)
γ˙s(t)+ s20D1g
(
γs(t), t, s
20
)
γ˙s(t)
+ s20D2g
(
γs(t), t, s
20
)
. (4.10)
From (4.10) and the definition of W(s) in Eq. (4.6), we have
γ¨s(t)−A(t)γ˙s(t) =
(
Df
(
γs(t)
)−Df (γ )+ s20D1g(γs(t), t, s20))γ˙s(t)
+ s20D2g
(
γs(t), t, s
20
)
= W(s)γ˙s(t)+ s20D2g
(
γs(t), t, s
20
)
. (4.11)
Let γ˙s(t) = z, then (4.11) is
Lz := z˙ −A(t)z = W(s)z + s20D2g
(
γs(t), t, s
20
)
. (4.12)
By the definition of K, the general solution of (4.12) is
γ˙s(t) = z(t) =
d∑
i=1
ρi(s)ui(t)+K
(
W(s)γ˙s(t)+ s20D2g
(
γs(t), t, s
20
))
. (4.13)
By the definition of Π , from (4.12) we can get
(I −Π)(W(s)z + s20D2g(γs(t), t, s20))= 0. (4.14)
From (4.13) and (4.14) we have
γ˙s(t) =KΠ
(
W(s)γ˙s(t)+ s20D2g
(
γs(t), t, s
20
))+ d∑
i=1
ρi(s)ui(t). (4.15)
From Eq. (4.15), evaluated at s = 0, we have
γ˙ (t) =
d∑
i=1
ρi(0)ui(t). (4.16)
From (4.15) and (4.16), we can get
γ˙s(t) =KΠW(s)γ˙s(t)+ γ˙ (t)+ s
d∑
i=1
ρ′i (0)ui(t)+ o
(
s2
)
. (4.17)
Since W(0) = 0, there is s1 > 0, for 0 < |s|  s1, such that the map (I −KΠWˆ) is invertible.
Then from (4.17) we can get
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d∑
i=1
ρ′i (0)(I −KΠWˆ)−1ui(t)+ o
(
s2
)
. (4.18)
From Eq. (4.11), we have
W(s)γ˙s(t) = γ¨s(t)−A(t)γ˙s(t)− s20D2g
(
γs(t), t, s
20
)
. (4.19)
From (4.18) and (4.19) we can get that
Wˆ (I −KΠWˆ)−1γ (t) = γ¨s(t)−A(t)γ˙s(t)− s20D2g
(
γs(t), t + θ0, s20
)
− s2ρ′d(0)
d−1∑
j=1
μ0,jD
2f (γ )uj (t)ud(t)
− s2
d−1∑
i,j=1
ρ′i (0)μ0,jD2f (γ )ui(t)uj (t)+ o
(
s3
)
= γ¨s(t)−A(t)γ˙s(t)− s20D2g
(
γs(t), t + θ0, s20
)
− s2ρ′d(0)
d−1∑
j=1
μ0,jD
2f (γ )uj (t)γ˙ (t)
− s2
d−1∑
i,j=1
ρ′i (0)μ0,jD2f (γ )ui(t)uj (t)+ o
(
s3
)
, (4.20)
where (4.7) is used. Since γ˙s(t) is a homoclinic orbit, we have
∞∫
−∞
(
vi(t), γ¨s(t)−A(t)γ˙s(t)
)
dt = 0. (4.21)
Differentiating u˙j +Auj = Df (γ )uj , j = 1, . . . , d, with respect to t , we get
D2f (γ )uj γ˙ = u¨j −A(t)u˙j , j = 1, . . . , d.
Then we have
∞∫
−∞
(
vi(t),D
2f (γ )uj (t)γ˙ (t)
)
dt
=
∞∫
−∞
(
vi(t), u¨j (t)−A(t)u˙j (t)
)
dt
= vi(t)u˙j (t)|∞∞ −
∞∫
−∞
(
v˙i (t), u˙j (t)
)
dt −
∞∫
−∞
(
A∗(t)vi(t), u˙j (t)
)
dt
= −
∞∫
−∞
(
v˙i (t)+A∗(t)vi(t), u˙j (t)
)
dt = 0, (4.22)
for i = 1, . . . , d , j = 1, . . . , d − 1. So we can get
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∞∫
−∞
(
vi(t), Wˆ (I −KΠWˆ)−1γ (t)
)
dt
=
∞∫
−∞
(
vi(t), γ¨s(t)−A(t)γ˙s(t)− s2ρ′d(0)
d−1∑
j=1
μ0,jD
2f (γ )uj (t)γ˙ (t)
)
dt
−
∞∫
−∞
(
vi(t), s
20D2g(γ, t + θ0,0)
)
dt
−
∞∫
−∞
(
vi(t), s
2
d−1∑
k,j=1
ρ′j (0)μ0,kD2f (γ )uk(t)uj (t)
)
dt +O(s3)
= −s20a′i (θ0)− s2
d−1∑
j=1
ρ′j (0)
d−1∑
k=1
μ0,k
∞∫
−∞
(
vi(t),D
2f (γ )uj (t)uk(t)
)
dt +O(s3)
= −s200a′i (θ0)− s2
d−1∑
j=1
ρ′j (0)
d−1∑
k=1
μ0,kbijk +O
(
s3
)
= −s20a′i (θ0)− s2
d−1∑
j=1
ρ′j (0)C′ij (0)+O
(
s3
) (4.23)
where Eqs. (4.21) and (4.22) are used. From Eqs. (4.8) and (4.23), we have
C(s) = −sd+10Dμ,θM(μ0, θ0, 0)+O
(
sd+2
)
.
So C(s) is nonsingular for 0 < |s|  κ = min{s0, s1}. From Proposition 1, we can get that the
variational equation along γs(t) has no nonzero bounded solutions. Then it has exponential di-
chotomy on whole line. From [2], we can complete the proof of this theorem. 
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