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Introducción
En la actualidad la importancia de las comunicaciones ha aumentado considerablemente ya que el acceso
a los medios de comunicación es totalmente indispensable para el desarrollo personal, profesional y de nuevas
ideas que generan el mejoramiento de las tecnologías. Aun hoy en día en muchos lugares del planeta existen
zonas que carecen de acceso a servicios de comunicaciones tales como telefonía e internet, lo cual tiene
repercusiones negativas en el desarrollo educativo de la población de estos lugares y por lo tanto, en su
competitividad laboral.
Hay que tener en cuenta que la problemática en la cobertura de los sistemas de comunicación es mucho menor
en comparación con el servicio de energía eléctrica ya que la cobertura de este servicio es considerablemente
mayor más aun si se reﬁere a zonas rurales del país . Con respecto a esto resulta beneﬁcioso el uso de las
líneas eléctricas como medio de transporte de información para la prestación de servicios de comunicaciones
en sectores remotos, esto se convierte en una buena opción para minimizar el problema. Esta tecnología recibe
el nombre de PLC (Power Line Communications) y en Norteamérica el de BPL (BroadBand Power Line).
En este documento se realizará un análisis comparativo de cuatro de los diferentes tipos de modulaciones
aplicadas a esta tecnología que son GMSK, DSSS, FHSS y OFDM bajo las mismas condiciones con el ﬁn de
realizar comparaciones entre ellas e indagar en su comportamiento, al análisis se llevará a cabo mediante la
simulación de estas modulaciones.
Justiﬁcación
La tecnología PLC/BPL se caracteriza por el aprovechamiento de las redes ya existentes para la trans-
misión de energía eléctrica y las usa para el transporte de información, lo cual contribuye con la prestación
de servicios en zonas remotas; lo cual podría transformar completamente la calidad de vida y el acceso a la
información en dichos lugares. Para llevar a cabo este aprovechamiento es necesario realizar varios análisis
sobre las redes ya que éstas no están diseñadas originalmente con este ﬁn. Esto lleva a considerar los efectos
que se producen al inyectar en la red una señal de alta frecuencia, por lo que se deben estudiar métodos de
modulación para que la señal sea conﬁable, segura, clara y no interﬁera con el propósito original de las redes
eléctricas.
Tener una proyección de una red eléctrica inteligente con la posibilidad de usar herramientas avanzadas de
computación y comunicación para mejorar la conﬁabilidad, ofrece seguridad y calidad tanto en la producción
como en la entrega de energía. Estos son factores sumamente beneﬁciosos tanto para los usuarios como para
1
2los prestadores de este servicio.
La detección de fallas en sistemas de distribución y la medición del consumo de energía eléctrica son pro-
cesos que en la actualidad en Colombia no se realizan óptimamente, dadas las condiciones del medio y las
características de las redes. Estos son procesos que se llevan a cabo manualmente y tanto la medición como
la localización de fallas implican inversiones millonarias. La medición del consumo es un procedimiento que
en algunos casos se diﬁculta dados los problemas de accesibilidad que se presentan en algunos sectores. El
aprovechamiento de las líneas de transmisión de energía para el envío de información es aplicable a ambos
aspectos en conjunto.
Los análisis de las simulaciones y de los métodos de modulación más convenientes para el montaje de esta
tecnología, permitirán tener una aproximación al comportamiento real del sistema, lo cual a su vez permitirá
deﬁnir la aplicabilidad y la viabilidad de la tecnología PLC/BPL en diferentes tipos de ambientes y zonas
territoriales teniendo en cuenta la calidad y la capacidad del servicio, además de su comportamiento ante
interferencias y la generación de las mismas.
Objetivos
General
Realizar la simulación de un sistema de comunicaciones PLC/BPL basado en modulación GMSK, DSSS,
FHSS y OFDM con el ﬁn de analizar su comportamiento frente a diferentes perturbaciones.
Especíﬁcos
1. Construir una base bibliográﬁca acerca de la tecnología PLC/BPL, las modulaciones utilizadas actual-
mente y sus aplicaciones como medio de comunicación.
2. Simular un sistema de comunicación PLC/BPL utilizando diferentes tipos de modulación con el ﬁn de
analizar su comportamiento ante diferentes perturbaciones.





1.1. El proceso de Comunicación
Hoy en día, la comunicación está en la vida diaria de maneras tan diferentes que es muy fácil pasar por
alto la multitud de sus facetas. El teléfono, la radio y televisión en cada hogar, las computadoras con acceso
a internet en casas u oﬁcinas y los periódicos tienen la capacidad de proporcionar una rápida comunicación
desde cualquier rincón del planeta. En un contexto fundamental, la comunicación involucra de forma implícita
la transmisión de información de un punto a otro a través de una sucesión de procesos que a continuación se
describen [4].
1. Generación de la señal mensaje: bien sea vos, música, video, datos.
2. La descripción de la señal mensaje con un cierto grado de precisión, por un conjunto de símbolos:
eléctricos, sonora o visual.
3. La codiﬁcación de los símbolos a transmitir.
4. Transmisión de la codiﬁcación de símbolos al destino deseado.
5. La decodiﬁcación y reproducción de los símbolos originales.
6. La reconstrucción del mensaje de la señal original, con alguna degradación en la calidad, esto debido a
algunas imperfecciones en el sistema.
El proceso de comunicación está dado por tres elementos básicos, un transmisor, un canal y un receptor como
se muestra en la Figura 1.1. El transmisor localizado en algún punto en el espacio, el receptor en algún otro
punto separado del transmisor y el canal es el medio físico de conexión entre estos dos. El propósito de la
transmisión es convertir la señal mensaje producida por una fuente de información en una forma adecuada
para su transmisión por el canal, siendo este el causante de que la señal sufra distorsiones a lo largo de la
transmisión. Interferencias y ruidos son también causa de que la señal sufra numerosas fallas a la hora de ser
4
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recuperada, produciendo así una mala comunicación. Es por esta razón que han surgido numerosas técnicas
de modulación para dar solución a este problema. Estas técnicas permiten un mejor aprovechamiento del
canal, lo que posibilita transmitir más información simultáneamente, corrigiendo y disminuyendo la cantidad
de ruido e interferencias generadas a lo largo de la transmisión.
Figura 1.1: Proceso de comunicación.
1.2. Modulación
Es posible manipular una señal de tal forma que modiﬁcando sus parámetros y cambiando sus valores de
acuerdo con la señal moduladora, se logre un mayor aprovechamiento y eﬁciencia a lo largo de un proceso
de comunicación, esto es conocido como modulación. En la Figura 1.2. se aprecia que la señal portadora es
modiﬁcada de tal forma que su amplitud cambia considerablemente obteniendo así la señal mostrada.
Figura 1.2: Modulación.
El objetivo de una modulación es principalmente tener el control sobre la misma. Este, se hace modiﬁcando
ciertos elementos característicos de una oscilación continua de acuerdo al tipo de onda de la señal que se
desea transmitir.
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Actualmente existen numerosas técnicas de modulación, algunas son producto de combinación entre ellas
dando un mejor resultado al ser aplicadas, estas son utilizadas en diferentes sistemas siendo unas mejores y
más eﬁcientes en uno u otro sistema de comunicación.
1.3. Tipos de Modulación
1.3.1. Modulación Análoga
La modulación análoga es utilizada principalmente cuando se desea transmitir una señal análoga, gener-
ada por algún tipo de fenómeno electromagnético la cual puede variar su amplitud y periodo en función del
tiempo. Comúnmente las magnitudes físicas portadoras de este tipo de señal pueden ser eléctricas como la
intensidad, la tensión y la potencia, también pueden ser térmicas como la temperatura o hidráulicas como la
presión, además existen algunas mecánicas . Una onda senoidal es una señal analógica de una sola frecuencia.
La tensión de la voz y del video son señales analógicas que varían de acuerdo con el sonido o variaciones de
la luz que corresponden a la información que se está transmitiendo.
Las señales análoga suelen ser bastantes sensibles al ruido producido por un canal o agente exterior, también
a diferencia de las señales digitales, al hacer cualquier variación en la información resulta difícil tratar de
recuperarla, esto produce un mal funcionamiento del sistema análogo.
Para contrarrestar esto existen diferentes tipos de modulaciones análogas que permiten optimizar la trans-
misión de la señal.
Modulación en Amplitud (AM)
Es un tipo de modulación no lineal que consiste en hacer variar la amplitud de la onda portadora dada
en alta frecuencia, en función de una señal moduladora de baja frecuencia, siendo esta la señal que contiene
la información que se desea transmitir. La frecuencia de las oscilaciones de la onda portadora debe ser más
elevada que la frecuencia de las oscilaciones de la moduladora. Normalmente, la modulación consta de una
mezcla de frecuencias y no de una sola frecuencia, ya que la música y la voz humana, que son las señales que
más se suelen transmitir a través de una portadora, constan de una gama de frecuencias muy amplias. En el
caso de la música la gama de frecuencias oscila desde los 16 a los 16.000Hz y, en el caso de la voz humana,
la banda está situada entre los 300 y los 3.500Hz. Por esta razón en el espectro de frecuencias aparecen dos
bandas laterales, en lugar de dos oscilaciones laterales.
Para obtener una señal modulada es necesario dos circuitos oscilantes: uno de baja frecuencia, que proporcione
la onda moduladora, otro de alta frecuencia para producir la portadora y, además, un tercero denominado
modulador que va a realizar la modulación de la onda portadora de acuerdo con la señal moduladora, como
se muestra en la Figura 1.3.
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Figura 1.3: Modulación en amplitud.
Al multiplicar la señal mensaje a transmitir x(t) por la portadora cosenoidal y, a su vez sumarle esa porta-
dora cosenoidal, se obtiene una modulación en AM. El espectro en frecuencias de la señal quedará trasladado
a radianes por segundo, tanto en la parte positiva del mismo cómo en la negativa, y su amplitud será, en
ambos casos, el producto de la señal moduladora por la amplitud de la portadora, sumado a la amplitud de
la portadora, y dividido por dos.
Señal moduladora
ys(t) = As cos(ωst) (1.1)
Señal portadora
yp(t) = Ap cos(ωpt) (1.2)
Señal modulada en amplitud
y(t) = Ap [1 +mApxn(t)] cos(ωpt) (1.3)
Donde:
y(t) = Señal modulada
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xn(t) = Señal moduladora normalizada
m = índice de modulación
Modulación en fase (PM)
Esta técnica de modulación consiste en variar la fase de la señal portadora conforme al valor instantáneo
de la amplitud de la señal moduladora. La técnica está basada en variaciones instantáneas de la fase de la
portadora en relación a un ángulo de fase de referencia. Una onda senoidal normal empieza con una amplitud
nula y un ángulo de fase nulo, aumenta hasta una amplitud positiva de pico a 90 grados, disminuye a cero a los
180 grados y pasa por un mínimo negativo a los 270 grados antes de volver a pasar por cero a los 360 grados.
Un nivel lógico "1" puede representarse como una señal que tiene un determinado ángulo de fase, y un nivel
lógico "0", con una portadora de la misma frecuencia y amplitud pero con una fase desplazada 180 grados. La
modulación de fase no suele ser muy utilizada porque se requieren equipos de recepción más complejos que
los de frecuencia modulada. Además puede presentar problemas de ambigüedad para determinar por ejemplo
si una señal tiene una fase de 0º o 180º.
A continuación se muestra la Figura 1.4. la cual muestra la modulación en fase (PM).
Figura 1.4: Modulación en fase.
La ecuación de una señal modulada en PM es la siguiente:
y(t) = Ap cos [fc + fi(t)] (1.4)
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Donde:
y(t) =Señal modulada
Ap =Amplitud de la portadora
fi(t) = Npx(t)
Np =Índice de modulación de fase
Modulación en frecuencia (FM)
Esta técnica de modulación consiste en variar la frecuencia de la onda portadora. La frecuencia instan-
tánea de la señal modulada es proporcional al valor instantáneo de la señal moduladora. Esta técnica es usada
principalmente en radio de muy altas frecuencias por la alta calidad y ﬁdelidad de la transmisión, teniendo
como desventaja que solo se puede transmitir en su máxima calidad en distancias no mayores a 40Km.
La modulación de frecuencia encuentra aplicación en gran cantidad de sistemas de comunicación. En radiod-
ifusión, entre 88 y 108 MHz, la separación entre dos canales adyacentes es de 200 kHz y la desviación de
frecuencia 4f = 75kHz . En televisión como subportadora de sonido modulándola en frecuencia para poste-
riormente unirse a las demás componentes de la señal de televisión. También en la navegación aérea. En ell
espectro de una señal modulada en frecuencia, se aprecia inﬁnitas frecuencias laterales, espaciadas alrededor
de la frecuencia de la señal portadora; sin embargo, la mayor parte de las frecuencias laterales tienen poca
amplitud, lo que indica que no contienen cantidades signiﬁcativas de potencia.
En la Figura 1.5. se aprecia el comportamiento de una señal modulada en frecuencia (FM).
Figura 1.5: Modulación en fecuencia.
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El término comunicaciones digitales abarca un área extensa de técnicas de comunicaciones, incluyendo
transmisión digital y radio digital. La modulación digital es la transmisión de pulsos digitales, entre dos o
más puntos, de un sistema de comunicación. Los sistemas de transmisión digital requieren de un elemento
físico, entre el transmisor y el receptor, como un par de cables metálicos, un cable coaxial, o un cable de ﬁbra
óptica.
En un sistema de transmisión digital, la información de la fuente original puede ser en forma digital o
analógica. Si está en forma analógica, tiene que convertirse a pulsos digitales, antes de la transmisión y
convertirse de nuevo a la forma analógica, en el extremo de recepción. La modulación digital presenta varias
ventajas frente a su similar análogo como son una mejor inmunidad frente al ruido, también es una señal
de fácil codiﬁcación e incriptación para mayor seguridad además de una mejor calidad de transmisión de la
señal. La transmisión digital se divide principalmente en 3 tipos de modulaciones ASK, FSK y PSK.
Modulación por desplazamiento de amplitud (ASK)
La modulación por desplazamiento de fase o Amplitude-shift Keying por sus siglas en ingles ASK, es
una técnica donde la señal moduladora (datos) es digital, tomando esta como variaciones en la amplitud de
la onda portadora. Los dos valores binarios se representan con dos amplitudes diferentes y es usual que una
de las dos amplitudes sea cero; es decir uno de los dígitos binarios se representa mediante la presencia de la
portadora a amplitud constante, y el otro dígito se representa mediante la ausencia de la señal portadora.
En este caso la señal moduladora es:
vm(t) =
1 para un ”1” binario0 para un ”0” binario (1.6)
El valor de la señal de transmisión (señal portadora) es dado por:
vp(t) = Vp sin(2pifpt) (1.7)
Donde:
vp =valor pico de la señal portadora
fp =frecuencia de la señal portadora
Como es una modulación de amplitud, la señal modulada tiene la siguiente expresión
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v(t) = VpVm(t) sin(2pifpt) (1.8)
Como se mostró anteriormente la señal moduladora Vm(t) al ser una señal digital toma únicamente los valores
0 y 1, con lo cual la señal modulada resulta
v(t) =
Vp sin(2pifpt) para un ”1” binario0 para un ”0” binario (1.9)
En la Figura 1.6. se muetra la modulación por desplazamiento de amplitud ASK.
Figura 1.6: Modulación por desplazamiento de amplitud ASK.
Generación de la señal desplazada en amplitud ASK
El esquema utilizado para generar una señal ASK es análogo al utilizado en las modulaciones analógicas
en doble banda lateral. Básicamente consta de un modulador de producto, un ampliﬁcador lineal de potencia
y un ﬁltro para suavizar las transiciones de los pulsos y reducir el ruido. La Figura 1.7. muestra el diagrama
de bloques [5].
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Figura 1.7: Esquema de un modulador ASK.
La técnica ASK es utilizada en la actuladiad para la transmisión de datos digitales por ﬁbras óptica.
Modulación por amplitud en cuadratura (QAM)
La modulación por amplitud en cuadratura o Quadrature Amplitude Modulation por sus siglas en ingles
QAM, es una técnica en donde la información digital está contenida, tanto en la amplitud como en la fase
de la portadora transmitida. Esto se consigue modulando una misma portadora, desfasando 90 ° la fase y
la amplitud. La modulación QAM consiste en modular por desplazamiento en amplitud (ASK) de forma
independiente, dos señales portadoras que tienen la misma frecuencia pero que están desfasadas entre sí 90 °.
La señal modulada QAM es el resultado de sumar ambas señales ASK. Estas pueden operar por el mismo
canal sin interferencia mutua porque sus portadoras al tener tal desfase, se dice que están en cuadratura.
La ecuación matemática de una señal modulada en QAM es:
an cos(ωt) + bn sin(ωt) (1.10)
Las amplitudes de las dos señales moduladas en ASK (a y b), toman de forma independiente los valores
discretos y correspondientes al total de los N  estados de la señal moduladora codiﬁcada en banda base
multinivel, según la ecuación N = nm.
8-QAM
El QAM de ocho (8-QAM), es una técnica de codiﬁcación M-ario, en donde M=8
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Figura 1.8: Transmisión 8-QAM.
La Figura 1.8. muestra el diagrama de bloques de un transmisor 8-QAM. Los datos de entrada se dividen
en grupos de tres bits (tribits): los ﬂujos bits I,Q y C, cada uno con tasa de bits igual a un tercio de la tasa
de datos que están entrando. Nuevamente los bits I y Q, determinan la polaridad de la señal PAM a la salida
de los convertidores de nivel 2 a 4, y el canal c determina la magnitud. Debido a que el bit C se alimenta sin
invertir a los convertidores de nivel 2 a 4 canal I/Q las magnitudes de la señal PAM, I/Q siempre son iguales.
Sus polaridades dependen de la condición lógica de los bits I/Q y, por consiguiente, pueden ser diferentes [6].
Modulación por desplazamiento de frecuencia (FSK)
La modulación por desplazamiento de frecuencia o Frequency-Shift Keying por sus siglas en ingles FSK,
es una técnica cuya señal modulante es un ﬂujo de pulsos binarios que varían entre valores predeterminados,
es decir, la señal moduladora hace variar la frecuencia de la portadora, de modo que la señal modulada
resultante codiﬁca la información asociándola a valores de frecuencia diferentes.
Los dos valores binarios se representan con dos frecuencias diferentes f1 y f2 próximas a la frecuencia de la
señal portadora fp.
v(t) =
Vp sin(2pif1t) para un ”1” binarioVp sin(2pif2t) para un ”0” binario (1.11)
Generalmente f1 y f2 corresponden a desplazamientos de igual magnitud pero en sentidos opuestos de la
frecuencia de la señal portadora.
En la Figura 1.9. se muestra la modulación por desplazamiento de frecuencia FSK.
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Figura 1.9: Modulación FSK.
FSK de banda reducida o banda angosta
Si el índice de modulación es pequeño mf < pi/2, (esto signiﬁca que la variación de frecuencia de la señal
modulada produce una diferencia de fase menor que
pi/2 ), se tiene modulación de frecuencia en banda angosta
y su espectro de frecuencias es similar al de ASK. La única diferencia es que en este caso, la amplitud de los
armónicos se ve afectada por la frecuencia o sea, se tiene una pequeña modulación de amplitud, superpuesta
a la FSK.
FSK de banda ancha
Las ventajas de FSK sobre ASK se hacen notables cuando el índice de modulación es grande es decir
mf > pi/2. Con esta condición se aumenta la protección contra el ruido y las interferencias, obteniendo un
comportamiento más eﬁciente respecto a ASK, puesto que en este caso la pequeña modulación de amplitud
mencionada en el caso de FSK de banda angosta, se hace despreciable.
La desventaja es que es necesario un mayor ancho de banda, debido a la mayor cantidad de bandas laterales
(un par por cada armónico).
Transmisión de desplazamiento mínimo del FSK o MSK
Recibe el nombre de MSK por sus siglas en ingles Minimum-shift keying y su manera de transmitir
es mediante el desplazamiento de la frecuencia de fase continua, Continuos Phase Frecuency-shift keying
CPFSK. Es un FSK binario, salvo por la sincronización de las frecuencias de espacio y marca, a razón de
bit de entrada binario, que se seleccionan de tal forma que diﬁeren de la frecuencia central por un múltiplo
impar de la mitad de la razón de bit, asi:






siendo n un número entero impar.
De esta manera, en la señal de salida analógica, se asegura que exista una transición de fase ﬂuida al variar
de una frecuencia de espacio a una de marca.
Modulación por desplazamiento de fase (PSK)
La modulación por desplazamiento de fase o Phase-Shift Keying por sus siglas en ingles PSK, es una
técnica que se caracteriza porque la fase de la señal portadora representa cada símbolo de información de
la señal moduladora, con un valor angular que el modulador elige entre un conjunto discreto de "n" valores
posibles.
Existen dos alternativas de modulación PSK, PSK convencional, donde se tienen en cuenta los desplazamien-
tos de fase y PSK diferencial, en la cual se consideran las transiciones. En la modulación PSK el valor de la
señal esta dado por:
vm(t) =
1 para un ”1” binario−1 para un ”0” binario (1.12)
Teniendo como señal portadora
vp(t) = Vp cos(2pifpt) (1.13)
Donde:
Vp =valor pico de la señal portadora
fp =frecuencia de la señal portadora
La modulación PSK se caracteriza por.
v(t) = Vp(t)Vm(t) (1.14)
En la Figura 1.10. se muetra la modulación por desplazamiento en fase PSK.
CAPÍTULO 1. SISTEMAS DE COMUNICACIONES 16
Figura 1.10: Modulación PSK.
Transmisión por desplazamiento de fase binaria (BPSK)
En la modulación por división de fase binaria (BPSK) son posibles dos fases de salida por una sola
frecuencia portadora. Una fase de salida representa el 1 lógico y la otra el 0 lógico. A medida que la señal
digital de entrada cambia la fase de la señal portadora de salida cambia entre dos ángulos que están 180 °
fuera de fase. BPSK también se conoce como modulación bifásica [6].
Transmisor BPSK
BPSK se puede generar con un modulador balanceado seguido de un ﬁltro pasa-banda como se muestra
en la Figura 1.11. El modulador balanceado actúa como un interruptor de inversión de fase. Dependiendo de
la condición lógica de la entrada digital, la portadora se transﬁere a la salida, ya sea en fase o en 180 ° fuera
de fase con respecto a la portadora del oscilador de referencia. El modulador balanceado tiene dos entradas,
por una se aplica la portadora que está en fase con el oscilador de referencia y por la otra los datos digitales
binarios. Para que el modulador opere adecuadamente, el valor digital de entrada debe ser mucho mayor que
el valor pico de portadora, esto para garantizar el estado prendido/apagado de los diodos internos [6].
Figura 1.11: Modulación BPSK.
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El modulador balanceado es un modulador de multiplicación. La señal de salida es el producto de las dos
señales de entrada. En un modulador BPSK la portadora de entrada se multiplica por los datos binarios.
Si al lógico 1 se le asigna +1 volt y al lógico 0 se le asigna un -1 volt, la portadora de entrada sin(ωt) se
multiplica ya sea por +1 o por -1. En consecuencia la señal de salida es:
+1 sin(ωt) o − 1 sin(ωt)
La primera representa una señal que está en fase con el oscilador de referencia, la segunda es una señal que
esta 180° fuera de fase con respecto al oscilador de referencia. Cada vez que la condición lógica de entrada
cambia, la fase de salida cambia. En consecuencia, para BPSK, la velocidad de cambio de la salida es igual
a la velocidad de cambio de la entrada.
La frecuencia fundamental de una secuencia alterna de bits 1/0 es igual a la mitad de la tasa de bits (fb/2).




cos(ωct− ωat)− 12 cos(ωct+ ωat) (1.15)
La Figura 1.12. muestra la relación fase-tiempo de una forma de onda BPSK. El espectro de salida de un
modulador BPSK es el de una señal de doble banda lateral con portadora suprimida en el que las frecuencias
laterales superiores e inferiores están separadas de la frecuencia portadora por un valor a la mitad de la razón
de bits. En consecuencia, el mismo ancho de banda (fn) requerido para permitir el peor caso de la señal de
salida BPSK, es igual a la razón de bits de entrada [6].
Figura 1.12: Relación de fase de salida contra tiempo de un modulador BPSK.
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1.4. Modulación GMSK (Gaussian minimum shift keying).
GMSK es el acrónimo de Gaussian minimum shift keying. Es un tipo de modulación derivada de la MSK
mencionada en este capítulo. GMSK es un esquema de modulación continua en fase, una técnica que consigue
suavizar las transiciones de fase entre estados de la señal, consiguiendo por tanto reducir los requisitos de ancho
de banda. Con GMSK, los bits de entrada representados de forma rectangular(+1,−1) son transformados
a pulsos gausianos (señales de forma acampanada) mediante un ﬁltro gausiano para posteriormente ser
suavizados por un modulador de frecuencia. En la Figura 1.13. se ilustra cómo la fase se suaviza debido a la
introducción del ﬁltro gaussiano donde se pasa una secuencia de datos de 0100 por el modulador.
Figura 1.13: Diagrama de fase para GMSK.
En la mayoría de los casos, la duración del pulso gausiano supera a la de un bit, dando lugar como
consecuencia a lo que se conoce como interferencia inter-simbólica (ISI). El grado de esta superposición es
determinado por el producto del ancho de banda del ﬁltro gausiano y la duración de un bit. Este producto
se conoce normalmente como BT. Cuanto menor sea el valor de BT mayor será el solapamiento entre pulsos
gausianos. La portadora resultante es una señal continua en fase lo cual es importante porque las señales
con transiciones suaves entre fases requieren menor ancho de banda para ser transmitidas. Básicamente en
GMSK, los lóbulos laterales del espectro se reducen al pasar la señal codiﬁcada en NRZ (codiﬁcacion digital
polar no retorno a cero) a través de un ﬁltro conformador de pulso gausiano. Por otra parte, este suavizado
de la señal hace que el receptor tenga que realizar un trabajo mayor en la demodulación de la señal ya que
las transiciones entre bits no están bien deﬁnidas. Además de usarse en la transmisión de datos por la red
eléctrica, este tipo de modulación es muy utilizado también en redes GSM, y en comunicaciones aeroespa-
ciales debido al poco ancho de banda necesario y a la robustez de la señal en medios hostiles. El ﬁltro de
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A continuación se mostrará el modelo de un sistema de transmisión GMSK.
Figura 1.14: Esquema de un sistema de transmisión GSMK.
En la Figura 1.14 se puede apreciar un sistema de transmisión que usa la modulación GMSK. A partir
de este modelo podemos llegar a:





Existen dos métodos para generar GMSK, uno es modulación por desplazamiento de frecuencia y el otro es
modulación por desplazamiento de fase en cuadratura.
Figura 1.15: GMSK con FSK (frequency shift keyed modulation).
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Figura 1.16: GMSK con QPSK (quadrature phase shift keyed modulation).
Las zonas entre el ﬁltro pasa bajo y el ampliﬁcador en ambas ﬁguras cumplen con la misma función.
En la Figura 1.15 se muestra la arquitectura-modulador GMSK VCO (Voltage-controlled oscillator).
Debido a problemas de tolerancia la demodulación presenta algunas diﬁcultades. Este método requiere que el
factor de desviación de frecuencia del VCO (Voltage-controlled oscillator) sea exactamente igual a 0,5, pero
el índice de modulación los VCO convencionales oscila con la temperatura.
La aplicación mostrada en la Figura. 1.16 emplea un proceso de banda base en cuadratura seguido de un
modulador de cuadratura. Con esta implementación, el índice de modulación se puede mantener exactamente
en 0,5. Este método posee además un menor costo de implementación. Ambos métodos conducen a la misma
























Bb es el ancho de banda del Filtro Gaussiano T es el periodo de los bits y BN = Bb es el ancho de banda
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normalizado. Para mostrar esto se tomará un ancho de banda Bb = 1000 y una tasa de bits de T = 12000 es
decir una banda normalizada BN = Bb, T = 0,5 .La respuesta al impulso debe ser escalar y truncada acorde
con el valor BN para garantizar que solo 1 pase por el ﬁltro en fases cambiantes de pi/2. Para un BN = 0,5 la
respuesta de ﬁltro se trunca de forma simétrica alrededor de 0 con dos periodos de bits T,−T .
Figura 1.17: Respuesta del ﬁltro Gaussiano pasa bajo al impulso.
En la Figura 1.17 se muestra la respuesta del ﬁltro Gaussiano pasa bajo a un impulso.
Asegurarse que la Respuesta al ﬁltro sea solo 1 y y la fase cambiante sea de
pi/2 equivale a escoger la variable







Para demostrar esto se escoge una secuencia binaria aleatoria, esta secuencia se repite después de 12 bits.
{1, 1,−1, 1, 1,−1,−1, 1,−1, 1,−1,−1, 1, 1,−1, 1, 1,−1,−1, 1,−1, 1,−1,−1.................}
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Figura 1.18: Inicio de la secuencia de datos enviados a través del ﬁltro.
En la Figura. 1.18 se muestra la secuencia de datos enviadas a travez del ﬁltro Gaussiano. Como los datos
que pasan al interior del ﬁltro ya poseen un orden y la interferencia entre símbolos es introducida después
de que el primer bit pasa por el ﬁltro se puede observar en la Figura 1.19. que cada bit se reparte en dos
periodos de bit, el segundo bit entra en el ﬁltro en la mitad del primero y el tercero entra después del primero
y así sucesivamente.
Figura 1.19: Reprecentación del ﬂujo de datos.
La Figura. 1.19 también muestra el ﬂujo de los primeros impulsos en el ﬁltro Gaussiano. Al sumar esta
serie de pulsos individuales se genera la función b(t).
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Figura 1.20: Función b(t).






Figura 1.21: Función c(t).
Ahora con el ﬁn de obtener las señales I/Q en banda base se aplica el seno y el coseno a la ecuación 1.22
tomando el coseno para obtener la función I(t) y el seno para Q(t).
I(t) = cos [c(t)] (1.23)
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Q(t) = sin [c(t)] (1.24)
Figura 1.22: Función I(t) en banda base.
Figura 1.23: Función Q(t) en banda base.
Estas dos funciones pasarán por el modulador I/Q para asi adquirir la señal de salida, que se puede
escribir como:
m(t) = sin(2pifct)I(t) + cos(2pifct)Q(t) (1.25)
Donde fc es la frecuencia del transmisor.
Por último la señal m(t) GMSK está representada por la siguiente Figura 1.24.
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Figura 1.24: Señal m(t) con modulación GMSK.
1.5. El canal como medio de comunicación
Se puede deﬁnir al canal de comunicaciones como el medio por el cual viajan las señales portadoras de la
información entre un emisor y un receptor. También es conocido como canal de datos.
Los canales pueden ser personales o masivos: los canales personales son aquellos en donde la comunicación
es directa, es decir, voz a voz. Puede darse de uno a uno o de uno a varios. Los canales masivos pueden ser
escritos, radiales, televisivos e informáticos.
Cada canal de transmisión es adecuado para algunas señales concretas y no todos sirven para cualquier tipo
de señal. Por ejemplo, la señal eléctrica se propaga bien por canales conductores, pero no ocurre lo mismo
con las señales luminosas, es por esta razón que cada tipo de señal dependiendo el uso que se le vaya a dar
posee un ancho de banda y una capacidad de transporte de información.
1.5.1. Ancho de banda y capacidad de información
Una de las limitaciones más importantes que tiene un sistema de comunicaciones es el ancho de banda,
este se deﬁne como la diferencia entre las frecuencias máximas y mínimas que pueden pasar por el canal, es
decir, son su banda de paso.
El ancho de banda de un canal de comunicaciones debe ser lo suﬁcientemente ancho para poder pasar todas
las frecuencias importantes de la información.
Como regla general, un canal de comunicaciones no puede propagar una señal que contenga una frecuencia
que cambie con mayor rapidez que la amplitud de banda del canal [5].
La capacidad de información es una medida de cuanta información se puede transferir a través de un sistema
de comunicaciones en determinado tiempo. La cantidad de información que se puede propagar en un sistema
de transmisión es una función de ancho de banda y del tiempo de transmisión.
La ley de Hartley dice que mientras más amplio sea el ancho de banda y mayor sea el tiempo de transmisión,
se podrá enviar más información a través del sistema. En una forma matemática se puede expresar así:
CAPÍTULO 1. SISTEMAS DE COMUNICACIONES 26
I ∝ Bt (1.26)
Donde:
I =capacidad de información
B =ancho de banda del sistema (hertz)
t =tiempo de transmisión (segundos)
La Ecuación 1.26. indica que la capacidad de información es una función lineal, y es directamente proporcional
tanto al ancho de banda como al tiempo de transmisión. Si sube al doble el ancho de banda en un sistema
de comunicaciones, también se duplica la cantidad de información que se desea transmitir. Si el tiempo de
transmisión aumenta o disminuye, hay un cambio proporcional en la cantidad de información que se desea
transferir. C. E Shannon publicó en 1948 un trabajo en el Bell System Technical Journal, donde relacionó la
capacidad de información de un canal de comunicaciones, en bits por segundo (bps), con el ancho de banda
y la relación señal ruido. La expresión matemática del límite de Shannon de capacidad de información es [5]:








I =capacidad de información (bits por segundo)
B =ancho de banda (hertz)
S
N =relación de potencia de señal a ruido (adimensional)
1.5.2. Tipos de canales
En los sistemas de comunicación se utilizan varios medios de diferentes tipos, dentro de los cuales se
incluyen alambres conductores trenzados o no trenzados, cables coaxiales, cables de ﬁbra óptica y el espacio
libre.
Cable coaxial
El cable coaxial fue creado en la década de los 30, y es un cable utilizado para transportar señales eléctricas
de alta frecuencia que posee dos conductores concéntricos, uno central, llamado vivo, encargado de llevar la
información, y uno exterior, de aspecto tubular, llamado malla o blindaje, que sirve como referencia de tierra
y retorno de las corrientes.
Gracias a la protección, el cable coaxial se puede utilizar para cubrir grandes distancias y a altas velocidades
(a diferencia del cable par trenzado). Sin embargo, se suele utilizar con mayor frecuencia para instalaciones
básicas.
Existen dos principales tipos de cable coaxial:
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10Base2 - cable coaxial delgado (denominado Thinnet o CheaperNet) es un cable delgado (6 mm.
de diámetro) que, por convención, es blanco (o grisáceo). Este cable es muy ﬂexible y se puede utilizar
en la mayoría de las redes, conectándolo directamente a la tarjeta de red. Es capaz de transportar
una señal hasta unos 185 metros, sin que se pierda la señal. Forma parte de la familia RG-58 cuya
impedancia (resistencia) es de 50 ohms. Los diferentes tipos de cable coaxial delgado se diferencian por
su parte central (núcleo).
10Base5 - cable coaxial grueso (Thicknet o Thick Ethernet también se denomina Cable Amarillo,
ya que, por convención, es de color amarillo) es un cable protegido con un diámetro más grueso (12
mm.) y 50 ohm de impedancia. Se utilizó durante mucho tiempo en las redes Ethernet, motivo por el
cual también se lo conoce como "Cable Estándar Ethernet". Dado que posee un núcleo con un diámetro
más grueso, es capaz de transportar señales a través de grandes distancias: hasta 500 metros sin perder
la señal (y sin reampliﬁcación de la señal). Posee un ancho de banda de 10 Mbps y frecuentemente
se utiliza como cable principal para conectar redes cuyos equipos están conectados por Thinnet. Sin
embargo, debido a su diámetro, es menos ﬂexible que el Thinnet.
Doble par trenzado
En su forma más simple, el cable de par trenzado consiste en dos hilos de cobre trenzados dentro de un
cordón y cubiertas por un aislante.
Generalmente se reconocen dos tipos de cables de pares trenzados:
Par trenzado protegido STP, por sus siglas en inglés (Shielded Twisted Pair)
Par trenzado no protegido UTP, por sus siglas en inglés (Unshielded Twisted-Pair)
Generalmente, el cable está compuesto por varios pares trenzados agrupados todos juntos dentro de una
funda de protección. La forma trenzada elimina el ruido (interferencia eléctrica) debido a pares adyacentes
u otras fuentes de interferencia (motores, relés, transformadores). Por lo tanto, el par trenzado es adecuado
para una red local que tenga pocos nodos, un presupuesto limitado y una conectividad simple. Sin embargo,
en distancias largas y a altas velocidades, no garantiza la integridad de los datos (es decir, que no haya
pérdida en la transmisión de datos).
Fibra óptica
La ﬁbra óptica es un medio de transmisión empleado habitualmente en redes de datos; un hilo muy ﬁno
de material transparente, vidrio o materiales plásticos, por el que se envían pulsos de luz que representan los
datos a transmitir.
Este tipo de conductor consta de una varilla delgada y ﬂexible de vidrio u otro material transparente con un
índice de refracción alto, constituida de material dieléctrico (material que no tiene conductividad como vidrio
o plástico), es capaz de concentrar, guiar y transmitir la luz con muy pocas pérdidas incluso cuando esté
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curvada. Está formada por dos cilindros concéntricos, el interior llamado núcleo (se construye de elevadísima
pureza con el propósito de obtener una mínima atenuación) y el exterior llamado revestimiento que cubre el
contorno (se construye con requisitos menos rigurosos), ambos tienen diferente índice de refracción (n2 del
revestimiento es de 0.2 a 0.3% inferior al del núcleo n1).




Soporta una transferencia de datos que ronda el orden de los 100 Mbps
Ancho de banda que va desde decenas de MHz hasta varios GHz (ﬁbra monomodo)
Como desventaja se puede apreciar:
El costo de la ﬁbra sólo se justiﬁca cuando su gran capacidad de ancho de banda y baja atenuación son
requeridos. Para bajo ancho de banda puede ser una solución mucho más costosa que el conductor de
cobre.
La ﬁbra óptica no transmite energía eléctrica, esto limita su aplicación donde el terminal de recepción
debe ser energizado desde una línea eléctrica. La energía debe proveerse por conductores separados.
Las moléculas de hidrógeno pueden difundirse en las ﬁbras de silicio y producir cambios en la atenuación.
El agua corroe la superﬁcie del vidrio y resulta ser el mecanismo más importante para el envejecimiento
de la ﬁbra óptica.
El espacio libre como canal de comunicación
Este tipo de canal también llamado medio de transmisión no guiado son los que no conﬁnan las señales
mediante ningún tipo de cable, sino que las señales se propagan libremente a través del medio. Entre los
medios más importantes se encuentran el aire y el vacío.
Tanto la transmisión como la recepción de información se llevan a cabo mediante antenas. A la hora de
transmitir, la antena irradia energía electromagnética en el medio. Por el contrario en la recepción la antena
capta las ondas electromagnéticas del medio que la rodea.
La conﬁguración para las transmisiones no guiadas puede ser direccional y omnidireccional.
En la direccional, la antena transmisora emite la energía electromagnética concentrándola en un haz, por lo
que las antenas emisora y receptora deben estar alineadas.
En la omnidireccional, la radiación se hace de manera dispersa, emitiendo en todas direcciones pudiendo la
señal ser recibida por varias antenas. Generalmente, cuanto mayor es la frecuencia de la señal transmitida es
más factible conﬁnar la energía en un haz direccional.
La transmisión de datos a través de medios no guiados, añade problemas adicionales provocados por la
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reﬂexión que sufre la señal en los distintos obstáculos existentes en el medio. Resultando más importante el
espectro de frecuencias de la señal transmitida que el propio medio de transmisión en sí mismo.
Según el rango de frecuencias de trabajo, las transmisiones no guiadas se pueden clasiﬁcar en tres tipos: radio,
microondas y luz (infrarrojos/láser).
En el Cuadro 1.1. se puede obsaervar un resumen de las frecuancias y modulaciones más utilizadas sobre el
espacio libre.
Cuadro 1.1: Rango de frecuencias de trabajo utilizando el espacio libre
1.6. Ruido e interferencia
En general el ruido se deﬁne como cualquier energía no deseada presente en el pasabanda útil de un sistema
de comunicaciones. Este consiste en variaciones indeseables, casi siempre aleatorias, las cuales interﬁeren con
las señales deseadas e impiden la comunicación. No es posible evitarlo por completo, pero si reducir sus efectos
por diversos medios, como disminuir el ancho de banda de la señal, aumentar la potencia del transmisor o
utilizar ampliﬁcadores de bajo ruido para señales débiles.
Esencialmente el ruido se puede clasiﬁcar en dos categorías generales, correlacionado y no correlacionado.
Correlación implica una relación entre la señal y el ruido. El ruido no correlacionado está presente en la
ausencia de cualquier señal. El ruido correlacionado es producido directamente como un resultado de la
señal.
1.6.1. Ruido no correlacionado
Ruido externo. El ruido externo es generado externamente a un circuito para luego introducirse en él.
Las señales externamente generadas se consideran ruido, solo si sus frecuencias caen dentro de la banda útil
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del ﬁltro de entrada del circuito. Existen tres tipos principales de ruido externo: atmosférico, extraterrestre
y hecho por el hombre.
Ruido atmosférico. A menudo se le llama estática porque los rayos, que son una descarga de elect-
ricidad estática, son una fuente importante de ruido atmosférico. Este tipo de perturbación se propaga
a largas distancias por el espacio. La mayor parte de la energía de las descargas va desde frecuencias
relativamente bajas hasta el orden de los MHz.
Es obvio que nada puede hacerse frente al ruido atmosférico en donde se origina. No obstante, hay
circuitos para reducir el efecto aprovechando la ventaja del hecho de que este ruido tiene una relación
de potencia pico a promedio muy alta, es decir, el ruido se presenta en ráfagas intensas pero cortas y
muy separadas entre sí.
Ruido extraterrestre. El ruido extraterrestre se origina fuera de la atmosfera de la tierra y, por lo
tanto, a veces es llamado ruido del espacio profundo. El ruido extraterrestre se origina en la vía láctea,
otras galaxias y el sol.
Ruido hecho por el hombre. Las fuentes de ruido hechas por el hombre incluyen mecanismos
que producen chispas tales como los conmutadores en los motores eléctricos, sistemas de ignición de
automóviles, equipo de conmutación de potencia y luces ﬂuorescentes. Este ruido es más intenso en
áreas mas pobladas, metropolitanas e industriales y a veces se le llama ruido industrial.
Ruido interno. El ruido interno es la interferencia eléctrica generada dentro de un dispositivo. Existen
principalmente tres tipos de ruido generado internamente: térmico, de disparo y tiempo de transito.
Ruido térmico o ruido blanco. El ruido térmico está asociado con el movimiento browniano de
electrones dentro de un conductor. De acuerdo con la teoría cinética de la materia, los electrones dentro
de un conductor están en equilibrio térmico con las moléculas y en constante movimiento aleatorio.
Este movimiento aleatorio es aceptado como parte de una conﬁrmación de la teoría cinética de la
materia y fue primero observado por el botánico inglés, Robert Brown (de ahí el nombre de ruido
browniano) observó primero la evidencia para la naturaleza cinética (partículas en movimiento) de la
materia, mientras observaba los granos de polen bajo un microscopio. Brown observó una agitación
extraordinaria de los granos de polen que los hacía extremadamente difíciles de examinar. Más tarde,
observó que este mismo fenómeno existió para las partículas de humo en el aire.
Debido a que el movimiento de electrones es totalmente aleatorio y en todas direcciones, el promedio de
tensión producido en la sustancia por su movimiento es de 0 V en cd. De esta manera, tal movimiento
aleatorio le da una elevación a un componente de ca. Esta componente de ca tiene varios nombres,
los cuales incluyen ruido térmico (porque depende de la temperatura), el ruido browniano (nombrado
por su descubridor), ruido aleatorio (porque la dirección del movimiento de electrones es totalmente
aleatorio), ruido resistivo (porque la magnitud de su tensión depende de la resistencia), y ruido blanco
(porque contiene todas las frecuencias). Por lo tanto, el ruido térmico es el movimiento aleatorio de los
electrones libres dentro de un conductor causado por la agitación térmica. La ley de equipartición de
Boltzmann y Maxwell combinado con el trabajo de Johnson, y Nyquist establece que la potencia de
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ruido terminal generado dentro de una fuente para un ancho de banda de un 1 Hz es la distancia de
potencia de ruido, la cual se representa matemáticamente como [7]:
No = KT (1.28)
Donde:
No= densidad de potencia de ruido (Watts por hertz)
K= constante de Boltzmann (1,38 ∗ 10−23J/K)
T= temperatura absoluta (kelvin) (temperatura ambiente= 17°C o 290 K)
Por lo tanto, a la temperatura ambiente con un ancho de banda de 1 Hz, la densidad de potencia de ruido
disponible es:
No = 1,32 ∗ 10−23 J
K
290K (1.29)
No = 4 ∗ 10−21 W
Hz
Y expresada en dBm:




No (dBm) = 10 log
4 ∗ 10−21
0,001
No (dBm) = −174dBm
La potencia total de ruido es igual al producto del ancho de banda y la densidad de potencia de potencia de
ruido. Por lo tanto, la potencia total de ruido presente en el ancho de banda B es:
N = KTB (1.31)
Donde:
N= la potencia total de ruido en el ancho de banda B (watts)
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No= KT= la densidad de potencia de ruido (watts por hertz)
B= ancho de banda del dispositivo del sistema (hertz)
Y expresada en dBm:




El resultado de la ley de equipartición es una densidad de potencia constante contra frecuencia. La Ecuación
1.31 indica que la potencia disponible de una fuente de ruido térmico es proporcional al ancho de banda sobre
cualquier rango de frecuencias.
Para la mayoría de los propósitos prácticos, el ruido térmico es directamente proporcional al producto del
ancho de banda del sistema y la temperatura absoluta de la fuente. Así, el ruido térmico total puede expresarse
como:
N(dBm) = −174 + 10 logB (1.33)
Ruido de disparo. El ruido de disparo es causado por la llegada aleatoria de portadoras en el ele-
mento de salida de un dispositivo electrónico, tal como un diodo, transistor de efecto de campo (FET),
transistor bipolar (BJT) o tubo de vacío. El ruido de disparo es proporcional a la carga de un electrón(
1,6 ∗ 10−19). Además, la potencia de ruido de disparo es aditivo con el ruido térmico.
Ruido de tiempo de tránsito. Cualquier modiﬁcación a una corriente de portadores conforme pasa
desde la entrada hasta la salida de un dispositivo (tal como del emisor al colector de un transistor)
produce una variación aleatoria irregular caliﬁcada como ruido de tránsito. Cuando el tiempo que toma
la portadora en propagarse a través de un dispositivo es una parte apreciable de tiempo de un ciclo de
la señal, el ruido se hace notable.
1.6.2. Ruido correlacionado
El ruido correlacionado es una energía eléctrica no deseada que está presente como un resultado direc-
to de una señal, tales como la distorsión armónica y la intermodulación. Las distorsiones armónicas y de
intermodulación son formas de distorsión no lineal; son producidas por la ampliﬁcación no lineal. El ruido
correlacionado no puede estar presente en un circuito a menos que exista una señal de entrada. Las distor-
siones armónicas y de intermodulación cambian la forma de la onda en el dominio del tiempo y el contenido
espectral en el dominio de la frecuencia [7].
Distorsión armónica. La distorsión armónica son los múltiplos no deseados de la onda seno de
frecuencias simples que se crean cuando la onda seno se ampliﬁca en un dispositivo no lineal, como un
ampliﬁcador de señal grande.
Ruido de intermodulación. Son las frecuencias no deseadas del producto cruzado (sumas y difer-
encias) creadas cuando dos o más señales son ampliﬁcadas en un dispositivo no lineal, tal como un
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ampliﬁcador de señal grande. Sería imposible medir todos los componentes de intermodulación pro-
ducidos cuando dos o más frecuencias se mezclan en un dispositivo no lineal.
1.7. La relación señal a ruido
La relación señal a ruido (S/N) es una relación matemática sencilla del nivel de la señal con respecto al
nivel de ruido en un punto dado del circuito, el ampliﬁcador o el sistema. La relación de señal a ruido puede
expresarse como una relación de tensión y una relación de potencia así [7]:


























La relación señal a ruido se expresa frecuentemente como una función logarítmica con la unidad de decibel.
Para la relación de tensión:
S
N




Para la relacion de potencia:
S
N




Si las resistencias de entrada y salida del ampliﬁcador, receptor o red siendo evaluadas son iguales, la relación
de potencia de la señal de ruido será igual a las relaciones cuadráticas de la tensión de la señal a la tensión
de ruido. La relación señal a ruido probablemente sea el parámetro más importante y frecuentemente usado
para evaluar el funcionamiento de un ampliﬁcador en un sistema completo de comunicaciones. Entre más
alta sea la relación señal a ruido, mejor será el funcionamiento del sistema.
1.8. Factor de ruido e índice de ruido
El factor de ruido (F ) y el índice de ruido (NF ) son índices que indican la degradación en la relación
señal a ruido conforme la señal se propaga por un ampliﬁcador sencillo, una serie de ampliﬁcadores o un
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sistema de comunicaciones. El factor de ruido es la relación de la relación señal a ruido de entrada, entre la
relación señal a ruido de salida. Así que, el factor de ruido es una relación de relaciones. Matemáticamente,
este factor se escribe como [7]:
F =
relacion sen˜al a ruido de entrada
relacion sen˜al a ruido de salida
(1.38)
El índice de ruido es el factor de ruido expresado en forma logarítmica. Matemáticamente, este índice es:
NF (dB) = 10 log
relacion sen˜al a ruido de entrada
relacion sen˜al a ruido de salida
(1.39)
Capítulo 2
Comunicaciones a través de las líneas
eléctricas (PLC)
2.1. Introducción
Las actuales redes de acceso a comunicaciones permiten a un gran número de usuarios utilizar diferentes
servicios. Sin embargo, los costos de la realización, instalación y mantenimiento de redes de acceso son muy
altos, muy a menudo representan más del 50% de la inversión en la red.
Sin embargo los diferentes proveedores de servicios de comunicación intentan hacer realidad el acceso a la
red al menor costo posible para aumentar su competitividad en el amplio mercado de las telecomunicaciones.
Las redes de acceso hoy en día, siguen siendo propiedad de las monopólicas compañías de teléfonos, es por
esto que han surgido nuevos proveedores de red que tratan de encontrar soluciones para hacer realidad sus
propias redes de acceso. Una posibilidad prometedora para la realización de las redes de acceso es ofrecido
por la telecomunicaciones por líneas eléctricas (PLC).
La tecnología PLC permite la utilización de las redes de suministro de energía eléctrica para ﬁnes de comu-
nicaciones y hoy también servicios de banda ancha de comunicación. La idea principal detrás del PLC es
la reducción en los gastos operacionales y gastos para la realización de nuevas redes de telecomunicaciones.
Hoy en día, hay muchas actividades relacionadas con el desarrollo y la aplicación de la tecnología PLC en la
zona de acceso. Así, encontramos una serie de fabricantes que ofrecen productos PLC que garantizan tasas
de datos entre 2 y 4 Mbps y el anuncio de nuevos sistemas de PLC con velocidades de datos hasta 45 Mbps
o más.
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2.2. Historia
PLC/BPL como sistema de transmisión de voz y datos ya se ha utilizado desde principios del siglo XX
sobre cables de la red de transporte de alta tensión con ﬁnes de tele-operación y telecontrol, en su forma de
ondas portadoras analógicas de baja velocidad binaria de transmisión.
En los años 50 se había creado un sistema que permitía a las empresas de energía controlar el consumo, el
encendido del alumbrado público y el valor de las tarifas eléctricas por medio de una señal de baja frecuencia
(100 Hz) que viajaba a través de los cables de la red en un solo sentido [9].
En las redes de media y baja tensión, las empresas de energía tienen como objetivos la automatización de la
distribución y la gestión de la demanda. Estos activaron durante los años 80, la investigación en proyectos de
PLC/BPL de banda estrecha orientados a la lectura automática de contadores, control selectivo de cargas e
incluso su uso en la red de los abonados del servicio eléctrico o domótica. A ﬁnes de esa década los estudios
sobre el empleo de los cables eléctricos como medio de transmisión de datos estaban en un punto tal que
conseguían transmitir información en ambas direcciones.
A ﬁnales de los 90 se consiguió que esta transmisión se realizara a velocidades suﬁcientemente elevadas. Esto
permitió vislumbrar una aplicación en el campo de las telecomunicaciones: el acceso a Internet. Reciente-
mente ha surgido un nuevo sistema de comunicaciones denominado PLC/BPL para atender la demanda de
una Banda Ancha Real. Esta tecnología consiste en utilizar las líneas de distribución eléctricas para la
transmisión de información [9].
Todo esto ha enfocado a PLC/BPL como una tecnología de acceso a los servicios de telecomunicaciones que
convierte la red de distribución eléctrica de baja tensión en una red apta para la transmisión de voz y datos,
es decir, usa una infraestructura existente dedicada al suministro de energía eléctrica con el ﬁn de ofrecer
productos de telecomunicaciones con gran valor agregado al usuario ﬁnal: voz, datos, vídeo e internet.
Actualmente países como España, Francia, Alemania, Estados Unidos entre otros se realizan amplios estudios
y experimentos piloto sobre los sistemas de PLC/BPL. En países de Latinoamérica la tecnología también ha
tenido una buena aceptación. Ecuador y Chile han hecho grandes avances en el estudio e implementación del
PLC/BPL como sistemas de comunicaciones. Empresas de energía eléctrica, como es el caso de la ICE (In-
stituto Costarricense de Electricidad), han hecho pruebas piloto de la tecnología PLC enfocada a la medición
automática ARM (Automatic Reading Measurement)[10].
Para enero de 2004 varias empresas ﬁnanciadas por la unión europea iniciaron un macro proyecto llamado
OPERA (Open PLC European Research Alliance) el cual tendría una duración de 4 años divididos en 2
fases. Este proyecto trataba de encontrar un estándar para la comercialización del PLC a nivel europeo y en
el participaban 36 de las empresas eléctricas más importantes de la unión europea entre las cuales estaban
Endesa e Iberdrola. Este proyecto, de más de 20 M¿, fue ﬁnanciado por el 6° programa marco de la Comisión
Europea (área de tecnologías de la información) que empezó en enero de 2004 [11].
Por otro lado en Colombia instituciones como la Universidad de los Andes, Universidad Nacional de Colom-
bia y Universidad Tecnológica de Pereira entre otras, han realizado estudios sobre la tecnología PLC/BPL.
Estos estudios incluyen una visión general sobre la tecnología PLC/BPL, aspectos técnicos como modu-
lación, frecuencias de transmisión, topología de la red, arquitectura, ancho de banda, modos de transmisión,
interferencias y moldeamiento matemático de la línea de transmisión, de los ﬁltros, de los circuitos de acondi-
cionamiento de la señal de datos y del demodulador. En la Universidad Tecnológica de Pereira se destaca el
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trabajo de grado del ingeniero Ever Julián Correa en el cual se realiza un análisis general de la tecnología
[2]. También el ingeniero Oscar González Sánchez en su proyecto de grado investiga acerca de algunas mod-
ulaciones y su comportamiento en diferentes canales [3].
En lo referente a algunas empresas eléctricas de nuestro país, la empresa de Interconexión S.A. ISA actual-
mente hace uso de la tecnología PLC/BPL para llevar a cabo el control de subestaciones. Por otra parte la
Central Hidroeléctrica De Caldas CHEC también hace uso de la tecnología PLC/BPL en media tensión con
la misma ﬁnalidad que la empresa ISA, esto se lleva a cabo mediante el uso del equipo NSK5 el cual realiza
actualmente la transmisión de datos mediante una modulación análoga en frecuencia, entre la subestación de
Salamina y Aranzazu en Caldas. A pesar de que la empresa CHEC sigue manteniendo este enlace, a debido
prescindir del resto de enlaces de igual o mayor importancia en lo referente a la magnitud de las subestaciones,
por problemas de soporte técnico para los equipos que tenían montados.
2.3. Banda ancha sobre las líneas eléctricas
La banda ancha sobre las líneas eléctricas es una tecnología emergente que puede proporcionar acceso a
Internet de alta velocidad para el hogar o la oﬁcina mediante el uso de una toma de corriente. Conocida como
BPL, banda ancha sobre líneas eléctricas teóricamente tiene la capacidad de permitir que los datos que se
transmiten a través de líneas eléctricas a hogares y oﬁcinas a velocidades de datos entre 500 Kbps y 3 Mbps,
lo que equivale a la mayoría de Digital Subscriber Line (DSL) y módem de cable. Por lo tanto, BPL ofrece
una alternativa a los métodos convencionales emergentes de obtener acceso a Internet de alta velocidad.
La principal razón para que esta tecnología sea tan prometedora es el hecho de que prácticamente cada
hogar, oﬁcina o cualquier establecimiento esté conectada a una red a través del cableado eléctrico presente
en cualquiera de estos lugares. Las características físicas y de capilaridad de la red eléctrica y las altas
prestaciones de los estándares por parte de la IEEE, posicionan power line como una excelente alternativa,
siempre que se disponga de redes privadas de cable sobre las que inyectar señales power line.
Los módems PLC transmiten en las gamas de media y alta frecuencia (señal portadora de 1,6 a 30 MHz). La
velocidad asimétrica en el módem va generalmente desde 256 kbit/s a 2,7 Mbit/s. En el repetidor situado en
el cuarto de medidores (cuando se trata del suministro en un ediﬁcio) la velocidad es hasta 45 Mbit/s y se
puede conectar con 256 módems PLC. En las estaciones de tensión medio, la velocidad desde los centros de
control de red (head end) hacia Internet es de hasta 134 Mbit/s. Para conectarse con Internet, las empresas
de electricidad pueden utilizar un backbone
1
(espina dorsal) de ﬁbra óptica o enlaces licenciados.
2.4. Líneas de energía eléctrica como canal de comunicación
El aprovechamiento de las redes ya existentes de transmisión de energía eléctrica para usarlas como
transporte de información, resulta ser de una gran utilidad, lo cual contribuye con la prestación de servicios en
zonas remotas que podría transformar completamente la calidad de vida y el acceso a la información en dichos
1La palabra backbone se reﬁere a las principales conexiones troncales de Internet. Está compuesta de un gran número de
routers comerciales, gubernamentales, universitarios y otros de gran capacidad interconectados que llevan los datos a través de
países, continentes y océanos del mundo mediante mangueras de ﬁbra optica.
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lugares. Este tipo de tecnología se conoce como PLC por sus siglas en ingles (power line communication).
Para llevar a cabo este aprovechamiento es necesario realizar varios análisis sobre las redes ya que éstas no
están diseñadas originalmente con este ﬁn. Esto lleva a considerar los efectos que se producen al inyectar en
la red eléctrica una señal de alta frecuencia, por lo que se deben estudiar métodos de modulación para que
la señal sea conﬁable, segura, clara y no interﬁera con el propósito original de las redes eléctricas.
2.4.1. Topología de la red
La red eléctrica está dividida principalmente en tres secciones con diferentes niveles de tensión: La alta
tensión, media tensión y la sección de baja tensión. Desde un punto de vista aplicativo hacia las comuni-
caciones con PLC/BPL, no todas las partes de la red eléctrica de distribución son de igual interés. La red
de baja tensión es la de mayor interés ya que esta es denominada la última milla para el usuario como se
ilustra en la Figura 2.1.
Figura 2.1: Topología de la red de distribución de baja tensión última milla.
2.4.2. Especiﬁcaciones sobre el canal PLC
Figura 2.2: Propagación de la señal sobre la línea de transmisión.
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A partir del modelo mostrado en la Figura 2.2. de la línea de tensión, se describen la corriente y la tensión
de la siguiente manera [4]:
U (x) = U2 cosh (γx) + I2ZL sinh (γx) (2.1)













(R′ + jωL′) (G′ + jωC ′) = α+ jβ (2.4)
Teniendo en cuenta que la onda solo se propaga desde el origen hasta el destino la función de transferencia
de una línea de longitud l es:
H (f) =
U (x = 1)
U (x = 0)
= e−γl = e−α(f)le−jβ(f)l (2.5)
2.5. Características de las modulaciones usadas en PLC
2.5.1. GMSK (Gaussian minimum shift keying)
GMSK (Gaussian Minimum Shift Keying) es un esquema de modulación continua en fase, una técnica
que consigue suavizar las transiciones de fase entre estados de la señal, consiguiendo por tanto reducir los
requisitos de ancho de banda. Con GMSK, los bits de entrada representados de forma rectangular (+1, -
1) son transformados a pulsos gausianos (señales de forma acampanada) mediante un ﬁltro gausiano para
posteriormente ser suavizados por un modulador de frecuencia. En la mayoría de los casos, la duración del
pulso gausiano supera a la de un bit, dando lugar como consecuencia a lo que se conoce como interferencia
inter-simbólica (ISI). El grado de esta superposición es determinado por el producto del ancho de banda del
ﬁltro gausiano y la duración de un bit. Este producto se conoce normalmente como BT. Cuanto menor sea el
valor de BT mayor será el solapamiento entre pulsos gausianos. La portadora resultante es una señal continua
en fase lo cual es importante porque las señales con transiciones suaves entre fases requieren menor ancho de
banda para ser transmitidas. Por otra parte, este suavizado de la señal hace que el receptor tenga que realizar
un trabajo mayor en la demodulación de la señal ya que las transiciones entre bits no están bien deﬁnidas.
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Además de usarse en la transmisión de datos por la red eléctrica, este tipo de modulación es muy utilizado
también en redes GSM, y en comunicaciones aeroespaciales debido al poco ancho de banda necesario y a la
robustez de la señal en medios hostiles.
2.5.2. DSSS (Direct Sequence Spread Spectrum)
Los sistemas de secuencia directa (DS) son sistemas de espectro ensanchado en los cuales la portadora
está modulada por un código de dispersión de alta velocidad y una corriente de datos de información. La
secuencia del código de alta velocidad es el causante directo del ensanchamiento de la señal transmitida.
Características
Se basa en la multiplicación de la secuencia de bits original por una secuencia digital (chips) de velocidad
mucho mayor.
El código de expansión expande la señal por una gran banda de frecuencias.
La expansión es proporcional al número de bits usados.
Se combina la información digital de la secuencia de bits con los bits de la secuencia de expansión,
usando OR exclusivo.
La señal binaria de datos modula una portadora RF, y la señal modulada resultante es modulada por
la señal código (la señal código consiste en una sucesión de bits de código entre +1 y -1).
Ventajas
Acceso múltiple: si múltiples usuarios usan el canal a la vez, habrá múltiples señales DS superpuestas
en tiempo y frecuencia. Si los códigos usados tienen muy poca correlación, podrán separarse los canales
sin problemas.
Interferencia multicamino: si la secuencia código está bien seleccionada, la señal será cero fuera del




En ocasiones genera interferencias en banda estrecha.
2Cada chip de memoria es una matriz de pequeñas celdas. Cada celda mantiene un bit de información.
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2.5.3. FHSS (Frequency Hopping Spread Spectrum)
Es una técnica de modulación en espectro ensanchado donde la señal se emite sobre una serie de radiofre-
cuencias aparentemente aleatorias, saltando de frecuencia en frecuencia sincrónicamente con el transmisor.
Los receptores no autorizados escucharán una señal ininteligible. Si se intentara interceptar la señal, sólo se
conseguiría para unos pocos bits. Una transmisión en espectro ensanchado ofrece 2 ventajas principales:
Las señales en espectro ensanchado son altamente resistentes al ruido y a la interferencia.
Las señales en espectro ensanchado son difíciles de interceptar. Una transmisión de este tipo suena
como un ruido de corta duración, o como un incremento en el ruido en cualquier receptor, excepto para
el que esté usando la secuencia que fue usada por el transmisor.
2.5.4. OFDM (Orthogonal Frequency Division Multiplexing)
El origen del OFDM es en la década de los 50/60 en aplicaciones de uso militar que trabajan dividiendo el
espectro disponible en múltiples subportadoras. OFDM es una tecnología de modulación digital, una forma
especial de modulación multi-portadora considerada la piedra angular de la próxima generación de productos
y servicios de radio frecuencia de alta velocidad para uso tanto personal como corporativo. La técnica de
espectro disperso de OFDM distribuye los datos en un gran número de portadoras que están espaciados entre
sí en distintas frecuencias precisas. Ese espaciado evita que los demoduladores vean frecuencias distintas a
las suyas propias.
Al no existir un estándar para PLC la modulación OFDM varía según los fabricantes de esta nueva tecnología.
El sistema de DS2 como primer ejemplo utiliza:
1280 portadoras de hasta 30 MHz.
Flujo de datos de 45 Mb/s; 27 Mb/s en bajada y 18 Mb/s en subida.
Este sistema al trabajar con gran número de portadoras tiene las siguientes ventajas:
Sincronización más simple y robusta.
Fácil de adaptarse a cortes.
Mejor inmunidad a ruidos impulsivos, interferencias.
Mejor robustez frente a distorsiones.
Puede adaptarse fácilmente a los cambios en las condiciones de transmisión de la línea eléctrica y que
se pueden utilizar ﬁltros para proteger los servicios que puedan resultar interferidos.
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2.6. Principales proveedores
Debido a que en muchos casos los equipos BPL ofrecen la transmisión en el hogar u oﬁcina a través de
líneas de baja tensión, se hace necesario el uso de módems de energía de la línea en la ubicación del suscriptor.
Existen proveedores de productos para su uso en el hogar que permite las comunicaciones no sólo a través de
la casa u oﬁcina, sino también, a través de líneas de baja tensión hacia los equipos instalados por BPL/PLC
de la empresa proveedora.
Ambient Corporation
Ambient Corporation ha sido la única empresa que cotiza en bolsa, ubicada en los Estados Unidos, ded-
icada exclusivamente a las comunicaciones por línea eléctrica de fabricación y desarrollo de productos de la
tecnología (PLC). La empresa ha desarrollado una red de comunicaciones a través de la infraestructura ya
existente, como es la línea eléctrica de media y baja tensión.
Ambient Corporation deﬁne la arquitectura del sistema en dos partes. La primera parte trata de superposi-
ciones de una red de distribución de servicios públicos, mientras que la segunda parte de la arquitectura
consiste en la red de datos de vuelta, que conecta la red PLC a Internet y el centro de datos de utilidad.
Este último representa un lugar donde la utilidad puede gestionar la red, así como habilitar y deshabilitar el
funcionamiento de los equipos utilizados por los abonados.
La arquitectura de red Ambient deﬁne el uso de las redes y los componentes de la capa física. Los componentes
de red de capa están conectadas a la red de distribución de servicios públicos para enrutar el tráﬁco de datos
por líneas eléctricas, mientras que los componentes físicos se adjuntan a las líneas de energía de la red para
transmitir y recibir datos a través de esas líneas, así como para hacer frente a los dispositivos de utilidad,
tales como transformadores, que representan un reto para el ﬂujo de datos de señales de alta frecuencia [12].
Amperion, Inc.
Empresa con sede en Massachusetts, Estados Unidos, se especializa la tecnología PLC de media tensión.
Amperion se fundó en 2001 con un monto inicial de $ 12,5 millones y representa una empresa conjunta
respaldada por Cisco Systems, Redleaf Grupo y American Electric Power, esta última una compañía eléctrica
de gran importancia. La compañía desarrolla hardware y software de red para permitir la entrega de las
comunicaciones de banda ancha sobre la infraestructura de servicios eléctricos.
La empresa ofrece tecnología PLC en una infraestructura de servicios subterráneos. Cada línea de productos
consiste en un inyector, un extractor y un extractor de repetidor combinado. Estos productos se comercializan
bajo el nombre de Amperion Conecte Solution, que proporciona hasta 24 Mbps por punto de inyección [12].
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Corinex Communications Corporation
Ubicada en Vancouver, Canadá, se ha ido convirtiendo en líder mundial en el despliegue de soluciones de
redes basadas en la línea de alimentación, cable, teléfono, conexión inalámbrica y las tecnologías de VoIP.
Corinex Communications es una compañía privada que fue fundada en 1989. Realiza sus actividades de
ingeniería en Bratislava en la República Eslovaca, y la fabricación se produce en China y Taiwán. La compañía
comercializa varios productos de línea eléctrica para su uso en el hogar y la oﬁcina. Estos productos incluyen
un Powerline Ethernet Wall Mount, un adaptador Powerline Ethernet, y un Router inalámbrico para línea
eléctrica que utiliza la tecnología OFDM y cumple con el estándar HomePlug 1.0 que admite velocidades de
datos hasta 14 Mbps [12].
DS2
DS2 es una compañía ubicada en Valencia, España, proveedor de conjuntos de chips de semiconductores
y software para las comunicaciones de línea eléctrica. La compañía comercializa una serie de conjuntos de
chips que admite la transmisión de 200 Mbps de datos por líneas eléctricas. El DSS9010 representa un chip
elaborado por la empresa y optimizado para soportar alta velocidad de vídeo y comunicaciones de datos
respecto a los actuales cables de alimentación doméstica. El chipset DSS9010 hace uso de la modulación
OFDM para proporcionar una capacidad de 200 Mbps de transmisión de datos y proporciona la base a través
de su apoyo a la calidad de servicio (QoS) para su incorporación en los módems, así como para su uso en
otros tipos de equipos de infraestructura [12].
Siemens Corporation
Esta empresa de electrónica a gran escala con sede en Alemania fabrica una serie de productos diseñados
para facilitar las comunicaciones por líneas eléctricas. A partir de 2002, Eﬃcient Networks Inc., una ﬁlial
de Siemens Corporation, que más tarde se convirtió en una nueva unidad global de la corporación llamada
Siemens Networks suscriptor, publicó una serie de productos de la línea eléctrica de redes domésticas [12].
Capítulo 3
Modulación por espectro disperso
(expandido)
La ventaja principal del sistema de comunicación por espectro disperso o expandido es su capacidad para
rechazar la interferencia, ya sea si esta no es intencional o es producida intencionalmente por un transmisor.
La deﬁnición de espectro disperso se puede describir en dos partes:
El espectro disperso es un medio de trasmisión en el cual la secuencia de datos ocupa un ancho de
banda mucho mayor que el necesario para enviar la información
La dispersión del espectro se lleva a cabo antes de la transmisión mediante un código o secuencia que
es independiente a la información que de desea transmitir. El mismo código es utilizado en el receptor
en sincronismo con el transmisor para des-dispersar o des-ensanchar la señal recibida de manera que
sea posible recuperar la información.
La modulación por espectro disperso se desarrolló originalmente para aplicaciones militares, donde la re-
sistencia a la interferencia es un interés fundamental. Sin embargo existen aplicaciones civiles que también
se beneﬁcian de las características de esta modulación. Por ejemplo puede utilizarse para ofrecer rechazo de
multitrayecto en un ambiente de radio móvil terrestre, otra aplicación corresponde a las comunicaciones de
acceso múltiple las cuales requieren varios usuarios independientes para compartir un canal común sin un
mecanismo de sincronización externo.
3.1. Fundamentos del espectro disperso
Un método para aumentar el ancho de banda de la secuencia (datos) que contiene la informaron implica el
uso de la modulación. Considere que {bk} denota una secuencia binaria y {ck} una secuencia de pseudo ruido.
Sean las formas de onda b(t) y c(t) sus respectivas representaciones polares sin retorno a cero en términos
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de dos niveles de igual amplitud y polaridad opuesta, esto es ±1. Se hace referencia a b(t) como la señal
que contiene la información y a c(t) como la que contiene el pseudo ruido. La modulación deseada se logra
aplicando la señal de datos b(t) y la señal pseudo ruido c(t) en un modulador de producto o multiplicador,
como se muestra en la Figura 3.1a.
Figura 3.1: Modelo idealizado del sistema de espectro disperso de banda base. a) Transmisor. b) Canal. C)
Receptor.
Según teoría de la transformada de Fourier se sabe que la multiplicación de dos señales produce una señal
cuyo espectro es igual a la convolución de los espectros de las dos señales componentes. En consecuencia, si la
señal del mensaje b(t) es de banda angosta y la señal pseudo ruido c(t) es de banda ancha, la señal producto
(modulada) m(t) tendrá un espectro que es casi el mismo que el de la señal pseudo ruido de banda ancha lo
cual demuestra que la función de dispersión o esparcimiento de la señal pseudo ruido.
Al multiplicar la señal b(t) que contiene la información por la señal pseudo ruido c(t) cada bit de información
se recorta en varios incrementos de tiempo pequeños como se ilustra en las ondas de la Figura 3.2. Estos
pequeños incrementos de tiempo suelen conocerse como divisiones.
En la transmisión de banda base la señal producto m(t) representa la señal transmitida. Es posible entonces
representar la señal transmitida como se muestra en la Figura 3.1. La señal recibida r(t) consiste en la señal
transmitida m(t) más una interferencia aditiva denotada por i(t) como se muestra en el modo del canal de
la Figura 3.1b. por lo tanto:
r(t) = m(t) + i(t) = c(t)b(t) + i(t) (3.1)
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Figura 3.2: Formas de onda en el transmisor de la Figura 3.1a.
Para recuperar la señal de mensaje original b(t), la señal recibida r(t) se aplica a un demodulador que está
compuesto de un multiplicador seguido de un integrador y un dispositivo de decisión como el que se muestra
en la Figura 3.1c. El multiplicador se alimenta con una secuencia de pseudo-ruido generada localmente que es
una réplica de la que utiliza el transmisor. Además se debe tener en cuenta que la secuencia de pseudo-ruido
del receptor está en perfecto sincronismo con la del transmisor, por lo cual la salida en el receptor está dada
por:
z(t) = c(t)r(t) = c2(t)b(t) + c(t)i(t) (3.2)
La ecuación 3.2 muestra que la señal de datos b(t) se multiplica dos veces por la señal de ruido c(t), en tanto
que la señal indeseable i(t) se multiplica solo una vez. La señal de pseudo-ruido c(t) se alterna entre los niveles
−1 y +1 y la alternancia se destruye cuando se eleva al cuadrado por esto:
c2(t) = 1 para todo t (3.3)
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Por lo tanto, es posible simpliﬁcar la ecuación 3.2 como:
z(t) = b(t) + c(t)i(t) (3.4)
De este modo se observa que de acuerdo con la ecuación 3.4 que la señal de datos b(t) se reproduce a la
salida del receptor, excepto por el efecto de la interferencia representada por el termino aditivo c(t)i(t). La
multiplicación de la interferencia i(t) por la señal de pseudo-ruido c(t) generada localmente equivale a que el
código de dispersión afectará a la interferencia exactamente como lo hizo la señal original en el transmisor.
Después de esto se observa que la componente de datos b(t) es de banda angosta en cambio la componente
c(t)i(t) es de banda ancha. Por ello, al aplicar la salida del multiplicador al ﬁltro de banda base (pasa-bajo)
con un ancho de banda apenas lo suﬁcientemente grande para adaptarse a la señal de recuperación de datos
b(t), se ﬁltra la mayor parte de de la potencia en la componente espuria c(t)i(t).
En el receptor de la ﬁgura 3.1c. el efecto del ﬁltro pasa bajo es en realidad ejecutado por el integrador que
evalúa el area bajo la señal producida a la salida del multiplicador. La integración se efectúa para el intervalo
de bit 0 ≤ t ≤ Tb dado el valor del muestreo υ. Por último, el receptor toma una decisión: si υ es mayor que
el umbral de cero, el receptor indica que se envio el símbolo binario 1 de la secuencia de datos original en el
intervalo 0 ≤ t ≤ Tb, y si υ es menor que cero, indica que se envió el símbolo cero; si υ es exactamente igual
a cero, el receptor elige al azar 0 o 1.
3.2. Secuencias pseudo aleatorias o de pseudo ruido
Una secuencia de pseudo ruido o pseudo aleatoria es una secuencia binaria periódica con forma de onda
similar al ruido que suele generarse por medio de un registro de corrimiento realimentado, cuyo diagrama es
mostrado en la Figura 3.3. y consiste en un registro de corrimiento ordinario formado por m ﬂip-ﬂops (etapas
de memoria de dos estados) y un circulo lógico, los cuales se interconectan en un circuito realimentado de lazo
múltiple. Los ﬂip-ﬂops se regulan mediante un reloj temporizador. En cada cambio del reloj, el estado de cada
ﬂip-ﬂop cambia a la siguiente línea. Con cada pulso del reloj el circuito lógico calcula una función booleana
de los estados de los ﬂip-ﬂops. El resultado se realimenta luego como entrada del primero de los ﬂip-ﬂops
evitando de esta manera que el registro de corrimiento se vacie. La secuencia de pseudo ruido generada está
determinada por la longitud m del registro de corrimiento, su estado inicial y la lógica realimentación.
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Figura 3.3: Registro de corrimiento.
Tomando a sj(k) como el j − esimo estado del ﬂip-ﬂop después del k− esimo pulso del reloj; este estado
puede representarse mediante el símbolo 0 o 1. El estado de registro de corrimiento después del k − esimo
pulso se deﬁne entonces mediante el conjunto {s1(k), s2(k), . . . , sm(k)} donde k ≥ 0. En el estado ﬁnal, k es
cero. De acuerdo con esto se tiene que:
sj(k + 1) = sj−1,
k ≥ 01 ≤ j ≤ m (3.5)
Donde s0(k) es la entrada aplicada al primer ﬂip-ﬂop después del k − esimo pulso del reloj. Según la
conﬁguración que se describe en la Figura 3.3. s0(k) es una función booleana de los estados individuales
s1(k), s2(k), . . . , sm(k). Para un longitud especiﬁcada m, esta función booleana determina en forma única la
secuencia de estados subsecuentes y, por lo tanto, la secuencia de pseudo ruido que se produce a la salida del
ﬂip-ﬂop ﬁnal en el registro de corrimiento. Con el número total m de ﬂip-ﬂops el número de estados de ruido
de el registro de corrimiento es a lo mucho 2m. Se concluye en consecuencia que la frecuencia de pseudo-ruido
generada por un registro de corrimiento realimentado debe a la larga volverse periódica con un período a lo
sumo de 2m.
3.2.1. Clases de secuencias pseudoaleatorias
3.2.1.1. Secuencias de longitud máxima (secuencia−m)
Se dice que el registro de corrimiento será lineal cuando la lógica de realimentación consista por completo
en sumadores modulo 2. En este caso no se permite el estado cero (el estado en el cual todos los ﬂip-ﬂops
se encuentran en estado cero). Se señaló de esta manera debido a que para un estado cero, la entrada s0(k)
producida por la lógica seria 0, el registro de corrimiento permanecería entonces en el estado cero y la salida
consistiría enteramente de ceros. De tal modo que el período de una secuencia de pseudo ruido producida por
un período es exactamente2m − 1, la secuencia de pseudo ruido se denomina secuencia de longitud máxima
o secuencia m.
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Propiedades de las secuencias de longitud máxima
Las secuencias de longitud máxima cuentan con muchas propiedades que posee una verdadera secuencia
aleatoria. Esta ultima constituye una secuencia en la cual la presencia del numero 1 o 0 es igualmente probable.
Algunas de estas propiedades son:
En cada período de una secuencia de longitud máxima, el número de unos es siempre uno más que el
número de ceros. Esto se denomina propiedad de balance.
Entre las corridas de unos y ceros en cada período de la secuencia de longitud máxima la mitad de
las corridas de cada tipo son de longitud 1, un cuarto son de longitud 2, un octavo son de longitud 3
y asi sucesivamente, siempre que estas fracciones representen números de corridas signiﬁcativos. Esta
se conoce como propiedad de corrida. Por una corrida se quiere decir una sub-secuencia de símbolos
idénticos (unos o ceros) dentro de un período de la secuencia. La longitud de esta sub-secuencia es la
longitud de la secuencia. Para una secuencia de longitud máxima generada por un registro de corrimiento
realimentado lineal de longitud m el número total de corridas es (N + 1)/2 donde N = 2m − 1.
La función de auto-correlación de una secuencia de longitud máxima es periódica y de valor binario.
Lo anterior se conoce como propiedad de correlación.
El período de una secuencia de longitud máxima está deﬁnido por:
N = 2m − 1 (3.6)
Donde m es la longitud del registro de corrimiento. Considere que los números binarios 0 y1 de la secuencia
se denotan mediante los niveles+1 y −1 respectivamente. Sea c(t) la forma de onda resultante de la secuencia
de longitud máxima, como se ilustra en la Figura 3.4 para N = 7. El período de la forma de onda c(t) es:
Tb = NTc (3.7)
Figura 3.4: Forma de onda de secuencia de longitud maxima para la longitud m = 3 o período N = 7.
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Donde Tc es la duración asignada al símbolo 1 o 0 en la secuencia de longitud máxima. Por deﬁnición, la







Donde τ se encuentra en el intervalo (−Tb/2, T b/2); la Ecuación 3.8 constituye un caso especial de la función
de auto-correlación promediada en el tiempo.






Aplicando esta fórmula a la secuencia de longitud máxima representada por c(t), obtenemos:
Rc(τ) =
1− N+1NTc |τ | , |τ | ≤ Tc− 1N para el resto del perı´odo (3.10)
Este resultado es graﬁcado en la Figura 7.3b para el caso de m = 3 o N = 7.
Figura 3.5: Función de autocorrelacion.
De acuerdo con la teoría de la transformada de Fourier se sabe que la periodicidad en el dominico del
tiempo se transforma en un muestreo uniforme en el dominio de la frecuencia. Esta interacción entre los
dominios del tiempo y la frecuencia se conﬁrma mediante la densidad de potencia espectral de la onda c(t)
de longitud máxima. Especíﬁcamente tomando la transformada de Fourier de la Ecuación 3.10 obtenemos el
espectro de muestreo como:





















El cual esta graﬁcado en la Figura 3.6 para m = 3 y N = 7.
Figura 3.6: Densidad espectral de potencia.
3.2.1.2. Código Barker
Mediante modulación en fase podemos dividir un impulso en un número determinado de subimpulsos.
Estos subimpulsos tienen todos la misma duración, y su fase vendrá determinada por un código determinado.
Los códigos empleados usualmente son binarios, lo que signiﬁca que solo hay dos fases diferentes, 0º y 180º. Los
códigos binarios son secuencias de 0 y 1 ó 1 y =1 que vienen dados por la fase del subimpulso correspondiente.
Los códigos Barker son un tipo especial de secuencia binaria óptima que se emplean para la compresión de
impulsos de radar, ya que la función de autocorrelación da lóbulos laterales pequeños. El pico de la función
de autocorrelación es N, donde N es la longitud del código, mientras que la magnitud del lóbulo lateral es 1.
Los códigos Barker serían ideales para la compresión de impulsos de radar si no fuera porque no se conoce
ningún código de este tipo que tenga una longitud superior a 13, por lo que la razón de compresión queda
limitada a un máximo de 13 si se emplean este tipo de códigos.
3.2.1.3. Código gold
Las secuencias de Gold son generadas mediante la suma módulo-2 de dos buenas M-Secuencias de igual
longitud como se puede ver en la Figura 3.7.
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Figura 3.7: Esquema de un generador de códigos Gold.
Aunque el número de buenas M-Secuencias es bajo, se pueden obtener un gran número de secuencias
de Gold. Esto es debido a que dos M-Secuencias pueden tener hasta 2N − 1 desplazamientos relativos difer-
entes entre ellas, y cada desplazamiento resulta en una secuencia de Gold diferente como se explicó en las
propiedades de las M-Secuencias.
En oposición a las M-Secuencias, la función de autocorrelación de los códigos Gold tienen cuatro posibles
valores diferentes mientras que la correlación cruzada posee tres posibles valores:

φxx(l) = L, θc(N)− 2,−1,−θc(N)
φxy(l) = θc(N)− 2,−1,−θc(N)
con θc(N) = 2b
N/2+1c + 1
(3.12)
Comparando las secuencias de Gold con las M-Secuencias con respecto a las funciones de correlación, se
puede ver como para las secuencias de Gold hay un mayor número de códigos que cumplen la propiedad de
la correlación cruzada. Esto está compensado con una empeora de la función de autocorrelación. Los códigos
Gold se utilizan en UMTS para el Scrambling.
1
3.2.1.4. Secuencia kasami
La secuencia Kasami es un código formado por la selección de chips en determinado tiempo de la
secuencia −m hasta completar su secuencia que es igual en longitud a la secuencia-m que selecciona. Por
ejemplo, si la longitud del código es 15 cada cinco tiempos se escogerá un chip por el diezmador o ejecutor
1Sistema Universal de Telecomunicaciones Móviles (Universal Mobile Telecommunications System - UMTS) es una de las
tecnologías usadas por los móviles de tercera generación (3G, también llamado W-CDMA), sucesora de GSM, debido a que la
tecnología GSM propiamente dicha no podía seguir un camino evolutivo para llegar a brindar servicios considerados de Tercera
Generación.
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que se encuentra a la salida, ya sea de una secuencia−m o una secuencia de oro. la Figura 3.8. se puede ver
el registro de corrimiento correspondiente a esta secuencia.
Figura 3.8: Registro de desplazamiento Kasami.
3.3. Modulación DSSS
El diagrama de bloques de la Figura. 3.9 muestra un modulador de secuencia-directa (DS). Secuencia
Directa es el nombre que se le da a la técnica de espectro expandido en la cual la onda portadora es primero
modulada con la señal de datos x(t), luego la señal es modulada por segunda vez para ser expandida g(t). Si
se considera una portadora que posee una potencia P la cual modula los datos de forma constante con una
frecuencia en radianes w0 y una fase de modulación θx(t), se tiene [14]:
sx(t) =
√
2P cos [w0t+ θx(t)] (3.13)




2P cos [w0t+ θx(t) + θg(t)] (3.14)
Donde se puede ver la fase de la portadora posee dos componentes θx(t) debido a los datos y θg(t) debido a
la secuencia de expansión.
Ahora se puede expresar una equivalencia a la Ecuación 3.13 como la multiplicación de la portadora por x(t),




Si al igual que los datos, la modulación de secuencia expandida es realizada con moduladores BPSK y g(t)




CAPÍTULO 3. MODULACIÓN POR ESPECTRO DISPERSO (EXPANDIDO) 54
Un modulador basado en la Ecuación. 3.16 se puede apreciar en la Figura 3.9b. La secuencia de pulsos de
los datos y la secuencia de los pulsos expandidos son multiplicados primero y luego son compuestos en la
portadora x(t). La forma de asignar un valor binario se muestra en el cuadro 3.1.
Valor del pulso Valor binario
1 0
-1 1
Cuadro 3.1: Asignación binaria DSSS.
El paso inicial en la modulación DS/BPSK puede ser realizado por el modulo-2 (adición) de la secuencia
binaria con la secuencia binaria expandida.
La demodulación de la señal DS/BPSK es realizada correlacionando o desmodulando la señal recibida con
la réplica sincronizada de la señal expandida g(t− Tˆd) como se puede ver en la Figura. 3.9c. donde Tˆd es el
retraso de propagación estimado en el receptor del Td que va del transmisor al receptor.
Figura 3.9: Sistema de espectro espandido en secuencia directa. (a) Transmisor BPSK en secuencia directa.
(b) Transmisor BPSK en secuencia directa simpliﬁcado. (c) Receptor BPSK en secuencia directa.
En la ausencia de ruidos o interferencias la señal de salida del correlador se puede escribir así:
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A
√
2Px(t− Td)g(t− Td)g(t− Tˆd) cos [w0(t− Td) + φ] (3.17)
Donde la constante A es un parámetro de ganancia del sistema y φ es un ángulo de fase aleatorio en el
intervalo (0, 2pi). Si tenemos en cuenta que g(t) = ±1, el producto de g(t − Td)g(t − Tˆd) será la unidad si
Td = Tˆd esto se lograría si la señal codiﬁcada del receptor está perfectamente sincronizada con el transmisor.
Cuando tenemos esta sincronización la salida del correlador en el receptor es la señal de datos modulada
(excepto por la fase aleatoria φ y el retraso Td). El correlador de agrupación es seguido de un demodulador
convencional para recuperar los datos.
3.3.1. Procesamiento de la ganancia y rendimiento
Un aspecto fundamental en los sistemas de espectro espandido es, cuanta proteccion puede dar SS contra
señales de interferencia de potencia ﬁnita. Las tecnicas de espectro espandido distrubuyen una señal de
dimenciones relativamente pequeñas en una señal de dimenciones grandes en el espacio. La señal es encuvierta
dentro de una señal de espacio, dado que se supone que eljammer
2
no sabe en todo momento las coordenadas en
las cuales se esta transmitiendo la señal, el unico recurso que este posse para evitar ocacionar una interrupcion
indeseada en las comunicaciones es lograr un apiñamiento (jam) en todo el espacio manteniendo su potencia
total ﬁja, induciendo así una cantidad limitada de interferencia en cada señal de coordenadas, o apiñarce
en un espacio limitado con una parte de su potencia total, dejando el resto del espacio de la señal libre de
interferencias.
Cosiderar a D como un conjunto de señales ortogonaes si(t), 1 ≤ i ≤ D, en un espacio de N − dimensio´n















1 para j = k0 de lo contrario (3.20)
Los {ψj(t)} son funciones linealmente independientes que están caracterizadas por un espacio ortonormal
2Jammer es un dispositivo de bloqueo usado en los sistemas de comunicaciones.
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de N − dimensio´n y son llamadas funciones básicas del espacio. Para cada símbolo de información que
es transmitido un conjunto de coeﬁcientes {aij} es elegido independientemente usando un código pseudo-
aleatorio con el ﬁn de ocultar la señal del espacio de D−dimensio´n en un espacio mayor de N−dimensio´n. El
conjunto de variables aleatorias {aij} toman valores de ±a cada una con una probabilidad de 12 . El receptor
obviamente tiene acceso a cada uno de los coeﬁcientes escogidos en su orden para realizar la correlación
necesaria para desensanchar la señal. Ahora si el i − esimo símbolo es enviado repetidamente, el conjunto
{aij} usado para llevar a cabo la transmisión es nuevamente seleccionado de símbolo a símbolo. Se puede
asumir que la energía de cada forma de onda del conjunto de D − sen˜ales es igual, teniendo esto en cuenta







a2ij i = 1, 2, . . . , D (3.21)
Donde la sobrebarra indica un valor esperado sobre el conjunto de símbolos transmisores.El signiﬁcado de
los coeﬁcientes y correlación se puede expresar así:
aijaik =
EsN para j = k0 de lo contrario (3.22)
Una suposición es que el jammer no tiene conocimiento en cuanto a la selección de los coeﬁcientes de la señales
{aij}. Por lo que concierne al jammer, los coeﬁcientes están uniformemente distribuidos en las coordenadas
básicas. Si el jammer elige distribuir su potencia uniformemente sobre todo el espacio de la señal, la forma













Un objetivo razonable para el jammer podría ser idear una estrategia para seleccionar porciones de b2j de su
energía total Ew para minimizar la proporción señal ruido (SNR) en el receptor después de la demodulación.
Ignorando la recepción de ruido en el receptor, por lo cual se tiene a la salida del detector:
r(t) = si(t) + w(t) (3.25)
La salida del detector esta correlacionada con un conjunto de posibles señales transmitidas, de modo que la
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(a2ij + bjaij) (3.26)
El segundo término a la derecha de la Ecuación 3.26 promedia a cero el conjunto de todas las posibles
secuencias pseudo-aleatorias y dado que el conjunto de variables aleatorias {aij} toman valores de ±a cada
uno con igual probabilidad
1
2 . Se puede concluir que se transmitió sm(t) con el valor esperado en la salida de





Es para i = m0 de lo contrario (3.27)
En la Ecuación 3.27 el termino E (zi/sm) para i = m se va interpretar de la siguiente manera.
Dado que si(t) se va a transmitir, N coeﬁcientes aij(1 ≤ j ≤ N) son elegidos pseudo-aleatoriamente (el recep-
tor tiene acceso a cada uno de los aijelegidos para poder llevar a cabo la correlación de desensanchamiento).
Por lo tanto en el cálculo E (zi/sm) siempre se piensa que el i− esimo símbolo de información es especiﬁcado
al ser transmitido, el patrón de coeﬁcientes usados es aparentemente aleatorio (para los receptores piratas o
no autorizados) para cada transmisión.
Ahora se puede suponer que para todo D las señales son iguales. Luego se espera que el valor a la salida de





Igualmente para la Ecuaciones 3.21 a 3.27 se puede calcular la variable (zi/sm). La varianza en la i− esima



















Para terminar, la varianza a la i− esima salida del correlador, dado que la m− esima es transmitida, donde








Ahora la relacion señal jammer a la salida i− esima del correlador esta deﬁnida por:













Donde P (sm) = 1/D es la probabilidad de la m−esima señal, además supone que las señales ocurren con igual
probabilidad y donde la energía de la señal y el jammer en la i− esima correlación están dadas por E2 (zi)
y var(zi) respectivamente. Esto se debe a que en la Ecuación 3.27, los únicos términos en la sumatoria de la
Ecuación 3.31. que no son iguales a cero son aquellos para los cuales i = m. El resultado es independiente





j = Ew, el SJR en la Ecuación 3.31. indica que la ventaja de la señal de propagación es un
factor N/D mejor que el del jammer. La proporción N/D es conocida como la ganancia de procesamiento
Gp.
Desde la dimensionalidad aproximada de una señal con un ancho de banda W y una duración T de 2TW , se










Donde Wsses el ancho de banda de la señal de espectro expandido (el ancho de banda total usado por la
técnica Spread-Spectrum) y Wmin es el ancho de banda minimo de los datos (tomado la tasa de transmisión
de datos , R). Para sistemas de secuencia directa (DS), Wss es aproximadamente el de la tasa de chips





Donde un chip es deﬁnido como la forma de onda más corta no interrumpida en el sistema. Para el método de
espectro expandido en secuencia directa (DSSS), el chip constituye un pulso de la secuencia pseudo-aleatoria
(PN) o un elemento de la señal.
3.4. Modulación FHSS
Con el método de modulación de saltos de frecuencia en el espectro ensanchado la señal es emitida
aparentemente al azar sobre una serie de radio frecuencias saltando de una frecuencia a otra en intervalos
deﬁnidos. El receptor debe saltar sobre estas frecuencias de manera sincronizada con el transmisor para lograr
recuperar correctamente el mensaje y dado que los espías no conocen la secuencia de saltos, lo único que
escuchan es un ruido por un período de tiempo corto.
CAPÍTULO 3. MODULACIÓN POR ESPECTRO DISPERSO (EXPANDIDO) 59
3.4.1. Enfoque básico de la transmisión de datos por la red eléctrica
Las Figuras 3.10 y 3.11 muestran el número de canales normalmente asignados para una señal FH. Hay
2k portadoras de frecuencias formando 2k canales. La anchura de este canal usualmente corresponde al ancho
de banda de la señal de entrada. El transmisor opera en un canal a la vez para cada intervalo; por ejemplo, el
estándar IEEE 802.11 posee un intervalo de 300ms. Durante este intervalo algún número de bits (posiblemente
una fracción de un bit) es transmitido usando algún esquema de codiﬁcación. Un código de esparcimiento
muestra la secuencia de los canales utilizados. Tanto el transmisor como el receptor usan el mismo código
para sintonizarse sincronizadamente.
Figura 3.10: Asignación de canales.
Figura 3.11: Asignación de frecuencias.
Un diagrama de bloques de un transmisor y un receptor son mostrados en las Figuras. 3.12 y 3.13
respectivamente. Para la transmisión, una serie de datos binarios alimentan el modulador usando algún
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esquema de codiﬁcación análoga-digital como FSK o BPSK. La señal resultante se centra en alguna de las
frecuencias base. Para esta modulación se utiliza un código pseudo-aleatorio o código PN el cual se le hizo
referencia anteriormente.Cada uno de los k−bit de la secuencia PN es referente a cada una de las 2k frecuencias
portadoras. Para cada siguiente intervalo (cada k − bit del código PN) es seleccionada una nueva portadora
de frecuencia. Esta frecuencia es después modulada por la señal producida inicialmente por el modulador
para generar una señal con la misma forma pero ahora centrada en la frecuencia de otra portadora. En el
receptor la señal de espectro expandido es demodulada usando la misma secuencia del código PN derivadas
de las frecuencias y demodulando para obtener la señal de salida.
Figura 3.12: Diagrama de bloques de un transmisor FHSS.
Figura 3.13: Diagrama de bloques de un receptor FHSS.
A continuación se mostraráy analizaráel funcionamiento bajo el esquema de modulación FSK. Se puede
deﬁnir que la entrada FSK en la modulación FHSS está asociada a la siguiente ecuación[13]:
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sd(t) = A cos [2pi(f0 + 0,5(bi + 1)4f)t] (3.34)
Para
iT < t < (i+ 1)T
Donde:
A =Amplitud de la señal
f0 =Frecuencia base
bi =valor del i− esimo bit de los datos (+1 para binario 1 y -1 para binario 0 )
4f =separacion entre las frecuencias
T =duracion de bit
1
T =velociada de los bits
Asi durante el intervalo del i− esimo bit la frecuencia de los datos de entrada es f0 si el bit de entrada es -1
o f0 +4f si el bit de entrada es +1.
La frecuencia del sintetizador genera un tono de frecuencia constante, cuya frecuencia salta entre un conjunto
de 2k frecuencias con un patron de salto determinado por los k − bits de la secuencia PN. Por simplicidad
asumimos que la duración de una espera es igual a la duración de un bit y se ignora la diferencia de las
fases entre la señal de datos sd(t) y la señal expandida además llamamos una señal chip c(t). Por lo cual el
producto de las señales durante la i− esima espera (i− esimo bit) es:
p(t) = sd(t)c(t) = A cos [2pi(f0 + 0,5(bi + 1)4f)t] cos [2pifit] (3.35)
Donde: fi es la frecuencia de la señal generada por el sintetizador durante la i − esima espera. Usando las
siguientes identidades trigonométricas cos(x) cos(y) = 1/2(cos(x+ y) + cos(x− y)) se puede obtener:
p(t) = 0,5A [cos(2pi(f0 + 0,5(bi + 1)4f + fi)t) + cos(2pi(f0 + 0,5(bi + 1)4f − fi)t)] (3.36)
Si tenemos en cuenta el ﬁltro pasa banda de las Figuras. 3.12 y 3.13, el cual es usado para bloquear la
diferencia de frecuencias y dar paso a la suma de frecuencias aumentando el rendimiento de la señal FHSS
tenemos:
s(t) = 0,5A [cos(2pi(f0 + 0,5(bi + 1)4f + fi)t)] (3.37)
Asi durante el intervalo del i− esimo bit la frecuencia de la señal de datos es f0 + fi si el bit de datos es -1
y f0 + fi +4f si el bit de datos es +1.
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Ahora en el receptor es resivida la señal s(t). Esta es multiplicada por la replica de la señal expandida para
producir la señal de la forma:
p(t) = s(t)c(t) = 0,5A cos [2pi(f0 + 0,5(bi + 1)4f + fi)t] cos [2pifit] (3.38)
Usando de nuevo identidades trigonométricas tenemos que:
p(t) = 0,25A [cos(2pi(f0 + 0,5(bi + 1)4f + fi + fi)t) + cos(2pi(f0 + 0,5(bi + 1)4f)t)] (3.39)
En este caso el ﬁltro pasa banda es diseñado para bloquear la suma de frecuencias y dejar pasar la diferencia
obteniendo así la señal sd(t) deﬁnida por la ecuación:
sd(t) = 0,25A cos [2pi(f0 + 0,5(bi + 1)4f)t] (3.40)
3.4.2. FHSS usando MFSK
Una técnica de modulación comúnmente usada en conjunto con FHSS es múltiple FSK (MFSK) recorde-
mos que MFSK utiliza M = 2L diferentes frecuencias para codiﬁcar los L − bits de la señal de entrada al
mismo tiempo. Así la señal que sale del transmisor se deﬁne por la siguiente ecuación:
si(t) = A cos(2pifit) (3.41)
1 ≤ i ≤M
Donde:
fi = fc + (2i− 1−M)fd
fc =Frecuencia de la portadora
fd =Diferencia de frecuencias
M =Número de los diferentes elementos de la señal = 2L
L =Número de bits por elemento de la señal
Para FHSS la señal MFSK es trasladada a una nueva frecuencia Tc segundos cada vez para modular la señal
MFSK con una señal portadora FHSS. El efecto es trasladar la señal al canal FHSS apropiado. Para una
velocidad de datos R la duración de un bit es T = 1/R segundos y la duración de cada elemento de la señal
es Ts = LT segundos. Si Tc es mayor o igual que Ts la modulacion es llamada FHSS lenta, de lo contrario es
conocida como FHSS rápida.
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FHSS lenta Tc ≥ Ts
FHSS rápida Tc < Ts
Cuadro 3.2: Diferencia entre la modulaciones FHSS-rápida y FHSS-lenta.
Figura 3.14: FHSS lenta usando MFSK (M = 4, k = 2).
la Figura 3.14 muestra un ejemplo de FHSS lenta usando MFSK con un M = 4 lo cual quiere decir
que se usarán 4 diferentes frecuencias para codiﬁcar los datos de entrada de 2 bits a la vez. Cada elemento
de la señal está sintonizado en una frecuencia discreta y el ancho de banda total de MFSK está dado por
Wd = Mfd. En un sistema FHSS con k = 2 esto es 4 = 2k canales diferentes cada uno con una anchura de
Wd. Por lo tanto el total del ancho de banda de FHSS es Ws = 2kWd. Cada par de bits de la secuencia PN
es usado para seleccionar cada uno de los cuatro canales. Este canal es el principal de dos elementos de la
señal o cuatro bits Tc = 2, Ts = 4T.
Capítulo 4
Modulación OFDM
Un avance que ayudó al desarrollo del protocolo IEEE 802.16
1
, fue la multiplexación por división de
frecuencias ortogonales (OFDM). La modulación OFDM presenta muchos beneﬁcios que no presentan otras
modulaciones previas a esta, y permite que las redes inalámbricas transmitan eﬁcientemente en relativos
pequeños anchos de banda.
OFDM ha tenido gran aceptación en el ámbito de las comunicaciones inalámbricas de banda ancha y, además
del estándar IEEE 802.16 ya mencionado, también se utiliza en otros estándares como el IEEE 802.11 (popu-
larmente conocido comoWiFi), como en los estándares de radiodifusión de televisión digital terrestre (DVB-T)
y de radio digital (DRM y DAB). La idea fundamental de OFDM consiste en disminuir el ancho de banda
con el que se transmite una señal para que la selectividad en frecuencia le afecte lo menos posible.
Para conseguir esto se divide el ﬂujo a transmitir, de tasa de símbolos Rs, en N subﬂujos de tasa Rs/N . Cada
uno de estos sub-ﬂujos modulara una sub-portadora de forma que podemos pensar que tenemos subsistemas
de portadora única en paralelo. La señal transmitida por cada uno de ellos tendrá un ancho de banda Bs/N ,
donde Bses el ancho de banda de la señal que resultara al transmitir el ﬂujo original con una única portadora.
4.0.3. Modulaciones de las subportadoras
Algunas de las modulaciones más usadas sobre las subportadoras en la técnica OFDM son
BPSK (BiPhase Shift Keying)- Es una forma de desplazamiento de fase, en la cual dos bits se modulan
inmediatamente, seleccionando uno de cuatro grados posibles de los desplazamientos de fase del portador
0, 90, 180, 270 grados.
QPSK (Quadrature Phase Shift Keying). Es una forma de modulación en la que la señal se envía en
cuatro fases, 45, 135, 225, y 315 grados, y el cambio de fase de un símbolo al siguiente codiﬁca dos bits
1Se trata de una especiﬁcación para las redes de acceso metropolitanas inalámbricas de banda ancha ﬁjas (no móvil) publicada
inicialmente el 8 de abril de 2002. En esencia recoge el estándar de facto WiMAX. El estándar actual es el IEEE 802.16-2005,
aprobado en 2005.
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por símbolo. Una de sus principales ventajas es que ofrece la misma eﬁciencia de potencia, utilizando
la mitad de ancho de banda.
16-QAM.- Es una modulación digital en la que se tienen 4 fases y 4 amplitudes, de esta manera es como
se tiene 16 símbolos.
64-QAM.- Al igual que la 16-QAM, esta es una modulación digital en la que se tienen 4 fases y en este
caso 16 amplitudes. De esta manera es como se obtienen 64 símbolos.
En la respuesta espectral máxima de cada subportadora el resto de respuestas espectrales de subportadoras
son idénticamente cero. Después de la modulación de datos los símbolos son alimentados a través de un
proceso de conversión paralelo serie. A cada símbolo PSK o QAM es asignado una subportadora y una
implementación DFT inverso (IDFT) para generar una señal de dominio en el tiempo.
4.0.4. OFDM Vs Portadora simple
La tecnología OFDM (Orthogonal Frequency Division Multiplexing) provee de un medio eﬁciente para
superar los desafíos de la propagación. Mediante la virtud de los símbolos de tiempo OFDM y el uso de los
preﬁjos cíclicos, la onda OFDM elimina los problemas de la interferencia intersímbolica (ISI) y la complejidad
de la ecualización adaptativa. Puesto que la señal OFDM está compuesta de múltiples portadoras ortogonales,
el fading selectivo es localizado en subportadoras que son relativamente fáciles de ecualizar. Un ejemplo es
mostrado en la Figura 4.1. como una comparación entre una señal OFDM y una señal de portadora simple,
con la información siendo enviada en paralelo por OFDM y en serie por la portadora simple.
Figura 4.1: OFDM Vs. Portadora Simple. Datos serie convertidos en Símbolos.
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La habilidad de superar la dispersión de retardo, el efecto multicamino, y la ISI en una manera eﬁciente,
permite tener mayores tasas de transferencias y es mucho más sencillo ecualizar las portadoras individuales
de OFDM que ecualizar una señal de portadora simple más extensa.
Figura 4.2: Señales Recibidas OFDM y Portadora Simple.
En la Figura 4.2. el área de puntos representa el espectro transmitido. El área sólida es la entrada del
receptor.
Una ventaja muy importante es que es más sencillo modular señales portadoras individuales OFDM que
modular una simple portadora ensanchada. Por todas estas razones los estándares internacionales recientes
como aquellos ﬁjados por el IEEE 802.16, ETSI BRAN y ETRI, han establecido el OFDM como tecnología
de elección preferida.
4.0.5. Principios de la conﬁguración
En las Figuras 4.3 y 4.4 se pueden ver los esquemas de un transmisor y un receptor, respectivamente, de
un sistema multiportadora.
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Figura 4.3: Esquema de un transmisor de un sistema multiportadora.
Figura 4.4: Esquema de un receptor de un sistema multiportadora.
Como podemos observar, el proceso comienza con la división del ﬂujo binario de entrada en varios sub-
ﬂujos. Cada sub-ﬂujo binario se convierte en un sub-ﬂujo de símbolos de acuerdo a cierto esquema de mod-
ulación digital (BPSK, QPSK, 16-QAM, 64-QAM,. . . ). Estos sub-ﬂujos de símbolos se representan en la
gura como d[k, n] donde el índice k se corresponde con el índice temporal y el índice idéntica al sub-ﬂujo (o
equivalentemente a la sub-portadora). A continuación, los símbolos son conformados por un pulso gTx(t) para
modular posteriormente a un conjunto de sub-portadoras. Por último, estas sub-portadoras moduladas se
suman para dar lugar a la señal OFDM. Se puede decir que el sistema multiportadora transmite la información
por sub-canales, de forma que el sistema se podrá ver como N sistemas de portadora única.
CAPÍTULO 4. MODULACIÓN OFDM 68
4.0.6. Ortogonalidad de las subportadoras
Uno de los aspectos característicos del esquema OFDM es la transmisión de sub-portadoras ortogonales.
Esto quiere decir que si se toma a φi(t) y φj(t) como dos sub-portadoras del sistema, se veriﬁque la Ecuación
4.1 , en la que TsOFDM
2




1, i = j0, i 6= j (4.1)
La forma en la que se consigue la ortogonalidad de las sub-portadoras está relacionada con el pulso confor-
mación elegido, que en el caso de los sistemas OFDM se escoge rectangular. El pulso rectangular cumple
con el criterio de Nyquist de ISI (interferencia de intersímbolo) nula, esto es, si se considerara un canal de
comunicaciones ideal, la señal en el receptor estará libre de ISI. En el dominio de la frecuencia el espectro
del pulso rectangular tiene la forma de una función de muestreo, tal y como se observa en la Figura 4.5.
Figura 4.5: Espectro tpico de una señal OFDM.
Los nulos del espectro estarán por tanto en las frecuencias fn = n/TsOFDM con n ∈ +Z. Para conseguir
que las sub-portadoras sean ortogonales se escogen sus frecuencias de forma que coincidan con los nulos del
espectro de muestreo (la separación entre ellas será igual a 4f = 1/TsOFDM ). Con esto se consigue que en
el máximo de energía de cada una de las sub-portadoras, el resto contribuya con una energía nula, lo que
permite recuperar cada sub-ﬂujo de datos de forma independiente y sin interferencias entre ellos, esto es, sin
ICI.
2TsOFDM denota el tiempo de símbolo OFDM sin incluir el preﬁjo cíclico. Cuando incluyamos el preﬁjo cíclico denotaremos
el tiempo de símbolo OFDM total como TOFDM
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Gracias al uso de sub-portadoras ortogonales podemos armar que OFDM realiza un uso muy reciente del
espectro. En la Figura 4.5 se muestra el espectro de una señal OFDM.
4.0.7. Señal OFDM
Matemáticamente una señal OFDM es expresada como una sumatoria de pulsos cambiantes en el tiempo,
en frecuencia y multiplicada por los símbolos de información. En una notación de tiempo continuo los k −
esimos símbolos de OFDM pueden ser escritos así [15]:




w(t− kT )∑N/2−1i=−N/2 xi,kej2pi(fc+ iTFFT )(t−kT )}
kT − Twin − Tguard ≤ t ≤ kT + TFFT + Twin
0 de lo contrario
(4.2)
Donde:
T =Longitud de cada símbolo, tiempo entre dos símbolos OFDM consecutivos
TFFT =Tiempo de la FFT, parte efectiva de un símbolo OFDM
Tguard =GI (intervalo de guarda), duracion de un preﬁjo cíclico
Twin =Intervalo de la ventana, duración del suﬁjo/preﬁjo de la ventana para la conﬁguración espectral 3
fc =Frecuencia central
F = 1/TFFT =Espacio de frecuencia entre los SCs (Portadoras Unicas, Single-Carrier) adyacentes
N =Longitud de la FFT, número de puntos FFT
k =Índice de símbolos transmitidos
i =Índicee sobre SC, i ∈ {−N/2,−N/2 + 1, . . . ,−1, 0, 1, . . . ,−N/2− 1}
xi,k =Puntos de la constelación de la señal, símbolo complejo {dato, piloto, nulo} modulado en la i− esima
SC del k − esimo símbolo OFDM




2 [1− cos(pi(t+ Twin + Tguard))/Twin] −Twin − Tguard ≤ t ≤ Tguard
1 −Tguard ≤ t ≤ TFFT
1
2 [1− cos(pi(t+ Twin + Tguard))/Twin] TFFT < t ≤ TFFT − Twin
(4.3)




SRF.k(t− kT ) (4.4)
La Figura 4.6 muestra el espectro de una señal OFDM ante diferentes longitudes de ventana.
3Ventana o (windowing) es una conocida técnica para reducir el nivel de los lóbulos laterales y por lo tanto reduce la potencia
de la señal transmitida fuera de la banda.
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Figura 4.6: Espectro de una señal OFDM para diferentes Nwin.
4.0.8. Uso de OFDM en PLC/BPL
Es necesario utilizar OFDM para el funcionamiento del PLC ya que al fundamentar su comunicación en
un medio de transmisión lleno de ruidos e interferencias la señal de datos se ve atenuada conforme realiza su
recorrido como lo muestra la Figura 4.7, por lo que es necesario implementar una tecnología ﬁable capaz de
asegurar una buena transmisión independientemente de las variaciones del medio.
Figura 4.7: Funciones de transferencia de líneas eléctricas.
OFDM combina varias señales para su transmisión por un solo canal. Antes de esta combinación cada
una de las señales individuales es previamente desfasada 90º como lo muestra la Figura 4.8. Para poder
representar cada uno de los bits de la señal, logrando mediante la modulación transmitir la mayor cantidad
de bits en poco tiempo. Luego de que cada señal es desfasada y modulada, estas se combinan formando una
sola señal la cual representa el conjunto de bits que van a ser transmitidos.
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Figura 4.8: Modulación de los bits de la señal.
La tecnología OFDM permite modular bits sobre 84 señales individuales dentro de diferentes frecuencias
desde los 4 MHz a los 21 MHz como se muestra en la Figura 4.9. Estas señales moduladas representan en el
dominio de la frecuencia una única posición, llamada portadora.
Figura 4.9: Modulación de 84 bits.
OFDM presenta beneﬁcios como alta eﬁcacia espectral, elasticidad a la interferencia de RF y la más baja
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distorsión de multicamino.
La nueva generación de OFDM esta en desarrollo y presentará las siguientes características:
Velocidades mayores a 100 Mbps.
Mayor eﬁciencia al haber mayor densidad de multi-carrier.




5.1. Introducción a Matlab®
Su nombre proviene de las siglas Matlab
®
que signiﬁcan Matrix Laboratory, (laboratorio de matrices).
Matlab
®
es un lenguaje de alto funcionamiento para computación técnica. Este integra computación, visu-
alización, y programación, en un entorno fácil de usar donde los problemas y las soluciones son expresados





Modelamiento, simulación y prototipado.
Análisis de datos, exploración y visualización.
Gráﬁcas cientíﬁcas e ingenieriles.
Desarrollo de aplicaciones, incluyendo construcción de interfaces gráﬁcas de usuario.
Matlab
®
cuenta con un sistema interactivo cuyo elemento básico de almacenamiento de información es la
matriz, que tiene una característica fundamental y es que no necesita dimensionamiento. Esto le permite re-
solver varios problemas de computación técnica (especialmente aquellos que tienen formulaciones matriciales
y vectoriales) en una fracción de tiempo similar al que se gastaría cuando se escribe un programa en un
lenguaje no interactivo como C o FORTRAN.
Matlab
®
presenta una familia de soluciones a aplicaciones especíﬁcas de acoplamiento rápido llamadas tool-
boxes. Los toolboxes son colecciones muy comprensibles de funciones Matlab
®
, o archivos de matlab (M-ﬁles)
que extienden el entorno de Matlab
®
para resolver clases particulares de problemas, Algunas áreas en las
cuales existen toolboxes disponibles son [17]:
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es una extensión de Matlab
®
que utiliza una interfaz basada en íconos para la construcción
de un diagrama de bloques de representación de un proceso. Un diagrama de bloques es simplemente una
representación gráﬁca de un proceso (el cual se compone de una entrada, el sistema, y una salida).
Figura 5.1: Sistema de bloques de un proceso simple.
Simulink
®
utiliza una interfaz gráﬁca de usuario (GUI) para la solución de simulación de procesos. En
lugar de escribir código de Matlab
®
, simplemente se conecta los iconos necesarios para construir el diagrama
de bloques como se muestra en la Figura 5.1.
El diagrama de bloques se compone de los íconos que representan las diferentes secciones del proceso (entradas,
los modelos de espacio de estado, funciones de transferencia, salidas, etc.) y las conexiones entre los íconos
(que son hechos por una línea que une los íconos). Una vez que el diagrama de bloques es construido,
se debe especiﬁcar los parámetros en los distintos bloques, por ejemplo, la ganancia de una función de
transferencia. Una vez que estos parámetros se especiﬁcan a continuación, el usuario tiene que deﬁnir el
método de integración (de las ecuaciones dinámicas), amplitud de paso, de inicio y ﬁn de los tiempos de la
integración, en el menú de simulación de la ventana de diagrama de bloques.
5.3. Blockset  de comunicaciones
Es un software con una extensa librería de bloques para diseñar y simular la capa física de un sistema de
comunicaciones y todos sus componentes. Sus principales características son:
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Bloques para el diseño y la simulación de la capa física de un sistema de comunicaciones, modulación
y codiﬁcación de canales, además de ecualización.
La capacidad de ajustar los modelos y visualizar los resultados.
Herramientas prácticas para un perfecto análisis.
5.3.1. Principales bloques utilizados para la simulación
A continuación se presenta una breve descripción de los principales bloques utilizados para el desarrollo
de las simulaciones realizadas en este proyecto:
Pulse Generator (generador de pulso)
Es un generador de pulsos de onda cuadrada a intervalos regulares.
Los parámetros, forma de onda del bloque, amplitud, ancho del pulso, y la fase de retardo, determinan la
forma de onda de salida. El generador de pulso puede emitir escalar, vector o matriz de señales de cualquier
tipo de datos reales.
Dependiendo de las características de forma de onda del pulso, el intervalo entre los cambios en la producción
del bloque puede variar. Por esta razón, se basa en el tiempo del pulso y el bloque generador tiene un tiempo
de muestreo variable.
Parámetros y caja de diálogo
Figura 5.2: Caja de diálogo del bloque Pulse Generator.
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Pulse type: El tipo de pulso para este bloque: en función del tiempo o por muestreo. El valor prede-
terminado es en función del tiempo.
Time: Especiﬁca si se debe usar el tiempo de simulación o una señal externa como fuente de valores
variables en el tiempo del pulso de salida. Si se especiﬁca una fuente externa, el bloque muestra un
puerto de entrada para la conexión de la fuente.
Amplitude: La amplitud del pulso. El valor predeterminado es 1.
Period: El período de pulso se especiﬁca en segundos si el tipo de pulso es en función del tiempo o
como número de veces que muestra si el tipo de pulso es con base en muestreos. El valor predeterminado
es 10 segundos.
AWGN channel (canal AWGN)
El bloque AWGN Channel añade ruido blanco gaussiano a una señal de entrada real o complejo. Cuando
la señal de entrada es real, este bloque añade ruido gaussiano real y produce una señal de salida real. Cuando
la señal de entrada es compleja, este bloque añade ruido gaussiano complejo y produce una señal de salida
compleja. Este bloque hereda su tiempo de la muestra de la señal de entrada.
Este bloque utiliza el procesamiento de señales Blockset , el cual proporciona un bloque al azar para generar
el ruido. Los números aleatorios se generan mediante el método Zigurat, que es el mismo método utilizado
por la función randon Matlab
®
.
Parámetros y caja de diálogo
Figura 5.3: Caja de diálogo del bloque Canal AWGN.
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Initial seed (Semilla inicial): La semilla para el generador de ruido gaussiano.
Mode (modo): el modo por el cual se especiﬁca la varianza del ruido: Relación señal a ruido (Eb /
No), Relación señal / ruido (Es / n), Relación señal / ruido (SNR), Diferencia de máscara, o Diferencia
de puerto.
Eb/No (dB): proporción de la energía por símbolo a poco ruido, densidad espectral de potencia, en
decibelios. Este campo sólo aparece si el modo se establece en Eb / No.
Es/No (dB): proporción de energía de la señal por símbolo de la potencia del ruido, densidad espectral,
en decibelios. Este campo sólo aparece si el modo se ajusta a Es / No.
SNR (dB): El radio de potencia de ruido de la señal está dada en decibelios. Este campo sólo aparece
si el modo se establece en SNR.
Number of bits per symbol: El número de bits en cada símbolo de entrada. Este campo sólo aparece
si el modo se establece en Eb / No.
Input signal power: La potencia media cuadrada de los símbolos de entrada (si es el modo de Eb
/ No o Es / No) o muestras de entrada (si es el modo de relación SNR), en vatios. Este campo sólo
aparece si el modo se establece en Eb / No, Es / n, o SNR.
Symbol period (s): La duración de un símbolo de canal, en cuestión de segundos. Este campo sólo
aparece si el modo se establece en Eb / No o Es / No.
Variance: La varianza del ruido blanco gaussiano. Este campo sólo aparece si el modo se ajusta a la
variación de la máscara.
Barker Code Generator (generador de código barker)
Este bloque es un generador de subconjuntos PN, utilizados principalmente para la sincronización de
comunicaciones digitales.
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Parámetros y caja de diálogo
Figura 5.4: Caja de diálogo del bloque Barker Code Generator.
Code length (Código de longitud): La longitud del código Barker.
Sample time (tiempo de muestreo): Periodo de cada elemento de la señal de salida.
Frame-based outputs (Marco basado en los resultados): Determina si la salida del bloque es
basada en marcos o por muestreo.
Samples per frame (Las muestras por cuadro): El número de muestras en una señal de salida
basada en marcos.
Output data type (tipos de datos de salida): El tipo de salida del bloque se puede especiﬁcar
como un int-8 o doble.
Zero-Order Hold (discretizador)
El bloque acepta una entrada y genera una salida. Cada señal puede ser escalar o vectorial. Si la entrada
es un vector, el bloque tiene todos los elementos del vector para el período de la misma muestra.
Se especiﬁca el tiempo entre las muestras con el parámetro de tiempo de muestra. Un valor de -1 signiﬁca
que el bloque hereda el tiempo de la muestra
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Parámetros y caja de diálogo
Figura 5.5: Caja de diálogo del bloque Barker Zero Order Hold.
Sample time (-1 for inherited): Se especiﬁca el intervalo de tiempo entre las muestras.
Buﬀer (regulador)
El bloque de búfer redistribuye las muestras de entrada a un tamaño nuevo de marco. Regulando un
rendimiento de mayor tamaño del marco de una salida con una velocidad más lenta que la de entrada.
Parámetros y caja de diálogo
Figura 5.6: Caja de diálogo del bloque Buﬀer.
Output buﬀer size (tamaño del búfer de salida): Especiﬁca el número de muestras consecutivas,
Mo, de cada canal para amortiguar en el marco de salida.
Buﬀer overlap: Especiﬁca el número de muestras, L, por el que se superponen imágenes consecutivas
de salida.
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Initial conditions (condiciones iniciales): Especiﬁca el valor de la producción inicial del bloque
para los casos de latencia cero; escalar, vector o matriz.
Error Rate Calculation (cálculo de la tasa de error)
El bloque de cálculo de la tasa de error compara los datos de entrada de un emisor con datos de entrada
de un receptor. Se calcula la tasa de error en una estadística en ejecución, dividiendo el número total de pares
desiguales de elementos de datos por el número total de elementos de datos de entrada de una sola fuente.
Con este bloque es posible calcular los símbolos o tasa de error, porque no tiene en cuenta la magnitud de la
diferencia entre los datos de entrada de elementos. Si las entradas son bits, entonces el bloque calcula la tasa
de error. Si las entradas son símbolos, entonces calcula la tasa de error de símbolo.
Parámetros y caja de diálogo
Figura 5.7: Caja de diálogo del bloque Error Rate Calculation.
Receive delay: Número de muestras por el cual los datos recibidos son comparados con los datos
transmitidos. (Si Tx o Rx es un vector, cada entrada representa una muestra.).
Computation delay: Número de muestras que el bloque debe pasar por alto al principio de la com-
paración.
CAPÍTULO 5. COMUNICACIONES EN MATLAB® 81
Computation mode: Selecciona las muestras de las mascaras o selecciona las muestras desde el puerto,
dependiendo de si el bloque debe considerar la totalidad o sólo una parte de los fotogramas de entrada.
Selected samples from frame: Un vector que enumera los índices de los elementos del vector marco
de Rx que el bloque debe tener en cuenta al hacer comparaciones. Este campo sólo aparece si el modo
de cálculo se establece en las muestras Seleccione de máscara.
Output data: Datos de salida.
Variable name: Nombre de la variable para el vector de salida de datos en el espacio de trabajo base
de MATLAB
®
. Este campo sólo aparece si los datos de salida se establecen en área de trabajo.
Reset port: Si se marca esta casilla, a continuación, un puerto de entrada adicional aparece, etiquetado
Rst.
Stop simulation: Si se marca esta casilla, entonces la simulación se ejecuta sólo hasta este bloque
detecta un número determinado de errores o presta un determinado número de comparaciones, lo que
ocurra primero.
Target number of errors: La simulación se detiene después de la detección de este número de errores.




El diseño y elaboración de las simulaciones se llevó a cabo sobre el software Matlab
®
, usando princi-
palmente la herramienta de Simulink
®
con su Blockset  de comunicaciones, el cual proporciona todas las
ayudas necesarias para la elaboración de estas simulaciones.
Se llevaron a cabo las simulaciones de las cuatro modulaciones tratadas en este texto como lo son la GMSK,
DSSS, FHSS y OFDM, a las cuales se les hicieron los siguientes análisis:
Señal en el tiempo.
Señal en la frecuencia.
Repuesta frente al ruido inyectado sobre un canal AWGN.
Con el ﬁn de hacer un estudio más detallado, los resultados mostrados a continuación, constan de una gran
cantidad de gráﬁcos explicativos de cada cambio sufrido en las señales.
También se analizan las señales variando la relación señal a ruido, tomando las cuatro simulaciones bajo los
mismos parámetros y condiciones con el ﬁn de que los resultados arrojen datos concretos del comportamiento
de estas frente a las perturbaciones ya mencionadas.
6.1. Análisis estadístico y en el tiempo
En esta sección se realizará el análisis numérico gráﬁco en el dominio del tiempo del comportamiento de
las modulaciones tratadas anteriormente (GMSK, DSSS, FHSS, OFDM), su respuesta a diferentes niveles en
la relación señal ruido (SNR) y su tendencia de error en función del tiempo bajo condiciones similares con
el ﬁn de obtener una visión estadística de ellas. A continuación se mostrará el análisis en cada una de las
modulaciones.
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6.1.1. GMSK
El desarrollo de la simulación de la modulación GMSK es relativamente simple en comparación con las
demás modulaciones. En la Figura 6.1. es posible apreciar el diagrama de la simulación GMSK utilizada para
la obtención de datos estadísticos y en el tiempo. El desarrollo de esta simulación inicia en un generador de
pulsos que representa la señal de datos que se va transmitir, este generador posee una amplitud de 1 y un
periodo en segundos de 0.022. Posteriormente la señal ingresa a un discretizador con un tiempo de muestreo
de 1,5 ∗ 10−6, para luego pasar por el modulador GMSK el cual tiene un producto BT de 0.3. Después de
pasar por el modulador la señal entra al canal AWGN donde se le adiciona una proporción de ruido referente
a un SNR=40. Seguidamente la señal va hacia el demodulador GMSK el cual posee los mismos parámetros
que el modulador, allí es recuperada la señal de datos, esta es llevada a un osciloscopio y a un elemento de
cálculo de tasa de errores para realizar una comparación gráﬁca y numérica entre la entrada y la salida. El
tiempo utilizado en esta simulación es de 0,1s.
Figura 6.1: Diagrama de la simulación GMSK para extracción de datos.
En la Figura 6.2. se muestra la entrada y la salida de una señal cuadrada en el dominio del tiempo cuyos
posibles valores son solamente 0 y 1, lo cual simula los datos a transmitir.
Figura 6.2: Señal de entrada y salida en el dominio del tiempo GMSK.
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En esta modulación se manejó una relación señal ruido SNR = 60 y se notó la presencia de un leve
retraso entre la onda de salida y entrada.
Cuadro 6.1: Análisis estadístico: relación señal a ruido vs proporción de bits errados GMSK.
Por otra parte el cuadro 6.1. muestra la respuesta de la modulación GMSK para un tiempo de muestreo
de 1,5 ∗ 10−6y un tiempo de simulación de 0,01s realizando una variación en el SNR y manteniendo los
parámetros nombrados anteriormente para observar su comportamiento.
Figura 6.3: Relación señal a ruido vs Proporción de bits errados tiempo de simulación GMSK.
En la Figura 6.3. se muestra el gráﬁco de relación señal ruido contra proporción de bits errados. Se puede
observar que la proporción de bits errados es constante ya que el error esta dado en su mayor parte por un
desfase entre la onda de entrada y salida.
Cuadro 6.2: Análisis estadístico: relación señal a ruido vs proporción de bits errados GMSK.
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El cuadro 6.2. es muy similar a el cuadro 6.1. presentando un aumento en el tiempo de simulación de
0,01s a 0,1s y realizando las mismas variaciones en el SNR.
Figura 6.4: Relación señal a ruido vs proporción de bits errados tiempo de simulación GMSK.
A su vez la gráﬁca de la Figura 6.4. es similar a la Figura 6.3. la diferencia entre estas dos gráﬁcas está
relacionada con la cantidad de bits transmitidos que lógicamente a mayor cantidad de tiempo mayo cantidad
de bits transmitidos.
Cuadro 6.3: Análisis estadístico bits errados vs tiempo de simulación GMSK.
Por último se desarrolló un análisis en el cual se mantuvo constante la relación señal ruido, se vario el
tiempo de simulación y se tomaron datos de la cantidad de bits errados en función del tiempo. Esto se muestra
en el cuadro 6.3.
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Figura 6.5: Bits errados vs tiempo de simulación GMSK.
El gráﬁco de la Figura 6.5. permite observar el comportamiento claramente lineal entre la cantidad de
bits errados y el tiempo.
6.1.2. DSSS
La construcción de la modulación DSSS se lleva a cabo teniendo en cuenta las bases de espectro expandido.
Esta modulación posee un esquema simple que hace que su implementación sea clara.
Figura 6.6: Diagrama de la simulación DSSS para extracción de datos.
En la Figura 6.6. se muestra el diagrama de la simulación DSSS utilizada para la obtención de datos
estadísticos y en el tiempo. Esta simulación inicia en un generador de pulsos que representa la señal de
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datos que se va transmitir, este generador posee una amplitud de 1 y un periodo en segundos de 0.022. A
continuación la señal es multiplicada por una secuencia pseudo-aleatoria, en este caso un código Barker con el
ﬁn de realizar la expansión de su espectro. Seguidamente esta señal pasa por un discretizador con un tiempo
de muestreo de 1.5e-6 para posteriormente ingresar al modulador BPSK. La señal entra al canal AWGN
donde se le adiciona una proporción de ruido referente a un SNR=40 valor que se estandarizo para todas
las simulaciones. El proceso de demodulación se lleva a cabo mediante el demodulador BPSK seguido de la
multiplicación por la secuencia pseudo-aleatoria. Finalmente se lleva a cabo el proceso de medición gráﬁca y
numérica. El tiempo utilizado en esta simulación es de 0,1s.
En la Figura 6.7. se muestra la entrada y la salida en el dominio del tiempo de una señal cuadrada
modualda en DSSS..
Figura 6.7: Señal de entrada y salida en el dominio del tiempo DSSS.
Al igual que en la modulación anterior se manejó una relación señal ruido SNR = 60 y se aprecia la
presencia de inconsistencias o errores a causa del ruido aportado por el canal AWGN. Estos errores se pueden
ver claramente en la Figura 6.7.
Cuadro 6.4: Análisis estadístico: relación señal a ruido vs proporción de bits errados DSSS.
El cuadro 6.4. Muestra la respuesta de la modulación DSSS con un tiempo de muestreo de 1,5∗10−6 y un
tiempo de simulación de 0,01s realizando una variación en el SNR y llevando a cabo la adquisición de datos.
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En esta tabla se ve que la respuesta de la modulación DSSS ante relaciones señal ruido altas es muy bueno.
Figura 6.8: Relación señal a ruido vs proporción de bits errados tiempo de simulación DSSS.
En la Figura 6.8. Se puede ver el gráﬁco de relación señal ruido contra proporción de bits errados. Se
puede observar que la proporción de bits errados cambia en función a la relación señal ruido estabilizándose
aproximadamente en un SNR = 15 lo cual indica una buena respuesta ante interferencias.
Cuadro 6.5: Análisis estadístico: relación señal a ruido vs proporción de bits errados DSSS.
Los cuadros 6.5. y 6.4. son similares, al igual que las gráﬁcas de las Figuras 6.9 y 6.8.
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Figura 6.9: Relación señal a ruido vs proporción de bits errados tiempo de simulación DSSS.
La diferencia entre los dos cuadros y las dos gráﬁcas está relacionada con la cantidad de bits transmitidos
los cuales cambian en función al tiempo.
Cuadro 6.6: Análisis estadístico: bits errados vs tiempo de simulación DSSS.
Se realiza por último un análisis en el cual se mantuvo constante la relación señal ruido, se varió el tiempo
de simulación y se tomaron datos de la cantidad de bits errados en función del tiempo al igual que en la
modulación anterior lo cual se muestra en el cuadro 6.6.
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Figura 6.10: Bits errados vs tiempo de simulación DSSS.
El gráﬁco de la Figura 6.10. permite observar el comportamiento referente a el cuadro 6.6.
6.1.3. FHSS
La modulación FHSS es usada principalmente con el ﬁn de tener conﬁdencialidad al momento de llevar a
cabo la comunicación por lo cual es usada principalmente en campos militares para evitar la interceptación
de sus mensajes. El hecho de que esta modulación tenga énfasis en un nivel de privacidad alto, hace que
posea un esquema complejo lo cual implica que su implementación sea complicada.
En la Figura 6.11. se observa el diagrama de la simulación FHSS utilizada para la obtención de datos
estadísticos y en el tiempo. Al igual que las simulaciones anteriores esta simulación inicia en un generador de
pulsos que representa la señal de datos. A continuación la señal es muestreada para luego ser multiplicada
por una secuencia PN que lleva a cabo el proceso de expansión de su espectro. Posteriormente la señal es
codiﬁcada y ensamblada en paquetes de bits para su ingreso al modulador M-FSK, el cual posee un número
M-ario de 2 y un producto BT=0.5. Seguidamente la señal es multiplicada por el subsistema que genera
los saltos en la frecuencia para así entrar al canal AWGN donde se le adiciona una proporción de ruido
dada por un SNR=40. El proceso de demodulación de la señal consiste básicamente en la multiplicación
por el subsistema de saltos, luego se realiza la demodulación M-FSK y se decodiﬁca la señal. Finalmente se
multiplica por el código pseudo-aleatorio y se realiza el proceso de medición gráﬁca y numérica. El tiempo
utilizado en esta simulación es de 0,1s.
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Figura 6.11: Diagrama de la simulación FHSS para extracción de datos.
En la Figura 6.12 se muestra la entrada y la salida en el dominio del tiempo.
Figura 6.12: Señal de entrada y salida en el dominio del tiempo FHSS.
Del mismo modo que en las modulaciones anteriores, para la gráﬁca en el dominio del tiempo se manejó
una relación señal ruido SNR = 60. Se presentaron errores de transmisión a causa del ruido aportado por el
canal AWGN.
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Cuadro 6.7: Análisis estadístico: relación señal a ruido vs proporción de bits errados FHSS.
Además el cuadro 6.7. muestra la respuesta de la modulación FHSS con un tiempo de muestreo y simu-
lación igual que el manejado anteriormente y realizando la variación en el SNR para llevar a cabo la obtención
de datos.
Figura 6.13: Relación señal a ruido vs proporción de bits errados tiempo de simulación FHSS.
La Figura 6.13. muestra el gráﬁco de relación señal ruido contra proporción de bits errados. La proporción
de bits transmitidos y errados para esta modulación es muy baja lo cual quiere decir que su comportamiento
es bueno.
Cuadro 6.8: Análisis estadístico: Relación señal a ruido vs proporción de bits errados FHSS.
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Los cuadros 6.8, 6.7 y las Figuras 6.14, 6.13 al igual que para casos anteriores poseen respuestas similares.
Figura 6.14: Relación señal a ruido vs proporción de bits errados tiempo de simulación FHSS.
La diferencia entre las dos tablas y las dos gráﬁcas está relacionada con la cantidad de bits transmitidos
los cuales lógicamente aumentan en función al tiempo.
Cuadro 6.9: Análisis estadístico: bits errados vs tiempo de simulación FHSS.
Para ﬁnalizar esta sección se realizó un análisis que esta descrito por el cuadro 6.9.
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Figura 6.15: Bits errados vs tiempo de simulación FHSS.
El gráﬁco de la Figura 6.15. relacionada con el Cuadro 6.9. permite observar un comportamiento lineal
entre el la cantidad de bits errados y el tiempo de simulación.
6.1.4. OFDM
OFDM es la modulación más usada cuando se requiere un aprovechamiento del ancho de banda. El
montaje de esta modulación en el simulador es un poco complejo ya que se debe realizar una multiplexación
además de otros procesos que permitan ordenar las señales de forma ortogonal.
Figura 6.16: Diagrama de la simulación OFDM para extracción de datos.
En la Figura 6.16. se visualiza el diagrama de la simulación OFDM utilizada para la obtención de datos
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estadísticos y en el tiempo. Similarmente a las demás simulaciones se inicia con un generador de pulsos que
representa la señal de datos para posteriormente ser muestreada bajo los mismos parámetros que se utilizaron
para las demás simulaciones. La señal ingresa a un modulador BPSK, luego de esto se lleva a cabo el proceso
de modulación OFDM que es básicamente una multiplexación para poder enviar la señal a través del canal
AWGN donde se le adiciona una proporción de ruido dada por un SNR=40. Saliendo del canal la señal pasa
por los demoduladores OFDM y BPSK para así realizar el proceso de medición gráﬁca y numérica. El tiempo
utilizado en esta simulación es de 0,1s.
Figura 6.17: Señal de entrada y salida en el dominio del tiempo OFDM.
La Figura 6.17a. muestra la entrada y la salida en el dominio del tiempo para un SNR = 60, en esta
ﬁgura no es posible observar el comportamiento de la señal ante la adición de ruido del canal por esta razón
se muestra la Figura 6.17b. para la cual se manejo un SNR = 40, en esta se notan claramente los impulsos
transitorios a causa del ruido.
Cuadro 6.10: Análisis estadístico: relación señal a ruido vs proporción de bits errados OFDM.
Como se ha trabajado en las modulaciones anteriores se realizó una variación del SNR y se tomaron datos
de la variación en la proporción de bits errados. Esta variación se puede ver en el Cuadro 6.10.
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Figura 6.18: Relación señal a ruido vs proporción de bits errados tiempo de simulación OFDM.
En la Figura 6.18. se muestra el gráﬁco de relación señal ruido contra proporción de bits errados real-
izado de igual manera que para las modulaciones vistas anteriormente. En este caso se puede observar una
curva que describe un comportamiento sumamente interesante logrando una estabilización en un SNR = 35
aproximadamente, lo cual reﬂeja la excelente repuesta de esta modulación ante el ruido.
Cuadro 6.11: Análisis estadístico: relación señal a ruido vs proporción de bits errados OFDM.
Realizando un aumento en el tiempo de simulación exactamente igual al desarrollado en las simulaciones
anteriores se obtiene que tanto los cuadros 6.11, 6.10 como las Figuras 6.19, 6.18 poseen un comportamiento
proporcionalmente idéntico, lo cual permite reaﬁrmar el la buena respuesta de esta modulación.
Figura 6.19: Relación señal a ruido vs proporción de bits errados tiempo de simulación OFDM.
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La diferencia que se presenta entre los cuadros 6.11, 6.10 y las Figuras 6.19, 6.18 es debido al aumento de
bits transmitidos en función del tiempo.
Cuadro 6.12: Análisis estadístico: bits errados vs tiempo de simulación OFDM.
Para terminar, se llevó a cabo un análisis en el tiempo con el ﬁn de observar detalladamente la proporción
de bits errados en función del tiempo de simulación. Los aumentos realizados se pueden ver en el cuadro 6.12.
Figura 6.20: Bits errados vs tiempo de simulación OFDM.
Los resultados obtenidos en el cuadro 6.12. Están esquematizados en la Figura6.20lo cual permite observar
una respuesta lineal entre el la cantidad de bits errados y el tiempo de simulación que era lo que se esperaba.
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6.2. Análisis de espectros
6.2.1. GMSK (Gaussian minimum shift keying)
Usando los bloques de modulación y demodulación GMSK disponibles en el Blockset de comunicaciones
de Simulink
®
, se realizó la simulación inyectando la señal e introduciéndola al canal AWGN en donde se
procedió a hacer pruebas de variación del ruido obteniendo las siguientes gráﬁcas de la señal de entrada como
de salida dándole también un vistazo a la señal GMSK:
Figura 6.21: Simulación de la modulación GMSK.
La Figura 6.21. Muestra el diagrama de la simulación realizada en Simulink
®
para la modulación GMSK.
Esta simulación consta principalmente de un generador de pulsos, un elemento de muestreo, el modulador y
demodulador GMSK y los dispositivos de medición gráﬁca para la señal en el tiempo y la frecuencia.
Figura 6.22: Espectro de la señal de entrada en la simulación GMSK.
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En la Figura 6.22. se puede apreciar el espectro de la señal de entrada utilizada para la modulación GMSK,
en la Figura 6.22 se muestra desde un rango de frecuencias negativas (teniendo en cuenta que las frecuencias
negativas son irrelevantes) con el ﬁn de apreciar mejor la forma del espectro de la señal de entrada.
Por otra parte en la Figura 6.24, hace referencia al espectro de la señal de salida luego de ser desmodulada
por el demodulador GMSK. Se puede notar la alta similitud de la Figura 6.22 con la Figura 6.23, los cambios
que se observan son a causa de la adición de ruido que se llevo a cabo en la simulación.
Figura 6.23: Espectro de la señal de salida luego de ser demodulada en GMSK.
Para ﬁnalizar, se muestra el espectro de la señal a la salida del modulador GMSK antes de ser introducida
al canal AWGN con el ﬁn de observar la forma acampanada referente al ﬁltro de Gaussiano que debe poseer el
espectro de la señal en este punto. La Figura 6.24 muestra el espectro sobre un rango de frecuencias positivas
lo cual permite apreciar la forma deseada de la señal.
Figura 6.24: Señal a la salida del modulador GMSK.
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6.2.2. DSSS (Direct Sequence Spread Spectrum)
Para realizar la simulación de espectro expandido en secuencia directa se tuvieron en cuenta los conceptos
de espectro expandido y secuencias pseudo-aleatorias vistos en el Capitulo 3. Como se puede ver en la Figura
6.26. Esta simulación se aprecia principalmente de elementos como el generador de pulso binario y de código
Barker
1
, modulador y demodulador BPSK, canal AWGN, discretizadores y elementos de medición graﬁca en
tiempo y frecuencia.
Figura 6.25: Simulación de la modulación DSSS.
En la Figura 6.25 se oberva la simulación de la modulación DSSS. El diseño de la simulación consta
de un generador de pulsos y un generador de códigos Barker, éste crea subconjuntos de secuencias PN, se
utilizan comúnmente para sincronización de cuadros en los sistemas de comunicación digital. Seguidamente
esta secuencia PN pasa un convertidor bipolar a unipolar el cual convierte la señal de entrada bipolar en
una señal de salida unipolar obteniendo los pulsos, posteriormente tanto la señal cuadrada proveniente del
generador de señal como la secuencia PN son multiplicadas a través de una compuerta Xor obteniendo de
esta forma la señal de spread Spectrum.
1Codigo Barker es una secuencia PN (secuencia pseudo-aleatoria) usada principalmente en el campo de las comunicaciones
digitales.
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Figura 6.26: Espectro de la señal de entrada DSSS.
Los datos generados a partir del generador de pulsos, el cual proporciona una señal cuadrada, normalmente
se puede obtener un espectro como el mostrado en la Figura 6.26.
Figura 6.27: Espectro secuencia pseudo-aleatoria (código Barker) DSSS.
Existen un gran número de códigos PN, para este caso se utiliza el código barker como muestra su espectro
en la Figura 6.27, siendo este uno de los más utilizados en los sistemas de comunicaciones actuales.
Figura 6.28: Señal de espectro expandido en la simulacion DSSS.
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En la Figura 6.28 se aprecia la señal de espectro ensanchado, en esta técnica se genera un patrón de bits
redundante para cada uno de los bits que componen la señal. Cuanto mayor sea este patrón de bits, mayor
será la resistencia de la señal a las interferencias. El estándar IEEE 802.11 recomienda un tamaño de 11 bits,
que es el utilizado en esta simulación pero el óptimo es de 100. En recepción es necesario realizar el proceso
inverso para obtener la información original.
Figura 6.29: Espectro de la señal de salida DSSS.
En la Figura 6.29 se observa como es recuperada de manera exitosa la señal de entrada a partir de una
modulación por espectro expandio con unas leves diferencias a causa del ruido generado por el canal de
comunicación AWGN.
6.2.3. FHSS (Frequency Hopping Spread Spectrum)
La modulación FHSS hace parte de las modulaciones que usan la técnica de espectro expandido por lo
cual se hizo uso de la teoría vista en el Capitulo 3 para su desarrollo al igual que en DSSS. La modulación
FHSS es usada principalmente con ﬁnes militares ya que es prácticamente imposible de interceptar dado por
su comportamiento de saltos en función de la frecuencia y el tiempo. El desarrollo de esta simulación es quizá
el más complejo de las cuatro modulaciones que se van a tratar en este documento.
La simulación está compuesta principalmente por los siguientes elementos, generador de pulsos y secuen-
cia pseudo-aleatoria PN, Buﬀers, codiﬁcador y decodiﬁcador cíclico, ensambladores, moduladores y demodu-
ladores M-FSK, generador de saltos en la frecuencia, multiplicadores y dispositivos de medición gráﬁca como
se puede apreciar en la Figura 6.30.
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Figura 6.30: Simulación de la modulación FHSS.
La Figura 6.31 permite observar el espectro de la señal de entrada, en este, se nota claramente que es un
espectro correspondiente a una señal cuadrada.
Figura 6.31: Espectro de la señal de entrada FHSS.
Con el ﬁn de expandir la señal de entrada, se realiza una multiplicación entre esta y un código pseudo-
aleatorio. Para esta modulación dada las condiciones que se deben mantener se hizo uso de la secuencia PN
como ensanchador de la señal de datos. La Figura 6.32. muestra el espectro de esta secuencia.
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Figura 6.32: Espectro secuencia pseudo-aleatoria PN FHSS.
Las Figuras 6.33a y 6.33b permiten observar la señal a la salida del canal en dos instantes de tiempo
diferentes, esto con el ﬁn de mostrar los saltos en la frecuencia al realizar el envío de la información. Se puede
ver claramente en la Figura 6.33a. que la información es enviada sobre una frecuencia aproximada de 13MHz
y en la Figura 6.33b. la frecuencia en la cual esta siendo transmitida la información es de aproximadamente
37MHz, lo cual representa exitosamente el comportamiento de la modulación FHSS.
Figura 6.33: Espectro de la señal FHSS.
Alrededor del el lóbulo principal se pueden notar algunos picos secundarios que están relacionados con
la interferencia que aporta el canal a la modulación, pero dada su magnitud no afectan signiﬁcativamente la
señal de información.
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Figura 6.34: Espectro de la señal de salida FHSS.
Por último al llevar a cabo todo el proceso de recuperación de la señal obtenemos el espectro de la señal
de salida mostrado en la Figura 6.34. que es prácticamente igual al espectro de la señal de entrada dado por
la Figura 6.31. Las mínimas diferencias que se presentan están relacionados con el ruido que genera el canal
al igual que en las modulaciones vistas anteriormente.
6.2.4. OFDM (Orthogonal Frequency Division Multiplexing)
La simulación consiste en enviar un conjunto de ondas portadoras de diferentes frecuencias, donde cada
una transporta información, la cual es modulada en este caso en BPSK. Seguidamente son introducidas a
través del canal AWGN el cual inyecta ruido a la señal, acercándose a condiciones más reales.
Figura 6.35: Simulación de la modulación OFDM.
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Posteriormente la señal es demodulada, recuperando la información enviada de manera exitosa. Debido a
las características de esta multiplexación, es capaz de recuperar la información de entre las distintas señales
con distintos retardos y amplitudes (fading) que llegan al receptor, por lo que existe la posibilidad de crear
redes de frecuencia única sin que existan problemas de interferencia. En la Figura 6.35. se puede observar la
simulación tal cual se describe.
Figura 6.36: Espectro de la señal de entrada OFDM.
En la Figura 6.36. se aprecia el espectro de la señal de entrada el cual es el correspondiente a una señal
cuadrada. Esta es la señal que posteriormente se le aplicara todo el proceso de ortogonalidad correspondiente
a la modulación OFDM.
Figura 6.37: Espectro de la señal a la salida del canal OFDM.
OFDM genera una alta tasa de transmisión al dividir el ﬂujo de datos en muchos canales paralelos o
subportadoras que se transmiten en igual número de portadoras de banda estrecha y con tiempos de símbolo
(uno o varios bits) mayores al caso de usar banda ancha donde para lograr la misma tasa de transmisión los
tiempos de símbolo son más cortos. En la Figura 6.37. se observa el espectro de la señal OFDM a la salida
del canal, es posible apreciar el ruido adicionado por el canal AWGN.
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Figura 6.38: Espectro de la señal de salida OFDM.
En la Figura 6.38. se recupera la señal original con algunas alteraciones debido al ruido incorporado
por el canal AWGN. Con la ortogonalidad es posible realizar la modulación de manera simple usando una
transformada Inversa de Fourier Discreta (IDFT). De acuerdo a esta, la forma de pulso rectangular guiara a
los espectros de las subportadoras del tipo sen(x)/x y en concordancia con el receptor, solo se necesita una
FFT para invertir esta operación y recuperar la señal.
6.3. Análisis comparativo
Para ﬁnalizar este capítulo se llevara a cabo el análisis comparativo de las simulaciones comúnmente
utilizadas en los sistemas PLC, las cuales han sido estudiadas a lo largo de este documento. Se realizarán las
comparaciones enfocadas hacia los aspectos que se consideraron relevantes dados los parámetros utilizados,
teniendo en cuanta la respuesta de cada una de las simulaciones a nivel gráﬁco en el dominio del tiempo
y su tendencia según el estudio estadístico. Además de esto también se tomará como referencia el nivel de
complejidad de cada una de las simulaciones de las modulaciones y el enfoque o los campos en los cuales
sería más pertinente su uso, esto con el ﬁn de lograr concluir posteriormente las perspectivas que cada una
de ellas posee.
Se iniciará realizando la comparación entre las modulaciones GMSK y DSSS en función del tiempo.
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Figura 6.39: Comparación en el dominio del tiempo de las modulaciones GMSK y DSSS.
. En la Figura 6.39. se encuentran las ondas de entrada y salida de las modulaciones GMSK y DSSS. Bajo
las mismas condiciones se puede observar que el error entre la salida y la entrada en la gráﬁca de GMSK
está dado por una leve diferencia en la fase, mientras que en DSSS los errores se presentan como pulsaciones
indeseadas de 1 a 0 o de 0 a 1 con una duración cercana a los 0s, entretanto que la fase en la entrada y la
salida se mantiene igual, esto considerando un buen nivel de sincronismo entre el transmisor y el receptor
en está modulación. Por otro lado el nivel de complejidad que posee la modulación DSSS es apenas un poco
mayor al de GMSK.
Figura 6.40: Comparación en el dominio del tiempo de las modulaciones GMSK y FHSS.
En cuando a las modulaciones GMSK y FHSS se puede observar la similitud en cuanto a la forma de
responder a perturbaciones o problemas de sincronización. Las incongruencias que se observan en la Figura
6.40. están atribuidas a un desfase entre las señales de entrada y salida. Al momento de llevar a cabo el diseño
de ambas modulaciones se encontró que la diﬁcultad de la simulación FHSS en mucho mayor al de GMSK,
de hecho, es el más complejo de las cuatro modulaciones principales estudiadas en este documento.
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Figura 6.41: Comparación en el dominio del tiempo de las modulaciones GMSK y OFDM.
Como se puede apreciar en la Figura 6.41. el comportamiento referente a las modulaciones GMSK y
OFDM es semejante al de GMSK y DSSS dado que al igual que estas, poseen las mismas diferencias en sus
respuestas, una con un desfase y la otra con una serie de pulsos indeseados respectivamente. Se debe tener
en cuenta, que la frecuencia con la cual se dan estas series de pulsos indeseados en OFDM es mucho menor
a DSSS.
Ahora se realizaran las comparaciones de la modulación DSSS con FHSS y OFDM.
Figura 6.42: Comparación en el dominio del tiempo de las modulaciones DSSS y FHSS.
En la Figura 6.42. se exponen las gráﬁcas correspondientes a las señales de entrada y salida para las
modulaciones DSSS y FHSS, se debe tener en cuenta que aunque estas dos modulaciones se basan en la
tecnología de espectro expandido para su desarrollo, diﬁeren en cuanto a sus aplicaciones. En lo concerniente
a su diﬁcultad estructural se puede concluir con base en lo expuesto anteriormente que la complejidad de
FHSS es mucho mayor a la de DSSS. Se puede observar en la 6.42. que la respuesta a los errores por parte de
FHSS está relacionada a un desfase mientras que la DSSS está vinculada a una serie de pulsos indeseados,
como se indico anteriormente.
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Figura 6.43: Comparación en el dominio del tiempo de las modulaciones DSSS y OFDM.
DSSS y OFDM son las modulaciones principalmente usadas para los sistemas PLC, ya que ambas permiten
un aprovechamiento de la banda de diferentes formas. En la Figura 6.43. se puede notar la similitud que estas
modulaciones poseen en cuanto a su respuesta al ruido, ambas generan la serie de pulsos indeseados nombrados
anteriormente. En cuanto a su diﬁcultad de diseño es prácticamente obvio que la complejidad de OFDM es
mayor a la de DSSS. Así mismo se debe considerar el hecho que OFDM es una forma de modulación más
novedosa que DSSS.
Para ﬁnalizar este análisis gráﬁco en el dominio del tiempo se procederá a comparar las formas de onda de
FHSS y OFDM.
Figura 6.44: Comparación en el dominio del tiempo de las modulaciones FHSS y OFDM.
Se puede observar en la Figura 6.44. las disimilitudes entre las formas de onda de entrada y salida para
ambas modulaciónes. La señal de salida FHSS responde a los errores en forma de desfase mientras que la de
OFDM esta colmada de una serie de pulsos con duración cercana a los 0s. En lo correspondiente al desarrollo
estructural, la diﬁcultad en la implementación de la modulación FHSS es un poco mayor al de OFDM, pero
está diﬁcultad que posee FHSS está relacionada con su ﬁnalidad.
A continuación se muestra una comparación estadísticas de las cuatro modulaciones desarrolladas en este
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documento. La gráﬁca proporciona la información de su relación de transmisión de bits errados frente a
la relación señal a ruido (SNR). Esta genera la información necesaria para tener argumentos concretos del
comportamiento de cada una de las modulaciones frente al ruido inyectado por el canal AWGN.
Figura 6.45: Comparación proporción de bits errados vs relación señal a ruido entre GMSK, DSSS, FHSS,
OFDM.
En la Figura 6.45. se aprecia la comparacion entre las cuatro modulaciones. En esta se observa que la
modulación GMSK presenta un comportamiento constante entre la cantidad de bits errados y la variación
de la relación señal a ruido, lo que quiere decir que hay muy poco aumento o disminución de errores al
ser incrementada la cantidad de ruido sobre el canal. Por otra parte tanto DSSS como FHSS presentan un
tendencia similar en su comportamiento, es claro observar que al haber una variación de la relación señal a
ruido, la señal tiende a estabilizarse obteniendo una mejor transmisión. También es posible apreciar que las
modulaciones DSSS y OFDM logran llegar a un punto en el cual se estabilizan, en donde la cantidad de bits
errados es prácticamente cero, lo que permite una adecuada transmisión de los datos. Para el caso de GMSK
y FHSS no fue posible llegar a un punto en el cual la proporción de bits errados fuese nula.
Para el siguiente análisis se hace una confrontación de las cuatro modulaciones entre la proporción de
bits errados y el tiempo de simulación, siendo este tiempo el mismo para todas las modulaciones con el ﬁn
de poder llegar a comparar objetivamente su desempeño a lo largo de su tiempo de transmisión.
CAPÍTULO 6. SIMULACIONES Y RESULTADOS 112
Figura 6.46: Comparación de bits errados vs tiempo de simulación entre GMSK, DSSS, FHSS, OFDM.
En la Figura 6.46. se aprecia la tendencia lineal de las cuatro modulaciones. A continuación se nombraran
en un orden de menor a mayor la tendencia lineal de las modulaciones que están siendo a analizadas:
La modulación FHSS es la que presenta menor linealidad, esta muestra la mayor inestabildad a la hora
de transmitir los datos por el canal.
Seguidamente encontramos la modulación GMSK con algunas imperfecciones en su trayectoria.
Posteriormente la modulación DSSS presenta muchos menos errores a lo largo de su tiempo de trans-
misión.
Finalmente la modulación OFDM, bajo los parametros de simulacion utilizados, es la que entrega una
mejor respuesta ante las variaciones, mostrando una tendencia etre los bits errados y el tiempo de
simulación completamente lineal, lo cual permite observar que la modulación OFDM posee la mayor
estalbildad de las cuatro.
Conclusiones
En base a la recopilación bibliográﬁca realizada a lo largo de este trabajo, se puede aﬁrmar que actual-
mente las comunicaciones a través de las líneas eléctricas (PLC), a pesar de los inconvenientes que se
han presentando para su implementación, goza de una excelente proyección a nivel mundial y es una
prometedora opción para resolver los problemas de cobertura referente a las comunicaciones por los
cuales hoy en día se ven afectados muchos países. Además es posible aumentar la competitividad, ya
que las empresas del sector eléctrico pueden entrar a ofrecer este servicio, dando a los usuarios más
opciones en el momento de elegir su proveedor, o bien estas empresas eléctricas podrán alquilar las redes
a un ISP (proveedor de servicios de internet) para llevar a cabo la implementación de la tecnología PLC.
Las simulaciones realizadas en este documento permiten tener una amplia noción de las principales
modulaciones, siendo la modulación por saltos de frecuencias con espectro expandido FHSS la más
compleja, dado que no solo debe existir un sincronismo entre los saltos de frecuencias sino también
entre la secuencia pseudo-aleatoria del transmisor y el receptor. Continuado con el orden de diﬁcultad
de diseño, se encuentra la modulación de multiplexación por división de frecuencias ortogonales OFDM,
teniendo como principal diﬁcultad la agrupación de las ondas portadoras de forma ortogonal. Por otro
lado la modulación por secuencia directa con espectro expandido DSSS resulta menos dispendiosa que
las dos anteriores, dado que su complejidad está relacionada por el sincronismo de la secuencia pseudo-
aleatoria entre el transmisor y el receptor que debe existir para poder llevar a cabo una adecuada
recuperación de la información. Finalmente la modulación por desplazamiento mínimo gaussiano GM-
SK resulta bastante simple de realizar, teniendo como mayor diﬁcultad la implementación del ﬁltro
gaussiano de pre-modulación.
De acuerdo a las simulaciones de las modulaciones desarrolladas es posible hacer una clasiﬁcación según
las necesidades que requiera el usuario, esto con el ﬁn de realizar un aprovechamiento adecuado de cada
modulación. Se llegó a la conclusión que si el objetivo es tener una red extremadamente segura y que
deba trabajar sobre frecuencias que ya están siendo usadas, FHSS se acomoda satisfactoriamente a
este tipo de exigencia, siendo una de sus principales aplicaciones las comunicaciones militares. Si la
necesidad es trabajar con una red que requiera un nivel de seguridad bueno y un aprovechamiento de
la banda de frecuencias, DSSS y OFDM poseen características que satisfacen estas condiciones. Por
último la modulación GMSK permite realizar una transmisión estable ausente de variaciones causadas
por frecuencias instantáneas, donde su aplicación en relación con las redes PLC está limitada a zonas
de muy baja potencia.
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Trabajo a futuro
Las comunicaciones sobre líneas eléctricas como se ha estudiado ya en este documento, presentan muy
buenas perspectivas en cuanto a su proyección, lo cual requiere de más investigaciones que posibilita el
rápido desarrollo de esta tecnología. En la Universidad Tecnológica de Pereira se han realizado algunos
estudios enfocados hacia la tecnología PLC, esto ha hecho posible que surjan nuevos temas a desarrollar
sobre esta interesante forma de comunicación. Con la elaboración de este trabajo quedan puertas abiertas
hacia próximas investigaciones que permitirán ampliar el desarrollo de esta temática. Con la ayuda de las
simulaciones hechas en este documento es posible tener una idea clara de las respuestas que se deben obtener
al momento de hacer una implementación física de estas modulaciones. En la Universidad Tecnológica ya
se han hecho pruebas físicas, estas constan de un transporte de datos toma a toma, el objetivo es poder ir
mas allá e implementar la transferencia superando el transformador las cuales ofrecerán repuestas reales que
podrán permitir un estudio más a fondo sobre las comunicaciones sobre líneas eléctricas PLC.
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