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Abstract
Consider the continuous-time algebraic Riccati equation (CARE) and the discrete-time
algebraic Riccati equation (DARE) which arise in linear control and system theory. It is known
that appropriate assumptions on the coefficient matrices guarantee the existence and unique-
ness of Hermitian positive semidefinite stabilizing solutions. In this note, we apply the theory
of condition developed by Rice to define condition numbers of the CARE and DARE in the
Frobenius norm, and derive explicit expressions of the condition numbers in a uniform man-
ner. Both the complex case and real case are considered, and connections to certain existing
condition numbers of the CARE and DARE are discussed. © 2002 Elsevier Science Inc. All
rights reserved.
Keywords: Continuous-time algebraic Riccati equation; Discrete-time algebraic Riccati equation; Con-
dition number
1. Introduction
Consider the continuous-time algebraic Riccati equation (CARE)
Q+ AHX +XA−XBR−1BHX = 0, (1.1)
and the discrete-time algebraic Riccati equation (DARE)
X − AHXA+ AHXB(R + BHXB)−1BHXA− CHC = 0. (1.2)
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Appropriate assumptions on the coefficient matrices will be made in Sections 1.1
and 1.2 to guarantee the existence and uniqueness of Hermitian positive semi-definite
(p.s.d.) stabilizing solutions. Equations (1.1) and (1.2) arise naturally in linear control
and system theory, and there are many contributions in the literature on the theory,
applications, and numerical solution of the equations (see, e.g., [2–4,6,7,9–13,14,16–
20,22]).
Condition numbers of the CARE and DARE, as measures of the sensitivity of
the Hermitian p.s.d. stabilizing solutions to small changes in the coefficient matri-
ces, play a key role in the perturbation theory for the CARE and DARE. In this
note, we apply the theory of condition developed by Rice [20] to define condition
numbers of the CARE and DARE, and derive explicit expressions of the condition
numbers in a uniform manner. Both the real case (i.e., when all the coefficient ma-
trices are real and real solution matrices X are to be found) and the general (i.e.,
complex) case are considered, and connections to certain existing condition num-
bers of the CARE and DARE are discussed. The main references of the note are
[5,19,22].
Throughout this note we use Cm×n (or Rm×n) to denote the set of complex (or
real) m× n matrices, and Hn×n (or Sn×n) the set of n× n Hermitian (or real sym-
metric) matrices. AT denotes the transpose of a matrix A, and AH the conjugate
transpose of A. I stands for the identity matrix, and 0 the null matrix. The positive
definiteness (or semi-definiteness) of a Hermitian matrix A will be denoted by A > 0
(or A  0). The symbol ‖ ‖F stands for the Frobenius norm, and ‖ ‖2 the spectral
norm and the Euclidean vector norm. For A = (a1, . . . , an) = (αij ) ∈ Cm×n and a
matrix B, A⊗ B = (αijB) is a Kronecker product, and vec(A) is a vector defined by
vec(A) = (aT1 , . . . , aTn )T (see [8, Chapters 1 and 2] for properties of the Kronecker
product and vec operation).
The stable matrix is an important notion to the study of the CARE and DARE.
An n× n matrix A is said to be c-stable if all the eigenvalues of A lie in the open left
half complex plane, and A is said to be d-stable if all the eigenvalues of A lie in the
open unit disk.
1.1. The CARE
The coefficient matrices of the CARE (1.1) areA ∈ Cn×n, B ∈ Cn×m,Q∈Hn×n,
and R ∈ Hm×m, in which Q  0 and R > 0. Let G = BR−1BH. Then the CARE
(1.1) can be written in the simplified form
Q+ AHX +XA−XGX = 0, (1.3)
where Q,G  0.
We assume that (A,G) is a c-stabilizable pair (i.e., there is a matrix K ∈ Cn×n
such that the matrix A−GK is c-stable), and that (A,Q) is a c-detectable pair (i.e.,
if (AT,QT) is c-stabilizable). It is known [4,17] that in such a case there exists a
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unique Hermitian p.s.d. solution X to the CARE (1.3), and the matrix A−GX is
c-stable.
1.2. The DARE
The coefficient matrices of the DARE (1.2) are A ∈ Cn×n, B ∈ Cn×m, C ∈
Cr×n, and R ∈ Cm×m. As usually, we assume RH=R > 0. Let G=BR−1BH, Q =
CHC. Then the DARE (1.2) can be written in the simplified form
X − AHX(I +GX)−1A−Q = 0, (1.4)
where Q,G  0.
We assume that (A,B) is a d-stabilizable pair (i.e., if wHB = 0 and wHA = λwH
for some constant λ imply |λ| < 1 or w = 0) and that (A,C) is a d-detectable
pair (i.e., if (AT, CT) is d-stabilizable) [18]. It is known [9,14] that in such a case
there exists a unique Hermitian p.s.d. solution X to the DARE (1.4), and the matrix
(I +GX)−1A is d-stable.
1.3. Preparation theorems
The following known results will be used in Sections 2 and 3:
Theorem 1.1 ([5]). If W1,W2 ∈ Hn×n satisfy
W2  W1  −W2,
then ‖W1‖F  ‖W2‖F .
Theorem 1.2. Let  ∈ Cn×n be c-stable, and   0. If W solves
HW +W = −,
then W is Hermitian p.s.d. (see [15] or [23]).
Theorem 1.3. Let  ∈ Cn×n be d-stable, and   0. If W solves
W − HW = ,
then W is Hermitian p.s.d. (see [1]).
In Sections 2 and 3 we will investigate condition numbers of the CARE and
DARE, respectively.
2. Condition numbers of the CARE
2.1. The complex case
Let X be the unique Hermitian p.s.d. solution to the CARE (1.3). Let
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 = A−GX, (2.1)
and define the linear operator L : Hn×n → Hn×n by
LW = HW +W, W ∈ Hn×n. (2.2)
Since the matrix  defined by (2.1) is c-stable, the operator L is invertible.
Moreover, define the operators P : Cn×n → Hn×n, and Q: Hn×n → Hn×n by [4]
PN = L−1(XN +NHX), N ∈ Cn×n, (2.3)
and
QH = L−1(XHX), H ∈ Hn×n. (2.4)
Let the coefficient matrices Q, A, G of the CARE (1.3) be slightly perturbed to
Q˜ ∈ Hn×n, A˜ ∈ Cn×n, G˜ ∈ Hn×n, respectively, and let
Q = Q˜−Q, A = A˜− A, G = G˜−G.
From [22, Theorem 3.1 and its proof] we see that if Q˜, G˜  0, and if ‖(Q,A,
G)‖F is sufficiently small, then there is a unique Hermitian p.s.d. matrix X˜ such
that A˜− G˜X˜ is c-stable, and
Q˜+ A˜HX˜ + X˜A˜− X˜G˜X˜ = 0,
and
X≡ X˜ −X
= −(L−1Q+ PA− QG)+ O (‖(Q,A,G)‖2F) , (2.5)
as ‖(Q,A,G)‖F → 0. (Note: Without the assumption Q˜, G˜  0 the expan-
sion (2.5) still holds, but the Hermitian matrix X˜ may not be p.s.d.)
Applying the theory of condition developed by Rice [21] we may define the con-
dition number c(X) of X by
c(X) = lim
δ→0 supρ(Q,A,G)δ
Q,G∈Hn×n, A∈Cn×n
Q+Q0, G+G0
‖X‖F
ξδ
, (2.6)
where
ρ(Q,A,G) =
∥∥∥∥
(
Q
κ
,
A
α
,
G
γ
)∥∥∥∥
F
,
and ξ, κ, α, γ are positive parameters. Taking
ξ = κ = α = γ = 1
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in (2.6) gives the absolute condition number cabs(X), and taking
ξ = ‖X‖F , κ = ‖Q‖F , α = ‖A‖F , γ = ‖G‖F
in (2.6) gives the relative condition number crel(X).
We now are going to derive an explicit expression of the condition number c(X)
defined by (2.6).
2.1.1. The case of Q,G > 0
Observe that we have Q+Q  0 and G+G  0 provided that ‖(Q,A,
G)‖F is sufficiently small. Hence, in the case of Q,G > 0 we can write the defi-
nition (2.6) as
c(X) = lim
δ→0 supρ(Q,A,G)δ
Q,G∈Hn×n, A∈Cn×n
‖X‖F
ξδ
. (2.7)
Substituting (2.5) into (2.7), and using (2.3) and (2.4), we get
c(X)= 1
ξ
max(
Q
κ
,A
α
, G
γ
)
/=0
Q,G∈Hn×n
A∈Cn×n
∥∥L−1 [Q+ (XA+AHX)−XGX]∥∥
F∥∥∥(Qκ , Aα , Gγ )∥∥∥F
= 1
ξ
max
(M,D,H) /=0
M,H∈Hn×n
D∈Cn×n
∥∥L−1 [κM + α(XD +DHX)− γXHX]∥∥
F
‖(M,D,H)‖F . (2.8)
Define the operator V : Hn×n × Cn×n × Hn×n → Hn×n by
V(M,D,H) = L−1 [κM + α(XD +DHX)− γXHX] ,
M,H ∈ Hn×n, D ∈ Cn×n, (2.9)
and define the operator S : Cn×n × Cn×n × Cn×n → Cn×n by
S(N,E,R) = T−1 [κN + α(XE + EHX)− γXRX] ,
N,E,R ∈ Cn×n, (2.10)
where T is the linear operator defined by
TZ = HZ + Z ∈ Cn×n, Z ∈ Cn×n. (2.11)
Then (2.8) can be written
c(X) = 1
ξ
max
(M,D,H) /=0
M,H∈Hn×n, D∈Cn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F , (2.12)
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where V is the operator defined by (2.9). Note that the operator V is a restriction of
the operator S.
Obviously,
max
(M,D,H) /=0
M,H∈Hn×n, D∈Cn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F  max(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F . (2.13)
We now are going to prove that the equality of (2.13) holds.
Let Nˆ, Eˆ, Rˆ be the n× n complex matrices that
max
(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Nˆ, Eˆ, Rˆ)‖F
‖(Nˆ, Eˆ, Rˆ)‖F
. (2.14)
Observe that if we write
N = NR + iNI , E = ER + iEI , R = RR + iRI ,
where NR,NI ,ER,EI , RR,RI ∈ Rn×n, then the operator S is a linear transforma-
tion from the vector space
R∗ ≡ Rn×n × Rn×n × Rn×n × Rn×n × Rn×n × Rn×n
to the vector space Rn×n × Rn×n, and the Frobenius norm is just the Euclidean vec-
tor norm applied to “vectors” in R∗. Hence, the maximum in the left-hand side of
(2.14) occurs when(
NˆR, NˆI , EˆR, EˆI , RˆR, RˆI
)
is a singular “vector” of S corresponding to its largest singular value, where
NˆR + iNˆI = Nˆ, EˆR + iEˆI = Eˆ, RˆR + iRˆI = Rˆ.
Let
Zˆ = S(Nˆ, Eˆ, Rˆ) ∈ Cn×n. (2.15)
By the definitions (2.10) and (2.11), we have
HZˆ + Zˆ = κNˆ + α(XEˆ + EˆHX)− γXRˆX,
which implies
HZˆH + ZˆH = κNˆH + α(XEˆ + EˆHX)− γXRˆHX,
i.e.,
ZˆH = S(NˆH, Eˆ, RˆH). (2.16)
Since
‖ZˆH‖F = ‖Zˆ‖F , ‖(NˆH, Eˆ, RˆH)‖F = ‖(Nˆ, Eˆ, Rˆ)‖F
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from (2.14)–(2.16) we obtain
max
(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(NˆH, Eˆ, RˆH)‖F
‖(NˆH, Eˆ, RˆH)‖F
,
which means that(
NˆTR,−NˆTI , EˆR, EˆI , RˆTR,−RˆTI
)
is also a singular “vector” of S corresponding to its largest singular value.
Let
Mˆ = Nˆ + NˆH ∈ Hn×n, Dˆ = 2Eˆ ∈ Cn×n, Hˆ = Rˆ + RˆH ∈ Hn×n.
If (Mˆ, Dˆ, Hˆ ) /= 0, then
(MˆR, MˆI , DˆR, DˆI , HˆR, HˆI )
is also a singular “vector” of S corresponding to its largest singular value. Conse-
quently, we have
max
(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Mˆ, Dˆ, Hˆ )‖F
‖(Mˆ, Dˆ, Hˆ )‖F
= ‖V(Mˆ, Dˆ, Hˆ )‖F‖(Mˆ, Dˆ, Hˆ )‖F
,
Mˆ, Hˆ ∈ Hn×n, Dˆ ∈ Cn×n. (2.17)
The last equality is based on the definitions (2.9), (2.10), and (2.2), and the fact that
the matrix  is c-stable.
If (Mˆ, Dˆ, Hˆ ) = 0, then let
M∗ = iNˆ ∈ Hn×n, D∗ = 0 ∈ Cn×n, H ∗ = iRˆ ∈ Hn×n.
In this case(
M∗R,M∗I , 0, 0, H ∗R,H ∗I
)
is also a singular “vector” of S corresponding to its largest singular value. Conse-
quently, we have
max
(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(M∗,D∗, H ∗)‖F
‖(M∗,D∗, H ∗)‖F =
‖V(M∗,D∗, H ∗)‖F
‖(M∗,D∗, H ∗)‖F ,
M∗, H ∗ ∈ Hn×n, D∗ ∈ Cn×n. (2.18)
From the relations (2.17) and (2.18) we see that the equality of (2.13) holds. Com-
bining it with (2.12) and (2.10) gives
c(X) = 1
ξ
max
(N,E,R) /=0
N,E,R∈Cn×n
∥∥T−1 [κN + α(XE + EHX)− γXRX]∥∥
F
‖(N,E,R)‖F , (2.19)
where T is the linear operator defined by (2.11).
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Let T be the matrix representation of the linear operator T. Then it is easy to see
that
T = I ⊗ H + T ⊗ I. (2.20)
Let
z = vec(N) = x + iy, w = vec(E) = u+ iv,
c = vec(R) = a + ib, x, y, u, v, a, b ∈ Rn2 ,
g = (xT, yT, uT, vT, aT, bT)T,
and let
T −1 = S + i, T −1(I ⊗X) = U1 + i1,
T −1(XT ⊗ I ) = U2 + i2, T −1(X ⊗X) = V + i,
Sc =
(
S −
 S
)
, Uc =
(
U1 + U2 2 − 1
1 + 2 U1 − U2
)
,
Vc =
(
V −
 V
)
, (2.21)
where  is the vec-permutation matrix [8, pp. 32–34], and
S,, U1,1, U2,2, V , ∈ Rn2×n2 .
Moreover, let
c = (κSc, αUc, γ Vc). (2.22)
Then from (2.19) we get
c(X) = 1
ξ
max
g /=0
‖cg‖2
‖g‖2 =
1
ξ
‖c‖2. (2.23)
2.1.2. The case of Q,G  0
Let c(X) be the condition number defined by (2.6), and let c∗(X) be the scalar
defined by
c∗(X) = lim
δ→0 supρ(Q,A,G)δ
Q,G∈Hn×n, A∈Cn×n
‖X‖F
ξδ
, (2.24)
where X is the matrix-valued function of Q, A and G expressed by (2.5),
and ξ is a fixed positive scalar. Obviously, the definition (2.24) of c∗(X) and the
definition (2.7) are formally the same. Therefore, the technique described in Section
2.1.1 can be used to show that c∗(X) has the same expression as (2.23).
From the definitions (2.6) and (2.24) we see that
c(X)  c∗(X). (2.25)
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We now are going to prove c(X) = c∗(X).
Choose a sequence {(Qj ,A,Gj )}∞j=1 so that
Qj,Gj ∈ Hn×n and Qj,Gj > 0,
(A,Gj ) is c-stabilizable, (A,Qj ) is c-detectable,
and
lim
j→∞Qj = Q, limj→∞Gj = G. (2.26)
Let Xj ∈ Hn×n be the unique p.s.d. solution to the CARE
Qj + AHj Xj +XjAj −XjGjXj = 0,
where Aj −GjXj are c-stable, j = 1, 2, . . . By [22, Theorem 3.1], we have
lim
j→∞Xj = X.
The following facts will be used:
(i) By (2.8) and (2.12), we have
c(Xj ) = 1
ξ
max
(Q,A,G) /=0
Q,G∈Hn×n, A∈Cn×n
∥∥∥Vj (Qκ , Aα , Gγ )∥∥∥F∥∥∥(Qκ , Aα , Gγ )∥∥∥F
,
j = 1, 2, . . . , (2.27)
where the operator Vj : Hn×n × Cn×n × Hn×n → Hn×n is defined by
Vj (M,D,H)=L−1j
[
κM + α(XjD +DHXj)− γXjHXj
]
,
M,H ∈ Hn×n, D ∈ Cn×n,
in which the operator Lj : Hn×n → Hn×n is defined by
LjW = Hj W +Wj , W ∈ Hn×n,
and j = A−GjXj for j = 1, 2, . . . It is easy to see that
lim
j→∞j = , limj→∞Lj = L, limj→∞Vj = V. (2.28)
Since
(
Q
κ
, A
α
, G
γ
)
in the formula (2.27) can be replaced by
(
Q
τκ
, A
τα
, G
τγ
)
for
any τ > 0, for each Xj there are Qj , Aj and Gj satisfying
Aj ∈ Cn×n, Qj ,Gj ∈ Hn×n,
Qj +Qj  0, Gj +Gj  0 (2.29)
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such that
c(Xj ) = 1
ξ
∥∥∥Vj (Qjκ , Ajα , Gjγ )∥∥∥F∥∥∥(Qjκ , Ajα , Gjγ )∥∥∥F
. (2.30)
(ii) By the definition (2.6) and the expression (2.12), we have
c(X) = 1
ξ
max
(Q,A,G) /=0
Q,G∈Hn×n, A∈Cn×n
Q+Q0, G+G0
∥∥∥V (Qκ , Aα , Gγ )∥∥∥F∥∥∥(Qκ , Aα , Gγ )∥∥∥F
. (2.31)
(iii) By the definition (2.24) and the expression (2.12), we have
c∗(X) = 1
ξ
max
(Q,A,G) /=0
Q,G∈Hn×n, A∈Cn×n
∥∥∥V (Qκ , Aα , Gγ )∥∥∥F∥∥∥(Qκ , Aα , Gγ )∥∥∥F
. (2.32)
By (2.27), (2.32), and the relation limj→∞ Vj = V (see (2.28)), we have
lim
j→∞ c(Xj ) = c
∗(X). (2.33)
Without loss of generality we may assume that each (Qj ,Aj ,Gj ) of (2.29)
and (2.30) lies in a closed neighborhood of the origin of Hn×n × Cn×n × Hn×n.
Consequently, the sequence {(Qj ,Aj ,Gj )}∞j=1 has a convergent subsequence
{(Qjk ,Ajk ,Gjk )}∞k=1 in which
lim
k→∞Qjk = Q
∗, lim
k→∞Ajk = A
∗, lim
k→∞Gjk = G
∗. (2.34)
Combining (2.29) with (2.26) and (2.34) yields
Q+Q∗  0, G+G∗  0. (2.35)
Thus, if (Q∗,A∗,G∗) /= 0, then we have proved
c∗(X) = 1
ξ
∥∥∥V (Q∗κ , A∗α , G∗γ )∥∥∥F∥∥∥(Q∗κ , A∗α , G∗γ )∥∥∥F
,
whereA∗ ∈ Cn×n,Q∗,G∗ ∈ Hn×n, (Q∗,A∗,G∗) /= 0, and the relations
of (2.35) are satisfied. Combining this fact with (2.25) and (2.31) shows
c∗(X) = c(X). (2.36)
If (Q∗,A∗,G∗) = 0, then we prove (2.36) by showing the following fact:
For any 61 > 0 and 62 > 0, there are ̂Q, ̂A and ̂G satisfying
̂Q, ̂G ∈ Hn×n, ̂A ∈ Cn×n, (̂Q, ̂A, ̂G) /= 0,
Q+ ̂Q > −62I, G+ ̂G > −62I, (2.37)
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such that∣∣∣∣∣∣∣c
∗(X)− 1
ξ
∥∥∥V ( ̂Qκ , ̂Aα , ̂Gγ )∥∥∥F∥∥∥( ̂Qκ , ̂Aα , ̂Gγ )∥∥∥F
∣∣∣∣∣∣∣ < 61. (2.38)
We now are going to show the fact.
By (2.27) and (2.33), there is an integer J1 > 0 such that∣∣∣∣∣∣∣c
∗(X)− 1
ξ
∥∥∥Vj (Qjκ , Ajα , Gjγ )∥∥∥F∥∥∥(Qjκ , Ajα , Gjγ )∥∥∥F
∣∣∣∣∣∣∣ < 61/2, when j  J1, (2.39)
where Aj , Qj and Gj satisfy (2.29).
Further, by limj→∞ Vj = V, there is an integer J2 > 0 such that∣∣∣∣∣∣∣
1
ξ
∥∥∥Vj (Qjκ , Ajα , Gjγ )∥∥∥F∥∥∥(Qjκ , Ajα , Gjγ )∥∥∥F
− 1
ξ
∥∥∥V (Qjκ , Ajα , Gjγ )∥∥∥F∥∥∥(Qjκ , Ajα , Gjγ )∥∥∥F
∣∣∣∣∣∣∣ < 61/2,
when j  J2. (2.40)
Since each (Qj ,Aj ,Gj ) for j  J2 lies in a neighborhood of the origin
of Hn×n × Cn×n × Hn×n, the sequence {(Qj ,Aj ,Gj )}∞j=J2 has a convergent
subsequence {(Qjk ,Ajk ,Gjk )}∞k=1 in which
lim
k→∞Qjk = 0, limk→∞Gjk = 0.
Thus, there is an integer Kˆ > 0 such that
Qjk > −62I and Gjk > −62I, when k  Kˆ. (2.41)
Let J = max{J1, jKˆ} (note that jKˆ  J2), and let
̂Q = QJ , ̂A = AJ , ̂G = GJ .
Combining (2.39), (2.40) and (2.41) gives (2.38), in which ̂Q, ̂A and ̂G satisfy
(2.37).
Consequently, we have the relation (2.36) which implies that in the case ofQ,G 
0 the condition number c(X) has the same expression as (2.23).
2.1.3. An expression of the condition number c(X)
Overall, we have the following result.
Theorem 2.1. Let X be the unique Hermitian p.s.d. stabilizing solution to the CARE
(1.3), and c(X) be the condition number defined by (2.6). Then c(X) has the explicit
expression (2.23), in which the matrix c is defined by (2.20)–(2.22).
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Remark 2.1. From (2.22) and (2.23) we have the relative condition number
crel(X) = 1‖X‖F ‖(‖Q‖F Sc, ‖A‖FUc, ‖G‖FVc)‖2 .
Sun [22, (3.29)] introduces a relative condition number c(r)(X) which is based on a
perturbation bound for the Hermitian p.s.d. solution X, and it can be expressed by
c(r)(X) = 1‖X‖F
√
(‖Q‖F ‖Sc‖2)2 + (‖A‖F ‖Uc‖2)2 + (‖G‖F ‖Vc‖2)2.
Comparing it with crel(X) gives
crel(X)  c(r)(X) 
√
3crel(X).
2.2. The real case
In this subsection we consider the real case; i.e., all the coefficient matrices Q,A,
G of (1.3) are real, and X is the unique real symmetric p.s.d. stabilizing solution to
the CARE (1.3).
We first assume that Q,G > 0, and thus we may use the definition (2.7), in which
Q,G ∈ Sn×n, and A ∈ Rn×n. By using the same argument as in Section 2.1.1,
we obtain
c(X) = 1
ξ
max
(M,D,H) /=0
M,H∈Sn×n, D∈Rn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F , (2.42)
where the operator V (see (2.9)) is defined on a real product space. (Note: Similarly,
the operators L, T, S, see (2.2), (2.11), (2.10), are also defined on real spaces.)
Similar to (2.13), we have
max
(M,D,H) /=0
M,H∈Sn×n, D∈Rn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F  max(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F . (2.43)
We now are going to prove that the equality of (2.43) holds.
Let Nˆ, Eˆ, Rˆ be the n× n real matrices that
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Nˆ, Eˆ, Rˆ)‖F
‖(Nˆ, Eˆ, Rˆ)‖F
. (2.44)
The relation (2.44) means that (Nˆ, Eˆ, Rˆ) is a singular “vector” of S corresponding
to its largest singular value. Let
Zˆ = S(Nˆ, Eˆ, Rˆ) ∈ Rn×n. (2.45)
By the definitions (2.10) and (2.11), we have
TZˆ + Zˆ = κNˆ + α(XEˆ + EˆTX)− γXRˆX, (2.46)
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which implies
TZˆT + ZˆT = κNˆT + α(XEˆ + EˆTX)− γXRˆTX,
i.e.,
ZˆT = S(NˆT, Eˆ, RˆT).
Since
‖ZˆT‖F = ‖Zˆ‖F , ‖(NˆT, Eˆ, RˆT)‖F = ‖(Nˆ, Eˆ, Rˆ)‖F ,
from (2.44) we obtain
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(NˆT, Eˆ, RˆT)‖F
‖(NˆT, Eˆ, RˆT)‖F
,
which means that (NˆT, Eˆ, RˆT) is also a singular “vector” of S corresponding to its
largest singular value.
Let
Mˆ = Nˆ + NˆT ∈ Sn×n, Dˆ = 2Eˆ ∈ Rn×n, Hˆ = Rˆ + RˆT ∈ Sn×n.
If (Mˆ, Dˆ, Hˆ ) /= 0, then similar to (2.17) we have
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖V(Mˆ, Dˆ, Hˆ )‖F
‖(Mˆ, Dˆ, Hˆ )‖F
,
Mˆ, Hˆ ∈ Sn×n, Dˆ ∈ Rn×n. (2.47)
If (Mˆ, Dˆ, Hˆ ) = 0, then (2.44) becomes
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
,
Nˆ, Rˆ : real skew-symmetric matrices. (2.48)
We now prove that there are matrices M∗, H ∗ ∈ Sn×n such that
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
 ‖V(M
∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F . (2.49)
Since the matrices Nˆ and Rˆ are real skew-symmetric, there are real orthogonal ma-
trices U and V, and λj , µj  0 (j = 1, 2, . . .) such that
Nˆ = U
[(
0 λ1
−λ1 0
)
+˙
(
0 λ2
−λ2 0
)
+˙ · · ·
]
UT,
(2.50)
Rˆ = V
[(
0 µ1
−µ1 0
)
+˙
(
0 µ2
−µ2 0
)
+˙ · · ·
]
V T,
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where the canonical forms of Nˆ and Rˆ have odd numbers of 1-by-1 blocks of zero
in the diagonal when n = 2k + 1 for a positive integer k. Let
W1 = iZˆ, S1 = κ(iNˆ)− γX(iRˆ)X. (2.51)
Then from (2.46)
TW1 +W1 = S1, S1 ∈ Hn×n. (2.52)
Choose
M∗ = U
[(
λ1 0
0 λ1
)
+˙
(
λ2 0
0 λ2
)
+˙ · · ·
]
UT,
H ∗ = −V
[(
µ1 0
0 µ1
)
+˙
(
µ2 0
0 µ2
)
+˙ · · ·
]
V T, (2.53)
and let
S2 = κM∗ − γXH ∗X.
Obviously, we have
M∗, H ∗ ∈ Sn×n, ‖M∗‖F = ‖Nˆ‖F , ‖H ∗‖F = ‖Rˆ‖F , (2.54)
and
S2  0, S2  S1  −S2. (2.55)
By Theorem 1.2, if W2 solves
TW2 +W2 = −S2, (2.56)
then W2 is real symmetric p.s.d., and by the definition (2.2) of L, W2 can be ex-
pressed by
W2 = −L−1S2 = −L−1(κM∗ − γXH ∗X). (2.57)
Combining (2.56) with (2.52) gives
T(W2 −W1)+ (W2 −W1) = −(S2 + S1), (2.58)
and
T(W2 +W1)+ (W2 +W1) = −(S2 − S1), (2.59)
where S2 + S1  0, and S2 − S1  0 (by (2.55)). Since  is c-stable, (2.58) and
(2.59) imply that both the matrices W2 +W1 and W2 −W1 are Hermitian p.s.d. (by
Theorem 1.2), i.e.,
W2  W1  −W2.
By Theorem 1.1
‖W1‖F  ‖W2‖F . (2.60)
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Consequently, we have
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
= ‖Zˆ‖F‖(Nˆ, 0, Rˆ)‖F
(by (2.45))
= ‖W1‖F‖(iNˆ, 0, iRˆ)‖F
(by (2.51))
 ‖W2‖F‖(M∗, 0, H ∗)‖F (by (2.60) and (2.54))
= ‖L
−1(κM∗ − γXH ∗X)‖F
‖(M∗, 0, H ∗)‖F (by (2.57))
= ‖V(M
∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F (by (2.9)),
where M∗, H ∗ ∈ Sn×n. The inequality (2.49) is proved. Combining (2.49) with
(2.48) and (2.43) shows that
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖V(M∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F , M
∗, H ∗ ∈ Sn×n.
(2.61)
From (2.47) and (2.61) we see that the equality of (2.43) holds. Combining it with
(2.42) and (2.10) gives
c(X) = 1
ξ
max
(N,E,R) /=0
N,E,R∈Rn×n
∥∥T−1 [κN + α(XE + ETX)− γXRX]∥∥
F
‖(N,E,R)‖F . (2.62)
Observe that the linear operator T has the matrix representation
T = I ⊗ T + T ⊗ I. (2.63)
Hence, if we let
x = vec(N), u = vec(E), a = vec(R),
h = (xT, uT, aT)T ∈ R3n2 ,
and
r = (κSr , αUr, γ Vr) (2.64)
with
Sr = T −1, Ur = T −1 [I ⊗X + (X ⊗ I )] , Vr = T −1(X ⊗X), (2.65)
then from (2.62) we get
c(X) = 1
ξ
max
h /=0
‖rh‖2
‖h‖2 =
1
ξ
‖r‖2. (2.66)
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For the case of Q,G  0 we can use the technique described in Section 2.1.2 to
derive the same expression of c(X) as (2.66).
Overall, we have the following result.
Theorem 2.2. Let the matrices Q,A,G of (1.3) be real, and X be the unique real
symmetric p.s.d. stabilizing solution to the CARE (1.3). Let c(X) be the condition
number defined by (2.6) with Q,G ∈ Sn×n and A ∈ Rn×n. Then c(X) has the
explicit expression (2.66), in which the matrix r is defined by (2.63)–(2.65).
Remark 2.2. From (2.64)–(2.66) we have the relative condition number
crel(X) = 1‖X‖F ‖(‖Q‖F Sr , ‖A‖FUr, ‖G‖FVr)‖2 .
Byers [4] suggests an approximate condition number KB(X) which is expressed by
KB(X) = 1‖X‖F (‖Q‖F ‖Sr‖2 + ‖A‖F ‖Ur‖2 + ‖G‖F ‖Vr‖2) .
Comparing it with crel(X) gives
crel(X)  KB(X)  3crel(X).
3. Condition numbers of the DARE
3.1. The complex case
Let X be the unique Hermitian p.s.d. solution to the DARE (1.4). Let
 = (I +GX)−1A, K = X(I +GX)−1A, (3.1)
and define the linear operator L: Hn×n → Hn×n by
LW = W − HW, W ∈ Hn×n. (3.2)
Since the matrix  defined by (3.1) is d-stable, the operator L is invertible.
Moreover, define the operators P: Cn×n → Hn×n, and Q: Hn×n → Hn×n by
[4,14]
PN = L−1(KHN +NHK), N ∈ Cn×n, (3.3)
and
QM = L−1(KHMK), M ∈ Hn×n. (3.4)
Let the coefficient matrices Q,A,G of the DARE (1.4) be slightly perturbed to
Q˜ ∈ Hn×n, A˜ ∈ Cn×n, G˜ ∈ Hn×n, respectively, and let
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Q = Q˜−Q, A = A˜− A, G = G˜−G.
From [22, Theorem 4.1 and its proof] we see that if Q˜, G˜  0, and if ‖(Q,A,
G)‖F is sufficiently small, then there is a unique Hermitian p.s.d. matrix X˜ such
that (I + G˜X˜)−1A˜ is d-stable and
X˜ − A˜HX˜(I + G˜X˜)−1A˜− Q˜ = 0,
and
X≡ X˜ −X
= L−1Q+ PA− QG+ O(‖(Q,A,G)‖2F ), (3.5)
as ‖(Q,A,G)‖F → 0.
Applying the theory of condition developed by Rice [21] we may define the con-
dition number c(X) of X by
c(X) = lim
δ→0 supρ(Q,A,G)δ
Q,G∈Hn×n, A∈Cn×n
Q+Q0, G+G0
‖X‖F
ξδ
, (3.6)
where
ρ(Q,A,G) =
∥∥∥∥
(
Q
κ
,
A
α
,
G
γ
)∥∥∥∥
F
,
and ξ, κ, α, γ are positive parameters. Taking
ξ = κ = α = γ = 1
in (3.6) gives the absolute condition number cabs(X), and taking
ξ = ‖X‖F , κ = ‖Q‖F , α = ‖A‖F , γ = ‖G‖F
in (3.6) gives the relative condition number crel(X).
We are now going to derive an explicit expression of the condition number c(X)
defined by (3.6).
3.1.1. The case of Q,G > 0
Observe that we have Q+Q  0 and Q+Q  0 provided that ‖(Q,A,
G)‖F is sufficiently small. Hence, in the case of Q,G > 0 we can write the defi-
nition (3.6) as
c(X) = lim
δ→0 supρ(Q,A,G)δ
Q,G∈Hn×n, A∈Cn×n
‖X‖F
ξδ
. (3.7)
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Substituting (3.5) into (3.7), and using (3.3) and (3.4), we get
c(X)= 1
ξ
max(
Q
κ
,A
α
, G
γ
)
/=0
Q,G∈Hn×n
A∈Cn×n
∥∥L−1 [Q+ (KHA+AHK)−KHGK]∥∥
F∥∥∥(Qκ , Aα , Gγ )∥∥∥F
= 1
ξ
max
(M,D,H) /=0
M,H∈Hn×n
D∈Cn×n
∥∥L−1 [κM + α(KHD +DHK)− γKHHK]∥∥
F
‖(M,D,H)‖F .
(3.8)
Define the operator V : Hn×n × Cn×n × Hn×n → Hn×n by
V(M,D,H) = L−1 [κM + α(KHD +DHK)− γKHHK] ,
M,H ∈ Hn×n, D ∈ Cn×n, (3.9)
and define the operator S : Cn×n × Cn×n × Cn×n → Cn×n by
S(N,E,R)=T−1 [κN + α(KHE + EHK)− γKHRK] ,
N,E,R ∈ Cn×n, (3.10)
where T is the linear operator defined by
TZ = Z − HZ ∈ Cn×n, Z ∈ Cn×n. (3.11)
Then (3.8) can be written
c(X) = 1
ξ
max
(M,D,H) /=0
M,H∈Hn×n, D∈Cn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F , (3.12)
where V is the operator defined by (3.9). Note that the operator V is a restriction of
the operator S.
By the technique described in Section 2.1.1 we can prove that
max
(M,D,H) /=0
M,H∈Hn×n, D∈Cn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F = max(N,E,R) /=0
N,E,R∈Cn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F , (3.13)
where S is the operator defined by (3.10). Combining (3.13) with (3.12) and (3.10)
gives
c(X) = 1
ξ
max
(N,E,R) /=0
N,E,R∈Cn×n
∥∥T−1 [κN + α(KHE + EHK)− γKHRK]∥∥
F
‖(N,E,R)‖F ,
(3.14)
where T is the linear operator defined by (3.11).
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Let T be the matrix representation of the linear operator T. Then it is easy to see
that
T = I − T ⊗ H. (3.15)
Let
T −1 = S + i, T −1(I ⊗KH) = U1 + i1,
T −1(KT ⊗ I ) = U2 + i2, T −1(KT ⊗KH) = V + i,
Sc =
(
S −
 S
)
, Uc =
(
U1 + U2 2 − 1
1 + 2 U1 − U2
)
, (3.16)
Vc =
(
V −
 V
)
,
where  is the vec-permutation matrix [8, p. 32–34], and
S,, U1,1, U2,2, V , ∈ Rn2×n2 .
Moreover, let
c = (κSc, αUc, γ Vc). (3.17)
Then from (3.14) we obtain
c(X) = 1
ξ
‖c‖2. (3.18)
3.1.2. The case of Q,G  0
By Section 1.2, G = BR−1BH, and Q = CHC, in which B ∈ Cn×m, C ∈ Cr×n,
R ∈ Hm×m, and R > 0. Moreover, (A,B) is d-stabilizable, and (A,C) is d-detect-
able. Without loss of generality we may assume that m  n and r  n. For instance,
if m < n, then we can use n-by-n matrices (B, 0) and diag(R, I ) instead of B and R,
respectively.
Choose a sequence {Bj , Cj }∞j=1 so that
Bj and CHj are of full row rank,
(A,Bj ) is d-stabilizable, (A,Cj ) is d-detectable,
and
lim
j→∞Bj = B, limj→∞Cj = C.
Let
Gj = BjR−1BHj , Qj = CHj Cj , j = 1, 2, . . .
Then Gj,Qj > 0, and
lim
→∞Gj = G, lim→∞Qj = Q.
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Let Xj be the unique Hermitian p.s.d. solution to the DARE
Xj − AHXj(I +GjXj )−1A−Qj = 0,
where (I +GjXj )−1A are d-stable, j = 1, 2, . . . By [22, Theorem 4.1], we have
lim
→∞Xj = X.
By using the technique described in Section 2.1.2 we can prove that in the case of
Q,G  0 the condition number c(X) has the same expression as (3.18).
3.1.3. An expression of the condition number c(X)
Overall, we have the following result.
Theorem 3.1. Let X be the unique Hermitian p.s.d. stabilizing solution to the DARE
(1.4), and c(X) be the condition number defined by (3.6). Then c(X) has the explicit
expression (3.18), in which the matrix c is defined by (3.15)–(3.17).
Remark 3.1. From (3.17) and (3.18) we have the relative condition number
crel(X) = 1‖X‖F ‖(‖Q‖F Sc, ‖A‖FUc, ‖G‖FVc)‖2 .
Sun [22, (4.40)] introduces a relative condition number c(r)(X) which is based on a
perturbation bound for the Hermitian p.s.d. solution X, and it can be expressed by
c(r)(X) = 1‖X‖F
√
(‖Q‖F ‖Sc‖2)2 + (‖A‖F ‖Uc‖2)2 + (‖G‖F ‖Vc‖2)2.
Comparing it with crel(X) gives
crel(X)  c(r)(X) 
√
3crel(X).
3.2. The real case
In this subsection we consider the real case; i.e., all the coefficient matrices Q,A,
G of (1.4) are real, and X is the unique real symmetric p.s.d. stabilizing solution to
the DARE (1.4).
Since the technique described in Sections 2.1.2 and 3.1.2 can be used here, we
only need to consider the case of Q,G > 0. By the definition (3.7) with Q,G ∈
Sn×n and A ∈ Rn×n, and by using the same argument as in Section 3.1, we obtain
c(X) = 1
ξ
max
(M,D,H) /=0
M,H∈Sn×n, D∈Rn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F , (3.19)
where the operator V (see (3.9)) is defined on a real product space. (Note. Similarly,
the operators L, T, S, see (3.2), (3.11), and (3.10), are also defined on real spaces.)
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Obviously,
max
(M,D,H) /=0
M,H∈Sn×n, D∈Rn×n
‖V(M,D,H)‖F
‖(M,D,H)‖F  max(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F . (3.20)
We now are going to prove that the equality of (3.20) holds.
Let Nˆ, Eˆ, Rˆ be the n× n real matrices that
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Nˆ, Eˆ, Rˆ)‖F
‖(Nˆ, Eˆ, Rˆ)‖F
. (3.21)
The relation (3.21) means that (Nˆ, Eˆ, Rˆ) is a singular “vector” of S corresponding
to its largest singular value. Let
Zˆ = S(Nˆ, Eˆ, Rˆ) ∈ Rn×n. (3.22)
By the definitions (3.10) and (3.11), we have
Zˆ − TZˆ = κNˆ + α(KTEˆ + EˆTK)− γKTRˆK. (3.23)
By a similar argument as in Section 2.2, we obtain
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(NˆT, Eˆ, RˆT)‖F
‖(NˆT, Eˆ, RˆT)‖F
,
which means that (NˆT, Eˆ, RˆT) is also a singular “vector” of S corresponding to its
largest singular value.
Let
Mˆ = Nˆ + NˆT ∈ Sn×n, Dˆ = 2Eˆ ∈ Rn×n, Hˆ = Rˆ + RˆT ∈ Sn×n.
If (Mˆ, Dˆ, Hˆ ) /= 0, then similar to (2.39) we have
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖V(Mˆ, Dˆ, Hˆ )‖F
‖(Mˆ, Dˆ, Hˆ )‖F
,
Mˆ, Hˆ ∈ Sn×n, Dˆ ∈ Rn×n. (3.24)
If (Mˆ, Dˆ, Hˆ ) = 0, then (3.21) becomes
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
,
Nˆ, Rˆ : real skew-symmetric matrices. (3.25)
We now prove that there are matrices M∗, H ∗ ∈ Sn×n such that
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
 ‖V(M
∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F . (3.26)
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Since the matrices Nˆ and Rˆ are real skew-symmetric, there are real orthogonal ma-
trices U and V, and λj , µj  0 (j = 1, 2, . . .) such that Nˆ and Rˆ have the real Schur
decompositions (2.42). Let
W1 = iZˆ, S1 = κ(iNˆ)− γKT(iRˆ)K. (3.27)
Then from (3.23)
W1 − TW1 = S1, S1 ∈ Hn×n. (3.28)
Choose the real symmetric matrices M∗ and H ∗ expressed by (2.45), and let
S2 = κM∗ − γKTH ∗K.
Obviously, we have
M∗, H ∗ ∈ Sn×n, ‖M∗‖F = ‖Nˆ‖F , ‖H ∗‖F = ‖Rˆ‖F , (3.29)
and
S2  0, S2  S1  −S2. (3.30)
By Theorem 1.3, if W2 solves
W2 − TW2 = S2, (3.31)
then W2 is real symmetric p.s.d., and by the definition (3.2) of L, W2 can be ex-
pressed by
W2 = L−1S2 = L−1(κM∗ − γKTH ∗K). (3.32)
Combining (3.31) with (3.28) gives
W2 −W1 − T(W2 −W1) = S2 − S1, (3.33)
and
W2 +W1 − T(W2 +W1) = S2 + S1, (3.34)
where S2 − S1  0, and S2 + S1  0 (by (3.30). Since  is d-stable, (3.33) and
(3.34) imply that both the matrices W2 +W1 and W2 −W1 are Hermitian p.s.d. (by
Theorem 1.3), i.e.,
W2  W1  −W2.
By Theorem 1.1
‖W1‖F  ‖W2‖F . (3.35)
Consequently, we have
‖S(Nˆ, 0, Rˆ)‖F
‖(Nˆ, 0, Rˆ)‖F
= ‖Zˆ‖F‖(Nˆ, 0, Rˆ)‖F
(by (3.22))
= ‖W1‖F‖(iNˆ, 0, iRˆ)‖F
(by (3.27))
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 ‖W2‖F‖(M∗, 0, H ∗)‖F (by (3.35) and (3.29))
= ‖L
−1(κM∗ − γXH ∗X)‖F
‖(M∗, 0, H ∗)‖F (by (3.32))
= ‖V(M
∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F (by (3.9)),
where M∗, H ∗ ∈ Sn×n. The inequality (3.26) is proved. Combining (3.26) with
(3.25) shows that
max
(N,E,R) /=0
N,E,R∈Rn×n
‖S(N,E,R)‖F
‖(N,E,R)‖F =
‖V(M∗, 0, H ∗)‖F
‖(M∗, 0, H ∗)‖F ,
M∗, H ∗ ∈ Sn×n. (3.36)
From (3.24) and (3.36) we see that the equality of (3.20) holds. Combining it with
(3.19) and (3.10) gives
c(X) = 1
ξ
max
(N,E,R) /=0
N,E,R∈Rn×n
∥∥T−1 [κN + α(KTE + ETK)− γKTRK]∥∥
F
‖(N,E,R)‖F .
(3.37)
Observe that the linear operator T has the matrix representation
T = I − T ⊗ T. (3.38)
Hence, if we let
r = (κSr , αUr, γ Vr) (3.39)
with
Sr = T −1, Ur = T −1
[
I ⊗KT + (KT ⊗ I )] ,
Vr = T −1(KT ⊗K), (3.40)
then from (3.37) we get
c(X) = 1
ξ
‖r‖2. (3.41)
Overall, we have the following result.
Theorem 3.2. Let the matrices Q,A,G of (1.4) be real, and X be the unique real
symmetric p.s.d. stabilizing solution to the DARE(1.4). Let c(X) be the condition
number defined by (3.6) with Q,G ∈ Sn×n and A ∈ Rn×n. Then c(X) has the
explicit expression (3.41), in which the matrix r is defined by (3.38)–(3.40).
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Remark 3.2. From (3.39)–(3.41) we have the relative condition number
crel(X) = 1‖X‖F ‖(‖Q‖F Sr , ‖A‖FUr, ‖G‖FVr)‖2 . (3.42)
Note that Gudmundsson et al. [9] first introduce the definition (3.7) with
ξ = ‖X‖F , κ = ‖Q‖F , α = ‖A‖F , γ = ‖G‖F ,
and give the expression (3.42); but the proof in [9, Appendix] is not complete. In this
subsection we present a complete proof of the expression.
4. Conclusions
Condition numbers of the CARE and DARE are defined by applying the theory
of condition developed by Rice, and explicit expressions of the condition numbers
are derived. The expressions of the condition numbers provide theoretical measures
of the sensitivity of the Hermitian (or real symmetric) p.s.d. stabilizing solutions to
small changes in the coefficient matrices of the CARE and DARE. The difficulty
about the computation of the condition numbers lies on the fact that each one of
the condition numbers involves a computation of the spectral norm of an 2n2 × 6n2
(or n2 × 3n2) matrix. Therefore, the problem of how to derive appropriate approxi-
mations of the condition numbers and how to develop practical algorithms is worth
studying (see [10,20] and the references contained therein).
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