Planar linear discrete systems with constant coefficients and weak delay are considered. The characteristic equations of such systems are identical with those for the same systems but without delayed terms. In this case, the space of solutions with a given starting dimension is pasted after several steps into a space with dimension less than the starting one. In a sense this situation copies an analogous one known from the theory of linear differential systems with constant coefficients and weak delay when the initially infinite dimensional space of solutions on the initial interval on a reduced interval, turns after several steps into a finite dimensional set of solutions. For every possible case, general solutions are constructed and, finally, results on the dimensionality of the space of solutions are deduced.
Introduction

Preliminary Notions and Properties
We use the following notation: for integers s, q, s ≤ q, we define Z q s : {s, s 1, . . . , q} where s −∞ or q ∞ are admitted, too. Throughout this paper, using notation Z q s , we always assume s ≤ q. In this paper we deal with the discrete planar systems 2 is obviously 2 m 1 -dimensional. Below we describe the fact that, among the systems 1.1 , there are such systems that their space of solutions, being initially 2 m 1 -dimensional, on a reduced interval turns into a space having dimension less than 2 m 1 .
Systems with Weak Delay
We consider the system 1.1 and we look for a solution having the form x k λ k , k ∈ Z ∞ −m , λ const with a λ / 0. The usual procedure leads to a characteristic equation
where I is the unit 2 × 2 matrix. Together with 1.1 , we consider a system with the terms containing delays omitted
and the characteristic equation
Definition 1.1. The system 1.1 is called a system with weak delay if the characteristic equations 1.4 and 1.6 corresponding to systems 1.1 and 1.5 are equal, that is, if for every λ ∈ C \ {0}
Advances in Difference Equations
3
We consider a linear transformation
with a nonsingular 2 × 2 matrix S. Then the discrete system for y is
with A S S −1 AS, B S S −1 BS. We show that the property of a system to be the system with weak delay is preserved by every nonsingular linear transformation.
Lemma 1.2.
If the system 1.1 is a system with weak delay, then its arbitrary linear nonsingular transformation 1.8 again leads to a system with the weak delay 1.9 .
Proof. It is easy to show that
1.11
and the equality
is assumed.
Necessary and Sufficient Conditions Determining the Weak Delay
In the forthcoming theorem, we give conditions, in terms of determinants, indicating whether a system is a system with weak delay or not. 
Problem under Consideration
The aim of this paper is to show that the dimension of the space of all solutions, being initially equal to the dimension 2 m 1 of the space of initial data 1.2 generated by discrete functions ϕ, is, after several steps, reduced on an interval of the form Z ∞ s with an s > 0 to a dimension less than the initial one. In other words, we will show that the 2 m 1 -dimensional space of all solutions of 1.1 is reduced to a less-dimensional space of solutions on Z delay. This explains why the dimension of the space of solutions becomes less than the initial one. The final results Theorems 2.5-2.8 provide the dimension of the space of solutions.
Auxiliary Formula
For the reader's convenience we recall one explicit formula see, e.g., 3 for the solutions of linear scalar discrete nondelayed equations used in this paper. We consider the first-order linear discrete nonhomogeneous equation
with a ∈ C and g : Z
Then it is easy to verify that
Throughout the paper, we adopt the customary notation for the sum: i s F i 0 where is an integer, s is a positive integer and, "F" denotes the function considered independently of whether it is defined for indicated arguments or not.
Results
If 1.7 holds, then 1.4 and 1.6 have only two and the same roots simultaneously. In order to prove the properties of the family of solutions of 1.1 formulated in Section 1.4, we will separately discuss all the possible combinations of roots, that is, the cases of two real and distinct roots, a couple of complex conjugate roots, and, finally, a two-fold real root. 
Jordan Forms of Matrix
and, finally, in the case of one two-fold real root λ 1,2 λ, we have either
The transformation y k S −1 x k transforms 1.1 into a system
with
Together with 2.7 , we consider an initial problem
Below we consider all four possible cases 2.3 -2.6 separately. We define
Assuming that the system 1.1 is a system with weak delay, the system 2.7 , due to Lemma 1.2, is a system with weak delay again. 
2.13
and, in the case b * 12 0, the form
2.14
Proof. In the case considered we have b * 11
0 and the transformed system 2.7 takes either the form 
2.19
Then 2.15 becomes
2.20
First we solve this equation for k ∈ Z m 0 . This means that we consider the problem
2.21
With the aid of formula 1.18 , we get
.
2.22
Now we solve 2.20 for k ∈ Z ∞ m 1 , that is, we consider the problem with initial data deduced from 2.22 
2.24
Picking up all particular cases 2.8 , 2.22 , and 2.24 , we have
2.25
Now, taking into account 2.9 , the formula 2.13 is a consequence of 2.19 and 2.25 . The formula 2.14 can be proved in a similar way. Finally, we note that both formulas 2.13 and 2.14 remain valid for b * 12 b * 21 0 as well. In this case, the transformed system 2.7 reduces to a system without delay.
The Case 2.4 of Two Complex Conjugate Roots
The necessary and sufficient conditions 1.13 for 2.7 take the forms 2.10 and 2.11 and 
2.27
Consequently, B * 0 and B 0 as well. The initial problems 1.1 and 1.2 reduces to a problem without delay
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2.31
2.32
Proof. 
2.33
and, if b * 21 / 0, then 2.7 turns into the system
2.34
System 2.33 can be solved in much the same way as the systems 2.15 and 2.16 if we put λ 1 λ 2 λ, and the discussion of the system 2.34 copies the discussion of the systems 2.17 and 2.18 with λ 1 λ 2 λ. Formulas 2.31 and 2.32 are consequences of 2.13 and 2.14 . 
2.35
2.36
2.47
