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162 Annexe A. Comparaisons des distributions de tempe´rature
Figure A.1 – Moments statistiques des distributions de Tmin (gauche) et des Tmax (droite)
sur 1979-2010 par mois et sur la pe´riode MAMJJ entie`re de la station SYNOP de Hombori et
du point de grille le plus proche de Hombori pour le produit grille´ issu d’observations BEST
et pour les re´analyses ERA-Interim, NCEP2 et MERRA. Les tendances climatiques sont
retire´es avant de calculer les moments. Les variances des anomalies de tempe´rature filtre´es
par un passe-haut a` 90 jours sont e´galement trace´es (e). Les anne´es 1988, 1989 et 1990 ont e´te´
enleve´es pour cause d’incohe´rence dans les Tmin de la station SYNOP de Hombori. Source :
Figure A1 de Barbier et al. [2018]
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Figure A.2 – Idem que la Figure A.1 mais pour BEST, ERA-Interim, NCEP2 et MERRA sur
le domaine sahe´lien sur 1979-2012. Les tendances climatiques sont retire´es avant de calculer
les moments. Source : Figure A2 de Barbier et al. [2018]
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 Tmax fil90 (deg C)
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Figure A.3 – Idem que la Figure A.1 mais pour BEST et les 21 mode`les AMIP du CMIP5
sur le domaine sahe´lien sur 1979-2008 avec Tmax (haut) et Tmin (bas)
Annexe B
Enqueˆte personnelle : « c’est quoi,
une vague de chaleur ? »
C’est quoi, une vague de chaleur ?
— « c’est quand il fait chaud » ;
— « c’est quand il fait chaud et humide en meˆme temps » ;
— « c’est quand il fait chaud par rapport aux jours d’avant » ;
— « c’est quand il est impossible de dormir le soir » ;
— « c’est quand tout mouvement devient insupportable » ;
— « c’est pendant l’e´te´ » ;
— « c¸a doit durer quelques jours » ;
— « c’est e´phe´me`re, c¸a ne peut pas eˆtre trop long » ;
— « c¸a doit eˆtre assez grand, au moins un de´partement franc¸ais » ;
— « c’est un pic relatif de tempe´rature qui traverse une zone ge´ographique. Relatif
car ce ne sera pas le meˆme a` Toulouse et a` Saint-Malo » ;
— « c’est une masse d’air chaud qui de´ferle sur une re´gion » ;
— « c’est les e´te´s trop chauds ou` on e´touffe dans un mini studio sous les toits de
Paris, aux transports en commun bonde´s de gens moites, ou aux joints des rails
du tram qui fondent a` cause de la chaleur (survenu il y a quelques anne´es a`
Strasbourg) » ;
— « c’est relie´ au changement climatique, on en entend de plus en plus parler » ;
— « on n’en a pas l’habitude, la vague nous surprend » ;
— « c’est difficilement pre´visible » ;
— « c’est quand les personnes aˆge´es et les enfants sont en danger » ;
— « on ne sait pas quand c¸a va s’arreˆter » ;
— « c’est quand il y a plein de moustiques » ;
— « c’est quand on se sent oppresse´ comme dans un four » ;
— « c’est quand on re´pe`te partout qu’il faut bien s’hydrater » ;
— « c’est quand j’ai envie d’une bie`re » ;
— « c’est un bon pre´texte pour manger de la glace » ;
— « c’est quand, dans mon bureau, mon cerveau ne travaille plus qu’a` 1% de ses
capacite´s pour cause de surchauffe ! »
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— « c’est un truc anormal possiblement de´sagre´able si tu as pour objectif de faire
quelque chose de ta journe´e » ;
— « c’est grossie`rement ce qu’il se passe dans mon bureau depuis deux mois » (tem-
pe´ratures supe´rieures a` 30°C dans le bureau en question) ;
— « c’est une sensation de lourdeur, comme une chape de plomb qui tombe sur soi
quand on sort dehors. C’est relie´ a` la diffe´rence entre inte´rieur et exte´rieur » ;
— « La vague, mot emprunte´ a` l’ancien scandinave, est une onde forme´e par le vent
a` la surface de la mer ou d’un lac. C’est plutoˆt poe´tique comme image, mais c’est
ne´gliger la suite de ses possibilite´s e´tudie´es ge´ne´ralement en oce´anographie : les
vagues force´es, la puissance, les tempeˆtes. Quand arrivent, au figure´, les expres-
sions associe´es au mot vague, le ton est rude : on a oublie´ les vaguelettes et on
parle de vague de chaleur, de vague d’assaillants.
Si pour la chaleur c’est aussi, le plus souvent une onde amene´e par le vent,
curieusement cette vague ne bouge gue`re, elle prend du poids et s’installe ? Elle
semble ne pas vouloir repartir. Elle devient alors impre´cise, vague comme l’adjectif
(un mot d’origine latine).
En re´sume´, les vagues de chaleur sont comme celles d’un lac, imperme´ables a` nos
choix et a` notre opinion ».
Un grand merci a` tous les participants a` cette enqueˆte !
Annexe C
Cartes de synthe`se des situations me´-
te´orologiques
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Figure C.1 – Cartes de synthe`se des situations me´te´orologiques pendant les HWmax des
boˆıtes 5x5 centre´es sur Hombori, Niamey, Ouagadougou et sur le Se´ne´gal, avec les intensite´s
de tempe´rature (anomalies de Tmax pour HWmax et anomalies de Tmin pour HWmin), les
anomalies d’humidite´ spe´cifique (qv) et de pression au niveau de la mer (mslp) et les donne´es
brutes du vent a` 10m. Chaque boˆıte est repre´sente´e par un carre´ noir. J-2 = deuxie`me jour
avant les vagues de chaleur, J-1 = un jour avant, HW = jours en vague de chaleur, J+1 =






















Figure C.2 – Idem que la Figure C.1 mais pour les HWmin





































Figure C.3 – Idem que la Figure C.1 pour les HWmax des six boˆıtes nume´rote´es au nord du
domaine sahe´lien (1-6). Chaque boˆıte est repre´sente´e par un carre´ noir (cf. Figure 6.4 pour






































Figure C.4 – Idem que la Figure C.1 pour les HWmax des six boˆıtes nume´rote´es au sud du
domaine sahe´lien (7-12). Chaque boˆıte est repre´sente´e par un carre´ noir (cf. Figure 6.4 pour
la re´partition des boˆıtes)





































Figure C.5 – Idem que la Figure C.1 pour les HWmin des six boˆıtes nume´rote´es au nord du
domaine sahe´lien (1-6). Chaque boˆıte est repre´sente´e par un carre´ noir (cf. Figure 6.4 pour






































Figure C.6 – Idem que la Figure C.1 pour les HWmin des six boˆıtes nume´rote´es au sud du
domaine sahe´lien (7-12). Chaque boˆıte est repre´sente´e par un carre´ noir (cf. Figure 6.4 pour
la re´partition des boˆıtes)
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Annexe D
Guichard et al. 2015
Guichard, F., Kergoat, L., Hourdin, F., Le´authaud, C., Barbier, J., Mougin, E.,
and Diarra, B. (2015). Le re´chauffement climatique observe´ depuis 1950 au Sahel in
”Evolutions re´centes et futures du climat en Afrique de l’Ouest : Evidences, incer-
titudes et perceptions”. In Les socie´te´s rurales face aux changements climatiques et
environnementaux en Afrique de l’Ouest, pages 23–42. IRD
Texte initialement publie´ sous le titre «Le re´chauffement climatique observe´ depuis
1950 au Sahel » (chapitre 1), in Sultan B., Lalou R. et al., Les socie´te´s rurales face aux























































Depuis une trentaine d’années, le réchauffement climatique fait l’objet de travaux de
plus en plus nombreux. Cependant, en Afrique de l’Ouest, les études existantes se
sont principalement intéressées aux évolutions des précipitations, très peu à celles
des températures. Le réchauffement climatique observé au cours des soixante
dernières années se décline de manière contrastée suivant les régions du globe. Il
est plus marqué sur les zones continentales, et plus important la nuit que le jour
(IPCC, 2013). Jusqu’à présent, l’attention s’est surtout portée sur les zones boréales
et tempérées, délaissant quelque peu les zones tropicales et semi-arides. En ce qui
concerne l’Afrique de l’Ouest, les quelques travaux, pour la plupart récents, qui
abordent cette question ne se basent pas directement sur les observations, mais sur
des produits satellitaires, des jeux de données spatialisées, c’est-à-dire interpolées
sur une grille régulière, et des ré-analyses météorologiques (COLLINS, 2011 ;
FONTAINE et al., 2013).
Or, les produits satellitaires ne renseignent pas directement sur l’évolution de la
température près de la surface, qui est celle qui nous intéresse ici, mais sur celle de
toute une couche atmosphérique. Le lien entre ces deux températures est loin d’être
trivial. De plus, l’archive satellitaire ne permet de renseigner cette question qu’à
partir de 1980, ce qui est court au regard des échelles de fluctuations climatiques : une
moyenne climatique est typiquement réalisée sur 30 ans. De même, les ré-analyses
météorologiques correspondent à des résultats de modèles physiques contraints par
des observations ; la qualité des résultats fournis est dont fortement dépendante du
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nombre et de la qualité des observations utilisées. C’est une question particulièrement
cruciale en Afrique de l’Ouest, car les données collectées au cours des dernières
décennies y sont peu nombreuses. Il s’y ajoute les imperfections de ces modèles,
qui peinent à simuler correctement les températures près de la surface, notamment
la nuit (SANDU et al., 2013). Les rares comparaisons de température à la surface
fournies par les ré-analyses météorologiques montrent d’ailleurs qu’il existe des
différences notables d’une ré-analyse à l’autre, en particulier sur le Sahel et le
Sahara (ROEHRIG et al., 2013).
Via l’utilisation de plusieurs jeux de données, nous présentons ici comment ce
réchauffement multi-décennal affecte considérablement l’Afrique de l’Ouest, et
comment en particulier les températures les plus élevées, susceptibles d’avoir le plus
fort impact environnemental, ont évolué. Pour ce faire, nous analysons comment ces
tendances se superposent au cycle annuel et aussi, comment elles se manifestent sur
les températures minimales et maximales. Nous présentons aussi brièvement les
évolutions et tendances fournies par les ré-analyses météorologiques et les modèles
de climat.
Un réchauffement multi-décennal
fort et contrasté suivant les saisons
Notre analyse se base sur des jeux de données, incluant des observations locales
disponibles au pas de temps journalier et des données spatialisées disponibles au pas
de temps mensuel. Nous utilisons en particulier, pour illustrer notre propos, les
résultats fournis par les données locales de la station météorologique d’Hombori au
Mali (données dites « SYNOP » dans le vocabulaire météorologique, fournies par la
Direction nationale de la météorologie du Mali).
La figure 1a illustre avec ces données la tendance observée sur les soixante dernières
années, mois par mois au Sahel (elle est proche des tendances estimées avec les autres
types de données disponibles sur cette région, comme on le verra par la suite). Cette
figure montre effectivement une augmentation forte des températures, mais surtout
elle indique que le réchauffement observé n’est pas homogène sur toute l’année, il
est particulièrement important au printemps et en automne, supérieur à 1 °C de mars
à octobre (contre environ 0,5 °C en moyenne globale).
La figure 1b montre avec les données spatialisées du CRU (CRU TS3.10 ; MITCHELL
et JONES, 2005 ; HARRIS et al., 2013) que ce réchauffement concerne toute la bande
sahélienne. Il est plus modéré lorsqu’on se rapproche de l’équateur et plus fort au
Sahara et sur le Sahel ouest.
Dans la suite ce chapitre, nous analysons plus en détail cette tendance, en particulier
sa structure annuelle complexe qui émerge d’un cycle annuel de la température











































































Réchauffement 1950-2010, mois par moisa)
b)
0°C
J F M A M J J A S O N D
Figure 1.
Réchauffement multi-décennal au Sahel, structure annuelle et spatiale :
(a) augmentation de la température mensuelle de 1950 à 2010,
calculée avec les données de la station météorologique d’Hombori au Sahel,
en utilisant une régression linéaire ;
(b) augmentation maximum de la température mensuelle de 1950 à 2010
en utilisant les données CRU
(on considère ici le mois pour lequel la tendance est maximale).
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Le climat sahélien :
température, humidité et pluies de mousson
Le climat sahélien, tropical semi-aride, est très chaud. La figure 2 en montre un
exemple, avec les données de la station météo automatique d’Agoufou (MOUGIN et al.,
2009), en plein cœur du Sahel, située à quelques dizaines de kilomètres de la station
SYNOP d’Hombori. Les données de plusieurs années sont superposées et lissées
pour présenter le cycle annuel de la température et de l’humidité spécifique de l’air
à la surface, et des précipitations.
En moyenne sur 10 jours, la température oscille entre 20 °C en hiver et 35 °C au
printemps. Cette période chaude du printemps est particulièrement marquée et longue,
avec des températures qui évoluent relativement peu au cours du mois de mai. Ce
maximum se situe un peu après le premier maximum de l’ensoleillement au sommet
de l’atmosphère (fig. 2), et coïncide avec les premières incursions du flux de mousson,
tracées ici par les fluctuations de l’humidité spécifique, qui précèdent l’arrivée des



























































Mousson, air plus frais,
précipitations
Retrait Refroidissement













Cycle annuel de la température (courbes du haut)
et de l’humidité spécifique (courbe du milieu) à 2 m au-dessus de la surface mesurée
par la station météorologique installée à Agoufou (données du service d’observations Amma-Catch).
Les observations de plusieurs années sont superposées
et présentées en moyenne glissante sur 10 jours.
Chacune des barres noires (en bas du graphe) correspond à la pluie cumulée
au cours d’un événement de pluie (de 2002 à 2007).
Leur ensemble permet de délimiter la période de la saison des pluies (de juin à septembre).
La succession des saisons est indiquée par les segments gris foncé en haut du graphe ;
les plages plus claires en dessous montrent les variations de l’angle zénithal solaire ;
ce dernier explique la majeure partie des fluctuations de l’insolation






















































diminue ensuite progressivement tout au long de la saison des pluies, de juin à août,
pour atteindre un minimum en août, autour du second maximum de l’ensoleillement
au sommet de l’atmosphère. Cette chute de la température pendant la mousson fait
notamment intervenir un fort refroidissement de la surface causé par les précipitations
et leur évaporation. La température remonte à nouveau lors du retrait du flux de
mousson après l’arrêt des pluies pour atteindre son second maximum annuel, moins
marqué, typiquement en octobre plusieurs semaines après le second maximum de
l’ensoleillement au sommet de l’atmosphère. Elle commence à redescendre en
novembre seulement, suivant en cela la baisse de l’ensoleillement.
Ce cycle annuel de la température au Sahel est bien plus complexe que celui
observé dans les latitudes tempérées qui est monomodal. Il ne peut s’expliquer que
si l’on considère ensemble la position géographique du Sahel, les circulations
atmosphériques de grande échelle, mousson et Harmattan, et toute la série de
processus physiques et biologiques distincts qui se succèdent au cours de l’année.
Il s’agit des précipitations, mais aussi du transfert radiatif et de sa forte sensibilité
à l’humidité de l’atmosphère, de la croissance de la végétation… Chacun de ces
phénomènes imprime tour à tour sa marque sur le bilan énergétique de la surface,
bilan qui exerce une influence majeure et directe sur la température de l’air à la
surface (pour plus de détails, voir GUICHARD et al., 2009).
Cycle annuel du réchauffement
observé sur les soixante dernières années
Les informations précédentes indiquent donc que le réchauffement climatique est
maximum au printemps (fig. 1 et 2), soit le moment de l’année pendant lequel les
températures sont déjà excessivement élevées. Ce résultat est discuté ci-dessous en
s’appuyant sur la figure 3 qui montre comment les évolutions de la température au
cours des soixante dernières années se superposent sur le cycle annuel moyen. On
utilise ici encore les données de la station SYNOP d’Hombori, mais les conclusions
restent les mêmes lorsqu’on analyse les autres stations SYNOP existantes au Sahel,
dès lors qu’elles sont suffisamment éloignées de l’océan Atlantique. À Dakar, par
exemple, ville située sur le littoral, le cycle annuel de la température se différencie
de celui discuté ici, car il ne présente pas un maximum au printemps.
La figure 3 montre les séries temporelles de température moyenne mensuelle pour
tous les mois de l’année. On peut voir que non seulement la tendance, mais aussi la
dispersion de ces séries sur les soixante dernières années varient pour les différents
mois. Pendant la saison sèche et froide, de novembre à mars, on n’observe pas de
tendances nettes sur 60 ans. En revanche, durant les mois de janvier et février en
particulier, les fluctuations interannuelles courtes sont prédominantes, avec des
températures mensuelles qui varient de plus de 5 °C d’une année à l’autre. Au
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printemps (avril, mai), ces fluctuations interannuelles courtes diminuent et une
tendance climatique plus marquée, linéaire apparaît (les courbes superposées aux séries
de point correspondent à un ajustement à l’ordre 2). Le réchauffement multi-décennal
reste important pendant les quatre mois de mousson qui suivent. Cependant, il est de
moins en moins linéaire et l’ajustement devient concave. On distingue notamment
aux mois d’août et septembre la signature des sècheresses des décennies de 1970 et
1980 qui sont associées à une augmentation de la température. L’inverse prévaut
pour les années 1950, qui correspondent à la décennie la plus pluvieuse, et la plus
fraîche pendant la mousson. Précipitations et températures sont fortement corrélées
pendant cette période de l’année, et leurs cofluctuations multi-décennales expliquent
une grande part des variations de température observées depuis 60 ans au mois
d’août et septembre, un résultat en accord avec l’analyse à plus grande échelle de
DOUVILLE (2006). Finalement, la tendance devient à nouveau plus linéaire au
moment du retrait de la mousson, après la fin des pluies, en octobre.
Le réchauffement observé ne concerne que très peu les mois d’hiver, plus frais, mais
affecte le printemps, l’été et l’automne. L’augmentation est particulièrement forte au
printemps, sans relation apparente avec les fluctuations des précipitations, puisqu’il
ne pleut pas à cette période de l’année au Sahel. On observe donc une augmentation
de l’amplitude du cycle annuel de la température, les périodes fraîches varient peu,
tandis que les périodes chaudes se réchauffent.
Les données CRU, un jeu de données interpolées sur une grille régulière, communé-














Réchauffement observé au cours des soixante dernières années (1950 à 2010) à Hombori
(données SYNOP) en fonction du mois de l’année.
Pour chacun des mois, la série de points gris correspond
à la série temporelle des valeurs moyennes mensuelles.
Un ajustement quadratique est surajouté (lignes noires).
La tendance linéaire par mois est indiquée en haut à droite du graphe avec des barres colorées.
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station d’Hombori utilisées ici. Cependant, lorsqu’on considère le point du CRU le plus
proche de cette station, les résultats obtenus sont semblables, même si la tendance est
alors un peu plus forte, de quelques dixièmes de degrés, avec un réchauffement sur
60 ans qui dépasse 2 °C pendant un tiers de l’année. Plus généralement, on observe
que les différents jeux de données que nous avons comparés sur le Sahel fournissent
des résultats concordants. La figure 4 montre le même graphique construit avec les
données CRU pour une zone plus large du Sahel. Là encore, les conclusions sont
assez similaires. Cependant, la tendance est maintenant dominée par le réchauffement
au printemps et le second pic de réchauffement observé à l’automne n’apparaît plus.
Le réchauffement climatique observé depuis 1950 au Sahel
Comment ont évolué les températures
journalières minimales et maximales ?
À grande échelle, de nombreux travaux ont montré que le réchauffement climatique
est généralement plus fort la nuit que le jour (KARL et al., 1991, 1993 ; EASTERLING
et al., 1997). On utilise généralement les températures journalières maximales (Tmax)
et minimales (Tmin) pour étudier ce cycle diurne, ainsi que leur différence, Tmax-Tmin,
notée DTR (pour Diurnal Temperature Range). Le DTR est une variable importante,
qui soulève de nombreuses questions quant aux mécanismes responsables de ces
différences jour-nuit. Elle importe aussi au regard de ses répercussions sociétales :
des températures minimales excessivement élevées ont notamment des conséquences
sur la santé, car elles empêchent le corps de se reposer et de récupérer ; elles sont
aussi potentiellement néfastes pour l’agriculture via la respiration de maintenance











Janv. Fév. Mars Avr. Mai Juin Juil. Août Sept. Oct. Nov. Déc.
Figure 4.
Réchauffement observé en fonction du mois de l’année avec les données CRU,
en moyenne sur (10° W-10° E, 10° N-20° N) de 1950 à 2009
(on utilise ici une représentation graphique semblable à celle de la fig. 3).
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:00 La figure 5 montre, suivant le même principe que la figure 3, l’évolution de ces
températures journalières maximales (Tmax) et minimales (Tmin), ainsi que celle du
DTR, de 1950 à 2010. La tendance de Tmax est nettement moins forte que celle de
la température moyenne journalière discutée ci-dessus. De plus, cette augmentation
de Tmax concerne surtout les deux derniers mois de mousson (août et septembre),
beaucoup moins le printemps. Pendant la mousson, on retrouve cette forme concave de
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Fluctuations multidécennales observées en fonction du mois de l’année
de la température journalière minimale Tmin (a), la température journalière maximale Tmax (b)
et Tmax-Tmin, à savoir le “diurnal temperature range” DTR (c) à Hombori (données SYNOP)
(on utilise ici une représentation graphique semblable à celle de la fig. 3).
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l’ajustement, encore plus prononcée, qui souligne l’importance des couplages entre
température et pluie pendant la mousson. La tendance est plus linéaire au printemps,
mais presque deux fois plus faible. La tendance forte au printemps résulte principa-
lement d’une augmentation des températures minimales, Tmin, qui dépasse 2 °C
d’avril à juin. La tendance de Tmin est positive pour chacun des mois de l’année ;
elle est maximale au printemps, et généralement plus bruitée, moins significative,
pendant les mois d’hiver. La signature des fluctuations multi-décennales des
précipitations est aussi nettement moins marquée sur Tmin que sur Tmax.
Cette structure différente des cycles annuels du réchauffement diurne et nocturne
conduit à une tendance de DTR qui diminue pendant la mousson. Elle reste cependant
forte, en hiver comme au printemps. Les évolutions multi-décennales du DTR sont
significatives et plusieurs interprétations de cette signature du réchauffement climatique
ont été proposées. DAI et al. (1999) ont analysé les corrélations entre l’évolution du
DTR et les changements d’humidité du sol, la vapeur d’eau et les nuages. Au Sahel,
il est possible que les changements d’humidité du sol participent à l’évolution du
DTR. On observe notamment une augmentation du DTR pendant les décennies plus
sèches 1970 et 1980, qui serait cohérente avec une diminution de l’humidité du sol
accompagnant des pluies plus rares, et peut-être aussi avec une diminution de la
couverture nuageuse, qui renforcerait l’augmentation des Tmax. Cependant, c’est
justement à ce moment de l’année que la tendance du DTR est la plus faible, ce qui
suggère que cet effet n’est pas dominant (fig. 5). Au printemps, il semble très peu
probable que l’humidité du sol, contrairement à la vapeur d’eau et aux nuages, joue
un quelconque rôle, dans la mesure où le sol superficiel est alors généralement sec.
Finalement, au Sahel, il est possible que les aérosols désertiques, dont le contenu
semble avoir évolué au cours des dernières décennies (PROSPERO et LAMB, 2003)
participent au même titre que la vapeur d’eau et les nuages à cette tendance du DTR,
en particulier pendant la saison sèche, lorsque l’effet de serre de l’eau atmosphérique
(sous forme de vapeur d’eau et de nuages) est minimal. Cependant, la connaissance
des évolutions multi-décennales de la vapeur d’eau, des nuages et des aérosols
est encore trop partielle au Sahel pour déterminer précisément les mécanismes
responsables de la diminution du DTR observée sur les soixante dernières années.
L’importance des différences
entre températures diurnes et nocturnes
Des cycles annuels de Tmin et Tmax distincts
Nous avons vu que les évolutions climatiques observées de la température s’expriment
très différemment suivant les saisons, et suivant la période de la journée (jour/nuit).
Elles s’inscrivent aussi dans un cycle annuel complexe, dont l’analyse, présentée
ici, permet de mieux comprendre pourquoi la signature observée au printemps est
particulièrement marquée.
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La comparaison des figures 5a et 5b montre que les cycles annuels de Tmax et Tmin
sont distincts au Sahel. Ces différences entre Tmin et Tmax sont encore plus évidentes
lorsqu’on analyse des données à plus haute fréquence temporelle (par exemple, les
données SYNOP journalières), comme illustré avec la figure 6. En particulier,
l’augmentation de Tmin de l’hiver au printemps est plus marquée que celle de Tmax,
et le minimum de Tmin pendant la mousson est moins prononcé que celui de Tmax.
Finalement, le maximum annuel de Tmin ne coïncide pas avec celui de Tmax, il est
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Figure 6.
Cycles annuels de Tmin et Tmax, l’exemple de Ouagadougou
(utilisation de 30 ans de données SYNOP).
(a) Cycle annuel de Tmin (bleu) et Tmax (orange).
Les points correspondent aux données journalières, les courbes à des moyennes glissantes
sur 15 jours, intégrant les données de toute la période.
(b) Cycle annuel de Tmin et Tmax après soustraction du minimum annuel
afin de montrer plus précisément les différences d’amplitude des cycles de Tmin et Tmax.
Le disque rouge (bleu) indique le maximum annuel de Tmax (Tmin).
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maximum de Tmin, au moment du retrait de la mousson, vers septembre-octobre, est
observé plus tôt que celui de Tmax, en octobre-novembre. La figure 5c montre aussi
que le DTR atteint son maximum en hiver et diminue pendant la mousson.
L’ensoleillement au sommet de l’atmosphère est moindre en hiver, ce qui tend à
limiter Tmax, cependant, son opacité (qui augmente avec le contenu en vapeur d’eau
et en aérosols) est aussi généralement plus faible, car l’air est alors sec, et donc plus
propice à la chute des températures nocturnes.
Zoom sur le printemps
La conséquence directe de ces différences des cycles annuels de Tmin et Tmax est
qu’il existe une période au printemps au cours de laquelle Tmax commence à diminuer
alors que Tmin augmente encore (fig. 6b). Cette période dure typiquement quelques
semaines. L’augmentation des températures minimales est la plupart du temps
causée par les premières incursions du flux de mousson. Plus généralement, les
arrivées de masses d’air plus humides sont la plupart du temps associées à une forte
augmentation de la température nocturne en dehors de la saison de pleine mousson
(GUICHARD et al., 2009).
La figure 7 montre un exemple de ces événements récurrents au printemps. Les
températures nocturnes (Tmin) augmentent brusquement de 5 à 10 °C et on observe
une augmentation simultanée du flux infrarouge descendant cohérent avec le passage
d’un air sec à humide. Ces événements s’accompagnent souvent d’une diminution
des températures diurnes (Tmax), car l’humidité, les nuages et les soulèvements de
poussières qui les accompagnent limitent le rayonnement solaire à la surface.
Ainsi, les effets opposés des processus diurnes et nocturnes ont tendance à réduire
considérablement l’influence des circulations atmosphériques sur la température
moyenne journalière au printemps, même si elles s’accompagnent de variations
importantes des températures diurnes et nocturnes, puisqu’elles ont tendance à se



































100 Jours de l’année
Figure 7.
Série temporelle à haute résolution (15 minutes) de la température (courbe rouge)
et de l’humidité spécifique (courbe bleue)
de l’air à la surface pendant le printemps 2010.
Les jours sont séparés par des traits verticaux.
Données de la station météorologique d’Agoufou.
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compenser. Le maximum de température observé au printemps est ainsi relativement
« plat », avec des températures moyennes journalières qui restent élevées pendant
plusieurs semaines (fig. 2).
Gradient méridional
Les conclusions précédentes sont corroborées par une analyse systématique des
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Fluctuations annuelles de la température en fonction de la latitude (code couleur) à 12 h (a) et 6 h (b).
Les symboles indiquent les maxima annuels.
Les données SYNOP d’une vingtaine de stations sont utilisées ici sur la période 1980-2010.
Ces stations s’étagent de 5° N à 16° N et sont situées à l’est de 10° W,
excluant ainsi toutes les stations proches de l’Atlantique et dont le cycle annuel est distinct.
Les données sont présentées en anomalie par rapport à leur moyenne annuelle.
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On montre ici le cycle annuel des températures relevées à 6 h et à 12 h. La première
est un bon proxy de Tmin, tandis que la seconde est généralement légèrement
inférieure à Tmax. Cette analyse permet aussi de renseigner les variations de la
structure du cycle annuel avec la latitude. Les premiers maxima de température
(Tmin et Tmax) sont atteints plus tard dans l’année au nord du Sahel, le refroidissement
pendant la mousson est moins marqué. En revanche, le refroidissement hivernal y
est plus marqué. Ces résultats montrent aussi qu’une analyse qui considère un
« Sahel moyen » sans distinction des latitudes tend à gommer les extrema observés
à plus petite échelle.
Conséquences sur les tendances au printemps
Finalement, cet équilibre particulier entre températures diurne et nocturne qui
contraint les fluctuations des températures moyennes au printemps conduit à une
sensibilité aux circulations atmosphériques d’échelle synoptique ou intra-saisonnière
amoindrie. Il explique probablement en partie que la variabilité interannuelle courte
(inférieure à 10 ans) soit relativement faible au printemps, en comparaison de l’hiver
notamment (fig. 2). L’absence de précipitations pendant cette période conduit égale-
ment à un signal plus linéaire au printemps que pendant la mousson, car la variabilité
multi-décennale de la pluie affecte l’évolution climatique des températures en été.
Par conséquent, les tendances à plus long terme apparaissent plus clairement, et
conduisent au Sahel à une signature du réchauffement multi-décennal au printemps
particulièrement nette.
Que peut-on attendre
des ré-analyses météorologiques ?
Ces ré-analyses fournissent des jeux de données particulièrement utiles pour les études
climatiques. Cependant, comme évoqué dans l’introduction, ce ne sont pas des
observations. La comparaison des trois ré-analyses météorologiques récentes et
beaucoup utilisées, ERA-Interim (DEE et al., 2011), MERRA (RIENECKER et al.,
2011) et NCEP-CFSR (SAHA et al., 2010) avec le jeu de données du CRU indiquent
en effet des différences notables au Sahel (fig. 9). De plus, les ré-analyses retenues ici
ne couvrent que les trente dernières années, ce qui est court pour calculer et identifier
des tendances climatiques. Néanmoins, la comparaison reste instructive.
Les données du CRU indiquent en moyenne sur le cycle annuel un réchauffement
sur les trente dernières années, mais moins important sur cette période deux fois plus
courte. Elles indiquent également un léger refroidissement pendant les deux derniers
mois de mousson (août et septembre). Ce refroidissement est probablement lié en
partie à la transition des années 1980, caractérisées par des sécheresses récurrentes,
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aux années plus récentes, plus pluvieuses (fig. 9, encart du haut). On observe également
un fort réchauffement au mois de décembre.
ERA-Interim est généralement en bon accord avec le CRU, en termes de cycle annuel
moyen comme de tendances. Il est légèrement plus froid en moyenne (différence des
courbes noires et violettes) et fournit une tendance non pas négative, mais positive
pendant la mousson. La combinaison des ré-analyses ERA40 et ERA-Interim, qui
permet de couvrir une période plus longue, est également en bon accord avec les
données du CRU (GUICHARD et al., 2012).
En revanche, MERRA et NCEP-CFSR s’écartent beaucoup plus du CRU qu’ERA-
Interim. Elles surestiment toutes les deux le réchauffement, à toutes les saisons. De
plus, les fluctuations de température sur les 30 ans fournies par MERRA ne
correspondent pas aux observations, ce qui se traduit ici par une structure concave
de l’ajustement quadratique irréaliste d’avril à janvier (courbes vertes). Dans
NCEP-CFSR, cette évolution est dominée de mars à octobre par une tendance au
réchauffement surestimée. Enfin, cette ré-analyse présente un biais froid de
quelques degrés sur la majorité des mois, en particulier l’hiver. Ce résultat qui peut
surprendre est cependant en accord avec ceux de BAO et ZHANG (2012).
En conclusion, cette comparaison indique que l’utilisation des ré-analyses météo-
rologiques pour étudier les évolutions de température est délicate. ERA-Interim
semble fournir la meilleure chronologie des trois décennies passées sur le Sahel,
mais il reste important de croiser les informations fournies par ce type de produits
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ERA-Interim MERRA NCEP-CFSR
Figure 9.
Comparaison des évolutions de température entre 1980 et 2010
en moyenne sur (10° W-10° E, 10° N-20° N) fournies par le CRU (noir)
et les ré-analyses ERA-Interim (violet), MERRA (cyan) et NCEP-CFSR (gris).
On ne montre ici que l’ajustement quadratique pour des raisons de clarté.
Les tendances obtenues via un ajustement linéaire sont indiquées en haut du graphe,
pour comparaison.
Elles ne peuvent pas être interprétées comme des tendances climatiques
compte tenu de la courte durée de la période utilisée ici (30 ans).
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Comment les modèles de climat
simulent-ils le réchauffement observé ?
La question mérite d’être posée, d’autant plus que les modèles de climat sont utilisés
pour élaborer les projections climatiques. Comme indiqué en introduction, la modé-
lisation climatique en Afrique de l’Ouest reste un défi (HOURDIN et al., 2010 ;
ROEHRIG et al., 2013), en particulier parce que les processus physiques y jouent un
rôle important et qu’il est encore difficile de les modéliser avec suffisamment de
précision (voir aussi chapitre 3 par Gaye et al.).
Nous utilisons ici les résultats des modèles de climat ayant participé à l’exercice du
GIEC CMIP5, et plus précisément les simulations dites « historical » qui permettent
d’évaluer les modèles sur la période 1950-2010. La figure 10 illustre les tendances
simulées avec une comparaison aux données d’Hombori. Cinq des huit modèles utilisés
ici indiquent un réchauffement moyen relativement proche des observations, au-delà
de différences dans la structure annuelle générale. Les tendances de DTR varient, quant
à elles, beaucoup plus d’un modèle à l’autre, ce qui traduit des tendances de Tmin et
Tmax bien différentes. La comparaison d’autres variables telles que l’humidité indique
également des différences notables entre modèles, ce qui suggère que les mécanismes
à l’œuvre dans les réchauffements simulés ne sont pas forcément identiques (par
exemple, un réchauffement diurne renforcé par une diminution des nuages pendant
la journée versus un réchauffement nocturne faisant intervenir une augmentation de
la vapeur d’eau). Il est cependant difficile d’interpréter trop directement ces résultats
dans la mesure où le cycle annuel de la température est souvent approximativement
simulé par ces modèles, comme illustré sur la figure 11, en moyenne (10° W-10° E,
10° N-20° N). La plupart des modèles reproduisent effectivement un cycle annuel
bimodal, mais qui s’écarte considérablement de l’observation avec des décalages
temporels atteignant parfois plus de 2 mois. Les biais de la température moyenne
mensuelle atteignent plus de 5 °C pour certains modèles, et ceux de Tmin et Tmax
sont généralement encore plus importants. L’intérêt de distinguer températures
diurne et nocturne pour analyser le cycle annuel et les tendances observées suggère
aussi qu’il est important de corriger ces biais. Des travaux récents montrent
d’ailleurs que les différences des projections climatiques fournies par les modèles
de climat sont reliées aux différences de leur simulation du climat moyen
(CHRISTENSEN et BOBERG, 2012).
Conclusion
Les travaux présentés ici montrent que la température a beaucoup augmenté au Sahel
depuis 1950. Le réchauffement observé est particulièrement marqué et régulier au
printemps, alors que les températures sont déjà très élevées durant cette période de
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Figure 10.
Réchauffement (à gauche) et tendance de DTR (Tmax-Tmin) (à droite)
obtenus avec 8 modèles de climat sur la période 1950-2010.
Ces tendances linéaires sont calculées séparément pour chacun des mois de l’année.
On utilise ici les simulations de l’exercice CMIP5 du GIEC dites “historical”
et le point du modèle le plus proche d’Hombori (1° W, 15° N).
Le nom de chaque modèle est indiqué à gauche de la figure.
Les modèles sont ordonnés par réchauffement décroissant.
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l’année. Il est aussi nettement plus fort la nuit que le jour (supérieur à 2 °C). Une
telle régularité du réchauffement n’est pas observée en hiver, car l’évolution multi-
décennale de la température est alors dominée par une forte variabilité interannuelle
courte. Elle n’est pas observée non plus pendant la mousson, une période de l’année qui
a été surtout affectée par un fort réchauffement lors des sécheresses des décennies
1970 et 1980 (réchauffement qui se manifeste principalement sur les températures
diurnes). L’amplitude et la structure annuelle du réchauffement observé au Sahel sont
aussi plus marquées que plus au sud, dans les zones soudaniennes et guinéennes.
Le cycle annuel de la température est la résultante de cycles annuels distincts des
températures diurne et nocturne, qui sont régis par des mécanismes différents. Le
réchauffement multi-décennal se caractérise lui aussi par des différences entre
réchauffements diurne et nocturne. Cependant, les mécanismes responsables de ce
réchauffement, et de sa signature diurne/nocturne, ne sont pas encore clairs. Au
printemps, on s’attend à des mécanismes radicalement différents de ceux opérant
pendant la mousson, en particulier du fait de l’absence de précipitations. Font-ils
intervenir des changements du flux de mousson déjà présent au printemps, via












Température à 2 m,
valeurs mensuelles
en moyenne sur ~ 30 ans et 10° W-10° E, 10° N-20° N
Mois
Janv. Fév. Mars Avr. Mai Juin Juil. Août Sept. Oct. Nov. Déc.
Simulations climatiques
expériences CMIP5 almip
réalisées avec diþérents modèles
(lignes en trait ÿn)
Données du CRU— (ligne en trait plein)
Réanalyses météorologiques
(lignes pointillées épaisses)
— bcc-csm1-1— CanAM4— CNRM-CM5— EC-EARTH— FGOALS-s2— Giss-E2-R— HadGEM2-A— inmcm4— IPSL-CM5A-LR— IPSL-CM5B-LR— MIROC5— MRI-AGCM3-2H— MRI-AGCM3-2S— MRI-AGCM3
----- - ERA-Interim----- - MERRA----- - NCPE-CSFR
— NorESM1-M— ACCESS1-3— CCSM4— CSIRO-Mk3-6-0— FGOALS-s2— GFDL-HIRAM-C180— GFDL-HIRAM-C360— MPI-ESM-LR— MPI-ESM-MR
Figure 11.
Cycle annuel de la température simulée par plusieurs modèles de climat,
présenté à partir de moyennes mensuelles sur 30 ans
et moyennées sur (10° W-10° E, 10° N-20° N).
Les couleurs correspondent à différents modèles.
Les cycles annuels du CRU, d’ERA-Interim, MERRA et NCEP-CFSR
sont également indiqués en traits épais (voir légende).
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l’impact radiatif de la vapeur d’eau particulièrement fort à cette période de l’année ?
Ou encore via celui des nuages et des aérosols ? De nouvelles études sont indispen-
sables pour répondre à toutes les questions soulevées. Des travaux à plus fine échelle
temporelle sont nécessaires pour déterminer si cette augmentation des températures
mensuelles résulte d’un réchauffement réparti de manière homogène, ou bien s’il
s’accompagne d’une augmentation des journées et/ou nuits plus chaudes. Des travaux
récents indiquent une augmentation de la fréquence des vagues de chaleur au Sahel
(FONTAINE et al., 2013), faisant intervenir des circulations grande échelle entre
tropiques et extra-tropiques. Des vagues de chaleurs sévères, telles que celle survenue
au Sahel en 2010, vont-elles devenir plus fréquentes dans un climat plus chaud ?
L’impact de l’augmentation des températures sur l’agriculture soulève aussi de
nouvelles questions et inquiétudes (SHEEHY et al., 2005, voir aussi Chapitre 9 par
Sultan et al.).
Les ré-analyses météorologiques existantes ne semblent pas toutes capables de
reproduire fidèlement les évolutions observées au cours des dernières décennies au
Sahel. Les résultats fournis par les modèles de climat actuels sont entachés d’erreurs
qui rendent leur utilisation délicate. Ils suggèrent cependant une forte augmentation des
températures dans les régions semi-arides des tropiques (IPCC). Or, les répercussions
sociétales potentielles du réchauffement climatique au Sahel sont nombreuses,
notamment au printemps, en fin de saison sèche. Elles sont susceptibles de toucher tout
autant la santé que l’agriculture pour ne citer qu’elles. Pour avancer sur ces questions,
il est donc important de renouveler nos connaissances et notre compréhension des
mécanismes pilotant les températures observées et leurs fluctuations à de multiples
échelles, depuis le jour et la nuit, lors des épisodes de vagues de chaleur ou plus
généralement au printemps, jusqu’à leurs évolutions sur quelques décennies, voire
plus longtemps. Des travaux dédiés sur les données, les modèles de processus et les
nouveaux développements des modèles de climat seront probablement des éléments
clefs pour répondre aux nombreuses questions soulevées par le réchauffement observé
au Sahel depuis 1950.
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Detection of Intraseasonal Large-Scale Heat Waves: Characteristics
and Historical Trends during the Sahelian Spring
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ABSTRACT
In the Sahel very high temperatures prevail in spring, but little is known about heat waves in this region at
that time of year. This study documents Sahelian heat waves with a new methodology that allows selecting
heat waves at specific spatiotemporal scales and can be used in other parts of the world. It is applied separately
to daily maximum and minimum temperatures, as they lead to the identification of distinct events. Synoptic–
intraseasonal Sahelian heat waves are characterized from March to July over the period 1950–2012 with the
Berkeley Earth Surface Temperature (BEST) gridded dataset. Morphological and temperature-related
characteristics of the selected heat waves are presented. FromMarch to July, the further into the season, the
shorter and the less frequent the heat waves become. From 1950 to 2012, these synoptic–intraseasonal heat
waves do not tend to be more frequent; however, they become warmer, and this trend follows the Sahelian
climatic trend. Compared to other commonly used indices, the present index tends to select heat waves with
more uniform intensities. This comparison of indices also underlined the importance of the heat index def-
inition on the estimated climatic heat wave trends in a changing climate. Finally, heat waves were identified
with data from three meteorological reanalyses: ERA-Interim, MERRA, and NCEP-2. The spreads in
temperature variabilities, seasonal cycles, and trends among reanalyses lead to differences in the charac-
teristics, interannual variability, and climatic trends of heat waves, with fewer departures from BEST for
ERA-Interim.
1. Introduction
From April to June, the subtropical Sahelian region
experiences very high temperature during both nighttime
and daytime, whenmonthly mean temperatures can range
up to 308 and 408C respectively. Furthermore, regional
warming over the Sahel during the past 60 years has
reached 11.58C over the April–May period (Guichard
et al. 2015). In April 2010, a huge heat wave hit the Sahel
resulting in numerous deaths, mostly among children
and the elderly (Azongo et al. 2012; Diboulo et al. 2012).
According to Mora et al. (2017), the Sahel is exposed
to deadly temperature conditions around one-third of
the year, making it one of the regions with the most
severe temperature conditions. The risk of these tem-
perature hazards is enhanced by the fact that the Sahelian
population is increasing very quickly: Nigeria should
become the third largest country in the world by 2050,
reaching 410million, and by 2100 the population of Niger
is projected to increase by at least a factor of 9, from
21 million in 2017 to 192 million in 2100 (Garenne 2016;
United Nations Department of Economic and Social
Affairs: Population Division 2017). Superimposed on this
hot climate, heat wave events in this region at this time of
the year may have particularly severe impacts on health,
and also potentially on ecosystems, transportation, or
agriculture (Sheehy et al. 2005; Sultan et al. 2013).
Impactful heat waves have been reported across the
globe, fromChicago in 1995 to southeasternAustralia in
2009. Western Europe suffered heavy human losses
during the 2003 heat wave event to which 70 000 deaths
are attributed (Coumou and Rahmstorf 2012); Russia’s
death toll reachedmore than 50 000 during the 2010 heat
wave (McMichael and Lindgren 2011). In recent years,
these events led to an increasing number of studies on
how to define, characterize, understand, and predict
heat waves. Because of climatic trends toward higher
temperatures, their observed and future changes were
also discussed: heat waves are expected to be more
frequent, longer, and hotter, and cover a larger area
(Cowan et al. 2014; Russo et al. 2014; Schoetter et al.
2015). Climate and heat wave temperature trends do notCorresponding author: J. Barbier, jessica.barbier@meteo.fr
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necessarily increase at the same rate: in their analysis of
the heat waves in a changing climate, Gershunov and
Guirguis (2012) pointed out that the ratio between the
temperature mean and extremes of California’s inlands
decreased over the period 1850–2010. In this case, the
climatic trend is thus stronger than the heat wave trend.
Argüeso et al. (2016) showed that the climatic change in
temperature variability has a major influence on the
heat wave changes over some parts of Europe and the
United States. However, they also emphasize that this
finding is not valid in tropical regions where the mean
seasonal warming explains most of these changes.
To date, most climatological heat wave studies have
focused onEurope (e.g.,Meehl and Tebaldi 2004; Fischer
and Schär 2010; Stefanon et al. 2012; Schoetter et al.
2015), Australia (e.g., Perkins et al. 2012; Nairn and
Fawcett 2013; Perkins and Alexander 2013; Cowan et al.
2014), the United States (e.g., Robinson 2001; Meehl and
Tebaldi 2004; Gershunov and Guirguis 2012; Mutiibwa
et al. 2015), or Asia (e.g., Ito et al. 2013; Lee and Lee
2016) while only very few concern the Sahel (e.g.,
Fontaine et al. 2013; Déqué et al. 2017). Some studies
assess heat waves from a global perspective; however,
they often do not show any results for West Africa
(Zhang et al. 2011; Russo et al. 2014), partly because of
the scarcity of in situ observations. Thus Sahelian heat
waves still need to be further documented and explained;
the present paper addresses this overall objective.
To be able to identify meteorological situations asso-
ciatedwith such events, the first question that arises is how
to define and detect a heat wave. A heat wave generally
corresponds to a prolonged period of particularly high or
extreme temperatures. The Expert Team on Climate
ChangeDetection and Indices (ETCCDI) published a list
of core indices (http://etccdi.pacificclimate.org/list_27_
indices.shtml) to measure temperature extremes based
on a single characteristic, for instance a frequency of oc-
currence of warm nights or an intensity of the maximum
daily maximum temperature across the year. Every met-
ric is relevant to particular applications. Other studies
make use of indices that detect ‘‘heat wave objects’’ in
space and time, and analyze the characteristics of these
objects. Each of these studies generally develops its own
specific definition. However, as highlighted by Perkins
(2015), these definitions have some common features:
temperature is always used in a raw or processed form,
most of the times combined with a percentile-type
threshold, and a minimum duration of the heat wave is
often considered. Most studies use the daily maximum
temperature (Fischer and Schär 2010; Stefanon et al. 2012;
Schoetter et al. 2015) or separately analyze daily mini-
mum and maximum temperatures, hereafter referred to
as Tmin and Tmax (Gershunov and Guirguis 2012;
Perkins et al. 2012; Fontaine et al. 2013; Perkins and
Alexander 2013; Mutiibwa et al. 2015). Robinson (2001)
and Willett and Sherwood (2012) use a heat index ac-
counting for both temperature and humidity effects (re-
spectively relative humidity and vapor pressure). The vast
majority of the studies use a percentile, very often the
90th percentile, as the lower limit over a moving time
window. By design, the methods using a moving time
window detect heat waves throughout the year in a uni-
form way. The minimum duration of heat waves is also
often defined to be 3 days.
In this study, wewill define a heat index that follows the
basicmetrics described above in order to identify Sahelian
heat waves from March to July (i.e., during the hottest
months of the year).We also aim at defining Sahelian heat
waves as large-scale meteorological events, coherent in
space and time, arising as strong and rapid departures of
temperature at synoptic–intraseasonal scales. We then
predominantly focus on meteorological scales rather than
other signals such as interannual fluctuations, annual cy-
cles and climatic trends. In other words, as in Gershunov
and Guirguis (2012) and Stefanon et al. (2012), we con-
sider heat waves as occurring in a nonstationary climate.
Onemoremotivation to remove the climatic trends is that
thresholds based directly on temperatures are expected to
be exceeded more often due to the mean climatic warm-
ing. The heat wave detection is based either on Tmax or
Tmin because processes controlling daytime and night-
time temperatures in the Sahel are likely to be distinct: for
instance, maximum temperature is often influenced by the
incoming surface shortwave radiation whereas the mini-
mum temperature is very sensitive to the amount of water
vapor during this time of the year (Guichard et al. 2009;
Slingo et al. 2009;Gounou et al. 2012; Largeron et al. 2017,
manuscript submitted to Climate Dyn.). Another note-
worthy difference for this heat index is that the percentile
is fixed over the whole March–July period instead of
over a moving window: it enables a seasonal analysis of
the heat wave occurrence. Although large-scale atmo-
spheric phenomena or modes of climatic variability are
not studied in this paper, our results should be valuable for
further studies addressing this topic, in the Sahel as well as
in other regions.
The methodology used to build our heat index and to
study meteorological heat waves over the Sahel in spring
is explained in section 2. Section 3 presents the climato-
logical characteristics of these heat waves, including their
frequency, duration, intensity, and spatial extent. Benefits
and limits of the present heat wave definition are further
discussed in section 4, via a comparison with other defi-
nitions. An assessment of the sensitivity of the results
across different temperature datasets (including three
meteorological reanalyses) is also presented. Finally,
62 JOURNAL OF CL IMATE VOLUME 31
section 5 emphasizes the evolution of heat wave proper-
ties over the recent historical period and compares it to
regional warming. Conclusions are given in section 6.
2. Datasets and methodology
a. Datasets
We use daily minimum and maximum temperature
datasets provided by one observationally based grid-
ded product and retrieved from three meteorological
reanalyses over 08–408N, 208W–408E, hereinafter re-
ferred to as the African domain. These datasets are the
following:
d The Berkeley Earth Surface Temperature (BEST;
Rohde et al. 2013a,b), which provides data on a 18 3
18 grid from 1880 until recent years. We consider the
period 1950–2012 because observations in the Sahel
are very sparse prior to 1950.
d The European Centre for Medium-Range Weather
Forecasts (ECMWF) interim reanalysis (ERA-Interim;
Dee et al. 2011) over 1979–2012 on a 18 3 18 grid.
d The National Centers for Environmental Prediction
(NCEP)–U.S. Department of Energy (DOE) AMIP-
II reanalysis (NCEP-2; Kanamitsu et al. 2002) over
1979–2012 on a 28 3 28 grid.
d TheModern-EraRetrospectiveAnalysis forResearch
and Applications (MERRA; Rienecker et al. 2011)
from the National Aeronautics and Space Adminis-
tration’s Global Modeling and Assimilation Office
over 1979–2012 on a 0.58 3 0.668 grid.
The use of several datasets is motivated by the fact that
data are sparse in the Sahel. The Berkeley Earth website
provides historical values of the number of stations used
in their dataset at regional, national, and local scales. For
instance, in Mali (http://berkeleyearth.lbl.gov/regions/
mali), around 10 stations from inside the country and
100 stations from neighborhood regions are used. The
numbers of stations used are not constant in time, with
fewer stations prior to 1950. Thus the influences of distinct
physical parameterizations and assimilation procedures in
the three reanalyses, as well as the interpolation method
used in BEST, are all likely to induce differences in sur-
face temperatures. The main differences are documented
in the appendix and briefly summarized below.
BEST and the three reanalyses were compared over
1979–2010 to two surface synoptic observation (SYNOP)
stations with consistent long-time temperature series:
Hombori,Mali (15.338N, 1.88E) (Guichard et al. 2015; see
Fig. A1 in the appendix), and Niamey, Niger (13.488N,
2.178W) (Leauthaud et al. 2017; not shown). Observa-
tions from both stations are included in BEST, but the
time series of Hombori used by BEST has many gaps,
especially over the recent years. The dataset we used
was enhanced and quality checked by Mougin and col-
laborators from the Mali Meteorological Agency from
paper archives (Guichard et al. 2015). In addition,
BEST, ERA-Interim, NCEP-2, and MERRA were
compared over 108–208N, 108W–208E, hereinafter re-
ferred to as the Sahelian domain (Fig. A2). Numerous
differences are found between datasets; their magni-
tudes fluctuate from month to month. As may be ex-
pected from its construction, BEST is the closest to these
two SYNOP stations in terms of monthly and seasonal
mean. BEST is constructed by kriging (interpolating)
in situ data, notably including SYNOP stations. Away
from the observations, BESTmight be less accurate. On
average, in NCEP-2 Tmax and Tmin are both too low
(e.g., by more than 38C in April for Tmin), whereas
Tmax is too high in MERRA and too low in
ERA-Interim (Figs. A1a and A2a). In NCEP-2, the
seasonal cycle is shifted by about one month (Figs. A1b
and A2b) and the Tmin variance is largely over-
estimated (Figs. A1c and A2c). The Tmax variance is
generally higher in the three reanalyses than in BEST,
without any clear link between the grid size of the re-
analysis and the magnitude of the variance (Figs. A1c
and A2c). The distributions are most of the time skewed
to the left, especially for Tmax in April and May
(Figs. A1d and A2d): this negative skewness highlights
the predominance of time sequences of relatively similar
warmer days, interrupted by less frequent but much
cooler days. It also suggests that physical and dynamical
mechanisms constrain Tmax upper extrema.
Following these comparisons, BEST is hereinafter set
as the reference. Furthermore, its historical depth, going
back to 1950, enables trend computation over longer
time periods than 1979–2012. Differences between the
various databases go further than a mean shift, and
therefore one may expect differences between detected
heat waves (see section 4b).
b. Heat wave detection
Temperature fluctuates at climatic, multidecadal, and
annual time scales as well as at intraseasonal and syn-
optic scales, and also within the diurnal cycle. We focus
on heat waves corresponding to intraseasonal fluctua-
tions of temperature, which can be defined as strong and
rapid temperature departures from its annual cycle.
Following approaches that are commonly used to de-
tect and document the synoptic and intraseasonal vari-
ability of the West African monsoon (Janicot et al. 2011;
Roehrig et al. 2011; Poan et al. 2013), our heat wave de-
tection is based on temperature anomalies from the
slow variations of the annual cycle—variations that are
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modulated by interannual, multidecadal, or longer-term
variabilities. These anomalies are computed using a
90-day high-pass spectral filter applied on the 1950–2012
temperature time series. A spectral analysis of Tmin and
Tmax time series over the Sahelian domain (not shown)
revealed three peaks of energy at the periods 365, 185,
and 123 days, consistent with the shape of the mean
annual cycle over the region having twomaxima, one in
spring and one in autumn in relation with the annual
cycle of the insolation and monsoon precipitation
(Guichard et al. 2009). The 90-day filter allows re-
moving the annual cycle of temperature, as well as its
modulation at longer time scales. The diurnal cycle is
dealt with by studying maximum and minimum tem-
peratures separately.
The heat wave detection includes four distinct oper-
ations: 1) a filtering of the low frequencies; 2) a selection
of the strongest temperature anomalies; 3) a removal of
the short-lived, small, and scattered heat waves because
we want to focus on relatively large-scale events; and
4) a geographical selection of the heat waves by keeping
only those found in the Sahel. The different steps are
detailed below and illustrated with the results obtained
for the year 1992 with Tmax at a grid point roughly lo-
cated at the center of the Sahelian domain (Fig. 1).
1) Filtering: At each grid point on the African domain
for the total period, Tmax and Tmin anomalies are
computed using a 90-day high-pass filter (Figs. 1a,b).
2) Selection of hottest days: For each grid point, a day is
considered ‘‘hot’’ if the local temperature anomaly
exceeds the 90th percentile of the distribution over
1950–2010 for March–July (red shading). Such days
are identified with a binary heat index (depicted by
red dots in Fig. 1c).
3) Removal of small and short heat waves: This is done
via the sequential application of spatial and temporal
constraints. The running order of the spatiotemporal
constraint matters, as emphasized by Schoetter et al.
(2015). Here, we chose to apply the spatial constraint
before the temporal one as this is more suitable for
studying propagating heat waves.
(i) Spatial constraint: A connectedness constraint
based on a region growing technique (Petrou
and Bosdogianni 2004; Fiolleau and Roca 2013)
is applied to identify and label each connected
element, which is discarded when its area covers
less than 60 3 104 km2. This constraint removes
numerous small-scale events. This surface thresh-
old corresponds to approximately 20% of the
Sahelian domain. For each day, the occurrence
of a heat wave in the Sahelian domain is indicated
by a black dot in Fig. 1d.
(ii) Temporal constraint: The minimum duration of
the heat waves is set to 3 days. The impact of this
constraint is illustrated in Fig. 1e with several
heat waves removed in July and a few in March,
May, and June (cf. Figs. 1d and 1e).
4) Sahel domain selection: Finally, we only keep heat
waves occurring over the Sahelian domain via the
labeling done by the connectedness constraint
(Fig. 1f) and define the month a heat wave belongs
to by its median date. An example of the spatial
structure and time evolution of a detected heat wave
is given at the bottom of Fig. 1.
The final binary heat wave index is called HImax
(HImin) for Tmax (Tmin), while the heat waves finally
detected are generically referred to asHWmax (HWmin).
The results are not very sensitive to small changes in the
prescribed criteria (not shown). Note that this meth-
odology can be applied to any region in the world
simply by changing the selected domain on the
final step.
The spatial constraint corresponds to approximately
2.5% of the large African domain, and for both heat
wave types, 55% of all the March–July periods studied
from 1950–2012 were affected. In other words, an
HWmax (HWmin) event happens every two days on
average somewhere in Africa. In theory, there can be
more than one heat wave simultaneously present in
different regions on a given day. In practice, over the
African domain, around 20% of heat wave days are af-
fected by two geographically distinct heat waves, and
around 2.5% by three or more events. The numbers of
time-overlapping heat waves are reduced substantially
when selecting heat waves over the smaller Sahelian
domain: among the total number of days during which a
heat wave was present (1007 days for HWmax and 871
for HWmin), only a very few of them were affected by
two heat waves (7 for HWmax and 4 for HWmin).
c. Other heat wave indices
To analyze the impact of the heat wave definition and
to compare our results with those obtained with indices
commonly found in the literature, three other heat wave
indices are considered. These indices differ in the first
two steps of the methodology presented above, namely
the temperature filtering and the selection of the hottest
days (definition of the 90th percentile).
d 15DW: Many heat wave studies use a relatively shorter
moving window to compute a seasonally dependent
threshold for their detection algorithm: a 5-day window
(e.g., Fontaine et al. 2013;Mutiibwa et al. 2015), a 15-day
window (e.g., Fischer and Schär 2010; Perkins et al.
2012; Perkins andAlexander 2013; Cowan et al. 2014),
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or a 31-daywindow (e.g., Russo et al. 2014).We test the
impact of a 15-daymoving window to define a seasonal-
dependent 90th percentile instead of our constant 90th
percentile. The 90-day high-pass filter is kept.
d NoFilter_15DW: As in most heat wave detection
algorithms, we use unfiltered raw temperatures and a
threshold based on the 90th percentile computed using a
15-day moving window centered on the current calen-
dar day (Fischer and Schär 2010; Perkins et al. 2012;
Perkins and Alexander 2013; Cowan et al. 2014).
d NoFilter: This uses raw temperatures and a fixed-
percentile threshold for the whole period (March–
July), as in Schoetter et al. (2015) and Ouzeau
et al. (2016).
d. Heat wave metrics
Heat wave studies commonly focus on three main
features: intensity, duration, and frequency (Perkins
2015), which can be computed based at the event scale
or for each grid point. Here we use the event-based
FIG. 1. Illustration of the methodology used to define the heat index using the example of the HImax in 1992 at Hombori (its
geographic position is indicated with a black dot in the bottom set of panels). (top) The first three lines represent time series of (a)
Tmax, (b) Tmax anomalies, and (c) with the 90th quantile superimposed (red dashed-dotted line) and the days whose temperatures
exceed this quantile (red dots). The red dots indicate the detection of heat waves at Hombori, black dots the detection of heat waves
within the African domain after (d) the spatial constraint and (e) the temporal constraint, and finally (f) the heat waves over the
Sahelian domain. Each numbered line in (top) represents a step from the initial temperature to the final heat index. There are five heat
waves in 1992 over the Sahelian domain; (bottom) the spatial extend of the third heat wave (HW3) is represented in the maps (red-
colored area) and the gray hatched boxes indicate the Sahelian domain.
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approach. We also add the spatial extension to these
usual features. Besides the frequency of events per year,
we grouped the features into two different types of
characteristics: the first one relates to morphological
properties while the other gathers the temperature-
related characteristics.
Morphological characteristics are the following:
1) duration of the heat wave in days and
2) mean area covered in the Sahelian domain, ex-
pressed as a percentage relative to this domain. It is
computed for each day of the heat wave and aver-
aged over these days.
Temperature variables are the following:
1) Tmax, Tmin, and daily mean temperature Tmean,
defined as Tmean 5 (Tmax 1 Tmin)/2,
2) Tmax and Tmin anomalies (i.e., the 90-day high-
pass-filtered temperatures), and
3) the diurnal temperature range (DTR)5 Tmax2 Tmin.
Each of these variables is averaged over the heat wave
space and time dimensions.
Trends of the heat waves’ characteristics are computed
by first averaging the heat wave characteristics each year,
either over thewhole period (March–July) or over the core
hottest spring months (April–May). The yearly mean
temperature-related characteristics of heat waves corre-
spond toweighted averages.More precisely, for each heat
wave weweighted the averaged value by the area and the
duration of the heat wave so that the contribution of heat
waves is proportional to their size and duration. Then a
linear regression analysis of the yearly mean series is
performed and the retrieved multidecadal trend is
considered significant if the associated p value is lower
than 0.05. For comparison with changes occurring at
larger scales, climatic trends of Tmin and Tmax are
computed similarly over the Sahelian domain.
3. Morphology and intensity of Sahelian heat waves
A chronology of the Sahelian heat waves detected as
described in section 2 (HWmax and HWmin) is shown in
Fig. 2 from March to July for the period 1950–2012.
About 3.3HWmax and 2.9HWmin per year are detected.
Only 20% of them occur simultaneously (crosses in
Fig. 2), meaning that in terms of Tmin and Tmax they
impact a region larger than 20% of the Sahelian domain
for more than 3 consecutive days. This underlines the
importance of distinguishing heat waves characterized by
high Tmin from heat wave characterized by high Tmax in
the Sahel. On average, HWmax events cover 42% of the
Sahelian domain or 1263 104km2, last 5 days, and reach a
FIG. 2. Chronology of the heat waves for the heat index using (left) HWmax (red) and (right) HWmin (blue),
using theBEST dataset from 1950 to 2012. Each point indicates the occurrence of a heat wave for the corresponding
day and year. The hatched areas indicate heat waves that are shared by both HWmax andHWmin, cover an area of
at least 20% of the Sahelian domain and last at least 3 days.
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mean temperature anomaly of 38C. HWmin have similar
mean characteristics except for a slightly smaller area of
118 3 104km2. HWmin and HWmax events are evenly
distributed across the 1950–2012 period, with no evident
trend of their frequency of occurrence (see section 5 for
more details) as expected from the filtering process, which
notably induces a detrending of the data.Moreover, these
frequencies of occurrence display a strong interannual
variability, up to sixfold (see, e.g., the differences between
years 1986 and 1987 for HWmax in Fig. 2).
From a seasonal point of view, the further into the
season, the shorter and the less frequent the heat waves
become (Figs. 2 and 3a,b). This result is consistent for
both heat wave types, but slightly more pronounced for
HWmin during the end of spring, in June and July.
There is on average less than one HWmin every five
years in these two months, whereas HWmax events are
twice as frequent in this period of the year even though
they are quite rare compared to early spring (Fig. 3a). In
both cases, their mean temperature anomaly is also
weaker than in March (Figs. 3d,e), consistent with lower
variability of temperatures anomalies in June–July than
in March–April (Fig. A1e and A2e).
In early spring, midlatitude synoptic disturbances,
such as cold surges (Knippertz and Fink 2006; Vizy and
Cook 2009) and the northward progression of the in-
tertropical discontinuity (ITD)—which corresponds to
the narrow interface at the surface between warm moist
southwesterly monsoon flow and the much hotter and
drier northeasterly wind from the Sahara Desert; Lélé
and Lamb 2010)—strongly modulate the amplitude of
surface air temperatures fluctuations over the Sahel
(Largeron et al. 2017, manuscript submitted to Climate
Dyn.). The decrease of Tmin anomalies during HWmin
events further continues until July (Fig. 3e), when the
ITD is generally located north of the Sahel. This is
possibly related to the establishment of a steady mon-
soon flow, as the presence of water vapor prevents
strong nighttime cooling and tends to dampen nighttime
temperature fluctuations (Guichard et al. 2009; Slingo
FIG. 3. Evolution of themorphological and thermodynamical characteristics ofHWmax (red) andHWmin (blue) fromMarch to July for
the period 1950–2012 represented by percentile box plots: (a) number of heat waves per year, (b) duration, (c) area covered, (d) Tmax
intensity, (e) Tmin intensity, (f) diurnal temperature range, (g) Tmax, (h) Tmin, and (i) Tmean. In (f)–(i) climatological values smoothed
by a moving average over 21 days are shown with gray lines.
1 JANUARY 2018 BARB I ER ET AL . 67
et al. 2009). By contrast, Tmax anomalies during an
HWmax (Fig. 3d) are slightly higher in June and July,
around theWest Africanmonsoon onset (Ali et al. 2003;
Sultan et al. 2003), than in May. This is consistent with
the increasing Tmax variability during the early monsoon.
Indeed, in the earlymonsoon phase, rain events cause sharp
drops in Tmax (Guichard et al. 2009; Schwendike et al.
2010). These Tmax drops last for several days after the rain
and aremainly due to jumps in surface evaporative fraction
(Kohler et al. 2010; Lohou et al. 2014). Such Tmax fluctu-
ations at that time are probably favored by heterogeneous
rain events (Fitzpatrick et al. 2015) and frequent dry spells
(Sivakumar 1992; Frappart et al. 2009). The impact of rain
on the surface energy budget is thus likely to increase Tmax
variability in the early monsoon phase.
The seasonal fluctuations of Tmax, Tmin, Tmean,
and DTR averaged over HWmin and HWmax events
are relatively close to their respective mean annual
cycles (Figs. 3f–i). The hottest (highest Tmax) HWmax
occur in May, around the Tmax annual cycle peak in
April–May, with 50% of HWmax having Tmax above
428C. Likewise, the hottest (highest Tmin) HWmin
occur in June, concomitant with the Tmin annual cycle
peak in May–June, with 50% of HWmin having Tmin
greater than 28.58C. Note, however, that the occur-
rence of HWmax (HWmin) events does not systemat-
ically imply that Tmin (Tmax) is higher than its climatic
value (Figs. 3g,h). As a result, the DTR tends to be well
above its climatic value during HWmax events, and
well below it during HWmin (Fig. 3f). Finally, Tmax
remains above the human body temperature of 378C
during the core spring months April–June for both
HWmax and HWmin (Fig. 3g): above this threshold,
the human body cannot dissipate heat with its envi-
ronment and cool down (Basu and Samet 2002; Kovats
and Hajat 2008; Mora et al. 2017). Thus, even if this
detection method is not specifically designed for health
impacts, the detected heat waves are expected to be
dangerous for the population health.
The impact of the criteria used for the detection of heat
waves can be seen in Fig. 3: the 3-day criterion strongly
shapes the heat wave duration (Fig. 3b), with many
only just passing this value (47% of HWmin and 44%
of HWmax last 3 days). On the contrary, the detection
method is qualitatively less sensitive to the spatial crite-
rion (Fig. 3c) and to the 90th percentile threshold
(Fig. 3d,e) as the two associated characteristics are far
above the chosen thresholds. This indicates that
Sahelian heat waves tend by essence to be large-scale
events corresponding to large deviations from the
mean annual cycle of temperature.
On average overMarch–July, heat wave characteristics
are generally not very strongly coupled. However, the
correlations R between Tmax and Tmin and between
DTR and Tmin are significant at the 95% level, being
respectively for HWmax (HWmin) 0.53 (0.78) and
20.72 (20.55).A significant correlation between the area
covered by heat waves and the duration of heat waves is
also found in March: for both HWmax and HWmin, the
correlation is close to 0.5. Note that over the Sahelian
domain, the correlations between monthly mean values
of Tmax and Tmin and betweenmonthly mean values of
DTR and Tmin are also significantly correlated for each
month (R . 0.5). This indicates that these couplings
between Tmax and Tmin and between DTR and Tmin
remain valid from the smaller scale of heat wave events
to monthly time scales.
As previously discussed, very few HWmax and
HWmin events overlap in space and time. Nevertheless,
about 20% of concomitant HWmax and HWmin events
are larger than 20% of the Sahelian domain for more
than 3 days. These events lead to particularly stressful
periods for Sahelian societies. Such heat wave events
occur about once every two years over the region, last
4.8 days on average, are slightly smaller in extent than
their parent HWmin and HWmax event (1103 104 km2
vs 118 and 126 3 104 km2, respectively) and reach a
mean value of 3.5 (3.4) 8C for Tmax (Tmin) anomalies,
compared with 38C for HWmax (HWmin). Tmax
(Tmin) values of the overlapping heat waves are not
significantly different from the HWmax (HWmin)
values at the 95% level.
4. Sensitivity of heat wave characteristics to the
definition and dataset
a. Impact of the heat wave definition
We assess the sensitivity of our heat wave definition
by comparing our results (section 3) with those obtained
with definitions that are often used in the literature
(section 2c). The heat wave characteristics obtained with
each definition are summarized in Fig. 4 and Table 1.
The 15DW set tests the impact of taking a 15-day
moving window to define a seasonally dependent tem-
perature anomaly threshold, instead of a constant per-
centile over March–July. 15DW heat wave frequency of
occurrence is now fairly constant throughout the season
(Fig. 4a): indeed, the use of a moving window for the
determination of the 90th percentile causes a fixed
number of days to be extreme for each calendar day.
Otherwise, other heat wave properties are not sig-
nificantly modified, except for a small difference in
the anomaly amplitudes (Figs. 4d,e): the temperature
anomalies are now higher in March–April and then
lower in June–July. This is related to the stronger
temperature variability in the early months, resulting
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in more heat waves found in these months with our own
definition.
The NoFilter_15DW is often used in the literature.
As for 15DW, the frequency of occurrence of heat
waves is almost constant throughout March–July. The
NoFilter_15DW heat waves last longer, are overall
larger, and their temperature anomalies are smaller,
while their mean Tmax, Tmin, and Tmean are higher
(Fig. 4). Finally, as for 15DW and the reference dataset,
the duration of both HWmin and HWmax also de-
creases markedly from March to June.
The NoFilter heat wave set is mainly driven by the
annual temperature cycle andmost heat waves occur near
itsmarked peak, inApril–May for Tmax and inMay–June
for Tmin, with very few heat waves in March and July.
Essentially, using filtered temperatures tends to increase
the heat wave temperature anomalies while using raw
temperatures tends to increase the heat wave tempera-
tures (see 15DW compared to NoFilter_15DW and the
reference data compared to NoFilter in Figs. 4d,e,g,h);
this demonstrates the result that there is no direct
correspondence between the strongest intraseasonal
and synoptic temperature fluctuations and the highest
temperatures, the latter being more controlled by
longer-term variability.
On average over the whole spring extended period, heat
waveproperties are not significantly sensitive to the chosen
approach (see Table 1), except for temperature-related
differences that are directly linked to the approach. Fi-
nally, the percentile based on a long fixed-window results
FIG. 4. As in Fig. 3, but for averaged characteristics of heat waves identified with different methodologies: Reference data (black line),
15DW (light blue line), NoFilter_15DW (green line), and NoFilter (red line). Monthly characteristics computed over less than five heat
waves are not plotted. In each panel, the curves on the left-hand side refer to HWmax and those on the right-hand side to HWmin.
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in a steady seasonal distribution over the intensities, while
the percentile based on a short moving window causes a
steady seasonal distribution over the occurrence, with the
possibility of having a wide range of heat wave intensities
fromextremeheatwaves to less extremewarm spells. Thus
the choice of approach used to detect a heat wave is im-
portant, and ideally it should be driven by the targeted
questions and applications. For instance, our ‘‘meteoro-
logical’’ approach favors the selection of heat waves of
close intensities (in terms of temperature anomaly), and
this choice is well suited for further composite studies
(Roehrig et al. 2011; Poan et al. 2013). The connectedness
constraint should also be helpful for heat wave tracking
analyses. More broadly, some applications in agricultural
and health sectors may require additional information in
the heat wave detection, for instance soil moisture, atmo-
spheric humidity or apparent temperature [such as in
the National Oceanic and Atmospheric Administration
(NOAA) heat index, http://www.nws.noaa.gov/om/heat/
heat_index.shtml], which are currently not taken into ac-
count in the indices discussed above.
b. Sensitivity to the meteorological dataset
For this study BEST is our reference dataset. In this
section, the sensitivity of heat wave properties to the
dataset is explored by applying the samemethodology to
three meteorological reanalyses, ERA-Interim, NCEP-
2, and MERRA.
As the meteorological reanalyses only cover 1979–
present, heat wave detection is restricted to their common
period 1979–2012.BESTheatwave characteristics are very
similar when detected over this shorter period (Fig. 5),
with overall no significant difference at the 95% level
for the mean morphological and temperature-related
characteristics (except for a small increase of 0.28C for
HWmin Tmin anomalies).
The four products have distinct temperature distri-
butions and annual cycles (see the appendix), which
induces differences between heat wave properties de-
tected with one or the other dataset. Their average
properties are summarized in Table 1.
For HWmax events, the frequency of occurrence is
slightly lower in ERA-Interim compared to BEST, and
much lower in NCEP-2 and MERRA, by 40% and 60%
respectively (Fig. 5a). In contrast, the frequency of oc-
currence of HWmin events is not significantly different
between BEST, ERA-Interim, and MERRA. Never-
theless, all datasets capture the annual cycle of BEST
heat wave frequency of occurrence documented above
(i.e., that the further into the spring season, the smaller
the probability of heat wave occurrence and the shorter
these heat waves; not shown). Only ERA-Interim has a
different behavior for HWmax events, which are most
frequent in July. This appears to be linked to monthly
differences in the temperature anomaly variances: in-
deed, for BEST, NCEP-2, and MERRA they slowly
decrease from March to July whereas the ERA-Interim
variances increase from June on (see the appendix).
The mean duration of HWmax events is similar in all
reanalyses compared to BEST, in terms of distribution
(Fig. 5b) and on average at the 95% level. HWmin
events have a similar behavior except for MERRA
events, which are overall longer.
Heat waves in the reanalyses cover smaller areas than
in BEST by approximately 223 104 km2 (Fig. 5c). BEST
temperatures are constructed using a kriging regression
method over station observations and are therefore
quite sensitive to the density of the observational network.
TABLE 1. Average heat wave properties obtained with our heat wave index using the BEST dataset over 1950–2012 (the reference data,
first row), with other heat wave indices, and with our heat wave index using BEST, ERA-Interim, NCEP-2, andMERRAover 1979–2012.
The first and second values in each cell correspond respectively to HWmax andHWmin properties. Boldface values indicate that they are
significantly different (Student’s t test at the 95% level) from those obtained in the reference; boldface and italic values indicate that they












intensity (8C) DTR (8C) Tmax (8C) Tmin (8C)
Reference 3.3/2.9 5.0/4.9 42.1/39.2 3.0/1.3 1.3/3.0 16.1/13.4 40.6/39.3 24.4/25.9
Comparison to other heat indices
15DW 3.6/2.7 4.5/4.3 42.5/38.2 2.9/1.6 1.3/2.9 15.6/12.6 40.9/39.6 25.2/27.0
NoFilter_15DW 3.4/2.7 5.3/5.3 43.8/40.8 2.4/1.2 1.1/2.3 15.5/12.4 41.5/40.1 25.9/27.7
noFilter 3.6/2.9 5.7/5.6 36.6/37.2 1.9/1.0 0.7/1.8 16.0/12.8 42.8/41.5 26.8/28.8
Impact of the meteorological dataset on the detection
BEST 1979–2012 3.5/2.5 5.1/5.4 41.9/40.9 3.0/1.5 1.5/3.2 16.0/13.3 41.0/39.7 25.0/26.4
ERA-Interim 2.8/2.2 5.0/6.3 35.2/34.9 3.6/1.3 1.5/3.3 14.9/12.8 40.0/38.8 25.1/26.0
NCEP-2 2.1/1.6 5.0/5.9 31.1/32.4 4.6/0.5 0.4/6.2 19.1/10.3 39.6/37.5 20.5/26.9
MERRA 1.4/2.4 5.1/6.8 33.3/36.9 4.4/2.2 2.9/3.2 17.3/15.4 42.9/41.6 25.5/26.2
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It is possible that the weak density of stations over the
Sahel tends to smooth BEST temperatures (Rohde et al.
2013a). In contrast, reanalyses with their higher-resolution
grids can generate smaller-scale structures, which aremore
likely to produce spatially smaller heat waves.
All reanalyses also simulate stronger HWmax events
than BEST (Fig. 5d). Tmax anomalies of HWmax are
0.68Chigher in ERA-Interim and 1.58Chigher inNCEP-
2 andMERRA. By contrast, Tmin anomalies of HWmin
are rather consistent across the datasets, except for
NCEP-2, which strongly overestimates their intensity
(on average 6.28C compared to roughly 38C). This shift
is in direct relation with the Tmin anomaly variance of
NCEP-2, which reaches more than twice the variance of
the other datasets (Figs. A1e and A2e).
The analysis of the temperature distribution discussed
in the appendix indicates that NCEP-2 and ERA-
Interim have a cold bias in Tmax while MERRA has a
warm bias. NCEP-2 has a very strong Tmin bias (up
to 238C). As a result, heat wave temperatures mostly
follow the dataset mean temperature biases (Figs. 5g–i),
except for HWmin Tmin in NCEP-2 for which the cold
bias is compensated by an overly strong high-frequency
variability of Tmin.
In summary, heat wave characteristics are quite sen-
sitive to themeteorological product used to detect them.
The main differences seem to arise from the nature of
the dataset considered (model versus interpolated local
observations) and from the differently biased tempera-
ture background. The former affects heat wave size and
duration while the latter drives differences in heat wave
temperatures. Both the synoptic and intraseasonal
variability of reanalyzed temperatures, especially for
NCEP-2, affect the occurrence of the heat waves. Fi-
nally, our results show that care should be taken
when choosing a dataset for heat wave studies, espe-
cially over regions where in situ observations are scarce,
because differences between some basic heat waves
FIG. 5. As in Fig. 3, but over the whole period March–July for different meteorological products: BEST, ERA-Interim, NCEP-2, and
MERRA over the period 1979–2012 unless indicated.
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characteristics can be quite large. Overall, ERA-Interim
appears to be the best suited meteorological reanalysis
to study heat waves when compared with local and
gridded observations over the Sahel.
5. Long-term evolution of heat waves since 1950
Since 1950, temperatures have strongly increased in
spring over the Sahel. In this section, we analyze the
links between this climatic trend and heat wave trends,
with two complementary approaches.
a. Event-based approach
The long-term linear trends (1950–2012) of the vari-
ous heat wave properties are summarized in Table 2.
HWmax event duration and area do not show any sig-
nificant trend over the period, while their frequency of
occurrence has slightly increased by 0.22 heat waves per
decade. The area covered by HWmin events has signif-
icantly increased by 1% (3 3 104 km2) per decade since
1950, while there are no significant trends for their fre-
quency of occurrence and their duration. The HWmax
and HWmin intensity, as measured by their respective
temperature anomalies, do not show any significant or
strong trend either. In contrast, heat wave mean min-
imum, maximum, and daily averaged temperatures
significantly increased between 1950 and 2010, from
0.278 to 0.58Cdecade21 depending on the heat wave
type or the considered temperature variable. Heat
wave Tmin increased faster than the corresponding
Tmax, about 0.58Cdecade21 for Tmin compared to
roughly 0.38Cdecade21 for Tmax. The fact that Tmin
increased faster than Tmax is consistent with the trends
found by Guichard et al. (2015) in the Sahel. More
broadly, this result has been highlighted worldwide and
might be related for a part to an increase in the cloud
cover (Karl et al. 1993; Easterling et al. 1997).
From 1950 to 2010, the long-term temperature trend
over the Sahel is highly variable from month to month
(Guichard et al. 2015). In April and May, monthly mean
temperatures exhibit the most robust linear trend of
around 10.38Cdecade21, and these are also the hottest
months of the year. Therefore, only April and May are
considered here to compare heat wave temperature
trends to the mean Sahelian trend. Figure 6 shows the
time series of April–May minimum and maximum tem-
perature trends over the Sahel domain and their coun-
terparts for the detected heat waves. A linear regression
indicates that Sahel April–May mean maximum tem-
peratures trends are equal to 10.258 6 0.098Cdecade21
(95% confidence level), while the minimum temperature
trend reaches 10.328 6 0.088Cdecade21. Even though
this is consistent with a mean temperature trend in
April–May of 0.38Cdecade21, this emphasizes different
rates of increase forminimumandmaximum temperature.
HWmax event maximum temperatures mostly follow the
TABLE 2. As in Table 1, but for trends of the heat wave characteristics over March–July. A trend is considered nonsignificant (NS) if the

























Reference 1950–2012 HWmax 10.22 NS NS NS 10.13 20.23 10.27 10.5
HWmin NS NS 10.98 10.16 10.05 NS 10.35 10.44
Comparison to other heat indices
30Filter HWmax NS NS 11.1 10.04 NS NS 10.23 10.25
HWmin NS NS NS NS NS NS 10.28 10.38
15DW HWmax NS NS NS NS 10.13 NS 10.27 10.35
HWmin NS NS NS NS NS NS 10.25 10.28
NoFilter_15DW HWmax 10.92 10.42 11.37 NS NS 20.25 NS 10.35
HWmin 11.12 NS NS NS 20.16 NS 10.30 10.31
NoFilter HWmax 10.90 10.42 NS NS NS 20.28 NS 10.33
HWmin 11.16 NS 12.49 NS 20.15 10.15 NS NS
Impact of the meteorological dataset on the detection
BEST 1979–2012 HWmax NS NS NS NS NS NS 10.40 NS
HWmin NS NS NS NS NS NS 10.55 NS
ERA-Interim HWmax 20.59 NS NS 20.12 NS NS NS NS
HWmin NS NS NS NS NS NS NS NS
NCEP-2 HWmax NS 20.89 NS NS NS NS 10.66 NS
HWmin NS NS 22.13 NS NS NS NS 10.78
MERRA HWmax NS NS NS NS 20.49 NS 10.90 NS
HWmin NS NS 23.39 NS 20.13 10.26 10.86 10.60
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increase of mean maximum temperature with a trend of
0.298 6 0.148Cdecade21, and HWmin event minimum
temperatures evolve approximately at the same rate as
meanminimum temperatures (10.378 6 0.228Cdecade21).
Thus the long-term evolution of heat waves over the
Sahel appears to be mainly driven by the background
temperature trend. Changes in synoptic and intraseasonal
variability, if any, do not significantly impact heat wave
temperature trends.
The link between heat wave trends and regional or
global temperature trends has been largely addressed in
the literature. For instance, Russo et al. (2014) argued
that the global surface area impacted by heat waves sig-
nificantly increased in the last decades. Gershunov and
Guirguis (2012) found positive trends of heat wave
magnitudes over 1950–2012. They also reported that the
California inland desert heat wave temperatures are in-
creasing less rapidly than themean temperature.Argüeso
et al. (2016) showed that globally the mean climate
warming is responsible for most of the heat wave changes
in the next century except for Europe and North Amer-
ica, in agreement with Schoetter et al. (2015) for Europe.
In the tropics, the climate warming is associated with a
shift of the temperature distribution (Argüeso et al. 2016;
Déqué et al. 2017), which is consistent with our results.
The linear trends over 1979–2012 of the four datasets
(section 4b) are displayed in Table 2. The smaller number
of heat waves, in addition to the reduced time period, is
likely to increase the odds of a nonsignificant value,
and the results must be taken with care. The main re-
sult is that, when significant, the Tmax, Tmean, and
Tmin show a positive trend. Conversely, for HWmin,
there is a significant diminution of the area covered
when using NCEP-2 and MERRA. The spread of cli-
matological trends estimated with these reanalyses
is likely to be at play in the heat wave trends: Tmax
climatological trends range from 10.38Cdecade21 in
ERA-Interim to 10.558C decade21 in MERRA and
Tmin trends from 10.38C decade21 in MERRA to
10.558Cdecade21 in NCEP-2 (Fig. A3).
The heat waves detected in the present work are
Lagrangian objects and therefore the analysis of the
trends of some of their properties raises some questions.
In an environment with spatial temperature gradients,
heat wave temperature trends could involve shifts in the
areas impacted by the heat wave in association with
possibly different climatological trends over these areas.
It would thus depend on the spatial pattern of the mean
Tmin and Tmax long-term changes, which are shown in
Figs. 7a and 7b. Indeed, those climatological trends are
spatially dependent (Guichard et al. 2012; Fontaine
et al. 2013; Guichard et al. 2015; Moron et al. 2016):
both Tmin and Tmax linear trends are higher over
Mauritania, Mali, and northern and western Niger,
and decrease to the south toward the Guinean coast
and to the very east over Chad. Hence the spatial and
temporal distribution of the heat waves can influence the
above heat wave trends. To better assess the role of
FIG. 6. Time series ofApril–Maymean (top)Tmax and (bottom)Tmin for each year from1950
to 2012 on average over the Sahelian domain (solid black) and over heat waves, namely (top)
Tmax of HWmax (solid red) and (bottom) Tmin of Hwmin (solid blue); dotted–dashed lines
correspond to the associated linear trends. Heat wave curves are discontinuous since heat waves
do not occur every year. The Lagrangian approach is used to compute the heat wave trends.
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these distributions, we weighted the climatological trend
by the total number of heat wave days for each grid point
(not shown): thus an area that is affected by a great
number of heat wave days will contribute more than an
area affected by a lower number. In practice HWmax
andHWmin are located mostly in the eastern part of the
Sahelian domain; however, the weighted climatological
trends are unchanged. This nonhomogeneous spatial
distribution of the heat waves can also be time de-
pendent, so that heat wave temperature trends are then
computed over slightly different climates. To avoid the
issues linked to the Lagrangian approach, in the next
sectionwe investigate another option that uses a Eulerian
approach to study the trends.
b. Local Eulerian approach
Trends can also be computed for each grid point, by
considering the annual mean temperature for the days
when heat waves occur at that grid point. The selection
of heat waves over the Sahelian domain leads to
retaining fewer heat waves at the edge of the Sahelian
domain and thus the sample is substantially reduced.
To avoid these edge effects, all heat waves detected
over the whole African domain are accounted for, not
only those overlapping over 20% of the Sahel domain.
The maps of significant linear trends are shown in
Figs. 7c and 7d.
The Tmin trend of HWmin events is mostly uniform
over the Sahel, reaching 10.48Cdecade21 (Fig. 7d). It is
slightly lower over Burkina Faso and southernMali as well
as over northern Chad, where the trends there are
below 10.38Cdecade21. Overall Tmin trends of HWmin
events are close to the climatological April–May trends, or
slightly stronger, particularly over the southeast part of
the Sahel (Fig. 7f): HWmin are thus warming at the
same rate or slightly faster than the mean regional cli-
mate. The Tmax trend of HWmax events is maximum
over Mauritania, northern Mali, and northern Niger,
reaching 10.48Cdecade21 (Fig. 7c). It is minimum over
central Niger and central Chad. There the trend is slightly
weaker than the mean long-term warming (Fig. 7e), which
indicates that HWmax events intensify less quickly than
themean climate. This could be interpreted as a saturation
effect for maximum temperatures whose distributions are
negatively skewed (Figs. A1d and A2d) and that are al-
ready very high over the region during HWmax events
(e.g., it could involve physical mechanisms operating in
the surface energy balance at high temperature).
Interestingly, a similar result was noted by Gershunov
and Guirguis (2012) over the California desert.
FIG. 7. Maps of climatological trends of (a) Tmax and (b) Tmin computed over April–May for 1950–2012;
(c),(d) As in (a),(b), but for Tmax of HWmax heat waves and Tmin of HWmin heat waves, and (e),(f) the
difference between climatological and heat wave trends [i.e., (e)5 (c)2 (a); (f)5 (d)2 (b)]. Crosses indicate
grid points where differences are not significant at the 95% level.
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The differences between heat wave and climate trends
range between 20.28 and 0.28Cdecade21, which is close
to the confidence interval of the trends themselves.
Therefore, temperature trends at the climate and heat
wave scales over the Sahel are mostly similar, with some
spatial particularities that need to be further assessed.
6. Conclusions
This paper introduces a new heat wave detection
methodology that comprises four different steps: a tem-
perature filtering to focus on specific temporal scales, the
determination of a temperature extreme threshold based
on a March–July window 90th percentile, the application
of a spatiotemporal constraint, and finally the selection
of a particular geographic domain.
The filtering process enables us to focus on a specific
type of heat waves, without mixing different temporal
scales. Here, we focused on heat waves of synoptic to
intraseasonal scales and thus we decoupled heat wave
events from the annual cycle and long-term temperature
variabilities. The use of a fixed window provides in-
formation on the seasonal evolution of the heat wave
occurrences. The spatiotemporal constraint selects spa-
tially and temporally coherent heat waves (here they last
at least 3 days and cover more than 60 3 104 km2). The
final step of selecting a particular domain allows this
heat index to be used over any region.
This heat index was applied separately to daily maxi-
mum andminimum temperatures (Tmax and Tmin) of the
observational-based BEST dataset. We found an average
of 3.3 ‘‘Tmax heat waves’’ (HWmax) and 2.9 ‘‘Tmin heat
waves’’ (HWmin) per year. Both types of heat waves last
on average around 5 days, cover roughly 120 3 104km2
with a temperature anomaly of 138C. In May, the mean
Tmax (Tmin) of HWmax (HWmin) reaches up to
428C (288C) or more. The HWmin areas are slightly
smaller than the HWmax. Concomitant HWmax and
HWmin events happened only one-fifth of the time. This
result supports the decision to separately analyze maxi-
mum and minimum temperatures in the Sahelian region.
Heat waves also become shorter and less frequent from
March to July.HWmin events are particularly rare in June–
July. In March–April, heat wave temperature anomalies
are stronger than those in June–July, a consequence of the
temperature anomaly variance distribution of BEST.
There was no strong climatological trend of heat wave
occurrences over 1950–2012. However, their Tmax
(Tmin) significantly increased from 1950 to 2012, by 1.68C
for HWmax (2.68C for HWmin). This warming is con-
sistent with a mean shift of the temperature distribution,
in line with the results of Argüeso et al. (2016) in the
tropics; the heat waves are not intrinsically hotter, but
rather they reflect the warming climate. In the northern
Sahel, however, we found that the climatic warming trend
is stronger than the heat wave trend for the Tmax, as also
highlighted by Gershunov and Guirguis (2012) over
California deserts.
The results are quite similar when the percentile is
computed over a 15-day moving window, except for
differences over the seasonal occurrences that are di-
rectly linked to methodological choices. The constant
percentile led to a steady temperature anomaly distri-
bution throughout the season while the moving-window
produced a steady seasonal occurrence distribution, lead-
ing to a wide range of heat wave intensities. Over amoving
window without the filtering process, we found that heat
waves were longer and larger. As expected, heat waves are
also becoming more frequent by one per decade when raw
instead of filtered temperature are used.
The heat index was also computed similarly with
temperatures from three meteorological reanalyses,
namely ERA-Interim, NCEP-2, and MERRA, over
1979–2012. The heat waves were smaller than for BEST;
this could be related to the different nature of the
datasets (observationally based versus model); the heat
wave sizes in reanalyses are not smaller for the finer grid
though. Inherent biases between the distributions of
climatological means and variances resulted in signifi-
cant differences in temperature-related heat wave
characteristics. This notably affects Tmin anomalies in
NCEP-2 HWmin (they are 38C higher on average) and
to a lesser extent Tmax in MERRA HWmax, while
temperature and temperature anomalies in both heat
wave types are much closer to BEST in ERA-Interim.
Perkins (2015) identified three potential drivers of
heat waves: synoptic systems, soil moisture–atmosphere
feedbacks, and larger-scale dynamics. Fontaine et al.
(2013) studied the latter and suggested that Rossby
waves may play a role in the forcing heat waves. The
second potential driver is unlikely here since soil moisture
is very low during springtime in the Sahel. However, this
does not preclude the significance of other mechanisms of
surface–atmosphere interaction in this region. For instance,
Largeron et al. (2017, manuscript submitted to Climate
Dyn.) recently described a major water vapor impact on
nighttime temperature in a Sahelian heat wave case study.
More generally, further studies are necessary to ana-
lyze the meteorological situations associated with
Sahelian heat waves and to understand how physical
processes distinctly shape nighttime and daytime tem-
peratures during these events. The present set of de-
tected heat waves, combined with observations and
dynamical fields from reanalyses, should be useful for
such purpose. This would allow for studying composites
of these events; for instance, at a given location we could
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define composites from the time sequences associatedwith
the passages of heat waves. For the locations where in situ
data are available [e.g., those from the African Monsoon
Multidisciplinary Analysis–Couplage de l’Atmosphère
Tropicale et du Cycle Hydrologique (AMMA-CATCH)
network; Lebel et al. 2009], observations might also be
used to analyze the dynamic and thermodynamic charac-
teristics of the events at small scale.
Further studies should also investigate the causes be-
hind the distinct trends in Tmax for HWmax and Tmin
for HWmin. In particular, the strong Tmin trend raises
questions about its potential links with changes in
atmospheric water vapor or cloud cover (Karl et al. 1993;
Easterling et al. 1997). Although observations are scarce,
they are valuable for exploring relationships between
water vapor and nighttime temperature during heat
waves in a more systematic way (Evan et al. 2015).
Finally, from a modeling perspective, previous studies
(e.g., Roehrig et al. 2013) point to a large spread in CMIP5
simulations of annual cycles and mean trends of temper-
atures over the Sahel. For heat waves specifically, our
methodology applied to these simulations could document
their ability to simulate heat waves. Moreover, as heat
wave characteristics and trends may not be independent
FIG. A1. Statistical moments of the (left) minimum and (right) maximum temperature distributions of the observa-
tionally gridded dataset BEST, the reanalyses ERA-Interim, NCEP-2, andMERRA, and the SYNOP stationHombori,
Mali (15.338N, 1.88E), over 1979–2010 bymonth and over theMarch–July (MAMJJ) period: the differences between the
mean of the gridded dataset and (a) the SYNOP observations, (b) the mean of the gridded dataset, (c) the variance,
(d) the skewness, and (e) the anomaly variance. The climatic trends are removed before computing the moments. The
anomaly variances in (e) correspond to the variance of the anomaly temperatures computed with the 90-day high-pass
filter. The years 1988, 1989, and 1990 have been removed because of inconsistencies in the Tmin of Hombori.
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from the simulated mean climate and climatological
trends in the Sahel, it would be valuable to analyze
their links.
Acknowledgments. This study is part of ANR project
ACASIS (2014-2017, Grant ANR-13-SENV-0007). We
thank the reviewers for their constructive comments and
suggestions.
APPENDIX
Temperature Statistics and Climatological Trends
among Datasets
The observational gridded product BEST and the
three reanalyses ERA-Interim, NCEP-2 and MERRA
were compared over 1979-2010 to two SYNOP stations
with consistent temperature time series: Hombori
(Guichard et al. 2015) and Niamey (Leauthaud et al.
2017). Figure A1 summarizes the main statistical char-
acteristics of temperature distributions at Hombori or at
the closest geographical point to this site for the data-
sets: the mean (Fig. A1b), the variance (Fig. A1c) and
the skewness (Fig. A1d), as well as the differences be-
tween the mean of the gridded datasets and the SYNOP
observations (Fig. A1a) for the maximum and minimum
temperatures. The variance of the temperature anoma-
lies are also displayed (Fig. A1e). The climatological
trends were removed before computing those statistics.
First we compared their monthly values fromMarch to
July and their March–July average (Figs. A1a,b). BEST
closely follows SYNOP data for both maximum and
FIG. A2. As in Fig. A1, but for BEST, ERA-Interim, NCEP-2, and MERRA over the Sahelian domain (108–208N,
108W–208E) over 1979–2012. The climatological trends are removed before computing the moments.
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minimum temperatures (Tmin and Tmax) whereas
NCEP-2 displays a cold bias, more pronounced in the
early season and much stronger for Tmin (reaching up
to 268C in May). The same behaviour is observed for
ERA-Interim but to a lesser extent, with biases ranging
from 218 to 238C. On the contrary, in MERRA, while
Tmin is close to SYNOP data, Tmax is globally higher by
around 128C in the early season. Figure A1b shows the
seasonal cycle of temperature: themaxima of Tmax are in
April and May for the SYNOP station, BEST, ERA-
Interim and MERRA while they are shifted to May and
June for NCEP-2. The maxima of Tmin are in May and
June for all except NCEP-2 which are again shifted later
in the season, over June–July. The spreads of the distri-
butions are quantified in Figs A1c,e with the variance.
Overall the reanalyses and BEST display a lower var-
iance values than the SYNOP data. However, NCEP-2
stands out for the Tmin anomalies with variances that
are up to twice higher than in SYNOP data, and
MERRA for the Tmax with also twice the variance of
SYNOP data over May, June, and July (Fig. A1e). The
seasonal-mean variance is also higher due to this be-
havior during these last three months. The skewness,
which measures asymmetry of the distribution, is shown
in Fig. A1d. Overall the skewness of all distributions are
negative, i.e. the distribution are skewed to the left, more
strongly for Tmax than for Tmin, and more so for
SYNOP data.
A similar analysis has been performed over Niamey
(not shown) and over the Sahelian domain (Fig. A2).
The bias of the latter are computed as differences from
BEST temperatures which were the closest to SYNOP
temperatures. The conclusions are similar except for the
biases and the Tmax anomaly variances: for Tmin, the
biases of ERA-Interim are closer to218C than238C at
Niamey and there are no biases on average over the
Sahel (Fig. A2a). The variance of Tmax anomalies on
average over the Sahel are decreasing from March to
July, except for ERA-Interim values that are higher in
July than in May–June (Fig. A2e). Finally, as may be
expected BEST is the closest to SYNOP data in terms of
mean, seasonal cycle, variance and skewness. On aver-
age, NCEP-2 temperature is too low (for both Tmin and
Tmax), this is also the case for Tmax in ERA-Interim
while MERRA Tmax is too high. NCEP-2 seasonal
maximum occurs one month too late and it exhibits a
much higher variance of Tmin anomalies. The same
applies for Tmax anomalies in MERRA.
The time series of Tmax andTmin on average over the
Sahel over April–May from 1979 to 2012 are displayed
in Fig. A3 for BEST and the three reanalyses. Correla-
tions R between BEST and the datasets, the means and
the linear trends (8C decade21) are shown in the insets.
Overall, ERA-Interim values are the closest to BEST
values, with correlations R higher than 0.8 for both
Tmax and Tmin. The reanalyses reproduce relatively
FIG. A3. Time series of Sahelian-mean Tmax and Tmin averaged over April–May. The
correlation R between BEST and the datasets and the means (8C) and the linear trends
(8C decade21) of the four datasets over April–May 1979–2012 are shown in the insets. Crosses
indicate trends that are not significant at the 95% level.
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well the distinct year-to-year fluctuations of Tmin and
Tmax, but the trends in Tmin and Tmax, both on the
order of 0.38Cdecade21 are not as well captured. In
particular, the trend in Tmin is too low in ERA-Interim,
and strongly overestimated in NCEP-2, while the trend
in Tmax is too high is MERRA and too low in NCEP-2.
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Abstract North Africa experienced a severe heatwave in April 2010 with daily maximum
temperatures (Tmax) frequently exceeding 40oC and daily minimum temperatures (Tmin) over
27oC for more than five consecutive days in extended Saharan and Sahelian areas. Obser-
vations show that areas and periods affected by the heatwave correspond to strong positive
anomalies of surface incoming longwave fluxes (LWin) and negative anomalies of incoming
shortwave fluxes (SWin). The latter are explained by clouds in the Sahara, and by both clouds
and dust loadings in the Sahel. However, the strong positive anomalies of LWin are hardly
related to cloud or aerosol radiative effects.
An analysis based on climate-model simulations (CNRM-AM) complemented by a con-
ceptual soil-atmospheric surface layer model (SARAWI) shows that this positive anomaly
of LWin is mainly due to a water vapor greenhouse effect. SARAWI, which represents the
two processes driving temperatures, namely turbulence and longwave radiative transfer be-
tween the soil and the atmospheric surface layer, points to the crucial impact of synoptic
low-level advection of water vapor on Tmin. By increasing the atmospheric infrared emissiv-
ity, the advected water vapor dramatically increases the nocturnal radiative warming of the
soil surface, then in turn reducing the nocturnal cooling of the atmospheric surface layer,
which remains warm throughout the night. Over Western Sahel, this advection is related to
an early northward incursion of the monsoon flow. Over Sahara, the anomalously high pre-
cipitable water is due to a tropical plume event. Both observations and simulations support
this major influence of the low-level water vapor radiative effect on Tmin during this Spring
heatwave.
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1 Introduction
Heatwaves and their impacts over Europe or Western countries have been widely studied
(e.g. [Beniston, 2004], [Black et al., 2004], [Perkins, 2015] for a review). They received
much less attention elsewhere, especially in North Africa. However, climate projections
indicate that North Africa, where climate is among the warmest and driest on Earth, will be
particularly affected by climate changes in a near future [Roehrig et al., 2013,Deme and Hourdin, 2015].
Furthermore, heatwaves have become more frequent and severe in the past three decades
[Fontaine et al., 2013,Moron et al., 2016] and these trends are projected to continue [IPCC, 2013].
This could become an exacerbating factor of vulnerability of North African societies whose
adaptation strategies appear limited, due to their low hydrological resources and agricultural
productivity [IPCC, 2014,Sultan and Gaetani, 2016].
In the Sahel, Springtime has exhibited a strong trend of climate warming since 1950
[Guichard et al., 2012,Guichard et al., 2015], up to twice the corresponding trend observed
over Europe. This strong warming more significantly occurs during the hottest months of
the year (April, May), at the end of the dry season, before the onset of the West African
monsoon. This combination leads to heatwaves of unprecedented strong magnitude, an ex-
ample of which occurred in Spring 2010, where temperature peaks higher than 50oC were
recorded in Niamey (the warmest temperature ever recorded in Niger). Similar records were
reached in Senegal, Mali, Burkina Faso and Chad. These very high temperatures had strong
impacts on morbidity and mortality (e.g. [Honda et al., 2014]).
Progressive multi-day soil desiccation has been recently pointed out as a major process
operating during mid-latitude mega-heatwaves, like those who took place in Europe in 2003
or in Russia in 2010 ([Miralles et al., 2014], [Fischer, 2014]). However, this process is un-
likely to operate over North Africa during Springtime since soils are mostly dry at this period
of the year and remain so until the arrival of the monsoon rain (e.g. [Baup et al., 2007]). In
contrast, Sahelian heatwaves appear to be frequently associated with an increase of moisture
([Guichard et al., 2009] and further evidences in the present study). Physical mechanisms
operating during these heatwaves therefore still need to be identified.
Using in-situ observations in the central Sahel, [Guichard et al., 2009] show that night-
time minimum temperatures increase by several degrees during the first incursions of the
moist monsoon flow in Spring, while the incoming longwave flux at the surface varies
accordingly. Therefore, couplings between surface air temperature, humidity and radiative
fluxes are expected, particularly during nighttime. On the other hand, Springtime in the Sahel
is often associated with high dust loadings [Brooks and Legrand, 2000,Basart et al., 2009],
mid-level clouds and cirrus having a radiative impact both in the longwave and shortwave
bands [Bouniol et al., 2012]. These processes are likely to limit daytime incoming fluxes,
boundary layer growth and therefore daytime warming. This suggests a strong diurnal cycle
of the physical processes acting during these Springtime heatwaves with partly compensat-
ing impacts on daily-average temperatures in unknown proportions.
The present study aims at filling this gap by investigating processes that control near
surface temperature during Springtime with a particular focus on the strong heatwave of
April 2010. It makes use of several long-term observational datasets (satellite-based prod-
ucts and ground-stations, described in section 2) to explore the radiative impacts of clouds
and aerosols on 2m-temperatures (section 3 and 4). Boundary-layer physics is further ex-
plored with climate simulations performed with the atmospheric component of the Cen-
tre National de Recherches Météorologiques (CNRM) climate model, using a configura-
tion in which the dynamics is nudged towards a reanalysis (section 5). Finally, a new and
specially designed prognostic model of surface-atmosphere radiative exchanges (hereafter
Title Suppressed Due to Excessive Length 3
called SARAWI) is presented, and used to explore and quantify the impact of the radiative
greenhouse effect of water vapor on surface air temperature (section 6). Conclusions are
given in the final section.
2 Data and methods
2.1 The Berkeley Earth Surface Temperature (BEST) database
This study makes use of the Berkeley Earth Surface Temperature gridded dataset, here-
after referred to as BEST. This ground-based product uses a Kriging method to interpo-
late data from stations on a regular 1o × 1o grid [Rohde et al., 2013]. The dataset uses
2m-temperatures from an ensemble of weather stations compiled from 16 preexisting data
archives, among which the Global Historical Climatology Network (GHCN).
In the following, we use daily-minimum, daily-maximum and daily-average tempera-
tures Tmin, Tmax and Tavg which are available from 1880 to 2013, at a daily time scale.
For each grid point, we compute daily climatological values over the 2000-2013 period
(using a 21-days running-mean) for Tmin, Tmax and Tavg. Hereafter, daily anomalies for 2010
are estimated from this 2000-2013 climatology (this relatively short period, 2000-2013, was
chosen for consistency with the analysis of the satellite data presented below). We also
compute, at each grid point, the daily 90% quantile values of the temperature distributions
built with the 21×14 = 294 values of the 21 calendar days centered on the considered day
and the 14 years of the 2000-2013 period.
2.2 The Clouds and the Earth’s Radiant Energy System (CERES) database
We also use data from the Clouds and the Earth’s Radiant Energy System (CERES) database,
developed by NASA [Wielicki et al., 1996,Wielicki et al., 1998]. We use the SYN1DEG
dataset, which is a level 3 satellite product that combines spatially and temporally aver-
aged fluxes, and the Moderate Resolution Imaging Spectroradiometer (MODIS) estimates
for the cloud and aerosols properties. This dataset provides daily average 1o× 1o gridded
data of cloud cover, total Aerosol Optical Depth at 0.55 µm (hereafter AOD), and total
column Precipitable Water (hereafter PW) estimated by MODIS.
We also use the Earth’s surface computed upwelling and incoming shortwave (hereafter
SWin and SWup) and longwave (LWin and LWup) fluxes, for all-sky, clear-sky (cloud free) and
pristine (cloud and aerosol free, hereafter referred to as clean-sky) conditions. These data
are available from 2000 to 2016.
We compute local daily climatological values for all these fields over 2000-2013 in the
same way as done for BEST temperatures.
2.3 Automatic weather stations observations in the Sahelian Gourma (AMMA-CATCH)
The present study also uses ground-station measurements made in the Sahelian Gourma
(Mali), deployed at a site which belongs to the African Monsoon Multi-disciplinary Analysis
(AMMA)-CATCH network [Mougin et al., 2009].
In the following, we mostly focus on the measurement site of Agoufou, located in central
Sahel, at 15o20′40′′N and 1o28′45′′W. Instruments are deployed in grassland, over sandy
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soil, which is the dominant surface type in the Malian Gourma. An automatic weather station
(AWS) acquires data at a 15-min time step since April 2002, and provides air temperature,
relative humidity, rainfall, wind speed and direction as well as surface radiative and turbulent
fluxes.
The site is homogeneous over several kilometers, which allows a good estimate of the
radiative fluxes. These data have already been used for thermodynamic and climate analyses
by [Guichard et al., 2009], [Timouk et al., 2009], [Roehrig et al., 2013] and [Lohou et al., 2014]
among others.
2.4 CNRM-AM nudged simulation
In the present study, we use a simulation based on the atmospheric component of a proto-
type of the new CNRM climate model, hereafter referred to as CNRM-AM. This model is
based on the version 6.2.1 of the ARPEGE-Climat atmospheric model [Déqué et al., 1994,
Voldoire et al., 2013] and benefits from several significant and recently-implemented devel-
opments of the model physics parameterizations. This prototype version is similar to that
used in the recent studies of [Michou et al., 2015,Leroux et al., 2016,Martin et al., 2017].
CNRM-AM is a major update of the CNRM-CM5 atmospheric component [Voldoire et al., 2013].
It contains a prognostic turbulent kinetic energy (TKE) scheme [Cuxart et al., 2000] that im-
proves the representation of the dry boundary layer. The new convection scheme represents
in a unified way the dry, shallow and deep convective regimes, following [Guérémy, 2011]
and [Piriou et al., 2007]. The convection scheme microphysics prognostically describes cloud
liquid and ice water, as well as rain and snow specific masses following the work of [Lopez, 2002].
It is also fully consistent with the microphysics scheme used for the large-scale condensation
and precipitation. Cloud macrophysics is handled by the [Ricard and Royer, 1993] scheme.
The radiation scheme is based on the shortwave scheme of [Fouquart and Bonnel, 1980]
and on the longwave Rapid Radiation Transfer Model (RRTM, [Mlawer et al., 1997]). An
overview of the land surface model SURFEX can be found in [Masson et al., 2013] and
more details on the physical content used in the present study is described in [Decharme et al., 2013,
Decharme et al., 2016]. SURFEX makes use of the ECOCLIMAP database for surface pa-
rameters [Masson et al., 2003].
CNRM-AM is a spectral model with a truncature T127 (about 1.4o resolution at the
Equator). It has 91 vertical hybrid levels up to 80 km. The first model level is near 12 m and
the model has about 10 levels in the first atmospheric kilometer. It is run in an Atmospheric
Model Intercomparison Project (AMIP) configuration, in which monthly-mean sea surface
temperatures are prescribed and interpolated at each time step of the model. Monthly aerosol
loadings are also prescribed and constant accross each month. A climatological annual cycle
is used, which is computed from the 1990-1999 period of a nudged AMIP simulation of
CNRM-AM with the prognostic aerosol scheme described in [Michou et al., 2015]. Note
that aerosol optical properties were updated according to [Nabat et al., 2013], compared to
those used in CNRM-CM5.
Here, the main objective is to analyze the effects of the physical processes during the
April 2010 Sahelian heatwave, without the additional complexity induced by their interac-
tions with the large-scale dynamics. Therefore, a dynamical spectral nudging towards the
6-hourly ERA-interim reanalyzed fields [Dee et al., 2011] is applied to the wind vorticity
and divergence as well as to the surface pressure, which constrains the model to follow the
observed large-scale dynamical sequence [Coindreau et al., 2007]. The relaxation timescale
is 12h for the vorticity and 24h for the divergence and surface pressure. To let the model
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physics adjusts in the surface layer, the nudging is weakened at the first four model levels
(approximately up to 400 m above the ground), with no nudging at all at the first model
level. Note also that the simulation started on 1 January 1979, so that the atmospheric and
land-surface model spin-up can be neglected when focusing on April 2010.
2.5 A conceptual prognostic model: The Surface-Atmosphere RAdiative Water vapor
Impact (SARAWI) model
A conceptual prognostic model has been designed to investigate in more details the pro-
cesses involved in the temperature fluctuations: The Surface-Atmosphere RAdiative Water
vapor Impact model (SARAWI).
2.5.1 Basic concepts and hypotheses
SARAWI consists in a simple model of the soil and lower atmosphere. It aims at investi-
gating the interactions at play between physical processes and the impact of their parame-
terizations on the evolution of the soil surface temperature Ts and of the surface-layer air
temperature Ta.
SARAWI assumes that turbulence and radiative transfer are the dominant terms ex-
plaining the evolution of Ts and Ta. The model solves local physical processes acting in the
boundary-layer (turbulence and radiation transfer) by decoupling them from the regional
and synoptic atmospheric processes that are either prescribed analytically or solved by an
external GCM-type model and prescribed into the SARAWI model. As shown in sections
5 and 6, these hypotheses are supported by the results given by the CNRM-AM simula-
tion, and our results suggest that this approach is sufficient to reproduce the spatial structure
and temporal evolution of the 2m-air temperature T2M , at least over North Africa during
Springtime 2010. The model can therefore be used to analyze the relative contributions of
regional-scale circulations versus local-scale processes.
In the SARAWI model, the soil and lower atmosphere are represented with two soil lay-
ers and one atmospheric layer, with the mass point of the atmospheric layer located at δ z/2
above the ground, δ z being the atmospheric layer depth. It can be used in a one dimensional
(1D) mode at a selected location, or over a given domain (hereafter all North Africa), as a
light 3D model, with vertical transfers only, explicitly represented across its three layers.
SARAWI solves three prognostic equations (one for the temperatures of each of the
three layers), together with a diagnostic equation for T2M (details are given below). It makes
uses of four additional equations for the physical parameterization of fluxes and tendencies,
combined with nine tuned or statistically-fitted parameterizations that account for physical
properties. Finally, simulations are performed with four external input fields.
2.5.2 Inputs
The four input fields needed in SARAWI are :
– The net shortwave flux SWnet at the surface
– The specific humidity at the atmospheric level hus
– The wind speed at the atmospheric level Va
– The temperature of the air above the SARAWI atmospheric layer T2a (used in the pa-
rameterization of turbulence only).
They can be prescribed analytically or from an atmospheric model.
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2.5.3 Prognostic equations
SARAWI solves three prognostic equations for Ta, Ts and T2s respectively the temperatures
















are the longwave and turbulent tendencies respectively. In this
equation, we assume that the effects of shortwave radiation, parameterized convection, large-
scale condensation and precipitation, and advection are negligible in the atmospheric surface




=Cs.(SWnet +LWnet −H)− 2piτ (Ts−T2s) (2)
where SWnet , LWnet and H are the net shortwave, the net longwave and the sensible heat
fluxes at the surface. The last term on the right-hand side is proportional to a diffusive heat
flux into the deep soil layer respectively and tends to restore Ts to the mean soil temperature
T2s. Cs is the inverse of the soil heat capacity. In this equation, we assume that the latent heat
flux is negligible (which is a realistic assumption over North Africa at the end of the dry







where τ is a time constant fixed at τ = 24h. Thus, the soil representation in the model follows
the force-restore approach of [Noilhan and Planton, 1989].
2.5.4 Physical parameterizations
In equation 2, H and LWnet are expressed with the following parameterizations:
H = ρ.Cp.Ch.Va.(Ts−Ta) (4)
where ρ and Cp are the density and volumic heat capacity of the air; and Ch a drag coeffi-
cient.
LWnet = σ .(εa.T 4a − εs.T 4s ) (5)
where σ is the Stefan-Boltzman constant, εa and εs the total infrared emissivities of the air
and the soil surface respectively.






.{εa.εs.T 4s − [1− εa(1− εs)].εa.T 4a } (6)
where the first term corresponds to the infrared absorption by the atmospheric layer of the
emitted infrared flux from the surface, and the second corresponds to the emitted infrared
flux toward the surface combined with the absorbed part of that same flux reflected over
the soil surface. The coefficient hrad is a radiative scale height (see next section), which
represents the height of the layer radiatively affected by the surface, in the sense that the
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upwelling longwave at the surface LWup is absorbed within the layer of height hrad , and
respectively that no longwave radiation emitted from above that layer reaches the soil sur-
face without being absorbed. Then, it allows to neglect the transmitted incoming longwave
radiation at the surface issued from above hrad , what is done in equation 6.










where the first term corresponds to a turbulent exchange with the soil surface and the second
to a turbulent exchange with the air above the atmospheric layer. Here, Ks is a turbulent drag
coefficient, Kh a turbulent diffusivity, and hturb a turbulent scale height for the exchange with
the air above the atmospheric layer.
2.5.5 Diagnostic equation for T2m
The 2m-air temperature T2m is diagnosed with a linear interpolation between the soil surface
temperature Ts and the air layer temperature Ta:
T2m = Ts+ ct2m.Ta (8)
with ct2m depending on the static stability of the atmosphere.
2.5.6 Physiographic and physical parameters
In equations 3 to 8, nine coefficients have to be tuned, prescribed or parameterized: εa, εs,
Cs, hrad , hturb, Ch, Ks, Kh and ct2m.
While longwave radiative fluxes directly depends on temperature through the Stefan-
Boltzman’s law, longwave emissivity εa (and fluxes) also varies with atmospheric water
vapor (e.g. [Prata, 1996]). Since the SARAWI model has been mainly designed (and will be
used hereafter) to evaluate the radiative impacts of water vapor, it appears crucial that the pa-
rameterized infrared emissivity be sensitive to its variations. Similarly to [Herrero and Polo, 2012],
we propose a simple parameterization based on a multiple linear regression:
εa = a1+a2.hus+a3.Ta (9)
εs and Cs are local physiographic properties dependent on ground cover and soil texture.
They have to be prescribed using soil surface characteristics databases (see section 2.5.7).
Cs has a major importance since it strongly modulates the diurnal soil and air temperature
ranges. εs is typically very close to 1.
hrad , hturb, Ch, Ks and Kh have to be tuned or statistically fitted, and ct2m required a
parameterization (see section 2.5.7).
2.5.7 Configuration of the simulation and tuned coefficients
In the present study, SARAWI simulations are made for April 2010 over North Africa, be-
tween 0o and 30oN in latitude and between −20oE and 20oE in longitude. The depth of the
atmospheric layer is δ z = 25m, the horizontal resolution is fixed to 1.4o×1.4o and the time
step is 15-min, in order to compare results to CNRM-AM simulations.
Finally, physiographic and physical parameters are statistically tuned using the monthly-
average values resolved by CNRM-AM. We also differentiate nighttime and daytime condi-
tions when the considered parameter physically depends on static stability. This leads to:
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εa
Coefficients ai of equation 9 are estimated using longwave fluxes simulated by CNRM-
AM which are regressed with the atmospheric specific humidity and air temperature. We can
consider ai coefficients obtained from a regression that include all points in North Africa, or
alternatively use ai coefficients which vary depending on the climate zone (Sahara, Sahel,
Guinea). Both approaches lead to similar results (with a 5.3 W/m2 or 1.3% uncertainty on
LWin and a 0.28oC uncertainty on T2m). A regional fitting over North Africa gives a1 = 0.667,
a2 = 1.17.10−2 with hus in g/kg and a3 = 4.55.10−4 with Ta in oC.
εs
As for εa, we use CNRM-AM longwave fluxes to estimate εs. It is almost constant and
equal to 0.9946±0.0065 over all North Africa in CNRM-AM. We take this mean-value as
a constant for all continental grid points (this leads to a 0.11 W/m2 or 0.03% uncertainty on
LWin and a 0.08oC uncertainty on T2m).
Cs
In order to correctly fit Cs, we use equation 2 with the resolved fluxes and temperatures
given by CNRM-AM, which takes its soil physiographic characteristics from the ECO-
CLIMAP database [Champeaux et al., 2005,Faroux et al., 2013]. We average the different
terms for each grid point separately over daytime and nighttime, from which we estimate




We compute hrad = crad .δ z at each grid point by determining the value of hrad that
minimizes the root mean square error between the CNRM-AM values of ∂Ta∂ t rlw and the
estimated values of that tendency according to equation 6. Results show that the value of crad
is very homogeneous over all continental North Africa, so we choose to keep one constant
value in SARAWI equal to the average over the continental area : hrad = 4.74.δ z. Physically,
hrad corresponds to a characteristic penetration depth of the upwelling longwave flux emitted
by the surface, or alternatively to the depth of the layer radiatively warmed (or cooled) by
the surface.
hturb
It is fixed equal to the height between the first and the second layers of the CNRM-AM
simulation (35m).
ct2m
The parameterization available in CNRM-AM [Mahfouf et al., 1995] is used here to
prescribe ct2m, in order to facilitate comparison with the diagnosed T2m in CNRM-AM sim-
ulation.
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Ch, Ks, Kh
In coupled soil-atmospheric models, the drag coefficient Ch usually depends on the static
stability (see [Noilhan and Mahfouf, 1996] for the ISBA model used in CNRM-AM). Simi-
larly, the turbulent diffusivity in low-layers also strongly varies with the static stability (e.g.
[Yasuda, 1988,Largeron et al., 2010]).
Here, we choose to use constant daytime values: Ch = 4.10−3, Ks = 1.6.10−4, Kh = 0.94
m2.s−1; and constant nighttime values about 8 times lower: Ch = 5.10−4, Ks = 2.10−5, Kh =
0.08 m2.s−1. Values are tuned to recover the heat fluxes given by the CNRM-AM simulation.
3 Observed large-scale features on Spring 2010
3.1 Maps of April 2010 anomalies
Figure 1 shows April 2010 monthly means and monthly anomalies of BEST Tmin and Tmax,
CERES LWin, SWin, cloud cover fraction, AOD and PW.
In April 2010, Tmin and Tmax exhibit a springtime pattern with a maximum tempera-
tures latitudinal band centered on the Sahel (hereafter defined as the area between 14oN and
18oN, see Figure 1a). Similarly, the maximum of LWin is localized over the Sahel. SWin,
cloud cover and PW exhibit distinct patterns characterized by strong meridional gradients.
This highlights the contrast between the Sudano-Guinean region (south to 14oN) affected
by the moist monsoon flow associated with clouds and reduced SWin; and North Africa (in-
cluding the Sahel and the Sahara, the latter being hereafter defined between 18o and 30o N,
see Figure 1a) with stronger SWin, reduced cloud cover and enhanced dryness (low PW).
The AOD pattern emphasizes a maximum over Mali, Niger and South Algeria, which are
dominantly affected by dust events due to the combination of strong winds, low surface
roughness and sporadic vegetation in Springtime.
Strong positive temperatures anomalies (up to 3 or 4oC) are observed in the Sahel and
Sahara, particularly strong over Mauritania, Algeria and Mali. Tmin anomalies are stronger
and impact a wide area, covering the western and central Sahel and Sahara (Figure 1b,d).
These regions corresponds to enhanced LWin in April 2010, strong compared to the clima-
tology, reaching anomalies of about 30 to 40 W/m2 (Figure 1h). A strong negative SWin
anomaly is also observed in the Sahel and Sahara, with a similar pattern to that of the LWin
positive anomaly (Figure 1f).
Strong positive anomalies of cloud cover, AOD and PW also occur over the Sahel and
Sahara in April 2010 (Figure 1j,l,n). The cloud cover increase mainly concerns the northern
Sahara and is mostly related to enhanced high-level clouds (not shown). These anomalies are
due to a tropical plume event, common in North Africa during Spring [Knippertz and Martin, 2005,
Fröhlich et al., 2013]. The tropical plume enhanced PW over Mauritania, Algeria and Libya
and favored the occurrence of high clouds and low-level water vapor. PW is also increased
over Mali and Burkina Faso, as the monsoon flow is anomalously north during this period.
Strong AOD anomalies are located over Mali and Niger and are caused by several dust
events.
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Fig. 1 Monthly-mean (left) and climatological anomalies (right) for April 2010 of Tmin (a,b), Tmax (c,d), SWin
(e,f) and LWin (g,h) total cloud cover fraction (i,j), Aerosol Optical Depth (k,l) and Precipitable Water (m,n).
White dotted lines in panel a) delimitates Sahel and Sahara as defined in this study.
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3.2 Climatological and 2010 Springtime evolution
In the following, two main climatological areas are considered: The Sahara and the Sahel,
defined in the previous section. They both extend over the longitude band [20oW,20oE] and
only account for land pixels (Figure 1a).
Figure 2a,b presents the climatological and 2010 time series of Tmin, Tavg and Tmax given
by BEST and averaged over each of these two areas. The 2010 Springtime (March-April-
May) exhibits significant positive temperature anomalies, reaching 1.29oC and 1.25oC for
Tmin and Tmax respectively, on average over the Sahara; and 1.27oC and 0.96oC on average
over the Sahel. Over the Sahel, they occur at the same time as their climatological annual
maximum, which leads to particularly high raw temperatures.
CERES incoming radiation fluxes SWin and LWin are averaged over each domain (Figure
2c,d,e,f). Daily incoming longwave fluxes are significantly higher than shortwave fluxes
(about 120W/m2 on average over the period). The variability of SWin is driven by cloud
cover fluctuations, which leads to strong synoptic and day-to-day modulations in the Sahel
(Fig. 2d) whereas LWin corresponding variability is weaker (Fig. 2f).
SWin anomalies, are persistently negative, near −15 W/m2 on average over Springtime
for both domains. In contrast, LWin anomalies are mostly positive during the period, reaching
about +18.5W/m2 on average over Springtime for both domains.
These anomalies are consistent with the increased cloud cover, AOD and PW observed
during the period (Figure 2g,h). Variations of SWin are strongly coupled with the variations of
cloud cover. Likewise, SW clear−skyin is strongly related to AOD. By contrast, the fluctuations
of LWin appear more strongly related to those of PW. These correlations are even more
pronounced when restricted to the heatwave period (grey shading on Figure 2) that is further
discussed in the next subsection.
3.3 Focus on the heatwave period
Recently, [Barbier et al., 2017] developed a methodology to detect and track heatwaves over
West Africa as intraseasonal events. They detect heatwaves when temperature intraseasonal
anomalies exceed the 90% percentile of their local climatological distribution over a suf-
ficiently extended area (greater than 6.105km2) for at least 3 consecutive days. When ap-
plying this methodology over the domain considered in the present study ([20oW,20oE],
[0oN,30oN]), we find that a significant part of the domain (about 24.105km2, i.e. 20% of
the domain) was affected by a heatwave between 10 and 25 April, i.e. Day Of Year (DOY)
100 and 115, hereafter referred to as the heatwave period (HW, grey shading in Figures).
Increased Tmin and Tmax (and therefore Tavg) anomalies occur during this heatwave period,
up to 4oC over both the Sahel and Sahara. They coincide with reduced SWin (anomalies
up to −49W/m2) and strongly enhanced LWin (anomalies up to +44W/m2). Note that the
heatwave more strongly affects Tmin, and is slightly stronger over the Sahara.
Temporal correlation coefficients during the heatwave period between all the fields
shown in Figure 2 are indicated in table 1. Whereas they all display marked anomalies
during the heatwave, day-to-day fluctuations are strongly positively correlated (r > 0.8 on
both the Sahel and Sahara) only between Tmin and LWin, Tmin and PW, LWin and PW; (see
bold values in table 1). This suggests a tight link between nighttime temperatures, incoming
longwave fluxes and precipitable water, both over the Sahel and Sahara, while every other
covariations are less relevant. This link will be further explored with the CNRM-AM and











































































20*AOD+40 10*PW+60Cloud Fraction Cloud Fraction 20*AOD+40 10*PW+60
Fig. 2 Springtime time series of (a,b) Tmin (blue), Tavg (black) and Tmax (red); (c,d) daily-average SWin (black),
clear-sky SW clearin (blue), clean-sky SW
clean
in (red); blue shading corresponds to CRE and orange shading to
ARE (see section 4.1); (e,f) same as (c,d) for incoming longwave fluxes; and (g,h) Cloud fraction (in %, blue),
20*AOD+40 (red), 10*PW+60 (in cm, light blue). All values correspond to the average over the Sahara (left)
or the Sahel (right). Solid lines : 2010 time series. Dashed lines : climatological time series. Grey shading :
April 2010 Heatwave period.
SARAWI models in section 5 and 6. Table 1 also highlights that cloud cover has a direct
influence on the fluctuations of SWin, as expected.
Note that significant positive correlations are also found between cloud cover and LWin
(or Tmin), on average over both the Sahel and Sahara. Similarly, a significant positive cor-
relation is found between AOD and LWin (or Tmin), but only over the Sahel (the correlation
being negative over Sahara). However, these correlations should be interpreted with care.
Indeed, cloud and aerosol longwave effects, that will be further explored in section 4, will
be shown to be unable to explain LWin anomalies. Rather, these correlations are explained
by covariations between PW and cloud cover (correlation of about 0.65), and between AOD
and cloud cover over the Sahel (correlation of 0.74, due to the occurrence of dust events in
Eastern Sahel and cloud intrusions in Western Sahel at the same time, not shown).
Tmax fluctuations are not easily related to either incoming radiation fluxes, clouds, PW or
aerosols. They are positively correlated with SWin over the Sahara, while - suprisingly - neg-
atively correlated over the Sahel. Tmax fluctuations are also negatively correlated with cloud
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cover and AOD over Sahara, but positively over the Sahel. This suggests that Tmax varia-
tions are probably explained by a complex interplay between various processes operating at
different scales.
In summary, the April 2010 heatwave emerges from the climatology mainly because of
the very high Tmin prevailing during this 15-day period, while high Tmax are restricted to a
shorter duration (10 days) with weaker departure from the 90% percentile threshold. In the
following, we focus mainly on the understanding of Tmin anomalies.
Couples of variables / Domain SAHEL SAHARA
Tmin and LWin 0.97 (0.94) 0.85 (0.74)
Tmin and SWin -0.84 (-0.86) 0.01 (-0.46)
Tmin and AOD 0.82 (0.87) -0.73 (-0.57)
Tmin and Cloud cover 0.77 (0.64) 0.37 (0.62)
Tmin and PW 0.84 (0.74) 0.85 (0.76)
Tmax and LWin 0.62 (0.47) 0.22 (-0.09)
Tmax and SWin -0.43 (-0.23) 0.53 (0.30)
Tmax and AOD 0.59 (-0.39) -0.69 (-0.45)
Tmax and Cloud cover 0.25 (-0.03) -0.30 (-0.24)
Tmax and PW 0.36 (0.15) 0.25 (-0.04)
LWin and AOD 0.82 (0.85) -0.62 (-0.31)
LWin and Cloud cover 0.75 (0.49) 0.70 (0.93)
LWin and PW 0.87 (0.82) 0.95 (0.86)
SWin and AOD -0.91 (-0.92) -0.31 (-0.24)
SWin and Cloud cover -0.82 (-0.72) -0.82 (-0.87)
SWin and PW -0.66 (-0.61) -0.16 (-0.44)
Table 1 Correlation coefficient (r) between two fields given in the left column over the Sahel (second column)
and the Sahara (third column) during the heatwave period (10 to 25 April). Values in parentheses are the
correlation coefficient in terms of anomalies instead of raw values. Strongest correlations (|r| > 0.8 on both
domains) are underlined with bold characters.
3.4 Significant LWin positive anomalies in Tmin heatwave areas
The previously described strong positive correlation between daily-mean values of LWin and
Tmin (or their anomalies, cf Table 1) remains true at different time scales: spatially-averaged
over the Sahel and Sahara, the correlation coefficient reaches r = 0.99 over the annual cycle,
0.96 over Springtime and 0.90 over April 2010. This correlation can be further analyzed in
space with Figure 3, which shows contours of LWin anomalies for each days of the heatwave,
overlaid by areas affected by the Tmin-heatwave (in black shading). Strong Tmin positive
anomalies overlay strong LWin positive anomalies (up to 44W/m2), both over the Sahel and
Sahara.
This relationship is however weaker over the Sudano-Guinean area, south to 12oN,
which is the approximate location of the InterTropical Discontinuity (ITD) during Spring-
time. There, Tmin can reach anomalously-high values, with moderate LWin anomalies (despite
high LWin raw values). This suggests that surface incoming longwave fluxes in the moister
and wetter April Sudano-Guinean climate are less sensitive to fluctuations of water vapor
and cloud cover than the driest April climate of Sahel and Sahara, in agreement with e.g.
[Stephens et al., 2012].
This also points out to distinct processes and mechanisms leading to heatwaves in the
Sudano-Guinea region, while the link with LWin clearly dominates in the Sahel and Sahara.
Hereafter, we focus on the Sahel and Sahara.


































































Fig. 3 Maps of the anomalies of the CERES daily incoming longwave flux, LWin (color shading) superim-
posed with the areas affected by the heatwave, i.e. where Tmin exceeds its local daily 90% percentile threshold
(black dots), from 10 to 24 April 2010.
4 Cloud and aerosol radiative effects
4.1 Quantification of the Cloud Radiative Effect (CRE) and Aerosol Radiative Effect
(ARE)
For any radiative flux F , the CERES database provides an estimate of the corresponding
clear-sky (ie cloud free) Fclear−sky and clean-sky (ie cloud and aerosol free) Fclean−sky com-
puted fluxes.
Following the definition of [Ramanathan et al., 1989], the Cloud Radiative Effect (CRE)
can be expressed as:
CRE = F−Fclear−sky (10)
and similarly for the Aerosol Radiative Effect (ARE):
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ARE = Fclear−sky−Fclean−sky (11)
The Total Radiative Effect (TRE) is then:
T RE =CRE +ARE (12)
4.2 Daily Radiative Effects during the heatwave
Figure 4 illustrates the daily-mean CRE and ARE in both the shortwave and longwave bands
for 15 April 2010.
That day, the total cloud fraction is high over the northern Sahara, and the AOD is
particularly strong over Niger, Eastern Mali and Southern Algeria (Figure 4a,b).
Cloud cover and dust loadings both reduce incoming shortwave radiative fluxes at the
surface, leading to negative shortwave CRE and ARE (Figure 4c,d). In contrast, the incom-
ing longwave radiative flux at the surface is increase below clouds and high dust loadings,
leading to positive CRE and ARE, up to several tens of W/m2 in these areas (Figure 4e,f).
This emphasizes how both aerosols and clouds can have a strong radiative impact over West
Africa in Spring.
4.3 Day-to-day evolution of ARE and CRE during the heatwave
On average over both the Sahel and the Sahara, raw values of ARE are stronger than CRE
both in the shortwave and longwave bands (Figure 5). SWin is reduced by about 20W/m2
with clouds and by another 50W/m2 with dust loadings. Conversely, LWin is increased by
about 10W/m2 with clouds and by another 25W/m2 with dust loadings.
During the whole Spring 2010, large negative anomalies of shortwave ARE and positive
anomalies of longwave ARE are observed, both over the Sahel and Sahara (Figure 5). This
is consistent with the positive anomaly of AOD (red curves in Figure 2g,h) that increases
both shortwave cooling and longwave warming. A few strong dust events occur during this
period, for instance between DOY 75 and 80, when ARE reduces SWin by −90W/m2 and
increases LWin by +55W/m2 over the Sahel. The heatwave period (grey shading in Figure
5) is however less affected by the ARE over the Sahara (with anomalously low values in the
longwave) and only slightly affected by a positive ARE anomaly over the Sahel, at the end
of the period, between DOY 110 and 115.
Clouds have a lower radiative impact, both on longwave and shortwave fluxes, and the
only significant CRE negative anomaly is observed in the shortwave over Sahara during the
heatwave (where it is driven by the tropical plume event) and over the Sahel at the end of
the heatwave period. The longwave CRE remains close to its climatological values, without
any notable anomaly during the heatwave.
4.4 Cloud and Aerosol contributions to radiative anomalies
The ARE and CRE anomalies, together with the resulting TRE anomalies are compared
to the incoming radiative flux anomalies in Figure 6. For each region, the fraction of the
incoming flux anomalies explained by either clouds or aerosols or the combination of the
two is analyzed.




























































































































Fig. 4 Cloud cover area (%) (a) and AOD (b), CRE (c) and ARE (d) for SWin (in W/m2), CRE (e) and ARE
(f) for LWin (in W/m2), over North Africa given by CERES on 15 April 2010.
During the heatwave, a strong negative anomaly of SWin is observed (Figure 6a,b). It is
almost entirely explained by clouds over the Sahara, and by a combined effect of clouds and
aerosols in the Sahel (with a larger contribution from aerosols though). Note that the 15-day
period following the heatwave is also marked by a strong negative anomaly of SWin, which,
in contrast, is almost entirely explained by aerosols in the Sahara.
The heatwave is characterized by a wide and strong positive anomaly of LWin (about
25W/m2 in the Sahara and 30W/m2 in the Sahel, cf Figure 6c,d). CERES surface radiative
fluxes estimates do not support that clouds and aerosols might drive this positive anomaly,
as they even contribute to a negative anomaly over the Sahara and to a very weak ARE
positive anomaly of 1.5W/m2 over the Sahel, which roughtly corresponds to only 5% of the
total LWin anomaly. Conversely, this anomaly of LWin is strongly correlated to that of PW
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Fig. 5 Springtime time series of incoming shortwave (a,b) and longwave (c,d) ARE (red) and CRE (blue),
spatially averaged over the Sahara (left) and the Sahel (right). Solid lines: 2010. Dashed lines: climatology.
The vertical dashed green line indicates 15 April 2010, shown in Figure 4.
(Table 1 and Figure 6e,f), which suggests that the radiative effect of water vapor contributes
to the emergence of this LWin anomaly. This water vapor radiative effect will be further
investigated in details with the SARAWI model in section 6.


























































































Fig. 6 Springtime time series of anomalies of: shortwave fluxes and shortwave ARE, CRE, TRE (a,b), long-
wave fluxes and longwave ARE, CRE, TRE (c,d), cloud fraction, AOD and PW (e,f), averaged over the
Sahara (left) and the Sahel (right).
5 Nudged climate model simulation results
5.1 Maps of fluxes and temperature during the heatwave
The dynamical nudging towards ERA-interim fields prevents strong departures of the CNRM-
AM simulation from observations and allows to follow the realistic chronology of the heat-
waves events. Indeed, the annual cycles of Tmin and Tmax and their spatial variability over
North Africa are well correlated to observed values. The mean correlation coefficient over
the 222 SYNOP ground-stations included in the considered domain reaches 0.74 and 0.78
for Tmin and Tmax respectively. The annual averaged bias over these stations remains also
small,−0.06oC for Tmin and−0.4oC for Tmax. Note that, at smaller-scale, biases nevertheless
become larger. For instance, in the Sahelian belt during the heatwave, Tmin is underestimated
(up to 2.5oC) at some ground-stations.
In line with the results of [Sane et al., 2012,Hourdin et al., 2015,Diallo et al., 2017] which
also constrained the atmospheric dynamics of their GCM simulations by a high-frequency
nudging of the wind towards meteorological reanalyses, our CNRM-AM nudged simulation
is also able to capture the main observed spatial patterns at a daily time scale. A typical
comparison between the observed and simulated daily-mean SWin and LWin fluxes, Tmax and
Tmin temperatures is shown in Figure 7, for 15 April 2010 (same day as Figure 4).






































































































Fig. 7 Incoming shortwave flux SWin (a,b) and longwave flux LWin (c,d) at the surface in W/m2; Tmax (e,f) and
Tmin (g,h) in oC over North Africa given by CERES or BEST observations (left) and CNRM-AM simulation
(right) on 15 April 2010.
The main features of the incoming fluxes and radiative effects of clouds (dominantly
present in Northern Sahara, Figure 7) are well-captured by CNRM-AM (Figure 7a,b,c,d),
both in terms of spatial patterns and order of magnitude. Similarly, Tmax patterns are well
reproduced, with the hottest areas located in the Sahel and southern Sahara and the colder
area near the western Saharan coast (Figure 7e,f). The strong Tmin values are also reasonably
simulated, both over Mali and the northern Sahara, consistently with the realistic simulation
of the strong nighttime LWin (partly due to the high-level clouds present that day, Figure 4a).
However, some biases can be noticed, mainly located in Niger and Chad, where SWin is
overestimated and LWin underestimated. These biases could be related to AOD differences.
Indeed, CNRM-AM uses a climatological monthly-mean AOD, whereas AOD on that day
(15 April 2010) exhibits a strong anomaly over these areas (Figure 4b). As a consequence,
the strong observed longwave and shortwave ARE are most likely missed by the model on
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this day, which leads to overestimated Tmax and underestimated Tmin over Niger and Chad
(Figure 7f,h).
5.2 Fluctuations of temperature, humidity and fluxes in the Sahel during the heatwave:
comparison with in-situ data
A comparison between simulated and observed time series of temperature, specific humidity
and radiative fluxes is presented in Figure 8, at Agoufou (Mali), within the Sahelian area
significantly affected by the heatwave (Figure 3). Here, we used the simulated fields at the
closest grid point to the observational site (15o20′40′′N and 1o28′45′′W).
Before DOY 103, Agoufou is located north of the ITD, the low-atmospheric layers are
dry (qv < 3g/kg) and the surface air temperature is high during daytime (> 40oC) but sharply
drops at night, down to 23oC. (Figure 8a). SWin is strong during daytime while LWin (and
LWnet ) decreases to relatively low values during nighttime (Figure 8b,d,e). The Diurnal Tem-
perature Range (DTR) is large, around 20oC before DOY 103.
At Agoufou in 2010, the first incursion of the monsoon flow (which migrates north-
ward during Springtime [Couvreux et al., 2010]) occurs on DOY 103. Once this flow has
reached the site, atmospheric water vapor increases, and simultaneously, nighttime temper-
atures, LWin and LWnet increases, with Tmin reaching values above 30oC. The following 12
days match the local heatwave period, during wich daytime SWin is reduced, and displays a
much stronger day-to-day variability due to cloud intrusions. DTR is significantly reduced
compared to the pre-heatwave period while Tmax remains close to its pre-heatwave values,
between 40 to 45oC. The day-to-day variability of SWin affects DTR and Tmax and leads to
much lower Tmax and DTR during cloudy days. This time series illustrates that the daily-
average temperature increase is dominantly driven by that of Tmin during this heatwave,
whereas Tmax seems weakly affected by the change of environmental air masses.
CNRM-AM time series (dotted lines in Figure 8) show that the incursions of the mon-
soon flow, as seen by the increase of 2-m specific humidity are remarkably-well simulated
(Figure 8a). The dynamical nudging thus allows to well constrain the location of the ITD, at
least around Agoufou. Consistently, the increase of Tmin concomitant with this moistening
is also realistically captured, with Tmin increasing by about 10oC between the pre-heatwave
and the heatwave periods. The simulated diurnal fluctuations of radiative fluxes, specific hu-
midity and temperatures are also close to observations, despite some biases, most likely due
to the representation of clouds and can be summarize as follows:
1. Day-to-day variability of SWin is underestimated during the heatwave period (Figure
8b). Since cloud shortwave radiative cooling seems correctly reproduced (Figure 7a,b
and further evidences not shown), this suggests either an underestimation of cloud cover
fraction at this site, or an incorrect phasing in the diurnal cycle of cloud cover.
2. Consistently, the DTR is overestimated during the heatwaves cloudy days.
3. Finally, LWin is underestimated throughout the diurnal cycle, while LWup is closer to
observations, except for cloudy days for which the simulated SWin leads to an overesti-
mation of the land surface temperature and LWup. Their combination induces an under-
estimated LWnet , more pronounced during cloudy days.
Even though it remains difficult to draw firm conclusions regarding the role of cloud
during the heatwave, especially because of the shortcomings resulting from the compar-
ison between local measurements and a model grid pixel of 1.4o, CNRM-AM is able to
capture the major observed characteristics of the Tmin and LWin evolutions, especially their




















































































Fig. 8 Time series of: a) 2-m air temperature (black) and specific humidity (blue); b) SWin (red) and SWup
(green); c) SWnet (blue); d) LWin (red) and LWup (green); e) LWnet (blue) at Agoufou during the heatwave.
Solid lines: Local ground observations. Dotted lines: CNRM-AM simulation.
synchronous increase when the monsoon flow reaches Agoufou. CNRM-AM can thus be
used to further understand the role of water vapor in the Tmin evolution.
5.3 Physical processes acting at local scale : the impacts of turbulence and longwave
radiation
In order to investigate the processes at play in the low atmospheric layers, we analyze the
daytime and nighttime temperature budgets in the first atmospheric layer of the CNRM-
AM simulation. Figure 9 shows the daytime and nighttime variations of temperatures for
each day of April 2010 (purple) at Agoufou, together with the contribution of each physical
process (boundary-layer turbulence, longwave and shortwave radiation, large-scale precipi-
tation and condensation, parameterized deep and shallow convection and advection).
The CNRM-AM nocturnal cooling is almost entirely due to longwave radiation (Figure
9b), whereas its daytime warming mainly results from the balance between the longwave
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Fig. 9 Time series of daytime (a) and nighttime (b) ∆T temperature variation (purple) and the corresponding
contribution of each physical parameterization during April 2010 at Agoufou, in CNRM-AM simulation.
Black: planetary boundary layer (pbl); blue: radiative longwave (rlw); green: radiative shortwave (rsw); grey:
large-scale condensation and precipitation (lscp); red: deep and shallow convection (conv); yellow: advection
(adv).
radiative warming and the turbulent cooling (Figure 9a). The latter mainly acts in the after-
noon and cools the first layer by vertical mixing with the colder layers above (not shown).
The temperature advection only plays a minor role in the evolution of the first air layer tem-
perature. Therefore, the fluctuations of surface air temperature during the heatwave episode
are dominantly driven by longwave radiative and turbulent processes.
Figure 10a,b illustrates the evolution of the nighttime surface energy budget. This night-
time budget is dominated by the net radiative cooling Rnet = LWnet , and very slightly com-
pensated with a weak warming from the surface by the sensible heat flux (Figure 10a).
Note that, after DOY 103, when the ITD overpasses Agoufou, the nighttime net cooling
Rnet weakens, compared to the pre-heatwave period. Both LWin and LWup increase, but LWin
increases more than LWup, which leads to an increase in LWnet and enhances the radia-
tive coupling between the surface and the lower troposphere. This further induces a weaker
nighttime cooling of the lower atmospheric layer (Figure 9b).
5.4 Impact of water vapor on atmospheric longwave emissivity
The land surface longwave emissitivies εs can be retrieved from:
LWup = σ .εs.T 4s (13)















































































)   
    







Fig. 10 Time series of nighttime surface fluxes H, LE and LWnet (a), LWin and LWup (b), εs, εa and param-
eterized εa, cf section 5.4 (c), and 2m specific humidity (d) in April 2010 at Agoufou, in the CNRM-AM
simulation.
We can also estimate an atmospheric “effective” longwave emissivity εa from LWin and the
temperature of the lower layer (e.g. [Prata, 1996] among others), using:
LWin = σ .εa.T 4a (14)
Figure 10c illustrates the April 2010 time series of the nighttime values of εs (red) and εa
(black), computed from CNRM-AM fields. The evolution of this air longwave emissivity εa
at Agoufou is strongly correlated (r = 0.94) with the nighttime average 2m specific humidity
(Figure 10c,d). Note that this correlation still holds at smaller time-scales (not shown). It
illustrates the increase of longwave emissivity associated with an increase of the amount of
water vapor. The time series of εa is well-approximated by the linear regression using 2m
specific humidity and 2m air temperature presented in equation 9 (with values of ai fitted at
Agoufou, blue curve in Figure 10c).
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6 Insights from a conceptual prognostic model : on the Humidity Radiative Effect
(HRE)
Here, the SARAWI model presented in section 2.5 is used to investigate further the Humidity
Radiative Effect (HRE). SARAWI explicitly parameterizes the effect of water vapor on the
air longwave emissivity (equation 9).
This model assumes that synoptic and regional scale motions associated with the mon-
soon flow and the tropical plume can be decoupled from physical processes operating at
local scale, and therefore the CNRM-AM wind and specific humidity fields are used as in-
puts to the SARAWI model. Then, the model directly solves the effects of turbulence and
radiative transfer between the soil and the atmospheric surface layer, as these two processes
have been identified as the major drivers of the temperature fluctuations (section 5).
Simulations are performed with SARAWI over April 2010, either in 1D at the site of
Agoufou, and in 3D over North Africa.
6.1 Evaluation of the representation of turbulence and longwave radiation






, LWnet and H
simulated by CNRM-AM and SARAWI at Agoufou, zoomed over a 5-day window during
the heatwave period. This period is centered around DOY 103, which corresponds to the
first incursion of the monsoon flow at the site. It is chosen to point out the evolution of the
diurnal cycles during the transition from the pre-heatwave towards the heatwave period, but
a similar good match between SARAWI and CNRM-AM outputs is found throughout April
2010 (see Figure 13 detailed in the following sections).
Indeed, SARAWI faithfully replicates the diurnal fluctuations simulated by CNRM-AM,
for the four parameterized fluxes and temperature tendencies. Similarly, time series of Ts,
T2m and Ta given by SARAWI are very close to those computed by CNRM-AM (Figure
11e,f), with only minor deviations (the mean biases over April 2010 are 0.15oC, 0.5oC and
0.9oC respectively for Ta, T2m and Ts, with r > 0.98 for all three temperatures).
SARAWI also reproduces quite well the transition between the pre-heatwave regime
(higher DTR, stronger nighttime air radiative cooling, lower daily-mean LWnet ) and the heat-
wave regime (lower DTR, lower nighttime air radiative cooling, higher LWnet ). This ability
of SARAWI to reproduce this transition points out the crucial impact of atmospheric water
vapor on longwave air emissivity, and thus on the increase of temperature and fluxes. From
these results, the following scenario, which implies a water vapor greenhouse effect, can be
formulated:
1. The increase of specific humidity associated with the monsoon flow increases εa, that in
turn increases LWin.
2. This increase of LWin increases the radiative warming of the soil surface layer, and thus
also Ts (Figure 11e)
3. Almost synchronously, the increase of Ts leads to an increase of LWup.
4. LWin however increases more than LWup, which leads to an increase of LWnet (Figure
11c).
5. The increase of LWin corresponds to a loss of energy for the air layer, but this loss is more
than compensated by an increased infrared absorption of LWup in this layer. Indeed, the
latter is enhanced by both higher LWup and air absorptivity (equal to εa); whereas the
former is solely increased by higher εa.












































































(b), LWnet (c), H (d), Ts (e) and Ta (f, dotted lines) and T2m (f,
solid lines) for 5 days of the heatwave at Agoufou, in SARAWI (red) and CNRM-AM simulation (black).
Blue dots at the top or bottom of panels indicate the presence of clouds in CNRM-AM.
6. This finally results in less nighttime radiative cooling of the air layer and therefore in a
higher Ta in the heatwave period than before.
This water vapor greenhouse effect involves a positive feedback: higher LWin leeds to
a warmer surface, which in turns leads to a warmer air layer, and therefore higher LWin.
The magnitude of this feedback is limited as higher LWin also means a loss of energy of the
air layer, which negatively feeds back on Ta. The resulting heatwave equilibrium involves a
balance between these two feedbacks, which happens on a very short timescale, during the
first heatwave night.
SARAWI exhibits few departures from CNRM-AM, mainly during the night of DOY
104, due to the presence of clouds in the CNRM-AM simulation (cf blue dots in Figure 11).
Cloud longwave radiative effects are not represented in the SARAWI model, and that night,
the presence of clouds is associated with enhanced LWin in CNRM-AM, which leads to
higher Ts and T2m than in SARAWI (the differences reaches up to 3oC). Interestingly, these
SARAWI biases provide inferences on the longwave CRE both on fluxes and temperatures.























































































Fig. 12 Tmin (a,b) and LWnet (c,d) fields given by SARAWI (left) and CNRM-AM (right) on 15 April 2010.
6.2 Maps of Tmin and longwave fluxes over North Africa
SARAWI is further used in a 3D mode over North Africa. The main geographical patterns
of Tmin and LWnet given by CNRM-AM are well reproduced by SARAWI. An example is
shown in Figure 12 for 15 April 2010. Similar results are found for every days of April.
The most notable biases are found in the northern Sahara for Tmin and LWnet , which are
most likely related to the neglect of longwave CRE in SARAWI. There, the cloud cover
is high in both observations and CNRM-AM, and induces significant longwave CRE and
nighttime warming (Figures 4 and 7).
Apart from those cloud-related impacts, the agreement between CNRM-AM and SARAWI
over the region, both in terms of patterns and orders of magnitude, validates the hypothe-
ses at the heart of the SARAWI model, and underlines the nature of the scale interactions
between large-scale circulations and local physical processes: the dynamics of the monsoon
flow and that of the tropical plume event over the Sahara, drive regional and synoptic-scale
advection of atmospheric water vapor. From there, radiative and turbulent processes, which
act at local and subdiurnal scales, subsequently drive the evolution of the longwave fluxes,
soil and low-level air temperatures.
In summary, the strong nighttime temperatures observed during the heatwave do not
result from some synoptic advection of warm air masses. Rather, the synoptic advection of
water vapor is the most important component as it increases the low-level air opacity and
emissivity. This results in an increase of Tmin, which is dominantly controlled by atmospheric
radiative transfer and boundary-layer turbulence.
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6.3 Quantification of the Humidity Radiative Effect (HRE)
Figure 13 shows, for April 2010 at Agoufou, time series of LWin (a), T2m (b), Tmax (c, dashed
lines) and Tmin (c, solid lines) computed by SARAWI (red), and CNRM-AM (black). The
high correlation between the CNRM-AM and SARAWI time series echoes the results pre-
sented in the previous section. Differences between CNRM-AM and SARAWI only occur
during the most heavily cloudy days (blue dots on Figure 13).
An additional 3D simulation is performed with SARAWI where specific humidity re-
mains constant in time; for each grid point, it equals its nighttime average value on 1 April
2010 (hereafter referred to as hus0). On 1 April 2010, the specific humidity field displays
high values south of the ITD (around 12oN), within the monsoon flow, and much lower val-
ues north of the ITD. At Agoufou, located north of the ITD on 1 April, the specific humidity
remains low, around 1 g/kg, which is close to its dry season average. The humidity radiative
effect associated with the increase of εa during the heatwave is therefore discarded in this
simulation, whose results are shown in blue in Figure 13.
LWin and T2m are very close to their values in the reference simulation until DOY 103.
Afterwards, during the heatwave, the two simulations diverge. In the constant moisture sim-
ulation, little change in the diurnal fluctuations before and after DOY 103 is simulated, at
least until DOY 115 (Figure 13). Overall, daily maxima are close to the reference SARAWI
simulation, but the nighttime characteristics of the heatwave period are not reproduced in
the constant moisture simulation; LWin and Tmin remain significantly lower, which reveals
the strong sensitivity of the system to the specific humidity.
The temperature variation due to the Humidity Radiative Effect is further quantified
with: ∆T HREmin = Tmin−T hus0min where T hus0min is the value of Tmin in the constant humidity sim-
ulation. Similarly, we define ∆LW HREin = LWin − LW hus0in for quantifying the HRE on the
incoming longwave flux. At Agoufou, the averaged ∆LW HREin during the heatwave reaches
59W/m2, associated with an averaged ∆T HREmin of 4.75oC, that reaches values higher than
6.5oC between DOY 105 and 109.
When compared to the observed estimates of longwave CRE and ARE (Figure 5) which
are respectively of 15 and 19W/m2 on average during the heatwave at Agoufou, the current
estimate emphasizes that HRE stands as the dominant driver of the nighttime warming.
According to those estimations, HRE explains 64% of the total radiative warming during the
heatwave, while ARE explains 20% and CRE 16%, and HRE leads to a nighttime increase
of 2m-temperature up to 6.5oC, at Agoufou.
6.4 Maps of the HRE over North Africa
The spatial structure of ∆LW HREin and ∆THRE is shown in Figure 14a,b for the 15 April 2010
at 06 UTC, together whith the specific humidity field (Figure 14d) and the difference be-
tween specific humidity on 15 April 2010 and the constant specific humidity field prescribed
in the constant moisture simulation (Figure 14c). The location of the ITD is indicated with
the white line.
∆LW HREin reaches strong values, up to 100W/m2 south of the ITD, leading to ∆THRE
up to 13oC. In Figure 14, this strong HRE warming south of the ITD is associated with the
northward progression of the monsoon flow in the previous days, and accounts for a specific
humidity increase of about 10g/kg (Figure 14c).


















































Fig. 13 Time series at Agoufou for April 2010 of: LWin (a), T2m (b), Tmax (c, dashed lines) and Tmin (c, full
lines). Black: CNRM-AM. Red: SARAWI reference simulation. Blue: SARAWI simulation with constant
humidity. Orange: clear-sky LWin computed by CNRM-AM. Blue dots at the bottom of panels: cloud cover
in CNRM-AM.
Over the Sahara and other areas north of the ITD, the high values of ∆LW HREin and
∆THRE are associated with the tropical plume, which also enhances low-level humidity and
reaches about 5oC (Figure 14c,d).
Figure 14 also underlines that the western Sahel (west to 0oE) is more affected by HRE
than the eastern Sahel (east to 0oE), consistently with an ITD that does not reach eastern
Sahel in April 2010 (Figure 14d). The processes affecting the western and eastern Sahel are
therefore distinct, which partly explains why Tmin were lower in Eastern Sahel (Figure 7).




















































































Fig. 14 ∆LW HREin (a), ∆THRE (b), hus− hus0 (c), hus (d) given by SARAWI on 15 April 2010 (see text for
definitions). White line: ITD, defined with hus = 8g/kg.
However, HRE affects Nigeria and areas located to the east of 0oE but south of 12oN, which
could also partly explains why Tmin are high in this area (Figure 7g,h).
6.5 Can we explain the observed LWin anomalies with the SARAWI HRE estimate ?
On average over the Sahel and Sahara, ∆LW HREin reaches high values. Since HRE is caused
by moisture which is anomalously high in April 2010 over the Sahel and Sahara (Figure
6e,f), here we analyze whether the observed anomalies of LWin that were explained neither
by CRE nor ARE anomalies (section 4) can be better explained by HRE.
The HRE longwave anomaly HREano is computed by assuming that the LWin clima-
tological anomaly on DOY 91 (1 April 2010) is the sum of the longwave CRE, ARE and
HRE anomalies. Then, we compute HREano = ∆LW HREin +HREano0 , since, by construction,
∆LW HREin represents the deviation from HREano0 , i.e. from 1 April.
Figure 15 shows the April 2010 time series of longwave HREano anomalies (light blue),
together with the LWin anomalies (black), longwave CRE (blue) and longwave ARE anoma-
lies (red) observed with CERES, as well as the sum of the longwave anomalies CRE+ARE+HRE
(orange), averaged over three areas: the Sahara (a), the western Sahel (b) and the eastern Sa-
hel (c).
First, the order of magnitude of HREano successfully matches that of the LWin anomalies,
particularly over the Sahara and the western Sahel. Secondly, when SARAWI estimates of

































































Fig. 15 April 2010 time series of anomalies of: LWin (black), longwave CRE (blue), longwawe ARE (red) ob-
served by CERES, longwave HRE computed by SARAWI (light blue) longwave CRE+ARE+HRE (orange);
averaged over the Sahara (c), the western Sahel (west to 0o, b), the eastern Sahel (east to 0o, c).
HRE anomalies are added with CRE and ARE anomalies from CERES (orange curves), the
resulting time series follows rather closely the observed LWin anomalies (black).
This result suggests that in the Sahara, the strong positive anomaly of LWin, which was
not related to cloud or aerosol anomalies between DOY 100 and 120 is largely explained
by the evolution of the HRE induced by the low-level advection of humidity operated by
the tropical plume event (Figure 15a). In the western Sahel (Figure 15b), this HRE also
explains a major part of the observed anomaly, and is related to a northward penetration of
the monsoon flow.
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In the eastern Sahel, which is more affected by aerosols due to a strong dust episode after
DOY 105, HRE remains weaker before DOY 105 (Figure 15c). It increases later, when the
ITD migrates northward in the eastern Sahel, and can explain the increase of LWin anomalies
in late April. However, in this area, the high anomaly of LWin between DOY 100 and 107
is neither explained by clouds or aerosols nor by humidity radiative effects, which suggests
the possible influence of other physical processes.
7 Discussion and conclusion
North Africa experienced one of the most severe heatwaves in April 2010. The present study
investigated physical processes acting during this major heatwave, using high frequency
ground data (AMMA-CATCH), long-term gridded daily temperatures (BEST), satellite-
based observations (CERES), climate model simulations (CNRM-AM), and a new soil-
surface air layer prognostic model (SARAWI).
During Spring 2010, very strong positive climatological anomalies of Tmax and Tmin are
observed above 14oN, over large parts of the Sahel and Sahara, notably in Mali, Maurita-
nia, Algeria and South Libya, together with strong positive anomalies of LWin and negative
anomalies of SWin at the surface. Strong positive anomalies of AOD, cloud cover and PW
also affect this region. The cloud cover and PW anomalies are associated with two distinct
synoptic events: a tropical plume that reached the northern Sahara, and a northward pene-
tration of the monsoon flow in the western Sahel. The strong AOD anomaly that prevails
during this period is centered on central Sahel and mostly affects Niger and Mali.
The methodology developed by [Barbier et al., 2017] to precisely delineate the spatial
and temporal extend of this North African heatwave, indicates that this heatwave lasts from
10 to 25 April 2010. Nighttime temperatures are particularly affected. Strong positive cor-
relations are found between PW, Tmin and LWin, both in space and time, particularly in the
areas affected by the heatwave.
Cloud Radiative Effects (CRE) and Aerosol Radiative Effects (ARE) estimates pro-
vided by CERES show that, during the heatwave, ARE is stronger than CRE with values of
−50W/m2 compared to −20W/m2 for SWin, +25W/m2 compared to +10W/m2 for LWin;
over both the Sahel and the Sahara. The strong negative anomaly of SWin is almost entirely
explained by CRE over the Sahara, while it involves a combination of both CRE and ARE,
over the Sahel. In contrast, the strong positive anomaly of LWin (+25W/m2 in the Sahara,
+30W/m2 in the Sahel) is much higher than longwave CRE or ARE anomalies, which
means that neither the cloud cover nor the AOD can explain the observed anomalies of in-
coming longwave fluxes. The strong correlation between observed LWin and PW anomalies
points to the significance of a Humidity Radiative Effect (HRE), and this question is further
explored with a climate model and a conceptual soil-atmospheric surface layer model.
The climate-model simulation is performed with CNRM-AM, in which the dynamics is
nudged towards the ERA-interim meteorological reanalysis. This approach allows the model
to capture the chronology of the heatwave and thus helps in performing relevant quantita-
tive comparisons with observations, down to sub-daily time scales [Diallo et al., 2017]. In
the present case, CNRM-AM faithfully reproduces the Saharan tropical plume event and
the Sahelian monsoon surge, as well as the spatial patterns of surface incoming fluxes and
temperatures observed during the heatwave. The simulation exhibits some systematic bi-
ases though, such as too low LWin, LWnet and Tmin. Another limitation of the simulation
comes from the representation of AOD which is based on a climatology, while the AOD
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was anomanously high in April 2010 especially in Mali and Niger. One potential way to get
more realistic ARE could be to prescribe the observed AOD in CNRM-AM.
However, those shortcomings do not affect the ability of the model to represent the sharp
transition between the pre-heatwave and heatwave regime, closely associated with the arrival
of the monsoon flow in the Sahel, whose main observed characteristics are well-reproduced.
The pre-heatwave regime is dry with low nighttime temperatures, low LWin and LWnet fluxes,
and high Diurnal Temperature Range (DTR); while the heatwave regime is moister with
higher nighttime temperatures, stronger LWin and weaker DTR, both in observations and
simulations.
According to CNRM-AM, the nocturnal cooling of the atmospheric surface layer is
almost entirely due to longwave radiative transfer, whereas daytime evolution of the surface-
layer air temperature results from the combination of two dominant processes: longwave
radiation and turbulence. During the heatwave, nighttime air cooling by longwave radiation
is lower. Similarly, the nighttime soil cooling is lower, because LWin increases more than
LWup. The combination results in a stronger thermal coupling between soil and surface layer.
The increase of LWin is strongly correlated with the increase in humidity on areas where the
monsoon flow (Western Sahel) or the tropical plume (Sahara) moistens the environment.
The new conceptual model SARAWI (described in details in section 2.5) is used to ex-
plore further the radiative greenhouse effect of water vapor (note that SARAWI incorporates
a parameterization of the air emissivity that explicitly depends on the specific humidity).
This model is based on the assumption that regional-scale processes can be decoupled from
local physics, namely turbulence and longwave radiative transfer between the soil and the
atmospheric surface layer. The former are prescribed (here from the CNRM-AM simulation)
while the impact of the latter on temperatures are explicitly and prognostically computed.
This approach allows to reproduce with a very good accuracy the surface energy budget, the
radiative and turbulent warming of the atmospheric surface layer, LWin fluxes, soil and air
temperatures, and their diurnal cycles given by CNRM-AM. Unlike a complex 3D GCM,
SARAWI is well-suited to perform and interpret sensitivity tests in simple and unambiguous
ways. In the present study, such tests highlight the crucial impact of water vapor during the
heatwave. Over the Sahel, the greenhouse effect of water vapor enhances LWin and Tmin up
to 100W/m2 and 13oC respectively during the heatwave.
In addition, a quantitative analysis shows that the sum of the HRE anomaly estimated
using SARAWI, with the weaker CRE and ARE anomalies from CERES, explain the evolu-
tion of the observed LWin anomaly over the Sahara and the western Sahel. This demonstrates
that the increase of air emissivity due to the increase of moisture is the dominant driver of
the heatwave nighttime temperatures; and that the severity of this heatwave can be explained
by the increased greenhouse effect of water vapor.
Finally, the ability of the SARAWI model in reproducing the CNRM-AM results sup-
ports the underlying assumptions. This also gives insights into the interactions arising be-
tween processes operating at different scales: during the April 2010 heatwave, the synoptic-
scale advection of warm air is negligible. However, the synoptic-scale advection of water
vapor associated with either the monsoon flow or the tropical plume emerges as a funda-
mental driver. Indeed, the evolution of surface fluxes, soil and surface air temperatures are
almost entirely explained by physical processes, among which longwave radiative transfers,
which are very sensitive to water vapor variations. Such a flexible model can be useful for
carrying sensitivity experiments at very low computation cost; e.g. for the implementation
of new physical parameterizations. More broadly, such a modeling approach could also be
useful for comparing the physical mechanisms operating in different climate models.
This study further raises several open questions:
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– Physical processes and mechanisms driving nighttime temperatures have been high-
lighted, but the evolution of daytime Tmax during this heatwave appeared complex, and
seems to imply a balance between physical processes. To what extent do cloud, aerosol
or humidity shortwave radiative effects lowers Tmax ? To what extent can a heat accumu-
lation phenomenon in the upper boundary-layer as described by [Miralles et al., 2014]
warm the low-layers during daytime via the afternoon convective and turbulent mixing
?
– [Barbier et al., 2017] show that there is a strong climatologic nighttime warming trend
during heatwaves. To what extent can this trend be related to a climatic increase of
atmospheric water vapor content [IPCC, 2013] ?
– Finally, can this link between water vapor and Tmin help to analyze climate projections
and reduce uncertainties on extreme weather frequency and severity for the coming cen-
tury ?
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Annexe G
Liste des acronymes
ACASIS Alerte aux Canicules Au Sahel et a` leurs Impacts sur la Sante´. 2, 64
AMIP Atmospheric Model Intercomparison Project . 47, 56, 57, 132–138, 164, 264
AMMA African Monsoon Multidisciplinary Analyses . 125
AMO Atlantic Multidecadal Oscillation. 43
ANACIM Agence Nationale de l’Aviation Civile et de la Me´te´orologie, Se´ne´gal. 92
BEST Berkeley Earth Surface Temperature. v, 11, 51–55, 62, 65, 67–69, 72, 75, 76,
79, 84–88, 90, 92, 93, 96, 97, 99, 101, 131–138, 140–143, 162–164, 262–265, 268
CERFACS Centre Europe´en de Recherche et de Formation Avance´e en Calcul Scien-
tifique, France. 57
CMIP Coupled Model Intercomparison Project . 56
CMIP5 Coupled Model Intercomparison Project Phase 5 . v, 10, 12, 33–35, 47, 48, 51,
56, 57, 62, 131–134, 138, 142, 143, 164, 264, 265, 268
CMIP6 Coupled Model Intercomparison Project Phase 6 . 56, 57, 133, 134
CNRM Centre National de Recherches Me´te´orologiques, France. 56, 57
ECMWF European Center for Medium-Range Weather Forecasts, Europe. 92–94, 96,
97
EFI Extreme Forecast Index . 94, 96
EHF Excess Heat Factor . 24, 26, 34, 36
ENSO El Nino / Southern Oscillation. 39, 43
ERA-Interim European Center for Medium-Range Weather Forecasts (ECMWF) In-
terim Re-Analysis . v, 38, 54, 55, 62, 73, 79, 84–87, 92, 97, 99, 101, 102, 115, 119,
123, 131, 135, 141, 142, 162, 163, 262–265, 268
ETCCDI Expert Team on Climate Change Detection, monitoring and Indices . 19–22,
261, 265
FFT transforme´e de Fourier rapide. 58, 59
FIT Front Inter-Tropical. 7, 8, 107, 116
GSOD Global Surface Summary of the Day . 36, 52, 265
HadEX Hadley Extremes . 19–21, 261
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HI Heat Index . 25–27, 29, 261
Hombori (15.33°N, -1.8°E), Mali. 9, 52–55, 65–69, 71, 79, 100, 105–108, 110, 114–116,
118–122, 126, 128, 162, 168, 262–265
HWMId Heat Wave Magnitude Index daily . 36–38, 48
IOD Indian Ocean Dipole. 43
MERRA Modern-Era Retrospective Analysis for Research and Applications . v, 54,
55, 62, 73, 79, 84–87, 97, 131, 142, 162, 163, 262, 264, 265, 268
NAO North Atlantic Oscillation. 43
NCEP2 National Centers for Environmental Prediction - Department of Energy AMIP-
II . v, 54, 55, 62, 73, 79, 84–87, 97, 131, 142, 162, 163, 262, 264, 265, 268
Niamey (13.48°N, 2.17°E), Niger. 52, 54, 55, 105, 116, 122, 123, 125, 168, 263, 264
NOAA National Oceanic and Atmospheric Administration, E´tats-Unis. 36, 52, 57
NWS/NOAA National Weather Service / National Oceanic and Atmospheric Admi-
nistration, E´tats-Unis. 25–27, 30, 261
Ouagadougou (12.35°N, -2.52°E), Burkina Faso. 10, 11, 105, 116, 122, 168, 261, 264
PDO Pacific Decadal Oscillation. 43
PET Physiological Equivalent Temperature. 27
SAM Southern Annular Mode. 43
SMC Service Me´te´orologique Canadien, Canada. 26
SPF Sante´ Public France. 1
WCRP World Climate Research Programme. 47, 56
WMO CCl/CLIVAR World Meteorological Organization (WMO) Commission for
Climatology (CCl) / World Climate Research Programme (WCRP) project on
Climate Variability and Predictability (CLIVAR). 19
ZCIT Zone de Convergence InterTropicale. 7
Annexe H
Liste des notations
DTR amplitude thermique journalie`re (°C). 74–77, 79, 83, 84
G flux de conduction (W.m−2). 14
H flux de chaleur sensible (W.m−2). 14, 15, 42, 44, 122, 123, 130
HWmax vague de chaleur de´tecte´e sur les Tmax. 66, 71, 72, 74–87, 90, 91, 96, 97,
100–102, 104–108, 112–121, 123–126, 128, 130, 135–138, 140–143, 168, 170, 171,
262–265
HWmin vague de chaleur de´tecte´e sur les Tmin. 71, 72, 74–87, 90, 91, 93, 96, 97,
100–108, 110, 114–126, 128, 130, 135–138, 140–143, 168, 169, 172, 173, 262–265
LE flux de chaleur latente (W.m−2). 10, 14, 15, 42, 123
LWin flux infrarouge incident (W.m−2). 14, 15, 46, 122, 123, 130
LWnet flux infrarouge net (W.m−2). 14
LWup flux infrarouge sortant (W.m−2). 14, 123
MAMJJ Mars-Avril-Mai-Juin-Juillet. 67, 69, 71, 73, 76–79, 83–87, 90, 91, 96, 97,
100–103, 105, 126, 130, 139–141, 162, 262, 264, 265
mslp pression au niveau de la mer (hPa). 54, 102
PW eau pre´cipitable (kg.m−2). 54, 102
qv humidite´ spe´cifique (g.kg−1). 54, 102
RH humidite´ relative (%). 25, 26, 29, 54, 102
Rnet flux radiatif net (W.m−2). 14, 42
SWin flux solaire incident (W.m−2). 14, 15, 46, 64, 103, 122, 123, 140
SWnet flux solaire net (W.m−2). 14
SWup flux solaire sortant (W.m−2). 14
Tmax tempe´rature maximale (°C). 10–12, 20, 21, 24–30, 34, 36, 37, 40, 41, 46, 52–55,
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Climate extremes: heat waves during the Sahelian
Spring
Jessica Barbier
Centre National de Recherches Me´te´orologiques (UMR 3589)
Me´te´o-France, CNRS
42 avenue Gaspard Coriolis, Toulouse, France
Abstract — Heat waves are still undocumented over the Sahel, despite great consequences
over the population. This PhD aims at improving the knowledge of Spring Sahelian heat waves,
together with a better understanding of the processes and mechanisms operating during those events.
The work is organized in three parts: the first one on the heat waves detection, the second one on
their morphological and thermodynamical characteristics as well as their climatological trends and
the third one on the understanding of the processes and mechanisms involved in these events.
First, a new methodology has been developed to detect heat waves, defined as synoptic to intra-
seasonal fluctuations of temperature. This definition allows the identification of ”meteorological” heat
waves, which are an important issue for weather forecast. The new methodology involved three steps:
(i) a temperature filtering to select specific temporal scales ; (ii) the determination of a temperature
thresholds (90th percentile) and (iii) finally the application of a morphological constraint. This me-
thodology was applied separately to the maximum (Tmax) and minimum (Tmin) temperatures, as
the mechanisms that drive their fluctuations are distinct.
The method was used with several types of datasets: one based on local observations (BEST), three
meteorological reanalyses (ERA-Interim, NCEP2 and MERRA) and several climate model CMIP5
simulations. The detected heat waves are then documented in terms of morphological and thermody-
namic characteristics and in terms of trends over the past sixty years. From March to July, the further
into the season, the shorter and the less frequent the heat waves become, and from 1950 to 2012, these
synoptic to intraseasonal heat waves do not tend to be more frequent but they become warmer. This
trend follows the long-term trend of temperature over the Sahel. Simulation temperature biases, which
can reach more than 5°C in some climate simulations, explain most of the spread in the temperatures
of the detected heat waves. Finally, the method used to define heat waves has an impact on the events,
thus a comparison with other methodologies was carried out.
Physical mechanisms involved in heat waves are then analyzed. During the Sahelian Spring, the
soil is dry and the latent heat flux is very low. Daytime heat waves are abnormally dry, whereas
nighttime events are abnormally humid. A depression is involved in both cases, located over the heat
wave region for the Tmax heat waves and a larger-scale-northward depression for the Tmin heat
waves. North-easterly winds are predominant for the Tmax events, while south-westerly winds prevail
during the Tmin events thus strengthening the moist air advection from the monsoon flow. The water
vapor plays a major role on the nighttime heat waves via an enhanced greenhouse effect. Observations
also highlight that boundary layers are not deeper during daytime heat waves. In Europe, heat waves
are often associated with anticyclonic conditions, stronger sensible heat fluxes and deeper boundary
layers: Sahelian heat waves are then associated with different mechanisms.
The heat wave detection was adapted to numerical weather forecast and implemented on the
website http://acasis.sedoo.fr/. It has allowed to monitor and forecast in real-time West Africa
spring heat waves in 2016 and 2017.
Keywords — Heat wave, Sahel, Spring, temperature, trend
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Extreˆmes climatiques : les vagues de chaleur au
printemps sahe´lien
Jessica Barbier
Centre National de Recherches Me´te´orologiques (UMR 3589)
Me´te´o-France, CNRS
42 avenue Gaspard Coriolis, Toulouse, France
Re´sume´ — Les vagues de chaleur sont encore peu documente´es au Sahel, malgre´ un impact
tre`s fort sur les populations. L’objectif de cette the`se est d’apporter de nouvelles connaissances et
une meilleure compre´hension des processus et me´canismes mis en jeu dans les vagues de chaleur
au Sahel au printemps. L’e´tude se structure autour de trois axes : (i) la de´tection des vagues de
chaleur, (ii) la documentation de leurs caracte´ristiques morphologiques et thermodynamiques ainsi
que leurs tendances climatiques et (iii) la compre´hension des processus et me´canismes en jeu lors de
ces e´ve´nements.
Dans un premier temps, une nouvelle me´thodologie d’identification des vagues de chaleur, de´finies
ici comme une forte augmentation de la tempe´rature a` des e´chelles synoptiques a` intra-saisonnie`res, a
e´te´ de´veloppe´e. Cette de´finition permet de de´tecter des vagues de chaleur «me´te´orologiques », associe´es
au temps sensible et qui constituent un ve´ritable enjeu pour la pre´vision. La de´tection repose sur trois
e´tapes : (i) un filtrage se´lectionne les e´chelles souhaite´es, ici synoptiques a` intra-saisonnie`res ; (ii) les
valeurs extreˆmes des anomalies de tempe´rature ainsi calcule´es sont conserve´es, graˆce a` un seuil limite
fixe e´gal au quantile 90 ; et (iii) une contrainte morphologique est finalement applique´e pour identifier
les e´ve´nements de grande e´chelle cohe´rents dans le temps et l’espace. Par ailleurs, les tempe´ratures
maximales (Tmax) et minimales (Tmin) sont conside´re´es se´pare´ment car leurs fluctuations re´sultent
de processus distincts.
Cette me´thodologie a e´te´ applique´e a` plusieurs types de jeux de donne´es : un produit base´ sur des
observations locales (BEST), trois re´analyses me´te´orologiques (ERA-Interim, NCEP2 et MERRA) et
des simulations climatiques (CMIP5). Les vagues de chaleur de´tecte´es sont ensuite documente´es en
termes de caracte´ristiques morphologiques et thermodynamiques, et leurs tendances climatiques sont
analyse´es. L’occurrence de ces e´ve´nements se concentre particulie`rement en de´but de printemps, et la
tendance a` la hausse de leurs tempe´ratures s’explique principalement par le re´chauffement moyen au
Sahel. Les biais moyens de tempe´rature dans les simulations, atteignant plus de 5°C dans certaines
simulations climatiques, expliquent la plus grande partie des erreurs sur les tempe´ratures des vagues
de chaleur. Les e´ve´nements de´tecte´s de´pendent aussi de la me´thodologie utilise´e, c’est pourquoi nos
re´sultats sont compare´s avec ceux obtenus a` partir d’autres me´thodologies commune´ment utilise´es
dans la litte´rature.
Les processus et me´canismes mis en jeu lors des vagues de chaleur sont ensuite e´tudie´s. Au prin-
temps, les sols sont secs et le flux de chaleur latente tre`s faible. Les vagues de chaleur de´tecte´es sur les
Tmax sont anormalement se`ches, celles en Tmin anormalement humides. Une de´pression est pre´sente
lors des deux types d’e´ve´nements et centre´e sur la zone impacte´e. Les vagues de chaleur diurnes sont
associe´es a` un vent de nord-ouest alors que les vagues de chaleur nocturnes correspondent a` un vent
de sud-ouest, qui favorise l’advection d’humidite´ par le flux de mousson. La vapeur d’eau joue un roˆle
majeur sur les vagues de chaleur nocturnes, amplifiant l’effet de serre de l’atmosphe`re. Une premie`re
analyse indique que les vagues de chaleur de´tecte´es en Tmax ne sont pas associe´es a` des couches
limites plus profondes. Ces re´sultats soulignent qu’au Sahel, les vagues de chaleur sont associe´es a` des
me´canismes diffe´rents de ceux observe´s dans d’autres re´gions du monde, comme en Europe, ou` les
vagues de chaleur sont souvent relie´es a` des conditions anticycloniques et un asse`chement des sols.
La me´thodologie a e´te´ finalement adapte´e a` la pre´vision en temps re´el des vagues de chaleur et
imple´mente´e sur le site Internet http://acasis.sedoo.fr/. Ce travail a permis de suivre et pre´voir
en temps re´el les vagues de chaleur impactant l’Afrique de l’ouest pendant les printemps 2016 et 2017.
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