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Le titre de cette the`se comporte des termes du langage commun comme appren-
tissage ou supervise´. Ceux-ci sont employe´s, au cours de la the`se, avec un sens pre´cis
et souvent re´ducteur par rapport a` leur de´finition ge´ne´rale. Je vais profiter de cette
introduction pour pre´ciser les termes utilise´s par la suite.
Par exemple, il est possible d’envisager plusieurs techniques d’apprentissage
diffe´rentes. L’une d’elles, couramment utilise´e dans l’enseignement scolaire, consiste
a` donner la re`gle ge´ne´rale (re`gle de grammaire, loi de la Physique) ainsi que les
exceptions possibles a` cette re`gle. L’e´le`ve doit alors apprendre la re`gle pour pouvoir
ensuite l’appliquer a` des situations particulie`res. Une deuxie`me technique possible
consiste a` pre´senter des exemples particuliers en nombre suffisant pour pouvoir en
extraire la re`gle ge´ne´rale. Cette technique se rapproche de la de´marche du cher-
cheur qui, a` partir des expe´riences, essaie d’extraire une loi ge´ne´rale, et aussi,
de celle de l’enfant apprenant a` parler. Cette technique d’apprentissage est celle
que nous allons e´tudier dans cette the`se. Elle est ge´ne´ralement appele´e apprentis-
sage par l’exemple. L’apprentissage s’effectue a` l’aide d’un ensemble d’apprentissage,
constitue´ d’exemples, duquel on essaie d’extraire des re`gles ge´ne´rales.
Apprentissage supervise´ et non supervise´
Nous allons conside´rer, au cours de la the`se, deux types diffe´rents d’appren-
tissage : supervise´ et non supervise´. Dans chacun des deux cas, les exemples sont
constitue´s de points d’un espace de donne´es. Cet espace est ge´ne´ralement de grande
dimension. Par exemple, dans les proble`mes de la reconnaissance de forme [112], la
dimension de l’espace des donne´es correspond au nombre de pixels de chaque image.
Chaque coordonne´e d’un point associe´ a` une image repre´sente le niveau de gris du
pixel correspondant. Pour le proble`me du diagnostic me´dical [115], chaque coor-
donne´e de l’espace des donne´es correspond a` une donne´e me´dicale comme le poids,
la taille du patient ou des donne´es plus spe´cifiques. La diffe´rence essentielle entre
l’apprentissage supervise´ et l’apprentissage non supervise´ est que dans le premier,
a` chaque point est associe´ une classe. De manie`re image´e, on dit qu’un professeur
associe une classe a` chacun des points de l’espace des donne´es.
Le but de l’apprentissage supervise´ consiste a` trouver un e´le`ve capable de clas-
ser correctement, c’est-a`-dire, de manie`re identique au professeur, les exemples de
l’ensemble d’apprentissage mais aussi, si possible, des exemples nouveaux ne faisant
pas partie de cet ensemble. Cette dernie`re proprie´te´ correspond a` la ge´ne´ralisation
a` partir d’exemples, de´crite pre´ce´demment.
Dans le cas de l’apprentissage non supervise´, l’ensemble d’apprentissage est uni-
quement constitue´ d’un ensemble de points d’un espace de grande dimension. Une
des possibilite´s d’apprentissage consiste alors a` de´terminer des proprie´te´s ge´ne´rales
de la densite´ de probabilite´ des exemples qui a permis d’obtenir l’ensemble d’ap-
prentissage. Ces proprie´te´s sont, par exemple, la de´termination des composantes
principales, la de´termination du nombre d’amas de la densite´ de probabilite´, leur
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localisation, etc.
La question qui se pose alors est la suivante : qu’elle est l’approche a` utiliser
pour de´terminer les caracte´ristiques du professeur ou les proprie´te´s de la densite´ de
probabilite´ des exemples, ou encore, quelle approche utiliser pour l’apprentissage?
Une des re´ponses possibles a` cette question a e´te´ apporte´e par l’e´tude des re´seaux
de neurones.
Les re´seaux de neurones
La the´orie de l’apprentissage est fortement influence´e par la mode´lisation du
cerveau. En effet, sous certains aspects, le cerveau peut eˆtre conside´re´ comme une
machine capable d’apprendre des taˆches souvent tre`s complexes. Il constitue une
source d’inspiration pour la compre´hension de l’apprentissage.
En 1943, McCulloch et Pitts [75] ont mode´lise´ les briques e´le´mentaires du cer-
veau, les neurones, par des variables binaires σi = ±1. La valeur +1 correspond a`
un e´tat excite´ du neurone alors que la valeur −1 correspond a` l’e´tat au repos. Les
synapses reliant les neurones entre eux sont repre´sente´es par des couplages Jij entre
ces neurones. Un couplage positif correspond a` un caracte`re excitateur du neurone
i vers le neurone j et un couplage ne´gatif a` un caracte`re inhibiteur. Le couplage est
d’autant plus efficace que la valeur absolue de Jij est importante. La dynamique
d’un tel re´seau de neurones s’exprime de manie`re simple. Le neurone i calcule la





L’e´tat du neurone i a` l’instant t + δt est excite´ si le champ hi est supe´rieur a` un
seuil θi, il reste inactif sinon. D’un point de vue neurobiologique, cette mode´lisation
est caricaturale. Toutefois, elle constitue un point de de´part inte´ressant pour une
e´tude the´orique de l’apprentissage [59, 5].
En 1961, Rosenblatt [104, 105] a propose´ un re´seau de neurones particulier,
appele´ le perceptron. Celui-ci est constitue´ de N neurones d’entre´e relie´s a` un unique
neurone de sortie par des couplages Ji avec i = 1, · · · ,N . Cette architecture en arbre
ne posse`de plus re´ellement de dynamique. En effet, a` chaque configuration ξ =
{ξ1, · · · ,ξN} des neurones d’entre´e, qui peut eˆtre constitue´e de variables ξi re´elles
ou binaires, le re´seau associe de manie`re de´terministe, une classe σ correspondant








ou` θ est le seuil du neurone de sortie. La sortie du perceptron peut eˆtre ge´ne´ralise´
aise´ment a` des valeurs re´elles en remplac¸ant la fonction signe par une fonction
d’activation g continue.
Le perceptron permet ainsi de classer des points ξ = {ξ1, · · · ,ξN} d’un espace
de donne´es de dimension N . La classification faite par chaque perceptron de´pend
des valeurs des couplages Ji et du seuil θ. Elle se´pare en deux l’espace des donne´es
avec un hyperplan normal au vecteur J = {J1, · · · ,JN}, place´ a` une distance θ de




Chaque perceptron simple, de´fini par l’ensemble de ses couplages Ji et de son
seuil θ, constitue un e´le`ve possible pour effectuer la taˆche de´finie par le professeur.
Le fait d’adapter les couplages et le seuil afin de classer les exemples de l’ensemble
d’apprentissage de la meˆme fac¸on que le professeur constitue la phase d’apprentis-
sage du re´seau de neurones. Une des possibilite´s pour adapter les parame`tres du
perceptron simple est de minimiser le nombre d’erreurs de classification de l’e´le`ve
pour les exemples de l’ensemble d’apprentissage. Cette approche semble re´serve´e
a` l’apprentissage supervise´, mais en fait, il n’en est rien. En effet, il est possible
de remplacer le nombre d’erreurs par une fonction de couˆt qui de´pend a` la fois
des parame`tres du perceptron et des exemples de l’ensemble d’apprentissage. La
fonction doit eˆtre adapte´e a` la quantite´ que l’on veut apprendre. Dans le cas de
l’apprentissage non supervise´, les couplages Ji pourront, par exemple, repre´senter
une direction d’anisotropie de la densite´ de probabilite´ des exemples.
Pour des taˆches tre`s complexes, il est possible d’utiliser plusieurs perceptrons
simples sous forme de re´seaux en couches [58], ce qui permet d’augmenter le nombre
de parame`tres a` de´terminer, augmentant ainsi la complexite´ des taˆches susceptibles
d’eˆtre apprises.
La phase d’apprentissage consiste a` obtenir les parame`tres du perceptron simple
qui minimisent la fonction de couˆt. Ce n’est pas le proble`me algorithmique de cette
phase d’apprentissage qui va nous inte´resser au cours de cette the`se, mais plutoˆt
l’e´tude des proprie´te´s de l’apprentissage. Plus spe´cifiquement, nous e´tudierons le
comportement des proprie´te´s du perceptron obtenu apre`s la phase d’apprentissage
en fonction du nombre d’exemples de l’ensemble d’apprentissage, de la fonction de
couˆt utilise´e, etc.
Une approche tre`s fructueuse pour cette e´tude consiste a` utiliser les me´thodes
de la Physique Statistique [3, 14, 42, 52, 58, 93, 126]. L’ide´e est de conside´rer la
fonction de couˆt comme une e´nergie. Les proprie´te´s du minimum de cette fonction
de couˆt seront alors obtenues en conside´rant le syste`me physique correspondant a`
tempe´rature nulle (tempe´rature pour laquelle l’e´nergie d’un syste`me physique est
minimale). Toutefois, l’existence de parame`tres gele´s, repre´sente´s par l’ensemble
d’apprentissage, ne´cessite l’introduction des me´thodes utilise´es pour les syste`mes
de´sordonne´s comme les verres de spins. En particulier, nous utiliserons de manie`re
intensive la me´thode des re´pliques [81].
Plan de la the`se
Nous nous sommes inte´resse´s, au cours de cette the`se, a` l’e´tude des proprie´te´s
d’apprentissage supervise´ et non supervise´.
Dans la premie`re partie, nous avons essaye´ de de´terminer les performances opti-
males ainsi qu’une proce´dure, un algorithme, permettant d’obtenir ces performances
optimales. Nous avons pu re´soudre deux proble`mes diffe´rents en utilisant la meˆme
approche pour les deux : une approche variationnelle, permettant de de´terminer
le potentiel optimal. Les parame`tres minimisant la fonction de couˆt correspondante
posse`dent des performances de ge´ne´ralisation optimales. Cette me´thode, de´veloppe´e
inde´pendamment par nous-meˆmes et par Kinouchi et Caticha [62] pour le proble`me
d’apprentissage supervise´, a e´te´ ge´ne´ralise´ par Reimann et Van den Broeck [101,
120]. Nous pre´sentons dans le premier chapitre, cette approche ge´ne´ralise´e utilisant
la me´thode des re´pliques dans la limite thermodynamique.
Dans le deuxie`me chapitre, nous de´veloppons les re´sultats que nous avons ob-
tenus dans le cas ou` la taˆche a` apprendre est line´airement se´parable, c’est-a`-dire,
pour l’apprentissage des couplages d’un perceptron simple, lorsque le professeur est
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lui-meˆme un perceptron simple. Les re´sultats analytiques permettent de de´duire un
algorithme simple permettant de trouver l’e´le`ve avec les performances optimales.
Celui-ci est obtenu par minimisation de la fonction de couˆt optimale, de´termine´e
par notre approche variationnelle. Ces re´sultats e´tant obtenus dans la limite ther-
modynamique, ou` la dimension de l’espace des donne´es est infinie, avec certaines
approximations, nous avons effectue´ des simulations nume´riques pour essayer de
confirmer les re´sultats the´oriques et de´terminer les effets de taille finie. Ces effets
seront discute´s.
Le dernier chapitre de cette premie`re partie est de´die´ a` un proble`me d’appren-
tissage non supervise´ : la de´tection des deux amas d’une densite´ de probabilite´ de
points a` partir d’un ensemble d’exemples distribue´s selon cette densite´. Ce proble`me
a e´te´ tre`s e´tudie´ par le passe´ en raison des nombreuses applications possibles (recon-
naissance de formes...). Nous avons e´largi la recherche des performances optimales
au cas ou` l’e´cart et la largeur des amas sont quelconques. Les re´sultats obtenus
en fonction de ces parame`tres mettent en e´vidence, pour la premie`re fois pour ce
type d’apprentissage, l’existence de transitions de phases du premier ordre dans les
performances optimales en fonction de la taille de l’ensemble d’apprentissage. Nos
re´sultats ont souleve´ une controverse, car ils sugge`rent que la branche me´tastable de
haute performance serait accessible, en contradiction avec les re´sultats d’une autre
approche de l’apprentissage optimal, l’approche bayesienne. La conclusion de cette
controverse n’a pas encore pu eˆtre donne´e mais des pistes pour expliquer les raisons
de cette contradiction seront apporte´es. La fin du chapitre est de´die´e a` la discus-
sion des diffe´rentes phases d’apprentissage. En fonction de la taille de l’ensemble
d’apprentissage, ces phases sont soit interpre´te´es en termes de l’apprentissage d’une
composante principale ou soit relie´es a` l’apprentissage d’une formulation supervise´e
du proble`me. Nous discutons aussi de la forme du potentiel optimal en fonction
des phases d’apprentissage ainsi que de son e´volution en fonction de la taille de
l’ensemble d’apprentissage.
La deuxie`me partie de la the`se aborde le proble`me de l’apprentissage de taˆches
complexes, ne´cessitant des re´seaux de neurones plus e´labore´s (ou un nombre de
parame`tres plus important) que lors de la premie`re partie de la the`se. Nous nous
sommes limite´s, dans cette deuxie`me partie, a` l’e´tude de taˆches supervise´es.
Le premier chapitre est de´die´ a` l’e´tude d’une nouvelle approche, celle des ma-
chines a` exemples supports [122, 123], par des me´thodes de Physique Statistique.
Contrairement aux me´thodes qui complexifient les re´seaux e´le`ves, cette approche
propose d’e´tendre l’espace des donne´es en un espace des repre´sentations. Ceci per-
met de re´duire la phase d’apprentissage a` la de´termination d’un perceptron simple
mais dans ce nouvel espace. L’extension de l’espace des donne´es augmente le nombre
de parame`tres a` de´terminer lors de l’apprentissage et permet d’envisager l’appren-
tissage de taˆches complexes. Nous avons utilise´ la me´thode des re´pliques pour
de´terminer les performances d’apprentissage d’une famille de transformations par-
ticulie`res de l’espace des donne´es pour deux taˆches extreˆmes : la premie`re est l’ap-
prentissage d’un proble`me line´airement se´parable dans l’espace des donne´es et la
deuxie`me une taˆche ou` les classes des exemples sont choisies ale´atoirement. Les
performances pour ces deux taˆches et pour cette famille de transformations nous
ont permis de de´duire des remarques ge´ne´rales sur le comportement des machines a`
exemples supports. Nous avons, de plus, introduit une notion d’erreur de reconnais-
sance, dans le but de borner l’erreur de ge´ne´ralisation et de comprendre les raisons
des bonnes performances observe´es lors des applications re´alistes.
Dans le deuxie`me chapitre, nous pre´sentons l’e´tude d’un algorithme incre´mental
[13] qui permet de cre´er un re´seau de neurones a` une couche cache´e. Cet algo-
rithme construit ite´rativement des repre´sentations internes binaires des exemples.
Ces repre´sentations internes correspondent a` des classes, associe´es aux exemples
par des perceptrons simples. Leurs couplages sont appris successivement au cours
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de la phase d’apprentissage, afin de corriger les erreurs de classification des percep-
trons pre´ce´dents et cela jusqu’a` ce que les exemples de l’ensemble d’apprentissage
soient tous correctement classe´s. La classe d’un exemple est le produit des variables
binaires correspondant a` sa repre´sentation interne. Une machine effectuant ainsi
la classification est appele´e machine de parite´. Nous nous sommes inte´resse´s a` la
de´termination du nombre de perceptrons simples ne´cessaires a` la convergence de
l’algorithme incre´mental en fonction de la taille de l’ensemble d’apprentissage. Les
re´sultats obtenus nous permettent d’en de´duire la capacite´ de la machine de parite´
pour cet algorithme particulier, la capacite´ e´tant le nombre maximal d’exemples de
classes ale´atoires qu’il est possible d’apprendre avec une architecture (nombre de
perceptrons simples) donne´e. Nous obtenons le re´sultat surprenant que, pourvu que
les repre´sentations internes soient apprises avec un algorithme efficace, cette capa-
cite´ est proche de la capacite´ de la machine de parite´, obtenue inde´pendamment de
l’algorithme utilise´ pour l’apprentissage.
Les questions souleve´es par certains des re´sultats pre´sente´s, au cours de cette










Cette premie`re partie est consacre´e a` l’e´tude de l’apprentissage d’une direction
privile´gie´e dans un espace de tre`s grande dimension. L’information ne´cessaire a`
un tel apprentissage est donne´e par l’interme´diaire d’un ensemble d’apprentissage
constitue´ d’exemples. La plupart des algorithmes d’apprentissage permettant d’ob-
tenir une direction proche de la direction privile´gie´e sont base´s sur la minimisation
d’une fonction de couˆt qui de´pend de l’ensemble d’apprentissage.
Dans cette partie, nous nous inte´ressons, non seulement, au calcul des perfor-
mances de tels algorithmes, mais aussi a` la recherche de la fonction de couˆt pour
laquelle les performances sont optimales.
Dans le premier Chapitre, apre`s une pre´sentation ge´ne´rale du proble`me due a`
Reimann et Van den Broeck [101, 120], les performances optimales d’un tel appren-
tissage sont obtenues a` l’aide des outils de la Physique Statistique et plus parti-
culie`rement de la me´thode des re´pliques.
Deux applications du proble`me ge´ne´ral sont e´tudie´es dans les Chapitres 2 et
3. La premie`re application concerne la classification de donne´es en deux classes
distinctes dans le cas particulier ou` la se´paration de ces deux classes peut s’effectuer
par un hyperplan se´parateur. La direction normale a` l’hyperplan est la direction
privile´gie´e que l’on cherche a` de´terminer. Les exemples sont constitue´s par des points
de l’espace des donne´es, distribue´s ale´atoirement, et de leurs classes respectives.
Les proprie´te´s optimales obtenues par les me´thodes de la Physique Statistique sont
confirme´es par des simulations nume´riques.
La deuxie`me application consiste a` de´tecter une structure en deux amas d’un
ensemble de points dans un espace de grande dimension. La direction privile´gie´e,
dans ce cas, correspond a` la direction qui relie les centres des deux amas. Suivant
l’e´cart et la largeur des amas, diffe´rentes phases d’apprentissage optimal sont ob-
serve´es et sont analyse´es. Ces diffe´rentes phases sont, ge´ne´ralement, se´pare´es par
des transitions du premier ou du second ordre. Dans ce proble`me, nous avons suscite´
une controverse entre deux approches diffe´rentes de l’apprentissage optimal, dont
les pre´dictions ne co¨ıncident pas pour certaines valeurs des parame`tres du proble`me.





Cette partie du me´moire est de´die´e a` l’e´tude de l’apprentissage optimal d’une
direction privile´gie´e a` partir d’exemples, dans un espace de tre`s grande dimension.
J’ai choisi de pre´senter au Chapitre 1 le calcul des proprie´te´s de l’apprentissage
optimal, dans le cas le plus ge´ne´ral, afin de pre´senter ensuite de manie`re simple les
re´sultats que nous avons obtenus pour deux proble`mes d’apprentissage classiques,
qui seront de´veloppe´s dans les deux Chapitres suivants : un cas d’apprentissage su-
pervise´ (Chap.2) et un autre d’apprentissage non supervise´ (Chap.3). Bien que la
formulation ge´ne´rale ait e´te´ pre´sente´e par Reimann et Van den Broeck [101, 120],
le cas particulier de l’apprentissage supervise´ avait e´te´ re´solu pre´ce´demment par
nous-meˆmes [21, 25, 26], ainsi que par Kinouchi et Caticha [61, 62], de manie`re
inde´pendante. Nous avons de´montre´, de plus, que l’hypothe`se de syme´trie des
re´pliques utilise´e pour de´terminer les proprie´te´s optimales est cohe´rente dans le
cas ge´ne´ral [22].
1.1 Pre´sentation du proble`me
Comme nous l’avons vu dans l’introduction, les exemples sont suppose´s eˆtre des
points d’un espace des donne´es de dimension N , e´chantillonne´s selon une densite´ de
probabilite´ inconnue dont on cherche a` de´terminer les proprie´te´s. On dispose pour
cela d’un nombre P d’exemples ξµ qui forment ce que l’on appelle ge´ne´ralement
l’ensemble d’apprentissage :
Lα = {ξµ}µ=1,··· ,P . (1.1)
L’indice α refle`te la taille re´duite α ≡ P/N de l’ensemble d’apprentissage. Cet
ensemble contient l’information dont on dispose pour de´terminer les proprie´te´s de
la densite´ de probabilite´ des exemples. Par la suite, le terme densite´ de probabilite´
sera souvent remplace´ par distribution.
La quantite´ d’information apporte´e par les exemples de l’ensemble d’apprentis-
sage e´tant limite´e, il est ne´cessaire de faire certaines hypothe`ses sur leur distribution
afin de pouvoir apprendre a` partir des exemples.
Dans cette partie, nous supposons premie`rement que la distribution des exemples
posse`de une syme´trie axiale : elle est invariante par rapport a` une rotation autour
d’un axe. Cet axe, passant par l’origine, est caracte´rise´ par sa direction B. Par la
suite, on supposera B norme´ : B · B = 1. Cette direction privile´gie´e est suppose´e
inconnue.
Nous supposons connue la distribution des exemples suivant les directions ortho-
gonales a` B. Dans toute cette partie, nous allons conside´rer la plus simple des distri-
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butions, la gaussienne normale. Cette distribution est une gaussienne de moyenne
nulle et de variance unite´.
Enfin, suivant la direction B, la distribution est suppose´e eˆtre perturbe´e par
rapport a` la gaussienne normale. Il est alors possible d’e´crire la distribution des
exemples de la manie`re ge´ne´rale suivante :






− V ∗ (ξ ·B)
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(1.2)
ou` ξ repre´sente un point de l’espace des donne´es. La fonction V ∗ caracte´rise la
perturbation par rapport a` la gaussienne normale dans la directionB. La distribution
suivant cette direction privile´gie´e est donne´e par :







− V ∗ (λ)
)
. (1.3)
La condition de normalisation de la distribution des exemples impose la contrainte
suivante sur la perturbation V ∗ :
1 =
∫
Dλ exp (−V ∗ (λ)) (1.4)










Le domaine d’inte´gration de cette inte´grale et de toutes les inte´grales qui ap-
paraˆıtront par la suite sera l’espace entier sauf indication contraire. Dans le cas
pre´sent, l’inte´grale s’e´tend donc de −∞ a` +∞.
Dans la pratique, la direction privile´gie´e B ainsi que la fonction V ∗ sont a priori
inconnues. Pour cette e´tude, nous supposons que la forme comple`te de cette fonc-
tion V ∗ nous est connue. La forme de la distribution des exemples e´tant suppose´e
connue, il ne reste plus alors que la direction privile´gie´e a` de´terminer. Ce proble`me
peut paraˆıtre simpliste. Toutefois, de nombreuses applications re´alistes peuvent s’y
ramener comme nous le verrons dans les deux Chapitres suivants. De plus, les solu-
tions a` ce proble`me montrent une telle richesse qu’il est inte´ressant de l’e´tudier et
de bien le comprendre avant de passer a` des proble`mes plus complexes.
1.2 Fonction de couˆt
Le but de l’apprentissage est de trouver la direction privile´gie´e B inconnue. Pour
de´terminer cette direction, on dispose de l’ensemble d’apprentissage dont la taille P
finie ne permet pas la de´termination exacte de B. L’apprentissage consiste alors a`
de´terminer une direction qui soit la plus proche possible de la direction privile´gie´e.
Afin de de´terminer cette direction, il est possible de minimiser une fonction de couˆt
qui de´pend de l’ensemble d’apprentissage Lα et d’une direction J par rapport a`
laquelle on effectue la minimisation.
Nous allons maintenant discuter du choix de la fonction de couˆt. Les exemples
de l’ensemble d’apprentissage e´tant suppose´s distribue´s inde´pendamment les uns




V (J · ξµ) (1.6)
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ou` la fonction V est appele´e potentiel. Ce potentiel de´pend de la direction J et de
l’exemple ξµ uniquement par l’interme´diaire de leur produit scalaire. Cette restric-
tion supple´mentaire dans le choix de la fonction de couˆt ne limite pas les possibilite´s
d’apprentissage. En effet, ce produit scalaire est le seul scalaire pertinent que l’on
puisse construire avec la direction J et l’exemple ξµ. Les deux autres scalaires que
l’on puisse construire sont les normes des vecteurs. Or, la direction J est norme´e a`
un et la norme des exemples est inde´pendante de l’exemple conside´re´ dans la limite
qui nous inte´resse par la suite (taille de l’espace des donne´es infinie). Ces normes
de vecteurs n’apportent donc aucune information pertinente pour l’apprentissage.
La fonction de couˆt doit eˆtre choisie de telle fac¸on que la direction J∗ qui la
minimise soit aussi proche que possible de la direction B. Dans la litte´rature, il y
a un grand nombre de fonction de couˆt ad hoc, propose´e pour l’apprentissage de
taˆches varie´es [48, 102, 126]. Dans ce Chapitre, nous montrerons que si la taˆche est
bien de´finie, c’est-a`-dire, que la perturbation V ∗ est connue, il est alors possible de
de´terminer le potentiel optimal. Le minimum de la fonction de couˆt correspondante
donne la direction J∗ la plus proche possible de B.
1.3 Qualite´ de l’apprentissage
La de´termination de la direction privile´gie´e a e´te´ ramene´e a` la minimisation
d’une fonction de couˆt. L’e´tude de l’apprentissage concerne deux aspects, l’un al-
gorithmique, l’autre concernant l’e´tude des proprie´te´s ge´ne´rales des algorithmes.
Le proble`me algorithmique est la de´termination du minimum de la fonction
de couˆt pour un ensemble d’apprentissage donne´. Les algorithmes ge´ne´ralement
utilise´s, qu’ils soient base´s sur des me´thodes de descente de gradient ou de recuit
simule´, devront garantir d’avoir obtenu le minimum absolu de la fonction de couˆt et
non pas un minimum relatif (ou local). Dans le deuxie`me Chapitre, des simulations
nume´riques de la fonction de couˆt optimale seront pre´sente´es. Dans le cas e´tudie´, la
fonction de couˆt ne posse`de qu’un seul minimum, ce qui simplifie les simulations.
Ceci n’est pas le cas pour la deuxie`me application conside´re´e au troisie`me Chapitre.
L’aspect le plus de´veloppe´ dans cette the`se concerne l’e´tude des proprie´te´s du
minimum de la fonction de couˆt. En effet, le choix de la fonction de couˆt est a
priori arbitraire. Le but de l’apprentissage e´tant de trouver la direction privile´gie´e,
il est important de trouver une fonction de couˆt dont le minimum en soit proche.
Ce minimum de´pend e´videmment de la fonction de couˆt choisie mais aussi de la
perturbation V ∗ de la distribution des exemples dans la direction B ainsi que de
l’ensemble d’apprentissage Lα conside´re´.
Une possibilite´ pour caracte´riser la qualite´ de l’apprentissage est de conside´rer
le produit scalaire entre les deux directions B et J∗. En ne conside´rant que des
directions norme´es a` un, ce produit scalaire R ≡ B · J∗ est compris entre −1 et
1. Par la suite, ce parame`tre R sera conside´re´ comme une mesure de la qualite´ de
l’apprentissage. Un apprentissage parfait correspond a` R = 1 car dans ce cas les
deux directions sont identiques. Comme nous l’avons de´ja` dit, puisqu’on ne dispose
que d’un nombre fini d’exemples pour l’apprentissage, un apprentissage parfait n’est
ge´ne´ralement pas envisageable.
Puisque la direction J∗ minimise la fonction de couˆt pour un ensemble d’ap-
prentissage donne´, la qualite´ R de l’apprentissage de´pend de cet ensemble. Par la
suite, nous nous inte´resserons plus particulie`rement a` la moyenne de cette qualite´.
Cette moyenne sera effectue´e sur tous les ensembles d’apprentissage posse´dant le
meˆme nombre d’exemples, distribue´s selon la meˆme densite´ de probabilite´. Quelques
remarques sur la moyenne de la qualite´ s’imposent a` ce niveau. Par exemple, un
choix ale´atoire de la direction J∗ correspond a` une valeur moyenne de R nulle. Une
fonction de couˆt ne sera donc inte´ressante qu’a` la condition que la direction cor-
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respondante a` son minimum posse`de un produit scalaire strictement positif avec
la direction privile´gie´e. Si la distribution des exemples est syme´trique par rapport
a` l’origine, ce qui est le cas pour une fonction V ∗ paire, alors il faut conside´rer la
moyenne de la valeur absolue de R puisque les directions B et −B sont e´quivalentes.
1.4 Inte´reˆt de la Physique Statistique
La Physique Statistique permet l’e´tude de la qualite´ de l’apprentissage R, lorsque
celui-ci se fait par minimisation d’une fonction de couˆt. En effet, un syste`me phy-
sique a` tempe´rature nulle est dans l’e´tat qui minimise l’e´nergie de celui-ci. Si
l’on conside`re la fonction de couˆt comme une e´nergie, on peut obtenir les pro-
prie´te´s du minimum en conside´rant le syste`me correspondant a` tempe´rature nulle.
Les variables dynamiques de notre syste`me correspondent a` la direction J. L’en-
semble d’apprentissage sera conside´re´ comme un ensemble de variables gele´es. Ce
proble`me se rapproche de celui des syste`mes de´sordonne´s tels que les verres de
spins [111, 63, 81] ou` une partie des variables est dynamique et une autre gele´e. Dans
le cas des verres de spins, les couplages entre spins sont ge´ne´ralement conside´re´s
comme ale´atoires et gele´s tandis que les spins sont des variables dynamiques. Cette
analogie entre ces proble`mes se retrouve aussi dans la me´thode utilise´e pour les
re´soudre : la me´thode des re´pliques [33, 15, 95, 96, 97, 98, 81].
Afin de pouvoir e´tudier les proprie´te´s du minimum de la fonction de couˆt, nous
allons la conside´rer comme une e´nergie. L’e´nergie d’un syste`me physique est mini-
male a` tempe´rature nulle ; il est donc inte´ressant d’introduire une tempe´rature fictive
T que l’on fera tendre par la suite vers 0. Ceci revient a` conside´rer un syste`me dont
les variables microscopiques sont les N composantes de la direction recherche´e J.
La distribution de ces variables est donne´e par la distribution de Gibbs :
P (J;Lα,β) = 1
Z
exp (−βE (J;Lα)) . (1.7)




dP (J) exp (−βE (J;Lα)) (1.8)
ou` β = 1/T et dP (J) est la distribution uniforme sur l’ensemble des directions d’un
espace de dimension N :
dP (J) = δ (J · J− 1) dJ. (1.9)
Cette distribution dite a priori est choisie arbitrairement. Le choix d’une distribu-
tion uniforme sur l’espace des phases de la variable dynamique est le choix le plus
simple que l’on puisse envisager. Ce choix est, de plus, cohe´rent avec l’hypothe`se
sous-jacente que la direction privile´gie´e peut correspondre de manie`re e´quiprobable
a` n’importe quelle direction. Cette remarque est importante pour la de´finition
de l’optimalite´ dont on discutera plus tard. L’hypothe`se que toutes les directions
peuvent correspondre a` la direction privile´gie´e de manie`re e´quiprobable n’est pas
sans conse´quence. Imaginons que la direction privile´gie´e posse`de uniquement des
coordonne´es binaires (Bi = ±1). Il est assez e´vident de penser que l’apprentis-
sage optimal devra tenir compte de cette information supple´mentaire par l’in-
terme´diaire d’une distribution a priori diffe´rente de (1.9), car cette information
n’est pas contenue dans l’ensemble d’apprentissage. Cette information est d’ailleurs
difficile a` prendre en compte et de nombreux auteurs s’y sont inte´resse´s [19, 64, 65,
67, 78, 79, 83, 108, 121].
L’e´nergie libre F du syste`me pour un ensemble d’apprentissage donne´ Lα s’e´crit :
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F (β;Lα) ≡ − 1
β
lnZ (β;Lα) . (1.10)
Une difficulte´ importante pour caracte´riser le minimum de F , et les proprie´te´s de
R, provient du fait que la fonction de partition et, donc, ses proprie´te´s sont des
variables ale´atoires qui de´pendent de l’ensemble d’apprentissage. Une possibilite´
pour s’affranchir de cette de´pendance est de conside´rer la limite thermodynamique
pour laquelle le nombre d’exemples P de l’ensemble d’apprentissage ainsi que la
dimension N de l’espace des donne´es divergent de telles fac¸ons que la taille re´duite
α ≡ P/N reste finie. Dans cette limite particulie`re, l’e´nergie libre du syste`me de-
vient ge´ne´ralement inde´pendante du choix particulier de l’ensemble d’apprentissage.















ou` la barre sur l’e´nergie libre symbolise la moyenne sur tous les ensembles d’ap-
prentissage de taille re´duite α. Cette relation signifie que, dans la limite thermo-
dynamique l’e´nergie libre par degre´ de liberte´ pour un ensemble d’apprentissage
particulier Lα est identique a` la moyenne sur tous les ensembles d’apprentissage de
meˆme taille. Seule une fraction de mesure nulle des ensembles d’apprentissage peut
ne pas ve´rifier cette relation. D’autres proprie´te´s comme la qualite´ de l’apprentis-
sage R peuvent elles aussi eˆtre automoyennantes dans la limite thermodynamique.
L’automoyennage est une hypothe`se qui consiste a` supposer que la variance de la
quantite´ conside´re´e est nulle si N = +∞. Cette hypothe`se sera confirme´e par des
simulations nume´riques dans l’application du deuxie`me Chapitre.
L’inte´reˆt de (1.11) est qu’en faisant la moyenne sur les ensembles d’apprentissage,
on se de´barrasse de la de´pendance des proprie´te´s par rapport a` Lα. Le prix a` payer
est que l’on ne peut faire des pre´dictions que dans la limite thermodynamique.
La limite thermodynamique entraˆıne l’existence possible de transitions de phases
lorsque α varie. Le proble`me pre´sente´ au troisie`me Chapitre illustre bien ce cas, puis-
qu’on y pre´dit des transitions du premier et du second ordre. Il est a` noter que ces
transitions sont essentiellement dues a` la taille infinie du syste`me. Pour de nombreux
syste`mes physiques, le nombre de particules est suffisamment grand (de l’ordre du
nombre d’Avogadro N ∼ 1023) pour que les transitions soient nettement visibles,
notamment, des sauts dans les fonctions thermodynamiques pour les transitions
du premier ordre. Dans les applications re´alistes qui nous inte´ressent, la taille du
syste`me de´passe rarement des valeurs de l’ordre de 1000. Le comportement lors de
ces transitions est alors ge´ne´ralement beaucoup plus lisse que celui pre´dit dans la
limite thermodynamique. Pour ces syste`mes, les effets de taille finie sont importants
comme nous l’avons mis en e´vidence dans le proble`me e´tudie´ au deuxie`me Chapitre.
L’e´tude des proprie´te´s de l’apprentissage est donc ramene´e a` celle de calculer
la moyenne de l’e´nergie libre par rapport aux ensembles d’apprentissage de meˆme








Il est bien e´vident que cette e´nergie libre f de´pend de la perturbation V ∗ de la
distribution des exemples, de la fonction de couˆt (ou plus simplement du potentiel
V qui de´termine cette fonction de couˆt) et de la taille re´duite α de l’ensemble d’ap-
prentissage. C’est l’e´tude de ces de´pendances qui nous inte´resse par la suite. Lors
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du calcul de l’e´nergie libre, des parame`tres d’ordre pertinents dans le proble`me vont
naturellement apparaˆıtre, notamment, le parame`tre R qui permet de caracte´riser la
qualite´ de l’apprentissage.
1.4.1 Me´thode des re´pliques
Le calcul de la moyenne de l’e´nergie libre sur tous les ensembles d’apprentissage
de meˆme taille est difficile, puisqu’il revient a` moyenner le logarithme de la fonction
de partition (1.8). Une approche fructueuse connue sous le nom de me´thode des
re´pliques permet dans certains cas de re´soudre cette difficulte´ [81, 38, 39, 40, 41].






qui permet de relier la moyenne du logarithme de la fonction de partition a` la
moyenne de ses moments. La moyenne des moments de Z est d’un calcul plus
aise´ pour les valeurs entie`res de n. En effet, dans ce cas, cela revient a` conside´rer
un syste`me compose´ de n re´pliques inde´pendantes du syste`me initial, c’est-a`-dire,
correspondant a` n directions Ja avec a = 1, · · · ,n pour un meˆme ensemble d’ap-
prentissage Lα. La moyenne sur les ensembles d’apprentissage permet d’e´liminer
les variables gele´es au de´triment de l’introduction d’un couplage entre re´pliques.
Ce couplage entre re´pliques est la signature du fait que bien qu’inde´pendantes, les
re´pliques posse´daient le meˆme ensemble d’apprentissage Lα. Ce comportement est
identique a` celui du proble`me des verres de spins avec des constantes de couplages
ale´atoires et gele´es [81, 111, 63]. Le calcul de lnZn du syste`me de re´pliques couple´es
est possible pour des valeurs entie`res de n. Toutefois, des difficulte´s surviennent lors
du prolongement analytique a` des valeurs re´elles et, en particulier, lors de la limite
n→ 0.
















dP (Ja) exp (−βE (Ja;Lα)) . (1.15)
En remplac¸ant l’e´nergie par son expression (1.6) et en introduisant les variables





























La moyenne sur tous les ensembles d’apprentissage de taille re´duite α correspond
a` inte´grer sur tous les exemples ξµ avec leur distribution (1.2). En introduisant les
variables γµ = B · ξµ et leurs variables conjugue´es γ˜µ, l’inte´grale sur les exemples
ξµ se re´duit a` de simples inte´grales gaussiennes :


























































Les inte´grales gaussiennes couplent les directions des diffe´rentes re´pliques Ja entre






















































Nous allons maintenant introduire les variables :
qab = Ja · Jb a < b, (1.19)
Ra = B · Ja a = 1, · · · ,n. (1.20)
Les directions Ja e´tant norme´es : Ja · Ja = 1, il n’est pas ne´cessaire d’introduire
des variables qaa. Il est inte´ressant de remarquer que la variable Ra correspond au
produit scalaire entre la direction privile´gie´e et la direction de la re´plique a. Dans
la limite de tempe´rature nulle qui va nous inte´resser par la suite, la direction Ja
correspond a` la direction qui minimise l’e´nergie, ou encore, la fonction de couˆt.
Les parame`tres Ra seront alors directement relie´s a` la qualite´ de l’apprentissage R
introduite pre´ce´demment. Les parame`tres qab correspondent aux produits scalaires
entre deux re´pliques. Ces parame`tres sont analogues aux parame`tres qab introduit
lors de l’e´tude des verres de spins par la me´thode des re´pliques [81, 111, 63]. Dans
ce dernier cas, le parame`tre qab caracte´rise la similitude des e´tats de spins entre
les deux re´pliques a et b. Par analogie, le parame`tre Ra peut alors eˆtre conside´re´
comme une aimantation moyenne suivant la direction privile´gie´e.
Introduisons les variables conjugue´es Nφab et Na des parame`tres Ra et qab
ainsi qu’une repre´sentation inte´grale de la fonction δ(Ja · Ja − 1) qui apparaˆıt dans
dP (Ja) (Eq.(1.9)).

























φab(Ja · Jb − qab) + iN
∑
a
























λ˜aλa + iγ˜γ − β
∑
a


















La premie`re partie de l’expression (1.21) est une partie purement ge´ome´trique
puisqu’elle de´pend des contraintes entre les directions Ja et B mais pas de la dis-
tribution des exemples ni de la fonction de couˆt. Elle peut eˆtre assimile´e a` la partie
entropique du syste`me physique correspondant. Il est important de remarquer que
chaque argument des diverses exponentielles qui composent cette premie`re partie est
proportionnel a` la taille N parce que nous avons introduit des variables conjugue´es
proportionnelles a` N . Ceci est ne´cessaire pour que ces termes, et les contraintes
qu’ils repre´sentent, ne disparaissent pas dans la limite thermodynamique. On peut
remarquer qu’une autre fac¸on, utilise´e habituellement, d’obtenir le meˆme re´sultat,
est de normaliser les vecteurs Ja et B a`
√
N . Alors, dP (Ja) = δ (Ja · Ja −N), et
les variables conjugue´es sont d’ordre 1.
Du fait de l’inde´pendance des exemples de l’ensemble d’apprentissage, la deux-
ie`me partie de l’expression (1.21) s’exprime comme une fonction de´pendante d’un
seul exemple a` la puissance P ou` P est le nombre d’exemples de l’ensemble d’ap-
prentissage. Cette deuxie`me partie peut eˆtre assimile´e a` la partie e´nerge´tique du
syste`me.
La limite thermodynamique devient alors plus naturelle. En effet, le terme en-
tropique est proportionnel a` N tandis que le terme e´nerge´tique est proportionnel a`
P . Afin de ne pas obtenir un re´sultat trivial, il est utile de conside´rer une limite ou`
ces deux termes divergent en gardant un rapport fini ce qui revient a` conside´rer la
taille re´duite α = P/N de l’ensemble d’apprentissage constante. Le rapport α rem-
placera, par la suite, le nombre d’exemples et les proprie´te´s d’apprentissage seront
donne´es en fonction de ce parame`tre.
Il est possible de re´e´crire la moyenne du moment d’ordre n de la fonction de




DψDφDQDDR exp (−βNnF (ψa,φab,qab,a,Ra)) (1.22)
avec :
F (ψa,φab,qab,a,Ra) = αE (qab,Ra)− TS (ψa,φab,qab,a,Ra) (1.23)
et ou` DψDφDQDDR repre´sentent les variables d’inte´gration ψa,φab,qab,a et Ra
ainsi que des constantes d’inte´gration non pertinentes pour la suite.
Le terme e´nerge´tique s’e´crit :
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λ˜aλa + iγ˜γ − β
∑
a


























































La limite thermodynamique permet de simplifier le calcul des inte´grales de
l’e´quation (1.22) par l’utilisation de la me´thode du col. Cette me´thode permet d’es-
timer une inte´grale de la fac¸on suivante :∫







dans la limite ou` N est grand. Cette me´thode est suffisante puisqu’elle permet
d’extraire la partie finie de l’e´nergie libre par degre´ de liberte´ dans la limite ther-
modynamique. Toutefois, l’application de la me´thode du col au calcul de (1.22)
correspond a` faire une inversion de limites entre n et N (cf. (1.14)). Cette diffi-
culte´ mathe´matique ainsi que les proble`mes dus au prolongement analytique des
valeurs entie`res de n aux valeurs re´elles et a` la limite n → 0 ne seront pas dis-
cute´s ici [81]. La modification surprenante qui en de´coule est le fait que pour les
variables de´pendantes de deux re´pliques diffe´rentes (a et b) le minimum doit eˆtre
remplace´ par un maximum pour que la solution reste stable. Ceci est duˆ au fait que
le nombre de ces variables devient ne´gatif pour des valeurs de n comprises entre 0
et 1. Pour simplifier, et e´viter de pre´ciser entre maximum et minimum pour toutes
les variables, on parlera de´sormais d’extremum. En re´sume´, nous admettrons que
l’inversion des limites n’entraˆıne pas de conse´quences, ce qui permet de calculer
l’e´nergie libre (1.14) par la me´thode du col :
f = extremum
ψa,φab,qab,a,Ra
F (ψa,φab,qab,a,Ra) . (1.27)
Le calcul des diffe´rentes inte´grales de l’e´quation (1.22) se rame`ne a` chercher
l’extremum de l’expression (1.23) par rapport aux variables ψa,φab,qab,a et Ra.
Dans le cas ou` plusieurs extrema existent, celui correspondant a` l’e´nergie libre f la
plus faible est a` conside´rer.
1.4.2 Hypothe`se de syme´trie des re´pliques
Le nombre de variables e´tant important, la recherche de l’extremum de F reste
un proble`me difficile. Il est possible de restreindre la recherche de cet extremum a`
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des solutions qui conservent la syme´trie de la fonction a` extremiser. La syme´trie la
plus simple a` conside´rer est l’invariance par rapport a` la permutation des diffe´rentes
re´pliques. Les re´pliques sont identiques ; il n’y a aucune raison a priori d’introduire
des parame`tres diffe´rents pour chaque re´plique. Il est alors possible de re´duire la
recherche aux variables suivantes :
iψa = G, (1.28)
qab = q, a < b (1.29)
iφab = F, a < b (1.30)
Ra = R, (1.31)
ia = E. (1.32)
Cette hypothe`se est connue sous le nom de syme´trie des re´pliques. Il est possible
d’e´tudier la cohe´rence de la solution ainsi obtenue. Il suffit pour cela d’effectuer une
analyse de stabilite´ locale de la solution. Cette e´tude de stabilite´ consiste simplement
a` regarder les petites perturbations autour de la solution et a` ve´rifier que la solution
correspond a` un minimum ou un maximum selon la variable conside´re´e. Deux stabi-
lite´s diffe´rentes sont a` conside´rer. La premie`re dite longitudinale consiste a` regarder
les perturbations conservant la syme´trie des re´pliques, par exemple, R → R + δR.
Cette stabilite´ est assez facilement ve´rifiable. La stabilite´ dite transverse est, par
contre, plus difficile a` ve´rifier. Elle consiste a` regarder des perturbations ne conser-
vant plus la syme´trie des re´pliques. Pour e´tudier cette stabilite´, il convient de regar-
der les valeurs propres de la matrice Hessienne, matrice des de´rive´es secondes, de
F(ψa,φab,qab,a,Ra). Les valeurs propres doivent eˆtre positives pour un minimum
et ne´gatives pour un maximum. Un exemple du calcul de la stabilite´ transverse
est de´veloppe´ par de Almeida et Thouless [2] dans le cas des verres de spins. Pour
le proble`me de l’apprentissage, ce calcul a e´te´ effectue´ pour la premie`re fois par
Gardner [39, 40, 41]. La condition obtenue concerne le signe du de´terminant de la
matrice Hessienne. Un changement de signe de ce de´terminant signale l’apparition
d’une instabilite´. Cette condition est ne´cessaire mais pas suffisante. En effet, deux
valeurs propres peuvent changer de signe simultane´ment.
Nous de´montrerons, par la suite, que la condition de stabilite´ locale est bien
ve´rifie´e dans le proble`me ge´ne´ral d’apprentissage optimal traite´ dans cette partie
de la the`se. Cela ne garantie pas que d’autres solutions localement stables mais
ne ve´rifiant pas l’hypothe`se de syme´trie des re´pliques existent. Ces solutions sont
appele´es solutions avec brisure de syme´trie des re´pliques [81]. L’existence possible
de telles solutions sera discute´e a` propos du proble`me aborde´ au troisie`me Chapitre.
Avec l’hypothe`se de syme´trie des re´pliques, les expressions (1.24) de l’e´nergie et
(1.25) de l’entropie se simplifient :
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nS = −1
2




























Il reste a` effectuer la limite N → +∞ pour l’entropie ainsi que le prolongement
analytique de l’e´nergie et de l’entropie a` des valeurs de n re´elles. N’oubliant pas le
fait que seule la limite n → 0 nous inte´resse, on se limitera a` un de´veloppement
autour de n = 0 et on ne gardera que le terme line´aire en n.
Traitons tout d’abord le cas de l’entropie S. Les variables Jia couplent les



































a Jia et λ = NF , ceci permet de re´e´crire (1.34) :
nS = −1
2


























L’inte´gration sur les variables Jia et sur z ne pose alors plus de proble`mes. En ne
gardant que les termes dominants dans la limite n → 0 et en utilisant le fait que









On voit ici le re´sultat discute´ plus haut, que la contribution de Fq change de
signe lorsque n < 1, par rapport a` (1.37). Les variables E, F et G n’intervenant











Ces conditions se re´duisent aux e´quations suivantes :
R =
E
F − 2G , (1.40)
q =
F + E2
2(F − 2G)2 , (1.41)
1− q = 1
F − 2G . (1.42)
En remplac¸ant ces variables E, F et G dans l’expression (1.38), on obtient :





1− q + ln(1− q)
)
. (1.43)
Le calcul de βE est assez similaire a` celui de S. Il faut en effet de´coupler les















et on introduit la variable y =
∑
a λ˜a ainsi que sa variable conjugue´e z :









































Les re´pliques e´tant de´couple´es, le calcul se poursuit facilement :
nβE = − ln
{∫∫


























q −R2 + yR√
q
. (1.48)
En introduisant dans (1.27) les expressions (1.43) et (1.47), qui correspondent
a` l’extremum de (1.23) par rapport aux variables ψa,φab et a dans l’hypothe`se de




ou` F , donne´ par (1.23), s’e´crit :


















2(1− q) − βV (λ)
)]
. (1.51)
Ce re´sultat bien connu [38, 39, 110, 101, 120, 126] est le point de de´part des travaux
de´crits dans cette the`se.
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1.4.3 Interpre´tation des parame`tres d’ordre
Les proprie´te´s du minimum de la fonction de couˆt sont donne´es par l’e´nergie libre
(1.49) dans la limite de tempe´rature nulle. Toutefois, il est inte´ressant de noter que
certains algorithmes d’apprentissage ne cherchent pas a` de´terminer la direction qui
minimise l’e´nergie, mais e´chantillonnent la direction J parmi toutes les directions
possibles avec la distribution de Gibbs (1.7).
La constante de normalisation Z de la distribution correspond a` la fonction de
partition pre´ce´demment introduite par l’e´quation (1.8). En particulier, l’algorithme
dit de Gibbs [110, 101, 120] consiste, a` prendre comme potentiel V , la perturbation
V ∗ de la distribution des exemples et a` faire l’e´chantillonnage a` la tempe´rature
T = 1. On reviendra a` cet algorithme au troisie`me Chapitre.
Il convient tout d’abord d’expliquer la signification des deux parame`tres d’ordre
R (1.31) et q (1.29) qui sont apparus naturellement lors du calcul dans l’hypothe`se
de syme´trie des re´pliques. Par de´finition (1.20), le parame`tre R n’est rien d’autre
que le produit scalaire entre la direction privile´gie´e B et la direction J, distribue´e
selon (1.7). Dans la limite de tempe´rature nulle, cette distribution se re´duit a` un pic
δ(J−J∗) centre´ sur la direction J∗ qui minimise la fonction de couˆt. Le parame`tre R
correspond alors au produit scalaire entre la direction privile´gie´e et la direction J∗,
c’est-a`-dire, qu’il correspond bien au parame`tre R = B · J∗ que l’on avait introduit
pour caracte´riser la qualite´ de l’apprentissage.
La signification du parame`tre q est plus complexe puisque celui-ci fait intervenir
deux re´pliques diffe´rentes (cf. (1.19)). Le parame`tre q est le produit scalaire entre
deux directions distribue´es selon (1.7). Remarquons que si la tempe´rature est nulle,
cette distribution se re´duit a` un pic δ(J − J∗) centre´ sur la direction J∗, ce qui
entraˆıne q = 1. Or, dans l’expression (1.51) de F , il apparaˆıt le produit c ≡ β(1−q),
qui est singulier lorsque T → 0, puisque β → +∞ et q → 1. Donc il est clair que le
parame`tre pertinent lors de la limite de tempe´rature nulle est c. Afin de comprendre
le sens de ce nouveau parame`tre, nous allons conside´rer le proble`me a` tempe´rature





= β (1− qab) . (1.52)
Les directions Ja et Jb sont distribue´es selon (1.7). Pour les faibles tempe´ratures,
on peut conside´rer que seules les directions J dont la fonction de couˆt est proche
du minimum posse`dent une probabilite´ non nulle. La proximite´ de ce minimum est
caracte´rise´e par une feneˆtre de largeur T autour du minimum. Plus la tempe´rature
de´croˆıt, plus l’ensemble des directions accessibles autour de J∗ se re´duit, en d’autres
termes, les fluctuations autour de J∗ se re´duisent. D’apre`s (1.52), le parame`tre c
correspond au rapport entre le carre´ de ces fluctuations et la tempe´rature. Un
parame`tre c grand correspond a` des fluctuations importantes. En particulier, si le
minimum est continuement de´ge´ne´re´, c diverge ce qui refle`te qu’il y a un continuum
de directions qui minimisent l’e´nergie. Par contre, lorsque c est tre`s faible, le puit
au voisinage du minimum est tre`s e´troit.
1.4.4 Limite de tempe´rature nulle
Dans la suite de cette the`se, nous nous inte´ressons aux proprie´te´s d’apprentissage
par minimisation d’une fonction de couˆt. Elles sont donne´es par l’e´nergie libre dans
la limite β → +∞. En utilisant une nouvelle fois la me´thode du col, par rapport a`
β cette fois, la fonction F (1.51) s’exprime en fonction de R et c = β(1 − q) de la
fac¸on suivante :










1−R2 + yR (1.54)




+ V (λ) (1.55)







Apre`s quelques manipulations simples, il peut eˆtre montre´ que R et c sont solutions
des e´quations suivantes :
1−R2 = α
∫∫





tDtDy exp (−V ∗(γ)) (λ(y,c)− y) . (1.58)
Il est e´vident que R et c de´pendent de la perturbation V ∗ de la distribution des
exemples (1.2), du potentiel V qui de´termine la fonction de couˆt (1.6) et de la taille
re´duite α de l’ensemble d’apprentissage. Nous avons montre´ que le parame`tre R est
le produit scalaire entre la direction privile´gie´e B et la direction J∗ qui minimise la
fonction de couˆt. C’est le parame`tre qui de´termine la qualite´ de l’apprentissage. La
me´thode des re´pliques permet donc de de´terminer la qualite´ de l’apprentissage en
fonction du proble`me pose´ (perturbation V ∗ et taille re´duite α) et de la fonction de
couˆt utilise´e pour le re´soudre (potentiel V ). Le re´sultat inte´ressant de la limite ther-
modynamique est que la qualite´ R est inde´pendante de l’ensemble d’apprentissage
particulier utilise´ pour l’apprentissage.
1.5 De´termination du potentiel optimal
Les calculs pre´ce´dents permettent de calculer les performances d’un algorithme
(de´fini par la fonction de couˆt ou plus particulie`rement par le potentiel V qui la
de´finit) pour un proble`me d’apprentissage donne´ (de´fini par la perturbation V ∗
dans la direction privile´gie´e) et ceci en fonction de la taille re´duite α de l’ensemble
d’apprentissage dont on dispose pour effectuer l’apprentissage. Ces performances
consistent essentiellement dans la de´termination du produit scalaire R entre la di-
rection privile´gie´e recherche´eB et la direction obtenue apre`s apprentissage J∗. Cette
dernie`re correspond au minimum de la fonction de couˆt. Comme nous l’avons vu
pre´ce´demment, l’apprentissage est d’autant plus performant que ce produit scalaire
est proche de 1 ou encore que la direction obtenue apre`s apprentissage est proche
de celle recherche´e. Une question e´vidente se pose alors : e´tant donne´ un proble`me
(la fonction V ∗) et une quantite´ d’exemples (repre´sente´e par α) est-il possible de
trouver un potentiel optimal Vopt ? C’est-a`-dire un potentiel pour lequel R serait le
plus proche possible de 1.
La re´ponse a` cette question a e´te´ apporte´e premie`rement par Kinouchi et Ca-
ticha [62, 61] ainsi que par nous-meˆmes [21, 26] inde´pendamment, dans le cadre
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de l’apprentissage d’une taˆche de classification line´airement se´parable par un per-
ceptron simple (cf. Chap.2). Dans le cas ge´ne´ral, le re´sultat a e´te´ obtenu par Van
den Broeck et Reimann [120]. Notre point de vue a e´te´ de conside´rer la qualite´ R
comme une fonctionnelle du potentiel V avec la perturbation V ∗ et la taille re´duite
α conside´re´es comme des parame`tres fixes. Graˆce a` une maximisation fonctionnelle
de R, il est possible de de´terminer le potentiel optimal Vopt.
Les e´quations (1.57) et (1.58) de´terminent R et c. Nous allons montrer qu’il
est possible de s’affranchir du parame`tre c. En effet, le minimum de la fonction de
couˆt reste inchange´ si le potentiel V est multiplie´ par un facteur a > 0. Ce facteur
multiplicatif peut eˆtre vu comme un changement d’e´chelle de l’e´nergie. Pour obte-
nir une fonction de partition invariante par ce changement d’e´chelle, il faut que le
produit βE reste invariant, c’est-a`-dire, que la tempe´rature soit aussi multiplie´e par
le facteur a. Puisque le parame`tre c est proportionnel a` β, le changement d’e´chelle
d’e´nergie n’est pas transparent pour c : c est transforme´ en c/a. Un changement
d’e´chelle judicieux consistant a` prendre a = c permet de fixer l’e´chelle d’e´nergie
pour laquelle c = 1. Nous allons donc chercher le potentiel Vopt qui maximise R,
mesure´ dans les unite´s de´finies par c = 1. L’e´quation (1.57) peut alors eˆtre conside´re´e
comme la de´finition de R tandis que l’e´quation (1.58) sera conside´re´e comme une
contrainte sur ce parame`tre. Le moyen de tenir compte d’une contrainte lors d’une
maximisation est d’introduire un parame`tre de Lagrange µ. Il suffit alors de maxi-
miser R (ou encore de minimiser 1 − R2) par rapport a` la fonction V avec pour
expression de 1−R2 :
1−R2 = α
∫∫







tDtDy exp (−V ∗(γ)) (λ(y)− y)
}
.
avec γ = γ(t,y) donne´ par (1.54) et λ(y,c) la fonction qui minimise (1.55). λ(y,c) est
e´crit λ(y) par simplicite´ puisque c = 1. La de´pendance par rapport au potentiel V
est implicite dans la fonction λ(y). Cette de´pendance implicite permet de remplacer
la maximisation de R par rapport a` V par une maximisation par rapport a` une autre
fonction g(y) ≡ λ(y)−y. Cette maximisation est beaucoup plus aise´e puisque 1−R2
apparaˆıt alors comme une simple inte´grale quadratique de cette nouvelle fonction.
Une fois obtenue la fonction g(y) pour laquelle R est maximal, il faudra s’assurer
que cette fonction permet de remonter au potentiel optimal Vopt.
1−R2 est minimal lorsque la de´rive´e fonctionnelle de 1−R2 par rapport a` g(y0)





DtDy exp (−V ∗(γ)) g(y) δ(y − y0) (1.60)
−µα
∫∫
DtDy exp (−V ∗(γ)) δ(y − y0).





tDt exp (−V ∗(γ))∫
Dt exp (−V ∗(γ))
. (1.61)
Les parame`tres R et µ sont de´termine´s par les e´quations (1.57) et (1.58) apre`s avoir
introduit l’expression de g donne´e par l’e´quation (1.61).







tDt exp (−V ∗(γ))
]2
∫









tDt exp (−V ∗(γ))
]2
∫
Dt exp (−V ∗(γ))
. (1.63)








En remplac¸ant le parame`tre de Lagrange µ dans (1.62) ou (1.63), on obtient l’e´qua-
tion qui de´termine la qualite´ optimale Ropt du proble`me ge´ne´ral de l’apprentissage







t Dt exp (−V ∗(γ))
]2
∫








1−R2opt + yRopt. (1.66)
A` ce niveau, il est inte´ressant de remarquer que l’expression (1.65) permet de
trouver α en fonction de Ropt. Afin d’obtenir, Ropt pour une valeur donne´e de α, il
faut inverser cette expression. Nous verrons au Chapitre 3 que cette inversion n’est
pas triviale. Il existe en effet des proble`mes pour lesquels l’inverse de (1.65) n’est pas
unique. Dans ce cas, il faut choisir la solution correspondante a` la valeur maximale
de Ropt puisque le calcul a e´te´ mene´ pour obtenir cette valeur maximale. L’existence
de plusieurs solutions lors de l’inversion entraˆıne aussi l’existence de transitions du
premier ordre de la qualite´ de l’apprentissage Ropt en fonction de la taille re´duite
α de l’ensemble d’apprentissage.
Revenons maintenant a` la de´termination du potentiel optimal Vopt. En sup-
posant cette fonction suffisamment de´rivable, il est possible d’exprimer sa de´rive´e
comme une fonction de g. En effet, d’apre`s l’e´quation (1.55), la fonction λ(y) est
celle qui minimise W (λ,y,c) avec c = 1. Cette condition peut s’e´crire :
∂W
∂λ
(λ(y),y,c) = 0 = λ(y)− y + V ′opt(λ(y)). (1.67)
La fonction g(y) ve´rifie donc :
g(y) ≡ λ(y)− y = −V ′opt(λ). (1.68)
Ceci permet de remonter au potentiel Vopt connaissant g(y). D’apre`s l’e´quation
(1.61), g ne de´pend que de V ∗ et de Ropt(α) puisque Ropt est donne´ par (1.65) et µ
est une fonction de Ropt d’apre`s (1.64). Puisque α = α(Ropt), a` chaque taille re´duite
α correspond un potentiel Vopt diffe´rent. Pour remonter a` Vopt, il suffit d’inverser
la fonction λ(y). Cela impose toutefois comme condition que cette fonction soit
bien inversible. Dans les deux applications pre´sente´es aux Chapitres 2 et 3, cette
condition est ve´rifie´e.
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1.6 Cohe´rence de l’hypothe`se de syme´trie
L’hypothe`se de syme´trie des re´pliques utilise´e pour calculer l’e´nergie libre permet
de simplifier la recherche de l’extremum de l’e´nergie libre F en re´duisant le nombre
de parame`tres a` seulement deux : R et q (ou, dans la limite de tempe´rature nulle, R
et c). Il est toutefois indispensable de ve´rifier que la solution ainsi obtenue est bien
l’extremum (maximum pour c et minimum pour R).
Dans cette section, nous allons ve´rifier uniquement la stabilite´ locale de la solu-
tion. C’est-a`-dire que nous allons ve´rifier que la solution est bien un extremum de
l’e´nergie libre par rapport a` de petites perturbations mais on ne ve´rifiera pas que
l’on a obtenu le minimum absolu de l’e´nergie libre. Une premie`re condition est la
stabilite´ longitudinale. Elle consiste a` regarder les perturbations R + δR et c + δc
pour ve´rifier que F(R,c) est bien un minimum vis-a`-vis de R et un maximum vis-a`-
vis de c. Cette stabilite´ est appele´e longitudinale car les perturbations conside´re´es
conservent toujours la syme´trie des re´pliques. La stabilite´ transverse est plus difficile
a` ve´rifier. Elle consiste a` regarder la stabilite´ par rapport a` de faibles perturbations
ne conservant pas la syme´trie des re´pliques. Il faut pour cela revenir a` l’expression
de l’e´nergie libre (1.23) en fonction de toutes les variables pre´ce´demment introduites
(ψa,φab,qab,a et Ra). Cette condition de stabilite´ est ramene´e a` une condition sur
le de´terminant de la matrice Hessienne de l’e´nergie libre (matrice des de´rive´es se-
condes) [2, 39, 40]. Je ne de´taille pas ici ce calcul un peu complexe mais je rappelle
la condition obtenue par Reimann et Van den Broeck [101] dans le cas ge´ne´ral :
1 > α
∫∫
DyDt exp (−V ∗(γ)) (λ′(y)− 1)2 , (1.69)
avec γ de´fini par (1.66) et λ′(y) la de´rive´e de λ(y), obtenue par minimisation de
l’e´quation (1.55), par rapport a` y.
Il est important de souligner que cette stabilite´ n’est qu’une stabilite´ locale. Elle
ne permet, en effet, en aucun cas d’assurer qu’il n’existe pas une autre solution
localement stable avec ou sans brisure de syme´trie des re´pliques dont l’e´nergie libre
serait infe´rieure. Nous verrons, dans le Chapitre 3, qu’il est possible d’obtenir pour
une meˆme valeur de α deux extrema localement stables f(R1,q1) et f(R2,q2) de
l’e´nergie libre (1.49) correspondante a` l’algorithme de Gibbs. Dans ce cas, la solution
d’e´nergie libre la plus faible doit eˆtre conserve´e.
Il est possible de re´e´crire la condition de stabilite´ (1.69) en utilisant les e´quations






Pour montrer l’e´quivalence des deux conditions (1.69) et (1.70), je vais introduire
la notation suivante :
〈tn〉y ≡
∫
tnDt exp (−V ∗(γ)) (1.71)
avec γ de´finit par (1.66). L’e´quation (1.65) de´terminant Ropt et l’e´quation (1.61)
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Pour exprimer de manie`re plus simple cette condition, je vais exprimer la de´rive´e





(〈tn+1〉y − n〈tn−1〉y) . (1.75)




















































(〈1〉y − 〈t2〉y) . (1.79)
En remplac¸ant ces deux expressions dans l’e´quation (1.77), en inte´grant par par-
ties sur y pour e´liminer les termes proportionnels a` y et en regroupant les termes

























Cette relation permet donc de remplacer la condition de stabilite´ locale (1.69) par
la condition (1.70). Cette dernie`re condition est beaucoup plus parlante que l’ex-
pression (1.69). En effet, de`s que α > 0 alors la condition de stabilite´ locale de la
solution syme´trique par rapport a` la permutation des re´pliques est e´quivalente a` ce
que Ropt soit une fonction croissante par rapport a` la taille re´duite α de l’ensemble
d’apprentissage.
Pour re´sumer, on vient de de´montrer que la condition de stabilite´ est e´quivalente
a` ce que la qualite´ optimale de l’apprentissage soit une fonction croissante de la
quantite´ d’exemples dont on dispose pour cet apprentissage.
Notons que lorsque la fonction α(Ropt) donne´e par (1.65) n’est pas monotone,
plusieurs solutions diffe´rentes pour Ropt existent pour une meˆme valeur de α. Dans
ce cas, il y en a ge´ne´ralement au moins une qui est instable et qui ne doit pas eˆtre
prise en compte. Cette solution n’est toutefois jamais la solution Ropt de qualite´
maximale. Dans les applications que nous avons conside´re´es, la solution correspon-




Dans ce chapitre, nous allons aborder un type particulier d’apprentissage. Dans
le cas ge´ne´ral pre´ce´demment pre´sente´, l’apprentissage consistait a` trouver des ca-
racte´ristiques ge´ne´rales d’une distribution d’exemples. Dans ce chapitre, nous allons
nous inte´resser a` ce que l’on appelle ge´ne´ralement l’apprentissage supervise´. L’ap-
prentissage supervise´ ne consiste plus a` de´terminer la distribution des exemples,
qui sera suppose´e connue, mais consiste a` classer les exemples. Ici encore, l’on dis-
pose d’un ensemble d’apprentissage qui constitue l’information disponible. Cette
fois-ci, a` chaque exemple de l’ensemble d’apprentissage est associe´ une classe. On
supposera que cette classe est donne´e par ce que l’on appelle un professeur qui
nous est inconnu. Le but de l’apprentissage supervise´ est de trouver un e´le`ve qui
classe correctement les exemples, c’est-a`-dire, qui leur donne la meˆme classe que le
professeur.
Deux questions diffe´rentes peuvent avoir de l’inte´reˆt. La premie`re consiste a`
trouver un e´le`ve qui classe correctement les exemples de l’ensemble d’apprentissage
sans se pre´occuper de la re´ponse donne´e par l’e´le`ve a` d’autres exemples. C’est ce que
l’on appelle l’apprentissage par cœur. La seconde consiste, a` partir des exemples de
l’ensemble d’apprentissage uniquement, a` trouver un e´le`ve capable de classer de la
meˆme fac¸on que le professeur des exemples qui ne font pas partie de l’ensemble d’ap-
prentissage. Cette proprie´te´ est dite de ge´ne´ralisation. Nous allons nous inte´resser
dans ce chapitre a` la deuxie`me question. Ces deux questions seront aborde´es a`
nouveau dans la deuxie`me partie de la the`se.
2.1 Pre´sentation du proble`me
Dans ce chapitre, nous allons nous inte´resser a` un cas particulier d’apprentissage
supervise´, le plus simple que l’on puisse imaginer. Pour cela, on va commencer par
supposer que la dimension de l’espace des donne´es est N et que la distribution des











La restriction dans le choix de la distribution des exemples simplifie l’e´tude du
cas particulier qui nous inte´resse dans ce chapitre. Dans les applications re´alistes,
la distribution des exemples est ge´ne´ralement inconnue. Les hypothe`ses effectue´es
sur cette densite´ peuvent s’ave´rer essentielles. Une discussion sur le choix de celle-ci
sera effectue´e dans la deuxie`me partie de la the`se ou` nous tenterons d’e´tudier des
proble`mes plus re´alistes.
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Plusieurs hypothe`ses sont effectue´es sur le professeur, c’est-a`-dire, sur le type
de classification que l’e´le`ve doit apprendre. La premie`re consiste a` conside´rer que
les exemples appartiennent a` deux classes distinctes, que l’on appellera +1 et −1.
Cette restriction sur le nombre de classes n’est pas importante. Premie`rement, de
nombreuses applications re´alistes comportent uniquement deux classes. C’est le cas,
par exemple, lorsque la classe correspond a` la re´ponse par oui ou non a` une question
pose´e. Un proble`me, e´tudie´ dans notre laboratoire, est l’aide au diagnostic me´dical
du cancer du sein [115]. Les deux classes sont alors : sujet sain ou sujet malade.
Dans ce proble`me, un exemple est constitue´ de diverses caracte´ristiques me´dicales
concernant des pre´le`vements cytologiques (e´paisseur de l’e´chantillon, uniformite´ de
la taille des cellules, de la forme, etc.). Chaque caracte´ristique correspond a` une
dimension de l’espace des donne´es. Deuxie`mement, s’il existe plus de deux classes
diffe´rentes, il est toujours possible de se´parer une classe par rapport aux autres. Le
proble`me se rame`ne alors a` la se´paration en deux classes.
La deuxie`me hypothe`se que nous ferons sur le professeur est beaucoup plus
restrictive. Elle consiste a` conside´rer que les exemples sont line´airement se´parables.
C’est a` dire que le professeur consiste en un hyperplan de dimension N − 1 qui
se´pare les exemples de classe +1 des exemples de classe −1. Cette restriction peut
se formaliser simplement en disant qu’il existe une direction privile´gie´e B telle
que tous les exemples ayant un produit scalaire positif avec cette direction seront
classe´s +1 tandis que les autres seront classe´s −1. Cette direction privile´gie´e est
la direction perpendiculaire a` l’hyperplan se´parateur. Nous avons suppose´, de plus,
que cet hyperplan passe par l’origine. Avec cette restriction, les deux classes ont
une probabilite´ e´gale. En particulier, un exemple −ξ a une classe oppose´e a` celle de
l’exemple ξ. Cette syme´trie entre les exemples ξ et −ξ est ne´cessaire par la suite
pour reformuler ce proble`me dans le cadre ge´ne´ral du chapitre pre´ce´dent. Si l’on
note τ(ξ), la classe donne´e par le professeur a` un exemple ξ, alors celle-ci s’e´crit :
τ(ξ) = sign(B · ξ). (2.2)
Dans la formulation du proble`me ge´ne´ral, on supposait que la distribution des
exemples posse´dait une syme´trie axiale, dont la direction privile´gie´e B, corres-
pondante a` l’axe de syme´trie, e´tait inconnue. Ici, nous supposons connu le fait
que les exemples sont line´airement se´parables. Ceci introduit naturellement une
syme´trie axiale qui permet de conside´rer l’apprentissage (supervise´) de la classifi-
cation comme un cas particulier de la recherche d’une direction privile´gie´e, formule´
au Chapitre 1. L’hyperplan se´parateur, ou encore, la direction privile´gie´e B perpen-
diculaire a` cet hyperplan se´parateur et qui caracte´rise le professeur, est inconnue.
Pour ce proble`me, l’apprentissage supervise´ se re´duit a` de´terminer la direction
privile´gie´e B a` partir de l’ensemble d’apprentissage Lα, constitue´ de P exemples et
des classes correspondantes, attribue´es par le professeur :
Lα = {ξµ,τ(ξµ)}µ=1,··· ,P . (2.3)
Il est e´vident que la proce´dure la plus simple pour l’apprentissage consiste a`
chercher un e´le`ve ayant les meˆmes caracte´ristiques que le professeur, c’est-a`-dire,
classifiant les exemples par une se´paration line´aire. Cela revient a` chercher une
direction J telle que la classe que l’e´le`ve donne a` un exemple ξ soit donne´e par :
σ(ξ) = sign (J · ξ) . (2.4)
Comme nous l’avons vu dans l’introduction, ce type de classifieur est appele´
perceptron [104, 105, 84]. Il constitue la brique e´le´mentaire des re´seaux de neurones.
Ces re´seaux de neurones sont tre`s utilise´s pour l’apprentissage de taˆches de classifi-
cation [3, 42, 52, 58, 93, 126]. Il est donc essentiel de comprendre en de´tail la brique
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e´le´mentaire qui les constituent. Il peut cependant apparaˆıtre surprenant que 40 ans
apre`s leur invention, de nouveaux re´sultats restent a` de´couvrir mais cela peut aussi
expliquer la richesse de ces re´seaux de neurones pour l’apprentissage.
2.2 Notions d’erreur de classification
L’existence d’une classe pour chaque exemple permet d’introduire la notion d’er-
reur de classification des exemples. Un exemple ξ sera conside´re´ mal classe´ si la
classe attribue´e par l’e´le`ve diffe`re de celle du professeur, c’est-a`-dire, si σ(ξ) 6= τ(ξ).
L’erreur de classification d’un exemple de´pend a` la fois de l’e´le`ve et du professeur :
e(ξ,J,B) = Θ(−σ(ξ)τ(ξ)). (2.5)
Θ(x) est la fonction de Heaviside qui vaut 1 pour x > 0 et 0 sinon. Cette notion
d’erreur de classification d’un exemple va permettre de caracte´riser l’apprentissage.
Il est possible de de´finir deux notions d’erreur diffe´rentes pour caracte´riser la qualite´
de l’apprentissage [110, 126].
La premie`re notion est appele´e erreur d’apprentissage. Elle est de´finie comme la






Cette erreur de´pend de l’e´le`ve et de l’ensemble d’apprentissage mais aussi du pro-
fesseur. Cette dernie`re de´pendance a e´te´ omise pour raison de simplicite´.
La deuxie`me notion est appele´e erreur de ge´ne´ralisation. Cette erreur est la
moyenne de l’erreur de classification d’un exemple sur tout l’espace des exemples.
La distribution utilise´e pour calculer cette moyenne est la meˆme que celle qui a
servi a` de´terminer les exemples de l’ensemble d’apprentissage.
εg(J) =
∫
e(ξ,J,B) P (ξ) dξ. (2.7)
Cette erreur de ge´ne´ralisation de´pend de l’e´le`ve et du professeur (la` encore la
de´pendance vis-a`-vis du professeur est omise) mais ne de´pend pas de l’ensemble
d’apprentissage. Il est possible d’obtenir une expression directe en fonction de J et





En effet, un exemple ξ est mal classe´ par l’e´le`ve si le produit scalaire ξ · J entre
l’exemple ξ et la direction de l’e´le`ve J est de signe oppose´ au produit scalaire
ξ ·B entre l’exemple et la direction du professeur B. L’ensemble des exemples mal
classe´s forment deux secteurs de l’espace des donne´es d’angle θ = arccos(J · B)
comme la figure 2.1 le repre´sente dans le plan des vecteurs J et B. La distribution
des exemples e´tant invariante par rotation autour de l’origine, la fraction de volume
occupe´e par ces deux secteurs de l’espace des donne´es correspond a` l’erreur de
ge´ne´ralisation. En effet, chaque secteur d’angle donne´ correspond a` la meˆme fraction
d’exemples. Cette relation (2.8) pour l’erreur de ge´ne´ralisation ne serait plus valable
si l’on supposait, comme pour le proble`me ge´ne´ral du Chapitre 1, que la distribution
des exemples est perturbe´e selon la direction privile´gie´e. L’e´quation (2.8) montre
que, de la meˆme fac¸on que pour l’apprentissage non supervise´ pre´sente´ au chapitre
pre´ce´dent, la qualite´ de l’apprentissage d’un e´le`ve J est caracte´rise´e par le produit
scalaire R = J ·B.
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Fig. 2.1 – Repre´sentation dans le plan (J,B) des deux secteurs correspondants aux
exemples mal classe´s par l’e´le`ve J pour un professeur B (parties grise´es).
L’inte´reˆt dans ce proble`me d’apprentissage supervise´ ne consiste pas a` minimiser
l’erreur d’apprentissage εt car de nombreuses directions permettent d’obtenir une
erreur d’apprentissage nulle [124]. De plus, de nombreux algorithmes permettent
de de´terminer de telles directions [110, 126, 6, 94, 48, 100, 20, 77]. Par contre, la
minimisation de l’erreur de ge´ne´ralisation εg est un proble`me beaucoup plus dif-
ficile. L’erreur de ge´ne´ralisation de´pend de tous les exemples possibles alors que
nous ne disposons que du nombre restreint des exemples de l’ensemble d’apprentis-
sage pour de´terminer la direction privile´gie´e. Ce nombre restreint entraˆıne, comme
dans le chapitre pre´ce´dent, que l’apprentissage parfait n’est ge´ne´ralement pas en-
visageable. Dans le cas d’un apprentissage supervise´, l’apprentissage parfait consis-
terait a` obtenir une erreur de ge´ne´ralisation nulle. Ceci n’e´tant pas possible, nous
allons essayer de minimiser cette erreur. On peut remarquer que minimiser l’erreur
de ge´ne´ralisation revient a` maximiser le produit scalaire entre la direction de l’e´le`ve
J et celle du professeur B d’apre`s l’e´quation (2.8). Le but de l’apprentissage super-
vise´ consiste alors a` de´terminer une direction J∗ pour l’e´le`ve qui soit la plus proche
possible de la direction B. Le proble`me est similaire a` celui pre´sente´ dans le pre-
mier chapitre. Il est d’ailleurs possible de reformuler ce proble`me d’apprentissage
supervise´ comme un proble`me non supervise´.
2.3 Reformulation du proble`me supervise´
La reformulation du proble`me d’apprentissage supervise´ en un proble`me non
supervise´ a e´te´ propose´e re´cemment par Reimann et Van den Broeck [101]. Cette
reformulation consiste a` conside´rer non pas le couple de variables {ξ,τ(ξ)} mais la
variable ζ = τξ. La distribution de cette variable s’exprime de la fac¸on suivante :
P (ζ|B) =
∫
dξ P (ξ) δ (ζ − τ(ξ)ξ) (2.9)
avec P (ξ) donne´e par (2.1) et τ(ξ) par (2.2). La de´pendance vis-a`-vis de B provient
de l’expression de τ(ξ). La distribution de ζ peut se mettre sous la forme ge´ne´rale
introduite au premier chapitre :
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2Θ (B · ζ) . (2.11)
La de´termination de la direction privile´gie´ B a` partir de l’ensemble d’apprentis-
sage :
Lα = {ζµ}µ=1,··· ,P (2.12)
avec les exemples ζµ distribue´s selon la distribution (2.11) est un cas particulier
du proble`me de l’apprentissage non supervise´ pre´sente´ au premier chapitre. De la
distribution de ζ, on de´duit la perturbation V ∗ :
V ∗(λ) =
{ − ln 2 si λ > 0,
+∞ sinon. (2.13)
Sachant que l’on s’inte´resse a` l’apprentissage optimal, il faut s’assurer que les
deux formulations, supervise´e et non supervise´e, du proble`me sont e´quivalentes.
Cette proprie´te´ est garantie par la syme´trie qu’il existe entre les exemples ξ et −ξ :
la classe de l’exemple ξ est l’oppose´e de la classe de −ξ.
Il faut noter que l’e´tude des proprie´te´s de l’apprentissage optimal pour le pro-
ble`me supervise´ a commence´ avant la reformulation de ce proble`me en un proble`me
non supervise´.
Opper et Haussler [92] ont utilise´ une me´thode base´e sur la de´finition d’ap-
prentissage bayesien qui leur a permis d’obtenir les caracte´ristiques de l’appren-
tissage optimal dans la limite thermodynamique (N → +∞ et P → +∞ avec
α = P/N constant). En effet, un classifieur bayesien est e´quivalent a` un ensemble
infini d’e´le`ves qui votent, chacun ayant appris le meˆme ensemble d’apprentissage.
La classe attribue´e a` un exemple nouveau est celle de la majorite´ des e´le`ves. Ces
auteurs ont notamment de´termine´ l’erreur de ge´ne´ralisation minimale que l’on peut
obtenir e´tant donne´ une taille re´duite α, a` partir des proprie´te´s d’un ensemble in-
fini d’e´le`ves ayant appris a` l’aide de l’algorithme de Boltzmann (appele´ algorithme
de Gibbs dans les publications plus re´centes) [52, 53, 114]. Cet algorithme consiste
a` se´lectionner de manie`re e´quiprobable une direction parmi celles pour lesquelles
l’erreur d’apprentissage εt est nulle. Puisqu’on conside`re des e´le`ves ayant la meˆme
structure que le professeur, cet ensemble de directions, appele´ l’espace des versions,
n’est pas vide puisqu’il contient la direction privile´gie´e B. Leur approche ne per-
met toutefois pas d’en de´duire un algorithme simple pour de´terminer la direction
J∗ pour laquelle l’erreur de ge´ne´ralisation est optimale. En fait, cette approche ne
de´montre pas l’existence d’une telle direction optimale car elle ne de´montre pas
qu’il existe un e´le`ve dont la classification co¨ıncide avec le re´sultat du vote, quelque
soit l’exemple.
Watkin [124] a donne´ la preuve de l’existence d’une direction optimale en mon-
trant que cette direction e´tait la moyenne de toutes les directions correspondantes
aux e´le`ves ayant appris a` l’aide de l’algorithme de Gibbs, c’est-a`-dire, la moyenne
des directions de l’espace des versions. Un argument de convexite´ de cet espace
permet de prouver que la direction optimale ve´rifie, elle aussi, la proprie´te´ de cor-
respondre a` une erreur d’apprentissage nulle. Cette proce´dure ne´cessite toujours
la moyenne sur une infinite´ de directions, et ne permet toujours pas d’obtenir un
algorithme simple pour de´terminer la direction optimale.
L’approche variationnelle que nous avons pre´sente´e au premier chapitre per-
met d’obtenir un algorithme simple capable de de´terminer la direction optimale,
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qui minimise l’erreur de ge´ne´ralisation. Cette approche variationnelle permet de
de´terminer le potentiel optimal Vopt. La direction optimale est alors obtenue en
minimisant la fonction de couˆt correspondante a` ce potentiel. Cette minimisa-
tion s’effectue aise´ment par une simple descente de gradient. Cette approche a
e´te´ propose´e inde´pendamment par Kinouchi et Caticha [62] ainsi que par nous-
meˆmes [21, 26, 25] pour le cas particulier de l’apprentissage supervise´, avant d’eˆtre
ge´ne´ralise´e au proble`me de l’apprentissage non supervise´ par Reimann et Van den
Broeck [101, 120].
2.4 Erreur de ge´ne´ralisation minimale
Revenons maintenant a` l’erreur de ge´ne´ralisation minimale. La reformulation
du proble`me d’apprentissage supervise´ a permis de de´terminer la perturbation V ∗,
donne´e par l’e´quation (2.13), correspondante au proble`me e´quivalent d’apprentis-
sage non supervise´. Cette perturbation permet de calculer Ropt a` partir de l’e´quation
































arccos (Ropt(α)) . (2.18)
Cette erreur de ge´ne´ralisation minimale est repre´sente´e sur la figure 2.2 en trait
plein. Les carre´s correspondent a` l’erreur de ge´ne´ralisation obtenue par des simula-
tions nume´riques.
Il est inte´ressant de faire quelques remarques sur cette erreur de ge´ne´ralisation
minimale. Tout d’abord, il est a` noter que Ropt > 0 pour toute valeur de α > 0.
En conse´quence, l’erreur de ge´ne´ralisation est strictement infe´rieure a` 1/2. En fait,











Ceci signifie que l’on apprend de`s que la taille re´duite α de l’ensemble d’apprentis-
sage est non nulle. Il faut toutefois noter que cette taille re´duite est le rapport entre
le nombre P d’exemples et la dimension N de l’espace des donne´es. Dans la limite
thermodynamique (N → +∞ et P → +∞), une taille re´duite α meˆme tre`s faible
correspond a` une infinite´ d’exemples dans l’ensemble d’apprentissage.
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Fig. 2.2 – Erreur de ge´ne´ralisation optimale εg en fonction de la taille re´duite
α de l’ensemble d’apprentissage. Les carre´s repre´sentent les valeurs obtenues par
des simulations nume´riques de´crites dans le paragraphe suivant. Les barres d’erreur
sont plus petites que la taille des carre´s.
Une autre remarque inte´ressante est que Ropt tend vers 1 lorsque α diverge.
L’erreur de ge´ne´ralisation optimale s’annule lorsque α→ +∞. Le comportement de




De nombreux algorithmes permettent d’obtenir des directions pour lesquelles
l’erreur de ge´ne´ralisation s’annule lorsque α diverge. Dans certains cas [20, 48,
52, 124], l’erreur de ge´ne´ralisation de´croˆıt aussi proportionnellement a` 1/α. Seul
le coefficient de proportionnalite´ est diffe´rent et supe´rieur a` 0.442. Deux algo-
rithmes simples, dont on reparlera par la suite, posse`dent cette proprie´te´. Il s’agit
premie`rement de l’algorithme dit de Gibbs [6, 53, 92, 101, 114, 124]. Celui-ci consiste
a` choisir de manie`re ale´atoire et e´quiprobable une direction parmi celles pour les-
quelles l’erreur d’apprentissage εt est nulle. Cette solution correspond a` une erreur
de ge´ne´ralisation εg ∼ 0.625/α lorsque α diverge [92, 124].
Le deuxie`me algorithme, dit de stabilite´ maximale, consiste a` de´terminer une
direction particulie`re de l’espace des versions [65, 67, 48]. Pour de´finir cette direc-
tion particulie`re, il me faut tout d’abord introduire ce que l’on appelle la stabilite´
d’un exemple. Cette stabilite´ est la distance de l’exemple a` l’hyperplan se´parateur
correspondant a` l’e´le`ve. Cette distance γ peut s’e´crire a` l’aide de la direction J∗ de
l’e´le`ve :
γ = τξ · J∗. (2.22)
La direction de stabilite´ maximale est celle pour laquelle la stabilite´ de l’exemple
de l’ensemble d’apprentissage le plus proche de l’hyperplan se´parateur est maxi-
male. Cette solution posse`de une erreur de ge´ne´ralisation qui s’annule comme εg ∼
0.5005/α lorsque α diverge [48]. Nous reviendrons a` cette notion de stabilite´ et,
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Fig. 2.3 – Potentiel optimal Vopt pour diffe´rentes valeurs de T . T = 0.5,1 et 2 de
gauche a` droite. Ces valeurs correspondent respectivement a` α = 1.67,1.04 et 0.61.
notamment, a` la distribution des stabilite´s des exemples de l’ensemble d’apprentis-
sage. Cette quantite´, accessible par la me´thode des re´pliques, permet de comprendre
les caracte´ristiques de la direction optimale.
2.5 Caracte´ristiques du potentiel optimal
Nous allons maintenant discuter des caracte´ristiques du potentiel optimal Vopt.





g(z) (1 + g′(z)) dz (2.23)
ou` y(λ) est la fonction inverse de λ(y) de´finie par g(y) ≡ λ(y) − y. L’introduction
de V ∗, donne´ par (2.13), dans (1.61) permet de calculer g(y) :









La figure 2.3 repre´sente le potentiel optimal pour diverses valeurs de T (T =
0.5,1 et 2). Ces valeurs de T correspondent a` des valeurs de α = 1.67,1.04 et 0.61
respectivement.
Les proprie´te´s du minimum de la fonction de couˆt ne de´pendent pas de l’origine
des e´nergies choisie pour le potentiel optimal. En effet, un changement de cette
origine correspond a` l’ajout d’une constante inde´pendante des exemples. L’origine
des e´nergies a e´te´ choisie arbitrairement de telle fac¸on que Vopt s’annule lorsque
λ→ +∞.
Il est inte´ressant de noter que le potentiel Vopt est infini pour les valeurs ne´gatives
de λ. Il diverge logarithmiquement pour les petites valeurs de λ > 0 :
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Vopt(λ) ∼ −T 2 ln(λ). (2.25)
Cette proprie´te´ entraˆıne une divergence de la fonction de couˆt pour toute direction
J telle qu’il existe un exemple ξµ de l’ensemble d’apprentissage pour lequel λµ =
ζµ · J = τ(ξµ) ξµ · J ≤ 0. Sachant que τ(ξµ) = sign(ξµ · B), λµ < 0 signifie que
l’e´le`ve J classe mal l’exemple ξµ. De tels e´le`ves n’appartiennent pas a` l’espace des
versions. La fonction de couˆt optimale diverge donc pour toute direction n’ayant
pas une erreur d’apprentissage nulle. Ceci confirme le fait que la direction optimale
est une direction pour laquelle l’erreur d’apprentissage est nulle. Cette divergence
entraˆıne des complications algorithmiques lors de la minimisation de la fonction de
couˆt. Cette minimisation peut eˆtre effectue´e par une simple descente de gradient, a`
condition que la condition initiale corresponde a` une direction pour laquelle l’erreur
d’apprentissage est nulle. Dans le cas contraire, la fonction de couˆt serait infinie.
En pratique, il faudra, dans un premier temps, utiliser un algorithme permettant
de trouver une direction sans erreur d’apprentissage. Pour cela, nous utiliserons,
lors des simulations nume´riques, l’algorithme minimerror [100, 115, 116]. Dans un
second temps, nous utiliserons une descente de gradient pour minimiser la fonction
de couˆt optimale. Cette minimisation sera d’ailleurs facilite´e par la convexite´ du
potentiel optimal. En effet, il existe alors un unique minimum.
Une dernie`re remarque concerne le parame`tre T de´fini par (2.15). Il de´pend de
la taille re´duite α par l’interme´diaire de Ropt, et correspond a` la porte´e du potentiel
optimal pour les valeurs positives de λ. En effet, le potentiel s’annule de manie`re











La porte´e du potentiel optimal est de´croissante par rapport a` α (T ∼ 1.39/α lorsque
α → +∞). Ce re´sultat n’est pas surprenant puisque plus le nombre d’exemples de
l’ensemble d’apprentissage est e´leve´ plus il existe d’exemples proches de l’hyper-
plan se´parateur. Or, ce sont ces exemples qui caracte´risent le mieux la direction
privile´gie´e B.
2.6 Distribution des stabilite´s
Une quantite´ inte´ressante, accessible par la me´thode des re´pliques, est la dis-
tribution des stabilite´s des exemples de l’ensemble d’apprentissage. La stabilite´ γµ
d’un exemple ξµ s’exprime comme le produit scalaire entre ζµ et la direction de
l’e´le`ve J∗ :
γµ = ζµ · J∗ = τ(ξµ) ξµ · J∗. (2.27)
Ce parame`tre est ne´gatif pour les exemples mal classe´s par l’e´le`ve. En effet, dans ce
cas σ(ξµ) = sign(ξµ · J∗) et τ(ξµ) sont de signes oppose´s. Dans le cas ou` l’exemple
est bien classe´, la stabilite´ correspond alors a` la distance de l’exemple a` l’hyperplan
se´parateur de l’e´le`ve. Comme nous l’avons vu pre´ce´demment, l’erreur d’apprentis-
sage de l’e´le`ve optimal est nulle. Tous les exemples de l’ensemble d’apprentissage
e´tant bien classe´s, les stabilite´s de ces exemples sont positives.
La distribution des stabilite´s des exemples de l’ensemble d’apprentissage par






δ(γ − γµ). (2.28)
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Fig. 2.4 – Distribution des stabilite´s des exemples de l’ensemble d’apprentissage par
rapport a` l’e´le`ve optimal pour plusieurs valeurs de α. La stabilite´ d’un exemple est la
distance de cet exemple a` l’hyperplan se´parateur de l’e´le`ve optimal. Pour comparer,
il est repre´sente´ la distribution des distances des exemples a` l’hyperplan se´parateur
du professeur.
avec γµ de´fini par (2.27). La me´thode des re´pliques permet de de´terminer cette


























avec λ(y) de´finie par l’e´quation (2.24), y(λ) la fonction inverse de λ(y) et enfin y′(λ)
la de´rive´e de y(λ) par rapport a` λ.
Nous allons comparer la distribution ρopt(γ) a` celle des distances des exemples
de l’ensemble d’apprentissage par rapport a` l’hyperplan se´parateur correspondant
au professeur. Cette distribution ρprof est celle de la variable γµ = ζµ · B. Elle
se de´duit directement de la distribution des exemples (2.11); elle est nulle pour













La figure 2.4 illustre l’e´volution de la distribution ρopt(γ) en fonction de la taille
re´duite α de l’ensemble d’apprentissage. La distribution ρopt(γ) est repre´sente´e pour
plusieurs valeurs diffe´rentes de α (α = 1,2,4,6 et 14). La distribution ρprof(γ) est
aussi repre´sente´e afin de comparer.
Plusieurs caracte´ristiques inte´ressantes de la distribution ρopt(γ) sont a` noter.
La premie`re est l’existence d’une re´gion apparemment exempte d’exemples pour
les faibles distances. Cette re´gion n’est en re´alite´ pas totalement vide d’exemples
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comme pourrait le laisser penser la figure 2.4. La densite´ ρopt(γ) est non nulle pour
toute valeur positive de γ. Toutefois, cette distribution s’annule exponentiellement










Cette re´gion, presque vide d’exemples, est d’autant plus e´tendue que la taille re´duite
α est faible. Ce comportement est a` rapprocher de celui de l’e´le`ve de stabilite´ maxi-
male [48]. Comme il a e´te´ mentionne´ a` la fin du paragraphe 2.4, l’orientation de
l’hyperplan de stabilite´ maximale est celle qui maximise la stabilite´ des exemples
les plus proches de l’hyperplan. Cette stabilite´, note´e κmax, est appele´e stabilite´ ou
marge maximale. Ainsi une re´gion cette fois-ci comple`tement exempte d’exemples
existe au voisinage de l’hyperplan, pour γ < κmax. La distribution des stabilite´s
des exemples de l’ensemble d’apprentissage pour la solution de stabilite´ maximale,
ρSM(γ), est simple. Elle se re´duit a` une distribution ρ1 pour γ > κmax et a` un pic
δ(κmax − γ) a` la valeur κmax qui contient le reste des exemples :


















ρ0(α) est de´termine´ par la normalisation de la distribution ρSM. Le parame`tre RSM
est l’analogue de Ropt pour la solution de stabilite´ maximale, c’est-a`-dire, RSM =
JSM · B ou` JSM est la direction de l’e´le`ve de stabilite´ maximale. κmax et RSM
de´pendent de α. Notons que cette solution de stabilite´ maximale n’est pas optimale
au sens de l’optimalite´ que l’on a conside´re´ (erreur de ge´ne´ralisation minimale). Par
contre, cette solution posse`de de nombreux avantages, notamment, au niveau de la
stabilite´ de la classification vis-a`-vis de la corruption des exemples de l’ensemble
d’apprentissage par du bruit. Cette notion sera discute´e dans la deuxie`me partie de
la the`se.
La deuxie`me remarque que l’on peut faire sur ρopt(γ) est l’accord avec ρprof(γ)
pour les grandes valeurs de γ. Cet accord est de plus en plus important lorsque
la taille re´duite α augmente. Dans la limite d’ensembles d’apprentissage de taille
re´duite infinie, on retrouve d’ailleurs que les deux distributions sont identiques :
l’apprentissage est parfait et l’erreur de ge´ne´ralisation nulle.
La troisie`me remarque concerne la re´gion interme´diaire. Un maximum de la dis-
tribution ρopt(γ) est observe´. Il refle`te l’absence d’exemples pour de petites valeurs
de γ ; ces exemples se trouvent repousse´s a` des valeurs de γ plus grandes. Le maxi-
mum de la distribution est a` peu pre`s constant tandis que sa position tend vers
l’origine lorsque la taille re´duite diverge. Si on note γM la position de ce maximum,
on trouve γM ∼ 1.77/α pour les grandes valeurs de α. Cette valeur est a` comparer
avec la valeur de la stabilite´ maximale κmax ∼ 1.004/α de l’e´le`ve de stabilite´ maxi-
male. Le maximum de ρopt(γ) est plus e´loigne´ de l’origine que le pic δ(κmax− γ) de
ρSM(γ).
La conclusion que l’on peut tirer de ces caracte´ristiques ainsi que de la compa-
raison avec la distribution des stabilite´s de l’e´le`ve de stabilite´ maximale concerne
la position de l’e´le`ve optimal dans l’espace des versions. Cet espace des versions
est une partie connexe et convexe de l’espace des directions J (la sphe`re de rayon
1 de l’espace de dimension N). L’e´le`ve de stabilite´ maximale est situe´ a` l’inte´rieur
de l’espace des versions, le plus loin possible de la surface de l’espace des versions.
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Par contre, du fait de l’existence d’exemples a` une distance aussi faible que pos-
sible (meˆme si ceux-ci ont une probabilite´ extreˆmement faible), on peut conclure
que l’e´le`ve optimal se trouve a` la bordure de l’espace des versions. Le professeur est
situe´ sur la surface meˆme de l’espace des versions puisque la distribution ρprof(γ) est
finie pour γ = 0. Comme nous l’avons de´ja` dit, Watkin [124] a de´montre´ que l’e´le`ve
optimal e´tait l’isobarycentre de l’espace des versions. Il peut paraˆıtre contradic-
toire que l’e´le`ve optimal se trouve a` la bordure de l’espace des versions et qu’il soit
l’isobarycentre de cet espace. Il ne faut toutefois pas oublier que ces re´sultats sont
obtenus dans la limite thermodynamique, c’est-a`-dire, dans la limite d’un espace des
donne´es de dimension infinie. Dans ce cas, le poids de la surface est pre´ponde´rant
par rapport a` celui du volume. La distribution ρopt(γ) obtenue par des simulations
nume´riques a` des valeurs finies de N montrent l’existence d’une re´gion de faibles
stabilite´s totalement vide d’exemples. Cette re´gion disparaˆıt lorsque la dimension
N de l’espace des donne´es diverge.
2.7 Simulations nume´riques
Dans cette section nous allons pre´senter les re´sultats de simulations nume´riques
qui ont e´te´ effectue´es sur un simple ordinateur de travail du laboratoire ainsi que
sur la machine paralle`le T3D du centre de calcul du CEA Grenoble pour les plus
grands syste`mes.
Dans ces simulations, on choisit un professeur et on tire un ensemble d’apprentis-
sage constitue´ de P exemples et de leurs classes, donne´es par le professeur. On utilise
alors la fonction de couˆt (1.6) avec le potentiel optimal Vopt donne´ par (2.23) pour
de´terminer l’e´le`ve optimal qui minimise cette fonction de couˆt. Cette minimisation
est effectue´e par une descente de gradient.
Le but de ces simulations est double. Tout d’abord, il est inte´ressant de ve´rifier
la pertinence de la me´thode des re´pliques et des hypothe`ses effectue´es dans la limite
thermodynamique comme la syme´trie des re´pliques ou l’automoyennage de l’e´nergie
libre et des proprie´te´s d’apprentissage telles que Ropt(α) ou εg(α). Le deuxie`me
inte´reˆt de ces simulations est une e´tude plus syste´matique des effets dus a` la dimen-
sion finie de l’espace des donne´es. Ces effets ne sont pas accessibles aise´ment par la
me´thode des re´pliques et peuvent s’ave´rer essentiels dans les applications pratiques
ou` la taille de l’espace des donne´es est rarement supe´rieure a` 1000.
2.7.1 Description de l’algorithme utilise´
Plusieurs valeurs de la taille re´duite α de l’ensemble d’apprentissage ont e´te´
conside´re´es (α = 1,2,4,6,8,10 et 14). Pour chacune de ces valeurs, de 7 a` 10 valeurs
diffe´rentes de la dimension de l’espace des donne´es ont e´te´ conside´re´es. Les valeurs
de α et N e´tant fixe´es, le nombre d’exemples de l’ensemble d’apprentissage est
donne´ par P = αN .
La distribution des exemples, conside´re´e pour ces simulations, est diffe´rente de
celle pre´sente´e au paragraphe 2.1 (Eq.(2.1)). Nous avons conside´re´ les exemples
comme des vecteurs dont les composantes sont binaires (+1 ou −1 avec la meˆme
probabilite´ 1/2). Cette modification de la distribution des exemples n’affecte pas les
re´sultats obtenus dans la limite thermodynamique. En effet, les re´sultats analytiques
sont valables pour toutes les distributions des exemples telles que :
∫
ξi P (ξ)dξ = 〈ξi〉 = 0, (2.35)∫
ξiξj P (ξ)dξ = 〈ξiξj〉 = δij . (2.36)
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ou` ξi est la composante i de ξ et δij est le symbole de Kroneker qui vaut 0 si i 6= j
et 1 si i = j.
Meˆme si les re´sultats obtenus dans la limite thermodynamique sont les meˆmes
pour les distributions gaussienne et binaire, on peut s’attendre a` ce que les effets de
taille finie de´pendent du choix de la distribution. Nous avons choisi la distribution
qui nous paraissait la plus simple a` mettre en œuvre.
La direction privile´gie´e B qui est un vecteur unitaire de l’espace des donne´es a
e´te´ choisie ale´atoirement pour chaque ensemble d’apprentissage. Les valeurs de N et
P e´tant donne´es, la direction optimale a e´te´ de´termine´e pour un grand nombre d’en-
sembles d’apprentissage Lα diffe´rents afin d’obtenir les proprie´te´s moyennes de l’er-
reur de ge´ne´ralisation. Le nombre d’ensembles d’apprentissage M(N,P ) a e´te´ choisi
de telle fac¸on que les barres d’erreurs sur la moyenne de l’erreur de ge´ne´ralisation
soient a` peu pre`s identiques pour chaque couple (N,P ). Dans tous les cas analyse´s,
les barres d’erreurs sont infe´rieures a` 1%.







avec Liα l’ensemble d’apprentissage nume´ro i et :
εg(Lα) = 1
pi
arccos (B · J(Lα)) (2.38)
ou` J(Lα) est la direction qui minimise la fonction de couˆt optimale pour l’ensemble






(εg (Lα)− εg (α,N))2 . (2.39)
Les barres d’erreur de εg(α,N) sont estime´es a` σ(α,N)/
√
M .
L’hypothe`se d’automoyennage de l’erreur de ge´ne´ralisation εg(Lα) ou du pro-
duit scalaire R = B · J(Lα) est e´quivalente a` celle de l’inde´pendance de ces meˆmes
parame`tres vis-a`-vis de l’ensemble d’apprentissage Lα dans la limite thermodyna-
mique. Cette hypothe`se est ve´rifie´e si la variance σ(α,N) s’annule lorsque N → +∞.
Les barres d’erreur e´tant de´pendantes de cette variance, on s’attend a` ce que le
nombre d’ensembles d’apprentissage ne´cessaire pour que l’erreur soit infe´rieure a`
1% diminue lorsque N augmente. Dans la pratique, M(N,P ) est compris entre 500
pour les grandes valeurs de N et 20 000 pour les plus faibles.
Comme il a de´ja` e´te´ vu pre´ce´demment, la fonction de couˆt optimale est infinie
pour les directions J pour lesquelles l’erreur d’apprentissage est non nulle. Il faut
donc initialiser correctement la direction J(0) avant de commencer la minimisation
de la fonction de couˆt. Cette initialisation est effectue´e par l’interme´diaire d’un
algorithme appele´ Minimerror, qui a e´te´ de´veloppe´ dans notre laboratoire [100, 115].
Dans les cas d’ensembles d’apprentissage line´airement se´parables, cet algorithme
permet d’obtenir une direction J(0) pour laquelle l’erreur d’apprentissage est nulle.











Lorsque le parame`tre β diverge, cette fonction de couˆt se re´duit a` l’erreur d’appren-
tissage. Au cours de la minimisation, le parame`tre β est adapte´.
Revenons maintenant a` la descente de gradient de la fonction de couˆt optimale.
La direction J(k) obtenue a` l’ite´ration k est modifie´e de la fac¸on suivante :
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(τ (ξµ) ξµ · J(k)) τ (ξµ) ξµ, (2.42)
J(k + 1) =
J√
J · J . (2.43)
Comme pour toute descente de gradient, la direction de l’e´le`ve a` l’ite´ration k + 1
est de´duite de celle a` l’ite´ration k par le simple retrait d’un vecteur δJ (Eq.(2.42))
proportionnel a` la de´rive´e de la fonction de couˆt. Afin que la direction de l’e´le`ve
reste sur la sphe`re de rayon 1, on effectue une normalisation de celle-ci apre`s chaque
ite´ration (Eq.(2.43)). Lorsque la direction de l’e´le`ve s’approche de celle qui minimise
la fonction de couˆt, la de´rive´e de la fonction de couˆt s’annule. De la meˆme fac¸on,
δJ⊥, la partie de δJ perpendiculaire a` la direction J(k) :
δJ⊥ ≡ δJ− J(k) δJ · J(k) (2.44)
est un vecteur dont la norme s’annule. Le crite`re d’arreˆt de la minimisation, qui a
e´te´ choisi, est δJ⊥ · δJ⊥ ≤ 10−14.
Le parame`tre (k) controˆle la vitesse de convergence. Si ce parame`tre est trop
faible, le pas a` chaque ite´ration est faible et le temps de convergence est tre`s long.
Par contre, si ce parame`tre est trop grand, on observe des oscillations autour du
minimum et on peut ne jamais converger. Pour e´viter ces deux proble`mes et d’avoir
a` ajuster, pour chaque couple (N,P ), le parame`tre (k), nous avons adapte´ ce pa-
rame`tre au cours de la simulation. Pour cela, a` l’ite´ration k+1, nous avons calcule´
la fonction de couˆt pour trois valeurs diffe´rentes de  : 5(k),(k) et (k)/2. Le pa-
rame`tre (k + 1) est celui des trois qui produit la direction J(k + 1) pour laquelle
la fonction de couˆt est la plus faible. Cette adaptation a` chaque ite´ration a permis
d’acce´le´rer la convergence significativement et de ne pas avoir a` se pre´occuper de la
valeur initiale (0). Cette valeur initiale est e´gale a` 10−2 pour toutes les simulations.
2.7.2 Erreur de ge´ne´ralisation de l’e´le`ve optimal
Les simulations nume´riques nous ont permis de confirmer les re´sultats obtenus
par la me´thode des re´pliques, dans la limite thermodynamique, pour l’erreur de
ge´ne´ralisation optimale. Les carre´s de la figure 2.2 repre´sentent les extrapolations
line´aires en fonction de 1/N de l’erreur de ge´ne´ralisation moyenne εg(α,N) pour
toutes les valeurs de α simule´es. La figure 2.5 repre´sente εg(α,N) pour trois va-
leurs de la taille re´duite α (α = 8,10 et 14) et pour les valeurs de N conside´re´es.
Repre´sente´es en fonction de 1/N , ces moyennes s’extrapolent line´airement vers la
valeur the´orique pre´dite par la me´thode des re´pliques. La figure 2.5 ne repre´sente les
re´sultats des simulations que pour trois valeurs de α sur toutes celles e´tudie´es mais
les re´sultats sont similaires pour les valeurs non repre´sente´es. Ces extrapolations
line´aires de l’erreur de ge´ne´ralisation moyenne en fonction de 1/N permettent de
de´terminer les effets de la dimension finie de l’espace des donne´es. Les corrections
par rapport a` la valeur the´orique sont ne´gatives. Au premier ordre en 1/N , on peut
e´crire :
εg(α,N) = εg(α,+∞)− φ(α)
αN
. (2.45)
Le fait que les corrections soient ne´gatives n’est pas surprenant. En effet, les com-
posantes des exemples e´tant a` valeurs binaires, il existe 2N exemples diffe´rents pos-
sibles. Le nombre P d’exemples de l’ensemble d’apprentissage est αN . La fraction
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Fig. 2.5 – Erreur de ge´ne´ralisation moyenne pour α = 8,10 et 14 en fonction de
1/N . Les barres d’erreur sont infe´rieures a` la taille des symboles. Les symboles pleins
correspondent aux valeurs the´oriques. Les droites repre´sentent les extrapolations
line´aires des simulations nume´riques.
αN/2N des exemples utilise´s pour l’apprentissage est donc une fonction de´croissante
lorsque N augmente. Ceci peut expliquer les corrections ne´gatives. L’argument sui-
vant peut expliquer le fait que ces corrections sont en 1/N . Le professeur impose
que la fonction boole´enne que l’on cherche a` apprendre soit line´airement se´parable.
Or, les fonctions boole´ennes line´airement se´parables sont une petite fraction des 22
N
fonctions boole´ennes possibles. Le nombre des fonctions line´airement se´parables est
proportionnel a` 2N
2
, d’apre`s un calcul de Peretto [99]. Le nombre de bits ne´cessaire
pour spe´cifier une fonction boole´enne, sachant qu’elle est line´airement se´parable,
est donc proportionnel a` N2 et non pas a` 2N comme pour une fonction boole´enne
quelconque. La fraction entre le nombre d’exemples et le nombre de bits ne´cessaire
pour spe´cifier la fonction boole´eenne correspondante au professeur est alors propor-
tionnelle a` 1/N . Cet argument n’est plus valable pour des exemples qui seraient
distribue´s selon une gaussienne normale.
La diffe´rence entre les effets de taille finie entre une distribution des exemples
gaussienne et une distribution binaire est importante dans le cas de l’apprentissage
d’une fonction boole´enne quelconque. Les figures 2.6 repre´sentent les histogrammes
de la probabilite´ PLS(α,N) qu’un ensemble de taille re´duite α dont les classes sont
distribue´es ale´atoirement soit line´airement se´parable pour deux types de distribu-
tions (distributions gaussienne et binaire). Ces histogrammes ont e´te´ de´termine´s
par des simulations nume´riques. La probabilite´ PLS est repre´sente´e pour plusieurs
valeurs de la dimension de l’espace des donne´es (N = 4,10,20,40). Pour une dis-
tribution gaussienne des exemples, les courbes se croisent toutes a` α = 2 pour
une probabilite´ PLS = 1/2. Pour cette distribution, il a e´te´ ajoute´ aux simulations
nume´riques, les pre´dictions the´oriques faites par Cover [28]. La valeur α = 2 cor-
respond a` la capacite´ d’un perceptron simple de´termine´e par Cover [28] puis par
Gardner avec la me´thode des re´pliques [38, 39] dans la limite thermodynamique.
Pour la distribution binaire des exemples, les courbes ne se croisent pas toutes au
meˆme point. La valeur de la taille re´duite α(N) pour laquelle PLS = 1/2 montre
des corrections ne´gatives par rapport a` α(∞) = 2. On s’attend a` ce que les effets
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Fig. 2.6 – Histogrammes de la probabilite´ PLS qu’un ensemble d’apprentissage de
taille re´duite α dont les classes sont ale´atoires soit line´airement se´parable. La figure
de gauche correspond a` une distribution des exemples gaussienne et la figure de
droite a` une distribution binaire. Les histogrammes ont e´te´ obtenus par des simu-
lations nume´riques pour diverses dimensions de l’espace des donne´es. Dans le cas
de la distribution gaussienne, il a e´te´ ajoute´ les pre´dictions the´oriques obtenues par
Cover.
de taille finie diffe`rent aussi suivant la distribution des exemples pour le proble`me
supervise´ conside´re´ mais aucune simulation nume´rique avec une distribution gaus-
sienne n’ayant e´te´ faite, nous ne pouvons pas confirmer ce re´sultat.
La variance σ2(α,N), de´termine´e pour toutes les valeurs de α et N simule´es,
est repre´sente´e sur la figure 2.7. Cette variance s’annule proportionnellement a` 1/N
lorsque N → +∞ quelque soit la valeur de α. Dans cette limite, tous les ensembles
d’apprentissage produisent des e´le`ves ayant la meˆme erreur de ge´ne´ralisation, car la
variance de εg(α,N) s’annule. Ce comportement est celui attendu dans le cas d’un
automoyennage de l’erreur de ge´ne´ralisation. L’hypothe`se d’automoyennage utilise´e
pour de´terminer l’erreur de ge´ne´ralisation optimale par la me´thode des re´pliques
dans la limite thermodynamique est donc ve´rifie´e.
Afin de caracte´riser les corrections de taille finie de la variance σ(α,N), nous





Les deux fonctions φ et ψ, de´finies par (2.45) et (2.46) respectivement, sont
repre´sente´es en fonction de α sur la figure 2.8. Ces deux fonctions pre´sentent un
changement de comportement significatif pour une valeur proche de α = 2. La
fonction φ est croissante pour α < 2 puis devient pratiquement constante pour α >
2. Le changement de comportement pour la fonction ψ est encore plus significatif.
Celle-ci est croissante pour α < 2 puis de´croˆıt pour α > 2. Cette observation sur
le changement de comportement de ces deux fonctions reste inexplique´e. Toutefois,
il est inte´ressant de remarquer que cette valeur α = 2 n’est pas anodine. En effet,
elle correspond a` la taille re´duite maximale de l’ensemble d’apprentissage qu’il est
possible de se´parer line´airement lorsque le professeur correspond a` une fonction
boole´enne quelconque [38, 39, 40]. Cette taille re´duite maximale est appele´e capacite´
du classifieur line´aire. Il serait inte´ressant de savoir s’il existe un lien entre les effets
de taille finie de l’apprentissage d’une fonction boole´enne line´airement se´parable et
2.7. SIMULATIONS NUME´RIQUES 53
Fig. 2.7 – Variance de l’erreur de ge´ne´ralisation pour toutes les valeurs de α
simule´es (α = 1,2,4,6,8,10 et 14) en fonction de 1/N . Les barres d’erreur sont
infe´rieures a` la taille des symboles. Les droites repre´sentent les extrapolations
line´aires des simulations nume´riques.
la capacite´ du classifieur line´aire pouvant expliquer le changement de comportement
des fonctions φ et ψ a` cette valeur particulie`re α = 2.
2.7.3 Distribution des stabilite´s
Nous allons maintenant discuter des effets de taille finie sur la distribution des
stabilite´s des exemples de l’ensemble d’apprentissage.
La figure 2.9 repre´sente les histogrammes ρopt des distances des exemples de
l’ensemble d’apprentissage a` l’hyperplan se´parateur de l’e´le`ve et a` celui du profes-
seur pour N = 100 et α = 4. Les distributions the´oriques ρopt(γ) et ρprof(γ) sont
repre´sente´es en traits pleins. On observe un excellent accord entre les re´sultats des
simulations nume´riques et la pre´diction the´orique par la me´thode des re´pliques dans
la limite thermodynamique. Pour la dimension de l’espace des donne´es repre´sente´e
(N = 100), aucun effet de taille finie n’est visible a` l’e´chelle de la figure.
La figure 2.10 repre´sente les histogrammes des stabilite´s pour des valeurs plus
faibles de N (N = 20 et 65) pour une taille re´duite α = 6 de l’ensemble d’appren-
tissage. Pour comparer, nous avons aussi repre´sente´ les pre´dictions the´oriques des
distributions des stabilite´s de l’e´le`ve ρopt(γ) et des distances des exemples a` l’hyper-
plan se´parateur du professeur ρprof(γ). Aucun effet de taille finie n’e´tant visible pour
ρprof(γ), les histogrammes des distributions pour N fini n’ont pas e´te´ repre´sente´es
pour ne pas surcharger la figure. Diffe´rents effets de taille finie sont visibles pour
ρopt(γ) a` ces faibles valeurs de N . Le premier concerne une diminution ainsi qu’un
de´placement vers les valeurs plus importantes de γ du pic de la distribution des
stabilite´s. Aucun effet de taille finie n’est visible pour les tre`s grandes stabilite´s,
pour lesquelles ρopt(γ) co¨ıncide avec ρprof(γ). Pour les petites valeurs de stabilite´,
la re´gion ou` la distribution est ne´gligeable semble re´duite. Toutefois, il faut noter
que ρopt(γ) ne s’annule pas pour γ > 0 dans la limite thermodynamique. D’apre`s
les simulations nume´riques, pour les faibles valeurs de N , il existe une re´gion ou`
la distribution des stabilite´s est strictement nulle. Cette re´gion se re´duit lorsque N
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Fig. 2.8 – Fonctions φ(α) et ψ(α) correspondantes aux termes d’ordre 1/P des
corrections de taille finie de l’erreur de ge´ne´ralisation (fonction φ figure de gauche)
et de sa variance (fonction ψ figure de droite) pour les diffe´rentes valeurs de α
e´tudie´es (α = 1,2,4,6,8,10 et 14).
augmente pour disparaˆıtre a` la limite thermodynamique.
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Fig. 2.9 – Histogrammes des distributions des stabilite´s des exemples de l’ensemble
d’apprentissage (carre´s) et des distances des exemples a` l’hyperplan se´parateur du
professeur (croix) pour N = 100 et α = 4. Les courbes en trait plein correspondent
aux distributions the´oriques (N = +∞ et α = 4).
Fig. 2.10 – Histogrammes des distributions des stabilite´s des exemples de l’ensemble
d’apprentissage pour N = 20 (carre´s) et N = 65 (croix) avec α = 6. Les courbes
correspondent aux distributions the´oriques des stabilite´s (trait plein) et des distances
a` l’hyperplan du professeur (tirets) (N = +∞ et α = 6).




Dans ce chapitre, nous allons revenir a` un proble`me particulier d’apprentis-
sage non supervise´. Dans de nombreuses applications re´alistes, les exemples sont
distribue´s en plusieurs amas. Une fois encore, nous allons parler de la distribu-
tion des exemples lorsqu’il faudrait parler, rigoureusement, de densite´ de probabi-
lite´. De´terminer les parame`tres de la distribution des amas a` partir d’un ensemble
d’exemples est une taˆche souvent tre`s complexe. Ce proble`me a e´te´ pre´ce´demment
e´tudie´ par de nombreux auteurs : Barkai, Seung et Sompolinsky [10, 9], Biehl et
Mietzner [11, 12], Lootens et Van den Broeck [69], Marangi, Biehl et Solla [71],
Meir [76], Rose, Gurewitz et Fox [103], Watkin et Nadal [125], etc. Nous nous
sommes restreint, comme bon nombre de ces auteurs, au proble`me de deux amas [22,
23, 47]. Les re´sultats obtenus et, notamment, les effets des syme´tries de la distribu-
tion des exemples sur les performances de l’apprentissage peuvent sans aucun doute
se ge´ne´raliser aux cas ou` le nombre d’amas est plus important.
Pour le proble`me a` deux amas, nous avons montre´ qu’il existe trois phases d’ap-
prentissage, ge´ne´ralement bien distinctes, en fonction de la quantite´ d’exemples
disponibles. La plupart de ces phases sont se´pare´es par des transitions du premier
et du second ordre de la performance de l’apprentissage optimal. Nous verrons que
ces re´sultats soule`vent une controverse sur les performances optimales qu’il n’a pas
encore e´te´ possible de re´soudre.
3.1 Pre´sentation du proble`me
Nous allons supposer que nous disposons d’un ensemble d’apprentissage Lα,
constitue´ de P points d’un espace de donne´es de dimension N :
Lα = {ξµ}µ=1,··· ,P . (3.1)
Ces points sont distribue´s inde´pendamment les uns des autres selon une distribu-
tion posse´dant deux maxima. Le nuage des points de l’ensemble d’apprentissage
se re´partit selon deux amas centre´s aux maxima de la distribution. Nous allons
conside´rer les deux amas place´s de manie`re syme´trique par rapport a` l’origine. Il
apparaˆıt alors naturellement une direction privile´gie´e qui est la direction passant
par les centres de ces amas. La distribution des exemples selon les directions per-
pendiculaires a` la direction privile´gie´e sera suppose´e eˆtre une gaussienne normale.
La distribution selon la direction privile´gie´e sera repre´sente´e, quant a` elle, par la
superposition de deux gaussiennes. Une telle distribution s’e´crit sous la forme (1.2)
introduite au premier chapitre, qu’on re´e´crit ici :











































Les parame`tres ρ et σ caracte´risent la distribution selon la direction privile´gie´e.
Ces deux parame`tres seront suppose´s connus. ρ refle`te l’e´cartement des deux amas
et σ la largeur de chaque gaussienne. La distribution des exemples (3.2) avec une
perturbation de´finie par (3.4) est une ge´ne´ralisation de celle e´tudie´e par Biehl et
Mietzner [11, 12] et par Watkin et Nadal [125] a` des valeurs quelconques de σ. Ces
auteurs avaient limite´ leur e´tude a` σ = 1. Le fait que la variance σ des gaussiennes
dans la direction privile´gie´e puisse eˆtre diffe´rente de celle des gaussiennes dans les
autres directions est essentiel pour obtenir des transitions de phases du premier
ordre de la performance de l’apprentissage optimal. Ayant suppose´ identiques les
poids des deux amas de la distribution des exemples, les directions B et −B sont
e´quivalentes. Nous verrons que cette syme´trie de la distribution a des conse´quences
importantes sur la performance optimale de l’apprentissage.
Les parame`tres ρ et σ e´tant suppose´s connus, la de´tection des amas se re´duit
a` la de´termination de la direction privile´gie´e B. Le proble`me d’apprentissage non
supervise´ que nous venons de pre´senter est donc un cas particulier de celui pre´sente´
au premier chapitre. L’apprentissage consiste a` trouver une direction J∗ aussi proche
que possible de la direction privile´gie´e B. La performance de cet apprentissage
est caracte´rise´e par R = B · J∗. Les re´sultats du premier chapitre permettent de
trouver la valeur optimale de ce parame`tre dans la limite thermodynamique (N →
+∞ et P → +∞ avec α = P/N) en fonction de la taille re´duite α de l’ensemble
d’apprentissage. Suivant la formulation ge´ne´rale du Chapitre 1, il est possible de
de´terminer le potentiel optimal qui permet de de´terminer la direction optimale par
minimisation de la fonction de couˆt correspondante.
En particulier, l’introduction de V ∗(λ) de´duit a` partir de (3.4), dans (1.65),




























La fonction G ne co¨ıncide pas avec la fonction g(y) (1.61) introduite au premier
chapitre. L’inversion de l’e´quation (3.5) permet d’obtenir la courbe d’apprentissage
3.2. COURBES D’APPRENTISSAGE OPTIMAL 59
optimal Ropt(α) pour un couple de parame`tres (ρ,σ) donne´. Le potentiel optimal
est de´termine´ a` partir de l’e´quation suivante :




avec λ(y) de´finie par :




L’inversion de la fonction λ(y) et l’e´quation (3.10) permettent de calculer le potentiel
optimal Vopt(λ) qui de´pend du couple (ρ,σ) mais aussi de la taille re´duite α de
l’ensemble d’apprentissage.
3.2 Courbes d’apprentissage optimal
Nous allons discuter, dans cette section, les diffe´rents types de courbes d’ap-
prentissage optimal que l’on peut obtenir en fonction des parame`tres ρ et σ.
Avant de commencer, nous allons rappeler le comportement de la courbe d’ap-
prentissage optimal pour les faibles valeurs de Ropt dans le cas tre`s ge´ne´ral propose´
par Reimann et Van den Broeck [101, 120]. Pour cela, il est possible d’effectuer un
de´veloppement limite´ de l’e´quation (1.65) autour de Ropt = 0. Ce de´veloppement
fait intervenir les diffe´rents moments de la distribution des exemples (1.3) ou (3.3)
selon la direction privile´gie´e B :
〈λn〉 =
∫
Dλλn exp (−V ∗(λ)) . (3.12)




Il est inte´ressant de remarquer que Ropt croˆıt alors de`s α = 0. De plus, une simple
moyenne des exemples de l’ensemble d’apprentissage est une estimation quasi-
optimale de la direction privile´gie´e. Cette re`gle d’apprentissage, appele´e la re`gle

















(P − 1)〈λ〉2 + (N − 1 + 〈λ2〉)) (3.15)
en remplac¸ant les produits scalaires entre les exemples par leurs moyennes. Dans
la limite thermodynamique et pour les ensembles d’apprentissage de faible taille
re´duite (α  1), la constante de normalisation se re´duit a` C ' √α. Le produit
scalaire entre la direction J∗ et la direction privile´gie´e B est alors :
R = J∗ ·B ' 〈λ〉√α. (3.16)
Dans le cas ou` 〈λ〉 = 0, la re`gle de Hebb n’est alors plus efficace. Contrairement
au cas pre´ce´dent, le produit scalaire entre les exemples et la direction privile´gie´e
est une variable ale´atoire de moyenne nulle. L’apprentissage est plus difficile dans
ce cas. On observe ce que l’on appelle un retard a` l’apprentissage [125]. La valeur
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optimale Ropt est nulle pour les tailles re´duites α < α0 et non nulle au dessus de α0.
Le de´veloppement limite´ de l’e´quation (1.65) autour de Ropt = 0 permet de pre´dire





pour α > αc avec αc = (1 − 〈λ2〉)−2. Cette valeur seuil αc ne correspond pas
ne´cessairement a` α0, la taille re´duite a` partir de laquelle Ropt > 0. En effet, nous
le verrons par la suite une transition du premier ordre de la courbe d’apprentissage
optimal peut exister pour α1 < αc. Dans ce cas, α0 = α1 et non pas αc.
Il est inte´ressant de remarquer que si les deux premiers moments de la distri-
bution des exemples dans la direction privile´gie´e sont identiques a` ceux dans les
directions perpendiculaires, c’est-a`-dire, 〈λ〉 = 0 et 〈λ2〉 = 1, non seulement il y
a retard a` l’apprentissage mais αc = +∞. Toutefois, une distribution n’est pas
de´termine´e uniquement par ses deux premiers moments. Une distribution, dont les
deux premiers moments sont identiques a` ceux d’une gaussienne normale, n’est pas
ne´cessairement une gaussienne normale. Pour de telles distributions, la performance
optimale Ropt(α) ne peut croˆıtre continuement puisque αc = +∞. Cette remarque,
qui nous a fait penser a` l’existence possible de transitions du premier ordre pour
certaines distributions des exemples, a motive´ l’e´tude pre´sente´e dans ce chapitre.
Le cas particulier de la distribution des exemples (3.2), forme´e de deux gaus-
siennes dans la direction privile´gie´e, est un exemple de distribution ou` le phe´nome`ne
de´crit pre´ce´demment se produit. Il faut pour cela conside´rer des largeurs σ des gaus-
siennes dans la direction privile´gie´e diffe´rentes de celle dans les autres directions.
Les deux premiers moments sont alors :
〈λ〉 = 0, (3.18)
〈λ2〉 = ρ2 + σ2. (3.19)
Dans les e´tudes pre´ce´dentes, mentionne´es au de´but du chapitre, les auteurs
ont ge´ne´ralement conside´re´ σ = 1, ce qui restreint la famille des distributions des
exemples a` celles pour lesquelles il n’y a pas de transition du premier ordre.
Dans le plan des parame`tres (ρ,σ), la ligne ρ2+σ2 = 1 correspond a` un retard a`
l’apprentissage pour lequel αc = +∞. Pour ces valeurs de parame`tres, on s’attend
a` l’existence d’une transition du premier ordre entre Ropt = 0 pour α < α1 et
Ropt > 0 pour α ≥ α1 avec α1 fini, donc une discontinuite´ de Ropt en α1. En fait, il
est possible de de´couper le plan (ρ,σ) en plusieurs re´gions correspondantes chacune
a` un type particulier de courbe d’apprentissage optimal Ropt(α).
Tout d’abord, il existe une re´gion de ce plan (ρ,σ) ou` se produit le comporte-
ment habituel pre´ce´demment obtenu par d’autres auteurs [11, 12, 125]. La courbe
d’apprentissage optimal Ropt montre une transition du second ordre a` αc entre une
re´gion de retard a` l’apprentissage (Ropt = 0) et une re´gion ou` Ropt croˆıt continue-
ment a` partir de 0. Un exemple de ce comportement est repre´sente´ sur la figure 3.1.
Cette figure correspond a` la courbe d’apprentissage optimal pour les parame`tres
ρ = 1.4 et σ = 0.5.
Pour des valeurs des parame`tres (ρ,σ) un peu plus proches de la ligne ρ2+σ2 = 1,
la courbe d’apprentissage optimal n’est plus une courbe univalue´e pour toute valeur
de α. Il apparaˆıt, en effet, une plage de valeurs de la taille re´duite α pour lesquelles
il existe trois solutions diffe´rentes a` l’e´quation (3.5). La figure 3.2 repre´sente la
courbe d’apprentissage optimal pour les parame`tres ρ = 1.2 et σ = 0.5. Cette
courbe pre´sente une transition du second ordre a` αc = 2.10 similaire a` celle du
cas pre´ce´dent. Ropt croˆıt continuˆement de αc jusqu’a` α1. A` partir de α1, l’e´quation
(3.5) posse`de deux nouvelles branches de solutions pour Ropt, supe´rieures a` celle
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Fig. 3.1 – Courbe d’apprentissage optimal Ropt(α) pour ρ = 1.4 et σ = 0.5.
Cette courbe montre une transition du second ordre entre une phase de retard a`
l’apprentissage (Ropt = 0) et une phase pour laquelle Ropt croˆıt continuement a`
partir de 0. La taille re´duite αc de l’ensemble d’apprentissage a` la transition est
αc = 0.68.
de´ja` existante. L’une de ces nouvelles branches est une branche de pente ne´gative
et donc instable par rapport a` une brisure de syme´trie des re´pliques, d’apre`s l’e´tude
de stabilite´ locale pre´sente´e au paragraphe 1.6 du premier chapitre. Les deux autres
branches e´tant croissantes, il reste deux solutions (localement) stables possibles pour
Ropt. L’apprentissage optimal consistant a` trouver la valeur maximale de R pour une
taille re´duite α donne´e, il convient de se´lectionner la branche supe´rieure. Il apparaˆıt
alors un saut dans la courbe d’apprentissage optimal a` α1, de Ropt ' 0.40 a` Ropt '
0.76. Ceci correspond a` une transition du premier ordre. L’approche bayesienne de
l’apprentissage, suppose´ optimal, pre´dit une transition du premier ordre a` αG >
α1. Cette contradiction entre l’approche variationnelle de l’apprentissage optimal
pre´sente´e au premier chapitre et l’approche bayesienne sera discute´e dans la section
suivante.
Dans le plan (ρ,σ), les lignes qui se´parent les deux re´gions que nous venons de
de´crire (dans l’une Ropt(α) est continu, dans l’autre Ropt(α) posse`de une transition
du premier ordre entre deux valeurs de Ropt finies), correspondent aux parame`tres
(ρ,σ) pour lesquels la courbe d’apprentissage optimal posse`de une tangente verticale
a` α1. Une expression analytique simple pour ces deux lignes, l’une correspondant a`
des distributions avec 〈λ2〉 > 1 et l’autre a` 〈λ2〉 < 1, n’a pas pu eˆtre de´termine´e.
De meˆme, contrairement a` la position de la transition du second ordre situe´e a`
αc =
(
1− 〈λ2〉)−2, il n’existe pas d’expression analytique simple pour la position
α1 de la transition du premier ordre.
Lorsque les parame`tres (ρ,σ) se rapprochent encore de la ligne ρ2 + σ2 = 1, la
taille re´duite α1 devient plus faible que αc. La transition du second ordre disparaˆıt,
masque´e par la transition du premier ordre. La figure 3.3 repre´sente la courbe
d’apprentissage optimal pour les parame`tres ρ = 1.1 et σ = 0.5. La ligne ρ2+σ2 = 1
est contenue dans cette re´gion puisque αc = +∞ sur cette ligne. Dans le plan (ρ,σ),
les deux lignes se´parant cette re´gion des re´gions pre´ce´dentes sont de´termine´es par
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Fig. 3.2 – Courbe d’apprentissage optimal Ropt(α) pour ρ = 1.2 et σ = 0.5 (trait
plein). Cette courbe montre une transition du second ordre puis une transition du
premier ordre entre Ropt ' 0.40 et Ropt ' 0.76. La premie`re transition se produit
a` αc = 2.10 et la deuxie`me a` α1 = 2.49. A` partir de α1, il existe trois solutions
possibles pour Ropt. Une des solutions correspond a` une solution instable (pointille´s)
et les deux autres sont stables. La solution optimale correspond a` la solution stable de
plus grand Ropt (trait plein), l’autre solution stable est repre´sente´e avec des tirets.
La valeur αG = 2.52 correspond a` la position de la transition du premier ordre
pre´dite par l’approche bayesienne de l’apprentissage.
la condition α1 = αc. Une fois encore, aucune expression analytique simple n’a pu
eˆtre obtenue pour ces lignes.
Suivant le couple de parame`tres (ρ,σ) conside´re´, il existe donc trois types de
courbes d’apprentissage optimal diffe´rentes. Les re´gions de l’espace des parame`tres
correspondantes a` ces trois types de courbes sont repre´sente´es sur la figure 3.4. Les
lignes se´paratrices ont e´te´ de´termine´es nume´riquement.
Dans la re´gion contenant la ligne ρ2 + σ2 = 1 (repre´sente´e en gris clair sur la
figure), la courbe d’apprentissage optimal posse`de une transition du premier ordre
uniquement ou` l’on passe de Ropt = 0 a` une valeur de Ropt finie. De`s que la taille
re´duite de l’ensemble d’apprentissage de´passe α1, la direction apprise est proche de
la direction privile´gie´e B que l’on veut de´terminer. La transition du second ordre
qui apparaˆıt lorsque la strate´gie d’apprentissage n’utilise que des informations sur
le second moment de la distribution des exemples, est masque´e par la transition du
premier ordre qui la pre´ce`de (α1 < αc). La ligne ρ2 + σ2 = 1 est au centre de cette
re´gion. Ceci est cohe´rent avec le fait que sur cette ligne, la transition du second
ordre ne peut pas avoir lieu puisque αc = +∞.
De chaque cote´ de cette re´gion se situe une re´gion ou` la transition du second
ordre a` αc est suivie par une transition du premier ordre a` α1 entre deux valeurs
finies de Ropt. Cette re´gion est repre´sente´e en gris fonce´ sur la figure.
Enfin, la plus grande re´gion des parame`tres (re´gion blanche) correspond a` une
courbe d’apprentissage optimal posse´dant uniquement une transition du second
ordre, c’est-a`-dire, avec le retard a` l’apprentissage habituel observe´ par Biehl et
Mietzner [11, 12] et Watkin et Nadal [125] sur la ligne σ = 1.
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Fig. 3.3 – Courbe d’apprentissage optimal Ropt(α) pour ρ = 1.1 et σ = 0.5 (trait
plein). Cette courbe montre uniquement une transition du premier ordre, a` α1 =
3.79. A` partir de α1, il existe trois solutions possibles pour Ropt. Une des solutions
correspond a` une solution instable (pointille´s) et les deux autres sont stables. La
solution optimale correspond a` la solution stable de plus grand Ropt (trait plein),
l’autre solution stable est repre´sente´e avec des tirets. La transition du premier ordre,
pre´dite par l’approche bayesienne, est a` αG = 4.07. La transition du second ordre a`
αc = 4.73 est masque´e par la transition du premier ordre.
Les re´gions marque´es par un S seront discute´es par la suite lors de l’e´tude de
l’e´volution de la forme du potentiel optimal en fonction de α pour des parame`tres
(ρ,σ) donne´s.
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Fig. 3.4 – Re´gions des diverses courbes d’apprentissage optimal rencontre´es pour
le proble`me de la double gaussienne en fonction des parame`tres ρ et σ. La re´gion
gris clair correspond aux parame`tres pour lesquels la courbe d’apprentissage opti-
mal posse`de une transition du premier ordre, la re´gion en gris fonce´ correspond
a` l’existence d’une transition du second ordre puis d’une transition du premier
ordre. Enfin, la re´gion blanche correspond a` l’existence d’une transition du second
ordre. La ligne pointille´e repre´sente la ligne ρ2 + σ2 = 1. Les deux lignes en tirets
se´parent les re´gions marque´es d’un S pour lesquelles le potentiel optimal posse`de un
unique extrema pour toutes les valeurs de α. Les trois carre´s correspondent aux pa-
rame`tres des courbes d’apprentissage optimal repre´sente´es sur les figures pre´ce´dentes
((ρ,σ) = (1.4,0.5),(1.2,0.5) et (1.1,0.5) de haut en bas).
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3.3 Approche bayesienne
J’ai pre´sente´ jusqu’ici une approche variationnelle de l’apprentissage optimal
pour obtenir le potentiel optimal ainsi que les performances optimales repre´sente´es
par la fonction Ropt(α). Je vais maintenant pre´senter une autre approche appele´e
bayesienne qui permet aussi un apprentissage optimal. Ces deux approches abou-
tissent a` la meˆme e´quation (1.65) de´finissant Ropt. Elles paraissent donc satisfai-
santes et cohe´rentes. C’est, en effet, le cas pour toutes les applications pre´ce´demment
e´tudie´es, comme par exemple, l’apprentissage supervise´ du deuxie`me chapitre. Dans
ces cas, l’e´quation (1.65) est inversible et les deux approches co¨ıncident. Il n’existe
qu’une seule solution possible Ropt(α) pour une valeur donne´e de α. Nous avons mis
en e´vidence, dans le cas de la double gaussienne de la section pre´ce´dente, qu’il y
a une large re´gion de parame`tres (ρ,σ) pour lesquels plusieurs solutions diffe´rentes
de Ropt existent, pour une meˆme valeur de α. Dans ce cas, les deux approches
diffe`rent. La transition du premier ordre qui re´sulte de l’existence de ces solutions
multiples est pre´dite a` des valeurs diffe´rentes de la taille re´duite α suivant l’approche
conside´re´e.
3.3.1 Apprentissage de Gibbs
Nous allons tout d’abord de´velopper l’approche bayesienne. Cette approche est
base´e sur la re`gle de Bayes [32, 14]. Celle-ci relie la probabilite´ de Y e´tant donne´ X
note´e P (Y|X ) connaissant la probabilite´ de X e´tant donne´ Y :
P (Y|X ) = P (X|Y)P (Y)
P (X ) . (3.20)
La forme fonctionnelle de la probabilite´ d’obtenir un ensemble d’apprentissage
Lα a` partir d’une direction J est connue. En effet, nous avons suppose´ les exemples
ξµ distribue´s inde´pendamment les uns des autres et la perturbation V ∗, introduite
au premier chapitre, connue. L’algorithme de Gibbs est base´ sur la connaissance de





ou` P (ξµ|J) est donne´e par l’e´quation (1.2) introduite au premier chapitre avec J a`
la place de B.
Dans le cas de l’apprentissage de la direction privile´gie´e B a` partir de l’ensemble
d’apprentissage Lα(B), nous indiquerons explicitement, lorsqu’il est ne´cessaire pour
la compre´hension, la de´pendance de l’ensemble d’apprentissage vis-a`-vis de B, la
direction a` partir de laquelle il a e´te´ obtenu. En statistique, P (Lα(B)|J), ou` la forme
fonctionnelle (3.21) est conside´re´e pour l’ensemble d’apprentissage particulier Lα(B)
disponible pour l’apprentissage, s’appelle la vraisemblance de J [32]. L’apprentissage
de Gibbs consiste a` utiliser cette vraisemblance ainsi que la re`gle de Bayes pour en
de´duire une distribution sur les directions J :
PG(J|Lα(B)) = P (Lα(B)|J)PG(J)
PG(Lα(B)) . (3.22)
Nous supposerons la distribution PG(J), dite probabilite´ a priori de J, uniforme sur
la sphe`re de rayon 1 :
PG(J) = δ (J · J− 1) . (3.23)
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C’est la meˆme hypothe`se qui avait de´ja` e´te´ utilise´e pour l’approche variationnelle
(cf. Eq.(1.9)). Elle correspond a` supposer que la direction privile´gie´e B, a` partir de
laquelle l’ensemble d’apprentissage a e´te´ tire´, peut eˆtre n’importe quelle direction
de manie`re e´quiprobable, et traduit notre ignorance sur cette direction. PG(Lα(B))
permet la normalisation de la distribution PG(J|Lα(B)). Elle n’est donc rien d’autre
que l’inte´grale sur toutes les directions J possibles de P (Lα(B)|J)PG(J) :
PG(Lα(B)) =
∫
P (Lα(B)|J)PG(J) dJ. (3.24)
Comme il a de´ja` e´te´ vu au premier chapitre, choisir une direction J∗ de manie`re
ale´atoire selon la distribution (3.22) correspond a` l’apprentissage de Gibbs. Les
proprie´te´s d’apprentissage correspondantes sont donne´es par PG(Lα(B)). Plus par-
ticulie`rement, dans la limite thermodynamique, le logarithme de PG(Lα(B)) est
suppose´ inde´pendant de l’ensemble d’apprentissage, ou autrement dit, automoyen-
nant. Par comparaison avec (1.8), ce logarithme peut eˆtre conside´re´ comme (l’op-
pose´ de) l’e´nergie libre FG d’un syste`me a` tempe´rature T = 1 et dont l’e´nergie
n’est autre que la fonction de couˆt (1.6) introduite au premier chapitre, avec pour




V ∗(J · ξµ). (3.25)
La me´thode des re´pliques est utilise´e pour calculer la moyenne de l’e´nergie libre
FG sur tous les ensembles d’apprentissage possibles obtenus a` partir de la direction
privile´gie´e B et de meˆme taille re´duite α = P/N :
FG = −
∫



















Il est inte´ressant de noter que l’inte´grale sur les ensembles d’apprentissage s’ef-
fectue avec la distribution P (Lα|B) pour tenir compte du fait que l’ensemble d’ap-
prentissage est obtenu a` partir de la direction privile´gie´e B.
Lors du calcul de la moyenne de l’e´nergie libre FG, l’hypothe`se de syme´trie des
re´pliques permet de re´duire le nombre de parame`tres d’ordre a` deux : le produit
scalaire q = Ja · Jb entre deux directions Ja et Jb et le produit scalaire R = Ja ·B
entre une direction Ja et la direction privile´gie´e B. La syme´trie, qui existe entre
les directions Ja et la direction privile´gie´e B dans l’inte´grant de (3.27), entraˆıne
l’e´galite´ des deux parame`tres d’ordre : qG = RG. Le parame`tre RG(α) ainsi obtenu
caracte´rise les proprie´te´s de l’apprentissage de Gibbs de la meˆme fac¸on que Ropt(α)
caracte´rise celles de l’apprentissage optimal. Il est possible de montrer que RG
satisfait la meˆme e´quation (1.65) que R2opt [101].
3.3.2 Performance de l’estimateur bayesien
Il est possible d’augmenter les performances de l’apprentissage de Gibbs si on
conside`re non plus une direction choisie avec la distribution (3.22) mais la moyenne
de ces directions qui sera appele´e l’estimateur bayesien :




C est une constante de normalisation qu’il faut introduire parce que la moyenne
des directions J n’est pas norme´e a` un. L’estimateur bayesien de´pend de l’ensemble
d’apprentissage Lα(B) donne´ pour l’apprentissage. La performance de cet estima-
teur bayesien est donne´e par :
RB(Lα) ≡ JB(Lα) ·B = C
∫
PG(J|Lα(B))J ·B dJ. (3.30)
En remplac¸ant, dans l’inte´grale (3.30), le produit scalaire J ·B entre une direction
J donne´e par (3.22) et la direction privile´gie´e B par sa valeur typique RG, dans la
limite thermodynamique, on obtient RB = CRG. Dans cette limite, la performance
RB(Lα) est suppose´e inde´pendante de l’ensemble d’apprentissage, de meˆme que RG
et qG. C’est ce que l’on a de´ja` appele´ pre´ce´demment la proprie´te´ d’automoyennage.
La constante de normalisation C est de´termine´e par :
1 = C2
∫∫
PG(J1|Lα)PG(J2|Lα)J1 · J2 dJ1 dJ2 = C2qG, (3.31)
ou` on a remplace´ le produit scalaire J1 · J2 par sa valeur typique qG dans la limite
thermodynamique. On en de´duit que le produit scalaire entre l’estimateur bayesien
JB et la direction privile´gie´e B satisfait RB = RG/
√
qG qui, compte tenu que




Puisque RG satisfait la meˆme e´quation (1.65) que R2opt, on est tente´ de de´duire que
RB = Ropt et que RB est optimal. Comme nous le verrons par la suite ceci peut
poser un proble`me lorsque l’e´quation satisfaite par Ropt admet plusieurs solutions
pour une meˆme valeur de α, ce qui arrive au voisinage des transitions du premier
ordre que nous avons de´crites au paragraphe 3.2.
La question qui se pose est la suivante : pourquoi l’estimateur bayesien est opti-
mal?
La re´ponse a` cette question a e´te´ donne´e par Watkin [124, 125] et pre´cise´e par
Reimann et Van den Broeck [101] dans le cas ge´ne´ral. Il suffit pour cela d’introduire
la notion suivante de qualite´ de l’apprentissage :
Q(J∗(Lα)) ≡
∫
PG(J|Lα)h(J · J∗(Lα)) dJ (3.33)
avec J∗(Lα) la direction obtenue par un algorithme donne´ a` partir de l’ensemble
d’apprentissage Lα(B) et h(x) une fonction strictement croissante sur [−1,1]. Cette
qualite´ de l’apprentissage n’est en rien relie´e a` la performance R∗(Lα) ≡ B ·J∗(Lα)
de l’algorithme conside´re´.
Dans le cas qui nous inte´resse, un choix naturel pour la fonction h(x) est
h(x) = |x|. La valeur absolue est rendue indispensable a` cause de la syme´trie qu’il
existe entre les directions B et −B. La fonction h(x) est donc strictement croissante
uniquement sur l’intervalle [0,1]. Cette restriction supple´mentaire n’est pas essen-
tielle. Pour s’en convaincre, il suffit de penser au proble`me similaire du syste`me
d’Ising sous champ magne´tique nul en dimension supe´rieure ou e´gale a` 2. Il existe
pour ce proble`me une syme´trie entre les spins +1 et les spins −1. Si la moyenne
thermodynamique est effectue´e sous champ magne´tique nul, l’aimantation est nulle
quelque soit la tempe´rature du fait de cette syme´trie. Par contre, si l’on effectue
la moyenne thermodynamique en supposant qu’il existe un champ magne´tique non
nul qui privile´gie une direction par rapport a` l’autre et que l’on prend la limite de
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champ nul apre`s la limite thermodynamique, alors l’aimantation est non nulle pour
les tempe´ratures infe´rieures a` une tempe´rature critique Tc. Dans notre cas, il est
possible de briser faiblement la syme´trie entre B et −B en supposant par exemple
que le poids de chaque amas n’est pas 1/2 mais 1/2 +  et 1/2−  respectivement.
 joue alors le roˆle du faible champ magne´tique. Il suffit alors d’effectuer la limite
thermodynamique avant la limite  → 0 pour retrouver des re´sultats cohe´rents.
De meˆme que pour le syste`me d’Ising, cette syme´trie e´tant connue, il est inutile de
conside´rer la brisure de syme´trie repre´sente´e par . Il suffit de limiter la recherche des
solutions RG dans l’intervalle [0,1] et non [−1,1] comme on se limite a` la recherche
d’une aimantation positive uniquement pour le syste`me d’Ising. Par la suite, on
supposera, de meˆme, que tous les produits scalaires entre directions J sont positifs
et l’on oubliera la valeur absolue pour h(x).
Il est assez facile de montrer que la qualite´ (3.33) est maximale pour l’estima-
teur bayesien JB(Lα). Conside´rons la direction J∗(Lα), obtenue par un algorithme
d’apprentissage donne´, a` partir de l’ensemble d’apprentissage Lα(B). D’apre`s la
de´finition de JB et en utilisant l’e´quation (3.29) :
Q(JB(Lα))−Q(J∗(Lα)) =
∫
PG(J|Lα) (JB · J− J∗ · J) dJ, (3.34)
= C−1 (JB − J∗) · JB. (3.35)
Comme les directions JB et J∗ sont norme´es a` un : JB · JB = 1 et R = JB · J∗ ≤ 1.
De cela, on de´duit l’ine´galite´ suivante :
Q(JB(Lα))−Q(J∗(Lα)) = C−1(1−R) ≥ 0. (3.36)
La qualite´ Q(JB(Lα)) est donc supe´rieure a` celle correspondante a` la direction
obtenue par n’importe quel algorithme a` partir de Lα. Toutefois, comme nous l’avons
de´ja` dit, la qualite´ ne correspond pas a` la performance de l’algorithme.
Les performances RB(Lα), de l’estimateur bayesien, et R∗(Lα), de l’algorithme
ayant donne´ J∗(Lα), sont ge´ne´ralement moyenne´es sur tous les ensembles d’appren-
tissage Lα possibles tire´s a` partir de B :
RB(B) ≡
∫
P (Lα|B)B · JB dLα, (3.37)
R∗(B) ≡
∫
P (Lα|B)B · J∗ dLα. (3.38)
Ces performances moyennes de´pendent a priori de la direction privile´gie´e B.
Nous allons maintenant montrer a` partir de l’ine´galite´ (3.36) que RB(B) ≥
R∗(B). Nous allons pour cela inte´grer l’ine´galite´ (3.36) sur tous les ensembles d’ap-
prentissage possibles Lα avec la distribution PG(Lα) (3.24) :∫
(Q(JB(Lα))−Q(J∗(Lα)))PG(Lα) dLα ≥ 0. (3.39)
En effectuant cette inte´gration sur tous les ensembles d’apprentissage possibles avec
la distribution (3.24), on oublie le fait que l’ensemble d’apprentissage Lα disponible
pour l’apprentissage a e´te´ tire´ a` partir de la direction privile´gie´e B. En conse´quence,
on ne peut pas directement en de´duire des re´sultats sur les performances moyennes
RB(B) et R∗(B) qui sont des moyennes sur tous les ensembles d’apprentissage avec
la distribution P (Lα|B) et non pas PG(Lα).
En remplac¸ant la qualite´Q par son expression (3.33) avec h(x) = x et en utilisant
la re`gle de Bayes (3.24) pour remplacer PG(J|Lα)PG(Lα) par P (Lα|J)PG(J), on





dJ (J · JB − J · J∗)P (Lα|J)PG(J) ≥ 0. (3.40)
Il suffit maintenant d’inverser les inte´grales sur les ensembles d’apprentissage Lα et
sur les directions J pour reconnaˆıtre les performances moyennes :
∫
dLαP (Lα|J)J · JB = RB(J), (3.41)∫
dLαP (Lα|J)J · J∗ = R∗(J). (3.42)




) ≥ 0, (3.43)
avec R∗(J), la performance moyenne de l’algorithme conside´re´ et RB(J), la perfor-
mance moyenne de l’estimateur bayesien pour un apprentissage dont la direction
privile´gie´e n’est pas B mais J.
Dans la limite thermodynamique, en supposant que les performances moyennes
RB(J) et R∗(J) sont inde´pendantes de la direction J alors on obtient l’ine´galite´
R∗ ≤ RB. Cette hypothe`se d’inde´pendance des performances moyennes vis-a`-vis de
la direction privile´gie´e est due au fait que le probabilite´ a priori PG(J) est cohe´rente
avec la direction privile´gie´e.
On vient de de´montrer l’optimalite´ de la performance moyenne de l’estimateur
bayesien. Toutefois, dans la pratique, nous avons acce`s uniquement a` la performance
pour un ensemble d’apprentissage Lα donne´. En supposant la performance RB(Lα)
de l’estimateur bayesien et celle R∗(Lα) de l’algorithme conside´re´ automoyennantes
dans la limite thermodynamique, alors, de l’ine´galite´ sur les performances moyennes,
on en de´duit :
R∗(Lα) ≤ RB(Lα). (3.44)
En re´sume´, l’optimalite´ de la performance de l’approche bayesienne a e´te´ obtenue
avec les hypothe`ses suivantes. Premie`rement, la performance bayesienne RB(Lα) et
la performance R∗(Lα) obtenue a` partir de l’algorithme conside´re´ sont automoyen-
nantes dans la limite thermodynamique. Deuxie`mement, la distribution a priori
PG(J) des directions possibles est cohe´rente avec la direction privile´gie´e B, c’est-a`-
dire, que cette directionB est une direction quelconque. Il faut aussi noter l’inversion
des inte´grales sur J et Lα qui, dans la limite thermodynamique, peut ne pas s’ave´rer
correcte.
3.4 Controverse sur la position de la transition du
premier ordre
Nous allons maintenant discuter de la position de la transition du premier ordre
pour les deux approches et montrer que, selon l’approche conside´re´e, la transition se
produit a` des valeurs de α diffe´rentes. Ceci a suscite´ une controverse sur l’optimalite´
de l’approche bayesienne. Nous essaierons de donner des pistes pour expliquer ce
de´saccord entre les deux approches.
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3.4.1 Re´sultats analytiques
Pour de´terminer la position de la transition du premier ordre, dans le cas de
l’approche bayesienne, il faut revenir a` l’e´nergie libre FG (3.26). Cette e´nergie libre



















DxDy exp (−V ∗(x)) ln
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Dz exp (−V ∗(t))
}
,
t = xR+ y
√
q −R2 + z
√
1− q. (3.47)
Cette fonction fG(R,q) posse`de plusieurs extrema {RG,qG} diffe´rents avec RG =
qG pour certaines valeurs de α. La solution, pour laquelle fG(RG,RG) est la plus
faible, doit eˆtre choisie. Comme pour toute transition du premier ordre, lorsque
deux nouveaux extrema apparaissent en α = α1 dans l’e´nergie libre fG, aucun de
ces deux extrema ne correspond au minimum absolu de l’e´nergie libre. L’un des
extrema correspond a` une solution instable et l’autre correspond seulement a` un
minimum local. Ce n’est que pour α = αG > α1 que la nouvelle branche stable
devient un minimum absolu de l’e´nergie libre et que la branche initiale devient un
minimum relatif. Le changement de branche entraˆıne une discontinuite´ de RG(α)
et l’apparition d’une transition du premier ordre a` αG pour la performance de
l’apprentissage de Gibbs.
Nous allons faire, ici, une digression pour montrer la stabilite´ locale de la solution
obtenue avec l’hypothe`se de syme´trie des re´pliques. L’e´tude de cette stabilite´ montre
que la meˆme condition s’applique pour la solution de l’apprentissage de Gibbs RG(α)
que pour la solution optimale de l’approche variationnelle Ropt(α), c’est-a`-dire, que




Dans le cadre ge´ne´ral de l’apprentissage d’une direction privile´gie´e pre´sente´ au
premier chapitre, Reimann et Van den Broeck ont e´tabli que la condition de stabilite´
locale s’exprime [101] :
1 > α
∫∫










exp (−V ∗(t)− V ∗(t′))∫∫
DzDz′ exp (−V ∗(t)− V ∗(t′))
, (3.50)
avec t et t′ de´finis par (3.47) ou` pour t′, z est remplace´ par z′. R et q sont remplace´s












alors ρ(x,y) et la condition de stabilite´ locale s’expriment de la fac¸on suivante :










Dy′ [ρ(y′)]2 〈1〉y′ , (3.54)
ou` l’on a utilise´ les notations (1.71) introduites au premier chapitre et l’e´quation
de´terminant RG pour remplacer α. Cette dernie`re e´quation est l’e´quation (1.72) ou`
l’on a remplace´ Ropt par
√
RG. La condition de stabilite´ locale (3.54) est identique a`
l’e´quation (1.76) si l’on remplace
√
RG par Ropt. Il en re´sulte que la de´monstration
effectue´e pour la condition de stabilite´ locale de l’apprentissage optimal avec l’ap-
proche variationnelle est valable aussi pour l’apprentissage de Gibbs. La condition




Il est inte´ressant de remarquer que cette de´monstration ne fait en aucun cas appel
au fait que l’on a conside´re´ une densite´ de probabilite´ des exemples sous la forme
d’une double gaussienne. Cette de´monstration, valable quelque soit la perturbation
V ∗ dans (1.2), est un re´sultat original qui n’avait pas e´te´ note´ par Reimann et Van
den Broek [101].
Revenons a` la position de la transition du premier ordre suivant les deux ap-
proches possibles : l’approche bayesienne et l’approche variationnelle. Une transi-
tion du premier ordre est pre´dite pour l’apprentissage de Gibbs a` αG. La perfor-
mance de l’apprentissage bayesien est obtenue par la relation RB =
√
RG. On en
de´duit que la transition du premier ordre pour l’apprentissage bayesien s’effectue
pour la meˆme taille re´duite αG que pour l’apprentissage de Gibbs. Dans le cas de
l’approche variationnelle, il existe un potentiel optimal Vopt permettant d’obtenir
la performance Ropt(α1) correspondant a` la solution la plus e´leve´e de l’e´quation
(1.65) pour α = α1, ou` α1 est la taille re´duite pour laquelle il apparaˆıt trois so-
lutions diffe´rentes a` l’e´quation (1.65). L’e´tude de la stabilite´ locale par rapport a`
la brisure de syme´trie des re´pliques a permis de mettre en e´vidence la stabilite´
de cette solution. La performance Ropt(α) pour l’approche variationnelle posse`de
alors une discontinuite´ a` α1 et la transition du premier ordre s’effectue a` α1 < αG.
Une question se pose alors naturellement : les potentiels optimaux obtenus par l’ap-
proche variationnelle permettent-ils l’obtention des e´tats me´tastables de l’approche
bayesienne pour α1 < α < αG?
Dans les paragraphes qui suivent, nous allons essayer de comprendre les raisons
de la diffe´rence de position de la transition du premier ordre pour les deux approches
e´tudie´es.
3.4.2 Re´sultats nume´riques
Comme on vient de le voir dans le cas de l’apprentissage de Gibbs, il se peut qu’il
existe plusieurs solutions me´tastables pour une meˆme valeur de α. Le choix entre les
deux solutions stables s’effectue par l’interme´diaire de leur valeurs de l’e´nergie libre.
La solution d’e´nergie libre minimale est retenue. Nous avons essaye´ de regarder si
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un tel phe´nome`ne se produit pour les potentiels optimaux obtenus par l’approche
variationnelle.
Avec l’approche variationnelle, pour chaque valeur de α, nous avons obtenu un
potentiel optimal qui de´pend de la valeur de α conside´re´e. La direction Jopt, qui
minimise la fonction de couˆt (1.6) correspondante a` ce potentiel, a une performance
Ropt = Jopt ·B maximale. Pour certaines valeurs de α, nous avons obtenu plusieurs
potentiels, permettant d’obtenir des directions avec des performances diffe´rentes.
La comparaison de l’e´nergie libre de ces diffe´rentes solutions n’a aucun sens dans
ce cas, car elles correspondent a` des fonctions de couˆt diffe´rentes. Cela reviendrait
a` comparer l’e´nergie libre de deux syste`mes physiques diffe´rents. Par contre, il est
inte´ressant et meˆme indispensable de ve´rifier que l’e´nergie libre correspondante a` un
potentiel optimal ne posse`de pas plusieurs solutions stables pour la valeur de α qui a
permis de de´terminer ce potentiel optimal. Pour ve´rifier cela, il faut revenir a` l’e´tude
ge´ne´rale de ces potentiels optimaux. Cette e´tude consiste a` conside´rer l’e´nergie libre
donne´e par l’e´quation (1.53) correspondant au potentiel optimal. Les parame`tres R
et c sont de´termine´s par les e´quations (1.57) et (1.58). Une seule solution stable nous
est connue : R = Ropt et c = 1. La question est de savoir si il existe d’autres solutions
stables pour la valeur de α pour laquelle le potentiel optimal a e´te´ de´termine´.
Une e´tude analytique des potentiels optimaux s’est ave´re´e inextricable du fait de
l’absence d’une expression analytique simple pour ces potentiels optimaux. Nous
avons donc effectue´ une e´tude nume´rique de diffe´rents potentiels optimaux. Nous
repre´sentons ici seulement ceux correspondant au couple de parame`tres (ρ,σ) =
(1.1,0.5).
Les performances de potentiels optimaux sont repre´sente´es sur la figure 3.5 pour
les valeurs de Ropt(α) = 0.1,0.2, · · · ,0.8,0.84 et 0.87. Dans tous les cas ou` la solution
Ropt(α) est localement stable par rapport a` la brisure de syme´trie des re´pliques,
ces performances sont tangentes a` la courbe d’apprentissage optimal aux points
(α,Ropt(α)) pour lesquels ils ont e´te´ optimise´s. Les performances des potentiels op-
timaux correspondant a` des valeurs instables (R = 0.5,0.6 et 0.7) sont inaccessibles
avec ces potentiels, comme il se doit. En effet, ils pre´sentent une instabilite´ par
rapport a` la brisure de syme´trie des re´pliques au voisinage de la partie instable de
la courbe Ropt. Il est aussi inte´ressant de noter que, pour les faibles valeurs de la
taille re´duite α, il n’existe aucune solution R > 0 stable ce qui est consistant avec
le retard a` l’apprentissage observe´ pour la courbe d’apprentissage optimal Ropt(α).
De plus, la solution R = 0 est instable aussi pour les faibles valeurs de α. Il ap-
paraˆıt donc un re´gion pour laquelle aucune solution stable ne peut eˆtre obtenue
avec l’hypothe`se de syme´trie des re´pliques. Ceci implique bien e´videmment l’exis-
tence d’une solution avec brisure de syme´trie des re´pliques. Le potentiel optimal
n’ayant pas une expression analytique simple, il est complique´ de chercher des so-
lutions brisant la syme´trie des re´pliques. L’existence d’une solution avec brisure de
syme´trie, d’e´nergie plus faible que la solution syme´trique pour α1 < α < αG est
une possibilite´ envisageable pour re´concilier les deux approches.
3.4.3 Simulations nume´riques
Afin de tester la position de la transition du premier ordre et l’existence possible
d’une solution avec brisure de syme´trie des re´pliques, nous avons effectue´ des simu-
lations nume´riques pour diffe´rents potentiels optimaux correspondant au couple de
parame`tres (ρ,σ) = (1.1,0.5).
L’ide´e e´tant de tester la position de la transition du premier ordre, nous avons si-
mule´ deux valeurs diffe´rentes de α. La premie`re α = 3.86 est encadre´e par α1 = 3.79
et αG = 4.07. La deuxie`me α = 4.71 est supe´rieure a` αG et proche de αc = 4.73. Le
potentiel optimal correspondant a` chacune de ces deux valeurs de la taille re´duite
posse`de deux minima. En conse´quence, la fonction de couˆt pour un ensemble d’ap-
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Fig. 3.5 – Performances des potentiels optimaux correspondant aux diffe´rentes
valeurs de Ropt indique´es a` droite de la figure. Ces performances sont tangentes
a` la courbe d’apprentissage optimal pour Ropt justifiant l’optimalite´ des potentiels
pour ces valeurs. Les parame`tres ρ et σ sont 1.1 et 0.5 respectivement.
prentissage donne´ pre´sente de nombreux minima locaux. Cette remarque est un
argument en faveur d’une possible brisure de syme´trie des re´pliques. Toutefois, la
pre´sence de nombreux minima n’est pas suffisante pour prouver l’existence de cette
brisure. En effet, le minimum correspondant au bassin d’attraction du professeur
est privile´gie´ par rapport aux autres. Les simulations montrent que la direction
correspondante au minimum local de l’e´nergie libre situe´e a` l’inte´rieure du bassin
d’attraction de la direction privile´gie´e B posse`de un produit scalaire avec B qui
correspond a` la valeur de Ropt(α) pre´dite par l’approche variationnelle a` de faibles
effets de taille finie pre`s. Par contre, les directions correspondantes aux autres mi-
nima ont un produit scalaire avec B proche de 0. De plus, il s’ave`re que le minimum
correspondant au bassin d’attraction de B est le minimum absolu de la fonction de
couˆt pour un grand nombre d’ensembles d’apprentissage.
Nous avons de´termine´ le pourcentage p d’ensembles d’apprentissage pour les-
quels le minimum absolu de la fonction de couˆt correspond au minimum du bassin
d’attraction de la direction privile´gie´e. Si ce pourcentage tend vers 100%, dans la li-
mite thermodynamique, alors on s’attend a` ce qu’il n’y ait pas de brisure de syme´trie
des re´pliques et que la performance soit celle pre´dite par l’approche variationnelle.
Afin d’obtenir le pourcentage p, nous avons tout d’abord minimise´ la fonction de
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Fig. 3.6 – Pourcentage p d’ensembles d’apprentissage pour lesquels le minimum
absolu de la fonction de couˆt optimale correspond au minimum du bassin d’attraction
de la direction privile´gie´e. Les triangles vers le haut correspondent a` des simulations
nume´riques correspondant a` α = 4.71 et les triangles vers le bas a` α = 3.86. Pour le
couple de parame`tre (ρ,σ) = (1.1,0.5) conside´re´, α1 = 3.79, αG = 4.07 et αc = 4.73.
couˆt optimale avec, comme condition initiale, la direction privile´gie´eB et nous avons
utilise´ de faibles de´placements au cours de la descente de gradient afin d’obtenir le
minimum correspondant au bassin d’attraction de B. Ensuite, afin de de´terminer
si ce minimum est le minimum absolu de la fonction de couˆt, nous avons effectue´
une minimisation pour diffe´rentes conditions initiales ale´atoires. Pour se convaincre
que l’on a obtenu le minimum absolu de la fonction de couˆt, nous avons teste´
un nombre de conditions initiales suffisant pour obtenir plusieurs fois le minimum
correspondant au bassin d’attraction de B. Cette condition n’est pas suffisante mais
elle est ne´cessaire. En effet, si l’on teste un nombre de conditions initiales ale´atoires
insuffisant pour retrouver un des minima connus, il y a peu de chance pour que l’on
ait de´tecte´ le minimum absolu.
La figure 3.6 repre´sente l’e´volution du pourcentage p pour les deux valeurs de
α simule´es en fonction de 1/N . Premie`rement, il faut noter les faibles valeurs de
N simule´es. Celles-ci sont comprises entre 4 et 40. La raison de ces faibles valeurs
est simple. Le nombre de minima locaux augmente rapidement avec N , ainsi que le
temps de convergence de chaque minimisation. Le temps ne´cessaire pour les simula-
tions devient vite prohibitif. Ayant note´ cette limitation, l’e´volution du pourcentage
p en fonction de 1/N tend a` faire penser que, pour α = 4.71 > αG, ce pourcentage
tend vers 100% dans la limite thermodynamique et 0% pour α = 3.86 < αG. Ce
comportement est un argument en faveur de la position de la transition du pre-
mier ordre pre´dite par l’approche bayesienne puisque, pour α < αG, les simulations
semblent montrer un de´saccord avec les pre´dictions de l’approche variationnelle.
Toutefois, plusieurs limitations a` ces simulations sont a` noter. Les faibles valeurs de
N simule´es est l’une d’elles. La deuxie`me est le comportement de p pour α = 4.71.
Ce pourcentage de´croˆıt en fonction de 1/N pour toutes les valeurs de N simule´es
excepte´ pour la dernie`re valeur N = 40. Le comportement de ce pourcentage n’est
donc pas monotone. Cette remarque peut aussi bien s’appliquer pour le comporte-
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ment du pourcentage pour α = 3.86 a` des valeurs de N supe´rieures a` celles simule´es.
De tels comportements non monotones ont de´ja` e´te´ observe´s par Derrida, Griffiths
et Pru¨gel-Bennett [30] ainsi que par Schro¨der et Urbanczik [109] (dans un commen-
taire au papier de Nadler et Fink [89]) pour d’autres proble`mes d’apprentissage.
L’apprentissage de Gibbs consiste a` tirer ale´atoirement une direction avec la
densite´ de probabilite´ (3.22). Des simulations nume´riques ont permis de mettre en
e´vidence un nombre important de maxima locaux de cette densite´ de probabilite´.
L’existence de ces maxima locaux ne permet pas la convergence rapide d’un algo-
rithme simple de Monte-Carlo pour e´chantillonner les directions J. Les maxima sont
suffisamment importants pour empeˆcher l’algorithme de les visiter tous. Ceci pour-
rait faire penser a` l’existence d’une solution avec brisure de syme´trie des re´pliques
pour l’apprentissage de Gibbs.
En re´sume´ de ces simulations nume´riques, aucune preuve e´vidente ne peut eˆtre
obtenue de l’existence ou de l’absence d’une solution avec brisure de syme´trie des
re´pliques pour l’approche variationnelle comme pour l’approche bayesienne de l’ap-
prentissage optimal.
3.4.4 Conclusions actuelles sur la controverse
Re´cemment, Herschkowitz et Nadal [56, 57] ont mis en e´vidence la possibilite´
d’obtenir la transition du premier ordre pour l’apprentissage de Gibbs pour des
tailles re´duites α < αG. L’ide´e est que la pre´sence d’une solution me´tastable pour
les tailles re´duites comprises entre α1 et αG permet d’envisager l’obtention de cette
solution me´tastable. Physiquement, il est bien connu qu’il est possible d’obtenir
des e´tats me´tastables. C’est le cas par exemple pour un liquide surfondu a` des
tempe´ratures infe´rieures a` la tempe´rature de solidification. Un re´sultat surprenant
obtenu par ces auteurs est le fait que l’on ne puisse pas obtenir l’e´tat me´tastable
pour toutes les valeurs de α comprises entre α1 et αG mais seulement pour α > α2.
Pour les parame`tres ρ = 1.2 et σ = 0.5 e´tudie´s plus particulie`rement par ces auteurs,
ils ont montre´ que α2 = 2.515 alors que α1 = 2.49 et αG = 2.527 [56, 57].
En conclusion, il apparaˆıt que les deux approches de l’apprentissage optimal
conside´re´es ne sont pas cohe´rentes l’une par rapport a` l’autre dans le cas ou` l’hy-
pothe`se de syme´trie des re´pliques est conside´re´e. Ce re´sultat est d’autant plus sur-
prenant que prises se´pare´ment les deux approches apparaissent cohe´rentes vis-a`-
vis de cette hypothe`se. Il semble ne´cessaire de rechercher des solutions brisant la
syme´trie des re´pliques pour re´concilier les deux approches. Il se pose alors la ques-
tion de savoir si les transitions du premier ordre obtenues quelque soit l’approche
conside´re´e seront alors conserve´es.
3.5 Interpre´tation des 3 phases d’apprentissage
Dans cette section, nous allons revenir a` l’e´tude des courbes d’apprentissage op-
timal en fonction de la taille re´duite α de l’ensemble d’apprentissage. Le but est de
comprendre les diffe´rentes phases de l’apprentissage optimal, qui sont ge´ne´ralement
se´pare´es par des transitions du premier ou du second ordre. La position de la tran-
sition du premier ordre, discute´e dans la section pre´ce´dente, n’est pas de´terminante
pour cette discussion, l’essentiel e´tant que, quelque soit l’approche utilise´e, cette
transition semble exister.
Pour expliquer les caracte´ristiques des diffe´rentes phases, je vais introduire,
premie`rement, une notion d’apprentissage de la composante principale [102, 90, 91]
puis une formulation supervise´e du proble`me de la double gaussienne pour laquelle
on de´terminera les proprie´te´s de l’apprentissage optimal.
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3.5.1 Apprentissage de la composante principale
L’apprentissage de la composante principale d’un ensemble de points, qui dans
le contexte de ce travail est appele´ ensemble d’apprentissage, consiste a` de´terminer
l’axe correspondant a` la plus grande variance de l’ensemble d’apprentissage. Si la
distribution des exemples a une variance plus faible suivant l’axe d’anisotropie, le
proble`me est celui de trouver la plus petite composante. Par abus de langage, nous
appelons composante principale l’axe d’anisotropie dans les deux cas. Pour cela,
il est assez simple de se rendre compte [102] que, si la distribution des points a
une moyenne nulle, comme nous l’avons suppose´ dans ce chapitre, la recherche du




(J · ξµ)2 (3.56)
permet de re´soudre ce proble`me avec  = −1 pour un axe d’anisotropie de plus
grande variance et  = 1 sinon. En effet, si  = −1, la direction Jcp qui minimise
la fonction de couˆt (3.56) est la direction selon laquelle la projection des exemples
est aussi grande que possible. Si les exemples sont syme´triques par rapport a` l’ori-
gine, cette direction correspond bien a` celle de plus grande variance de l’ensemble
d’apprentissage. Il est inte´ressant de noter que la fonction de couˆt correspond a` un
potentiel V (λ) = λ2 quadratique.
La distribution des exemples conside´re´e dans ce chapitre posse`de une syme´trie
par rapport a` l’origine, une variance unite´ suivant les N − 1 directions perpendicu-
laires a` B et une variance 〈λ2〉 = ρ2+σ2 suivant la direction B. Dans ces conditions,
la de´termination de la direction Jcp (de plus grande variance si 〈λ2〉 > 1 et de plus
faible variance si 〈λ2〉 < 1) est une estimation inte´ressante de la direction B.
La me´thode des re´pliques permet le calcul de la performance Rcp = Jcp ·B de





α+ 1/(〈λ2〉 − 1) (3.57)
pour α > αc avec αc = (〈λ2〉 − 1)−2. La premie`re remarque que l’on peut faire est
qu’il existe un retard a` l’apprentissage jusqu’a` α = αc. La taille re´duite αc est la
meˆme que celle a` la transition du second ordre observe´e dans les courbes d’appren-
tissage optimal (cf. (3.17)). De plus, le de´veloppement de Ropt(α) autour de αc est
identique a` celui obtenu dans le cas de l’apprentissage optimal (cf. (3.17)). Enfin,
la ligne ρ2+σ2 = 1 correspond a` des parame`tres (ρ,σ) pour lesquels l’apprentissage
de la composante principale n’est pas possible, car elle n’est pas de´finie : toutes
les directions ont la meˆme variance unite´. On peut aussi remarquer qu’en dehors
de cette ligne, l’apprentissage de la composante principale est asymptotiquement
parfait : Rcp → 1 lorsque α→ +∞.
3.5.2 Sce´nario supervise´
Nous allons maintenant supposer que l’ensemble d’apprentissage est constitue´
non seulement des exemples mais aussi d’une variable binaire τµ = ±1 qui ca-
racte´rise l’amas d’ou` provient l’exemple ξµ. Ainsi, le proble`me devient un cas parti-
culier d’apprentissage supervise´, ou` les exemples ne sont pas line´airement se´parables.
Ce proble`me est de nature diffe´rente de ceux aborde´s au deuxie`me chapitre, car ici
on ne cherche pas a` classer les exemples, mais a` de´terminer la direction privile´gie´e
B.
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On supposera τµ = +1 si ξµ provient de l’amas centre´ en +ρB et −1 si ξµ
provient de celui centre´ en −ρB. Cette variable binaire apporte une information
supple´mentaire par rapport au proble`me non supervise´. La performance de l’appren-
tissage optimal du proble`me supervise´ sera une borne supe´rieure de la performance
du proble`me non supervise´.
Le nouvel ensemble d’apprentissage L˜α est constitue´ des couples (ξµ,τµ) avec
µ = 1, · · · ,P . La densite´ de probabilite´ d’un exemple constitue´ du couple (ξ,τ) est
donne´e par :






− V˜ ∗ (τξ ·B)
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(3.58)
























La syme´trie des deux amas (position syme´trique par rapport a` l’origine et poids
identique de chaque amas) permet de reformuler ce proble`me supervise´ comme un
proble`me non supervise´ pour la variable ζ = τξ. Cette reformulation, propose´e par
Reimann et Van den Broeck [101], a e´te´ de´crite au deuxie`me chapitre. On peut
remarquer que le nouveau proble`me non supervise´ correspond a` une densite´ de
probabilite´ des exemples ζµ gaussienne simple. La densite´ de probabilite´ dans la
direction privile´gie´e B correspond a` une gaussienne de moyenne ρ et de variance σ
alors que, dans les autres directions, la moyenne est nulle et la variance unite´.
Le proble`me non supervise´ d’une distribution simple gaussienne a e´te´ e´tudie´ de
manie`re tre`s de´taille´e par Reimann, Van den Broeck et Bex [102]. La performance
optimale Rsup = Jsup ·B de ce proble`me est donne´e par :
Rsup =
{
1− α (1− 2(ρ2 + σ2 + σ4 + ρ2σ2))−√Q





1− α (1− 2σ2 + σ4 + σ2ρ2))2 + 4αρ2σ2. (3.62)
L’existence d’une moyenne non nulle de la densite´ de probabilite´ de ζ selon la
direction privile´gie´e B entraˆıne que Rsup croˆıt en fonction de α de`s α = 0. Cette
croissance est continue pour toutes valeurs de α et Rsup → 1 lorsque α → +∞,
garantissant un apprentissage asymptotiquement parfait.
3.5.3 Discussion des phases de l’apprentissage optimal
Revenons, maintenant, a` l’apprentissage optimal du proble`me non supervise´.
La distribution des exemples est donne´e par (3.2) avec la perturbation V ∗ de´finie
par (3.4), et est constitue´e de deux gaussiennes dans la direction B que l’on veut
de´terminer. Les figures 3.7 illustrent les diffe´rentes phases d’apprentissage observe´es
Chaque figure correspond a` un couple de parame`tres (ρ,σ) : (ρ,σ) = (1.4,0.5) (figure
a), (1.2,0.5) (figure b) et (1.1,0.5) (figure c). En plus de la courbe d’apprentissage op-
timal du proble`me non supervise´ Ropt(α) (courbe en trait plein), il a e´te´ repre´sente´
la courbe d’apprentissage de la composante principale Rcp(α) (courbe en tirets)
ainsi que la courbe d’apprentissage optimal du proble`me supervise´ Rsup(α) (courbe
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Fig. 3.7 – Courbes d’apprentissage pour trois couples de parame`tres (ρ,σ). (ρ,σ) =
(1.4,0.5) figure a, (ρ,σ) = (1.2,0.5) figure b et (ρ,σ) = (1.1,0.5) figure c. Les courbes
en trait plein correspondent a` l’apprentissage optimal du proble`me non supervise´
Ropt(α), les courbes en tirets a` l’apprentissage de la composante principale Rcp(α)
et les courbes en pointille´s a` l’apprentissage optimal du proble`me supervise´ Rsup(α).
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en pointille´s). Comme on l’a de´ja` mentionne´, ces courbes constituent des bornes
infe´rieure et supe´rieure aux courbes de l’apprentissage optimal non supervise´.
La premie`re des phases observe´es dans le cas de l’apprentissage optimal, c’est-
a`-dire, la phase correspondante aux plus petites valeurs de α, est une absence
totale d’apprentissage (Ropt = 0). Cette phase de retard a` l’apprentissage, est
pre´sente pour toutes les valeurs des parame`tres (ρ,σ) possibles. Comme on l’a vu
pre´ce´demment, ce retard a` l’apprentissage est duˆ au fait que la distribution des
exemples a une moyenne nulle (〈λ〉 = 0), et il n’est pas limite´ au proble`me de la
double gaussienne. En ge´ne´ral, une syme´trie entre les directions B et −B entraˆıne
la nullite´ de tous les moments d’ordre impair de la distribution des exemples et
induit par conse´quent un retard a` l’apprentissage. Toutefois, ce retard se produit
aussi en l’absence de cette syme´trie, comme par exemple, pour une distribution des
exemples pour laquelle 〈λ〉 = 0 mais 〈λ3〉 6= 0.
La deuxie`me phase d’apprentissage est similaire a` l’apprentissage de la compo-
sante principale. Ropt(α) croˆıt a` partir de Ropt = 0 de manie`re continue en fonction
de α pour α > αc. Cette deuxie`me phase n’est pas observe´e pour tous les parame`tres
(ρ,σ). Elle apparaˆıt uniquement dans les cas ou` il existe une transition du second
ordre dans la courbe d’apprentissage optimal Ropt(α), c’est-a`-dire, pour toutes les
valeurs des parame`tres (ρ,σ) qui ne se situent pas dans la re´gion gris clair de la
figure 3.4. Cela correspond, par exemple, aux cas a et b de Fig 3.7. Dans ces deux
cas, la courbe d’apprentissage de la composante principale est tre`s proche de celle de
l’apprentissage optimal. Dans le cas a, les deux courbes s’e´cartent progressivement
et continuˆement a` des valeurs finies de α puisqu’il n’existe pas de transition du
premier ordre. Par contre, pour le cas b, la similitude entre les deux courbes s’arreˆte
de`s que la taille re´duite α atteint la valeur α1 correspondant a` la transition du
premier ordre entre une valeur de Ropt proche de Rpc et une valeur proche de Rsup.
La diffe´rence entre les deux cas a et b est que, dans le cas a on a un passage continu
(cross-over) d’une solution proche de l’apprentissage de la composante principale a`
une solution proche de l’apprentissage du proble`me supervise´ alors que, dans le cas
b, ce passage s’effectue par un saut a` α = α1. Nous verrons dans la section suivante
que cette phase interme´diaire de l’apprentissage correspond bien a` l’apprentissage
de la composante principale. En effet, la forme du potentiel optimal pour cette phase
d’apprentissage est proche de celle d’un potentiel quadratique.
Dans le cas c, la phase d’apprentissage similaire a` l’apprentissage de la com-
posante principale n’est pas pre´sente, puisqu’elle est masque´e par la transition du
premier ordre entre une phase d’absence totale d’apprentissage (Ropt = 0) et une
phase ou` la valeur de Ropt est proche de Rsup, la performance de l’apprentissage
optimal du proble`me supervise´. La raison de l’absence de phase d’apprentissage
proche de l’apprentissage de la composante principale est e´vidente : la variance de
la distribution des exemples dans la direction privile´gie´e est trop proche de celle
dans les autres directions pour pouvoir eˆtre de´tecte´e.
La troisie`me phase d’apprentissage correspond aux grandes valeurs de la taille
re´duite α. Les performances de cette phase d’apprentissage sont proches de celles
de l’apprentissage optimal du proble`me supervise´. Cette fois-ci, l’apprentissage non
supervise´ optimal ne se limite pas a` de´terminer la direction de plus grande (ou de
plus faible) variance de l’ensemble d’apprentissage mais de´tecte la structure propre-
ment dite de la distribution des exemples. Ceci se refle`te d’ailleurs dans l’allure du
potentiel optimal, qui comporte deux minima proches de λ = ±ρ, comme nous le
verrons dans le paragraphe suivant.
3.5.4 Comportement du potentiel optimal
Nous allons discuter dans cette section l’allure du potentiel optimal en fonction
de ρ et σ ainsi que son e´volution avec la taille re´duite α.
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Je vais commencer par une remarque e´vidente mais valable quelques soient les
parame`tres (ρ,σ) : pour la premie`re phase d’apprentissage, celle correspondant a` une
absence totale d’apprentissage, il n’est pas possible de de´finir un potentiel optimal.
Il est inte´ressant de remarquer que ce n’est pas la position des parame`tres (ρ,σ)
dans une re´gion correspondante a` l’une des diffe´rentes courbes d’apprentissage op-
timal possibles repre´sente´es sur la figure 3.4 qui de´terminent l’allure du potentiel
optimal. Par contre, la forme du potentiel optimal est fortement corre´le´e avec les
diffe´rentes phases de l’apprentissage introduites dans la section pre´ce´dente. Ceci est
naturel : nous avons de´ja` mentionne´ que, e´tant donne´ un proble`me (c’est-a`-dire un
couple de parame`tres (ρ,σ)), il y a un potentiel optimal diffe´rent pour chaque valeur
de α.
Il est possible de distinguer quatre re´gions distinctes dans l’espace des pa-
rame`tres (ρ,σ) qui correspondent a` une e´volution diffe´rente du potentiel optimal
en fonction de α.
Un premier crite`re pour l’e´volution du potentiel optimal consiste a` regarder le
comportement de Vopt(λ) pour les grandes valeurs de λ. Ce comportement de´pend
uniquement de σ :
Vopt(λ) ∼
{ −λ2 si σ > 1,
+λ2 si σ < 1. (3.63)
Ce comportement quadratique fait naturellement penser a` l’apprentissage de la
composante principale, dont le potentiel est ±λ2. La question qui se pose alors
est pourquoi le changement de comportement du potentiel optimal ne s’effectue
pas sur la ligne ρ2 + σ2 = 1. En effet, cette ligne se´pare les parame`tres (ρ,σ)
pour lesquels la variance dans la direction privile´gie´e est supe´rieure a` l’unite´ de
ceux pour lesquels elle est infe´rieure a` l’unite´. Elle se´pare ainsi les parame`tres pour
lesquels le potentiel utilise´ pour l’apprentissage de la composante principale est λ2
de ceux correspondants au potentiel −λ2. En fait, le changement de comportement
aux grandes valeurs de λ peut se comprendre si l’on regarde le rapport entre la
distribution des exemples dans la direction privile´gie´e de celle dans une direction
perpendiculaire. Ce rapport, dans la limite des grandes valeurs de λ, est nul si σ < 1
et infini si σ > 1.
Le premier crite`re permet de mettre en e´vidence les re´gions marque´es d’un S sur
la figure 3.4 pour signifier que le potentiel optimal reste avec un unique extremum
en λ = 0 quelque soit la valeur de α. La re´gion correspondante a` σ > 1 a un poten-
tiel optimal concave ( = −1) quelque soit ρ, et la re´gion correspondante a` σ < 1
et ρ < 1 a un potentiel convexe ( = 1). Le potentiel optimal e´volue faiblement en
fonction de la taille re´duite α. Celui-ci reste assez proche du potentiel λ2. Pour les
parame`tres (ρ,σ) correspondant a` ces deux re´gions, la largeur des gaussiennes dans
la direction privile´gie´e est suffisamment grande (re´gion pour laquelle σ > 1) ou suf-
fisamment faible (re´gion pour laquelle σ < 1) pour permettre que l’apprentissage de
la composante principale soit pratiquement optimal. La courbe d’apprentissage op-
timal dans ces re´gions des parame`tres (ρ,σ) ne montre pas de transition du premier
ordre entre un type d’apprentissage proche de celui de la compostante principale et
un autre proche de celui de l’apprentissage supervise´ optimal.
La re´gion restante peut se diviser en deux re´gions distinctes se´pare´es par la ligne
ρ2 + σ2 = 1. Dans ces deux dernie`res re´gions, la de´pendance du potentiel optimal
en fonction de la taille re´duite α est importante.
Nous allons d’abord discuter de la re´gion ou` la direction recherche´e est celle de
plus faible variance. Elle correspond a` des parame`tres (ρ,σ) tels que ρ2 + σ2 < 1.
La figure 3.8 qui correspond aux parame`tres ρ = 0.65 et σ = 0.5 permet d’infe´rer
l’e´volution du potentiel optimal en fonction de α dans cette re´gion. Ce couple de pa-
rame`tres (ρ,σ) se situe dans la re´gion blanche imme´diatement au dessus de la re´gion
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Fig. 3.8 – Potentiel optimal pour trois valeurs de la taille re´duite : α = 11.2,14.9
et 18.3. Les parame`tres ρ = 0.65 et σ = 0.5 pour lesquels sont calcule´s ces potentiels
optimaux correspondent a` un point situe´ dans la re´gion blanche qui n’est pas marque´e
d’un S, au dessous de la ligne ρ2 + σ2 = 1 de l’espace des parame`tres (ρ,σ). Deux
minima apparaissent a` l’origine et s’e´cartent jusqu’a` des valeurs proches de ±ρ
lorsque α augmente.
(σ < 1) marque´e d’un S. Pour la plus petite valeur de α pour laquelle le potentiel
optimal est repre´sente´, celui-ci est tre`s similaire au potentiel +λ2, et ne comporte
qu’un seul minimum. Cela explique pourquoi la phase d’apprentissage correspon-
dante est semblable a` celle de l’apprentissage de la composante principale. Lorsque
la valeur de α augmente, le potentiel optimal e´volue jusqu’a` posse´der deux minima,
qui apparaissent autour de λ = 0 et s’e´loignent progressivement pour atteindre une
valeur proche de λ = ±ρ. Dans ce cas, la courbe d’apprentissage optimal ne posse`de
pas de transition du premier ordre. L’e´volution du potentiel optimal est continue.
Dans le cas ou` la transition du premier ordre existe, l’e´volution du potentiel optimal
a` la transition est abrupte et l’on passe ge´ne´ralement d’un potentiel qui ne posse´dait
qu’un seul minimum a` un potentiel posse´dant deux minima de´ja` assez proches de
λ = ±ρ. Il n’a toutefois pas pu eˆtre montre´ rigoureusement que les deux minima ne
sont pas apparus avant la transition du premier ordre de Ropt(α).
La dernie`re re´gion est situe´e entre les lignes ρ2 + σ2 = 1 et σ = 1. La figure
3.9, correspondant aux parame`tres ρ = 1.2 et σ = 0.5, montre le comportement
du potentiel optimal dans cette re´gion. Ces valeurs de ρ et σ correspondent au
carre´ interme´diaire de la figure 3.4. La courbe d’apprentissage correspondant a` ces
parame`tres est repre´sente´e sur la figure 3.2. Les deux premie`res valeurs de α (α =
2.23 et 2.30) correspondent a` des valeurs plus faibles que α1 = 2.49, position de la
transition du premier ordre, tandis que la troisie`me α = 3.00 correspond a` une valeur
supe´rieure. Il est possible de remarquer que meˆme dans la phase correspondant a`
l’apprentissage de la composante principale, c’est-a`-dire αc < α < α1, le potentiel
optimal posse`de deux minima. Toutefois, ces minima sont situe´s tre`s loin de l’origine
(il faut souligner, a` ce sujet, le changement d’e´chelle pour λ par rapport a` la figure
pre´ce´dente). Le potentiel optimal peut eˆtre conside´re´ comme similaire au potentiel
−λ2 dans la re´gion ou` va se situer la grande majorite´ des exemples. En effet, tre`s
peu d’exemples seront concerne´s par la re´gion du potentiel au dela` des deux minima.
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Fig. 3.9 – Potentiel optimal pour trois valeurs de la taille re´duite : α = 2.23,2.35
et 3.00. Les parame`tres ρ = 1.2 et σ = 0.5 pour lesquels sont calcule´s ces poten-
tiels optimaux correspondent a` un point situe´ dans la re´gion gris fonce´ de l’espace
des parame`tres (ρ,σ). Les deux premie`res valeurs de α correspondent a` la re´gion
interme´diaire entre la transition du second ordre et la transition du premier ordre.
La dernie`re valeur de α correspond a` la re´gion apre`s transition du premier ordre.
Cela n’est plus vrai apre`s la transition du premier ordre. En effet, pour α = 3.00, les
minima se sont conside´rablement rapproche´s de l’origine et se situent a` des valeurs
assez proches de ±ρ. Dans le cas ou` la transition du premier ordre n’existe pas
(re´gion blanche), le rapprochement de ces minima est continu.
Je voudrais faire quelques remarques ge´ne´rales a` partir de cette e´tude du poten-
tiel optimal. Tout d’abord, la transition du premier ordre ne semble pas eˆtre relie´e
directement a` l’apparition des deux minima dans le potentiel optimal. En effet, les
deux dernie`res re´gions montrent la possibilite´ d’une apparition continue de deux
minima a` partir de l’origine, ou le rapprochement continu de deux minima a` partir
de l’infini, pour des parame`tres pour lesquels la courbe d’apprentissage optimal ne
posse`de pas de transition du premier ordre. Cette remarque soule`ve encore une fois
la question de la possibilite´ de brisure de syme´trie des re´pliques. Si l’on ne conside`re
que les re´gions ou` la transition du premier ordre n’existe pas, les deux approches
de l’apprentissage optimal, pre´sente´es dans ce me´moire, que sont l’approche varia-
tionnelle et l’approche bayesienne, sont cohe´rentes et l’hypothe`se de syme´trie des
re´pliques ne semble alors pas poser de difficulte´. Toutefois, l’existence de deux mi-
nima pour le potentiel optimal entraˆıne l’existence d’un grand nombre de minima
locaux pour la fonction de couˆt correspondante.
La conclusion est que la brisure de syme´trie des re´pliques n’est pas directement
relie´e a` l’existence de minima locaux et que l’apparition de minima locaux ne peut
donc pas prouver l’existence d’une solution avec brisure de syme´trie des re´pliques. La
controverse entre les deux approches reste entie`re, aucun argument simple pouvant
nous permettre de conclure sur l’existence ou non d’une brisure de syme´trie des
re´pliques pour l’une ou l’autre des approches, voire meˆme pour les deux.
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Deuxie`me partie
Au-dela` du cas uniaxial :




Dans la premie`re partie de la the`se, nous nous sommes concentre´s sur l’apprentis-
sage d’une direction de l’espace des donne´es a` partir d’un ensemble d’apprentissage.
Nous avons suppose´ que cette direction est la seule inconnue du proble`me. Deux
types de proble`mes ont e´te´ aborde´s : la de´termination de la direction privile´gie´e de
la densite´ de probabilite´ des exemples dans le cas d’un apprentissage non supervise´
et la de´tection de la direction perpendiculaire a` l’hyperplan se´parateur dans le cas
d’un apprentissage supervise´.
Dans la deuxie`me partie de la the`se, nous allons aborder des proble`mes d’ap-
prentissage plus complexes, c’est-a`-dire, pour lesquels une simple direction de l’es-
pace des donne´es n’est pas suffisante pour re´soudre le proble`me. Nous allons nous
consacrer a` l’apprentissage supervise´, c’est-a`-dire, que nous allons conside´rer qu’a`
chaque exemple est associe´ une classe. On suppose que le professeur qui attribue la
classe a` chaque exemple a une structure plus complexe qu’un hyperplan se´parateur
de l’espace des donne´es. Deux approches diffe´rentes, propose´es pour re´soudre ce
type de proble`mes complexes, vont eˆtre aborde´es, celle des machines a` exemples
supports et celle de la machine de parite´. Dans ces deux approches, on fait une
transformation de l’espace des donne´es vers un nouvel espace, souvent appele´ de
repre´sentations internes. La transformation doit eˆtre telle que les exemples dans
le nouvel espace soient line´airement se´parables. Ainsi, la difficulte´ de trouver une
surface se´paratrice complexe dans l’espace des donne´es est ramene´ a` celle de trouver
l’application ade´quate entre l’espace des donne´es et celui des repre´sentations.
L’approche des machines a` exemples supports utilise un pre´-traitement des
exemples qui consiste a` e´tendre l’espace des donne´es a` un espace de plus grande
dimension. Il conviendra de choisir judicieusement la transformation permettant de
passer de l’espace des donne´es a` l’espace des repre´sentations afin que l’ensemble
d’apprentissage soit line´airement se´parable dans ce dernier. Notre contribution est
une des premie`res e´tudes de cette approche avec les outils de la Physique Statistique.
Dans la deuxie`me approche conside´re´e, on construit des repre´sentations internes
en augmentant progressivement le nombre de dimensions, ce qui correspond a` un
apprentissage par e´tapes successives des parame`tres a` adapter. La proce´dure est
plus simple a` expliquer dans le langage des re´seaux de neurones en couches. Alors,
les composantes des vecteurs dans l’espace des donne´es sont les N entre´es du
re´seau. Les e´tats binaires des neurones cache´es peuvent eˆtre interpre´te´s comme les
repre´sentations internes des donne´es. Le neurone de sortie attribue des classes aux
repre´sentations internes. Chaque e´tape de l’apprentissage consiste a` de´terminer un
nouveau perceptron simple. Les classes successives que l’on se propose d’apprendre
avec celui-ci a` chaque e´tape doivent corriger les erreurs des e´tapes pre´ce´dentes. Ainsi,
on ge´ne`re des repre´sentations internes binaires pour chaque re´gion de l’espace des
donne´es, de´finies par l’ensemble des hyperplans se´parateurs correspondant aux per-
ceptrons simples. Chaque perceptron attribue une classe aux points en fonction du
coˆte´ ou` ils se trouvent par rapport a` l’hyperplan se´parateur correspondant. La classe
finale d’un point est le produit des diffe´rentes classes donne´es par les perceptrons
simples. Cette proce´dure d’apprentissage correspond a` un algorithme incre´mental
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pour la machine de parite´. Nous nous inte´resserons plus particulie`rement a` la quan-




Machine a` exemples supports
Dans ce chapitre, je vais pre´senter une des premie`res e´tudes faites avec des
outils de la Physique Statistique de ce que je nomme en franc¸ais les machines a`
exemples supports (encore appele´es en anglais Support Vector Machines). Ces ma-
chines constituent une approche possible pour l’apprentissage de taˆches complexes.
Nous nous limiterons par la suite a` des taˆches de classification. J’entends alors
par complexes, des taˆches pour lesquelles les exemples ne sont pas line´airement
se´parables. L’apprentissage ne peut alors pas se restreindre a` la recherche d’un
simple hyperplan se´parateur. Il faut rechercher des surfaces se´paratrices plus com-
plexes que de simples hyperplans.
Une des possibilite´s pour de´terminer de telles surfaces se´paratrices est d’utiliser
les machines a` exemples supports introduites par Vapnik [122, 123, 16, 50, 74, 17,
27]. L’ide´e a` la base de ces machines est d’utiliser une transformation non line´aire
de l’espace des donne´es vers un espace de dimension beaucoup plus importante que
l’on appellera espace des repre´sentations (en anglais, on l’appelle features space).
Si ce nouvel espace est suffisamment e´tendu et la transformation bien choisie, les
images par cette transformation des exemples de l’ensemble d’apprentissage sont
line´airement se´parables dans l’espace des repre´sentations. De nombreux algorithmes
permettent alors de de´terminer un hyperplan se´parateur classifiant correctement
tous les exemples de l’ensemble d’apprentissage. Parmi ces hyperplans se´parateurs,
celui de stabilite´ maximale, introduit dans la premie`re partie de la the`se (Chap.2),
de´finit la machine a` exemples supports.
De nombreuses applications re´alistes utilisent les machines a` exemples supports
pour l’apprentissage de taˆches complexes de classification. La reconnaissance de
caracte`res manuscrits en est un bon exemple [122, 123, 16, 50]. De manie`re sur-
prenante, l’erreur de ge´ne´ralisation, c’est-a`-dire, la probabilite´ que la machine a`
exemples supports classe de manie`re incorrecte un exemple ne faisant pas par-
tie de l’ensemble d’apprentissage, est tre`s faible dans ces applications. Aucune
e´tude the´orique satisfaisante ne permet d’expliquer les raisons des faibles erreurs de
ge´ne´ralisation obtenues. Les re´sultats que nous avons obtenus pour une famille de
transformations particulie`res permettent de donner des pistes sur les raisons de ces
faibles erreurs de ge´ne´ralisation des machines a` exemples supports [24].
1.1 Pre´sentation du proble`me
Nous allons supposer que nous disposons d’un ensemble d’apprentissage Lα
constitue´ de P exemples. Un exemple est un point ξ de l’espace des donne´es de
dimension N . La densite´ de probabilite´ des exemples sera suppose´e gaussienne nor-
male dans toutes les directions :











A` chaque exemple ξµ est associe´ une classe τµ = ±1. L’ensemble d’apprentissage
est donne´ par :
Lα = {ξµ,τµ}µ=1,··· ,P . (1.2)
Le professeur qui classifie les exemples est suppose´ inconnu. Ge´ne´ralement, ce
professeur ainsi que le nombre d’exemples sont tels que l’ensemble d’apprentis-
sage ne peut pas eˆtre se´pare´ line´airement, c’est-a`-dire, qu’il n’existe pas d’hyper-
plan de l’espace des donne´es pour lequel les exemples classe´s +1 soient d’un coˆte´
et les exemples classe´s −1 de l’autre coˆte´ de l’hyperplan. Une possibilite´ pour
reme´dier a` ce proble`me consiste a` projeter l’espace des donne´es dans un espace
des repre´sentations de plus grande dimension par l’interme´diaire d’une transfor-
mation qui permet de rendre les images des exemples de l’ensemble d’apprentis-
sage line´airement se´parables. Parmi les hyperplans de l’espace des repre´sentations
qui permettent de se´parer les images des exemples de l’ensemble d’apprentissage,
la machine a` exemples supports correspond a` l’hyperplan se´parateur de stabilite´
maximale [122, 123, 65, 48] pre´sente´ au chapitre 2.
Dans la suite, nous allons conside´rer une famille de transformation de´finie de la
fac¸on suivante :
ξ → Φ(ξ) ≡ {ξ,φ(λ1)ξ, · · · ,φ(λk)ξ} . (1.3)
Cette fonction Φ transforme un point de l’espace des donne´es en un point de l’es-
pace des repre´sentations de dimension (1 + k)N . Les variables λi correspondent a`
ξ · Bi pour i = 1, · · · ,k ≤ N ou` les vecteurs Bi forment un ensemble de vecteurs
orthonorme´s (Bi ·Bj = δij). La fonction φ est une fonction a` valeurs re´elles.
Le choix des vecteurs Bi est arbitraire. Ils peuvent, par exemple, correspondre
aux k premie`res coordonne´es de l’espace des donne´es : Bi = ei ou` e1 = (1,0, · · · ,0),
e2 = (0,1,0, · · · ,0), etc. Dans la limite thermodynamique, N → +∞ et P → ∞
avec la taille re´duite α = P/N de l’ensemble d’apprentissage constante, tout choix
ale´atoire de k vecteurs norme´s ve´rifie les conditions d’orthogonalite´ avec une pro-
babilite´ un. Ils constituent un choix possible de vecteurs Bi.
Le choix de la fonction φ est lui aussi arbitraire. Nous nous limiterons cependant
a` des fonctions impaires. Avec cette restriction, les corre´lations entre les diffe´rents
vecteurs φiξ avec φ0 ≡ 1 et φi ≡ φ(λi) pour i ≥ 1 sont nulles. Deux fonctions seront
particulie`rement e´tudie´es : φ(λ) = λ et φ(λ) = sign(λ).
Pour k = 0, l’espace des repre´sentations co¨ıncide avec l’espace des donne´es. Les
hyperplans se´parateurs sont des hyperplans de l’espace des donne´es et la machine
a` exemples supports correspond au Perceptron de Stabilite´ Maximale [65, 48]. A`
l’oppose´, le cas k = N avec le choix particulier φ(λ) = λ correspond a` rechercher des
surfaces se´paratrices quadratiques dans l’espace des donne´es. Plus ge´ne´ralement, la
non line´arite´ de la transformation Φ permet la recherche d’hyperplans se´parateurs
dans l’espace des repre´sentations qui correspondent a` des surfaces se´paratrices non
line´aires dans l’espace des donne´es. Cependant, il faut bien souligner que la trans-
formation (1.3) introduit des redondances dans les repre´sentations. Par exemple, si
φ(λ) = λ et Bi = ei, il est e´vident que les nouvelles repre´sentations λiξ et λjξ ne
sont pas toutes inde´pendantes. En effet, les produits ξiξj apparaissent dans les deux
repre´sentations. Dans les re´sultats pre´sente´s dans ce chapitre, nous avons ne´glige´
ces corre´lations. Elles sont ne´gligeables dans la limite thermodynamique pourvu que
k  N . Notre approche est donc analogue a` celle utilise´e pour l’e´tude du mode`le
de Hopfield dilue´ [29], valable pour k ∼ lnN .
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Un hyperplan de l’espace des repre´sentations est de´termine´ par le vecteur W =
{w0,w1, · · · ,wk} perpendiculaire a` cet hyperplan, ou` les vecteurs wi, de dimen-
sion N , correspondent aux diffe´rentes repre´sentations. Nous nous limiterons a` des
hyperplans passant par l’origine. La classe d’un exemple ξ est donne´e par :
σ(ξ) ≡ sign (Φ(ξ) ·W) . (1.4)
La classe de cet exemple e´tant inde´pendante de la norme du vecteur W, nous
conside´rerons uniquement les vecteurs W norme´s a` (1 + k)N . Par contre, aucune
restriction supple´mentaire ne sera impose´e sur la norme des vecteurs wi.
Un exemple de l’ensemble d’apprentissage est bien classe´ si σ(ξµ) = τµ. Cette
condition peut aussi s’e´crire :




La variable γµ est appele´e stabilite´. La valeur absolue |γµ| correspond a` la distance
de l’image Φ(ξµ) de l’exemple ξµ a` l’hyperplan se´parateur (hyperplan perpendicu-
laire a` W et passant par l’origine).
Les vecteurs W qui ve´rifient la condition (1.5) pour tous les exemples de l’en-
semble d’apprentissage se´parent line´airement les images Φ(ξµ) des exemples ξµ
posse´dant une sortie τµ = +1 de ceux posse´dant une sortie τµ = −1. Parmi tous
les vecteurs W satisfaisant ces conditions, nous allons privile´gier celui de stabi-
lite´ maximale. L’hyperplan correspondant est la machine a` exemples supports. La




Le vecteur W∗ de stabilite´ maximale est donne´e par la relation suivante :
κmax = κ(W∗) = max
W
κ(W). (1.7)
L’un des principaux inte´reˆts de ce vecteur particulier est qu’il peut eˆtre de´fini avec
une partie seulement des exemples de l’ensemble d’apprentissage. Ces exemples
sont appele´s exemples supports (ES) et ce sont les exemples dont la stabilite´ γµ est






avec aµ des parame`tres positifs. L’apprentissage consiste a` de´terminer ces para-
me`tres aµ et les exemples qui sont supports [122, 123, 43, 44].
1.2 Calcul des proprie´te´s d’apprentissage
Nous allons nous inte´resser aux proprie´te´s d’apprentissage de ces machines a`
exemples supports en fonction de la transformation Φ conside´re´e, et pour divers
professeurs diffe´rents. Nous allons conside´rer en particulier l’apprentissage de deux
taˆches tre`s diffe´rentes.
La premie`re est l’apprentissage d’une taˆche line´airement se´parable dans l’espace
des donne´es. Ce proble`me est celui que l’on a re´solu de manie`re optimale dans le
deuxie`me chapitre de la premie`re partie de la the`se. Cette fois-ci, le but de l’e´tude
est de comprendre comment se de´te´riorent les proprie´te´s de ge´ne´ralisation lorsqu’on
utilise une machine de moins en moins adapte´e a` la taˆche.
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La seconde taˆche conside´re´e correspond a` un proble`me ou` les classes des exemples
sont des variables ale´atoires. Dans ce cas, nous ne nous inte´resserons plus a` l’erreur
de ge´ne´ralisation, qui n’a pas de sens pour cette taˆche, mais a` la capacite´ d’apprendre
correctement les exemples de l’ensemble d’apprentissage. On s’attend a` ce que cette
capacite´ augmente avec la complexite´ de la machine a` exemples supports.
1.2.1 Me´thode des re´pliques
Les proprie´te´s d’apprentissage des machines a` exemples supports peuvent eˆtre
de´termine´es par la me´thode des re´pliques dans la limite thermodynamique. Cette
limite correspond a` N → +∞ et P → +∞ avec la taille re´duite α = P/N de
l’ensemble d’apprentissage fixe´e. Dans cette limite, les proprie´te´s d’apprentissage
deviennent inde´pendantes de l’ensemble d’apprentissage Lα conside´re´.
La fonction de couˆt approprie´e a` l’e´tude de l’hyperplan de stabilite´ maximale





ou` Θ est la fonction de Heaviside. Cette fonction de couˆt (1.9) compte le nombre
d’exemples de l’ensemble d’apprentissage qui posse`dent une stabilite´ γµ plus faible
que κ. La plus grande valeur de κ pour laquelle la fonction de couˆt est nulle corres-
pond a` la stabilite´ maximale κmax. Le vecteur W∗ correspondant est donne´ par :
E(W∗,Lα,κmax) = 0. (1.10)
Cette relation caracte´rise de manie`re unique le vecteurW∗. Par de´finition de κmax,
pour κ > κmax, il n’existe pas de vecteur W satisfaisant cette condition. Pour
κ < κmax, il existe une infinite´ de solutions possibles, en fait, un volume non vide
de l’espace des directionsW, qui sera appele´ par la suite volume des solutions. Pour
κ = κmax, ce volume se re´duit a` un point correspondant a` W∗.
De meˆme que pour la premie`re partie de la the`se, la fonction de couˆt est
conside´re´e comme une e´nergie et on introduit une tempe´rature fictive T = 1/β.
La fonction de partition correspondante s’e´crit alors :
Z(Lα,κ) =
∫
dP (W) exp (−βE(W,Lα,κ)) . (1.11)
La densite´ de probabilite´ des vecteurs W est conside´re´e uniforme sur la surface de
la sphe`re de rayon
√
(1 + k)N :
dP (W) = δ(W ·W − (1 + k)N) dW. (1.12)
L’e´nergie libre correspondant a` la fonction de partition (1.11) est suppose´e auto-
moyennante dans la limite thermodynamique. Sa valeur pour un ensemble d’appren-
tissage particulier Lα est alors e´gale a` la moyenne sur tous les ensembles d’appren-
tissage de meˆme taille re´duite α avec une probabilite´ un. Puisque l’on recherche les
proprie´te´s du vecteur W∗ pour lequel la fonction de couˆt est minimale (valeur de
la fonction de couˆt nulle), on conside`re la limite de tempe´rature nulle de l’e´nergie
libre.
Dans la limite thermodynamique et la limite de tempe´rature nulle, l’e´nergie libre
s’e´crit :
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La barre au dessus du logarithme de la fonction de partition symbolise la moyenne
sur tous les ensembles d’apprentissage de taille re´duite α, comme il a e´te´ discute´
dans la premie`re partie de cette the`se.
Dans la limite de tempe´rature nulle, la fonction de partition n’est rien d’autre
que la fraction de volume occupe´ par les vecteurs W de fonction de couˆt nulle. En
conse´quence, si l’e´nergie libre f(κ,α,k) est nulle, alors il existe un vecteur W pour
lequel E(W,Lα,κ) = 0. Par contre, si f(κ,α,k) > 0, aucun vecteur W ne satisfait
cette condition. κmax(α,k) est la plus grande valeur de κ pour laquelle f(κ,α,k) = 0.
Le calcul de l’e´nergie libre f s’effectue graˆce a` la me´thode des re´pliques, en






Je ne vais pas de´tailler le calcul de l’e´nergie libre, celui-ci est assez similaire a` celui
pre´sente´ au premier chapitre de la premie`re partie. Par contre, je vais pre´senter les
parame`tres d’ordre introduits, ainsi que l’e´nergie libre f(κ,α,k) obtenue dans les
deux cas : celui de l’apprentissage d’une taˆche line´airement se´parable par une ma-
chine a` exemples supports, et celui de l’apprentissage d’un ensemble d’exemples dont
les classes sont ale´atoires. Je pre´senterai d’abord les deux calculs, que je discuterai
par la suite.
1.2.2 Taˆche line´airement se´parable
Nous allons supposer que la taˆche est line´airement se´parable dans l’espace des
donne´es. Le professeur est alors un hyperplan se´parateur, de´fini par le vecteur nor-
mal B. La classe d’un exemple ξ est donne´e par :
τ(ξ) = sign (B · ξ) . (1.15)
Pour cette taˆche, quelque soit la transformation Φ (1.3) et quelque soit la taille
re´duite α de l’ensemble d’apprentissage, il existe des vecteurs W pour lesquels
E(W,Lα,0) = 0. Le vecteur proportionnel a` (B,0, · · · ,0) en est un exemple. La
stabilite´ maximale κmax(α,k) est donc strictement positive pour toutes les valeurs
de α.
Le parame`tre κmax n’est pas la seule quantite´ inte´ressante pour caracte´riser
les proprie´te´s de l’apprentissage, il est aussi possible de de´terminer l’erreur de
ge´ne´ralisation εg(α,k) et la distribution ρ(γ;α,k) des stabilite´s des exemples de
l’ensemble d’apprentissage. Une fois encore, je pre´cise que l’on appelle distribution
ce qu’il faudrait nommer rigoureusement densite´ de probabilite´.
L’erreur de ge´ne´ralisation est la probabilite´ que la solution W∗ classifie incor-
rectement, c’est-a`-dire, diffe´remment du professeur B, un exemple ne faisant pas





La machine a` exemples supports est de moins en moins adapte´e a` la taˆche a` ap-
prendre lorsque k augmente, on s’attend donc a` ce que l’erreur de ge´ne´ralisation
soit une fonction croissante de k.
La distribution des stabilite´s n’est autre que la densite´ de probabilite´ de la
variable γµ (1.5) calcule´e pour le vecteur W∗ et les exemples de l’ensemble d’ap-
prentissage. Cette distribution va aussi permettre de calculer le nombre d’exemples
supports PES.
Nous allons maintenant introduire les diffe´rents parame`tres d’ordre qui appa-
raissent lors du calcul de l’e´nergie libre par la me´thode des re´pliques :













a < b. (1.19)
avec i = 1, · · · ,k etWa etWb les vecteurs correspondant aux re´pliques a et b respec-
tivement. Les produits scalaires wi,a ·wj,b/N pour i 6= j sont suppose´s ne´gligeables
ainsi que B ·wi,a/N pour i ≥ 1. Ces hypothe`ses sont re´alistes lorsque k  N , car
les corre´lations entre φ(λi)ξ et φ(λj)ξ pour i 6= j sont nulles dans la limite ther-
modynamique. On remarquera l’importance du choix d’une fonction φ(λ) impaire
pour ce re´sultat.
Par la suite, on utilise l’hypothe`se de syme´trie des re´pliques :
Ra = R, (1.20)
vi,a = vi, (1.21)
ci,ab = ci. (1.22)
Le parame`tre R est l’analogue de celui introduit dans la premie`re partie. Il refle`te
la qualite´ de l’apprentissage car la direction B est celle du professeur. Le parame`tre
ci est une ge´ne´ralisation du parame`tre c de la premie`re partie. En effet, dans le cas
pre´sent, la solution W∗ comporte 1 + k vecteurs de dimension N , {w0, · · · ,wk}.
Chaque parame`tre ci refle`te l’importance des fluctuations de l’un de ces vecteurs
dans la limite de tempe´rature nulle. Dans le cas ou` la fonction de couˆt a un conti-
nuum de minima de´ge´ne´re´s (plus pre´cise´ment lorsque la fonction de couˆt est mi-
nimale a` l’inte´rieur d’un volume fini), les fluctuations de´croissent tre`s lentement
avec la tempe´rature et les parame`tres ci sont infinis. C’est le cas notamment pour
κ < κmax, ou` il existe un volume fini de solutions W avec une fonction de couˆt
nulle. κmax peut alors eˆtre vue comme la plus grande stabilite´ κ pour laquelle ci est
infini. Les parame`tres vi ne posse`dent pas d’analogues dans les proble`mes traite´s
dans la premie`re partie. La signification de ces parame`tres est toutefois assez natu-
relle. Seule la norme du vecteur W∗ est fixe´e, la norme des diffe´rents vecteurs wi
n’est pas contrainte. Le parame`tre vi correspond a` la norme de wi. Lorsque la taille
re´duite de l’ensemble d’apprentissage diverge, on s’attend a` ce que la direction W∗
correspondant a` la solution de stabilite´ maximale soit proportionnelle au professeur,
c’est-a`-dire,W∗ ∼ (B,0, · · · ,0). Pour cette direction v0 = 1+k et vi = 0 pour i ≥ 1.
Nous allons utiliser une syme´trie du proble`me pour re´duire encore le nombre
de parame`tres d’ordre. Les performances de l’apprentissage sont inde´pendantes du
choix des vecteurs Bi et notamment de leur e´tiquetage. En effet, ces performances
sont invariantes par rapport a` la permutation des vecteurs Bi. En supposant la
meˆme syme´trie pour les parame`tres ci et vi alors ci = c1 et vi = v1 pour i > 1. Il
ne reste plus alors que 4 parame`tres inde´pendants : R, c˜0 = c0/(1 + k), c˜1 = c1/c0




= 1 + k = v0 + kv˜1v0. (1.23)
L’e´nergie libre f(κ,α,k) s’exprime alors simplement comme l’extremum sur ces
4 parame`tres d’ordre d’une fonction g(κ,α,k;R,c˜0,c˜1,v˜1), avec :
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avec φ0 = 1 et φi = φ(λi) pour i > 0.
Une fois l’e´nergie libre f (1.13) calcule´e pour une valeur quelconque de κ, la
stabilite´ maximale κmax est de´termine´e comme e´tant la plus grande valeur de κ
pour laquelle f s’annule comme nous l’avons discute´ pre´ce´demment. Cela correspond
aussi a` la plus grande valeur de κ pour laquelle c˜0 = +∞ puisque f = 0 si c˜0 = +∞.













Lorsque k = 0, on retrouve bien l’expression εg = (1/pi) arccos(R) du chapitre
2 de la premie`re partie. La distribution des stabilite´s des exemples de l’ensemble
d’apprentissage s’e´crit :






















et ρ0(α,k) est telle que ρ soit norme´e a` un. On peut noter aussi que ρ0 n’est rien
d’autre que la fraction d’exemples qui sont supports, c’est-a`-dire, PES = Pρ0.
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1.2.3 Taˆche ale´atoire
Nous allons maintenant conside´rer que la classe de chaque exemple est choisie
de manie`re ale´atoire avec une probabilite´ 1/2 pour la classe +1 et une probabilite´
1/2 pour la classe −1. L’e´tude de ce proble`me permet d’e´valuer la capacite´ de la
machine.
L’e´nergie libre calcule´e par la me´thode des re´pliques pour cette taˆche ale´atoire se
de´duit aise´ment de celle du proble`me pre´ce´dent. Dans le cas pre´sent, il n’existe pas
de direction privile´gie´e B. Cette absence est prise en compte en imposant R = 0.
L’e´nergie libre devient alors l’extremum de la fonction :









































Pour la taˆche ale´atoire conside´re´e, l’erreur de ge´ne´ralisation n’a pas de significa-
tion pertinente, la classe de chaque exemple e´tant choisie ale´atoirement. Cette erreur
est 1/2 quelque soit la taille re´duite α et quelque soit la complexite´, repre´sente´e par
k, de la machine a` exemples supports. La distribution des stabilite´s des exemples















Une fois encore, ρ0 repre´sente la fraction d’exemples qui sont supports et PES = Pρ0.
1.3 Discussion des proprie´te´s d’apprentissage
Apre`s avoir pre´sente´ le calcul des proprie´te´s d’apprentissage d’une machine a`
exemples supports pour deux taˆches diffe´rentes, je vais maintenant discuter des
re´sultats obtenus en fonction de la taille re´duite α de l’ensemble d’apprentissage et
de la transformation Φ utilise´e. Cette transformation est principalement caracte´rise´e
par la nombre k de repre´sentations introduites, et qui de´termine la complexite´ de
la machine, et la fonction φ(λ). Nous essaierons de tirer de ces re´sultats quelques
conclusions ge´ne´rales sur les machines a` exemples supports.
1.3.1 Taˆche line´airement se´parable
Conside´rons tout d’abord la fonction φ(λ) = sign(λ). Dans ce cas, l’extremum
de la fonction g (1.24) correspond a` c˜1 = 1 et v˜1 = 1 − R2. Apre`s introduction de
ces valeurs dans la fonction g, il est possible de remarquer l’identite´ suivante :
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Fig. 1.1 – Erreur de ge´ne´ralisation d’une machine a` exemples supports avec φ(λ) =
sign(λ) en fonction de α pour plusieurs valeurs de k (k = 0,1,2,5 et 10). Pour k = 0,









ou` la partie droite de l’e´quation correspond au cas line´aire k = 0, qui n’est autre
que le perceptron de stabilite´ maximale, avec le parame`tre :
R˜ =
R√
1 + k(1−R2) (1.39)
a` la place de R. Alors, toutes les proprie´te´s peuvent eˆtre de´duites de celles du
perceptron de stabilite´ maximale [48].








Lorsque la taˆche a` apprendre est line´airement se´parable dans l’espace des donne´es,
l’erreur de ge´ne´ralisation d’une machine a` exemple support dans un espace des
repre´sentations augmente´ de k nouvelles repre´sentations est donc la meˆme que celle
du perceptron de stabilite´ maximale avec un ensemble d’apprentissage de taille
re´duite 1 + k fois plus faible. La figure 1.1 repre´sente l’erreur de ge´ne´ralisation en
fonction de α pour plusieurs valeurs diffe´rentes de k (k = 0,1,2,5 et 10).
L’effet entropique duˆ a` l’introduction de nouvelles repre´sentations entraˆıne donc
une augmentation significative de l’erreur de ge´ne´ralisation. La conclusion que l’on
peut tirer de ce re´sultat est qu’une machine trop complexe ne peut pas apprendre
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correctement une taˆche line´airement se´parable (tout au moins dans la limite ther-
modynamique lorsque α est fini). Ce re´sultat doit eˆtre nuance´ car dans le cadre
de nos calculs, k  N . Pour reme´dier a` ce proble`me, on doit introduire dans la
fonction de couˆt, une pe´nalite´ qui favorise les solutions moins complexes. Une ap-
proche propose´e re´cemment e´quivaut a` attribuer aux diverses repre´sentations wi
pour i > 0 des couˆts qui augmentent avec leurs normes [31, 132].
Il est inte´ressant de remarquer que lorsque α → +∞ alors R → 1 et v˜1 → 0 ce
qui montre bien que malgre´ l’extension de l’espace des donne´es a` un espace de plus
grande dimension, la taˆche line´airement se´parable est apprise parfaitement dans la
limite α→ +∞. Par contre, on peut aussi remarquer que les fluctuations des nou-
velles repre´sentations sont identiques a` celles de la repre´sentation 0 correspondant
a` l’espace des donne´es puisque c˜1 = 1. Ce sont ces fluctuations importantes qui sont
responsables du fait que l’erreur de ge´ne´ralisation est croissante avec k. En limitant
les fluctuations des nouvelles repre´sentations, en imposant par exemple un rapport
constant et fixe´ a` l’avance entre la norme ‖w0‖ de la partie line´aire et celles ‖wi‖
(i > 0) des k nouvelles repre´sentations, il est possible de limiter cet effet ne´faste sur
l’erreur de ge´ne´ralisation [31, 132].
Le comportement de l’erreur de ge´ne´ralisation dans le cas ou` les repre´sentations
internes dans (1.3) sont de´finies avec la fonction φ(λ) = λ est identique au cas
pre´ce´dent dans la limite des grands ensembles d’apprentissage (α 1+ k), c’est-a`-
dire,
εg(α,k) ∼ C 1 + k
α
. (1.41)
Il est inte´ressant de noter que cette limite (α  1 + k) garde un sens malgre´ la
condition k  N car nous regardons les proprie´te´s d’apprentissage dans la limite
thermodynamique (N → +∞). La constante C est 0.5005 pour la fonction φ(λ) =
sign(λ) [48] et en diffe`re le´ge`rement pour la fonction φ(λ) = λ. On peut supposer
que pour toutes les fonctions impaires φ, le comportement sera analogue.
Il est inte´ressant de noter que pour les faibles tailles de l’ensemble d’appren-
tissage (α  1 + k), il est possible de montrer que la fonction φ(λ) = sign(λ) est
la fonction qui posse`de la plus faible erreur de ge´ne´ralisation pour une valeur de k
donne´e.
L’e´tude de la distribution des stabilite´s des exemples de l’ensemble d’appren-
tissage permet d’analyser le comportement de la stabilite´ maximale κmax ainsi que
celui de la fraction d’exemples supports ρ0. Cette dernie`re quantite´ est essentielle
dans la the´orie propose´e par Vapnik [122, 123] pour de´montrer l’inte´reˆt de ces ma-
chines. En effet, celui-ci a montre´ que la fraction d’exemples supports e´tait une
borne supe´rieure de l’erreur de ge´ne´ralisation :
εg(α,k) ≤ ρ0(α,k) = PES
P
. (1.42)
L’inte´reˆt des machines a` exemples supports est principalement duˆ a` deux obser-
vations qui semblent se retrouver dans bon nombre d’applications re´alistes. Prem-
ie`rement, le nombre d’exemples supports est faible par rapport au nombre total
d’exemples dans l’ensemble d’apprentissage. Deuxie`mement, ce nombre d’exemples
supports semble varier faiblement avec la complexite´ de la machine a` exemples sup-
ports utilise´e, c’est-a`-dire, la dimension de l’espace des repre´sentations. La conclu-
sion de ces deux observations est que l’erreur de ge´ne´ralisation obtenue dans ces
applications re´alistes est faible. Malheureusement, aucune approche the´orique n’a
pu a` ce jour expliquer les raisons du faible nombre d’exemples supports.
Conside´rons d’abord la transformation (1.3) de´finie par φ(λ) = sign(λ) pour
laquelle on peut exprimer la stabilite´ maximale a` k donne´ en fonction de sa valeur
a` k = 0, correspondant a` la stabilite´ maximale du perceptron simple [48] :
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Fig. 1.2 – Stabilite´ maximale d’une machine a` exemples supports avec φ(λ) =
sign(λ) en fonction de α pour plusieurs valeurs de k (k = 0,1,2,5 et 10). Pour k = 0,








La figure 1.2 repre´sente la stabilite´ maximale en fonction de α pour plusieurs valeurs
de k (k = 0,1,2,5 et 10). Deux comportements limites diffe´rents sont inte´ressants a`
















Dans ce cas, la borne (1.42), donne´e par Vapnik, n’est pas pertinente puisque
la fraction d’exemples supports borne l’erreur de ge´ne´ralisation par une quantite´
supe´rieure a` 1/2. Cela se comprend aise´ment : si la fraction d’exemples supports est
tre`s proche de l’unite´, presque tous les exemples sont utilise´s pour de´terminer la
se´paration. Cela signifie que l’apprentissage est plus proche d’un apprentissage par
cœur des exemples que d’un re´el apprentissage de la re`gle donne´e par le professeur.







ρ0(α,k) ∼ 0.952 1 + k
α
. (1.47)
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Dans ce cas, la borne (1.42), donne´e par la fraction d’exemples supports, est per-
tinente car proche de l’erreur de ge´ne´ralisation εg ∼ 0.5005(1 + k)/α. Le compor-
tement inversement proportionnel a` α/(1 + k) est correctement pre´dit. Cependant,
le coefficient de proportionnalite´ donne´ par la borne de Vapnik est pre`s de deux
fois plus important que le coefficient de l’erreur de ge´ne´ralisation. Il est toutefois
important de noter que le nombre d’exemples supports n’est pas faible pour autant.
En effet, PES = Pρ0 ∼ 0.952 (1 + k)N , c’est-a`-dire, que le nombre de supports
est tre`s proche de la dimension de l’espace des repre´sentations. Ce re´sultat est tre`s
diffe´rent de celui obtenu dans diverses applications [16, 50, 74, 122, 123] ou` le nombre
d’exemples supports semble saturer et non croˆıtre proportionnellement a` la taille
de l’espace des repre´sentations.
Pour la fonction φ(λ) = λ e´tudie´e, les deux comportements a` α  1 + k et
α  1 + k conside´re´s, sont similaire a` ceux obtenus pour φ(λ) = sign(λ). On peut
donc s’attendre a` ce que les machines a` exemples supports dont les repre´sentations
sont de´finies par des fonctions φ(λ) impaires pre´sentent ces meˆmes comportements
lors de l’apprentissage de taˆches line´airement se´parables.
1.3.2 Taˆche ale´atoire
Conside´rons maintenant le cas ou` les classes des points de l’espace des donne´es
sont attribue´s ale´atoirement. L’e´tude de ce proble`me permet de de´terminer la frac-
tion maximale d’exemples αc que la machine peut apprendre sans erreurs. Cette
quantite´ αc correspond a` la taille re´duite α pour laquelle κmax(α,k) s’annule. Cette
valeur sera appele´e capacite´ αc(k) de la machine a` exemples supports. L’erreur de
ge´ne´ralisation n’est pas une quantite´ pertinente car elle reste constante et e´gale a`
1/2 pour toutes les valeurs de la taille re´duite α et quelque soit la transformation
Φ (1.3), c’est-a`-dire, quelques soient k et la fonction φ(λ).
L’extremum de la fonction g(κ,α,k; c˜0,c˜1,v˜1) (1.33) pour κmax = 0 correspond
aux valeurs c˜0 = +∞ et c˜1 = v˜1 quelque soit la fonction φ(λ) conside´re´e. Il est a`
noter toutefois que v˜1 n’est pas ne´cessairement e´gal a` 1. La conclusion surprenante
est que :
αc(k) = 2 (1 + k), (1.48)
inde´pendante de la fonction φ(λ). Il est important de souligner que nous nous
sommes limite´s aux fonctions φ(λ) impaires. Ceci entraˆıne notamment que, si les
exemples sont en position ge´ne´rale dans l’espace des donne´es, ce qui est vrai pour la
distribution (1.1) des exemples conside´re´e, alors les images des exemples sont aussi
en position ge´ne´rale dans l’espace des repre´sentations. Pour des exemples en posi-
tion ge´ne´rale, Cover [28] a de´montre´ par des me´thodes ge´ome´triques que la capacite´
d’un perceptron simple (k = 0) est αc(0) = 2 et celle d’une machine quadratique
(k = N et φ(λ) = λ) est αc = N+1. Le pre´facteur 2 qui apparaˆıt dans notre re´sultat
si l’on remplace k par N provient du fait que nous avons ne´glige´ les corre´lations
entre les nouvelles repre´sentations. Si k = N et φ(λ) = λ, tous les termes ξiξj pour
i 6= j apparaissent deux fois dans (1.3). Puisque les autres termes sont de´corre´le´s,
il est facile de trouver la correction a` notre re´sultat. En effet, parmi les N(1 + k)
composantes, nous en avons compte´ k(k − 1)/2 deux fois. Si on les soustrait, on
trouve les corrections en 1/N a` la valeur que nous avons calcule´e. On obtient :
αc(k,N) = 2
[




qui a le comportement pre´dit par Cover pour k = N [28, 85]. Le calcul de la capacite´
de la machine a` exemples supports pour la famille de transformations conside´re´es
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permet de trouver par la me´thode des re´pliques des re´sultats en accord avec les
approches ge´ome´triques.
Il est inte´ressant de comparer la capacite´ des machines a` exemples supports
que nous avons conside´re´es a` celles des perceptrons avec une couche cache´e. Pour
faire la classification, ces derniers introduisent k perceptrons simples, ou encore, k
hyperplans se´parateurs, dont les classes constituent une repre´sentation interne de k
variables binaires pour chaque point de l’espace des donne´es. Parmi les perceptrons
avec une couche cache´e, deux machines particulie`res ont e´te´ tre`s e´tudie´es : la machine
de parite´ et les comite´s. La classe d’un point de l’espace des donne´es est le produit
des k variables binaires de la repre´sentation interne pour les machines de parite´ et
la majorite´ des k variables binaires pour les comite´s. Dans ce dernier cas, la valeur
de k doit eˆtre impaire pour qu’il existe toujours une majorite´ entre la classe +1 et
la classe −1. Ces deux types de machines posse`dent le meˆme nombre de degre´s de
liberte´ kN . Dans la limite 1 k  N , il est donc comparable a` celui des machines
a` exemples supports qui est (1 + k)N , ou plus pre´cise´ment (1 + k)N − k(k − 1)/2.
Il est alors pertinent de comparer leurs capacite´s respectives. Dans les deux cas,
les perceptrons avec une couche cache´e posse`dent une plus grande capacite´ que les
machines a` exemples supports. En effet, la capacite´ de la machine de parite´ est
αc(k) ∼ k ln k et celle des comite´s est αc(k) ∼ k
√
ln k [86, 87, 68, 130, 131, 34, 118].
Nous allons pre´senter dans le prochain chapitre un algorithme particulier per-
mettant d’obtenir une machine de parite´. Cet algorithme incre´mental permet d’aug-
menter progressivement le nombre de perceptrons simples de la couche cache´e jus-
qu’a` ce que l’erreur d’apprentissage s’annule. Nous e´tudierons le comportement de
la capacite´ de la machine de parite´ apprenant avec cet algorithme particulier.
Je vais conside´rer maintenant les comportements de la stabilite´ κmax et de la
fraction d’exemples supports ρ0 lorsque la taille re´duite α de l’ensemble d’appren-
tissage est infe´rieure a` la capacite´ αc(k).
Tout d’abord, pour la fonction φ(λ) = sign(λ), les parame`tres d’ordre qui extre-
misent g (1.33) sont v˜1 = c˜1 = 1. Il en re´sulte :








De cette expression, on de´duit que la stabilite´ maximale a` k donne´ s’exprime en








La figure 1.3 repre´sente la stabilite´ maximale en fonction de α pour plusieurs valeurs

















le meˆme que pour une taˆche line´airement se´parable. Le comportement pour α proche
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Fig. 1.3 – Stabilite´ maximale d’une machine a` exemples supports avec φ(λ) =
sign(λ) en fonction de α pour plusieurs valeurs de k (k = 0,1,2,5 et 10). Pour k = 0,
la machine a` exemples supports correspond a` un perceptron de stabilite´ maximale.
La stabilite´ maximale s’annule line´airement a` l’approche de la capacite´ αc(k). La
fraction d’exemples supports de´croˆıt pour atteindre 1/2 a` la capacite´. Ceci est
cohe´rent avec le fait que cette fraction est une borne supe´rieure de l’erreur de
ge´ne´ralisation et que cette erreur est 1/2 pour une taˆche ale´atoire. Lorsque la taille
re´duite de l’ensemble d’apprentissage est e´gale a` la capacite´, le nombre d’exemples
apprenables est deux fois plus grand que la dimension de l’espace des repre´sentations
mais seulement la moitie´ sont supports. En effet, le nombre d’exemples supports
PES = ρ0P correspond a` la dimension de l’espace des repre´sentations. Le nombre
d’exemples supports est alors maximal car il n’est pas possible de trouver un hy-
perplan contenant plus de points en position ge´ne´rale que la dimension de l’espace
correspondant.
1.3.3 Remarques ge´ne´rales
Nous venons d’e´tudier deux taˆches d’apprentissage diame´tralement oppose´es
dans le sens ou` l’une d’entre elles correspond a` une taˆche aise´e, puisque line´airement
se´parable, tandis que l’autre correspond a` une taˆche inapprenable, puisque ale´atoire.
Pour la taˆche line´airement se´parable, la machine a` exemples supports est de moins
en moins adapte´e lorsque la dimension de l’espace des repre´sentations augmente.
Les performances de l’apprentissage refle`tent ce phe´nome`ne puisque l’erreur de ge´ne´-
ralisation, a` α fixe´, croˆıt lorsque k augmente. Pour la taˆche ale´atoire, au contraire, la
machine a` exemples supports permet l’apprentissage par cœur d’un nombre de plus
en plus important d’exemples lorsque k augmente. Au-dela` de ces deux remarques
e´videntes, il est possible de de´duire de cette e´tude quelques conclusions ge´ne´rales
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sur les machines a` exemples supports inde´pendantes de la taˆche conside´re´e.
La premie`re des conclusions est que la stabilite´ maximale κmax est une fonction
croissante de la dimension de l’espace des repre´sentations. Cette croissance permet
une plus grande robustesse vis-a`-vis du bruit dans les donne´es apre`s l’apprentissage.
Je discuterai plus en de´tail cette notion de robustesse dans la prochaine section.
La deuxie`me conclusion, beaucoup moins e´vidente et qui va a` l’encontre du
re´sultat attendu, est le fait que le nombre d’exemples supports est une fonction
croissante de la dimension de l’espace des repre´sentations. Or, dans les applications
re´alistes rapporte´es [16, 50, 74, 122, 123], le nombre d’exemples supports est une
fonction presque constante de l’espace des repre´sentations. Il faut toutefois noter
que dans ces applications re´alistes, il est laisse´ la possibilite´ a` quelques exemples
d’eˆtre mal classe´s. La solution obtenue apre`s apprentissage ne correspond alors pas
a` la solution de stabilite´ maximale. Cette modification est peut-eˆtre responsable de
la limitation observe´e du nombre d’exemples supports. Une e´tude plus proche des
applications re´alistes semble ne´cessaire.
Il est inte´ressant aussi de noter le comportement de la stabilite´ maximale et du
nombre d’exemples supports pour les faibles valeurs de la taille re´duite α de l’en-
semble d’apprentissage. Il n’existe aucune diffe´rence de comportement au premier
ordre en α entre la taˆche ale´atoire et la taˆche line´airement se´parable. La the´orie de
Vapnik, qui est principalement base´e sur le nombre d’exemples supports, ne permet
pas de mettre en e´vidence que l’erreur de ge´ne´ralisation de´croˆıt, dans le cas de la
taˆche line´airement se´parable, de`s α = 0. Ceci est duˆ au fait que la the´orie de Vapnik
conside`re le cas le pire alors que l’approche thermodynamique e´tudie le cas typique.
Dans la limite des grandes tailles re´duites de l’ensemble d’apprentissage, il semble
que l’augmentation de la dimension de l’espace des repre´sentations ait un effet
de´favorable sur la ge´ne´ralisation. Le nombre de fonctions boole´ennes accessibles
augmente avec la dimension de l’espace des repre´sentations ce qui est indispensable
pour espe´rer apprendre des taˆches non line´airement se´parables. Malheureusement,
l’augmentation du nombre de fonctions accessibles fait que la probabilite´ d’obtenir
l’une d’entre elles diminue. C’est ce phe´nome`ne qui est responsable de la croissance
de l’erreur de ge´ne´ralisation lorsque k augmente, a` α fixe´, dans le cas de la taˆche
line´airement se´parable. Les approches de Yoon et Oh [132] et de Dietrich, Opper
et Sompolinsky [31] semblent corriger ce proble`me en multipliant par des poids
les repre´sentations introduites. Ces poids sont tels qu’ils permettent de de´croˆıtre
l’importance relative des repre´sentations, proportionnellement a` leurs dimensions.
Dans le cas de la transformation (1.3) e´tudie´e dans cette the`se, ceci revient a` diviser
par
√
k les repre´sentations avec i ≥ 1. Ceci permet de limiter la de´croissance de
l’erreur de ge´ne´ralisation lors de l’augmentation de la dimension de l’espace des
repre´sentations. Il est inte´ressant de remarquer que dans les applications re´alistes,
il semblerait que ce phe´nome`ne n’ait pas e´te´ analyse´.
1.4 Erreur de reconnaissance
Dans la plupart des applications re´alistes, une des hypothe`ses les plus couram-
ment utilise´es, souvent de manie`re implicite, est que deux exemples proches dans
l’espace des donne´es appartiennent a` la meˆme classe avec une forte probabilite´. Cette
hypothe`se peut eˆtre vue comme une hypothe`se de continuite´ de la classification.
L’hypothe`se de continuite´ est une des raisons pour lesquelles la direction de sta-
bilite´ maximale est choisie parmi toutes les directions de l’espace des repre´sentations
ayant une erreur d’apprentissage nulle. Nous allons essayer de formaliser cette no-
tion en introduisant une erreur de reconnaissance que l’on pourra aussi voir comme
une mesure de la robustesse de la machine a` exemples supports par rapport a` des
perturbations, qui peuvent eˆtre conside´re´es comme un bruit, des exemples.
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Supposons que la dimension de l’espace des repre´sentations est suffisamment
grande pour qu’il existe une direction de stabilite´ maximale positive, ou encore, que
l’erreur d’apprentissage correspondant a` cette direction soit nulle. Nous allons sup-
poser maintenant que l’apprentissage a e´te´ effectue´ et que la direction de stabilite´
maximale est de´termine´e. L’erreur de reconnaissance est alors de´finie comme l’erreur
commise sur un ensemble de points, de´sormais appele´s ensemble de reconnaissance,
constitue´ des exemples de l’ensemble d’apprentissage auxquels on a ajoute´ un bruit
gaussien, mais dont les classes restent celles des exemples de l’ensemble d’appren-
tissage initial.
Les exemples de l’ensemble de reconnaissance sont perturbe´s de la fac¸on sui-
vante :
ξµ → ζµ ≡ ξµ + ηµ (1.56)











Le parame`tre ∆ refle`te le taux de bruit. Les classes de ξµ et de ζµ sont suppose´es
identiques. Cette hypothe`se n’a un inte´reˆt que dans la limite ou` la perturbation des
exemples est faible (∆  1) pour que l’hypothe`se de continuite´ faite sur la classe
re´elle des exemples soit satisfaite avec une forte probabilite´. La classe σµ donne´e
par la machine a` exemples supports est quant a` elle modifie´e par l’ajout de bruit
sur les exemples. Nous appellerons σµ(∆) cette nouvelle classe qui est de´finie par :
σµ(∆) = sign (Φ(ξµ + ηµ) ·W∗) . (1.58)







L’erreur de reconnaissance de´pend implicitement de la taille re´duite α de l’ensemble
d’apprentissage par l’interme´diaire de κmax(α,k).
Regardons tout d’abord le cas du perceptron de stabilite´ maximale (k = 0),













La stabilite´ maximale κmax a e´te´ note´e κ pour simplifier la notation, et cela sera le
cas par la suite.
Imaginons que κ = 0, alors dans ce cas, l’erreur de reconnaissance est proche de
1/4 lorsque ∆  1. Ce re´sultat n’est pas surprenant si l’on conside`re que lorsque
κ = 0, la distribution des stabilite´s des exemples de l’ensemble d’apprentissage
initial est telle que la moitie´ d’entre eux ont une stabilite´ nulle. La perturbation de
ces exemples entraˆıne une perturbation gaussienne de leur stabilite´ centre´e sur la
valeur avant perturbation. Celle-ci e´tant nulle, la moitie´ de ces exemples perturbe´s
vont posse´der une stabilite´ ne´gative e´quivalente a` une erreur de classification. Il
existe donc bien pre`s d’un quart des exemples perturbe´s mal classe´s.
Imaginons maintenant que κ est non nul. L’erreur de reconnaissance, dans la
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L’erreur de reconnaissance est d’autant plus faible que la stabilite´ est grande ce
qui permet de justifier notamment le choix de la stabilite´ maximale. Il est aussi
inte´ressant de noter la croissance tre`s lente de l’erreur de reconnaissance lorsque
la perturbation est augmente´e. La question est de savoir sous quelles conditions
ce re´sultat reste valable pour les machines a` exemples supports, c’est-a`-dire, pour
k > 0.
Supposons tout d’abord que l’on a utilise´ la fonction φ(λ) = sign(λ) et que
κ > 0, alors pour ∆ 1 :
εr(∆,κ,k) ∼ ∆. (1.62)
Ce re´sultat est inde´pendant de la valeur de la stabilite´ κ et surtout l’erreur de
reconnaissance croˆıt plus rapidement avec la perturbation ∆ que dans le cas k = 0.
Cette croissance rapide est due a` la discontinuite´ de la fonction φ. En effet, cette
discontinuite´ peut entraˆıner une importante modification de la stabilite´ meˆme pour
une faible perturbation. Ce n’est plus le cas pour une fonction φ continue comme







La fonction h(k) est une fonction croissante de k. Le comportement (1.60) du per-
ceptron de stabilite´ maximale n’est pas entie`rement retrouve´. Toutefois, l’erreur de
reconnaissance croˆıt tre`s faiblement par rapport a` la perturbation et de´croˆıt lorsque
la stabilite´ augmente.
En conclusion, la transformation non line´aire de´finissant la machine a` exemples
supports doit eˆtre continue si l’on veut obtenir une faible erreur de reconnaissance
lors de la perturbation des exemples de l’ensemble d’apprentissage. Cette erreur de
reconnaissance est principalement de´pendante de la machine utilise´e et de la distri-
bution des stabilite´s des exemples. Elle ne de´pend pas de la fonction a` apprendre
puisque on a suppose´ que les exemples avant et apre`s perturbation e´taient classe´s
de fac¸on identique par cette fonction.
1.5 Tentative de borne pour l’erreur de ge´ne´ra-
lisation
1.5.1 Pre´sentation de la borne
Je vais maintenant discuter la raison qui nous a amene´s a` introduire l’erreur
de reconnaissance. L’ide´e est d’essayer de borner de manie`re inte´ressante l’erreur
de ge´ne´ralisation. Borner de manie`re triviale l’erreur de ge´ne´ralisation consiste par
exemple a` la borner par 1/2. La tentative que nous allons pre´senter maintenant
aboutit dans tous les cas e´tudie´s a` une borne triviale. Les re´sultats obtenus per-
mettent toutefois de comprendre quelles sont les raisons qui sont susceptibles d’eˆtre
responsables d’une erreur de ge´ne´ralisation faible.
L’erreur de ge´ne´ralisation est la probabilite´ de mal classer une donne´e ne faisant
pas partie des exemples de l’ensemble d’apprentissage. Se´parons les donne´es en deux
sous-ensembles. On place dans le premier qu’on appellera ensemble de proximite´,
les donne´es pour lesquelles il existe un exemple de l’ensemble d’apprentissage a` une





Il est possible de borner l’erreur de classification d’une donne´e du premier en-
semble a` l’aide de l’erreur de reconnaissance. Pour cela, il faut introduire une erreur
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que l’on appellera erreur de proximite´ εp qui de´pend de la fonction a` apprendre
mais qui ne de´pend pas de la machine utilise´e pour l’apprentissage. Cette erreur
est la probabilite´ que deux points distant de moins de ∆ n’appartiennent pas a`
la meˆme classe. Elle peut eˆtre vue comme l’analogue de l’erreur de reconnaissance
pour la fonction a` apprendre. La probabilite´ de faire une erreur sur une donne´e de
l’ensemble de proximite´ est alors borne´e simplement par :
ε˜(∆) = εr(∆,κ,k)(1− εp(∆)) + (1− εr(∆,κ,k)) εp(∆). (1.65)
La premie`re partie de cette somme correspond a` des donne´es qui ne sont pas classe´es
par la machine comme l’exemple de l’ensemble d’apprentissage le plus proche alors
que la fonction a` apprendre les classe de manie`re identique. La deuxie`me partie de
l’expression correspond a` l’autre possibilite´, inverse de la pre´ce´dente, de faire une
erreur de classification. Les deux erreurs εr et εp e´tant des fonctions croissantes de
∆ de 0 a` 1/2, il en est de meˆme pour ε˜.
La probabilite´ de faire une erreur sur les donne´es ne faisant pas partie de l’en-
semble de proximite´ est majore´e trivialement par 1/2. En appelant εd(∆,α) la proba-
bilite´ qu’un exemple soit dans l’ensemble de proximite´, on obtient la borne suivante
pour l’erreur de ge´ne´ralisation :
εg(α) ≤ εb(∆,α) = εd(∆,α) ε˜(∆) + 12(1− εd(∆,α)). (1.66)
La probabilite´ εd de´pend a` la fois de la distance ∆ mais aussi de la taille re´duite
α de l’ensemble d’apprentissage. La probabilite´ εd est croissante par rapport a` ∆.
La borne εb est donc la somme de deux termes, l’un croissant et l’autre de´croissant
en fonction de ∆. La valeur de cette borne est 1/2 dans les deux limites ∆ → 0
et ∆ → +∞ mais on peut s’attendre a` l’existence d’une distance ∆0 pour laquelle
εb(∆0,α) est minimale. Lorsque le nombre d’exemples augmente, on s’attend a` ce
que l’ensemble de proximite´ contienne de plus en plus d’exemples, c’est-a`-dire que
εd soit une fonction croissante de α. Il est alors possible que la borne εb(∆0,α)
soit une fonction de´croissante par rapport a` α et ne soit pas une borne triviale de
l’erreur de ge´ne´ralisation.
1.5.2 Calcul de la borne pour les taˆches e´tudie´es
Calculons cette borne pour les deux taˆches e´tudie´es pre´ce´demment et pour une
machine a` exemples supports a` repre´sentations continues (φ(λ) continue). Nous
verrons alors que tout ne se passe pas comme pre´vu dans la limite thermodynamique.
Pour la taˆche ale´atoire, il est e´vident que εp(∆) = 1/2 pour toute valeur de ∆
puisque l’hypothe`se de proximite´ n’est pas ve´rifie´e dans ce cas. On aboutit logique-
ment a` une borne triviale εb(∆) = 1/2 pour cette taˆche, cohe´rente avec le fait que
εg = 1/2.
En ce qui concerne la taˆche line´airement se´parable, on peut s’attendre a` une
borne non triviale puisque, cette fois-ci, l’erreur de ge´ne´ralisation n’est plus e´gale a`
1/2 mais de´croˆıt lorsque α augmente pour s’annuler lorsque α diverge. L’ensemble

















Cette erreur s’annule lorsque ∆ → 0 et atteint 1/2 lorsque ∆ → +∞. Dans la
section pre´ce´dente, on a montre´ que pour une machine a` exemples supports continue,
l’erreur de reconnaissance s’annule pour ∆→ 0. Il ne reste donc plus qu’a` de´terminer
la probabilite´ εd(∆,α). Malheureusement, cette probabilite´ n’est pas une fonction
continue de ∆ mais une fonction seuil. En fait, la distribution de distances d entre
1.5. TENTATIVE DE BORNE POUR L’ERREUR DE GE´NE´RALISATION 105









Pour que la borne soit non triviale, il faut donc ∆ > ∆0 =
√
2 et cela quelque
soit la valeur de α. Pour cette valeur ∆0, l’erreur de reconnaissance que l’on a
de´finie pre´ce´demment n’a plus de sens, puisque tous les exemples de l’ensemble
d’apprentissage sont a` la meˆme distance d’une donne´e prise au hasard. On retrouve,
comme pour la taˆche ale´atoire, que la borne ainsi de´termine´e est triviale (εb = 1/2).
1.5.3 Ouvertures possibles
La question qui se pose alors est de savoir si cette approche est totalement
inadapte´e a` des applications re´alistes ou si ce sont les deux taˆches conside´re´es qui
sont tre`s e´loigne´es des applications re´alistes.
Je vais essayer de donner quelques raisons en faveur de la deuxie`me option
qui permettent de justifier l’inte´reˆt de l’erreur de reconnaissance que nous avons
introduite.
La premie`re difficulte´ dans les deux taˆches conside´re´es re´side en la distribution
des exemples. Elle entraˆıne que, dans la limite thermodynamique, la distribution
de distances entre paires d’exemples posse`de un unique pic δ. Par conse´quent, εd
est une fonction seuil a` partir de laquelle on ne peut pas envisager une borne non
triviale a` l’erreur de ge´ne´ralisation. Toutefois, ce comportement est exclusivement
duˆ a` la distribution des exemples conside´re´e. Or, celle-ci est la plus simple que l’on
puisse imaginer, mais elle est tre`s e´loigne´e de ce que l’on peut trouver dans des
proble`mes re´alistes. En effet, dans le cas de la taˆche line´airement se´parable e´tudie´e,
la probabilite´ de trouver des exemples est maximale sur la surface discriminante.
Dans les proble`mes re´alistes, on s’attend au contraire a` une densite´ de probabilite´
minimale sur cette surface.
Une des possibilite´s pour re´soudre le proble`me de la densite´ de probabilite´ des
exemples est de conside´rer non plus une simple gaussienne centre´e a` l’origine mais
plusieurs gaussiennes centre´es autour de points appele´s des prototypes et qui sont
situe´s non plus sur la surface se´paratrice mais au contraire a` l’inte´rieure de l’espace
correspondant a` une classe bien de´termine´e. Cette hypothe`se semble beaucoup plus
re´aliste, elle ne suffit pourtant pas a` re´soudre le proble`me de la distribution des
distances entre exemples dans la limite thermodynamique.
En pre´sence de l prototypes (S1, · · · ,Sl), la densite´ de probabilite´ des exemples














ou` σ est la largeur des gaussiennes des diffe´rents prototypes. La largeur de la gaus-
sienne ainsi que le poids de chacun des prototypes sont suppose´s identiques pour
chacun d’entre eux.
Deux cas diffe´rents sont a` conside´rer. Le premier correspond a` des prototypes
dont la norme est finie. La distribution en double gaussienne introduite au troisie`me
chapitre de la premie`re partie peut eˆtre conside´re´e comme une distribution de deux
prototypes syme´triques par rapport a` l’origine. La distance entre ces prototypes est
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Dans ce cas, la distribution P (d) des distances entre les exemples reste triviale :
P (d) = δ(d−
√
2σ). (1.71)
La borne de l’erreur de ge´ne´ralisation est alors triviale pour les meˆmes raisons que
pre´ce´demment.



















Cette distribution ne permet toutefois pas d’envisager une de´pendance de εd(∆,α)
vis-a`-vis de la taille re´duite α. En effet, le nombre d’exemples de l’ensemble d’ap-
prentissage diverge dans la limite thermodynamique, il existe donc toujours au




Toutefois, cette fois-ci, il est possible d’obtenir une borne non triviale a` l’erreur de
ge´ne´ralisation. En effet, pour ∆ =
√
2σ, l’erreur de reconnaissance a un sens si σ 
d0. Un exemple n’est proche que d’un seul prototype et l’erreur de reconnaissance
est alors simplement la probabilite´ que la machine a` exemples supports ne donne
pas la meˆme classe a` l’exemple et au prototype.
Il semble plus inte´ressant d’envisager non pas un nombre fini de prototypes
mais un nombre proportionnel a` la dimension N de l’espace des donne´es. Cette
hypothe`se n’est pas incohe´rente si l’on pense que le nombre d’exemples de l’ensemble
d’apprentissage est lui aussi proportionnel a` N . Le nombre de prototypes est alors
infini dans la limite thermodynamique, on pourra le noter P0 = α0N . Dans ce
cas, on s’attend a` ce que la probabilite´ εd(∆,α) qu’une donne´e soit dans l’ensemble
de proximite´ de´pende de α et qu’elle soit une fonction croissante de α avec un
changement de comportement plus prononce´ autour de α0. Les calculs concernant
cette hypothe`se n’ont pas e´te´ mene´s a` bien jusqu’a` pre´sent mais ils constituent une
piste inte´ressante pour mieux comprendre les bonnes performances de ge´ne´ralisation
des machines a` exemples supports dans les applications re´alistes.
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Chapitre 2
Machine de parite´ :
Algorithme incre´mental
Le perceptron simple, pre´sente´ dans l’introduction et e´tudie´ dans le deuxie`me
chapitre de la premie`re partie, permet de classer uniquement dans le cas de taˆches
line´airement se´parables. En conse´quence, sa capacite´ a` apprendre correctement un
ensemble de points, dont les classes sont ale´atoires, est limite´. Cover [28] a montre´
que cette capacite´ est αc ≡ Pc/N → 2 dans la limite thermodynamique avec Pc le
nombre maximal d’exemples de classe ale´atoire qu’il est possible d’apprendre correc-
tement et N la dimension de l’espace des donne´es. Une possibilite´ pour augmenter la
capacite´ est de conside´rer un re´seau de neurones avec une couche cache´e constitue´e
de perceptrons simples. L’inte´reˆt de tels re´seaux est de cre´er une repre´sentation in-
terne binaire de chaque point de l’espace des donne´es. Cette repre´sentation interne
est constitue´e de la classe associe´e par chacun des perceptron simples. La sortie
finale est une fonction boole´enne quelconque. Cette fonction est ge´ne´ralement fixe´e
et deux choix particuliers ont e´te´ e´tudie´s de manie`re intensive : le plus simple est
la majorite´ des classes (le classifieur correspondant est la machine de comite´) et
le deuxie`me est la parite´ (le classifieur correspondant est appele´ machine de pa-
rite´) [126].
Il est bien connu que toute fonction boole´enne spe´cifie´e sur un ensemble d’ap-
prentissage de taille quelconque peut eˆtre re´alise´e avec un re´seau de neurones
posse´dant un nombre suffisant de perceptrons sur la couche cache´e [107, 126]. Le
proble`me d’apprentissage reste cependant entier. En effet, il reste a` trouver une
proce´dure permettant de de´terminer le nombre de perceptrons simples et leurs poids
re´alisant la fonction boole´enne particulie`re spe´cifie´e par l’ensemble d’apprentissage.
L’ide´e de base des algorithmes incre´mentaux est de construire progressivement un
re´seau de neurones en ajoutant des perceptrons simples tant qu’il est ne´cessaire
pour corriger les erreurs de classifications restantes. Cette ide´e a e´te´ mise en avant
premie`rement par Gallant [37]. Elle a ensuite e´te´ reprise par d’autres auteurs.
Me´zard et Nadal [80] ont pre´sente´, par exemple, l’algorithme dit de pavage (ti-
ling algorithm). Des modifications a` cet algorithme ont e´te´ apporte´es, notamment,
par Nadal et Sirat [88, 113] avec les arbres neuronaux (neural trees), Frean [36]
avec l’algorithme Upstart, Ruja´n et Marchand [106, 72] avec l’algorithme se´quentiel
(sequential algorithm), Martinez et Este`ve [73] avec l’algorithme Offset, Biehl et Op-
per [13] avec l’algorithme de pavage de la machine de parite´ (tilinglike algorithm)
et Torres-Moreno, Peretto et Gordon [117, 115] avec les algorithmes NetLines et
NetSpheres.
Dans ce chapitre, nous allons nous inte´resser a` l’e´tude de l’algorithme d’ap-
prentissage particulier e´tudie´ en [13, 117]. Cet algorithme incre´mental permet d’ap-
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prendre correctement tous les exemples de l’ensemble d’apprentissage graˆce a` une
machine de parite´. Une borne supe´rieure de la capacite´ de la machine de parite´,
inde´pendante de l’algorithme utilise´, a e´te´ obtenue pour la premie`re fois par Mit-
chinson et Durbin [85]. Des calculs base´s sur les me´thodes de Physique Statistique
ont permis de montrer que la capacite´ de la machine de parite´ sature cette borne :
αc(k) = k ln k/ ln 2 lorsque k → +∞ [7, 8]. Nous nous proposons de comparer la ca-
pacite´ de l’algorithme incre´mental, dont l’inte´reˆt re´side dans l’existence de preuves
de convergence [13, 46], par rapport a` la capacite´ de la machine de parite´. Nous
allons de´terminer le nombre k de perceptrons simples ne´cessaires pour que l’algo-
rithme incre´mental converge, c’est-a`-dire que la machine de parite´ obtenue classe
correctement tous les exemples de l’ensemble d’apprentissage.
2.1 Pre´sentation de l’algorithme incre´mental
Nous allons supposer que l’on dispose de l’ensemble d’apprentissage suivant :
Lα = {ξµ,τµ}µ=1,··· ,P (2.1)











Les classes τµ sont choisies ale´atoirement avec une probabilite´ 1/2 pour la classe
+1 et 1/2 pour la classe −1.
La machine de parite´ est constitue´e des briques e´le´mentaires que sont les percep-
trons simples avec seuil. Un perceptron simple avec seuil est une ge´ne´ralisation du
classifieur introduit au Chapitre 2 de la premie`re partie de la the`se. Ses parame`tres
sont compose´s d’une direction de l’espace des donne´es J, norme´e a` un, et d’un seuil
θ. Un exemple ξ est classe´ par le perceptron de la fac¸on suivante :
σ ≡ sign (J · ξ − θ) . (2.3)
La diffe´rence par rapport au perceptron de´crit dans la premie`re partie de la
the`se est l’introduction d’un seuil. Ce seuil correspond a` la distance a` l’origine de
l’hyperplan se´parateur, suivant la direction J. Le seuil permet au perceptron simple
de classer les exemples selon les classes ±1 avec une probabilite´ diffe´rente de 1/2.
Nous verrons par la suite que cette proprie´te´ est indispensable pour la convergence
de l’algorithme conside´re´.
La premie`re e´tape de l’apprentissage consiste a` conside´rer un perceptron simple
dont les parame`tres sont constitue´s du vecteur J1 et du seuil θ1. Ces parame`tres




V (λµ1 ) (2.4)
avec λµ la stabilite´ de l’exemple µ :
λµ1 ≡ τµ (J1 · ξµ − θ1) . (2.5)
La stabilite´ est la distance de l’exemple a` l’hyperplan se´parateur pour un exemple
bien classe´ et le ne´gatif de cette distance si l’exemple est mal classe´.
Si l’on prend pour potentiel V (λ) la fonction de Heaviside Θ(−λ), la fonction
de couˆt n’est rien d’autre que l’erreur d’apprentissage du perceptron simple avec
seuil. Nous formulons l’algorithme en terme d’une fonction V ge´ne´rale, car l’e´tude
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analytique lorsque la fonction de couˆt est l’erreur d’apprentissage est souvent com-
plexe. Il est plus aise´ de conside´rer des fonctions de couˆt plus simples, par exemple,
convexes qui ont alors un unique minimum.
Une fois la minimisation de la fonction de couˆt effectue´e et les parame`tres J∗1 et
θ∗1 de´termine´s, l’erreur d’apprentissage ε
1











ou` σµ1 est la classe que le premier perceptron associe a` l’exemple ξ
µ. Cette classe
σµ1 de´pend de l’exemple ξ
µ mais aussi de J∗1 et θ
∗
1 d’apre`s l’e´quation (2.3).
Si l’erreur d’apprentissage ε1t est nulle, l’apprentissage s’arreˆte. Alors la classe
associe´e par la machine de parite´ a` une donne´e quelconque est celle du perceptron
simple.
Si au contraire l’erreur d’apprentissage ε1t est non nulle, l’apprentissage continue
par l’ajout et l’apprentissage d’un nouveau perceptron simple avec seuil. Toutefois,
pour ce nouvel apprentissage, la classe des exemples de l’ensemble d’apprentissage
Lα que l’on souhaite apprendre n’est plus τµ mais τµ2 = σµ1 τµ. La classe τµ2 que l’on
se propose d’apprendre avec le deuxie`me perceptron est +1 si l’exemple a e´te´ bien
appris par le perceptron pre´ce´dent et −1 sinon. L’ide´e est de se´parer les exemples
bien appris des autres. Cela de´finit un nouvel ensemble d’apprentissage :
L2α = {ξµ,τµ2 }µ=1,··· ,P . (2.7)
La classe τµ2 ne posse`de pas la meˆme probabilite´ d’eˆtre e´gale a` +1 ou a` −1. En
effet, la probabilite´ d’eˆtre e´gale a` −1 est ε1t et celle d’eˆtre e´gale a` +1 est 1 − ε1t .
L’inte´reˆt de conside´rer des perceptrons simples avec seuil est alors e´vident. Pour
l’apprentissage du premier perceptron, le seuil n’e´tait pas essentiel puisque les classes
+1 et −1 e´tait e´quiprobables, mais ce n’est plus le cas pour l’apprentissage du
deuxie`me perceptron.
L’apprentissage du deuxie`me perceptron (J∗2,θ
∗
2) est effectue´ avec la meˆme fonc-
tion de couˆt que celui du premier perceptron. On calcule ensuite l’erreur d’appren-










Θ(−τµ2 σµ2 ) (2.8)
ou`, comme pre´ce´demment, σµ2 est la classe que le deuxie`me perceptron associe a`
l’exemple ξµ. Il est possible de montrer [13, 46] que si les exemples sont en position
ge´ne´rale et si l’apprentissage consiste a` minimiser l’erreur d’apprentissage, alors ε2t
est strictement plus faible que ε1t . Il suffit alors de recommencer cette proce´dure
jusqu’a` l’ite´ration k pour laquelle εkt = 0. Le nombre d’ite´rations k est fini, car Pε
i
t
est une suite d’entiers strictement de´croissante. Il existe donc bien une ite´ration k
pour laquelle εkt = 0, c’est-a`-dire que l’algorithme converge.
L’erreur d’apprentissage du perceptron k est nulle et on peut de´montrer [13,
73] que la machine de parite´ classe correctement tous les exemples de l’ensemble
d’apprentissage. En effet, la classe τµi de l’exemple ξ
µ que le perceptron i apprend




i−1. La sortie σ
µ de la machine de
parite´ est le produit de toutes les sorties des perceptrons :
σµ ≡ σµ1 · · ·σµk . (2.9)
La sortie du dernier perceptron est σµk = τ
µ
k puisque l’erreur d’apprentissage ε
k
t
pour celui-ci est nulle. En remplac¸ant τµk par son expression, on aboutit a` :
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σµ = σµ1 · · ·σµk−1σµk−1τµk−1,
σµ = σµ1 · · ·σµk−2τµk−1,
...
σµ = τµ. (2.10)
La classe σµ donne´e par la machine de parite´ a` l’exemple ξµ est bien celle de
l’ensemble d’apprentissage initial. L’erreur d’apprentissage de la machine de parite´
est donc nulle.
2.2 Proprie´te´s de l’algorithme incre´mental
Nous allons maintenant nous inte´resser a` la de´termination du nombre de percep-
trons simples ne´cessaires pour que l’algorithme incre´mental converge. Dans la limite
thermodynamique, N → +∞ et P → +∞ avec la taille re´duite α = P/N de l’en-
semble d’apprentissage constante, ce nombre de perceptrons devient inde´pendant
du choix particulier des exemples de l’ensemble d’apprentissage et ne de´pend plus
alors que de la taille re´duite α.
Pour de´terminer les proprie´te´s d’apprentissage et particulie`rement l’erreur d’ap-
prentissage de chaque perceptron, nous allons utiliser l’approche de la Physique
Statistique.
2.2.1 Approche par la Physique Statistique
Les perceptrons simples sont de´termine´s successivement par la minimisation
d’une fonction de couˆt (2.4). Pour de´terminer les proprie´te´s du premier perceptron,
notamment l’erreur d’apprentissage ε1t , nous allons utiliser la meˆme approche que
dans la premie`re partie de la the`se. Nous introduisons l’inverse d’une tempe´rature





dθ1 exp (−β1E(J1,θ1,Lα)) . (2.11)
La variable θ1 est une nouvelle variable dynamique qui s’ajoute a` la direction J1.
La densite´ de probabilite´ P (J1) est uniforme sur la sphe`re de rayon 1 :
P (J1) = δ (J1 · J1 − 1) (2.12)




N . Dans la limite
thermodynamique, cela revient a` une densite´ uniforme sur l’espace tout entier. La
constante de normalisation e´tant nulle dans cette limite, nous l’avons omise dans
l’expression de la fonction de partition puisqu’elle ne modifie pas les proprie´te´s
thermodynamiques.
Les proprie´te´s du premier perceptron sont obtenus en calculant l’e´nergie libre
f , correspondant a` la fonction de partition (2.11), dans la limite de tempe´rature
nulle (β1 → +∞). Ce calcul est effectue´ par la me´thode des re´pliques dans la limite
thermodynamique :











Le calcul des proprie´te´s du deuxie`me perceptron et des suivants est un peu
plus complexe. Nous introduisons toujours l’inverse d’une tempe´rature fictive βi
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pour tenir compte du minimum de la fonction de couˆt dans la limite βi → +∞.
Toutefois, pour les proprie´te´s du deuxie`me perceptron, il faut aussi prendre en
compte la de´pendance de la classe τµ2 vis-a`-vis du premier perceptron. Pour cela,












Pour fixer les parame`tres (J1,θ1) aux valeurs correspondant au premier percep-
tron, il convient de prendre la limite β1 → +∞. La fonction de partition Z2 pour





ou` l’on a divise´ Z12 par Z1 pour des raisons de normalisation. Cette me´thode se
ge´ne´ralise aise´ment a` plus de deux perceptrons. Toutefois, le calcul de la fonction
de partition a` k perceptrons devient vite inextricable. A` partir de ces fonctions de
partition, il est the´oriquement possible de calculer la distribution des stabilite´s des
exemples pour chaque perceptron et d’en de´duire l’erreur d’apprentissage εit qui
n’est autre que l’inte´grale sur les stabilite´s ne´gatives de cette distribution.
Pour simplifier le calcul de Z2, nous allons faire une hypothe`se drastique. Celle-ci
consiste a` conside´rer les classes τµ2 de l’ensemble d’apprentissage L2α comme e´tant
distribue´es ale´atoirement avec une probabilite´ ε1t pour la classe −1 et 1 − ε1t pour
la classe +1. Il est possible de montrer [128] que cette hypothe`se revient simple-
ment a` ne´gliger la corre´lation entre les directions J∗1 et J
∗
2 dans le calcul de Z12.
West et Saad ont montre´ re´cemment que cette hypothe`se n’est pas ve´rifie´e [128].
Elle ne´glige les contraintes sur les classes τµ2 dues au premier perceptron. On peut
s’attendre a` ce que l’effet de ces contraintes soit de´favorable, ce qui signifie que
l’erreur d’apprentissage ε2t calcule´e avec cette hypothe`se est une borne infe´rieure de
l’erreur d’apprentissage re´elle. Cette remarque justifie la poursuite du calcul avec
cette hypothe`se meˆme si elle n’est pas exacte. L’erreur d’apprentissage e´tant sous
estime´e a` chaque e´tape, le nombre de perceptrons ne´cessaires a` la convergence de
l’algorithme obtenu avec cette hypothe`se est une borne infe´rieure du nombre exact
de perceptrons ne´cessaires.
L’hypothe`se conside´re´e, appele´e par la suite hypothe`se de non corre´lation des
perceptrons, permet de remplacer la fonction de partition Z2 de l’e´quation (2.15)
par une fonction de partition du meˆme type que Z1 (2.11) pour laquelle l’ensemble
d’apprentissage est compose´ des exemples de Lα mais dont les classes sont choisies
ale´atoirement avec une probabilite´ ε1t pour la classe −1 et 1− ε1t pour la classe +1.
La distribution des classes d’un tel ensemble d’apprentissage est appele´e biaise´e
dans le sens ou` la probabilite´ de la classe +1 est diffe´rente de celle de la classe −1.
Le biais est 1− 2ε1t .
2.2.2 Conditions de convergence
Le calcul du nombre de perceptrons ne´cessaires pour que l’erreur d’apprentissage
de la machine de parite´ apprenant avec l’algorithme incre´mental soit nulle, se re´duit
a` l’e´tude de l’apprentissage d’un perceptron simple avec seuil, avec un ensemble
d’apprentissage dont la distribution des classes est biaise´e. Plus particulie`rement,
nous allons nous inte´resser a` l’erreur d’apprentissage Et(α,ε) d’un perceptron simple
apprenant un ensemble d’apprentissage de taille re´duite α et dont le biais de la
distribution des classes est 1−2ε. En effet, l’erreur d’apprentissage εit du perceptron
i s’e´crit alors simplement :
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εit = Et(α,εi−1t ). (2.16)
ou` le biais 1− 2εi−1t du perceptron i est de´termine´ par l’erreur d’apprentissage du
perceptron i− 1.
Revenons, maintenant, a` la convergence de l’algorithme incre´mental conside´re´.
La relation (2.16) qui existe entre l’erreur d’apprentissage du perceptron i− 1 et i
impose que la fonction de couˆt utilise´e pour l’apprentissage du perceptron simple
ve´rifie la condition suivante :
Et(α,ε) < ε. (2.17)
Cette condition permet de garantir que l’erreur d’apprentissage εit de´croˆıt a` chaque
ite´ration. La condition d’arreˆt de l’algorithme incre´mental avec un nombre de per-
ceptrons k fini est la suivante :
εkt = Et(α,εk−1t ) = 0. (2.18)
Cette deuxie`me condition ne´cessite que pour toute taille re´duite α, il existe une va-
leur ε0(α) non nulle pour laquelle Et(α,ε0) = 0. En effet, dans la limite thermodyna-
mique ou` P est infini, il n’est plus possible d’invoquer que la suite des entiers Pεit est
strictement de´croissante pour assurer que l’algorithme s’arreˆte avec un nombre de
perceptrons k fini. Ceci signifie, entre autre, que la solution qui consiste a` apprendre
correctement un exemple a` chaque ite´ration comme le propose la de´monstration de
convergence de Biehl et Opper [13] utilisant un perceptron appele´ grand-me`re, ne
nous satisfait pas dans la limite thermodynamique.
L’inverse α0(ε) de ε0(α) est la capacite´ du perceptron simple avec seuil dans
le cas d’une distribution des classes avec un biais 1 − 2ε. Cette capacite´ est la
taille re´duite maximale d’exemples de l’ensemble d’apprentissage que le perceptron
est capable d’apprendre sans erreur d’apprentissage. La condition qu’il existe une
valeur non nulle ε0 pour toute valeur de α impose que α0(ε) diverge lorsque ε
s’annule. Cette condition n’est pas irre´alisable. En effet, un des premiers calculs
utilisant la me´thode des re´pliques effectue´ par Gardner [38, 39, 40] a e´te´ celui de la
capacite´ α0(ε) d’un perceptron dont la distribution des classes est biaise´e. Lorsque
le biais est nul (ε = 1/2), correspondant a` une distribution des classes syme´trique,
la capacite´ est α0(1/2) = 2. Lorsque le biais est maximal (ε = 0), les exemples sont
tous classe´s de manie`re identique et, lorsque ε→ 0, la capacite´ diverge comme :
α0(ε) ∼ − 1
ε ln ε
. (2.19)
2.3 De´termination du nombre de perceptrons
Connaissant l’erreur d’apprentissage Et(α,ε) d’un perceptron simple avec seuil
en fonction du biais 1− 2ε de la distribution des classes et de la taille re´duite α de
l’ensemble d’apprentissage, connaissant de plus la relation liant l’erreur d’appren-
tissage des perceptrons successifs de la machine de parite´ :
εit(α) = Et(α,εi−1t ), (2.20)
il est possible de de´terminer le nombre de perceptrons ne´cessaires a` la convergence de
l’algorithme incre´mental, c’est-a`-dire, le nombre ne´cessaire pour obtenir une erreur
d’apprentissage nulle de la machine de parite´. Cette condition s’e´crit pour une
distribution des classes initiales τµ syme´trique (ε = 1/2) :
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Fig. 2.1 – Evolution de l’erreur d’apprentissage des perceptrons successifs. La
courbe en trait plein repre´sente l’erreur d’apprentissage Et(α,ε) d’un perceptron
simple avec seuil pour une taille re´duite α de l’ensemble d’apprentissage en fonction
de ε (refle´tant le biais 1 − 2ε de la distribution des classes). L’erreur d’apprentis-
sage du premier perceptron est donne´e par ε1t = Et(α,1/2) et celle des suivants par




fα(1/2) = fα ◦ · · · ◦ fα︸ ︷︷ ︸
k fois
(1/2) = 0. (2.21)
La fonction fα(ε) correspond a` Et(α,ε) pour laquelle la de´pendance en α est indique´e
en indice, et le symbole ◦ de´signe la composition de fonctions. L’e´volution de l’erreur
d’apprentissage des diffe´rents perceptrons est repre´sente´e sur la figure 2.1 pour
une erreur d’apprentissage Et(α,ε) donne´e. Pour ce cas, l’algorithme incre´mental
converge apre`s l’introduction du sixie`me perceptron.
Nous allons nous s’inte´resser, par la suite, a` la limite des grands ensembles
d’apprentissage, c’est-a`-dire, α→ +∞. Dans ce cas, la fonction fα(ε) peut s’e´crire,
pour des fonctions de couˆt (2.4) efficaces, de la fac¸on suivante :
fα(ε) ' ε− h(α,ε) (2.22)
et la fonction h(α,ε) est une fonction qui s’annule lorsque α → +∞. Introduisons




Avec cette de´finition :




























Nous allons exprimer la somme sur j comme une inte´grale en passant au continuum.
Introduisons la fonction x(y) de´finie pour j/k avec j = 0, · · · ,k par :
x(j/k) = xj . (2.29)
La fonction x(y), prolonge´e par continuite´ sur [0,1], est de´croissante avec x(0) = 1/2
et x(1) = 0. Cette fonction est une fonction monotone bien de´finie puisque l’on se
place dans la limite α → +∞ pour laquelle le nombre k de perceptrons simples
ne´cessaires a` la convergence de l’algorithme incre´mental diverge. Avec l’aide de la

















Il reste maintenant a` de´terminer l’inte´grale de h(α,x(y)). Pour cela, on revient a` la
de´finition de xj et on exprime xj+1 en fonction de xj :
xj+1 − xj = −h(α,xj). (2.32)
Dans la limite du continuum, on obtient :
dx
dy






Cette e´quation diffe´rentielle permet de de´terminer x(y) connaissant h(α,x). Elle est
simple a` re´soudre puisque les deux variables x et y peuvent se se´parer :





Il suffit alors d’inte´grer les deux cote´s de l’e´quation pour obtenir l’e´galite´ suivante :
















Nous avons ainsi de´termine´ le comportement asymptotique du nombre k(α) de
perceptrons simples ne´cessaires a` la convergence de l’algorithme incre´mental dans
la limite des tre`s grands ensembles d’apprentissage. k(α) de´pend de la fonction
h(α,x) qui elle meˆme de´pend de la fonction de couˆt (2.4) utilise´e pour l’appren-
tissage de chaque perceptron simple. L’inversion de k(α) permet de de´terminer
la capacite´ αc(k) de la machine de parite´ avec k perceptrons pour l’algorithme
incre´mental conside´re´. Cette capacite´ est une borne infe´rieure a` la capacite´ ge´ne´rale,
celle inde´pendante de l’algorithme utilise´ pour l’apprentissage de la machine de pa-
rite´. Nous allons, dans la suite, e´tudier la capacite´ que l’on peut atteindre pour
diverses re`gles d’apprentissage, c’est-a`-dire, diffe´rents potentiels V de´finissant la
fonction de couˆt (2.4).
2.4 Calcul de l’erreur d’apprentissage d’un per-
ceptron simple avec seuil
Les approximations introduites rame`nent le calcul a` celui de l’erreur d’appren-
tissage d’un perceptron simple avec seuil. Bien que le perceptron ait e´te´ e´tudie´
de manie`re tre`s approfondie, il y a peu de re´sultats syste´matiques pour le percep-
tron avec seuil en fonction du biais dans la distribution des classes. Nous allons
de´velopper ce calcul ge´ne´ral de l’erreur d’apprentissage Et(α,ε) d’un perceptron
simple avec seuil, dans le cas ou` l’ensemble d’apprentissage est de taille re´duite α
et a un biais 1 − 2ε dans la distribution des classes, dans la limite thermodyna-
mique et pour une fonction de couˆt (2.4) de´finie par un potentiel V quelconque. Les
re´sultats de ce paragraphe seront repris ensuite pour e´valuer les performances de
deux algorithmes diffe´rents.
Le calcul de l’e´nergie libre (2.13) par la me´thode des re´pliques est similaire a`
celui de la premie`re partie. Nous utilisons l’hypothe`se de syme´trie des re´pliques, ce















Lα(ε) correspond a` un ensemble d’apprentissage contenant P exemples ξµ distribue´s
selon une densite´ de probabilite´ gaussienne (2.2). Les classes correspondantes τµ =
±1 ont une probabilite´ 1 − ε pour la classe τµ = +1 et ε pour la classe τµ = −1.




β(1− Ja · Jb) (2.39)
avec Ja et Jb les directions correspondantes a` deux re´pliques diffe´rentes. Le pa-
rame`tre R n’est pas pre´sent dans ce calcul car il n’existe pas de direction privile´gie´e.
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Le parame`tre θ correspond, quant a` lui, au seuil. Les deux parame`tres c et θ sont








g(α,ε,c,θ) = − 1
2c





















W [λ(y,c),y,c ]. (2.41)
La fonction λ(y,c) est celle qui minimise :




La distribution ρ(γ) des stabilite´s des exemples de l’ensemble d’apprentissage
est donne´e par :






















L’erreur d’apprentissage Et(α,ε) se calcule alors simplement en inte´grant la frac-
tion d’exemples qui ont des stabilite´s ne´gatives et est donne´e par l’expression sui-
vante :






















2.5 Re`gles d’apprentissage particulie`res
Le but de l’apprentissage des perceptrons simples par la minimisation d’une
fonction de couˆt est de donner l’erreur d’apprentissage la plus faible possible, afin
que l’algorithme incre´mental converge avec le plus petit nombre de perceptrons pos-
sible. La premie`re des fonctions de couˆt que nous allons conside´rer est la plus simple
d’entre elles. Il s’agit de l’erreur d’apprentissage. Cette fonction de couˆt est aussi
celle qui posse`de les meilleurs performances par de´finition. Toutefois, l’hypothe`se
de syme´trie des re´pliques utilise´e pour calculer l’erreur d’apprentissage n’est pas
ve´rifie´e de`s que celle-ci est non nulle [39, 40, 18, 49, 51]. Le re´sultat obtenu avec
cette hypothe`se est alors une borne infe´rieure de l’erreur re´elle [35, 70, 129]. La`
encore, comme pour l’hypothe`se de non corre´lation des perceptrons, la conse´quence
est que l’on de´termine uniquement une borne infe´rieure sur le nombre k(α) de per-
ceptrons ne´cessaires a` une erreur d’apprentissage nulle de la machine de parite´.
Cette borne devient une borne supe´rieure pour la capacite´ αc(k) d’une machine de
parite´ a` k perceptrons apprenant avec l’algorithme incre´mental e´tudie´.
La deuxie`me fonction de couˆt que nous allons conside´rer ne posse`de pas le
proble`me de brisure de syme´trie des re´pliques. Il s’agit d’une fonction de couˆt qua-
dratique par morceaux [6, 49] :
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V (λ) = (κ− λ)2Θ(κ− λ) . (2.45)
Cette fonction V convexe entraˆıne la convexite´ de la fonction de couˆt et l’existence
d’un minimum unique de celle-ci. Cette fonction de couˆt posse`de l’avantage de satis-
faire a` l’hypothe`se de syme´trie des re´pliques pour toutes les valeurs des parame`tres
κ,α et ε. Le parame`tre κ devra eˆtre choisi au mieux au cours de chaque minimisation
de la fonction de couˆt pour obtenir une erreur d’apprentissage faible. Par exemple,
il faut noter que le choix d’un parame`tre κ identique pour chaque perceptron ne
permet pas la convergence de l’algorithme incre´mental. On reviendra sur les raisons
de cette absence de convergence.
2.5.1 Minimisation de l’erreur d’apprentissage
L’erreur d’apprentissage correspond a` un potentiel : V (λ) = Θ (−λ). La fonction
λ(y,c) qui minimise (2.42) est :
λ(y,c) =
 y y < −
√
2c,
0 −√2c < y < 0,
y 0 < y.
(2.46)
Introduisant cette fonction λ(y,c) dans (2.41), on en de´duit :
g(α,ε,c,θ) = − 1
2c
+ α (1− ε)
∫ −√2c+θ
−∞

















Les conditions d’extremum (2.40) permettant de de´terminer c et θ ainsi que l’erreur






(y − θ)2Dy + ε
∫ −θ
−√2c−θ
(y + θ)2Dy, (2.48)
0 = (1− ε)
∫ θ
−√2c+θ
(y − θ)Dy − ε
∫ −θ
−√2c−θ
(y + θ)Dy, (2.49)












avec Dy = exp(−y2/2)dy/√2pi.
Plusieurs remarques s’imposent sur la solution de ces e´quations. La premie`re
est qu’il existe une solution d’erreur d’apprentissage nulle pour α < α0(ε). Cette
solution correspond a` une valeur infinie de c pour laquelle l’e´nergie libre f est
nulle. α0(ε) est de´termine´e par les e´quations (2.48) et (2.49). Cette valeur n’est
rien d’autre que la capacite´ d’un perceptron simple apprenant par minimisation
du nombre d’erreurs un ensemble d’apprentissage avec des classes biaise´es. Cette
capacite´ a e´te´ calcule´e pour la premie`re fois par Gardner [39, 40] avec la me´thode
des re´pliques.
Pour α > α0(ε), la solution correspond a` une valeur de c finie. Il est inte´ressant
de noter que la distribution ρ(γ) (2.43) des stabilite´s des exemples de l’ensemble
d’apprentissage, c’est-a`-dire, de la variable λµ = τµ(J∗ ·ξµ−θ∗) posse`de une re´gion
comprise entre deux re´gions de distribution non nulle ou` la distribution est nulle. Il
a e´te´ montre´ par Bouten [18] que, dans ce cas, l’hypothe`se de syme´trie des re´pliques
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n’e´tait pas ve´rifie´e. La brisure de syme´trie des re´pliques est indispensable. Cepen-
dant, les corrections a` l’erreur d’apprentissage, dues a` cette brisure, sont assez faibles
et montrent que l’hypothe`se de syme´trie des re´pliques sous estime l’erreur d’appren-
tissage re´elle [35, 70, 129, 45]. Ceci permet de conclure que la capacite´ αc(k) que
nous allons de´terminer n’est qu’une borne supe´rieure de la capacite´ re´elle.
Nous allons commencer par de´terminer la capacite´ αc(2), correspondant a` la
plus grande taille re´duite de l’ensemble d’apprentissage pour laquelle l’algorithme
incre´mental converge apre`s l’introduction de deux perceptrons. Pour de´terminer
αc(2), il faut tout d’abord calculer l’erreur d’apprentissage ε1t = Et(αc(2),1/2) du
premier perceptron. Cette erreur d’apprentissage correspond a` la valeur la plus
grande pour laquelle Et(αc(2),ε1t ) = 0 par de´finition de la capacite´ αc(2). D’apre`s
l’e´quation (2.49), le seuil θ1 = 0 pour un biais nul de la distribution des classes













L’erreur d’apprentissage Et est nulle lorsque c est infini. On en de´duit que le pa-




= (1− ε1t )
∫ θ2
−∞
(y − θ2)2Dy + ε1t
∫ −θ2
−∞
(y + θ2)2Dy, (2.53)
0 = (1− ε1t )
∫ θ2
−∞
(y − θ2)Dy − ε1t
∫ −θ2
−∞
(y + θ2)Dy. (2.54)
La re´solution de ce syste`me de 4 e´quations a` 4 inconnues (c1, ε1t , θ2 et αc(2)) permet
de de´duire αc(2) = 4.60. Nous retrouvons ainsi le re´sultat de Biehl et Opper [13].
Ce re´sultat est tre`s diffe´rent de la capacite´ ge´ne´rale de la machine de parite´ avec
deux perceptrons (qui est inde´pendante de l’algorithme utilise´). En effet, Me´zard et
Patarnello [82] ont obtenu avec l’hypothe`se de syme´trie des re´pliques αc(2) = 11.0
et Barkai, Hansel et Kanter ont obtenu αc(2) = 8.1 avec un pas de brisure. Cette
diffe´rence tend a` montrer que la capacite´ de l’algorithme incre´mental est tre`s faible
par rapport a` la capacite´ de la machine de parite´. Nous allons voir que ce re´sultat
n’est plus vrai dans la limite des grands ensembles d’apprentissage.
En effet, nous allons nous inte´resser au comportement du nombre k(α) de per-
ceptrons ne´cessaires a` la convergence de l’algorithme incre´mental dans la limite des
plus grandes tailles re´duites α (α → +∞). Pour cela, il convient de de´terminer
le comportement de Et(α,ε) dans la limite α → +∞. On effectue l’hypothe`se que
c  |θ|. Il est a` noter que le seuil θ est ne´gatif. Nous allons supposer dans les
de´veloppements suivants que θ diverge tout en gardant le produit a = θ
√
2c fini.
Avec ces hypothe`ses :
∫ θ
−√2c+θ
(y − θ)Dy = exp (−θ2/2) ∫ 0
−√2c
y exp (−yθ)Dy, (2.55)










[ea (1− a)− 1] . (2.57)
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De la meˆme fac¸on, on obtient :
∫ −θ
−√2c−θ






e−a (1 + a)− 1] , (2.58)∫ θ
−√2c+θ








2− 2a+ a2)− 2] , (2.59)∫ −θ
−√2c−θ






2− e−a (2 + 2a+ a2)] . (2.60)
De cela, on en de´duit une expression pour ε en fonction de a et une relation
entre α,θ,ε et a :
ε =
ea (1− a)− 1












2− 2a+ a2)− 2 (2.62)
− ε (ea (2− 2a+ a2)+ e−a (2 + 2a+ a2)− 4)] . (2.63)
Le comportement de ε en fonction de a est cohe´rent. En effet, ε est une fonction
croissante de a. Lorsque a → −∞ alors ε → 0, cela correspond a` un seuil θ qui
diverge lorsque les classes sont toutes identiques (ε = 0). Au contraire, lorsque
a = 0 alors ε = 1/2 ce qui correspond bien a` une absence de seuil θ = 0 pour une
distribution syme´trique des classes.


























(1− ε)ea − ε e−a) . (2.66)
Nous avons maintenant les ingre´dients suffisants pour e´crire cette erreur de la fac¸on
suivante :
Et(α,ε) ' ε− δ h(ε) (2.67)
avec δ une fonction de α uniquement qui s’annule lorsque α diverge et h(ε) une
fonction de ε uniquement.
Il est possible de re´sumer les re´sultats obtenus de la fac¸on suivante :





















2(ch a− ash a− 1) , (2.71)
F2(a) =
a2(a− sh a)
ch a− a sh a− 1 , (2.72)
F3(a) =
a− sh a
ch a− a sh a− 1 . (2.73)
Pour de´terminer δ et h(ε), on exprime θ en fonction de α d’apre`s l’e´quation (2.69) :
θ2 ' 2 lnα+O(ln(lnα)). (2.74)
Il ne reste plus qu’a` utiliser l’e´quation (2.69) a` nouveau pour obtenir :





Dans cette expression, on a ne´glige´ le terme ln(lnα) par rapport a` lnα. δ et h(ε)









Pour obtenir h comme une fonction de ε, il suffit d’inverser F1(a) pour obtenir a(ε).
Il est possible de calculer l’inte´grale de 1/h(ε) pour obtenir un e´quivalent de k. Pour
cela, il suffit de de´river F1 :
F ′1(a) =
a(sh a− a)
2(ch a− a sh a− 1)2 . (2.78)
















a3(sh a− a) da
4 (ch a− a sh a− 1)2 , (2.81)
' 0.475 δ−1. (2.82)
De ce re´sultat, on tire le comportement du nombre k(α) de perceptrons ne´cessaires
a` l’obtention d’une erreur d’apprentissage nulle ainsi que celui de la capacite´ αc(k)
pour une machine de parite´ a` k perceptrons apprenant avec l’algorithme incre´mental
lorsque α→ +∞ et k → +∞ :
k(α) ' 0.475 α
lnα
, (2.83)
αc(k) ' 2.11 k ln k. (2.84)
Le re´sultat de la capacite´ est a` comparer a` la borne supe´rieure donne´e par
Mitchinson et Durbin [85] pour la capacite´ de la machine de parite´ inde´pendamment
de l’algorithme utilise´. Cette borne est :
2.5. RE`GLES D’APPRENTISSAGE PARTICULIE`RES 121
αc(k) ≤ k ln kln 2 ' 1.44 k ln k. (2.85)
La borne que nous venons de calculer est supe´rieure a` celle de Mitchinson et
Durbin. Toutefois, il ne faut pas oublier que les hypothe`ses utilise´es pour obtenir ce
re´sultat, l’hypothe`se de non corre´lation des perceptrons et celle de la syme´trie des
re´pliques, entraˆınent une surestimation de la capacite´.
Il est inte´ressant de noter qu’avec les deux hypothe`ses utilise´es nous arrivons
a` un e´quivalent dont seul le coefficient semble errone´. Les premiers calculs directs
de la capacite´ d’une machine de parite´ utilisant la syme´trie des re´pliques ne per-
mettent pas de retrouver cet e´quivalent en k ln k mais un e´quivalent proportionnel
a` k3 [7]. Seul un pas de brisure de syme´trie des re´pliques permet de retrouver un
comportement qui sature la borne donne´e par Mitchinson et Durbin [7, 86, 87, 130].
2.5.2 Fonction de couˆt quadratique
Afin de nous affranchir du proble`me de la brisure de syme´trie des re´pliques, nous
allons maintenant e´tudier une autre fonction de couˆt, de´finie par le potentiel [6, 49] :
V (λ) = (κ− λ)2Θ(κ− λ) . (2.86)
Si l’ensemble d’apprentissage est line´airement se´parable, le parame`tre κ est la
marge, introduit au chapitre pre´ce´dent. Dans ce chapitre, nous nous inte´ressons a`
l’erreur d’apprentissage lorsque l’ensemble n’est pas line´airement se´parable. Dans
ce cas, comme nous le verrons par la suite, κ joue le roˆle d’un parame`tre ajustable
qui permet de minimiser l’erreur d’apprentissage.






y κ < y.
(2.87)
De cette fonction, on de´duit la fonction g (2.41), les conditions d’extremum (2.40)
permettant de de´terminer c et θ, ainsi que l’erreur d’apprentissage Et(α,ε) (2.44) :























(κ− y + θ)2Dy + ε
∫ κ−θ
−∞
(κ− y − θ)2Dy, (2.89)
0 = (1− ε)
∫ κ+θ
−∞
(κ− y + θ)Dy − ε
∫ κ−θ
−∞
(κ− y − θ)Dy, (2.90)











Regardons tout d’abord la solution obtenue pour κ = 0. D’apre`s (2.90), on peut
remarquer que θ devient une fonction de ε et l’erreur d’apprentissage une fonction
de θ d’apre`s (2.91). Dans le cas ou` c est infini, l’erreur d’apprentissage est nulle.
D’apre`s l’e´quation (2.89), c est infini pour α < α0(ε). On retrouve la meˆme capacite´
α0(ε) que dans le cas ou` la fonction de couˆt est l’erreur d’apprentissage. Ce re´sultat
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est valable pour toute fonction de couˆt dont le potentiel V est nul pour λ > 0 et
strictement positif pour λ < 0.
Au dessus de la capacite´ α0(ε), l’erreur d’apprentissage est inde´pendante de α
et ve´rifie la proprie´te´ suivante :
Et(α,ε) = ε+ (1− 2ε)
∫ +∞
−θ
Dy > ε. (2.92)
L’erreur d’apprentissage pour ε donne´ est supe´rieure a` cette meˆme valeur. On de´duit
aise´ment de (2.92), que εt = 1/2 est le point fixe attractif de la suite de´finie par :
εit = Et(α,εi−1t ). (2.93)
Ce re´sultat est contraire a` celui de l’e´tude de la fonction de couˆt pre´ce´dente pour
laquelle le point fixe attractif est ε = 0, condition ne´cessaire pour que l’algorithme
incre´mental puisse converger. Il est ne´cessaire d’introduire le parame`tre κ, qui va
permettre de reme´dier a` ce proble`me.
Regardons maintenant la solution obtenue pour une valeur fixe´e de κ. D’apre`s
l’e´quation (2.89), c s’annule lorsque α diverge. θ est une fonction de ε et κ par
l’interme´diaire de l’e´quation (2.90). L’erreur d’apprentissage s’e´crit alors :
Et(α,ε) = ε+ (1− 2ε)
∫ +∞
−θ
Dy +O(2 c κ) > ε. (2.94)
Une fois encore, l’algorithme incre´mental ne peut pas converger. Il faut supposer
que κ est un parame`tre ajustable et notamment qu’il diverge lorsque α diverge.
Nous allons faire les hypothe`ses suivantes en ce qui concerne le comportement
des diverses variables lorsque α diverge :
κ → +∞, (2.95)
θ → −∞, (2.96)
c → 0, (2.97)
κ+ θ → +∞, (2.98)
2cκ → 0. (2.99)







(1− ε) (κ+ θ)2 + ε (κ− θ)2 + (1− 2ε)
)
, (2.100)
0 ' (1− ε) (κ+ θ)− ε (κ− θ) . (2.101)






4κ2ε (1− ε) + (1− 2ε)) , (2.102)
2c '
((


















2.5. RE`GLES D’APPRENTISSAGE PARTICULIE`RES 123
L’erreur d’apprentissage s’e´crit :






Puisque l’on recherche l’erreur d’apprentissage la plus faible possible, κ est







4cκ2(1− 2ε)) ' 1− ε
ε
















































Ayant de´termine´ κ, il est assez aise´ de ve´rifier que les hypothe`ses (2.95) a` (2.99)
sont bien ve´rifie´es. La de´termination de κ permet d’exprimer l’erreur d’apprentis-
sage en fonction de α et ε. Le de´veloppement de κ au premier ordre en 1/α est









κ2(1− 2ε)2 − 2c2κ2
)
(2.111)[















La fonction h(α,ε) (2.22) s’e´crit alors :
h(α,ε) =
(1− 2ε)−2






























124 CHAPITRE 2. MACHINE DE PARITE´ : ALGORITHME INCRE´MENTAL
De cette expression et compte tenu de (2.36), on en de´duit le comportement de k(α)


















L’inte´grale est calcule´e par la me´thode du col de´ja` utilise´e pre´ce´demment. Le pa-
rame`tre ε0 ve´rifie la condition suivante :








1− 2ε0 , (2.118)
ε0 ' 0.0832. (2.119)




' 4.55 ln k. (2.121)
Les corrections a` cet e´quivalent sont proportionnelles a` ln(ln k).
L’e´quivalent obtenu avec la fonction de couˆt quadratique est beaucoup plus
faible que celui obtenu pre´ce´demment en prenant l’erreur d’apprentissage comme
fonction de couˆt. Cette diffe´rence importante n’est pas due a` l’absence de brisure de
syme´trie des re´pliques mais au fait que la fonction de couˆt n’est pas optimale pour le
proble`me conside´re´ qui consiste a` minimiser le plus possible l’erreur d’apprentissage
a` chaque nouveau perceptron que l’on rajoute.
Des simulations nume´riques pre´liminaires de l’algorithme incre´mental ou` l’ap-
prentissage de chaque perceptron simple se fait par minimisation de la fonction
de couˆt quadratique montrent une absence de convergence pour de nombreux en-
sembles d’apprentissage. Ceci peut s’expliquer par les divergences du seuil θ et du
parame`tre κ lorsque α diverge. Dans le cas d’un espace des donne´es de dimension
N finie, il existe une borne naturelle pour ces deux parame`tres qui est de l’ordre
de la norme des exemples, c’est-a`-dire,
√
N . Au-dessus de cette borne, les exemples
se trouvent tous du meˆme coˆte´ de l’hyperplan. La solution devient alors triviale
et ne permet plus de faire de´croˆıtre strictement l’erreur d’apprentissage a` chaque
ite´ration. Celle-ci reste constante et strictement positive.
Les simulations ont mis aussi en e´vidence qu’il existe des corre´lations entre
les directions des diffe´rents perceptrons. Ces corre´lations ont e´te´ ne´glige´es pour le
calcul de la capacite´ de l’algorithme incre´mental. Aucun argument simple ne permet
de pre´dire si les corrections dues a` la prise en compte de ces corre´lations modifient
l’e´quivalent obtenu ou si elles affectent uniquement le pre´facteur. De la meˆme fac¸on,
les corrections apporte´es par un calcul de l’erreur d’apprentissage avec brisure de
syme´trie des re´pliques n’ont pas e´te´ de´termine´es et n’ont donc pas pu eˆtre estime´es.
2.6 Conclusion
Nous avons de´duit la capacite´ de la machine de parite´ pour cet algorithme par-
ticulier pour deux fonctions de couˆt diffe´rentes. Pour la fonction de couˆt correspon-
dant a` l’erreur d’apprentissage, le re´sultat obtenu permet de retrouver l’e´quivalent
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αc ∼ k ln k dans la limite k → +∞. Cet e´quivalent a e´te´ obtenu avec l’hypothe`se
de syme´trie des re´pliques, contrairement au calcul de la capacite´ ge´ne´rale de la ma-
chine de parite´, c’est-a`-dire, inde´pendante de l’algorithme utilise´ [7] qui ne´cessite la
brisure de syme´trie pour eˆtre obtenu. L’hypothe`se de syme´trie des re´pliques n’est
toutefois pas ve´rifie´e pour le calcul que nous avons effectue´. De meˆme, l’hypothe`se
de non corre´lation des perceptrons simples entre eux n’est pas ve´rifie´e mais on peut
s’attendre, tout de meˆme, a` ce que les corrections apporte´es par la prise en compte
de ces deux effets modifient uniquement le pre´fateur du comportement de la capacite´
dans la limite d’un grand nombre de perceptrons. Si tel e´tait le cas, l’algorithme
incre´mental pourrait eˆtre conside´re´ comme quasiment optimal dans le sens ou` il
permettrait d’obtenir une capacite´ proche de la capacite´ ge´ne´rale de la machine de
parite´.
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Conclusion ge´ne´rale
Dans cette the`se, nous avons pre´sente´ plusieurs e´tudes des performances de di-
vers proble`mes d’apprentissage supervise´ ou non supervise´. Ces performances ont
e´te´ de´termine´es a` l’aide des me´thodes de la Physique Statistique, et plus parti-
culie`rement, de la me´thode des re´pliques.
Dans la premie`re partie de la the`se, nous avons pre´sente´ l’apprentissage non
supervise´ de la de´termination d’une direction privile´gie´e dans un espace de grande
dimension. Nous nous sommes inte´resse´s a` la de´termination de la direction op-
timale, c’est-a`-dire, la direction la plus proche possible de la direction privile´gie´e
ainsi qu’aux proprie´te´s de cette direction optimale. Une me´thode variationnelle nous
a permis de de´terminer une fonction de couˆt qui est minimale pour la direction op-
timale. Ces performances peuvent eˆtre de´termine´es par une approche bayesienne de
l’apprentissage, qui permet de les pre´dire sans toutefois fournir un algorithme simple
pour les atteindre. Au cours de cette the`se, nous avons de´montre´ un re´sultat tre`s
ge´ne´ral concernant la me´thode des re´pliques : l’hypothe`se de syme´trie des re´pliques
est cohe´rente, tant dans l’apprentissage de Gibbs que dans l’approche variationnelle,
pour tous les proble`mes d’apprentissage se ramenant a` celui de la de´termination
d’une direction privile´gie´e dans l’espace de donne´es. En effet, nous avons de´montre´
que dans les deux approches, la solutions syme´trique par rapport a` des permuta-
tions des re´pliques est localement stable. La me´thode variationnelle, utilise´e dans
cette premie`re partie de la the`se, paraˆıt suffisamment ge´ne´rale pour pouvoir eˆtre
adapte´e a` d’autres proble`mes d’apprentissage plus complexes.
Nous nous sommes inte´resse´s au proble`me de l’apprentissage supervise´ d’une
taˆche line´airement se´parable. Les pre´dictions the´oriques, obtenues avec l’approche
variationnelle, ont e´te´ confirme´es par des simulations nume´riques. Ces simulations
ont permis de mettre en e´vidence la validite´ de l’hypothe`se de syme´trie des re´pliques
mais aussi de de´terminer les corrections dues a` la taille finie de l’espace des donne´es
pour ce proble`me particulier d’apprentissage. Ces simulations pre´sentent un change-
ment du comportement des effets de taille finie pour une taille re´duite de l’ensemble
d’apprentissage correspondant a` la capacite´ du perceptron simple. Ce re´sultat reste
inexplique´ et il serait inte´ressant d’e´tudier analytiquement ces effets de taille finie
afin d’expliquer ce re´sultat surprenant.
Nous nous sommes aussi inte´resse´s a` la de´tection de la direction reliant les centres
de deux amas d’une densite´ de probabilite´. L’approche variationnelle a permis de
calculer les performances d’apprentissage optimal et de mettre en e´vidence l’exis-
tence de nombreuses transitions de phases pour ces performances en fonction de
la taille re´duite de l’ensemble d’apprentissage. L’existence de transitions de phases
du premier ordre est un re´sultat original qui n’avait jusqu’a` pre´sent jamais e´te´
observe´ dans des proble`mes d’apprentissage non supervise´ comme celui-ci. Nous
avons pre´sente´ le de´saccord sur la position de la transition du premier ordre qui
apparaˆıt entre l’approche variationnelle et l’approche bayesienne de l’apprentissage
optimal. Aucune re´ponse satisfaisante n’a pu eˆtre apporte´e a` cette controverse jus-
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qu’a` pre´sent.
Dans la deuxie`me partie de la the`se, nous avons e´tudie´ deux approches diffe´rentes
pour l’apprentissage de taˆches plus complexes. Nous nous sommes consacre´s a` des
proble`mes supervise´s pour lesquels une se´paration line´aire ne permet pas la classi-
fication de tous les exemples de l’ensemble d’apprentissage.
La premie`re approche de´veloppe´e est l’e´tude avec les outils de la Physique Sta-
tistique des machines a` exemples supports. L’e´tude de la stabilite´ maximale et du
nombre d’exemples supports a permis de mettre en avant la ne´cessite´ de contraindre
la norme des nouvelles repre´sentations pour conserver des proprie´te´s inte´ressantes en
ge´ne´ralisation. L’introduction d’une notion d’erreur de reconnaissance permet d’en-
visager l’obtention d’une borne inte´ressante de l’erreur de ge´ne´ralisation. Toutefois,
il faut pour cela utiliser des hypothe`ses plus re´alistes sur la densite´ de probabi-
lite´ des exemples. L’hypothe`se d’une densite´ gaussienne semble, en effet, inadapte´e.
L’e´tude de densite´s de probabilite´ autour de prototypes paraˆıt eˆtre une possibilite´
qu’il conviendrait de de´velopper.
La deuxie`me approche e´tudie´e concerne l’apprentissage incre´mental d’une ma-
chine de parite´. Nous avons de´termine´ le nombre de perceptrons simples ne´cessaires
a` la convergence de l’algorithme. Nous en avons de´duit un re´sultat inte´ressant :
l’algorithme incre´mental permettrait d’atteindre la capacite´ de la machine de pa-
rite´. Nos calculs ont e´te´ faits avec l’hypothe`se de syme´trie des re´pliques et de non
corre´lation des perceptrons, qui ne sont pas ve´rifie´es. Un calcul avec la prise en
compte des corre´lations, et avec au moins un pas de brisure reste a` faire, mais
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ABSTRACT
In this thesis, we study different properties of learning from examples with Sta-
tistical Mechanics tools and, particularly, with the replica trick. Supervised tasks,
corresponding to a binary classification of data, and unsupervised tasks like the
parametric estimation of a probability density function, are considered.
In the first part, a variational approach allows us to determine the optimal
learning performance in the problem of learning an anisotropy direction, and to
deduce a cost function which allows to obtain such optimal performance. In the
case of the supervised learning of a linearly separable task, numerical simulations,
that confirm our theoretical results, allow us to determine finite size effects. In the
case of a probability density function composed of a mixture of two Gaussians, the
optimal learning performance presents several phase transitions as a function of the
size of the data set. These results raise a controversy between the variational theory
and the Bayesian approach of the optimal learning.
In the second part, we study two different approaches used to learn complex
classification tasks. We first consider the one of support vector machines. We study
a family of such machines for which linear and quadratic separations are particular
cases. The capacity, the typical value of the margin and the number of support
vectors, are determined. The second approach is the one of a parity machine trained
with an incremental learning algorithm. This algorithm constructs progressively a
neural network with one hidden layer. The capacity of this algorithm is found to be
close to the capacity of the parity machine.
Key words
Neural Networks Statistical Mechanics
Perceptron Replica Trick
Learning Phase Transitions
Bayesian Inference Disordered Systems
RE´SUME´
L’objet de cette the`se est l’e´tude de diverses proprie´te´s d’apprentissage a` partir
d’exemples par des me´thodes de Physique Statistique, notamment, par la me´thode
des re´pliques. Des taˆches supervise´es, correspondant a` la classification binaire de
donne´es, ainsi que des taˆches non supervise´es, comme l’estimation parame´trique
d’une densite´ de probabilite´, sont conside´re´es.
Dans la premie`re partie, une approche variationnelle permet de de´terminer la
performance de l’apprentissage optimal d’une direction d’anisotropie, et de de´duire
une fonction de couˆt permettant d’obtenir ces performances optimales. Dans le
cas de l’apprentissage supervise´ d’une taˆche line´airement se´parable, des simulations
nume´riques confirmant nos re´sultats the´oriques ont permis de de´terminer les effets
de taille finie. Dans le cas d’une densite´ de probabilite´ constitue´e de deux gaus-
siennes, la performance de l’apprentissage optimal pre´sente de nombreuses tran-
sitions de phases en fonction du nombre de donne´es. Ces re´sultats soule`vent une
controverse entre la the´orie variationnelle et l’approche bayesienne de l’apprentis-
sage optimal.
Dans la deuxie`me partie, nous e´tudions deux approches diffe´rentes de l’apprentis-
sage de taˆches de classification complexes. La premie`re approche conside´re´e est celle
des machines a` exemples supports. Nous avons e´tudie´ une famille de ces machines
pour laquelle les se´parateurs line´aire et quadratique sont deux cas particuliers. La
capacite´, les valeurs typiques de la marge et du nombre d’exemples supports, sont
de´termine´es. La deuxie`me approche conside´re´e est celle d’une machine de parite´ ap-
prenant avec un algorithme incre´mental. Cet algorithme construit progressivement
un re´seau de neurones a` une couche cache´e. La capacite´ the´orique obtenue pour
l’algorithme conside´re´ est proche de celle de la machine de parite´.
Mots clefs
Re´seaux de Neurones Physique Statistique
Perceptron Me´thode des Re´pliques
Apprentissage Transitions de Phases
Infe´rence Bayesienne Syste`mes De´sordonne´s
