Abstract. We analyze the geometry of rational p-division points in degenerating families of elliptic curves in characteristic p. We classify the possible Kodaira symbols and determine for the Igusa moduli problem the reduction type of the universal curve. Special attention is paid to characteristic 2 and 3, where wild ramification and stacky phenomena show up.
Introduction
Let R be a discrete valuation ring of characteristic p > 0, with function field R ⊂ K and residue field k = R/m R , which for simplicity we assume to be algebraically closed. Suppose E K is an elliptic curve containing a rational p-division point z ∈ E K , that is a K-rational point of order p. The goal of this paper is to analyze the Néron model E → Spec(R) and the geometry of the specialization {z} ⊂ E. The corresponding problem for rational division points of order prime to p is classical and is basically answered by the Ogg-Shafarevich Criterion. For rational p-division points the situation turns out to be rather different.
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Our point of departure are the following questions:
(i) When does there exist a rational p-division point z ∈ E K at all? (ii) What are the possible Kodaira symbols describing the reduction types for E? (iii) Can the specialization of z into the closed fiber E k be nonzero? (iv) And for characteristic two and three, which are somewhat special for our considerations, can the class of z in the component group Φ k be nonzero as well?
Naturally these questions are closely related to the universal family U → Ig(p) over the Igusa curve, which, roughly speaking, parametrizes elliptic curves endowed with a rational p-division point on the Frobenius pullback.
For the existence of a rational p-division point we analyze the kernel of the multiplication-by-p map. For ordinary elliptic curves, this is a twisted form of µ p ⊕ (Z/pZ) and a rational p-division point exists if and only if this twisted form is trivial. We classify twisted forms of this group scheme in terms of nonabelian cohomology and relate this classification to the Hasse-and the j-invariant of an elliptic curve.
In characteristic p ≥ 5 it turns out that the answer to the other questions depends on the congruence class of the characteristic modulo 12. Once we have an elliptic curve with additive reduction and a rational p-division point with nonzero specialization, Frobenius pullbacks provide elliptic curves with the same reduction type as before and zero specialization of arbitrary osculation number. Hence we are mainly interested in nonzero specialization of the p-division point and the first main result is:
Theorem. Suppose p ≥ 5. An elliptic curve E K with additive reduction and containing a rational p-division point with nonzero specialization exists precisely for the following reduction types: congruence mod 12 reduction type p ≡ 1 I * 0 p ≡ 5 II, IV, I
In this case E K has potentially supersingular reduction.
The same result holds if one demands that the rational point of order p exists only on the Frobenius pullback. We actually construct explicit examples of such curves in terms of Weierstrass equations. Note however, that we do not know the explicit coordinates for the rational p-division points. This existence of our examples has strong consequences for the universal elliptic curve over the Igusa curve: Let F be the function field of the Igusa curve Ig(p), and U F the corresponding universal elliptic curve, and x ∈ Ig(p) be a supersingular point. Our second main result gives Weierstrass equations for U F :
Theorem. Suppose p ≥ 5. Here a, b ∈ k are scalars so that the elliptic curve y 2 = x 3 + ax + b has supersingular j-invariant j = j(x).
Note that Ulmer [23] gave Weierstrass equations with coefficients in F for the universal curve U F , which rely on relations between Eisenstein series and are of somewhat implicit nature. Our Weierstrass equations are explicit, but are defined only over various completions.
The situation in characteristic p = 3 and p = 2 is more complicated and, in some sense, entirely different. This comes from the fact that, besides the valuation of a minimal discriminant ν(∆), there is an additional numerical invariant δ ≥ 0, the wild part of the conductor.
Theorem. Let p = 3. For the Kodaira symbols II, II
* , III, III * , IV, IV * , I * 0 , there is an elliptic curve E K containing a rational 3-division point with nonzero specialization in E k and the given reduction type. For IV and IV * , there are such examples with nonzero specialization in Φ k , and examples with zero specialization in Φ k . In any case, the curve has potentially supersingular reduction.
We show by example that the property of having a rational 3-division point with nonzero class in Φ k might even be preserved under base changes of arbitrarily large degree. The universal elliptic curve over Ig(3) has already been determined by Ulmer [23] and we reprove this result in our setup.
In characteristic two, the Igusa moduli problem is not representable, such that stacky phenomena show up. Now, there is no restriction on the reduction type and the elliptic curve may have potentially ordinary and potentially multiplicative reduction.
Theorem. Let p = 2. For all additive Kodaira symbols, there is an elliptic curve E K containing a rational point of order two with nonzero specialization in E k and having the given reduction type. For the Kodaira symbols III, III * , I * l , l ≥ 0, there are such examples where the specialization has nonzero class in Φ k , and examples with zero class in Φ k .
To prove the preceding results, we analyze the behavior of the wild part of the conductor under small field extensions, and then apply Ogg's Formula ν(∆) = 2 + δ + (m − 1) to determine the reduction type. It turns out that the numerical invariants have enough variation so that the Kodaira symbols listed above appear.
The article is organized as follows: In Section 1 we classify twisted forms of µ p and describe their p-Lie algebras. In Section 2 we classify the twisted forms of µ p ⊕ (Z/pZ) in terms of nonabelian cohomology. This preparatory work is used in Section 3 to describe the p-torsion subgroup scheme of an ordinary elliptic curve. In particular, we answer when an elliptic curve has a rational p-division point in this abstract setup and relate this to the Hasse-and the j-invariant of the curve. In Section 4 we prove that an elliptic curve with additive reduction has potentially supersingular reduction, provided that it contains a rational p-division point with trivial specialization into the component group. This result restricts the possible additive reduction types depending on the congruence class of p modulo 12. In Section 5 we introduce the notion of osculation number, that is, the order of tangency of a rational p-division point with the zero section, and compute it in terms of the Hasse invariant. This allows us to decide when rational p-division points have nonzero specialization in the closed fiber of the Néron model without computing the coordinates of these points explicitly. In Section 6 we determine how the reduction type of an elliptic curve in characteristic p ≥ 5 changes under twisting. This will be needed later on in the construction of examples. In Section 7 we determine how the reduction types in characteristic p ≥ 5 change under Frobenius pullbacks, which we need for the analysis of the Igusa moduli problem. In Section 8 we construct elliptic curves with reduction of type I * 0 and having a rational p-division point with nonzero specialization in the special fiber. These curves are obtained as quadratic twists of certain pullbacks of the versal deformation of a given supersingular elliptic curve. In Section 9 we start from versal deformations of supersingular elliptic curves with j = 0 or j = 1728 and construct elliptic curves having rational p-division points and nonzero specialization in the special fiber for the remaining reduction types. At this point we have shown that all possibilities determined in Section 4 do exist in characteristic p ≥ 5. In Section 10 we use our results to determine the degeneration behavior of the universal elliptic curve over the Igusa moduli problem in characteristic p ≥ 5. We even determine equations of the Néron model over the Igusa curves around its supersingular points. In Section 11, we specialize to characteristic 2 and 3, where we analyze the Galois action on torsion points attached to elliptic curves whose wild part δ of the conductor is nontrivial yet as small as possible, namely δ = 1. In Section 12 we use these results to establish existence of elliptic curves in characteristic 3 having a rational 3-division point with nonzero specialization in the closed fiber for all possible reduction types. Also, we determine the Néron model over the Igusa curve in characteristic 3. In Section 13 we specialize to characteristic 2 and introduce tautological families. Since the Igusa moduli problem is not representable in characteristic 2, these families are in some sense the best replacement for the universal object. We determine their reduction types and their behavior under Frobenius pullbacks. In Section 14 we construct the missing reduction types as pullbacks from tautological families. In Section 15 we classify reduction types in case we do not have potentially supersingular reduction.
Let S be a base scheme of characteristic p > 0, endowed with the fppf-topology. Consider the finite diagonalizable group scheme µ p = Spec(O S [Z/pZ]), whose values on Spec(A) → S are µ p (A) = {x ∈ A | x p = 1} .
In this section we shall discuss twisted forms µ p of µ p and the corresponding group H 1 (S, µ p ) of isomorphism classes of µ p -torsors. The former occur "in nature" as the kernel of the relative Frobenius on ordinary elliptic curves. The results will be used in the next section, which contains an analogous analysis for the group scheme µ p ⊕ Z/pZ. Throughout, we assume for simplicity that S = Spec(R) is affine, and that Pic(R) = 0; for example, R could be a field, a local ring, or a polynomial ring over a field.
Let A = Aut(µ p ) be the sheaf of automorphisms of µ p . A twisted form µ p of µ p determines an A-torsor Isom(µ p , µ p ). Conversely, an A-torsor T yields a twisted form
Here the quotient is with respect to the diagonal action of A on the product. This establishes a canonical bijection between the cohomology set H 1 (S, A) and the set of isomorphism classes of twisted forms of µ p . This correspondence has nothing in particular to do with µ p ; rather, it gives a general classification of twisted forms of sheaves (see [5] , Chapter V, or [4] , Chapter III, Section 2.3. An exposition in the context of Galois cohomology can be found in [12] , Chapter I, §5).
Let us write down the sheaf of automorphism A: We have a canonical map
and it follows from [6] , Exposé VIII, Corollary 1.6 that this map is bijective. Since S is of characteristic p > 0, we have µ p−1 = (Z/pZ) × and so we may also write this bijection as µ p−1 → A. Using the Kummer sequence 1
→ G m → 1 and our assumption Pic(S) = 0, we deduce that the coboundary map
is bijective. In other words, the set of isomorphism classes of twisted forms of µ p is the abelian group R × /R ×(p−1) . We call τ ∈ R × the twist parameter for the corresponding twisted form µ p . To write down these group schemes explicitly, we first determine their p-Lie algebras:
Write µ p = Spec(R[T ]/(T p − 1)), and let I ⊂ R[T ]/(T p − 1) be the principle ideal generated by T − 1. Then Lie(µ p ) equals (I/I 2 ) ∨ , which is a free R-module of rank one, with basis u ∈ Lie(µ p ) the residue class of T − 1. Using
we see that the scalars ζ ∈ µ p−1 act on Lie(µ p ) by scalar multiplication with ζ. A straightforward computation shows that the p-fold composition of the derivation (T − 1)
In other words, the p-th power operation is given by
as the set of isomorphism classes of twisted forms g of the p-Lie algebra g = Lie(µ p ).
Then the corresponding twisted form g is the 1-dimensional p-Lie algebra with basis u ∈ g so that u
Proof. By definition, the p-Lie algebra g is the invariant submodule of the R-module
, where the action of ζ ∈ µ p−1 is induced by X → ζX and u → ζu. Clearly, u = u ⊗ X −1 is invariant, and a basis of the twisted form g. Its p-th power is u
We finally regard
as the set of twisted forms µ p of the finite group scheme µ p .
Proposition 1.2. Let τ ∈ R
× . Then the corresponding twisted form µ p is the finite group scheme whose values on R-algebras A are µ p (A) = {a ∈ A | a p = 0}, with composition law
Proof. First observe that the functor G → Lie(G) induces an equivalence between the category of finite flat group schemes of height ≤ 1 and the category of p-Lie algebras whose underlying module is projective of finite rank. An inverse functor
(g) and the multiplication in U
[p] (g), respectively. The p-Lie algebra of µ p is g = Ru as in Proposition 1.1, and we merely have to spell out the general construction outlined in the preceding paragraph for this special case. Clearly, 1, u, . . . ,
where δ s,n−r is a Kronecker Delta, and consequently
as R-algebra. It remains to compute the comultiplication map. Now recall that u p = τ −1 u; this implies
for all 0 ≤ n, i, j ≤ p−1. Putting things together, we infer that the comultiplication in
where the summation indices satisfy 0 ≤ i, j ≤ p − 1. The special case n = 1 now yields our assertions. Remark 1.3. Formula (1) is due to Tate and Oort [14] , page 9, who derived it, from a different perspective and in a more general setting, with methods of representation theory. They actually obtained a classification of group schemes of order p over rather general base rings. A discussion of their results is contained in [13] . For further generalizations, see [15] .
Remark 1.4. Consider the special case τ = 1, such that µ p = µ p . At first glance, it seems strange that the Formula (1) gives a composition law a ⋆ b (on elements with a p = b p = 0) that looks astonishingly different from the original composition law x · y (on elements with x p = y p = 1). Things clear up if one uses, instead of f ∈ U
[p] (g) ∨ , the truncated exponential
Then e p = 1, and a direct computation using (3) shows that the comultiplication indeed satisfies e → e ⊗ e. Now fix a twisting parameter τ ∈ R × , and let µ p be the corresponding twisted form of µ p . We seek to understand the group H 1 (S, µ p ) of isomorphism classes of µ p -torsors. There seems to be no obvious relation to the group H 1 (S, µ p ), because the automorphisms of µ p act via outer automorphisms, compare [12] , Proposition 43. In case τ ∈ R ×(p−1) , we have µ p ≃ µ p , and the Kummer sequence yields an isomorphism
In case τ ∈ R ×(p−1) , however, there is no embedding of µ p into any iterated extension of the standard group schemes G a or G m , because there is no homomorphism of p-Lie algebras from g = Lie( µ p ) to Lie(G a ) or Lie(G m ). This destroys any hopes for an easy direct computations of H 1 (S, µ p ) such as (4). However, there is an approach using Weil restriction. Set
Let f : T → S be the structure morphism, and consider the Weil restriction H = f * (µ p,T ). This is a finite commutative group scheme on S whose values on R-algebras A are given by
To understand it, consider the twisted forms H i = T ∧ A µ p of µ p , where the action
Proof. It suffices to check this on the level of p-Lie algebras. Set h = Lie(H). Obviously, h = Lie(µ p,T ) = R ′ u, viewed as an R-module. Whence u, Xu, . . . , X p−2 u ∈ h constitutes an R-basis, and (X i u)
This decomposition can also be viewed as an eigenspace decomposition: The abelian Galois group µ p−1 acts functorially on the F p -vector space H(A) described in (5) via its action on R ′ . Whence the functor H = H χ 0 ⊕ H χ ⊕ . . . ⊕ H χ p−2 decomposes into eigenspaces, which are indexed by the characters χ i :
Here χ is the tautological character χ(ζ) = ζ, and χ i (ζ) = ζ i . Proposition 1.6. We have
Proof. We first look at the p-Lie subalgebras h i ⊂ h. Clearly, h i = RX i u is µ p−1 -invariant, and ζ ∈ µ p−1 acts via multiplication by ζ i = χ i (ζ). It follows that H i ⊂ H is µ p−1 -invariant, and ζ ∈ µ p−1 acts via multiplication by
The decomposition is inherited to the cohomology groups of H = f * (µ p,T ). This leads to the desired computation of H 1 (S, µ p ):
Theorem 1.7. The cohomology group H 1 (S, µ p ) is the χ-eigenspace inside the cohomology group H 1 (S, f * (µ p,T )) = R ′× /R ′×p with respect to the Galois action of µ p−1 , where χ : µ p−1 → µ p−1 is the tautological character χ(ζ) = ζ.
Proof. We have
Since f : T → S is finite and flat and T × S T is a disjoint sum of copies of T , it follows that R 1 f * (G) = 0 for every abelian group scheme G on T . Now, the Leray-Serre spectral sequence shows that the canonical map 
i=0 F p into 1-dimensional eigenspaces, we see that each free orbit in I contributes a 1-dimensional subspace to the χ-eigenspace of F p [I], whereas each nonfree orbit in I contributes only to eigenspaces for characters χ i = χ.
be the polynomial ring over a perfect field k of characteristic p > 0, on which ζ ∈ µ p−1 acts via X → ζX. Then F ′ = k(X) and F = k(X p−1 ), such that τ = X p−1 ∈ F is the twist parameter for the twisted form µ p . The set I can be viewed as the set of irreducible polynomials h ∈ k[X] up to invertible scalars. It is convenient to choose for every such h with h(0) = 0 a representant with h(0) = 1. Such polynomials then factor as
with reciprocal roots α 1 , . . . , α d ∈ Ω in some algebraic closure k ⊂ Ω. The Galois action is then given by h(ζX) = (1 − ζα 1 X) . . . 
Twisted forms of p-torsion in elliptic curves
Let S be a scheme of characteristic p > 0, endowed with the fppf-topology. Consider the finite abelian group scheme G = µ p ⊕ Z/pZ over S. It is endowed with the Weil pairing
which is obviously bilinear, alternating, and nondegenerate. We are interested in (G, Φ) because it or its twisted forms naturally occur as the group scheme of ptorsion of ordinary elliptic curves. The goal of this section is to determine the set of isomorphism classes of twisted forms ( G, Φ) of (G, Φ). This set can be viewed as the set H 1 (S, A) of isomorphism classes of A-torsors, where A = Aut(G, Φ). Our first task is to compute this sheaf of automorphism groups. Let U → S be a faithfully flat morphism of finite presentation. Each local endomorphism of G = µ p ⊕ Z/pZ over U can be written as a matrix
with ζ, ξ, ν local sections from End(µ p ), End(Z/pZ), Hom(Z/pZ, µ p ), respectively. There is no term below the diagonal because Hom(µ p , Z/pZ) = 0. Using the canonical identifications
we may view ζ, ξ : U → Z/pZ as locally constant functions, and ν is an element from Γ(U, O U ) with ν p = 1. The action on G = µ p ⊕ Z/pZ is given by
and the composition law is
Obviously, an endomorphism is an automorphism if and only if we have ζ, ξ ∈ (Z/pZ) × = µ p−1 . A straightforward argument shows that an automorphism respects the Weil pairing Φ if and only if ζξ = 1. Summing up, we have
We deduce that A sits inside an extension of groups
where the maps on the left and right are given by
respectively. The surjection A → µ p−1 has an obvious splitting given by
Using this splitting, we may view A as a semidirect product A = µ p ⋊ φ µ p−1 , for some homomorphism φ : µ p−1 → Aut(µ p ). The latter is given by ζ → (µ → µ ζ 2 ), which follows from the formula for conjugation
Recall that Aut(µ p ) = µ p−1 , such that we may view φ as the map µ p → µ p , ζ → ζ 2 . Obviously, φ is trivial if and only if p − 1, which is the order of the group µ p−1 , divides 2. Hence: 
For p = 2 and p = 3 it is thus easy to compute the cohomology group H 1 (S, A) with Kummer sequences.
From now on, we assume that p ≥ 5 and shall apply the theory of nonabelian cohomology to compute the cohomology set H 1 (S, A). Care has to be taken because the extension in (8) is noncentral. In any case, we have an exact sequence of pointed sets
The outer maps are surjective, because A → µ p−1 has a section. In other words:
is surjective, and H 1 (S, µ p ) is the fiber over the class of the trivial torsor in H 1 (S, µ p−1 ).
To understand the other fibers of the surjection H 1 (S, A) → H 1 (S, µ p−1 ), it is necessary to twist the groups in (8) . Let T be an A-torsor. The sheaf of groups A acts on itself by conjugation a → (x → axa −1 ). Whence we obtain a new sheaf of groups A = T ∧ A A, which is a twisted form of A. The conjugation action leaves µ p ⊂ A stable, and is trivial on the quotient µ p−1 . Hence we obtain a twisted form µ p and an extension of groups
It turns out that this extension does not necessarily split. Note that in our situation the notions of schematically split and group-theoretically split coincide: Proof. Suppose there is a section of schemes, and choose a generator ζ ∈ µ p−1 . Let a ∈ A(S) be the image of ζ under the section. Then a p−1 ∈ A(S) lies over 1 ∈ µ p−1 , in other words, a p−1 ∈ µ p (S). Since p annihilates the group scheme µ p , there is some b ∈ µ p (S) with
Replacing a by ba we obtain a p−1 = 1. Whence a defines a section that is also a homomorphism of group schemes.
If a, a ′ are two sections that are homomorphisms, then a/a ′ defines a homomorphism of group schemes µ p−1 → µ p . Such homomorphism must be trivial because p − 1 annihilates the domain of definition and p annihilates the range. The uniqueness statement follows.
Let S ′ → S be the total space of the µ p−1 -torsor induced from the A-torsor T via the homomorphism A → µ p−1 . According to Proposition 2.2, the pullback of T along S ′ → S is induced form a unique µ p,S ′ -torsor, which we call T ′ .
Proposition 2.4. The extension of groups in (10) splits if and only if the µ p,S ′ -torsor T ′ is trivial.
Proof. The condition is sufficient: Suppose that T ′ has a section. Our task is to see that the surjection A → µ p−1 has a section that is a homomorphism of groups. We may check this after replacing S by a finite Galois covering, because if such a section exist, it is unique by Proposition 2.3, and whence descends. Replacing S by the total space S ′ of the induced µ p−1 -torsor, we may assume that the A-torsor T is induced by some µ p -torsor T ′ , which is trivial by assumption. Now we are twisting with the trivial A-torsor T , and the resulting group extension is obviously split.
The condition is also necessary: Suppose that T ′ is nontrivial. Let f : A → µ p−1 be the canonical projection, and fix a generator ξ ∈ µ p−1 . We shall show that the µ p -torsor f −1 (ξ) is nontrivial. Making a base change as in the preceding paragraph, we may assume that the A-torsor T is induced by the nontrivial µ p -torsor T ′ . Let
. According to the formula for conjugation (9) , the ν ∈ µ p act on f −1 (ξ) via
where n = ξ −1 − ξ is an element from Z/pZ. Since p ≥ 5, we have n = 0, such that ν → ν n is an automorphism of µ p . Set m = 1/n, and let T ′′ be the µ p -torsor obtained from T ′ via pulling back along the automorphism ν → ν m . Then f −1 (ξ) is obtained from f −1 (ξ) by twisting with the nontrivial µ p -torsor T ′′ with respect to the multiplication action of
The preceding proof actually gives the following information: Proposition 2.5. Suppose S is connected, and that the µ p,
Proof. The condition that the fiber f −1 (ξ) ⊂ A, ξ ∈ µ p−1 admits a section is equivalent to the vanishing of
We now have everything to compute the set of isomorphism classes of A-torsors: Fix an A-torsor T , and consider the exact sequence (10) obtained by twisting with T with respect to the conjugation action. According to [5] , Section 5.6, we have: Theorem 2.6. The pointed set of isomorphism classes of A-torsors in H 1 (S, A) with the same image in H 1 (S, µ p−1 ) as T is in canonical bijection to the group
Remark 2.7. The permutation action of the subgroup {±1} ⊂ H 0 (S, µ p−1 ) on H 1 (S, µ p ) is trivial. This follows from [5] , Proposition 5.4.1, because its conjugation action on µ p is trivial, and its image in H 1 (S, µ p ) under the coboundary map is trivial.
The extension class
Let K be a field of characteristic p > 0 and E K an elliptic curve over K. In order to decide when E K has a rational p-division point, that is, a K-rational point of order p, we shall analyze the multiplication-by-p map. We recall that the Frobenius pullback
We obtain a factorization
of the multiplication-by-p into the relative Frobenius followed by the Verschiebung. The kernels ker(F ) and ker(V ) are finite and flat group schemes of order p over K, where ker(F ) is infinitesimal. We recall that E K is ordinary if ker(V ) isétale, that is, a twisted form of Z/pZ. In any case, the kernel E K [p] of the multiplication-by-p map sits inside a short exact sequence
and we conclude from this discussion:
There exists a rational p-division point on E K if and only if the following two conditions are satisfied: (i) the group scheme ker(V ) is isomorphic to Z/pZ, and (ii) the extension (11) splits.
As explained in [10] , Section 2.8 there exists a canonical pairing between the kernel of an isogeny and the kernel of its dual isogeny. This implies that E K [p] isomorphic to its own Cartier dual and hence ker(F ) is the Cartier dual of ker(V ). In particular, ker(V ) is isomorphic to Z/pZ if and only if ker(F ) is isomorphic to µ p .
We recall from [10] , Section 12.4 that the Hasse invariant h of E K is defined as the induced linear mapping on Lie algebras
⊗p , we may regard the Hasse invariant as an element in the one-dimensional K-vector space Lie(E) ⊗(1−p) . From this we derive more explicit invariants: Choose a basis u ∈ Lie(E K ), such that h = λu
for some scalar λ ∈ K, which is unique up to (p − 1).st powers.
The Hasse invariant determines the p-Lie algebra g = Lie(E K ) = Ku up to isomorphism via u
[p] = λu, and consequently ker(
. Clearly, E K is ordinary if and only if λ = 0. In turn, the Cartier dual is given as a scheme by 
K ≃ E K , and (iii) the extension (11) splits. For supersingular elliptic curves (i) and (ii) are always true, whereas (iii) never holds.
and the splitting is given by the subgroup scheme G = ker(V ). To proceed, note that E K is a twisted form of Y K . To check the latter, we may assume that K is algebraically closed. Now the invariance is clear because the automorphism group scheme is reduced and G is the reduction of the p-torsion subgroup scheme.
To
be the subgroup scheme defining the splitting of (11), and set
The diagonal dotted arrow exists because
Now let E K be supersingular. Then (11) never splits because otherwise the embedding dimension of E K [p] would be too large. As explained in the proof of [10] , Theorem 12.4.3, the multiplication by p-map induces a canonical isomorphism
from which (i) and (ii) follow immediately.
We have seen that E K [p] is a twisted form of G = µ p ⊕ (Z/pZ) over S = Spec K that respects the Weil pairing Φ. As explained in Section 2, E K [p] defines an A = Aut(G, Φ)-torsor. By Proposition 2.2 there is a surjective homomorphism of pointed sets
mapping the class of E K [p] to the class of ker(F ). This latter cohomology group and the class of ker(F ) have been analyzed in Section 1 and their relation to the Hasse invariant is described in Proposition 3.2. To determine the fiber over the class of ker(F ) we proceed as in Section 2 and consider the A-torsor T = ker F ⊕ Hom(ker(F ), G m ). The twisted form A = T ∧ A A of A is an extension of µ p−1 by a twisted form µ p of µ p as in (10) . For this specific choice of A the general machinery developed in Section 2 simplifies:
The pointed set of isomorphism classes of A-torsors with image
Moreover we have canonical isomorphisms of groups
identifying this pointed set with the group of twisted splittings of (11), as well as the group classifying all extensions of ker(V ) by ker(F ).
Proof. Let S ′ → S be the total space of the µ p−1 -torsor induced from the A-torsor T via the homomorphism A → µ p−1 as in Section 2. The pullback of T along S ′ → S yields µ p,S ′ ⊕ (Z/pZ) S ′ , which is induced from the trivial µ p,S ′ -torsor. By Proposition 2.4 the sequence (10) for A is split. In particular, the map from
classifies twists of splittings of (11) . The identification of the group of twisted splittings with the group of all extensions follows from the discussion in [2] , Chapter III, §6.3.5 and [2], Chapter III, §6, Corollaire 4.9.
We stress that this result is due to the specific choice of the A-torsor T . In this case, the distinguished element of H 1 (S, A) corresponds to the split extension of ker(F ) by ker(V ). In particular, the class of
Moreover, in the proof we have seen that if f : S ′ → S trivializes the µ p−1 -torsor ker(F ) then µ p becomes isomorphic to µ p . Hence we obtain µ p as a subgroup scheme of the Weil restriction f * (µ p,S ′ ) and Theorem 1.7 applies.
Néron models and sections of order p
Throughout, we shall work in the following set-up: Let R be a henselian discrete valuation ring of characteristic p > 0, whose residue field k = R/m R is algebraically closed, with field of fraction R ⊂ K. Let us also fix a uniformizer t ∈ R. Given an elliptic curve E K over K, we denote by E → Spec(R) its Néron model, and by E k ⊂ E the closed fiber. Let Φ k = E k /E 0 k be the group of connected components of the closed fiber E k . Note that if E K has additive reduction, then the possible orders for Φ k are 1, 2, 3, 4. We refer to [1] as general reference for the theory of Néron models.
Suppose there is a rational p-division point z ∈ E K . Let G K ⊂ E K be the subgroup scheme generated by z, and consider its schematic closure G ⊂ E.
Lemma 4.1. The subscheme G ⊂ E is a subgroup scheme, and the structure morphism G → Spec(R) is flat and finite of degree p.
Proof. Clearly, G is reduced and the structure morphism G → Spec(R) is flat. The Néron mapping property yields a morphism of group schemes ϕ : (Z/pZ) → E with 1 K → z. Hence G is the schematic image of ϕ, whence finite because E → Spec(R) is separated. Its degree must be p, because the generic fiber has length p.
To see that G ⊂ E is a subgroup scheme, it suffices to check that the multiplication map µ : G × G → E factors through G ⊂ E, according to [19] . Since G × G → Spec(R) is flat and finite, the inclusion
is separated, the multiplication map µ : G × G → E is finite, and in particular closed. Whence
such that µ factors through G ⊂ E set-theoretically. Using that G × G is reduced, we conclude that the schematic image µ(G × G) ⊂ E is reduced as well, and infer that µ factors through G ⊂ E scheme-theoretically.
In the preceding situation, it is convenient to consider the Cartier dual H = Hom(G, G m ), which is actually easier to describe than G. Note that the group scheme H → Spec(R) is finite flat of degree p, and recall that t ∈ R denotes a uniformizer.
Proposition 4.2. Both fibers of H
→ Spec(R) are infinitesimal group schemes. If G k is connected, then G k ≃ H k ≃ α p . Moreover,
the Lie algebra h = Lie(H) is a free R-module of rank one, and admits a basis
Proof. By construction, the generic fiber is H K = µ p,K . Since H K ⊂ H is dense, it follows that the closed fiber H k is connected. Over the algebraically closed field k, there are only two connected group schemes of length p, namely α p and µ p . Only the former has a connected Cartier dual. So if G k is connected, we must have
The Lie algebra h is a free module of rank one, because the fibers of H → Spec(R) are infinitesimal of length p. Choose an arbitrary basis b ∈ h. Then b
[p] = f b for some f ∈ R, which is nonzero because H K = µ p,K . Write f = t n g for some unit g ∈ R. Since R is strictly henselian, there exists an h ∈ R with h p−1 = g. Replacing b by h −1 b, we find the desired basis. Now back to our elliptic curve E K and its Néron model E → Spec(R). If K ⊂ K ′ is a finite field extension, we denote by
′ the induced elliptic curve over K ′ , and by E ′ → Spec(R ′ ) its Néron model. Note that the canonical map E ⊗ R R ′ → E ′ coming from the Néron mapping property is, in general, not an isomorphism.
The preceding Proposition yields a first restriction on Néron models in presence of rational p-division points:
K contains a rational p-division point whose class in Φ k is zero, and that E K has additive reduction. Then E K has potentially supersingular reduction.
Proof. For characteristic p = 2, this easily follows from the representability of the Igusa moduli problem. The following argument works in general: Replacing E K by E (p) K , we may assume that the rational p-division point already lies on E K . Choose a finite field extension K ⊂ K ′ over which E K ′ acquires semistable reduction. The Néron mapping property yields a morphism f : E ⊗ R R ′ → E ′ , which is the identity over K ′ . Since all homomorphisms from G a into G m or elliptic curves are zero, f maps the connected component of the closed fiber of E ⊗ R R ′ to the origin. Fix a rational p-division point z ∈ E K and let S z ⊂ E be its closure. Then the schematic image f (S z ⊗ R R ′ ) ⊂ E ′ is a section inducing a point of order p over K ′ and passing through the origin of the closed fiber. Let G ′ ⊂ E ′ be the closed subscheme generated by this section. Its generic fiber is cyclic of order p, whereas the closed fiber is connected. According to Proposition 4.2, the closed fiber is isomorphic to α p . Now suppose that E K has either potentially ordinary or potentially multiplicative reduction. Then the connected component of the origin in E ′ k would be an ordinary elliptic curve or G m . But these group schemes do not contain α p , a contradiction.
Remark 4.4. If a rational p-division point has non-zero specialization into Φ k , then p divides the order of Φ k . In case of additive reduction Φ k is of order at most 4. In particular, the assumption of the theorem on Φ k is automatically fulfilled for p ≥ 5.
Using information from tables of reduction types (for example in [21] , Chapter IV, §9), we obtain the following more specific consequences:
K contains a rational p-division point, and that p ≥ 3. Then the reduction type of E K is not I * l with l ≥ 1.
Proof. If the reduction type is I * l with l ≥ 1, then the j-invariant of E K is not contained in R. Consequently E K has potentially multiplicative reduction, in contradiction to Theorem 4.3. Proof. Let j k ∈ R/m R be the residue class of the j-invariant of E K , which must be a supersingular j-value by Theorem 4.3. If the reduction type is III or III * , then j k = 1728 by the tables of reduction type. According to [20] , Chapter V, Example 4.5 this j-value is supersingular if and only if p ≡ −1 modulo 4. If the reduction type is II, IV, IV * or II * , then j k = 0, and this is supersingular if and only if p ≡ −1 modulo 3, according to loc. cit. Example 4.4.
K contains a rational p-division point, that E K has additive reduction, and that p ≡ 1 modulo 12. Then E K has reduction type I * 0 . Proof. In light of Corollary 4.5 and Corollary 4.6, the only remaining possibility for an additive reduction type is I * 0 .
Osculation numbers and Hasse invariant
Let E K be an elliptic curve and E → Spec(R) be its Néron model, say given by a minimal Weierstrass equation y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 . The group E(K) comes along with a decreasing filtration defined as follows [22] : The subgroup E 1 (K) ⊂ E(K) comprises those z ∈ E with vanishing specialization in E k . The coordinates of such points z = (λ, µ) have valuations ν(λ) = −2m and ν(µ) = −3m, and one defines
Let us check that this is independent of the chosen Weierstrass equation: Given a rational point z ∈ E K , we write S z = {z} for its closure in E. For each nonzero z ∈ E 1 (K), the scheme S z ∩ S 0 is a local Artin scheme, and it is convenient to call its length the osculation number of z ∈ E 0 (K).
Proof. Suppose z = (λ, µ) has osculation number m and ν(λ) = −2n. By [22] , Theorem 4.2, the fraction −x/y, viewed as a variable, yields a uniformizer along the zero section for E. The intersection scheme S z ∩S 0 has length m, and is defined by R[z]/(z, z − λ/µ), which has length ν(λ/µ) = n. We conclude n = m, and the result follows. Now we are interested in the osculation number for rational p-division points. It turns out that this is closely related to the Hasse invariant. Suppose for simplicity that E K has good reduction and consider the factorization of the multiplicationby-p morphism of Néron models
As in Section 3, the Hasse invariant h of E is defined as the induced linear mapping on Lie algebras
Using the identification Lie(E (p) ) = Lie(E) ⊗p , we may regard the Hasse invariant as an element in the invertible R-module Lie(E) ⊗(1−p) . From this we derive more explicit invariants: Choose a basis u ∈ Lie(E), such that h = ωu ⊗(1−p) for some scalar ω ∈ R. Then the vanishing order ν(h) = ν(ω) ≥ 0 and the residue class
do not depend on the choice of the basis. The Hasse invariant determines the p-Lie algebra g = Lie(E) = Ru up to isomorphism via u
[p] = ωu, and consequently ker(
. It turn, the Cartier dual is given as a scheme by
This leads to the following observation:
Suppose that E K has good reduction and that the Hasse invariant of E has vanishing order ν(h) = p − 1. Then the Frobenius pullback contains a rational p-division point z ∈ E Proof. Since R is strictly henselian, we may represent the Hasse invariant h by the scalar ω = t p−1 for some uniformizer t ∈ R. Clearly, z ∈ ker(V ), and we just saw
shows that the intersection S z ∩ S 0 has length one, and the statement follows from Lemma 5.1.
Remark 5.3.
There is actually an explicit formula, of a somewhat implicit nature, for the x-coordinate of p-division points discovered by Gunji [8] .
Reduction types under quadratic twists
In this section we shall analyze the behavior of reduction types under quadratic twists. Let E K be an elliptic curve over K, and W → Spec(R) be its Weierstrass model, that is, the relative cubic defined by a minimal Weierstrass equation. Choose a separable quadratic field extension K ⊂ K ′ , and let R ⊂ R ′ be the corresponding extension of discrete valuation rings. Then the group {±1} acts on W via the sign involution, and on R ′ via the Galois involution. Now consider the diagonal action on the product
and let Y = W ′ / {±1} be the quotient, which exists as a scheme because W ′ carries an ample invertible sheaf. All our actions are via R-morphisms, so Y is an R-scheme. The scheme Y is normal, the morphism Y → Spec(R) is proper, and the canonical map
is bijective. Taking quotients commutes with passing to invariant open subsets, so Y K = E K ′ / {±1} is nothing but the quadratic twist of E K with respect to the field exten-
where we view Spec(K ′ ) as a {±1}-torsor. To emphasize this aspect, we write E K = Y K for this elliptic curve. Note that K ⊂ K ′ is unique up to isomorphism if p = 2, because R is assumed to be strictly henselian.
Proposition 6.1. If E K has good reduction and p = 2, then the quadratic twist E K has reduction type I * 0 . Proof. First note that the Weierstrass model coincides with the Néron model E, which is a relative elliptic curve. The fixed schemes for the action on E and Spec(R) are given by the 2-torsion scheme and the closed point, respectively. Whence the fixed points on E ′ = E ⊗ R R ′ are the 2-torsion points in the closed fiber E ′ k . If p = 2, then there are four such fixed points, whose images on Y are four rational double points of type A 1 , which comprise Sing(Y ). Let X → Y be the minimal resolution of singularities. Since Y is Gorenstein and Y k is irreducible, the relative canonical class K X/R is trivial. It follows that X is the regular model of E K . The closed fiber Y k has multiplicity two, because it is birational to the quotient of the double curve E ⊗ R (R ′ /tR ′ ). We infer that E K has reduction type I * 0 . It is not difficult to determine the behavior under twists for arbitrary reduction types without geometry, by merely using Weierstrass equations and Ogg's Formula, at least if p = 2, 3, which we assume for the rest of this section. Then, Ogg's formula [21] , Chapter IV, Formula 11.1 tells us that
where ν(∆) is the valuation of a minimal discriminant, m denotes the number of irreducible components of the closed fiber of E and ε is equal to 0, 1, 2, depending on whether E K has good, multiplicative or additive reduction. for E K with coefficients a 4 , a 6 ∈ R. According to [20] , Chapter X, §6, Proposition 5.4, the quadratic twist E K has Weierstrass equation
whose discriminant is t 6 ∆. Let j ∈ K be the j-invariant of E K . We first consider the case ν(j) ≥ 0. Suppose that ν(∆) = 0, 2, 3, 4, such that the reduction type of E K is I 0 , II, III, IV, respectively. Then the Weierstrass equation (13) is minimal, and Ogg's Formula implies that the reduction type of the quadratic twist E K is I * 0 , IV * , III * , II * . Now suppose that ν(∆) = 6, 8, 9, 10, such that E K has reduction type I * 0 , IV * , III * , II * , respectively. According to Lemma 6.5, the change of coefficients x = t 2 x ′ and y = t 3 y ′ yields another integral Weierstrass equation
which has discriminant ∆ = t −6 ∆, and is therefore minimal. Ogg's Formula implies that the quadratic twist has reduction type I 0 , II, III, IV, respectively.
It remains to treat the case ν(j) < 0. Suppose that E K has reduction type I m , m ≥ 1. Then ν(j) = −m, and a 4 , a 6 ∈ R are invertible, by the table after [1] , Chapter 1, Section 1.5, Lemma 4. It follows from the Tate algorithm ( [22] , see also [21] , Chapter 4, Section 9) that the Weierstrass equation (13) is minimal and has reduction of type I * l for some l ≥ 0. Then, Ogg's formula yields l = m. Conversely, if E K has reduction type I * m , then the Weierstrass equation (14) is minimal, with invertible coefficients, and the quadratic twist has reduction type I m .
If j(E K ) = 0, then the automorphism scheme of E K is isomorphic to µ 6 , and we may also perform a sextic twist with respect to the generator
If E K has Weierstrass equation y 2 = x 3 + a 6 , then the sextic twist is given by the Weierstrass equation y 2 = x 3 + ua 6 , by [20] , Chapter X, §6, Proposition 5.4. Using u 2 instead of the generator u ∈ H 1 (K, µ 6 ), we obtain the cubic twist, which is given by the Weierstrass equation
Proposition 6.3. Suppose that j(E K ) = 0 and p ≥ 5. Then the reduction types of E K and its cubic and sextic twists are related as in the following table:
If j(E K ) = 1728, then the automorphism scheme of E K is isomorphic to µ 4 , and we may also perform a quartic twist with respect to the generator
If E K has Weierstrass equation y 2 = x 3 + a 4 x, then the quartic twist is given by the Weierstrass equation y 2 = x 3 + ua 4 x, by [20] , Chapter X, §6, Proposition 5.4. The proofs for the preceding two propositions are as for Proposition 6.2; we leave the actual computations to the reader. In the proof of Proposition 6.2, we have used the following fact:
3 /∆ for the discriminant and j-invariant, together with Ogg's Formula, one obtains the following table, which gives ν(∆) and the reduction type in dependence on the valuations of a 4 , a 6 ∈ R:
reduction type I n I 0 I 0 III II IV The statement follows from this table.
Reduction type under Frobenius pullback
Let E K be an elliptic curve over K, and consider its Frobenius pullback E (p)
K . In this section we describe the reduction type of the Frobenius pullback in terms of the reduction type of the original elliptic curve. Since an additive reduction type changes to a semistable reduction type only after a nontrivial Galois extension by [17] , Corollary 3 to Theorem 2, the following fact holds:
K has semistable reduction if and only if E K has semistable reduction.
Let j ∈ K be the j-invariant of E, such that j p ∈ K is the j-invariant of the Frobenius pullback. 
Proof. We already verified the first two columns of the table. Suppose now that E K has reduction type of the form II, III, . . . , II * . Then the reduction type is entirely determined by 1 ≤ ν(∆) ≤ 11 via Ogg's Formula, and we have ν(∆ (p) ) ≡ pν(∆) modulo 12 by Tate's Algorithm. Reducing modulo 3 and 4, we see that the possible congruence classes for the prime p are 1, 5, 7, 11. A direct computation now yields the entries of the table.
Remark 7.5. Let T ∈ {II, III, IV} be a Kodaira symbol. The change on the Kodaira symbols in passing from E K to E for the "odd" Kodaira symbols, and nothing else changes.
p-torsion under quadratic twists
We keep the notation as in the preceding section. Let E K be an elliptic curve over K. Choose a separable quadratic field extension K ⊂ K ′ and let E K be the corresponding quadratic twist. Passing to the quadratic twist may turn closed points into rational points. This relies on a useful fact from Galois theory: (y) ) σ , the diagonal tensor product action of H on L ⊗ F L corresponds to the diagonal product action on A given by τ · (z σ ) σ = (τ (z σ )) σ . The corresponding invariant ring is A H = σ∈H F , which gives our statement. Now suppose z ∈ E K is a closed point, so that the corresponding closed subscheme Spec κ(z) ⊂ E K is invariant under the sign involution, and whose residue field extension
finite abelian field extension with Galois group H. The quotient of Spec(L) × Spec(F ) Spec(L) by the diagonal action of H is isomorphic to the disjoint sum of |H| copies of Spec(F ).
Proof. Set A = σ∈H L. Under the isomorphism L ⊗ F L → A, x ⊗ y → (xσK ⊂ κ(z) is isomorphic to K ⊂ K ′ . Set E K ′ = E K ⊗ K ′ ,
and let
r : E K ′ → E K and q : E K ′ → E K be the canonical morphisms. Then, by the preceding Lemma, the closed subscheme q(r −1 (z)) ⊂ E K is the disjoint union of two rational points y 1 , y 2 ∈ E K . This leads to the following result: Proposition 8.2. Suppose there is aétale subgroup scheme G K ⊂ E K of length p, containing a closed point z ∈ G K so that the field extension K ⊂ κ(z) is of degree two. Then E K contains a rational p-division point.
Proof. First note that G K is a twisted form of Z/pZ. For p = 2, all such twisted forms are trivial, such that all points of G K are rational. Our assumptions thus imply p ≥ 3. Then the two field extensions K ⊂ κ(z) and K ⊂ K ′ are isomorphic, because R is strictly henselian. We now check that z ∈ G K , viewed as a closed subscheme, is invariant under the sign involution. Write G K as the spectrum of
Then the sign involution acts via T → −T . The closed point z ∈ G K corresponds to an irreducible quadratic factor in
, where α ∈ Ω is a root of this polynomial. The quadratic factors are of the form
whence ζ ′ = −ζ, and the quadratic factor is invariant under T → −T . In light of the discussion preceding the Proposition, the image q(r −1 (z)) ⊂ E K is the disjoint union of two rational points, which are necessarily of order p.
It is easy to see that quadratic twisting is compatible with isogenies: If
is an isogeny, we obtain an isogeny E K → E ♭ K of the same degree between the corresponding quadratic twists. We now apply this to the inseparable isogeny
K of degree p. Clearly, the induced isogeny on quadratic twists is also inseparable, and it follows that the quadratic twist of a Frobenius pullback is the Frobenius pullback of the quadratic twist. We simply write E (p) K for this elliptic curve.
Proposition 8.3. Suppose p ≥ 3, that E K has good reduction, and that the Hasse invariant of E → Spec(R) has vanishing order (p − 1)/2. Then the quadratic twist E (p)

K contains a rational p-division point. Its specialization in the closed fiber of the Néron model is nonzero and lies in the connected component of the origin, that is, its class in
K . According to Lemma 4.1, there is a subgroup scheme G ⊂ E (p) of order p that is genericallyétale. Let t ∈ R be a uniformizer. Then t (p−1)/2 ∈ R represents the Hasse invariant of E, and G is isomorphic to the spectrum of
′ , and choose a uniformizer t ′ ∈ R ′ with t ′2 = t. Using the decomposition
we infer that G ′ = G ⊗ R R ′ decomposes into p sections for E ′ = E ⊗ R R ′ , which are invariant under the diagonal {±1}-action and intersect pairwise transversally in the fixed point 0 ∈ E ′ k . We conclude that E If the Artin scheme q(S z ) ∩ q(S 0 ) is of length one, the strict transforms of q(S z ) and q(S 0 ) on X will be disjoint and must pass through the same irreducible component of the closed fiber. So the following Lemma concludes the proof. 
has length 4n − 1. This gives us the estimate 4n − 1 ≤ 3n, and consequently n = 1.
It remains to find a discrete valuation ring R and an elliptic curve E K over the function field R ⊂ K whose Néron model E → Spec(R) meets the assumptions of the Proposition 8.3. Theorem 8.5. Let k be an algebraically closed field of characteristic p ≥ 3, and j k ∈ k be a supersingular j-value. Then there is an elliptic curve E K over the field K = k(t) with reduction type I * 0 so that E Remark 8.6. Here and the the sequel we are concerned with the existence of rational p-division points. It might be interesting to compute their coordinates explicitly.
Decreasing osculation numbers
In this section we develop a method to produce rational p-division points by passing from one Weierstrass equation to another that is defined over a smaller field. The set-up is as follows: Let R ′ be a henselian discrete valuation ring in characteristic p ≥ 5 with algebraically closed residue field k = R ′ /m R ′ and field of fractions R ′ ⊂ K ′ . We also fix a uniformizer t ′ ∈ R ′ . Let E K ′ be an elliptic curve over K ′ with good reduction and Néron model E ′ → Spec(R ′ ). Choose a Weierstrass equation of the form
with coefficients a ′ 4 , a ′ 6 ∈ R ′ , such that the discriminant ∆ ′ ∈ R ′ is invertible. Making the substitutions x ′ = t ′−2 x and y ′ = t ′−3 y over K ′ , we obtain a new Weierstrass equation
for E K ′ . Note that its coefficients a i = t ′i a ′ i remain integral, such that the new Weierstrass equation still defines a relative cubic C ′ → Spec(R ′ ). This cubic, however, is not the Weierstrass model of its generic fiber, because its discriminant t ′12 ∆ ′ is not invertible. Now suppose there is a subring R ⊂ R ′ with a 4 , a 6 ∈ R so that the extension R ⊂ R ′ is finite and separable. Replacing R by its normalization, we conclude that R is another henselian discrete valuation ring, and the residue field extension R/m R ⊂ R ′ /m R ′ is bijective. Let R ⊂ K be the field of fractions. Our new Weierstrass equation (16) defines a relative cubic C → Spec(R) with
, and E → Spec(R) be its Néron model. Proof. Let ∆ ∈ R be the discriminant for (16) . Since C ⊗ R R ′ = C ′ by construction, we have dν(∆) = 12. Now suppose that d = 1, such that ν(∆) < 12. By Tate's Algorithm, the Weierstrass equation (16) must be minimal, such that C → Spec(R) is the Weierstrass model of its generic fiber. Since ∆ ∈ m R , the elliptic curve E K has bad reduction. Since E K has potentially good reduction, the reduction type must be additive. Ogg's Formula ν(∆) = 2 + (m − 1) implies the statement on the reduction types.
We now examine the behavior of rational p-division points in our construction:
Proposition 9.2. Under the preceding assumptions, suppose the field extension
Assume furthermore that E K ′ contains a rational pdivision point with osculation number one. Then E K contains a rational p-division point whose specialization into E k is nonzero.
Proof. Choose a rational p-division point z ∈ E K ′ , say with coordinates z = (λ, µ) with λ, µ ∈ K ′ . According to Proposition 5.1, the coordinates have valuations ν(λ) = −2 and ν(µ) = −3. Consequently u ′2 λ, u ′3 µ ∈ R ′ , and the closure S z ⊂ C ′ of z ∈ E K ′ in the relative cubic defined by the new Weierstrass equation (16) is a section over R ′ disjoint from the zero section. Since u ′2 λ is invertible, it is also disjoint from the singularity in C ′ . Suppose for the moment that the j-invariant j ∈ K of the elliptic curve E K is a p-th power. According to Proposition 3.3, there is anétale subgroup scheme G K ⊂ E K of order p. Let A K = G K − 0 be the complement of the origin, and A ⊂ C be its closure in the Weierstrass model C → Spec(R) of E K . Since d ≥ 1, this Weierstrass model is defined by the Weierstrass equation (16) , according to Proposition 9.1. We saw in the preceding paragraph that
is disjoint from the zero section and the singularity in C ′ , so the same holds for A ⊂ C. We infer that A ∪ {0} coincides with the closure G ⊂ E of G K in the Néron model E → Spec(R), such that G is a relative group scheme whose closed fiber is reduced at the origin. But R is strictly henselian, so G = (Z/pZ) R . Restricting to the generic fiber yields the desired rational p-division point on E K .
It remains to verify that the j-invariant j ∈ K of E K is a p-th power. By assumption, E K ′ contains a rational p-division point, whence j ∈ K ′ is a p-th power by Proposition 3.3. The following Lemma ensures that j ∈ K is already a p-th power.
Lemma 9.3. Let F ⊂ E be a field extension in characteristic p > 0. If this extension is separable, then the inclusion
Proof. It suffices to show that the canonical map F × /F ×p → E × /E ×p is injective. Via the Kummer sequence, we may regard this map as
. Let T be a nontrivial µ p -torsor over F , such that T is a reduced scheme. Since F ⊂ E is separable, the induced torsor T ⊗ F E remains a reduced scheme, hence is a nontrivial torsor. Consequently, the map in question is injective.
Proposition 9.4. Suppose p ≡ −1 modulo 3. Fix an integer 1 ≤ n ≤ 5, and let E K be the elliptic curve over K defined by the Weierstrass equation
K contains a rational p-division point whose specialization in the closed fiber of the Néron model is nonzero. The j-invariant of E K lies in R and reduces to 0 ∈ k. The reduction types are given by the following table:
Proof. We first treat the case n = 1. Let t ′ be an indeterminate, and consider the family of elliptic curves
, which is a versal deformation for the supersingular elliptic curve y 2 = x 3 + 1 with j-invariant j k = 0. The base change t ′ → t ′p−1 yields the family of elliptic curves y 2 = x 3 + t ′p−1 x + 1, whose Hasse invariant has vanishing order p−1, according to Igusa 
) contains a rational p-division point whose specialization in the Néron model is nonzero. Its reduction type is II by Proposition 9.1. It remains to identify this elliptic curve as the Frobenius pullback of E K . To do this, write p = 6d − 1 for some integer d ≥ 1. Making the substitution x = t 2d x ′ , y = t 3d y ′ , we obtain the Weierstrass equation
which is indeed the Frobenius pullback of (17) in the case n = 1 at hand. According to Proposition 7.4, the curve E K has reduction type II * . The elliptic curves for n > 1 are obtained from the elliptic curve with n = 1 via the base change t → t n , and their reduction types easily follow from Ogg's Formula.
Proposition 9.5. Suppose p ≡ −1 modulo 4. Fix an integer 1 ≤ n ≤ 3, and let E K be the elliptic curve over K defined by the Weierstrass equation
Then E K contains a rational p-division point whose specialization in the closed fiber of the Néron model is nonzero. Its j-invariant lies in R and reduces to 1728 ∈ k, and the reduction type is given by the following table:
Proof. This is analogous to the proof for Proposition 9.4. Consider the family of elliptic curves
, which is a versal deformation for the supersingular elliptic curve y 2 = x 3 + x with j-invariant j k = 1728. The base change t ′ → t ′p−1 yields the family of elliptic curve y 2 = x 3 + x + t ′p−1 , and its Frobenius pullback y 2 = x 3 + x + t ′p(p−1) contains a rational p-division point with osculation number one. Making the substitution over K = k((t)) contains a rational p-division point whose specialization in the Néron model is nonzero. Its reduction type is III according to Proposition 9.1 Write p = 4d − 1 for some integer d ≥ 1. Making the substitution x = t 2d x ′ , y = t 3d y ′ , we obtain the Weierstrass equation
which is the Frobenius pullback of (18) in the case n = 1. According to Proposition 7.4, the curve E K has reduction type III * . The elliptic curves for n > 1 are obtained from the elliptic curve with n = 1 via the base change t → t n , and Ogg's Formula gives the reduction type. Now let j k ∈ F p ⊂ R be an arbitrary supersingular j-value. Choose a, b ∈ F p 2 so that y 2 = x 3 + ax + b defines a supersingular elliptic curve with j-invariant j k .
Proposition 9.6. Assumptions as above. Let E K be the elliptic curve over K defined by the Weierstrass equation
Then E K contains a rational p-division point whose specialization in the closed fiber of the Néron model is nonzero. Its reduction type is I * 0 , and its j-invariant lies in R and reduces to j k ∈ k.
, which is a versal deformation for the supersingular elliptic curve y 2 = x 3 + ax + b with j-invariant j k . The base change t ′ → t ′p−1 yields the family of elliptic curves y 2 = x 3 + ax + b + t ′p−1 , so its Frobenius pullback
contains a rational p-division point with osculation number one. Making the substitution x = t ′−2 x ′ , y = t ′−3 y ′ , we obtain the new Weierstrass equation
. This cubic is already defined over the subring
, where t = t ′2 . According to Proposition 9.2, the corresponding elliptic curve
) contains a rational p-division point whose specialization in the Néron model is nonzero. Its reduction type is I * 0 by Proposition 9.1. Write p = 1−2d for some integer d. Making the substitution x = t 2d x ′ , y = t 3d y ′ , we obtain the Weierstrass equation
which is the Frobenius pullback of (19) . According to Proposition 7.4, the curve E K has reduction type I * 0 . Remark 9.7. In the proofs of Propositions 9.4, 9.5 and 9.6 we constructed our examples from the base change t ′ → t ′p−1 from a versal deformation of a supersingular elliptic curve. If we apply an n-fold Frobenius pullback to this base change and carry out the constructions explained in the proofs of these propositions, we obtain all the examples of this section, but now with osculation number n. In particular, Frobenius pullbacks from the curves constructed in this section give all possible reduction types with arbitrary osculation numbers. We leave it to the reader to determine explicit Weierstrass equations.
The elliptic curve over the Igusa curve
Let p > 0 be a prime number, and consider the ordinary part of the Igusa stack Ig(p) ord , whose objects over a k-algebra A are pairs (E, z), where E → Spec(A) is a family of ordinary elliptic curves, and z : Spec(A) → E (p) is a section whose fibers are points of order p. We have a commutative diagram of algebraic stacks
Ig(p)
This moduli problem has been first studied by Igusa [9] . For p ≥ 3, the Igusa stack is representable by [10] , Corollary 12.6.3, and we shall assume p ≥ 3 in this section. Abusing notation we write Ig(p) ord for the corresponding algebraic curve, and denote by Ig(p) its normal compactification. Let U ord → Ig(p) ord be the universal elliptic curve, and U → Ig(p) be its Néron model. We now give a complete description of the universal curve around supersingular points. Let F = O Ig(p),η be the function field of the Igusa curve. 
is a suitable uniformizer, and the scalars a, b ∈ k in the last row are so that the elliptic curve
F have nonzero specialization in the Néron model.
Proof. Note that the entries for the Frobenius pullback U (p) F
are determined by those for U F and vice versa, according to Proposition 7.4. We now give a complete proof for the case j(x) = 0, the other cases being analogous and left to to the reader. So suppose j(x) = 0. Obviously, this j-value must be supersingular, whence p ≡ −1 modulo 3. According to Proposition 9.4, there is an elliptic curve K contains a rational p-division point whose specialization in the closed fiber of the Néron model is nonzero. Let ϕ : Spec(K) → Ig(p) be the corresponding classifying morphism, such that
F ⊗ K. By the valuation criterion, the morphism extends uniquely to a morphism ϕ : Spec(R) → Ig(p). By Igusa's result [10] , Corollary 12.6.2 the morphism j : Ig(p) → P 1 is totally ramified over the supersingular j-values and hence the point x lies in the image of ϕ. We thus obtain an extension of discrete valuation rings R ′ ⊂ R, say with ramification index e ≥ 1, where
We claim that e = 1. To see this, denote by ν ≥ 2 the valuation of a minimal discriminant for U
K has reduction type II, Lemma 10.2 below tells us that 2 = eν, and whence e = 1. Since Néron models are preserved under extensions with ramification index e = 1, the curve U F has reduction type II * at x, and the statement about the specialization of the rational
K follows in a similar way. We have used the following observation: Suppose R ′ ⊂ R is an extension of discrete valuation rings of arbitrary characteristic p > 0, with the same residue field k = R/m R = R ′ /m R ′ , and function fields K ′ ⊂ K. Suppose E K ′ is an elliptic curve containing a rational p-division point. Set E K = E K ′ ⊗ K, and let E → Spec(R) and E ′ → Spec(R ′ ) be the Néron models of E K and E K ′ , respectively.
Lemma 10.2. Suppose the rational p-division point on E K ′ specializes into E ′ k 0 , and that the induced point on E K specializes into a nonzero element of E 0 k . Let ν and ν ′ be the valuations of minimal discriminants for E K and E K ′ , respectively, and e ≥ 1 be the ramification index of R ⊂ R ′ . Then we have ν = eν ′ .
Proof. We have ν = eν ′ − 12c, where c ≥ 0 is the number of cycles needed in the Tate Algorithm before termination. Consider the canonical homomorphism of relative group schemes E ′ ⊗ R ′ R → E. If c ≥ 1, then the connected component of the origin in E ′ k is mapped to the origin in E k , whence the rational p-division point on E K specializes to zero, contradiction.
It remains to determine the Néron model over the cusps of Ig(p), that is, the points where the j-invariant has a pole [10] , Section 8.6.3. Proof. Since the j-invariant has negative valuation, U F has potentially multiplicative reduction. If U F had additive reduction then we would have reduction of type I * ℓ for some ℓ ≥ 1. However, this is excluded by Corollary 4.5 and U F has already multiplicative reduction.
Let K = k((t)) and q = t p . Then there exists an elliptic curve E K over and a homomorphism K * → E K (K) with kernel q Z , namely the Tate curve ( [21] , Chapter V, §3). In particular, t ∈ K * maps to a rational p-division point of E K and since ν(j) = −ν(q) = −p this elliptic curve has multiplicative reduction of type I p .
This curve is the Frobenius pullback of a curve induced from U F around a cusp x ∈ Ig(p). Hence ν(j(x)) = −1 for this cusp x, which implies that U F has multiplicative reduction of type I 1 at x. Hence j : Ig(p) → P 1 isétale around x and since j is a Galois morphism the same is true for every cusp. In particular, the scheme of cusps isétale of length (p − 1)/2 and I 1 is the reduction type of the Néron model for every cusp of Ig(p).
Let E be the Néron model of an elliptic curve E K and assume that it has multiplicative reduction. If there exists a rational p-division point on E K then it generates a group scheme G ⊂ E with generic fiber (Z/pZ) K , which can specialize to α p or Z/pZ only. Since E 0 k ≃ G m neither of these latter group schemes is contained in E 0 k and so the rational p-division point specializes non-trivially into Φ k . Remark 10.4. Note that Ulmer [23] , Section 2 gave Weierstrass equations with coefficients in F for the universal curve U F , which rely on relations between Eisenstein series and are of somewhat implicit nature. There it is also shown that the universal family over Ig(p) descends to the j-line if and only if p ≡ −1 modulo 4. In this case, the reduction type of the Néron model of the descended family has been determined in loc. cit., Section 6. It is interesting to note that the universal family over Ig(p) has good reduction over j = 0 if p ≡ 1 modulo 3, whereas the descended family acquires additive reduction.
Elliptic curves with δ = 1
The Igusa stack in characteristic two and three has entirely new features because wild ramification shows up. In this section we briefly recall some relevant facts from ramification theory and analyze the Galois representation on torsion points attached to elliptic curves whose wild part of the conductor is nontrivial yet as small as possible, namely δ = 1. These results will be applied to universal families over Igusa curves in the next sections. For more background on ramification groups, we refer to the monographs [18] and [7] and the survey article [3] .
Suppose k is an algebraically closed field of characteristic p > 0 and set R = k[[t]] and K = k((t)). Let K ⊂ L be a finite Galois extension, with Galois group G = Gal(L/K), and R L ⊂ L be the integral closure of R. The higher ramification groups
Choose a prime l = p. The Swan representation P attached to the Galois group G is the projective Z l [G]-module whose character is given by b(σ) = − max {i | σ ∈ G i }, σ = e, and σ∈G b(σ) = 0. If V is a F l [G]-module, one defines an integer invariant δ(V ) = dim F l Hom G (P, V ), which does not depend on the choice of K ⊂ L. It also satisfies the formula
Now let E K be an elliptic curve and E be its Néron model. Choose a Galois extension K ⊂ L so that the
is called the wild part of the conductor. It does not depend on l. If E K has additive reduction, Ogg's formula tells us ν(∆) = 2 + δ + (m − 1), where m denotes the number of irreducible components in the closed fiber of the minimal model.
By construction, the Galois group G comes along with a representation on the vector space E[l](L), which we regard as a homomorphism G → GL (2, F l ) . The linear G-action respects the Weil pairing Φ :
Since k is algebraically closed, the G-action on µ(K) is trivial, such that we have a factorization G → SL(2, F l ). We remark in passing that this factorization holds for l = 2 without any assumption on k. Note that saying that G → SL(2, F l ) is surjective means that the scheme of nonzero l-torsion E K [l] − 0 is connected, and stays so under base extension as long as possible.
It is often convenient to replace G by its image in SL(2, F l ), such that K ⊂ L becomes the smallest Galois extension so that E[l](L) is 2-dimensional. But it is useful to work with the general situation when it comes to base change:
field extension of degree d prime to p. Then the wild part of the conductor for the induced elliptic curve
Proof. Enlarging L, we may assume that
′ is cyclic, hence corresponds to a surjection G → C d , whose kernel equals G ′ , and contains G 1 because d is prime to p. We conclude G 
n for some n ≥ 1. It suffices to treat the case
Using this equation we conclude that the higher ramification groups and their indices for L/K and L ′ /K ′ coincide. The statement now follows from Formula (20).
The group SL(2, F 2 ) = GL(2, F 2 ) has order 6, consequently δ = 0 for characteristic p ≥ 5. For the rest of the section, we work in characteristic two and three and examine the Galois representation G → SL(2, F l ) for elliptic curves with δ = 1.
We start with the case p = 3 and choose l = 2. Note that the action on P 1 (F 2 ) gives a bijection GL(2, F 2 ) → S 3 , and these groups are isomorphic to the nontrivial semidirect product C 3 ⋊ C 2 . Let E K be an elliptic curve, and choose a Galois extension K ⊂ L so that E [2] (L) becomes a 2-dimensional F 2 -vector space. Let δ be the wild part of the conductor for E K and g be the order of the Galois group G = Gal(L/K). Proof. Suppose that the homomorphism in question is not surjective. Replacing G by its image, we may assume that G SL(2, F 2 ) is a subgroup. If g is prime to p = 3 then δ = 0, contradiction. Suppose g = 3. Since each matrix in GL(2, F 2 ) of order three is conjugate to ( 0 1 1 1 ), we have E [2] (L) Gi = 0 for every nontrivial G i , and Formula (20) yields 1 = δ ≥ 1/1 · 2, again a contradiction. We conclude that G → SL(2, F 2 ) is surjective. Now suppose that 9 ∤ g, so that G 1 = C 3 is the unique Sylow 3-subgroup. Then G = C 3 ⋊ C g/3 is a semidirect product, which must be the nontrivial one because G → GL(2, F 2 ) is surjective. It remains to determine the orders of the ramification groups: We have g 0 = g and g 1 = g 2 = . . . = g m = 3 and g m+1 = 1 for some m ≥ 1. Formula (20) yields δ = m · 1 g/3 · 2, and the result follows.
Now choose a Weierstrass equation y
2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 for the elliptic curve E K , and let K ⊂ K ′ be the field extension obtained by adjoining a root of the cubic x 3 + (a
Corollary 11.4. Notation as above. If the elliptic curve E K has δ = 1, then K ⊂ K ′ is a non-Galois extension of degree three, the induced elliptic curve E K ′ has δ ′ = 0, and the
Proof. We may chose K ⊂ L so that its Galois group is G = GL(2, F 2 ), by Proposition 11.3. By the inversion formula ( [20] , III.2.3.) the scheme of nonzero 2-torsion on E K is given by y = a 1 x + a 3 together with the Weierstrass equation, whence by the cubic in question. The Galois correspondence implies that K ′ ⊂ L, and that K ⊂ K ′ is non-Galois of degree three. Using that K ′ ⊂ L has degree two, we infer that δ ′ = 0 and that
For the rest of this section we work in characteristic p = 2 and choose l = 3. This case is more challenging. To start with, let us briefly recall some well-known facts on the group SL(2, F 3 ). We have a commutative diagram
where GL(2, F 3 ) → S 4 is given by the action on P 1 (F 3 ). The group V ⊂ A 4 is the Klein four group, and Q = {±1, ±i, ±j, ±k} is the quaternion group. Its six elements of order four correspond to the traceless matrices in SL(2, F 3 ).
Since A 4 = V ⋊ C 3 it follows that V ⊂ A 4 is the commutator subgroup, and S 4 /V = S 3 implies that A 4 ⊂ S 4 is the commutator subgroup. Using that −1 ∈ Q is a commutator, we infer that 1 h
ff ff f h h h h h h h h h h h h h h h h h h h h
h h h h h h h h h h h h h h h h h h h h h h h h h
The normal subgroups in SL(2, F 3 ) are precisely 1 ⊂ C 2 ⊂ Q ⊂ SL(2, F 3 ). Note that the C 6 ⊂ SL(2, F 3 ) are the four Borel subgroups, that is, conjugate to the group ( * * 0 * ). Now suppose E K is an elliptic curve. Choose a Galois extension
The lattice of subgroups in SL(2, F 3 ) is related to a Weierstrass equation y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 as follows: The subgroups C 6 ⊂ SL(2, F 3 ) correspond to the field extensions of K obtained by adding one of the four roots of the quartic x 4 + b 2 x 3 + b 4 x 2 + b 6 x + b 8 , which defines the x-coordinate for one of the four lines of points of order three (compare with the duplication formula [20] , III.3.2.). The normal subgroup Q ⊂ SL(2, F 3 ) corresponds to the Galois extension of K obtained by splitting the resolvent cubic
(compare [11] , Section III.13). Note that the quartic has Galois group contained in V = Q/C 2 after splitting the resolvent cubic. The normal subgroup C 2 corresponds to splitting the quartic. The inclusion 1 ⊂ C 2 finally corresponds to adding the y-coordinates of the 3-torsion points. Proof. For the first statement, we may assume G ⊂ SL(2, F 3 ), and our task is to show that G has order g = 24. Note first that 2 | g, because otherwise δ = 0. We observe that (
Gi = 0 for every nontrivial G i . Second, we have 3 | g. Otherwise G would be a 2-group, and Formula (20) gives δ ≥ 1/1 · 2, contradiction. Third, we have g = 6. Otherwise the orders of the ramification groups are g 1 = . . . = g m = 2 and g m+1 = 1 for some m ≥ 1, and thus δ = m · 1/3 · 2, contradiction. Fourth and last, we have g = 12, because SL(2, F 3 ) contains no subgroup of order 12; such a group would be normal, and whence define a splitting for SL(2, F 3 ) → A 4 , which is absurd. Thus, G is equal to SL(2, F 3 ).
Let us determine the higher ramification groups for the special case G = SL(2, F 3 ). Since C 4 is not normal in Q, it cannot be among the ramification groups. We obtain G 1 = Q, G 2 = G 3 = C 2 and G m = 1 for m ≥ 4 as in the proof for Proposition 11.3. Now let G be arbitrary with 16 ∤ g and denote by G ′ the kernel of the surjective homomorphism G → SL(2, F 3 ). The lower filtration on ramification groups does not behave well with respect to passing to quotients. But the so-called upper filtration 
Knowing the ramification groups of G/G ′ = SL(2, F 3 ) already, and using the HasseHerbrand function, one computes the desired ramification groups for G as in the statement.
We now can compute the behavior of the wild part of the conductor under base changes contained in L: Proposition 11.6. Suppose the wild part of the conductor for E K is δ = 1. Let G ′ ⊂ SL(2, F 3 ) be a subgroup, and K ′ ⊂ L be the fixed field of the preimage of G ′ in G. Then the wild part of the conductor for the induced elliptic curve E K ′ is given by the following table:
Proof. We may assume G = SL(2, F 3 ). The ramification groups for
, and the statement follows by an elementary computation from Proposition 11.5 together with the formula (20) . Consider, for example, the case F 3 ) be two subgroups so that G ′ ⊂ G has index two. Then the extension of fixed fields F ⊂ F ′ is cyclic of degree two. Let R F ⊂ R F ′ be the corresponding extension of discrete valuation rings. To control Weierstrass equations, it will later be useful to express the uniformizer of R F in terms of the uniformizer of R F ′ . Luckily, the situation is as simple as possible: Proposition 11.7. Suppose that E K has δ = 1, and let u ∈ R F be a uniformizer. Then there is a uniformizer s ∈ R F ′ and a nonzero scalar λ ∈ k with u = s 2 /(λ−s).
Proof. The isomorphism class of F ⊂ F ′ corresponds to an element from the cohomology group H 1 (F, Z/2Z) = F/℘(F ), ℘(g) = g 2 − g, which we identify with the group of odd polynomials f in u
be the odd polynomial for F ⊂ F ′ , with n ≥ 1 and
, and the Galois involution is s → s+u n . Since u = s 2 +O(3), the ramification groups for G/G ′ are
We have to show n = 1, or, equivalently (G/G ′ ) 2 = 1. As explained in the proof of Proposition 11.5, we have to pass to the upper filtration and determine the HasseHerbrand function. In our situation, the Hasse-Herbrand function for G/G ′ has a unique break point at x = 2n − 1.
We now make the computation in the case G = C 4 , G ′ = C 2 , and leave the other cases to the reader. By Proposition 11.5, the ramification groups for G are
We infer that the Hasse-Herbrand function for G/G ′ has its break point at x = 1, and consequently n = 1.
The Igusa curve in characteristic three
In this section, we shall analyze the the Néron model U → Ig(3) and the resulting possibilities for rational points of order three with nonzero specialization in the Néron model. First note that the j-map j : Ig(3) → P 1 , having degree 1 = (3−1)/2, is an isomorphism. Second note that there is only one supersingular point x ∈ Ig(3), which has j-value j(x) = 0. So we may identify Ig(3)
] is the ring of Laurent polynomials, and t is a uniformizer at j = 0. Since Pic(A) = 0, the universal elliptic curve U ord must admit a global Weierstrass equation over A: Proposition 12.1. The universal elliptic curve U ord has as global Weierstrass equation y 2 + xy = x 3 − 1/t over A. At the supersingular point x ∈ Ig(3), the reduction type is II * , the valuation of a minimal discriminant is ν(∆) = 11, and the wild part of the conductor is δ = 1.
Proof. The given Weierstrass equation has j-invariant j = t and discriminant 1/t. Whence it differs from the universal elliptic curve by a quadratic twist. Using inversion and duplication formula, we see that the Frobenius pullback y 2 + txy = x 3 − t 3 admits a rational point of order three, namely x = t, y = 0. Since a nontrivial quadratic twist destroys this rational point, we conclude that U ord is actually given by this Weierstrass equation. The remaining statements follow from the Tate Algorithm and Ogg's Formula.
Remark 12.2. The universal curve over Ig(3) has already been determined in [23] , Proposition 2.3. For the sake of completeness we decided to include a proof in our setup.
and consider the induced elliptic curve U K over K = k((t)). Since δ = 1, our results form the preceding section apply. The goal now is to construct elliptic curves so that the rational points of order three on the Frobenius pullbacks have nonzero specialization in the Néron model. We can compute Proof. Clearly, the point z = (0, 0) ∈ E K of order three does not specialize to infinity in the Weierstrass model, whence has nonzero specialization into the Néron model. Moreover, z has nonzero class in Φ k if and only if it specializes into the singularity of the Weierstrass model. The latter is given by x = 0, y = −a 3 , and the result follows. We close this section by discussing the elliptic curves
which contain a rational 3-divsion point. They are obtained from the Frobenius pullback of the universal elliptic curve by the base change of degree 2 n . Let ν(∆) be the valuation of a minimal discriminant for E n,K Proposition 12.6. If n is odd, then ν(∆) = 2 n + 4 and the reduction type of E n,K is IV. If n is even, then ν(∆) = 2 n + 8, and the reduction type is IV * . In any case, δ = 2 n , and the rational 3-division points have nonzero specialization in Φ k .
Proof. We have δ = 2 n by Lemma 11.1. Suppose n is odd. Then 3 | 2 n+1 − 1, and E K is given by the integral Weierstrass equation y 2 + t 2 n −(2 n+1 −1)/3 xy + ty = x 3 , whose discriminant has valuation 2 n + 4. Ogg's Formula implies that the latter Weierstrass equation is minimal, and that the reduction type is IV. Corollary 12.4 shows that the rational 3-division points have nonzero class in Φ k . The argument for n even is similar.
We see that the property of having a rational 3-division point with nonzero class in Φ k can be preserved under base changes of arbitrarily large degree.
The Igusa stack in characteristic two
In this section, A = k[t ±1 ] denotes the ring of Laurent polynomials over an algebraically closed field k of characteristic p = 2. We shall analyze the Igusa stack Ig(2) → Spec(A), and in particular the reduction types of tautological families.
Here a family of elliptic curves E A over A is called a tautological family if j(E A ) = t. For example, the Weierstrass equation
has j-invariant j = t and discriminant ∆ = 1/t, and hence yields a tautological family. Note that this is independent of the coefficient a 2 ∈ A. When we regard a tautological family as an object in the Igusa stack, we also call it a tautological object. The existence of tautological objects shows that the {±1}-gerbe Ig(2) → Spec(A) is trivial, that is, isomorphic to the classifying stack B(Z/2Z). In some sense, tautological objects are the best replacement, in a stack theoretical context, for the universal object. To understand the set of tautological objects, consider the map
from the group of polynomials into the set of tautological objects of the Igusa stack. Let A odd ⊂ A be the vector space of all odd Laurent polynomials. Proof. Consider the additive map ℘ : A → A, f → f 2 − f . Using that k is algebraically closed, we easily see that the canonical projection
is bijective. To proceed, let E A be the tautological family given by the Weierstrass equation (21) . It remains to see that given a 2 ∈ A odd , the corresponding quadratic twist of E A is given by the Weierstrass equation y 2 + xy = x 3 + a 2 x 2 + t −1 . We sketch the argument: The sign involution acts on E A via y → y + x, and the Galois involution acts on A[u]/(u 2 − u − a 2 ) via u → u + 1. Whence y ′ = y + xu and x ′ = x are invariant under the diagonal action, and indeed yield the desired Weierstrass equation.
Our next task is to determine the reduction types at t = 0. Let a 2 ∈ A odd be an odd Laurent polynomial, and write its vanishing order at t = 0 in the form ν(a 2 ) = −2d − 1. In other words, we have
for some integer d and some polynomial f ∈ k[t] that has nonzero constant term or is the zero polynomial. In the latter case we take it that d = −∞.
Proposition 13.2. Let E A be the tautological family y 2 + xy = x 3 + a 2 x 2 + t −1 .
(i) If d < 0, then the reduction type of E A at t = 0 is II * , the valuation of a minimal discriminant is ν(∆) = 11, and the wild part of the conductor is δ = 1.
(ii) If d ≥ 0, then the reduction type at t = 0 is I * 8d+3 , the valuation of a minimal discriminant is ν(∆) = 12d+11, and the wild part of the conductor is δ = 4d + 2.
Proof. We may replace the ring of Laurent polynomials by the field of formal Lau- Then the 2-torsion section on the Frobenius pullback E
A has nonzero specialization in the component group Φ k at t = 0. Moreover: 
A must be minimal, because ν(∆) = 10, and the result follows from the Tate Algorithm.
We next verify (ii). The Weierstrass equation for the Frobenius pullback is y 2 + xy = x 3 + f 4 t 2(−2d−1) x 2 + t −2 .
Again we may replace the ring of Laurent polynomials by the field of formal Laurent series K = k((t)), and set g = 1/f . Applying successively the substitutions y = y ′ + f 2 t −2d−1 x and x = (gt d+1 ) −2 x ′ and y = y ′ + g 3 t 3d+2 ,
we simplify the coefficient of x 2 , make the Weierstrass equation integral, and remove the constant term, respectively. The outcome is the new Weierstrass equation
Now Lemma 13.7 below yields (ii). It remains to prove the statement about the section of order 2. Using that all our minimal Weierstrass equations have a 3 = a 6 = 0, we infer that the section of order 2 is given by x = y = 0, and hence specializes into the singularity of the Weierstrass model. It follows that its specialization into the component group Φ k of the Néron model is nontrivial.
Our final task is to compute the reduction types at t = ∞. Changing notation, we write the vanishing order of a 2 at t = ∞ in the form ν(a 2 ) = −2d − 1 for some integer d. In other words, we have a 2 = t 2d+1 f 2 for some integer d and some polynomial f ∈ k[t −1 ] that has nonzero constant term or is the zero polynomial.
Proposition 13.4. Let E A be the tautological family y 2 + xy = x 3 + a 2 x 2 + t −1 .
(i) If d < 0, then the reduction type of E A at t = ∞ is I 1 , the valuation of a minimal discriminant is ν(∆) = 1, and the wild part of the conductor is δ = 0.
(ii) If d ≥ 0, then the reduction type at t = ∞ is I * 8d+5 , the valuation of a minimal discriminant is ν(∆) = 12d+13, and the wild part of the conductor is δ = 4d + 2.
Proof. The arguments are as in the proof for Proposition 13.2. In case d ≥ 0, one has to use the substitution x = (gt and Lemma 13.6 yields the result; details are left to the reader.
With the techniques presented in the proofs of Proposition 13.4 and Proposition 13.3 we obtain: Proposition 13.5. Let E A be the tautological family y 2 + xy = x 3 + a 2 x 2 + t −1 .
Then the 2-torsion section on the Frobenius pullback E (2)
A has nonzero specialization in the component group at t = ∞. Moreover In particular, we see that reduction of type I * l plays a special role. Note that in characteristic p ≥ 3 this type of reduction does not appear at all if the Frobenius pullback has a rational p-division point by Corollary 4.5. We will come back to this point in Section 15.
We end the section by the following two technical observations, which are very useful in handling reduction type I * l , and have been used in preceding proofs: Lemma 13.6. Let E K be an elliptic curve with Weierstrass equation y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 . Set n = ν(a 3 ), and assume ν(a 1 ) ≥ 1, ν(a 2 ) = 1, n = ν(a 3 ) ≥ 2, ν(a 4 ) ≥ n, and ν(a 6 ) ≥ 2n − 1.
Then the Weierstrass equation is minimal, and E K has reduction type I * 2n−3 . Proof. The Tate Algorithm reveals that the Weierstrass equation is minimal and has reduction type I * l for some l ≥ 0. To determine l, one first blows up the ideal (x, y, t), which defines the reduced singular point, and then the ideal (y/t, t), which defines the reduced fiber. In the chart with coordinate x/t, y/t 2 , t, the Weierstrass equation transforms into t(y/t 2 ) 2 + a 1 (x/t)(y/t 2 ) + t −1 a 3 (y/t 2 ) = t 3 (x/t) 3 + t −2 a 4 (x/t) + t −3 a 6 , and the reduced fiber becomes a configuration of 4 copies of P 1 with intersection graph D 4 , containing one rational double point. To proceed, one successively blows up the ideals (x/t, t), (y/t 2 , t), (x/t 2 , t), (y/t 2 , t), . . . (y/t n−1 , t), (x/t n−1 , t).
In other words, one blows up reduced fibers 2n− 3 times. In all but the last blowing ups this introduces on additional copy of P 1 into the fiber, whereas the last blowing up adds two disjoint copies of P 1 . In each blowing ups, the coefficients a blowing up of (x/t i , t) 1 1/t t 1 1/t blowing up of (y/t i+1 , t) 1 1 1/t 1/t 1/t According to our assumptions on the original coefficients a i , it is indeed possible to carry out the sequence of blowing ups. After the last blowing up, the resulting scheme is regular, and we infer that the reduction type of E K is I * l , where the number of irreducible components is 4 + (2n − 4) + 2 = 2n + 2, and therefore l = 2n − 3.
Similar arguments yield the next result, whose proof is left to the reader: Lemma 13.7. Let E K be an elliptic curve over the field K with Weierstrass equation y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 . Set n = ν(a 4 ), and suppose that ν(a 1 ) ≥ 1, ν(a 2 ) = 1, ν(a 3 ) ≥ n − 1, n = ν(a 4 ) ≥ 2, ν(a 6 ) ≥ 2n − 1.
Then the Weierstrass equation is minimal, and E K has reduction type I * 2n−4 .
Other reduction types in characteristic two
We continue to work in characteristic p = 2, with R = k[[t]] and K = k((t)). In this section, we shall construct elliptic curves whose Frobenius pullbacks have various reduction types and whose rational 2-division point has nonzero specialization.
The starting point is the tautological curve E K given by y 2 + xy = x 3 + t −1 , which has minimal Weierstrass equation y 2 + txy = x 3 + t 5 , numerical invariants ν(δ) = 11, δ = 1, and reduction type II * . Applying the results from Section 11, we now examine various pullbacks for successive field extensions of degree d = 2, 3, 4, 5. We depict our relevant findings in a family tree: of order three on E K . Note that s = t 2 /x, which satisfies the integral equation s 4 + ts + t = 0 or equivalently t = s 4 /(1 − s) is a uniformizer for the corresponding discrete valuation ring.
The behavior of δ follows from Proposition 11.1, except for the branches starting with an initial base change of degree two; for those, δ must be computed via the Tate Algorithm. We now can tabulate the minimal Weierstrass equations for the induced elliptic curves E K ′ = E K ⊗ K ′ , using successively the substitutions t = t ′2 /(1 − t ′ ), t = t ′3 , t = t ′4 /(1 − t ′ ), and t = 
