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JORDAN DERIVATIONS OF FINITARY INCIDENCE RINGS
MYKOLA KHRYPCHENKO
Abstract. Let P be a preordered set, R a ring and FI(P,R) the finitary
incidence ring of P over R [7]. We find a criterion for all Jordan derivations of
FI(P,R) to be derivations and generalize Theorem 3.3 from [9]. In particular,
we prove that each Jordan derivation of the ring RFMI(R) of row-finite I×I-
matrices over R is a derivation, if |I| > 1.
Introduction
Given a ring R and n ≥ 2, it follows from the classical results by Jacobson and
Rickart ([6, Theorems 8 and 22]) that every Jordan derivation of the ring Mn(R)
of all n× n-matrices is a derivation. Benkovicˇ proved that the same is true for the
algebra Tn(R) of upper triangular n × n-matrices over a commutative unital ring
R of characteristic different from 2 ([2, Corollary 1.2]). In [4] the author described
Jordan derivations of a subring of Mn(R) which contains Tn(R), under the same
assumption on R (see [4, Theorem 1]). In particular, the Benkovicˇ’s result follows
from this description ([4, Corollary 2]).
The algebra Tn(R), n ≥ 2, is a particular case of the triangular algebra
Tri(A,M,B), where A,B are unital R-algebras and M is an (A,B)-bimodule.
Jordan derivations of such algebras over a ring of characteristics different from 2
were studied in [10]. Theorem 2.1 from [10] says that each Jordan derivation of
Tri(A,M,B) is a derivation, if M is faithful as a left A-module and as a right
B-module.
Benkovicˇ and Sˇirovnik generalized [4, Theorem 1] to unital algebras admitting
nontrivial idempotents with certain conditions ([3, Theorem 4.1]). This also per-
mitted to obtain [10, Theorem 2.1] as a consequence (see [3, Corollary 4.3]).
Another example of a triangular algebra is the incidence algebra I(P,R) of a
finite poset P , |P | ≥ 2, over a commutative ring R. Indeed, fixing an enumeration
P = {x1, . . . , xn} with xi ≤ xj ⇒ i ≤ j and choosing 1 ≤ m ≤ n, one can show that
I(P,R) is isomorphic to Tri(I(Q,R),M, I(P \Q,R)), where Q = {x1, . . . , xm} and
M consists of the functions f ∈ I(P,R), such that f(x, y) = 0, whenever x, y ∈ Q
or x, y ∈ P \Q. However, [10, Theorem 2.1] cannot be directly applied to I(P,R),
becauseM is not always faithful as a left I(Q,R)-module or as a right I(P \Q,R)-
module. For instance, when P is an anti-chain, the bimodule M is trivial for any
choice of Q. Nevertheless, using direct computations, Xiao proved in [9] that every
Jordan derivation of I(P,R) is a derivation, provided that P is a locally finite
preordered set and charR 6= 2 ([9, Theorem 3.3]).
Finitary incidence algebras appeared in [8] as a generalization of incidence alge-
bras to the non-locally finite case. Initially they were defined, when P is a poset
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and R is a field. Then the definition was extended in [7] to the so-called partially
ordered categories [7] and, in particular, to preordered sets and rings, giving thus
the finitary incidence ring FI(P,R) of P over R.
The aim of this article is to generalize [9, Theorem 3.3] to arbitrary P and R,
considering FI(P,R) instead of I(P,R). To avoid the restriction on the charac-
teristics of R, we use the Jacobson-Rickart’s definition of a Jordan derivation [6,
(26)–(27)].
In Section 2 we prove some results on Jordan derivations which take place in an
arbitrary ring (see Lemmas 1–4).
In Section 3 we restrict ourselves to rings R admitting a set of pairwise orthog-
onal idempotents which impose certain conditions on the multiplication in R. One
should note that this class of rings contains the incidence ring FI(P,R) as well as
the ring RFMI(R) of row-finite matrices over R whose entries are indexed by the
pairs of elements of I. The main result of Section 3 is Lemma 6 which permits
us to construct a derivation d′ of R from a Jordan derivation d of R under some
assumptions on d.
In Section 4 we apply the lemmas from Sections 2 and 3 to the finitary incidence
ring FI(C) of a partially ordered category C. Proposition 1 says that a Jordan
derivation d of FI(C) is a derivation if and only if the “restriction” dx of d to
Mor(x, x) is a derivation for each x ∈ ObC. Using this proposition and [10, Theo-
rem 2.1] under certain restrictions on C, we reduce the question whether all Jordan
derivations of FI(C) are derivations to the same question in the rings Mor(x, x),
where x runs through the set of isolated objects of C (see Theorem 1).
In Section 5 we study Jordan derivations of the ring RFMI(R). We prove, with
the help of Lemma 6 and the result by Jacobson and Rickart on Jordan derivations
of Mn(R), that each Jordan derivation of RFMI(R) is a derivation, when |I| > 1
(see Theorem 2). Thus, we extend the Jacobson-Rickart’s result to a ring of infinite
matrices.
Section 6 is an easy application of Theorems 1 and 2. We show that each Jordan
derivation of FI(P,R) is a derivation, when P has no isolated elements. Otherwise
the question whether each Jordan derivation of FI(P,R) is a derivation reduces
to the same question for the ring R (see Theorem 3). As a remark we obtain a
generalization of [9, Theorem 3.3] (see Remark 6).
1. Preliminaries
Let R be a ring and d an additive map d : R→ R. Following [6], we shall call d
a Jordan derivation of R, if it satisfies
d(r2) = d(r)r + rd(r), (1)
d(rsr) = d(r)sr + rd(s)r + rsd(r) (2)
for arbitrary r, s ∈ R. Obviously, a usual derivation of R, that is an additive map
d : R→ R with
d(rs) = d(r)s + rd(s)
for all r, s ∈ R, is a Jordan derivation of R.
Let d be a Jordan derivation of R. Applying (1) to the sum r+s, we immediately
get
d(rs + sr) = d(r)s+ rd(s) + d(s)r + sd(r) (3)
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for all r, s ∈ R. Equality (3) is often used as a definition of a Jordan derivation of
R (see, for example, [5]). It is in fact equivalent to (1), when charR 6= 2. Indeed,
to get (1), one simply substitutes s = r into (3) and “divides” both sides by 2.
Condition (2) also follows from (3) in this case: to prove it, one sets s = rs′ + s′r
in (3), where s′ is an arbitrary element of R (see [5, Lemma 3.1]).
We shall also use the following formula by Herstein ([5, Lemma 3.2]):
d(rst+ tsr) = d(r)st + rd(s)t + rsd(t) + d(t)sr + td(s)r + tsd(r), (4)
which is a consequence of (2) with r replaced by r + t.
Let C be a preadditive small category. We shall call C a pocategory, when Ob C
admits a partial order ≤. Denote by I(C) the set of the formal sums
α =
∑
x≤y
αxy[x, y], (5)
where x, y ∈ Ob C, [x, y] = {z ∈ Ob C | x ≤ z ≤ y} and αxy ∈ Mor(x, y). Clearly,
I(C) is an abelian group under the addition, which naturally comes from the addi-
tion of morphisms in C. Without loss of generality we shall also consider the series
α of the form (5), whose indices run through a subset X of the segments of Ob C,
meaning that αxy is the zero 0xy of Mor(x, y) for [x, y] 6∈ X .
The sum (5) is called a finitary series, whenever for any pair of x, y ∈ ObC with
x < y there exists only a finite number of u, v ∈ Ob C, such that x ≤ u < v ≤ y and
αuv 6= 0uv. The set of finitary series will be denoted by FI(C). Note that FI(C) is
an additive subgroup of I(C). Moreover, FI(C) is closed under the convolution of
the series:
αβ =
∑
x≤y

 ∑
x≤z≤y
αxzβzy

 [x, y] (6)
for α, β ∈ FI(C). Thus, FI(C) is a ring, called the finitary incidence ring of C 1
Given x ∈ Ob C, denote by ex the element idx[x, x] ∈ FI(C), where idx is the
identity morphism from Mor(x, x). Observe that
exαey =
{
αxy[x, y], x ≤ y,
0, x 6≤ y.
(7)
Let (P,) be a preordered set and R a ring. We slightly change the construction
of the pocategory C(P,R), introduced in [7].
Denote by ∼ the natural equivalence relation on P , namely x ∼ y ⇔ x  y  x,
and by P the quotient set P/∼. Define ObC(P,R) to be P with the induced partial
order ≤. For any pair x¯, y¯ ∈ ObC(P,R):
Mor(x¯, y¯) = RFMx¯×y¯(R),
where RFMI×J(R) denotes the additive group of row-finite matrices over R, whose
rows are indexed by the elements of I and columns by the elements of J (for the
ring RFMI×I(R) we shall use the shorter notation RFMI(R)). The composition
of morphisms in C(P,R) is the matrix multiplication, which is defined by the row-
finiteness condition.
1In [7] by a pocategory one means a preadditive small category C with a partial order ≤ on
ObC satisfying x ≤ y ⇔ Mor(x, y) 6= 0xy . It turns out that the last property is superfluous for
the definition of FI(C).
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The finitary incidence ring [7] of P over R, denoted by FI(P,R), is by definition
FI(C(P,R)).2
2. Some technical lemmas
Let R be an arbitrary (associative) ring. An idempotent of R is an element e ∈ R
with e2 = e. The set of idempotents of R is denoted by E(R). Two (distinct)
idempotents are called orthogonal if they commute and their product is zero.
Lemma 1. Let d be a Jordan derivation of R and r ∈ R. For any pair of orthogonal
e, f ∈ E(R):
ed(r)f = ed(erf)f − ed(e)rf − erd(f)f + ed(fre)f. (8)
Moreover, for any e ∈ E(R):
ed(r)e = ed(ere)e − ed(e)re − erd(e)e. (9)
Proof. By (4)
d(erf + fre) = d(e)rf + ed(r)f + erd(f) + d(f)re + fd(r)e + frd(e).
Multiplying this by e on the left and by f on the right and using the assumption
that ef = fe = 0, we come to (8).
For (9) we use (2):
d(ere) = d(e)re + ed(r)e + erd(e).

Corollary 1. Let d be a Jordan derivation of R, e, f ∈ E(R) be orthogonal and
r ∈ fRf . Then ed(r)e = 0.
For er = re = 0 in this case, so the right-hand side of (9) is zero.
Remark 1. Under the conditions of Lemma 1 if d is a derivation of R, then
ed(fre)f = 0.
Indeed, in this case d(erf) = d(e)rf+ed(r)f+erd(f), and thus ed(r)f = ed(erf)f−
ed(e)rf − erd(f)f . Comparing this with (8), we obtain the desired equality.
Lemma 2. Given a Jordan derivation d of R, for all e, f ∈ E(R), which are either
orthogonal or equal, one has
ed(e)f + ed(f)f = 0.
Proof. Suppose that e and f are orthogonal. Substitute r = e into (8):
ed(e)f = ed(ef)f − ed(e)ef − ed(f)f + ed(fe)f,
which is −ed(f)f , as ef = fe = 0.
If e = f , then set r = e in (9):
ed(e)e = ed(e)e− ed(e)e − ed(e)e = −ed(e)e.

Given a map d : R → R and e ∈ E(R), denote by de the map eRe → eRe with
de(r) = ed(r)e, r ∈ eRe.
2We allow Mor(x¯, y¯) to be nonzero, when x 6≤ y, in contrast with [7]. This, however, does not
change the resulting ring FI(P,R).
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Remark 2. Let d be a map R → R and e, f ∈ E(R) with ef = fe = e. Then
eRe ⊆ fRf and de = (df )e.
Indeed, eRe = feRef ⊆ fRf , and for any r ∈ eRe one has
de(r) = ed(r)e = efd(r)fe = edf (r)e = (df )e(r).
Lemma 3. Let d be a derivation (respectively Jordan derivation) of R. Then de is
a derivation (respectively Jordan derivation) of the ring eRe.
Proof. We prove the assertion, when d is a derivation of R (the proof for a Jordan
derivation is similar).
Clearly, de is additive. Taking r, s ∈ eRe, one sees that
de(rs) = ed(rs)e = e(d(r)s+ rd(s))e = ed(r)se + erd(s)e
= ed(r)es+ red(s)e = de(r)s + rde(s).
Here we used the obvious fact that r and s commute with e. 
Lemma 4. Let d be a Jordan derivation of R, e, f, g a triple of idempotents of
R, any two distinct elements of which are orthogonal and at least two elements of
which are different. Then for all r ∈ eRg and s ∈ gRf one has
ed(rs)f = ed(r)s + rd(s)f. (10)
Proof. Suppose first that e 6= f . Then sr = 0, so by (3)
d(rs) = d(r)s + rd(s) + d(s)r + sd(r).
To get (10), it is enough to prove that
ed(s)rf = esd(r)f = 0. (11)
If e 6= g 6= f , then (11) follows from rf = es = 0. Consider now the subcase
e = g 6= f . We immediately have ed(s)rf = 0, as rf = 0. Furthermore, since
gs = sf , then
esd(r)f = gsd(r)f = sfd(r)f,
which is zero by Corollary 1. The subcase e 6= g = f is symmetric to the previous
one.
It remains to consider the case e = f 6= g. Now sr may be nonzero, however
ed(sr)f = ed(sr)e = 0 thanks to Corollary 1. As above, (10) is explained by (11),
because rf = es = 0. 
Corollary 2. Let d be a Jordan derivation of R. Then d satisfies (10) for all triples
e, f, g ∈ E(R), any two distinct elements of which are orthogonal, if and only if de
is a derivation of eRe for all e ∈ E(R).
Indeed, in view of Lemma 4 equality (10) holds for all such triples e, f, g ∈ E(R)
if and only if it holds for e = f = g ∈ E(R), that is de(rs) = de(r)s + rde(s) with
r, s ∈ eRe.
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3. Jordan derivations of a ring with certain set of pairwise
orthogonal idempotents
From now on suppose that the ring R admits a set of pairwise orthogonal idem-
potents E such that, given r ∈ R and e, f ∈ E, the set
E(e, r, f) := {g ∈ E | erg 6= 0 and ∃s ∈ R : gsf 6= 0} is finite. (12)
Taking additionally s ∈ R, we see that
E(e, r, s, f) := {g ∈ E | ergsf 6= 0} ⊆ E(e, r, f),
so |E(e, r, s, f)| <∞. We shall also require that R satisfies
ersf =
∑
g∈E(e,r,s,f)
ergsf, (13)
where the latter sum is defined to be 0, when E(e, r, s, f) = ∅.
Remark 3. It is obvious that in (13) one can replace E(e, r, s, f) by any finite
subset of E containing E(e, r, s, f).
Lemma 5. Let d : R→ R be a map. Then for all r, s ∈ R and e, f ∈ E the set
X = {(g, h) ∈ E × E | ergd(g)hsf 6= 0}
is finite.
Proof. Suppose on the contrary that X is infinite. Note that if (g, h) ∈ X , then
erg 6= 0 and gd(g)hsf 6= 0, so g ∈ E(e, r, f). In view of (12) there is only a finite
number of such g. Hence, one can find g′ ∈ E and infinitely many h ∈ E, such that
g′d(g′)hsf 6= 0. The latter implies that E(g′, d(g′), f) is infinite. This is impossible
due to (12). 
Lemma 6. Let d be a Jordan derivation of R, such that for all e ∈ E the map de
is a derivation of eRe. Suppose that, given r ∈ R, there exists a unique d′(r) ∈ R
with
ed′(r)f = ed(erf)f − ed(e)rf − erd(f)f (14)
for all e, f ∈ E. Then the map d′ : R→ R is a derivation of R.
Proof. First of all observe from (14) that
ed′(r + s)f = ed(e(r + s)f)f − ed(e)(r + s)f − e(r + s)d(f)f = e(d′(r) + d′(s))f
due to additivity of d. By the uniqueness of d′(r+s) we have d′(r+s) = d′(r)+d′(s).
Fix r, s ∈ R and e, f ∈ E. We shall show that e(d′(r)s + rd′(s))f = ed′(rs)f .
By(13) and (14) and Remark 3 we have
ed′(r)sf =
∑
g∈E′
ed′(r)gsf
=
∑
g∈E′
(ed(erg)g − ed(e)rg − erd(g)g)sf, (15)
erd′(s)f =
∑
g∈E′
ergd′(s)f
=
∑
g∈E′
er(gd(gsf)f − gd(g)sf − gsd(f)f), (16)
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where E′ is the union of finite sets
⋃6
i=1 Ei with
E1 = E(e, d
′(r), s, f),
E2 = E(e, r, d
′(s), f),
E3 = E(e, d(e)r, s, f),
E4 = E(e, r, sd(f), f),
E5 = E(e, r, s, f),
E6 being such that {(g, h) ∈ E × E | ergd(g)hsf 6= 0} ⊆ E6 × E6
(the latter is finite by Lemma 5). Adding (15) and (16), we get
e(d′(r)s + rd′(s))f =
∑
g∈E′
(ed(erg)gsf + ergd(gsf)f) (17)
−
∑
g∈E′
ed(e)rgsf −
∑
g∈E′
ergsd(f)f (18)
−
∑
g∈E′
(erd(g)gsf + ergd(g)sf). (19)
Clearly, (18) is
−
∑
g∈E3
ed(e)rgsf −
∑
g∈E4
ergsd(f)f = −ed(e)rsf − ersd(f)f.
By Corollary 2 the right-hand side of (17) is
∑
g∈E′
ed(ergsf)f = ed

∑
g∈E′
ergsf

 f = ed

∑
g∈E5
ergsf

 f = ed(ersf)f.
By (13) the sum (19) equals
−
∑
g∈E′
(∑
h∈E7
erhd(g)gsf +
∑
h∈E8
ergd(g)hsf
)
, (20)
where E7 and E8 are finite subsets of E, more precisely,
E7 =
⋃
g∈E′
E(e, r, d(g), g),
E8 =
⋃
g∈E′
E(g, d(g), s, f).
Setting E′′ = E′ ∪E7 ∪ E8, we conclude that (20) is
−
∑
(g,h)∈E′×E′′
erhd(g)gsf −
∑
(g,h)∈E′×E′′
ergd(g)hsf
Interchanging g and h in the first sum and using Lemma 2, we get
−
∑
(g,h)∈E′′×E′
ergd(h)hsf −
∑
(g,h)∈E′×E′′
ergd(g)hsf
=
∑
(g,h)∈E′′×E′
ergd(g)hsf −
∑
(g,h)∈E′×E′′
ergd(g)hsf. (21)
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Since
{(g, h) ∈ E ×E | ergd(g)hsf 6= 0} ⊆ E6 × E6 ⊆ E
′ ×E′ ⊆ (E′ × E′′) ∩ (E′′ × E′),
it follows that (21) equals∑
(g,h)∈E6×E6
ergd(g)hsf −
∑
(g,h)∈E6×E6
ergd(g)hsf = 0.
Thus,
e(d′(r)s + rd′(s))f = ed(ersf)f − ed(e)rsf − ersd(f)f,
the latter being ed′(rs)f by (14). In view of the uniqueness of d′(rs), one has
d′(rs) = d′(r)s + rd′(s). Since r and s were arbitrary elements of R, the map d′ is
a derivation. 
4. Jordan derivations of FI(C)
We first specify Lemma 1 for FI(C) and the idempotents ex, ey ∈ FI(C).
Lemma 7. Let d be a Jordan derivation of FI(C). Then for any α ∈ FI(C) and
for all x ≤ y:
d(α)xy = d(αxy[x, y])xy − (d(ex)α)xy − (αd(ey))xy .
Proof. Suppose first that x < y. Then the idempotents ex and ey are orthogonal,
so by (8)
exd(α)ey = exd(exαey)ey − exd(ex)αey − exαd(ey)ey + exd(eyαex)ey.
Note that x < y means that x ≤ y and y 6≤ x. It remains to apply (7).
When x = y, the result follows from (9) with e = ex and (7). 
Lemma 8. The ring FI(C) satisfies(12) and (13) with E being {ex}x∈ObC.
Proof. Clearly, E is a set of pairwise orthogonal idempotents of FI(C). Let α ∈
FI(C) and x, y ∈ Ob C.
If x 6≤ y, then for any z ∈ ObC either x 6≤ z, or z 6≤ y. In the first case
exαez = 0, and in the second one ezβey = 0 for any β ∈ FI(C), thanks to (7).
Hence E(ex, α, ey) = ∅, so (12) holds. As exαβey = 0 by (7), equality (13) also
takes place.
If x ≤ y, then exαez 6= 0 means that αxz 6= 0xz (in particular, x ≤ z) and
∃β ∈ FI(C) : ezβey 6= 0 implies that z ≤ y. Therefore,
{z ∈ ObC | ez ∈ E(ex, α, ey)} ⊆ {z ∈ [x, y] | αxz 6= 0xz},
the latter set being finite due to the fact that α is a finitary series, whence (12).
As to (13), observe from (7) that exαezβey = αxzβzy[x, y], so
Z := {z ∈ Ob C | ez ∈ E(ex, α, β, ey)} = {z ∈ [x, y] | αxzβzy 6= 0xy}.
Moreover, by (6)
exαβey = (αβ)xy [x, y] =

 ∑
x≤z≤y
αxzβzy

 [x, y] =
(∑
z∈Z
αxzβzy
)
[x, y]
=
∑
z∈Z
(αxz [x, z] · βzy[z, y]) =
∑
ez∈E(ex,α,β,ey)
exαezβey,
proving (13). 
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Let d : FI(C) → FI(C) and x ∈ Ob C. Observe that the ring exFI(C)ex may
be identified with Mor(x, x) by exαex = αxx[x, x] ↔ αxx. Denote by dx the map
Mor(x, x)→ Mor(x, x), which corresponds to dex : exFI(C)ex → exFI(C)ex under
this identification, namely, dx(ϕ) = d(ϕ[x, x])xx for ϕ ∈Mor(x, x).
Proposition 1. Let d be a Jordan derivation of FI(C). Then d is a derivation of
FI(C) if and only if for all x ∈ ObC the map dx is a derivation of Mor(x, x).
Proof. The necessity is explained by Lemma 3.
For the sufficiency consider (14) with e = ex, f = ey and r = α ∈ FI(C):
d′(α)xy = d(αxy [x, y])xy − (d(ex)α)xy − (αd(ey))xy.
The right-hand side is d(α)xy by Lemma 7. Therefore, d
′ = d, in particular, d′ is a
well-defined function FI(C)→ FI(C). It remains to apply Lemmas 6 and 8. 
An element of a preordered set will be said to be isolated, whenever it is incom-
parable with any other element of this set. In particular, an object x ∈ Ob C is
isolated, if it is isolated under ≤.
Lemma 9. Let x ∈ ObC be isolated. For any map d : Mor(x, x)→ Mor(x, x) and
α ∈ FI(C) define
d˜(α) = d(αxx)[x, x] + α− αxx[x, x]. (22)
Then d˜ is a derivation (respectively Jordan derivation) of FI(C) if and only if d is
a derivation (respectively Jordan derivation) of Mor(x, x).
Proof. Clearly, d˜(α) is a finitary series, as d˜(α)uv = αuv for all u < v.
Since x is incomparable with the rest of the objects of C, then FI(C) = FI({x})⊕
FI(C \ {x}). Here {x} is the full subcategory of C with the unique object x and
C \ {x} denotes the subcategory obtained from C by removing x as well as all the
morphisms from x and into x. It remains to note that FI({x}) ∼= Mor(x, x) and
d˜ = d⊕ id up to this isomorphism. 
Let M be a unital (R,S)-bimodule. Following [10] by the triangular ring
Tri(R,M, S) we mean the ring whose additive group is R⊕M ⊕ S and the multi-
plication is defined by
(r,m, s)(r′,m′, s′) = (rr′, rm′ +ms′, ss′)
(the same construction can also be found in [1]). The next remark is straightfor-
ward.
Remark 4. Let with x < y. Then Mor(x, y) is a (unital) (Mor(x, x),Mor(y, y))-
bimodule, such that
Tri(Mor(x, x),Mor(x, y),Mor(y, y)) ∼= (ex + ey)FI(C)(ex + ey).
Indeed, the isomorphism is given by (ϕ, ψ, η) ↔ ϕ[x, x] + ψ[x, y] + η[y, y], where
ϕ ∈Mor(x, x), ψ ∈Mor(x, y) and η ∈ Mor(y, y).
We say that an (R,S)-bimodule is faithful on the left (respectively on the right),
if it is faithful as a left R-module (respectively as a right S-module).
Lemma 10. Let x < y be such that Mor(x, y) is faithful on the left and on the right.
If d is a Jordan derivation of FI(C), then dx and dy are derivations of Mor(x, x)
and Mor(y, y) respectively.
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Proof. By Remark 4 the ring (ex+ey)FI(C)(ex+ey) is triangular and by Lemma 3
the map dex+ey is a Jordan derivation of (ex + ey)FI(C)(ex + ey). Hence, dex+ey
is a derivation of (ex + ey)FI(C)(ex + ey) in view of [10, Theorem 2.1]
3 Then dex ,
being (dex+ey )ex thanks to Remark 2, is a derivation of exFI(C)ex by the same
Lemma 3. Similarly dey = (dex+ey )ey is a derivation of eyFI(C)ey. As dx and dy
may be identified with dex and dey , this completes the proof. 
Theorem 1. Assume that for any non-isolated x ∈ Ob C there is y > x (or y < x),
such that Mor(x, y) (or Mor(y, x)) is faithful on the left and on the right. Then each
Jordan derivation of FI(C) is a derivation if and only if for any isolated x ∈ Ob C
each Jordan derivation of Mor(x, x) is a derivation.
Proof. Suppose that each Jordan derivation of FI(C) is a derivation. Take an
isolated x ∈ Ob C and a Jordan derivation d of Mor(x, x). By Lemma 9 the map d˜
defined by (22) is a Jordan derivation of FI(C) and hence a derivation of FI(C) by
the assumption. By the same lemma d is a derivation of Mor(x, x).
Conversely, assume that, given an isolated x ∈ Ob C, each Jordan derivation of
Mor(x, x) is a derivation. Let d be a Jordan derivation of FI(C) and x ∈ Ob C. If
x is isolated, then dx is a derivation of Mor(x, x) by the assumption. Otherwise
there exists y > x (or y < x), such that Mor(x, y) (or Mor(y, x)) is faithful on the
left and on the right. Hence dx is a derivation of Mor(x, x) thanks to Lemma 10.
Consequently, d is a derivation of FI(C) in view of Proposition 1. 
5. Jordan derivations of RFMI(R)
Let R be a unital ring and I a set. Denote by eij , i, j ∈ I, the matrix from
RFMI(R) having a unique nonzero element equal to 1 at the intersection of the
i-th row and j-th column. Then {eii}i∈I is a set of pairwise orthogonal idempotents
of RFMI(R). Given a matrix α = {αij}i,j∈I ∈ RFMI(R), the product eiiαejj is
clearly αijeij .
We first reformulate Lemma 1 in these notations.
Lemma 11. Let d be a Jordan derivation of RFMI(R). For any α ∈ RFMI(R)
and i 6= j ∈ I:
d(α)ij = d(αijeij)ij − (d(eii)α)ij − (αd(ejj))ij + d(αjieji)ij . (23)
Moreover,
d(α)ii = d(αiieii)ii − (d(eii)α)ii − (αd(eii))ii. (24)
Lemma 12. The ring RFMI(R) satisfies(12) and (13) with E = {eii}i∈I .
Proof. Given α ∈ RFMI(R) and i, j ∈ I, one clearly has
{k ∈ I | ekk ∈ E(eii, α, ejj)} ⊆ {k ∈ I | eiiαekk 6= 0} = {k ∈ I | αik 6= 0},
which is finite due to the row-finiteness condition. This proves (12). Moreover, for
any β ∈ RFMI(R):
I ′ = {k ∈ I | ekk ∈ E(eii, α, β, ejj)} = {k ∈ I | αikβkj 6= 0},
3In [10] the authors study Jordan derivations of triangular algebras over commutative rings
of characteristics different from 2. However, their proofs are based on formulas (1)–(4) and do
not use the vector space structure, so the main result is true for Jordan derivations (in the sense
of [6]) of triangular rings.
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so
eiiαβejj = (αβ)ijeij =
(∑
k∈I′
αikβkj
)
eij =
∑
k∈I′
eiiαekkβejj ,
giving (13). 
For each i ∈ I the ring eiiRFMI(R)eii = Reii is obviously isomorphic to R. If
d is a map from RFMI(R) to itself and i ∈ I, then di denotes the induced map
R→ R, namely, di(r) = d(reii)ii.
Let us write (14) for e = eii, f = ejj and r = α ∈ RFMI(R):
d′(α)ij = d(αijeij)ij − (d(eii)α)ij − (αd(ejj))ij . (25)
This defines a (unique) matrix d′(α) over R whose entries are indexed by the pairs
of elements of I. It is not clear, however, whether d′(α) is row-finite.
Lemma 13. Let d be a Jordan derivation of RFMI(R) and α ∈ RFMI(R). Then
d′(α) ∈ RFMI(R).
Proof. Suppose on the contrary that there are i ∈ I and an infinite J ⊆ I, such
that d′(α)ij 6= 0 for j ∈ J . According to (25) at least one of the sets
A = {d(αijeij)ij}j∈J , B = {(d(eii)α)ij}j∈J , C = {(αd(ejj))ij}j∈J
should have infinitely many nonzero elements.
Since α is row-finite, then there is a finite J ′ ⊆ J with αij′ = 0 for j
′ ∈ J \ J ′.
Therefore, d(αij′eij′) = 0 for such j
′, so the set of nonzero elements of A is finite.
Furthermore, the elements of B belong to the i-th row of the fixed (in the sense
that it does not depend on j) row-finite matrix d(eii)α. Hence, B has only finitely
many nonzero elements.
Suppose that the set of nonzero elements of C is infinite. For simplicity assume
that all the elements of C are nonzero. As (αd(ejj))ij =
∑
k∈I αikd(ejj)kj , for each
j ∈ J there is kj ∈ I, such that both αikj and d(ejj)kjj are nonzero. But α is
row-finite, so there is only a finite number of different indices kj . Hence, one can
find k′ among them, such that k′ = kj for infinitely many j ∈ J . Consequently,
d(ejj)k′j 6= 0 for infinitely many j ∈ J . However, by Lemma 2 with e = ek′k′ and
f = ejj one has 0 6= d(ejj)k′j = −d(ek′k′ )k′j . We get a contradiction with the fact
that d(ek′k′) is row-finite. 
Corollary 3. Let d be a Jordan derivation of RFMI(R), such that for each i ∈ I
the map di is a derivation of R. Then d
′ is a derivation of RFMI(R).
This immediately follows from Lemmas 6, 12 and 13.
Lemma 14. Let d be a Jordan derivation of RFMI(R). Then d is a derivation of
RFMI(R) if and only if for all i ∈ I the map di is a derivation of R.
Proof. The necessity is Lemma 3.
For the sufficiency we use the idea of the proof of [9, Theorem 3.3]. When |I| = 1,
the assertion is trivial. Suppose that |I| > 1 and di is a derivation of R for each
i ∈ I. By Corollary 3 the map d′ is a derivation of RFMI(R). Therefore, d− d′ is
a Jordan derivation of RFMI(R). Note from(23)–(25) that
(d− d′)(α)ij = d(αjieji)ij , i 6= j, (26)
(d− d′)(α)ii = 0. (27)
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Fix a pair of distinct i, j ∈ I (such a pair exists, as |I| > 1). Denote by Aij the
R-submodule of RFMI(R) generated by eii, eij , eji, ejj . It is clearly a subring of
RFMI(R) isomorphic to the ring of 2 × 2 matrices over R. Let α ∈ Aij and k 6= l
with {k, l} 6= {i, j}. One sees from (26) that (d− d′)(α)kl = 0, as αlk = 0. Hence,
(d− d′)(α) ∈ Aij and thus Aij is invariant under d− d
′. It follows that (d− d′)|Aij
is a Jordan derivation of Aij and hence a derivation of Aij in view of Theorems 8
and 22 from [6].
For any α ∈ RFMI(R) set
α˜ = αiieii + αijeij + αjieji + αjjejj ∈ Aij . (28)
Since (d−d′)|Aij is a derivation of Aij , by Remark 1 we have (d−d
′)(α˜jieji)ij = 0.
But
(d− d′)(α˜jieji)ij = d(α˜jieji)ij = d(αjieji)ij = (d− d
′)(α)ij
thanks to (26) and (28). So, (d− d′)(α)ij = 0. As i and j were arbitrary (distinct)
elements of I, together with (27) this means that (d−d′)(α) = 0. Thus, d = d′ and
hence it is a derivation. 
Lemma 15. Let d be a Jordan derivation of RFMI(R). If |I| > 1 and i ∈ I, then
di is a derivation of R.
Proof. As |I| > 1, there exists j 6= i in I. Let Aij denote the subring of RFMI(R)
from the proof of Lemma 14. Note that Aij = eRFMI(R)e, where e is the idem-
potent eii + ejj . By Lemma 3 the map de is a Jordan derivation of Aij . Since Aij
is isomorphic to the ring of 2 × 2 matrices over R, then de is a derivation of Aij
according to Theorems 8 and 22 from [6].
Now since eiie = eeii = eii, thanks to Remark 2 we have eiiRFMI(R)eii ⊆ Aij
and deii = (de)eii , so deii is a derivation of eiiRFMI(R)eii by Lemma 3. The latter
means that di is a derivation of R. 
Theorem 2. Let R be a ring and I a set. If |I| > 1, then each Jordan derivation
of RFMI(R) is a derivation.
Proof. A direct consequence of Lemmas 14 and 15. 
Remark 5. If |I| = 1, then RFMI(R) ∼= R, so the question whether a Jordan
derivation of RFMI(R) is a derivation reduces to the same question for the ring R.
6. Jordan derivations of FI(P,R)
Lemma 16. Let R be a unital ring and I, J (nonempty) sets. Then RFMI×J(R)
is faithful as a left RFMI(R)-module and as a right RFMJ(R)-module.
Proof. We prove the assertion for the left module, the proof for the right module
is similar.
Let α ∈ RFMI(R). Suppose that αβ = 0 for any β ∈ RFMI×J(R). Fix i, i′ ∈ I.
Choose an arbitrary j ∈ J and consider the matrix ei′j ∈ RFMI×J(R). By our
assumption αei′j = 0. In particular, 0 = (αei′j)ij = αii′ . Since i and i
′ were
arbitrary elements of I, the latter means that α = 0. 
Theorem 3. Let (P,) be a preordered set and R a unital ring. If P has no isolated
elements, then every Jordan derivation of FI(P,R) is a derivation. Otherwise every
Jordan derivation of FI(P,R) is a derivation if and only if every Jordan derivation
of R is a derivation.
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Proof. By Theorem 1 and Lemma 16 every Jordan derivation of FI(P,R) is a
derivation if and only if for any isolated x¯ of P every Jordan derivation of RFMx¯(R)
is a derivation.
Let x¯ be an isolated element of P . If |x¯| > 1, then each Jordan derivation of
RFMx¯(R) is a derivation thanks to Theorem 2. If |x¯| = 1, then RFMx¯(R) ∼= R,
so each Jordan derivation of RFMx¯(R) is a derivation if and only if each Jordan
derivation of R is a derivation.
It remains to note that the isolated elements of P are exactly those x ∈ P , for
which x¯ is isolated in P and |x¯| = 1. 
The next Remark generalizes Theorem 3.3 from [9].
Remark 6. Let (P,) be a preordered set and R a commutative unital ring. Then
every R-linear Jordan derivation of FI(P,R) is a derivation.
Indeed, if d is an R-linear Jordan derivation of FI(P,R), then dx¯ is an R-linear
Jordan derivation of RFMx¯(R) for all x¯ ∈ ObC. If |x¯| > 1, then dx¯ is a derivation
by Theorem 2. If |x¯| = 1, then dx¯ may be identified with an R-linear Jordan
derivation of R, which is trivial, as it maps 1 to 0 by (1). Thus, d is a derivation
by Proposition 1.
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