III. Optimal design of experiments
to estimate LDL transport parameters in arterial wall Am. J. Physiol. 261 (Heart Circ. Physiol. 30): H929-H949, 1991.-To quantify transport processes in atherosclerosis, the arterial wall is often exposed to labeled lipoproteins.
In vivo experiments are desirable for estimation of transport parameters, but they are technically difficult. A dynamic mass transfer model has been developed to describe experimental transmural profiles of lipoprotein accumulation as a function of luminal permeability, diffusion, convection, and degradation.
To avoid extraneous experiments and to assure successful parameter estimation, an optimal design of experiments is needed. For our purposes a design was considered optimal when it maximized the sensitivity of the model output to changes in parameter values as indicated by the determinant of the Hessian matrix of the objective function. A comparison was made between two designs: dual-time designs prescribing unequal circulation times for two distinguishable injections of labeled low-density lipoprotein (LDL) and dualspecies designs requiring simultaneous circulation of LDL and tyramine-cellobiose-modified LDL. Circulation time was optimized for both designs. Although both were heavily dependent on the circulation times, dual-time designs required better preliminary knowledge of parameter values. Because labeled degradation products of the modified tracer become anchored in the arterial tissue, information about the degradation process is retained in the dual-species study. For this reason, dualspecies designs were generally superior to dual-time designs.
low-density lipoprotein; tyramine-cellobiose; mathematical model; spatial distribution; parameter estimation; sensitivity analysis; optimal experiment design ATHEROSCLEROSIS is accompanied by an excessive accumulation of plasma low-density lipoprotein (LDL) in the extracellular spaces of major arteries (20) . Arteries are lined on the luminal surface of the intima by the onecell-thick endothelium and are bounded on the abluminal side of the media by vascularized adventitia (Fig. 1) . The accumulation of LDL, which accompanies atherosclerosis, occurs primarily in the intima and inner media of the vessels (34). To examine events related to atherosclerosis, investigators have studied the uptake and distribution of injected tracer macromolecules (e.g., LDL) by the arteries of experimental animals. Analysis of data from such experiments requires the use of mathematical models of the processes governing transport of macromolecules in arterial tissue.
Mathematical models have been developed and applied to data from tracer studies performed on arteries both in vivo and in vitro (6, 13, 39, 43) . To describe and analyze data from in vivo experiments, compartmental models have been used (7) that quantify exchange rates of tracers between plasma and tissue compartments without regard to transport processes within the compartments. An inherent assumption in these models is that the compartments are well mixed (17). To describe transport processes affecting tracer behavior within the tissue, investigators have used spatially distributed models (16). Models have included such mechanisms as filtration of large molecules by the internal elastic lamina (14) or infrequent "holes" in the endothelium (41,43) to explain the pathological accumulation of LDL in the subendothelial space. The spatially distributed model used in the present study is an extension of models proposed previously by us (21, 30) and by others (6, 16, 39, 40 ). An eventual objective of these studies is to estimate the parameters of interest depicted in our model and to evaluate the relative significance of the corresponding processes.
In a mechanistic mass transport model, parameters characterize physiological processes. Parameters are evaluated by estimation algorithms that give the best fit of model-predicted simulations to experimental data. In our system, the data consist of concentration profiles of the tracer across the wall of the rabbit aorta from lumen to adventitia. They are obtained after intravenous injection and circulation of the tracer in the plasma for a specified time. The profile of radioactivity across the artery wall that results from an injection of LDL labeled with radioactive iodine ("I-LDL) consists of the intact, undegraded *I-LDL at each point in the tissue. A common limitation of this approach is that the data are not sufficient to assure precise estimates of all important parameters (13, 40) . Factors that reduce precision are variability of biological tissue samples, small signal-tonoise ratio of the lower tracer concentrations, and overly complex models, the many parameters of which are not all identifiable.
For a given model and data set, it may not be possible to obtain suitable estimates of the parameters or the estimates may have excessive variance. To obtain estimates with acceptable precision, changes in the model or in the experiments may be n .eeded. Optimal experiment design provides a systematic strategy for discriminating among experimental variations to improve the precision of parameter estimates. In this st,udy, we examine optimal experiment design criteria 1) to determine which parameters of our model are significant and should be estimated, 2) to decide whether insignificant parameters should be fixed or eliminated, and 3) to design appropriate experimental protocols and data-sampling schemes. Such an analysis provides a priori information about the parameter estimates and makes the experimental and computational work more efficient. As a prelude to optimization of the experiment design, we introduce a model of tracer behavior and examine the sensitivity of the model output to its parameters. Before proceeding with difficult experiments, we would like to know if it will be possible to estimate parameter values precisely enough to quantify the physiological processes governing lipoprotein accumulation. The approach outlined here can readily be adapted to other and their mathematical models. The data used in our analysis consisted of simulated concentration profiles of a tracer distributed across the intima and media of a rabbit aorta. Using simulated data, we first examined single-tracer experiments similar to those reported previously (4, 5, 8, 39 ). In addition, we examined and compared two experimental protocols, each involving two distinguishable tracers, to determine their relative benefit and to quantify their advantage over the single-tracer experiment.
The experimental protocols used to produce concentration profiles typically begin with the intravenous injection of labeled macromolecular tracer(s). At a prede- termined circulation time(s) after injection, the experiment is terminated and the thoracic aorta removed. The vessel is opened longitudinally and frozen immediately to prevent further diffusion of tracer. The tissue is sliced into 4-to ZO-pm thick layers in planes parallel to the flattened lumen. Once the tissue layers have been washed to remove undesirable radioactive species, each slice is assayed for intact tracer (9). In single-tracer experiments we are interested in the dynamics of intact tracer only. Without washing the tissue, the desired signal would be masked by other labeled species. These species might include some residual free iodide, which is a by-product of tracer preparation, or labeled degradation products, which are the result of intracellular metabolism of the intact tracer both locally and at remote tissue sites. The data are displayed graphically as tracer concentration vs. discrete position in the intima and media (Fig. 1) . The data obtained from such experiments in a normal rabbit aorta do not distinguish intima from media, since the normal intima is thin compared with the thickness of the slices. However, arterial concentration profiles with greater spatial resolution have been achieved in vitro (15, 32), and other improved techniques may be applicable to in vivo studies as well (27) .
It is possible to distinguish two readily available radioisotopes of iodine that can be used to label LDL (1311-LDL and 1251-LDL). By injecting two distinguishable labeled tracers sequentially before terminating the experiment, it is possible to generate distinct concentration profiles representing two different circulation times in a single animal. We refer to such an experiment as a "dual-time"
experiment. An alternative dual-tracer protocol, also using the two iodine labels, involves chemically modified and unmodified LDL. A modification of LDL was introduced in a series of studies by Pittman et al. (28) and Carew et al. (7) in which an iodine-labeled tyramine-cellobiose adduct (* I-TC) was linked to the apoprotein of LDL, yielding *I-TC-LDL. Whereas the degradation product of *I-LDL tracer, *I-tyrosine, readily escapes cells, intracellular degradation of the *I-TC-LDL yields a labeled product (*I-TC) that is trapped in the lysosomes and does not escape the cell. The labeled degradation product accumulates throughout the experiment and increases as long as intact *I-TC-LDL continues to be available for degradation. In contrast, *I-tyrosine, the breakdown product of unmodified *I-LDL, and any radioactive free iodide that remains in the tissue at the end of the experiment are removed during processing.
We refer to the experiment in which the two labeled species, TC-modified and unmodified LDL, are injected and circulated simultaneously as a "dual-species" experiment. Figure 2 is an example of actual experimental data from an animal subjected to the dual-species protocol with a circulation time of 24 h. The data set shown was compiled from three tissue samples of the descending thoracic aorta. Note that even if the thickness of sliced tissue layers was identical from one tissue piece to another (which it was not), there would be at most three independent measurements of concentration for each tracer at any medial point in the concentration profile.
MATHEMATICAL MODEL
The dynamic one-dimensional model we have adapted simulates concentration profiles of LDL tracer in the arterial media at any given time after injection of tracer into the plasma (Fig. 1) . The model indicates that, after injection, the tracer permeates the barrier between the plasma and the arterial wall. The endothelium is widely believed to constitute the primary luminal barrier to the entry of macromolecules into the tissue (4, 36, 42); however, the internal elastic lamina, situated between the intima and media, has also been proposed as a significant resistance to transport (14). After traversing the endothelium and the normally thin intimal space, a tracer molecule is depicted as passing through the internal elastic lamina into the media, which we have modeled as uniform and homogeneous (i.e., we make no distinction between intracellular and extracellular). Except within a small "interaction" region (43) adjacent to the lumen, the variation in tracer concentration is considered significant only in the 'Y-direction, normal to the luminal surface. Details within this region are beyond the resolution of our measurements and are treated in a lumped manner. Because the thickness of the vessel wall is small compared with the characteristic lengths in the axial and circumferential directions, movement is described in terms of a single spatial variable (Fig. 1) . Rectangular coordinates are used because the wall thickness is small compared with the radius of the vessel.
Transport of tracer through the extracellular spaces of the tissue is driven by convection and diffusion. The hydrostatic pressure difference across the vessel wall is assumed to produce a constant convection of water and solutes from lumen to adventitia. The concentration gradient is not monotonic, since tracer diffuses into the media from both lumen and adventitia. As the concentration of tracer in the plasma is reduced by metabolism and by distribution to the peripheral tissues, the prevail-
ing concentration gradients may eventually favor diffufrom arteries of animals with thin intima (e.g., a normal sion of tracer from the media to the lumen and adventitia. rabbit), the intima and internal elastic lamina are lumped Within the media, LDL is catabolized by vascular smooth with the endothelium and considered part of the luminal muscle cells. Although metabolism follows a series of steps, we have represented the catabolic loss of *I-LDL as first order. boundary. Our state equations thus pertain only to the media. The influx from the lumen must equal the convective-diffusive flux on the medial side of the boundary The general mathematical model describes the concentration distribution in the media of the injected tracer, P C C(z,t) (either *I-LDL or *I-TC-LDL), and the trapped
degradation product, B(z,t) ("I-TC).
The disposition of the two tracers is depicted schematically in Fig. 3 . As In this condition, following Fry and Vaishnav (16), we long as each labeled species is present in no more than introduce a partition coefficient for the media, c, and the trace amounts, we can assume that it follows the biologtracer concentration in the plasma, C,(t). ical pathways of native LDL, independent of the other Although there is a less distinct anatomic barrier septracer, at least to the point of metabolism. The governing arating media from the adventitial blood supply than equation for C( z, t) accounts for diffusion, convection, from the luminal blood supply, we have chosen to conand metabolic degradation ceptualize the media-adventitia boundary (x = L) in an dC 2 dC analogous manner. Thus another effective membrane
with permeability Pz is included that separates the plasma in the adventitial blood supply from the media where D is the effective diffusion coefficient, V is the convective velocity of the solute, K is the apparent first-
order degradation constant, and L is the thickness of the [ 1 media . Because the labeled ligand *I-TC is conserved, its accumulation must be modeled by the same loss term
After injection, the decrease in the tracer concentration but with the opposite sign in the plasma is depicted as a sum of two exponentials, which is consistent with previous experimental results
Before injection there is no labeled tracer of either type
in the tissue *I-TC-LDL and *I-LDL have been shown to exhibit the B=C=O, t=O (3) same plasma decay curve in vivo and the same recognition and uptake by a receptor-mediated process in culIn the neighborhood of the endothelium (z = 0), we tured human fibroblasts in vitro (7, 28) . We have thereregard the molecular flux through the endothelium (and fore assumed that the *I-LDL and *I-TC-LDL tracers intimal region) from the lumen into the media as crossing are transported similarly in the tissue. The only differan effective membrane, with permeability P,. The posence in the fate of these tracers is assumed to be the sibility exists that the internal elastic lamina may also retention of labeled metabolites from *I-TC-LDL as modulate luminal permeability (14). For data obtained opposed to the loss of labeled metabolites from *I-LDL. zn, from lumen to adventitia. The spatial distance between discrete simulated data points was chosen to be commensurate with the thickness of an experimental tissue slice (4, 5) .
The dashed curves in Fig. 4 , A-D, show the progression of the normalized transmural concentration profile of C ("I-LDL) as the circulation time was lengthened from 1 to 36 h. Alternatively, Fig. 4 , A-D, can be viewed individually as the predicted outputs from various dual-time experiments in which tracers ( 1311-LDL, lz51-LDL) would be injected sequentially and allowed to circulate in the same animal for two specified times. For shorter circulation (sampling) times, the concentration profiles rise with increasing time. At longer circulation times, >4 h, the profiles become lower with increasing time, reflecting the action of a loss term in the media and the decrease in concentration driving forces at the boundaries.
The model simulations shown in Fig. 5 , A-D, represent the predicted outputs of C and B + C of dual-species experiments for circulation times between 0.5 and 18 h after simultaneous injection of 1311-LDL and 1251-TC-LDL. At any point in the tissue, the difference between the two output profiles is the concentration of trapped degradation product or B. For the parameter values chosen, the virtual coincidence of the two curves at 30 min indicates that degradation has an insignificant effect on profiles at short times after injection, which is consistent with a previous study by Truskey (39). In contrast, the 18-h simulation predicted that the level of labeled TC would be an order of magnitude greater than 1311-LDL alone. Unlike intact LDL, the TC portion of TC-LDL can continue to accumulate even after the concentration driving force in the plasma has dropped significantly. Despite the decreased level of the 1311-LDL in the tissue at 18 h, the radioactivity has been shown to be measurable (4).
SENSITIVITY ANALYSIS
Sensitivity analysis was performed to assess the influence of small changes in parameter values on the model output. A sensitivity analysis assumes a priori that the model is valid and that the effect of noise on data is negligible (23, 25). If all the parameters of a certain model can be estimated uniquely from specific experiments, then that model is identifiable for the given experiments (22). Even if all the model parameters are theoretically identifiable, noisy data or sampling limitations may compromise the numerical estimation of the parameters, making practical identifiability a more elusive quality (17).
A necessary condition of theoretical identifiability is that the sensitivity functions of all the parameters be linearly independent over the set of available data. In other words, the effect on model output of changing a particular parameter cannot be mimicked by changing another parameter or linear combination of parameters. By graphing the sensitivity functions (derivatives of the Profiles of 1311-LDL and 12"1-LDL in media are for circulation times tl and t2, respectively;
tl is fixed at 2 h (solid line) and t2 (dashed line) is 1 h (A), 6 h (B), 18 h (C), and 36 h (D). Y(z) designates a generic model output that varies in space for a fixed time ( tl or t2). Distance (z) across media is scaled according to convenient units defined in Table 1 . Total thickness of media used in simulations is 100 pm. Tracer concentration values were normalized by initial plasma concentration
Parameter values used in these simulations are given in Table 1 . Table 1 .
function evaluated at points in the media after a given circulation period tl, which was fixed. The selected sensitivity profiles simulated in Fig. 6 were obtained assuming a 6-h dual-species experiment with 1311-LDL and 1251-TC-LDL. These curves indicated the regions of high and low sensitivity of the output concentration profiles C and B + C with respect to the parameters.
Each of the sensitivity profiles in Fig. 6 consists of two curves: one, the sensitivity of the 1311-LDL profile to a designated parameter, and the second, the sensitivity of the profile of 12?-TC-LDL + 1251-TC to the same parameter. Each of the curves in Fig. 6 , A-C, is qualitatively similar to its companion curve. Thus the parameters P1, D, and V exhibit a consistent effect on the output, regardless of the tracer species. The sensitivity to P1 was greatest at the luminal boundary (z = 0), whereas its influence diminished further into the media. This result is not surprising since the luminal permeability parameter enters the model through the luminal boundary condition. At the luminal boundary, the sensitivity functions of convection and diffusion would be negative since both pressure and concentration gradients would be negative (i.e., decreasing in the positive z-direction).
Near the adventitial boundary (z = L), the pressure gradient would remain negative, while the concentration gradient would become positive. In this case, the sensitivity functions of convection and diffusion were of opposite signs. Thus an increase in either diffusion or convection would be expected to reduce the concentration near the endothelium. Near the adventitia, however, an increase in convection would augment the concentration, whereas an increase in diffusion would lower it. The sensitivity of an *I-LDL profile to degradation is characteristically different from that of an *I-TC-LDL profile (Fig. 6D ). radation, dC/dK, is always negative. The sensitivity of *I-TC-LDL to degradation, d(B + C)/dK, is almost always positive. These results comport with our understanding of the action of the two types of tracers. An increase in degradation will remove additional intact *I-LDL from the tissue while causing a concomitant deposition of *I-TC.
In the case of a dual-time experiment, we would anticipate a sensitivity profile for degradation comprised of two wholly negative curves. Figure 7 illustrates such a case. This set of sensitivity profiles corresponds to a dual-time experiment with 1311-LDL and 12"1-LDL in which the circulation times are 2 and 6 h, respectively. The corresponding concentration output is given in Fig.  4B . The sensitivities to degradation reveal the most obvious difference between the output of dual-time and dual-species experiments.
Regardless of circulation time or position in the tissue, the sensitivity function for degradation in a dual-time experiment is negative. We interpret the sensitivity profiles to mean that the inclusion of an *I-TC-LDL tracer in an experiment endows the resultant concentration data with additional unique sensitivity to degradation. Provided the sensitivity to degradation is distinct from the sensitivities to other parameters, then greater absolute sensitivity of the data to degradation means a more precise estimate for the degradation constant. This result has important implications for experiment design.
We can also use the sensitivity information to identify processes whose contributions to the output are not distinct. Figure 8 shows the sensitivity profiles for E, P1, and P2 from the same 6-h dual-species experiment referred to above (Fig. 5B) . One can imagine that a linear combination of the sensitivities to PI and P2 (Fig. 8 , A and C) could approximate the sensitivity to E (Fig. 8B ). (2) . The larger the value of the index, the upper bound of which is 1, the further the sensitivity functions are from linear dependence. To illustrate the use of this index, we compared the relative merits of a 6-h dual-species experiment to those of either 6-h single-tracer experiment. We found that the value of & was orders of magnitude larger for the six sensitivity functions corresponding to the simulated output of *I-LDL and *I-TC-LDL shown in Fig. 5B (& = 10114) as opposed to the output of either tracer individually K = 10a2'). It may still turn out that the improvement g$ned from the dual-species approach is not adequate to overcome near-linear dependence. where Ynij and Yij are the data and model outputs, respectively. In either case the weighting factors, Wij and Uij, can be adjusted according to the error structure of the data, typically to emphasize each residual inversely according to the variance of the corresponding datum Yn... If the error in the data has constant variance independent of medial position (z-axis) and of tracer signal, then the weighting matrix reduces to the identity matrix. On the other hand, if the data exhibit constant relative error (i.e., constant coefficient of variation), then weighting inversely according to the variance would be equivalent to normalizing each squared residual by the square of the corresponding YnG. For lack of an a priori measure of the data error structure, we have designed our experiments using the identity as a weighting matrix. To investigate the effect of the constant variance assumption, we also examined the dual-species design assuming constant relative error. The results are presented below.
Indifference Region
The gradient of the objective function about the optimal point in parameter space, together with the error structure of the data, determines the precision of the estimated parameters. This gradient depends on the sensitivity functions. The information contained in the sensitivity functions along with the chosen weighting scheme is encoded in the Hessian matrix (APPENDIX B).
The Hessian matrix is approximately inversely proportional to the covariance matrix as long as the error in the data is uncorrelated, Gaussian, and with zero mean and the weighting scheme reflects the error variance structure of the data. If these stipulations on the data are met, then the properties of the Hessian matrix provide quantitative measures that relate to precision and interaction of parameter estimates (26).
There exists an "indifference region," defined by the tolerance in the objective function (Q), about the optimal point 8* in the parameter space. Within this tolerance, changes in the objective function cannot be distinguished (APPENDIX c). For illustration, we consider only two parameters at a time and fix Q = 1. If it is assumed that the remaining parameters are fixed at their true values, then in a plane of the parameter space sufficiently close to the optimum, the indifference region is approximately an ellipse, the origin of which corresponds to the optimal choice of parameters. The axes of the ellipse are related to the eigenvectors of the 2 x 2 Hessian matrix constructed from the sensitivity coefficients of the two parameters of interest (APPENDIX C).
The coordinates of the longest axis of the ellipse indicate the greatest combined deviation from the optimal parameter values that would result in a value of the objective function within the specified tolerance but would yield essentially the same model output. This is a measure of the potential variability in the two parameter values. It is a convenient single measure in lieu of the standard statistical analysis involving the coefficients of variation and the correlation coefficients and requires only a suitable choice of the tolerance St. For the purpose of evaluating the relative variability of one parameter pair versus another at a fixed tolerance of a given optimal point, it is sufficient to fix the tolerance at 1.
The coordinates of the poorest determined choice of each parameter pair are given in Table 2 in terms of the fractional change of a parameter about its optimal value. The values in Table 2 , top, were calculated for a 6-h dualspecies experiment. (10, 11, 26) under the conditions stipulated above when H-l is approximately proportional to the covariance matrix. In examining both of our proposed experiments, we have evaluated the determinant over the range of the design variable t, which is the time of tracer circulation in the plasma.
The dual-time experiment requires the simultaneous choice of two circulation times, tl and t2. To find the combination of times for this experiment, we examined Det(H) over a large matrix of tl, t2 pairs. Time tl was varied between 0.5 and 9 h in increments of 0.5 h, whereas t2 was varied between 1 and 36 h in increments of 1 h.
On the basis of our sampling of tl, t2 pairs over a large region of interest, the surface of Det(H) plotted in tl, t2 space appears to be unimodal.
Reduction of the Parameter Space
Not all the parameters were equally well determined, nor are they all of comparable physiological importance. The Hessian matrix can be constructed in different ways to reflect the status of the parameters. The simplest approach was to use the sensitivity functions for all six parameters, E, PI, P2, D, V, K, to construct a 6 x 6 Hessian matrix (H6). This case reflects an equal interest in values for all six parameters. The determinant values Some of the results of examining these four optimal design criteria, Det(HG), Det(H4), Det(G), and Det(G'), are presented. Values of the determinants were calculated assuming the values in Table 1 Fig. 11 show the dependence of Det(H4) (i.e., the 4dimensional indifference region) on the simultaneous choice of circulation times tl and t2 for the dual-time case; the plot has a maximum at tl = 1 h and tz = 5 h. Contour plots of the other three design criteria were comparable in shape and location of the optimum. As in Fig. 10 , the magnitudes of the determinants of the other Hessian matrixes were smaller. Comparison of the range of Det(HJ in Fig. 9 with the values for Det(H4) in Figs. 10 and 11 shows that either dual-tracer design was superior to the single-tracer experiment.
The valley in the contour map near the imaginary tl = t2 line in Fig. 11 reflects our finding that there would be relatively little advantage in using two unmodified LDL tracers for the exact same circulation period. Such an experiment (with tl = t2) would be only marginally better than the optimal single-tracer design.
Effect of Error Structure
Figures 9-11 were derived from Hessian matrixes constructed using the identity matrix as the weighting matrix. Figure 12 is analogous to the dual-species optimization of determinants shown in Fig. 10 except that the weighting matrix was changed to reflect an assumption of constant relative error in the data (see APPENDIX B) . By assuming that the error in the data is proportional to the signal and reweighting accordingly, we find two maxima. Although Det(H) tends to be larger as circulation time approached zero, its practical significance is limited by the signal-to-noise ratio of the data. Enough time must be given for tracer to enter the tissue in statistically significant quantity.
The fact that the results for dual-species designs were qualitatively consistent regardless of which of the four Hessian criteria was examined suggests that the same optimal experiments would be prescribed whether or not some subset of the parameters e, PI, and P2 were to be treated as nuisance parameters. That is, even if it is not possible to estimate all parameters simultaneously and some must be held constant, the design results presented here remain valid.
Secondary Design Criterion
Depending on the particular Hessian criterion that was examined, there was generally a range of circulation times over which Det(H) was nearly optimal for the dualspecies case. Besides some practical considerations that may favor a 6-to 12-h experiment over an 18-h experiment, there exists a formal criterion that can be used to distinguish D-optimal equivalent designs. The condition number of the Hessian matrix, which is the ratio of the largest to smallest eigenvalues of the matrix, is a measure of the eccentricity (the ratio of lengths of the major to minor axes of an ellipse) of the indifference region. For a fixed volume of the indifference region [a constant value of Det(H)], a small condition number is desirable. The more eccentric the indifference region for a given volume, the more nonuniform the variability among parameters and the less likelihood that an optimal point can be calculated in the presence of noise. Figure 13 displays the condition number of the Hessian matrix for dual-species experiments for all circulation times examined in Fig. 10 . Figure 13 indicates that although the eccentricity of the region deteriorated slightly from 6 to 18 h, there was very little distinction among values over this range of D-optimal circulation times.
Effect of Parameter Values
To assess the dependence of our results on the particular choice of parameter values, we repeatedthe analysis with an alternative parameter set (shown in Table 1 which intentionally deviated from the previous set but which still satisfied the requirement that the corresponding concentration profiles should reflect experimental data. This parameter set differed from the other by twofold increases in K, Peclet number (the dimensionless ratio of convection to diffusion), and E. The dimensionless permeabilities were altered to increase P1 and to Figure 14 displays Det(H) versus circulation time for dual-species experiments, with the assumption that the alternate parameter choices are the true values. The results for a large range of simultaneous tracer circulation times were nearly identical to those presented above. Although not shown, the single-tracer D-optimal time for the alternate parameter set was -2 h, as before. Figure 15 indicates that for this parameter set the Doptimal times are tl = 0.5 h and t2 = 3 h. For the contours of the other determinant criteria (not shown) the optimum was found at (0.5, 2). The dual-species design was again the preferable design. This does not represent an exhaustive approach; however, Figs. 10, 12, and 14 suggest a robust optimal design result for the dual-species experiment. Ideally, the optimal design analysis would be repeated after obtaining preliminary parameter estimates. A shift in the optimal combination of times tl and t2 for the dual-time experiment (Figs. 11 and 15 ) reflects a stronger dependence of the choice of these times on knowledge of the true parameter values. This shift is apparently dependent on the value of K.
DISCUSSION

Key Results
We have focused primarily on two possible experimental protocols as means of estimating macromolecular transport parameters in the arterial wall. A dual-species experiment was defined as an intravenous injection of both *I-LDL and **I-TC-LDL (where *I and **I are different isotopes of iodine), circulation of both tracers 14. for a predetermined time tl, followed by measurement of tracer concentration profiles in the aorta. A dual-time experiment was defined by two tracers *I-LDL and **I-LDL, concentration profiles of which are obtained at circulation times tl and t2. To investigate the relative potential of dual-species and dual-time experiments for estimating parameter values, we used model simulations, sensitivity analysis, and optimal design methods.
Starting with model simulations, we were able to gain some insight about TC-label experiments and expected results. These simulations, performed with parameter values compiled from several sources, were necessary because distributed profiles of the modified tracer have not been obtained previously. The predicted profiles agreed with the finding (39) that normal degradation in the media is negligible for short times (e.g., labeled LDL circulation of 30 min) (Fig. 5A ). Simulated profiles of tracer concentration and sensitivity coefficients suggest that a lengthy (i.e., 18 h) dual-species experiment with the labeled tracers *I-TC-LDL and **I-LDL is preferable to a single-tracer experiment or even a dual-time experiment with two distinguishable tracers (*I-LDL and ""I-LDL).
Figures 4 and 5 contrast the progression of the tissuetracer profiles for either dual-tracer experiment as circulation time increases. The predicted outputs for *I-LDL at various times show a net positive accumulation in the tissue for approximately the first 2-4 h after which point the net flux of tracer is out of the tissue. Presumably, this evolution in the profiles is caused by the cumulative degradation in the tissue and the reduction or even reversal of the concentration driving forces across the boundaries.
Information value of the data. Because the goal of our optimal design procedure was to design experiments that would yield data that promote precise estimates of the parameters, we were interested in identifying the characteristics of a concentration profile that dictate its information value. With regard to dual-time experiments, we have observed that the *I-LDL profiles at times >6 h assumed a pseudo-steady-state appearance. That is, their shape changed little, but their scale continued to change (decreasin .g) with time. As the circulation time was extended, the concentration gradi .ent in the luminal region disappeared. Finally, the average level (i.e., average tracer concentration value with respect to medial position) of the near-flat profile decreased to a level that would be difficult to distinguish from noise. Conversely, the TC-label profile continued to accumulate with increasing time. This profile retained curvature, gradients, and average level; thus it serves as a fingerprint of the tracer dynamics in the tissue. A long time after injection, this fingerprint of deposited degradation products will continue to demonstrate the occurrence of certain processes in the tissue even when intact labeled tracer is no longer detectable.
In our analysis the dual-species experiments, which utilize the TC label, were repeatedly found to be superior to the dual-time case in terms of precision of parameter estimates. How can we relate these findings to our observations of the time progression of simulated profiles of each pair of labeled tracers? We begin by examining the derivation of sensitivity functions, as in Eq. A2 of APPENDIX A. Only one of the last three terms on the right-hand side of Eq. A2 will be nonzero for any sensitivity coefficient. For example, if ej = D, then the sensitivity coefficient for diffusion is dependent on the second spatial derivative in the concentration profile while the first-order and zero-order terms in C are zero. In other words, the sensitivity of the output to diffusion is dependent on the second-order spatial character (i.e., curvature) in the profile. Without sufficient curvature in the profile, the effect of diffusion on the model output will be too small to yiel .d an estimate of the parameter. Similarly, sensitivity to convection is dependent on concentration gradient, and sensitivity to degradation requires sufficiently high tracer levels. The same reasoning can be applied to the boundary conditions to understand the sensitivities to P1, P2, and E. Because the TC label retains information with time, a fairly lengthy dual- then there would be little sensitivity to diffusion. Thus the chances for estimating the diffusion coefficient would be reduced even though the system might be described as diffusion dominant.
Applicability of the optimal design. Our results for Doptimal circulation times were consistent whether or not we regarded some of the model parameters as nuisance parameters. After choosing representative parameter values from the literature and assuming that data errors would have constant variance regardless of medial position or tracer component, we optimized the experimental tracer circulation time(s) by minimizing the volume of six-, five-, and four-dimensional indifference regions in parameter space.
Examination of pairwise indifference regions identified those parameter pairs that will be the most difficult to estimate simultaneously.
The two-dimensional indifference regions, which were constructed for an arbitrary fixed tolerance in the objective function, were used to compare the greatest combined uncertainty in pairs of parameters for a given design and parameter vector. The pair p1, 6 was repeatedly the worst determined, but the indifference regions in Table 2 also indicated that the length of the major axis of the V, Pg regions was very large. In fact, in preliminary attempts at fitting the model outputs to experimental data (not shown), we were not able to estimate both P, and V simultaneously.
Because the adventitial "permeability" Pp represents the combined effects of many processes (e.g., delivery of blood to the vasa vasorum, efflux of tracer to lymphatic capillaries, etc.), it is physically uninterpretable.
Therefore it seems reasonable to regard it as a nuisance parameter. It is needed simply to construct a boundary condition that will represent data near the adventitia. We included P, in the model when, for numerical reasons, simulations using a simpler (Dirichlet) form of the adventitial boundary condition caused artifacts in the simulated profiles (30). Recently, Tedgui and Lever (37) obtained profiles of *I-albumin in vitro by exposing the outer medial boundary (after removing the tissue that surrounds the adventitia) directly to a bath of *I-albumin. From their profiles, we were able to calculate an initial uptake rate (5) for *I-albumin through the adventitia. This uptake rate led us to a rough estimate of adventitial permeability, which then was subject to the additional requirement that the resulting simulated profiles resemble actual in vivo profiles of *I-LDL obtained with the slicing method in our laboratory. By varying the value of P2 we were able to obtain the desired slope of the profiles near the media-adventitia border. Both the primary and alternative parameter sets examined above incorporated values of Pa that were in the neighborhood of the values obtained from Tedgui and Lever (37). These generated model outputs were representative of the available in vivo data (4, 21, 39; G. M. Chisolm and P. Ganz, unpublished data). As with any model that is nonlinear in parameters, the sensitivity coefficients and thus Det(H) values are functions of the parameter values. Therefore the optimal experiment design will be dependent on the choice of parameter values (24), which in the present work is based on a survey of related studies. By verifying our analyses with an alternative set of parameter values, we have attempted to demonstrate that the apparent optimal circulation time for the dual-species experiment is reasonably robust. This, however, is not an exhaustive study. In the case of the dual-time experiment, the Doptimal times tl and t2 found for the alternative parameter set differed from those found for the original parameter set. The contour lines for a given value of Det(H) shifted uniformly to earlier circulation times when simulations were rerun with the alternative parameter set, the degradation rate of which was chosen to be twice as high. This result indicates a dependence of the optimal circulation times on parameter values. This dependence can, however, be understood by studying the simulated model output for the alternative parameter values (not shown). A larger degradation constant caused faster removal of tracer from the tissue, reduced the information value of the data more quickly, and placed a premium on shorter circulation times. From the perspective of an investigator designing a preliminary study, the dependence of optimal circulation times on knowledge of the true parameter values is more critical for the dual-time experiments than for the dual-species experiments. In any case, our methodology for optimization of a data measurement scheme for a multi-input, multi-output distributed system is useful for suggesting a preliminary experiment design. If assumptions inherent in our optimization (e.g., choice of parameter values) turn out to be in error, then subsequent reoptimizations may be required. We have tried to anticipate the need for further redesign of the experiments by examining the sensitivity of the results to our choices of parameter values and error structure of the data. Generally though, the process of experimental design is iterative. On the basis of available information, one first constructs a model and determines a preliminary optimal experiment design. Next, one modifies the model as needed to accommodate preliminary data. One then reoptimizes the experiment design.
Related Studies
Other experiment designs. Many of the attempts to estimate transport parameters for macromolecules in the arterial wall have been based on data generated in vitro (12, 13, 16) or in situ (36-38). An estimate of luminal permeability is compromised in such cases because it is difficult to maintain the integrity of the endothelium outside the animal. In vivo studies using either autoradiographic or slicing methods yield *I-LDL profiles that are generally noisy, and estimation of proposed parameters is difficult. Fry (13) listed only estimates of diffusion coefficient and convective velocity for 7"51-albumin pro- In an attempt to improve the precision of certain parameter estimates, other parameters were fixed. All profiles used in data fitting were obtained for 3.5-h exposures to constant concentration baths of either albumin or serum. Although autoradiograms of iodinated tracer profiles provide improved spatial resolution over the slicing technique, there is no way to distinguish one iodinated tracer from another and thus no way to use them in conjunction with a dual-tracer experiment. Other tracers. Although the implicit intent of many studies is to investigate macromolecular transport as it pertains to atherosclerosis, labeled albumin, and not LDL, has often been used as a tracer (5, 13, 38) . Albumin is convenient because it is commercially available in stable form, it can be labeled more efficiently than LDL, and it is not degraded to the same degree in the arterial media. It is difficult to generalize from findings on processes affecting albumin to processes that might affect LDL. For example, a defect in the normal degradation rate of LDL, a reduction in the convective flux of LDL across the arterial wall, or an increase in the available interstitial space could conceivably lead to abnormal accumulation of LDL in tissue and perhaps contribute to an atherosclerotic plaque. Only the alteration in convection could be correctly detected by a study using albumin as the tracer, since the fluid space accessible to it may be quite different from that available to LDL and since smooth muscle cells do not degrade it to the same degree. In arteries with gross atherosclerotic plaques it has been observed that certain cells migrate into the intima and degrade LDL at higher rates than do the smooth muscle cells of the media (45). Although no quantitative estimate was made of a degradation rate constant, it is reasonable to suspect a link between disease and alteration of degradation rate. Labeled LDL would be required to investigate such a link.
Truskey (39) has quantified degradation, convection, and diffusion of LDL, using both cell culture and in vivo experiments in normal rabbits. Furthermore, they used a ['4C]sucrose ligand attached to LDL (analogous to *I-TC-LDL) in vivo, but because the ['4C]sucrose-LDL had such a low specific activity, their estimates of degradation were derived from cell culture work and from lumped averages of [14C]sucrose accumulation in tissue rather than from distributed profiles in vivo. Other specific chemical modifications of LDL can be used, along with appropriate changes in the general mathematical model, to resolve parameters into receptormediated and receptor-independent components. Methylation of the lysyl residues on LDL is known to block the receptor-mediated component of degradation of the lipoprotein by smooth muscle cells of the media (44). Simultaneous injection of methylated *I-LDL and methylated *I-TC-LDL could lead to a precise estimate of the non-receptor-mediated component of LDL degradation. The concentration C would apply to both the TC-modified methyl (Me)-LDL as well as the "native" Me-LDL as required by the model. The disappearance from the plasma of these methylated tracers ought to be equivalent and could be incorporated into the model's boundary equations by an appropriate time-varying function C,( t ). We would expect the non-receptor-mediated degradation rate to be less than the degradation rate proposed in the present study, but values of other parameters should be invariant. Therefore a valuable sequence of events would be 1) estimate parameter values from optimal dualspecies experiments, 2) modify the model, and 3) reoptimize experiments with two methylated tracers using the results from 1) and an adjusted value of K as initial parameter estimates.
Carew et al. (7) have used the TC-ligand in conjunction with Me-LDL in a related experiment. They measured the rate of degradation of LDL in rabbit aortic media or intima alone by comparing the presence of total TC-Me-LDL with intact LDL. The difference between the tracer levels in the tissue was taken as a measure of nonreceptor-mediated degradation. However, they conceded some difficulty with this assessment since the unmethylated tracer was removed from the blood more rapidly than the methylated, resulting in unequal amounts of TC-Me-LDL and LDL being presented to the tissue. No quantitative estimate of a rate constant was made in this study.
Practical Considerations
Data auailability. To perform the analysis presented in this paper, we used idealized data. For each study except one, we assumed that the error variance of all data points would be equal for each tracer component and each tissue slice. In Fig. 12 , we presented a similar design analysis assuming constant relative error of the data measurements as an alternative. In most cases we believe that one or the other of the examined error structures would be adequate to model our data. The general agreement of optimization results for the two different error models implies that sensitivity of analysis to the error structure is minimal.
The disparity between the results of different error assumptions (see Figs. 10 and 12) arises at circulation times ~1 h. The constant relative error assumption appears to favor very short circulation times approaching zero; as the signal approaches zero, the error approaches zero. At very low signal levels, though, other factors concerning the measurability of the data, which have not been included in the model, become significant. If it is considered that tracer radioactivity at internal points in the media for early times approaches l/1,000 of the initial plasma radioactivity (typically lo7 counts l min-'. ml plasma-'), then the number of counts per minute in a lcm2 tissue slice IO-pm thick is on the order of background in a gamma counter. In other words, the internal regions of the artery wall, which at early times have not yet been exposed to much incoming tracer, might actually exhibit greater relative error than regions near the medial boundaries. Thus the design recommendations between the two plausible error models proposed are in general agreement, and neither may apply when low signal-to-noise limitations are most likely (e.g., very short or very long circulation times). We must consider these limitations H944 OPTIMAL DESIGN OF LDL TRANSPORT EXPERIMENTS when comparing optimal designs based on different objective function weighting matrixes, which are chosen to reflect different possible error structures in the data.
Although the data at 18 h (assuming constant variance) may lead to greater parameter sensitivity than at 12 h, here too the effect of a decreased signal-to-noise ratio in LDL data might mitigate this advantage. In other words, there may be a trade-off between less noise relative to the signal of the data and a slightly larger indifference region predicted for a 12-h rather than an 18-h circulation of *I-LDL and **I-TC-LDL. A priori knowledge of the data error supporting the constant relative error assumption would be an additional argument in favor of the 12-h dual-species circulation. The condition number, a secondary design criterion, suggests a reduction in the eccentricity of the indifference region at 12 vs. 18 h. Both times yield nearly equivalent Doptimal designs in the dual-species case. If we choose to repeat our optimal design analysis following a preliminary estimation, recalculation of the Hessian matrix could incorporate an empirically determined weighting matrix W to account for the error associated with the data points (APPENDIX B) in addition to the new parameter estimates.
Experimental limitations. A clear advantage of in vivo studies is that an estimate of permeability will reflect the actual physiological barrier between the lumen and the media. Once the vessel has been removed from the animal as in an in vitro system, endothelial and smooth muscle cells may not survive. If endothelial cells comprise the primary barrier for entry of plasma macromolecules, then even a small experimental disruption in the confluent cell lining of the vessel would lead to an artifactual estimate of permeability (43). In some experiments the endothelium is denuded intentionally to examine transport in the absence of endothelium (37, 42). In such experiments, the internal elastic lamina may be damaged or medial smooth muscle cells may be injured (29) .
Because the internal elastic lamina may play a major role in trapping LDL in the intima (14), harsh experimental methods could bias estimates of permeability in the intentionally denuded system as well. Damage to smooth muscle cells would almost surely affect the partition coefficient, diffusion coefficient, and degradation constant. Recently, Tedgui and Lever (38) demonstrated a dependence of the equilibrium partition coefficient on convective flux' of macromolecules into the interstitial spaces of the artery wall. Thus any deviation from the in vivo transmural pressure distribution that might accompany cannulation of the vessel in vitro could induce an apparent change in E.
Having highlighted some shortcomings of in vitro experiments, we must also acknowledge the experimental and theoretical caveats that accompany the interpretation of parameter estimates from in vivo experiments. The data that we are modeling are generated by the slicing technique described above, which 1) obliterates any two-dimensional information in the tracer profiles and 2) has a spatial resolution of 4-20 pm depending on the thickness of the slice. Because of these limitations, the model was devised to explain one-dimensional profiles in the media, while all structural components of the arterial wall situated within 10 pm of the lumen were necessarily lumped into the boundary condition. Thus any action of the endothelium, the intima, or the internal elastic lamina to restrict the entry of plasma macromolecules into the media will affect our estimate of luminal permeability P1. Nevertheless, reliable estimates of this "lumped" permeability in normal animals may be a quantitative measure of arterial wall health.
A change in this parameter in preatherosclerotic animals would have mechanistic implications for the early development of the disease. In addition to autoradiography, there are higher resolution digital imaging techniques being developed to measure profiles using peroxidase activity as a tracer (27). These techniques may yield better conditioned profiles with which to estimate parameters.
Optimal design analysis based on simulated profiles with the appropriate number of spatial points would apply equally well to experiments using such techniques.
Conclusions
Sensitivity analysis and optimal experiment design are commonly used with compartmental models. We have applied these techniques to a spatially distributed system that is nonlinear in parameters.
Although the sensitivity equations are more difficult to manipulate than in compartmental modeling, we believe there are advantages in performing such an analysis before extensive experimental work. In the particular case of modeling LDL concentration profiles in the arterial media, our analysis suggests optimal circulation times that likely would have been overlooked had we not first performed the optimization. Our simulations of the sensitivity functions implied that we would not be able to resolve the contributions of each proposed transport process. In light of this, we examined pairwise indifference regions to identify poorly determined combinations of parameters in the hope of focusing our efforts on the parameters that are both useful and accessible.
Although our specific results are dependent on the validity of our assumptions, we also considered the effects of these assumptions via an alternative parameter set and another plausible data error structure. Nevertheless, it is clear from our analysis of two dual-tracer protocols that either the dual-species or dual-time tracer experiments are definite improvements over single labeled-tracer techniques for measuring concentration profiles. Furthermore, the TC-labeling technique developed and applied by Pittman et al. (28) and Carew et al. (7) offers a means of improving the information value of tracer profiles in the artery wall. The benefit of the TC label in enhancing the precision of parameter estimates is that it generates unique concentration profiles without requiring additional parameters or complexity in a model that describes the data. We have identified the optimal dual-species experiment to estimate parameters of interest with a precision adequate to quantify transport processes in normal tissue and possibly processes in diseased tissue. To find the optimal parameter set we seek to minimize the weighted least-squares objective function + as follows
where Yn is the vector of experimental observations and Y is the vector of model outputs. Thus YD -Y is the residual vector. The weighting matrix W is chosen to reflect the variance of the data when possible. If the data error structure is not known a priori, then the weighting matrix must be chosen based on assumptions about the error. The ith component of the gradient vector of first derivatives of the objective function with respect to the parameters is
The summation over h corresponds to the n data points. and the matrix can be expressed as the product Thus the whole system of partial differential equations must be solved simultaneously.
In general, the number of partial H ES g's (B4) differential equations to be solved in such a system is n(p i- on the surface of a pdimensional ellipsoid in parameter space referred to as the "indifference region" (1) . The tolerance can be fixed to specify a particular level of confidence about 8* if the variances of the data are known (2, 24, 26) .
One way to examine the nature of the ellipsoid is to consider the two-dimensional ellipses formed by the intersection of the ellipsoid and each of the coordinate planes in parameter space (1, 23, 24) . Each ellipse corresponds to a 2 X 2 Hessian matrix with Q equal to 1. By examining these matrixes, we can determine the range of linear combinations of parameters @I and aZ that yield values of @ within the given tolerance of the optimum. Of course, this approach requires that for each 2 x 2 matrix we space as Se,, 663, and is oriented along the directions xii, xi2 of the eigenvectors of H (Fig. 16) .
All points on the perimeter of the ellipse (i.e., combinations of the parameters 8, and O2 that satisfy Eq. Cl ) yield identical values for a(e), which is an approximation of the objective function. Therefore, insofar as Eq. Cl is a good approximation to the surface of the indifference region, the greatest combined uncertainty in the estimates is indicated by the greatest Euclidean distance from the optimal point. Such estimates lie at the ends of the major axis of the ellipse. If the ellipse axes do not line up with the coordinate axes, then the combined uncertainty, as measured by distance from the center, is greater than the uncertainty in either parameter individually. Because parameters are not all defined on the same scale, we normalize the coordinates of each axis by the corresponding parameter value before comparing the relative variabilities of parameter pairs (Fig. 16) . In terms of the resealed axes (Se;/ 8i), which is a different eigenvalue/eigenvector problem, the coordinates of the poorest determined points can be calculated as follows. First, letting tildes denote quantities computed in the resealed domain, we define where the off-diagonal matrixes are defined as VW These submatrixes reflect the degree of interaction between parameters of interest and nuisance parameters. As shown in Eqs. B3 and B4, for the least-squares objective function and small residuals, the Hessian matrix is given by STS.
The expression for the indifference region (Eq. C4) becomes (04) in terms of a transformed nuisance parameter set, 0, the terms of interaction with the parameters of interest have been eliminated. A maximum value of the criterion, Det( G,i,,,J, corresponds to the optimal design for obtaining precise estimates of the parameter subset of interest, 4 (3). Similarly, to minimize the eccentricity of the region described by G++, we minimize the condition number of the matrix.
Consider the case of a three-parameter model with two parameters of interest and one nuisance parameter. The 3 x 3 Hessian is where h++ is a scalar, and is the vector of interaction terms. This expression can be rewritten in terms of a block-diagonal If there were no nuisance parameter, the limits of the indifmatrix ference regions, as in APPENDIX C, would be inversely related to the eigenvalues of the 2 x 2 Hessian by an interaction term. As the interactions of the two parameters with the nuisance parameter become negligible, the indif-
