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Abstract: An area-based active contour model will be put on the multi resolution representation from the 
difference image for segmenting the main difference image in to the “changed” and “unchanged” regions. 
Because of its sturdiness against noise, the undecimated discrete wavelet transform is exploited to acquire 
a multi resolution representation from the difference image that is acquired from two satellite images 
acquired in the same geographical area but at different time instances. Within this paper, and without 
supervision change recognition way of satellite images is suggested. The extensive simulation results show 
the suggested change recognition method consistently yields superior performance. The suggested change 
recognition method continues to be conducted on two kinds of image data sets, i.e., the synthetic aperture 
radar images and also the optical images. One exploits an adaptive decision threshold for minimizing the 
general change recognition error underneath the assumption the pixels from the difference image is 
spatially independent. The modification recognition answers are in contrast to several condition-of-the-
art techniques. 
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I. INTRODUCTION 
Remote sensing imagery generally requires certain 
pre-processing corrections because of undesirable 
sensor characteristics along with other disturbing 
effects before performing data analysis onto it. 
Within this paper, we think that the alterations 
produced backward and forward images under 
comparison are just brought on by the physical 
changes around the geographical area, and 
individual’s typical corrections as pointed out 
formerly either play no trouble and have been 
transported on the pictures before you apply any 
change recognition method [1]. One exploits an 
adaptive decision threshold for minimizing the 
general change recognition error underneath the 
assumption the pixels from the difference image is 
spatially independent. Another, which is dependent 
on the Markov random fields (MRFs), analyzes the 
main difference image by thinking about the spatial 
contextual information incorporated locally of 
every pixel. The PCA is utilized with regards to 
performing dimension reduction and have 
extraction that is a canonical technique to obtain 
the helpful data representations inside a space 
having a much reduced dimensionality. The 
eigenvector space is produced by making use of the 
PCA on no overlapping square blocks collected in 
the entire difference image. The binary k-means 
clustering (i.e., k = 2) will be employed around the 
PCA-extracted feature vectors to com-pâté the 
ultimate change recognition result. The formula 
produces promising results having a low 
computational cost. The DT-CWT coefficient 
variations which resulted in the sub bands of these 
two satellite images are examined to be able to 
decide whether each pixel position is one of the 
“changed” or “unchanged” classes for every sub 
band. The binary change recognition map is thus 
created for every sub band, and all sorts of created 
sub band maps will be merged by utilizing both 
inters ale fusion and also the intrastate fusion to 
yield the ultimate change recognition map. The 
technique achieves a very accurate change 
recognition result but includes a major concern on 
selecting a suitable recognition threshold for every 
resolution. The multiresolution research into the 
difference image, along with the level set 
implementation from the scalar Mumford-Shah 
segmentation, is utilized to do the without 
supervision change recognition. The 
multiresolution representation from the difference 
image is achieved by iteratively lower sampling the 
main difference image with a factor of two both in 
directions. This process achieves comparable 
change recognition results in contrast to several 
condition-of-the-art change recognition methods. 
The segmentation error produced in the coarser 
resolutions is going to be propagated inevitably to 
the finer resolution to cause performance 
degradations. To be able to alleviate these 
concerns, a united nations-supervised change 
recognition method should hold the fool-lowing 
features: high sturdiness against noise accurate 
boundary of altered regions free from a priori 
assumptions in modeling the information 
distribution from the difference image and 
occasional computational complexity [2]. The 
multiresolution representation is achieved using the 
UDWT to profit from the inherited sturdiness from 
the noise interference around the representation. 
The active contour technique is employed around 
the multiresolution representation to segment the 
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main difference image in to the altered and 
unchanged regions with accurate region limitations. 
II. SYSTEM MODEL 
The multiresolution representation from the image 
X is primary health care provider-tainted by 
making use of the forward after which inverse 
UDWTs. The pictures having a lower worth of 
resolution index s tend to be more impacted by 
noise however, they're inherited with a lot of 
information on the look content [3]. The s-level 
UDWT decomposition of image X creates four sub 
bands each and every degree of decomposition in 
symbols, for that kth level. This method is going to 
be recursively repeated to the present baseband 
before the targeted final level (i.e., k = s) is arrived 
at. Each and every decomposition level, our desire 
response from the low-pass and-pass filters are up 
sampled with a factor of two. The inverse UDWT 
(IUDWT) for that renovation from the input image 
X is acquired by making use of the formerly 
described stages in overturn order. The Chan-Vese 
segmentation formula does apply towards the 
scalar-valued images in addition to the vector-
valued images that are adopted within this paper 
[4]. The Chan-Vese formula doesn't use any control 
points or interpolation to represent the contour C 
rather, it exploits the amount teams of Osher and 
Sethian. While using gradient descent method, the 
Euler-Lagrange equation for f can be discovered by 
minimizing the power functional. However, 
observe that this model is only able to identify the 
perimeters presented in a minimum of one from the 
channels although not always in most channels. 
 
Fig.1.Proposed model 
III. METHODOLOGY 
The main objective of the change detection is to 
generate a binary change detection map CM = 
{cm(i, j)|1 ≤ i ≤ H, 1 ≤ j ≤ W }, where cm(i, j) ∈  
{0, 1}, based on the difference image X = {x(i, j)|1 
≤ i ≤ H, 1 ≤ j ≤ W } computed from two input 
images, X1 and X2. The suggested change 
recognition method includes three stages. The 
multiresolution representation XMR from the 
difference image X can be used to create the 
modification recognition map accordance the 
Chan-Vese segmentation formula for that vector-
valued image [5]. The suggested method iteratively 
finds the ultimate change recognition map 
according to all of the images in XMR. The Haar 
wavelet filters operate in the UDWT 
implementation. The initialization from the formula 
is achieved with some circles uniformly distributed 
within the entire image as proven. However, 
initializing together with circles uniformly 
distributed within the entire image effectively 
accelerates the convergence when compared to 
conventional way by initializing having a single 
large closed curve.  To be able to assess the 
potency of exploiting the UDWT-based 
multiresolution representation from the difference 
image for change recognition. There are two 
methods given to make the change recognition map 
in line with the research into the difference image: 
the Expectation-Maximization (EM)-based 
thresholding method and also the MRF-based 
thresholding method. The optimum worth of the 
utmost quantity of the decomposition levels 
utilized in the UDWT decomposition from the log-
ratio image is discovered to be six. The suggested 
method exploits a multiresolution representation 
from the difference image X hence, the utmost 
quantity of resolution levels S used will modify the 
change recognition performance result. When S = 
0, the suggested method performs only around the 
difference image itself, which may very well be the 
performance from the scalar-valued Chan-Vese 
model. It's obvious the performance improves for S 
> 0  [6]. The performance from the suggested 
system begins to degrade once the difference image 
is over smoothed which lead to high degradations 
around the image details. 
IV. EXPERIMENTAL RESULTS 
A. Data Sets 
In order to assess the effectiveness of exploiting the 
UDWT-based multiresolution representation of the 
difference image for change detection, we 
experimented on few multitemporal satellite image 
data sets acquired from a geographical area of 
Alaska and of the city of San Francisco in 
California. 
The first data set is available from [16], which 
contains a very high resolution (7713 × 7749 
pixels) set of SAR images collected on the city of 
San Francisco, California. Two of them are chosen 
for our simulation experiments which were 
acquired on August 10, 2003 and May 16, 2004 by 
the ESA ERS-2 satellite. The instrument’s pixel 
resolution is 25 m [17]. A small area with 512 × 
512 pixels is selected from two very high 
resolution images and presented in Fig. 2(a) and 
(b), respectively. The ground truth of the change 
detection map which is shown in Fig. 2(c) was 
manually created based on the input images shown 
in Fig. 2(a) and (b). 
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The second data set is available from [18], which 
con-tains a high resolution (1305 × 1520 pixels) set 
of multi-spectral images collected on a 
geographical area of Alaska. Two of them are 
chosen for our simulation experiments which were 
acquired by Landsat-5 Thematic Mapper (TM) on 
July 22, 1985 and July 13, 2005, respectively. A 
small area with 1024 × 1024 pixels is selected from 
two high resolution images and presented in Fig. 
2(d) and (e), respectively. The Landsat-5 TM 
provides optical imageries using seven spectral 
bands, Bands 1–7. The instrument’s pixel 
resolution is 30 m for all bands except in Band 6 
which has a 120-m resolution. The visible Band 1 
is selected for our simulation experiments. The 
ground truth of the change detection map which is 
shown in Fig. 2(f) was created by the manual 
analysis of the input images based on Fig. 2(d) and 
(e). 
 
Fig. 2. Data sets used in the experiments. (a) ESA 
ERS-2 SAR image acquired on August 10, 2003. 
(b) ESA ERS-2 SAR image acquired on May 16, 
2004.(c) Manually created ground truth of the 
change detection map yielded based on (a) and 
(b). (d) Landsat-5 TM Band 1 optical image 
acquired on July 22, 1985. (e) Landsat-5 TM 
Band 1 optical image acquired on July 13, 
2005.(f) Manually created ground truth of the 
change detection map yielded based on (d) and 
(e). 
The histograms of the difference images computed 
from the two SAR images [i.e., Fig. 2(a) and (b)] 
and the two optical images [i.e., Fig. 2(d) and (e)] 
are shown in Fig. 3(a) and (b), respectively. As can 
be seen from Fig. 3(a), the separation between the 
changed and unchanged classes is not very clear. 
This makes it difficult to partition the difference 
image into two such classes. On the other hand, one 
can observe two peaks in Fig. 3(b), and they are far 
apart from each other. This makes it much easier to 
separate the difference image into two classes for 
conducting the change detection by simply using an 
appropriate threshold value. 
B. Quantitative Measures 
For performing the evaluation, both the quantitative 
and qualitative measurements are conducted. For 
the former, once the binary change detection map 
has been obtained by using a change detection 
method, the following defined quantities are 
computed for comparing the computed change 
detection map against the ground truth change 
detection map. 
1) False Alarm (FA): The number of actually 
unchangedpixels that were incorrectly determined 
as changed ones. The false alarm rate PF A is 
computed in percentage as PF A = F A/N1 × 100%, 
where N1 is the total number of unchanged pixels 
counted in the ground truth change detection map. 
2) Miss Detection (MD): The number of actually 
changed pixels that were missed out on their 
detections and mistakenly determined as 
unchanged ones. The missed detection rate PM D is 
counted in percentage as PM D = M D/N0 × 100%, 
where N0 is the total number of changed pixels 
counted in the ground truth change detection map. 
3) Total Error (TE): The total number of incorrect 
decisions made, which is the sum of the false 
alarms and the missed detections. Hence, the total 
error rate PT E in percentage is computed as PT E 
= (F A + M D)/(N0 +N1) × 100%. 
 
 
Fig. 3. Histograms of the difference images which 
resulted from two test images obtained from two 
different data sets. (a) SAR image data set. (b) 
Optical image data set, C. Implementation of 
Change Detection Methods 
There are two methods presented in to produce the 
change detection map based on the analysis of the 
difference image: 1) the Expectation-Maximization 
(EM)-based thresholding method and 2) the MRF-
based thresholding method. The former is free from 
using any parameters while the latter depends on a 
regularization parameter β that influences the 
spatial-contextual information for the change 
detection process. In this paper, β = 1.67 is 
empirically determined for the experiments. 
we implement the change detection techniques of 
bovolo and bruzz one using the same set of 
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parameters as presented in [7], which consists of 
three major steps: 1) obtaining a multi-resolution 
representation of the log-ratio image as described 
in [7]; 2) identifying the number of reliable scales; 
and 3) producing the final change detection map 
according to a scale-driven celik and ma: 
multitemporal image change detection using false 
alarms, miss detections, and total errors (in number 
of pixels and in percentage) which resulted from 
the proposed change detection method with 
different values of s experimented on the sar test 
images shown in Fig. 2(a) and (b) fusion strategy. 
According to the scale-driven fusion strategy, three 
fusion techniques are proposed in [7]: 1) the fusion 
at the decision levels by an 2) the fusion at the 
decision ars); and 3) the fusion scales (ffl-ars). It is 
approach outperforms the we only compare the [7]. 
the change detection requires manual settings for 
thresholding the reconstructed sub bands of the 
udwt from the number of scales and from the local 
window reliable scales for each pixel searched for 
the input sar (b) and for the optical images 
minimizing the total errors of the change detection 
results the ground truth change detection maps 
shown in Fig. 2(c) and (f). the optimum value of 
the maximum number of the decomposition levels 
used in the udwt decomposition of the log-ratio 
image is found to be six. we implement the change 
detection methods presented in [6], [8], and [9], 
and the parameters required for the 
implementations are settled at the minimum error 
yielded between the resultant change detection map 
(from the methods in [6], [8], and [9], respectively) 
and the ground truth change detection map. 
TABLE-I 
 
D. Effect of the Maximum Number of Scales 
The proposed method exploits a multiresolution 
representation of the difference image X; hence, 
the maximum number of resolution levels S used 
will affect the change detection performance result. 
The proposed change detection method with 
different values of S is experimented on the input 
SAR images and optical images shown in Fig. 2. 
The input SAR images shown in Fig. 2(a) and (b) 
are noisy, and the change detection performance of 
the proposed method improves when the value of S 
gets larger. This can be seen from the quantitative 
results tabulated in Table I as well as the qualitative 
results as shown in Fig. 3. When S = 0, the 
proposed method performs only on the difference 
image itself, which can be viewed as the 
performance of the scalar-valued Chan–Vase the 
proposed change detection on the SAR test images 
shown  (c) S = 2. (d) S = 3. (e) S = 4. 
 
Fig 3: Total Errors (In Number Hich Resulted 
From The Ethod With Different The Optical Test 
5(D) And (E). 
 
Model. It is clear that the performance improves for 
S > 0. That is, the performance of the scalar-valued 
Chan–Vese model is improved by using the vector-
valued Chan–Vese model on a set of images 
obtained from the multiresolution representation of 
the difference image, at the expense of a higher 
computational cost. The performance of the 
proposed system starts to degrade when the 
difference image is over smoothed which results in 
high degradations on the image details. According 
to Table I, 
S = 3 yields the best performance. 
The test results using the optical images shown in 
Fig. 2(d) and (e) are tabulated in Table II and 
shown in Fig. 4. Unlike the test results based on the 
SAR images, the test results on the optical images 
show that the performance of the proposed method 
is less sensitive for different values of S. This is 
mainly due to the fact that the difference image 
computed from the optical images can be easily 
separated into two distinct regions, as shown from 
the histogram of the difference image in Fig. 3(b), 
which has two peaks that can be easily separated 
from each other. 
The test results show that the change detection 
performance obtained by exploiting different 
values of S offers various tradeoffs between the 
spatial-detail preservation and the noise reduction. 
In particular, images with a lower value of S are 
more subject to noise interference while preserving 
more details of the image content. On the contrary, 
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images with a higher value of S are less susceptible 
to noise interference but sacrifice more degradation 
on the image details. 
 
Fig. 4. Change detection results method with 
different values of shown in Fig. 2(d) and (e). (a) 
(e) S = 4. (f) S = 5. 
FALSE ALARMS, MISS (IN NUMBER OF 
PIXELS AND DIFFERENT CHANGE D ON THE 
SAR TEST –I 
 
E. Change Detection Performance Tests on Data 
Sets 
The quantitative and qualitative change detection 
results obtained from different methods for the 
SAR images shown in Fig. 2(a) and (b) are 
tabulated in Table III and shown in Fig. 5(a)–(f), 
respectively. The proposed method only yields a 
1.29% total erroneous decision rate (i.e., a 98.71% 
correct detection rate). 
Based on Fig. 5, one can observe that the change 
detection results obtained from the EM-based 
method [4] and the MRF-based method [4] are far 
from satisfactory. This is mainly due to the fact that 
the Gaussian model assumed in [4] fails to pro-vide 
accurate data modeling for the difference image in 
these methods. The performance improvement of 
Celik and Ma [8] is apparent compared with that of 
Bruzzone and Prieto [4]. This is mainly due to the 
transformation from the image domain to the DT-
CWT domain, resulting in the data distribution of 
wavelet coefficients better modeled by the 
Gaussian model. On the other hand, the change 
detection results provided by Celik [6], Bovolo and 
Bruzzone [7], Celik [9], and these methods are all 
quite accurate. This is mainly due to the fact that 
these methods resulted by using different methods 
in Fig. 2(a) and (b). (a) Ground method [4]. (c) 
MRF-based method of Bovolo and Bruzzone [7]. 
of Celik [9]. (h) Proposed method approach.  
 
That is, the and unchanged regions of using the 
difference image itself without incorporating any 
assumption. The performance degradation of the 
change detection results from [6] and [9] with 
respect to the proposed method is mainly caused by 
the block processing employed in [6] and [9]. Such 
a process results in incorrect detection around the 
region boundaries between the changed and 
unchanged regions. It is worthwhile to mention that 
the result provided by Bovolo and Bruzzone [7] is 
achieved by finding an optimum threshold set with 
respect to the mini-mum error between the change 
detection map of Bovolo and Bruzzone [7] and the 
ground truth change detection map shown in Fig. 
2(c). In reality, such a process is infeasible since 
the ground truth change detection map is generally 
not available. Consequently, the performance will 
be degraded because of the no optimal threshold 
used. 
The change detection results on the optical image 
data set are tabulated in Table IV and shown in Fig. 
6. The method of Bovolo and Bruzzone [7] is 
designed for the SAR images; thus, the change 
detection performance on the optical images is not 
reported in [7]. Meanwhile, the proposed method 
delivers a very similar performance as that in [4], 
[6], and [9]. As can be seen from the histogram in 
Fig. 3(b), the data dis-tribution of the difference 
image computed from the optical images consists 
of two peaks which can be easily modeled as a 
mixture of two Gaussians. This validates the data 
modeling of Bruzzone and Prieto [4] and Celik and 
Ma [8] which results in attractive performance. The 
proposed method yields the best. False alarms, miss 
detections, and total errors (in number of pixels and 
in percentage) resulting from different change 
detection methods experimented on the optical test 
images shown in Fig. 2(d) and (e) performance, 
i.e., only a 0.34% total erroneous decision rate (i.e., 
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a 99.66% correct detection rate). Furthermore, 
since the proposed method does not make any 
assumption on the data modeling, it becomes more 
applicable for general purpose change detection 
applications. 
TABLE IV 
 
 
Fig. 6. Change detection results by using different 
methods experimented on the optical test images 
shown in Fig. 2(d) and (e). (a) Ground truth 
change detection map. (b) EM-based method [4]. 
(c) MRF-based method [4].(d) Method of 
Celik [6]. (e) Method of Celik and Ma [8]. (f) 
Method of Celik [9]. (g) Proposed method. 
F. Effect of Wavelet Filters 
To study the change detection performance which 
resulted by employing different lengths of wavelet 
filters, the Daubechies wavelet filters with different 
lengths are tested on the opti-cal images, and the 
change detection results are tabulated in Table V. 
In Table V, the index i in dbi indicates half of the 
filter length; for example, the actual filter lengths 
of filters db1 and db4 are two and eight, 
respectively. The experimental simulation results 
show that the proposed method delivers almost the 
same performance regardless of the length of the 
Daubechies performance of the proposed filter 
length increases. This which resulted from the use 
it is clear from Table V negligibly small. change 
detection method multitemporal SAR and optical 
analysis of the differ-model for the vector-valued 
obtain a multiresolution . The proposed method 
priori assumption on the dis-. This makes it 
applicable for a wide range of change detection 
applications on different types of input satellite 
images. 
The number of representation scales used in the 
multi resolution representation of the difference 
image is the only parameter that needs to be 
selected, without involving any data modeling. The 
change detection results obtained by exploiting 
different values of representation scales show 
various tradeoffs yielded between the spatial-detail 
preservation and the noise reduction. It is worth 
mentioning that the proposed method works quite 
well on a large set of images based on three scales 
of the multi-resolution representation. Furthermore, 
the proposed method performs almost the same for 
different types of Daubechies wavelet filters. 
Because of the region-based active contour 
segmentation employed in segmenting the multi 
resolution representation of the difference image, 
the proposed method achieves accurate decision on 
the boundary of the changed and unchanged re-
gions. Furthermore, the use of the level set on the 
active contours with a novel initialization scheme 
makes the proposed method require moderate 
computational time. 
V. CONCLUSION 
The UDWT is exploited to acquire a 
multiresolution representation from the difference 
image. The suggested method works without 
incorporating any a priori assumption around the 
distribution from the difference image data. This 
will make it relevant for an array of change 
recognition applications on various kinds of input 
satellite images. Within this paper, and without 
supervision change recognition technique is 
suggested and put on multitemporal SAR and 
optical images. It combines the multiresolution 
research into the difference image as well as an 
active contour model for those vector-valued 
images. One exploits an adaptive decision 
threshold for minimizing the general change 
recognition error underneath the assumption the 
pixels from the difference image is spatially 
independent. The amount of representation scales 
utilized in the multiresolution representation from 
the difference image may be the only parameter 
that should be selected, without involving data 
modeling. In addition, using the amount focused on 
the active contours having a novel initialization 
plan helps make the suggested method require 
moderate computational time. In addition, the 
suggested method performs almost exactly the 
same for various kinds of Daubechies wavelet 
filters. The modification recognition results 
acquired by exploiting different values of 
representation scales show various tradeoffs 
produced between your spatial-detail upkeep and 
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also the noise reduction. It's worth mentioning the 
suggested method works very well on the large 
group of images according to three scales from the 
multi-resolution representation. 
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