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ATTRACTIVE NEAREST-NEIGHBOR SPIN SYSTEMS ON THE
INTEGERS IN A RANDOMLY EVOLVING ENVIRONMENT
MARCUS WARFHEIMER
Abstract. We consider spin systems on Z (i.e. interacting particle systems
on Z in which each coordinate only has two possible values and only one co-
ordinate changes in each transition) whose rates are determined by another
process, called a background process. A canonical example is the contact pro-
cess in randomly evolving environment, introduced and analysed by Broman
and further studied by Steif and the author, where the marginals of the back-
ground process independently evolve as 2-state Markov chains and determine
the recovery rates for a contact process. We prove that, if the background
process has a unique stationary distribution and if the rates satisfy a certain
positivity condition, then there are at most two extremal stationary distribu-
tions. The proof follows closely the ideas of Liggett’s proof of a corresponding
theorem for spin systems on Z without a background process.
1. Introduction
The contact process in a random environment, in which the rates are taken
to be random variables and then fixed in time, has been studied the last twenty
years, see for example [1, 4, 7, 8]. However, recently Broman [2] introduced a variant
where the environment changes in time in a Markovian way. (See also [9] for further
analysis concerning that process.) More precisely, he considered the Markov process
{(Bt, Ct)}t≥0 on {0, 1}Z
d
× {0, 1}Z
d
described by the following rates at a site x:
transition rate
(0, 0)→ (0, 1)
∑
y∼xC(y)
(1, 0)→ (1, 1)
∑
y∼xC(y)
(0, 1)→ (0, 0) δ0
(1, 1)→ (1, 0) δ1
(0, 0)→ (1, 0) γp
(0, 1)→ (1, 1) γp
(1, 0)→ (0, 0) γ(1− p)
(1, 1)→ (0, 1) γ(1− p)
where γ, δ0, δ1 > 0 with δ1 ≤ δ0 and p ∈ [0, 1]. In other words, the background
process evolves independently for each site and determines the recovery rate for the
right marginal in the following way: At a given site x and time t, the rate is δ0 or
δ1 depending on whether Bt(x) = 0 or Bt(x) = 1. Broman called {(Bt, Ct)} the
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contact process in a randomly evolving environment, abbreviated CPREE. In this
paper we study processes in one dimension with the same structure: a background
process influencing another interacting particle system, but here both processes are
more general. We prove, under certain conditions on the rates, that we have at
most two extremal invariant distributions.
2. The model and main result
We consider the Markov process, {(βt, ηt)}t≥0 on {0, 1}Z × {0, 1}Z described by
the following rates at a site x:
transition rate
(β, η)→ (β, ηx) c0(x, η) if β(x) = 0
(β, η)→ (β, ηx) c1(x, η) if β(x) = 1
(β, η)→ (βx, η) b(x, β)
Here c0(x, η), c1(x, η) and b(x, β) are given rate functions where the first two satisfy
c0(x, η) ≤ c1(x, η) if η(x) = 0,
c1(x, η) ≤ c0(x, η) if η(x) = 1,
(2.1)
and all three satisfy the following attractivity condition:
Definition 2.1. A spin system on {0, 1}Z, with rates c(x, η) is said to be attractive
if whenever η ≤ η′,
c(x, η) ≤ c(x, η′) if η(x) = η′(x) = 0,
c(x, η) ≥ c(x, η′) if η(x) = η′(x) = 1.
(2.2)
Here, ≤ refers to the usual partial ordering on {0, 1}Z, i.e., η ≤ η′ if and only if
η(x) ≤ η′(x) for all x ∈ Z. We also assume that the rate functions are translation
invariant and that the rates c0(x, η), c1(x, η) only depend on η through
{η(x− 1), η(x), η(x + 1)}.
Moreover, to ensure that we have a well defined process we will assume that∑
y∈Z
sup
β∈{0,1}Z
|b(0, β)− b(0, βy)| <∞.
In other words, the rates for the system are completely described by b(x, β) and
the 16 parameters determining c0 and c1. To describe the values we will use the
following notation:
ci(001) = ci(x, η) when η(x − 1) = 0, η(x) = 0 and η(x + 1) = 1.
We always refer to the left marginal as the background process. Furthermore, note
that we can equivalently view our process on {0, 1}Z×{0,1} and that the conditions
(2.1) and (2.2) then mean that the whole process is attractive on that space. (Def-
inition 2.1 can of course be generalized to {0, 1}S where S is countable.) The
attractivity can be used to show (via monotonicity) the existence of two extremal
stationary distributions ν0 and ν1 defined by
ν0 = lim
t→∞
δ0S(t) ν1 = lim
t→∞
δ1S(t),
where δ0 and δ1 denote the point masses corresponding to the elements η ≡ 0
and η ≡ 1 in {0, 1}Z×{0,1} and {S(t)}t≥0 denotes the semigroup associated to
SPIN SYSTEMS IN A RANDOMLY EVOLVING ENVIRONMENT 3
{(βt, ηt)}t≥0. The main result here is that, if the background process has a unique
stationary distribution and the rates c0, c1 satisfy a certain positivity condition,
then ν0 and ν1 are the only extremal stationary distributions. Let I denote the
set of stationary distributions for the process and let Ie denote its extreme points.
Furthermore, define
C1 = { ci(100) + cj(110), ci(001) + cj(011),
ci(011) + cj(110), ci(100) + cj(001), i = 0, 1, j = 0, 1 }
and let
C = min (C1) .
Before we state our main result, we want to emphasize that the case with no
background process has been studied before by Liggett. The proof of our main
result follows closely the ideas of his proof. To state his result, let c(x, η) be a
rate function for an attractive, translation invariant, nearest-neighbor spin system
{ηt}t≥0 on {0, 1}Z and define µi = limt→∞ δiT (t), i = 0, 1, where δi is the point
mass corresponding to the element η ≡ i in {0, 1}Z and {T (t)}t≥0 denotes the
semigroup associated to {ηt}t≥0. Moreover, let Je denote the extreme points of the
set of stationary distributions for {ηt}t≥0.
Theorem 2.1 (Liggett). Suppose
(2.3) c(x, η) + c(x, ηx) > 0 whenever η(x− 1) 6= η(x+ 1).
Then Je = {µ0, µ1}.
For a proof, see [5] or [6, p. 145-152]. In fact, he also proved that if condition
(2.3) fails, then Je contains infinitely many points, see [6, p. 145].
Theorem 2.2. Suppose that the background process has a unique stationary dis-
tribution and assume C > 0. Then Ie = {ν0, ν1}.
Remarks:
(i) From [6, p. 152] we get that Theorem 2.1 is equivalent to the statement
that (2.3) and
c(011) + c(110) > 0
c(100) + c(001) > 0
implies Je = {µ0, µ1}. By letting c = c0 = c1, it is now clear that Theo-
rem 2.2 covers Theorem 2.1.
(ii) The hypotheses in Theorem 2.2 are true for the CPREE described in the
introduction. Indeed, if c0 and c1 satisfy (2.1) and are symmetric under
reflections, i.e.
ci(100) = ci(001)
ci(110) = ci(011), i = 0, 1
then C > 0 if and only if c0(001) > 0 and c1(011) > 0.
(iii) Note that we are not assuming independence or even nearest-neighbor in-
teraction between coordinates in the background process.
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(iv) To see that the conclusion may fail if we drop the assumption about a
unique stationary distribution for the background process, let b(x, β), in
addition to being attractive and translation invariant, be nearest-neighbor
with b(000) = b(111) = 0 and satisfiy
b(x, β) + b(x, βx) > 0 whenever β(x− 1) 6= β(x+ 1).
Let c0 = c1 be the rates corresponding to a supercritical contact process on
Z. Then
Ie = { δ0 × δ0, δ0 × ν¯, δ1 × δ0, δ1 × ν¯ },
where δ0, δ1 are the point masses corresponding to the elements η ≡ 0 and
η ≡ 1 in {0, 1}Z respectively and ν¯ denotes the upper invariant measure for
the contact process.
(v) If we take the same background process, but instead let c0 = c1 be the
rates for a subcritical contact process, we see that the condition about a
unique stationary distribution for the background process is not necessary
for having only two extremal stationary distributions.
(vi) To see that the conclusion may fail if C = 0, let b(x, β) be a rate function
such that {βt}t≥0 has the point mass at β ≡ 1 as its unique stationary
distribution and let c1 satisify
c1(001) + c1(011) = 0.
It is easy to check that for each n ∈ Z, δ1 × δηn is an extremal stationary
distribution where
ηn(x) =
{
1 if x ≥ n
0 if x < n.
A natural next step is to ask when there is a unique stationary distribution, i.e.
when ν0 = ν1. In the case of no background process, Gray proved in [3] that there
can only be one stationary distribution provided that the rates are strictly positive.
We conjecture an analogous statement in our situation.
Theorem 2.3 (Gray). If c(x, η) > 0 for all x ∈ Z and η ∈ {0, 1}Z, then µ0 = µ1.
Conjecture 2.4. Suppose that the background process has a unique stationary
distribution and assume that ci(x, η) > 0 for all x, η, i = 1, 2. Then ν0 = ν1.
The rest of the paper is organized as follows. In Section 3 we prove Theorem 2.2
and in Section 4 we discuss Conjecture 2.4.
3. Proof of Theorem 2.2
In the proof, we make extensive use of a maximal type coupling which we now
describe. Denote
U = {0, 1}Z, V = { (η, γ, ξ) ∈ U3 : η ≤ γ ≤ ξ } and W = U × V.
The coupled process (βt, ηt, γt, ξt), which we now define, lives on W and its flip
rates are described as follows: First, let flips of the type
(β, η, γ, ξ)→ (βx, η, γ, ξ)
occur at rate b(x, β).
Then, let the other three marginals flip according to Tables 3.1 and 3.2. These
tables should be interpreted as follows. For example, when βt(x) = 0, ηt(x) = 0,
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(0,0,0,0) (0,0,0,1) (0,0,1,1) (0,1,1,1)
(0,0,0,0) – c0(x, ξ)− c0(x, γ) c0(x, γ)− c0(x, η) c0(x, η)
(0,0,0,1) c0(x, ξ) – c0(x, γ)− c0(x, η) c0(x, η)
(0,0,1,1) c0(x, ξ) c0(x, γ)− c0(x, ξ) – c0(x, η)
(0,1,1,1) c0(x, ξ) c0(x, γ)− c0(x, ξ) c0(x, η) − c0(x, γ) –
Table 3.1. Transition rates when the background process is in
state 0.
(1,0,0,0) (1,0,0,1) (1,0,1,1) (1,1,1,1)
(1,0,0,0) – c1(x, ξ)− c1(x, γ) c1(x, γ)− c1(x, η) c1(x, η)
(1,0,0,1) c1(x, ξ) – c1(x, γ)− c1(x, η) c1(x, η)
(1,0,1,1) c1(x, ξ) c1(x, γ)− c1(x, ξ) – c1(x, η)
(1,1,1,1) c1(x, ξ) c1(x, γ)− c1(x, ξ) c1(x, η) − c1(x, γ) –
Table 3.2. Transition rates when the background process is in
state 1.
γt(x) = 0 and ξt(x) = 1, ξt(x) will flip alone at rate c0(x, ξt), γt(x) will flip alone at
rate c0(x, γt)−c0(x, ηt) and ηt(x) and γt(x) flip together at rate c0(x, ηt). Note that
the pairs {(βt, ηt)}, {(βt, γt)}, {(βt, ξt)} each evolve as the original Markov process
and that the second, third and fourth marginals try to flip together as much as
possible. Also, observe that the background process is not allowed to flip together
with any of the other processes.
As in the proof of Theorem 2.1, the proof of Theorem 2.2 consists of several
lemma concerning certain functionals of the process. For m ≤ n, let fm,n(β, η, γ, ξ)
be the number of intervals of zeros and ones in γ between m and n (including m
and n), counted only where η and ξ differ. Furthermore, let
m ≤ x1 < x2 < . . . < xk ≤ n,
be all those x’s between m and n for which η(x) = 0 and ξ(x) = 1. For l ≥ 1, define
glm,n(β, η, γ, ξ) = number of i such that i ≥ 1, i+ l + 1 ≤ k and
γ(xi) 6= γ(xi+1) = γ(xi+2) = . . . = γ(xi+l) 6= γ(xi+l+1).
In other words, glm,n(β, η, γ, ξ) is the number of interior intervals of zeros and ones
of length l in γ between m and n, counted only where η and ξ differ. For example
if,
· · · 1 0 1 1 1 1 1 0 1 1 1 · · · ξ
· · · 1 0 1 1 0 0 1 0 1 1 0 · · · γ
· · · 1 0 0 0 0 0 0 0 0 0 0 · · · η
· · · 1 0 1 0 0 1 1 1 0 1 1 · · · β
m n
then fm,n = 4, g
2
m,n = 1, g
3
m,n = 1 and g
l
m,n = 0 when l /∈ { 2, 3 }. Let
K = max
(
max
η
c0(x, η), max
η
c1(x, η)
)
and denote the set of stationary distributions and the generator of the coupled
process by I˜ and Ω˜ respectively. Furthermore, for a given set A, denote the set of
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extreme points by Ae. The first lemma concerns certain basic properties of fm,n
and glm,n.
Lemma 3.1.
a) fm,n, g
l
m,n are increasing when n increases or m decreases.
b) fm,n ≤ 2 +
∞∑
l=1
glm,n.
c)
∞∑
l=1
lglm,n ≤ n−m+ 1.
If ν ∈ I˜,
d) C
∫
g1m,n dν ≤ K
∫
[fm−1,n + fm,n+1 − 2fm,n] dν, for m ≤ n
e) C
∫
gl+1m,n dν ≤ 12Kl
∫
glm,n dν, for m ≤ n, l ≥ 1.
Proof. a), b) and c) follow directly from the definitions. For d) and e) assume
ν ∈ I˜. Note that fm,n and g
l
m,n are cylinder functions so that∫
Ω˜fm,n dν =
∫
Ω˜glm,n dν = 0.(3.1)
For cylinder function f , the generator has the form
Ω˜f(β, η, γ, ξ) =
∑
(β,η¯,γ¯,ξ¯)
c(β, η, γ, ξ, η¯, γ¯, ξ¯)
(
f(β, η¯, γ¯, ξ¯)− f(β, η, γ, ξ)
)
+
∑
x
b(x, β) (f(βx, η, γ, ξ)− f(β, η, γ, ξ))
(3.2)
where the first sum is over all possible transitions when the second, third or fourth
marginal flip. (Recall that the first marginal is not allowed to flip together with any
of the others.) Here, since both fm,n and g
l
m,n do not depend on β, the second sum
is zero, so our task is to calculate the first part. For this, we follow the approach in
[6, Lemma 3.7]. The argument given here is almost the same as in [6], we supply
it for the sake of completeness. Let (β, η, γ, ξ) be fixed and note that the only way
fm,n can increase because of a flip is if fm−1,n = fm,n+1 or fm,n+1 = fm,n+1. In
the first case the flip must occur at x = m and in the second at x = n. The rate
for such a flip is at most K so the positive terms in (3.2) are bounded above by
K [fm−1,n + fm,n+1 − 2fm,n] .
Furthermore, there are g1m,n sites x where a flip decreases fm,n by two. At such an
x, γ(x) = 0 or γ(x) = 1. Assume γ(x) = 1. Then we necessarely have γ(x − 1) =
η(x− 1) and γ(x+ 1) = η(x + 1). Therefore, the flip rate at x becomes
c0(x, γ) + c0(x, η) =


c0(010) + c0(000) if γ(x− 1) = 0, γ(x+ 1) = 0,
c0(011) + c0(001) if γ(x− 1) = 0, γ(x+ 1) = 1,
c0(110) + c0(100) if γ(x− 1) = 1, γ(x+ 1) = 0,
c0(111) + c0(101) if γ(x− 1) = 1, γ(x+ 1) = 1,
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when β(x) = 0 and
c1(x, γ) + c1(x, η) =


c1(010) + c1(000) if γ(x− 1) = 0, γ(x+ 1) = 0,
c1(011) + c1(001) if γ(x− 1) = 0, γ(x+ 1) = 1,
c1(110) + c1(100) if γ(x− 1) = 1, γ(x+ 1) = 0,
c1(111) + c1(101) if γ(x− 1) = 1, γ(x+ 1) = 1,
when β(x) = 1. Also the attractivity condition gives
ci(010) ≥ max{ ci(011), ci(110) }
ci(101) ≥ max{ ci(001), ci(100) }, i = 0, 1
and so the rates above are bounded below by C/2. The same argument works if
γ(x) = 0 and so we can conclude that the negative terms in (3.2) are bounded
above by −Cg1m,n. We get the estimate
Ω˜fm,n ≤ K [fm−1,n + fm,n+1 − 2fm,n]− Cg
1
m,n
which via (3.1) gives d). For e), note that glm,n can only decrease via flips at no more
than lglm,n sites or their neighbors, i.e. in total at most 3lg
l
m,n sites. The rate for
such a flip is bounded by 2K and glm,n can at most decrease by two. The negative
terms in the generator are therefore bounded below by −12Klglm,n. Furthermore,
glm,n can increase at no fewer than g
l+1
m,n pair of sites. These pair of sites are the
endpoints of an interval of length l + 1. To get a lower bound on the flip rate
for such endpoints, let x < y denote such a pair and suppose γ(x) = γ(y) = 1.
Then we have γ(x − 1) = η(x − 1) and γ(y + 1) = η(y + 1). The flip rate at
x is at least ci(100) if γ(x − 1) = η(x − 1) = 1, β(x) = i and at least ci(011)
if γ(x − 1) = η(x − 1) = 0, β(x) = i. In a similar fashion, the flip rate at y
is at least ci(001) if γ(y + 1) = η(y + 1) = 1, β(y) = i and at least ci(110) if
γ(y + 1) = η(y + 1) = 0, β(y) = i. In either case the sum of the flip rates for the
pair is always at least C. The same statement holds if γ(x) = γ(y) = 0 and so we
obtain that the positive terms in the generator expression are bounded below by
Cgl+1m,n. Hence, we get the estimate
Ω˜gm,n ≥ Cg
l+1
m,n − 12Klg
l
m,n.
Equation (3.1) then finally gives us
C
∫
gl+1m,n dν ≤ 12Kl
∫
glm,n dν
and the proof is complete. 
Denote
A1 = { (β, η, γ, ξ) ∈ W : γ ≡ η },
A2 = { (β, η, γ, ξ) ∈ W : γ ≡ ξ },
A3 = { (β, η, γ, ξ) ∈ W \A1 ∪ A2 : ∃x ∈ Z such that
γ(y) = η(y) when y ≤ x and γ(y) = ξ(y) when y > x },
A4 = { (β, η, γ, ξ) ∈ W \A1 ∪ A2 : ∃x ∈ Z such that
γ(y) = ξ(y) when y ≤ x and γ(y) = η(y) when y > x },
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Lemma 3.2. Assume C > 0. Then
a) ν ∈ I˜ =⇒ ν (A1 ∪ A2 ∪ A3 ∪ A4) = 1,
b) ν ∈ I˜e =⇒ ν (Ai) = 1 for some i.
Proof. b) follows from a) since Ai is closed for the coupled process in the sense that
P(β,η,γ,ξ)[ (βt, ηt, γt, ξt) ∈ Ai ] = 1 ∀t > 0
whenever (β, η, γ, ξ) ∈ Ai. To prove a), suppose ν ∈ I˜. Since
4⋃
i=1
Ai = { g
l
m,n = 0 ∀m ≤ n, l ≥ 1 }
we obtain that
(3.3)
∫
glm,ndν = 0 for all m ≤ n, l ≥ 1
is equivalent to
ν (A1 ∪ A2 ∪ A3 ∪A4) = 1.
To see that (3.3) holds, we proceed as in [6, Lemma 3.10]. Note that
fm−1,n ≤ fm,n + 1 and fm,n+1 ≤ fm,n + 1
and so parts d) and e) of Lemma 3.1 gives us
(3.4) M = sup
m≤n
∫
glm,n dν <∞, ∀l ≥ 1.
Let L ≥ 1. From part b) of the same lemma, we get
1
n−m
∫
fm,n dν ≤
2
n−m
+
1
n−m
∫ ∑
l≥1
glm,n dν.
Split the sum and now use part c) of the lemma together with (3.4) to obtain that
for any L
1
n−m
∫
fm,n dν ≤
2
n−m
+
ML
n−m
+
1
L
(
1 +
1
n−m
)
,
and so
lim sup
n−m→∞
1
n−m
∫
fm,n dν ≤
1
L
.
Since L ≥ 1 was arbitrary we can conclude
(3.5) lim
n−m→∞
1
n−m
∫
fm,n dν = 0.
Now, for N ≥ 1, part d) of Lemma 3.1 gives us
C
0∑
m=−N+1
N−1∑
n=0
∫
g1m,n dν
≤ K
0∑
m=−N+1
N−1∑
n=0
∫
[fm−1,n + fm,n+1 − 2fm,n] dν.
(3.6)
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After some cancellations in the sum to the right, we get
0∑
m=−N+1
N−1∑
n=0
∫
[fm−1,n + fm,n+1 − 2fm,n] dν
≤
0∑
m=−N+1
∫
fm,N dν +
N−1∑
n=0
∫
f−N,n dν
and together with (3.5) and (3.6) we obtain
lim
N→∞
1
N2
0∑
m=−N+1
N−1∑
n=0
∫
g1m,n dν = 0.
Using the monotonicity property of g1m,n this implies
∫
g1m,n dν = 0 for all m ≤ n
and part e) of the lemma gives
∫
glm,n dν = 0 for all l ≥ 1 and we are done with
the proof. 
We are soon ready for the proof of Theorem 2.2. However, in the proof we
make use of a 5-variant coupling {(βt, ηt, γ1,t, γ2,t, ξt)} of the one used so far. This
coupling is also of maximal type and evolves on
X =
{
(β, η, γ1, γ2, ξ) ∈ U
5 : η ≤ γ1 ≤ ξ, η ≤ γ2 ≤ ξ
}
in a way such that {(βt, ηt, γ1,t, ξt)} and {(βt, ηt, γ2,t, ξt)} evolve exactly as the pre-
vious described coupling. We can therefore apply all we have done so far to each of
these processes. The last tool we need is to have existence of an extremal stationary
distribution for the 5-variant coupled process, given extremal stationary distribu-
tions for the {(βt, ηt)} process. For a stochastic variable X and a distribution µ,
let X ∼ µ denote that X is distributed according to µ. Also, let I5 denote the set
of stationary distributions for the 5-variant coupled process on X .
Lemma 3.3. Given µ, µ′ ∈ Ie there exists ν((β, η, γ1, γ2, ξ) ∈ ·) ∈ I
5
e such that
(β, η) ∼ ν0, (β, γ1) ∼ µ, (β, γ2) ∼ µ′ and (β, ξ) ∼ ν1.
Proof. For any measure µ let µij denote the projection to the ith and jth coordinate.
Construct a coupling on ({0, 1}Z×{0, 1}Z)4 of four {βt, ηt}-processes such that the
background processes agree as much as possible as well as the right marginals. Note
that our 5-variant coupling above can be identified with such a coupling started with
all the background processes equal. Starting the coupling with
δ(∅,∅) × µ× µ
′ × δ(Z,Z)
and taking a suitable subsequence of Cesaro averages gives us a stationary distri-
bution ρ for the coupling and by projecting to the first, second, fourth, sixth and
eighth coordinate we get a probability measure ν˜ ∈ I5 with
ν˜((β, η, γ1, γ2, ξ) ∈ U
5 : η ≤ γ1 ≤ ξ, η ≤ γ2 ≤ ξ) = 1.
Here it is important to note that the set
{ (β1, η, β2, γ1, β3, γ2, β4, ξ) ∈ U
8 : β1 ≤ β2 ≤ β4, β1 ≤ β3 ≤ β4,
η ≤ γ1 ≤ ξ, η ≤ γ2 ≤ ξ}
is closed under the evolution of the coupling and that the first, third, fifth and
seventh coordinate are equal under ρ. Furthermore, it is clear that ν˜ satisfies
ν˜12 = ν0, ν˜13 = µ ν˜14 = µ
′ and ν˜15 = ν1.
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Define
B = { ν ∈ I5 : ν12 = ν0, ν13 = µ, ν14 = µ
′, ν15 = ν1 }.
B is non-empty by the above and is compact and convex. Hence, by the Krein-
Milman theorem, B can be written as the closed convex hull of its extreme points.
Therefore, since B 6= ∅, we have Be 6= ∅. Hence, the proof is complete if Be ⊂ I5e .
Assume ν ∈ Be and let ν = αρ + (1 − α)σ, where 0 < α < 1 and ρ, σ ∈ I5. If ρ,
σ ∈ B we get ν = ρ = σ and we are done. In order to see this, let (i, j) be one of the
pairs (1, 2), (1, 3), (1, 4) or (1, 5). Since νij = αρij + (1− α)σij , where ρij , σij ∈ I,
and the left hand side is an element of {ν0, µ, µ′, ν1} ⊆ Ie, we obtain
ν0 = ρ12 = σ12 µ = ρ13 = σ13
µ′ = ρ14 = σ14 ν1 = ρ15 = σ15
and so ρ, σ ∈ B. 
Proof of Theorem 2.2. We follow the steps in [6, Theroem 3.13]. Let µ1 ∈ Ie.
Since ν0 ≤ µ ≤ ν1 for every stationary distribution µ, we can assume ν0 6= ν1.
Let µ2 = µ1 ◦ θ
−1
x , where θx is a translation by x ∈ Z. Since the dynamics are
translation invariant and µ1 ∈ Ie, we get that µ2 ∈ Ie. Let ρ be an extremal
stationary distribution for the 5-variant coupling mentioned above with
(β, η) ∼ ν0 (β, γ1) ∼ µ1
(β, γ2) ∼ µ2 (β, ξ) ∼ ν1
Such a measure exists by Lemma 3.3. Let ρ1 and ρ2 be the distributions obtained
from the projections
(β, η, γ1, γ2, ξ)→ (β, η, γ1, ξ)
(β, η, γ1, γ2, ξ)→ (β, η, γ2, ξ)
respectively. Since ρ1, ρ2 ∈ I˜e, Lemma 3.2 gives
ρ1(Ai) = 1 some 1 ≤ i ≤ 4 and ρ2(Ai) = 1 some 1 ≤ i ≤ 4.
However, γ1 and γ2 are just translations of each other so there is an i such that
ρ1(Ai) = ρ2(Ai) = 1. It follows that
ρ
(
(β, η, γ1, γ2, ξ) :
∑
x
|γ1(x) − γ2(x)| <∞
)
= 1.
Also, (γ1,t, γ2,t) has the property that
P(γ,γ)[γ1,t = γ2,t] = 1 and P
(γ1,γ2)[γ1,t = γ2,t] > 0
whenever
∑
x
|γ1(x)−γ2(x)| <∞ and so since ρ is stationary, we must in fact have
ρ
(
(β, η, γ1, γ2, ξ) : γ1 = γ2
)
= 1.
This implies µ1 = µ2, i.e. µ1 is translation invariant. Therefore i equals 1 or 2 (recall
ν0 6= ν1). If i = 1, µ1(U × (·)) = ν0(U × (·)) and since the background process has
a unique stationary distribution we must also have µ1((·) × U) = ν0((·)× U). But
since ν0 ≤ µ1 this yields µ1 = ν0. If i = 2 we get in a similar way that µ1 = ν1. ✷
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4. Discussion of Conjecture 2.4
We begin by describing a graphical representation which may be useful for a
possible proof of Conjecture 2.4. The representation is similar as in [3] and we will
explain it in a quite informal way. For simplicity, we will assume that the rates
for the background process, in addition to attractive and translation invariant, also
are uniformly bounded. (Of course, our assumptions on c0 and c1 from Section 2
imply that they are also uniformly bounded.) For x ∈ Z, define
b¯x = sup
β:β(x)=0
b(x, β) + sup
β:β(x)=1
b(x, β)
c¯0x = sup
η: η(x)=0
c0(x, η) + sup
η: η(x)=1
c0(x, η)
c¯1x = sup
η: η(x)=0
c1(x, η) + sup
η: η(x)=1
c1(x, η)
c¯x = c¯
0
x + c¯
1
x.
Define the following collection of independent random variables on some probability
space (Ω,F ,P):
– Bj(x) exponentially distributed with mean 1/b¯x, j ≥ 1, x ∈ Z. (Define
Bj(x) =∞ if b¯x = 0.)
– Dn(x) uniformly distributed on [0, b¯x], n ≥ 1, x ∈ Z.
– Sj(x) exponentially distributed with mean 1/c¯x, j ≥ 1, x ∈ Z.
– U0n(x) uniformly distributed on [0, c¯
0
x], n ≥ 1, x ∈ Z.
– U1n(x) uniformly distributed on [0, c¯
1
x], n ≥ 1, x ∈ Z.
Moreover, for n ≥ 1 and x ∈ Z define
Cn(x) =
n∑
j=1
Bj(x) and Tn(x) =
n∑
j=1
Sj(x).
For a given initial configuration β ∈ {0, 1}Z, define a process {ββt }t≥0 from {Cn(x)}
and {Dn(x)} as follows:
– ββ0 = β,
– ββs (x) flips from 0 to 1 iff β
β
s−(x) = 0 and there exists an n ≥ 1 such that
s = Cn(x) and Dn(x) ≥ b¯x − b(x, β
β
s−),
– ββs (x) flips from 1 to 0 iff β
β
s−(x) = 1 and there exists an n ≥ 1 such that
s = Cn(x) and Dn(x) < b(x, β
β
s−).
By an approximation procedure, it is possible to prove that there exists a process
with those properties and that such a process has flip rates b(x, β).
Given β,η ∈ {0, 1}Z, we now define a process {ηβ,ηt }t≥0 from {β
β
t }, {Tn(x)},
{U0n(x)} and {U
1
n(x)} in the following way:
– ηβ,η0 = η,
– if ββs (x) = 0, then η
β,η
s (x) flips from 0 to 1 iff η
β,η
s− (x) = 0 and there exists an
n ≥ 1 such that s = Tn(x) and U0n(x) ≥ c¯
0
x −
c¯0
x
c¯x
c0(x, η
β,η
s− ) and η
β,η
s (x) flips
from 1 to 0 iff ηβ,ηs− (x) = 1 and there exists an n ≥ 1 such that s = Tn(x)
and U0n(x) <
c¯0
x
c¯x
c0(x, η
β,η
s− ),
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– if ββs (x) = 1, then η
β,η
s (x) flips from 0 to 1 iff η
β,η
s− (x) = 0 and there exists an
n ≥ 1 such that s = Tn(x) and U1n(x) ≥ c¯
1
x −
c¯1
x
c¯x
c1(x, η
β,η
s− ) and η
β,η
s (x) flips
from 1 to 0 iff ηβ,ηs− (x) = 1 and there exists an n ≥ 1 such that s = Tn(x)
and U1n(x) <
c¯1
x
c¯x
c1(x, η
β,η
s− ).
It is clear that the process {(ββt , η
β,η
t )} has the correct flip rates. Moreover, the
graphical representation gives us a coupling for all possible initial states and this
coupling is exactly the maximal type coupling used in Section 3. If we want to
start the process at a random state with distribution ρ, we just add, independent
of everything else, two random variables with joint distribution ρ. We then write
{βρ1t , η
ρ1,ρ2
t } where ρi denotes the ith marginal of ρ.
A possible proof of Conjecture 2.4 may be based on the following lemma.
Lemma 4.1. If
(4.1) lim inf
k→∞
lim inf
t→∞
P
[
ηβ,∅t (x) = η
β,Z
t (x), −k ≤ x ≤ k
]
> 0
for all β ∈ {0, 1}Z, then ν0 = ν1.
Proof. From Lemma 3.3 (or more precisely from the version of it with three pro-
cesses) there exists a probability measure γ on{
(β, η, ξ) ∈ U3 : η ≤ ξ
}
which is stationary for {(βt, ηt, ξt}t≥0 and satisfies
γ12 = ν0, γ13 = ν1 and γ1 = µ,
where µ is the unique stationary distribution for the background process. (Here,
we use the same notation as in Lemma 3.3.) Our goal is to show that
γ (η = ξ) = 1.
For given k ≥ 1 and t ≥ 0, we get
γ (η(x) = ξ(x), −k ≤ x ≤ k) = γ (η = ξ)
+P [ ηµ,γ2t (x) = η
µ,γ3
t (x), −k ≤ x ≤ k | η
µ,γ2
0 6= η
µ,γ3
0 ] (1− γ (η = ξ)) .
(4.2)
Here, we have used that γ is stationary and the fact that
P [ ηµ,γ2t (x) = η
µ,γ3
t (x), −k ≤ x ≤ k | η
µ,γ2
0 = η
µ,γ3
0 ] = 1.
From the inequalities
ηµ,∅t ≤ η
µ,γ2
t ≤ η
µ,γ3
t ≤ η
µ,Z
t , t ≥ 0,
we get,
P [ ηµ,γ2t (x) = η
µ,γ3
t (x), −k ≤ x ≤ k | η
µ,γ2
0 6= η
µ,γ3
0 ]
≥ P
[
ηµ,∅t (x) = η
µ,Z
t (x), −k ≤ x ≤ k | η
µ,γ2
0 6= η
µ,γ3
0
]
.
(4.3)
Moreover, from the graphical representation, we get that the events
{ ηµ,∅t (x) = η
µ,Z
t (x), −k ≤ x ≤ k } and { η
µ,γ2
0 6= η
µ,γ3
0 }
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are conditionally independent given the initial state of the background process and
so we can write
P
[
ηµ,∅t (x) = η
µ,Z
t (x), −k ≤ x ≤ k, η
µ,γ2
0 6= η
µ,γ3
0
]
∫
P
[
ηµ,∅t (x) = η
µ,Z
t (x), −k ≤ x ≤ k |β
µ
0 = β
]
γ (η 6= ξ |β) dµ(β).
(4.4)
Now, let us assume that
γ (η 6= ξ) > 0.
Then
γ (η 6= ξ |β) > 0.
on a set of positive µ-measure. By using (4.1), (4.4) together with Fatou’s Lemma
and then (4.3), we can conclude that
lim inf
k→∞
lim inf
t→∞
P [ ηµ,γ2t (x) = η
µ,γ3
t (x), −k ≤ x ≤ k | η
µ,γ2
0 6= η
µ,γ3
0 ] > 0.
However, by taking limits in (4.2) we arrive at a contradiction and so we are done
with the proof. 
The question now is if it is possible to prove (4.1). A natural first try is to fix the
initial state of the background process and then proceed as in [3, p. 393] and define
so called left and right edge processes. The properties on p. 394 and Proposition 2
on p. 395 are then easily verified. For the correlation property between the left and
right edge processes, we can use [6, Ch. II, Corollary 2.21] and since the Lemma in
the proof of [3, Theorem 1] relies on the properties on [3, p. 394], it may be possible
to prove a version of it for our process. Having succeeded so far, there is some hard
work left which we at the moment are not able to decide on if it is possible to do
something similar or not. The only thing we can say is that the argument given
in [3, p. 399-403] is based on a very similar construction as we have and if all the
preliminary work go through, then there may be a quite good chance to get a full
proof of Conjecture 2.4.
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