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Abstract
This thesis presents the development and testing of a unique testbed consisting of
a fleet of eight unmanned aerial vehicles (UAVs) that was designed as a platform
for evaluating coordination and control algorithms. A hierarchical configuration of
task assignment, trajectory design, and low-level, waypoint following, are used in
a receding horizon framework to control the UAV system. Future UAV teams will
have to autonomously demonstrate cooperative behaviors in dynamic and uncertain
environments, and this testbed can be used to compare various control approaches
to accomplish these coordinated missions. Flight demonstrations are made utilizing
real-time mixed-integer linear programming techniques, exercising the algorithms in
realistic environments with real-world disturbances.Large disturbance sources, com-
putational delay and measurementnoise all represent significant error sources that
reduce the ability of UAV teams to interact in a coordinated fashion by increasing
uncertainty on higher planning levels. This thesis develops a method that explic-
itly accounts for this uncertainty by including feedback loops on the task assignment
and trajectory design algorithms to prescribe added robustness for the uncertainty
at each stage. This approach takes into account low level controller saturation limits
that might cause infeasibilities in the plans created at the higher levels of the plan-
ning system. Detailed and realistic simulation environments are useful for large-scale
multi-vehicle simulations, particularly when logistics prevent flight testing on that
scale. This thesis validates one such hardware-in-the-loop simulation environment
through the comparison of models obtained from experimentally collected flight data
and detailed modeling of environmental disturbances and measurement noise.The
product of this thesis is a robust planning system that is tolerant of the types of
uncertainty experienced by real aircraft. This robustness has been demonstrated by
more than 20 successful flights on a fully automated UAV testbed.
Thesis Supervisor: Jonathan P. How
Title: Associate Professor
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Chapter 1
Introduction
Unmanned air vehicles (UAVs) offer fundamental advantages over conventional manned
aircraft in many applications, providing a cost effective and enabling technology which
can be used in situations otherwise too dangerous (or mundane) for human pilots to
perform [1, 2]. The comparatively cheap cost of UAVs makes them well suited for
coordinated activities, since larger numbers of vehicles can be employed to perform
tasks, however this requires that the vehicles maintain the ability to make coordinated
decisions with less reliance on ground operators. While the roles and capabilities of
UAVs are continually growing, current UAV control structures were not designed to
account for the interaction of multiple (semi-) autonomous vehicles, particularly for
large teams (N > 4). To fully take advantage of the types of coordinated actions these
teams of vehicles are capable of, it is necessary to improve on this control structure to
account for the difficulties that arise with controlling teams of vehicles in real-world
operating environments.
Multi-vehicle coordination is comprised of several coupled subproblems, including
determining the sub-team composition, allocating resources (task assignment), and
optimizing vehicle trajectories [3]. These are all computationally intensive optimiza-
tion problems that require good situational awareness of the environment to achieve
coordinated and cooperative behaviors. However in real-world operating environ-
ments the effect of disturbances, computation delay and communication will all limit
how much information is available about the environment and other team members in
17
the fleet, and the high level planning algorithms need to be robust to this uncertainty
to be effective [4, 5].
Numerous algorithms have recently been developed to achieve these coordinated
behaviors [6, 7], but a key step towards transitioning these high-level algorithms to
future missions is to successfully demonstrate that they can handle the implementa-
tion challenges on scaled vehicles operating in realistic environments. Previous work
has demonstrated many aspects of these algorithms on ground testbeds [8], but some
important components of aircraft planning were absent from these demonstrations.
This thesis introduces a multi-UAV testbed that provides a more realistic platform
for the evaluation of different UAV coordination and control strategies. In moving
from ground to air vehicles, previously negligible environmental disturbance effects
became apparent and had to be explicitly accounted for in the planning system.
This thesis extends the approach in [8] to compensate for large disturbance sources
acting on the vehicle system, which is a key development if cooperative behavior is
desired. The approach is demonstrated on an actual vehicle system with real distur-
bances, computation delay and measurement uncertainty, allowing the robustness of
the task assignment and trajectory design algorithms to these sources of error to be
quantified. Detailed studies of the disturbances typically encountered by small-scale
aircraft are performed and their effect on experimentally determined flight models is
validated through accurate hardware-in-the-loop simulations.
1.1 System Configuration
Figure 1-1 shows the control architecture developed for the UAV testbed, with the
decomposed graph based planning, trajectory design and task assignment algorithms
(described in more detail in subsequent sections) represented in block diagram form [9,
10]. Low-level control and the basic estimation tasks are run onboard the vehicles,
while the planner outputs dynamically feasible waypoint lists and monitors the un-
certain states of the vehicles and the world map. When significant changes to the
situational awareness are detected in the environment estimator, the high level task
18
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Figure 1-1: System algorithm architecture design.
assignment algorithm reassigns tasks to account for the new change.
In a real-world environment the closed loop aircraft system is impacted by wind
disturbance, and these can have a significant effect on the vehicle motion. For suf-
ficiently high disturbance levels, the low-level vehicle controllers will not have the
authority to completely reject them, possibly invalidating the assumptions in the ap-
proximate UAV model used in the planning level. While the disturbance levels acting
on the vehicle are not known explicitly, estimates of the current world state (includ-
ing disturbance levels) are formed from all of the vehicle sensors in the fleet, and this
information can be used by the planners to dynamically compensate for changes to
the UAV plant model. The effect of uncertainty in these disturbance estimates can
be related to the expected performance of the planner.
1.1.1 Coordination Algorithms
Mixed-integer Linear Programming (MILP) has previously been shown to provide
a natural framework for posing coordination problems, because the binary integer
variables can be used to encode logical constraints into the problem. Non-convex
constraints such as obstacle avoidance, minimum speed constraints and task assign-
ment can be handled using commercially available MILP solvers. CPLEXTM is used
19
throughout this thesis to obtain solutions to the task assignment and trajectory design
subproblems.
By decomposing the task assignment and trajectory design algorithms into sepa-
rate but coupled sub-problems, accurate yet tractable solutions to the overall problem
can be obtained [9, 10, 11]. This approach simplifies the coupling between the assign-
ment and trajectory design problems by calculating and communicating only the key
information that connects them. By utilizing approximate graph based planning [12]
methods, the planner maintains a cost map for the each of the vehicles to the targets,
which represents the minimum time path given the presence of obstacles in the en-
vironment. The cost map is then used in the trajectory design and task assignment
phases to solve for the minimum time path subject to the vehicle model. Recent
improvements have also led to the inclusion of incremental and robust versions of the
cost map update step [12].
1.1.2 Task Assignment
The task assignment sub-problem deals with the allocation of tasks to vehicles with
different capabilities [13], which is a multiple-choice multi-dimension knapsack prob-
lem (MMKP) [14], where the number of possible allocations grows rapidly as the
problem size increases. Timing constraints, which force precedents on the waypoints
that are visited during the task assignment process further increase the complexity
of the problem [15]. The task assignments are achieved by the enumeration of all
the tasks using straight line approximations from the cost map, and the infeasible
sets are pruned from the list before passing the enumerations to the MILP solver to
be optimized (i.e., the petal method) [5, 15]. The use of MILP provides a natural
language for encoding the mission objectives and constraints using both binary and
continuous variables [11, 16, 9]. Other recent developments in the task assignment
algorithm have led to receding horizon and robust formulations [17, 4, 5], which im-
prove the computational tractability of the algorithm for large numbers of vehicles
and address uncertainty in the assignment costs, respectively.
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1.1.3 Trajectory Optimization
Using the discrete waypoint lists from the task assignment algorithm, detailed UAV
trajectories around the obstacles can be solved using a MILP-based techniques, which
allow the inclusion of non-convex constraints, such as collision and obstacle avoidance
in the trajectory optimization [18, 19, 20, 21]. However the solution of complete
vehicle trajectories by these methods is computationally intensive, and to make them
tractable, a receding horizon (RH), or model predictive control (MPC), approach is
required. In the receding horizon MILP (RH-MILP) approach of Refs. [22, 8], this is
accomplished by using an approximate cost-to-go calculation to obtain good estimates
of the costs associated with feasible paths around "obstacles" (e.g. buildings, no-fly-
zones) in the environment, and forming short dynamically feasible plan segments for
only a portion of the trajectory. After executing one or more steps of the plan the
optimization is repeated with updated vehicle locations. This combination gives a
good estimate of the cost-to-go and greatly reduces the computational effort required
to design the complete trajectory.
Previous work has shown the RH-MILP approach to guarantee arrival at the
target in bounded time, using a simple vehicle dynamics model used in the near term
and the straight line approximations for the path on the long term [8, 23, 24]. This
approach works well when the vehicle dynamics model is consistent with the vehicle
capabilities and no measurement noise is present, but when the state estimate is not
perfect and if disturbances act to drive the dynamics away from their nominal values
dynamical inconsistency in the form of "drifting" plans can be observed.
1.2 Testbed Infrastructure
The system infrastructure was setup to emulate a fully integrated fleet of UAVs,
but maintain as much simplicity as possible in the vehicles themselves. All data
passes through a central hub that performs data management between the planning
computers and vehicles, simulating the communication delays, vehicle sensors and
uncertainty in the environment. Using this approach greatly simplifies the setup of
21
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(b) Decentralized task assignment
Figure 1-2: Testbed infrastructure showing ability to evaluate different ar-
chitectures for task assignment.
the testbed, while maintaining nearly all of the functionality of a fully integrated
system. For example, as shown in Figures 1-2(a) and 1-2(b), the testbed can be used
to investigate the impact of communication networking issues on the coordination
problem by imposing various limitations and constraints on how the planning laptops
communicate (using their own wireless or Ethernet links). The testbed will be used to
demonstrate the effectiveness of various control architectures on the task assignment
process, as would be seen in utilizing dynamic sub-teams of various compositions.
A key feature of the setup of this testbed is that much of the complexity of the
system has been kept off-board the vehicles. This allows the aircraft to be scaled
22
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Figure 1-3: The fleet of 8 identical trainer ARF 60 aircraft used in the multi-
UAV testbed at MIT.
smaller than would be necessary if additional computers, batteries and other sensors
were on board, yet the performance is similar because waypoint plans and high level
control commands can be uplinked to the vehicles at a rate of up to 1 HZ. Under
the presumption that the low-level vehicle controllers are working well, the planning
system would not need to respond faster, and in practice transmissions are made less
frequently.
1.2.1 Tower Trainer ARF 60 Aircraft
In order to make successful demonstrations of multi-vehicle flights, the logistics require
that the vehicles all have adequate minimum flight durations to ensure that there is
sufficient time to perform the required ground operations. For a fleet of four vehicles,
flight times greater than 40 minutes are needed in order to have sufficient time in
the air to perform experiments. In addition, the vehicles must have sufficient wing
loading capacity to carry additional weight from sensors and batteries. The vehicles
selected for the testbed are commercially available Tower Trainer ARF 60 aircraft,
which have easy handling characteristics and relatively large payload capacities. Only
minor modifications are required to augment this class of aircraft to suit the mission
requirements, which means that they can be quickly constructed and standardized
across the entire fleet. In addition, maintenance and repairs are made much simpler
by utilizing cheap, standardized aircraft for the fleet, and the logistics of flight tests
are made much simpler by having vehicles with similar handling characteristics. The
23
Figure 1-4: The trainer ARF 60 aircraft used in the multi-UAV testbed at
MIT.
fleet of 8 trainer ARF aircraft are shown together in Figure 1-3.
The ARF 60 aircraft is shown in Figure 1-4, with a table of important aircraft
parameters in Table 1.1. The large wing area of the aircraft, combined with the four-
stroke, Saito-91s (91 ccs) engine provides more than 3 lbs. of payload capacity, which
is sufficient for the avionics, batteries, and additional sensors. An external fuel tank
more than doubles the fuel capacity of the aircraft, which allows for extended flights
of greater than 50 minutes with moderate throttle settings. The integration of GPS
and air data sensors are minor modifications, providing the necessary measurements
for autopilot control.
The tower trainer aircraft are well suited for autopilot control because of their
stable design for pilot training purposes. The stable configuration causes them to be
less susceptible to upsets caused by turbulence, and the aircraft trim states are easily
determined. However because the aircraft is so stable, maneuverability is sacrificed.
The reduction in performance, combined with minimum flight speeds of ~20 m/s,
dictate that slightly larger test areas be utilized to perform effective demonstrations,
24
(a) (b)
Figure 1-5: Overhead video of the local flying field at Crow Island in May-
nard, MA taken with the onboard video system.
Table 1.1: Trainer 60 ARF aircraft parameters
however this tradeoff makes sense for the proof-of-concept missions attempted in this
phase of the project.
Additional video and magnetometer sensors have also been integrated onboard
the aircraft to provide added real-time measurements about the environment. The
pan/tilt video camera (shown in Figure 1-5(a)) transmits video over the 2.4GHz band
to the ground-station where it can be processed to track ground objects. Figure 1-5(b)
shows a captured image from the video system in flight. The onboard magnetometer
provides true heading estimates of the aircraft in flight, which can also be used to
provide estimates of the ambient winds acting on the vehicle.
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Measurement Value Units
(SI)
Wing Span 1.707 m
Wing Area 0.5200 m 2
Chord Length 0.305 m
Wing Incidence 1 deg
Wing Dihedral 5 deg
Gross Mass 5.267 kg
Empty Mass 4.798 kg
1.2.2 Autopilot
At the time the aircraft testbed was designed, the options for low-level vehicle control
included either purchasing or constructing low-level autopilots. Due to proprietary
source code restrictions, purchasing an autopilot would be less flexible to suit the re-
quirements of the planning system, however the tradeoff in the time to complete the
same tasks were significant1 . As a result, the decision to purchase the equipment was
made. After considering various options, the decision was made to use the PiccoloTM
autopilot from Cloud Cap Technology (Figure 1-6(a)). This autopilot is used onboard
the aircraft to perform the autonomous vehicle stabilization and waypoint navigation.
One watt transmission of data over the 912 MHz datalink permits the vehicles to nav-
igate up to three miles from the ground station (Figure 1-6(b)) and this link can also
be used to continuously upload new flight plans and other control commands from
ground based planning algorithms. Real-time aircraft telemetry is utilized in ground
based processing, including GPS position and velocity (±2m, ±0. 1m/s respectively)
air data, attitude estimates, static wind estimates and other control data. The atti-
tude solutions are real time estimates obtained using measurements from Cloud Cap's
Crista IMU, which provide high bandwidth, angle-rates and accelerations (±3000/s
at 16 bits and ±l0g at 16 bits respectively). This information is obtained at a rate of
1 HZ through the robust 912 MHz link providing sufficient bandwidth for high level
commands.
Benefits of purchasing a commercially available system are the significant time and
effort saved in developing the required infrastructure to tune and test the system. The
well-designed and user-configurable Cloud Cap architecture comes complete with a
high fidelity hardware-in-the-loop (HWIL) simulation mode that enables real-time
testing of the system on the ground before flight tests are performed. While this
is primarily meant to simulate the system for controller tuning purposes, it is also
interfaced with the planning system so that multi-vehicle simulations can be executed
with high levels of accuracy on the ground.
'Similar projects at MIT had taken 4 years to develop their own autopilot. Recent projects at
Stanford University have taken similar periods of time.
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(a) Commercially available PiccoloTMAutopilot (b) Cloud Cap groundstation with 912 MHz ra-
from Cloud Cap Technologies. dio antenna and Pilot Console.
Figure 1-6: The commercially available Cloud Cap autopilot system.
Figure 1-7 displays the setup of the system with the avionics performing HWIL
simulations and the planning system in the loop. The groundstation communicates
with each of the avionics through the 912 MHz data link, and the telemetry data from
the vehicles is passed on to the planning system through integrated TCP/IP protocols,
exactly as would be performed during an actual flight test. An integrated GUI is
connected to the system to allow user feedback to the planning system and visualize
the state of the mission in real-time as shown in Figure 1-8, using FlightGearVO.9.2
operated in network connection mode.
While performing HWIL simulations, each of the avionics is connected through
a USB-CAN adapter to a simulator CPU which stimulates the avionics sensors with
simulated measurements. The HWIL simulator application allows the specification of
a detailed aircraft model that is built up from aircraft geometry and inertia measure-
ments or alternatively specified through calibrated wind tunnel data. By specifying
the appropriate aircraft parameters and selecting suitable models for sensors onboard,
actuator delays and turbulence parameters, an accurate simulation of flying charac-
teristics can be built up. This is an essential part of the process in validating control
settings and testing the performance of the system before attempting an actual flight.
In Chapter 2, the HWIL simulation environment is described in more detail and the
flight parameters for the ARF 60 aircraft are explicitly determined.
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Figure 1-7: Hardware-in-the-loop configuration for the UAV testbed allowing
simultaneous simulation of 8 aircraft with the integrated plan-
ning system connected through the 912 MHz data link, exactly
as would be performed in flight.
1.3 Thesis Outline
Chapter 2 uses identification and analytical methods to find approximate models for
the ARF 60 aircraft and verifies that the hardware-in-the-loop simulator reproduces
motion consistent with these models. The Cloud Cap autopilot is tuned for the
testbed aircraft and closed loop responses are determined to provide more accurate
models to be used on the planning level. Chapter 3 introduces the notion of distur-
bance estimation into the planning level and accounts for uncertainty in the bounded
errors in these estimates. Part of the strategy for rejecting these disturbance estima-
tion errors includes implementing timing control to vary the reference speed of the
aircraft to reject relative timing errors on the vehicle level. Chapter 4 implements
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Figure 1-8: FlightgearVO.9.2 visualization support for the HWIL simulation
environment.
position and heading feedback on the planning level to account for difference between
the planned MILP trajectory and the one that is actually flown by the aircraft. This
includes dealing with the effect of initial condition uncertainty due to measurement
errors and computation delay, as well as the required reductions in authority on the
planning level.
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Chapter 2
Hardware In the Loop Modeling
and Simulation
The hardware-in-the-loop (HWIL) simulation is only useful if it accurately portrays
the vehicle dynamics and if the behaviors observed during flight tests can be repli-
cated on the ground. This chapter focuses on identifying some of the dynamical
modes of flight for the 60 ARF Trainer aircraft, and verifying that the HWIL sim-
ulations reflect the dynamics expected from the aircraft being employed. Reduced
order models for 4 of the 5 dynamical modes are determined for the trainer ARF
60 aircraft using identification techniques on experimental flight data and analytical
predictions based on aircraft geometry and aerodynamic data. Section 2.1 describes
the simulation settings used to create the hardware-in-the-loop (HWIL) simulations,
and Section 2.2 details the procedures used to create models of the aircraft dynam-
ics from data collected during flight tests and hardware-in-the-loop simulations. In
Section 2.3, the Cloud Cap autopilot is tuned for the trainer ARF 60 aircraft and the
closed loop response for several of the modes is measured using the HWIL simulator.
2.1 Hardware in the loop simulations
2.1.1 Aircraft simulation Model Parameters
Aerodynamic, inertial and engine calibration information is provided to the Cloud
Cap HWIL simulation application to model the aircraft being flown. For simply
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a) hh rd
(a) The Clark YII airfoil geometry.
(b) The Clark
a [deg]
YH airfoil lift and drag curves.
The Clark YH airfoil closely resembles the airfoil used on the
trainer ARF 60 aircraft and is used to model wing aerodynamics.
configured aircraft such as the tower trainer 60 ARF used in the testbed, many of the
performance characteristics can be obtained using the geometry of the aircraft, such
as the data found in Table 2.1. Detailed descriptions of the surface geometry, wing
lift curves, and engine performance curves enable simulations of the aircraft under
realistic flight conditions, providing the input parameters are configured accurately.
For example, the Clark YH airfoil closely resembles the trainer ARF 60 airfoil and
is used to describe the aerodynamic properties of the main wing on the aircraft [25].
Some of the data is shown in Figure 2-1. A more detailed description of the simulator
input files is given in Ref. [26].
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Figure 2-1:
Table 2.1: Trainer 60 ARF measurements, experimentally determined iner-
tias as shown in Subsection 2.1.1. Symbolic notation is borrowed
from Ref. [27]
Aircraft Inertia Experiment
The aircraft pitch, roll, and yaw inertias are important parameters for the accurate
HWIL simulation of the aircraft dynamics. Fortunately, due to the small scale of the
aircraft, experimental measurements can be easily made for each axis of the aircraft.
The experimental setup for the roll axis is shown in Figure 2-2. From the aircraft free
body diagram, the tension in each cable, T, is
(2.1)2T = mg
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Measurement Value Units Symbol
(SI)
Wing Span 1.707 m b
Wing Area 0.5200 m2  S
Chord Length 0.305 m
Wing Incidence 1 deg
Wing Dihedral 5 deg I'
Wing Sweep 0.0 deg A
Tail Area 0.0879 m2  St
Tail Span 0.606 m be
Tail Offset X 1.14 m it
Tail Sweep 9 deg At
Fin Area 0.0324 m 2  Sf
Fin Span 0.216 m bf
Fin Offset X 1.143 m if
Fin Offset Z 0.120 m hf
Fin Sweep 53 deg Af
Fin Volume Ratio 0.0189 
- Vf
Fuselage CX Area 0.130 m2  Sb
Fuselage Length 1.270 m lb
Gross Mass 5.267 kg m
Empty Mass 4.798 kg me
Roll Inertia* 0.31 kg -m 2
Pitch Inertia* 0.46 kg. m 2
Yaw Inertia* 0.63 kg -m 2
L sin(a) =R sin(#)
mg
Figure 2-2: Torsional pendulum experimental setup to determine roll axis
inertia, I,, for the trainer aircraft. The period of oscillation
of a roll angle perturbation, #, is measured to parameterize the
aircraft inertia. The angle a is the small angle deviation of the
supporting cables from the vertical position. This experiment
was also repeated for the pitch and yaw axes to determine I,
and Izz respectively.
For rotational perturbations applied to the airframe, the product of interior angles
and distances must be constant
R# = La (2.2)
where # is the aircraft roll angle perturbation and a is the small angle deviation of
the supporting cables from the vertical position. The differential equation describing
the motion of the torsional pendulum is governed by a torsional inertia term and the
restoring moment due to tension forces
I22< + 2TR sin a = 0 (2.3)
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Table 2.2: Experimentally determined aircraft inertias [kg-m 2]
Aircraft Roll Axis Pitch Axis Yaw Axis
No. IXX IVV Izz
1 0.28 0.46 0.65
2 0.30 0.44 0.61
3 0.33 0.47 0.63
Mean 0.30 0.42 0.63
Std Dev. 0.029 0.011 0.021
Using the small angle approximation for a since L > R, and substituting known
values from Eqs. 2.1 and 2.2, Eq. 2.3 reduces to
mgR 2
ILzO+ $=0 (2.4)L
which is characterized by the undamped natural frequency, w, and period of oscilla-
tion, T,
mg R 2  (2.5)
IxxL
27ir
Ty = 2(2.6)
By finding averaged values for the period of oscillation, T,, in each of the pitch, roll,
and yaw axes, the inertia about each axis can be approximated. This experiment
neglects aerodynamic and other forms of damping as well as the cross-axis inertias
(e.g., Iz, lyz). The experimental results are summarized for each of the axes and three
different aircraft in the same configuration in Table 2.2, showing agreement between
different vehicles used in the tests. The largest variation was found in the roll axis
due to the difficulty of mounting the aircraft through the center of gravity, which is
essential in this experimental setup.
2.1.2 Actuator Models
The servos used on the aircraft have saturation limits, limited bandwidth, and limited
slew rates which are captured in the actuation models of the Cloud Cap hardware-
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Actutor I22zwn+n2
Input Input
Saturation Scaling Actuator Transfer Fcn
Figure 2-3: Actuator models used the Cloud Cap
ulations
in-the-loop
is given by
W-0 PPActu~
Output Output O
Saturation Rate Limiter
Hardware-in-the-loop sim-
simulator. As shown in Ref. [26], the actuator transfer function, Gaet(s),
specifying the bandwidth limit, Bw
2
Gact(s) = 2 +2 (2.7)
n= 27rBw (2.8)
= (c = 0.707 (2.9)
where the damping ratio, C, is selected at the critical value to set the actuator band-
width equal to the natural frequency (wb = Wn) . The aileron, elevator, and rudder
channels all respond with approximately the same characteristics (Bw = 10 Hz), but
the throttle is modeled with less dynamic range (Bw = 2 Hz) as the engine RPM
requires added time to ramp up to produce thrust. The input/output saturation
and slew rate limits are determined as per manufacturer specifications (±600, 2 Hz
respectively), and applied as shown in Figure 2-3.
2.1.3 Sensor Noises
The Cloud Cap hardware-in-the-loop simulator includes detailed sensor models based
on information from the manufacturer to corrupt the simulation measurements. For
the purposes of simulation, noises on the pressure, rate gyros and accelerometers
onboard the aircraft are modeled using band-limited white noise and specified drift
rates [26]. Although the same noise and drift models could be applied to GPS position
and velocity measurements, this information is typically assumed to be perfect in the
HWIL tests. The values used to parameterize the PiccoloTM pressure sensors, the
CristaTM IMU angle-rate sensors, and the accelerometers are shown in Table 2.3.
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Table 2.3: Crista IMU HWIL Sensor Noise Models
2.1.4 Dryden Turbulence
Stochastic turbulence disturbances are required for accurate HWIL simulations, as
real world experiments are characterized by unpredictable winds acting on the vehicle.
The Dryden turbulence model is one of the accepted methods for including turbulence
in aircraft simulations [28]. By applying shaped noise with known spectral properties
as velocity and angle rate perturbations to the body axes of the vehicle, the effect
of turbulence is captured during discrete time simulations. The noise spectrum for
each of the perturbations is predominantly described by a turbulence scale length
parameter, L, the airspeed reference velocity, V, and the turbulence intensity, o-.
The selection of these parameters allows for the turbulence to be modeled according
to the prevailing wind conditions.
The spectral frequency content for generalized aircraft turbulence have been well
studied [29, 28] and are given for each of the aircraft body axes:
2uo2Lu 1
Sug(w) W)2 (2.10)
o2 1+3( Lo )2
Svg (w) = oII 2  (2.11)
rVo I + (LW)2)
2Lw 1+3( o)2
S. 9 (w) = V. 2 (2.12)
'grVo 1 + ( Iw)2)
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Sensor PDynamic PStatic Gyro Accel.
[unit] [Pa] [Pa] [deg/s] [m/s/s]
Resolution [unit] 3.906 2.00 1.6E-4 6.0E-3
Min [unit] -300 0.0 -5.20 -100.0
Max [unit] 4000 110,000 5.20 100.0
Noise Gain 20.0 20.0 0.10 0.0
Butterworth Order 2 2 2 2
BW Cutoff Freq. [Hz] 11.0 11.0 20.0 20.0
Drift Rate [unit/s] 0.05 1.0 1.5E-4 2.OE-3
Max Drift value [unit] 15.0 100.0 0.01 0.20
Drift Update Rate [s] 5.0 5.0 1.0 1.0
S 2 0.8 (rL) )1/3(
S,,w)- 4b (2.13)LwVo +(4 O
LO )2VIWI
Sqg (w) = v - 2 Swg(w) (2.14)
1 + ( 4bw)7rY 0
specral frqunc ofg th(()W2 ) (2.15)
where w is the spectral frequency of the turbulence and the aircraft wingspan, b, is
used as a parameter in the angle rate filters to scale the effect of rotation on the
main lifting surface. The subscripts u, v, w and p, q, r refer to the familiar body frame
aircraft wind velocities and angle rates, respectively, thereby allowing independent
classification of the turbulence in each axis. These spectral shaping functions are
used to form shaping filters to give the body axis noise transfer functions [30]
L1
Hug (s) =a, 2 * L (2.16)
rV0 1 + V.
L 1V+V35Ls
Hg (s) = Uo L ( + V.)2 (2.17)
L 1+ v/53-L s
Hwg(s) = Yw) L + 2 (2.18)
rao 1+ LSirV.
VLO 8 7r 1/6
Hpg(s) = 0m 0. 4b (2.19)
L 1/3 +(4 )
Hqg(s) = Hwg (s) (2.20)
1+ ( b) S
Hrg(s) = voI Hvg (s) (2.21)
1+ ( 3b7rV 0 ) Y
The block diagram for the full 6 DOF Dryden turbulence model is shown in Figure 2-4.
Note the cross axis couplings of the angle rate filters qy and rg.
Example turbulence perturbations values are plotted in Figure 2-5 as a function of
the scale lengths and intensities for each of the body axes. The same 4 x 1 white noise
input was used for each trial set. Larger scale lengths, L, increase the time constant of
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Filters on Velocities
Airspeed
Scale Lengths
Gust Velocibes
ug. Vg. W9
pg, vg, wg
Figure 2-4: Block diagram for the 6 DOF Dryden Turbulence model. The
velocity perturbations ug, Vg, Wg are independent outputs of the
filtered values of the turbulence scale lengths, L, intensity values,
o and the white noise input sources. The principle axis coupling
of the aircraft is taken into account through the inputs to the
angle rate perturbation filters.
the turbulence seen for a given airspeed, while larger o- values increase the deviation
about zero. L and o typically vary with altitude in the lower atmosphere as ground
effects become more prominent, but for HWIL simulations they are usually fixed.
The frequency response of the Dryden filters are shown for the same three cases in
Figure 2-6. The filter cutoff frequency is determined by the ratio of the scale length to
airspeed, and this effectively produces lower bandwidth filters for larger scale lengths.
The scale length parameter is chosen according to one of several specifications, all
of which take into account the variation of L with altitude. The military reference
MIL-F-8785C provides one such model of the scale length at low altitudes, h, which
39
0.5
5 0
-0.5
> 0
-1
0 1 2 3 4 5 6 7 8 9
-iS
0 1 2 3 4 5 6 7 8 9
Time [s]
(a) Velocity perturbations
0 1 2 3 4 5 6 7 8 9
-0.2
0
0
1 2 3 4 5 6 7 8 9
-0.1
-0.2-
0 1 2 3 4 5 6 7 8 9
Time [s]
(b) Angle rate perturbations
Figure 2-5: The output of the Dryden velocity and angle rate filters for
different selections of the intensity and scale lengths. Set 1:
L 150,o = 0.5, Set 2: L = 1500, o- = 0.5, Set 3: L = 150,
o-= 1.5
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is valid up to 1000 feet [29].
LW = h (2.22)
hLU = LV = ( 2.23)(0.177 + 0.000823h) 1 2
The turbulence intensity is a gain factor that scales the magnitude plots in Fig-
ure 2-6 to values appropriate for different wind levels (i.e., light, moderate, severe).
The intensity level has been defined for low altitude flight according to MIL-F-8785C
as
o- = 0.1W 2 0  (2.24)
o-, = o-, = U" (2.25)(0.177 + 0.000823h) 0-4
where W20 is the wind speed as measured at 20 ft in altitude. According to MIL-
F-8785C, W20 < 15 knots is classified as "light" turbulence, W20 ~ 30 knots is
"moderate", and W20 > 45 knots is "heavy". Other military specifications such as
MIL-HDBK-1797 exist for the low altitude cases [29], and different types of models
are used for other regions of the atmosphere. For the purposes of the UAV application,
the low altitude models are sufficient.
The utility of the Dryden turbulence model is that it allows the expected turbu-
lence levels to be described for an aircraft flying at a given reference speed for more
realistic HWIL simulations. Turbulence is applied to the vehicle body axes consistent
with the known parameterized values for scale length and intensity, which effectively
defines the appropriate filters with cutoff frequencies and magnitudes needed for sim-
ulation. Note that in addition to turbulence, wind is also usually modeled with a
static component, W, that represents a prevailing magnitude and direction in an
inertial axis. Together these define an arbitrary three-axis wind vector
W =W + 6W' (2.26)
where SW' is the effective Dryden wind turbulence in each axis after being rotated
through the appropriate body to inertial transformation direction cosine matrix.
For small scale aircraft, the static wind component is usually a gross disturbance
relative to the aircraft airspeed, and it can have a large effect on high level planning
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Figure 2-6: The Bode plots of the Dryden velocity and angle rate filters,
given white noise inputs to Ho9 (s) in (a) and Hqg(s) - Heg(s)
in (b). Various selections of the intensity and scale lengths are
shown in different sets. Set 1: L = 150,o- = 0.5, Set 2: L = 1500,
o- = 0.5, Set 3: L = 150, -= 1.5
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algorithms. The effect of this type of disturbance on the planning system and aircraft
dynamics is discussed in more detail in Chapters 4 and 5.
2.2 Open Loop Aircraft Modeling
2.2.1 Longitudinal Dynamics
A common model for the longitudinal motion of the aircraft is [27, 311
1 zu XU zw Xq X U X
WU Z' Zq Ze W + r e (2.27)
mU mW mq me q m6,
L 0 0 1 0 0 0
+ = Ax+Bu (2.28)
where the state variables x = [u w q 0]T refer to the longitudinal velocities, u and
w, the pitch rate, q and the angle of inclination, 0. The elements of the A matrix
in Eq. 2.27 represent the concise form aerodynamic stability derivatives referring to
the airplane body axis. Tables of values relating the concise form derivatives to the
dimensionless or dimensional derivatives are available in numerous sources [27, 32].
The control input u = 6e is the elevator defection angle with the engine thrust fixed
and is input to the dynamics through the aerodynamic control derivative matrix B.
The Longitudinal Dynamics in Eq. 2.27 are typically resolved into two distinct
phugoid and short period modes, which represent dynamics of the aircraft on different
timescales. The short period is characterized by high frequency pitch rate oscillations
and can have high or low damping, depending on the dynamic stability of the aircraft.
In contrast, the phugoid mode is characterized by lightly damped, low frequency
oscillations in altitude and airspeed with pitch angle rates, q, remaining small.
Short Period Mode
A simple approximation for the short period mode of the aircraft can be obtained by
assuming the speed of the aircraft is constant over the timescale of the short period
dynamics (t = 0), that the aircraft is initially in steady level flight and that the
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derivatives refer to a wind-axis system (0 = 0). The equations of motion then
reduce to
[1Z Zq iFW 1+ c 6e (2.29)
[q mW mq q m ,
Following further approximations shown in [27] which make assumptions about the
relative size of the mq, Zq and zw derivatives, the transfer functions for the two short
term equations describing the response to elevator are:
w(s) z2__ s_+_VoA k(s + 1/T) (2.30)
6e(s) (s 2 - (mq + zw)s + (mqzw - mwVo)) s2 + 2C8wes +w2
q(s) _ mn(s - zW) A kq(s + 1/To) (2.31)
6e(S) (s2 - (mq + zW)s + (mqzw - mWV 0 )) s 2 + 2(8was +w2
where kq, kw, To, T, (,, and w, represent approximate values for the short period mode
and V is the vehicle reference speed.
One of the most accurate ways to obtain models for the aircraft data is to use
actual flight data. Identification algorithms such as those in the Matlab System Iden-
tification Toolbox [33] can be used to used to obtain open loop models of the system
dynamics from flight data collected during experiments. These models can then be
used to validate the HWIL simulation environment as well as to help determine the
gain settings for the autopilot control loops as shown in Section 2.3. Input-output
data was collected by disengaging all of the autopilot loops and performing a series
of maneuvers to measure the aircraft response to deflections from the elevator and
aileron control surfaces. Example data from two experiments are shown in Figures
2-7(a)-(b) depicting the longitudinal and lateral modes, respectively.
To capture the longitudinal dynamics, the bank angle was held fixed at zero
degrees, while a series of pitch oscillations were commanded using the elevator. Figure
2-7(a) shows a sample of data that was collected on one run of the pitch test. From
the plot it is clear that the longitudinal modes are being excited due to input from
the elevator, while the lateral motions in the roll and yaw axes are essentially fixed.
Sample data from a roll excitation run is plotted in Figure 2-7(b). This plot also
clearly shows coupling in the yaw axis due to the dihedral angle of the wing.
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(b) Roll test data induced with aileron deflections. Note the yaw axis coupling due
to the large dihedral angle of the wing
Figure 2-7: Sample flight test data used in the estimation algorithms. Dash-
dot lines represent rate gyro data output for each axis. Control
surface inputs are plotted for each corresponding axis in degrees
of deflection
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Parametric models for the input-output transfer functions can be formed using
experimentally collected data and used to determine the unknown coefficients in
Eq. 2.31. Then from the characteristic equation, the longitudinal short period dy-
namics can be inferred from models of the transfer function from elevator angle to
pitch rate. Also note that qualitative predictions about the values of the parameters
in Eq. 2.31 are available, since they depend on the concise stability derivatives which
all have physical significance. Once models are obtained the approximate parameters
can then be verified against these qualitative predictions.
Figure 2-8 shows the output of a parametric subspace model based on experimental
data such as that shown in Figure 2-7(a). The model output (solid line) tracks the
actual measurements of pitch rate (dashed line) quite well and was validated on data
sets from different test days and aircraft. Model residuals within the 99% confidence
bounds for the auto- and cross correlation functions are plotted in Figure 2-9 and
indicate that the 3rd order model is sufficient to describe the input-output dynamics.
This model is represented by the continuous transfer function in Eq. 2.32 and has
zero-pole pairs as indicated in Figure 2-10(a). The short period is well represented by
the high frequency, oscillatory mode of the system, while there is one low frequency
pole located near the imaginary axis. The transfer function is:
q(s) 9.539s2 - 1440s + 60.52
T6 = 6e(S) S3 + 21.77s2 + 325.8s + 29.94
9.539(s - 150.9)(s - 0.0420)
(s2 + 21.7s + 323.7) (s + 0.0925)
The third order model Tqe,(s) was selected because it provided the best fits to
a large number of data sets and residuals that remained below the 99% confidence
intervals in Figure 2-9. Approximate values for the short period dynamics can be
obtained by resolving the oscillatory mode in Eq. 2.32 to determine the corresponding
values for w, and (. A step response for this mode is plotted in Figure 2-10(b),
indicating a reasonable short period response time with settling time 0.4 seconds, and
(, = 0.6. Second order models produced from the same data set were found to have
difficulty reproducing the outputs of the experiment, and exceeded the confidence
bounds as shown in Figure 2-9. Higher order models (4th and higher) tended to
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place additional pole-zero pairs near the origin without achieving better tracking or
residual bound performance, therefore indicating the 3 rd order model as the best
representation for the system.
The zero locations in Eq. 2.32 are not consistent with the expected values for
the stability derivatives in Eq. 2.31, which is an indication of the delay acting on
this input-output channel and consistent with the servo response time in an actual
physical system. In addition, it should be noted that the zero location for these types
of models is generally more uncertain than the pole location. As a result, the zeros
in Eq. 2.31, are difficult to identify without more sophisticated validation techniques.
In order to validate the HWIL model the same set of tests was performed in
simulation and the results are compared in Figure 2-11. As shown in Figure 2-11(a),
both models reproduce the experimental outputs with excellent tracking. Since the
data set used to validate these two models is different from either of the sets used
to generate them, this model can be relied upon with much higher confidence. The
transient responses are shown in Figure 2-11(b) and the fast acting short period mode
is shown to agree well, however there is variation on the longer timescales. The HWIL
model for pitch response is given by
TqJ (8) = q(s) 2.232S2 - 1265s + 2.449
6c(S) s3 + 19.2s2 + 283.7s - 2.3
0.0022(s - 566.92)(s - 0.0019)
(s2 + 19.209s + 283.8924)(s + 0.0081) (2.33)
which has a short period characteristic equation similar to Eq. 2.32, identified using
experimental flight test data. The discrete P-Z plot in Figure 2-12 shows the pole and
zero locations for the longitudinal models. The short period mode is shown to agree
well, however the slower frequency dynamics are not as well modeled.
Phugoid Mode
The data from the preceding experiments captures the short period mode of the
system well, however the phugoid mode is not well represented. This is physically
consistent because the phugoid mode excites the airspeed and pitch response over
longer timescales, specifically when q = zb ~ 0. Setting the corresponding terms to
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Figure 2-9: Auto- and cross-correlations with 99% confidence intervals
(dashed lines) for the elevator to pitch rate models obtained from
experimental data. 2nd order model has high cross correlations
for positive sample delays, indicating unmodeled higher order
dynamics, but 3 rd order models stay within the 99% bounds.
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Figure 2-10: Estimated longitudinal model, Tq6 (s), from elevator input to
pitch rate.
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(b) Transient response for the longitudinal models.
Transient response for the 3V order models are agree in time
constant and damping, showing agreement in the short period
dynamics of the HWIL and flight test models.
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Figure 2-12: Discrete P-Z plot for the experimental and HWIL sim models.
Damping and time constant of short period mode agree to a
certain margin, but the slow dynamics are not captured well in
this experiment.
zero in Eq. 2.27, the dynamics can be simplified to a second order system involving
only the body x-acceleration, it, and the pitch rate, 0 [27]
[ mwVo-mqzw)M V.-mqzw ) -90 I[I+ [X6e (mseVo-mqz,5emwVo-mqzwmoe zw-mw zse'm W -mq Zw I6 e
iP = APx + Bu (2.34)
The phugoid mode can then be approximated by finding the poles of Eq. 2.34,
A(s) = |sI - A, = s2 + 2(pwp + w2( mUV - mqzu\
-- z1
s+ g (UZW -:U)
(mwVo - mqzW)
For conventional aircraft in subsonic flight several approximations can be made [27]
mU ~ 0; |mWVo| > |mqzw| (2.36)
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These simplifications yield closed-form expressions for the damping and natural fre-
quency of the mode
2(pw, -xu (2.37)
Igz" (2.38)V0
As outlined in [27], the concise stability derivatives can be transformed into their
dimensionless equivalents and related to the aerodynamic parameters of CL and CD.
The phugoid frequency and damping can then be expressed in terms of the aerody-
namics and airspeed, assuming lift is equal to the weight in the trimmed condition
P r_ g(2.39)VO
CDtotal CD, + CDb + CDP (2.40)
Vl CL, v/CL
The subscripts w, b and p denote the contributions due to the wing, body and par-
asitic forms of the drag for the aircraft, respectively. Eq. 2.39 is known to provide
reasonable approximations for the phugoid natural frequency, but due to the simpli-
fying assumptions and uncertainty in the lift and drag coefficients, Eq. 2.40 is less
accurate in determining the damping ratio, (p.
In order to observe the phugoid dynamics, an experiment under trimmed condi-
tions with airspeed and/or pitch angle dynamics is required. Unfortunately due to
space constraints, an experiment requiring long term "hands off" dynamics on the
actual aircraft is not feasible, however this test can easily be performed on the HWIL
simulator. The results of a 3 m/s airspeed impulse response with initial airspeed,
V = 28 m/s and zero angle of attack are shown in Figure 2-13. The best fit curve for
the oscillation was found to have damping and natural frequency
wp(fit) = 0.0732 rad/s and (p(fit) = 0.20 (2.41)
which are close to the predictions from the phugoid approximations in Eqs. 2.39 and
2.40 with predicable uncertainty in the damping term
Wp(theory) = 0.0786 rad/s and (p(theory) 0-14 (2.42)
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Figure 2-13: HWIL simulation of the phugoid mode using an airspeed per-
turbation confirms analytical predictions from the initial speed,
V = 28 m/s and Lift/Drag curves. CL and CD, are deter-
mined from the wing lift curve at a = 0. The values calculated
for the body and parasitic components of drag are CDb = 0.021
and CD, = 0.01, respectively.
For these values, the wing lift and drag, CL, and CD, terms were determined from
the wing lift curves with a = 0 in Figure 2-1(b), while the body drag coefficient can
be estimated from the power curve at the operating speed and the fuselage geometry.
2.2.2 Lateral Dynamics
Similar to the longitudinal model, the dynamics describing lateral perturbations about
an equilibrium trim condition can be written in concise state space form [27]
pYv Yp Yr YO V YS Y6,
1V 
_ ip ir 14  P + 13" 1, 6a 1 (2.43)
r n n, np n r no, n , 6r
S 01 0 0 0 0
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where v is the sideslip velocity, p and r represent the roll and yaw rates, and # is the
roll angle. The aileron control deflection angle is denoted by 6a, and since the effect
of the rudder cannot be neglected, it provides an additional control input J,.
Roll Subsidence Mode
While the two longitudinal modes decouple rather easily, this is not the case in lateral
aircraft dynamics. The lateral motion is characterized by one oscillatory mode known
as the Dutch roll mode, and two first-order lags known as the roll subsidence and
spiral modes. Because all of the lateral motion is coupled to some extent, it makes
identifying individual modes more difficult. Simplifying approximations can still be
made for small roll angles, since there is little yaw or sideslip induced, particularly
for fast dynamics. In this case the lateral-directional model can be reduced to [27]
1= [l P]+ [ ]l 1r [ ] (2.44)
S1 0 p 0 0 6a
If aircraft wind axes are assumed (l = 0), then Eq. 2.44 further simplifies to a first-
order equation representing the roll subsidence mode
T 6 a(S) = - ks ) (2.45)
6a(S) S+ 
-
Similar to the longitudinal modes, data can be sampled in the roll and yaw axes
and transfer function models can be formed to represent the input-output relations.
The first-order dynamics in Eq. 2.45 represent the initial response of the system after
the ailerons are actuated. Figure 2-14 presents the experimental and simulated output
for the roll axis - the first-order model (solid line) is shown to track the output (dashed
line) well. The output of the model in Figure 2-14 is represented by the first order
system
-106.48
T3 (s) = 0.4. (2.46)
" s +14.36
where the time constant T, = 1436 = 0.070 sec. identifies the dominant physical
properties for the roll mode.
Figure 2-15(a) demonstrates the tracking of two models for the roll subsidence
mode created from experimental flight test data and the same test performed in HWIL
54
0.5-
0
CU
-0.5-
-- Sim Output
100 102 104 106 108 110 1 - -
Time
Figure 2-14: Simulated and measured outputs from aileron to roll rate.
tests. The data sets show strong agreement indicating that the HWIL simulation
provides an accurate representation of the testbed aircraft in roll response. As shown
in Figure 2-15(b), the time constant value for both models was found to be roughly
0.1 seconds, which is reasonable for aircraft of this size. Subtle model differences
created a discrepancy in the overall gain factor of the roll-rate transfer function, but
this was corrected in the HWIL simulator by adjusting the aileron chord length from
its true physical value until the transfer functions responses were in better agreement.
The roll subsidence transfer function for the HWIL simulator is
108.10
T,3. (S) = 10-0(2.47)
" s + 14.27
which has time constant of THW = 14127 = 0.07 sec. This model agrees well with
Eq. 2.45, indicating strong correlation with the true roll response of the aircraft.
Spiral Mode
The roll subsidence mode can be simply decoupled from the lateral dynamics, how-
ever the spiral and Dutch roll modes are more difficult to identify. The spiral mode
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(a) Models created from both the actual flight data and HWIL simulator data
can track the experimental data.
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(b) Transient response for roll subsidence models. Time constant is ~-0.1 sec.
Aileron chord length was varied from true value to obtain better agreement
with model obtained from flight test data.
Figure 2-15: Agreement between the models from aileron input to roll rate
output for the HWIL and flight data models.
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is a non-oscillatory, slowly acting mode that captures complex motions in roll, yaw,
and sideslip. It is characterized by the interaction between directional stability (also
known as weathercock or fin stability) and the lateral stability (dihedral) of the air-
craft. These two effects counterbalance one another resulting in the slowly acting
spiral mode, which can be stable, neutrally stable or unstable depending on the rel-
ative strengths of the lateral directional effects.
Over long periods, the motion variables v, q, and p can be assumed steady, and
Eq. 2.43 can be reduced using the approximations i) = 4 = p ~ 0. This allows the
reduced order model for the spiral mode to be formed as shown in [27]
0 y, (1""p 1"") ye0 p[ _ =[ n-lnr) (2.48)
0 1 0 <
Since b = p, Eq. 2.48 can be reduced to a first order differential equation describing
the unforced spiral mode dynamics. With reference to Appendix 1 of [27], the time
constant of the mode, T, can be expressed in terms of the dimensionless derivatives
T - Vo(LvNp LpNv) (2.49)g(LrNv - LvN,)
Due to the timescales over which the spiral mode acts, it typically is not possible
to identify the mode using input-output estimation techniques. Instead, a series of
analytical approximations based on aircraft geometry and aerodynamic data can be
used to identify the parameters of the spiral mode, and this prediction is used to
validate the HWIL settings. Approximations for the derivatives in Eq. 2.49 were
found in terms of the aerodynamic and geometric properties of the ARF 60 aircraft
[27]
Nv = alFVf (2-50)
N, = CL (2.51)
12 a=O
Nr = (Nr)wing + (Nr)f5in = C 0 -v (2.52)
1
L = - (CLa i CD a=o) (2.53)
12
LV = (Lv) wing + (Lv)f = - CLa - alF hf (2.54)4-L~ 11- iFf7
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Table 2.4: Dimensionless derivatives for the ARF 60 aircraft contributing to
the lateral spiral mode
Derivative Approx.
ARF 60
N, Yaw Stiffness 0.0792
Np Yaw Moment due to Roll Rate -0.0167
N, Yaw Damping -0.0547
LP Roll Damping -0.3550
L, Dihedral Effect -0.1103
L, Roll Moment due to Yaw Rate 0.0389
1
Lr = ICL - (Lv)pn (2.55)6 b
alF denotes the wing lift curve slope for the tail, which is analytically approximated
as a thin wing in subsonic flow [32]
CW = 27rAmy
alF = (CLaJfin 2Tf2(2.56)
2+AIf V/1+ tan2 Af + 4
where AMf is the aspect ratio of the fin. Using the measurements of the aircraft
geometry from Table 2.1, the derivatives for the ARF 60 aircraft are computed and
summarized in Table 2.4. The time constant of the spiral mode can then be computed
from Eq. 2.49 as T, = 28.95. From this rough analysis it is confirmed that the spiral
mode will be a very slow, but stable mode with the positive root given by
A,(s) = (s + 0.0345) (2.57)
This mode was difficult to observe in flight tests or HWIL simulations, but it was
confirmed that the trimmed open loop ARF 60 model does not exhibit divergent
behavior over extended periods of time (> 10 min), showing that the low frequency
modes are stable as predicted.
2.3 Autopilot Tuning
The Cloud Cap autopilot has a predefined set of controllers that need to be tuned to
suit the 60 ARF aircraft modeled in the previous sections. The HWIL simulator is a
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useful tool that can be used to tune the autopilot gains and control settings before
flight testing. Previous sections have verified the accuracy of the HWIL simulations,
it is expected these predictions will map well to the actual aircraft being flown. This
section deals with the tuning of the autopilot to suit the requirements of the MILP tra-
jectory planner, which pushes the limits of the waypoint tracking strategy employed.
By uploading closely spaced waypoints and making frequent changes to the plan the
autopilot is tracking, the closed loop system is required to be responsive, however as
with any control system, care needs to be taken to protect against instability.
In addition to path following, the closed loop tracker is required to reject any
disturbances acting on the system in order to fly the trajectory plans designed. Later
sections incorporate methods for estimating the disturbance levels and accounting for
them on higher planning levels, however these estimates will be imperfect, requiring
that the autopilot be successful in rejecting bounded levels of wind and measurement
noise error. Subsection 2.3.1 addresses the lateral autopilot controllers, the waypoint
tracker is described in Subsection 2.3.2, and Subsection 2.3.3 describes the process
in tuning the airspeed/altitude controllers. All of the tunings completed using the
HWIL simulator are also validated during actual flight testing of the ARF 60 aircraft.
2.3.1 Lateral Autopilot
Effective strategies for autonomous control are often accomplished by nesting numer-
ous control loops to build up to a complicated desired level of functionality. However
the overall performance of the system is then limited by the bandwidth and perfor-
mance of the innermost loops. Because the autopilot will eventually be used for tight
trajectory following, the tuning of the inner loops is important to gain adequate sys-
tem performance. Quick, tight response is needed on the turn rate loops on the order
of the roll dynamics response (from Subsection 2.2.2, T, = 14.27), however settings
that are too aggressive quickly lead to roll oscillations and eventual instability.
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Figure 2-16: Lateral Autopilot block diagram
Turn Rate
The turn rate of the aircraft is regulated by maintaining a desired bank angle, giving
an acceleration in the radial direction as shown in Figure 4-3. Assuming a coordinated
turn, the desired bank angle, #d, is
d ~~ -- d (2.58)
g
where the desired turn rate, 4 d, is the output of the waypoint tracker controller, Va
is the aircraft airspeed, and # is the bank angle (positive for right wing down). The
bank angle is regulated by generating a control signal to the ailerons, Uaile, using
PI control on the bank angle error, eo(t) = (t) - #d(t), where b is the bank angle
estimate obtained from filtered roll rate measurements with bias correction,
uaie(t) = Ko, e4(t) + - e(T)dT (2.59)
and K, and To are the controller gain and reset rate, respectively. This PI control
strategy is appropriate for this application, as integral action is needed to ensure
the tracking of the desired turn rate command from the waypoint tracker, while the
separate roll damper loop handles upsets caused by turbulence. Note that another
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(a) Tail view, with the roll angle, (b) Overhead view, with the air-
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Figure 2-17: Aircraft in a coordinated turn undergoing lateral acceleration,
a. The figure assumes that the airspeed, va, is constant.
strategy using strictly yaw rate measurements is available, if the roll angle estimates
cannot be used due to high noise levels.
Using the HWIL simulator the turn rate controller can be tuned to provide good
performance before flight testing. Figure 2-18 shows the response to a bank angle
command as given by Eq. 2.58 for varying K, gains and constant reset rate, 1/TO =
0.1. The plot shows the increased rise time and settling time for increasing Kp gains,
however at the cost of increased turn rate oscillations. The most appropriate gains
found for the HWIL simulation model are shown with the thicker lines, indicating
reasonable settling time of about 5 seconds, and only slight oscillations in the turn
rate.
Roll damper
The roll damper is used to counteract roll turbulence by direct feedback of the roll rate
measurement, q to the ailerons before it integrate to the effect the turn rate controller.
A low pass filter (10 rad/s bandwidth) is applied to the roll rate measurement, and
GPS is used to correct for the drift bias before feeding it through the roll damper,
K0. Figure 2-19 shows the effect of applying the added derivative action to the turn
rate loop, with increasing damper gain, Kod. The derivative action softens the roll
response of the autopilot and increases the bank angle oscillations. Since the 60 ARF
trainer aircraft already has a high degree of roll stability, very little, if any, damper
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Turn Rate Controller Tuning
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The performance variation of the turn rate loop with varia-
tion of the proportional and integral gains, Kpp, and Kn =
respectively. The bank angle estimate, q, and a filtered yaw
rate measurement, V), is shown in response to a step change in
desired bank angle. The thick line provides the best tradeoff
between roll response and undamped oscillations in turn rate.
gain is needed to prevent turbulence upsets. The thicker line in Figure 2-19 shows
the response for the slight damper settings that might be used in flight. Note that
from the time constant of the graph the bank angle dynamics of the aircraft may be
determined. Modeling the bank angle as a first order lag of the desired command,
the dynamics can be written
_0_8_- 1 (2.60)
#d (s) Tcs + 1
with Tc ~ 1.25 seconds from Figure 2-19. This measurement will be later used in
Section 4.2 to modify the MILP dynamics formulation to account for the lag in accel-
eration that would be seen as a result of the step change.
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Roll Damper Tuning
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Figure 2-19: Variation of Turn Rate performance with selection of the appro-
priate roll damper gains, Ked with constant proportional and
integral gains, Ko, = 0.3, Koi = 0.01 respectively
Rudder Mixing
Aileron-Rudder mixing rules are employed to assist in making coordinated turns for
the aircraft, reducing the sideslip motion while banking the aircraft. For this trainer
aircraft this is achieved by setting the aileron to rudder mixing ratio, Kar = 0.15,
which helps to reduce the errors in GPS heading when making turns. The effective-
ness of the mixing ratio could not be determined without additional measurements
on the aircraft true heading, however by including an onboard magnetometer the
sideslip motion can be measured through comparison of the GPS and true heading
estimates. Added true heading measurements would facilitate the selection of the
optimum rudder mixing ratio for a variety of flight conditions and airspeeds, thereby
reducing the GPS errors due to sideslip motion in bank turns.
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Figure 2-20: Lateral track control law for the Cloud Cap autopilot.
The yaw damper loop as shown in Figure 2-16 is typically needed on aircraft with
less lateral directional stability, however the trainer ARF 60 aircraft have a large
enough dihedral angle, F = 50, and vertical fin to reject perturbations in yaw (note
the relative stability of the derivatives in Table 2.4). Yaw damper augmentation of the
plant dynamics is therefore not needed and disabled for the trainer ARF 60 aircraft.
2.3.2 Waypoint Tracker
The PiccoloTMautopilot uses a robust nonlinear waypoint tracker, originally designed
for implementation on the Aerosonde UAV [34], which is capable of tracking the
vehicle through series of inertially fixed waypoints using GPS position and velocity
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measurements. The strategy employs PD control on the error signal ep = - O,
where 4 is the aircraft heading estimate and 4 'd is the desired heading vector as shown
in Figure 2-20(a). The heading estimate, 4, is approximated using the GPS velocity
vector, which is a valid assumption for low wind conditions and small aircraft bank
angles (i.e., coordinated turns),
= arctan (2.61)
Vax
The output of the waypoint tracker is a turn rate command, which is subsequently
related to the bank angle of the aircraft as shown in Eq. 2.58 [35].
Convergence Parameter Scaling
As shown in Figure 4-5, the desired heading vector, $d, is determined in the intrack
reference frame by selecting a point Ld meters ahead of the current along track po-
sition. From Figures 2-20(a) and 2-20(b), the distance Ld, (also referred to as the
tracker convergence parameter), determines how sensitive the waypoint tracker will
be to cross-track errors and is selected to be approximately equal to the vehicle turn
radius. For an aircraft in a coordinated turn at a specified maximum bank angle,
#max = 300, with airspeed Va = 25 m/s the vehicle turn radius is given by
V 2
L pmin = a 120m (2.62)
g tan #max
Simulations confirm that selecting Ld < 120 leads to instability in the waypoint
tracker, as noted by highly oscillatory flight patterns of the vehicle in Figure 2-21.
With the selection of the convergence parameter, the desired heading vector is given
by
V = - arctan Y" (2.63)
(Ld
where YIT is the cross track distance of the vehicle and the negative sign is required
for correct operation.
The convergence parameter, Ld, is in fact not constant for all operating conditions,
as there are certain situations which require adjustment to the closed loop dynamics.
The control law described in Figure 2-20(a) works well when the GPS vector provides
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Groundtrack of a fixed counter-clockwise waypoint plan for dif-
ferent selections of the intrack convergence parameter, Ld. Dif-
ferent selections determine the autopilot sensitivity to cross-
track error, creating unstable oscillations for small values of Ld.
Headwinds tend to excite oscillations for the marginally stable
system, as the turn rate command provides too much authority
to the aileron actuators.
an accurate estimate of the vehicle wind-relative heading. However, due to the effects
of wind acting on the vehicle, the aircraft will experience changes in the effectiveness
of the turn rate command with changes in the wind relative to the vehicle body axis.
By scheduling Ld with varying airspeed to increase the tracker performance in the
case of winds, the sensitivity the tracking algorithm is mitigated over the variation
in the no-wind case.
The convergence parameter is also scaled according to the vehicle cross-track error,
in order to provide higher performance for small cross-track errors, y, < Ld. In order
to achieve this one of several proprietary methods is employed in the Cloud Cap
66
autopilot including a nonlinear scaling of Ld with cross-track error [36]. This scale
factor smoothly transitions the convergence parameter to small values for y, < Ld,
providing a means to keep the waypoint tracker sensitive for all regions of operation.
While detailed simulations of the system in Figure 2-16 can be performed using
the aircraft models developed in earlier sections, the nonlinear scalings and ambi-
guities in the autopilot internal control loops make accurate predictive simulations
difficult to achieve. The simulations lead to mismatches between the predicted and
actual gains needed for HWIL or flight testing, although general trends and limits
can be confirmed. In practice these tests do not capture all the dynamics required to
accurately simulate the closed loop for controller tuning purposes. As a result, the
most effective way to select the control gains is to test on the HWIL simulator and
subsequently verify on actual flight tests.
Tracker Tuning
The performance of the tracker loop depends primarily on the inner turn rate loop
performance as well as the airspeed of the aircraft being flown. Gains that are set at
low airspeeds will typically not have as much authority as the same gains at higher
airspeeds, while gains set at the high end of the airspeed range can lead to oscillations
if left unchecked. For this reason, the HWIL simulator is exercised at several points
of the flight envelope to ensure proper operation.
One suitable method for finding autopilot gains is to increase the proportional
term, Kp, until the critical point for sustained oscillations is reached. Once this
critical point is found, the proportional term can be reduced by 20-30% in magnitude,
depending on the airspeeds the aircraft will be flying. The derivative gain, Kd, is then
used to soften the autopilot response and further reduce oscillations as needed. The
results of this process are shown in Figure 2-22, for an aircraft being flown at 26
m/s, close to the upper limit of the speed range. With the proportional gain set at
K, = -0.25, the derivative gain of Kd = -0.5 is shown to significantly reduce the
undamped response, with a settling time of 17 seconds and 10% overshoot.
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Tracker Performance for derivative settings, K = 0.25, L =120 m
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Figure 2-22: The response of the closed loop system is shown for varying
derivative tracker gains, reducing the undamped oscillations of
the system. Closed loop settling time from a step disturbance of
100 m in cross-track error is shown to be reduced to 17 seconds
with 10% overshoot.
Dynamic MILP Trajectory Conversion
The output of the MILP planner is a series of ordered waypoint lists (flight plans)
that are uploaded to the vehicle in real-time as each optimization completes. These
waypoint lists represent the physical locations in (x, y) space that the MILP planner
assumes the vehicle will be passing through at a given time, and they need to be
converted into a form that is consistent with the closed loop response of the waypoint
tracker. The waypoint lists are updated at a rate of roughly 1 plan every 4-5 seconds,
depending on the wind conditions. As shown in Ref. [8], the process is repeated when
the vehicle reaches the horizon point of the current plan.
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Figure 2-23: Conversion of MILP waypoints to vehicle flight plans, utilizing
the waypoint tracker control law to keep bank angle constant
throughout a turn. With a small enough waypoint spacing,
F ~ loom, the desired heading vector, H, will point as shown
for the trajectories with large changes in heading angle, AO.
Figure 2-23 shows the trajectory points {A, B, C, D} with spacing F that were
designed by the MILP solver. To prevent the vehicle from experiencing undesirable
transients when new plans are uploaded mid-turn, the modified plan {A', C, D} is
uploaded to the vehicle. A' is selected as the straight line projection of the line CB
of distance F, as shown in Figure 2-23. The point B is not needed and is therefore
removed from the plan upload to the vehicle, however B is used as the reference
to the start of the next optimization (i.e., the Horizon Point). The modified plan,
{A', C, D}, closely resembles the situation in Figure 4-5, and allows the vehicle to
maintain a constant bank angle as each point in the plan is reached. Note that
in the current implementation the vehicle receives new plans approximately every
4 seconds (F = loom), meaning that large cross-track errors will not have time to
accumulate before new plans are uploaded to the vehicle. As a result, the convergence
parameter is scaled using the nonlinear scaling law for small cross-track, and for most
of the MILP trajectory design the waypoint tracker will be operating in the scaled
nonlinear region. This provides benefits to the performance of the system, but makes
the closed loop response more difficult to predict.
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Figure 2-24: The longitudinal altitude, h, and airspeed, va, control loops
shown for the Cloud Cap autopilot. The total and static pres-
sure, pitch rate and air density Pt, Po, 6, and p, respectively,
are measured and used to determine the throttle and elevator
control inputs 6 throt and 6e. There is also an optional PD loop
from altitude to elevator not shown here.
2.3.3 Airspeed/Altitude Control
Due to the inherent coupling between airspeed and altitude, the Cloud Cap autopilot
utilizes several coupled air, pitch and altitude control loops to maintain the desired
reference values. Altitude is not controlled directly, rather using an energy expres-
sion to help damp phugoid oscillations. Due to the coupling between altitude and
airspeed, the tuning of the various controller settings in Figure 2-24 is an involved
process requiring several iterations to ensure satisfactory performance in both vari-
ables. Later sections will utilize the reference speed commands to perform timing
control of the vehicle, however the altitude will remain essentially fixed for the most
flight experiments.
The true airspeed of the aircraft is estimated by measuring the total and static
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pressures, Pt and P, of the incident airflow
_ 2P, P0
Va = and p ~
Fp_ 287T
where p is the air density estimated using onboard measurements of the air tem-
perature, T. The airspeed is regulated using PID control on the dynamic pressure
error signal, e(t) = P(t) - PtD, where PD = 1/2pVo is the desired total pressure
corresponding to the target airspeed of the aircraft.
The tuning of the airspeed loop is shown in Figure 2-25, which shows the airspeed
response to a step input of 6 m/s for varying cases of control selections, I, II, III,
and IV. Case I shows the effect of a high proportional gain in the airspeed loop, as
the elevator is excited too heavily producing undamped oscillations. The airspeed
proportional gain is shown reduced by 25% in II, and setting the altitude derivative
gain 25% higher in Step III reduces some of the oscillation due to throttle. Finally
in step IV, the pitch damper term, Kop, is used to further decrease the oscillations,
and the closed loop response is shown to have a settling time of approximately 25
seconds (note that the initial step at t = 5 seconds). In Figure 2-25(b), the altitude
variation for the same series of tests is shown to lie within ±10 m of the nominal for
these control settings. These control settings provide adequate performance for the
tests required, however the entire space of options for control selection in this axis
was not fully explored. It is therefore possible that higher performance solutions exist
for the loops shown, and could be found with more detailed modeling of the closed
loop dynamics. The closed loop response of the airspeed loop will be required in later
chapters to develop an additional control loop on the relative timing of the mission
plan being flown.
2.4 Conclusions
This chapter presented dynamics models for the trainer 60 aircraft which were used
to validate the Cloud Cap HWIL simulation environment. By analyzing the response
to specific modes of lateral and longitudinal aircraft dynamics, the reduced order
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Airspeed Step Response
50
(a) Airspeed step response.
Altitude Responses to Step in Airspeed Cmd
10 20 30 40 50
Time [s]
(b) The altitude response to a step change in desired airspeed, showing the
coupling between the airspeed and altitude loops.
Figure 2-25: Airspeed step response input and output of the airspeed con-
troller. Note the timescale indicates the initial step at t = 5
seconds.
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models developed here for the ARF 60 aircraft were shown to have similar responses
and characteristics to the models created from HWIL simulations. While a complete
model of the flight dynamics could not be formed, it was shown that the HWIL simu-
lator does represent certain key aspects of the dynamics in both the fast (short period,
roll subsidence modes) and slow (phugoid and spiral modes) regions, indicating its
suitability to represent the ARF 60 aircraft for autopilot controller tuning and high
level HWIL simulations.
The dutch roll mode was not modeled due to the difficulty in collecting experimen-
tal data isolating this response. The inherent roll-yaw axis couplings are notorious for
being difficult to experimentally verify, and reduced order analytical models require
making gross approximations in the dynamics and aerodynamic derivatives. Had dif-
ficulties arisen in making the transitions from HWIL simulation to flight testing more
detailed models could have been considered.
Section 2.3 described the PiccoloTM autopilot tunings set up to be utilized in the
trainer ARF 60 aircraft. The closed loop system performance has been identified
for the lateral track waypoint controller, as well as the airspeed controller shown in
Subsection 2.3.3, which will allow planning control loops to be closed in later sections
with greater accuracy. The performance of the inner loops has been verified on
repeated occasions during actual flight tests.
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Chapter 3
Timing Control for Distributed
Vehicle Systems
3.1 Overview of the Timing Problem
Coordination and control for UAV teams implies that the vehicles will have the ca-
pability to reach the desired positions in 3-space, and also that the timing of the
mission plan will be correctly executed. These issues become a very important func-
tion for teams of UAVs, particularly for coordinated search and strike, or suppression
of enemy air defense (SEAD)-type, scenarios. In these mission classes, vehicles are
required to reach targets at times within a certain tolerance in order to achieve the
necessary sequencing of mission goals (e.g., target classification, strike and assess-
ment). This must be accomplished within the operating limits of the vehicle and in
the presence of unknown disturbances acting on the system.
Trajectory design and task assignment for small-scale aircraft becomes increas-
ingly challenging even with relatively low speed wind disturbances. Small-scale air-
craft typically have airspeeds in the range of 20-30 m/s, and commonly occurring
windspeeds at altitude are roughly 5 m/s, which represent substantial fractions of
the aircraft airspeed. At these disturbance levels (up to 20-30% in some cases), sub-
stantial variation will be seen in target arrival time, depending on the relative angle
between air and groundspeed vectors. Figure 3-1 depicts the relationship between air
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and groundspeed vectors for an arbitrary wind. As a result of the wind disturbance
in Figure 3-1, the groundspeed can vary as low as 0.75V in the case of a headwind,
or as much as 1.2 5Va in the case of a tailwind. The effective time of arrival at ground
locations is then determined by the groundspeed vector, and the relative timing of
vehicle paths will be strongly coupled to the disturbance magnitude ratio,
Twva - (3.1)||Va|
In addition to magnitude variation the relative wind also impacts the relative
heading error, I|@g - 4@|, which is a strong function of the magnitude ratio between air
and groundspeed. The relative heading angle is plotted in Figure 3-2 as a function
of 3 (as defined in Figure 3-1) and the disturbance magnitude ratio, Twv. From
these curves the worst case heading error can be seen for varying disturbance levels
acting on the aircraft. Heading angle errors become important in the next chapter
when dealing with position and velocity feedback, however Figures 3-1 and 3-2 show
that the disturbance magnitude ratio is the one of the most significant factors for
predicting performance for aircraft of this class. With other aircraft types operating
at potentially higher airspeeds, wind disturbance will have less effect on the timing
of the mission. However in the case of the trainer ARF aircraft with Twv ~ 0.25,
to ensure that proper trajectory design and task assignment was accomplished, more
sophisticated compensation techniques were required.
Physical limits on the maximum throttle setting and the minimum airspeed re-
quired to keep the aircraft aloft produce saturation limits on the allowable aircraft
airspeeds, which limit how much the groundspeed can be varied using simple airspeed
control. While low level speed control can be included to mitigate some of the effects
of wind disturbance, a typical small-scale aircraft only has enough airspeed range to
compensate for very slight wind conditions. As a result, feedback on the task assign-
ment and trajectory design levels are necessary to guarantee that the timing and plans
made are consistent with the vehicle capabilities. However, including disturbances in
the higher levels requires vehicle level estimation of the current wind conditions, and
this estimation process will undoubtedly have some error associated with it. Each of
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Graphical relation between the groundspeed and airspeed vectors
with an arbitrary wind vector shown by the dashed arrow and
|| W I = 0.25| |Va ||. Assuming coordinated turns, the maximum
heading difference between the groundspeed heading angle, Og,
and the true azimuth angle, 4, is shown to be ±14 degrees.
Relative Disturbance Magnitude Ratio (IWI / IVal)
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Figure 3-2: The relative disturbance magnitude ratio TWVa determines the
heading angle error, |@g - 4'|, as a function of 0, as defined in
Figure 3-1. For wind disturbances small compared to the vehicle
airspeed, the maximum heading angle errors remain small.
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Figure 3-3: Overview of timing control scheme with planning system in the
loop. Each level handles the input disturbances differently to
make guaranteeing UAV arrival time at targets a multilevel esti-
mation and control process with embedded uncertainty.
the task assignment, trajectory design and autopilot (vehicle) levels will be affected
by this uncertainty in different ways, as such the process of guaranteeing the arrival
time of UAVs at targets becomes a multi-level task of estimation and control with
embedded uncertainty.
Figure 3-3 depicts the chapter layout for the remaining sections. Section 3.2 de-
scribes some of the methods in place on the vehicle testbed to perform static wind
estimation. Section 3.3 discusses how uncertainty in the wind estimate can impact
the task assignment algorithm as one of many sources of error, including the methods
used to mitigate assignments being made that are inconsistent with vehicle flying
capabilities. Section 3.4 describes the trajectory design algorithm with added input
disturbance terms to compensate for the wind acting on the vehicle system. Finally,
Section 3.5 describes the development of a timing controller to autonomously vary
the vehicle reference airspeed between the minimum/maximum saturation limits to
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compensate for timing errors in the execution of the optimum plan. The operation of
the trajectory design and timing control loop is demonstrated on the HWIL simulator
as well as in actual flight tests.
3.1.1 Chapter Definitions
As seen earlier in Subsection 2.1.4, wind can be modeled using the Dryden wind model
as an input disturbance with both static and turbulent components,
W =W +6W (3.2)
where W is a slowly changing average value capturing the gross motion of the at-
mosphere, and 6W captures the turbulence experienced by the aircraft as a function
of reference speed, Vref, turbulence scale length, L., and intensity, o-. The Dry-
den model for turbulence uses the second order model W(s) to capture the correct
spectral content for 6W[28]
6W(s) Lw (1 + v/53~sW(s) A _ o- V ; f2 Wi =K(0, 1) (3.3)
wi(s) 27rVref (1 + Ls)2
Define the wind estimate, W, which is estimated using the algorithms presented in
Section 3.2, with some bounded error, W,
W -- W -W (3.4)
where the estimation error is assumed to be bounded by a fixed set, VVb,
||W|| E Wb (3.5)
Note that for the remainder of this thesis, the wind vector is defined as pointing with
the prevailing airflow, however the wind is called from the direction it comes. Hence,
the wind vector (0, 1, 0) in the S-N-U coordinate system is called a southern wind.
3.2 Static Wind Estimation
The assumptions about when and how a vehicle arrives at a target location are largely
dependent on the best estimate of the static wind component, W, which will be shown
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to be one of the limiting factors in the design of trajectories for small-scale aircraft
due to the relatively slow airspeeds being flown. Because trajectory planning is done
in the inertially fixed S-K-U coordinate system, while the dynamics are subject to the
disturbance from W, assumptions about time of flight using the vehicle groundspeed
vector, V, depend on W and the wind-relative velocity vector, V
E{V} = E{Va + W} =E{Va} ±W (3.6)
E{Va} = Z,[cos(i) sin(4)] T  (3.7)
Figure 3-1 depicts Eq. 3.6 graphically for the case where the wind vector magnitude
is 25% of the airspeed, a regular flight condition for small-scale aircraft. V can be
measured with a high degree of accuracy using GPS [37] and for negligible sideslip
motion (i. e., coordinated turns), V can also be explicitly written using the airspeed
magnitude, A8, and 4, the true aircraft azimuth angle measured from an inertially
fixed axis as shown in Eq. 3.7.
There are several means available to estimate the static wind component, W. The
first is through repeated ground measurements using a digital weather vane or other
similar device. This provides good estimates of the wind near the ground, but not
necessarily at flight altitudes (100 - 500 m). Mounting the sensor on a 6 m pole would
provide some indication of the general trends, and these estimates, in conjunction with
local weather forecasts can be used to validate other methods.
As noted previously, the GPS groundspeed vector, V, is very accurately known,
and an estimate of the aircraft airspeed is available from pressure and temperature
measurements, A @|l V|. Figure 3-4 shows the ambiguity that exists in finding
W at a given instant, however if W can be assumed to be static over the course
of a maneuver, and if there is sufficient variation in the groundspeed heading angle,
O'q, the static wind estimate can be determined through least squares estimation.
Cloud Cap Technologies has implemented a maneuver based (S-Turn) wind finding
algorithm based on this concept [38], and these estimates are available to be used at
the planning level. Errors using this method depend on the airspeed measurement
errors and how frequently S-Turns are made. Hardware-in-the-loop testing as well
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Figure 3-4: Ambiguity of static wind estimate given the GPS groundspeed
velocity vector, V, and an airspeed estimate, A = ||Va||. The
dashed lines show possible solutions for the case Twv. < 0.25.
as flight experimentation has shown that this method can provide estimates with up
to 90% accuracy (as validated using the Cloud Cap HWIL simulator) in magnitude
and direction for static values changing slowly on the order of 1 minute, but if there
are significant variations in magnitude and/or direction, as seen on particularly gusty
days, this estimation scheme is less robust.
From Figure 3-1, note that if both vectors V and V are independently measured,
W can be determined explicitly. The vector Vg is well known through GPS measure-
ments, provided the aircraft sideslip motion is negligible (i.e., assuming coordinated
turns), and V can be estimated using Eq. 3.7, the airspeed estimate, A, and an
estimate of the true aircraft heading, 4. The true heading must be estimated using
another measurement device, such as an onboard magnetometer, but for more rapid
updates and proper filtering of the W estimate. This extra sensor information can
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be used to resolve the ambiguity in Figure 3-4,
cos(v))
W = V -V = V - Ascos(6) (3.8)
where the cos(O) term is applied using the pitch angle estimate, 0 to correctly scale
the airspeed to represent the horizontal component of velocity.
As a result of Eq. 3.8, the wind estimate, W, will be a function of the measurement
uncertainty from GPS (negligible), the airspeed measurement errors, As - |As - As,
the errors in the pitch angle estimate, - 10 - 61, and the magnetometer heading
angle error, 4 4 1@ - 4'. The groundspeed measurement is assumed to be perfect
from GPS measurements (Vn - 0), so the wind estimation error, W _ |W - WI,
can therefore be approximated using the geometry in Figure 3-5, which depicts the
worst-case airspeed estimation error, Va, for uncertainties in the true heading, 4, and
the airspeed estimate, As. Assuming the pitch angle, 0, and pitch angle estimation
error, 0, in Eq. 3.8 are both zero, the uncertainty in the magnitude of the airspeed
error is bounded by
f|af| < 32 + 02( Va | + As) 2  (3.9)
for small heading angle errors, 4. As a result of Eq. 3.9, bounds on the estimation
error for V0 (and thus W) can be computed as a function of manufacturer-specified
measurement errors for the measurement devices. Note that the airspeed is estimated
using pressure and temperature measurements as shown in Subsection 2.3.3, and the
true heading can be measured using an onboard magnetometer. For the sensors
onboard the testbed aircraft, As . 0.75 m/s and ~ 3' [39], allowing the estimation
error bound to be computed from Eq. 3.9 as
Wb ~ 1.5 m/s; 1Va| =25 m/s (3.10)
This method may provide more accurate estimates, however it begins to blur the
distinction between W and 6W in Eq. 3.2. Different filters designed for the different
update rates on each of the task assignment, path planning and vehicle levels could
also be used to find suitable estimates for each level. With bounds established on the
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Figure 3-5: The worst-case true airspeed error, Va, is estimated given (small)
uncertainties in the true heading measurement, 4, and the true
airspeed, A8 . The heading angle and airspeed errors shown are
not to scale for the typical measurement uncertainties encoun-
tered here.
type of estimation errors that can be expected, the task assignment algorithm can
be extended to account for the uncertainty in the wind estimation error, as shown in
Section 3.3.
3.3 Robust Task Assignment with a Steady-State
Wind
The allocation of tasks to fleets of UAVs has been addressed in several sources [5, 15],
including the formulation of robust task assignment [4], which looks at the assignment
problem with uncertainty entering through the UAV target costs. Of course there
are multiple sources of uncertainty in the assignment problem and they all require
consideration in a truly robust problem formulation. As shown in Figure 3-3, this
section investigates the effect of an uncertain wind vector applied to finding the
robust task assignments, which also relates to work done to find the robust shortest
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path [12].
Section 3.2 describes several methods for estimating the wind vector, W, however
there will also be errors associated with this vector, W. A uniform and symmetric
upper bound on the magnitude of the wind estimation error is assumed,
W||1 <Wb
where the uncertainty bounds, Wb, can be determined by the expected performance
of the wind estimation schemes in Section 3.2. The following subsections highlight the
robust task assignment algorithm for the case of steady state winds by the following
means:
" The static wind estimate, W, determines the vehicle times of arrival at the
targets in each permutation using the distance cost map.
" The worst case static error, Wb, is used to compute bounds on the scores ob-
tained on each of the solution permutations, which is analogous to the situation
described in Ref. [4] for task assignment with robustness to uncertain target
values.
" The loiter times presented in Ref. [15] are used to calculate a feasible reference
velocity, Vref, which is consistent with the vehicle capabilities and used on the
trajectory design level to design the path the vehicle will follow.
In order to estimate the flight times between nodes in the graph, the timing assign-
ment algorithm assumes the vehicle will be flying at a "maximum" reference speed,
VmaxTA, which can be adjusted to a lower reference speed, Vref, based on the loitering
time calculation as shown in Ref. [4] and Subsection 3.3.3. Note VMaxTA should not be
confused with the upper saturation limit on the vehicle airspeed, VMaxVeh, for reasons
to be discussed in Subsection 3.3.3.
3.3.1 Flight Time Computation
For small-scale aircraft flying at airspeeds with high disturbance magnitude ratios,
Twva > 0.10, the flight times between the nodes of the graph will depend on the
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relative wind acting on the system, as well as the task assignment reference velocity,
VmaxTA. The first step in the task assignment algorithm is finding the visibility graph
between the UAV positions, waypoints and obstacle vertices. This determines a node
map consisting of distances between all the points in the graph, given known obstacle
and target locations. The times of flight between nodes will depend on the relative
wind, and these times can be computed for each distance segment in the graph. For a
set of N, nodes in the graph, define the distance vector, dij, as the vector from node
i to j. The wind-scaled flight times from the visibility graph are then
1 (d ~ d---W4
tij = Vdi || - (3.11)
Vmax A (VmaxTA A
where the dot product dij -W determines the relative scaling direction and magnitude.
The flight time from one waypoint to the next is then found by summing the flight
times for each segment in the waypoint list (around obstacles, etc.),
tk = Ztij Vjj E k (3.12)
Once the visibility graph has been formed and the flight times determined, the al-
gorithm proceeds through the remaining three phases [8]: I) The cost calculation
II) planning and pruning and III) task assignment. The cost calculation consists of
calculating the shortest feasible paths between all the updated nodes using Dijkstra's
algorithm [8], and then calculating the cost map based on the time-discounted scores
for each path. The planning and pruning algorithm remains essentially unchanged,
removing those nodes which are unlikely to be optimal solutions [8]. Finally, the
robust task assignment proceeds as shown in Subsection 3.3.2.
3.3.2 Robust Task Assignment with Uncertain Winds
Due to the errors in the static wind estimate, W, there will be some uncertainty in
the times of arrival of each UAV at their targets. This can become problematic if
tight timing constraints need to be enforced and there is no allowance for the errors
that could be expected. The robust task assignment factors in extra margin into the
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assignments based on the expected wind uncertainty W. Generally speaking, this
means that target lists with lower average scores and low uncertainty in the scores
will be selected over lists with high average scores and higher uncertainty, although
the actual assignments depend on many factors. As shown in Ref. [4], the upper and
lower bounds on the expected score can be used to determine robust assignments for
vehicles in an uncertain environment, where in this case the uncertainty is caused by
the static wind estimate, IW. The time-weighted mission score for each permutation,
p, is determined by [5, 4],
Sp = ZCkA -tk k = 1... Nw (3.13)
where Ck is the expected target value, A is a weighting parameter on the time discount
factor, tk is the time to reach the target and Nw is the number of waypoints in
permutation p.
Given set values for the targets visited in each permutation, upper and lower
bounds on the score Sp can be calculated using minimum and maximum completion
times for each segment, assuming the best and worst case disturbance acting during
each interval
tij= | di| - (3.14)
t1 |dij ( i| - W (3.15)
Vmaxr A + 1| |1 VmaxTA
where the "best" case causes the vehicle to arrive at the target early, t, and the
"worst" case causes the vehicle to arrive late, t. These definitions were chosen because
in a practical sense the vehicle can still physically reach the target on time if a
tailwind is encountered by flying a longer path, but if an unexpected headwind is
encountered, the assignment already assumes the vehicle is flying at its maximum
airspeed, so the plan will be infeasible. Using the minimum/maximum times of flight
for each segment in the path allows computation of the corresponding values for the
maximum/minimum score values in each permutation, S, and S,, respectively
Sp = (CkA--k (3.16)
Sp = (CkA-k k= 1...Nw (3.17)
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Note that the maximum score corresponds to the minimum time completion and vice
versa.
The bounds on time weighted target score obtained here prescribe an interval,
(Sp, Sp), for which the robust task assignment algorithm can use to take into account
the uncertainty in the wind vector, W, using the approach in Ref. [4]. In contrast to
assigning tasks based on target score uncertainty, C, the approximate path distance
from the vehicle to the target enters the cost calculation through the tij, t terms
in Eqns. 3.14 and 3.15. Since the time to fly this distance is uncertain, the interval
(Sp, Sp) will become larger as the target distance from the vehicle increases. The result
is that for a given bound on the wind estimation error, there will be growing score
uncertainty with target distance from the vehicle. The approach here allows the task
assignment algorithm to be cognizant of this error and incorporate W uncertainty in
the assignments. The effect of this type of robustness is yet to be quantified, however
as shown in similar examples in Ref. [4], the results can be very scenario-dependant.
3.3.3 Reference Velocity Calculation
For tightly coupled timing constraints Ref. [15] presents an algorithm for task as-
signment using continuous decision variables for assigning loitering times, Lk, to the
vehicle at each waypoint, Wpk. While the loitering times could be interpreted as the
amount of time a vehicle stops moving at a given waypoint, for an actual aircraft sys-
tem with minimum/maximum speed constraints the loiter times represent the time
loss due to a reduction in speed from the maximum task assignment reference velocity,
Lk - tk ( VmaxTA - Vref (3.18)
Vref
where Vref is the reference velocity used on the path planning level to design the
vehicle trajectory and tk is the total flight time (around obstacles, etc.) from waypoint
k - 1 to waypoint k using Eqns. 3.11 and 3.12.
The task assignment reference velocity, VmaxTA, should be selected such that it is
strictly less than the maximum vehicle airspeed, VmaxVeh. This allows some authority
to remain at the low level controllers such that they will not be pushed to their
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saturation limits and can still correct for unexpected errors. In order to guarantee
that the vehicle will have enough authority to completely reject the static wind error,
W, the task assignment minimum/maximum velocities should be set such that the
margin above/below the vehicle speed bounds are
VminTA = VminVeh + Wb (3.19)
VmaxTA = VmaxVeh - Wb (3.20)
which is depicted graphically in Figure 3-6. The task assignment algorithm nominally
assumes the maximum speed bound, VmaxTA, for computing the flight times between
waypoints and then subsequently assigns loiter times to help in satisfying the timing
constraints [15]. As a result, the "worst case" loiter time corresponds to the situation
when the slowest possible velocity is flown between waypoints
V,*,f = VminTA (3.21)
Replacing V,*ef in Eq. 3.18 and substituting for the minimum/maximum task assign-
ment setpoints VminTA, VmaxTA from Eqns. 3.19 and 3.20, the corresponding con-
straints on the loiter time are
0 < Lk < tk VmaxVeh - VminVeh - 2Wb Vk (3.22)
VminVeh + W/
which can be easily implemented in a linear program. Solving for the planner reference
velocity from Eq. 3.18 yields,
Vref = tkVmax A (3.23)
tk + Lk
In the event that the wind estimation errors are larger than the interval VmaxVeh -
Vo, where Vo = (VminVeh + VmaxVeh)/2, the constraint in Eq. 3.22 will become active
removing the loiter times, and setting VmaxVeh = V. The effect of the speed bounds
{VminVeh, VmaxVeh} in performing autonomous speed control, are discussed further
detail in Section 3.5.
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Figure 3-6: The bounds on the trajectory design reference velocity, Vref, are
set according to the vehicle minimum/maximum vehicle speeds
VminVeh, VmaxVeh and the expected estimation errors, Wb.
3.4 Trajectory Planning with Static Wind Distur-
bance
The trajectory planner designs the path the vehicle will follow to each of the targets
designated by the task assignment algorithm. Given a set of waypoints to visit and
a feasible reference airspeed Vef, the path planner will design a minimum time path
to each of the target locations. This section describes how the input disturbance W
is used on the planning level to keep the paths that are designed consistent with the
expected response of the vehicle. The wind estimation error, W, also has a large effect
on the trajectory design algorithm, however it is studied in more detail in Chapter 4.
As shown in [8], aircraft dynamics can expressed as a simple point mass with
distance and velocity state variables, X = [x y Vx Vy]T, and acceleration control
inputs, u = [ax ay]T. The static wind estimate is resolved into its components to
provide the disturbance input to the system W = [wx wy]T, and it enters the dynamics
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through the disturbance input matrix, G,
Xk+1 =AXk + BUk + GW (3.24)
Thus, with a zero-order hold the discrete time system becomes
x 1 0 At 0 x
y 0 1 0 At y
Vax 0 0 1 0 Vax
Vay 0 0 0 1 Vay Jk
(At) 2 /2 0 At 0
[ 0 (At)2/2 ax 0 At eX (3.25)
At 0 ay k 0 0 w
0 At [0 0 (
where k is the time step and At is the planning time interval between discrete MILP
trajectory points. Note that the control input [ax aylk is assumed to be constant
over each time interval At.
As seen from Eq. 3.25, the MILP-based trajectories consist of position and ve-
locity states at discrete times {tpk, ItPk+, . . . ,I t, }, but minimum/maximum speed
constraints are also included to keep the plan velocity at an approximately constant
reference value [8], corresponding to the desired airspeed for the vehicle, A, ~ Vref.
Maximum acceleration constraints on the control inputs, [ax aylkT, are also im-
posed to effectively limit the minimum turn radius of the aircraft to a value consistent
with the actual vehicle dynamics, however Section 4.2 discusses the need for added
dynamics to account for the bank angle of the aircraft in the acceleration command.
While the dynamics, speed and turn radius constraints are all defined with respect to
the wind-relative reference frame, the added input disturbance effectively allows the
planner to design trajectories for a vehicle operating in the inertially fixed ground-
frame. Since target locations and waypoints specified to the autopilot are both ref-
erenced in the ground-frame this is an important conversion for dynamically feasible
trajectory design.
Figure 3-7(a) and 3-7(b) show the effect of a westerly wind input disturbance in
two vehicle scenario with Twv = 0.25. The vehicles are assigned targets to visit
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(indicated by circles) in an obstacle field, with both vehicles starting in the upper
right part of the figure. The differences in the trajectories in (a) and (b) are due to
the influence of the wind on the vehicle dynamics and in both cases the vehicles are
shown to navigate the obstacle field in the presence of the disturbance W to each
of the designated targets. In Figure 3-7(b) the disturbance alters the plans to have
variable groundspeed, which can be seen in the trajectory spacing, since a constant
time interval is assumed between each of the points in the plan. The plans also have
variable turn radius as a function of the aircraft heading relative to W, as expected.
With the overall motion of the atmosphere taken into account in W, trajectories
designed using the updated disturbance dynamics, Eq. 3.24, will be approximately
consistent with the ground motion of the vehicle, and low level control is used to
remove the integrated effect of the turbulence, 6W, as well as any errors, W, on the
plan timing.
3.5 LQG Timing Control for Aircraft in Uncertain
Winds
Referring to Figure 3-3, the output of the wind estimation algorithm, W, is used on
the planning level to design dynamically feasible trajectories that are consistent with
the capabilities of the UAV. If W is not well known, or there are significant deviations
about W due to the turbulent component 6W, the vehicle will nevertheless accumu-
late arrival time errors. The approach proposed here is to include mid-level speed
control feedback that issues reference airspeed commands, VCMD, to the autopilot to
compensate for both of these effects. The airspeed commands will be bounded from
above and below by saturation limits due to the maximum engine throttle setting and
minimum airspeed needed to keep the aircraft aloft. The purpose for using airspeed
control in this fashion is to maintain the relative timing of the mission so that vehicles
not only follow the reference trajectories, but also arrive at target locations at the
anticipated times.
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(a) Nominal plan solution without wind disturbance, Vrej = 24 m/s
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s Easterly wind disturbance, Vref = 24 m/s, showing sensitivity of pla n'
Figure 3-7: Disturbances acting on the planning level influence the opti-
mal planned paths and create dynamically feasible plans. With
Twv = 0.25, the sensitivity of the plan to W becomes signifi-
cant. Note the spacing of the plan points reflect constant time
step, At, although the ground velocity is not constant when wind
acts on the system. Goal locations are indicated by circles.
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Figure 3-8: Autopilot Tracker Geometry
3.5.1 Timing Dynamics
The discrete model assumes a constant time interval, At, between each of the MILP
trajectory states {Xk, Xk+1, . . ., Xk+n }, as such the planning times {tPk, tPk+l,, ., tPk+n}
are a natural selection for timing reference. The GPS clock time can be used to find
the actual times of arrival at targets {Tk, Tk+1, - - - T rk+n}, which will differ from the
planning times due to modeling errors and the input turbulence, 6W, present.
Define the timing error as the deviation from the reference time used to design
MILP trajectories,
etk A t Pk -Tk Vk E {, ... , n} (3.26)
As shown in Figure 3-8, the timing error, et, can be measured at the GPS update rate
(1 Hz) as a function of the along track distance, XIT, to interpolate between discrete
MILP points.
et = tpk+l - T + XIT (3.27)
11 V9
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Eq. 3.27 assumes a small variation between the actual and planned aircraft heading
(4g ~ #ref), and that the groundspeed magnitude is obtainable from GPS measure-
ments. It is a measurement of the current timing error based on the estimated time
of arrival at state Xk+1. To convert the timing error to a distance error in meters, it
is simply scaled by the vehicle groundspeed magnitude,
Ad = ||V||et =||V|| (tpkl - T) - XIT (3.28)
The vehicle velocity error, Av, is the difference between the planning reference velocity
and the true airspeed of the aircraft, which can be directly measured at 1 Hz using
measurements of the aircraft airspeed, AS,
AV = Vref - As (3.29)
Eq. 3.29 assumes that the aircraft altitude is essentially constant such that airspeed
measurements contain small contributions in the vertical direction. The distance
error, Ad, is then the integral of the velocity error, Av, plus a disturbance input 6W
which captures the expected turbulence levels for the aircraft. Or in differential form,
Ad = Av + 6W (3.30)
6W is modeled using the Dryden transfer function W(s) in Eq. 3.3, which is ap-
propriately scaled for the vehicle reference airspeed, Vref, scale length and expected
intensity level. Av is simply modeled as a first order lag of the velocity command,
VaCMD, through the plant transfer function
G (s) = A 1 (3.31)
AVCMD TPs +1
where T, is an engine lag time constant, and Au is a deviation from the planner
reference velocity,
VaCMD = Vref + Au (3-32)
so then the differential equation for Av is
1 1Ai) = Av + -Au + -W 2  (3.33)
T, T, T,
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Figure 3-9: The timing dynamics are shown in the diagram for distance error,
Ad, velocity error, Av and the input disturbance 6W. In addition
to turbulence, W(s)wi, input disturbance r1 can enter the timing
dynamics to represent disturbances seen by the vehicle as a result
of static wind planning errors, W, and its effect is similar to
adding a slowly drifting bias to the 6W state.
Figure 3-9 captures the timing dynamics described in Equations 3.30, 3.33 and
3.3. The two process noise inputs, w = [wi w2]T represent the stochastic driving
terms for the system. wi drives the Dryden turbulence model through W(s), which
provides appropriately scaled turbulence levels for the parameters in Eq. 3.3. Process
noise w2 enters the dynamics through G,(s) to model the deviation of the plan time
constant, T,, from the expected value. The engine lag can vary with motor and flying
conditions and it should be noted that ramping up and slowing down to speed can
produce different responses as a result of the aircraft drag. -Y in Eq. 3.33 is used to
vary the noise levels affecting the plant dynamics. Based on experimental flight data
from Figure 2-25(a), the value for T, used here is 7.5 seconds, and -y = 1.
In addition to the turbulence input, W(s)wi, there is an additional disturbance,
ri (t), that affects the timing of the mission as a function of the wind estimation
error, W. The disturbance referred to here represents a systematic offset that will
be observed on the vehicle level as an inconsistency in the planned path, and will
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Figure 3-10: Schematic diagram for timing control simulation, where W rep-
resents an error in the static estimate, W, used on the planning
level to design a circular trajectory to the targets (indicated by
circles).
therefore appear as a drifting bias in the 6W state.
6W = W(s)wi + ri(t) (3.34)
where ri(t) is a function relating the static wind error to the trajectory being flown.
In the next subsection ri(t) will be shown to be observable given measurements of
the distance and velocity errors, Ad and Av, and added performance can be gained
by using this estimate in the controller design. For further clarification consider the
motivating example in Figure 3-10, described here for the case with no turbulence:
The circular pattern indicated by the x symbols represents a plan that was de-
signed using the discretized MILP dynamics in Eq. 3.24. The mission is to fly to each
of the targets, while maintaining small timing errors even in the presence of a wind
estimation error, W. The planning error causes the discrete MILP trajectory points
to become spaced inconsistently with the actual environmental conditions, causing
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the vehicle to experience an approximately sinusoidal disturbance as it travels around
the loop,
~ Hihi in Vref)r1 (t) ~|W || sin ''R9t)
In order to compensate for the resulting planning error, the vehicle must increase
the airspeed when traveling in a headwind, and decrease the airspeed when traveling
downwind. Provided that the magnitude of W is small, the vehicle should have the
authority to handle this disturbance, although the frequency of ri (t) will also play
a significant role in the effectiveness of speed control. This example is revisited in
the next section and actually demonstrated on the UAV hardware as a practical
application of timing control.
The timing dynamics shown here include process noise to model uncertain and
stochastic states and there is also measurement noise on the distance and particularly
velocity errors. The estimate of 6W will be useful in determining a closed loop control
law to regulate the timing error, however the proper balance between measurement
and process noise weightings will need to be found. This makes the timing dynamics
a good application for LQG control, and the next section closes the loop on the
dynamics shown here.
3.5.2 Timing Control
LQG control will be useful for this application since the system measurements Ad
and Av are noisy and can also be easily modeled using the equations developed in the
previous subsection. LQG control will allow the selection of appropriate measurement
and process noises weightings based on observed values and also the selection of the
optimal control input to the plant, Gp(s), based on the estimated full state vector.
Part of the premise of this scheme is that by estimating the disturbance levels impact-
ing the system through 6W, the LQR controller will be better able to "anticipate"
the effect on the timing error et. This becomes useful when systematic biases creep
into the 6W state through errors at the planning level, W, and the LQR controller
is able to compensate before the disturbances integrate into the distance error state,
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Ad. As shown in Figure 3-9, ri (t) represents the effect of the planning error at the
vehicle level, and it can effectively appear as a drifting bias in the 6W state. In
general ri(t) would not be known for an arbitrary path beforehand, but with proper
tuning of the LQE estimator it can be estimated on-the-fly as it is experienced by the
vehicle. More complicated estimation schemes could couple the expected planning
level error, W, with knowledge about the aircraft heading, however these will not be
addressed here.
The tuning of the LQG controller is accomplished through the appropriate se-
lection of the state and control weighting matrices, Q(6x6) and R(1x1) respectively,
which penalize state and control deviations from zero in the LQR control design. In
addition, the LQE process and measurement noise weightings QN(2x2) and RN(2x2),
appropriately select Kalman filter (LQE) gains based on the observed levels of process
and measurement noise.
The measurement equations Eq. 3.28 and 3.29 determine the position and velocity
errors respectively, however there will also be errors associated with these measure-
ments,
Y1 Ad V1
Y + (3.35)
Y2 AV V2
In principle the Kalman estimator could be used to smooth the measurements, Y,
through high measurement noise weightings, however the accuracy of disturbance
signal estimates from ri inputs in Figure 3-9 are a function of how strongly the mea-
surements yi and Y2 are trusted over the model dynamics. This is demonstrated
through a simulation example in Figure 3-11, which represents a similar scenario to
the one seen Figure 3-10. The estimates of distance, velocity and disturbance states
X = [Ad Av 6W]T are shown with the truth values for two different measurement
noise weightings, and a sinusoidal input ri (t). Since the estimator has no knowledge
of the disturbance signal, ri(t), low measurement noise weightings on y1 and Y2 are
required to provide accurate results. The tradeoff on increasing the 6W estimation
accuracy is that even relatively low noise levels pass through the estimator and are
seen amplified in the 6W estimates. As a result, some caution is needed in implement-
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ing control based on these estimates, since high noise levels in the airspeed command
could exceed throttle actuation limits.
To mitigate the noise levels on the control signal that actuates the engine throttle,
one approach is to include an additional second order filter, F(s), on the control signal
which is sent to the plant, Auf
Auf (s) W 2
F(s) = = "" (3.36)Au(s) s2 + 2(uonu + (.
The filter states, Auf and Auf, are then modeled in the system dynamics and used to
effectively de-weight the high frequency components of Au in the LQR design. This
is accomplished by selecting an appropriate value corresponding to An in the Q state
weighting matrix, as well as control filter constants, (u, and Wn which are selected
to provide fast response with no damping. For the purposes of this application,
(u = 0.707 and wn = 1 rad/s provide fast response on the order of the filter update
rate (1 Hz), and with no overshoot. F(s) is then actually implemented as a separate
filter running in series with the Kalman estimator, providing the airspeed command
to the plant. Figure 3-12 shows the effect of the state penalty in the LQR control
design for large and small values on the Auf state. With sufficient weightings, the
high frequency content of Auf is removed, providing some performance degradation
but also a realistic airspeed input signal that can be implemented on the aircraft.
Finally, saturation limits are also applied to the input control signal, such that
the airspeed command sent to the vehicle is
VaCMD = Sat(Auf + Vref) (3.37)
The saturation nonlinearities are passed to the LQE estimator for the state prediction,
providing accurate estimates in the nonlinear control regime as well. Measurements
of the testbed aircraft in flight have found the operating limits to lie within the range
20 VaCMD 28 m/s, although this is somewhat variable due to engine settings.
The closed loop system is then depicted in Figure 3-13, including the LQG con-
troller and output control filter, F(s). The complete state and noise input vectors
are then
Xet [Ad Av 6W 6W Auf AUtf]T (3.38)
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Figure 3-11: Discrete Kalman estimator simulation with 6W(tk) = ri (tk)
sin(.078tk), moderate velocity measurement noise, v 2 , and low
measurement noise v1 . The accuracy of the X 3 =SW estimate
is largely dependant on low RN weightings for good tracking,
however increasing noise levels. X1 = Ad,X2 = Av
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Figure 3-12: The output control filter F(s) is included to penalize the Auf
state from large deviations from zero, and limit the noise levels
on the control signal Au. The velocity output command Auf
is shown for two cases with reasonable values of vi and v2. The
state weightings on Xet are {100, 1, 10-3, 10-3, 10-3, . . .} and
the control penalty, R = 1.
w = [wi W2]' (3.39)
and the open loop system dynamics are given by Eqs. 3.40 - 3.43
Ad =AV + O. Lw 6W + V3 LW 6WV
2xVef Vref
= AV + Auf + T2 I
TP TP TP
A5Vv
= ()
LW
Vref6W - 2 rf 6W + ( 2ref W
w1
= -wn Au - 2(,wn, Auf + w, Au
(3.40)
(3.41)
(3.42)
(3.43)
For the purposes of evaluation, this sixth order model is run at a 1 Hz update
rate, although in practice much slower update rates, ~ 0.25Hz, could be employed.
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Calculation of the rank of the observability matrix confirms that all the states are
observable, given y1 and Y2.
In summary, A, G and C are the system dynamics, input disturbance and mea-
surement matrices and determined from Eqs. 3.40 - 3.43 and Eq. 3.35,
0 1 -v 3 0 027rVref Vref
0 0 0 0
0 o 0 1 0 0
A =, 2(3.44)
0 0 f)2 -2 v-e 0 0L,, Lw,
0 0 0 0 0 1
0 0 0 0 -w2 -2Cwn,
T
0 0 0 -20 0
G =( 2 1 (3.45)
0 0 0 0 0
C = 0 0000 (3.46)
0 1 0 0 0 0
3.5.3 Performance Predictions
The closed loop transfer functions derived from the block diagram in Figure 3-13 pro-
vide a measure of the expected performance. Neglecting saturation nonlinearities and
measurement noise, the LQG controller transfer functions are defined given suitable
estimator and controller weighting matrices. Define the numerators and denominators
(equivalent) of these two transfer functions as,
ui(s) 
-nu 1 (s) (3.47)
Ad(s) du(s)
U2 (s) n,,,2 (S) (3.48)
Av(s) du (s)
where the controller output, Au, is determined by
Au = U1 + U2 (3.49)
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function can be shown
TYD(s)
duf =
LQR+ LQE Y2  V2
LQG
ng control feedback loop with control saturation, distur-
e input 6W, measurement noise [vi v2]T, and process noise
w2 . Discrete LQG Controller run with a sample time of
ond, the dashed line indicates the feedback path for non-
r saturation effects in the propagation of state estimates
as well as Eq. 3.31 and 3.36, the output-disturbance transfer
to relate 6W to the timing error et- AdVre1
et(s) 1 d,(Tys + 1)df - n2Wnu
6W(s) Vref d(Tps2 + s)duf - nu2m S - num!
s2 + 2Cwn + w
and the open loop response is
1 1
TYDo,, (s) _=--
Vref S
(3.51)
TYD(s) provides a prediction for the disturbance rejection properties of the system,
given expected frequency ranges for disturbance signals entering the system. For
example, the magnitude and phase of TYD(s) and TYD,, (s) are shown in Figure 3-14,
which predicts that for input disturbance frequencies below 10~1 rad/s, the amplitude
reduction for TYD(s) is about 50%. This is analogous to the situation in Figure 3-10
with ri(t) ~ W|sin(0.08t). The frequency of input disturbance is determined by
the time period to complete the circuit. If |W 11 is 1 m/s, the expected timing error
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System: D2Y
Frequency (rad/sec): 0.0796
Magnitude (dB): -5.91
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Bode plot for TYD(s) with state weightings
{100, 1, 10-3, 10-, 10-3, 101} and control weight R = 1.
The DC reduction in the timing error, et, is -6dB = 50%
amplitude for frequencies < 10-- rad/s, providing a significant
reduction from the open loop case.
for these control settings will be ±0.5 seconds. For most flying situations the heading
will not be changing as rapidly as in Figure 3-10, therefore an upper bound on the
input disturbance can be assumed to occur at the frequency determined by Figure 3-
10. This assumes that the circuit is on the order of the vehicle turn radius, and that
the static planning error, W is not rapidly changing. Note the for both the open and
closed loop cases the magnitude plot drops off at -20 dB/dec above 10-1 rad/s, so
these frequencies will not have a large impact on the timing control of the system.
Figure 3-15 shows the magnitude and phase plot for Eq. 3.50 with varying Auf
state weightings. This term penalizes the derivative of the control signal, Auf, so that
high frequency content is removed from the input signal to the plant. Predictably
as Auf is left unconstrained, TYD(s) becomes more effective at reducing the input
disturbance magnitude, and this is seen in the reduction of the magnitude plot in
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Figure 3-15. Figure 3-12 shows the effect of having too low a penalty on Auf, thus
there is a tradeoff between the b disturbance rejection performance and the level of
noise that can be tolerated in the input command signal, Auf. The selection of the
Auf control weighting, Q(6,6), is then made to balance these two competing qualities.
Note that for reasonably wide saturation limits there is little disadvantage to using
the entire range of throttle settings available, thus the control weighting penalty, R,
is not heavily weighted relative to the system states Ad and Auf. The weighting
on Ad is selected to put a large penalty on distance errors, since the purpose of the
timing controller is to regulate this value.
As a result, the performance of the LQG compensator in reducing input distur-
bances is largely dependant on the state control weighting on Ait, and this is selected
to tradeoff control noise levels on the filtered control signal, Auf. The LQG controller
can be tuned to match Dryden model disturbance levels as well as the predicted mea-
surement noise levels.
Because of the saturation limits on the system, it is important to determine what
disturbance levels will cause the system to saturate, and if anything can be done to
avoid this situation. The output control limitations can be analyzed using the LD
transfer function, which can be determined in a similar fashion to Eq. 3.50
TU(S -Aug (S) nu (Tys + 1) (-2
s W(s) d,(Tps 2 + s)duf - n2WuS - nu(2
Figure 3-16 shows TUD with the variation of the Auf state weighting term. For in-
creasing values of Q(6,6), TUD(s) becomes less sensitive to disturbances around 0.5
rad/s, indicating less control effort exerted at those frequencies. The expected mag-
nitude of the control signal Auf can be determined from the disturbance magnitude
at a given frequency. For low frequency disturbance signals (< 10-1 rad/s), Auf will
track well with approximately the same magnitude, and opposite phase. This means
that for a 1 m/s wind disturbance acting as shown in Figure 3-10, the output control,
Auf, will be ±1 Im/s and opposite phase to the input disturbance. The saturation
limits will only be reached if the input disturbance magnitude, || W |, exceeds the
saturation limits of the vehicle airspeed response. Assuming that the planning refer-
105
Disturbance Input dW to timing error, e,
- Closed Loop
- - Open Loop
0 =106
Q(6,6)=1
...... ... . .. ... .... .
102 101 10 0
Frequency (rad/sec)
Figure 3-15: The discrete magnitude and phase plots for TYD(s) and TYDL (S)
with varying Auf state weightings, control weighting R = 10,
Ts = 1 s and Vef = 24 m/s. Results indicate that the con-
troller becomes more effective in reducing disturbance mag-
nitudes as the penalty on Auf decreases, but even with high
penalties TYD(s) effectively keeps DC timing errors from accu-
mulating. The weightings on the other states in the system are
{100, 1,1 10-3,7 10-3, 10-3 1
ence velocity, Vref, is done at approximately mid-range, the vehicle saturation limits
of ±4-5 m/s should be large enough to compensate for these errors.
Above 10-1 rad/s, the Auf is largely dependant on Q(6,6), which should be selected
to provide an appropriate tradeoff between the noise levels entering the plant and the
5 performance in Figure 3-15. As shown in Figure 3-14, the selection Q(6,6) = 105
yields a reduction of about 50% in the disturbance rejection at low frequency, and
also a low !- magnitude ratio for frequencies greater than 10-1 rad/s. With Fig-
ures 3-14 to 3-16 as guides, the LQG controller parameters can be selected to obtain
good performance for other selections of the engine plant lag, T,, measurement noise
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The discrete disturbance to control transfer function, TUD (S),
is shown for different values of the Auf state weighting term
with T, = 1 s. Increasing the penalty on Auf has the effect of
reducing output noise to the plant by decreasing the !- magni-
tude ratio at frequencies > 10-1 rad/s. For frequencies < 10-
, the control signal is able to track the disturbance well, and
provide compensation at opposite phase.
levels, vi and v2 , as well as expected disturbance levels impacting the system. This
is the procedure that is usually followed in practice, since many of these parameters
are not known until a HWIL or actual flight test experiment is performed. The fol-
lowing section will demonstrate the performance of the LQG controller implemented
in several HWIL and flight test experiments.
3.5.4 Timing Control Simulation
Using discretized system dynamics from Eqs. 3.40 - 3.43 and the discrete LQG filter,
the closed loop system is simulated in Matlab as well as on the Cloud Cap Hardware-
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in-the-loop (HWIL) simulator. This enables representative scenarios to be validated
with high accuracy before actually fight testing on the aircraft. Figure 3-10 depicts
one such scenario that could be encountered and is used for demonstration purposes
in this and the next subsection.
For this scenario, the frequency of the input disturbance will be related to the
circular path the vehicle will follow, w - .ref For appropriately scaled values forR9
the vehicle testbed, (Rg = 300 m, and Vref = 24 m/s), w = 0.08 rad/s and from
Figure 3-14 the expected closed loop magnitude ratio, TYD(s), is 50%. This indicates
a performance prediction for this scenario, given the same selections for the Q and R
matrices. There will also be random variations due to turbulence and measurement
errors, and the LQE estimator weighting matrices QN and RN are selected (through
trial and error) to mitigate these effects,
0.1 0 R 0.5 0 IN= =ow= 1.2 (3.53)
0 o[ 0 10
where o-w is the Dryden turbulence intensity, from Subsection 2.1.4.
Figure 3-17 shows the results of the LQG controller implemented on the Cloud
Cap HWIL simulator for the scenario in Figure 3-10. Both the open and closed loop
timing errors are shown for an input disturbance W 1 m/s, plus moderate
levels of Dryden turbulence (ow = 1.2, Lw = 250). The timing error is shown to
be regulated to within ±0.5 seconds, indicating a Y magnitude reduction of roughly
50%, as expected from Figure 3-14. The open loop response has both sinusoidal and
random components, as expected from the discrete Matlab simulations with the same
input parameters. Figure 3-18 shows the HWIL and Matlab input commands to Gp,
as well as the HWIL vehicle speed response, Av. Confirming simulation results, the
higher frequency noise is filtered out of the control command providing a reasonably
smooth input signal to G,(s).
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3.5.5 Timing Control Flight Test Experiment
As a further demonstration of timing control, the LQG controller was implemented on
the UAV testbed under similar flight conditions to those in Figure 3-10. The flight test
experiment showed that even when unknown planning level disturbances act on the
system, the low level speed controller can compensate by varying the reference speed
command, VaCMD. Figure 3-19 shows the groundtrack from one of the circuits with
no planning level input disturbance, W. The timing errors in Figure 3-20 indicate
roughly ± 1 second in timing errors, despite the relatively high input disturbance
estimates shown in Figure 3-22. The filtered control commands for the experiment
are shown in Figure 3-21, along with the airspeed measurements, and filtered airspeed
estimates.
The true airspeed is shown to oscillate more than expected due to the vertical pitch
dynamics of the aircraft as altitude variations are made around the circuit. This did
not pose a large problem for the estimator in this case because the estimator gains
in Eq. 3.53 were designed to weight the model predictions for the Av state. More
consistent measurements could be achieved by modifying the measurement equation,
Eq. 3.29, to account for the variation in airspeed due to pitch angle and altitude vari-
ation. Overall, good waypoint tracking and timing control performance was achieved,
with the vehicle maintaining less that 1 second in timing error for the duration of the
flight.
It should also be noted that the scenario shown here (i.e., a tight circuit) probably
represents the most difficult situation for the timing controller, and more realistic
mission scenarios will have lower frequency input disturbances. Provided the input
disturbance magnitude is less than the saturation limits of the airspeed commands,
the timing controller will be able to correctly compensate for the disturbance effects
and maintain relative timing of the mission.
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Figure 3-19:
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The planned and flown paths for 1 of 5 circuits of the LQG flight
test. The goal regions are indicated by the circular regions and
the vehicle traveled clockwise to each of the targets.
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Figure 3-20:
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Relative timing errors for the LQG flight test, indicating
roughly ±1 second timing accuracy over the course of the flight
despite reasonably high input disturbance levels (see Figure 3-
22).
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The airspeed commands and vehicle response for the
test experiment. The vehicle reference speed and
limits are indicated by the dashed lines.
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Figure 3-22: The estimates of the disturbance input to the system, 6W, over
the course of the LQG flight test experiment. Note that the es-
timates contain both periodic as well as stochastic components,
as anticipated by simulation.
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3.6 Conclusion
Wind represents a large disturbance source for teams of UAVs, and due to vehicle
limitations, it becomes an important task to handle this type of disturbance appro-
priately on all the levels of control for the system to work effectively. This chapter
presented a multi-level approach for dealing with the effect of wind disturbances on
the UAV aircraft system. The block diagram for the system is depicted in Figure 3-23,
and shows the interactions between each of the levels.
" The aircraft is influenced by wind disturbances that consist of averaged, static
components and turbulence that can be modeled using the Dryden model.
" On the task assignment and trajectory design levels, wind estimates found using
the algorithms presented in Section 3.2, are used to account for the gross motion
of the atmosphere in the design of trajectories, which enables the planner to
design paths that are both dynamically feasible and consistent with the timing
assignments from the receding horizon task assignment algorithm.
" The wind-robust task assignment algorithm uses wind estimation uncertainty
estimates to compute assignments that take into account the static estimation
error, as well as finding the reference velocity required to enforce the loitering
constraints. The loitering constraints are also shown to be bounded to lie within
an interval that is consistent with the vehicle capabilities.
" The system dynamics in the MILP trajectory solver were updated to account
for the effect of wind on the ground-relative trajectories, allowing paths to be
designed that are consistent with the vehicle motion. The trajectories are up-
loaded to the vehicles as ordered sets of waypoints at every step of the receding
horizon optimization.
" Through the variation of the desired airspeed, the LQG timing compensator is
included to mitigate the effect of turbulence, as well as compensate for wind
estimation errors used on the planning level to design trajectories. The latter
of these two effects represents a persistent global planning error, and can be
estimated using the Kalman estimator developed in Subsection 3.5.2.
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Figure 3-23: Overview of timing control scheme with planning system in the
loop. Each level handles the input disturbances differently to
make guaranteeing UAV arrival time at targets a multilevel es-
timation and control process with embedded uncertainty.
The static planning error, W, provides the primary limitation in how well timings
from the task assignment will be executed. Since saturation limits on the vehicle
airspeed constrain the ability of the vehicle to compensate for errors on the planning
level, there is a fundamental limit on how large a planning error the system can tol-
erate. If accurate W estimates exist, the timings and trajectories that are designed
on the planning and task assignment levels are consistent with the actual distur-
bances acting on the system. This allows the timing controller to operate within the
saturation limits and reject most other disturbances seen by the vehicle.
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Performance improvements can be realized by estimating the direction of the
static wind error, W, as well as the magnitude. This provides information that can
be used to "anticipate" the disturbance seen by the vehicle as it maneuvers through
the environment. This allows the vehicle to compensate for disturbances before they
act on the system, theoretically enabling the vehicle to compensate for a much larger
percentage of the errors induced by the r1(t) disturbance.
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Chapter 4
Receding Horizon Control with
State Feedback
4.1 Introduction
Section 3.4 introduced the notion of disturbance feedback on the planning level in
order to correctly account for the motion of the vehicle in a moving airmass. As
discussed in Section3.2, the static wind estimate, W, will not be perfect, and this
disturbance uncertainty will create both timing (along track) errors, and planning
errors, which amount to trajectory plans that are inconsistent with the vehicle capa-
bilities (i.e., dynamically infeasible plans). Turbulence effects can also be significant,
and it is possible that the low level vehicle controller will not have enough authority
to completely reject them, making the executed path different from the optimal MILP
trajectory. As a result, feedback on the optimization initial conditions is necessary
in order to ensure that trajectories designed relate to the actual vehicle state of the
aircraft.
The need for RH-feedback is highlighted in Figure 4-1, which plots an initial flight
test result employing the MILP based trajectory design techniques in Section 3.4. In
this experiment, the planner uses the output of the previous optimization to deter-
mine the next initial condition and assumes W = [ 0 0 ]T. The deviation from the
optimal planned path is evident, indicating the disturbance levels are saturating the
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low level controller to its performance limits. Although the optimal path is theoreti-
cally feasible for the aircraft to fly, in the presence of real-world disturbances the low
level controller has too little authority to track it with the desired precision.
In Section4.2 the dynamics model is augmented to account for the lag in accel-
eration associated with the bank angle of the aircraft, which makes the model more
realistic to be implemented on an actual vehicle testbed. Section 4.3 introduces a
closed loop propagation model to account for the computation delay associated with
receding horizon MILP optimization. Section 4.4 discusses the effect of different forms
of uncertainty on the planning system, and quantifies the performance expectations
due to the prediction error.
4.2 Bank Angle Dynamics
In the preceding chapters and Refs. [8, 18, 21, 15] double integrators with mini-
mum/maximum airspeed and maximum acceleration input constraints are used as
discrete MILP models of aircraft motion. This approximation works well under most
circumstances, however this model permits the design of physically unrealizable plans
in certain situations. Assuming constant speed and coordinated turns, aircraft gen-
erate accelerations through the banking as shown in Figure 4-2(a). Because the bank
angle, #, is subject to the roll dynamics of the aircraft (see Subsection 2.2.2), the
acceleration is also limited by the first order dynamics
a(s) 1
ac(s) Trs + 1
where Tr is the effective time constant of the acceleration response due to a change in
bank angle, and ac is the desired acceleration magnitude. By revolving the acceler-
ations into x and y components and augmenting the dynamics from Section 3.4, the
complete discrete system can be expressed in state space form with sample time, T,
as
xk+1= Adxk + Bduk + GdWk (4.2)
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(4.3)
with
A1 = r(e-r -1)+TTr; A2 = Tr(e r +1);
1 2T2 eT
= T2-TT (1- rr2
L
02= T +r (e -1);
T
3= -1 -e Tc
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(a) Tail view, with the roll angle, #, and lift (b) Overhead view, with the airspeed vec-
forces, L, shown. tor, va, and yaw angle, 4', shown.
Figure 4-2: Aircraft in a coordinated turn undergoing lateral acceleration, a.
The figure assumes that the airspeed, Va, is constant.
With the modifications to the dynamics in Eq. 4.3, the acceleration used on the
trajectory design level more accurately reproduces the bank angle dynamics exhibited
by a real aircraft and its effect can be seen in Figure 4-3, depicting a scenario with four
targets and five avoidance regions. In Figure 4-3(a) the MILP solver can effectively
choose any acceleration vector subject to |la | < amax as a direct input into the
dynamics, thereby allowing very rapid acceleration changes as shown by the flip-flop
of the plans in the RH design. Figure 4-3(b) shows the same scenario with the bank
angle modeled as a first order lag using the discrete dynamics in Eq. 4.3 and the
acceleration lag Tr = 0.25 sec. The added lag smooths the transition between discrete
MILP control inputs, allowing the solver to more correctly account for the bank angle
dynamics of the aircraft.
4.3 Propagation Model
One of the challenges in utilizing receding horizon control is dealing with the effect of
computation and communication in the loop. The delay associated with the time to
compute a plan and communicate it can be significant, requiring that it be accounted
for in the implementation of the control. The strategy for handling this delay as
described in Refs. [40, 41], is implemented here and depicted graphically in Figure 4-
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(a) Bank angle dynamics not modeled. The MILP solver initially plans to turn before reach-
ing the right-hand obstacle, but subsequent plans rapidly switch directions causing dy-
namic instabilities as indicated by the arrow.
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(b) Bank angle dynamics modeled with acceleration time constant, Tc = 0.25 sec. Slightly
more conservatism is exercised to account for the added time to roll the aircraft, allowing
for smoother accelerations.
Figure 4-3: Trajectories showing successive RH plans with (b) and without
(a) the bank angle modeled in planner. The goal order is indi-
cated by the numbers 1-4, T = 4 sec.
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t
tk tk+1
-4: Receding Horizon Control timing with prediction step. Mea-
surements of the state x(k) are made at time tk and closed loop
propagation models are used to estimate x(k + AT). The control
input, u(k), is calculated using the state prediction during the
interval AT and implemented at (tk + AT).
4. To handle delay, the state x(k) is measured at time tk, and propagated forward
to a future state x(k + AT), where A E (0, 1) is a parameter chosen to estimate the
delay as a function of the discrete sample time, T. The control term u(k) is the new
plan that is implemented at predicted step x(k + AT).
In order to do the state propagation in Figure 4-4, a closed loop model of the
vehicle dynamics is required. This section develops the propagation model dynamics
and validates results obtained utilizing the propagation strategy on the HWIL testbed.
4.3.1 Closed Loop Dynamics
Figure 4-5 depicts the geometry governing the waypoint tracking control law rotated
into an intrack reference frame. The propagation model will be used to estimate
the vehicle state at the propagated time, (k + AT), given that the autopilot will be
applying control inputs to the system to regulate the cross-track error, YT,, to zero.
Assuming that the intrack heading, @IT, remains small and that there are bank angle
dynamics with time constant Tr, governing the roll angle, # (positive for right wing
down), the equations of motion governing the closed loop dynamics are as follows:
YIT =
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Figure 4-5: Waypoint tracking control law allows the selection of suitable
closed loop dynamical relations.
g
OPIT = 
-__
1 1
Tr Tr
pc =Kp (T + IT
where #c is the desired bank angle from the linearized tracker control law in Sub-
section 2.3.2, and K, is a proportional gain on the desired heading error. For the
short time periods over which this model will be employed, the derivative action of
the waypoint tracker will not have a significant effect, however wind disturbances can
cause significant errors. Applying an intrack velocity disturbance, wT, to account for
the effect of wind on the propagation and converting to state space form, the closed
loop dynamics are
x = Acx + GwIT
p,[ 0 Va 0 y,, 0 1
?,IT 0 0 -@ + 0 (4.4)
TrLd Tr ] 0 0
The linearized closed loop model Eq. 4.4 enables the estimation of the state of the
vehicle for over the small time intervals needed to perform the computation. With
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2.4GHz Dell laptops running CPLEXTM, the MILP problems take 0.05-1 sec to solve,
so AT = 1 sec is used as an overbound.
The model parameters, K, = 0.25, Ld = 120 and Tr, = 1.25 are selected from
the controller gains in Subsection 2.3.2 and the bank angle dynamics in Section 4.2.
The crosstrack output for the linearized model is shown for varying selections of
the dominant model parameters in Figures 4-6(a) and 4-6(b). The bank angle time
constant, r, and the airspeed va, were found to have less effect on the crosstrack
performance of the model, however they are important in the scaling of the along
track and heading dynamics.
4.3.2 MILP Bank Angle Initial Conditions
The added acceleration states in Section 4.2 require initial conditions for the dis-
cretized MILP dynamics in Eq. 4.3, which can be estimated from the aircraft bank
angle estimate, #. As shown in Figure 4-2(a), for an aircraft in a coordinated turn
(i. e., no sideslip motion and approximately level pitch angle), the lift forces contribute
to both the vertical and horizontal directions such that an acceleration is generated
in the radial direction of the form
.L
a = LVa = -sin$ (4.5)
m
where # is the aircraft roll angle, and the lift, L, balances the vehicle weight in the
vertical direction
L = mg (4.6)
cos
Substituting for L in Eq. 4.5,
alw = g tan # (4.7)
Eq. 4.7 assumes that there is no wind acting on the system, however as shown in
Subsection 2.3.2, the PiccoloTMautopilot schedules the tracker convergence parameter,
(Ld in Figure 4-5), with the airspeed in order to increase the tracker performance in
the ground frame. 2
Ld = Ldaw 0 aj) (4.8)
'Note: one should take care not to confuse the lift L and the tracker parameter Ld.
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(a) Variation of the scale length, Ld, on the closed loop model dynamics. Ld = 75 most
closely resembles the actual tracking performance of the vehicle controller implemented
on the HWIL testbed.
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(b) Variation of the proportional gain K, on the closed loop model dynamics. K, = 1.0 is
selected as a parameter that most closely matches actual closed loop performance of the
HWIL testbed.
Figure 4-6: Variation of the dominant model parameters in the closed loop
tracking model, showing the closed loop vehicle path with an
initial cross-track error yO = 10 m, b0 = 0' , va = 25 m/s.
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This scheduling effectively scales the turn rate command inversely with the conver-
gence parameter, thereby decreasing turn authority for headwinds (vg < va) and
increasing turn authority in tailwinds (vg > va). The turn rate command, 4c is given
by: 2
Oc = Kp + ~(K)y1 - "g (4.9)
'\ ) LPYI \VJ LdJW=0
Figure 4-6(a) shows the effect of the airspeed scaling on the closed loop dynamics,
through variation in the scale length parameter, Ld. The effect of the reduced turn
authority is seen for larger Ld values, while increased tracking is shown as Ld is
reduced. Since the plant dynamics, Act, become time varying in the presence of winds,
the trajectory planner must also take into account this scale factor when planning.
From Eq. 4.5, the acceleration magnitude is proportional to the turn rate of the
vehicle. The acceleration commands provided to the MILP optimization must remain
consistent with the closed loop vehicle dynamics, and as result the acceleration mag-
nitude must also be scaled to account for the change in authority in the presence of
winds
a = V va aVa )2 2
= a(#, vg, va) = g tan(#) ( = g tan(#)(1 + TWVa) 2  (4.10)
Va)2
where T WVa is the disturbance magnitude ratio as seen in Section 3.1, and the ground-
speed and airspeeds are available from the onboard aircraft measurements. The state
accelerations at time tk in Eq. 4.3 are
a. = a sin(O) , a, = -a cos(O) (4.11)
where the true heading estimate, 4, is the best estimate of the aircraft heading with
respect to an inertial axis. Subsection 4.4.1 discusses the effect of uncertainty in this
estimate in the model dynamics.
It will also be useful to determine the bank angle # as a function of the model
states. Referring to Figure 4-2(b), the heading angle is defined as
= arctan (4.12)
vax
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Differentiating gives
-1 ayva, - axva_ ayvax - axva(
=+ (v 2 ' V2 - 2 (4.13)
ax Va
Vax
For small roll angles, 1#| < 30 deg, Eqns. 4.5 and 4.7 reduce to
9 (4.14)
Va
for positive bank angles (i.e., when the right wing is down). Substituting e from
Eq. 4.13, the bank angle can be written
axva 
- ayvax (4.15)
9Va
4.4 Prediction Error
Uncertainty in the measured state at time tk, coupled with unknown disturbances
acting on the system during the propagation step, will lead to uncertainty in the
vehicle state at time (tk + AT). Errors in X(tk + AT), can lead to dynamical inconsis-
tency as the plans generated using the RH-MILP algorithm use this estimate as the
initial condition for the next optimization step. An example of this type of planning
error is shown in Figure 4-7, which was caused by poor wind and aircraft heading es-
timates on the planning level. Although the planner has a consistent dynamics model
for the UAV, imperfect information in the initial condition and disturbances caused
inconsistent plans to be repeatedly designed, making the execution of the trajectory
impossible for the UAV to perform. To address this issue, a method for constraint
tightening will be used to ensure that future plans will be consistent with the ve-
hicle dynamics given bounds on the state uncertainty and input disturbances. This
method allows the user to select an appropriate scale factor on the turn rate author-
ity to provide a balance between the authority on the planning level for maximum
maneuverability, and the authority on the low level to allow for uncertainty in the
vehicle state and disturbances acting on the system.
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Figure 4-7: Effect of planning with poor wind and true heading estimates.
Note discrepancy between planned path marked with 'x' seg-
ments and actual path flown by the vehicle, indicating the plan-
ner is designing plans that are not consistent with the vehicle
state at time (tk + AT).
4.4.1 Measurement Error
Measurement errors at time kT are a source of error for the planning system, and
they can be quantified by calculating bounds on the measurement noise levels. The
state measurements in the propagation model, Eq. 4.4, consist of cross-track position,
-T
heading and bank angle measurements, Y = X = 4IT (i.e., full state
feedback), which are obtained from GPS and filtered roll rate measurements, respec-
tively. The aircraft heading, /,IT, is approximated using the groundspeed heading
arctan ( (4.16)
which is a valid assumption for small disturbance magnitude ratios, as shown in Sec-
tion 3.1. While the 1Hz GPS position and velocity measurements are very accurate,
the Trimble receiver used onboard the aircraft injects a 1 sec delay on the velocity
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The calculated heading errors due to a 1 second lag on the GPS
velocity measurements. The ±3o = 9.77 bounds on the expected
uncertainty levels shown are used to approximate the initial head-
ing uncertainty in <(kT).
measurements, requiring estimation of the velocity at the current time-step. This can
be accomplished using a simple discrete time position and velocity model assuming
constant acceleration
Xk = Xk_ + tVk-_ + 22
Vk = aAt + Vk _1I
(4.17)
(4.18)
Solving for aAt in Eq. 4.17 and substituting into Eq. 4.18 yields the desired expression
in terms of available measurements:
Vk = Vk-1 +
2(Xk - Xk-_ - AtVk_1)
At
The constant acceleration assumption in Eq. 4.19 is a source of error since the bank
angle dynamics permit the roll angle to vary on the time scale of At = 1 sec. (see
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(4.19)
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Figure 4-9: Variation of the initial heading angle, 'o C (-5, 5) deg, in the
groundtrack of an aircraft with 25 m/s airspeed, K, = 0.75 and
Ld = 75 m. The initial heading angle largely determines the
estimate of the propagated state estimate at AT = 1 sec.
Subsection 2.2.2). The effective heading error as a result of the GPS lag is plotted in
Figure 4-8, which shows the heading errors calculated for 10 separate HWIL flights
and no wind in the simulation. The 3- = t9.67' bounds quantify the expected levels
of uncertainty in the initial state, <(kT).
Aircraft heading measurements, O(kT), are one of the most significant sources of
error for planning, and Figure 4-9 provides some insight into the physical reason for
this relatively high sensitivity. Here the vehicle cross-track error, y,, is shown for
various initial conditions in the heading angle, No, showing that for even small varia-
tions in the initial heading (±5'), the closed loop cross-track and heading predictions
, YIT and IT respectively, have large variations over the prediction interval, AT < 1
s. Subsection 4.4.2 quantifies the expected propagation errors explicitly as a functions
of this initial heading error, and the errors associated with wind disturbances, WIT.
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Due to the relative accuracy of the GPS position measurements, errors in the
cross-track offset, i,, can be neglected. In addition, errors in the roll angle estimate
will also be neglected due to high bandwidth roll rate sensors, bias estimation and
periodic GPS updates as shown in Subsection 2.1.3 and in Ref. [35]. In the next
section the initial condition error on the roll angle, qo, will also be shown to contribute
relatively little to the uncertainty at future timesteps. From the analysis shown here,
the reader should note that the 1 second lag on the GPS velocity states provide the
largest source of measurement error, and thus the fundamental limitation on how well
the propagated state, ±(kT + AT), can be known, irrespective of disturbance levels
on the system.
4.4.2 Propagation Error
Initial state estimation errors and uncertain disturbances acting on the system cause
the propagation estimates, 3(kT + AT), to have some uncertainty, and the quantifica-
tion of this uncertainty is important in guaranteeing feasibility of the MILP solution at
future timesteps [40]. For the propagation model in Eq. 4.4, define an initial state un-
certainty, z(kT), which is bounded by the set M, i.e., z-(kT) E M c R3. In addition,
uncertain but bounded disturbances will act on the system W(kT) E )WV C R2 where
W is analogous to the uncertainty in the wind estimates shown in Subsection 3.1.1,
now for the intrack case.
The closed loop dynamics from Eq. 4.4 can be used to form estimates of the
propagated state at time (kT + AT)
I kT+AT
x(kT + AT) - eA(AT)x(kT) + e A(kT+ATT-r)GW (kT) dT (4.20)
kT
Typical computation times for the MILP trajectory optimization range between 0.1
and 1 sec. Taking AT = 1 sec as an overbound and assuming constant wind over the
propagation interval, the propagated state an be written as
x(kT + 1) = eAx(kT) + A 1 (eA - I) GW
Fx(kT) + FW(kT) (4.21)
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Solving for the states at the propagated time with the dynamics from Subsection 4.3.1,
expressions for the propagated state errors can be formed in terms of the uncertainty
in the state variables and input disturbances at time kT. Assuming the state and
disturbance uncertainty is constant with time,
9,r (kT + 1)
[,2:(kT + 1) I F + TW (4.22)
OI1 (kT + 1)
0.9726 25.7349 -2.6372 0.1786 0.9925
F= -0.0025 0.7842 -0.1336 r7= 0.0123 -0.0010
0.0102 0.9636 0.0213 0.0082 0.0072
where F and F are scaled for radian measure of )IT and 'IT. From Subsection 4.4.1,
the initial condition uncertainty is predominately characterized by uncertainty in the
true heading state, No, because the position and bank angle states are relatively
well known. The wind direction will not be known a priori, so the worst case error
associated with the wind magnitude is found by taking the maximum value for rW,
IT (kT + 1) = |F1241 + max [u Ip12 W (4.23)
/IT(kT + 1) = |F2 20o| + Max IF21 F 22 ]W (4.24)
kIT(kT + 1) = |F3 2 001 + max, [31 £32 W (4.25)
The sets of prediction errors at time AT = 1 sec,
z(kT + 1) E N C R3  (4.26)
are plotted in Figures 4-10(a) - 4-11(a) for varying disturbance bounds, W, and ini-
tial heading errors, N0. The slope of the planes (defined from the F and F matrices in
Eq. 4.22) indicate the relative sensitivity of the propagated states to the initial state
uncertainty, 4o and the maximum disturbance bound, ). For the propagation head-
ing errors in Figure 4-10(b) for instance, although the wind disturbances contribute,
higher errors are accumulated from the heading error measurements at time (kT).
For example, if, as in Subsection 4.4.1, 10' bounds on 4o are assumed, the heading
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uncertainty in |+(kT ± 1)I can be expected to lie within the range (7.81,11.75), de-
pending on the wind disturbance levels. The sensitivity to roll angle error, q0, is
also plotted for comparison in Figure 4-11(b). Even large errors in < contribute small
errors to the heading and cross-track errors at time (kT + 1).
Figure 4-12(a) shows the intrack position prediction errors at time AT = 1 sec
for a series of HWIL tests (no wind in the simulation). The cross-track bounds as
predicted from Figure 4-10(a) at the measured levels (i.e., o = 10 deg, W = [0 O]T)
are also shown by the dashed lines on the cross-track axis. The actual closed loop
cross-track errors are shown to lie within the worst case prediction bounds, indicating
slightly conservative results in this case. The open loop propagation errors assuming
constant heading and velocity and AT = 1 sec are also shown for comparison to the
closed loop case. The tighter closed loop error distribution about (0,0) indicates much
more accurate predictions than the open loop propagations, due to the additional
acceleration dynamics in the closed loop model.
Figure 4-12(b) shows the propagated heading errors measured during several HWIL
experiments plotted as a histogram, showing an approximate distribution about
|(kT + AT)I with o = 3.49 and no wind in the simulation (W = [0 O]T). The bound
computed from Eq. 4.21 is also plotted (dashed line), showing the measured prediction
errors obtained during simulations are within the 0(kT + AT) E NVhp = 7.15 bounds.
Figure 4-12 provides a hardware-in-the-loop verification of the analytical results found
here.
Wind Disturbance Bounds
While initial heading errors contribute some of the uncertainty at state x(kT + AT),
as shown in Figures 4-12 - 4-12 the wind disturbances represent a large disturbance
source for the trajectory design problem. While in general the wind disturbances
acting on the vehicle would not be known, the results from the propagation analysis
show the effect given errors in the disturbances that can be estimated. Subsec-
tion 3.5.2 presented a method for estimating the magnitude of the wind disturbance
given velocity and position measurements. With added information about the aircraft
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(a) The maximum cross-track error expected at time (kT + AT), for varying bounds on the
initial heading error and disturbance magnitude.
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(b) The maximum heading angle error expected at time (kT + AT), for varying bounds on
the initial heading error and disturbance magnitude.
Figure 4-10: Calculation of the overbounds on the state prediction errors,
z~(kT+AT), for the dominant error sources in disturbance levels,
W and initial condition uncertainty 'o.
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(a) The maximum roll angle error expected at time (Tk + AT), for varying bounds on the
initial heading error and disturbance magnitude in m/s. Note the Z axis scale indicates
almost no sensitivity.
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(b) The heading prediction errors as a function of initial roll angle uncertainty, qo, and dis-
turbance magnitude, shown for comparison to the case of heading angle uncertainty.
Figure 4-11: Calculation of the overbounds on the state prediction errors for
less sensitive parameters, #(kT + AT) and o.
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(a) The closed loop propagation position errors are shown to remain within the +4.5 m
bounds (dashed lines) for the initial heading uncertainty, IoI < 10 deg, and no wind
disturbance W = [0 0]T. The open loop state propagation without closed loop dynamics
is shown for comparison, AT = 1 sec.
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(b) Closed loop heading propagation errors plotted as a histogram for an experiment with
no wind on the HWIL testbed. The magnitude of the errors are shown to lie below the
|O(kT + AT)max| 5 7.81 deg bounds from an initial heading uncertainty of |/ol :!5 10
degrees.
Figure 4-12: Position and heading propagation errors as measured over 12
HWIL simulations for validation of the analytical bounds com-
puted in Subsection 4.4.2.
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heading this could be extended to form estimates of the inertial magnitude compo-
nents W = [wX wy]T and used to potentially reduce the effect of the error due to
disturbances on the system.
4.5 Constraint Tightening
Given information about the expected prediction errors, the constraints for the MILP
optimization need to be tightened in order to ensure worst case robust feasibility.
This amounts to allowing added margin to the account for the state uncertainty at
time (kT + AT) so that the low level controller has enough authority to correct for
unplanned disturbances acting on the system. The approach here is to compute the
added margin required on each of the constraints based on the bounds computed for
the prediction step i(kT + AT).
4.5.1 Turn Radius Constraints
Given a maximum bank angle, #max = 300, the theoretical minimum turn radius
capable for the vehicle at va = 26 m/s (average airspeed) is
2
pm= " ~ 120m (4.27)g tan(300)
Note that Pmin is used to define the tracker convergence parameter, Ld in Figure 4-5,
as well. From Figure 4-13, the turn radius is related to the maximum discrete heading
deviation, A0, by the relation
(VaT\ vaT__
AO = 90 - arccos ( I = arcsin VaT (4.28)
2p 2p
where VaT defines the step length between discrete points in the MILP trajectory
optimization. For a plan step length of 100 m (T ~ 4 sec), the theoretical maximum
discrete heading deviation at any plan point is defined by the minimum turn radius
achievable by the vehicle
A4'lmax = arcsin (~~) 250 (4.29)
(2pmin
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Figure 4-13: Position and heading propagation errors, (p(kT + AT), (kT +
AT)) generate bounds on the minimum turn radius, p, used to
calculate the MILP trajectory. Note: propagation and uncer-
tainties are not to scale.
However due to the uncertainty at time (kT + AT), there will be a deviation between
the planned and flown paths, and some turn rate authority will be required at the
vehicle level to make sure that the plan is flyable. In order to guarantee that the
vehicle will reach the plan points at future time-steps, the planner turn radius, pp,
must be chosen to reserve some authority for the low level vehicle controller. This
amounts to scaling the planner turn radius such that it is consistent with the expected
uncertainty at the propagated time (kT + AT)
1
Pp = IPmin, T E [0, 1) (4.30)
where T is the turn radius scale factor relating the state uncertainty, z(kT + AT) to
the minimum turn rate constraints. As T -+ 0, the planner loses authority to design
trajectories, however the low level vehicle controller will gain the maximum turn rate
authority to reject disturbances. Conversely, T = 1 corresponds to the case when the
planner is given full authority to design a trajectory for maximum maneuverability,
138
but no margin is left for uncertainty or disturbances acting on the system.
From Eqns. 4.28 and 4.30, T is related geometrically to the minimum turn radius,
Pmin, the planning step size, vT, and the maximum discrete heading angle, Ab,
pmin 2pmin sin (A@) (4.31)
pP vT
A7P= A0|max - (kT + AT) (4.32)
where AO is chosen to be the maximum vehicle authority, minus the heading angle
uncertainty computed for the propagation time as shown in Figure 4-13. By choosing
the planning turn radius consistently with Eqns. 4.30 and 4.31, the vehicle is guar-
anteed to have enough authority to compensate for the worst case heading errors and
disturbance levels at the MILP initial condition, f(kT + AT).
As seen in the plots of the heading angle error in Figure 4-11(a), or calculated
using Eq. 4.22 with Oo = 100 and 5 m/s wind disturbance, the expected heading
uncertainty is computed as 'i(kT+ AT) ~ 10'. Using Eq. 4.31, the best case planning
radius is then
p 200m, T ~ 0.60 (4.33)
The added margin in the selection of the planner turn radius, pp, provides a
means to account for uncertainty in the initial state of the MILP optimization, yet
is still provides enough authority to the planner to design reasonably maneuverable
trajectories. These trajectories utilize complex maneuvers to navigate through a
detailed obstacle field, requiring maximum turn rate constraints to be enforced.
Figure 4-14(a) shows the vehicle maneuvering with maximum turn rate constraints,
and with wind and turbulence effects producing large disturbance sources (Tw =
0.25). With p, = 200 m selected as the minimum planning turn radius, the MILP
trajectory plans are consistently flown by the vehicle without having to drastically
reset the plan position and heading at the start of each optimization. This indicates
that the low level vehicle controller is capable of executing the plans that are de-
signed, and that enough authority was provided to it to overcome the uncertainty in
the initial conditions of the vehicle state. The true static wind estimate, W, was pro-
vided to the planner (through Eq. 4.3) in this simulation, indicating that dynamically
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(a) The vehicle is capable of executing tight maneuvers and obstacle avoidance in the
presence of a static wind disturbance at 25% of the aircraft speed. Wind vector 6
m/s from the south added. The plan turn radius, p, = 200 m, is used to design the
trajectories
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(b) The effect of a small a plan turn radius, pp, on the system performance (T -* 1). The vehi-
cle is not able to reach the desired states the planner designs, indicating there is too much
authority on the planning level. p, = 160 m, confirming predictions from Subsection 4.5
Figure 4-14: Receding Horizon Simulation with turbulence, sensor noise, ac-
tuator delay acting on the system. Planned data marked with
solid 'x' segments for the current plan being flown, and dashed
'x' segments for the next plan step. Vehicle telemetry is also
shown, and the goals are marked with circles and ordered in
sequence shown by the numbers in Figure 4-14(a).
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feasible plans can be designed given suitably accurate information and validating the
predictions from Eq. 4.31.
Increasing the value of T increases the maneuverability of the plans that can
be designed, however due to the uncertain states at the start of the new plan, the
maximum authority will rarely be applied and the vehicle will tend to divert from
the optimal MILP trajectory. This type of plan is characterized by a "drift" in the
plans that are designed as the vehicle continually misses each of the plan points.
Figure 4-14(b) shows the effect of too small a planner turn radius, with p, = 160 m,
again, validating predictions that the minimum turn radius should be set according
to Eq. 4.31.
4.6 Conclusion
Planning for UAVs in a real world environment with uncertainty and disturbances
creates much more difficulty, and the HWIL testbed has helped to test and validate
some of the assumptions about planning for a multi-vehicle system. The MILP dy-
namics model was extended to account for the bank angle dynamics of the aircraft,
allowing for more dynamically consistent trajectories to be generated by the planning
system. The effect of uncertainty and disturbances have been classified and ana-
lyzed, allowing the limits of the planning system to be determined, with constraint
tightening being employed to further increase the robustness of the system.
Although large errors in the wind estimation error have been shown to cause
the design of dynamically inconsistent trajectories, estimation techniques such as
those presented in Section 3.2 are available to improve these errors. In particular,
by utilizing an onboard magnetometer as an added measurement source, the aircraft
heading error as well as the wind estimation error can be drastically reduced.
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