To investigate the feasibility of detecting acute tonic cold pain (CP) perception from recordable microwave transcranial transmission (MTT) signals by using machine learning techniques. CP and no-pain (NP) MTT signals collected from 15 young subjects are analyzed in the wavelet packet transformation (WPT) and variational mode decomposition (VMD) domains. In addition, features such as relative energy change, refined composite multiscale dispersion entropy, refined composite multiscale fuzzy entropy, and autoregressive model coefficients are extracted in the WPD, VMD, VMD-WPD, and WPD-VMD domains. Simultaneously, support vector machine (SVM) is selected as the classifier, and feature indexes are input into the classifier by using the 10-fold cross validation method to obtain the best training and test datasets. Principal component analysis is used to reduce the feature dimensions of the training and test datasets and to improve classification accuracy. Then, the test dataset is imported into the trained classifier for the calculation and evaluation of the model's classification performance. In the validation of the SVM classifier, feature extraction in the WPD-VMD domain is the best pain detection algorithm. It provides high values of sensitivity (91.30%), specificity (90.47%), positive predictive value (91.30%), accuracy (90.90%), and area under curve (0.806). The microwave scattering technique can be used as a direct, objective, and experimentally stable method to detect acute CP perception, this approach has a high application prospect for clinical real-time diagnosis.
I. INTRODUCTION
Objective pain description has long been desired for clinical pain assessment and management and has spurred research on pain measurement and prevention. Nevertheless, subjective pain perception is difficult to quantify [1] . Pain measurement can be divided into self-reported and quantitative measurements [2] . Self-reported pain perception comes from statements made by the patient on the basis of a standard scale, e.g., numerical ratings [2] . Currently available acute pain intensity assessment tools are mainly based on self-reporting by patients; however, self-reporting is impractical for non-The associate editor coordinating the review of this manuscript and approving it for publication was Panagiotis Petrantonakis . communicative, sedated, or critically ill patients [1] , [2] . The most commonly used pain intensity measures include visual analog scales, numerical rating scales, and verbal rating scales. These tools are subjective and cannot capture the characteristics of pain perception over time. Pain recognition based on facial expression is sometimes considered when measuring pain [3] - [7] . However, determining whether a patient is suffering on the basis of physical expressions, such as fainting, is impossible.
Quantitative test methods have been developed to improve the objectivity of measurement methods in pain quantification. The most direct way to measure pain is to directly record neural activity from peripheral nerves by using EEG, fMRI, and MEG [8] - [10] . However, EEG, fMRI, and MEG require bulky or expensive apparatus and cannot detect the changes in the brain activity of patients anytime and anywhere in a timely and convenient manner, thereby complicating the timely and rapid diagnosis and treatment of critically ill patients. Missing the optimal time for treatment may result in permanent nerve damage or death. In addition, given that scalp EEG signals associated with pain perception have strong nonstationarity and low signal-to-noise ratio, mastering robustness and extracting features are difficult [11] - [14] . fMRI measures neural activity on the basis of BOLD signals and has good spatial resolution but low temporal resolution [15] - [17] . The temporal resolution of MEG is not weaker than that of EEG, but has low spatial resolution and is expensive [10] , [18] .
Therefore, we aim to find a safe, inexpensive, portable, noninvasive, and nonimplantable brain function detection method with improved temporal-spatial resolution and penetrating ability [19] - [21] . Microwave is proven to be a safe, low-cost, and reliable signal detection method, and the microwave frequency range 0.1-10 GHz is attractive for diagnostic applications [19] . Microwave technology has been used in a variety of diagnostic medical applications, including the investigation of intracranial thermogenic or ischaemic regions associated with tumors or vascular lesions [22] - [24] . With the progress of microwave detection technology, many scholars have applied the microwave scattering principle to detect various types of brain activities [25] - [33] . However, most previous studies have detected neural activity in the brain on the basis of changes in EEG oscillations in the electromagnetic (microwave) radiation environment [34] - [37] , and few researchers have directly examined brain activity by investigating changes in MTT signals. In our previous studies, we detected sleep signals in anesthetized rats and demonstrated that microwave propagation through the brain functional site changes according to the variation in the permittivity of the dielectric, and thus, it varies with neuronal activation at the functional site [38] . Neuronal activation at a functional site in the brain changes the ion concentration of the extracellular fluid surrounding the activated neurons [38] . A recent report on antenna transmission coefficients (S-parameters) from different directions confirmed that MTT signals carry the oscillating information on brain neural activity [39] . A nanoscale magnetic tunnel junction can transduce a biological signal to microwave signals [40] . Hence, the analysis of microwave signal penetration through the activated areas of the brain can be used as an effective method to detect neural activity associated with pain perception.
Therefore, in this work, we aim to investigate the feasibility of detecting acute tonic cold pain (CP) events from MTT signals and to develop a signal processing algorithm for the optimal extraction and categorization of the information in the signals. A classification scheme based on features derived from the WPD, VMD, VMD-WPD, and WPD-VMD domains of MTT signals is proposed. Features such as relative energy change (REC), refined composite multiscale dispersion entropy (RCMDE), refined composite multiscale fuzzy entropy (RCMFE), and autoregressive (AR) model coefficients, representing tonic CP and no-pain (NP), are extracted with these proposed methods. After dimension reduction with a principal component analysis (PCA) algorithm, the extracted feature set is sent to a support vector machine (SVM) classifier, and the optimal training dataset is screened through the 10-fold cross validation approach. Then, the test set is imported into the trained classifier for the calculation and evaluation of the classification performance of the models.
II. EXPERIMENTAL METHODOLOGY A. PARTICIPANTS
Fifteen healthy young adults (nine males and six females; ages 22.5±3.6 years) participated in the experiment. These participants are all undergraduate and graduate students from the Guilin University of Electronic Technology (GUET). All subjects were right-handed, not on medication, and had no history of neurological, psychiatric, and cardiovascular problems. Prior to the experiment, every participant completed a questionnaire. Each subject was given a detailed explanation of the procedure, and a consent form was signed. The present study was approved by the ethics committee of the GUET and conducted according to the Declaration of Helsinki, the Belmont Report, and all relevant laws and regulations in China. The process was implemented in a completely safe environment that will not cause any immediate harm or sequelae to the human body.
B. EXPERIMENTAL PROCEDURE
In the experiment, each subject laid comfortably on a flatbed (preferably on the left edge of the bed to allow the left hand to access the ice water easily) in a brightly lit, sound-attenuated, temperature-controlled (24 • C-26 • C) room. The subjects laid in a relaxed position with eyes closed and ears blocked during the experiments. To avoid introducing further artifacts, we conducted ice water stimulation and test operations with the help of the investigators, who asked each subject to relax his consciousness and not be absent-minded to avoid introducing artifacts. Each subject regularly experienced two commands within a full trial (120 s): NP (0-20, 50-70, and 100-120 s) and CP control (20-50 and 70-100 s). In the NP condition segments, the subject was required to take his/her left hand out of the ice water (0 • C-1 • C). The process was performed by an investigator by removing the ice water bucket while the subject remained motionless. In the CP condition segments, the subject was asked to immerse his/her left hand into the cold water through the help of the investigator. The experiment contained six groups, 10 trials per group, and subjects had a break of about 2-5min between groups. The whole experiment lasted about 150min. The detailed test process is shown in Fig. 1 .
C. DATA ACQUISITION
The electromagnetic signal receiving and transmitting device is a pair of broadband horn antennas (frequency range: 2.0-18.0 GHz, transmission gain: 12 dB; ChengDu Ainfo Inc. Chengdu, China). The electromagnetic wave transmission and signal processing equipment is a two-port Vector Network Analyzer (Agilent Technologies N5230A; Agilent Technologies, Inc. USA).
A two-port vector network analyzer that transmits 5 GHz of radio frequency electromagnetic wave of −15 dBm by an antenna at approximately 1 cm distance from the left side propagating through the subject brain was used. This radio frequency electromagnetic wave was received on the right side by another antenna at approximately 1 cm from the subject brain, named it MTT signal, which contains two columns of data, amplitude-changing and phase-changing data. The transmitting antenna was located at the left end of the brain, and the receiving antenna was at the right end; this set up was denoted as transmission coefficient S21. The sampling frequency of the recorded MTT signal is 250 Hz, and the sampling time for each sample is 120 s. Thus, the data points of samples is 60,000 (both the amplitude-changing data points and the phase-changing data points are 30,000).
D. DATA PREPROCESSING
Data calculation is performed in Matlab (2014b) R (The Math Works Inc., Natick, MA, USA). Data statistics and analysis are implemented by SPSS 22.0 R (IBM Corp., Armonk, NY, USA). Once the MTT signals are acquired, they are preprocessed by converting raw signals into amplified and digitized data at 250 Hz sample rate. To remove noise, highfrequency components are removed using band pass filter in the 0.3-50 Hz range. The filtered signal is x(t) = {x 1 , x 2 }, where x 1 is the data point of the amplitude-changing data, and x 2 is the data point of the phase-changing data. All sample datasets are normalized before feature extraction to improve the accuracy of feature extraction and classification.
E. FEATURES
Four feature datasets are extracted from amplitude-change and phase-change MTT signals. Namely, (1) REC, (2) RCMDE, (3) RCMFE, and (4) AR model coefficient. In this section, we will introduce each feature and discuss their appropriateness for classification.
1) REC
Energy changes are often used as features to characterize activity that triggers brain signals [28] , [33] , [34] . Given a raw signal sequence x(t), j layer decomposition is carried out through wavelet packet transformation (WPT or WPD). Thus, the energy of the N th node is as follows:
where l = 1, 2, · · · , N ; j is the number of decomposition layers; k is the k th subband in the j th level; l is the number of wavelet packet coefficients contained in the node; d l (j, k) is the wavelet packet coefficient of the k th subband in the j th level; and E(j, k) is the average energy of the wavelet packet coefficient of the k th subband in the j th level.
In the case of VMD, a raw signal sequence, band-limited intrinsic mode functions (BLIMFs) arranged from small frequency to large frequency are obtained through i layer decomposition. Hence, the energy value of the i th BLIMF component can be obtained from the following equation:
where f (t) is a BLIMF signal component of time period t = 1, 2, · · · , T . The REC is the ratio of the above-described energy value to the total energy sum of all the decomposed components.
2) RCMDE
RCMDE, a novel complexity measure proposed by [41] , is an improved biometric algorithm based on MDE [41] , [42] . RCMDE quantifies the uncertainty and complexity of a signal in multiple scales. Assume we have a univariate signal of length L: x(t) = {x 1 , x 2 , · · · , x L }. The raw signal x(t) is divided into nonoverlapping segments of length τ , which is known as the scale factor . Then, the average of each segment is calculated to derive coarse-grained signals as follows [43] :
where j = {1, 2, · · · , N } and N = L τ . The coarse-grained approximation signal x(t) is mapped into y(t) = {y 1 , y 2 , · · · , y N } from 0 to 1 as follows:
where µ is the mean, and σ is the standard deviation of the coarse-grained signal a. Then, we use a linear algorithm to assign each y i to an integer from 1 to c. Each y i is assigned an integer from 1 to c as z c j = round(c * y i + 0.5),
where z c j denotes the j th member of the classified time series, and rounding off involves either increasing or decreasing a number to the next digit [44] , [45] .
For an embedding dimension m and time delay d, time series z m,c i can be defined as z m,c
The number of possible dispersion patterns that can be assigned to each time series is equal to c m , given that the signal has m members, and each member can be any integer from 1 to c [44]- [46] .
For each c m potential dispersion pattern π v 0 v 1 ···v m−1 , relative frequency is obtained as follows:
where # means cardinality. Finally, entropy is calculated by using Shannon's definition of entropy as given below:
RCMDE calculation requires four parameters, namely, embedding dimension (m), number of classes to be mapped (c), time delay (d), and scaling factor (τ ). To ensure the reliability of statistics, the total number of dispersion patterns (c m ) is suggested to be smaller than the length of the signal (L) [44] . We obtain set c = 6 by using the recommendation given by [41] , [42] , [44] , [47] and after experimentation. If the c is excessively small, then two amplitude values that have a large difference between them may be assigned to similar classes. By contrast, if the c is excessively large, then two amplitude values with a small difference may be assigned to different classes. Hence, a large c value may be sensitive to noise [41] , [43] . To determine the value of m, we have to consider that if m is too small, then the RCMDE might be unable detect dynamic changes in the signal. If m is too large, then small variations might go unnoticed. Given that L = 500 in our experiment, m should be less than 4, because 6 4 = 1296 > L. Thus, we set m = 3 after extensive experimentation. In practice, d = 1 is recommended, because aliasing may occur for d > 1 [41] . For RCMDE, we set the scaling factor τ ={1, 2, 3, 4}to ensure that the number of features is not excessively high and that satisfactory performance is achieved.
3) RCMFE
RCMFE is an extension of fuzzy entropy in multiple scales and has been widely used in biomedical signal analysis [48] , [49] . To calculate RCMFE, the coarse-grained signal y(t) = {y 1 , y 2 , · · · , y N }is calculated by using [44] for a given scaling factor τ . Then, for an embedding dimension m and tolerance r, let the value of y at time step t be y t . For a given time step t, a new class of signals named composite delay vector, is created with the following form:
m . The distance between each composite delay vector U m t 1 and U m t 2 is defined as follows:
For a given fuzzy power n and tolerance r, the similarity degree d t 1 t 2 between U m t 1 and U m t 2 is calculated through the fuzzy membership function µ(d t 1 t 2 , n, r). The function φ m is then defined as follows:
where φ m represents the probability that any two composite delay vectors are similar in dimension m. Finally, RCMFE is calculated as follows:
The values of four parameters need to be set to calculate RCMFE. They are embedding dimension (m), fuzzy power (n), tolerance (r), and scaling factor (τ ). The values of m, n, and r are set to 3, 2, and 0.15σ (x) respectively, where σ (x) is the standard deviation of the time series x, as suggested previously [48] - [52] . We calculate RCMFE for up to four scales. Thus, the scaling factor is τ ={1, 2, 3, 4}to ensure satisfactory performance without making the number of features too large [53] , [54] .
4) AR MODEL PARAMETERS
A time series x(t) = {x 1 , x 2 , · · · , x N } can be modeled by the output of an AR system excited by white Gaussian noise [55] . In an AR model of order p, the current output is a linear combination of the past outputs plus a white Gaussian noise input. The AR model is simply a linear regression of the current observation of the series against one or more prior observations of the series [56] . If x(n) is the current value of the output, and u(n) is zero-mean white Gaussian noise with standard deviation σ 2 N , then the AR model is described by the following:
where a = {a 1 , a 2 , · · · , a p } is called the AR model coefficient. This coefficient is estimated from measured data. Several kinds of techniques, such as the least-squares method, Yule-Walker method, and Burg method are used to solve the model coefficients [55] , [56] . In this work, we use the Burg method to calculate AR coefficients, also called ARBurg coefficients. The order p of the AR model ranges from 2 to 11 to accurately evaluate classification performance. We have found that a 4 th order AR model i.e., p = 4, is sufficient to represent MTT signal segments. It ensures satisfactory performance without making the number of features too large.
F. PROPOSED FEATURE EXTRACTION ALGORITHM 1) WPT PRINCIPLE THEORY
WPT is based on the inner product function, WPD is a very important feature extraction algorithm in WPT [57] . For a non-stationary signal x(t), the inner product transformation with the basis function decomposing the signal into many components, namely d i . The wavelet packet coefficients are represented by W n k (t), H and G representation of wavelet packet decomposition filter [58] . The wavelet packet decomposition coefficient is represented as follows:
Wavelet packet is a linear transformation that satisfies the law of energy conservation, that is:
The wavelet packet coefficient has the dimension of energy, thus the energy of each frequency band can be determined according to the wavelet packet coefficient of signal.
2) VMD PRINCIPLE THEORY
The VMD first proposed by Dragomiretskiy and Zosso can decompose the input signal x(t) into BLIMFs known as u k [59] , [60] . Each mode u k is almost compact around a matching center frequency ω k , and its bandwidth is assessed by means of H 1 Gaussian smoothness.
For a non-stationary signal x(t), the Hilbert transform can be written as follows:
where t and τ denote time real variables, p.v. is the principal value of the integral. For each mode u k , compute the associated analytic signal by means of the Hilbert transform in order to obtain a unilateral frequency spectrum. The corresponding formula of the restrictive variational issue can be described as follows:
where, {u k } := {u 1 , u 2 , · · · , u k }, and {ω k ) = {ω 1 , ω 2 , · · · , ω k } are shorthand notations for the set of all modes and their center frequencies, respectively.
is understood as the summation over all modes.
To resolve the optimal solution of constrained variational problems, quadratic penalty parameters and Lagrangian multipliers are used. Here α is a penalty parameter and λ(t) is the Lagrangian multiplier. α is a classic way to encourage reconstruction fidelity and improve convergence, typically in the presence of additive Gaussian noise. On the other hand, λ(t) is a common way of enforcing constraints strictly. Based on the advantages of the two terms, the augmented Lagrangian multiplier L expression is given:
Then, the alternate direction method of multipliers (ADMM) [60] , [61] is used to solve the the original minimization variational issue of (16), in which it seeks the saddle point of the extended Lagrange expression from update u n+1 k , ω n+1 k and λ n+1 k by alternating the two directions. To update the modes u n+1 k , we first rewrite the subproblem as the following equivalent minimization problem:
Making use of the Parseval/Plancherel Fourier isometry under the L 2 norm, this problem can be solved in spectral domain:
Perform a change of variables ω is replaced by ω−ω k in the first term, formula (19) is transformed into an integral form in a non-negative frequency range.
Exploiting the Hermitian symmetry of the real signals in the reconstruction fidelity term, we can write both terms as halfspace integrals over the non-negative frequencies:
Therefore, all the modes can be obtained in the frequency domain solution set,û n+1 k is clearly identified as a Wiener filtering of the current residual. Then, the k th modal update expression changes to:
then the full spectrum of the real mode is obtained by Hermitian symmetric completion. Conversely, the mode in time domain is obtained as the real part of the inverse Fourier transform of this filtered analytic signal. For the same reason, the center frequencies do not appear in the reconstruction fidelity term, but only in the bandwidth prior, the optimization can take place in Fourier domain. When the value of the center frequency ω k is transformed into the frequency domain, the expression of the center frequency update in the frequency domain can be obtained:
According to the frequency characteristics of the signal, the frequency band can be divided, and the modes and center frequencies can be updated continuously in the frequency domain, and finally the adaptive decomposition of the signal can be realized. The complete algorithm of the VMD in detail can be found in [59] .
G. SVM CLASSIFIER
Here, LIBSVM [62] is used as the classifier. Given a binary classification problem sample dataset (x i , y i ), where x i represents an n-dimensional data sample, and y i ∈ {+1, −1} is the class of sample x i , for i = 1, 2, · · · , l, the goal of SVM is to design a method with high computational efficiency to learn a good separation hyperplane in a high-dimensional feature space. The hyperplane expression in high-dimensional space is as follows:
The classification plane can be formalized for optimization in the form of the following 1-norm soft margin optimization problem as follows:
where ξ i ≥ 0,i = 1, 2, · · · , l. Parameter C is a user-specified positive parameter that controls the trade-off between maximizing the margin and minimizing the training error term. This quadratic optimization problem can be solved by constructing a Lagrange function and converting it into a dual problem as follows:
where a i ≥ 0 are Lagrangian multipliers.
Replacing the dot product in the optimal classification plane with the inner product K (x i , x j ) is equivalent to replacing the original eigenspace with a new eigenspace. The SVM decision function is then given by
Gaussian kernel function (radial basis function, RBF)
2 ) is chosen in this work.
H. FEATURE EXTRACTION
In a single 120 s experiment involving the CP test, each subject experienced two intermittent cold pressor stimuli.
To shorten the data length and improve the classification accuracy, we select the first 40 s (include NP of 1-20 s and CP of 20-40s) as research data. The continuous time series of MTT signals are segmented into small time intervals by using a sliding window. Each time interval is categorized as an NP or a CP sample depending on whether the pain event has occurred within the period of the time excerpt. Thus, data are divided into 10 NP and 10 CP segments per 2 s. Each segment contains 2 × 500 data points. Therefore, each subject has 600 NP datasets and 600 CP data sets. Moreover, 400 NP datasets and 400 CP datasets are randomly selected as training datasets, and the rest are utilized as test datasets. Previous reports have confirmed that NP power varies drastically in the 4-12 Hz (theta and alpha rhythm) range, and CP power varies considerably in the 12-30 Hz (beta rhythm) range [12] . Fig. 2 shows the amplitude-changing and phasechanging data of a MTT signal in the first 40 s. Therefore, four feature sets are extracted from these dataset segments, namely, (1) REC, (2) RCMDE, (3) RCMFE, and (4) AR model coefficient. In this section, we introduce each feature and discuss their appropriateness for classification. The feature extraction flow chart is shown in Fig. 3 .
1) FEATURE EXTRACTION IN THE WPD DOMAIN
To extract features in the WPD domain, a three-level decomposition of the MTT signal is performed by using Daubechies-4 (db4) as the mother wavelet. Since the sampling frequency of the sample is f s = 250Hz, its Nyquist frequency is 125 Hz. Therefore, the first two painrelated node coefficients DB1[3,0] (0-16 Hz) and DB2 [3, 1] 
2) FEATURE EXTRACTION IN THE VMD DOMAIN
Each MTT signal segment is used for VMD to decompose amplitude-changing and phase-changing data. The mode is set as k = 4and alpha=8,000, and four BLIMFs components are decomposed. Given that in the VMD decomposition, BLIMF1 represents the trend line of the original signal [59] , [ 
3) FEATURE EXTRACTION IN THE VMD-WPD DOMAIN
For the above-mentioned MTT signals after the four-mode decomposition of VMD, the last three BLIMFs are decomposed into the three-level WPD of wavelet packet coefficients with db4 as the mother wavelet. We have extracted ome REC feature, four RCMDE features (for scale [1] [2] [3] [4] 
I. FEATURE REDUCTION
In the above-mentioned feature extraction, some methods obtain a large number of features, and some features may be redundant. Feature redundancy is not conducive for accurate pain perception detection. Some unimportant features and an excessive number of dimensions affect classification accuracy in machine learning. Therefore, the dimensions of the extracted feature vector sets are reduced through PCA.
Given the data S nm , n represents the number of data dimension, and m represents the number of data samples. S nm dimension reduction is calculated by using the following steps.
Step 1: Average the data S nm to obtain the following equation: Step 2: Calculate the covariance matrix:
Step 3: Calculate the eigenvalues λ i and eigenvectors ω i of the covariance matrix C:
Step 4: Finally, select the eigenvector ω 1 , ω 2 , · · · , ω k that corresponds to k maximum eigenvalues to form the matrix V kn , that is, V kn = [ω 1 , ω 2 , · · · , ω k ]. Then, the matrix after dimension reduction is as follows:
All feature sets are extracted from training datasets and test datasets for dimension reduction by using the PCA method to obtain the best matrix for classification.
J. CLASSIFICATION AND PERFORMANCE INDEXES
Given that our previous work [38] and other [39] reports have confirmed that MTT signals carry dynamic information that is associated with evocation-related brain activity, we attempted to detect pain-related neural activity using microwaves. In this study, pain detection is performed by using the binary classifier SVM, which assigns the periods of recorded MTT signals to one of two classes, namely, CP and NP. For this purpose, features are extracted from the MTT signals. This approach enables the discrimination between CP and NP. The data extracted from the training set after dimensionality reduction are input into the SVM classifier with RBF kernel function, and the optimal model parameters of the classifier are determined through the 10-fold cross validation method. Then, the test datasets are imported into the trained classifier for the calculation and evaluation of the classification performance of the model to determine the optimal feature dataset for accurate pain detection. For each time interval, a feature vector is calculated and fed into the classifier, which maps it to the CP or NP class. Here, the mapping is inferred from data whose class labels are given.
Four evaluation indexes, namely, sensitivity, specificity, accuracy, and positive predictive value, are utilized to evaluate the performance of pain-related brain activity detection with SVM as follows [63] , [64] , [65] : 
where TP is the number of true positives, FN is the number of false negatives, TN is the number of true negatives, and FP is the number of false positives. Sensitivity and specificity correspond to the probabilities that MTT signals are correctly classified. A classifier must have high classification accuracy, sensitivity, and specificity. Fig. 4 shows the coefficients of the first four nodes that are based on the wavelet packet three-level decomposition of the amplitude-changing and the phase-changing data and the VMD four-mode decomposition components in 0-40 s. As inferred from the fluctuations of the two types of curves, the first 20 s (NP) is more stable than the last 20 s (CP). This result suggests that pain after ice water stimulation induces brain activity, which changes the amplitude and phase of the MTT signal. Figs. 5 and 6 show the REC variations of amplitudechanging data in the WPD, VMD, VMD-WPD, and WPD-VMD domains. In the WPD domain, the NP and CP energies for DB1 versus DB2 do not significantly change. By contrast, CP is significantly higher than NP in the low-frequency component BLIMF2 in the VMD domain. The NP energy in BLIMF3 is higher than the CP energy. BLIMF4 does not show considerable changes in NP and CP energies, and its energy value is extremely low. The last three components of VMD are decomposed through three-level WPD [ Fig. 6(a) ]. In addition to the coefficients decomposed by high-frequency BLIMF4, the other two components, especially the wavelet packet coefficients decomposed by BLIMF2, show considerable energy changes. In the BLIMF2-WPD domains, DB1, DB2, DB3, and DB4 have significant energy variations that feature NP and CP characteristics. In the BLIMF3-WPD domain, DB1, DB2, DB3, and DB7 involve significant changes in NP and CP energies. Similarly, in the WPD-VMD domain, DB1-VMD and DB2-VMD present considerable changes in average energy. This result is highly valuable for the classification and detection of brain activity related to pain perception.
III. RESULTS

A. AVERAGE REC FEATURE ACQUISITION IN DIFFERENT DECOMPOSITION METHODS
B. RESULTS OF RCMDE AND RCMFE FEATURES ACQUISITION IN DIFFERENT DECOMPOSITION METHODS
Figs. 7-14 show the mean value and SD of the RCMDE and
RCMFE results for 20 different amplitude-changing segment realizations of the NP and CP time series of 500 sample lengths. The discrimination of NP and CP entropy values in the WPD domain is poor but better than that in the WPD domain. After quadratic decomposition, for example, the decomposed wavelet packet coefficients RCMDE and RCMFE in the VMD-WPD domain are more distinct from each other in terms of NP and CP than in the VMD domain. In addition, the node coefficients of the NP (4-12 Hz) and CP (12-30 Hz) frequency bands are accurately obtained in WPD decomposition. Thus, the extracted features of NP and CP in the WPD-VMD domain can be drastically improved.
C. RESULTS OF ARBURG COEFFICIENTS ACQUISITIONIN DIFFERENT DECOMPOSITION METHODS
Tables 1-4 provide the calculation results for the fourth-order ARBurg coefficients. These tables show that the ARBurg coefficients for NP and CP identified in the WPD and VMD-WPD domains are lower than those calculated in the VMD and WPD-VMD domains, especially in the WPD-VMD domain. Therefore, WPD and VMD-WPD domains are insensitive to pain discrimination. This insensitivity results in a large random error in the fourth-order ARBurg estimation, which directly affects the accuracy of pain detection. Table 5 shows the performance of the final pain detection algorithm on the data of all test subjects. The performance of accuracy indicates that the WPD-VMD domain is superior to the other three groups, whereas the WPD domain has the worst performance. The previous data indicate that this difference may be due to the inability to distinguish between CP and NP in terms of REC change and ARburg coefficients through feature extraction with WPD. VMD-WPD has a high sensitivity of 89.47%. However, the VMD-WPD domain has a low specificity of 78.57%, the lowest positive predictive value of 73.91%, and an AUC of approximately 0.731. These results indicate that this method is prone to FP. The VMD domain has the lowest sensitivity of 65.21%, and its specificity and positive predictive value both are high with values of 88.23%. These results indicate this method might not easily produce FP but might easily produce FN.
D. RESULTS OF PAIN PERCEPTION DETECTION AND CLASSIFICATION COMPARISON
In general, the WPD-VMD method exhibits accuracy, sensitivity, specificity, and positive predictive value of more than 90% and achieves the highest AUC. These results suggest that the WPD-VMD domain has the best pain detection effect and classification accuracy. The FP rate and FN rate for the data of all subjects are shown in Fig. 15 . The features extracted by WPD-VMD have the lowest FP and FN rates. Fig. 16 shows the ROC curves of four methods for feature extraction with SVM classification. The WPD-VMD domain has an AUC value of 0.806 and a low FP rate that is considerably higher than the FP rates of the other three groups. Although the VMD-WPD domain has a high accuracy rate, its FP rate is also the highest, and its AUC value is smaller than that of VMD. Table 6 shows the features and accuracy values of various methods available in the literature. The proposed pain detection methods achieve the ideal accuracy of 90.90% for nonimaging data. The results of our methods are lower than those of other imaging and data modalities. However, we obtain improved detection accuracy when we first attempt to extract the features of pain-related brain activity from the MTT signals. The effectiveness of the proposed methods show that the MTT signals can capture the dynamic changes in brain activity evoked by pain stimulation, i.e., microwaves can be used to detect neural activity related to pain perception.
IV. DISCUSSION
We used MTT signals to measure brain neural activities associated with acute CP. REC, RCMDE, RCMFE, and ARBurg coefficients were successfully extracted by WPD and VMD and the superposition of the two methods. Then, SVM was used to classify and detect pain perception, and the accuracy of pain perception improved and reached 90.90%. MTT signals were used, because we have performed numerous works on the detection of neural activity with microwaves. We previously showed that transcranial microwave amplitude and phase changes contain evocation-related brain activity information [38] , [39] . Once again, we demonstrated that brain neural activity activated by acute pain stimulation may change the amplitudes and phases of MTT signals. This phenomenon further validates the feasibility of using the microwave scattering technique to detect the neural activity associated with pain perception.
In fact, a large body of literature indicates that fMRI, EEG, or MTT signals can be used to extract the features of pain-related brain activity for obtaining accurate detection results [66] - [72] . When microwave transmission propagates through a functional site in the brain, the potential difference of neurons generated by the activated brain functional site will naturally cause variation in the amplitude and phase changes of the transcranial microwave signal [38] . Therefore, the features of changes in brain activity can be obtained by analyzing amplitude-changing and phase-changing data from MTT signals [39] . In this study, the extracted features from amplitude-changing and phase-changing data and the REC, RCMDE, RCMFE, and ARBurg coefficients of NP and CP are significantly different. These results provide the basis for the accurate detection of pain-related brain activity. Previous studies have applied various methods, such as imaging, EEG, fMRI, MEG, and ECG, to detect pain [3] , [5] , [10] , [66] , [68] , [72] , [74] , [76] . The microwave-based feature space introduced here clearly differs from the EEG-based CP characterization approaches proposed so far in the literature [75] . Many works have explored the economic advantages of using autonomous pain indicators to study pain, because they are easy to measure [76] . However, techniques for extracting signals from the brain to study the neural activity associated with pain are difficult [72] . Brain signal extraction has numerous shortcomings over facial expression and autonomic pain indicators when used to measure pain perception and nonideal accuracy; nevertheless, it can satisfactorily reflect the dynamic changes in neural activity [4] , [6] , [73] , [76] . Facial expression is used to represent pain as an effective method of pain detection based on the changes in expression caused by pain stimulation [3]- [7] . However, differences in age, gender, and physical status, as well as different pain thresholds and even facial injuries, may affect the accuracy of this method [73] .
In this study, sensitivity, specificity, and positive predictive value are chosen as the operation point with the maximal harmonic mean. The WPD or VMD algorithm exhibited sensitivity, specificity, and positive predictive value of approximately 70%-90%. Although these results demonstrate the feasibility of detecting acute transient pain sensation solely on the basis of MTT signals, the performance of the proposed method might not be satisfactory enough for clinical use. In such a case, the fusion algorithm VMD-WPD enhanced sensitivity and specificity. However, VMD-WPD is prone to FP, and its clinical application value is low. Either a high sensitivity or a high specificity might be preferable from a clinical perspective, depending on the patient's status and the course and/or the type of treatment [76] . WPD-VMD, given its ultrahigh sensitivity, specificity, and positive predictive value of higher than 90%, may allow the clinical use of microwaves for acute pain detection.
Although our tests have been successful, we lack a good grasp of pain intensity [74] . The absence of a uniform standard for detecting pain using microwaves challenges our results. No pain, mild pain, or moderate/severe pain are also important evaluation indices of clinical diagnosis [77] . We have attempted a variety of approaches involving the use of microwave scattering techniques to detect brain activity.
No breakthrough in measuring pain intensity scale has been obtained, and this fact must be addressed in future works. Furthermore, given that the method in this study is different from leading EEG, fMRI, or MEG detection methods, some advantages or disadvantages based on the characteristics of MTT signals have not been explored. Although MTT signals contain amplitude-changing and phase-changing signals, they are drastically different from those obtained by multiple leads in that they do not directly respond to areas of brain activity associated with pain perception. The recorded MTT signals may be muscle spasms, teeth chattering, or skin pore contraction caused by pain.
However, we are unsure if changes in the REC, RCMDE, RCMFE, and ARburg coefficients of MTT signals are caused by pain, even if the subjects remained in resting state throughout the test. Scattered microwaves acquired through noncontact methods can still be contaminated by other physiological signals and external noise, such as muscle cramps and tachypnea due to acute pain [76] , [77] . We also did not consider the relative advantages of first-order versus secondorder classifiers. That is, we did not determine the superiority of detecting pain directly over first detecting action units and then using the resulting action unit outputs to detect pain (or other expressions of interest). This is also an important topic. In addition, given that we did not use multiple machine learning classifiers for comparison, identifying the best machine learning detection method is difficult. Each segment of our signal only contains data NP or CP, which is randomly mapped in the classifier. This approach may cause differences in the extraction of physiological features from data and affect the classification accuracy.
Although our test has numerous problems, we still achieved an accuracy of 90.90% for acute CP detection. Our method has a potential application value for the detection of acute pain and clinical application of microwave scattering technique. Our experiment has shown the prefrequency band decomposition of MTT signal, i.e., the NP (4-12 Hz) and CP (12-30 Hz) frequency bands of WPD are determined, and then the VMD algorithm is used for the secondary extraction of features, which will reduce the FP rate and improve the accuracy, sensitivity, specificity, and positive predictive value. These findings have implications for pain detection and machine learning.
V. CONCLUSIONS
Acute CP brain activity can be detected with increased accuracy automatically through the use of machine learning and microwave scattering technologies. Our experimental data and classification verification show that the SVM classifier with REC, RCMDE, RCMFE, and ARburg coefficients can be applied to distinguish NP and CP as eigenvectors for pain detection. The sensitivity, specificity, and positive predictive value of the test dataset are 91.30%, 90.47% and 91.30% respectively. These results prove the feasibility of using MTT signals to detect transient acute pain. Future research should concentrate on several limitations of the current study. In the future, we will transform the microwave antenna into an array to eliminate artifacts, locate brain activity sources, and detect pain with increased accuracy. In addition, microwave detection is needed to detect pain intensity grading and distinguish brain activities associated with different levels of pain, such as no pain, mild pain, or moderate/severe pain. Finally, the machine learning algorithm is improved to achieve improve classification, reduce FP and FN rates, and improve the recognition effect of TP and TN.
In summary, our study cannot prove that microwave scattering technology is better than the current fMRI, EEG, MEG, and other detection methods. However, microwaves are more portable and cheaper. We have attempted to design and manufacture portable microwave detectors (palm-sized or smaller), which can be widely used to detect abnormal brain activity in various emergencies in daily life, thereby avoiding the inconvenience of transporting and using large and expensive instruments in laboratories or specialized hospitals. Microwave detection technology is used for the early detection, prevention and treatment of neurological diseases, such as epilepsy and depression, to avoid missing the best diagnosis and treatment duration due to long hospital waiting times. It provides a broad application prospect for the miniaturization, popularization, and portability of brain activity detection equipment in the future.
