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Résumé. Le processus de Oja est couramment utilisé pour estimer séquentiellement
un vecteur propre associé à la plus grande valeur propre de lespérance mathématique
dune matrice aléatoire symétrique en en utilisant un échantillon i.i.d., puis des vecteurs
propres associés aux valeurs propres suivantes en ordre décroissant. Nous proposons deux
extensions des hypothèses de convergence presque sûre de ce processus. Dans lACP en
ligne dun ux de données, ces extensions permettent de traiter des cas où la métrique
utilisée est inconnue et est estimée en ligne, et également détablir la convergence dun
processus où, au lieu dutiliser plusieurs observations à chaque étape, on utilise toutes les
observations jusquà létape courante, donc toute linformation contenue dans les données
précédentes, sans avoir à les stocker.
Mots-clés. Algorithmes stochastiques, Analyse en composantes principales, Estima-
tion en ligne, Flux de données, Vecteurs propres.
Abstract. Using an i.i.d. sample of a random matrix, an eigenvector corresponding
to its largest eigenvalue can be sequentially estimated by the currently used process of
Oja, then eigenvectors corresponding to its eigenvalues in decreasing order. We propose
two extensions of the almost sure convergence assumptions of this process. Applying these
extensions to online PCA of a data stream, this allows to study the case where the metrics
used is unknown and is estimated online and also to prove the convergence of a process
using, instead a batch of observations at each step, all observations until the current step,
thus the information contained in the previous data without storing them.
Keywords. Data stream, Eigenvectors, Online estimation, Principal component
analysis, Stochastic algorithms.
1 Théorèmes de convergence du processus de Oja
Soit B une matrice (p; p) symétrique de vecteurs propres normés V1; :::; Vp associés aux
valeurs propres 1 > ::: > p. kxk désigne la norme euclidienne usuelle dun vecteur x
1
de Rp, la norme matricielle est la norme spectrale. Soit (an) une suite de nombres réels
vériant lhypothèse classique







Soit le processus déterministe normé (xn; n > 1) dans Rp tel que : xn+1 = (I+anB)xnk(I+anB)xnk :
On établit que (xn) converge vers V1 ou  V1 à condition que x1 ne soit pas orthogonal à
V1.
Supposons maintenant que B soit lespérance mathématique dune matrice aléatoire
symétriqueA supposée bornée p.s. dont on peut observer un échantillon i.i.d. (A1; :::; An; :::)
et que B soit inconnue. Soit le processus normé (Xn; n > 1) déni par Oja et Karhunen





On établit la convergence preque sûre de ce processus. Sa rapidité de convergence est
étudiée dans Balsubramani et al (2013). Tn étant la tribu du passé à létape n, on a donc
E [An j Tn] = B.
Dans le cas de lACP dun vecteur aléatoire Z présentée dans le paragraphe suivant,
Rp étant muni dune métrique M qui peut dépendre de caractéristiques de Z, comme
la métrique diagonale des inverses des variances des composantes de Z en ACP normée,
pour déterminer les composantes principales on recherche les premiers vecteurs propres
de la matrice B = ME
h
(Z   E [Z]) (Z   E [Z])
0
i
. La matrice B est Q-symétrique i.e.
(QB)0 = QB, avec Q =M 1. Dans le cas dun ux de données (z1; :::; zn; :::), E [Z] et M
ne sont pas connues a priori, mais peuvent être estimées en ligne au fur et à mesure de
larrivée de nouvelles données.
De façon générale, considérons une matrice Q-symétrique B, notons Qn une métrique
Tn-mesurable estimateur de la métrique Q, h:; :in et k:kn le produit scalaire et la norme
induits par la métrique Qn. Considérons le processus (Xn; n > 1) normé par rapport à





n+1 = (1  an) n + an hBnXn; Xnin , (3)
(B1; :::; Bn; :::) nétant plus de façon générale un échantillon i.i.d. dune matrice aléatoire.
Monnez et Skiredj (2018) établissent des résultats de convergence p.s. de (Xn) dans le
cas Qn = Q.
Nous donnons ici un théorème de convergence p.s. de ces processus sous :
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H1 (b) an = cn ; c > 1;
3
4
<   1:










H4 (a) Qn  ! Q;
1P
1
an kQn  Qk <1 p.s.
H5 (a) X1 est absolument continu, indépendant de B1; :::; Bn; :::.
Théorème 1 Sous les hypothèses H1b, H2a,b,c, H3a,b,c, H4a, H5a, Xn converge p.s.
vers V1 ou  V1,
1P
1
an j1   hBXn; Xninj <1 p.s. et n converge p.s. vers 1.
Lhypothèse "Les Bn constituent un échantillon i.i.d. dune matrice aléatoire" est rem-
placée par lhypothèse H3a, qui pourra être utilisée dans des cas où E [Bn j Tn] converge
p.s. vers B. Lhypothèse H1b peut être remplacée par une hypothèse plus générale non
énoncée ici. On remarque que H2c est vériée si les valeurs propres de B sont positives
ou nulles, H3b si celles de Bn le sont. Monnez et Skiredj (2018) établissent un théorème
de convergence p.s. de (Xn) sous H1a mais sous des hypothèses H3a,c plus restrictives.




an kBn  Bk <1 p.s.
Théorème 2 Sous les hypothèses H1a, H2a,b,c, H3a,b, H4a, H5a, Xn converge p.s.
vers V1 ou  V1,
1P
1
an j1   hBXn; Xninj <1 p.s. et n converge p.s. vers 1.
Ce théorème pourra être utilisé dans des cas où la suite de matrices aléatoires (Bn)
converge p.s. vers B. On pourra alors tenir compte à chaque étape de linformation
contenue dans les données jusquà létape courante, comme on le verra dans lapplication
à lACP en ligne.
Pour estimer les vecteurs propres de B associés aux valeurs propres par ordre décrois-






n) pour i = 2; :::; r :
Y in+1 = (I + anBn)X
i
n
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est obtenu à partir de
 





orthonormalisation au sens de Gram-Schmidt par rapport à la métrique Qn.
3
Soit (e1; :::; ep) une base de Rp. Pour i  p, on note iRp la puissance extérieure
dordre i de Rp, engendrée par les Cip produits extérieurs ej1 ^ ej2 ^ :::^ eji, j1 < j2 < ::: <
ji 2 f1; :::; pg. On note i1B lendomorphisme dans iRp tel que :
i1B(x1 ^ ::: ^ xi) =
iX
j=1
x1 ^ ::: ^Bxj ^ ::: ^ xi:













H5 (b) Pour i = 1; :::; r, X i1 est absolument continu, indépendant de B1; :::; Bn; :::.
En appliquant le théorème 1, nous démontrons pour i = 1; :::; r la convergence p.s. du
processus (iXn) = (X1n ^ ::: ^X in) dans iRp vers V 1^ :::^V i et en déduisons le théorème
suivant :
Théorème 3 Sous les mêmes hypothèses que dans le théorème 1 ou le théorème 2,
sauf H2c et H5a remplacées respectivement par H2d et H5b, pour i = 1; :::; r, X in converge
p.s. vers Vi ou  Vi,
1P
1
an ji   hBX in; X ininj <1 p.s. et in converge p.s. vers i.
2 Application à lACP en ligne
On peut trouver une présentation de di¤érentes méthodes dACP en ligne dans Cardot et
Degras (2018).
Soit M une métrique dans Rp. On dénit dans le dual de Rp la métrique Q = M 1.
Dans lACP dun vecteur aléatoire Z dans Rp, la lieme composante principale est une
combinaison linéaire des composantes centrées de Z, Ul = (l)
0 (Z   E [Z]), non corrélée à
U1; :::; Ul 1, de variance maximale sous la contrainte (l)
0M 1l = 1. l est vecteur propre
de la matrice M 1-symétrique B = MCovar [Z] = ME
h




M (E [ZZ 0]  E [Z]E [Z 0]) associé à la lieme plus grande valeur propre l. Dans le cas dun
ux de données, les moments de Z et la métriqueM lorsquelle dépend de caractéristiques
de Z sont a priori inconnus.
Soit (Z11; :::; Z1m1 ; :::; Zn1; :::; Znmn ; :::) un échantillon i.i.d. de Z. On suppose que
Zn1; :::; Znmn sont observés à létape n. On note Tn la tribu du passé à létape n, par rap-
port à laquelle Z11;:::; Zn 1;mn 1 sont mesurables. On note Mn 1 une matrice symétrique
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dénie positive Tn-mesurable, estimateur de M fonction des Zi utilisés jusquà létape
n   1, et Zn 1 la moyenne de ces Zi. Par exemple, si M est la métrique diagonale des
inverses des variances des composantes de Z, Mn 1 est la métrique diagonale des inverses
des estimateurs de ces variances, calculés à partir de tous les Zi utilisés jusquà létape
n  1. On dénit la métrique Tn-mesurable Qn =M 1n 1. Soit la matrice (p;mn) Zcn qui a
pour colonnes Zn1   Zn 1; :::; Znmn   Zn 1.







On utilise pour déterminerMn 1 un processus récursif sans quil soit nécessaire de stocker
les données. On na pas E [Bn j Tn] = B, mais les hypothèses H4b et H6a ci-dessous
impliquent E [Bn j Tn]  ! B p.s.
H4 (b) Mn  !M;
1P
1
an kMn 1  Mk <1 p:s:
H6 (a) kZk est bornée p.s.
Théorème 4 Sous les hypothèses H1b, H2b, H4b, H5b, H6a, on a les conclusions du
théorème 3.
Soit maintenant les matrices (p;mn) Z1cn , qui a pour colonnes Zn1 Zn; :::; Znmn Zn,
























On constate quil nest pas nécessaire de stocker les données des étapes précédentes. On
utilise linformation contenue dans les données précédentes, comme sous une autre forme
dans lalgorithme History PCA de Yang et al (2018). On na pas E [Bn j Tn] = B, mais
les hypothèses H6b ci-dessous et H4b impliquent Bn  ! B p.s.
H6 (b) Les moments dordre 4 de Z existent.
Théorème 5 Sous les hypothèses H1a, H2b, H4b, H5b, H6b, on a les conclusions du
théorème 3.
Ces processus peuvent être utilisés par exemple pour estimer en ligne les composantes
générales dune analyse canonique généralisée (ACG, gCCA) : le vecteur aléatoire Z est
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composé de q sous-vecteurs Z1; :::; Zq ; les composantes générales de lACG peuvent être
considérées comme les composantes principales dune ACP avec une métrique M diago-
nale par blocs, le kieme bloc diagonal étant linverse de la matrice de covariance de Zk.
On dénit un processus dapproximation stochastique de chacune de ces inverses, on en
déduit un processus dapproximation (Mn) de M qui doit vérier lhypothèse H4b, puis
un processus destimation en ligne des composantes principales comme précédemment.
3 Conclusion
La convergence presque sûre du processus de Oja a été établie sous des hypothèses plus
générales sur la suite (Bn), deux théorèmes utilisables respectivement dans des cas où
lon utilise plusieurs observations à chaque étape dun processus ou toutes les observations
jusquà létape courante ont été établis et appliqués à lanalyse en composantes principales
dun vecteur aléatoire Z, permettant lestimation en ligne de moments de Z et de la
métrique. Ces résultats étendent ou complètent ceux donnés par Benzécri (1969), Oja et
Karhunen (1985), Monnez (1994), Duo (1997) et Brandière (1998) pour lACP, Monnez
et Skiredj (2018).
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