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a b s t r a c t
Motivated by fuzzy control problems and by some investigations of eigen fuzzy sets, we
deal with a closedness of fuzzy sets under fuzzy relations in two ways: in one sense by
directly analyzing fuzzy concepts and in the other by investigating the corresponding
crisp problems in the cutworthy framework. Our main task is to investigate particular
fuzzy functional equations and inequations appearing in this context, which turn out to
be essentially connected with fuzzy control problems. We analyze procedures and find
solutions of these equations and inequations, pointing to important applications.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the history of fuzzy mathematics, fuzzy relations were early considered to be useful in various applications, and
have therefore been extensively investigated. For a contemporary general approach to fuzzy relations one should look in
Bělohlávek’s book [1], and also to other general publications e.g., the books by Klir and Yuan [2] and Turunen [3]. Relational
equations and applications are presented by Di Nola, Sessa, Pedrycz and Sanchez in [4], and some new approaches to fuzzy
relations are given by Ignjatović, Ćirić and Bogdanović in [5,6].
Among many applications of fuzzy relations we point to fuzzy control. Interest in this topic started in the mid eighties.
After a primary theoretical research, the investigations of applications followedmostly in Japan (control system for different
industrial and commercial uses: railway, vacuum cleaners, air conditioners, dishwashers, cameras, elevator systems and
other), then they proceeded in the USA and Europe.
Fuzzy control essentially consists of an input, processing and output stages. It is usually rule based, and frequently fuzzy
IF-THEN rules appear in this context, mostly in the processing stage. Practically, fuzzy rule bases use several antecedents
that are combined using fuzzy operators or (fuzzifying if-then rules) fuzzy relations. In particular, the Mamdani approach
to fuzzy controllers starts from a fuzzy relation which is deduced from an actual control process, and which from an input
value creates an output value using a suitable compositional rule of inference. In concrete applications of fuzzy control, it
is frequent that output values are determined in advance by input values, and the problem is to find a fuzzy relation which
performs such a transition.
There have been numerous scientific contributions in this field in the last two decades. Among several theoretical
approaches to fuzzy control, we are focused to those transforming if-then rules into fuzzy relations. Therefore, we refer
only to some papers and books dealing with these. Fuzzy control is suitably elaborated by Passino and Yurkovich in [7] and
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also by Gottwald, [8,9]. Theoretical investigation of fuzzy control has been done by Perfilieva and Novák, [10,11]. As different
examples of practical application of fuzzy control we refer to [12,13].
Our present approach originates in closedness under fuzzy order given by Bodenhofer, De Cock and Kerre, in [14]. We
also use our results from [15], and also, concerning lattice valued structures, [16].
Another approach to the aforementioned closedness has been undertaken almost simultaneously, under the name of
eigen fuzzy sets considered with respect to a fuzzy relation. These appeared in 1978 and 1981 in papers by Sanchez, [17,18],
who also investigated eigen fuzzy sets equations. Investigations were carried out in the framework of classical, real interval-
valued fuzzy sets, with the stress on basic properties and eigen fuzzy numbers sets [19,20]. Theoretical results were applied
mostly in image analysis (e.g., a recent paper by Nobuhara, Bede and Hirota, [21]) and in medical diagnosis [22].
In the present investigation, motivated mostly by applications in fuzzy control, but also by the aforementioned research
on eigen fuzzy sets, we analyze fuzzy sets µ closed under a given fuzzy relation R, all on the same universe X . We operate
in the lattice valued framework, i.e., the membership values are taken from a fixed complete lattice. To the best of our
knowledge, this approach was less, (in the case of eigen fuzzy sets not at all) applied in dealing with closedness of fuzzy sets
under fuzzy relations. Neither were investigated cut properties which connect this field with analogue crisp notions, which
is the reason for taking a general complete lattice and not the one with additional operations (e.g., complete residuated
lattice).
To be precise, we deal with the formula
x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y). (1)
Using the properties of lattices, it is enough to find µ that is closed under relation R:
µ(x) ∧ R(x, y) ≤ µ(y).
Now, taking the supremum w.r.t. x, we obtain (1).
Here we investigate (1) using the cutworthy approach. We prove that the inequality is valid if and only if the analogue
inequality is valid in the crisp framework, dealing with the corresponding cuts. In addition, all other closedness problems
connecting cuts and fuzzy structures are also solved. This is actually the subject of Section 3.
Next, in Section 4 we are focused on the functional inequation over µ, arising from (1). We investigate its solutions, but
also solutions of the corresponding (functional) equation. We were able not only to give some solutions of both (inequation
and equation) but also to analyze the behavior of solutions and their boundaries. In the last part of this section, we analyze
and present solutions of the corresponding crisp problems, arising in the cutworthy framework.
In the concluding section we explain how our results could be applied in fuzzy control problems.
2. Preliminaries
2.1. Crisp notions
A subset A of a nonempty set X is said to be closedwith respect to a binary relation R on X , if from x ∈ A and (x, y) ∈ R it
follows that y ∈ A.
An ordered set, poset is a structure (X,≤) where X is a nonempty set and ≤ an ordering (reflexive, antisymmetric and
transitive) relation on X . A sub-poset of a poset (X,≤) is a poset (Y ,≤) where Y is a nonempty subset of X and ≤ on Y is
a set-intersection of Y 2 and ≤ on X . A complete lattice is a poset (L,≤) in which for every subsetM there exist the greatest
lower bound, infimum, meet, denoted by

M , and the least upper bound, supremum, join, denoted by

M . In a complete
lattice there is always a unique least element, bottom or zero, 0, and a unique greatest element, top, 1. Meet and join for
a two-element set are binary operations on L, hence a complete lattice under the order ≤ can be denoted as an algebraic
structure by (L,∧,∨, 0, 1).
It is known that a poset which is closed under arbitrary infima and contains the top element, is a complete lattice under the
same order.
A collection C of subsets of a nonempty set X , closed under set intersections and containing among its members X , is a
closure system over X . By the previous statement, the poset (C,⊆) is a complete lattice.
2.2. Fuzzy sets and relations
A fuzzy set here is a mapping µ : X → L from a nonempty set X into a complete lattice (L,∧,∨, 0, 1). L is the set of
membership values of µ.
For p ∈ L, a p-cut or cut µp of µ is a subset of X , defined by:
µp = {x ∈ X | µ(x) ≥ p}.
Obviously, if ↑ p := {q ∈ L | p ≤ q} is the principal filter in L generated by p, then a p-cut is its inverse image under µ:
µp = µ−1(↑ p).
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If X and L are fixed, then by F (X)we denote the collection of all fuzzy sets on X with membership values in L:
F (X) := {µ | µ : X → L}.
It is well known that the poset (F (X),⊆) is a complete lattice under fuzzy inclusion i.e., under a crisp binary relation
defined componentwise with respect to the lattice order≤: for any µ, ν : X → L
µ ⊆ ν if and only if for every x ∈ X, µ(x) ≤ ν(x).
Next we state that any collection of subsets which is closed under set-intersections determine a fuzzy set whose family
of cuts is the staring collection of subsets.
Proposition 1 ([16]). Let F be a closure system over a nonempty set X. Let α : X → F be defined by
α(x) =

(p ∈ F | x ∈ p).
Then, α is anF -valued set on X with the codomain lattice (F ,⊇) such that its family of p-cuts isF and for every p ∈ F it holds
that p = αp.
A fuzzy set on X2, i.e., a mapping R : X2 → L is a fuzzy relation on X .
For p ∈ L, the p-cut Rp of a fuzzy relation R on X is an ordinary relation on X:
xRpy if and only if R(x, y) ≥ p.
3. Closedness with respect to fuzzy relation; cut properties
From now on, throughout the text we assume that X is a fixed nonempty set, and that L is a complete lattice, also fixed.
The starting point here is closedness under a fuzzy relation, defined as follows [14]:
Letµ : X → L be a fuzzy set and R : X2 → L a fuzzy relation. Thenµ is said to be closed with respect to R if for all x, y ∈ X
µ(x) ∧ R(x, y) ≤ µ(y).
Observe that in the above definition each ofµ and R can be crisp, if replaced by the corresponding characteristic functions.
Consequently, also the definition of crisp closedness (beginning of Preliminaries) is a special case of this one.
Our aim in this section is to investigate cut properties of the defined closedness. First, we prove that the crisp version
of closedness is satisfied on all cuts if and only if it holds in the fuzzy case. This would mean that being closed under a fuzzy
relation is a cutworthy property.
Theorem 1. Let µ : X → L be a fuzzy set and R : X2 → L a fuzzy relation. The following are equivalent:
(i) µ is closed with respect to R.
(ii) for every p ∈ L, p ≠ 0, the cut µp is closed with respect to Rp.
Proof. Letµ be a closedwith respect to R (a fuzzy up-set on R), and let p ∈ P . Let x ∈ µp and let (x, y) ∈ Rp. By the definition
of a cut set and a cut relation, we have thatµ(x) ≥ p and R(x, y) ≥ p. Hence,µ(x)∧ R(x, y) ≥ p. By the definition of a fuzzy
set closed with respect to R,
p ≤ µ(x) ∧ R(x, y) ≤ µ(y).
Hence, µ(y) ≥ p, and thus y ∈ µp. Therefore, µp is closed with respect to Rp.
To prove the converse, suppose that for every p ≠ 0, µp is closed with respect to Rp.
Let x, y ∈ X and let p = µ(x) ∧ R(x, y). If µ(x) ∧ R(x, y) = 0, then we have immediately that µ(x) ∧ R(x, y) ≤ µ(y).
We suppose that p ≠ 0 and apply that µp is closed with respect to Rp. From p = µ(x) ∧ R(x, y), we have that p ≤ µ(x) and
p ≤ R(x, y). Therefore, x ∈ µp and (x, y) ∈ R(x, y). Hence, y ∈ µp, and µ(y) ≥ p. Thus, p = µ(x) ∧ R(x, y) ≤ µ(y). 
Theorem 2. Let µ : X → L be a fuzzy set and R : X2 → L a fuzzy relation. If µ is closed with respect to Rp for every p ∈ L, p ≠ 0,
then µ is closed with respect to R.
Proof. Let µ be closed with respect to Rp for p ∈ L, p ≠ 0. Here, Rp is considered as a fuzzy relation where Rp : X2 → L is
defined by Rp(x, y) = 1 ∈ L if R(x, y) ≥ p and Rp(x, y) = 0 ∈ L otherwise.
We have to prove that for every x, y ∈ X, µ(x) ∧ R(x, y) ≤ µ(y). If R(x, y) = 0, then the inequality is true. Suppose that
R(x, y) = p ≠ 0. We know that µ is closed with respect to Rp, i.e., that µ(x) ∧ Rp(x, y) ≤ µ(y). Now, Rp(x, y) = 1, and we
have that µ(x) ≤ µ(y). Therefore, µ(x) ∧ R(x, y) ≤ µ(x) ≤ µ(y). 
The converse of the previous theorem is not satisfied, as shown by the following example.
Example 1. Let X = {a, b} and let L be the finite (hence complete) Boolean lattice in Fig. 1.
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Fig. 1. Boolean lattice L.
Table 1
Fuzzy relationR.
R a b
a 1 r
b 0 1
Table 2
r-cut of R.
Rr a b
a 1 1
b 0 1
Let µ : X → L be defined by µ(a) = p and µ(b) = q and let R be a fuzzy relation defined in the following table
(Table 1).
It is easy to check thatµ is closed under R (it is a fuzzy up-set on R), i.e., that the conditionµ(x)∧ R(x, y) ≤ µ(y) is valid
for all x, y ∈ X .
Nevertheless,µ is not a fuzzy up-set on a crisp poset Rr (presented in Table 2), i.e.,µ is not closed under the corresponding
cut relations.
Indeed, the condition µ(x) ∧ Rr(x, y) ≤ µ(y) is not valid for x = a and y = b.
Hence we have illustrated that it is possible that µ is closed with respect to R and that µ is not closed with respect to Rp
for every p ∈ L, p ≠ 0.
Let us state a last result, in order to close the study of possible equivalences among crisp and fuzzy structures in this
context.
Theorem 3. Let µ : X → L be a fuzzy set and R : X2 → L a fuzzy relation. The following are equivalent:
(iii) µ is closed with respect to Rp for every p ∈ L, p ≠ 0;
(iv) for every p ∈ L, p ≠ 0, the cut µp is closed with respect to the fuzzy relation R.
Proof. Let us start by assuming that (iii) is fulfilled. Then, for any element p be in L such that p ≠ 0, we prove that
µp(x) ∧ R(x, y) ≤ µp(y), for every ordered pair (x, y) ∈ X2. Let (x, y) be an arbitrary pair in X2. If µp(y) = 1, then the
inequality is trivially fulfilled. In the other case, µp(y) = 0 and therefore µ(y) ≱ p.
On the other hand, let R(x, y) = q ∈ L. If q = 0, the inequality is again trivially fulfilled. In the other case, Rq(x, y) = 1
and therefore, by applying (iii),
µ(x) = µ(x) ∧ 1 = µ(x) ∧ Rq(x, y) ≤ µ(y).
Thus, µ(x) ≤ µ(y). By µ(y) ≱ p it follows that µ(x) ≱ p which implies µp(x) = 0 and therefore 0 = 0 ∧ R(x, y) =
µp(x) ∧ R(x, y) ≤ µp(y) = 0.
Let us now assume that (iv) is fulfilled. For any p ∈ L such that p ≠ 0 we have to prove that µ(x) ∧ Rp(x, y) ≤
µ(y), for all x, y ∈ X . Let x, y ∈ X . If Rp(x, y) = 0, the proof is trivial. Otherwise, R(x, y) ≥ p > 0 and therefore
µ(x) ∧ Rp(x, y) = µ(x) ∧ 1 = µ(x).
If µ(x) = 0, the proof of the inequality is trivial. Otherwise, let us denote by q the value of µ(x). Thus, µq(x) = 1 and by
(iv) we have that 0 < R(x, y) = 1 ∧ R(x, y) = µq(x) ∧ R(x, y) ≤ µq(y). Then, µq(y) > 0 which implies that
µ(y) ≥ q = µ(x) = µ(x) ∧ Rp(x, y),
and therefore the equivalence is proven. 
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Observe that the conditions stated in Theorems 1 and 3, are logically connected as follows:
Finally, Proposition 1 (Preliminaries) provides a tool for a construction of a fuzzy set closed under a fuzzy relation, using
subsets that are closed under crisp relations. Recall that a closure system C over a set U is a collection of its subsets closed
under set intersections, containing among its members also the whole set U . As stated in Preliminaries, the poset (C,⊆) is
a complete lattice.
Theorem 4. Let M andR be closure systems over X and X2 respectively, where X is a given nonempty set. Let also the lattices
(M,⊆) and (R,⊆) be isomorphic with respect to the mapping f : M → R. Finally, for every m ∈ M, let m (as a fuzzy set)
be closed with respect to f (m) (which is a fuzzy relation). Then, there is a lattice L, a fuzzy set µ : X → L and a fuzzy relation
R : X2 → L, such that µ is closed under R.
Proof. IfM andR are closure systems over X and X2 respectively, then we apply Proposition 1, as follows. We take a lattice
L isomorphic to both (M,⊇) and (R,⊇) under h :M→ L and k : R→ L respectively; then there are fuzzy setsµ : X → L
and R : X2 → L, such that the family of p-cuts of µ isM and of R it isR. In addition, for every m ∈ M, µh(m) = m, and for
every r ∈ R, Rk(r) = r . Therefore, for every p ∈ L, µp is a subset of X which is by assumption closed with respect to the
relation Rp on X . By Theorem 1, µ is closed with respect to R. 
Let us denote by SR the collection of all fuzzy sets closed under a fuzzy relation R on a universe X:
SR = {µ ∈ F (X) | µ(x) ∧ R(x, y) ≤ µ(y) for all x, y ∈ X}.
Recall that the set-inclusion for fuzzy sets on X is a crisp binary relation defined componentwise with respect to the lattice
order≤:
for all µ, ν : X → L
µ ⊆ ν if and only if for every x ∈ X, µ(x) ≤ ν(x).
The next result is implicitly proven in [14].
Theorem 5. The poset (SR,⊆) is a complete lattice with the top element X and the zero function O as its bottom.
Observe that the above mentioned top element in (SR,⊆) is the set X represented by its characteristic function (sending
each x ∈ X into 1 ∈ L), and analogously, the bottom is the constant zero function, corresponding to the empty set: for every
x ∈ X, O(x) = 0 ∈ L.
4. Application to fuzzy control
Based on a fuzzy control problem, we are interested in identification of solutions µ of the inequation
x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y) (2)
and of the equation
x∈X
(µ(x) ∧ R(x, y)) = µ(y), (3)
where R is a given fuzzy binary relation on a universe X . These functional inequations and equations are supposed to be
fulfilled for any y ∈ X , and µ represents a fuzzy subset of X , that is, an element of F (X).
In the standard notation of classical fuzzy set theory, formulas (2) and (3) can be written as µ ◦ R ⊆ µ and µ ◦ R = µ,
respectively. ◦means here a (generalized) relational product.
To find a solution of inequation (2) is equivalent with the requirement that µ ∈ F (X) fulfils
µ(x) ∧ R(x, y) ≤ µ(y) (4)
for all x, y ∈ X .
Indeed, if we suppose that (2) is satisfied for µ ∈ F (X), then for every x ∈ X ,
µ(x) ∧ R(x, y) ≤

x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y).
On the other hand if we suppose that for y ∈ X , (4) is true for every x ∈ X , then by taking the supremum over x, we
obtain (2).
Obviously, the set of solutions of the inequation (2) is the set of all the fuzzy subsets µ in F (X) which are closed with respect
to R. This set is in Section 3 (Theorem 5) denoted by SR:
SR = {µ ∈ F (X) | µ(x) ∧ R(x, y) ≤ µ(y) for all x, y ∈ X}.
By Theorem 5, the poset (SR,⊆) is a complete lattice. Being members of this lattice, X andO (zero function), are both trivial
solutions of inequation (2) for every R. In addition, the zero function O is a trivial solution also of Eq. (3), which is obvious.
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The set X (its characteristic function) is also a solution of the equation, but under certain conditions, as follows.
Theorem 6. If R is a fuzzy binary relation on a set X, then (the characteristic function of)
X is a solution of equation

x∈X
(µ(x) ∧ R(x, y)) = µ(y)
if and only if

x∈X
R(x, y) = 1 for every y ∈ X .
Proof. If the function X(x) = 1 for every x ∈ X is a solution over µ of the above equation, then for every y ∈ X
x∈X
(1 ∧ R(x, y)) = 1, i.e.,

x∈X
R(x, y) = 1.
If X is not a solution of the equation, then for some y ∈ X we have
x∈X
(1 ∧ R(x, y)) < 1, i.e.,

x∈X
R(x, y) < 1. 
A straightforward consequence of Theorem 6 is obtained for reflexive fuzzy relations, as follows. Recall that a fuzzy
relation R : X2 → L is reflexive, if R(x, x) = 1 for every x ∈ X .
Corollary 1. If R is a reflexive fuzzy relation on X, then the characteristic function of X is a solution of Eq. (3). 
Starting with a solution of inequation (2) we can generate solutions of the same inequation, as follows.
Proposition 2. Given a fuzzy binary relation R on X and a solution µ ∈ SR of the inequation (2), define a new fuzzy subset µ1
on X by
µ1(x) =

z∈X
(µ(z) ∧ R(z, x)).
Then, (i) µ1 ⊆ µ and (ii) µ1 ∈ SR.
Proof. To prove (i), observe that for any x ∈ X
µ1(x) =

z∈X
(µ(z) ∧ R(z, x)) ≤ µ(x),
since µ ∈ SR. Thus, µ1 ⊆ µ.
Next, for any x, y ∈ X we have that
µ1(x) ∧ R(x, y) ∧ R(x, y) ≤ µ(x) ∧ R(x, y) ≤

z∈X
(µ(z) ∧ R(z, y)) = µ1(y)
which proves (ii). 
Corollary 2. If µ : X → R is a solution of inequation (2), then there is a chain of solutions of the same inequation, as follows:
µ ⊇ µ1 ⊇ µ2 ⊇ . . . ⊇ µn−1 ⊇ µn ⊇ . . .
where µn ∈ SR for every n, and µn(x) =z∈X (µn−1(z) ∧ R(z, x)) for every x ∈ X.
Proof. Straightforwardly, by induction on n. 
For µ ∈ SR, define SµR by
S
µ
R :=

µn ∈ F (X) | n ∈ N0 and for every x ∈ X, µn(x) =

z∈X
(µn−1(z) ∧ R(z, x)), with µ0 = µ

.
By Corollary 2, SµR consists of some solutions of inequation (2), hence it is a subset of SR.
Observe that if two members of the above chain are equal, i.e., if for some n, µn−1 = µn, then µn is also a solution of the
equation, i.e., the following holds:
x∈X
(µn(x) ∧ R(x, y)) = µn(y).
Therefore, if the starting solution, µ in Proposition 2, is also a solution of the equation, then µ = µ1 = µ2 = · · ·. So, in
order to get new solutions of the inequation, we have to start with µwhich is a solution of (2), but not of (3).
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Fig. 2. Boolean lattice L.
In addition, finding solutions of the above equation can be formulated in the framework of system stability, as follows.
If the input (represented by a fuzzy set µ) remains stable at the output, and this is successfully done by the fuzzy controller
(i.e., by the fuzzy relation R), thenwe say that the stability problem is solved. This preciselymeans that for some n, µn−1 = µn,
as in the following theorem.
Theorem 7. Let R : X2 → L be a fuzzy binary relation on a finite set X and let the lattice L be also finite. Then, for every µ ∈ SR,
there is a solution in SµR of the equation:
x∈X
(µ(x) ∧ R(x, y)) = µ(y).
Proof. Indeed, let µ : X → L be a solution of the inequation (2). If it is also a solution of the above equation, then we are
done. If not, then by Corollary 2, there is a chain
µ ⊇ µ1 ⊇ µ2 ⊇ . . . ⊇ µn−1 ⊇ µn ⊇ . . .
of solutions of the same inequation. By the finiteness assumption, for some nwe have µn−1 = µn, and µn is also a solution
of the equation. 
When choosing the starting element µ ∈ SR, we can take the top element X , i.e., its characteristic function and get the
set SµR = SXR . Hence we have the following way to deal with the stability problem.
Corollary 3. Let R : X2 → L be a fuzzy binary relation on a finite set X and let the lattice L be also finite. Then, there is a solution
of the equation
x∈X
(µ(x) ∧ R(x, y)) = µ(y)
in the set SXR , where X(x) = 1 for every x ∈ X. 
Next we present a simple example illustrating the above procedure of solving functional Eq. (3).
Example 2. Let X = {a, b} and let L be a Boolean the lattice as in Fig. 2.
Further, let R be a fuzzy relation on X defined as follows.
R =
[
p q
q q
]
,
where we suppose that the upper left place in matrix is R(a, a).
We know that the set X = {a, b}, i.e., its characteristic function, the fuzzy set
a b
1 1

is always (for any R) a solution over µ of the inequation
x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y).
By Theorem 6, X is not a solution of the Eq. (3)
x∈X
(µ(x) ∧ R(x, y)) = µ(y).
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If we would like to find a solution of Eq. (3), then we start from X and since both domain and the lattice are finite, we
obtain the solution in a finite number of steps.
1 1
 ∧ [p qq q
]
= 1 q

1 q
 ∧ [p qq q
]
= 1 q .
Hence, a solution of Eq. (3) is the fuzzy set
a b
1 q

.
Since we know that there is always a trivial solution, the empty fuzzy set (zero function), our aim is to find a non-trivial
solution, that we really obtain in this case. 
Example 3. Let X = N (positive integers) and let L be the lattice [0, 1], i.e., the real unit interval under≤, with min andmax
being meet (∧) and join (∨) respectively (as usual). Now consider the fuzzy relation R : N2 → L, defined by
R(x, y) :=

1
y− x+ 1 if x < y
0 otherwise.
Let us solve the inequation
x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y),
using the procedure described in Corollary 2.
Let µ0 be a characteristic function of N (we start with the greatest element in SR). Then for y ∈ N
µ1(y) =

x∈N
(1 ∧ R(x, y)) =

x∈N
1
y− x =

0 if y = 1
1
2
otherwise.
Continuing, we get for n = 2, 3, . . .
µn(y) =

x∈N
(µn−1(x) ∧ R(x, y)) =

x∈N
1
y− x =

0 if y ∈ {1, 2, . . . , n}
1
2
otherwise.
In this way we get a descending chain of solutions for the inequality. Since the chain is strictly decreasing, we do not get
a solution of the corresponding equation. 
Recall that for µ ∈ SR, i.e., for a solution of inequation (2), we have a chain of solutions
S
µ
R :=

µn ∈ F (X) | n ∈ N0 and for every x ∈ X, µn(x) =

z∈X
(µn−1(z) ∧ R(z, x)), with µ0 = µ

.
It may happen that this chain of solutions ends by the zero function, and as a consequence, that we obtain the trivial solution
for both the inequation and equation. In the following we present a more precise description of this chain, namely we locate
its lower bound.
Proposition 3. Let R be a fuzzy binary relation on X and µ an element in SR. Then the fuzzy subset µ¯ ∈ F (X) defined by
µ¯(x) = µ(x) ∧ R(x, x) for every x ∈ X (5)
is a lower bound of SµR in the poset (F (X),⊆).
Proof. For every i ∈ N, we define the fuzzy subset µ¯i of X by
µ¯i(x) = µi(x) ∧ R(x, x), for every x ∈ X .
It is straightforward that for every x ∈ X, µ¯(x) ≤ µ(x).
Further, we have that
µ¯(x) = µ(x) ∧ R(x, x) ≤

z∈X
(µ(z) ∧ R(z, x)) = µ1(x),
that is, µ¯ ⊆ µ1. Analogously, we prove that for every i, µ¯i ⊆ µi+1.
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On the other hand,
µ¯(x) = µ(x) ∧ R(x, x) = µ(x) ∧ R(x, x) ∧ R(x, x)
≤

z∈X
µ(z) ∧ R(z, x)

∧ R(x, x) = µ1(x) ∧ R(x, x) = µ¯1(x),
and therefore µ¯ = µ¯0 ⊆ µ¯1. Analogously, one can prove that for every i, µ¯i ⊆ µ¯i+1.
Thus, for every iwe have that
µ¯ = µ¯0 ⊆ µ¯i−1 ⊆ µi,
and therefore µ¯ is a lower bound of SµR . 
In order to more closely investigate the nature of the fuzzy set µ¯, we use the diagonal of R, as follows.
Proposition 4. Let R be a fuzzy binary relation on X and ν the fuzzy subset on X defined by
ν(x) = R(x, x).
Then, the following hold:
(i) ν is a solution of the inequation (2) if and only if it is a solution of the Eq. (3).
(ii) For any µ ∈ SR, µ¯ (defined by (5) in Proposition 3) belongs to SR if and only if ν ∈ SR.
Proof. The proof of (i) is technical.
To prove (ii), suppose that for anyµ ∈ SR, µ¯ belongs to SR. Asmentioned above, X ∈ SR. Then by the present assumption,
X¯ ∈ SR. But for every x ∈ X
X¯(x) = X(x) ∧ R(x, x) = R(x, x) = ν(x).
Thus, for any x, y ∈ X we have that
X¯(x) ∧ R(x, y) ≤ X¯(y)
or, which is equivalent,
ν(x) ∧ R(x, y) ≤ ν(y).
Therefore, ν ∈ SR.
Conversely, let us suppose that ν ∈ SR. For any µ ∈ SR and all x, y ∈ X , we have that
µ¯(x) ∧ R(x, y) = µ(x) ∧ R(x, x) ∧ R(x, y) = µ(x) ∧ ν(x) ∧ R(x, y).
Since ν ∈ SR,
µ(x) ∧ ν(x) ∧ R(x, y) ≤ µ(x) ∧ ν(y) = µ(x) ∧ R(y, y).
Thus, we have proven that
µ¯(x) ∧ R(x, y) ≤ µ(x) ∧ R(y, y).
Then,
µ¯(x) ∧ R(x, y) = µ¯(x) ∧ R(x, y) ∧ R(x, y) ≤ µ(x) ∧ R(x, y) ∧ R(y, y).
But µ ∈ SR and therefore,
µ(x) ∧ R(x, y) ∧ R(y, y) ≤ µ(y) ∧ R(y, y) = µ¯(y).
Thus, for all x, y ∈ X we have that
µ¯(x) ∧ R(x, y) ≤ µ¯(y),
and therefore µ¯ ∈ SR. 
Corollary 4. Let R be a fuzzy binary relation on X. For any µ ∈ SR, we have that
µ¯ ∈ SR if and only if X¯ ∈ SR.
Proof. Indeed, by the proof of Proposition 4,
X¯ = X(x) ∧ R(x, x) = 1 ∧ R(x, x) = R(x, x) = ν. 
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Corollary 5. Let R be a fuzzy binary relation on X. For any µ ∈ SR, we have that
µ¯ ∈ SR if and only if for all x, y ∈ X, R(x, x) ∧ R(x, y) ≤ R(y, y).
Proof. Straightforwardly by Proposition 4, since R(x, x)∧R(x, y) ≤ R(y, y) for all x, y ∈ X is equivalentwith the requirement
that ν ∈ SR. 
For a particular fuzzy relation R, we have that µ¯ does belong to SR, as follows.
Corollary 6. Let R be a fuzzy binary relation on X fulfilling the following weak-reflexivity condition:
For all x, y ∈ X, R(x, y) ≤ R(y, y).
Then, for any µ ∈ SR, the lower bound µ¯ of SµR belongs to SR.
Proof. By weak-reflexivity, R fulfils the condition imposed in Corollary 5. 
Remark 1. Weak-reflexivity of R is a sufficient condition under which the lower bound µ¯ of SµR belongs to SR, but it is not
necessary. Thus, for instance, the crisp binary relation
R =

0 1
1 0

is not weakly reflexive, but for µ ∈ SR, we have that for every x ∈ Xµ¯(x) = 0 and therefore it belongs to SR.
Obviously, if R is reflexive, then it is weakly reflexive as well. Thus, reflexivity of R is another sufficient, but still not
necessary condition under which µ¯ ∈ SR for any µ ∈ SR.
Moreover, in this case for every x ∈ X, µ¯(x) = µ(x) ∧ R(x, x) = µ(x). Thus, µ¯ = · · · = µn = µn−1 = · · · = µ2 = µ1 =
µ, that is, SµR = {µ}.
Finally, in the case when µ¯ is a solution of inequation (2), then it is also a solution of the corresponding Eq. (3), as proven
in the sequel.
Proposition 5. Let R be a fuzzy binary relation on X. For any µ ∈ SR, if µ¯ ∈ SR, then also µ¯ is a solution of the Eq. (3).
Proof. Since µ¯ ∈ SR, thenx∈X µ¯(x) ∧ R(x, y) ≤ µ¯(y), for all y ∈ X .
On the other hand,
µ¯(y) = µ(y) ∧ R(y, y) = µ(y) ∧ R(y, y) ∧ R(y, y)
≤

x∈X
µ(x) ∧ R(x, x) ∧ R(x, y) =

x∈X
µ¯(x) ∧ R(x, y).
And therefore the equality is proven. 
5. Solving crisp problems
The cutworthy approach that we are using here enables us to apply solutions of the fuzzy control problems in the
corresponding crisp framework. Indeed, we can decompose fuzzy sets and fuzzy relations into crisp sets and relations, and
reformulate lattice formulas into logical rules.
Namely, by Theorem 1, after solving inequation (2)
x∈X
(µ(x) ∧ R(x, y)) ≤ µ(y),
one can deal with the following crisp problems for every p ∈ L:
Find (all) µp ⊆ X , such that µp is closed with respect to the relation Rp on X .
This way round is possible, i.e., the cuts of solutions are solutions of the corresponding crisp problems.
Example 4. Let L be the Boolean lattice given in Fig. 2, X = {a, b, c}, and
R =
 t m q
p q r
p p m

.
A solution of the inequation (2) (but also of the corresponding equation) is µ(x) = [t m m]. Thereby we can easily deduce
solutions for the corresponding crisp problems, appearing on cuts: e.g., the r-cut gives the crisp relation
Rr =
1 0 0
0 0 1
0 0 0

,
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and the solution is the set {a} which is closed under the relation {(a, a), (b, c)}. Similarly, a set closed under the relation
{(a, b), (a, c), (b, b), (c, c)} (corresponding to the cut Rq of R) is the set {b, c}. 
To proceed in the opposite direction is still an open problem. One can solve for every p ∈ L the above problem and obtain
(in general) a set of solutions for every p ∈ L. Then there is no general procedure to make a synthesis of these sets in order
to get solutions of the corresponding fuzzy functional inequation.
Nevertheless, analogous cut (crisp) problems themselves can be analyzed as follows. Recall that a set A ⊆ X is closed
under a relation R ⊆ X2 if for all x, y ∈ X ,
x ∈ A and xRy imply y ∈ A.
Let us denote by R2(A) the set of all elements from X to which elements from A are related under R:
R2(A) := {y ∈ X | xRy for some x ∈ A}.
The following are straightforward.
Lemma 1. If A, B ⊆ X and R ⊆ X2, then
(i) A ⊆ B implies R2(A) ⊆ R2(B);
(ii) If R is a reflexive relation, then A ⊆ R2(A);
(iii) R2(∅) = ∅. 
Obviously, A is closed under R if and only if R2(A) ⊆ A.
As in the fuzzy case, we intend to find a subset A of X , which for a given relation R ⊆ X2 fulfils R2(A) = A.
The last equation is, like in a fuzzy case, satisfied by the empty set.
By the procedure developed in the previous section, we start with a set A satisfying A ⊆ R2(A) and we get a chain
A, A1, A2, . . . , of subsets of X , such that A1 = R2(A), A2 = R2(A1), . . . , and
A ⊇ A1 ⊇ A2 ⊇ . . . .
In addition, for every i = 0, 1, 2, . . . and A0 = A, we have R2(Ai) ⊆ Ai. Indeed, since Ai+1 ⊆ Ai and Ai+1 = R2(Ai), we have
R2(Ai+1) ⊆ R2(Ai) = Ai+1.
If A is a finite subset of X , then in a finite number of steps we always get a solution of the equation R2(A) = A.
In the following we give conditions under which a solution of the equation R2(A) = A is non-trivial.
Theorem 8. Let R be a relation on a finite set X satisfying:
from A ⊆ X and R2(A) = ∅, it follows that A = ∅. (6)
Then there is a non-trivial solution over A of the equation R2(A) = A.
Proof. We start with X , i.e., with R2(X) ⊆ X . Let X0 = X and Xi+1 = R2(Xi). Then R2(Xi) ⊆ Xi. Now, starting with the
assumption (6), we use induction over i: X ≠ ∅, implies R2(X) ≠ ∅ and by induction we get R2(Xi) ≠ ∅ for every i. 
If X is infinite, we cannot guarantee that the above procedure (Theorem 8) leads to a solution, as shown by the following
example.
Example 5. Let X = N and let R be the relation< (‘‘less’’). Then, applying the above procedure, we get the infinite sequence
of sets:
N ⊇ N \ {1} ⊇ N \ {1, 2}, . . . ,
hence we do not get a nontrivial solution of the equation R2(A) = A. 
6. Conclusion: Connection with fuzzy control
As we mentioned in the Introduction, the above theoretical investigations could be suitably applied to fuzzy control
problems. Namely, each rule
IF U is B THEN V is D
can be translated into a form
the pair (B,D) of U × V takes the value in R,
where R is a fuzzy relation.
Consequently, if U takes fuzzy input values from A, then we have
(U, V ) is in relation G, where G = A ∩ R.
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Considering G and R as fuzzy relations on a universe X and A as a fuzzy set on the same universe, we obtain the following
equality:
G(x, y) = A(x) ∧ R(x, y).
One usually starts from a fuzzy relation Rwhich is deduced from actual control process, andwhich from input values creates
output values using the following compositional rule of inference:
µA◦R(y) =

x∈X
(µ(x) ∧ R(x, y)). (7)
This shows importance of the approach we are dealing with here.
The other important aspect of applications are the aforementioned eigen fuzzy sets with respect to fuzzy relations, which
are, as mentioned, applied e.g., in image analysis. The lattice valued approach to these is more general and might contribute
to their applicability, in particular if analyzed in a cutworthy framework.
Finally, let us comment our lattice-valued approach to the above problems, in connection with applications. It is evident
from the scientific literature that lattices and related structures are more and more present as co-domains. For automata
theory this approach is already well known (see e.g., [5] and references there). For the control problems, we mention
paper [23]where a Brouwerian lattice is used for designing a systemof an industrial boiler drumwater level fuzzy controller.
There are other important lattice-valued applications, for instance in industrial prediction and applications involving digital
images represented by histograms [24]. More generally, in paper [25], it is pointed that in the fuzzy context, several
new ordered algebraic structures turn out to be useful for modeling problems in Decision Analysis, Operations Research,
Automatic Control and Mathematical Physics.
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