We present an effective method for defocus map estimation from a single natural image. It is inspired by the observation that defocusing can significantly affect the spectrum amplitude at the object edge locations in an image. By establishing the relationship between the amount of spatially varying defocus blur and spectrum contrast at edge locations, we first estimate the blur amount at these edge locations, then a full defocus map can be obtained by propagating the blur amount at edge locations over the entire image with a nonhomogeneous optimization procedure. The proposed method takes into consideration not only the affect of light refraction but also the blur texture of an image. Experimental results demonstrate that our proposed method is more reliable in defocus map estimation compared to various state-of-the-art methods. The former usually use a set of images captured by multiple camera focus settings, then defocus estimation is finished by a machine learning process. The latter mainly estimate accurate defocus at the edge locations, then the full defocus map is obtained using a propagation method. The multiple images-based methods have some limitations in practical applications due to their suffering from occlusion problem and requirement of a scene to be static. In contrast, defocus recovery from only a single image is more practical. Elder and Zucker [11] found the locations and the blur amount of edges according to the first-and second-order derivatives of the input image, they only got a sparse defocus map. Bae and Durand [3] extended this work to get a full defocus map from the sparse map by a defocus interpolation method. Namboodiri and Chaudhuri [12] modeled the defocus blur as a heat diffusion process and estimated defocus blur at edge locations using the inhomogeneous inversion heat diffusion. Zhuo and Sim [10] calculated defocus blur amount from the ratio between the gradients of input and reblurred images at edge locations, then obtained a full defocus map by propagating the blur amount at edge locations to the entire image.
Due to the small lenses and sensors of traditional pointand-shoot cameras and optical imaging characteristics [1] , many types of pictures are captured with sharp foreground and blurred background (i.e., focused foreground and defocused background). Defocus estimation is useful and important in many computer vision applications, including depth estimation [2] , defocus magnification [3] , image deblurring [4] , refocusing and image quality assessment. Existing defocus estimation methods can be categorized into two classes: multiple images-based methods [5] [6] [7] and single image-based methods [8] [9] [10] . The former usually use a set of images captured by multiple camera focus settings, then defocus estimation is finished by a machine learning process. The latter mainly estimate accurate defocus at the edge locations, then the full defocus map is obtained using a propagation method. The multiple images-based methods have some limitations in practical applications due to their suffering from occlusion problem and requirement of a scene to be static. In contrast, defocus recovery from only a single image is more practical. Elder and Zucker [11] found the locations and the blur amount of edges according to the first-and second-order derivatives of the input image, they only got a sparse defocus map. Bae and Durand [3] extended this work to get a full defocus map from the sparse map by a defocus interpolation method. Namboodiri and Chaudhuri [12] modeled the defocus blur as a heat diffusion process and estimated defocus blur at edge locations using the inhomogeneous inversion heat diffusion. Zhuo and Sim [10] calculated defocus blur amount from the ratio between the gradients of input and reblurred images at edge locations, then obtained a full defocus map by propagating the blur amount at edge locations to the entire image.
In this Letter, we propose a different and effective defocus estimation method from a single image captured by an uncalibrated conventional camera. Due to the fact that the amount of blur can be estimated reliably only in areas of an image that has significant frequency content [3] , we focus on the spectrum contrast at edge locations to estimate defocus blur amount and then obtain the full defocus map by a blur propagation process. In particular, we take into account the chromatic aberration caused by wavelength-dependent variation of the index of refraction of lens to reduce the error of edge detection. In order to remove high-frequency noise and texture ambiguity, a Gaussian filter with small kernel is used before calculating spectrum contrast. Our defocus map is more accurate and reliable compared to the results of other various state-of-the-art methods.
Specifically, we first analyze the defocus process, as shown in Fig. 1 . We assume that focus and defocus obey the thin lens model. All the rays from a point of the object which is placed at the focus distance S f will converge to a single sharp point on the image sensor, rays from other distances, such as S 1 and S 2 , cannot focus well but form multiple sensor points and result in a blurred image. This blur pattern is also called the circle of confusion [1] (C 1 and C 2 in Fig. 1 ). f 0 is the focal length of camera lens.
Generally, the defocus process can be modeled as a convolution of a sharp image with the point spread function (PSF). Here, we take into account the chromatic aberration, and the defocus model is given by dX; λ f X; λ pX; λ sλ;
where f X; λ is an idea focused image which gives the radiance at each location X x; y on the image sensor plane, λ is the wavelength of color rays which refract through the lens. sλ is a wavelength sensitivity function which causes the chromatic aberration. The PSF pX; λ is usually approximated by a Gaussian function gx; y; λ; σ and its blur Gaussian kernel σ is the defocus value which we need to estimate. dX; λ is the final defocus image captured by camera. Before calculating spectrum contrast, a Gaussian filter with small kernel is applied to the original image to remove high-frequency noise and suppress the blur caused by blur texture (e.g., soft shadows or blur patterns). The Gaussian filter is given by gx; y; σ 1 1 2πσ
we set the Gaussian kernel σ 1 to 0.5 in our experiment. Note that we only calculate the spectrum contrast at edge locations, we use Canny edge detector [13] to perform our edge detection on the input image. According to the refraction regularity, chromatic aberrations are caused by the refractive index of the lens being wavelength-dependent. This causes that color channels of an RGB color image will appear shifted. More detailed discussion of these artifacts can be found in the paper by Kang [14] . One can convert the image to gray scale for edge detection but it is not accurate. In order to reduce the error of edge detection, we perform edge detection on each color channel independently and only keep edges that are detected within five pixels of each other in channel R, G, and B.
The chromatic aberration function sλ in Eq. (1) is light wavelength-dependent. After our edge detection optimization, we can drop the chromatic aberration function sλ. Then we substitute the PSF with a Gaussian function. Equation (1) can be abbreviated as dX f X gX; σ σ 1 :
In the Fourier domain, Eq. (3) can be expressed as Du; v Fu; vGu; v; σ σ 1 ;
where fd; Dg, ff ; Fg, fg; Gg are Fourier pairs. We define our spectrum contrast as the absolute value of spectrum amplitude difference between one pixel and its adjacent pixels by allowing for the log spectrum representation, given as follows:
where Ai represents the spectrum amplitude of pixel i, B is the neighborhood of pixel i given by the size of N, we set N 3 × 3 in our experiment. By substituting Eq. Through the nonlinear regression analysis of statistical mathematics, the relationship between σi and Ci in Eq. (6) can be approximated as
where ci is the inverse Fourier transform of Ci.
The σi values at the edge locations form a sparse defocus mapmi. However, quantization error, such as noise and weak edges can result in erroneous estimates of defocus. In order to suppress the influence of these outliers, we apply joint bilateral filtering (JBF) [15] to our sparse defocus map at edge locations. The JBF can rectify some inaccurate defocus values by using their adjacent defocus values along the edge. Figure 2 shows the sparse defocus map refinement using JBF. As we can see from Fig. 2 , some errors in the sparse defocus map can be well corrected by the JBF. Since we get the sparse defocus map at edge locations, a full defocus map can be recovered by an edge-aware interpolation method [16] . Here, we choose the matting Laplacian optimization method [17] to perform the defocus map propagation. Similar to [17] , we formulate our defocus propagation process as minimizing the following cost function:
wherem and m represent the vector forms of sparse defocus mapmi and full defocus map mi, respectively. L is called the matting Laplacian matrix. D is a diagonal matrix and its element D ii is 1 if pixel i is at the edge location, and 0 otherwise. The constant λ is a parameter that balances the fidelity and smoothness of final defocus map. We set λ to 0.005 in our experiment. The i; j element of L is defined as
where δ ij is the Kronecker delta, I i and I j are the colors of the input image I at pixel i and j, respectively. μ k and Σ k are the mean and covariance matrix of the colors in window ω k , U 3 is a 3 × 3 identity matrix, jω k j is the size of window ω k , ε is a regularization parameter, which approximates to 0. Readers can refer to [17] for the detailed derivation of the matrix. m can be obtained by solving the following sparse linear system:
In this Letter, our experiments were conducted on some natural images [10] . Here, we randomly select three of the results listed in Figs. 3(c) , 4(c), and 5(c) and compare our method with other three methods. As can be seen, our method can recover defocus maps corresponding to multiple layers, and the estimated defocus map maintains continuous change of homogeneous regions and discontinuity of edge areas. Figure 3 shows the comparison of our method with Bae and Durand's method [3] . There are still some visible errors (the white noisy points) in Bae and Durand's method. However, our method is more accurate and the final defocus map is smoother. A comparison of our method with the inverse diffusion method is shown in Fig. 4 . As can be seen, the result of the inverse diffusion method is not fine enough (i.e., the slender flower part is not well separated from the background and contains some obvious error blocks). In contrast, our method can well solve this problem, the flower can be clearly distinguished. In Fig. 5 , we compare our method with Zhuo and Sim's method [10] , and find that Zhuo and Sim's method can obtain smooth defocus map but it cannot handle blur texture of the input image. As the flower center marked by a white rectangle in Fig. 5(a) , Zhuo and Sim's method treats it as defocus blur. This results in error defocus estimation in that region. Our method can suppress this ambiguity to a great extent.
In conclusion, we have presented a novel and effective method for defocus map estimation from a single natural image. 
