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AbstractuThis paper is an extension to our work on the computation of the eigenvalues of
regular fourth-order Sturm-Liouville problems using Fliess series. The purpose hefe is twofold. First, 
we consider general self-adjoint separated boundary conditions. Second, we modify the algorithm 
presented inan earlier paper to ease considerably the computation ofthe iterated integrals involved. 
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i .  INTRODUCTION 
In 1997, Greenberg and Marletta [1] released a software package dealing with the computation 
of eigenvalues of fourth-order Sturm-Liouville problems. The underlying theory was presented 
in [2]. It is based on the approximation ofthe coefficients in the differential equation and a suitable 
zero counting algorithm. It is remarkable to note at this point that this code named SLEUTH 
(Sturm-Liouville igenvalues using theta matrices) is the only package available dealing with 
fourth-order problems. This situation contrasts with the availability of much software dealing 
with second-order problems (SLEIGN2, SLEDGE, etc.). 
Recently, Chanane [3,4], using the concepts of Fliess series and iterated integrals, introduced a 
novel series representation for the boundary function associated with Sturm-Liouville problems 
of order two and four. Tl~e zeros of this boundary function are the eigenvalues of the problem. 
Few examples were provided and the results were in agreement with the output of SLEIGN2 in 
the second-order case and SLEUTH in the fourth-order case. 
In this paper, we shaU extend our approach for fourth-order Sturm-LiouviUe problems to general 
separable self-adjoint boundary conditions. For this, we shall redefine the dependent variables 
involved. The other point which will be addressed is the computation ofthe iterated integrals. We 
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shall see that when the coefficient functions are in L2(0,1), a decomposition of these coeIti¢ients 
with respect o a given basis of L2(0,1) yields an evaluation of the iterated integrals once and 
for all, thus reducing considerably the computation time. 
2. MAIN  RESULT 
Consider the fourth-order Sturm-Liouville problem 
y(4) - ( s (x )y (1) ) (1 )+q(x)y - - -Ay ,  x E (0,1), 
with the general separated self-adjoint boundary conditions [2] 
Alu  + A2v = O, at x = 0, 
Blu  + B2v = O, at x = 1, 
(2.1) 
(2.2) 
where 
U = (U l ,U2) ' ,  V = (V l , ? )2 ) ' ,  
and 
ul = y, u2 = y', vl = sy' - y " ,  v2 = y", (2.3) 
are the quasiderivatives, A1, A2, BI, B2 are 2 x 2 matrices uch that A1A T = A2A~,  B1B~ = 
B2B~,  and the 2 x 4 matrices M = (AllA2), N = (BIlB2) have rank 2. 
We shall assume that q and sare in L2(0,1). Under these assumptions, it is well known that the 
eigenvalues are bounded from below and can be ordered as A0 <: A1 _< A2 _< A3 _< ...  , An -~ +co 
as n ~ co and each eigenvalue has multiplicity at most 2 (see [2,5,6]). 
Letting z = (Ul, u2, Vl, v2Y, the differential equation (2.1) can be rewritten as 
2 
dA = Poz + Z w, Piz, (2.4) 
dx i----1 
where 
/ °1°i) (i °°i) /i °°!) 0 0 0 , B i= 0 0 0 0 (2.5) Po--- -A 0 0 0 0 ' 1='2= 0 0 ' 
0 0 -1  0 0 1 0 
and Wo = 1, Wl ~-~ q, w2 -~ s. 
We shall associate to (2.4) an initial condition as foUows. Let M1, M2, M3, M4 denote 
the columns of M, i.e., M = (MIIM21MslM4) and z = (zt ,z2,z3,z4) t. We have Mz = 0 at 
x = 0. Since the rank of M is 2, there exists a permutation ao of 1, 2, 3, 4 for which the det 
(M«o(1)lMùo(2)) # O. Let M«o = (M«o(1)lM«o(2)lM«o(3)]M,,o(4)) and Zoo = (Zùo(l), Zoo(2 ), zŒo(s ), 
Zao(4))'. ~rom M«ozo o = 0 at x = 0, we get at once, 
\ Zao(2) Zoo(4) 
Thus, 
i~~o~l,~ ù , (~~o~3~i 
which yields 
ZaO(4) aõ  1 
at x----0, 
(2.7) 
(2.8) 
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where a~ 1 denotes the inverse permutation, i.e., we rec~¢~ the-original olxlering of the compo- 
nen~s of z. 
The initial condition we were looking for is taken to be 
OL aõ l  
(2.9) 
Thus, we are normalizing the eigenfunctions using Zoo(3 ) = 1 at x = 0. We obtain the eigenval- 
ues A from the solution pair ( A, a) of 
Nz(x ,A ,~)=(~) ,  at x= 1, (2.10) 
where z(x, A, •) is the solution to the initial value problem (2.4),(2.9). 
Returning to (2.4),(2.9), and as in [3,4], we shall see it as a bilineax system where wl(x) 
and w2(x) aze the inputs, and as such, we use the Fliess series representation of z in terms 
of wl(x) and wu(x) [7,8], hence, 
2 x 
k>O ij, ..... io=O 
and the iterated integrals Jo d¢i~ ... d¢~ o are defined as follows [9]: 
Co(x) = x, 
£ (,(x) = wi(t) dt, 
£ /: /0 ~ d¢~~.., d~, o = d(~, (r) d(~k_l.., d(~o, 
i = 1, 2, 
/o , . . . ,  ic = 0, 1, 2. 
(2.12) 
Following, [2,3], it is easy to prove the following. 
THEOREM 1. The solution y(x, A) and the associated boundary function B(A) have the expan- 
sions 
2 x v(~,~)=co+~ ~ c~~...,o(~) ~ d¢«...d¢~, (2.13) 
k>0 io,...,~,----0 
2 k 0~0 ! B(A) = D ° + E E D'~..-'o(A) d~,k ...d¢~ o, (2.14) 
k>o io,...,it¢=O 
where 
ùand 
C O = Cz °, C = (1,0,0,0), 
C~,..,o (~) = CP« . . .  P, oZ °, io, . . . ,  ik = O, 1, 2, 
(2.15) 
D o = Nz  °, 
(2.16) 
D~k...~o (A) = NP~k ... P~o z°, io, . . . ,  ik = O, 1, 2. 
FarShermare, these series am absotutely and .nifonmly vonvergent on ~mpact  subsets of [0,:1] × R 
and R, respectively. 
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In the above the)mm, the iterated integrals fò d~~~ ... d~~ might be quite involved for large 
values of k. To ease the computational burden, we shall adopt the following modification. For a 
given basis of L2(0, I) say {~oj}j>1, we expand w~ E L2(0, 1) as 
OO 
j=l 
and for all practical purposes, a truncation of the above expansion gives a good approximation 
to wi, 
m 
w~ ~- E ai, j~j, i = 0,1, 2, (2.18) 
j--1 
where m is the same for all wi, i = 0,1, 2. 
Replacing in (2.4), we get 
which can be rewritten as 
dz = Poz + ~ ~ ««j~j(x)P~~, 
dx 
i=l j=l 
z(0) = z °, 
(2.19) 
dx j=l (2.20) 
z(0) = z °, 
where ~ = 2 ~~=1 ai,jP~ with/So = Po and ~Oo(x) --- 1. Now the above theorem reads as follows. 
THEOREM 2. The solution y(x, A) and the associated boundary ftmction B(A) have the expan- 
sions 
"~ f0 x y(x,A) = C O + ~_# ~ C~k...,o(A ) d~~~...d~~o, (2.21) 
k>O io,...,ik--0 
B(A) D °+~ ~ D~ • = ,. . ,o (A) d~«k.., d~, o, (2.22) 
k_>O io,...,ik=O 
where 
C ° = Cz  °, 
c,~k. ,o(A)= NP,~ ... P, oZ °, 
and 
D o = Ny  °, 
D~k...,o(A) = NP, k ...  ~oz  °, io,. . .  ,ik = 0 , . .  ,m, 
and the iterated integra/s ~fo d~~k "" • d~io are defined as fo//ows: 
C = (1, 0, 0, 0), (2.23) 
io, . . .  ,ik = 0 , . .  ,m,  
(2.24) 
~~(x) = ~~(s) ds, 
/: /: I ~ d~i~ . . . d~io  = d~«~ ( z )  d~~ù_ ,  . . d~~o, 
i---- 1 , . . ,m,  
io , . . . , i k=0, . . ,m.  
(2.25) 
Farthermore, these series are absolutely and unfform/y convergent on compact subsets of [0,1] x R 
and R, respectively. 
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Note that this time, the iterated integrals can be computed for a given basis of L2(0, 1) once 
and for all. Even in the case of a different x-interval, we just scale the differential equation instead 
of recomputing these integrals. We shall need to evaluate these integrals for x = 1 to obtain the 
boundary function B. We obtain the eigenvalues Ä from the solution pairs (Ä, G) of B = 0. To 
obtain the corresponding eigenfunction, we shall solve the differential equation instea~l of using 
the series expansion for y. 
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