Abstract: Level of detail (LOD) is a technique where geometric objects are represented at a number of resoIutions, allowing the workload of the system to be based upon an obiect's distance, size, velodty, or eccentricity. Nowever, Iittle is known about how to specify optimally when a particular LQD should be selected so that the user is not aware of any visual change, or to what extenL any particular LQD scheme can improve an application's performance. In response, this paper produces a generic, orthogonal model for LOD based upon data from the field of human visual perception. The effect of this model on the system is evaluated to discover the contribution that each component makes towards any performance improvement. 1-he results suggest that both velocity and eccentricity LQD should be implemented together (if at aIl) because their individual contribution is likely to be negligible. Also, it is apparent that size (or distance) optimisations offer the greatest benefit, contributing around 95% of any performance increment.
Introduction
The technique of level of detail (LOD) provides virtual environment (VE) designers with a powerful tool to modulate the workload of a graphics system in real-time, and hence to improve the performance of their applications. Essentially, this is done by providing a number of different representations for certain objects, each varying in complexiLy (polygon count, degree of texture-mapping, lighting model, etc.). The system can then select the most appropriate representation to use at any point using a selection criterion, or criteria. Many selection criteria have been developed over the past 20 years since the initial work of Clark [1] . We can encapsulate all of these using four principal selection criteria:
1. Distance: an object's level of detaiI is based upon its distance from the viewpoint [2-5[. velocity across the display device or the user's retina [1 0-1 3] .
In addition to these, various other mechanisms have been used to constrain or augment the LQD modulation in some way. For example, fixed frame rate schedulers are used to sustain a desired frame rate [1 4-1 6] , object priority schemes prevent important objects being degraded [17] , hysteresis techniques reduce the effect of objects scintillating at an LQD threshold [ 18] , and transparency fading regions can be used to smooth the visual transition between LODs [4, 1 4] . Although there is substantial perceptual evidence to support the use of each of these selection criteria, it is often unclear how best to implement any specific scheme, and even how muItiple schemes may be combined, thus causing distracting visual artifacts -or popping effects -when an object switches resolution. This is particularly the case for velocity and eccentricity LOD. For example, Watson et al. [8] state that they had no way to decided the extent to which detail could be degraded in the periphery of their display. Also, Qhshima et at. [10] were unsure whether they should take the product of their velocity and eccentricity scaling factors, or whether a minimum function should be used.
In addition to this problem, few quantitative data exist to inform the VE designer about the fundamental utility of any particular selection scheme. For example, Funkhouser and S~quin's [I t ] seminal paper describes a system that incorporates most of the above selection criteria, but no information is provided about the degree to which any of the components contribute towards the overall performance increment. Hitchner and McGreevy [12] developed a similarly general LQD model, but again we have no results illuminating the individual merit of each selection criterion.
This paper attempts to provide the VE community with solutions to both of these problems. It aims to provide answers to questions such as, 'How can I implement any specific set of LOD selection criteria in a principled and orthogonal manner?', and, 'How much faster can my application run if I implement, say, eccentricity LQD?'. This information is of obvious importance and relevance to developers and designers of VEs.
Aims and Organisation
This paper is organised as follows. First, we present a generic system for implementing LQD that is based upon principled models of visual perception. We then embark upon a theoretical evaluation to assess the implications that follow directly from this model. This leads on to an empirical evaluation where we present data from a prototype implementation of this LQD model. Note that the empirical evaluation is concerned with system performance only: the effect of the model on users is dealt with elsewhere [19] . Finally, we discuss the findings of this work and present our conclusions.
Before proceeding, we should clarify a few points. Many LOD schemes have been developed in the past, so why develop another one? The reason is that practically all attempts to produce general LOD models have been ad hoc in nature and normally incorporate various arbitrary variables which have to be instantiated through experimentation. Here we will present a principled model for LQD based upon data from the field of human visual perception. This is done to ensure that the LQD system is founded on the threshold characteristics of our visual system; and therefore that an obiect's LQD can be selected with the user being able to perceive little or no visual change. That is, we wish to investigate the optimal degree of detail that a computer graphics system need display due to limitations of the user's visual system.
Second, it will be apparent that size LQD and distance LQD are essentially the same: as an obiect moves further away, it subtends a smaller visual angle. In this paper we favour the use of size LQD because it does not require choosing an arbitrary point in the object for the calculation, and also because it is robust to changes in object scale and display resolution. However, distance LQD does offer the advantages of being very efficient and simple to implement, so which approach the VE designer should adopt will depend upon the specific requirements and constraints of an application. For example, distance L©D might be more applicable for an application on a low-end machine, with many multi-resolution models, where the eradication of LQD popping effects is not a critical goal The reader should note that all results that we present for size LDD are automatically applicable to distance LQD.
Finally, it is worth illustrating that we should not need to incorporate techniques such as hysteresis, fading regions, or priority schemes into a true perceptually based system. These techniques have been developed to counter the visual anomalies that occur when LQD is used in a non-principled and arbitrary manner. These methods are therefore redundant if we can produce a system which will modulate detail without the user being able to perceive any change.
D Describing the Model Perceptual Background
The human ability to perceive detail is determined by the relative size and contrast of a stimulus [20] . The size of a stimulus is normally defined in terms of spatial frequency, in units of contrast cycles per degree of visual field (c/deg). This is a measure of the rate of change of intensity over a region, where a high spatial frequency implies a stimulus of high detail.
Through empirical study, it has been confirmed that our ability to resolve spatial frequency varies with respect to velocity across the retina [21 J, the degree of displacement into the peripheral field [22] , orientation [23] , and also the level of background illumination [24] . The phase of a spatial frequency has no effect on its detectability [25] . It is therefore clear that we have substantial quantitative data available to describe the ability of the human visual system to resolve spatial detail. However, in order to optimise detail in a VE based upon any model of visual perception we require a computer system with the ability to describe the perceptual content of a scene in terms of this model, and also to quantify the degree of detail that an observer can perceive in terms of this model. With these two facilities, the computer system can judge which detail a user can and cannot see in a computer-generated scene. We therefore require the following functions:
1. Amachine-computable mechanism to describe concisely any LQD model in a VE in terms of its component spatial frequencies (c/deg). Only the unique spatial frequencies between two successive LODs are of interest, i.e. those representing a visual change between two models.
2. An efficient mathematical system to predict the highest visible spatial frequency (c/deg) that a standard observer can resolve under various visual conditions (e.g. variable velocity and eccentricity). This is referred to as visual acuity.
A General Model for Perceptual LOD
One of the pivotal design decisions that we must address is that of where to calcuIate the spatial frequencies in an object. We have two choices: either we base our analysis on the three-dimensional (3D) geometric definition of an object (its polygons and vertices), or the two-dimensional (2D) rendered image of that object. It is our determination that we must advocate a system which extracts detail from the rendered image of an object because this is the actual information which is presented to the user's visual system. Looking at the geometrical description of an object does not give a reliable indication of what the user eventually sees because the geometry can be displayed differently depending upon a number of factors such as the particular shading model being used, the effect of any light sources, the use of texture maps or environment (reflection) maps, the simulation time of day, the use of fog or haze effects, transparency, etc. As a result of this decision, we must compute the spatial frequency content of each object offline because we are required to know the spatial frequency content of a model before we display it: once a model has been rendered, we have already expended the computational resources that we were seeking to preserve. This process will involve sampling the object from a number of different viewpoints in order to capture its 3D profile ( Fig. 1) , and then storing these data along with the model's geometric description. A similar approach was adopted by Maciel and Shirley [26] for their LQD system.
Once on-line, the system must monitor the size on screen, angular velocity, and eccentricity of each obiect (in units of pixels, deg/s, and deg, respectively). It must then use this information to compute the highest resolvable spatial frequency under those conditions. Then, given the spatial frequency data that were computed during the off-line stage, we can estimate the instantaneous frequency content of each LQD. Finally, the system can then use this information to choose the optimal LQD for the object, e.g. the LQD whose highest unique spatial frequency lies immediately below the limit of vision for the object. That is, the least complex model such that any change evoked will be below the user's threshold of vision.
From the above, it is clear that our general model should be split into two fundamental stages: an off-line (preprocessing) stage, and an on-line (scheduling) stage. The following two sections will detail the implementation of the principal component of each of these stages: the spatial frequency analysis and the visual acuity calculation. 
Evaluating an Object's Perceptual Content
We have resolved that we wish to calculate the spatial frequency content of a computer-generated image. This essentially involves finding a suitable mapping to transform a 2 D function of colour values into a 2D function of spatial frequencies. The system developed to perform this task uses an image segmentation algorithm to extract all of the perceptually atomic features in an image. Fourier techniques were considered for this process but were deemed inapposite due to problems of accuracy and generality [27] , Details of the spatial frequency analysis outlined below are given by Reddy [19] .
1, Feature extraction: a region growing algorithm was used to find the extent of each visual feature in an image. This used a colour difference model, based upon the CIELUV perceptually uniform colour space [28] , in order to decide whether a pixeI in a colour image would be perceived as an edge to a feature, or as part of that feature. Estimating a User's Visual Acuity Reddy [20] presents the development of a computational model for spatiotemporal visual acuity with close reference to work in the field of visual perception. This results in an equation for spatial frequency, H, which can be defined as: The above model would be sufficient for evaluating the highest visible spatial frequency for objects in the real world; however, the angular resolution of a computer display limits the size of detail which users can experience. We can incorporate this factor into our model by introducing the notion of a highest displayable spatial frequency, ~. This characterises the highest frequency which can be displayed by an output device, depending upon its field of view and pixel resolution.
SpecificaIly, a single pixel can be considered to be half a contrast cycle [19] . Therefore, the number of cycles that can be displayed on a device is equal to half its pixel resolution, this can be transformed into a value of spatial frequency once we know the FQV of the display using the following simple equation:
= max/-horizPixets vertPixels I c/deg, (4) ~ 2 x horizFOV "2xhorizFOV
where horizPixels and vertPixels are the horizontal and vertical pixel resolutions of the display, and horizFOV and vertFOV are the horizontal and vertical angular resolutions of the display (in degrees). Our final visual acuity model can therefore be given as:
min(H(v,E),~).
(5)
Theoretical Evaluation
Now that we have a computational model for visual acuity, we can investigate some of the implications that result from this relationship. For example, vve can now answer questions such as, 'How fast does an object have to travel, or how far does it have to progress into the periphery, before we can reduce its detail?'. We can also speculate whether these situations are likely to occur regularly as a user navigates through a VE.
A Desktop Example
To 2 presents graphs of the eccentricity and velocity components of our model. Both of these have been thresholded using a highest displayable spatial frequency of 12~5 c/deg to illustrate the potential stimuli in our desktop example. From these two graphs, we can observe firstly that we do not: begin to perceive less detail in our peripheraI field until an eccentricity of about 17 deg is reached. More striking than this is the result that our effective spatial perception will not degrade until an object exceeds a velocity of about 42 deg/s.
tn terms of our display example (which, recall, occupies 53.1 × 41.1 deg of arc) these results mean that an object would have to be displaced horizontally from the focus point (where the user is looking) by around one third of the display -or that it would have to travel from the left edge of the display to the right edge in around 1.26 seconds -before it would be .possible to select a lower LQD model.
These are extreme and isolated cases. When we combine the effect of both velocity and eccentricity, then the above figures are substantially mitigated. For example, at an eccentricity of 10 deg, then an object need only travel above roughly 13 deg/s before detaiI could become potentially invisible. It is therefore likely that, taken on their own, eccentricity and velocity based optimisations will provide a meagre performance advantage. However, if the two are implemented together, then this will produce a synergic speedup.
An Immersive Example
We investigate the implications for immersive systems by taking one specific display device for illustration. For example, the i-glasses! headmounted display (HMD), originally manufactured by Virtual 1-O. This LCD-based unit is indicative of currently popular, cheap HMD systems, both in terms of resolution and FQV. The device has a considerably smaller field of view than the desktop case (30 x 24 deg versus 53 x 41 deg). Also, given the pixel resolution of 263 x 230, its angular resolution is almost one third that of our desktop example (4.4 x 4.8 c/deg compared with ~2.0 x 12.5 c/deg).
For ~ = 4.8 c/deg, we find that an eccentricity of 29 deg, or a velocity of 80 deg/s, must be exceeded before it would be possible to degrade objects without the user perceiving the modulation (refer to Fig. 2) . As the horizontal FOV of the i~glasses! is 30 deg, it is apparent that employing only eccentricity LOD will have essentially no benefit. Also, when employing only velocity LOD, then an object must travel across the entire display in under 0.375 seconds before any optimisation can occur. However, taking these two components together the situation is less drastic. For example, at an eccentricity of 15 deg, an object need only travel at 24 deg/s before we may begin to reduce LQD. The relationship between eccentricity and velocity for this example is illustrated in Fig. 3 .
There is greater benefit to be gained in immersive virtual reality (VR) systems because, whenever a user moves their head, the entire scene moves in relation to their viewpoint. A user's head rotation can often be in excess of around 180 deg/s, thus providing considerable opportunity for most objects to be degraded during exaggerated head movements. This is particularly desirable because many users tend to feel disoriented or nauseous when they move their heads rapidly and the system does not keep up with their movements [31, 32] . By reducing detail during head movements we can improve the update rate of the system to make the simulation appear more smooth and interactive. Our model automatically supports this feature because we measure the velocity of objects across the display device, relative to the user's viewpoint.
In summary, the lower angular resolution and smaller FQV of many of the current generation LCD HMDs means that there is practically no benefit in using either eccentricity or velocity optimisations on their own (in order to satisfy the requirement that the user should not be able to perceive the modulation of detail). However, by using the two optimisations in parallel, their contribution can (Fig. 3) . This is particularly evident in situations when the user makes large head rotations. This latter optimisadon could prove a major factor in making immersive VR systems appear less disorienting.
Empirical Evaluation
In order to usefully answer questions such as, 'How much faster can my application run if I implement LQD scheme X?', then we should endeavour to evaluate an actual system. Subsequently, a prototype implementation was developed for the above LQD model, and a suitable experiment devised to assess the model. Note that we will not assess the visual effect of our model on the user. This has been done elsewhere using a similar experimental setup. The results of that study showed that the LOD modulatiQn was not perceived by any of 20 subjects who each performed 64 trials [19] . We therefore assert that our visual acuity model achieves the goal of eliminating LOD popping effects.
The experimental environment consisted of a number of randomly positioned objects (Fig. 4) . A set of predefined paths were then navigated through this environment for a duration of 5 seconds in each case (i.e. no user interaction was involved). Four levels of detail were used for the test object, containing 3928, 834,254, and 76 triangles, respectively. The extent of LOD optimisation could be varied on a per-trial basis to investigate the effect of using different LOD techniques.
This particular scenario was chosen because it is inherently motiomrich, with many objects of different sizes, and a good proportion of peripherally located features. It therefore offers good opportunity to exercise all aspects of our model. Also, the format of this experiment has obvious parallels with various generic VR applications, such as driving and flight simulators, where users must navigate a course through a VE,
The experiments were performed on a Silicon Graphics (SGI) Onyx RealityEngine 2 with one 200 MHz processor and 128 MB of RAM. All remote access to the machine was disabled for the duration of each study and all disk writes were made only upon completion of each trial. The display F:QV was assumed to be 43.6 x 33.4 deg, and the simulated forward velocity was 4.36 m/s. All timings were recorded using a sub-microsecond resolution clock. 
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Analysis of Performance Speedup
100, 200, 500 and 1000 objects). That is, 280 trials were performed in total (7 complexities x 2 LOD cases x 20 trials).
Objective
The aim of the first study was to assess the extent to which our prototype implementation improves the frame rate of a VE. This was contrasted for a number of VEs with different numbers of objects in order to give an indication of how speedup varies with VE complexity for the test application.
Method
The average frame rate (Hz) for a trial was found by dividing the number of frames rendered by the total time for the trial. Twenty trials were performed where the number of objects in the VE was kept constant (but their initial positions randomly varied). The final frame rate figure for such a set of trials was found by averaging the results of att 20 trials. Each set was repeated for the case where no LQD optimisations were applied and when full perceptual LQD filtering was applied, Finally, a number of these sets of trials were performed for environments with different numbers of the test object (10, 20, 50,
Results and Discussion
The results from this study are presented in Fig. 5 . From Fig. 5a we can observe a consistent and marked increase in frame rate when our LQD optimisations were employed. To describe the degree of this increment, Fig. 5b illustrates the relative increase in performance that occurred when our perceptual optimisations were used. From this we can see that an average speedup of over 4.5 times was quickly achieved for environments with about 50 objects, with very slight depreciation for more complex environments with over 500 objects.
Care should be taken when interpreting the initial sharp rise in speedup for environments with less than 50 objects, This does not necessarily imply that less complex environments offer fundamentally smaller speedup values. We must also consider the fact that on SGI workstations, the frame rate is constrained to be an integer multiple of the video refresh rate. ©ur video refresh rate was 72 Hz and so if the simulation was unable to run at 72 Hz, (b) Presents the same data in terms of the relative speedup which was achieved when using the perceptual LQD system over the normal, unfiltered case.
IP
observing in the sharp speedup rise for less than 50 objects is the point where the optimised environment is capable of being rendered faster than 36 Hz, but not as fast as 72 Hz, and so it is restricted to only 36 Hz. The relative speedup is therefore confounded by this additional factor for simple environments.
Breakdown of Model Components Overview
In this second computational study we will attempt to gauge the extent to which each of the three principal components of our model are utilised. That is, how much does size LQD, eccentricity LQD, and velocity LOD contribute towards the total increase in performance for our test application?
We have already discovered that analysing the eccentricity or velocity components in isolation would be fruitless. Therefore, we shall compare the case where all optimisations are used, against the case where only the velocity and eccentricity based optimisations are used. In effect, this provides us with an indication of the additional benefit which can be accrued over traditional size LOD when we also incorporate optimisations based upon the velocity and eccentricity of objects. It is a valid activity to contrast these two situations because the size LOD optimisations are independent of the combined velocity and eccentricity components, and so a linear relationship exists between these two factors.
Method
The average level of detail (1~-.4) for a frame was found by dividing the sum of all obiects' LOD by the number of objects. An average figure for an entire trial was found by dividing all of the frame averages by the total number of frames displayed. As before, 20 such trials were performed, and the average LQD figure from all of these was found. This measure was used as an assessment of the degree to which detail was optimised; with higher values indicating a greater degree of optimisation.
Two levels of detail cases were compared: one where full optimisations were employed (size, velocity, and eccentricity), and the other where detail was reduced based only upon the velocity and eccentricity of objects. This relationship was analysed for environments of various complexities (10, 20, 50, 100, 200, 500, and 1000 objects). 280 trials were therefore performed in total (7 complexities x 2 LQD cases x 20 trials). Figure 6 presents the data from this study. The most obvious result from this graph is that size optimisations appear to account for the bulk of any reduction of detail (and hence the increase in performance). The combined contribution of velocity and eccentricity optimisations rose to a maximum of around 20% of the total LOD reduction for around 100 objects. This dropped down to as little as 3% of the total reduction for 1000 objects.
Results and Discussion
In general, we can state that roughly 95% of all performance improvement can be attributed to size LOD only.
Discussion
We look first at the perceptual LOD model, and then explore some of the results from its evaluation.
In the first instance, our visual acuity model is orthogonal in that each of the three components can be used individually or in any desired combination. For example, we can disable the modulation of detail with respect to eccentricity by simply instantiating all eccentricity values to 0 deg. Our model will then still function correctly and accurately, but win only modulate detail based upon the size and velocity of an object. Although we were not primarily concerned with the issue of fixed frame rate LOD, it should be noted that our model could be easily extended to support this scheme. For example, a simple reactive fixed frame rate system could be implemented by incorporating a global scaling factor, s, into our visual acuity calculation. Then, if the time for any frame exceeds the desired frame period, we simply reduce the value of s accordingly. Alternatively, if we find that we have spare compute time after completing a frame, then we can increase the value of s until it reaches 1.0 (there is of course no need to exceed a scaling factor of 1.0), It is important to note that this enables us to develop a fixed frame rate system that will degrade resources in a perceptually linear manner, i.e. the less overloaded the system is (larger s), then the less perceivable the changes in scene complexity will be, and vice versa.
The full LQD system (size, eccentricity, and velocity) produced a 4.5-fold improvement in frame rate. This is a substantial increase, but notan exceptional one. It should be noted that various other researchers have achieved comparable performance increments using size and eccentricity based optimisations. For example, Ohshima et al. [10] experienced a five-fold improvement in frame rate for their LOD system, and Levoy and Whitaker [33] experienced an improvement in rendering performance of 4.6 times for their perceptually optimised ray tracer.
All the empirical studies were performed for environments with a fixed FOV and relatively slow forward velocity. An interesting study would be to investigate the effect of changing these parameters. Although this was not done here, it is likely that if we were to increase the forward velocity through the environment, then the velocity component of our model would be given more chance to contribute to the overall reduction in detail, and performance should improve as a result.
It would be tempting to make the same analogy for FOV, but this would be a specious assumption. Although increasing the FQV of the display would allow objects to exist at greater eccentricities (and hence theoretically allow them to have their detail reduced further), we must also consider the angular resolution of the display. If we take the same display and simply stretch it over a wider field of view, then the individual pixels will become larger and so the angular resolution -and hence the highest visible spatial frequency-will drop. So, although the field of view is larger, objects must move further into the periphery before their detail drops below threshold and a lower LOD can be selected.
Conclusion
The aim of this paper has been to develop a perceptually accurate model for LQD such that the user perceives no visual change when an obiect switches resolution. A secondary goal has been to provide a quantitative indication towards the fundamental utility of each component of this model. We summarise the result of this work as follows:
]. We have shown how to design a perceptually modulated LQD system using sound knowledge from the field of visual perception. Furthermore, we have shown that an efficient implementation of this can be produced for use in a realtime computer graphics system.
2.
We have also shown that perceptually modulated LQD can substantially reduce lag in a VR system. In our test application, a factor 4.5 improvement in frame rate was observed. Elsewhere we show that this was achieved with little or no perceivable drop in image quality [19] .
With the results that were obtained from our theoretical and empirical evaluations of this perceptual LOD system, we can present the chief findings of this paper as follows:
• A complete implementation of perceptually modulated LOD (i.e. one incorporating velocity and eccentricity factors) is more applicable to an immersive VR system than a desktop one because:
i. The display can only be optimised for a single individual as two users viewing the same scene could be looking at different regions of the screen and scanning at different speeds. Using a HMD circumvents this ambiguity.
ii. Most immersive systems employ some form of head tracking. This is not normally available on the desktop, making the user's focus point unknown. The best we can do in the latter case is to instantiate the focus point to a fixed location on the display, such as the centre of the screen.
iii. In a head-tracked system, velocity LQD will be particularly beneficial for optimising the
detail of a scene during periods of high user head motion. This is not generally possible under desktop conditions.
The visual environment within a headmounted display is much morn predictable and controllable than for a computer monitor. We are therefore less concerned about effects such as background illumination, glare, reflections, etc. affecting the user's percept.
From the examples provided in the theoretical evaluation, it is apparent that employing either eccentricity or velocity L©D on their own will prove unprofitable (this is particularly so for immersive systems using a low angular resolution HMD). However, if these two components are combined, then the product win be significantly greater than the sum of the indi~ viduaI contributions (Fig. 3) . We therefore submit that eccentricity and velocity optimisations, if used at all, should be used in combination, It appears that, even when combined, eccentricity and velocity contribute to the total speedup to a relatively minor extent, an average of around 5% for our test application (see Fig, 6 ). We can therefore state that traditional size-(or distance,) based LQD methods provide the largest opportunity to improve the performance of a system. Note, however, that this result is only applicable under situations where the user's head is static. Under dynamic head movements the velocity corn ponent could potentially offer a far greater contribution to the reduction of detail in a scene.
