Introduction
The threshold model (often called sample splitting or segmented regression) has wide application in economics. Hansen (2000) brought many of those applications to the attention of econometricians.
The literature divides according to autoregression and regression, according to smooth, continuous, or discontinuous threshold, and according to nonparametric or parametric functional form. It is di¤erent from the regime-switching literature, see e.g. Kim and Nelson (1999) for a review, in that the switching variable is observable. The smooth transition autoregressive models have been widely used in macro and …nancial applications, see the recent review paper of van Dijk, Terasvirta, and Franses (2000) . The discontinuous threshold e¤ect has found applications in macro and in crosssection growth regressions, see Hansen (2000) for discussion. There is also a nonparametric literature in applied economics associated with the concept of 'regression discontinuity design', see for example
Hahn, Todd and van der Klauw (2001) . In fact, a whole methodology has been built around this, and there are many applications. In that case the threshold point is usually assumed known. The paper of Delgado and Hidalgo (2000) work with the more general case of multiple unknown threshold points in a nonparametric regression and obtain a full set of results for estimation and inference.
This paper is about the parametric threshold regression model. Unfortunately, this model does not have a satisfactory basis for inference even in the case of least-squares estimation. It has been established that the threshold parameter estimate converges faster than the slope parameter estimates and that its asymptotic distribution is not Normal. On the other hand, the slope parameter estimates converges to a Normal distribution independently of the threshold parameter estimate. In the context of threshold autoregression, Chan (1993) establishes that the threshold parameter estimate converges to a functional of a compound Poisson process; the distribution is too complicated to be used in practice due to the dependence on the marginal distribution of the covariates. Hansen (2000) develops an asymptotic distribution for the threshold parameter estimate based on the diminishing threshold e¤ect assumption, in which the threshold model becomes the linear model asymptotically. The limiting distribution is symmetric about zero and has moderate tails but is unbounded at zero.
Although the distribution is readily available through a simulation, the validity of the asymptotic distribution may be limited to the "small e¤ect" case, as he calls it. It should be noted, however, that it provides a conservative con…dence interval for the threshold estimate for the case where the threshold e¤ect is held …xed, under the auxiliary assumption of the normality of and the independence of the error from the regressors. These however are strong assumptions.
Recently, Gonzalo and Wolf (2005) have proposed using subsampling to conduct inference in threshold autoregressive models. They consider the set-up of Tong (1990) and Chan (1993) but also allow for the continuous threshold case of Chan and Tsay (1998) . They allow for regime speci…c het-eroskedasticity as in Chan (1993) (this was excluded in Hansen (2000) ) but otherwise the innovation process is i.i.d. They establish consistency of tests about and con…dence intervals for the threshold parameters based on the least squares estimator under constant threshold assumption.
We consider a threshold model that is more general than the one in Hansen (2000) , which permits only a pre-assigned continuous variable. In contrast, we allow the threshold variable to be a linear combination of the regressors and/or other variables, validating the use of discontinuous variables for sample splitting in addition to continuous variables. It may be of interest because it allows di¤erent threshold values for subsamples divided by a discrete variable like gender. Furthermore, we can make decision on the inclusion of a (some) variable(s) based on a test such as the t-or Wald test. 1 This paper proposes the least squares estimation of the threshold model after smoothing the objective function in the spirit of the smoothed maximum score estimator of Horowitz (1992) . It is based on the replacement of the indicator function in the objective function with an integrated kernel.
While the maximum score estimator by Manski (1975) is asymptotically distributed as the random variable that maximizes a certain Gaussian process, the smoothed maximum score estimator exhibits asymptotic normality. The smoothing also brings about a change in the convergence rate. Under smoothness conditions the smoothed maximum score estimator converges faster than the maximum score estimator.
We develop an asymptotic theory for the smoothed least-squares estimation of the threshold model in the regression context. Unlike the previous literature, the threshold estimate is distributed as asymptotically normal. Its convergence rate to ensure the normality is slower than that obtained in Chan (1993) and depends on the choice of bandwidth. Unlike in the maximum score case, smoothing reduces the rate of convergence. It is worth noting that Hansen (2000) also attains a manageable distribution at the expense of the convergence rate. The slope estimates are square root n consistent and asymptotically normally distributed, and independent of the threshold estimate.
Our development allows for time series data, a special case being the threshold autoregression of Tong (1983; 1990) : The consistency of the HAC estimation in Andrews (1991) is extended to allow for the discontinuity in the threshold model.
Our set-up is more general than Gonzalo and Wolf (2005) in that we allow both regime speci…c heteroskedasticity and covariate dependent heteroskedasticity as would be common in cross-sectional regression applications. Also, our method has the usual advantage over subsampling that we can work with pivotal test statistics and hence expect to obtain asymptotic re…nements.
We also investigate two slightly di¤erent implementations of the 'smoothing over'approach. Although the two di¤erent methods result in the same asymptotics for the slope estimates, the limiting distribution of the threshold estimates are di¤erent, and not in general rankable.
1 But we should include at least one continuous variable and the coe¢ cient is normalized to 1.
We provide some simulation evidence on the rate of convergence and the …nite sample distribution of our procedures. Con…dence intervals based on our procedure perform better than those of Hansen (2000) in his design in the larger threshold case.
The paper is organized as follows. Section 2 introduces the smoothed LS estimators and their consistency and asymptotic Normality is established in Section 3. Section 4 provides methods to construct the asymptotic and bootstrap con…dence intervals. Section 5 discusses some extensions.
Numerical results are presented in Section 6 and an application to a cross-section growth model in Section 7. Section 8 concludes. The proofs of Theorems are collected in an Appendix.
The following notations are used. The integral R is taken over ( 1; 1) unless speci…ed otherwise.
Let jjgjj
2 ds for any function g: For any matrix A; let jjAjj = tr(A > A) 1=2 :
2 The Smoothed LS estimator
The Model
Write the model
where x t ; e x t ; and q t may have common variables. A leading case is where e x t = x t but e x t can also be a strict proper subset of x t : Let q 1t be the …rst element of q t ; and q 2t the other elements of q t : Let X t whose …rst element is q 1t denote all the regressors and E (" t jX t ) = 0: Furthermore, assume the …rst element of q 2t is the constant 1: Similarly, X 1t denotes q 1t and X 2t the other elements in X t . The …rst element of is normalized to 1; and the others are denoted as ; so that q
: This model includes many considered in the literature as special cases, for example, the threshold autoregression of Tong (1983) as used by Potter (1995) . Hansen (2000) considered the special case where q 2t is only a constant. It may be the case in practice where only a few variables are employed to construct the threshold index.
Estimators
The least squares (LS) estimator minimizes the objective function
The solution is obtained by pro…led least squares, see Hansen (2000) . Let LS n denote the least squares estimator. De…ne a bounded function K ( ) satisfying that
It is worthwhile noting that this function is analogous to a cumulative distribution function rather than a density function. Then, de…ne a smoothed objective function
and a smoothed least squares (SLS) estimator
We assume that the parameter space is compact and that the true parameter 0 = > 0 ;
an interior point of : To distinguish the slope parameters, let
In practice, one solves the optimization problem by computing n ( ); n ( ) by an explicit least squares formula for given ; this is "
where
and then optimizing the pro…led criterion over : Practical di¢ culty arises only in the case of large dimensional :
There is an alternative approach, which is based on just replacing 1 t ( ) in (2) by K t ( ); thus instead of (3) one has
and the smoothed least squares (SLS) estimator
As before this optimization is done in two stages with the pro…led least squares estimators "
which are then plugged back into (5) for optimization over : Note that although 1 2 t ( ) = 1 t ( ); K 2 t ( ) 6 = K t ( ) and the estimators de…ned by (3) and (5) are di¤erent. In the case of the slope coe¢ cients this di¤erence vanishes asymptotically, but in the case of the threshold parameters it does not. In the exposition we concentrate mainly on the estimator n ; although similar comments apply to
3 Asymptotic Properties
Consistency
We assume the following conditions to show the consistency of the SLS estimator.
Assumption 1 (a) fX t ; " t g is a sequence of strictly stationary strong mixing random variables with mixing numbers m ; m = 1; 2; : : : ; that satisfy m = o m 0 =( 0 1) as m ! 1 for some 0 1: (b) For some > 0 ; E X t X > t < 1 and E kX t " t k < 1:
(d) For almost every X 2t ; the probability distribution of X 1t conditional on X 2t has everywhere positive density with respect to Lebesgue measure.
Condition (a) corresponds to Assumption B1 of Andrews (1987) . Given a compact parameter space, the generic uniform law of large numbers by Andrews (1987) is applied for the following development of the consistency proof, supported by the strong law of large numbers of de Jong (1995, Theorem 4) . For the asymptotic normality, we need to strengthen the mixing condition. The following theorem establishes the strong consistency of the SLS estimator.
Theorem 1 Let Assumption 1 hold. Then, n ! 0 and + n ! 0 almost surely.
Asymptotic Normality
The asymptotic distribution is developed based on the standard Taylor series expansion. Suppose S n ( ; n ) is twice di¤erentiable with respect to ; we de…ne
The superscript s and to T n and Q n ; when applied, indicate the obvious partitions of T n and Q n according to the slope parameter s and the threshold parameter :
We make a reparameterization to express the limiting distributions conveniently. Let z t = q 1t + q > 2t 0 : This involves decomposing e x t into the part measurable with respect to z t and the part that is not so. There is a one-to-one relation between z t ; X > 2t > and X t for any 0 : Let T be the mapping such that z t ; X > 2t > = T X t and let S be the selection matrix such thatx t = SX t :
As above, we denote the …rst element of _ as _ 1 and the others as _ 2 : For example, if x t =x t = q t ; whose dimension is k; then S = I k ,
We then have
_ 2 1(z t > 0); where the …rst term on the right hand side is continuous in z t at z t = 0 with probability one, while the second term is not.
By Assumption 1, the distribution of z t conditional on X 2t has everywhere positive density with respect to Lebesgue measure for almost every X 2t : Let f ( jX 2 ) denote this density given X 2t = X 2 and f ( ) the density of z t : For each positive integer i; de…ne
whenever the derivative exists.
De…ne

E "
2 t jX 2t = lim
and
If we impose a stronger assumption that f" t g is a martingale di¤erence sequence, then all the autocovariances drop out of V s : In contrast, the threshold estimates do not involve the long-run variance as is the case in the dynamic binary choice model of de Jong and Woutersen (2004) and in the threshold
If additionally, E (" 2 t jz t ; X 2t ) is continuous at z t = 0, this expression simpli…es further to kK 0 k
The assumptions we need are collected in the following.
Assumption 2 (a) For all vectors such that j j = 1 and r > 4; E X > 2t for positive C and ; as m ! 1: (c)
For some integer h 2 and each integer i such that 1 i h 1; all z in a neighborhood of 0, almost every X 2 ; and some M < 1, f (i) (zjX 2 ) exists and is a continuous function of z satisfying f (i) (zjX 2 ) < M . In addition, f (zjX 2 ) < M for all z and almost every X 2 . Furthermore,
t jX t ) < M for almost every X t ; (d) and the conditional joint density f (z t ; z t m jX 2t ; X 2t m ) < M; for all (z t ; z t m ) and almost all (X 2t ; X 2t m ) ; and the conditional expectation E (" t m jX t ; X t m ) < M for almost all (X t ; X t m ) : (e) 0 is an interior point of a compact parameter space : (f ) And V s ; V ; Q s ; and Q are …nite and positive de…nite.
In case of Hansen's model where z t = q 1t + , V and Q are de…ned without q 2t q > 2t and the condition (a) is simpli…ed to EjX
The moment conditions are to ensure the consistency of the variance covariance matrix estimators that are introduced later. The condition (a + ) is analogous to de Jong and Woutersen (2004) and is slightly stronger than that of Chan (1993) or Hansen (2000) , which requires a …nite fourth moment.
The mixing condition (b) is more general than mixing in Hansen (2000) , which includes many nonlinear time series such as TAR processes as discussed there: The conditions (c) -(f ) are common in the smoothed estimation as in Horowitz (1992) , only (d) being an analogue of an iid sample to a dependent sample. The smoothness condition here is stronger than that of Chan (1993) since the boundedness of the …rst derivative of the density implies the uniform continuity. While (f )
is standard, the positivity of Q excludes a continuous threshold model, so does Assumption 1.7 of Hansen (2000) . The …niteness of V s can be implied by the -mixing condition with a slightly stronger assumption on the mixing coe¢ cient m plus a moment condition. See Andrews (1991; Lemma 1).
Unlike Hansen (2000), we do not impose the continuity of E (" 2 t jz t ) at z t = 0, thus allowing for a regime speci…c heteroskedasticity. This type of heteroskedasticity is quite plausible in applications and we would certainly want to allow for it. In such a case, one may want to employ a weighted least squares although this requires further estimation.
It is expected that the asymptotics in Hansen (2000) can be modi…ed to allow such discontinuity, but then the studentizing of the threshold estimate seems to become more cumbersome. 2 We make the followings assumptions regarding the smoothing function K and the bandwidth parameter n :
Assumption 3 (a) K is twice di¤erentiable everywhere, jK 0 ( )j and jK 00 ( )j are uniformly bounded, and each of the following integrals is …nite:
(c) For each integer i (0 i h) ; and > 0; and any sequence f n g converging to 0;
(e) For some 2 (0; 1]; a positive constant C; and all x; y 2 R;
(f ) For some sequence m n 1; and " > 0;
These conditions are similar to those in Horowitz (1992) . Condition (b) is an analogous condition to that de…ning the so-called h th order kernel, and requires a kernel K 0 that permits negative values.
A kernel that satis…es these conditions is K (x) = (x) + x (x) ; where and are the distribution function and the density of the standard normal, respectively. For this kernel K 0 (0) = p 2= = 0:798 and jjK 0 jj 2 2 = 0:776:
2 The limit distribution in Theorem 1 of Hansen (2000) is expected to change to
where ! 1 and ! 2 are the right and left limit in (6) : Thus, ! 1 and ! 2 does not average out as it does in our case.
Condition (e) serves to determine the rate for n : When the data are i.i.d. and the regressors possess a moment generating function, the conditions can be weakened to
since mn = 0 and we can set m n = 1 in this case. Contrary to the smoothed maximum score estimation, we choose the bandwidth that converges to zero as fast as permissible.
Although condition (e) in Assumption 3 provides permissible rates for the bandwidth selection, it may not be sharp. In fact, Delgado and Hidalgo (2000) study the nonparametric estimation of the locations and sizes of the discontinuities in conditional expectation. They establish asymptotic normality at rate p n p 1 n ; where p is the number of covariates in the nonparametric regression, under the restrictions that n p+1 n ! 1 and lim sup n n p+5 n < 1: If one could take p = 0 (one cannot in their theory); which would correspond to parametric regression, in their results, this would suggest asymptotic normality holds at rates arbitrarily close to n 1 :
Theorem 2 Let Assumptions 1 -3 hold with Assumption 2(a) : Then
and they are asymptotically independent.
Similarly, we have
Corollary 3 Let Assumptions 1 -3 hold with Assumption 2(a
Remarks.
1. The convergence rate of n is p n 1 n , which means that faster convergence of n to zero accelerates the convergence of n : This is in contrast to the smoothed maximum score estimator for which the faster convergence of the bandwidth reduces the convergence rate of the estimator. In the i.i.d. case, the bandwidth n = log n= p n satis…es the condition (7) and lim sup n!1 n 2h n < 1 for any h 2: In this case we obtain that n is (apart from a logarithmic factor) n 3=4 consistent. However, the bandwidth restrictions are su¢ cient and not necessary and it is quite plausible that one obtains p n 1 n convergence but perhaps not asymptotic normality for smaller bandwidths. 2. As in the least squares estimation of the threshold model, the slope estimate s n is not a¤ected asymptotically by the estimation of the threshold parameter in either case.
3. The assumption that n 2h n is bounded is imposed to ensure the asymptotic independence of n from s n : With a bandwidth converging slower, we may obtain the covariances between them, which may prove bene…cial for …nite sample inference on the slope parameters since s n depend on n regardless of the choice of n in …nite samples. It is also likely, however, that it may introduce an asymptotic bias for n as it is the case in the smoothed maximum score estimator. The convergence rate of s n is not a¤ected by this change in the rate of convergence of the bandwidth. 4. Our conditions are stronger than those of Hansen (2000) and Chan (1993) with regard to smoothness. Speci…cally, they do not require the distribution of z t jX 2t to be smooth. When the smoothness conditions do not hold, our estimator converges at a slower rate due to the presence of a bias term of large order. This is as found in Pollard (1993) regarding the smoothed maximum score estimator of Horowitz (1992) .
5. Although we do not explicitly treat it, the small threshold case of Hansen (2000) can be analyzed within the same framework. Speci…cally, when 2 7 ! 2 =n ! 0 one still obtains asymptotic normality, provided 2 > 0 and is not too large, but at a slower rate of convergence re ‡ecting the presence of n in the score and Hessian functions. Notice that the asymptotic variance of the score function (of n ) is somewhat simpler in this case because the term E[(X > 2t
Compare with Hansen (2000) . 6. If q 2t consists of the constant only, then n is the threshold estimate in the usual sense. If a dummy such as gender or region is included in addition to the constant, then the coe¢ cient estimate for the dummy means the di¤erence in the threshold values between two subsamples. Therefore, the t -test on the coe¢ cient examines whether the threshold points are the same across two subsamples or not.
7. The case where the thresholding variable is time can also be handled in this framework. The results obtained above apply to the estimate of the break fraction 2 (0; 1) with some modi…ca-tions. The terms constituting the asymptotic variances are de…ned with f (0) = 1, q 2t = 1; and the conditional expectations replaced with the unconditional ones.
8. The asymptotic distributions of n and + n do not depend on the error autocorrelation function, whereas the asymptotic distributions of the slope parameter estimates does.
9. The two estimators n and + n have di¤erent asymptotic variances. The ranking could go either way, as the following example illustrates, and so there is nothing a priori to favour one approach over the other. Consider the design of Hansen (2000) 
where x t = (1; x 2t ); q t N (2; 1) ; " t N (0; 1) ; = ( 1 ; 2 ) > ; = 0; 1 = 0; and = 2: In case I, x 2t = q t and in case II, x 2t N (0; 1): The theoretical asymptotic variance of the two smoothed estimators n and + n in these designs is given below. This shows that as 2 ! 0 the asymptotic variance increases for both estimators. For small 2 ; n has slightly lower asymptotic variance but for 2 bigger than about 0:25; + n has smaller variance in cases I and II. 
Inference Methods
The construction of the asymptotic con…dence set is straightforward by inverting the t or Wald statistic given the asymptotic normality. Ways to estimate the asymptotic variances are described below. We also discuss the likelihood ratio statistics. We also discuss the bootstrap con…dence intervals.
Asymptotic Variance Estimation, t and Wald Statistics
We now discuss various estimators of the asymptotic variance of our estimators. As usual there are many alternative estimators of the asymptotic variance depending on which information is imposed.
In the simulation experiments below we investigate some of the proposals made here.
where e
Then, the variance estimators for the threshold parameter are de…ned, respectively:
These impose the absence of any theoretical autocorrelation but allow for heteroskesdasticity. We may also make some degrees of freedom adjustment replacing n by n k; where k is the total number of estimated regression parameters. One may wish to impose homoskedasticity, which can be achieved by separating out the residuals, for example replacê
Regarding the estimation of Q and Q + there are several possibilities. First, just take Q n ( n ; n ) and Q + n + n ; n : Second, as with nonlinear least squares one can drop some terms that are asymptotically zero. For example, the Hessian is
and the second term is asymptotically zero. Instead therefore, compute the OPG (outer product of the gradient) estimateQ
Unlike Hansen (2000) we do not need to explicitly do nonparametric estimation of density and conditional expectation.
We now turn to V s ; which requires HAC estimation because the e¤ect of error autocorrelation does not die out. Let
Let w ( ) : R ! [ 1; 1] be a continuous function such that w (0) = 1; w (x) = w ( x) ; and kwk 2 2 < 1:
where l n is a lag truncation parameter that is o (n). Similarly we can de…neV s+ : For more discussion regarding the choice of the kernel and lag truncation parameter, see Andrews (1991) : It should be noted, however, that his consistency results regarding the HAC estimator do not hold for the threshold models due to the lack of smoothness. Finally Q s and Q s+ can be estimated bŷ
The above standard errors have imposed the block diagonal structure between the estimates of ; s found in the asymptotics. In small samples it may be preferable to not impose this restriction;
indeed, Hansen (2000) proposed to use Bonferoni-type bands to take account of the small sample e¤ect of estimation error in on the the estimation of s . We have a much more natural and simple way of doing this. Instead, compute the diagonal elements of the matrix
where:
Similarly, we may de…neQ + witĥ
The following theorem establishes the consistency of the proposed standard errors.
Theorem 4 Under Assumption 1-3,V s ; nV ;Q s and n Q n ( n ) converge in probability to V s ; V ; Q s and Q ; respectively.
It follows that t and Wald statistics based on any of the above estimates are asymptotically correctly sized.
Likelihood Ratio
Dufour (1997) argues that the t or Wald statistic behaves poorly when the parameter space contains a region where identi…cation fails. Therefore, Hansen (2000) ; in which the threshold parameter is not identi…ed asymptotically, proposes the con…dence interval for the threshold parameter inverted from the LR statistic that is constructed under the auxiliary assumption that the error is i.i.d.
normal. We may de…ne
and similarly LR ( ) + using S + n : If is one-dimensional, the statistics are distributed as s X 2 1
asymptotically where the scaling factors are s = V =2Q 2 or s = V + =2Q + 2 , where 2 = var(" t ):
Under homoskedasticity, the scaling factor of LR ( ) + is equal to one. Apart form this special case, one must adjust the critical values or repivot the test statistics by dividing through by an estimate of s obtained in the previous section. The resulting con…dence region is the set C = f : LR ( ) =b s 
Bootstrap
An alternative approach to inference here is based on the bootstrap. In the i.i.d. case this is particularly simple. Let fW t g n t=1 be the dataset, where W t = (y t ; X t ). Then let fW t g n t=1 be a random sample drawn with replacement from fW t g n t=1 : Compute n from fW t g n t=1 in the same way as n was computed from fW t g n t=1 : Suppose that one wants a two-sided symmetric level con…dence interval for the scalar quantity ( ): The …rst method is to just obtain the empirical quantiles x n; of the distribution of ( n ) conditional on fW t g n t=1 ; and then let the interval be [ ( n ) x n; =2 ; ( n ) + x n;1 =2 ]: This would be called the percentile method. A perhaps more desirable approach is based on the statistic T = ( ( n ) ( ))=s n ; where s n is an estimate of the asymptotic standard deviation of ( n ): In the event that is di¤erentiable we would have
where b V and b Q are the matrices with sub-blocksV s andV and b Q s and b Q described above (in the i.i.d. case one does not compute the covariances). By the bootstrap simulation one obtains the critical values z n; =2 of T = ( ( n ) ( n ))=s n and then the interval [ ( n ) z n; =2 s n ; ( n ) + z n;1 =2 s n ]:
This is usually called the bootstrap-t method. This con…dence interval is asymptotically correct, refer to Theorem 2.2 of Horowitz (2001) : Since the asymptotic distribution of T does not depend on nuisance parameters, we can expect the bootstrap to achieve asymptotic re…nements, see Shao and Tu (1995) and Horowitz (2001) . Similar comments apply to the likelihood ratio statistics or the repivoted likelihood ratio statistics.
In the time series case, one generally has to use a more complicated resampling method like the block bootstrap to capture the e¤ect of the dependence structure on the limiting distribution.
However, in the special case of the threshold parameter or functions thereof, one can obtain consistent con…dence intervals from the i.i.d. resampling because the limiting distribution of the estimator is not a¤ected by the dependence structure. On the other hand, one does not obtain asymptotic re…nements by this method.
In order to obtain asymptotic re…nements for the threshold parameters or to compute consistent intervals for the slopes we may use the non-overlapping (viz., Carlstein (1986) ) and overlapping (viz., Künsch (1989) ) block bootstrap procedures. The observations to be bootstrapped are the vectors fW t : t = 1; : : : ; ng as before. Let L denote the length of the blocks satisfying L _ n for some 0 < < 1. With non-overlapping blocks, block 1 is observations fW j : j = 1; : : : ; Lg;
block 2 is observations fW L+j : j = 1; : : : ; Lg; and so forth. There are B di¤erent blocks, where
With overlapping blocks, block 1 is observations fW j : j = 1; : : : ; Lg; block 2 is observations fW 1+j : j = 1; : : : ; Lg; and so forth. There are T L + 1 di¤erent blocks. The bootstrap sample fW t : t = 1; : : : ; ng are obtained by sampling B blocks randomly with replacement from either the B non-overlapping blocks or the n L + 1 overlapping blocks and laying them end-to-end in the order sampled.
5 Some Extensions
The Continuous Case
Suppose that _ 2 = 0;
where _ 2 was de…ned in section 3.2. Then, the model (1) becomes continuous, sincex
In this case, the formula Q + 1 V + Q + 1 we gave for the asymptotic variance of the threshold parameter estimate is not well-de…ned, since V and Q are zero; however, lower order terms can be found that are non-zero in both quantities. Let
where E ("
Then, Theorem 2 can be modi…ed as follows.
Corollary 5 Let Assumptions 1 -3 hold with V and Q replaced by V and Q respectively.
Furthermore, assume (13) and p n 2h 1 n has a …nite limit : Then,
Note that the convergence rate of the threshold estimate n is changed from p n 1 n to p n n :
This rate is slower than that of the unsmoothed LSE of a TAR model in Gonzalo and Wolf (2005) ;
where both the slope and threshold estimates are jointly asymptotically normally distributed with the p n rate and they are correlated.
The bias correction is straightforward since p n 1 n T n ( n ) is a consistent estimator of A and the studentizing can be done as described in Section 4. When the con…dence interval is constructed as in Section 4 with the bandwidth n satisfying (7) ; it will be an asymptotically correct one even when the true model is continuous since = 0 in that case. We can also construct a test for the continuity of the model. Since _ = T 1 > S > ; we can test the hypothesis (13) by the X 2 test, utilizing the delta-method and Theorem 5.
Multiple Threshold Case
Suppose that there are multiple thresholds determined by variables q > tj j that enter in an additively separable fashion
Then, the estimation strategy and theoretical results are essentially as before. Speci…cally, let 
In this case, we expect the rate of convergence of n to be the same as before, although the asymptotic variance will be di¤erent. Bai (1997) has shown, in the structural change context, that a sequential strategy can work: estimate a single threshold model and then a second threshold conditioning on the …rst one and so on. This is very convenient computationally. Simulations show that this approach also works in this case: the dominant threshold is identi…ed in the …rst round etc.
On the other hand if one has thresholds of the type
then the smoothing based method will su¤er severely from curse of dimensionality because the smoothing operation is of dimension p:
Alternative Estimation Criteria
The least squares method can sometimes be strongly in ‡uenced by outliers and one may wish to use a more robust method for estimating parameters like the LAD. Our second method can easily be adapted to this case. Thus for example consider the criterion 6 Numerical Results
Monte Carlo
We investigated again the design of Hansen (2000) . In this case,
where x t = (1; x 2t ); q t N (2; 1) ; " t N (0; 1) ; = ( 1 ; 2 ) > ; = 0; 1 = 0; and = 2: In case I,
x 2t = q t and in case II, x 2t N (0; 1): We compute n ; + n using the kernel K(x) = (x) + x (x); where and are the standard Gaussian c.d.f. and density functions respectively. The estimators are computed by grid search over the sample of observed threshold values. We consider parameter values 2 2 f0:25; 0:5; 1:0; 1:5; 2:0g and sample sizes n 2 f50; 100; 250; 500; 1000g and do ns = 1000 replications for each experiment. In other work we have examined larger sample sizes, and we comment on these results.
Performance of the Estimator
In this section we describe the performance of the unsmoothed and smoothed threshold estimators.
We take bandwidth parameter n = (log n)n 1=2 : In Table 1a we report results for the estimates of
; while in 2. The small sample variability of all estimates is much higher than predicted by the asymptotic theory, but this overprediction reduces considerably with sample size and with 2 : This overprediction is also implicitly true for the unsmoothed least squares estimator.
The estimator
+ n is nearly always better than n
We have also examined the case with very large sample sizes and …nd that with n = 10; 000 the mean squared errors are within 5% of the asymptotic predictions. Also in this case q-q plots reveal that normality is a good approximation.
Performance of the Con…dence Intervals
We next compare our con…dence intervals with those of Hansen (2000) . We compute the estimators by the two di¤erent smoothing methods and we investigated three di¤erent t-statistic con…dence intervals: those based on estimates of the asymptotic variance, those based on the percentile bootstrap, and those based on the pivotal bootstrap using the asymptotic standard errors to studentize.
Hansen (2000) used the likelihood ratio, which can be expected to work particularly well in this design as it assumes normality and homoskedasticity. We report results for the parameter and 2 for the …fty di¤erent combinations of sample sizes (n 2 f50; 100; 250; 500; 1000g) and parameter values ( 2 2 f0:25; 0:5; 1:0; 1:5; 2:0g) for case I and II. We implemented the two methods as in the previous section.
The results of the simulations are shown in the tables. In Table 2abc we give the coverage rate for n intervals based on percentile bootstrap, pivotal bootstrap, and asymptotic method. In Table 3abc we give the same for intervals based on + n : These tables correspond to Table II of Hansen (2000) . Apart from the smallest value of 2 ; the bootstrap coverage rates are close to the nominal rate and because of the small number of replications are generally within 2 standard errors of the target value (0.02) except for the small 2 case. The coverage rates of the asymptotic intervals are less satisfactory for smaller samples sizes, but improve steadily with sample size and are competitive for n = 1000. There does not seem to be much di¤erence between the intervals based on n and the intervals based on + n . In Table 4ab and 5ab we give the bootstrap intervals for 2 based on the two estimators. These correspond to Table III of Hansen (2000) . 3 The coverage rates of the bootstrap intervals are close to the nominal throughout.
We also investigated the bootstrap for the unsmoothed estimator. The coverage rates were very low (and not reported here) even in the largest sample sizes and we take this as evidence of inconsistency.
The results suggest that the small threshold case, 2 = 0:25; is problematic. Indeed the asymptotic intervals are considerably undercovered for this case, although the bootstrap intervals are overcovered.
This suggests that a combination of the two intervals may be useful in practice. Figure 1 shows a typical sample from this process -the threshold e¤ect is indeed very small in this case. We investigated some di¤erent asymptotic con…dence intervals for the special case z = q; 2 = 0:25; n = 1:06n
The results are reported in Tables 6 and Tables 7 . We consider bandwidths n = 1:06n 1=5 and n = (log n)n 1=2 : The results suggest that larger bandwidth gives better coverage. It also suggests that the Likelihood ratio intervals have the most accurate coverage, followed by the 'non-block diagonal' con…dence intervals. We also report the median length of the con…dence intervals; the smaller bandwidth procedures gives smaller length.
Application 6.2.1 Growth with multiple equilibria
We illustrate our methodology by examining the hypothesis that initial conditions may determine cross-section growth behavior using the Summers-Heston data set. Durlauf and Johnson (1995) studied it by a regression tree method due to Breiman et al. (1984) and Hansen (2000) by a threshold regression using the same data set. We specify the model similarly to the previous studies. Let y i;t be real GDP per member of the population aged 15-64 in year t; i be investment to GDP ratio, n i be growth rate of the working-age population, and S i be the fraction of working-age population enrolled in secondary school. The variables other than y i;t are the annual averages over the period This procedure is repeated until we cannot …nd further evidence of threshold. He reports the …rst sample split at the output level of $863 and the second at the initial literacy rate of 45% within the subsample whose initial output is larger than $863.
We …rst estimate the model where the output is the threshold variable. The SLS estimate The estimates for slope parameters are reported in Table 8 . We observe that the initial output and the population growth have negative e¤ect on the growth rate. In the subsample where the output is above $1781, 54% additional growth rate is expected while the average is 44%. And in the subsample where y 1960 > 46 lr 294; the 57% increase is expected.
Conclusions
We have shown that the smoothed threshold estimator is asymptotically normal albeit at a slower rate than the corresponding unsmoothed estimator. This is born out by simulations. On the other hand, our simulations show that our con…dence intervals can be more accurate than the con…dence intervals of Hansen (2000) especially for larger thresholds. It may be possible to show that the rate at which the estimator (or corresponding test statistics) approaches its limit is quite fast, see Hall (1992) for corresponding results for density and regression estimators and Horowitz (1998) for results for smoothed LAD (SLAD) estimators, and perhaps faster than is the case for the unsmoothed estimator. Furthermore, we expect the smoothed estimation will enable the higher-order correction by the pivotal bootstrap, as is the case in the SLAD estimation in Horowitz (1998) : He shows that the SLAD estimator has much simpler higher-order asymptotics than the LAD estimator and thus the bootstrap can correct the second-order term. Since the smoothing also makes the objective function of the threshold estimation di¤erentiable, which is necessary for the Taylor-series expansion, we can expect a simpler expansion and the higher-order correctibility of the bootstrap. This would provide a theoretical rationale for the simulation results and give one motivation for preferring our estimator/test statistic over the unsmoothed one.
In practice, it is important to have some strategy for choosing the smoothing parameter n : The answer is likely to depend on the purpose to which the estimation is put. For estimation itself, a small n of the order (log n)n 1=2 seems to perform well. For testing problems bandwidth is likely to a¤ect size and power in di¤erent ways so small is not necessarily best.
A Proofs of Theorems
Lemma 1. Suppose that Assumption 1 holds. The following convergences hold almost surely uniformly over the parameter space:
Proof of Lemma 1. We apply the generic uniform law of large numbers by Andrews (1987, Corollary 1). Assumption A1 and B1 of that paper are also assumed here. Assumption B2 is trivially satis…ed in (i) since the indicator function is bounded, and in (ii) and (iii) ; since:
Next, 1 q 1t + q > 2t < and 1 q 1t + q > 2t > 0 satisfy Assumption A3 as shown in de Jong and Wootersen (2004, Lemma 4) . Then, by Cauchy-Schwarz inequality, (ii) and (iii) satisfy Assumption A3, which completes the proof of Lemma.
Proof of Theorem 1. First, we show that jS n ( ; n ) S n ( ; n )j ! 0 almost surely uniformly over 2 : To do that, note that
the …rst term of which almost surely converges to a …nite number uniformly over > ; > > 2 by Lemma 1. For the convergence of the second term, note that the same reasoning as in Lemma 4
of Horowitz (1992) applies. Then, it is su¢ cient to show that, for any > 0; (A4) in that paper, i.e.,
< ; almost surely uniformly over 2 ; which follows from Lemma 1. Next, we show that n = arg min S n ( ) is consistent, which is su¢ cient for the consistency of n : For a …xed ; the least squares estimator of and are the OLS estimators, which are denoted as n ( ) and n ( ) respectively. Let S n ( ) = S n ( n ( ) ; n ( ) ; ) :
almost surely uniformly over 2 ; by Lemma 1. Note that = ( 0 ) and = ( 0 ) ; and that E" t ( ) 2 is uniquely minimized at = 0 ; since 0 de…nes the conditional expectation, which minimizes MSE, and the threshold index z t ( ) includes at least one continuous random variable. By the latter, E" t ( ) 2 is continuous on 2 : Therefore, n , which also minimizes S n ( ) ; converges to 0 almost surely. Furthermore, it in turn implies that n and n converge to 0 and 0 almost surely by Lemma 1.
Proof of Theorem 2. The asymptotic distribution developed here is based on the Taylor series expansion of T n ( ; n ) :
> lies between n and 0 : Let the dimension of s be k s and de…ne a kdimensional diagonal matrix D n whose …rst k s elements are 1 and the others are p n and note that
The following is useful for the development below n x
and sgn (s) = 1 if s is positive, and 1 otherwise. Then,
where the last equality follows from (14) : We show the convergences of T s n and Q s n and the others in the following sequence of Lemma's.
Proof of Lemma 2. Assumption 3 (d) implies that
for all nonzero s 2 R. Therefore, it follows from the dominated convergence theorem that the followings are o p (1) :
, and
Furthermore, there is a~ between 0 and~ such that
due to the dominated convergence theorem and (15) : The LLN yields the desired results.
Lemma 3. The covariances between p nT s n ( 0 ; n ) and p n n T n ( 0 ; n ) are asymptotically negligible and
Proof of Lemma 3. Note that
where s = z n and F X 2 (X 2 ) is the marginal distribution of X 2t : A Taylor series expansion about n s = 0 yields, for between 0 and n s;
By Assumption 2, there is an > 0 such that the derivatives exist and uniformly bounded for almost every X 2 if j n sj : Let C n = fs : j n sj g and C c n denote the complement of C n : Then E h n T n ( 0 ; n ) = I n1 + I n2 ; where
by the dominated convergence theorem, and
by Assumption 3 (c), and 2.
To study var p n n T n ( 0 ; n ) , de…ne
and note that n var
But, it follows from the same reasoning as above that
where s = z= n .
5
Similarly,
where E (" 2 t jX 2t ) is de…ned in (6) : This last step follows by the law of iterated expectation and reversing the order of expectations.
Next, by the mixing inequality (Davidson 1994, corollary 14.3); for p 2; n cov n;t ; n;t m n 2 2 1 1=p + 1 1 2=p m n;t But, for any vector s.t. j j = 1;
Also note that n cov n;t ; n;t m = n E 0 n;t m 0
by the same reasoning as the convergence of E h n T n ( 0 ; n ) provided that the boundedness of E (" t m jX t ; X t m ) and f (z t ; z t m jX 2t ; X 2t m ) : Then, for the same reason as Lemma 7 of de Jong and Wouterson (2004; p:24) , n 1 X m=1 cov n;t ; n;t m ! 0:
Therefore, we conclude
By the same reasoning as for this, we can show that the covariances between p nT s n ( 0 ; n ) and p n n T n ( 0 ; n ) are asymptotically negligible.
Proof of Lemma 4. See Lemma 6 of Horowitz (1992) and Theorem 2 of de Jong (1997).
6
Lemma 5. 
where n is a neighborhood of 0 ; and then show that for any ! 0 ;
and • n = ( 0 ) = n : Since T n ^ is zero and T n ( ) is uniformly continuous, ET n ( ) converges uniformly to zero in n ; which implies that
Proof of (16). Note that,
where R nt is de…ned in (14) : De…ne
and g Cn nt ( ) = g nt ( ) 1 fjg nt ( )j > C n g ; and decompose
Let nE jx t j r C r=3 n ! 0: Then, for a constant C > 0;
And, for a sequence m n and n as de…ned in Assumption 3(e),
by the same reasoning in the proof of Lemma 11 of De Jong and Woutersen (2004) . Next, it is straightforward from the proof of (17) below that
uniformly in ; provided that C n ! 1: In the same manner, we can proceed for the parts associated with 2x > t " t and R nt ( ) : Proof of (17) : Since E (" t jX t ) = 0,
Due to Assumption 3(b) ; for any • n ;
:
where lies between zero and n s • > n q 2 : The …rst term is o (1) due to Assumption 3(c) ; so are the second and third due to Assumption 3(b) and the dominated convergence theorem. Then, for a constant C > 0;
Therefore, we conclude that, for any • n ;
Now consider
which leads to contradiction unless • n ! 0. If • n ! 0; applying the dominated convergence theorem,
No contradiction.
Lemma 7 Let f~ g be any sequence in such that
Proof of lemma 7: Let • n = ~ 0 = n and s = z= n +q
Now we derive the limit of n Q n : Since ~ 0 = n ! 0; it follows from the boundedness of moments and K 00 that
By Lemma 5;
Let fe n g be a sequence such that e n ! 1 and e n • n ! 0 as n ! 1: De…ne C n = fq 2 : jq 2 j e n g ;
and note that,
where o (1) follows from Assumption 3 (c) and the dominated convergence theorem. And for some
by the same reasoning as for (16) :
Now, we prove the consistency of the variance estimators.
Proof of Theorem 4. We …rst examine the convergence ofV s : Let It follows from Andrews (1991 : Proposition 1 (c) and Theorem 1 (c)) thatṼ
and P n 1 j= n+1 w j ln < 1; it su¢ ces to show that sup j ~ j ~ j = o p (1) : But, for any nonzero a and ;
which is su¢ cient for the purpose since, for any w t s.t. E jw t j 2 < 1;
by the dominated convergence theorem.
Next,
And, for any s.t.
n ! 0 as n ! 1; by the same reasoning as the proof of Lemma 3,
Therefore,
For the variance ofṼ ; note that
since the integral is bounded. And the cross product terms are negligible for the same reason as the proof of Lemma 3, which completes the proof that Table 6b . Length of Intervals for
The intervals are all for the case z = q; 2 = 0:25; n = 1:06n 1=5 : c1 is using b + and Hessian; c2 is using + and OPG; c3 is using + and imposes homoskedasticity; c4 is using b ; c5 is non-block diagonal using b The intervals are all for the case z = q; 2 = 0:25; n = 1:06n 1=5 : c1 is using b 2LS imposing homoskedasticity; c1 is using b 2LS not imposing homoskedasticity; c3 is using b + 2 and imposing homoskedasticity; c4 is using b + 2 and not imposing homoskedasticity; c5 is using b 2 and imposes homoskedasticity; c6 is using b 2 not imposing homoskedasticity; c7 is non-block diagonal using b + 2 and Hessian; c8 is non-block diagonal using b Table 7b . Length of Intervals for
The intervals are all for the case z = q; 2 = 0:25; n = (log n)n 1=2 : c1 is using b + and Hessian; c2 is using + and OPG; c3 is using + and imposes homoskedasticity; c4 is using b ; c5 is non-block diagonal using b The intervals are all for the case z = q; 2 = 0:25; n = (log n)n 1=2 : c1 is using b 2LS imposing homoskedasticity; c1 is using b 2LS not imposing homoskedasticity; c3 is using b + 2 and imposing homoskedasticity; c4 is using b + 2 and not imposing homoskedasticity; c5 is using b 2 and imposes homoskedasticity; c6 is using b 2 not imposing homoskedasticity; c7 is non-block diagonal using b + 2 and Hessian; c8 is non-block diagonal using b 
B.2 Application
