INTRODUCTION
Nominal and real exchange rates behave almost like random walks. This conclusion emerges from much of the recent empirical literature on exchange rate models. In a series of papers Rogoff [1983a,b,1988] compared the forecasting performance of many econometric models, including structural models, unrestricted VAR's and univariate time series models, and found that none outperformed a simple random walk. Similar results have been obtained in other studies. Frankel and Meese [1987] and Dornbusch and Frankel [1987] review the evidence and its implications. Especially the random walk results for real exchange rates have serious consequences for economic theories of exchange rate behaviour. If the real exchange rate follows a random walk, shocks to the real exchange rate accumulate and a time series of real exchange rates will not show a tendency of mean reversion. This is contrary to the notion of Purchasing Power Parity (PPP) which posits that there is a constant equilibrium real exchange rate. In most monetary type exchange rate models (see Dornbusch [1976] and Frankel [19791) the constant PPP level functions as an anchor to which prices and nominal exchange rates continually adjust.
The forecasting experiments are not the only empirical evidence that suggest a random walk model for real exchange rates. Formal statistical tests do not reject the null hypothesis of a unit root against the alternative of a stationary autoregressive time series model. This conclusion was reached by several authors using different test functions. Meese and Rogoff [1988] tested against a unit root in monthly data for the US dollar vis-d-vis the German DMark, the Japanese yen and the British pound during the floating period and could not reject the unit root hypothesis using the standard Dickey-Fuller test and the more robust Phillips [1987] test. Edison and Fisher [1988] reach the same conclusion for most currencies within the EMS with the exception of the German Dmark against the Dutch guilder. Huizinga [1987] and Kaminsky [1988] use the variance ratio developed by Cochrane [1988] to test the random walk against more general time series models for real exchange rates. While these authors find some tendencies of mean reversion, they can not formally reject the null hypothesis of a random walk. Diebold [1988] and Mecagni and Pauly [1987] use both consumer prices as well as wholesale prices to construct real exchange rates with the idea that wholesale prices better reflect the prices of tradeable goods that are appropriate for tests of long-run PPP. Again their univariate tests can not reject the unit root hypothesis, suggesting that the measurement of the macroeconomic price index is probably not the most critical assumption.
As all these authors admit, part of the explanation for these results is the low power of unit root tests and the relatively short sample period of floating exchange rates, starting in 1973. This means that we have at most about 190 monthly observations. Even in the ideal circumstance that the true model is an AR(1), a classical statistic like the first order autocorrelation must be less than 0.92 in order to reject the unit root.1 The observed autocorrelations in actual real exchange rate series are "consistent" with a random walk null hypothesis. That does of course not imply that the random walk is the most likely description of the time series process of real exchange rates. A stationary alternative with a first order autocorrelation parameter of 0.97 might explain the data equally well.
A second problem with the application of unit root tests to real exchange rates is that the null hypothesis in these tests is that the theory is false.
The random walk model for real exchange rates implies violation of long-run PPP. This is contrary to the methodology of testing in the sense that testing 1 The 5% critical value of the test statistic n(P-1) in Fuller [1976] is approximately -13.9 for the 190 observations that are available in the floating rate period.
an economically interesting hypothesis at the 5% level means that there is a 5% chance to reject the economic theory while it is true; true here means that the time series is stationary.
2 Classical hypothesis testing must have the random walk as the null hypothesis instead of a stationary AR(1); the random walk comprises a particular subset of the class of AR(1) models. In a Bayesian approach the null and alternative hypothesis can be treated symmetrically. There is no need to look at the data from the specific viewpoint of stationarity or non-stationarity. Given the data one can determine which of the two is the most likely. The formal Bayesian tool for choosing between different models is the computation of posterior odds; see, e.g., Leamer [1978 , sec 4.3.1, or Zellner [1971 , p. 297-2981 . By assigning a discrete probability to the occurrence of a random walk posterior odds can be used to test a sharp null hypothesis. In this paper we will develop a posterior odds ratio for choosing between a random walk and a stationary AR(1) model. The purpose of our study is to reexamine the random walk results for real exchange rates. Is the random walk still the most favoured model if compared directly to a simple plausible alternative?
Some first results from a Bayesian perspective are provided by Sims [1988] , and DeJong and Whiteman [1989] . Sims [1988] considers the AR(1) model without a constant term. Sims's test procedure relies on computation of a posterior odds ratio for the unit root hypothesis versus a stationary alternative. In this paper we will extend Sims' results by introducing an unknown constant term in the model. It will be shown that with an uninformative prior on the mean of the process the posterior odds test breaks down, since the posterior density of the first order autocorrelation 2 Cristiano and Eidhenbaum [1989] and Campbell and Mankiw [1987] provide a different approach to unit root tests. They start off with taking first differences of a time series and then test whether this has led to overdifferencing. Their null hypothesis is stationarity and the alternative is a unit root. 4 4 coefficient is improper. This result derives from the fact that the mean of a random walk does not exist. The aim of the paper is to provide a test procedure that makes efficient use of the information in the data. In specifying prior distributions we will take care to avoid unreasonable formulations of the prior that dominate the posterior odds, but are not supported by the data.
We will focus our analysis of unit roots on the simple case of univariate first order autoregressive process, as treated in Fuller [1976] .
Even for this simple process the literature distinguishes between three different specifications: models without a constant term, with a constant term, and with constant term and linear time trend. This distinction is useful, since one of the difficulties with classical tests is that the distribution of the test statistic depends on the presence of nuisance parameters like a constant and a trend (see Evans and Savin [19841) .
Diagnostic screening of the data (see section 4) suggests that this class of models is also rich enough for the application to real exchange rates.
The organization of the paper is as follows. First, in sections 2 and 3, we derive some properties of posterior odds for unit root hypotheses in AR(1) models. Second, in section 4, we apply this tool to tests of long-run PPP for eight different real exchange rates. Section 5 concludes with some final remarks.
2. THE AR(1) MODEL WITHOUT CONSTANT TERM.
Definitions and model specification.
In order to concentrate on the differences between the classical unit root tests and the Bayesian procedure we start off with the simplest possible model, a first order autoregressive process with mean zero. Suppose that we have a sample of T consecutive observations on a time series fyt l generated by = py + u , t-1 t
where we further assume that: (iii) pESufll; S = fp I -1 < a 5. p < 1}.
The econometric analysis aims at discriminating between a stationary model (here defined as a 5. p < 1) and the non-stationary model with p=1, which we will henceforth refer to as the random walk (RW). 3 Assumption (i) implies that we will work conditional on initial observations. The reason for making this assumption is that treatment of the initial conditions will differ between the stationary and the non-stationary case, so that the specification of a simple marginal distribution for yo is a non-trivial problem; see Sims [1988, sect. 6] . The lower bound a in assumption (iii) largely determines the specification of the prior for p.
The principal Bayesian tool to compare a sharp null hypothesis with a composite alternative hypothesis is the posterior odds ratio, which is 3 More general definitions of stationarity are given in, e.g., Spanos [1986, chapter 8] . We will frequently use the terms stationary and non-stationary instead of the more appropriate terminology of "integrated of order zero" (I(0)) and "integrated of order one" (I(1)). Within the class of autoregresssive processes a time series is called 1(0) if its characteristic function has all roots strictly outside the unit circle. The series is called I(1) if one of the roots is unity. In the' autoregressive case the terms stationary for I(0) and non-stationary for I(1) will be used as synonyms, although the absence of a unit root does not automatically imply stationarity of the series, except in the AR(1) case. defined as:
where:
: Vector of parameters defined on the probability space B, The posterior odds K1 are equal to the prior odds Ko times the Bayes factor.
The Bayes factor is the ratio of the likelihood function under the null hypothesis 13.130 to a weighted average of the likelihood function under the alternative using the prior density of g as a weight function. The prior odds express the special weight given to the null hypothesis; the point g 0 is given the discrete prior probability 0 =/(1+K ). From the posterior odds one can compute the posterior probability of the null hypothesis as K /(1+K ). We will apply the posterior odds ratio to test the unit root hypothesis. Apart from the unit root parameter p we have the nuisance parameter T. For details on the marginalization with respect to nuisance parameters we refer to Zellner [1971, ch. 101 .
The prior odds Ko of the random walk versus the stationary model are defined as 0/(1-15), implying that the prior probability of the random walk is 15. For the full specification of the marginal prior for p and c 2 we assume that
The prior of p is uniform on S but has a discrete probability i that p=1.4
The prior on T is diffuse, and corresponds to a uniform prior on &DT. We assume that p and T are independent.
The likelihood function for the vector of T observations y = where Y = (y0 y)' denotes the data information.
2.2. Computation of posterior odds.
To compute the posterior odds we integrate the posterior density over the nuisance parameter T using the integration formula 4 • One alternative would be a Beta prior on p; see, e.g., Zellner [1971, ch. 71 . The selection of the parameters of the Beta prior is not easy. Sensible choices will, a. o., depend on the observation frequency of the data. Monthly data require a prior that is more concentrated to the unit root than annual data.
The right hand side of (7) can be rewritten as the kernel of a Student-t distribution. The numerator of the posterior odds ratio is simply the value of the t-density evaluated at p=1. For the denominator we have to integrate over p. We make use of the properties of the t-distribution to obtain:
here:
, the estimated variance of the residuals,
, with N. the Gamma function,
F(x;v) is the standard cumulative t-density with v degrees of freedom evaluated at x.
Having computed the relevant integrals the posterior odds ratio becomes
where T 2 is the variance of the first difference Ay t' here defined as (9) 4.
•
The posterior odds ratio K1 consists of four factors:
(iii) the length of the prior interval (1-a) in units of s-, the scale parameter of the posterior, (iv) the area under a truncated t-distribution.
The last three factors together form the Bayes factor. The expression for the odds in (9) is analogous to the posterior odds ratio for comparing hypotheses within a linear regression model. For an extensive discussion of the interpretation of (9), and how it can (or should) be used for Bayesian inference, we therefore refer to standard textbooks, like Zellner [1971, chapter 101.
To convert a posterior odds analysis based on (9) into an operational test procedure one should make sensible choices for a and 0. As in Sims
[1988] the prior odds Ko are taken to be balanced between the random walk and the stationary AR(1), i.e. we take 0 = 1. Our specification of the lower bound a differs, however. In Sims [1988] a is a function of the observation frequency of the time series. This partly reflects his concern with having a prior that is concentrated in the range of p values for which the likelihood is large. Our determination of a is one possible formalization of this concern.
The length of the interval [a,1) directly enters the posterior odds ratio (9). If a is set at a very small value there will be a large interval where the posterior density of p will have almost no mass. Hence the "averaged" likelihood in the denominator of the posterior odds ratio becomes small, since the average is taken over an interval that includes a large region where the likelihood is close to zero. If, for example, a = 0 or even a = -1 and the data indicate that the posterior is concentrated near p=1, one will almost always reject the stationary model and accept the unit root. On the other hand one should also avoid taking a too close to unity. In that situation the prior excludes a region of p where the likelihood function has a non-negligible mass.s The sensitivity of our empirical test results with respect to the choice of a will be discussed in section 4.
We choose a locally uniform prior on p on [a,1) and consider an empirical is not a simple nuisance parameter like cr that can easily be integrated out.
The model with an unknown mean can be written in several representations. The most direct way is to add a constant to the specification of section 2:
where µ is the unconditional mean of the time series fytl, and fxt l is a zero mean AR(1) process. Eliminating xt one obtains the equivalent representation
which is non-linear in the parameters A and p. The model can also be written in a form that is linear in the parameters by defining c = µ(1-p), so that If the priors of c and p are assumed independent and uniform, as in DeJong and Whiteman [1989] , we could apply the posterior odds analysis for linear regression models discussed in Leamer [1978] . This would yield the same simple prescriptions for unit root tests as worked out in section 2. The prior independence assumption for c and p is problematical, however, since we can not have a non-zero constant term in the unit root case. If p=1, the interpretation of the constant term changes. For p<1 the constant conveys information about the mean of fytl, for p=1 it determines the drift of {yd.
To exclude a random walk with drift under the null, when a trend is not present under the alternative, the parameter c should shrink to zero if p41.
Such a restriction must be incorporated in the prior.6 We do not know any conjugate prior that achieves this, which means that we will need numerical methods to compute posterior odds.
We prefer to work with the non-linear specification (14). It has the advantage that µ is an interpretable parameter, so that it seems natural to specify a prior on µ. This prior can always be converted to a prior on the constant c using the transformation c = µ(1-p). The most natural way to 6 The problem remains if a linear trend is included in the stationary case.
Then the coefficient of the linear trend must vanish under the unit root in order to exclude a quadratic trend under the random walk. The single unit root restriction always implies two restrictions on a representation that is linear in the parameters.
proceed would be the formulation of a uniform uninformative prior on g. As will be shown below this will not work due to the lack of identification of g under the unit root hypothesis; it cancels from both sides of (14) if p=1.
With an uniform uninformative prior on µ the posterior probability of the unit root hypothesis will go to unity independent of any data information.
Further, a uniform prior implies a discontinuity in the transition from a stationary model to the random walk. These two facts lead us to consider a weakly informative prior on µ that smoothly blends into an uninformative prior as p41.
In the rest of this section we will represent the AR(1) as in (14) 3.2. A non-informative prior on µ.
As a preliminary step in the specification of the prior on g we consider a non-informative uniform prior for g on a large, though finite, interval:
The priors on p and T are the same as in section 2. After integrating the posterior over T one has
The constants The shape of the likelihood function suggests a prior on µ that is specified on a larger region the closer p is to unity. Accepting the 4.
viewpoint that the posterior should be largely determined by the data this implies that one can not use a prior on g that is independent of p. The prior should state that we can have less knowledge about the unconditional mean of the time series process when it becomes more persistent. One class of conditional priors that incorporates this idea is:
For d=0 we have our previous prior defined on a bounded rectangular region.
For all d the conditional prior on µ is still uniform, though the range of A varies with p. To implement this prior one has to specify values for d and M.
The value of M can be determined empirically or as a function of the innovation variance T (for example M = 3T). A reasonable choice for d is less
obvious, and we will not pursue this further here.7
Instead we will utilise the unconditional distribution of y t when iy t 1 is a stationary time series to specify a weakly informative prior on µ. If the time series fytl is stationary, the unconditional mean and variance of the series are given by E(y) = g and Var(y) = T2/(1-p2). Assuming normality, the unconditional distribution of yo will be normal with parameters µ and 
This prior is weakly informative. Contrary to a uniform prior on the entire real line, the prior in (20) is centered around yo, and has a variance that 7 A similar prior, with d=0.5, is suggested by Zellner [1971, ch. 7] , who derives it from the determinant of the information matrix from the unconstrained linear representation (15). rates. In investigating the PPP hypothesis we compare the random walk model, which has often been found as a good description of the data, to the alternative of a stationary AR(1). In a preliminary screening of the data we found no evidence of a linear trend except in certain subsamples that stopped in 1985, the peak of the five year real appreciation of the dollar against most currencies (see the plotted data series). Also higher order dynamics do not appear to be present. Some appearance of twelfth-order autocorrelation points to a seasonal pattern in some of the price-indices. This seasonal effect is very small, though, compared to the variation in exchange rates.
These results induced us to analyze unit roots within the class of AR (1) models.
Test results on the unit root hypothesis are reported in table 1. The first two columns contain classical unit root tests: the Dickey-Fuller test i (see Fuller [1976] ) and Bhargava's [1986] R / test. The null hypothesis of A a unit root can not be rejected for any of the currencies at the 5% or 10% level with these tests. These results confirm the random walk results in the literature. The surprising result is that one can not even reject unit root for the currencies that are in the EMS (NL/WG and FR/WG). Although the series of the German Dmark against the dollar and the French Franc against the dollar are very similar, the cross rate obtained by subtracting the two series is still not distinguishable from a random walk.
One caveat with these results is the possible presence of ARCH and non-normality in the residuals. Diagnostic tests8 revealed that for two series, NL/US and NL/WG, the residuals from the AR(1) regression show significant ARCH type heteroskedasticity. Normality was rejected for all series except FR/US and NL/US. We therefore computed unit root test statistics using the Perron [1988] correction of the Dickey-Fuller Sims [1988] ) that they will not affect the results greatly.
Column 3 presents posterior odds ratios; column 4 the corresponding posterior probability that the series is generated by a random walk.9 They have been computed as described in section 3 for the model with a constant term using the normal prior. The most marked difference with the classical 9 The odds differ from the results in a preliminary version of the paper due to a numerical inaccuracy in the computation of the cumulative marginal posterior of p. The integration routine used too few function evaluations. This also affects the graphs of the univariate marginal densities which were plotted using these evaluations. All programs are written in GAUSS 2.0. Someone who has a prior that spread out over the full range [0,1) would be very embarrassed to find that the posterior is actually very concentrated near high values of p, leading him to revise his prior quite strongly and rejecting stationarity.
The prior regions that lead to stationarity are not unreasonable given previous research. Based on very long time series Frankel and Meese [1987] argue that that the adjustment speed of real exchange rates is approximately Figure 6 . Sensitivity of posterior odds with respect to prior lower bound. can describe the data about equally well.
The test procedures discussed in the paper can easily be extended to higher order autoregressive dynamics as considered in DeJong and Whiteman [1989] . In our setup the additional parameters appear symmetrically under the unit root hypothesis and under the stationary alternative. They can therefore be treated as nuisance parameters. This means that we can specify uninformative priors for these parameters without running into the complications that arise from the treatment of the constant term. Likewise the extension to models with a non-zero growth rate will also not greatly complicate the analysis.
Diagnostic testing indicated that some of the assumptions, such as normality, are clearly violated. However, with Sims [1988] we conjecture that our results are not very sensitive to the normality assumption. In fact, we note that the non-normality is mainly due to some outliers. In general we suspect that these phenomena are unavoidable in a mechanical time series modelling approach where the effects of policy interventions, like an EMS realignment, are not specified. Modelling properly anticipated policies is difficult, and clearly beyond the scope of this paper. has an upper bound, since the quadratic form u'u can not become zero for any g and p, and it has the lower bound zero. As a consequence the posterior is integrable on a bounded region, where -M/2 < µ < M/2 for any finite M>0.
Whether it is integrable when M40o remains to be investigated. In particular,
we will study the behaviour of the posterior odds when M4m.
Since f(µ,1) does not depend on g, the first integral is simply H(A37,Ay)--T/2. To evaluate the double integral we first integrate over p, lo For convenience we omit the conditioning argument on the data Y. are the same for p=1 as for peS. To compute posterior odds we first marginalize the posterior over a. and g.
In the case p=1 we have, after integrating over a., that Pr(p=1IY) ccIINT/2)(Ay'
Note that g(µ), the prior on g, is irrelevant, since g does not appear in the likelihood when p=1.
In the stationary case we also first integrate over a-, obtaining
(1-15) -1/2,,,T+1 2 1 p(ApPlY) cc (1-a) n 2 2(12 /U + (1-p 2 )(µ-y0) 2 )
-(T+1)/2 (A4)
To integrate over g we rewrite the quadratic forms in the last factor in (A4) (A9)
