In this paper we construct the modular Cauchy kernel on the Hilbert modular surface Ξ Hil,m (z)(z2− z2), i.e. the function of two variables, (z1, z2) ∈ H × H, which is invariant under the action of the Hilbert modular group, with the first order pole on the Hirzebruch-Zagier divisors. The derivative of this function with respect toz2 is the function ωm(z1, z2) introduced by Don Zagier in [Za1] . We consider the question of the convergence and the Fourier expansion of the kernel function. The paper generalizes the first part of the results obtained in the preprint [Sa].
Introduction
Let F = Q( √ d) is a real quadratic field, d > 1 is a squarefree integer. The discriminant of F is
, 3(mod 4).
Let O F is a ring of integers of F ,
We right N(x) = xx for the norm of x, and tr(x) = x + x for the trace of x. Denote by
We denote by B m the set of matrices
Let, µ γ (z 1 , z 2 ) = az 1 z 2 + λz 1 + λ z 2 + b,
Let B = a λ λ b , z = (z 1 , z 2 ) ∈ H 2 , M (z) = z 1 z 2 z 1 z 2 1 , B * = b −λ λ a , and, according to the notation of [BGZ] , (M (z), B) = −tr(M (z) · B * ). This function has first-order poles on Hirzebruch-Zagier divisors. This series is "almost" modular invariant with respect to the Hilbert modular group (the verification of the invariance is similar to the calculation in [Za1] ):
The series Ξ Hil,m (z 1 , z 2 ) does not converge absolutely. Following the lead of E. Hecke, we investigate the series:
where s is a complex number. In [Sa] it was shown that, in the case D = 1, this series does not have a pole for s = 1. A similar result holds for an arbitrary positive discriminant. Here we omit the corresponding calculation. We define
and, using such a definition, we will find the Fourier expansion of the function Ξ Hil,m (z).
In [Za1] , Don Zagier introduced the series:
The following lemma is due Zagier:
where d(a) is a number of positive divisors of a.
We denote by
Theorem 1. Let p = e 2πiz1 , q = e 2πiz2 and q = e 2πiz2 . For z 1 z 2 > m/D and m = 0, the function Ξ Hil,m (z)(z 2 −z 2 ) has the following Fourier expansion:
Corollary 2. The zero coefficient of the Fourier series of the function Ξ Hil,m (z)(z 2 −z 2 ) has the form:
Remark 1. In case D = 1, the function a>0
a 2 , where ϕ(a) is the Euler function. In this case, the last series equals 
The Fourier expansion and the derivatives of the Cauchy kernel
Proof of Theorem 1.
3. The summation over the set of matrices B m can be represented as the sum over a = 0 and a = 0:
4. Case 1: a = 0.
In such a case
In these series the summation is over λ ∈ d −1 F , such that λλ = m/D, and over b ∈ Z. Using the well-known formula
we obtain
5. Case 2: a > 0.
we can replace the summation over the matrices from B m by the summation over the all residues
Notice, that
Let m a 2 D = ∆. Therefore, the series (7) equals to
where b ν,s (y 1 , y 2 , ∆) is the Fourier coefficients of the function
and
Similarly, for the series (5) at a > 0:
6. Now we find the coefficients b ν,s (y 1 , y 2 , ∆) and b nu,s (y 1 , −y 2 , ∆) using the Poisson summation formula.
where t = z 2 − ∆/z 1 . The inner integral has the form:
where u = x y , du = 1 y dx.
The integrand e −2πiνuy (u − i) (u 2 + 1) s in the last integral is the one-valued analytic function in the cut
It can be shown in the usual way that the last integral converges uniformly with respect to the parameter s for (s) ≥ 1 and holomorphic in s. Moreover, the series
also absolutely convergent for (s) ≥ 1, which follows from the uniform estimate [Ku] of the integral and Zagier estimate (1). This implies that the series (13) has a limit at s = 1, which can be obtained by setting s = 1 in each term. Therefore,
7. The inner integral in the last expression,
has a pole in z 2 − ∆/z 1 = 0. Since ∆ > 0, z 1 > 0 and z 2 z 1 > m/D, then, for ν < 0, we can deform the path of integration to i∞ without crossing the poles, so the inner integral is zero. Consequently, in the Fourier expansion of the function ϕ a B (z 1 , z 2 , s) there are no terms with ν < 0.
From analogous calculations, it follows that in the Fourier expansion of the series ϕ a B (z 1 , z 2 , s) there are no terms with ν, ν < 0, and, in the expansion of the series ϕ a B (z 1 ,z 2 , s) there are no terms with ν < 0 ν > 0.
8. Case ν, ν > 0.
Now consider the inner integral in the expression (14). Let
Hence,
Let t = −2πiνz 1 , α = 4π √ νν ∆, then, in case ν, ν > 0, we obtain
For the series ϕ a B (z 1 ,z 2 , s), in case ν > 0 and ν < 0, by the same way we obtain
9. Case ν, ν = 0.
, u = x 1 + α y 1 + β , then for s → 1 the last integral equals to
There is the following representation for the third Cauchy beta-integral:
Using the third beta-integral, we obtain that the integrals in the sum (20) have the form
Since
, then the inner integral in (18) equals to the sum:
Let c k (s) = π2 −2s−k+2 Γ(2s + k + 1)
Note that all c k (s) have the first-order zero at s = 1. Returning to the double integral (18) and to the coefficient b
. (24) (1) Let u = x 2 /y 2 . The integrals in the last sum have the form:
So, for s → 1 we have:
Using the third Cauchy beta-integral, we obtain
. y 2 ) , then, substituting the zero coefficient (ν = 0) in the Fourier expansion for ϕ a B (z 1 , z 2 , s), we get:
For s = 1 the series a>0
is the holomorphic function, and all c k (s) have the first-order zero, therefore all the terms in this sum, except the first, vanish. Hence,
For the case (5):
This completes the proof. Now we will calculate the derivatives of the function (z 2 −z 2 ) 2s−1 Ξ Hil,m (z 1 , z 2 , s) for n = 1 and (s) > 1. In order to define the Zagier series [Za1] 
One can prove that the series Ω m (z 1 ,z 2 , s) can be analytically continued to the point s = 1. Therefore, we can put ω m (z 1 ,z 2 ) = lim s→1 Ω m (z 1 ,z 2 , s).
Lemma 2.
∂ Ξ Hil,m (z 1 , z 2 )(z 2 −z 2 ) = − lim 
