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Abstract: Automatic speech recognition (ASR) systems usually consist of an acoustic model and a
languagemodel. This paper describes a techniqueof an efficient deployment of t heacousticmodel
parameters. The acoustic model typically utilizes Continuous Density Hi dden Markov Models
(CDHMM). The output probability of a particular CDHMM state is represe nted by a Gaussian
mixturedensitywithadiagonalcovariancestructure.Usually,theoutputprobabil itydensityfunction
ofeachCDHMMstatecontainsthesamenumberofmixturecomponentsalthougha differentnumber
of components in individual statesmay yieldmore accurate recognition resul ts, especially for low-
resourceASRsystems.Thecentralideaistoassignmorecomponentsto stateswhereitiseffectiveand
lesscomponentstostateswheretheincreasingnumberofcomponentsisnot warrantingasignificantly
betterdescriptionofthetrainingdata.Thenumberofmixturecomponentsfor aparticularCDHMM
stateischosenbyoptimizingtheBayesianInformationCriterion(BIC).

I. INTRODUCTION

Automatic speech recognition (ASR) systems usually consist of an acousticmodel and a language
model.TheacousticmodeltypicallyutilizesContinuousDensityHidden MarkovModels(CDHMM).
CDHMM state output probability is commonly represented by a Gaussia n mixture density with a
diagonal covariance structure. In this paper, we concentrate on the probl em of determining an
appropriatenumberofmixturecomponents.Usually, theoutputprobabilitydensit y functionofeach
CDHMM state contains the same number of mixture components although a different number of
componentsinindividualstatesmayyieldmoreaccuraterecognitionresults.
Themodelselectionproblemis tochooseonemodelfromasetofcandida temodelstodescribea
given training data. The candidate models are models with a differ ent number of parameters. It is
evident thatwhen the number of parameters is increased, the likel ihood of the trainingdata is also
increased.Butwhenthenumberofparametersistoolarge,theproblem ofovertrainingmayappear.It
means that the training data are fitted too closely and the model does not generalize well. The
performanceofthemodelisthenexcellentonthetrainingsetbutnotonotherdata.Ontheothe rhand,
when the number of parameters is too small, the model will not adequat ely represent the data. A
naturalway to find the balance between these two extremes is the  use of theBayesian Information
Criterion(BIC).

II. MODELORDERESTIMATE

Themaximum-likelihood(ML)methodisanefficientmethodforestim atingparametervectorswhen
the dimension of the parameter space is fixed.But how to choose an appropr iate dimension of the
parameter space?The right choice is very important sincemodel swith too fewparameterswill not
adequately represent the training data, whereas models with too many  parameters might cause the
problemofovertraining.Theaimistofindabalancebetweenthesetwoe xtremes.Acoupleofcriteria
formodelsizeselectionhavebeenintroducedinthestatisticsli terature,rangingfromnon-parametric
methodssuchascross-validationtoparametricmethodsastheAka ikeInformationCriterion[1]orthe
BayesianInformationCriterion.
In themodelselectionproblem,wehave tochooseonemodel mamongasetofcandidatemodels
(hypotheses).Theprobabilityof a specificmodelgivenby theobserve ddata X canbebyusing the
Bayes’relationwrittenas
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where p(m) is the prior probability reflecting our prior belief in the speci fic model. The model is
typicallydefinedbya setofparametersdenotedby θ, so thatwe setup agenerativemodeldensity
p(X|m,θ).Thus,weobtainthefollowingrelation
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where p(θ|m)carriesapossiblepriorbeliefonthelevelofparameters.T heintegralin(2)isoftentoo
complicated to be evaluated analytically.A number of various approxim ations have beenproposed,
herewe use theBIC approximationwhich has been introduced for the firs t time byG.Schwarz in
1978 [2].Thismethodapproximates the integralbyaGaussian in thevic inityofparameters θ* that
maximizestheintegrant.Withthisapproximation,weget
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where d is the dimension of a parametricmodel and N is the number of training cases.A detailed
inferenceofBICcanbefoundin[3].TheBICcriterionhasoftenbeenusedformodelidentif icationin
statisticalmodeling,timeseries,linearregression,automaticaudiose gmentationetc.[4,5].

III.ACOUSTICMODELREFINEMENT

InCDHMMbasedspeechrecognition, it isassumedthatthesequenceof observedspeechvectorsis
generatedbya finite statemachinewhichchanges itsstatee very timeunit.Eachtimethatastate is
enteredaspeechvector isgeneratedfromthestate’soutputprobabi litydensity.Toeachspeechunit
(e.g.monophoneortriphone)isassignedjustoneCDHMM,typicallywith3emittingstate s.CDHMM
state output probability is represented by a Gaussian mixture densit y with a diagonal covariance
structure.Theoutputdistributionisthendefinedas
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where M  is the number ofmixture components, o is the observed vector, cm is theweight of m-th
component,and N(o| m,Qm)isthemultidimensionalGaussiandensitywiththemeanvector m andthe
diagonalcovariancematrix Qm.For cmitholds
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The mixture model is here a parsimonious representation of a non-standa rd output density. An
illustration of a Gaussian mixture density and its components is shown in Fig. 1. A zero cepstral
coefficientdistributionofaparticularstateservesasanexamplethere.
Now we will assume an application of the BIC to the output density of  CDHMM states. We
concentrateontheproblemofdetermininganappropriatenumberofmixturec omponents.Usually,the
output probability density function of each CDHMM state contains the sa me number of mixture
componentsalthoughadifferentnumberofcomponentsinindividualstatesm ayyieldmoreaccurate
recognition results.Thecentral idea is toassignmorecomponents t ostateswhere it iseffectiveand
lesscomponentstostateswheretheincreasingnumberofcomponentsisnotwarrant ingasignificantly
betterdescriptionofthetrainingdata.Thus,BICshouldtendtochoosemorecomponent sforthestates
representing more complex sounds and vice versa less components for the  states representing less
complexsounds.Theparametersofthewholeacousticmodelarethenefficientlydepl oyed.
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Fig.1:AnexampleofaGaussianmixturedensityanditscomponents
Let m be an acoustic model containing ng Gaussians with diagonal covariancematrixes and K the
dimensionalityofthetrainingdata.Then,thetotalnumberofparametersneede dtodescribethemodel
is
gnKd ⋅+= )12( .    (6)

Let X be the trainingdata set comprising N samples, and let p(X|m)be the trainingdata likelihood.
Withthisnotation,theBICapproximationin(3)canberewrittenas

2
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whereparameter  > 0isarbitrarychosenbyasystemdesigner.Rigidlytaken,  = 1issetin(3),but
thepossibilityofvarying   allowsus toaffect theoverallmodel size.This fact isve ry important in
manycasesandwillbementionedlater.Thegreatervalueof  ischosen,thesmallermodelweget.
The aim is to choose a model m that maximizes BIC(X,m). Note that the size of the model is
exponentiallypenalized,sothelargemodelscanbeselectedonlyif theyconsiderablybetterdescribe
the trainingdata.Wecandiscuss twodistinctcasesof theBIC application.Themaximalnumberof
parametersthattheASRsystemcansupportiseitherlimited ornot.Thefirstcaseariseswhenweare
designing a low-resource system (e.g. ASR for mobile phones, PDA et c.) [6]. In the resource-
constrainedsystem,modelsizehassignificanteconomicandenerget icconsequences.A largemodel
requiresmorenon-volatile storage thana smallone,and itsassoci atedcomputationsusually require
more processor cycles and runtime memory. The limited maximal numbe r of parameters is here
suboptimal, so we choose such value of   at which the total number of parameters is equal to the
maximalallowednumber. In the lattercasewecan testdiffere ntvaluesof   anddetermine thatone
thatmaximizesrecognitionaccuracy[7].
We applied the BIC criterion on triphone models with shared states. H owever, the resembling
strategycouldbeappliedonanymodelsthatweuse(e.g.monophones,biphonesetc.)Wesear chedfor
the BIC-optimal triphone models with shared states using a following  strategy.We trained sets of
triphonemodelswithafixednumberofmixturecomponentsassignedtoeach stateandstoredthem.
Subsequently,we computed trainingdata likelihood p(m|X) for each state of each setby the forced
alignment.Thenwewereable toeasilydetermineBICmaximizi ng ng foreachstateofthe  triphone
set.Triphonemodelswith avaryingnumberof componentswereconsequently  retrainedallowinga
variablealignment.
ThisprocedureisillustratedforaparticularstateinFig.2.Thesecondem ittingstateofthemodelof
L_B-d+a triphone serves as an example there.Amaximal number of components i s set to 32.The
horizontal axes represent number of components. The vertical axes repre sent the training data log-
likelihood (in the top part) and the BIC value (in the bottom part). As  the number of mixture
componentsincreases,thelog-likelihoodimprovestoo,whereastheBIC valuefirstincreasesandthen
decreases.Inthisexample,theoptimalvalueoftheBICcriterionwasreachedat  ng=18.
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Fig.2:AnexampleofchoosingaBICoptimalnumberofmixturecomponents

IV. EXPERIMENTALRESULTS

The method was tested on a subset of the Czech Read-Speech Corpus ( UWB_S01) recorded at
UniversityofWestBohemia[8].Theusedsubsetofthecorpusconsist sof40phoneticallybalanced
sentencesthatwerereadby105differentspeakers(66malesand39 females).Thus,theuseddataset
altogether contains 4200 records. All waveforms were parametrized by the PLP method with 13
cepstralcoefficientswithadditionaldeltaanddelta-deltacoeff icients.Thewholedatasetwasdivided
intoatrainingset(100speakers)andatestingset(5speakers notappearinginthetrainingset).The
vocabulary comprising 679 items was used both for the training and the t esting. So we revolve a
speaker independent systemwithamediumvocabulary.Toevaluateonly  the impactof theacoustic
model,nolanguagemodelwasusedduringthetesting.TheHTKspeechrecognizer[9]wasus edinall
experiments.Recognitionaccuracywasusedasanevaluationmetric.Itisdef inedas
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where Nisthetotalnumberoflabelsinatranscriptfile, Disthenumberofdeletions, Sisthenumber
ofsubstitutions,and I isthenumberofinsertions.
We made several experiments to evaluate the impact of the acous tic model refinement on the
performanceofanASRsystem.Thevalueof   wasoneachoccasionchosensothattheBIC-refined
system had the same total number of Gaussians as a corresponding bas eline system. The systems
havingassignedaconstantnumberofmixturecomponentstoeachstatew erechosenasthosebaseline
systems.Wetestedsystemswith5,6,8,10,and13mixturecomponents.Resultsares howninTable1
where Avg n g denotes the average number of components per state, BIC Acc  the accuracy after
applying BIC, BL Acc the  baseline accuracy, and Imp the absolute accuracy improvement.As it is
possible to see, a slight recognition accuracy improvement was ac hieved. A more significant
improvement was reached when the number of components per state was 5 and 6. This case
correspondstoalow-resourcesystemwithalimitednumberofparameters.

TABLE1.AcomparisonoftherecognitionaccuracyofabaselineandtheBIC-refinedsy stem


Avgn g BICAcc [%]  BLAcc [%] Imp [%]
0.0027 5 79.07 77.52 1.55
0.0022 6 79.40 77.93 1.47
0.0016 8 79.29 78.97 0.32
0.0012 10 79.69 79.26 0.43
0.0008 13 79.58 79.33 0.25
V.CONCLUSION

In this paper we have described the application of the Bayesian Infor mation Criterion in an ASR
acousticmodelrefinement.ByoptimizingBIC, theoverallacoustic modelparametersareefficiently
deployedbetweenindividualstates.Thisyieldsaslightrecognition accuracyimprovement.Byvarying
thepenalizingparameter  weareabletoinfluenceoverallmodelsize,sowecangenerat easuperior
modelatagivenfixedsize.Thisisconvenientinbuildingalow-re sourcesystemsincethemodelsize
has relevant economic consequences. A more significant recognition ac curacy improvement was
achievedforthecaseofalow-resourcesystem.
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