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We introduce generic bosonic models exemplifying that chiral Meissner currents can persist in
insulating phases of matter. We first consider interacting bosons on a two-leg ladder. The total
density sector can be gapped in a bosonic Mott insulator at odd-integer filling, while the relative
density sector remains superfluid due to interchain hopping. Coupling the relative density to gauge
fields yields a pseudospin Meissner effect. We show that the same phase arises if the bosons are
replaced by spinful fermions confined in Cooper pairs, and find a dual fermionic Mott insulator
with spinon currents. We prove that by tuning the mean density the Mott insulator with Meissner
currents turns into a low-dimensional bosonic ν = 1
2
Laughlin state for strong enough repulsive
interactions across the ladder rungs. We finally discuss extensions to multileg ladders and bilayers
in which spinon superfluids with Meissner currents become possible. We propose two experimental
realizations, one with ultracold atoms in the setup of Atala et al., Nat. Phys. 8, 588 (2014) and
another with Josephson junction arrays. We also address a Bose-Fermi mixture subject to a magnetic
field in connection with the pseudo-gap phase of high-Tc cuprates.
I. INTRODUCTION
On a lattice at commensurate filling, a bosonic Mott
insulator1,2 is a state that can be adiabatically connected
to an atomic insulator. In the Hamiltonian describing
the atomic limit the kinetic terms providing tunneling
between distinct sites are suppressed; consequently, the
ground state is a product Fock state in which the vari-
ance of particle number at each site vanishes. Recent
studies examine the possibility of nontrivial Mott states
which, due to a broken symmetry, exhibit chiral current
order and therefore quantum entanglement. Chiral Mott
insulators have been shown to be closely related to short-
range entangled topological phases of bosons, such as the
boson topological insulator.3 The boson topological insu-
lator is a symmetry protected topological phase,4,5 whose
gapless boundary excitations are protected by bulk sym-
metry, but do not posses topological order.
A route in the quest for nontrivial Mott insulators is to
break time-reversal symmetry manifestly by an external
magnetic field. With two bosonic species on the lattice,
the external field may be coupled to the pseudospin de-
gree of freedom within a Mott phase of total density.6
The Mott phase of spinful fermions in the time-reversal
invariant Hofstadter model with additional Rashba spin-
orbit coupling possesses spiral spin order.7 The unit-filled
bosonic Haldane model8 sustains a Mott insulator with
nontrivial plaquette currents.9 In our previous work,10
we exemplify that the Josephson effect in the pseudospin
sector leads to extended Meissner currents or a vortex
lattice,11,12 while the total density retains Mott insula-
tor correlations. This result was recently confirmed and
extended numerically.13 The Meissner effect has been re-
cently probed experimentally14 with 87Rb atoms on a
ladder optical lattice.
In the presence of kinetic frustration, the superfluid
state can spontaneously break a symmetry since the con-
densate forms over a linear combination of degenerate
FIG. 1: Energy scales and setup of bosonic two-leg
ladder. Flux χ threads each square plaquette. Hopping
integrals (solid arrows) t, g and repulsive interaction
strengths (dashed arrows) U, V⊥ correspond to Eq. (1).
minima in the single particle spectrum. More impor-
tantly, for strong interactions, the broken symmetry may
not be restored. This leads to Mott insulators with a
spontaneously broken discrete symmetry, such as time-
reversal. Such chiral Mott insulators have been pre-
dicted in quasi-one dimensional systems,15–17 and in two
dimensions18
Interest in time-reversal symmetry breaking phases has
been fueled by recent progress in the realization of arti-
ficial gauge fields in ultracold atoms19,20 and photonic
systems.20 The quest for lattice equivalents of integer
quantum Hall phases (with21 or without8 Landau lev-
els) has led to implementations of artificial gauge fields
with ultracold atoms,22 gyromagnetic photonic crystals
at microwave frequency,20,23 coupled resonator optical
waveguides,24 metamaterials based on pillar-shaped pho-
tonic waveguides,25 optomechanical systems,26 or radio
frequency devices.27 Similar topological phases have been
theoretically predicted to appear in Circuit Quantum
Electrodynamics.28 In tunable systems such as these
band topology and edge transport can be probed. The
interplay of a strong magnetic field and filling leads to
the fractional quantum Hall effect, or the closely related
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2spin liquids.29 Originally discovered in two-dimensional
electron gases,30 the fractional quantum Hall effect
has eluded implementation in quantum emulators, de-
spite multiple theoretical proposals suitable for ultracold
atoms31 or photons.24,31
Motivated by the recent realization of the low-
dimensional Meissner effect with ultracold atoms,14 we
study an interacting boson tight-binding model near half
filling and at arbitrary flux on a two-leg ladder (depicted
in Fig. 1). This model is a generalization of our study
in.10 There we showed that a half filled bosonic ladder
with repulsive Hubbard interactions stabilizes a Mott in-
sulating phase for total charge (+ sector), but which al-
lows charge neutral Meissner currents in the relative den-
sity (- sector). For brevity, we will denote this phase by
Rung Mott – Meissner . In this work, we extend our pre-
vious result in a number of ways. We first show that given
certain commensuration conditions and in the presence of
nearest neighbor repulsive interactions, the ground state
corresponds to a coupled wire realization of the Laughlin
state32 introduced by Kane et al..33 Analogous phases
are supported in spinful fermion ladders, and a duality
transformation allows us to determine a distinct class of
spin chiral incompressible phases for fermions. While
in the beginning we focus on quantum ladders, we con-
struct analogous phases in two-dimensional lattices. We
propose two feasible experimental setups in quantum cir-
cuits and in ultracold atoms.
Our paper is organized as follows. In Sec. II we derive
the phase diagram in Figure 2 for a bosonic ladder at
or near half-odd integer filling per site. Then, Sec. III
contains discussions of observables, such as currents and
flux quantization, which distinguish the possible ground
states. Next, we extend our results to spinful fermion lad-
ders (potentially related to high-Tc cuprates) in Sec. IV.
We propose in Sec. V two experimental realizations in
Josephson junction arrays and ultracold atoms in optical
lattices. Sec. VI generalizes the phases found for two-
leg ladders to N -leg ladders and bilayers. We summarize
our results in the concluding Sec. VII. Technical details
in the Appendices will be referred to when necessary.
II. CHIRAL PHASES OF THE JOSEPHSON
LADDER
In this section, we introduce a relatively simple insulat-
ing system exhibiting the Meissner effect.34 We consider
a bosonic quantum ladder with an odd number of bosons
per rung (Fig. 1). The two-leg ladder consists of two
one-dimensional chains with inter- and intrachain kinetic
and interaction terms. The lattice layout is depicted in
Figure 1, which also summarizes the terms in the Hamil-
FIG. 2: Schematic phase diagram of the Josephson
ladder: a) with V⊥ = 0 and no other repulsive long
range interaction along the chains and b) for sufficiently
strong V⊥ 6= 0 (or for long ranged repulsion within
chains), it is possible to stabilize the Laughlin ground
state. The red region corresponds to (32) with the lower
sign. As V⊥ is increased from 0, the Mott gap and the
critical flux χc increase. The phase notations are
defined in Tables I and II.
tonian
H = −t
∑
α,i
eiaA
α
i,i+1b†αibα,i+1 − g
∑
i
e−ia
′A⊥ib†2ib1i + h.c.,
+
U
2
∑
α,i
nαi(nαi − 1) + V⊥
∑
i
n1in2i − µ
∑
αi
nαi. (1)
In Eq. (1), the operator b†αi creates a boson at site i in
chain α = 1, 2. We introduced the Peierls phases aAαi,i+1
acquired by a particle on chain α = 1, 2, and a′A⊥i be-
tween chains. Lengths a and a′ are lattice spacings along
and between chains; see Fig. 1. The spatial indices run
3Sector Notation sine-Gordon term
+ Rung Mott
√
8φ+
+ Rung superfluid
√
2φ+ + 2piδnx
- Meissner
√
2θ−
- Vortex lattice
√
2θ− + χx
+ & - Laughlin
√
2θ− −√8φ+
TABLE I: Phases of the Josephson ladder appearing in
the phase diagram of Fig. 2. The “+/-” sector denotes
total/relative vertical bond (rung) density n1i + /− n2i
(see Fig. 1). The “+” sector can be in a Mott insulator
or superfluid phase, whereas the “-” sector can be in a
Meissner phase or a vortex lattice phase depending on
the strength of the field. The Laughlin phase arises
from a condition that mixes the two sectors.
Phase Gapped modes per Gapless
Sector modes
Rung Mott – Meissner 1+1− 0
Rung Mott – Vortex lattice 1+0− 1
Rung superfluid – Meissner 0+1− 1
Rung superfluid – Vortex lattice 0+0− 2
Laughlin 1+&− 1
TABLE II: Number of gapped modes in the Josephson
ladder, for the phases appearing in Fig. 2. The only
gapped phase is Rung Mott – Meissner , the Mott
insulator with Meissner currents.
between 1, ..., L, with L + 1 ≡ 1 for periodic boundary
conditions. U and V⊥ are repulsive on-site and “rung”
interactions.
The Hamiltonian (1) without interactions can be real-
ized in photonic systems (for a review see20). The weakly
interacting limit has been realized experimentally in an
ultracold atom ladder.14 Another possibility is to real-
ize (1) in Josephson junction arrays35 or more generally
quantum circuits.36,37
We briefly outline other results on the model in Eq. (1)
complementing our own.10 Without gauge fields and if
V⊥ = 0, and µ insuring one boson per site, the model
transitions from a Mott insulator to a superfluid as g
increases.38 At arbitrary boson filling and uniform flux
there is a transition from the low-field Meissner phase to a
vortex phase11 beyond some critical field strength, remi-
niscent of type-II superconductivity. The low-field model
with V⊥ = 0 at unit filling exhibits a superfluid with
Meissner currents and a Mott insulator with Meissner
currents for weak enough U .17 The ground state for half
a flux quantum per plaquette at integer filling is a chiral
superfluid, a chiral Mott insulator or a Mott insulator, as
argued by Dhar et al.15 and Tokuno and Georges.17 The
same model in the weakly interacting limit supports a
staggered pattern of quantized orbital current vortices.39
The model without flux and V⊥ = 0 was studied for
bosons with a hardcore constraint on site, U → ∞.40
The ground state was shown to be a rung Mott insulator
at half-filling. A recent numerical investigation covers the
phase diagram versus filling, flux and interchain tunnel-
ing, containing a Meissner Mott insulator and a vortex
lattice Mott insulator at half-filling.13
In this section we will uncover the ground state of the
model (1) at odd boson filling per rung, i.e. 2N + 1
bosons every two sites for N ≥ 0 an integer. For V⊥ = 0,
depending on different values of filling, flux, and interac-
tions, we find the following low field phases: Rung Mott
– Meissner , Rung superfluid – Meissner , Rung Mott –
Vortex lattice , Rung superfluid – Vortex lattice .
While it is unnecessary for the phases listed above, the
repulsive interaction V⊥ > 0 [or long-ranged repulsion
within chain α, not listed in Eq. (1)] changes slightly
the phase diagram in that it controls the size of the gap
above Rung Mott – Meissner . In the limit of large in-
teractions, one can draw an analogy with a spin Meiss-
ner effect.10 Moreover, for large enough V⊥, the ground
state turns into a low-dimensional Laughlin state if flux
and doping are commensurate. We note that a Hamil-
tonian related to (1) whose ground state is well approxi-
mated by the Laughlin state at ν = 12 has been discussed
by Kalmeyer and Laughlin,41 in search for a spin liquid
ground state for the frustrated Heisenberg antiferromag-
net. This theory was developed in succeding work includ-
ing the formulation of a Hamiltonian whose exact ground
state is the Laughlin state at ν = 12 .
42 In this work we
will identify the Laughlin state by comparing the contin-
uum form of our Hamiltonian with that of a coupled wire
construction.33,43
The remainder of this section is structured as follows.
Subsec. II A contains a discussion of the continuum limit
and gauge invariance. Subsec. II B discusses the Meiss-
ner phase. In Subsec. II C we address the Rung Mott
transition within the Meissner state. Subsec. II D ad-
dresses the stability of the Rung Mott – Meissner phase.
In Subsec. II E we introduce the condition that favors a
low dimensional form of the Laughlin state.
A. Continuum limit and gauge invariance
In what follows we will derive a continuum, or
bosonized form44,45 of Eq. (1). We will be using the con-
ventions of Ref.44 throughout this paper. The resulting
field theory will allow us to treat interactions nonpertur-
batively and determine the possible ground states of the
model in Eq. (1). We begin by expressing the boson an-
nihilation operator as ψα(x) = bαj/
√
a, when x = ja.
Then the bosonic creation operator in chain α becomes,
in terms of new bosonic fields θ and φ
(ψα)†(x) =
√
nα0
∑
p
ei2p(n
α
0 pi−φα)e−iθ
α(x). (2)
We sum over all integers p. The field θα(x) is the phase of
the boson operator, whereas φα(x′) describes deviations
4from the mean density: δnα ≡ nα − nα0 = − 1pi∇φα. The
mean densities n1,20 should be taken equal in practice,
n1,20 = n0. However, we shall keep the dependence on
n1,20 explicit to obtain more general expressions. The
doublet θ, φ satisfies the algebra[
φα(x), θβ(x′)
]
= i
pi
2
δαβSign(x
′ − x). (3)
For the ladder Hamiltonian it is convenient to introduce
rotated fields
θ± = (θ1 ± θ2)/
√
2, φ± = (φ1 ± φ2)/
√
2. (4)
These obey the same algebra in (3) for the new indices
α = ±. In this basis, the model (1) becomes
H = H+0 +H−0 +HSG. (5)
The first and second terms are Luttinger liquid
Hamiltonians44 for the symmetric and antisymmetric sec-
tors, respectively:
H+0 =
v+
2pi
∫
dx
[
K+(∇θ+)2 + 1
K+
(∇φ+)2
]
,(6)
H−0 =
v−
2pi
∫
dx
[
K−(∇θ− +A−‖ )2 +
1
K−
(∇φ−)2
]
.(7)
A−‖ is a gauge field component whose line integral yields
Aαij . It will be discussed shortly. Note that in our ge-
ometry the artificial gauge field only couples to the anti-
symmetric (pseudo spin) sector. Under rotation (4), and
for 0 < V⊥ < U , velocities of excitations and Luttinger
parameters are expressed as:
v± = v(1± V⊥/U)1/2,
K± = K(1± V⊥/U)−1/2. (8)
In fact, a weak coupling Gross-Pitaevskii approximation
of the bosonic operators in Eq. (2), followed by a gradient
expansion, would allow us to identify v = a
√
tU and K =√
t/U when nα0 =
1
2a . However, for general microscopic
parameters in (1), the Luttinger parameter satisfies 1 <
K for repulsive interactions, K = ∞ for free bosons,
K < 1 for repulsive long-range interactions, and K = 1
for the hard core limit.44
The third term of Eq. (5) is a sine-Gordon (Joseph-
son) Hamiltonian arising from the interchain coupling.
Denoting the gauge field component in the y direction
by A⊥, the coupling Hamiltonian reads
HSG = −2g
√
n10n
2
0
∫
dx cos(−
√
2θ− + a′A⊥)×(9)[
1 + 2 cos
(
2pin10x− 2φ1
)] [
1 + 2 cos
(
2pin20x− 2φ2
)]
.
nα0 represent the mean density in each chain. The values
of A⊥, A‖, nα0 determine which contributions are to be
considered from HSG, based on lattice commensuration
conditions.
We used in Eq. (7) the antisymmetric combination of
gauge fields
A−‖ =
A1‖ −A2‖√
2
. (10)
By convention, we require that the field Aα‖ (x) is related
to the lattice gauge field Aαij of Eq. (1) by an average over
a straight line path between sites j and j+ 1 on chain α:∫ (j+1)a
ja
dxAα‖ (x) = aA
α
j,j+1. (11)
Similarly, the component A⊥(x) appearing in Eq. (9) is
related to A⊥,i of Eq. (1):∫
rung at i
dyA⊥(y) = a′A⊥i. (12)
The integral is performed over a rung at position i, start-
ing from chain 1 and ending on chain 2.
Ground state expectation values will only depend on
the curl of the gauge field
curlA = ∇A⊥(x)−
A2‖(x)−A1‖(x)
a′
. (13)
The lattice curl defines the flux through the plaquette
curlA =
χ
a′
. (14)
This equality defines the uniform flux perpendicular to
the plane of the ladder. The plaquette enclosed between
the rungs j and j + 1 is threaded by flux aχ = aa′curlA.
The Hamiltonian (5) is invariant under the gauge trans-
formation
A˜α‖ (x) = A
α
‖ (x) +∇fα(x), (15)
A˜⊥(x) = A⊥(x) +
f2(x)− f1(x)
a′
, (16)
θ˜α(x) = θα(x)− fα(x). (17)
This preserves the algebra in Eq. (3).
In the following treatment, it is favorable to use the
gauge
a′A⊥(x) = χx, Aα‖ = 0. (18)
The Hamiltonian in Eq. (9) becomes
HSG = −2g
√
n10n
2
0
∫
dx cos(−
√
2θ− + χx)× (19)[
1 + 2 cos
(
2pin10x− 2φ1
)] [
1 + 2 cos
(
2pin20x− 2φ2
)]
.
We summarize the notations of the phases allowed by
Eq. (19) in Tables I and II. A detailed discussion fol-
lows, but we anticipate the possible ground states here
(see Figure 2 for phase diagrams): At infinitesimal fluxes
χ, the cosine θ− establishes Josephson phase coherence
5between the chains (Meissner phase). When the flux
per plaquette is high, the phases follow the variations
of the gauge field, giving way to a Vortex lattice phase.
Turning to the charge sector, at filling factors satisfying
n10 +n
2
0 =
2N+1
a , where N is nonnegative and integer, the
cosine potential in φ+ favors an insulating ground state
for total rung density, denoted Rung Mott . At incom-
mensurate fillings, this turns into a Rung superfluid . We
will introduce another state which exists if repulsive long
ranged interactions are present. This state corresponds
to a combined pinning of phase and charge fluctuations.
We will denote it Laughlin since it arises from a cou-
pled wire construction33 of the bosonic Laughlin state at
ν = 1/2.32
B. Meissner phase
The description of the phase diagram follows with the
application of a two step renormalization group proce-
dure. The renormalization group equations for Eq. (19)
are solved in more detail in.46 Here we provide an ap-
proximate solution which captures the essential physics.
First, we follow Ref.11 and we focus on the term in
Eq. (19) which is the most relevant in the renormalization
group sense. This is a Josephson phase pinning between
the two condensate phases θ1 and θ2:
HSG = −2g
√
n10n
2
0
∫
dx cos(−
√
2θ− + χx). (20)
The renormalization group treatment to second order
in the coupling g is detailed in Appendix A. We as-
sume that χa  1 such that the oscillatory argument
in Eq. (20) is negligible. We define the dimensionless
coupling constant (in units of the bandwidth) g− ≡ gav .
It flows to strong coupling if its bare value is nonzero
and if its scaling dimension 1/(2K−) is less than 2. As-
suming small temperatures T → 0, the renormalization
of the coupling constant g− is stopped at energy scales
equal to the gap associated with the Josephson phase
pinning. Inverting the RG equation for g−, the gap has
the following expression
∆− ∼ v
a
(
g−
) 1
2− 1
2K− . (21)
Here, we have approximated that K− renormalizes in-
significantly. Therefore Eq. (21) contains the bare cou-
pling constant and Luttinger parameter.
For temperatures T < ∆−, the field θ−(x) is pinned
to its classical value 〈θ−(x)〉 = χx, leading to a vanish-
ing of the interchain current and a saturation of intra-
chain currents.11 Eq. (21) implies that Josephson phase
coherence between the chains occurs as soon as a nonzero
tunneling matrix element g is turned on; moreover, the
gap above this ground state is a power law in the bare
coupling g.
We denote this state by Meissner . This phase is as-
sociated with gapped excitations of the external gauge
field.47 We illustrate this in the present situation con-
sidering the action for θ−. This is obtained easily from
the Hamiltonian (7) and (19) by a Legendre transform44
(β = 1/kBT ):
S = S[θ−] + S[A] + ..., (22)
S[θ−] = K
−
2pi
∫
dx
∫ β
0
dτ
[
1
v−
(∂τθ
−)2 + v−(∇θ− +A−‖ )2
]
−2g
√
n10n
2
0
∫
dx
∫ β
0
dτ cos(−
√
2θ− +A⊥),
S[A] =
∫
dx
∫ β
0
dτ
[
(curlA)2 + (∂τA)
2
]
.
We will not require the φ+-dependent part of the action,
hence the ellipsis in Eq. (22). For the Maxwell part of the
action, S[A], we assume that appropriate dimensionful
constants are absorbed in the derivatives.
Let us assume that quantum fluctuations are sup-
pressed, amounting to neglecting contributions in ∂τθ
−
or ∂τA. This assumption is founded if the temperature
is large. The saddle point of the action corresponds to
the classical ground state. The saddle point condition
δS/δθ− = 0 implies
∇θ−sp = −A−‖
θ−sp =
1√
2
a′A⊥. (23)
At the saddle point A is constrained to be a (lattice)
gradient of the arbitrary scalar function θsp.
Next, replace everywhere in Eq. (22) the fluctuating
field θ− by its saddle point value θ−sp. This is justified if
g and the bandwidth v−K− ∼ at are large. To obtain the
resulting action for the external gauge field, perform the
gauge transformation Eqs (15), (16) with scalar fα(x) =
θαsp.
48 The saddle point action becomes
S = v
−K−
2pi
β
∫
dx(A˜−‖ )
2 − 2g
√
n10n
2
0β
∫
dx cos(a′A˜⊥)
+β
∫
dx(curlA˜)2. (24)
The Maxwell term does not change under the gauge
transformation, however the action now contains mass
terms which lead to a gapped dispersion of the modes
of A˜. This result would have been analogously obtained
by integrating out the gapped θ− field, but the approach
above (see48) is less tedious.
Our treatment of the ladder Meissner effect in a con-
tinuum limit is reminiscent of the Meissner state due to
phase coherence across a long Josephson junction.49
C. Rung Mott
We now address the emergence of Mott behavior in the
Meissner state. We are interested in odd mean particle
6number per rung, i.e.
n10 + n
2
0 =
2N + 1
a
, N ∈ N. (25)
The simplest value is N = 0, leading to a half-filled boson
ladder, with one particle every two sites. If Eq. (25)
holds, Eq. (19) becomes
HSG = −2g
√
n10n
2
0
∫
dx cos(−
√
2θ− + χx)× (26)[
1 + 2 cos
(√
8φ+
)]
.
We summarize the results of this section: in the absence
of long ranged repulsive interactions, there is a Mott
ground state only in the Tonks gas limit U → ∞. It is
protected by a gap which is exponentially small with re-
spect to the Josephson coupling g. Away from the Tonks
limit, the Mott phase is stable if finite repulsive interac-
tions are turned on.
We now proceed to a proof of these results. Under the
energy scale ∆− we may replace θ− by its expectation
value in Eq. (26). Then the effective Hamiltonian at low
energies T < ∆− is
HSG = −4g
√
n10n
2
0
∫
dx cos(
√
8φ+). (27)
This term controls the Mott transition in the total den-
sity sector. Its scaling dimension is 2K+. If K+ < 1,
then this term as well flows to strong coupling, leading
to the formation of the Mott gap
∆+ ∼ ∆−(g+)1/(2−2K+). (28)
We defined the dimensionless quantity g+ = ga/v.
The phase appearing at T < ∆+ is the Mott insulator
with Meissner currents,10 Rung Mott – Meissner . Im-
portantly, note that expression (28) holds if K+ < 1,
which generally corresponds to repulsive interactions of
long range. These can come from intrachain repulsions
or from some value of V⊥ > 0. If V⊥ = 0 in Eq. (1),
then K+ = K and the Luttinger parameter K < 1
corresponds to long range repulsion of one-dimensional
bosons.44
At the special valueK = 1 bosons experience hard-core
interactions (the infinite interaction limit of the Tonks-
Girardeau gas). The sine-Gordon term cos(
√
8φ+) is
marginal, within our approximation of renormalization
group equations. Then the Mott gap turns on exponen-
tially but is nonvanishing even if g is infinitesimal46
∆+ ∼ ∆−e−αt/g. (29)
The Tonks-Girardeau gas has been proved
experimentally.50,51
In general ∆+  ∆−, which requires very small mea-
surement temperature for the observation of the Mott
insulator. We also conclude that Rung Mott exists in
the Tonks limit U →∞ or if longer ranged repulsive in-
teractions are turned on. Let us also note that for large
V⊥, U  t, g model (1) maps to a gauged spin-1/2 Hamil-
tonian describing the Mott insulator at unit filling and
in this case formally ∆+  ∆−.10
D. Rung Mott – Meissner stability
Assume that the conditions are met such that Rung
Mott – Meissner is protected by a gap ∆+ < ∆−. We
can define critical values for flux and chemical potential
beyond which the Mott insulator with Meissner currents
is not stable. We perform the canonical transformation
θ− → θ− + χ√
2
x. The resulting form of Eq. (20) will
have no oscillatory phase in the sine-Gordon terms. On
the other hand, Eqs. (7,6) will contain terms of the form
− ∫ dxµ−∇θ− − ∫ dxµ+∇φ+. For the gapped phase to
be stable, we require that µ± do not exceed the gaps ∆±.
This results in the following critical values for field and
doping
χc =
pi
√
2∆−
v−K−
,
µ+c = ∆
+. (30)
The Rung Mott state is stable for µ+ < µ+c . The Meiss-
ner state is stable for χ < χc. Two transitions out of
this phase are possible:
1. for χ > χc, the sine Gordon term in θ
− is irrele-
vant and the system enters a Vortex lattice phase.11 The
transition out of the Meissner phase by increasing χ is
of the commensurate-incommensurate type.52–54
2. If µ+ > µ+c , it is energetically favorable to add
particles to the Rung Mott state. Due to the incommen-
suration, this is the Rung superfluid phase. The Rung
Mott to Rung superfluid transition by variation of µ is
also a commensurate-incommensurate transition.
We conclude that Rung Mott – Meissner is stable to
small flux and density variations, which leads to the finite
domain depicted in Fig. 2.
E. Laughlin state at ν = 1
2
In order to energetically favor the Laughlin state, den-
sity will be allowed to deviate from odd integer filling per
rung. However, this deviation will be necessarily (very
close to) commensurate with the flux. Let us focus on
the following terms of Eq. (19):
7HSG = −2g
√
n10n
2
0
∫
dx
[
cos(−
√
2θ− + χx) + 4 cos(−
√
2θ− + χx) cos(2pin10x− 2φ1) cos(2pin20x− 2φ2)
]
+ ...
= −2g
√
n10n
2
0
∫
dx
{
cos
[
−
√
2θ− +
√
8φ+ + χx− 2pi(n10 + n20)x
]
+ cos
[
−
√
2θ− −
√
8φ+ + χx+ 2pi(n10 + n
2
0)x
]}
+ ... (31)
The ellipsis in the first row represents terms containing only one of the factors cos(2φ1 − 2pin10x), cos(2φ2 − 2pin20x),
cos[
√
8φ− − 2pi(n10 − n20)x]. We assume that n10 ≈ n20 ≈ (2N + 1)/(2a), where the approximate equality is such
that all three factors are oscillatory and can be discarded. In the second row, we assume that χ > χc such that
cos(−√2θ− + χx) can be discarded as explained in Sec. II D.
Our purpose now is to tune flux and density such that one of the two terms in Eq. (31) stays relevant. The
oscillatory argument in the first or second term of Eq. (31) vanishes if the following commensuration condition holds
a
[
2pi(n10 + n
2
0)± χ
]
= 0 mod 2pi. (32)
Note that if the system is gapless any change in chemical potential results in doping v
+
piK+ δ
+ = −µ+. Therefore
condition (32) can be attained within the gapless Rung superfluid – Vortex lattice by continuously changing flux and
chemical potential.
If we pick the lower sign for Eq. (32), Eq. (31) reduces to
HSG = −2g
√
n10n
2
0
∫
dx cos(−
√
2θ− +m
√
2φ+), m = 2. (33)
For a general integer m, Eq. (33) represents the correlated hopping term in the coupled chain construction of the
ν = 1m Laughlin state.
33,43 Terms with m > 2 have larger scaling dimension. In the following, we will provide some
results as a function of m for generality.
In the case m = 2, the scaling dimension of Eq. (33)
is δ = 1/(2K−) + 2K+. At V⊥ = 0 this term is irrele-
vant unless long ranged interactions along the chains are
present. The coupling constant g can become relevant in
the presence of sufficiently large V⊥ > 0. The associated
energy gap is
∆ ∼ g
(ga
v
) 1
2−1/(2K−)−2K+
. (34)
When the coupling is marginal, the gap has an expo-
nential dependence on g as in Eq. (29). To summa-
rize, the Laughlin state should be observable with suf-
ficiently strong repulsive interactions V⊥ (or sufficiently
long range repulsive interactions along the chains). Oth-
erwise, when the coupling constant g is irrelevant, a gap
will still be observable in finite sized systems for a suffi-
ciently strong bare value.
The addition of a particle spoils the commensuration
between mean density and flux, and therefore the term of
Eq. (33) becomes gapless. However, a finite chemical po-
tential is required to add an extra particle to the system.
We arrive therefore at stability conditions analogous to
Eqs. (30). A “surplus” chemical potential δµ+ causing
deviations in mean density from the background density
which satisfies Eq. (32) must not exceed ∆
δµ+ < δµ+c = ∆. (35)
Moreover, a “surplus” flux that causes deviations from
Eq. (32) must obey
δχ < δχc =
pi
√
2∆
v−K−
. (36)
A sketch of the possible region following from the present
discussion is depicted on Fig. 2B. However, the clear de-
limitation of such a region depends on the details of the
microscopic Hamiltonian. Note that another possibility
would be to pick the upper sign in (32), yielding a state
related to the one discussed above by particle-hole sym-
metry.
III. OBSERVABLES
In this section we discuss various observable quanti-
ties that allow us to characterize the phases Rung Mott
– Meissner and Laughlin . We begin with a defini-
tion of the lattice current operators and a lattice ver-
sion of the flux quantization condition obtained from a
Gross-Pitaevskii approximation of the boson operator, in
Sec. III A. We continue to a discussion of current opera-
tors (III B), flux quantization (III C) and Hall responses
from a Laughlin argument (III D) in Rung Mott – Meiss-
ner . The analogous discussion for Laughlin appears
in III E. We discuss the gapless effective edge model of
Laughlin in III F.
8FIG. 3: Two leg ladder. A: Periodic boundary
conditions. Closed loops C1 and C2 traverse chains 1
and 2 in the counter-clockwise direction. Φ = Lχ/2 is
the net flux per chain. B: An Aharonov-Bohm flux
through the periodic geometry. C: The same flux can
be achieved with open boundary conditions by
threading flux χ per plaquette.
A. Current operator and lattice flux quantization
The flux quantization condition for a superfluid55 re-
lates the winding number of the boson phase around
closed loops on the lattice with current circulation and
flux. We begin by fixing the definition for lattice current.
Assuming a generic quadratic Hamiltonian in the form
H =
∑
ij |tij |eiφij b†i bj , the current operator is obtained
from the Heisenberg equation of motion n˙i = i[H,ni] ≡∑
j jij , where
jij = −i|tij |eiφij b†i bj + H.c. (37)
For a bond b ≡ ij, where i and j denote sites, the cur-
rent operator jij measures the number of particles per
unit time flowing from site j into site i. Consider now
a loop on the lattice, denoted by the sequence of bonds
C = b0, b1, ... . In a superfluid, writing boson creation
operators as b†i ≈
√
n0e
−iθi , neglecting density fluctu-
ations, and expanding for small gauge invariant phases
−θi + θj + φij , we obtain the following condition for any
closed loop C on the lattice.
∑
b∈C
1
2|tb|n0 〈jb〉+ ΦC = 2piNC . (38)
We have defined tb as the hopping integral on bond b.
The phase ΦC =
∑
b∈C φb corresponds to the line integral
of the gauge field along curve C. The winding number of
the boson phase field around C is denoted by the integer
NC . Eq. (38) is the flux quantization condition for a
lattice, which is consistent with the continuum result.55
B. Current operators in Rung Mott – Meissner
We begin by computing the current expectation values
in Rung Mott – Meissner . The boson current operator
is obtained from the following Heisenberg equation
i[H,− 1
pi
√
2∇φ−(x)] = d
dt
(n1 − n2), (39)
which can be separated into interchain and intrachain
current operators
j⊥ = 2
g
pia
sin
(√
2θ− − χx
)
,
j‖ = j1‖ − j2‖ = −v−K−
√
2∇θ−. (40)
Whenever the relative phase between the chain conden-
sates is pinned, i.e. for energy scales below ∆−, we find
〈j⊥(x)〉 = 0, (41)
〈j⊥(x)j⊥(0)〉connected = 0
〈j‖(x)〉 = −atχ, (42)
that is, “bulk” currents and their fluctuations vanish,
whereas equal counterflowing “edge” currents have a dif-
ference −2ta2n0χ, where n0 = 12a is the mean boson
density per chain. We remark that the form of the cur-
rent operator expectation value, Eq. (42), changes in the
strong coupling limit U, V⊥  t, g, where10 at second
order in perturbation theory j‖(x) = −2a(t2/V⊥)χ. In
either the weak or the strong coupling regime, current j‖
persists in the Mott phase, where the field φ+ is pinned
to the classical value 〈φ+〉 = 0. In addition, this phase
exhibits vanishing density fluctuations
〈(n1 + n2)(x)(n1 + n2)(0)〉connected = 0, (43)
and a density pattern with one boson per rung.
C. Flux quantization in Rung Mott – Meissner
The current expectation values obtained in Eq. (40)
obey a flux quantization condition similar to Eq. (38).
Consider that the loop is the boundary of the cylinder
formed by the two periodic chains. In Figure 3A this
is C = C1 − C2, where the minus sign means that C2 is
traversed in reverse. Then, using Eq. (40) in (38) we
obtain the following expression
2piNC1−C2 =
1
at
∫ La
0
dx〈j1‖ − j2‖〉+ Laχ = 0. (44)
The second equality follows from (42). The vanishing
winding number of the superfluid phase is a signature of
the Meissner effect.
Let us now realize flux χ per plaquette via the choice
A1j,j+1 = −A2j,j+1 = χ/2 in Eq. (1). With this choice,
there is no net flux parallel to the axis of the cylinder, as
9depicted in Figure 3A. Writing the condition in Eq. (38)
for each path C1 and C2 and using Eq. (44), we find
2piNC1 =
1
at
∫ La
0
dx〈j1‖〉+ Laχ/2
= 2piNC2 =
1
at
∫ La
0
〈j2‖〉 − Laχ/2. (45)
Eq. (45) represents the flux quantization condition in our
setup. While Eq. (45) holds for periodic boundary con-
ditions, little changes qualitatively for open boundaries,
with the loop C1 − C2 as in Figure 3C. For a loop sur-
rounding the ladder, there will be O(1/L) corrections,
due to rung currents appearing at the open boundaries.
In general, the flux quantization provides a way to mea-
sure the winding of the phase of the boson wavefunction
from current measurements, and detect the presence of
vortices in the sample.
D. σxy from Laughlin argument in Rung Mott –
Meissner
The Hall response is vanishing in Rung Mott – Meiss-
ner . Suppose a current j1‖ = j
2
‖ is generated along the
horizontal direction in Figure 1. A “voltage drop” to real-
ize such a current can be realized by tilting both chains
in the same direction, or by adiabatically threading a
flux quantum between the chain ends as depicted in Fig-
ure 3B.56 If σxy 6= 0, the response to this must be a
perpendicular flow of current amounting to a quantized
charge after a full period.57 There is a converse situa-
tion, a tilt between the chains would cause a uniform
〈j1‖ + j2‖〉 6= 0. However, since from Eq. (40) the commu-
tator of operators j⊥ and j
1,2
‖ vanishes, the Kubo formula
for the conductivity implies
σxy = 0. (46)
This result is expected as the phase Rung Mott – Meiss-
ner is fully gapped.
E. Current operators in Laughlin
Similarly, we compute bosonic particle currents in the
phase Laughlin . The plaquette currents of the bosonic
particles are
j⊥ = 2
gn0
pi
sin
(√
2θ− −m
√
2φ+
)
,
j‖ = j1‖ − j2‖ = −v−K−
√
2∇θ−. (47)
These lead to the following expectation value in the
gapped phase
〈j⊥〉 = 0. (48)
Bulk currents vanish. Assuming that total charge fluctu-
ations vanish, the circulation of current along the contour
C1 − C2 in Figure 3 vanishes:
1
t
∫ La
0
dx〈j‖〉 = 1
t
[∫ La
0
dx〈j1‖〉 −
∫ La
0
dx〈j2‖〉
]
= 0.
(49)
The contrast between Eq. (49) and Eq. (44) can be used
to distinguish Laughlin from Rung Mott – Meissner . In
addition, this phase is not fully gapped, as described be-
low.
F. Chiral edge modes in Laughlin
In this subsection we discuss the structure of the edge
theory when the bulk term of Eq. (33) produces a gap.
Let us define33,43 new chiral fields in the form
φαr = θ
α/m+ rφα (50)
for left (r = −1) and right (r = +1) moving excitations
in chain α = 1, 2. The following commutation relations
follow from the algebra in Eq. (3),
[φαr (x), φ
β
r′(x
′)] = ir
pi
m
δrr′δαβSign(x
′ − x). (51)
The algebra of the chiral modes in Eq. (51) implies that
the momentum associated with φαr (x) is
Παr (x) ≡
m
2pir
∇φαr (x). (52)
Let us define new density and phase fields for the bulk,
respectively:
φ = (−φ1−1 + φ2+1)/2, θ = (φ1−1 + φ2+1)/2. (53)
These are related to the original fields θ±, φ± through
φ = −
√
2
2m
θ− +
√
2
2
φ+, θ =
√
2
2m
θ+ −
√
2
2
φ−. (54)
These fields obey the Kac-Moody algebra
[φ(x), θ(x′)] = i
pi
2m
Sign(x′ − x). (55)
Using the new bulk variables we define the “bulk” charge
density n = − 1pi∇φ, whereas the quasiparticle density is
given by nQP = −mpi ∇φ. A kink of 2pi in the field 2mφ
corresponds to the creation of one Laughlin quasiparticle.
The correlated hopping term Eq. (33) pins the left chiral
field of chain 1 to the right chiral field of chain 2:
HSG = −2gn0
∫
dx cos(2mφ). (56)
The full Hamiltonian is given by
H[φ(x), θ(x), φ1+1(x), φ2−1(x)] = H+0 +H−0 +HSG. (57)
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with HSG specified in Eq. (56) and H±0 as in Eqs. (7,6).
It is possible to obtain the effective low energy theory
of the remaining two gapless chiral modes φ+1 ≡ φ1+1
and φ−1 ≡ φ2−1. The detailed calculation is given in
Appendix D. In summary, the result of integrating out
the massive field φ is a generic Luttinger liquid
4piLedge =
∫
dx
(
φ˙rKrr′∇φr′ −∇φrVrr′∇φr′
)
.(58)
The matrix Krr′ = mrδrr′ is determined by Eq. (52).
It describes two counterpropagating modes on distinct
edges of the Laughlin state ν = 1m .
58,59
Note however that Eq. (58) does not describe a chiral
Luttinger liquid. The matrix Vrr′ is nonuniversal and
has nonvanishing off-diagonal elements. These terms de-
scribe backscattering between the chiral fields. We pro-
vide the explicit form of Vrr′ in Appendix D. The result-
ing Luttinger parameter Kedge engenders a more com-
plex charge fractionalization phenomenon.60 Interest-
ingly, when backscattering terms between the edges are
suppressed, current noise between the edges probes the
fractional charge of bulk quasiparticles.61 This has been
demonstrated experimentally,62 in the two-dimensional
electron gas. Such experiments are feasible as well in
ultracold atom systems, where quantum point contacts
have already been realized.63
Let us consider briefly the case of N chains with
the same coupling Eq. (33) between consecutive chains.
Backscattering terms between the chiral edge modes, φ1+1
and φN−1 vanish exponentially fast with N . The remain-
ing action describes the edge degrees of freedom. It con-
sists of a chiral Luttinger liquid
4piLedge =
∑
r=±1
∫
dx
[
mrφ˙r∇φr − v(∇φr)2
]
. (59)
If the bulk were a continuous two dimensional manifold,
this edge theory would correspond to the bulk Chern Si-
mons theory64
4piS[A] = 1
m
∫
dxdydt µνρδAµ∂νδAρ. (60)
for the external gauge field. δA = A−A is the deviation
of the dynamical gauge field from the fixed background
field A. µνρ is the Levi-Civita symbol. The relation be-
tween this bulk Chern-Simons theory and the edge theory
is established by requiring that the action defined over a
two-dimensional manifold with boundary be gauge in-
variant.
We stress again that the underlying assumption of this
discussion was that (33) is relevant. The coupling g is
relevant for sufficiently strong V⊥, across rungs between
consecutive chains, or sufficiently long ranged intrachain
repulsive interaction. However, in finite sized systems,
a gap can still be associated with (33) if g is larger or
comparable to the energy scale of the bandwidth, set by
the intrachain hopping t.
FIG. 4: Possible coupling schemes for a fermion ladder:
a) Cooper pair Rung Mott – Meissner is realized by
starting with superconductivity in 1. The proximity
effect induces superconductivity in chain 2, via a term
SC proximity effect (see Table III). At lower energy
scales, the Rung Mott – Meissner (or depending on
filling and flux any other state of Table III) forms. b)
Dual model: Starting with MI in chain 1, the proximity
effect makes chain 2 insulating, via Rung Mott . At
lower energy scales, the spin sector is in the phase
Spinon Meissner .
Sector Notation Phase description
sine-Gordon term
ρ,+ Rung Mott 2φ+ρ
ρ,+ Rung superfluid 2φ+ρ + 2(k
1
F + k
2
F )x
ρ,- Meissner 2θ−ρ
ρ,- Vortex lattice 2θ−ρ − 2χx
ρ,+& - Laughlin 2θ−ρ − 2φ+ρ
σ,+ SC proximity effect 2φ+σ
σ,- Spinon Meissner 2θ−σ
σ,+&- Laughlin 2θ−σ − 2φ+σ
TABLE III: Phases of the Josephson ladder appearing
in the phase diagram of Fig. 2. The “+/-” sector
denotes total/relative vertical bond (rung) density
n1i + /− n2i (see Fig. 1). The “+” sector can be in a
Mott insulator or superfluid phase, whereas the “-”
sector can be in a Meissner phase or a vortex lattice
phase depending on the strength of the field. The
Laughlin phase arises from a condition that mixes the
two sectors.
IV. HYBRID FERMION-COOPER PAIR
ANALOGUES
In this section we prove that spinful fermions on the
lattice of Fig. 1 have ground states analogous to those
of bosons presented in Sec. II. This model, in the ab-
sence of gauge fields has been introduced in Ref.65 to
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FIG. 5: Hybrid two-leg ladder system introduced in
Ref. 65 with preformed Cooper pairs in one chain and
repulsive fermions in the other chain. Here, we extend
the model by discussing magnetic field effects. This toy
model shows certain analogies with the pseudo gap
phase of high-Tc cuprates showing hot spots (preformed
Cooper pairs) and cold spots (Fermi arcs).66–68
(qualitatively) describe the pseudo-gap phase of high-Tc
superconductors (modeled as “hot spots” with preformed
Cooper pairs and “cold spots” Fermi arcs66–68). We note
that recently novel features in high-Tc superconductors
with magnetic fields or in relation with density wave or-
der have been discussed.69,70
There exists a rich literature on the topic of two-leg
fermion ladders.71 For spinless fermions, a striking phe-
nomenon in the presence of magnetic field is the exis-
tence of the orbital antiferromagnetic phase, (also called
d-density wave,72 or staggered flux phase of the mean-
field Hamiltonian proposed by Affleck and Marston73
introduced in the context of high-Tc superconductiv-
ity) coexisiting with the bond-density wave.74 Carr and
Tsvelik75 studied the model of spin-gapped chains cou-
pled by Josephson terms in magnetic fields and found
competing charge density wave and superconducting cor-
relations. Roux et al.76 have studied the magnetic or-
bital effect in doped two-leg spinful fermionic ladders and
found a reentrant transition into a spin gapped phase at
high magnetic flux.
We summarize the main results in this section: If su-
perconducting correlations dominate, ground states anal-
ogous to those of Sec. II occur. The Cooper pair Rung
Mott – Meissner ground state is separated by a finite
gap from the rest of the spectrum. This gap depends
on the interchain coupling g like a power law even when
long range repulsive interactions are off. If charge density
wave correlations dominate, as happens when each chain
is at half filling, then superfluidity and the Meissner ef-
fect can occur in the spinon sector. To aid throughout
the discussion, Table III lists the phases encountered in
this section, along with the relevant charge or spin sec-
tor, and terms in the Hamiltonian inducing the particular
order.
We start with a microscopic tight-binding model of
spinful fermions with Hubbard interactions on the same
ladder lattice of Fig. 1.
H = H1 +H2 +H⊥
Hα =
∑
σi
[−tc†ασ(i)cασ(i+ 1) + H.c.]
+
∑
i
Uαnα↑(i)nα↓(i)
H⊥ =
∑
σi
[
−geia′A⊥i c†1σ(i)c2σ(i) + H.c.
]
. (61)
The operator c†ασ(i) creates a fermion of spin σ =↑ or ↓
on chain α = 1 or 2 at site i, and nασ(i) = c
†
ασ(i)cασ(i)
is the fermion number operator. In Eq. (61) we consider
periodic boundary conditions.
To study the possible phases of this system it is again
convenient to use bosonization. We assume that inter-
chain coupling is small. The basis suitable for express-
ing the continuum Hamiltonian consists of field operators
ψασ (x) = cασ(j)/
√
a. In the free particle model, we as-
sume that Fermi momenta kαF , the coupling g, and the
flux per plaquette χ are chosen such that the Fermi sur-
face contains two points. We approximate the fermion
field operator as a sum over right-moving and a left-
moving contributions at the two Fermi points,
ψασ (x) = ψ
α
+,σ(x) + ψ
α
−,σ(x). (62)
Next, it is necessary to introduce bosonic fields describ-
ing charge degrees of freedom, φαρ (x), θ
α
ρ (x); and spin
degrees of freedom, φασ(x), θ
α
σ (x). Each pair of operators
obeys the algebra in Eq. (3), and either one of the ρ fields
commutes with the σ fields. The chiral fermion operators
in Eq. (62) are:44
ψαr,s(x) =
Uαr,s√
2pia
eirk
α
F xe
− i√
2
[rφαρ (x)−θαρ (x)+s(rφασ (x)−θασ )]
(63)
for α = 1, 2, r = ±1, and s = ±1. Ur,s are Klein factors
enforcing Fermi statistics. For our purposes it is sufficient
to neglect their contribution and replace them by unity.
We have denoted the Fermi momentum in chain α by kαF .
The Hamiltonian density corresponding to Eq. (61) is
H = H1 +H2 +HI⊥
Hα = Hα0ρ +Hα0σ +
Uα
2pi2a
∫
dx cos(
√
8φασ). (64)
The Hamiltonians Hα0ρ and Hα0σ represent Luttinger liq-
uids [see Eq. (6)] with sound velocities and Luttinger
parameters given by:44
Kαρ = 1/
√
1 +
Uαa
pivαF
, Kασ = 1/
√
1− Uαa
pivαF
,
vαρ = v
α
F
√
1 +
Uαa
pivαF
, vασ = v
α
F
√
1− Uαa
pivαF
. (65)
The tunneling termHI⊥ in Eq. (64) is given explicitly in
Appendix B, Eq. (B1). The essential property is that HI⊥
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contains terms ∝ exp(iθ1,2σ ) and is therefore irrelevant if
a spin gap is open in chain 1 or 2 via the sine-Gordon
potentials in Eq. (64). Note that since the tunneling term
also contains terms ∝ eiθαρ , the development of a charge
gap due to umklapp terms would also make the tunneling
term irrelevant. For the moment, let us assume that the
fermions are at half-filling, k1F + k
2
F =
pi
a , but that this
condition is fulfilled while each chain is away from half-
filling, such that umklapp terms are irrelevant.
The sine-Gordon terms Uα are responsible for opening
a spin gap ∆ασ in chain α whenever Uα < 0. Let us as-
sume that the interactions in chain 1 are attractive, such
that the associated coupling g11⊥ = U1 flows to strong
coupling and a spin gap ∆1σ opens. This phase is the
Luther-Emery liquid.77 We moreover assume that inter-
actions in chain 2 are repulsive, such that there is no spin
gap. Then the effective theory of chain 2 is described by a
fixed point Luttinger liquid Hamiltonian with parameter
(K2σ)
∗ = 1. For energy scales under ∆1σ, interchain hop-
ping terms HI⊥ are irrelevant, and the coupling between
the chains is given by terms obtained at second order in
perturbation theory. One of us has shown that supercon-
ductivity is induced in chain 2 from the proximity with
chain 1 of preformed pairs.65
The Hamiltonian at second order in g is (see Appen-
dices B and C)
HII⊥ = −
g′
a
∫
dx cos
[√
2φ2σ
] {
cos
[
2(k1F + k
2
F )x− 2φ+ρ
]
+2 cos
[
2χx− 2θ−ρ
] }
(66)
−g
′
a
∫
dx cos
[
2χx− 2θ−ρ
]
cos
[
2(k1F + k
2
F )x− 2φ+ρ
]
,
where
g′
a
=
2g2
∆1σ
1
pia
, (67)
2χx = a′A⊥↓ + a′A⊥↑, (68)
with infinitesimal χ representing the flux per plaquette
per spin species.
Note that the first two of the three terms in Eq. (66)
gap the field φ2σ, triggering the formation of Cooper pairs
in the second chain.65 We mark the opening of the su-
perconducting gap in the second chain by SC proximity
effect on Figure 4a). The coupling is represented between
the blue dashed lines since it occurs in the σ sector.
The first term of Eq. (66) is a spin conserving backscat-
tering term (ψ1−r,σ)
†ψ2+r,σ(ψ
2
−r,σ)
†ψ1+r,σ + H.c. It favors
a charge density wave. Its scaling dimension is
δ1 =
1
2
+
K1ρ
2
+
K2ρ
2
. (69)
The second term of Eq. (66) corre-
sponds to the tunneling of Cooper pairs
(ψ1−r,σ)
†ψ2+r,σ(ψ
1
+r,−σ)
†ψ2−r,−σe
ia′(A⊥σ+A⊥−σ) + H.c..
Due to this term, there is Josephson phase coherence
between the Cooper pair condensates. The scaling
dimension associated to this is
δ2 =
1
2
+
1
2K1ρ
+
1
2K2ρ
. (70)
The third contribution in Eq. (66) corresponds to the
operator (ψ1−r,σ)
†ψ2+r,σ(ψ
1
−r,σ′)
†ψ2+r,σ′e
ia′(A⊥σ+A⊥σ′ ) +
H.c.. It is a correlated hopping term that is irrelevant
without longer ranged repulsive interactions
δ3 =
1
2
(
K1ρ +K
2
ρ +
1
K1ρ
+
1
K2ρ
)
> 2. (71)
We will return to this term in Subsec. IV B. It favors the
Cooper pair Laughlin ground state.
A. Cooper pair Rung Mott – Meissner phase
To realize Rung Mott – Meissner , take U1 < 0 and
U2 > 0 on the order of the bandwidth 4t, such that K
1
ρ =
2 and K2ρ = 1/2. Then δ ≡ δ1 = δ2 = 7/4, showing that
it is possible to achieve an energy scale
∆∗ ∼ ∆1σ
(
g′a
vF
) 1
2−δ
, (72)
under which Mott insulating behavior and Meissner cur-
rents coexist. Note that the Rung Mott – Meissner
gap lies in general below the spin gap in chain 1, i.e.
∆∗ < ∆1σ. We have let vF be a velocity close to the
Fermi velocities of the two chains. Remark the differ-
ence from the bosonic case, Subsec. II B. The Cooper
pair Rung Mott – Meissner gap has a power law depen-
dence on the tunneling between chains. We denote this
phase by Rung Mott – Meissner between the ρ sectors of
chains 1 and 2 on Figure 4a) .
To characterize Rung Mott – Meissner , let us consider
the relative charge current
i[H,− 1
pi
√
2∇φ−ρ ] =
d
dt
(n1 − n2)
which splits as before into two components
j⊥ =
4g′
a
〈cos(
√
2φ2σ)〉 sin(−2χx+ 2θ−ρ ), (73)
j‖ = −v1ρK1ρ∇θ1ρ + v2ρK2ρ∇θ2ρ = −vF
√
2∇θ−ρ . (74)
These operators are the analogues of Eqs. (40). For en-
ergy scales smaller than ∆∗, they have the following ex-
pectation values
〈j⊥〉 = 0, 〈j‖〉 = −
√
2vFχ = −2
√
2atχ. (75)
The new factor in the second equation comes from the
fact that we are considering Cooper pairs (hence a
√
2)
with magnetic flux χ per spin (hence the 2).
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B. Cooper pair Laughlin phase
The third term in Eq. (66) produces a Laughlin state
at ν = 12 for the Cooper pairs. It can be made relevant
by the addition of an interchain repulsive interaction.
Let us assume that the two chains are identical Kρ =
K1ρ = K
2
ρ and vρ = v
1
ρ = v
2
ρ; further we assume that they
have attractive interactions and that φ1σ and φ
2
σ are both
gapped.
To make the third term of Eq. (66) relevant, it is suf-
ficient to add an interchain interaction
V = aV⊥
pi2
∫
dx(∇φ1ρ)(∇φ2ρ). (76)
We need to reexpress the Luttinger liquid Hamiltonian
describing the density sector H10ρ+H20ρ+V = H+0ρ+H−0ρ.
The new Luttinger liquid Hamiltonians are characterized
by parameters
v±ρ K
±
ρ = vρKρ, v
±
ρ /K
±
ρ =
vρ
Kρ
± aV⊥
pi
, (77)
from which K±ρ = (1 − u ± v⊥), where u = |U |a/(pivF )
and v⊥ = V⊥a/(pivF ). Thus, we see that the scaling
dimension δ3 = 1/(1 − u − v⊥) + 1 − (u − v⊥) < 2 for
large enough repulsive interaction v⊥ > 0 between the
chains.
By imposing the following constraint on the flux and
density,
2(k1F + k
2
F )± 2χ = 0 mod 2pi, (78)
the effective sine-Gordon Hamiltonian from Eq. (66) is
HII⊥ = −
g′
a
∫
dx cos
[√
2(θ1ρ − θ2ρ)±
√
2(φ1ρ + φ
2
ρ)
]
.
(79)
Upper and lower signs correspond to the constraint in
Eq. (78). The canonical transformation
(1/
√
2)Θαρ = θ
α
ρ ,
√
2Φαρ = φ
α
ρ (80)
performed for each chain α yields the interchain coupling
HII⊥ = −
g′
a
∫
dx cos
[
Θ1ρ −Θ2ρ ± 2(Φ1ρ + Φ2ρ)
]
. (81)
Eq. (81) is formally identical to Eq. (33) and describes the
Laughlin state at filling ν = 12 for Cooper pairs, which
are created by the operator (ψα−r,↑ψ
α
r,↓)
† ∼ eiΘαρ . The
discussion of observables in this phase is analogous to
the one in Subsec. II E.
C. Dual phase: fermionic Mott insulator with
spinon currents
In this section we present a phase dual to Rung Mott
– Meissner . Rung Mott – Meissner involved inducing
superconductivity through the proximity effect, SC prox-
imity effect , and the formation of Rung Mott – Meissner
. The dual to this occurs at half-filling in each chain
k1F = k
2
F =
pi
2a , when it is necessary to include the umk-
lapp terms in Eq. (64)∑
α
Uα
2pia
∫
dx cos(
√
8φαρ ). (82)
The resulting phase will be the Rung Mott . In this Mott
phase, a spinon Meissner phase will develop, which we
denote by Spinon Meissner . The phase is summarized
in Figure 4b).
To obtain the dual phase, assume that in both chains
there are repulsive interactions U ≡ U1 = U2 > 0 and
that Kρ = K
1
ρ = K
2
ρ . Assume in addition that K
1,2
σ =
Kσ ≥ 1, which makes terms generating a spin gap in (64)
irrelevant. For this, it is necessary that the repulsion U
be on the order of the bandwidth. The Mott gap has the
asymptotic power law form,
∆ρ ∼ U
(
Ua
vF
)1/(2−2Kρ)
. (83)
Then the tunneling term HI⊥ is irrelevant, and we can
proceed to obtain a Hamiltonian at second order in per-
turbation theory. The derivation of this Hamiltonian can
be found in Appendix B. We obtain
HII⊥ = −
g′
a
∫
dx cos
(
2θ−σ − 2χσx
) 〈cos(√2φ1ρ) cos(√2φ2ρ)〉,
(84)
The expectation value is order 1 for energy scales under
∆ρ. We introduced
g′
a
= 4
g2
∆1ρ
1
pia
(85)
2χσx = −a′A⊥↓ + a′A⊥↑. (86)
For the second equation, we require that the two spin
species have different charges with respect to the gauge
field. This results in a flux coupling to spin, denoted χσ.
It is now easy to see that a spinon Meissner phase can
arise. Under the Mott gap, the effective scaling dimen-
sion of Eq. (84), which represents a Josephson term for
the spinon phase, is 1/Kσ. As before, we consider the low
χσ limit, so the oscillatory argument of the sine-Gordon
term can be neglected in the renormalization group flow
equations. Therefore we introduce a new energy scale
∆ ∼ ∆ρ
(
g′a
vF
) 1
2− 1
Kσ . (87)
This energy scale is under the Mott gap and characterizes
the onset of spinon Josephson phase pinning. In analogy
to the situation studied before, Meissner spinon currents
are allowed in this phase
〈jσ⊥〉 = 0, 〈jσ‖ 〉 = −2
√
2atχσ, (88)
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as obtained from the time derivative of the relative spin
density − 1pi∇φ−σ (x). The
√
2 comes from the definition
of the spinon field (ψα)†r,↑ψ
α
−r,↓ ∼ e−i2rkF xe−i
√
2θασ , and
the factor of 2 comes from (86).
V. EXPERIMENTAL REALIZATIONS
In this section we propose experimental realizations
of Eq. (1) with ultracold atoms in optical lattices (Sub-
sec. V A) and with quantum circuits (Subsec. V B).
A. Ultracold atom implementation
1. Ladder implementation
Several aspects related to our model have been proven
experimentally. The Abrikosov vortex lattice was ob-
served in rotating traps.78 The Josephson effect was
demonstrated with spatially separated Bose-Einstein
condensates.79 A recent experiment14 demonstrates the
Meissner effect in a ladder optical lattice of about 40
rungs filled with approximately 5× 104 87Rb atoms. For
the purposes of this subsection, we will use the notation
of Ref.14 and define hopping matrix elements Jx and Jy.
The square lattice is defined by translation vectors dx,y.
The tunneling along the x direction can be suppressed
by means of an inhomogenous electric field inducing a
tilt ∆tilt  Jx between neighboring minima of the opti-
cal lattice. The tunneling can be restored resonantly by a
pair of far-detuned Raman running-wave beams (k1,Ω1)
and (k2,Ω2). The frequency detuning ω = |Ω1 − Ω2|
is matched to the tilt ∆tilt. This driving scheme gives a
spatially modulated and time-dependent potential energy
at every site, Vm,n = V
0
K cos
2 [q.(mdx + ndy)/2 + ωt/2].
Then the wavevector q = k1 − k2 induces a phase
Φm,n = q.(mdx + ndy) for hops from site (m,n) to site
(m1, n) (see also Ref.
80). The effective Hamiltonian is
H = −
∑
m,n
(
KeiΦm,na†m+1,nam,n + Ja
†
m,n+1am,n
)
.
(89)
For large tilts ∆tilt  V 0K , the renormalized hopping
strengths are K = JxV
0
K/(
√
2∆tilt), and J ≈ Jy. The
experiment for the realization of the Meissner effect in a
ladder started with a finite value of the flux and increased
the coupling between the wires J [g in the notation of our
Eq. (1)] in order to obtain a Meissner phase. Decreasing
J allowed a transition into a vortex lattice below some
critical rung hopping matrix element Jc.
In the experiment of Ref.14 one can, in principle, con-
trol the lattice filling such that on average an odd num-
ber of bosons per rung is achieved. The charge gap of
the Mott insulator can be probed by implementing an
additional tilt of the ladder lattice in the x direction.
∆+ can be determined from the particle-hole excitation
probability in the total density sector under the tilt, as
exemplified in the classic experiment by Greiner et al .2
2. Alternative implementation: Spin-orbit coupling of
hyperfine states
Let us briefly discuss an alternative implementation in
the setup of Ref..22 It is possible to formally map the
chains 1 and 2 into two internal degrees of freedom of
atoms in a single one-dimensional optical lattice. Coher-
ent transport and splitting of atomic wavepackets for dif-
ferent Zeeman states has been demonstrated.81 As a con-
crete example, for 87Rb atoms, the Zeeman states with
opposite magnetic moments |1〉 = |F = 1,mF = −1〉
and |2〉 = |F = 2,mF = −1〉 experience opposite Peierls
phases in the presence of laser assisted tunneling.22 This
amounts to a spin-orbit coupling term for the spinor Bose
gas in one dimension.
The Josephson term couples the two Zeeman states,
taking the form
− g|1〉i〈2|i − g|2〉i〈1|i
for an atom at site i. The Peierls phase corresponds
to the transport of an atom from site i to site i + 1,
−teiaAαi,i+1 |α〉i〈α|i+1 + H.c., where α = 1, 2 and A1i,i+1 =
−A2i,i+1. Importantly, the odd integer filling condi-
tion (25) becomes a simple condition on the parity of
the atom number at each site:〈 |1〉i〈1|i + |2〉i〈2|i 〉 ≡ 1 mod 2. (90)
The odd-integer filled Rung Mott can then be probed
since atom number parity can be imaged with current
technology.82,83 The Rung Mott – Meissner can be ob-
tained by preparing an odd filling Mott insulator, then
tuning the population of |1〉 versus |2〉 by the applica-
tion of microwave fields and a magnetic field to realize a
Landau Zener sweep.22
The Laughlin phase becomes possible for a finite value
of V⊥ > 0. Interactions between distinct spin species84
can be tuned by magnetic Feshbach resonances,85 which
is a possible pathway towards stabilizing the Laughlin
phase. In the Laughlin phase, a lattice tilt would yield
spin flip current.
More generally, long ranged repulsion between next-
neighbor atoms can be achieved with the dipole-dipole
interactions of Rydberg atoms.86,87 Dipolar molecule in-
teractions can be used as well.88 We have argued previ-
ously that free fermions interacting repulsively with the
bosons give rise to effective repulsive interactions between
the bosons.10
B. Quantum circuit implementation
It has long been known that the Meissner and Vor-
tex lattice phases can be realized in Josephson junction
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FIG. 6: Two-leg ladder as quantum circuit, with
Josephson junction components on the rungs.
FIG. 7: Setup that allows threading of Aharonov
Bohm flux, denoted Φ, through the ladder.
arrays.12,89,90 When the Josephson coupling energy is
comparable to the capacitive charging energy of the su-
perconducting islands, such systems present a magnetic
field tuned superconductor – insulator transition.91,92 At
small Josephson energy, the dynamics of the system is
described in terms of charges, whereas the large Joseph-
son energy limit gives way to a description in terms of
vortices. The field tuned superconductor-insulator tran-
sition is a vortex delocalization transition, proposed by
Fisher.93 Moreover, quantum Hall states have been the-
oretically predicted for Josephson junction arrays: quan-
tum Hall phases of vortices stabilized by inherent long
ranged interactions;94,95 and, directly relevant to our
discussion, a fractional quantum Hall state at ν = 12
was predicted in Josephson arrays by Odintsov and
Nazarov.96
We propose here a quantum circuit36,37 realization of
the Hamiltonian in Eq. (1). In this circuit, the various
energy scales are tuned to agree with the effective contin-
uum theory (5). We associate to the capacitive, inductive
and Josephson junction circuit components energy scales
EC =
e2
2C
, EJ =
Ic
φ0
, EL =
φ20
L
. (91)
Here φ0 = ~/(2e) is the reduced flux quantum. The
critical current Ic of the Josephson junction is in the nA-
µA range. Typical capacitances C are in the fF to pF
range. Inductances L can be in the nH range.
To define the quantum circuit Hamiltonian, we define
node fluxes36 θ1,2i on the circuit in Figure 6. Josephson
junctions connecting the chains 1 and 2 correspond to
cosine terms in the circuit Hamiltonian
−
L∑
i=1
E12J cos(θ
1
i − θ2i + a′A⊥i). (92)
In addition to this, the mutual capacitance C12 between
the chains leads to a charging term
L∑
i=1
E12C (n1i − n01i)(n2i − n02i). (93)
The offset charges on each superconducting island are
denoted n0αi.
We turn now to terms corresponding to individual
chains. There is a charging energy at the ith site in chain
α due to the capacitive coupling Cα
L∑
i=1
EαC(nαi − n0αi)2. (94)
Additionally, we have assumed that the Josephson energy
associated with a junction between sites i and i + 1 is
large compared to the charging energy EαJ  EαC . Then
Josephson terms in each chain are replaced by inductive
contributions
L−1∑
i=1
EαJ
2
(
θαi − θαi+1 + aAαi,i+1
)2
. (95)
The Hamiltonian is the sum of Eqs. (92, 93, 94, 95).
We now estimate the involved energy scales. The chain
Josephson energy scales must be set large E1,2J /h ≈
10 GHz, compared to charging energy E1,2C /h ≈ E12J /h ≈
2 GHz. These values are commonly achieved in
experiments.97,98 Note that typical temperatures are 20
mK corresponding to frequencies of 0.4 GHz. This is well
below the superconducting gap of aluminum, about 2 K.
Returning to the notation of the original Hamiltonian in
Eq. (1),
t ∼ EαJ , U = EαC , g = E12J , V⊥ = E12C . (96)
The Luttinger parameter in each chain is very large if
EαC is negligible and the Tonks limit would be achieved
in a limit where the intra-chain charging energy would
formally become infinite.
One shared characteristic of Josephson junction array
experiments is the presence of offset charge noise,37 which
becomes difficult to control over large arrays.92 Control
of offset charge is crucial for the realization of the Rung
Mott phase. Offset charges can in principle be tuned by
voltage terms −V αi (2e)nαi. With the aid of these terms
and tuning the mutual capacitance C12, it is possible to
achieve a stable state with an odd number of Cooper
pairs on each rung. This was shown in the context of
a pair of superconducting islands.98,99 While control of
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FIG. 8: Planar array of N chains obeying Eq. (97). In
the strong coupling phase, only edge bonds in chains 1
and N carry nonvanishing current.
offset charge over a large array is hard experimentally,
signatures of the phases proposed here should in prin-
ciple appear in arrays of several junctions. The charge
gap ∆+ can be probed by showing the absence of current
when flux is threaded through the cylinder of the ladder,
as argued in Sec. III D. Experimentally this is achieved by
threading flux through two large external loops that wrap
around the cylinder (Figure 7). In the Laughlin phase,
current through the rungs should be observed while adi-
abatically threading AB flux through the ladder.
VI. TWO-DIMENSIONAL GENERALIZATIONS
In this section we generalize the 2-chain ladder mod-
els of Sec. II to N -leg ladders. We find that the Rung
Mott – Meissner cannot be stable for N > 2 if we keep
the same average filling per chain is n0 =
1
2a . However,
regardless of filling, Josephson phase pinning terms are
present and allow us to generalize the Meissner phase in
N -leg ladders. This is detailed in Sec. VI A. We find that
the Rung Mott – Meissner can be actually stabilized if
the ladder has (N − 1) bosons per unit cell. In this case,
a Mott phase can be stabilized on the inner chains of
the ladder, whereas Rung Mott – Meissner occurs on the
outer chains. This is presented in Sec. VI B. Finally, we
dedicate Subsec. VI D to two-dimensional generalizations
which involve bilayers formed by juxtaposing ladders.
A. N-chain construction for the Meissner phase
Consider N identical bosonic chains (Figure 8) de-
scribed by Luttinger liquid Hamiltonians as in Eq. (6,7):
the fields corresponding to the J th chain are θJ(x) and
φJ(x). Their commutation relation is [φJ(x), θJ
′
(x′)] =
ipi2 δJJ ′Sign(x
′ − x). Under the assumptions of Subsec.
II B for density and flux, we obtain the following cou-
FIG. 9: Three leg ladder construction for Rung Mott –
Meissner . There is Mott insulator of average filling
n20 = 1/a on wire 2. The Josephson coupling between
chains 1 and 3 appears at second order in perturbation
theory.
pling Hamiltonian
H2D⊥ =
N−1∑
J=1
HJ,J+1⊥
HJ,J+1⊥ = −
g
a
∫
dx cos(θJ+1 − θJ − χx)×(
1 + 2 cos
[
2(φJ + φJ+1)
])
. (97)
Under the energy scale ∆− of Eq. (21), the phase fields
θJ+1− θJ are pinned to the classical value 〈θJ+1− θJ〉 =
−χx. The following Meissner currents result
j⊥ = 0,
jJ‖ = 0, J = 2, ..., N − 1
j1‖ − jN‖ = −(N − 1)atχ. (98)
Concerning the possibility of a Mott transition, the
N − 1 fields φ1 + φ2, ..., φN−1 + φN cannot be pinned,
since they are not independent from the fields θ1 − θ2,
..., θN−1 − θN . This is because there is a nonzero com-
mutation relation:
[φJ(x) + φJ+1(x), θJ(x′)− θJ−1(x′)] = [φJ(x), θJ(x′)]
= i
pi
2
Sign(x′ − x).
The field φρ = 1√
N
∑N
j=1 φ
j describing fluctuations of
the total density remains gapless, leading to a power law
density-density correlation function. In conclusion, the
N -leg ladder leads to a Meissner effect with vanishing
bulk current expectation values. The Mott phase is un-
stable for N > 2. The Mott phase described by a finite
correlation length discussed for N = 2 is replaced by al-
gebraic density-density correlation functions for N ≥ 3.
If the flux and density are changed to satisfy ν = 12
filling, the coupled chain construction of the bosonic
Laughlin state is obtained. For N ≥ 3, it is possible
to form a closed loop contained entirely in the bulk, at
each point on the loop having one vertical bond (rung).
Fractional statistics are manifest in the phase acquired
by bulk quasiparticles around such a closed loop.43
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B. 3-leg construction for the boson Mott insulator
with Meissner current
Let us return to the possibility of realizing Rung Mott
– Meissner in an N -leg ladder. In order to achieve this
phase, the densities need to be changed from half-filling.
In the simplest instance, it is possible to realize a Mott
insulator with Meissner current at the edges in a 3-leg
ladder (see Fig. 9). Consider the Hamiltonian of Eq. (1),
with α = 1, 2, 3 denoting the three chains. Let n20 =
1
a =
n10 + n
3
0. Then the bosonized form of the chain number
2 is:
H2 = v
2
2pi
∫
dx
[
K2(∇θ2)2 + 1
K2
(∇φ2)2
]
+
U2
a
∫
dx cos
(
2φ2
)
. (99)
Assuming K2 < 2 and U2 > U1,3, the middle chain un-
dergoes a Mott transition characterized by the energy
scale
∆(2) ∼ v
2
a
(
aU2
v2
) 1
2−K2
. (100)
The Josephson coupling terms are analogous to Eq. (19).
For T < ∆(2), where θ2 is disordered, the effective
Josephson coupling between chains 1 and 3 appears at
order g
2
∆(2)
:
HSG = − 4g
2
a∆(2)
∫
dx cos(−θ1 + θ2 + χx) cos(−θ2 + θ3 + χx) [1 + 2 cos (2pin10x− 2φ1)] [1 + 2 cos (2pin30x− 2φ3)]
= − 2g
2
a∆(2)
∫
dx cos(−θ1 + θ3 + 2χx) [1 + 2 cos (2φ1 + 2φ3)]+ ... (101)
The ellipsis contains a term proportional to cos(−θ1− θ3 + 2θ2), which is less relevant. The remaining contribution is
identical to Eq. (19), provided that the following changes are made: field φ2 becomes φ3, θ2 → θ3, and χ→ 2χ. The
transport observables are obtained from Subsec. II B with the substitutions described in this paragraph.
The description of the phase for temperatures below
∆(2) is analogous to that of the two chain ladder with
double the flux, and a suppressed Josephson coupling
∝ g2/∆(2). The Josephson phase pinning gap ∆− is
modified to account for the fact that the renormaliza-
tion group flow begins at the Mott energy scale of the
middle chain, ∆(2):
∆− = ∆(2)
(
g2
∆(2)
a
v
)(2− 1
2K− )
−1
, (102)
with K− as given in Subsec. II B in Eq. (8). From here,
∆+ is obtained via Eq. (28). Then we expect the follow-
ing hierarchy
∆+ < ∆− < ∆(2). (103)
The large Mott gap in the middle chain, ∆(2), implies
that an added particle will go to one of the outer chains
1 or 3. This causes a Rung Mott to transition to Rung
superfluid . Therefore doping leads to the phase Rung su-
perfluid – Meissner , along with a Mott insulator at unit
filling in chain 2. This situation is reminiscent of the d-
Mott phase of spinful fermion ladders, where a hierarchy
of gaps leads to similar behavior.100
The presence of the unit filled Mott insulating chain
2 induces Josephson coupling between chains 1 and 3 at
order g2/∆(2). To generalize, assume that the ladder
consisted of N + 2 chains, N of which were at unit filling
FIG. 10: Two dimensional Rung Mott – Spinon
Meissner , obtained from Eq. (104)
in a Mott phase, making up the bulk. The Josephson
term between chains 1 and N + 2 would appear at order
gN+1/(∆(2))N in perturbation theory. This is the ex-
ponential suppression of the tunneling term between the
edge chains 1 and N + 2 due to the insulating bulk.
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FIG. 11: Bilayer formed by an array of Nl two leg
ladders. The χ flux [see Eq. (19)] is produced by a
magnetic field in the z direction (thin red arrows). A
magnetic field in the x direction (thick blue arrows) has
flux χx through the vertical square plaquettes lying
parallel to the yz plane.
C. 2D construction for fermionic Mott insulator
with spinon currents
The coupling Hamiltonian of Eq. (84) can be general-
ized to N identical chains [see Fig. 10]
H2D⊥ =
∑
J
HJ,J+1⊥ (104)
HJ,J+1⊥ = −
g′
a
∫
dx cos
(√
2φJρ
)
cos
(√
2φJ+1ρ
)
×
cos
[
−2χσx+
√
2(θJσ − θJ+1σ )
]
.
Here 1 ≤ J ≤ N − 1, and HJ,J+1⊥ is the same as HII⊥ of
Eq. (84) only for fields corresponding to chains J and J+
1 instead of 1 and 2. The scaling dimension of the sine-
Gordon operator is the one calculated in Subsec. IV C.
Assuming that only the field φ1ρ is pinned to its classical
value, the sine-Gordon terms pin the density fields φJρ , for
all remaining chains J ≥ 2, inducing a Mott transition in
each chain. In addition, terms dependent on the spinon
field phase differences θJσ − θJ+1σ cause a Meissner effect.
Current vanishes on all “bulk” chains 2 ≤ J ≤ N−1 and
on all vertical bonds (between chains 1 and 2,..., N − 1
and N). The Meissner current at the edge is 〈jσN − jσ1 〉 =
−2√2(N − 1)atχσ, as found in Sec. IV C for N = 2.
D. Coupled planes
It is possible to generalize the models of Sections II and
IV by Josephson coupling more ladders to form bilayers.
In the bilayer geometry, different magnetic field orienta-
tions highlight the Meissner effect. The two-dimensional
extension of Rung Mott – Meissner is a stack of lad-
ders in the Rung Mott – Meissner phase; nonetheless,
the ground state has spinon superfluidity and Meissner
currents between any two consecutive ladders. The two-
dimensional extension of Laughlin is a stack of ladders in
the Laughlin state; however, a nontrivial feature of the
bilayer ground state is that the charge fluctuations of the
ladders are pinned to each other.
We start with an array of two chain ladders such that
the α = 1, 2 wire of the Ith ladder lies in the αth plane of
the bilayer (Figure 11). Let the fields in the Ith ladder
be θ1I , φ1I , θ2I , φ2I . We replace θ1,2, φ1,2 by these fields
in Eqs. (5)-(7) and (19) (Rung Mott – Meissner ) or (33)
(Laughlin ) to obtain the Hamiltonian for the Ith ladder.
In addition, we assume that the Luttinger parameter K
and the velocity of excitations v are independent of the
ladder index I.
Let us assume that hopping terms across ladders,
which are characterized by the hopping strength g2D
along the z direction, contain a Peierls phase aAαI,I+1.
This is given by a magnetic field parallel to the x direc-
tion in Figure 11. We will pick a gauge such that the
inter-ladder coupling is
H2D = −g2D
a
∑
α=1,2
Nl−1∑
I=1
∫
dx cos(θαI−θα,I+1−aAαI,I+1),
(105)
where Nl is the number of ladders forming the planar
bilayer. Eq. (105) is the Josephson coupling within each
layer of our bilayer. The flux through a plaquette parallel
to the yz plane is
χx = −aA1I,I+1 + aA2I,I+1. (106)
To study the relevance of the hopping term in Eq. (105),
we rewrite the sum over α in terms of θ−,I and θ+,I
H2D = −2g2D
a
Nl−1∑
I=1
∫
dx cos
(
θ−,I − θ−,I+1√
2
+
χx
2
)
×
cos
(
θ+,I − θ+,I+1√
2
− aA
1
I,I+1 + aAI,I+1
2
)
.
(107)
1. Phase locking in an array of ladders
If the identical ladders are either in state Rung Mott –
Meissner or Laughlin , the term (107) is irrelevant due to
the second cosine factor of the integrand. We can check
this by inspecting the ordered fields in either of the two
phases [described by (26) or (33)], and using the fact that
[φ+,I , θ+,I ] 6= 0. Nonetheless a contribution at second or-
der in perturbation theory is relevant (see Appendix C).
To derive this contribution we need to determine the rel-
evant energy gap that determines the correlation length.
This gap is ∆+ for Rung Mott – Meissner [see Eq. (28)]
or ∆ for Laughlin [see Eq. (34)]. For generality we denote
the gap by ∆ladder. Unless mentioned otherwise, the re-
sults below hold regardless of the phase of the individual
ladders.
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The effective Hamiltonian at second order in pertur-
bation theory in g2D is:
H2D = − g
2
2D
a∆ladder
∫
dx cos(
√
2θ−,I −
√
2θ−,I+1 + χx).
(108)
We have obtained a planar Meissner phase formally
equivalent to the one produced by the Josephson term
in Eq. (97). Note however that the bosons have been
replaced by (pseudo-)spinons b†2Ib1I ∝ e−i
√
2θ−,I . The
spinon corresponds to interwire hopping inside the Ith
ladder. The oscillatory argument of the cosine [χx in
Eq. (97)] is absent in Eq. (108). Therefore, the spinon
Hamiltonian has no effective magnetic field. With this,
the phase pinning condition Eq. (108) implies that
〈θ−,I〉 = 〈θ−,I+1〉 − 1√
2
χx. (109)
Using Eq. (40) for current operators in the Ith ladder, we
obtain
jI‖ = j
1,I
‖ − j2,I‖ = −v−K−
√
2∇θ−,I . (110)
Then, using Eq. (109), we find that expectation values of
currents in adjacent ladders obey
〈jI‖〉 = 〈jI+1‖ 〉. (111)
The current flows are pinned to each other.
2. Drag effects in bilayer geometry
We obtain here a Hamiltonian that manifests drag be-
tween Luttinger liquids101–103 due to the Josephson cou-
pling in Eq. (105). Start with many ladders coupled with
Eq. (105). Assume that there are Laughlin terms of the
form (33) in each ladder:
− 2gn0
∫
dx cos
[−(θI1 − θI2) +m(φI1 + φI2)] . (112)
Assume, as opposed to the previous subsection, that the
intralayer coupling Eq. (105) is the most relevant term.
Eq. (105) realizes the phase pinning
〈θαI − θα,I+1〉 − aAαI,I+1 = 0, α = 1, 2. (113)
Then the Laughlin terms (112) are irrelevant at first or-
der in perturbation theory but give a contribution at sec-
ond order:
− cos(−m
√
2φ+,I +m
√
2φ+,I+1). (114)
This term could have interesting consequences for trans-
port. For example, this is the form studied in the context
of Coulomb drag between two (electron-like) Luttinger
liquids [Eq. (4) of Ref.101]. In that case, drag resistiv-
ity is defined as ρI,I+1,d = −V I+1jIL , where ladder I is the
active channel, where a drive current is applied, and lad-
der I + 1 is the passive channel (not connected to any
reservoirs) where a voltage V I+1 is measured. The re-
sults known from that problem101–104 can be used here
to describe the response at finite temperature. Impor-
tantly, in our setup, the drag is not necessarily brought
about by Coulomb interactions between the ladders, but
by the intralayer Josephson coupling Eq. (97). Drag re-
sponses have been recently measured in pairs of quantum
wires separated by a small barrier.105 Transport in these
bosonic analogues will be studied elsewhere. There has
been as well recent work on topologically ordered states
of bosons in bilayers.106
VII. CONCLUSIONS
To conclude, we have presented tight-binding models
of bosons and fermions on quasi one-dimensional lat-
tices whose ground states are incompressible states with
correlations illustrating chiral order. In particular, we
have shown that a Mott insulating phase with pseu-
dospin Meissner effect10 can be observed in current ex-
periments with ultracold atoms and Josephson junction
arrays, and provided concrete experimental proposals for
both setups. Moreover, we have argued that in the pres-
ence of repulsive interactions this phase transitions into
a low dimensional precursor of the Laughlin state, and
enumerated observables that can be used to detect this
transition. The model presented here is not restricted
to bosons, and we have argued that a larger variety of
phases can be obtained in a spinful fermion ladder at or
near half-filling. Finally, we have derived extensions of
the phases found on the ladder to two-dimensional lat-
tices, either single-layered or bilayers.
We remark that a recent proposal appeared for the re-
alization of the infinitely thin cylinder limit of the Laugh-
lin state.107 The filling factor and the gauge field configu-
ration are distinct from ours. Ref.13 contains an extensive
DMRG treatment complemented by bosonization which
yields the phase diagram as a function of boson filling
factor, on-site interaction U and flux; where regimes co-
incide, our results agree.
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Appendix A: Renormalization group equations for
sine-Gordon models
We consider a generic sine-Gordon Hamiltonian
H =
1
2pi
∫
dx
(
uK(∇θ)2 + u
K
(∇φ)2
)
+
g
a
∫
dx cos (βφ) ,
(A1)
for which we derive the renormalization group equa-
tions for g and K to second order in the perturbation
g. We will finally use a duality relation to derive the
renormalization-group equations for g
∫
dx cos(βθ(x)).
The dimensionless β is related to the scaling dimension
via δ = β2/4.
Following Ref.,44 we require that the two-point corre-
lation function remain invariant under a change of the
low distance cutoff. We expand the interacting theory
zero temperature two-point correlation function
R(r1 − r2) = 〈eiφ(r1)e−iφ(r2)〉 (A2)
to second order in g.
The expansion of the correlation function (equivalently, of the partition function) to second order in the coupling
g is
R(r1 − r2) = 〈eiφ1e−iφ2〉0 + 1
23
( g
ua
)2 ∑
′,′′=±1
∫
d2r′d2r′′〈eiφ1e−iφ2ei′βφ′e−i′′βφ′′〉0,c (A3)
For brevity, we denote φ1 = φ(r1) etc. Integrals
∫
d2r ≡ u ∫∞
0
dx
∫∞
0
dτ . The connected correlation function means
〈eiφ1e−iφ2ei′βφ′e−i′′βφ′′〉0 − 〈eiφ1e−iφ2〉0〈ei′βφ′e−i′′βφ′′〉0.
In the gaussian theory correlation functions of products of exponentials are power-laws:〈∏
j
eiAjφj
〉
0
= δ
∑
j
Aj
 e−K2 ∑i<j AiAjF (ri−rj), (A4)
where F (ri − rj) ≡ log |r1 − r2|/a and the length a is the small distance cutoff. The simplest of these correlation
functions is the two-point correlation function R0(r1 − r2) = (a/|r1 − r2|)
K
2 .
The double integral in Eq. (A3) is dominated by contributions from nearby terms r′ ≈ r′′. Expanding in the small
parameter r = r′ − r′′, we arrive at:
R(r1 − r2) = R0(r1 − r2)
(
1 +
y2β2K2
25
F (r1 − r2)
∫
r>a
dr
a
( r
a
)3− β22 K )
.
We have introduced the dimensionless coupling constant y = gau . Approximating the parenthesis by an exponential
function yields
R(r1 − r2) ≈ e−K2 F (r1−r2)e
y2β2K2
25
F (r1−r2)
∫
r>a
dr
a (
r
a )
3− β
2
2
K
. (A5)
We express the two-point correlator as
R(r1 − r2) = e−
Keff
2 F (r1−r2) (A6)
with
Keff(a) = K − β
2y2K2
24
∫ ∞
a
dr
a
( r
a
)3− β22 K
. (A7)
The renormalization-group equations arise by requiring
that R(r1 − r2), or equivalently Keff, be invariant under
a change of the low distance cutoff. We may rewrite the
equation above as
Keff(a) = K − β
2y2K2
24
(∫ a+da
a
+
∫ ∞
a+da
)
dr
a
( r
a
)3− β22 K
= K − β
2y2K2
24
da
a
− β
2y2K2
24
∫ ∞
a+da
dr
a
( r
a
)3− β22 K
+ ...
The ellipsis denotes higher order terms in daa . Keff must
remain constant with respect to changes in the low energy
scale a → a + da. The Luttinger parameter K and the
coupling y must flow to accomodate these changes:
K(a+ da) = K(a)− β
2y2K2
24
da
a
. (A8)
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The rescaling of the integrand yields the equation for y
y2(a+ da) = y2(a)
(
a+ da
a
)4− β22 K(a)
. (A9)
Changing variable such that a(l) = ael yields the follow-
ing equations
dK
dl
= −β
2
24
y2K2,
dy
dl
=
(
2− β
2
4
K
)
y. (A10)
In the weak-coupling limit we approximate K(l) ≈ K(l =
0) and the second equation can be integrated to lead-
ing order in y. To obtain the analogous equations for
cos(βθ(x)), one needs to simply map K → K−1 in all
equations.
As the sine-Gordon term flows to strong coupling, the
spectrum will acquire a gap ∆, determined as follows.
We define the parameter l∗ at which y flows to strong
coupling:
y(l∗) = 1 =
ga
u
e
(
2− β24 K
)
l∗
. (A11)
Then, we use the fact that within our notations the gap
is defined as:
l∗ = ln
( u
∆a
)
(A12)
The asymptotic form for the gap ∆ then is
∆ ∼ u
a
y
1
2− β2
4
K . (A13)
If the sine-Gordon term was instead
∫
dx cos(βθ), then
this would be modified by replacing K → K−1.
Appendix B: Second order Hamiltonian for spinful
fermion ladders
This appendix contains the derivation of Eqs. (66)
and (84). For brevity, we omit from the equations con-
taining Hamiltonians the spatial integrals
∫
dx..., i.e. all
equations in this appendix represent Hamiltonian densi-
ties. Using Eq. (63) we write the hopping term H⊥ in
Eq. (61) in the continuum limit as
HI⊥ = −ga
∑
σ
∑
r,r′
[
(ψ1r,σ)
†ψ2r′,σe
ia′A⊥σ + H.c.
]
(B1)
= − g
2pi
∑
σ
eia
′A⊥σ ×
{
ei[−φ
−
ρ −θ−ρ +σ(−φ−σ−θ−σ )]ei(k
1
F−k2F )x + ei[−φ
+
ρ −θ−ρ +σ(−φ+σ−θ−σ )]ei(k
1
F+k
2
F )x
+ei[+φ
+
ρ −θ−ρ +σ(φ+σ−θ−σ )]e−i(k
1
F+k
2
F )x + ei[+φ
−
ρ −θ−ρ +σ(+φ−σ−θ−σ )]e−i(k
1
F−k2F )x
}
+ H.c.
Note that this part of the Hamiltonian is irrelevant if either one of the four fields φ1,2σ or φ
1,2
ρ is gapped (either
a spin gap or a charge gap develops in one of the chains). However, relevant contributions in Eq. (B1) give rise to
non-zero terms at second order in perturbation theory. The effective Hamiltonian density corresponding to order g
2
∆1σ
is [see the derivation in Appendix C], assuming that a spin gap ∆1σ has developed in chain 1:
HII,hf⊥ = −
pia
∆1σ
g2
{∑
σ
[
(ψ1−,σ)
†ψ2−,σ + (ψ
1
+,σ)
†ψ2+,σ
]
eia
′A⊥,σ + H.c.
}2
− pia
∆1σ
g2
{∑
σ
[
(ψ1−,σ)
†ψ2+,σ + (ψ
1
+,σ)
†ψ2−,σ
]
eia
′A⊥,σ + H.c.
}2
. (B2)
The square of Eq. (B1) contains as well a set of contributions which are proportional to exp(±2ikαFx). We have
dropped these contributions from Eq. (B2), since they are oscillatory at or near half-filling in each chain, kαF ≈ pi2a .
The first term of (B2) contains terms which are proportional to exp
[±2i(k1F − k2F )x], whereas the second term contains
contributions proportional to exp
[±2i(k1F + k2F )x]. Each of the two terms contains nonoscillatory contributions in
addition to the ones mentioned.
From (B2) we derive the effective Hamiltonian (66) of Sec. IV, corresponding to the case k1F + k
2
F =
pi
a , with
k1F 6= k2F so as to make umklapp terms irrelevant in each chain. In addition, assuming a spin gap in chain 1, ∆1σ,
terms proportional to exp(iθ1σ) are irrelevant. The resulting Hamiltonian at second order in perturbation theory is
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HII⊥ = −
g2
∆1σ
1
pia
{
4 + 4 cos(
√
2φ1σ) cos(
√
2φ2σ) cos(−2θ−ρ + a′A⊥,↑ + a′A⊥,↓)
+ 2 cos(
√
2φ1σ +
√
2φ2σ) cos
[−2φ+ρ + 2x(k1F + k2F )]
+ cos
[
a′A⊥,↓ + a′A⊥,↑ + 2x(k1F + k
2
F )− 2θ−ρ − 2φ+ρ
]
+ cos
[
a′A⊥,↓ + a′A⊥,↑ − 2x(k1F + k2F )− 2θ−ρ + 2φ+ρ
] }
. (B3)
Note that we have made explicit the oscillatory arguments 2x(k1F +k
2
F ). At half-filling k
1
F +k
2
F =
pi
a these are multiples
of 2pi, but we will be concerned in Sec. IV B with slight deviations from half filling.
From the analogue of (B2) in the case of a charge gap (∆1σ → ∆1ρ) we derive the effective Hamiltonian (84) of
Sec. IV C, corresponding to the case k1F +k
2
F =
pi
a , with k
1
F = k
2
F so as to make umklapp terms relevant in each chain.
In addition, assuming a charge gap ∆1ρ, all terms containing exp(iθ
1
ρ) are irrelevant. The resulting Hamiltonian at
second order in perturbation theory is
HII⊥ = −
g2
∆1ρ
1
pia
[
4 + 4 cos(
√
2φ1σ) cos(
√
2φ2σ) cos(a
′A⊥,↓ − a′A⊥,↑ + 2θ−σ )
+ 2 cos(2φ−σ ) cos(2φ
−
ρ ) + 2 cos(2φ
+
σ ) cos(2φ
+
ρ )
+ 4 cos(a′A⊥,↓ − a′A⊥,↑ + 2θ−σ ) cos(
√
2φ1ρ) cos(
√
2φ2ρ)
]
. (B4)
In Sec. IV C we will assume that Kσ is large enough such that the terms favoring the formation of a spin gap are
irrelevant, and then the simpler form remains
HII⊥ = −
g2
∆1ρ
1
pia
[
4 + 4 cos
(
a′A⊥,↓ − a′A⊥,↑ + 2θ−σ
)
cos(
√
2φ1ρ) cos(
√
2φ2ρ)
]
. (B5)
Apart from an additive constant, this is Eq. (84) in the main text.
Appendix C: Effective Hamiltonian at second order
in perturbation theory
In this appendix we derive Eq. (B2). The general result
can be summarized as follows. Let us consider a generic
gapped (∆) unperturbed Hamiltonian and a sine-Gordon
perturbation T . Assuming that correlation functions of
the perturbation are cut off at separation larger than the
correlation length ξ = u/∆ associated with the gap, an
effective sine-Gordon term of order T 2/∆ can approxi-
mate expectation values of arbitrary observables at sec-
ond order in T .
Let the gapped Hamiltonian density be
H(x) = H0[ϑ(x), ϕ(x)]− g
a
cos(αϑ(x)) +H′0[ϑ′(x), ϕ′(x)]
(C1)
where H0(x) (H′0(x)) is the Luttinger liquid Hamiltonian
for conjugate fields ϑ, ϕ (ϑ′, ϕ′). Let ∆ = u/ξ be the gap
associated with the ordering of ϑ due to the cosine poten-
tial, where u is the velocity of excitations characterizing
H0.
Let T (x) be a sum of sine-Gordon terms added as per-
turbations to H(x):
T (x) = − t
a
[cos(ϕ′(x)− ϕ(x)) + cos(ϕ′(x) + ϕ(x))]
(C2)
Importantly, the fields that T would pin do not commute
with ϑ pinned by H, and are therefore irrelevant. How-
ever, the term cos(2ϕ′(x)) that appears in T 2(x), can
order ϕ′, which commutes with ϑ. At second order in
perturbation theory in T there appear terms which are
relevant in the renormalization group sense, although T
itself is irrelevant.
The addition of T leads to the effective Hamiltonian
density:
Heff = H− pia
∆
T (x)2. (C3)
For any observable A, the expectation values with respect
to H+ T and with respect to Heff are equal up to order
T 2
〈A〉H+T = 〈A〉Heff . (C4)
In the remainder of this section we argue that this follows
from an expansion of the partition function.
Let us denote
∫ T ≡ ∫ dxdτT (x, τ). The proof of
Eq. (C3) follows from expanding an arbitrary expecta-
tion value to second order in T
23
〈A〉H+T =
Tr
{
e−
∫
dxdτ(H+T )A
}
Tr
{
e−
∫
dxdτ(H+T )}
=
[
〈A〉H − 〈(
∫
T )A〉H + 1
2
〈(
∫
T )2A〉H
] [
1 + 〈
∫
T 〉H − 1
2
〈(
∫
T )2〉H + 〈
∫
T 〉2H
]
+O
[
(
∫
T )3
]
= 〈A〉H + 1
2
[
〈(
∫
T )2A〉H − 〈(
∫
T )2〉H〈A〉H
]
+O
[
(
∫
T )3
]
. (C5)
In the last equality we have dropped all contributions at
first order in T . These contain the disordered field ϕ.
Now, let
d12 =
√
(x1 − x2)2 + u2(τ1 − τ2)2 (C6)
and let T1 ≡ T (x1, τ1). Consider the following T T cor-
relation functions
〈(
∫
T )2〉 =
∫
dx1dτ1dx2dτ2〈T1T2〉H
=
∫
dx1dτ1dx2dτ2R(d12) exp(−d12/ξ), (C7)
where R(d12) is a power law and ξ is the correlation
length associated with the gapped mode ϑ. Switching
to relative and center of mass coordinates, and assuming
β  0, we obtain the approximate form
Eq. (C7) = 2pi
∫
dXdη
∫
d(d12) d12R(d12) exp(−d12/ξ)
≈ 2pi(ξ − a)R(a)
∫
dXdη 1 ≈ 2piξR(a) (Lβ)
Then we may approximate
(
∫
T )2 =
∫
dx1dτ1dx2dτ2T1T2
≈ 2piξa
u
∫
dXdη T (X, η)T (X + a, η)
=
2pia
∆
∫
dXdη T (X, η)T (X + a, η)
=
2pia
∆
∫
T 2 (C8)
By replacing (
∫ T )2 ≈ 2pia∆ ∫ T 2 in Eq. (C5), we obtain
the lowest order contribution, of order T 2, to the expec-
tation value computed with respect to Heff. This proves
Eq. (C3).
Appendix D: Effective edge Hamiltonian
In this Appendix, we derive the effective edge theory
summarized in Sec. III F. The Hamiltonian is expressed
in Eq. (57), which we reproduce here
H = v
2pi
∑
α
∫
dx
[
K(∇θα)2 + 1
K
(∇φα)2
]
+
V⊥a
pi2
∫
dx(∇φ1)(∇φ2)
−2gn0
∫
dx cos(θ1 − θ2 −mφ1 −mφ2). (D1)
To obtain the effective gapless Hamiltonian describing
the edge chiral fields φ−1 ≡ φ2−1 and φ+1 ≡ φ1+1, we in-
tegrate out the gapped degrees of freedom in (D1). Im-
portantly, this relies on the assumption that the coupling
constant g is relevant, which assumes strong enough V⊥
(or long ranged intrachain repulsion), as explained in the
main text.
Readers may wish to skip the detailed calculation and
go directly to Eq. (D11), for the effective Hamiltonian
Hedge, and the discussion thereafter.
We recall here the linear transformations of fields in
Eqs. (50) and (53):
φαr = θ
α/m+ rφα, α = 1, 2, r = ±1,
φ = (−φ1−1 + φ2+1)/2, θ = (φ1−1 + φ2+1)/2. (D2)
The bulk fields obey the following algebra:
[φ(x), θ(x′)] = i
pi
2m
Sign(x′ − x), (D3)
therefore the momentum associated to φ is Πφ =
m
pi ∇θ.
The chiral fields obey:
[φαr (x), φ
β
p (x
′)] = irδαβδrp
pi
m
Sign(x′ − x). (D4)
The inverse transformations are
θα =
m
2
(
φα+1 + φ
α
−1
)
,
φα =
1
2
(
φα+1 − φα−1
)
,
φ2+1 = φ+ θ,
φ1−1 = −φ+ θ. (D5)
for α = 1, 2.
In terms of these variables, the sine-Gordon term is
−2gn0
∫
dx cos(2mφ). Let us assume that g is a large
energy scale, so that we can approximate the sine Gordon
term by the quadratic contribution, i.e.
− 2gn0
∫
dx cos(2mφ) ≈ 4m2gn0φ2 + const. (D6)
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In terms of φ, θ, φ+1 ≡ φ1+1, φ−1 ≡ φ2−1, the various contributions to Eq. (D1) are
∑
α
(∇θα)2 = m
2
2
[
(∇φ)2 + (∇θ)2]+ m2
2
[(−∇φ+1 +∇φ−1)(∇φ) + (∇φ+1 +∇φ−1)(∇θ)] + m
2
4
[
(∇φ−1)2 + (∇φ+1)2
]
,
∑
α
(∇φα)2 = 1
2
[
(∇φ)2 + (∇θ)2]− 1
2
[(−∇φ+1 +∇φ−1)(∇φ) + (∇φ+1 +∇φ−1)(∇θ)] + 1
4
[
(∇φ−1)2 + (∇φ+1)2
]
,
(∇φ1)(∇φ2) = 1
4
(∇φ+1 +∇φ)(∇φ−∇φ−1) + 1
4
∇θ(∇φ−1 +∇φ+1)− 1
4
(∇θ)2. (D7)
To obtain the effective dynamics φ−1 and φ+1 only,
we integrate out θ, then the gapped mode φ. This inte-
gration is easily performed in Fourier space. We use the
Fourier transform convention
f(r) =
1
βL
∑
q
fqe
iqr, (D8)
where r = (x, vτ), q = (k, ωn/v), qr = kx − ωnτ , and
the Matsubara frequencies are ωn =
2pin
β for all integer
n. The part of the action that depends on θ is
βLSθ =
∑
q
imkωn
pi
φkθ
∗
k +
∑
q
k2θkF
∗
k +
∑
q
Gkθ
∗
kθk.
(D9)
We defined
Fk =
[
V⊥a
4pi2
+
v
4pi
(
Km2 − 1
K
)]
(φ+1,k + φ−1,k)
Gk = −V⊥a
4pi2
+
v
4pi
(
Km2 +
1
K
)
. (D10)
For any field f that is a real-valued function of the coordi-
nate x, the Fourier transform has the property fq = f
∗
−q.
The θ integral is gaussian. We remark that the φ integral
introduces terms of order 1/g. We make the assumption
that g is large, and find that all contributions from the
φ integral contain terms quartic in derivatives, which we
drop. Fourier transforming back to real space, the re-
maining effective action yields the following Hamiltonian
for the “edge” degrees of freedom
Hedge =
∫
dx
{
A
[
(∇φ+1)2 + (∇φ−1)2
]
+B(∇φ+1)(∇φ−1)
}
(D11)
where the coefficients are given by
A =
v
8pi
(
Km2 +
1
K
)
+ A¯
B =
V⊥a
2pi2
+ A¯
A¯ =
1
4pi
[
V⊥a
pi + v(Km
2 − 1/K)]2
−V⊥api + v(Km2 + 1/K)
. (D12)
Equivalently, these describe a Luttinger liquid with effec-
tive velocity of excitations and Luttinger parameter
v2eff = (A−B)(A+B), K2eff = (A−B)/(A+B). (D13)
It is instructive to consider a simple case. In the limit
K = 1/m, there must be no backscattering term in chain
α of the form (∇φα+1)(∇φα−1). Note as well that this
value corresponds to long ranged repulsive interactions
in each of the bosonic chains.44 Let us assume that V⊥
is small while the sine-Gordon term in (D1) is relevant
in the renormalization group flow. For small enough V⊥,
we approximate
A ≈ mv
4pi
, B ≈ V⊥a
2pi2
, A¯ = O(V 2⊥). (D14)
That is, all backscattering terms in the effective Hamilto-
nian arise from V⊥. The resulting Luttinger liquid Hamil-
tonian is characterized by the following velocity and Lut-
tinger parameter
v2edge = (pimv − 2V⊥a)(pimv + 2V⊥a),
K2edge =
pimv − 2V⊥a
pimv + 2V⊥a
. (D15)
A useful check is to set V⊥ = 0. In this limit all backscat-
tering terms between the remaining gapless chiral fields
must be absent, and the edge is described by the chiral
Luttinger liquid Hamiltonian,
Hedge = mv
4pi
∫
dx
[
(∇φ+1)2 + (∇φ−1)2
]
. (D16)
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