Abstract-This paper focuses on scheduling antennas to track satellites using a novel heuristic method. The objectives pursued in developing a schedule are twofold: 1) minimize the priority weighted number of time periods that satellites are not tracked, and 2) equalize the percentage of time each satellite is uncovered. The heuristic method is a population-based local search tailored to the unique characteristics of this problem. In order to validate the performance of the heuristic, bounds are developed using Lagrangian relaxation. The heuristic method and the bounds are applied to several test problems. In all cases, the heuristic identifies a solution that is better than the upper bound and is generally closer (but obviously larger) than the lower bound with about an order of magnitude reduction in computation time. Finally, a comparison with CPLEX 12.7 is provided.
I. INTRODUCTION

S
ATELLITE range scheduling (SRS) is the process of scheduling antennas to track satellites in an efficient manner, which satisfies the requirements set by customers. For a survey of the SRS problem, see [1] . SRS was pioneered by the Air Force Institute of Technology (AFIT) in [2] - [4] . Using the U.S. air force satellite control network, AFIT communicates with a variety of satellites via antennas at ground stations. Though AFIT has automated SRS, much scheduling is routinely done manually.
An SRS problem consists of a set of antennas and a set of satellites. Conditions such as multiple antennas covering a satellite at the same time or an antenna covering more than one satellite at a time may or may not be allowed. When there is only a single antenna, the problem is called single-resource range scheduling (SiRRS); otherwise it is called multiresource range scheduling. If an antenna can communicate with a satellite, it generally can do so only during certain time ranges called passes (aka in-view periods) when the satellite is above the horizon with respect to the antenna. During a satellite's pass, there may be certain time periods when communication is more important than other time periods. We refer to these periods as high-priority periods. A satellite's coverage by an antenna may or may not allow for interruption during a pass. Preemption occurs when the tracking of a satellite's pass by an antenna is interrupted. These concepts are illustrated with the scenario presented in Fig. 1 where a single antenna (A1) has been tasked to track three different satellites: S01, S02, and S03. Since Satellite 1 (S01) is below the horizon, it is not in view and cannot be tracked. Satellite 2 (S02) is initially tracked from point A to B, but is preempted so that A1 can be retasked to track Satellite 3 (S03), which is considered to be in a high-priority period. Several metrics may be optimized based on the chosen requirements. Some metrics include number of covered or uncovered passes, weighted covered or uncovered pass times, and percentage coverage time for a satellite.
The variety of constraints encountered in SRS makes a single exact solution method difficult. For large-scale problems, mixed-integer programing often becomes implausible, necessitating the use of a heuristic. Many heuristic techniques can be used to create a schedule that satisfies required constraints. However, heuristics generally have no knowledge of how close their solutions are to optimal. This paper develops a heuristic method to create a feasible schedule and provides evidence that the schedule is close to optimal relative to a mixed-integer program (MIP). We formulate the MIP to model our SRS problem. We then use a population-based metaheuristic to create a schedule which satisfies all constraints in the MIP while aiming to minimize the objective function. For large-scale problems, the MIP will not finish solving in a reasonable amount of time, so we develop a Lagrangian relaxation approach to provide a lower bound and upper bound on the optimal objective function value. If a schedule's objective is close to this lower bound, then the schedule's effectiveness is substantiated.
II. LITERATURE REVIEW
Several varieties of SRS problem formulation and solution procedures have been presented in the literature. For a survey of the SRS problem, see [1] . The pioneering work was done by three Master's students in their theses at AFIT in [2] - [4] . These works focus on SRS with fixed time coverages and an objective of minimizing the number of unscheduled passes. In [2] , Gooley used a two-phased approach to create a schedule. The first phase schedules as many low-altitude passes as possible, while the second phase schedules as many additional high-altitude passes as possible. Similarly, Schalck scheduled low-, medium-, and high-altitude passes in three phases using MIPs in [3] . Finally, a genetic algorithm called genitor was developed in [4] by Parish. A thorough performance analysis of these three algorithms was carried out in [5] . In the analysis, the algorithms were tested on SiRRS, and the researchers found that a greedy branchand-bound based machine-scheduling algorithm outperforms all three algorithms. However, for large-scale problems, genitor outperformed the machine learning algorithm as well as the altitude-phase algorithms. In [6] and [7] , Barbulescu et al. reexamined the SRS problem and suggested that an objective function minimizing schedule overlaps may be used instead of one that minimizes missed passes.
In [1] , Alvarez and Erwin unified SRS notation and criteria across the literature. Additionally, they developed an exact graph algorithm for solving several variations. However, all variations of the SRS considered in [1] omit coverage preemption-a criterion that we specifically want to include. Preemption occurs for a single pass when coverage is noncontiguous due to intermittent uncovered periods or when there are multiple coverage periods by different antennas. The last section of [1] focused on advanced SRS problems involving uncertainty.
An integer programing approach was developed by Vasquez et al. in [8] . In the programming approach, the various passes were prioritized using weights, and the sum of the weights over tracked passes was maximized in the objective. Whole passes were either covered by one antenna or ignored. In contrast, we are concerned with scheduling antennas to individual time periods (e.g., single minutes) within a pass.
Marinelli et al. [9] presented Lagrangian relaxation heuristics for solving an SRS problem that maximizes revenue while satisfying resource, precedence, and technological constraints. Their problem also either completely schedules coverage of a pass or ignores it. Unlike other SRS problems, they use time indexing in order to handle the schedule requirements. Having time as an index is what makes solving such an MIP or IP difficult to solve. For large problem instances, either a column generation or Lagrangian relaxation approach is necessary.
In [10] , Xhafa et al. used a tabu search to solve an SRS problem with variable coverage time within a pass. However, preemption of coverage is not allowed in their SRS problem.
Instances of various sizes are solved, and they demonstrate that efficient schedules are created quickly.
This paper contributes to the literature associated with the SRS problem in the following four ways. First, ours is the first paper in this domain that focuses on the dual objectives of minimizing weighted uncovered time while maximizing service quality via minimizing the maximum percentage of uncovered time across all satellites. Second, we explicitly include antenna retasking time in the formulation (which substantially complicates the identification of an effective solution procedure). Third, we develop a novel population-based local search (PLS) to solve large instances of this problem. Finally, we establish the quality of that solution by deriving a valid lower bound.
Since we focus on the use of hybrid metaheuristics, it is important to examine related literature in this domain. The hybrid metaheuristic memetic was developed by Moscato [11] . Memetics are hybrid between a population-based global search and a local search embedded within the global search. The "meme" component of their name stems from the fact that they incorporate knowledge of the problem into the heuristic rather than only having evolutionary techniques. In [12] , Moscato explored how to effectively incorporate tabu search into a memetic.
An evolutionary tabu search algorithm was used to create a season schedule for the National Hockey League (NHL) in [13] . In the search algorithm, Costa successfully embeded a tabu search inside of a memetic algorithm. His algorithm starts by choosing an initial random population. Then, a random subset biased toward the fittest of the population is chosen to do a crossover. After the crossover, each schedule in the new generation of schedules undergoes a tabu search before another crossover phase occurs. The NHL scheduling problem has far fewer variables than our SRS problem but the constraint set is far more complex.
We focus on a PLS. Pasia et al. [14] used this same strategy to develop solutions to a routing problem. There are a number of solution procedures that integrate the idea of local search and a population via the design of a cooperation mechanism between different instances of the local search. A common form for this cooperation is the application of the proximate optimality principle, a widely used concept in the heuristics literature that good solutions have similar features. An algorithm of this nature applied to a multidimensional knapsack problem is shown in [15] . These ideas applied in the context of tabu search for the traveling salesman problem and knapsack problems are shown in [16] . Finally, there is substantial similarity between the algorithm described in this paper and parallel local search. For example, Rashid et al. [17] described a parallel implementation of local search for simplified protein structure prediction where each processor uses local search on a distinct initial solution for a fixed number of iterations. Those solutions are then merged, duplicates are removed, and a subset is allowed to progress.
III. FORMULATION
Our SRS problem assumes that there are multiple antennas and multiple satellites. For each satellite, there is a set of antennas that can cover it. No single antenna is allowed to cover more than one satellite at a time, and no satellite can be covered by more than one antenna at a time. We consider schedules at minute resolution for seven days. Each satellite has multiple in-view time periods (passes), and each minute within a period has a weight indicating coverage importance. If a minute is high-priority, the weight is much larger than 1. Otherwise, the weight is 1. Preemption is allowed in our model (that is, an antenna can stop covering a satellite while the satellite is still in-view, presumably because there is a higher priority satellite that requires coverage at that point of time), and more than one antenna can be used to cover an in-view time block (but not during the same time periods). However, a fixed amount of time is required when switching an antenna from tracking one satellite to another. Our SRS problem is to create a schedule over a given time span, which meets these requirements, minimizes weighted untracked time periods, and encourages equal percentage coverage among all satellites. Next, we formulate this optimization problem as an MIP.
A. SRS Optimization Problem
Suppose that there is a set of satellites S and a set of antennas A. Let A s be the set of the antennas that is allowed to track satellite s. Denote T as the set of time periods the schedule spans. Then, X t as is a binary decision variable that takes on a value of 1 when satellite-time block pair s is tracked by antenna a in time period t and takes 0 otherwise
Constraint (1) ensures that satellites are not tracked by unavailable antennas. Since an antenna can only track one satellite during a single time period, constraint (2) as given below must hold
Let the binary parameter f 
Constraints (4) and (5) give the binary restrictions on the decision variables X
The number of time periods required for an antenna to be retasked from one satellite to another is denoted by n. During this retasking time, the antenna cannot track any satellite. The constraint given in (6) enforce this requirement
For a given time period t, the left-hand side of constraint (6) is zero if satellite s is being tracked by antenna a. Suppose that the left-hand side is zero (and hence antenna a is tracking satellite s), then the right-hand side requires that antenna to be used in up to the next n time periods (after period t), it can only track that same satellite (and cannot be used to track any other satellite during the next n periods). Conversely, if the left-hand side is n (because antenna a is not being used to track satellite s in period t), there is no restriction on the use of antenna a in the next n periods.
Let T s be the set of time periods that satellite s is visible. Then, the number of time periods that satellite s is visible can be calculated as follows:
. A desirable trait in the solution is having this value as small as possible across all satellites; hence, the following constraint below compute the maximum fraction uncovered time across all satellites (M)
The objective of the optimization is then to minimize objective function (8) , where c t s indicates the relative importance of tracking satellite s during time period t and is zero if the satellite is not in view. Further, β is the relative importance of minimizing the maximum fraction of time uncovered across all satellites in comparison to minimizing the total weighted penalty of not tracking satellites when they are in view
The SRS optimization model is to minimize objective function (8) subject to constraints (1)- (7).
IV. SOLUTION PROCEDURE
To facilitate the description of the PLS, a metric and two functions to be used in the algorithm are described. Next, two methods to create initial solutions are presented. Afterward, the solution algorithm is given.
A. Coverage Overlap Metric
Given a time block b and an antenna a, the coverage overlap metric indicates how much capacity the antenna has for covering the time block. Let b t be the weight of time period t for block b, and let a t be the weight of time period t for the time block that a is already covering. If a covers no satellite at time t, then a t is zero; otherwise, it is the importance of covering the satellite already assigned during that time period. Then, the coverage overlap metric is defined as follows:
As an example, Fig. 2 illustrates a situation where a candidate time block, TB-insert, is considered for assignment to one of the two antennas, A1 or A2. 
B. Conflict Resolution Function
Given a preliminary assignment of antennas to satellite-time blocks, the conflict resolution function creates a schedule with no conflicts. The function is effectively as follows.
Step 1: Iterate over each time period t. If t is a high-priority minute for at least one satellite, then swap antenna assignments so that as many satellites with t as a high-priority minute are covered with no conflicts.
Step 2: For each satellite, calculate the total number of inview time periods. Then, calculate the proportion of in-view time for each satellite.
Step 3: Split the low-priority periods of coverage for the satellites so that coverage is proportional to the values calculated in step 2. While doing so, ensure that no conflicts remain and there are at least n minutes between an antenna's coverage of one satellite and coverage of a different satellite. To illustrate, assume the same situation as depicted in Fig. 2 with the assignment of the TB-insert made to A2 due to the highpriority region in A1. The A2-after entry in Fig. 3 demonstrates how the overlap conflict is resolved when adding the TB-insert. Assuming n = 2, the conflict resolution procedure assigns partial coverage to each overlapped time block in an approximately proportional manner and has 2 min between tracked blocks. For instance, the overlap of the second block assigned to A2 in Fig. 2 begins in period 13 and the block to be inserted ends in period 18. Hence, the coverage for that existing block is removed until time period 16, about halfway between time periods 13 and 18. Similarly, the overlap between the first block already assigned to A2 begins in period 8 and ends in period 10. This implies that the mid point is approximately time period 9. The coverage for the first block ends at the conclusion of time period 7. Similarly, the coverage of the inserted block ends in period 13. It is important to notice that some of the time block associated with the TB-insert is still not covered (i.e., periods 8-9 and 14-18) and the satellite assigned to A2 in Fig. 2 is no longer covered in periods 8-10 and 13-15.
C. Track Period Extension Function
Assume an antenna-satellite schedule with no conflicts and at least n minutes between coverage of two different satellites by an antenna. Track period extension ensures that antennas are maximally utilized by extending the lengths of individual track periods (contiguous periods of coverage). The computation is as follows.
Step 1: For each satellite, find all minutes t where an antenna either stops coverage during the next minute or begins coverage at minute t.
Step 2: If an antenna stops coverage during the next minute, calculate the number of minutes until coverage begins again. If the antenna's coverage is on a different satellite, extend the track period so that the gap is minimal, yet no smaller than n minutes.
Step 3: If an antenna begins coverage at minute t, calculate the number of minutes between the end of the previous time block and minute t. If the antenna's coverage is on a different satellite, extend the track period so that the gap is minimal, yet no smaller than n minutes.
Step 4: Schedule antennas to cover any remaining uncovered time periods so that coverage gaps between two different satellites are no more than n minutes long. In summary, this function only extends the coverage of a block with the same antenna if there is time available in that antenna's schedule or adds a new block to an antenna's schedule if there is sufficient time available (including retasking time); hence, there may be blocks or portions of blocks that remain uncovered at the end of this function.
As an example, in Fig. 4 , the bounding box around each track period in entry A1-before shows the in-view time of the associated satellite's time block. The initial tracked time for track period S2 is from time 7 to 8, which leaves two uncovered gaps that are both longer than two time periods (the minimum duration). Since the full in-view period for the time block associated with S2 runs from time 6 to 9, the S2 track period can be extended to the maximum allowed duration, decreasing the uncovered gap periods. Since there is still an uncovered gap longer than two time periods between S2 and S3, the time block S4 (in entry TB-insert) can be selected to receive the remaining coverage, which gives the final schedule as shown in entry A1-after. Note that block S4 is truncated to fit the empty gap and honor the minimum gap between track periods.
D. Minimizing the Maximum Untracked Fraction Function
In order to minimize the maximum untracked fraction of time across all satellites, the following algorithm is applied to candidate solutions.
Step 1: For each satellite, divide the total untracked in-view time by the total in-view time to get the fraction of untracked time.
Step 2: Determine the mean value m of the untracked fraction across all satellites and sort the satellites in decreasing order by fraction of untracked time.
Step 3: Find the satellite s 1 closest to the top of the list, which has a track period r 1 that can be increased in duration without violating the in-view constraints for that period. Also ensure that the increased track period does not overlap with a track period on a different antenna covering this satellite.
Step 4: Find the satellite s 2 closest to the bottom of the list, which has a track period r 2 that is covered by the same antenna as r 1 . Shift enough tracked time from r 2 to r 1 so that s 1 s untracked in-view time does not fall below m and s 2 s untracked in-view time does not go above m. Steps 3 and 4 are iterated until there are no candidate track periods that can be used for shifting time or all satellites fall within a small range from the mean fraction untracked.
The following two algorithms create random feasible schedules.
Algorithm 1
Step 1: Iterate over each satellite-time block b.
Step 2: For each antenna a, calculate O(a, b).
Step 3: Assign the antenna with the minimum coverage overlap metric from Step 3 to block b.
Step 4: Apply the conflict resolution function.
Step 5: Apply the track period extension function.
Algorithm 2
Step 1: For each satellite-time block, assign either a random antenna or no antennas.
Step 2: Apply the conflict resolution function.
Step 3: Apply the track period extension function.
For the local search, we define a neighborhood of a schedule as a feasible schedule obtained by swapping a single antenna for one track period. Given a track period, the random neighbor generation algorithm creates a random neighbor.
Random neighbor generation algorithm
Step 1: Assign a random antenna other than the one already covering the track period.
Step 3: Apply the track period extension function. Finally, the PLS is as follows.
PLS algorithm
Step 1: Given a population size M , create an initial population by using Algorithm 1 to create 1 4 M schedules and Algorithm 2 to create 3 4 M schedules.
Step 2: Calculate the objective value using objective (8) for each schedule in the population.
Step 3: Randomly choose 3% of the population biased toward the best schedules as measured by the values from Step 2. Apply the tracked percentage equalization function to each.
Step 4: For each schedule in the population and each track period in that schedule, use the random neighbor generation algorithm to create a neighbor. If any of these new schedules has been generated before, discard it and generate a replacement.
Step 5: Calculate the objective value for each new schedule.
Step 6: Sort all schedules in the population in order of increasing objective value and keep the top 6 M (population size) schedules.
Step 7: If a sufficient number of iterations have occurred, then exit the algorithm and report the schedule with the lowest (best) objective value. Otherwise, go to
Step 3.
V. BOUNDS
We propose a Lagrange relaxation method [18] to provide a lower bound as well as a feasible solution consistent with the upper bound. These two objective function values and solution can be used as a point of comparison with the solutions provided by the heuristic.
Let λ s be the multipliers that correspond to constraint (7). Further, let K(s , s) = 1 if s and s are different satellites and 0 otherwise. Then, constraint (6) becomes Then, the Lagrange function for the given λ, δ ≥ 0 is defined as follows: 
subject to constraints (1)- (5). The Lagrange optimization is to maximize L(λ, δ) subject to λ, δ ≥ 0.
We make two observations. One observation is that (11 ) subject to constraints (1)- (5). The other observation is that the above-mentioned optimization problem (IP) is an assignment problem for the given λ, δ ≥ 0. Thus, we can replace binary constraints (4) and (5) by constraints
which leads to an LP. Note that the dual of this LP is as follows:
Then, the Lagrange optimization is as follows: 
subject to
and constraints (13)- (15). With this as preparation, we propose a two-stage decomposition solution procedure based on the Lagrange relaxation as follows.
Step 1: Solve Lagrange relaxation with objective function (16) subject to constraints (13)- (15) and (17)- (18) to get the optimal multipliers λ, δ.
Step 2: Based on the optimal multipliers λ, δ, solve the assignment problem with constraints (1)- (5) and objective function (11 ) to get the lower bound solution X.
Step 3: Run the original MIP (1)- (8) The key idea behind the method is that if the optimal multipliers from the relaxation are positive, then ideally constraint (6) are satisfied. However, the solution from the assignment problem may violate these constraints; hence, we interpret positive multipliers δ t as associated with positive decision variables X t as as a signal that there may be too many satellites assigned to antenna a in period t. Note that X t as = 0 always satisfies the constraint. Thus, we first fix X t as = 0 in Step 3 and, then, allow the variables to be changed back to 1 so as to seek improvement in Step 4.
VI. ILLUSTRATIVE EXAMPLE
In the example (extracted from one experiment using the 12.2.4 antenna-satellite configuration in Table I ), the first 8 h of the time horizon are displayed. Since only 7 of the 12 satellites are in view during this period, only those satellites are displayed (i.e., satellites 2, 4, 6, 8, and 10 are omitted). In Fig. 5 , satellites are in view during the "high" periods of the square waves and have high priority during the even higher "nub" periods (i.e., the two periods marked with an "X" in S03 and S12 are high priority). To illustrate, there are no high-priority periods for S01 though there are in-view periods worthy of antenna coverage. In contrast, S03 is in view from time 00:00 to 03:39 and it is of high importance that the satellite be tracked from time 00:00 to 00:29. Fig. 6 illustrates the first 8 h of a schedule developed by the PLS for experiment 12.2.4. Notice that the high-priority periods for S03 and S12 are both covered by A1. On comparing the PLS schedule (see Fig. 6 ) to the Lagrangian relaxation-based upper bound solution (LR-UB) illustrated in Fig. 7 , it is useful to notice that the PLS algorithm tends to favor a smaller number of longer tracked time blocks to promote greater antenna utilization as compared to the LR-UB solution (98.6% utilization versus 96% for LR-UB). The total number of contiguous tracked blocks for the PLS solution is 137 versus 409 for the LR-UB solution. This generally leads to a larger number of satellite tracked minutes in the schedules created by the PLS solution in contrast to those suggested by the LR-UB. In this case, the difference is 19 890 total tracked minutes in comparison to 19 360 in the LR-UB solution. This characteristic is relevant because it indicates that fewer tracked minutes are lost when there are fewer antenna retasking periods.
VII. COMPUTATIONAL PERFORMANCE
To assess the performance of the PLS heuristic, ten experiments were conducted and compared against using the Lagrangian relaxation approach as well as a standard MILP solver applied to our SRS formulation in Section 3.1. The standard MILP optimization used CPLEX 12.7 [19] and was run on a 12-core (24-CPU) Intel Xeon E5-2620 v3 CPU running at 2.4 GHz with access to 32 GB of RAM. The Lagrangian relaxation optimization used CPLEX 12.3 and was run on a six-core Intel Xeon X5650 CPU running at 2.67 GHz with access to 36 GB of RAM. The PLS optimization was run on an 18-core Intel Xeon E5-2697 v4 CPU running at 2.3 GHz with access to 16 GB of RAM. In order to ensure a similar comparison between the different systems, the PLS algorithm and MILP solver were both limited to running six threads. In Tables I-IV, the column marked S.A.R. indicates the number of satellites, antennas, and the run number. The difference between the runs with same number of satellites and antennas is the pattern of the in-view periods and high-priority periods. Table I describes the character of the satellite in-view periods for which each experimental schedule is generated. The In-View column defines the average percentage of the overall schedule duration (time horizon) that satellites are in view of all antennas (can be tracked). The High Priority column defines the average percentage of time periods that are high priority. For example, if we consider only satellites S01 and S03 in the first 8 h of Fig. 6 , S01 is in view 291 out of 480 min (60.6%) and S03 is in view 220 out of 480 min (45.8%) for an average in-view time of 53.2%. The 30 min of high-priority in-view time out of 220 min total in-view time for S03 translates to 13.6% of time periods designated as high priority. The Supply Exceeded column defines the percentage of time periods for which there are more satellites in view than there are antennas to track them. The 2xSupply Exceeded column defines the percentage of time periods for which there are more than twice the number of satellites in view than there are antennas to track them. For example, in Fig. 5 , there are three satellites in view from 02:52 to 03:39 (S03, S05, and S12) that would be counted as a "Supply Exceeded" period since there are only two antennas. Similarly, there are four satellites in view (S01, S07, S09, and S12) from 07:13 to 08:00 that are counted as both a "Supply Exceeded" and a "2xSupply Exceeded" periods. Table II gives the size of each problem instance. The problems have from about 28 000 to 260 000 integer variables and as many as 270 000 constraints. Table III gives the objective function value for the solutions given by the PLS algorithm and the Lagrangian relaxation lower and upper bound solutions. We denote the Lagrangian relaxation's lower and upper bounds as LR-LB and LR-UB, respectively. It is important to remember that the LR-LB is a valid lower bound on the true optimal solution's objective function value (LB Obj.), but it is not associated with a feasible solution. In contrast, LR-UB (LR-UB Obj.) is associated with a feasible solution. Table III gives the percentage difference between the TABLE II  PROBLEM SIZE   TABLE III Notice that the PLS algorithm's solution objective value is generally quite close to the LR-LB objective value in all cases. Additionally, the PLS algorithm generates a better solution in under 1 h than CPLEX solving formulation SRS (see Section 3.1) for 48 h in six out of ten cases (see Table IV ). This result suggests that the heuristic method can produce a high-quality solution at a much lower computational cost. Table IV gives the results produced by running the same experiments using formulation SRS and the CPLEX 12.7 solver for 2880 min (48 h). As in the Lagrangian relaxation solution, the CPLEX MIP lower bound (LB Obj) is not a feasible solution but gives a lower bound to the optimal solution. In contrast, the upper bound (UB Obj) is the best feasible solution that CPLEX found in the given run time. The column labeled "Equal Time" is the duration in minutes required for CPLEX to find an equivalent solution in terms of the objective value (where applicable). Clearly CPLEX had difficulty with several of the problem instances.
From a runtime perspective, the PLS algorithm outperforms the LR algorithm by at least a factor of 2 (12.2.3) and in one case by as much as a factor of 132 (16.4.9) . For the CPLEX runs, a fixed duration was chosen since none of the CPLEX experiments can finish in under a week's time. The PLS runs between one and two orders of magnitude faster on all runs. For those experiments where CPLEX produced a better feasible solution, the PLS algorithm ranged from roughly 3 times to 250 times faster as compared to the CPLEX solve time for achieving a comparable solution.
VIII. CONCLUSION
This paper has developed a novel formulation and computationally effective solution procedure for the SRS problem. The formulation focuses on the dual objectives of minimizing priority-weighted uncovered time and balancing the coverage across satellites as measured by the fraction of time satellites are not covered. The heuristic method developed uses a PLS tailored to the characteristics of this problem. Motivated by a desire to understand the performance of the heuristic, both Lagrangian relaxation and a standard MILP are used to identify upper and lower bounds. A computational study illustrates that the heuristic can more quickly produce solutions that are better than the upper bound identified by Lagrangian Relaxation and are actually quite close to the lower bound.
Additional research is important in at least the following couple of areas. First, in some applications, it is important that each time block receives a given minimum number of periods of antenna coverage; hence, integrating this constraint into the formulation and solution procedure is important. Second and related, often as the number of periods not covered in a time block increases, the negative impact increases at an increasing rate. Extending the objective to consider these aspects is important.
