ABSTRACT: The Pixel Detector of the ATLAS experiment has shown excellent performance during the whole Run-1 of the Large Hadron Collider (LHC). Taking advantage of the Long Shutdown 1 (LS1), during 2014/2015, the Pixel Detector was brought to surface to equip it with new service panels and to repair modules. The Insertable B-Layer (IBL), a fourth layer of pixel sensors, was installed in between the existing Pixel Detector and a new beam-pipe at a radius of 3.3 cm. To cope with the high radiation and increased pixel occupancy due to the proximity to the interaction point, two different silicon sensor technologies (planar and 3D) were used and a new readout chip has been designed with CMOS 130 nm technology with larger area, smaller pixel size and faster readout capability. Dedicated design features in combination with a new composite material were considered and used in order to reduce the material budget of the support structure while keeping the optimal thermo-mechanical performance. An overview of the lessons learned during the IBL project is presented, focusing on the challenges and highlighting the issues met during the production, integration, installation and commissioning phases of the detector. Early performance tests using cosmic and beam data are also presented.
Introduction
The ATLAS Pixel Detector [1] is the innermost part of the ATLAS [2] tracking system and has shown excellent performance during Run-1 of the Large Hadron Collider (LHC) [3] . For the Run-2, the ATLAS Pixel Detector is composed of four barrel layers of pixel sensors and two end caps of three pixel sensor disks each. The outermost three barrel layers and the disks are the originally designed Pixel Detector installed for Run-1. The fourth layer, closest to the beam pipe is called Insertable B-Layer (IBL) and was installed in the Long Shutdown 1 (LS1). Fig. 1 shows the ATLAS Pixel Detector without the IBL. The whole system is inside a 2 T magnetic field generated by a superconducting solenoid and allows charged particle tracking in the pseudo rapidity range of |η| < 2.5 1 . The high granularity and high resolution of the Pixel Detector is essential to the reconstruction of charged particle trajectories, especially the identification of primary and secondary vertices and jets from b quarks.
New service quarter panels and modules recovery
At the beginning of Run-1 the fraction of disabled modules was 2% and reached 5% at the end of Run-1. The most common sources of failures were faulty optoboards, electrical-to-optical converter boards, due to failure of the lasers. A complete list of module failures is listed in Fig. 2 [4] . To allow repairs, the existing Pixel Detector was taken out of ATLAS at the end of Run-1, disassembled and equipped with new services, called new Service Quarter Panels (nSQP) [5] . All cooling and powering connections between the detector and the outside services are provided by the nSQP. 1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ ) are used in the transverse plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ /2). There is a total of eight nSQP, four per side of the detector. The installation of new services allowed refurbishment of the existing ones, the upgrade of the optoboards and new optical fibres installation. The optoboards on the nSQP can now be removed from the detector for maintenance.
The number of optical links for the outermost layers have been increased to avoid saturation, even in case of luminosities up to 3 × 10 34 cm −2 s −1 . Thanks to the refurbishing and the installation of the nSQP, the number of disabled modules for the original three layer Pixel Detector was brought down to 2%. Counting IBL, the ATLAS Pixel Detector is now a full four layers, 92 million channels pixel detector with 99.0% operational fraction.
The Insertable B-Layer
The IBL [7] was designed to withstand a high luminosity environment and had to overcome technologic challenges set by the high granularity and the required bandwidth of the readout chips. The IBL consists of 14 pixel supporting structures, called staves, each one containing 20 modules with 32 Front-End (FE-I4) chips. Twelve planar sensors equipped with two front-end chips are located at the centre of each stave and four 3D sensors equipped with single chips at each edge. Each pixel has a size of 50 µm × 250 µm. The staves are all mounted on the Inner Positioning Tube (IPT) supporting their extremities and holding services. The new beam pipe is located inside the IPT and was inserted into the IPT before the IBL integration. The IBL is supported by the IBL Support Tube (IST), installed inside the B-Layer of the Pixel Detector. The IST provides both support and initial position reference of the IBL with respect to the Pixel Detector. Each module is supplied with power and read out via a multilayer flex-circuit, glued to the outside of the stave. The radiation length for the total IBL package is X/X 0 = 1.9%, with contributions of X/X 0 = 0.6% from the modules, of X/X 0 = 0.6% from the carbon fibre support staves with cooling and of X/X 0 = 0.7% from all support cylinders and services, X 0 being the radiation length. The most important problems that had to be faced during production and commissioning are discussed in the following section. The most important problems that had to be faced during production and commissioning are 44 discussed in the following section. 
Challenges during installation and commissioning
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Crystalline residues on the flex of the staves, next to the wire bond were observed during the IBL 47 production. Those residues were due to a corrosion process of the wire-bonds caused by condensa- During production, wire bonds of the IBL were not encapsulated, as it can be seen on Fig.4 .
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Wire bonds in a strong magnetic field, approximatively 2T, undergoing a level 1 Trigger signal,
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square signal being sent at maximum at a rate of 40MHz, will cause the wire bond to oscillate under to the resonant frequency of the wire bond. This might be the case for certain L1 accept frequencies,
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corresponding to a certain bunch grouping configuration from the LHC. Controlled tests [7] showed 63 that for a signal current of 100mA in a wire bond of 2.8mm, the resonant frequency is 9.4 kHz, as 64 it can be seen on Fig. 4 . In order to make sure that no oscillating frequency will break the wire
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Challenges met during installation and commissioning
Crystalline residues on the flex of the staves, next to the wire bonds were observed during the IBL production. Those residues were due to a corrosion process of the wire-bonds caused by condensation on the stave. This condensation occurred during thermal cycling which is part of the mechanical integrity and quality insurance tests. The wire bonding quality was assessed by mechanical pull tests for the entire production. The corrosion takes place only if condensation occurs, therefore the IBL detector is permanently flushed with nitrogen in the inner detector volume and a careful monitoring of the temperatures and humidity levels is performed. The coldest temperature expected for the IBL is estimated to be -35 • C, the dew point measured at the exhaust of the IBL volume is below -70 • C. During production, wire bonds of the IBL were not encapsulated. The wire bonds transmitting square signals at a rate up to 40 MHz and immersed in the central ATLAS magnetic field can reach an oscillation resonance. This might be the case for certain trigger accept frequencies, corresponding to a certain bunch group configuration from the LHC. Controlled tests [8] showed that for a signal current of 100 mA in a wire bond of 2.8 mm, the resonant frequency is 9.4 kHz. To prevent breaking of wire bonds at resonance frequencies, a fixed frequency trigger veto is applied to filter out problematic trigger signal frequencies. The expected impact on the data taking at LHC design capabilities is estimated to be less than 1%.
The IBL shows significant displacement in R-ϕ, R being the distance measured from the interaction point in the plane perpendicular to the beam pipe and ϕ the angle in the plane perpendicular to the beam pipe. This effect is due to the thermo-mechanical strains on the mechanical structure. The displacement in ϕ is due to the strains put on the central ring holding the IBL that forces a rotation of the staves. The displacement in R is due to the strains put on the staves themselves. This effect has been studied through careful Finite Element simulation of the IBL structure from which a render of the simulation can be seen in Fig. 3 . A correction has been applied based on extensive cosmic ray mapping [9] and precise simulations to quantify the impact on the reconstruction and resolution. This study shows no loss in resolution as can be seen in Fig. 4 [10] . Since this effect is temperature dependent, a careful monitoring and control of the temperature of the IBL is performed tector, is operating in a 2T ce of the Lorentz force on d AC currents needed to be xposed to a maximum force nent of the currents and the nd activity, which is smaller force for breaking the wireomponent has a frequency cy, it will result in wire osthat for a maximum length 0 mA amplitude generated ut to 9.4 kHz, as shown in ce frequency for more than is issue was discovered late o protect the wires by potd because risky. In order to quency for the wire-bonds a V) has been implemented in nts the front end electronics y in the range of frequency consecutive times. 
newly loaded staves were not thermally cycled and all the staves which were a ected by the condensation were cleaned and totally rebonded; the wire-bond quality was proven by a pull test campaign for the entire IBL stave production. The tests performed during the production demonstrated that the corrosion will happen only in case of condensation; the IBL detector is permanently flushed with nitrogen in the ATLAS volume and all the temperatures and humidities are constantly monitored. While the coldest temperature expected for the IBL is 35 C, the dew point measured at the exhaust of the IBL volume is always monitored and below 70 C.
Conclusions
The ATLAS experiment is now equipped with a fourth pixel layer which will provide redundancy to the B-layer measurements and which will improve tracking performance. Several challenges were met during the production chain and dedicated task forces were put in place to investigate and to overcome the issues. These experiences and the documentation [11] , still in publication process at the date of this paper, of the various problems will be essential inputs for the construction of new future silicon trackers. The IBL detector is taking part in ATLAS Run II with excellent performance since the first 13 TeV stable beam collisions, which happened in June 2015. 
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Upgrades during Run-2
The occupancy foreseen with the estimated instantaneous luminosity for Run-2 of the LHC, will cause saturation of the bandwidth of the data transmission links from the on-to the off-detector electronics, and in the case of the external barrel Pixel Detector layers, layer 2 and layer 1, will lead to loss of hit efficiency. First signs of saturation and link errors appeared at the end of Run-1. The current readout speed of the different layers of the Pixel Detector is summarised in Table 1 . Since a robust readout system was developed for IBL, which is capable of data acquisition at higher bandwidth, the natural solution is to replace the off-detector read out electronics from the Pixel Detector with a system analogous to the one used by IBL. The main challenge of this upgrade project is due to the different transmission encoding used in the IBL with respect to the old pixel modules. The non DC neutrality is an issue for active optical receivers: commercial plugins, used in the IBL, are designed to be able to automatically tune thresholds by extracting the DC component of the signal. To cope with no DC balanced signals, new Rx plugins were developed and are currently produced. Installation will take place in January 2016 during the yearly winter LHC shutdown.
effect is temperature dependent a careful monitoring and control of the performed to ensure that the slight deformations of the IBL are under opening angle of two muons greater than 0.2 radians is selected. The track quality selection is similar to the requirement described in Section 3 except the minimum threshold of the transverse momentum is increased to 15 GeV. A bias of 1 µm is observed by comparing the mean values between the nominal distribution and the distorted distribution. It is small in comparison to the expected d 0 resolution, O(10 µm). In Figure 10 , the full width at half maximum (FWHM) of the d 0 distribution includes the transverse size of the beamspot, 14 µm 14 µm and doesn't change due to this distortion model. This will allow the links of layer 2 and 1 to withstand the additional load caused by the increase of data input from those layers.
Conclusions
The ATLAS Pixel Detector showed excellent performance during Run-1. For Run-2 the Pixel Detector is facing increasing instantaneous luminosity and high pile-up conditions. The primary and secondary vertex reconstruction as well as b-tagging are highly dependent on the good performance of the Pixel Detector. To cope with the pile up and luminosity, the Pixel Detector of ATLAS was upgraded with an additional layer and is now a full four-layer pixel tracking system. Event display with hits from the new layer is shown in Fig. 5 [11] . New service quarter panels permit an increase in the data transmission bandwidth from the on-detector electronics to the off-detector electronics and in addition a refurbishment of the original detector was performed. The innermost layer, the IBL, shows less than 0.1% defect channels and can operate with a 1500 e − threshold. On the outer three layers 98% of all modules are now fully functional and, after the upgrade of the read-out electronics of the outermost Pixel Detector layers, will be equipped to operate at an instantaneous luminosity of 3 × 10 34 cm −2 s −1 without significant efficiency loss. There is a total of 17 reconstructed collision vertices but they are not all resolvable on the scale of this picture [11] .
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