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a b s t r a c t
Based on the predator–prey (natural enemy–pest) systemwith generalized Holling type III
functional response, an impulsive differential system tomodel the processes of periodically
releasing natural enemies and spraying pesticides at different fixed times for pest control is
proposed and investigated. It is shown that if the impulsive period is less than a threshold
then the pest-eradication periodic solution is globally asymptotically stable; otherwise the
system is permanent. When the system is permanent, further influences of the impulsive
perturbations are studied by numerical simulation. Numerical simulation indicates that the
system may have complex dynamics.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Controlling insects and minimizing losses resulting from insect infestations are very important issues in agricultural
entomology. There are different approaches to get rid of agricultural pests. Biological control is the reduction in pest
populations by other living organisms, often called natural enemies or beneficial species. Virtually all pests have some
natural enemies, and the key to successful pest control is to identify the pest and its natural enemy, releasing the beneficial
insect early when pest levels are low. Another important method for pest control is chemical control. Chemical control
relies mainly on the use of synthetic pesticides to suppress pests. Pesticides are useful because they quickly kill a significant
portion of a pest population and they sometimes provide the only feasible method for preventing economic loss. However,
pesticide pollution is also recognized as a major health hazard to human beings and to natural enemies. Therefore, it is
natural to combine biological and chemical controls. This is called integrated pest management (IPM).
The concept of IPM was introduced in the late 1950s and was widely practised during the 1970s and 1980s (see, for
example, van den Bosch [1]). IPM has been proved to be more effective than biological control or chemical control, both
experimentally and theoretically.
IPM is a common sense approach to pest management that uses an array of complementary methods: natural predators
and parasites, pest-resistant varieties, cultural practices, biological controls, various physical techniques, and the strategic
use of pesticides. It is an ecological approach that can significantly reduce or eliminate the use of pesticides.
The emphasis of IPM is on control, not eradication of the pest, as the latter can be impossible, cost-ineffective or potentially
damaging to the environment. The economic injury level (EIL), as defined in [2], is the lowest population density of a pest
that will cause economic damage, or the amount of pest injury which will justify the cost of using controls.
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The process of releasing predators (natural enemies) is characterized by the fact that at certain moments of time
the predator experiences a change of state abruptly. This process is subject to short-term perturbations whose duration
is negligible in comparison with that of the process. Consequently, it is natural to assume that the perturbations act
instantaneously rather than continuously, that is, in the form of impulses. Similarly, we assume that the effect of pesticide is
instantaneous. Therefore, a reasonablemodel describing this phenomena is a predator–preymodel with impulses. Recently,
such models have been studied by many researchers; to name a few, see [3–19] and the references therein. We should
mention that impulses may cause very complex dynamics. We refer to [20–25] for some recent results. For the general
theory of impulsive differential equations, we refer the reader to the monographs [26–28].
One of the main purposes of this paper is to construct a simple mathematical model including the features of periodic
biological and chemical control for pest control and investigate the dynamics of such a system. The model is based on the
predator–prey model with generalized Holling type III functional response.
Models related to ours are studied in [5,7–9,29], which are based on the Lotka–Volterra model [9], SI model [5,29], and
predator–prey models with Ivlev’s functional response [7] or with Holling type II functional response [8], respectively. The
results obtained are similar. Roughly speaking, if the impulsive period is less than a critical value, then there exists a locally
asymptotically stable pest-eradication periodic solution [7,8], which in some cases is also globally asymptotically stable
[5,9,29]; otherwise the system is permanent.
The predator–prey system with generalized Holling type III functional response is described by the following system of
differential equations,
dx
dt
= rx
(
1− x
K
)
− x
py
a+ xp ,
dy
dt
= y
(
−d+ bx
p
a+ xp
)
,
(1.1)
where x(t) and y(t) are the densities of the prey and predator, respectively, at given time t ≥ 0. We assume that the prey is
a dangerous pest and that the predator is introduced to decrease its density. The parameters r , K , a, d, b and p are positive
real numbers. Their biological meanings are as follows:
(i) r and K are the intrinsic rate of increase and the carrying capacity for the prey population, respectively;
(ii) p
√
a is the half-saturation constant for the predator;
(iii) d is the death rate for the predator;
(iv) b is the conversion coefficient of the amount of consumed prey transferred to newborn predators.
The function x
p
a+xp in (1.1) represents a functional response of predator to prey, which is called Holling type II if p = 1
and Holling type III if p = 2. Though the functional response of Holling type is strictly increasing and bounded, it is upwards
convex if p ≤ 1 and it has an inflection point if p > 1. For more detail on model (1.1) and its dynamics, we refer the reader
to [30,31] and the references therein.
For system (1.1), it can be seen that the trivial equilibria E0(0, 0) is a saddle point and there exists no pest-eradication
non-negative equilibrium. Therefore, the pest cannot become extinct, which implies that the classical approach of this
kind in pest control is not effective. In this paper, we modify system (1.1) by introducing periodic spraying pesticides
and releasing predators at different fixed moments, respectively. That is, we consider the following system of impulsive
differential equations,
dx(t)
dt
= rx(t)
(
1− x(t)
K
)
− x
p(t)y(t)
a+ xp(t) ,
dy(t)
dt
= y(t)
(
−d+ bx
p(t)
a+ xp(t)
)
,
t 6= (n+ k− 1)T , t 6= nT ,
{
x(t+) = (1− p1)x(t),
y(t+) = (1− p2)y(t), t = (n+ k− 1)T ,{
x(t+) = x(t),
y(t+) = y(t)+ µ, t = nT ,
(1.2)
where 0 < k < 1, x(t+) = lims→t+ x(s), y(t+) = lims→t+ y(s), 0 ≤ p1 < 1 (0 ≤ p2 < 1) represents the fraction of
pests (predators) which die due to the pesticide at t = (n + k − 1)T , µ > 0 is the release amount of predator at t = nT ,
n ∈ Z+ 4= {1, 2, 3, . . .}, and T is the period of the impulsive effect. Note that the case where p = 1 has been studied in
[8,10]. Also as we will see, the techniques in Section 3 only work for the case where p ≥ 1. Therefore, in the following, we
always assume that p > 1.
The rest of the paper is organized as follows. We first present some notation and lemmas in Section 2. Then, in Section 3,
using the Floquet Theorem and small amplitude perturbation techniques, we prove the main results of this paper. We show
that there exists a threshold such that if T is less than the threshold then the pest-eradication periodic solution is globally
asymptotically stable; otherwise system (1.2) is permanent. Though system (1.2) is permanent, the dynamics are difficult
to characterize as numerical simulation in Section 4 indicates. The paper concludes with a brief discussion in Section 5.
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2. Preliminaries
Let R+ = [0,∞) and R2+ = {x = (x1, x2) ∈ R2 : x1, x2 ∈ R+}. Denote by f = (f1, f2) the map defined by the right-hand
sides of the first two equations of system (1.2). A function V : R+ × R2+ → R+ is said to belong to class V0 if:
(i) V is continuous in ((n − 1)T , (n + k − 1)T ] × R2+ and ((n + k − 1)T , nT ] × R2+, lim(t,s)→((n+k−1)T+,z) V (t, s) =
V ((n+ k− 1)T+, z) and lim(t,s)→(nT+,z) V (t, s) = V (nT+, z) exist.
(ii) V is locally Lipschitzian in z.
Definition 2.1. Let V ∈ V0. Then for (t, z) ∈ ((n− 1)T , (n+ k− 1)T ]×R2+ and (t, z) ∈ ((n+ k− 1)T , nT ]×R2+, the upper
right derivative of V (t, z)with respect to the impulsive differential system (1.2) is defined as
D+V (t, z) = lim sup
h→0+
1
h
[V (t + h, z + hf (t, z))− V (t, z)].
The solution of system (1.2), denoted by z(t) = (x(t), y(t)) : R+ → R2, is continuously differentiable on ((n−1)T , (n+
k − 1)T ) and ((n + k − 1)T , nT ), n ∈ Z+. Obviously, the smoothness properties of f guarantee the global existence and
uniqueness of solutions to system (1.2). For more details, see [27,32].
The following lemma is obvious.
Lemma 2.1 ([8]). Let z(t) = (x(t), y(t)) be a solution of system (1.2) with z(0+) = (x(0+), y(0+)) ∈ R2+. Then z(t) =
(x(t), y(t)) ∈ R2+ for t > 0. Moreover, both x(t) > 0 and y(t) > 0 for t > 0 if x(0+) > 0 and y(0+) > 0.
Lemma 2.1 implies that R2+ is invariant for (1.2), which is necessary for (1.2) to be a population model. Thus, in the
following, for biological reasons, we only consider solutions to (1.2) with (x(0+), y(0+)) ∈ R2+.
The following basic comparison result will play an important role in our discussion.
Lemma 2.2 (Theorem 3.1.1 of [27]). Let V ∈ V0. Assume thatD
+V (t, z) ≤ g(t, V (t, z)), t 6= nT , t 6= (n+ k− 1)T ,
V (t, z(t+)) ≤ ψn(V (t, z)), t = nT ,
V (t, z(t+)) ≤ ϕn+k(V (t, z)), t = (n+ k− 1)T ,
(2.1)
where g : R+×R+ → R is continuous in ((n−1)T , (n+k−1)T ]×R+ and ((n+k−1)T , nT ]×R+, lim(t,s)→((n+k−1)T+,z) g(t, s) =
g((n+ k− 1)T+, z) and lim(t,s)→(nT+,z) g(t, s) = g(nT+, z) exist; ψn : R+ → R+ and ϕn+k : R+ → R+ are non-decreasing.
Let r(t) be the maximal solution of the scalar impulsive differential equation
du(t)
dt
= g(t, u(t)), t 6= (n+ k− 1)T , t 6= nT ,
u(t+) = ψn(u(t)), t = nT ,
u(t+) = ϕn+k(u(t)), t = (n+ k− 1)T ,
u(0+) = u0,
(2.2)
existing on [0,∞). Then V (0+, z(0+)) ≤ u0 implies that V (t, z(t)) ≤ r(t) for t ≥ 0, where z(t) = (x(t), y(t)) is any solution
of (1.2). Assume that all the directions of the inequalities in system (2.1) are reversed and let ρ(t) be the minimal solution of (2.2)
existing on [0,∞). Then V (0+, z(0+)) ≥ u0 implies that V (t, z(t)) ≥ ρ(t) for t ≥ 0.
With the help of Lemma 2.2, we can prove that any solution of (1.2) is bounded from above. More precisely, we have:
Lemma 2.3. There exists a constant M > 0 such that x(t) ≤ M and y(t) ≤ M for each solution of system (1.2) with t large
enough.
Proof. Define a function V (t) by
V (t) = bx(t)+ y(t).
Then V ∈ V0. Choose l ∈ (0, d). When t 6= (n+ k− 1)T and t 6= nT ,
D+V (t)+ lV (t) = (l− d)y(t)+ b(r + l)x(t)− br
K
x2(t)
≤ b(r + l)x(t)− br
K
x2(t)
≤ M0,
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whereM0 = bK4r (r + l)2; when t = (n+ k− 1)T ,
V ((n+ k− 1)T+) ≤ V ((n+ k− 1)T );
when t = nT ,
V (nT+) ≤ V (nT )+ µ.
According to Lemma 2.2, we have
V (t) ≤
(
V (0+)− M0
l
)
e−lt + µe
lT (1− e−lt)
elT − 1 +
M0
l
→ M0
l
+ µ e
lT
elT − 1 as t →∞.
Therefore, V (t) is uniformly ultimately bounded from above and the conclusion follows immediately. 
To conclude this section, we give some basic properties about the following subsystem of (1.2).
dy
dt
= −dy(t), t 6= (n+ k− 1)T , t 6= nT ,
y(t+) = (1− p2)y(t), t = (n+ k− 1)T ,
y(t+) = y(t)+ µ, t = nT ,
y0 = y(0+).
(2.3)
Eq. (2.3) is a periodically forced linear equation. It is easy to obtain that
y(t) =

µ exp{−d[t − (n− 1)T ]}
1− (1− p2) exp(−dT ) , t ∈ ((n− 1)T , (n+ k− 1)T ],
µ(1− p2) exp{−d[t − (n− 1)T ]}
1− (1− p2) exp(−dT ) , t ∈ ((n+ k− 1)T , nT ],
y(0+) = y(nT+) = µ/(1− (1− p2) exp(−dT )),
y(kT+) = (µ(1− p2) exp(−dkT ))/(1− (1− p2) exp(−dT ))
(2.4)
is a positive periodic solution of system (2.3), which will be shown to attract all solutions of (2.3). We label this periodic
solution with yd as systems of type (2.3) occur throughout this paper only for different d’s.
Lemma 2.4. The following two statements about yd are true.
(i) For every solution y(t) of system (2.3), y(t)→ yd(t) as t →∞.
(ii) supt≥0 |yd1(t)− yd2(t)| ≤ µC |d1 − d2| for all d1, d2 > 0, where C = C(d1, d2, p2, T ).
Proof. Since the solution of (2.3) is
y(t) =
{
(1− p2)n−1(y(0+)− yd(0+))e−dt + yd(t), t ∈ ((n− 1)T , (n+ k− 1)T ],
(1− p2)n(y(0+)− yd(0+))e−dt + yd(t), t ∈ ((n+ k− 1)T , nT ],
one can easily deduce (i). Statement (ii) can be proved by direct computation. 
3. Extinction and permanence
It is easy to see that system (1.2) has a pest-eradication periodic solution (0, yd(t)). We first study its stability.
Theorem 3.1. Suppose T < 1r ln
1
1−p1 . Then the pest-eradication periodic solution (0, yd(t)) of (1.2) is globally asymptotically
stable.
Proof. We first show the local stability of the periodic solution (0, yd(t)) by considering the behavior of small amplitude
perturbations of solutions. For a solution of system (1.2), define
x(t) = u(t) and y(t) = v(t)+ yd(t).
Noting p > 1, we have(
u(t)
v(t)
)
= Φ(t)
(
u(0)
v(0)
)
,
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where the fundamental solution matrixΦ(t) satisfies
dΦ
dt
=
(
r 0
0 −d
)
Φ(t) and Φ(0) = I (the identity matrix).
Hence
Φ(t) =
(
ert 0
0 e−dt
)
.
Then the resetting impulsive conditions of system (1.2) become(
u(t+)
v(t+)
)
=
(
1− p1 0
0 1− p2
)(
u(t)
v(t)
)
, t = (n+ k− 1)T ,
and (
u(t+)
v(t+)
)
=
(
1 0
0 1
)(
u(t)
v(t)
)
, t = nT .
According to the Floquet theory of impulsive differential equations (see Baı˘nov and Simeonov [32, Theorem 3.5]), if both
eigenvalues of the transition matrix
M =
(
1− p1 0
0 1− p2
)
Φ(T )
have absolute values less than one, then the periodic solution (0, yd(t)) is locally asymptotically stable. The two eigenvalues
ofM are
µ1 = (1− p1)erT and µ2 = (1− p2)e−dT .
Clearly |µ2| < 1. Moreover, |µ1| < 1 if and only if T < 1r ln 11−p1 . This proves that (0, yd(t)) is locally asymptotically stable.
Next, we prove the global attractivity. From (1.2), one gets
dx(t)
dt
≤ rx(t)
(
1− x(t)
K
)
, t 6= (n+ k− 1)T ,
x(t+) = (1− p1)x(t), t = (n+ k− 1)T .
(3.1)
Integrating (3.1) on ((n+ k− 1)T , (n+ k)T ], one obtains
x((n+ k)T ) ≤ x((n+ k− 1)T )(1− p1)e
∫ (n+k)T
(n+k−1)T r(1− x(s)K )ds
≤ x((n+ k− 1)T )(1− p1)erT ,
i.e.,
x((n+ k)T ) ≤ x(kT )ξ n,
where ξ = (1 − p1)erT < 1. It follows that x((n + k)T ) → 0 as n → ∞. Hence, x(t) → 0 as t → ∞ since
0 ≤ x(t) ≤ x((n+ k− 1)T )(1− p1)erT for t ∈ ((n+ k− 1)T , (n+ k)T ].
Now, we are ready to prove that y(t)→ yd(t) as t →∞. Let ε > 0 such that bεpa+εp < d. Since x(t)→ 0 as t →∞, there
exists T1 > 0 such that 0 ≤ x(t) < ε for t ≥ T1. For the sake of simplicity, we assume that 0 ≤ x(t) < ε for t > 0. Since
dy(t)
dt
= y(t)
(
−d+ bx
p(t)
a+ xp(t)
)
, t 6= (n+ k− 1)T , t 6= nT
and the function x → bxpa+xp is increasing on [0,∞), it follows that
−dy(t) ≤ dy(t)
dt
≤
(
−d+ bε
p
a+ εp
)
y(t), t 6= (n+ k− 1)t, t 6= nT .
By Lemma 2.2,
y˜1(t) ≤ y(t) ≤ y˜2(t),
where y˜1(t) and y˜2(t) are the solution of (2.3) with the same initial data at 0+ as y, and the solution of (2.3) with d changed
into d − bεpa+εp and the same initial data at 0+ as y, respectively. As these solutions come close to yd(t), respectively, to
yd− bεpa+εp
(t), it follows that, for t large enough,
yd(t)− ε < y(t) < yd− bεpa+εp (t)+ ε
and the conclusion now follows from Lemma 2.4. 
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Theorem 3.1 implies that the pest population can be eradicated totally. But from the point of ecological balance and
resource saving, we only need to decrease the pest population to below the economic threshold level, instead of eradicating
it totally. So in the following we investigate the permanence of system (1.2).
Definition 3.1. System (1.2) is said to be permanent if there exist two positive constantsm,M (independent of initial value)
and a finite time T0 such that each positive solution z(t) = (x(t), y(t)) of (1.2) satisfies m ≤ x(t) ≤ M and m ≤ y(t) ≤ M
for all t ≥ T0.
Theorem 3.2. System (1.2) is permanent if T > 1r ln
1
1−p1 .
Proof. Suppose z(t) = (x(t), y(t)) is a solution of system (1.2) with x(0+) > 0 and y(0+) > 0. By Lemma 2.3, we can pick
a constantM ≥ p√ar such that x(t) ≤ M and y(t) ≤ M for t ≥ 0.
From system (1.2) we have dydt ≥ −dy(t). It follows from Lemmas 2.2 and 2.4 that y(t) ≥ y˜(t) and y˜(t) → yd(t) as
t →∞, where y˜ is the solution of (2.3) with the same initial data at 0+ as y. Pick  > 0 small enough. Then
y(t) ≥ y˜(t) > yd(t)−  for all t large enough.
Thus,
y(t) ≥ µ(1− p2) exp(−dT )
1− (1− p2) exp(−dT ) − 
4= m2 for t large enough.
In the following, we will show that there is anm1 > 0 such that x(t) ≥ m1 for t large enough. This is proved in two steps.
Step one. Since T > 1r ln
1
1−p1 , we can selectm3 ∈ (0, p
√
ad
b ) and 1 > 0 small enough such that(
r − rm3
K
)
T + ln(1− p1) >
∫ T
0
mp−13
a
(
y
d− bm
p
3
a
(t)+ 1
)
dt. (3.2)
We claim that x(t) < m3 cannot hold for all t ≥ 0. Otherwise,
dy
dt
≤
(
−d+ bm
p
3
a
)
y(t), t 6= (n+ k− 1)T , t 6= nT ,
y(t+) = (1− p2)y(t), t = (n+ k− 1)T ,
y(t+) = y(t)+ µ, t = nT .
Then y(t) ≤ y˜(t) and y˜(t) → y
d− bm
p
3
a
(t) as t → ∞, where y˜(t) is the solution of (2.3) with the same initial data at 0+ as y
and d changed into d− bm
p
3
a . Therefore, there exists a T1 > 0 such that
y(t) ≤ y˜(t) < y
d− bm
p
3
a
(t)+ 1
and 
dx(t)
dt
≥ x(t)
(
r − r
K
m3 − m
p−1
3
a
(
y
d− bm
p
3
a
(t)+ 1
))
, t 6= (n+ k− 1)T
x(t+) = (1− p1)x(t), t = (n+ k− 1)T
(3.3)
for t ≥ T1. Choose N ∈ Z+ such that (N + k− 1)T ≥ T1. Then, for n ≥ N , integrating (3.3) on ((n+ k− 1)T , (n+ k)T ] gives
us
x((n+ k)T ) ≥ x((n+ k− 1)T )(1− p1) exp
{∫ (n+k)T
(n+k−1)T
[
r − r
K
m3 − m
p−1
3
a
(
y
d− bm
p
3
a
(t)+ 1
)]
dt
}
.
Let us denote
η = (1− p1) exp
{∫ (n+k)T
(n+k−1)T
[
r − r
K
m3 − m
p−1
3
a
(
y
d− bm
p
3
a
(t)+ 1
)]
dt
}
and observe that, by (3.2), η > 1. It then follows that
x((n+ k)T ) ≥ x((n+ k− 1)T )η
and consequently x((N + n+ k)T ) ≥ x((N + k)T )ηn →∞ as n →∞, which contradicts Lemma 2.3. This proves the claim.
Therefore, there exists a t1 > 0 such that x(t1) ≥ m3.
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Step two. If x(t) ≥ m3 for all t > t1 then we are done. Otherwise, x(t) < m3 for some t > t1. Denote t∗ = inft>t1{x(t) <
m3}. Then there are two possible cases for t∗.
Case 1. t∗ = (n1+k−1)T for somen1 ∈ Z+. Then x(t) ≥ m3 for t ∈ [t1, t∗] and (1−p1)m3 ≤ x(t∗+) = (1−p1)x(t∗) < m3.
Choose n2, n3 ∈ Z+ such that
(n2 − 1)T >
ln 1M+µ
−d+ bm
p
3
a
and
(1− p1)n2ηn3 exp(n2η1T ) > (1− p1)n2ηn3 exp[(n2 + 1)η1T ] > 1,
where η1 = r − rK m3− M
p
a < 0. Let T¯ = (n2+ n3)T . We claim that there must be a t2 ∈ (t∗, t∗+ T¯ ] such that x(t2) ≥ m3. If
this is not true, then x(t) < m3 for all t ∈ (t∗, t∗ + T¯ ]. Similarly as before, y(t) ≤ yˆ(t), where yˆ is the solution of (2.3) with
the same initial data at n1T+ as y and d changed to d− bm
p
3
a . Note
yˆ(t) =

(1− p2)n−(n1+1)
[
y(n1T+)− y
d− bm
p
3
a
(n1T+)
]
e(−d+
bmp3
a )(t−n1T ) + y
d− bm
p
3
a
(t), t ∈ ((n− 1)T , (n+ k− 1)T ],
(1− p2)n−n1
[
y(n1T+)− y
d− bm
p
3
a
(n1T+)
]
e(−d+
bmp3
a )(t−n1T ) + y
d− bm
p
3
a
(t), t ∈ ((n+ k− 1)T , nT ],
where n1 + 1 ≤ n ≤ n1 + n2 + n3. Thus∣∣∣∣yˆ(t)− yd− bmp3a (t)
∣∣∣∣ < (M + µ) exp [(−d+ bmp3a
)
(t − n1T )
]
< 1
and
y(t) ≤ yˆ(t) ≤ y
d− bm
p
3
a
(t)+ 1,
for n1T + (n2 − 1)T ≤ t ≤ t∗ + T¯ , which implies (3.3) holds for t∗ + n2T ≤ t ≤ t∗ + T¯ . So as in Step one, we have
x(t∗ + T¯ ) ≥ x(t∗ + n2T )ηn3 .
On the other hand, from system (1.2), we get
dx(t)
dt
≥ x(t)
(
r − r
K
m3 − M
p
a
)
4= η1x(t), t 6= (n+ k− 1)T ,
x(t+) = (1− p1)x(t), t = (n+ k− 1)T ,
(3.4)
for t ∈ [t∗, t∗ + n2T ]. Integrating (3.4) on [t∗, t∗ + n2T ] produces
x(t∗ + n2T ) ≥ m3(1− p1)n2 exp(n2η1T ).
Thus
x(t∗ + T¯ ) ≥ m3(1− p1)n2 exp(n2η1T )ηn3 > m3,
a contradiction.
Let t˜ = inft>t∗{x(t) > m3}. We have x(t) ≤ m3 for t ∈ (t∗, t˜) and x(˜t) = m3. For t ∈ (t∗, t˜), we have
x(t) ≥ m3(1− p1)n2+n3 exp[(n2 + n3)η1T ] 4= m¯1.
For t > t˜ , the same argument as before can be applied since x(˜t) ≥ m3. So in Case 1, we have
x(t) ≥ m¯1, t ≥ t1.
Case 2. t∗ 6= (n + k − 1)T . Then x(t) ≥ m3 for t ∈ [t1, t∗) and x(t∗) = m3. Suppose t∗ ∈ ((n′1 + k − 1)T , (n′1 + k)T ),
n′1 ∈ Z+. We also have two possible cases for t ∈ (t∗, (n′1 + k)T ) as follows.
Case 2.i. x(t) ≤ m3 for all t ∈ (t∗, (n′1+k)T ). Similarly to Case 1, we can prove that theremust be a t ′2 ∈ [(n′1+k)T , (n′1+
k)T + T¯ ] such that x(t ′2) > m3.
Let t = inft>t∗{x(t) > m3}. We have x(t) ≤ m3 for t ∈ (t∗, t) and x(t) = m3. For t ∈ (t∗, t), we have
x(t) ≥ m3(1− p1)n2+n3 exp[(n2 + n3 + 1)η1T ] 4= m1.
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Obviously, m¯1 > m1. Thus x(t) ≥ m1 for t ∈ [t∗, t]. Again, for t > t , the same argument as before can be applied since
x(t) ≥ m3. Thus
x(t) ≥ m1 for t ≥ t1.
Case 2.ii. There exists a t ∈ (t∗, (n′1+k)T ) such that x(t) > m3. Let t˘ = inft>t∗{x(t) > m3}. Then x(t) ≤ m3 for t ∈ (t∗, t˘)
and x(t˘) = m3. For t ∈ (t∗, t˘), we have
x(t) ≥ x∗(t) exp[η1(t − t∗)] ≥ m3 exp(η1T ) > m1.
Since x(t˘) ≥ m3, the same argument as before can be applied for t > t˘ .
Incorporating all the cases above, we easily deduce that system (1.2) is permanent. 
Let Tmax = 1r ln 11−p1 . Theorems 3.1 and 3.2 indicate that Tmax is a threshold. Alternatively, we can define the threshold
value in terms of p1. More precisely, define p∗1 = 1 − 1erT . If p1 > p∗1 , then the pest-eradication periodic solution is
globally stable, which is a natural result as pesticide spraying is efficient enough. If p < p∗1 , then an inefficient pesticide
spraying combined with a weak predation leads to the permanence of the prey population, i.e., the pest population and
the natural enemy population can coexist. Note that system (1.2) with p = 1 was studied by Liu et al. [8]. As opposed
to the threshold there, Tmax is independent of µ and p2, which indicates the difference of dynamics between Holling type
II and the generalized Holling type III functional responses. The reason is as follows. The per capita mortality rate of the
prey due to predation is g(x) = xp−1a+xp and limx→0 g(x) = 0. This also explains why we assume p > 1. In this situation, at
small prey densities the predation is comparatively weak, no longer being the main driving force towards extinction. That
role is consequently passed to pesticide spraying to reduce the prey population. This also explains why no predator-related
quantities (µ and p2) appear in the expression of Tmax, but p1 does.
4. Numerical analysis
System (1.1) was studied completely in [30,31] and the main results are summarized in the following two theorems.
Theorem 4.1. Let p be a positive number with p ≤ 1 or p ≥ 2. If
b > d and k > λp
4= p
√
ad
b− d (4.1)
and
[pd− (p− 2)b]λp < [pd− (p− 1)b]K , (4.2)
then system (1.1) has a unique limit cycle which is globally asymptotically stable.
Theorem 4.2. Let p be a positive number.
(i) If
[pd− (p− 2)b]λp ≥ [pd− (p− 1)b]K (4.3)
holds then system (1.1) has no closed orbits.
(ii) Suppose the inequalities in (4.1) hold. Then the unique positive equilibrium E∗ = (λp, υp) of system (1.1) (where υp =
rb
d (1− λpK )λp) is globally asymptotically stable if and only if (4.3) is satisfied.
Theorems 4.1 and 4.2 tell us that the dynamics of system (1.1) are quite simple. For system (1.2), however, the dynamics
may be rich as the following numerical simulation indicates.
Let
r = 1, K = 6, a = 1
3
, p = 3, d = 3 and b = 4. (4.4)
Then it is easy to see that (4.1) and (4.2) are satisfied. By Theorem 4.1, system (1.1) has a unique stable limit cycle. In the
following wewill study the influences of impulsive perturbations on the unforced system (1.1) with the parameters in (4.4).
First, we consider the influence of the impulsive period T with p1 = 0.5, p2 = 0.01, and µ = 4. From Theorem 3.1,
we know that the pest-eradication periodic solution (0, yd(t)) is globally asymptotically stable when T < Tmax = ln 2. In
Fig. 1, T = ln 1.8. We can see that the prey decreases to zero rapidly and the predator oscillates in a stable cycle. If the
impulsive period T is larger than Tmax and is close to Tmax, then the pest-eradication periodic solution becomes unstable.
Moreover, the pest and predator can coexist on a stable limit cycle (see Fig. 2). Actually, a positive periodic solution with a
small magnitude indicates that our impulsive control strategy may reduce the pest population below a certain size without
eradicating it. In this case, the pests cannot reach the EIL and hence our impulsive control strategy is still viable. But as T
H. Su et al. / Computers and Mathematics with Applications 56 (2008) 1715–1725 1723
Fig. 1. Dynamical behavior of system (1.2) with r = 1, K = 6, a = 13 , p = 3, d = 3, b = 4, p1 = 0.5, p2 = 0.01, µ = 4, and T = ln 1.8: (a) time-series of
the pest population; (b) time-series of the predator population. Here (x(0+), y(0+)) = (1, 1).
Fig. 2. Dynamical behavior of system (1.2) with r = 1, K = 6, a = 13 , p = 3, d = 3, b = 4, p1 = 0.5, p2 = 0.01, µ = 4, and T = ln 2.2: (a) time-series of
the pest population; (b) time-series of the predator population. Here (x(0+), y(0+)) = (1, 1).
increases further, this limit cyclewill lose its stability and system (1.2) exhibits awide variety of dynamic behavior including
cycles, periodic doubling cascade, chaos, and so on (see Fig. 3). As we mentioned before, the threshold Tmax is independent
of the release amount of the natural enemy µ. However, as Fig. 4 indicates, the effect of µmay also give complex dynamic
behavior including chaos, periodic halving cascade, cycles, and so on.
5. Conclusion
In this paper, we construct a simple mathematical model of IPM. This model is based on the predator–prey model with
generalized Holling type III functional response and impulsive effects concerning periodic biological and chemical controls
for pest control at different fixed moments. It is proved that if the impulsive period is less than a threshold, then the system
has a globally asymptotically stable pest-eradication periodic solution; otherwise, the system is permanent. Numerical
analysis shows that the dynamical behavior of the system may be very complex.
There are still some interesting problems remaining. The following are some directions of future study.
(1) Existence and stability of positive periodic solutions. Numerical analysis indicates that if T is larger than and close to
Tmax, there is a stable positive periodic solution. Can we prove this theoretically?
(2) Stage-structured model. In the natural world, many pest individuals have a life story that takes them through two or
more stages (for example, immature andmature) and chemicals and natural enemies are effective only in specific stages.
This fact urges us to consider predator–prey model with stage-structure for impulsive control strategy for pest control.
(3) Effect of periodically varying environment. In the real world, with almost no exception, population communities are
embedded in periodically varying environments. It is therefore quite natural to identify the functional role that periodic
phenomena play in the behavior of population communities.
(4) Effect of stochastically released natural enemies. In the real world, the numbers of released natural enemies often
change. If we release predators stochastically, how does this stochastic noise affect the permanence and extinction of
this system?
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Fig. 3. Bifurcation diagrams of system (1.2) with r = 1, K = 6, a = 13 , p = 3, d = 3, b = 4, p1 = 0.5, p2 = 0.01, and µ = 4. For each value of T ,
system (1.2) is integrated over 500 pulsing cycles, and the last 400 stroboscopic measurements of x(t) and y(t) are plotted: (a) x(t) is plotted for T over
[ln 2.2, 20]; (b) y(t) is plotted for T over [ln 2.2, 20].
Fig. 4. Bifurcation diagrams of system (1.2) with r = 1, K = 6, a = 13 , p = 3, d = 3, b = 4, p1 = 0.5, p2 = 0.01, and T = 14. For each value of µ,
system (1.2) is integrated over 500 pulsing cycles, and the last 400 stroboscopic measurements of x(t) and y(t) are plotted: (a) x(t) is plotted for µ over
[0.2, 10]; (b) y(t) is plotted for µ over [0.2, 10].
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