Abstract. In this paper we apply the Hardy-Littlewood circle method to show that a polynomial equation admits infinitely many prime-tuple solutions assuming only that the equation satisfies suitable local conditions and the polynomial is sufficiently non-degenerate algebraically. Our notion of algebraic non-degeneracy is related to the h-invariant introduced by W. M. Schmidt and does not require geometric data. This extends the work of B. Cook andÁ. Magyar [5] for hypersurfaces of degree 2 and 3.
Introduction
Let b(x 1 , · · · , x n ) be a polynomial of degree d and integer coefficients. We are interested in finding prime solutions, which are solutions with each coordinate a prime number, to the equation
b(x) = 0.
Solving diophantine equations in primes are among the most difficult problems in number theory. For example, the well known work of B. Green and T. Tao [8] on arithmetic progressions can be phrased as the statement that the system of linear equations
has a prime solution for any n ∈ N. More recently, Y. Zhang [20] and J. Maynard [16] made significant progress on the problem of gaps between primes by building on the work of D.A. Goldston, J.Pintz, and C.Y. Yıldırım [7] . In particular, it was shown in [16] that one of the equations x 1 − x 2 = 2j (1 ≤ j ≤ 300) has infinitely many prime solutions. The Goldbach problem is another important example of this area. It was proved by I. M. Vinogradov [19] that the equation x 1 + x 2 + x 3 = N has a prime solution for all sufficiently large odd N ∈ N. The Ternary Goldbach Problem, which is the assertion that the former equation is solvable in primes for all odd N ∈ N greater than or equal to 7, was solved by H.A. Helfgott in [10, 11] . The examples given thus far are all systems of linear equations. The scenario for systems involving higher degree homogeneous polynomials is equally complex. Indeed, even the problem of whether a system of non-linear polynomial equations has a solution over the rationals is 'one of considerable complexity' [4] .
The Hardy-Littlewood circle method, pioneered by Hardy and Littlewood to give an asymptotic formula for solutions to Waring's problem, has been shown to be quite effective at producing asymptotic formulas for the number of integer points of bounded height on varieties when the number of variables is sufficiently large. The results of this type on the distribution of integral points on varieties are provided by B. J. Birch [1] and W.M. Schmidt [18] . We remark that recently in [3] , T.D. Browning and S.M. Prendiville improved on the mentioned result of B. J. Birch in case of hypersurfaces.
For prime solutions, there are results due to L. K. Hua [13] for certain systems of homogeneous polynomials that are additive, for example on the system x j 1 +...+x j n = N j (1 ≤ j ≤ d), where N j ∈ N, and also on the Waring-Goldbach problem. For the case of regular indefinite integral quadratic forms there is a result due to J. Liu [14] , where the term 'forms' refers to homogeneous polynomials. The first results regarding prime solutions of general systems of non-linear polynomials is contained in the recent work of B. Cook andÁ. Magyar [5] , which we state in Theorem 1.1. Before we can state their result we need to introduce some notations. We also note that there is a discussion in [5] on this topic from the point of view of some recent results in sieve theory, which the list includes [2, 6, 15] . We refer the reader to [5] for the details on this discussion.
Let f = {f 1 , ..., f r d } ⊆ Q[x 1 , ..., x n ] be a system of forms of degree d. We define the singular locus V * f to be the set given by rank ∂f r (x) ∂x j
Observe that this defines an affine variety over C. We define the Birch rank B(f) to be the codimension of V * We define the following quantity When the system only has one polynomial, in other words b = {b}, we denote the quantities M b (N) and δ b (x) as M b (N) and δ b (x), respectively.
For a positive integer q, put U q for the group of units in Z/qZ. We will use the notation e(x) to denote e 2πix . Let us define The quantities p prime µ(p) and µ(∞) are positive assuming certain local conditions, which the details can be found in [5, pp. 704 ]. We will defer the discussion until the paragraph after Theorem 1.2. We also remark that the result of B. Cook andÁ. Magyar in [5] deals with the set of equations
instead of only considering zeros of the polynomials.
Given a form f ∈ Q[x 1 , ..., x n ] of degree at least 2, we define the h-invariant, also known as the rational Schmidt rank, h(f ) to be the least positive integer h such that f can be written identically as
where each U i and V i are forms in Q[x 1 , ..., x n ] of degree at least 1 (1 ≤ i ≤ h). We also let h(0) = 0. Note we have h(f ) = 0 if and only if f = 0. Let f = {f 1 , ..., f r d } ⊆ Q[x 1 , ..., x n ] be a system of forms of degree d. We generalize the definition of h-invariant for a single form, and define the h-invariant of f by
Given an invertible linear transformation
follows from the definition of the h-invariant that
.., x n ] be a system of degree d polynomials. We let f br to be the degree d portion of b r (1 ≤ r ≤ r d ), and define
Although the Birch rank, the codimension of the singular locus, seems to be a natural measure of singularity, it is not clear if it accurately determines whether one can apply the circle method or not. For example, in [17] the dimension of the singular locus is replaced by the maximal dimension of the singular loci of forms in the linear system of the given forms. For the circle method to work, we need an effective bound on the exponential sum over the minor arcs (defined in Section 5). Let F p be the finite field of order p, where p is prime, and let f be a degree d polynomial over F p . It was proved that if f lacks equidistribution, then f can be written as a function of a 'small' number of lower degree polynomials in [9] when d < p, and further the restriction d < p was removed in [12] . Though this statement is over finite fields of prime order, considering the close connection between the equidistribution of a polynomial and its exponential sum presented by Weyl equidistribution criterion, it is possible that the question of whether one can apply the circle method or not depends more on the structure of the polynomials rather than the singularities. The h-invariant is useful in this aspect. From this perspective, it is a natural question to consider if we can exchange the hypotheses on Birch rank in Theorem 1.1 for suitable hypotheses on the h-invariant. In fact, B. Cook andÁ. Magyar conjectured in [5, pp. 736 In this paper, we give a partial solution to the conjecture of B. Cook andÁ. Magyar. We establish the conjecture for polynomials with an additional assumption. However, our assumption is redundant for quadratic polynomials and cubic polynomials, therefore we can establish the conjecture of B. Cook andÁ. Magyar unconditionally for quadratic and cubic polynomials. Given a form f ∈ Q[x 1 , ..., x n ] with h = h(f ), let us define linear count of the h-invariant of f to be the following quantity
where the maximum is over all representations of the shape
U i and V i are rational forms, and 1 ≤ deg
is the maximum number of linear forms involved in the representation of f as a sum of h = h(f ) products of rational forms. Clearly, we have
. We note that any polynomial b(x) of degree 2 or degree 3 satisfies
. Let Λ be the von Mangoldt function, where Λ(x) is log p, if x is a power of prime p, and 0 otherwise. We define
where
By the orthogonality relation, we have
We obtain the following theorem by estimating the integral (1.9), which is the main result of this paper. 
there exists c > 0 such that
We prove in Lemma 6.4 that the condition
If the affine variety defined by the equation ( The following result is an immediate consequence of Theorem 1.2, which replaces the assumption of large Birch rank in Theorem 1.1 with large h-invariant for quadratic and cubic polynomials. 
In [5] , Theorem 1.1 is obtained via the Hardy-Littlewood circle method, where roughly speaking the minor arc estimate is based on decomposing the forms with large Birch rank into two components which both have sufficiently large Birch rank. We establish something similar in terms of the h-invariant as well, exploiting the fact that the representation (1.5) has enough linear terms. We also modify the method in [5] to better suit our purposes, which is in terms of the h-invariant instead of the Birch rank.
The organization of the rest of the paper is as follows. In Section 2, we prove some basic properties of the h-invariant, and we also describe the decomposition of the forms. A sufficiently large linear count of the h-invariant allows us to massage our system into something amenable to the circle method, through a process called regularization. We collect results related to the regularization process in Section 3. In Section 4, we obtain results from [18] based on Weyl differencing in terms of polynomials instead of forms as in [18] . We chose to present the details in Section 4 to make certain dependency of the constants explicit, because it plays an important role in our estimates. We then obtain minor arc estimates in Section 5, and major arc estimates in Section 6. Finally, we present our conclusion in Section 7.
Throughout the paper we do not distinguish between the two terms 'homogeneous polynomial' and 'form', and we will be using these terms interchangeably. We use ≪ and ≫ to denote Vinogradov's well-known notation. We would also like to thank Dr. Damaris Schindler for many helpful comments.
Properties of the h-invariant
We begin this section by proving two basic lemmas regrading the properties of the h-
, which is either 0 or a form of degree d. We prove the following simple lemma.
Proof. Without loss of generality, we consider the case i = 1. Let us write
Clearly, g(x) is either identically 0 or a form of degree
. By the definition of h-invariant, we can find rational forms
Note if h ′ = 0, we assume the right hand side to be identically 0. By substituting the above equation into (2.1), we obtain
Because g(x) is either 0 or a form of degree d − 1, it follows that
For the other inequality, let u j , v j (1 ≤ j ≤ h) be rational forms of positive degree that satisfy
By substituting x 1 = 0 into each form on both sides of the equation, it is clear that we obtain h ′ ≤ h. This completes the proof of the lemma. We add a remark that in the special case when f satisfies
in other words when we have u 1 = x 1 in (2.2), we easily obtain h ′ = h − 1.
We also have the following lemma, which is a generalization of Lemma 2.1. We omit the proof as it is similar to that of Lemma 2.1.
Let f (x) ∈ Q[x 1 , ..., x n ] be a homogeneous polynomial, and let h = h(f ) and 0 < M ≤ h. Suppose we have
where each u i is a linear rational form (1 ≤ i ≤ M), and each U i ′ and V j are rational forms of positive degree (M + 1 ≤ i ′ ≤ h, 1 ≤ j ≤ h). It can be easily verified that the linear forms u 1 , ..., u M are linearly independent over Q. Then by considering the reduced row echelon form of the matrix formed by the coefficients of u 1 , ..., u M , and relabeling the variables if necessary, we may suppose without loss of generality that
, and each u i ′ and v j are rational forms of positive degree
We note that there is no ambiguity for defining the polynomial
Proof. Since the linear forms (
and also that
Then we can deduce from Lemma 2.1 (see the remark at the end of the proof of Lemma 2.1) that
It then follows easily from the fact that h(f ) = h, the definition of h-invariant, and (2.4), that h(g M ) ≥ M, for otherwise we obtain a contradiction.
Regularization lemmas
In this section, we collect results from [5] and [18] related to regular systems (see Definition 3.1) and the regularization process. Given a system of rational forms f, via the regularization process we obtain another system which has at most the expected number of integer solutions, cardinality bounded by a constant, and partitions the level sets of f. This was an important component of the method in [5] used to split the exponential sum in a controlled manner during the minor arc estimate. Throughout this section we use the following notation. Let d, n > 1, and let f be a system of forms in Q[x 1 , ..., x n ] of degree less than or equal to d.
We denote V ψ,0 (Z) to be the set of solutions in Z n of the equations
We say the system ψ is regular if
Similarly as above we also define V ψ,0 (R) to be the set of solutions in R n of the equations
) be a system of rational polynomials with notation as in Definition 3.1, and also let f (i) be the system of degree i portion of the polynomials
then the system ψ is regular.
Let us denote
is an increasing function, and
Note Theorem 3.2 is regarding a system of polynomials that does not contain any linear polynomials. We prove Corollary 3.3 for systems that contain linear forms as well. Note the content of the following Corollary 3.3 is essentially [5, Corollary 3] .
) be a system of rational polynomials with notation as in Definition 3.1. Suppose ψ (1) only contains linear forms and that they are linearly independent over Q. We also let f (i) be the system of degree i portion of the polynomials
Proof. We have
and denote the coefficient matrix of these linear forms to be A = [a ij ] 1≤i≤r 1 ,1≤j≤n . Let e j be the j-th standard basis of R n (1 ≤ j ≤ n). Since the linear forms f
r 1 are linearly independent over Q, we can find an invertible linear transformation T ∈ GL n (Q), where every entry of the matrix is in Z, such that (f
which is a subspace of codimension r 1 . Since T (Y ) = Ker(A•T −1 ), it follows from our choice of T ∈ GL n (Q) that
, and let f ′ (i) be the system of degree i portion of the polynomials ψ
and since every entry of the matrix T ∈ GL n (Q) is in Z, it follows that
Since the degree i portion of ψ
Thus, it follows by Theorem 3.2 that
Therefore, we obtain from (3.2), (3.3), and (3.4) that
, a system of forms of degree d, and a partition of variables x = (y, z), we denote g to be the system obtained by removing all the forms of g that depend only on the z variables. Clearly, if we have the trivial partition x = (y, z), where z = ∅, then g = g. For a form g(x) over Q, we define h(g; z) to be the smallest number h 0 such that g(x) can be expressed as
where u i , v i are rational forms of positive degree (1 ≤ i ≤ h 0 ), and w 0 (z) is a rational form only in the z variables. We also define h(g; z) to be
If we have the trivial partition, then clearly we have h(g; ∅) = h(g). We have the following lemma.
be a system of forms of degree d, and suppose we have a partition of variables x = (y, z). Let y ′ be a distinct set of variables with the same number of variables as y. Then we have
The process in the following proposition is referred to as the regularization of systems in [5] , and it is a crucial component of the method in [5] . Proposition 3.5 (Propositions 1 and 1', [5] ). Let d > 1, and let F be any collection of non-decreasing functions
For a collection of non-negative integers r 1 , ..., r d , there exist constants
such that the following holds.
Given a system of integral forms
, and a partition of variables x = (y, z), there exists a system of forms
(1) Each form of the system f can be written as a rational polynomial expression in the forms of the system R(f). In particular, the level sets of R(f) partition those of f.
(2) For each
Moreover, the linear forms of subsystem a (1) are linearly independent over Q.
(4) Let a (i) be the system obtained by removing from a (i) all forms that depend only on the
We will be utilizing this proposition in Section 5 to obtain minor arc estimates.
Technical Estimates
In this section, we provide results from [18] related to Weyl differencing that are necessary in obtaining estimates for the singular series in Section 6.1. The work here is similar to that of [18] , which is in terms of forms instead of polynomials as in this section. It is stated in [18] with some explanation that similar results for polynomials also follow, but the details are not shown. We chose to present necessary details in order to make certain dependency of the constants explicit, which are crucial in our estimates. Let us denote
n . We shall refer to B ⊆ R n as a box, if B is of the form
...
Then it follows that Γ d,G is symmetric in its d arguments, and that
For α ∈ R, let α denote the distance from α to the closest integer. Given α = (α 1 , ..., α n ) ∈ R n , we let α = max
is a form of degree j with real coefficients (1 ≤ j ≤ d), and G (0) ∈ R. Let B be a box with sides ≤ 1, let P > 1, and put
Let e 1 , ..., e n be the standard basis vectors of R n . Then for any ε > 0, we have
where the sum is over (d − 1)-tuples of integer points x 1 , ..., x d−1 in P B 1 , and the implicit constant in ≪ depends only on n, d, and ε. 
where the implicit constant in ≫ depends only on n, d, η, and ε.
Let ψ = {ψ 1 , ..., ψ r d } be a system of rational polynomials of degree d. Let f = {f 1 , ..., f r d } be the system of forms, where f i is the degree d portion of ψ i (1 ≤ i ≤ r d ). We define the following exponential sum associated to ψ and B,
Let e 1 , ..., e n be the standard basis vectors of C n . We define
has rank strictly less than r d . For R > 0, we denote z R (M d ) to be the number of integer points (x 1 , ...,
Let P > 1, Q > 0, and ε > 0 be given, and suppose that d > 1. We then have: (ii) there exists n 0 ∈ N such that
All implicit constants depend at most on n, d, r d , η, ε and f.
where R = P η , and the implicit constant in ≫ depends only on n, d, η, and ε.
Recall ψ = {ψ 1 , ..., ψ r d }. Given x 1 , ..., x d−1 as above, we form the matrix
Recall f j is the degree d portion of 
where again the implicit constant in ≫ depends only on n, d, η, and ε. 
where the implicit constants in ≪ depend only on r d and f. We have
Hence, from (4.2) we may write
where the c i are integers and the β i are real numbers bounded by the right hand side of (4.2). Let u 1 , ..., u r d be the solution of the system of linear equations
By applying Cramér's rule to (4.3), it follows that the u j are integers. Also, by applying Cramér's rule to (4.4), we obtain that
where the implicit constant in ≪ depends only on r d and f. This completes the proof of Lemma 4.3
We define g d (f) to be the largest real number such that (4.6)
holds for each ε > 0. It was proved in [18, pp. 280 , Corollary] that (ii) there exists n 0 ∈ N such that
where the implicit constants in ≪ depend only on n, d, r d , ε ′ , Q and f.
Note the fact that the implicit constant depends on f, but not on other lower order terms of ψ is an important feature which we make use of in Section 6.1. 
Proof. Since Qγ
Thus in this case we see that the statement (iii) in Lemma 4.3 can not occur with 0 < ε < ε 0 . Also the equation η = Qγ
Therefore, from Lemma 4.3 (applying it with 0 < ε < ε 0 ) we obtain our result with
For the rest of this section, we assume ψ to be a system of integral polynomials of degree d. When the polynomials ψ in question are over Z, we consider the following.
Hypothesis (⋆). Let B be a box in R n . For any ∆ > 0, there exists P 1 = P 1 (f, Ω, ∆, B) such that for P > P 1 , each α ∈ T r d satisfies at least one of the following two alternatives. Either (i) |S(α)| ≤ P n−∆Ω , or (ii) there exists q = q(α) ∈ N such that q ≤ P ∆ and qα ≤ P −d+∆ .
We will say that the restricted Hypothesis (⋆) holds if the above condition holds for each ∆ in 0 < ∆ ≤ 1.
The important thing to note here is that the lower bound for P in Hypothesis (⋆) only depends on f, and not on ψ. In other words, only the highest degree portion of the polynomials ψ play a role in this estimate. 
Proof. It follows from (4.9) that Ωγ d < 1. We set Q = ∆Ω, and let ε > 0 be sufficiently small so that Qγ d + ε < ∆. First, we suppose ∆ ≤ (d − 1)r d . In this case, it follows that Qγ ′ d < 1. Thus it follows from Corollary 4.4 that there exists P 0 = P 0 (f, Ω, ∆) such that whenever P > P 0 , either (i) |S(α)| ≤ P n−∆Ω , or
(ii) there exists q ∈ N such that q ≤ P ∆ and qα ≤ P −d+∆ .
On the other hand, if ∆ > (d − 1)r d , then the case (ii) above is always true by Dirichlet's Theorem on Diophantine approximation.
For each q ∈ N, we denote U q as the group of units in Z/qZ. Given m ∈ U r d q , we define (4.10)
Lemma 4.6. [18, Lemma 7.1] Suppose Ω satisfies (4.9). Then for 0 < Q < Ω, we have
where the implicit constant in ≪ depends only on f, Q and Ω.
Again the fact that the implicit constant depends on f, but not on other lower order terms of ψ becomes crucial when we apply this lemma in Section 6.1.
Proof. Since E(q −1 m) = q −n S(α) with α = q −1 m, P = q and B = [0, 1) r d , and with our choice of Ω we know that Hypothesis (⋆) is satisfied by Proposition 4.5. Thus we apply it with ∆ = Q/Ω < 1. Let q be sufficiently large, and suppose we are in case (ii) of Hypothesis (⋆). Then we know there exists q 0 ≤ q ∆ < q (when q = 1) with
Since (m, q) = 1, this is not possible. Therefore, we must have case (i) of Hypothesis (⋆), which is precisely the inequality (4.11).
Hardy-Littlewood Circle Method: Minor Arcs
For each q ∈ N, recall we let U q be the group of units in Z/qZ. When q = 1, we let U 1 = {0}. For a given value of C > 0 and an integer q ≤ (log N) C , we define the major arc
for each m ∈ U q . These arcs are disjoint for N sufficiently large, and we define
We then define the minor arcs to be
We obtain the following bound on the minor arcs. 
Proof. For simplicity, we denote f = f b for the rest of the proof. We let h = h(f ), and let 0 < M < h ⋆ (f ) ≤ h to be chosen later. As explained in the paragraph before (2.3), by relabeling the variables if necessary we have 
f with a non-zero coefficient. This is the case, for otherwise it means that every monomial of f is divisible by one of x 1 , ..., x M , and consequently that h = h(f ) ≤ M, which is a contradiction. We denote the distinct variables of {x i 1 , x i 2 , ..., x i d } ⊆ {x M +1 , ..., x n } by {w 1 , ..., w K }, and let w = (w 1 , ..., w K ). Clearly, we have K ≤ d. We selected these K variables for the purpose of applying Weyl differencing later. We also label y = (x 1 , ..., x M ) = (y 1 , ..., y M ) for notational convenience, let z = {x M +1 , ..., x n }\w, and denote z = (z 1 , ..., z n−M −K ). We note that each ℓ i is a rational linear form only in the w and the z variables (1 ≤ i ≤ h).
We define g M with respect to f as in (2.4) . By Lemma 2.3, we have
We then have
Consequently, we obtain from Lemma 2.1 and (5.2) that
It is clear that the degree d portion of the polynomial b(0, y, 0) is g M (0, y, 0). Let use denote 
which we describe below. We note that Φ 
It then follows from (5.3) and (5.6) that the degree d portion of
We also know from (5.3) that g M (0, (−ℓ 1 | w=0 , ..., −ℓ M | w=0 ), z) = 0, and consequently,
In other words, Ψ (d)
∅ (z) can be expressed as a rational polynomial in the forms {Ψ
We denote by Φ = {Φ
Note every polynomial of Φ has degree strictly less than d, and involves only the y and the z variables. Clearly, we have
We apply Proposition 3.5 to the system Φ with respect to the functions F = {F 2 , ...,
where each Ψ
we denote a (i) to be the system obtained by removing all forms that depend only on the z variables from a (i) . Let
we denote the elements of a (s) by a (s) = {a
In other words, Ψ is the collection of ℓ i | w=0 , and all Ψ (k)
In particular, every polynomial of Ψ has degree strictly less than d. We can see that
We let R(Ψ) be a regularization of Ψ with respect to the functions F = {F 2 , ...,
, and R (i) (Ψ) denote the degree i forms of R(Φ), Φ, and R(Ψ), respectively. From Proposition 3.5, we know that each
, and consequently R 2 , is bounded by some constant dependent only on F , and
|. Thus we see that R 2 is bounded by a constant dependent only on d. We set
and note that M is bounded by a constant dependent only on d. By Proposition 3.5 again, we have that each
, and consequently R 1 , is bounded by some constant dependent only on d, F , M, and
Thus R 1 is bounded by a constant dependent only on d as well.
We define (5.9)
and suppose h ⋆ (f ) ≥ A d . We note that the third term inside the maximum function above is not required in this section, but this lower bound on A d becomes necessary in Section 6. With this choice of A d , we have from (5.4) and (5.5) that
For each H ∈ Z R 1 , we define the following set
By Proposition 3.5, we know that each of the polynomials Ψ (k)
can be expressed as a rational polynomial in the forms of R(Ψ). Let us denote
∅ are rational polynomials in R 1 variables. Therefore, for any z 0 ∈ Z(H), we have Ψ
Since each of the forms Ψ (s−k) s:i:i 1 ,...,i k (z) in (5.8) can be expressed as a rational polynomial in the forms of R(Ψ), let us denote
where each c
Consequently, we can define the following polynomial for each 1
so that given any z 0 ∈ Z(H), we have
For each G ∈ Z R 2 , we let
Recall Φ is the collection of all Φ
, and that each Φ (k) i 1 ,...,i j (y, z) can be expressed as a rational polynomial in the forms of R(Φ). Thus, it follows from this fact and (5.13) that each Φ 1 ,...,i j   (G, H) . Therefore, for any choice of z ∈ Z(H) and y ∈ Y (G; H), the polynomial b(x) takes the following shape b(w, y, z) (5.14)
We label
so that for z ∈ Z(H) and y ∈ Y (G; H), we have
We define the following three exponential sums,
and
and for each H ∈ L 1 (N), let
It is clear that
Therefore, we obtain by applying the Cauchy-Schwartz inequality
where · 2 denotes the L 2 -norm on [0, 1] . By the orthogonality relation, it follows that
With these notations, we may further bound (5.15) as follows
We can express W as the number of solutions y, y
for any H ∈ L 1 (N) and G ∈ L 2 (N; H). We know that the system R(Φ)(y, Z(H)) is identical to R(Φ)(y, z 0 ) for any choice of z 0 ∈ Z(H) and any
we know that the polynomial C 1 (y, H) is identical to b(0, y, z 0 ) − b M (z 0 ) for any choice of z 0 ∈ Z(H). Therefore, since R(Ψ)(z) = H implies that z ∈ Z(H), we can rearrange the system (5.17) and deduce that W is the number of solutions y, y
Our result follows from the following two claims.
Claim 1: Given any c > 0, there exists C > 0 such that the following bound holds, sup
Claim 2: We have the following bound on W,
By substituting the bounds from the above two claims into (5.16), we obtain for any c > 0 there exists C > 0 such that
and this completes the proof of our proposition. Therefore, we only need to establish Claims 1 and 2. Claim 1 is obtained via Weyl differencing. Since the set up for our Claim 1 is the same as that of [5] , we omit the proof of Claim 1 and refer the reader to [5, pp. 725] . We now present the proof of Claim 2. From (5.18), we can write
where T 1 (z) is the number of solutions y, y
and T 2 (z) is the number of solutions z
Define W i := z T i (z) 2 (i = 1, 2) so that we have W 2 ≤ W 1 W 2 by the Cauchy-Schwartz inequality. We first estimate W 1 , which we can deduce to be the number of solutions y, y
Therefore, it follows from Corollary 3.3 that
We now estimate W 2 , which we can deduce to be the number of solutions z, z
We consider the h-invariant of the system of forms on the left hand side of (5.20) , and show that it is a regular system. The first two equations of (5.20) are the degree d polynomials of the system, and let h d be the h-invariant of these two polynomials. Suppose for some λ, µ ∈ Q, not both 0, we have
We consider two cases, (λ + µ) = 0 and (λ + µ) = 0. Suppose (λ + µ) = 0. If we set z ′ = z ′′ = 0, then the above equation becomes
Thus we obtain h d ≥ h(f M (z)). On the other hand, suppose (λ + µ) = 0, then the above equation (5.21) simplifies to
From this equation, we substitute z ′′ = 0 to obtain
Therefore, in either case we obtain from (5.10) that 
. We consider two cases, (λ + µ) = 0 and (λ + µ) = 0.
Suppose (λ + µ) = 0. In this case, we set z ′ = z ′′ = 0, and equation (5.21) simplifies to
Therefore, it follows that
On the other hand, suppose (λ + µ) = 0. Then equation (5.21) simplifies to
We also have to show that the linear forms of the system (5.20),
are linearly independent over Q. Recall the linear forms of v (1) (z) are linearly independent over Q. The linear independence over Q of the system of linear forms (5.22) follows from this fact, and we leave the verification as a basic exercise for the reader. Therefore, we obtain by Corollary 3.3 that
Combining the bounds for W 1 and W 2 together, we obtain
which proves Claim 2. 
From this bound and our choice of A d in (5.9), we have
We take Ω to be
.
Therefore, with this choice of Ω, we have that b(x) satisfies the Hypothesis (⋆) with B 0 by Proposition 4.5. We then choose Q to satisfy 0 < Q < Ω and
We fix these values of Ω and Q throughout this section. We note that with these choices of Ω and Q, we have
The work of this section is based on [5] and it is similar to their treatment of the major arcs. However, we had to tailor their argument to be in terms of the h-invariant instead of the Birch rank. We define the following sums,
where φ is Euler's totient function, and
Recall we denote B 0 = [0, 1] n . We invoke the following estimate on the major arcs, which is an immediate consequence of [5, Lemma 6] . We remark that we had to make a slight modification to their proof of [5, Lemma 6] , where we chose c ′ to be between (n + 2)C + c + 1 and 2(n + 2)C + 2c + 2 (instead of between C + c and 2C + 2c) during the proof, to obtain the following.
Lemma 6.1 (Lemma 6, [5] ). Given any c > 0, there exists C > 0 such that we have
Note J 0 is independent of m and q. We simplify the expression for J 0 . Let
For any ε > 0, the inner integral of J 0 can be expressed as
where we used the change of variable u = Nξ to obtain the second equality above.
We define
Then we can simplify J 0 as
Since we have Ω > 2 and the Hypothesis (⋆), and in particular the restricted Hypothesis (⋆), it follows by [18, Lemma 8.1] that (6.5) I(η) ≪ min(1, |η| −2 ).
As stated in [18, Section 3] , it follows from (6.5) that
exists. Furthermore, we have
Therefore, we obtain the following estimate as a consequence of the definition of the major arcs and Lemma 6.1. . Let p be a prime and let q = p t , t ∈ N. For m ∈ U q , we have the following bounds
where the implicit constants are independent of p.
Proof. We consider the two cases t ≤ d and t > d separately. We apply the inclusionexclusion principle to bound S m,q when q = p t and t ≤ d, n : k i = pu i (i ∈ I)}. We now bound the summand in the final expression of (6.7) by further considering two cases, |I| ≥ tQ and |I| < tQ. In the first case |I| ≥ tQ, we use the following trivial estimate On the other hand, suppose |I| < tQ. Let
or equivalently the polynomial g b (x) is obtained by substituting x i = pu i (i ∈ I) to the polynomial b(x). Thus g b (x) is a polynomial in n − |I| variables. We can also deduce easily that the degree d portion of the polynomial g b (x), which we denote f g b , is obtained by substituting x i = 0 (i ∈ I) to the degree d portion of the polynomial b(x). Hence, we have
Consequently, we obtain by Lemma 2.1 that
By our choice of Q and Ω, and from (4.7) and (6.3), we have
. Consequently, combining the two cases |I| ≥ tQ and |I| < tQ together, we obtain S m,q ≪ q n−Q when t ≤ d.
We now consider the case q = p t when t > d. By the definition of S m,q , we have Some possible refinements to Theorem 1.1, the main result of B. Cook andÁ. Magyar in [5] , are provided in [5, Section 8] . The list includes for example, in terms of our Theorem 1.2, to replace our assumption of largeness of h ⋆ (b) with the h-invariant of b(x). It also includes improving the upper bound for the Birch rank required in Theorem 1.1, which "already exhibit(s) tower type behavior in d" [5] for a single polynomial case. Our estimate of A d is comparable to this bound, and it is quite large. We refer the reader to [5, Section 8] for more information on this topic. It would also be interesting to determine whether the methods of this paper can be developed for system of polynomial equations.
