Abstract. We assume that the diffusion X satisfies a stochastic differential equation of the form: dXt = µ(Xt, θ)dt + σ 0 ν(Xt)dWt, with unknown drift parameter θ and known diffusion coefficient parameter σ 0 . We prove that approximate maximum likelihood estimator of drift parameterθn obtained from discrete observations (X i∆n , 0 ≤ i ≤ n) along fixed time interval [0, T ], and when ∆n = T n tends to zero, is locally asymptotic mixed normal, with covariance matrix which depends on MLEθ obtained from continuous observations (Xt, 0 ≤ t ≤ T ) along fixed time interval [0, T ], and on path (Xt, 0 ≤ t ≤ T ).
Introduction
Let W = (W t , t ≥ 0) be a one-dimensional standard Brownian motion defined on filtered probability space (Ω, F , (F t ) t≥0 , P). We suppose that filtration (F t ) t≥0 is the smallest one such that satisfies the usual conditions and to which W is adapted. Let X = (X t , t ≥ 0) be a one-dimensional diffusion which satisfies Itô's stochastic differential equation (SDE) of the form (for details see [19] ) (1.1) dX t = µ(X t , θ)dt + σ 0 ν(X t )dW t , X 0 = x 0 , t ≥ 0, where ν and µ are real functions and x 0 is a given deterministic initial value of X. For example, if both functions ν and µ(·, θ) are locally Lipschitz, then diffusion given by (1.1) has strong solution, see [20, Theorem V.12.1] . Let θ 0 and σ 0 be true values of drift parameter and diffusion coefficient parameter respectively. We assume that σ 0 > 0 is known. Let T > 0 be a fixed real number and 0 =: t 0 < t 1 < · · · < t n := T , n ∈ N be a deterministic subdivision of segment [0, T ] such that t i = i∆ n , i = 0, . . . , n, ∆ n = T n . Given a discrete observation (X ti , 0 ≤ i ≤ n) of the trajectory (X t , t ∈ [0, T ]), the problem is to estimate the unknown drift parameter θ of X. We assume that θ belongs to the parameter space Θ which is a relatively compact, open and convex set in Euclidean space R d . The maximum likelihood estimator (MLE) of drift parameters based on continuous observation (X t , t ∈ [0, T ]) has good properties, such as consistency and asymptotic efficiency when T goes to infinity in case of ergodic diffusions (see [3, 16] ). The same holds for MLE based on discrete observations (see [4] ) but in most cases it can not be explicitly calculated. Hence, other methods of estimations have to be considered. In this paper we use method based on a Gaussian approximation of the transition density (see [14] ) to construct contrast function used for getting approximate maximum likelihood estimator (AMLE) of drift parameters based on discrete observations. We consider the simplest case based on approximation of diffusion X by a solution to difference equation obtained from (1.1) by Euler approximation of Riemann and Itô integrals (see [9, 15] ). In such a way obtained AMLE is consistent and asymptotically normal in case of ergodic diffusions when n∆ n goes to infinity (T → +∞) such that n∆ 3 n goes to zero (see [6] ). In case when T is fixed and ∆ n goes to zero it was proved that measurable AMLE exists, and it converges to MLE based on continuous observations over [0, T ] with rate √ ∆ n in probability (see [15] for linear case, and [10] for general case). The existence, measurability and some asymptotic properties of the AMLE are proved in [15] , under assumption that observations can be taken only up to some maximal observational time T , when ∆ n tends to zero and under the assumption that the diffusion satisfies a linear SDE with completely determined and constant diffusion coefficient function. The similar results are proved in [10] in more general case (without assumption on linearity of SDE).
In this paper we prove that the difference between AMLE and MLE based on continuous observations over fixed observational time interval [0, T ], normed with √ ∆ n is asymptotically mixed normal when ∆ n goes to zero, and that covariance matrix of the limit random vector depends on MLE and the continuous trajectory. This result can be applied for estimations of AMLE's standard errors, and hence asymptotic confidence intervals for drift parameters in ergodic diffusions case, which include a correction due to discretization, for example, in a sense of Example 6.3 from Sect. 6.
The paper is organized in the following way. In the next section we introduce notation and definitions we need. The main results are presented in Sect. 4 , followed by proofs in Sect. 5. In the last section we will present simulation study throughout two examples.
Preliminaries
We denote by ·, · the scalar product in the d-dimensional Euclidean space R d and by · the induced norm. The drift parameter space Θ ⊆ R d is relatively compact, which means that its closure Cl(Θ) is a compact set in R d . We will denote by E an open interval such that E ⊆ R. We will say that U is relatively compact in E if U ⊆ E and Cl(U ) is compact set in E. If (x, θ) → f (x, θ) is a real function then we will denote by D m θ f the m-th partial derivatives with respect to θ of the function f , m ∈ N, provided that they exist. If θ → f (θ) is a real-valued function defined on an open subset of R d , then we will denote by Df (θ), D 2 f (θ) its first and second derivatives with respect to θ, provided that they exist. Let K be a relatively compact set in R d . We say that a partial derivative 0≤t≤T , P) be a given filtered probability space. Let (Ω,F T ,F = (F t ) 0≤t≤T ,P) be an extension of (Ω, F T , (F t ) 0≤t≤T , P) (for details see [11] ). The extension is called very good if all martingales on the space (Ω, F T , (F t ) 0≤t≤T , P) are also martingales on (Ω,F T ,F = (F t ) 0≤t≤T ,P). Let A be some Polish space. In our case A will be the Skorokhod space
, and let Z be an A-valued random vector defined on the extension (Ω,F T ,F = (F t ) 0≤t≤T ,P). We will say that (Z n ) converges stably in law to Z, and write (see [1] ). If Y ∼ M N (0, C), then Y has the same distribution as √ CZ, where √ C is square symmetric root of C and Z ∼ N (0, I) is standard normal random vector independent of
For n ∈ N, let t i := i∆ n , i = 0, . . . , n be an equidistant subdivision of segment [0, T ], ∆ n = T n . Let A t n := max{j : t j ≤ t} and F n,i := F ti , i = 0, . . . , n, n ∈ N. For proving local mixed normality of the AMLE we use the following theorem, which is a version of [11, , but with notation adjusted for our article.
Assume that next conditions hold:
where N is bounded F t -martingale orthogonal to W .
Then we have
where Y is a continuous process defined on a very good filtered extension
Let (γ n , n ∈ N) be a sequence of positive numbers and let Y = (Y n , n ∈ N) be a sequence of random vectors defined on some probability space. We will say that Y is of order O P (γ n ), n ∈ N, and we will write Y n = O P (γ n ), if ( Yn γn , n ∈ N) is bounded in probability, which means that
We will denote L 1 (P)-norm by
Estimation method
Let us now introduce our AMLE of d-dimensional parameter θ ∈ Θ. Let X be a strong solution of SDE (1.1) for true parameter value θ 0 ∈ Θ and given Brownian motion W . If we discretize the SDE over interval [t i−1 , t i ] by using the Euler discretization scheme, we get stochastic difference equation of the form:
If it exists, the solution of (3.1) is a discrete-time process Z = (Z t0 , Z t1 , . . . , Z tn ) which is an approximation of X on [0, T ]. The log likelihood function, shortly LLF, of the process Z, up to the constant not depending on the parameter θ is
.
The contrast function is obtained from (3.2) by substituting vector (z 0 , . . . , z n ) with the discrete observations (X t0 , X t1 , . . . , X tn ) of the process X and neglecting the part which does not depend on parameter θ:
Here we assumed that ν = 0 on the state space of X. A point of global maximumθ n of the function (3.3), if it exists, is an estimator of the parameter θ which we call approximate maximum likelihood estimator, shortly AMLE. Further in the text, if it is written point of maximum, it means point of global maximum.
Main results
We assume that drift parameter space Θ is a relatively compact, open and convex set in 
ds be a continuous-time log-likelihood function, shortly LLF (see [5] ).
is a negatively definite matrix.
For example, the general growth diffusion process (see [8] ) satisfies assumptions (A1-3) obviously, and (A4) on an event which probability tends to unity. Generally, these assumptions (and in the same sense) satisfies any ergodic diffusion such that (H1B-5B) from [10] hold. More precisely, these diffusions have a property that a.s. there exists a time τ > 0 such that for all times T ≥ τ , (A4) holds. Diffusions that satisfy (A4) with certainty are those that satisfy (A1-3) and have drift functions that are linear combinations of linearly independent functions defined on state space with coefficients equal to drift parameters such that the values of (vector) parameters are in Θ = R d (see [3] ). For such diffusions we will say briefly that are linear in drift parameters. To prove that the main results of this paper hold for diffusions linear in drift parameters we do not need the assumption of relatively compactness of drift parameter space (see Remark 5.5).
For each θ ∈ Θ let Σ(θ) be d × d random matrix which jk component is defined by
Under conditions (A1)-(A4) in [10] is proved that there exists a sequence (θ n , n ∈ N) ⊆ Θ of F T -measurable random vectors such that the following hold:
if (θ n , n ∈ N) is any other sequence of random vectors which satisfies (4.2) and (4.3), then lim n P{θ n =θ n } = 1, (4.4)
is bounded in probability. (4.5) (4.2)-(4.5) are consequences of
and so called the general theorem on approximate maximum likelihood estimation (see [9] ). In the proof of this theoremθ n is constructed to be a point of global maximum of L n in Θ on an event with probability tending to unity, and hence we can takeθ n =θ n on this event. It is sufficient to assume that (θ n , n ∈ N) satisfies (4.2)-(4.5), and all of our results are stated for that kind of sequence.
Let us additionally assume:
For n ∈ N let us define random matrix Σ n (θ) by defining its jk-component in the following way:
where
Remark 4.3. In the case when the subdivision of the segment [0, T ] is not equidistant, all of the results will still hold under the assumptions that lim n ∆ n = 0 and lim n→∞ max i=1,...,n | hi−∆n ∆n | = 0, where h i := t i − t i−1 , i = 1, . . . , n, ∆ n := max 1≤i≤n h i , and by replacing Σ n (θ) withΣ n (θ) such that
Proofs
We will prove Theorem 4.1 in number of steps. Some of the lemmas will be proved in Appendix.
Letθ be a continuous-time MLE, andθ n be an AMLE which satisfies (4.2)-(4.5). Using mean value theorem for the function DL n which is, due to (A2), continuously differentiable on Θ, for all ω ∈ Ω, we get
)dv, and integration is by components. If we put θ =θ n , then on the event {DL n (θ n ) = 0} we have
which implies
on the event {DL n (θ n ) = 0}. First, in Theorem 5.3 we will prove that the right hand side of equation (5.1) converges stably in law, for fixed parameter θ ∈ Θ, and then in Theorem 5.4 we will prove the same result but for MLEθ. After that we will prove Theorem 4.1.
Let θ ∈ Θ be fixed, arbitrary parameter value. Let us denote X i := X ti , i = 0, . . . , n, and
and denote by g ′ j and g ′′ j its first and second derivative with respect to x. Define functions
and denote by f ′ j and f ′′ j its first and second derivative with respect to x.
Remark 5.1. The assumption (A6) is only here for technical reasons. First, we will prove our results under assumption (A6), and then we will prove our results without that assumption.
Lemma 5.2. Assume that (A1)-(A4), (A6) hold. Then, for arbitrary fixed
Proof. For details see the Appendix.
Proof. First, let us assume that (A6) holds. Let us denote
Let us define continuous adapted process C = (C jk t ) 0≤t≤T by
and define F ti -measurable random vectors χ n i , i = 1, . . . , n by
We will prove that for C and χ n i Theorem 2.1 holds. Random vectors χ n i are square integrable due to (A6). Because of its definition, C t is symmetric positive semidefinite random matrix, for all t ∈ [0, T ]. Using notation F n,i := F ti , i = 1, . . . , n, we have
hence (2.4) is satisfied. The last inequality and existence of k 9 follows in a way similar to the proof of the existence of constant k 2 (see the proof of Lemma 5.2 in Appendix). Let N = (N t ) 0≤t≤T be any bounded F t -martingal orthogonal to W . Since (F t ) 0≤t≤T is generated by Brownian motion W , it follows from martingale representation theorem (see [13, Theorem III.4 .33]) that any F t -martingale can be represented as the sum of constant term and a stochastic integral with respect to W . Since N t is bounded F t -martingale orthogonal to W , it follows that N t is equal to constant, so (2.5) is satisfied.
Let us recall that θ 0 is the true value of (vector) drift parameter. For j = 1, . . . , d, we have
So, let us assume that ν is not a constant function. There exist constants k 10 , k 11 such that
and
3) converges in L 1 -norm to zero and (5.4) converges almost surely to zero, hence (2.3) is satisfied. For example, for proving the existence of constant k 10 let us define
From Doob's inequality we conclude that E[M ] < +∞, and we define
It is only left to prove that (2.2) is satisfied.
If ν is constant function, then (5.5) and (5.6) are equal to zero, and the proof that (5.7) converges in probability to C jk t , ∀t ∈ [0, T ] would stay the same as in the rest of the proof. So, let us assume that ν is not a constant function. It can be shown that there exist constants k 12 , k 13 , such that
so (5.5) and (5.6) converge in probability to zero. It is left to prove that (5.7) converges in probability to C jk t . There exists constant k 14 such that
hence (5.8) converges in probability to zero. We will show that (5.9) converges in probability to C jk t . Let
Hence,
Continuity of integrand function assures that there exist some t
, therefore for (5.10) we have
→ 0, hence (5.10) converges in probability to zero. For (5.11) there exists constant k 15 such that we have
Let ǫ > 0. For fixed ω ∈ Ω the function t → ν 2 (X t (ω)) is continuous on [0, T ], so it is uniformly continuous. It means that
We omitted writing ω, because it is fixed. lim n→∞ ∆ n = 0, so there exists n 0 ∈ N such that for all n ≥ n 0 holds ∆ n < δ. Then, for all n ≥ n 0 we have
which means that (5.11) converges almost surely to zero 0, so it converges in probability to zero. Therefore, conditions of Theorem 2.1 are satisfied provided that (A6) holds. If we denote by π T projection function π T :
hence by definition and properties of stable convergence in law, our theorem holds under assumption (A6). In general case (i.e. without assumption (A6)), let (E M , M ∈ N) be a sequence of open and relatively compact subsets of E such that c . Let us define the functions µ M (x, θ) := Φ M (x)µ(x, θ), (x, θ) ∈ E × Θ and let ν M be continuous functions on E such that ν M (x) = ν(x) for x ∈ Cl(E M ) and ν M (x) = const for x ∈ E\Cl(E M+1 ) (for example, ν M can be defined as
The functions µ M , ν M are bounded and satisfy assumptions (A2) and (A3). Let, for a fixed M ∈ N, the process X M = (X M t , 0 ≤ t ≤ T ) be a unique strong solution of the SDE (see [17] )
Moreover, for almost all ω ∈ Ω and all t ∈ [0, T M (ω)], it holds X t (ω) = (X M ) t (ω). Let Y (θ) be a random vector such that Y (θ) = Σ(θ)Z, where Z is standard normal random vector independent of F T . Let Y M be a random vector such that Y M (θ) = Σ M (θ)Z, where Σ M (θ) is a random matrix Σ(θ) from first part of this proof which we apply on process X M and functions ν M and µ M . Let
be the left hand side of (5.2) for the process X M , and the functions ν M and µ M . Then, from first part of the proof
Let f : R d → R be bounded continuous function, and let U be bounded F T -measurable random variable. Let B, H > 0 be constants such that |f | ≤ H and |U | ≤ B. Now, we have:
and by letting M → ∞ we have
that proves our statement.
Theorem 5.4. Assume that (A1)-(A4) hold. Then
where 
θ is F T -measurable random vector, see [9, Lema 4.1.], and the functions (ω, θ) → Z n ≡ Z n (ω, θ) are F T ⊗ B(Θ)-measurable (see the beginning of the proof of [9, Lemma 4.2.]), for each n, then ω → Z n (θ) ≡ Z n (ω,θ(ω)) are F T -measurable functions. We want to prove that
First, let us assume that all of the functions which appear in the proof are bounded. Let t ∈ R d be arbitrary, fixed, vector, and let U be bounded F Tmeasurable random variable. Let B > 0 be a constant such that |U | ≤ B. For each n ∈ N, let us define the functions F n in the following way:
For all ω ∈ Ω, the functions θ → F n (θ) ≡ F n (ω, θ) are continuously differentiable on Θ, and hence there exist nonnegative random variable G n and constant R ≥ 0 (not depending on n) such that E[G n ] ≤ R and
Namely, since the rationals from Θ ∩ Q d are dense in Θ and for i = 1, . . . , d, |∂θ i F n (θ)| are continuous on compact Cl(Θ), Let us define a finite partition {K 1 , . . . , K N } of Θ in the following way:
This partition does not depend on subdivision of the segment [0, T ]. Since
Events {{θ ∈ K 1 }, . . . , {θ ∈ K N }} make complete system of events for Θ. On the event {θ ∈ K l } holds θ − θ l < δ, so from (5.12) it follows
Sinceθ is F T -measurable random vector, it implies that U 1 {θ∈K l } is bounded, 
Let n 0 = n 0 (ǫ) ∈ N be natural number such that for all n ≥ n 0
For (5.13) we have
so the theorem holds for bounded functions. In the general case, let us define stopping times T M as in the proof of Theorem 5.3. Letθ M be a solution of the equation DL T,M (θ) = 0. Sinceθ is a unique solution of DL T (θ) = 0, and
In the first part of the proof we proved
and by letting M → ∞, we get
Proof. First, let ν −1 be a bounded function and let µ, ν and all of the functions which appear in the proof be bounded. Since (4.2) holds, it implies that 1 {DLn(θn)=0} P → 1 and 1 {DLn(θn) =0}
Theorem 5.4 and [12, (2.2.5)] imply
It holds
1 {DLn(θn) =0} P → 0 and sequences Aθ ,θn and 1 √ ∆n θ n −θ are bounded in probability, so we can conclude that Aθ ,θn 
and the proof is over once we let first n → +∞, and then M → +∞.
Proof. It is sufficient to prove that sup
For details see the Appendix.
Proof. We will prove that the sequence
(θ n −θ) can be written as the sum of the sequence which converges in probability to zero and the sequence which converges stably in law to M N (0, Σ(θ)). For details see the Appendix.
Proof.
and since the sequence
From Lemma 5.7, when v = 1, we get
Lemma 5.8 and [11, (2.2)] imply the conclusion.
Proof. This Lemma is consequence of Lemma 5.9 and [1, Theorem 1].
Proof. We will prove that each component Σ n (θ n ) jk can be written as the sum of sequence which converges in probability to zero and the random variable Σ(θ)
jk . For details see the Appendix.
Proofs of Theorem 4.1 and Corollary 4.2.
Proof of Theorem 4.
, and it is symmetric matrix. Since D 2 L T (θ) is F T -measurable random matrix, and multiplication with inverse is continuous mapping, [1, Theorem 1] and Lemma 5.8 imply
Proof of Corollary 4.2. Using continuous mapping theorem, from Lemma 5.11 and Lemma 5.12 it follows that
is regular matrix} one may write
, n ∈ N converges stably in law (Lemma 5.9), it also converges in distribution, which implies that this sequence is bounded in probability. Hence, it follows that
and Lemma 5.10 and [11, (2.2)] yields the result.
6. Simulations Example 6.1. SDE
is given, where a ∈ R is unknown parameter, and process is observed over fixed time interval [0, T ]. For n ∈ N, define h = T n and equidistant subdivision of [0, T ] with t i = ih, i = 1, . . . , n. Then MLE, based on the continuous-time sample (X t ) t∈[0,T ] ,â is given by (see [16] )
Let (X 1 , . . . , X n ) := (X t1 , . . . , X tn ) be discrete random sample from the model. For the simulation study,
i−1 , henceâ will be estimated by the formula
If we define the functions µ(x, a) = ax, ν(x) = 1, and σ 0 = 1, then using (3.3) we get
from which we calculate AMLEā n , which is given by formulā
Therefore, all of the assumptions of Corollary 4.2 are satisfied, and we have
Let −z α 2 be α 2 -quantile of standard normal distribution. We simulated M realizations of discrete random sample (X t1 , . . . , X tn ) with parameter a = 2 over equidistant points t i = i∆ n , where n = 2 k , T = 1 and ∆ n = T n . Then we calculated how many times values of the variable
] and we present that number as a percentage. Results are presented in Tables 1, 2 If (X 1 , . . . , X n ) := (X t1 , . . . , X tn ) is discrete random sample from the model, then using (3.3) we get
L n is quadratic function of a and b, which means that there exists a point of maximum of that function. Hence, AMLEā n andb n of the parameters a and b can be calculated using formulas
In this case MLE given by (6.4) can not be calculated exactly, so we will use formulas (6.5) as their good approximation. For that purpose we used different (much larger) number of points for calculating MLE then for AMLE. In this way obtained estimate of MLE is not equal to estimate of AMLE. If we define the functions µ(x, a, b) = a − b ln x, ν(x) = x, then all of the assumptions of Corollary 4.2 are satisfied, and we have
where θ = (a, b), and matrices Σ n (θ n ) and D 2 L n (θ n ) are given by formulas
We simulated M realizations of discrete random sample (X t1 , . . . , X tn ) with parameters a = 9.72, b = 3.7, over equidistant points t i = i∆ n , where n = 2 k , T = 1 and ∆ n = T n . We simulated in the way that n ′ = 2 l > 2 k and we use all of these points to estimate MLEθ by using (6.5). Then we take subsample of length n = 2 k and calculate AMLEθ n by (6.5). Then, we calculate percentage of values
which are in the interval [0, χ 
for large enough T and n one can say that the difference
where Z T is standard normal random vector independent of F T , and Z is standard normal random vector. For example, if we look at the variance at one dimensional case
then for simulation study we can use this variance to explain standard error and to get asymptotic confidence intervals for true parameter value. This is only the hint how to use the result presented in this paper in future simulation study in the case of ergodic diffusions. so we conclude that (A.1) + (A.2) converges in probability to zero. Let us denote with µ ′ and µ ′′ first and second derivative of the function x → µ(x, θ 0 ) with respect to x. For (A.3), we have
where (A.9)-(A.11) we get by applying Itô's formula for
In the case when µ(·, θ 0 ) is a constant function, (A.3) would have the same form as (A.7). It can be shown that there exist constants
so (A.7),(A.8),(A.9) and (A.10) converge in L 2 -norm to zero, and (A.11) converges almost surely to zero. From this we conclude that (A.3) converges in probability to zero.
For example, let us show how we can get constant k 2 . The other constants in this article can be calculated in similar way. For (A.7) we have
For (A.4) there exists constant k 7 such that
from which follows that (A.4) converges in probability to zero. For (A.5) there exists constant k 8 such that
from which we conclude that (A.5) converges in probability to zero. We can conclude that Z n (θ) converges in probability to zero.
Proof of Lemma 5.7. Since { sup
for i, j = 1, . . . , d it is sufficient to prove that
Let us define the functions F (ω,θ(ω), v) = 0, j → ∞, from which we conclude that sup v∈[0,1] F (θ n k j , v) converges almost surely to 0, when j → ∞, hence it converges in probability to 0, which is contradiction with (A.12).
Proof of Lemma 5.8. For the sequence D 2 L T (θ) (θ n −θ) is bounded in probability, so by Lemma 5.7 follows 
Lemma 5.6 and [11, (2.2)] yields the conclusion.
Proof of Lemma 5.11. It is sufficient to prove that Lemma holds for each jk component of matrices. Since
it is sufficient to prove that Σ n (θ n ) jk − Σ(θ n ) jk P → 0 and Σ(θ n ) jk − Σ(θ) jk P → 0. Let ω ∈ Ω be fixed. Then the functionsf jk : [0, T ] → R, defined bȳ f jk (t) := f jk (X t (ω),θ n (ω)), are uniformly continuous. Let ǫ > 0 be arbitrary fixed number. Then, there exists δ > 0, such that |s − t| < δ ⇒ |f jk (X s ,θ n ) − f jk (X t ,θ n )| < ǫ T .
Since {|λ 1 (Σ n (θ n )) − λ 1 (Σ(θ))| < ǫ} ⊆ {λ Σ − ǫ < λ 1 (Σ n (θ n ))} ⊆ {0 < λ 1 (Σ n (θ n ))}, we can conclude that P(λ 1 (Σ n (θ n )) > 0) P → 1, which proves our Lemma.
