Abstract. Many NP-hard problems, such as Dominating Set, are FPT parameterized by clique-width. For graphs of clique-width k given with a kexpression, Dominating Set can be solved in 4 k n O(1) time. However, no FPT algorithm is known for computing an optimal k-expression. For a graph of clique-width k, if we rely on known algorithms to compute a (2 3k − 1)-expression via rank-width and then solving Dominating Set using the (2 3k − 1)-expression, the above algorithm will only give a runtime of 4 2 3k n O(1 
Introduction
Parameterized complexity is a field of study dedicated to solving NP-hard problems efficiently on restricted inputs, and has grown to become a well known field over the last 20 years. Especially the subfields of Fixed Parameter Tractable (FPT) algorithms and kernelizations have attracted the interest of many researchers. Parameterized algorithms measure the runtime in two parameters; the input size n and a secondary measure k (called a parameter, either given as part of the input or being computable from the input). An algorithm is FPT if it has runtime f (k)n O(1) . Since we study NP-hard problems, we must expect that f (k) is exponentially larger than n for some instances. However, a good parameter is one where f (k) is polynomial in n for a large class of inputs. For a survey on parameterized complexity and FPT, we refer the reader to [13, 12, 22] .
The clique-width of a graph G, introduced by Courcelle and Olariu [11] , is the minimum k such that G can be expressed by a k-expression, where a k-expression is an algebraic expression using the following four operations:
• i(v): construct a graph consisting of a single vertex with label i ∈ {1, 2, . . . , k}.
• G 1 ⊕ G 2 : take the disjoint union of labelled graphs G 1 and G 2 .
• η i,j for distinct i, j ∈ {1, 2, . . . , k}: add an edge between each vertex of label i and each vertex of label j.
• ρ i→j for i, j ∈ {1, 2, . . . , k}: relabel each vertex of label i to j.
Clique-width is a well-studied parameter in parameterized complexity theory. It is therefore interesting to be able to expand our knowledge on the parameter and to improve on the preciseness of problem complexity when parameterizing by cliquewidth.
Courcelle, Makowsky, and Rotics [10] showed that, for an input graph of cliquewidth at most k, every problem expressible in M SOL 1 (monadic second-order logic of the first kind) can be solved in FPT time parameterized by k if a k-expression for the graph is given together with the input graph. Later, Oum and Seymour [25] gave an algorithm to find a (2 3k+2 − 1)-expression of a graph having clique-width at most k in time 2 3k n O (1) . 1 By combining these results, we deduce that for an input graph of clique-width at most k, every M SOL 1 problem is in FPT, even if a k-expression is not given as an input. However the dependency in k is huge and can not be considered of practical interest. In order to increase the practicality of FPT algorithms, it is very important to control the runtime as a function of k.
If we rely on finding an approximate k-expression first and then doing dynamic programming on the obtained k-expression, we have two ways to make improvements; either we improve the algorithm that uses the k-expression, or we find a better approximation for clique-width. Given a k-expression, Independent Set and Dominating Set can be solved in time 2 k n O(1) [16] and 4 k n O(1) [3] , respectively. Lokshtanov, Marx and Saurabh [19] show that unless the Strong ETH fails 2 , Dominating Set can not be solved in (3 − ǫ) k n O(1) time even if a k-expression is given
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. Hence, there is not much room for improvement in the existing algorithms when a k-expression is given.
There are no known FPT algorithms for computing optimal k-expressions, and the best known FPT algorithm for approximating an optimal k-expression via rank-width has an approximation ratio which is exponential in the optimal cliquewidth [23] . Therefore, even for the simple NP-hard problems such as Independent Set and Dominating Set, all known algorithms following this procedure has a runtime where the dependency is double exponential in the clique-width. The question of finding a better approximation algorithm for clique-width is an important and challenging open problem.
However, there is a way around this by avoiding a k-expression: Bui-Xuan, Telle and Vatshelle [5] showed that by doing dynamic programming directly on a rank decomposition, Dominating Set can be solved in 2 
is not only for Independent Set and Dominating Set but also for a wide range of problems, called 1 Later, Oum [23] obtained an improved algorithm to find a (2 3k − 1)-expression of a graph having clique-width at most k in time 2 3k n O(1) .
2 The Strong Exponential Time Hypothesis (Strong ETH) states that SAT can not be solved in O((2 − ǫ) n ) time for any constant ǫ > 0. Here n denotes the number of variables. 3 Their proof uses pathwidth, but the statement holds since clique-width is at most 1 higher than pathwidth. the locally checkable vertex subset and partitioning problems (LC-VSP problems). Tables 1 and 2 list some well known problems in LC-VSP.
In this paper we improve on these results by using a slightly modified definition of rank-width, called Q-rank-width, based on the rank function over the rational field instead of the binary field. The idea of using fields other than the binary field for rank-width was investigated earlier in [18] , but our work is the first to use Q-rank-width to speed up an algorithm.
We will show the following:
• For any graph, its Q-rank-width is no more than its clique-width.
• There is an algorithm to find a decomposition confirming that Q-rank-width is at most 3k + 1 for graphs of Q-rank-width at most k in time 2 3k n O(1) .
• If a graph has Q-rank-width at most k, then every fixed LC-VSP problem can be solved in 2
This allows us to construct an algorithm that runs in time 2 O(k log k) n O(1) for graphs of clique-width at most k and solve every fixed LC-VSP problem, improving the previous runtime 2
of the algorithm by Bui-Xuan et al. [7] . We also relate the parameter Q-rank-width to other existing parameters. There are several factors affecting the quality of a parameter, such as: Can we compute or approximate the parameter? Which problems can we solve in FPT time? Can we reduce the exponential dependency in the parameter for specific problems? And, how large and natural is the class of graphs having a bounded parameter value?
This paper is organized as follows: In Section 2 we introduce the main parts of the framework used by Bui-Xuan et al. [7] , including the general algorithm they give for LC-VSP problems. Section 3 revolves around Q-rank-width and is where the results of this paper reside. We show how Q-rank-width relates to clique-width, and reveal why we have a good FPT algorithm for approximating a decomposition. In Section 4, we give our main result, which is an improved upper bound on solving LC-VSP problems parameterized by clique-width when we are not given a decomposition. We end the paper with Section 5 containing some concluding remarks and open problems.
Framework
We write V (G) and E(G) to denote the set of vertices and edges, respectively, of a graph G.
be the set of all neighbours of v in G. We omit the subscript if it is clear from the context. For a set S ⊆ V (G) we define N (S) = v∈S N (v) \ S.
Branch Decompositions.
The algorithm of Bui-Xuan et al. [7] needs a branch decomposition as input. A branch decomposition (T, δ) of a graph G consists of a subcubic tree T (a tree of maximum degree 3) and a bijective function δ from the leaves of T to the vertices of G. (Note that this definition differs from that of [27] by δ mapping to the vertices of G instead of the edges.)
Every edge in a tree splits the tree into two connected components. In a branch decomposition (T, δ) for a graph G, we say that each edge e of T induces a cut in G. This induced cut is a bipartition (A, A) of the vertices of V (G) so that A is the set of vertices mapped by δ from vertices of one component of T − e, and A is the set of vertices mapped by δ from the other component of T − e (see Figure 1) . 
As there is a bijection from each subset A ⊆ V (G) to each cut (A, A), we may abuse notation slightly and say that f is also defined for cuts of V (G), by regarding f (A, A) as f (A).
Given a cut-function f and a branch decomposition (T, δ) of a graph G,
• the f -width of (T, δ) is the maximum value of f over all the cuts of (T, δ), and • the f -width of G is the minimum f -width over all possible branch decompositions of G. If |V (G)| ≤ 1, then G admits no branch decomposition and we define its f -width to be f (∅).
Many width parameters of graphs can be defined in terms of f -width for some cut-function f . For example, in a graph G, if we define f (A) to be the number of maximal independent sets of the subgraph of G induced by edges having one end in A and the other end in A, then the f -width is exactly the boolean-width [6] .
When we speak of the f -width of a graph, we address it as a width parameter of the graph.
2.2. Neighbourhood Equivalence. Two sets of vertices S 1 , S 2 are neighbourhood equivalent if they have the same set of neighbours, in other words, N (S 1 ) = N (S 2 ). We are particularly interested in neighbourhood equivalence in bipartite graphs, or more specifically, cuts defined by a branch decomposition. This concept was generalized with respect to cuts in [7] . We define the d-neighbour equivalence relation ≡ 
A A [7] uses this relation to limit the number of partial solutions to try. Therefore, the runtime is dependent on the number of d-neighbour equivalence classes.
Locally Checkable Vertex Subset and Vertex Partitioning Problems.
Telle and Proskurowski [29] introduced the Locally Checkable Vertex Subset and Vertex Partitioning problems (LC-VSP), also called [σ, ρ]-problems and D q -partition problems. This is a framework to describe many well-known graph problems, see [29, 7] . Tables 1 and 2 list some of them. For completeness, we give the definitions of the problem class LC-VSP, however, they are not used directly in this paper and can be skipped by the reader.
For finite or co-finite sets σ and ρ of non-negative integers, a set S of vertices of a graph G is a [σ, ρ]-set of G if for each vertex v of G,
The Locally Checkable Vertex Subset problems (LC-VS), or [σ, ρ]-problems, are those problems that consist of finding a minimum or maximum [σ, ρ]-set of the input graph.
The LC-VSP problems, or D q -partition problems, is a generalization of the LC-VS problems. A degree constraint matrix D q is a q×q matrix such that each cell is a finite or co-finite set of non-negative integers. We say that a partition
For a given degree constraint matrix D q , the LC-VSP problem is to decide whether the vertex set of a graph admits a partition satisfying D q .
For each LC-VSP-problem π, there are two problem-specific constants d(π) and q(π). The number q(π) equals the number of parts in a partition that the problem requests, or equivalently, the row/column size of the constraint matrix (i.e., for problem π with degree constraint matrix D q we have q = q(π). The number d(π) is defined to be one more than the largest number in all the finite sets and in all the complements of the co-finite sets of the degree constraint matrix used for expressing π. If all the finite sets and complements of co-finite sets are empty, d(π) is zero.
For example, Dominating Set can be described by a degree constraint matrix
, and we ask to minimize |V 1 |. If we alter D 2 [1, 1] to {0}, the problem is changed to Independent Dominating Set, as no vertex in V 1 can be adjacent to another vertex in V 1 . For both problems we have a 2 × 2-matrix, and so q(π) = 2 and d(π) = 0 + 1 = 1.
The algorithm of Bui-Xuan et al. [7] solves each of the LC-VSP problems with a runtime dependent on nec d(π) -width and q(π) by using the d-neighbour equivalence relation ≡ 
Q-rank-width of a Graph
The Q-cut-rank function of a graph G is a function on the subsets of V (G) that maps X ⊆ V (G) to the rank of an |X| × X -matrix A = (a ij ) i∈X,j∈X over the rational field such that a ij = 1 if i and j are adjacent in G and a ij = 0 otherwise.
We let cutrk Q (X) denote the Q-cut-rank of X. For a subset X ⊆ V (G), the matrix A associated with cutrk Q (X) is the adjacency matrix of the cut (X, X). Note that if the underlying field of the matrix A is the binary field GF (2), then we obtain the definition of the usual cut-rank function [25] . By Q-rank-width of a graph, we mean its Q-cut-rank-width (see subsection 2.1). We may denote the Q-rank-width simply as rw Q . Figure 3 . The adjacency matrix of the cut depicted in Figure 2 . The rank over the rational field is 4, so the Q-cut-rank of this cut is 4.
Since the Q-cut-rank function is symmetric submodular and is computable in polynomial time, by applying the result of Oum and Seymour [25] , we get the following theorem.
Theorem 3.1 (Oum and Seymour [25] ). There is a 2 3k n O(1) -time algorithm for which, given a graph G as input and a parameter k, either outputs a branch decomposition for G of Q-rank-width at most 3k + 1 or confirms that Q-rank-width of G is more than k.
3.1. Q-rank-width versus clique-width/rank-width. The question of how useful the Q-rank-width is as a width parameter is hard to answer. To better understand this question, it would be interesting to know the relation to other well-known width parameters such as treewidth, rank-width and clique-width.
The following relates Q-rank-width to the closely related parameter rank-width, yet we see that rank-width can be substantially lower than Q-rank-width.
Lemma 3.2. For any graph G we have rw(G)
Proof. The first inequality is from the fact that a set of 0-1 vectors linearly dependent over Q must also be linearly dependent over GF (2). The second and third inequalities follow from [25, Proposition 6.3] since their proof is not dependent on the type of field rank-width uses. They show that a kexpression can be translated to a branch decomposition where for every cut (A, A) in the decomposition, either the number of distinct rows or the number of distinct columns in the adjacency matrix M of its induced bipartite graph, is bounded by k. Since this means the rank of M over Q is at most k, we have rw Q (G) ≤ cw(G). The idea of showing cw(G) ≤ 2 rw(G)+1 − 1, is that a branch decomposition where the adjacency matrix of each cut has its number of distinct columns/rows (approximately) bounded by some k, can be translated to a k-expression. As the number of distinct columns/rows for any 0-1 matrix of rank rw is at most 2 rw , we get our inequality. The last two inequalities are also proved in [18] . We believe Lemma 3.2 is tight. There are existing results showing that it is almost tight. A n × n grid has rank-width n − 1 [17] and clique-width n + 1 [15] , hence the first two inequalities are almost tight. There exist graphs with treewidth k and hence Q-rank-width at most k and clique-width at least 2 ⌊k/2⌋−1 [9] .
3.2. Q-rank-width versus treewidth/branch-width. Oum [24] proved that the rank-width of a graph is less than or equal to its tree-width plus 1. We prove a similar result for Q-rank-width. In order to show this, we use the notion of tangles and branch-width of symmetric submodular functions, see [14, 26] . For a symmetric submodular function f on a finite set V , an f -tangle T of order k + 1 is a set of subsets of V satisfying the following: For a set X of edges, let T X be the set of vertices incident with at least one of the edges in X. For a set X of edges, let η(X) = |T X ∩ T E(G)\X |, that is the number of vertices incident to both edges in X and edges in E(G) \ X. Then the branch-width of a graph G is the branch-width of the function η on E(G) [27] .
Proof. Suppose k = η(X). Then T X has at most k vertices having neighbors in V (G) \ T X by the definition of η. Thus cutrk Q (T X ) ≤ k as the rank of a matrix with at most k non-zero rows is at most k.
Lemma 3.5. Let k ≥ 2. If G has Q-rank-width at least k + 1, then G has branchwidth at least k + 1.
Proof. We may assume that G is connected without loss of generality. Let ρ be the Q-cut-rank function of G. Since the Q-rank-width of G is larger than k, there exists a ρ-tangle T of order k + 1.
We aim to construct the tangle U of order k + 1 as follows. Let
We claim that U is an η-tangle of order k + 1.
(1) Suppose that η(X) ≤ k for a set X of edges. We need to show that either X ∈ U or E(G) \ X ∈ U. Suppose that X / ∈ U and E(G) \ X / ∈ U. Then, T X / ∈ T . Since ρ(T X ) ≤ η(X) ≤ k and T is a ρ-tangle, we know that V (G)\T X ∈ T . Similarly we deduce that V (G) \ T E(G)\X ∈ T . Moreover since η(X) ≤ k, T X ∩ T E(G)\X ∈ T (easy to show by induction-any set of at most k vertices belongs to a ρ-tangle of order k + 1). This leads a contradiction because (
(2) Suppose that X∪Y ∪Z = E(G) for three sets X, Y, Z ∈ U. If v / ∈ T X ∪T Y ∪T Z , then v is an isolated vertex. Since G is connected, there is no such v. Thus,
(3) For each edge e, η({e}) ≤ 2 and therefore if k ≥ 2, then T {e} ∈ T . So {e} ∈ U.
By (1)- (3), we checked all axioms for η-tangles.
Theorem 3.6. rw Q (G) ≤ max(branch-width(G), 1) ≤ treewidth(G) + 1.
Proof. If the branch-width of G is larger than 1, then by Lemma 3.5, we know that the rank-width is at most the branch-width of G. If the branch-width of G is 1, then G is a forest and therefore the rank-width is at most 1. (But G may have edges, even if branch-width of G is 0 and in this case, the rank-width of G is 1.) Robertson and Seymour [27] showed that branch-width is at most tree-width plus 1.
We remark that an identical proof can be used to show an analogous result for variations of rank-width on different fields. Figure 4 shows a comparison diagram of graph parameters. The idea of such a diagram is that parameterized complexity results will propagate up and down in this diagram. Positive results propagate upward; for instance, since Dominating Set is solvable in 2 O(tw) n O(1) for a graph of treewidth tw [28] , we see that Dominating Set is solvable in 2 O(pw) n O(1) for a graph of pathwidth pw. Negative results propagate downward; for example, since unless ETH fails, Dominating Set can not be solved in 2 o(pw) n O (1) where pw is the pathwidth of the input graph [20] , so is the case for treewidth, clique-width, Q-rank-width, rank-width and boolean-width. From this table, we can deduce that the entire class LC-VSP cannot be in FPT parameterized by OCT, D2Chordal or D2Perfect unless P = NP, since Dominating Set is NP-hard for both bipartite [2] and chordal graphs [4] . Furthermore, LC-VSP parameterized by either of the remaining parameters is in fact in FPT, since we have FPT algorithms solving all problems in LC-VSP parameterized by rank-width, boolean-width, and D2Interval 4 .
Bounding nec d -width by Q-rank-width and its Algorithmic Consequences
Now we know how to find a branch decomposition with a low Q-rank-width. We are going to discuss its nec d -width to apply Theorem 2.1. Theorem 2.1 provides the runtime of the algorithm in terms of the nec d -width of the given decomposition. So, if we manage to give a bound on the nec d -width of a decomposition in terms of the Q-rank-width, we will also get a bound on the runtime of the algorithm in terms of Q-rank-width. We will prove such a bound shortly, but in order to do this we first need the following lemma, based on a proof of Belmonte and Vatshelle [1, Lemma 1]. 4 Given a graph of D2Interval(G) = k, we have a fixed-parameter tractable algorithm to construct a branch deceomposition of nec d -width at most 2 k n d and thus by the algorithm of [7] , we have a fixed-parameter tractable algorithm to solve the problem. To do this, we first find a vertex set S of size k so that G − S is an interval graph, and then find a branch decomposition of nec d -width at most n d . Arbitrarily adding the vertices of S anywhere in the branch decomposition cannot increase the nec d -width by more than 2 |S| , and thus the resulting branch decomposition has nec d -width at most 2 k n d . We have a fixed-parameter tractable algorithm to find S shown in [8] and constructing a branch decomposition for G − S of nec d -width at most n d can be done in polynomial time by [1] . 
If v has a neighbour in
and therefore v has at least d − 1 neighbours in S 2 and so v has no neighbors in S 1 . This contradicts our assumption that
Thus v has no neighbour in S \(S 1 ∪S 2 ). This proves the claim. Since |S 1 ∪S 2 | ≤ dk, this completes the proof of the lemma. Lemma 4.1 implies that to count distinct d-neighbour equivalence classes for a cut of a branch decomposition of Q-rank-width k, it is enough to search subsets of size at most dk. The same result is true, even if we replace Q-rank-width with rank-width or boolean-width ( [31] , [7, Lemma 5] ).
Then what is the contribution of Q-rank-width instead of rank-width or booleanwidth? Here comes the crucial difference. For both rank-width k or boolean-width k, the number of vertices with distinct neighbourhoods over the cut is no more than 2 k [31, 7] . Putting this together gives a trivial bound of nec d ≤ 2 dk can improve this bound if k is Q-rank-width, thanks to the fact that the row space of some matrix over Q not only contains all the rows of the matrix, but also all the different sums of the rows in the matrix. So, we can bound nec d (A) by using a more direct connection between Q-rank-width and the number of distinct d-neighbourhoods than that of the trivial bound.
Theorem 4.2. If the Q-rank-width of a branch decomposition is k, then the nec dwidth of the same decomposition is no more than (dk + 1)
Proof. It is enough to prove that if a cut (A, A) has Q-cut-rank k, then Let B be a set of k linearly independent columns of M . Since M has rank k, every linear combination of row vectors of M is completely determined by its entries in B. Thus the number of possible values of σ(S) is at most (dk +1) k (see Figure 5 ). This proves the theorem. As we sum over at most dk rows, and each row either increases the value of a column by exactly one or exactly zero, the number of unique sums possible is at most |{0, 1, . . .
This result, combined with Theorems 2.1 and 3.1, shows that all the LC-VSP problems can be solved in time 2 O(k log k) n O (1) . Expressing the runtime in terms of clique-width, we get the following corollary. Proof. Let k be the Q-rank-width of G. By Theorem 3.1 we can find a branch decomposition of Q-rank-width at most 3k + 1 in time 2 3k n O (1) . By Theorems 2.1 and 4.2, the LC-VSP problem π can be solved in time 2 9k log (3k·d(π)+1)q(π) n O(1) . This completes the proof because k ≤ cw by Lemma 3.2.
Conclusion
If we are given a k-expression as input, the best known FPT algorithm parameterized by k solving the Dominating Set is by Bodlaender et al. [3] and runs in time (1) For a graph G, the D2ProperInterval of a graph is the minimum number of vertices needed to be removed in order to make G into a proper interval graph. For a graph G with D2ProperInterval equal k, Villanger and van 't Hof [30] gave a 6 k n O(1) -time algorithm for finding such a set S to be removed. To solve Independent Set on a graph G = (V, E), we guess the intersection S ′ of S and an optimal solution, and then combining it with the optimal solution of Independent Set on the proper interval graph G − (S ∪ N (S ′ )). As Independent Set is solvable in n O(1) time on proper interval graphs, this yields a 2 O(k) n O(1) time algorithm. (2) The OCT number of a graph G is the minimum number of vertices needed to remove from G in order to make it bipartite. For a graph G with OCT number equal k, Lokshtanov, Saurabh and Sikdar [21] gave a 3 k n O(1) -time algorihm for finding the minimum set S of vertices to remove from G to make it bipartite. As with the algorithm above, we can solve Independent Set by guessing the intersection S ′ of S and the optimal solution and then combine it with the optimal solution of the bipartite graph G− (S ∪N (S ′ )). As Independent Set is trivially solvable in n O(1) time on bipartite graphs, this yields a 2 O(k) n O(1) time algorithm.
Note, however, that these parameters are not bounded by treewidth (and thus also not bounded by clique-width), see Figure 4 .
