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JUNGKYOUNG LEE AND INSUK SEO
Abstract. In this article, we prove the Eyring–Kramers formula for non-reversible
metastable diffusion processes that have a Gibbs invariant measure. Our result indi-
cates that non-reversible processes exhibit faster metastable transitions between neigh-
borhoods of local minima, compared to the reversible process considered in [Bovier,
Eckhoff, Gayrard, and Klein, J. Eur. Math. Soc. 6: 399–424, 2004]. Therefore, by
adding non-reversibility to the model, we can indeed accelerate the metastable transi-
tion. Our proof is based on the potential theoretic approach to metastability through
accurate estimation of the capacity between metastable valleys. We carry out this
estimation by developing a novel method to compute the sharp asymptotics of the
capacity without relying on variational principles such as the Dirichlet principle or
the Thomson principle.
1. Introduction
In the study of the metastability of stochastic dynamical systems, one of the most im-
portant models is the overdamped Langevin dynamics given by a stochastic differential
equation (SDE) of the form
dy(t) = −∇U(y(t)) dt+
√
2 dwt , (1.1)
where (wt)t≥0 represents the standard d-dimensional Brownian motion,  > 0 is a small
constant parameter corresponding to the magnitude of the noise, and U : Rd → R
is a smooth Morse potential function. In addtion to its importance in large-deviation
theory, mathematical physics, and engineering, this process is also well-known for ap-
proximating the minibatch gradient descent algorithm widely used in deep learning.
The analysis of the metastability of this model has attracted considerable attention
in recent decades. Its first successful mathematical treatment was carried in a sequence
of pioneering studies by Freidlin and Wentzell in the 1960s from a large-deviation theo-
retical perspective, and these achievements have been summarized in [9]. Subsequently,
the next breakthrough was achieved in [5] from a potential theoretical perspective. In
particular, the so-called Eyring–Kramers formula for (1.1) was eastablished as a refine-
ment of the large-deviation result obtained in [9]. Recently, in [29], a more refined result
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Figure 1.1. Double-well potential U with two minimam1 andm2 and
a saddle point σ between them.
that completely describes the large-scale movement of the process y(·) was obtained
by an author of the current article and Rezakhanlou.
Metastable behavior of overdamped Langevin dynamics. To heuristically explain the
metastable behavior of the process, we first consider the overdamped Langevin dynamics
y(·). We regard this process as a small random perturbation of the dynamical system
given by an ordinary differential equation (ODE) of the form
dy(t) = −∇U(y(t)) dt . (1.2)
Note that the stable equilibria of this dynamical system are given by the local minima
of U . Hence, provided that  ' 0, the process y(·) starting from a neighborhood of a
local minimum of U will remain there for a sufficeiently long time, as the noise is small
compared to the drift term that pushes the process toward the local minimum.
The metastability issue arises for the process y(·) if U has multiple local minima.
To illustrate the corresponding metastable behavior more clearly, we simply assume
that U has two local minima m1 and m2 as shown in Figure 1.1, and we suppose that
the process y(·) starts at m1. If there is no noise, i.e.,  = 0, the process always
remains at m1. However, when  is small but positive, random noise accumulates
over a sufficiently long time and enables the process y(·) to make a transition to a
neighborhood of another minimum m2, where it then remains for a long time before
making another transition. Such rare transitions between the neighborhoods of local
minima constitute the dynamical metastable behavior of the process y(·). We can
expect richer behaviors when U has a more complex landscape.
Eyring–Kramers formula. The Eyring–Kramers formula is the sharp asymptotics, as
 → 0, of the mean of the time required to observe the transition described above.
It was obtained for the one-dimensional case in classical studies [8, 16] conducted in
the 1930s on the basis of explicit computation. The generalization of this result to
arbitrary dimensions was finally accomplished in [5] a few decades later. We recall the
double-well situation illustrated in Figure 1.1 to explain the Eyring–Kramers formula
NON-REVERSIBLE METASTABLE DIFFUSIONS WITH GIBBS INVARIANT MEASURE I 3
in a simple form. Let τD(m2) denote the hitting time with respect to the process y(·) of
the set D(m2), which is a ball of radius  centered at m2. Then, the Eyring–Kramers
formula is the sharp estimate of the mean transition time E[τD(m2)|y(0) = m1]. The
Freidlin–Wentzell theory gives the large deviation estimate for this quantity as
lim
→0
 logE[ τD(m2) |y(0) = m1 ] = U(σ)− U(m1) , (1.3)
where σ is the saddle point between the two wells as shown in Figure 1.1. The Eyring–
Kramers formula is a refinement of this result (cf. Corollary 3.7 of the current article),
and it gives the precise asymptotics of the expectation in (1.3).
The mean transition time is related to the quantification of the mixing property of
the process y(·). To explain it more precisely, we remark that the invariant measure
for the process y(·) is given by the Gibbs measure, which can be explicitly written as
µ(dx) =
1
Z
e−U(x)/ dx , (1.4)
where Z is the partition function given by
Z =
ˆ
Rd
e−U(x)/ dx < ∞ . (1.5)
To ensure the finiteness of Z, we need suitable growth conditions for U , which will
be explained in Section 2. Hence, the process y(·) is a sampler of the distribution
µ(·), which is exponentially concentrated on the global minima of U . There are two
representative quantities for measuring this mixing property of y(·): the spectral gap
[6] and the mean transition time of the process from one local minimum to another [5].
Thus, by estimating the latter using the Eyring–Kramers formula, one can precisely
measure the mixing property of y(·).
Main contribution of this article. In this article, we consider a variant of the classical
overdamped Langevin dynamics y(·), which is obtained by adding a vector field to the
drift term of the SDE (1.1). More precisely, we focus on the Eyring–Kramers formula
for the diffusion process given by an SDE of the form
dx(t) = −(∇U + `)(x(t)) dt+
√
2 dwt , (1.6)
where U is the smooth potential function as described above. Further, ` : Rd → Rd is
a vector field that is orthogonal to the gradient field ∇U , i.e.,
∇U(x) · `(x) = 0 for all x ∈ Rd , (1.7)
and it is incompressible:
(∇ · `)(x) = 0 for all x ∈ Rd . (1.8)
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The condition (1.7) guarantees that the quasi-potential of the process x(·) is U (cf.
[9, Theorem 3.3.1]), and the condition (1.8) ensures that the invariant measure of the
process x(·) is the Gibbs measure µ(·) (cf. Theorem 2.3). In this sense, the process
x(·) is another sampler of the Gibbs measure µ(·). Indeed, we prove in Theorem 2.3
that the conditions (1.7) and (1.8) are the necessary and sufficient conditions for the
process x(·) to have a Gibbs invariant measure µ(·) defined in (1.4). For this reason,
this generalized model has been investigated in many studies from different perspectves,
e.g., [7, 14, 15, 23, 24, 27, 28].
The main contribution of the current article is the proof of the Eyring–Kramers
formula for the process x(·) (Theorem 3.5). We verify in Theorem 2.1 that the stable
points of the process x(·) are the local minima of U and hence identical to those of the
process y(·). Hence, we can compare the Eyring–Kramers formula of x(·) with that of
y(·), and this comparison reveals that the mean transition time of the dynamics x(·)
from one local minimum of U to another is always faster than that of the overdamped
Langevin dynamics y(·). This implies that we can accelerate the stochastic gradient
descent algorithm by adding the incompressible field `, which is orthogonal to ∇U . We
remark that such an acceleration has been observed for the model when the diffusivity
 is kept constant (see [7, 14, 15, 23, 27, 28] and references therein). In particular, we
refer to [11] for the explicit relation with the stochastic gradient descent algorithm.
We also remark that in a recent study [24], the model considered in this article was
investigated in view of the low-lying spectra. Sharp estimates were eastablished for the
exponentially small eigenvalues of the generator associated with the process x(·). See
Corollary 3.8 to understand how our discovery is related to the result presented in [24].
General methodology of capacity estimation. Another main result of our study is the
establishment of a straightforward and robust method for estimating a potential theo-
retic notion known as the capacity. In the proof of Eyring–Kramers formula based on
the potential theoretic approach developed in [5], it is crucial to estimate the capacity
between metastable valleys. In all the existing results based on this approach, such an
estimation is carried out via variational principles such as the Dirichlet principle or the
Thomson principle.
For the reversible case, this approach is less complex as the Dirichlet principle is an
optimization problem over a space of functions. Hence, by taking a suitable test function
that approximates the known optimizer of the variational principle, we can bound the
capacity in a precise manner. This strategy is the essence of the potential theoretic
approach to metastability. By contrast, for the non-reversible case, the variational
expression of the capacity is destined to involve both the function and the so-called
flow (cf. [19, Theorems 3.2 and 3.3]). Therefore, one must construct both the test
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function and the test flow to estimate the capacity precisely. Accordingly, when this
approach is adopted for the non-reversible model, the major technical difficulty arises
in the construction of the test flow. This problem has been resolved in existing studies
such as [17, 19, 30] based on considerable computations.
In this article, we develop a robust methodology to estimate the capacity without re-
lying on these variational principles. We use only a test function in the estimation of the
capacity; no test flow is used even in the non-reversible case. Hence, our methodology
significantly reduces the complexity of the analysis of metastable non-reversible pro-
cesses to the level of the reversible models. Therefore, our methodology is expected to
present new possibilities for the analysis of non-reversible metastable random processes.
In summary, we develop a new methodology to estimate the capacity and use it to
establish the Eyring–Kramers formula for the non-reversible and Gibbsian metastable
diffusions x(·).
Related question 1: Markov chain description of metastable behavior. Now, we consider
two important questions. The first deals with a more comprehensive description of the
metastable behavior of the process x(·). To view this problem in a concrete form,
suppose that U(m1) = U(m2) in the double-well situation illustrated in Figure 1.1.
The Eyring–Kramers formula focuses on a single metastable transition. However, this
transition will occur repeatedly between the neighborhoods of two metastable points
m1 and m2, and one might be interested in describing these repeated transitions si-
multaneously. To this end, we can try to prove that a suitably time-rescaled process
converges in some sense to a Markov chain whose state space consists of two valleys. By
doing so, we can completely describe successive metastable transitions as this Markov
chain. We consider this problem for the process x(·) in our companion paper [22].
Related question 2: metastable behavior of the general model. For a vector field b :
Rd → Rd, consider the dynamical system in Rd given by an ODE of the form
dz(t) = −b(z(t)) dt ; t ≥ 0 . (1.9)
Suppose that this dynamics has several stable equilibria. An open problem in the study
of metastability is to determined the Eyring–Kramers formula for the following small
random perturbation of (1.9):
dz(t) = −b(z(t)) dt+
√
2 dwt ; t ≥ 0 . (1.10)
We refer to [4, 9, 21] for the study of various aspects of this question. There are two
sources of difficulties in this open problem. The first one is the non-reversibility of the
dynamics, and the second one is the fact that the invariant measure cannot be written
in an explicit form in general. In the present article, we make a significant step toward
6 JUNGKYOUNG LEE AND INSUK SEO
addressing this problem by completely overcoming the former difficulty. However, since
we considered only models with a Gibbs invariant measure, the latter difficulty is not
addressed and remains to be resolved.
2. Model
In this section, we introduce the fundamental features of the model. The results
stated in this section regarding the process x(·) constitute the essence of this field.
However, we could not find a suitable reference that provides detailed proofs. Hence,
we decided to develop the full details.
Potential function U . To introduce the model rigorously, we must explain the potential
function U : Rd → R in the SDE (1.6). We assume that the potential function U ∈
C3(Rd) is a Morse function that satisfies the growth conditions
lim
n→∞
inf
|x|≥n
U(x)
|x| = ∞ , (2.1)
lim
|x|→∞
x
|x| · ∇U(x) = ∞ , and (2.2)
lim
|x|→∞
{|∇U(x)| − 2∆U(x)} = ∞ , (2.3)
where |x| denotes the Euclidean distance in Rd. These conditions have been introduced
in previous studies such as [5, 17, 29] to guarantee the positive recurrence of the diffusion
process y(·) given by (1.1) and the finiteness of Z in (1.5). More precisely, it is well
known (cf. [5]) that these conditions imply the tightness conditionˆ
{x:U(x)≥a}
e−U(x)/dx ≤ Ca e−a/ for all a ∈ R , (2.4)
where Ca is a constant that depends only on a, and hence imply the finiteness of the
partition function Z. Finally, we remark that the metastability of the reversible process
y(·) has been analyzed in [5] under the same set of assumptions.
Deterministic dynamical system x(·). To explain the metastable behavior of the process
x(·), we first consider a deterministic dynamical system given by the ODE
dx(t) = −(∇U + `)(x(t)) dt . (2.5)
We can demonstrate that this dynamical system has essentially the same phase portrait
as y(·) defined in (1.2).
Theorem 2.1. The following hold.
(1) We have `(c) = 0 for all critical points c ∈ Rd of U .
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(2) A point c ∈ Rd is an equilibrium of the dynamical system (2.5) if and only if
c ∈ Rd is a critical point of U .
(3) An equilibrium c ∈ Rd of the dynamical system (2.5) is stable if c is a local
minimum of U .
The proof is given in Section 4. We emphasize that the divergence-free condition
(1.8) is not used in the proof of this theorem, whereas the orthogonality condition (1.7)
plays a significant role. In view of part (3) of the previous theorem, we can observe that
the process x(·) is expected to exhibit metastable behavior when U has multiple local
minima, and this is the situation that we are going to discuss in the current article.
Diffusion process x(·). Now, we focus on the diffusion process x(·). Under the condi-
tions (2.1)–(2.3) and condition (1.7), we can prove the following property of the process
x(·). Note again that the condition (1.8) is not used.
Theorem 2.2. The following hold.
(1) There is no explosion for the diffusion process x(·).
(2) The diffusion process x(·) is positive recurrent.
The proof of this result is given in Section 5.
Invariant measure. Since the process x(·) is positive recurrent, we know that this
process has an invariant measure. Now, we prove that µ is the unique invariant measure
for the process x(·).
Before proceeding to the statement of this result, we first explain the role of the
conditions (1.7) and (1.8). Recall the general model z(·) given by the SDE (1.10). It
is known from [9, Theorem 3.3.1] that if the quasi-potential V associated with (1.10) is
of class C1, we can write b = ∇V + ` where ∇V · ` ≡ 0. Hence, the assumption (1.7)
is nothing more than the regularity assumption on the quasi-potential. The special
assumption regarding the field ` is (1.8), and the role of this assumption is summarized
below.
Theorem 2.3. The following hold.
(1) If ` satisfies the conditions (1.7) and (1.8), then the Gibbs measure µ(·) is the
unique invariant measure for the diffusion process x(·).
(2) On the other hand, suppose that the Gibbs measure µ(·) is the invariant measure
for the diffusion process z(·) defined in (1.10) for all  > 0. Then, the vector
field b can be written as b = ∇U + `, where U and ` satisfy (1.7) and (1.8).
The proof of this theorem is given in Section 5. Therefore, heuristically, the condition
(1.8) can be regarded as a necessary and sufficient condition (up to the regularity of
the quasi-potential) for the diffusion process z(·) to be Gibbsian.
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Construction of `. The result obtained in this article might be nearly useless if it
is extremely difficult to find a non-trivial ` satisfying the conditions (1.7) and (1.8)
simultaneously. However, there is a simple way to generate a variety of `’s when the
potential U is given. Let Md×d(R) be a space of d × d real matrices and let J :
R→Md×d(R) be a smooth function such that the range of J consists of only a skew-
symmetric matrix. Then, a vector field of the form `(x) = J(U(x))∇U(x) satisfies the
conditions (1.7) and (1.8). This has been observed in [24, Section 1]. Moreover, unless
J is a constant function, the model considered here is different from the one considered
in [17].
Notations regarding x(·). We conclude this section by defining some notations regard-
ing the process x(·). Let L denote the generator associated with the process x(·).
Then, L acts on f ∈ C2(Rd) such that
Lf = −(∇U + `) · ∇f + ∆f . (2.6)
Under the conditions (1.7) and (1.8) on `, we can rewrite this generator in the divergence
form as
Lf = e
U/∇ ·
[
e−U/
(
∇f − 1

f `
) ]
. (2.7)
Let Px denote the law of the process x(·) starting from x, and let Ex denote the
expectation with respect to Px.
3. Main Result
In this section, we explain the Eyring–Kramers formula for the diffusion process x(·).
The main result is stated in Theorem 3.5 (and Corollary 3.7 for the simple double-well
case).
3.1. Structure of metastable valleys. LetM denote the set of local minima of U .
The starting point m0 ∈ M of the process x(·) is fixed throughout the article. Note
that m0 is a stable equilibrium of x(·) by Theorem 2.1.
Let us fix H ∈ R such that U(m0) < H and define Σ as the set of saddle points of
level H:
Σ = {σ : U(σ) = H and σ is a saddle point of U } .
We take H such that Σ 6= ∅. We define
H = {x ∈ Rd : U(x) < H } , (3.1)
and we assume that H has multiple connected components; hence, the metastability
occurs.
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Figure 3.1. Example of landscape of the potential function U with five
local minima {mi : 0 ≤ i ≤ 4} and four saddle points {σi : 0 ≤ i ≤ 3}.
We assume that U(m3) = U(m4) and write Hi = U(σi), 0 ≤ i ≤ 3.
Our objective is to compute the transition time from the local minimum
m0 to other local minima. We can select the level H according to our
detailed objective. By taking H = H1, we haveM1 = {m1, m2}; hence,
we focus on the transition time from m0 to D(m1) ∪ D(m2). This
occurs at the level of H1 since the process must pass through σ1 to make
such a transition. For this case, we have M0 = {m0, m3, m4} and
M?0 = {m3, m4}. On the other hand, by taking H = H2, we have
M1 = {m1, m2, m3, m4}. For this case, we compute the escape time
from the metastable valley around m0. The selection H = H3 is not
available since the condition U(m0) < H is violated; hence H does not
contain m0. This level is meaningful when we start from, e.g., m3.
Finally, the selection H = H0 is not appropriate as Σ0 becomes an empty
set. For this case, we refer to Remark 3.6 (4) for further details.
We decompose H = H0 ∪H1, where H0 is the connected component of H containing
m0 and H1 = H \ H0. Note that H1 may not be connected. LetM0 andM1 denote
the sets of local minima belonging to H0 and H1, respectively. Let Dr(x) denote an
open ball in Rd centered at x with radius r, and define
U :=
⋃
m∈M1
D(m) .
In this article, we focus on the sharp asymptotics of the mean of the transition time
from m0 to U. Figure 3.1 illustrates the notations introduced above.
Notation 3.1. Since the sets such as Σ0 and U depend on H, we add the superscript
H to these notations, e.g., ΣH , when we want to emphasize the dependency to H.
3.2. Eyring–Kramers constant for x(·). In the remainder of the article, we use the
following notations.
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Notation 3.2. For each critical point c of U , let Hc = (∇2U)(c) denote the Hessian of
U at c and let Lc = (D`)(c) denote the Jacobian of ` at c.
In this subsection, we fix σ ∈ Σ and suppose that Hσ has only one negative eigenvalue
−λσ. In the Eyring–Kramers formula for the reversible process y(·) obtained in [5],
an important constant is the so-called Eyring–Kramers constant defined by
ωσrev =
λσ
2pi
√− detHσ . (3.2)
Now, we introduce the corresponding constant for the process x(·). To this end, we
first introduce the following lemma.
Lemma 3.3. For σ ∈ Σ, suppose that Hσ has only one negative eigenvalue. Then, the
matrix Hσ + Lσ has only one negative eigenvalue and is invertible.
The proof of this Lemma is given in Section 4.3. Let −µσ denote the unique negative
eigenvalue obtained in this lemma and define the Eyring–Kramers constant at σ by
ωσ =
µσ
2pi
√− detHσ . (3.3)
Then, we can prove the following comparison result for the Eyring–Kramers constant.
Lemma 3.4. We have µσ ≥ λσ; therefore, ωσ ≥ ωσrev.
The proof is also given in Section 4.3. In Corollary 3.9, we prove that the process
x(·) is faster than y(·) on the basis of this comparison result.
3.3. Eyring–Kramers formula for x(·). For A ⊂ Rd, let A denote the closure of
A. Define
Σ0 = H0 ∩H1 ⊂ Σ . (3.4)
We assume that Σ0 6= ∅1. For each σ ∈ Σ0, the Hessian Hσ has only one negative
eigenvalue as a consequence of the Morse lemma; hence, the Eyring–Kramers constant
ωσ at σ ∈ Σ0 can be defined as in the previous subsection. Then, define
ω0 =
∑
σ∈Σ0
ωσ . (3.5)
Let h0 denote the minimum of U on H0 and let M?0 denote the set of the deepest
minima of U on H0:
M?0 = {m ∈M0 : U(m) = h0} . (3.6)
1The case Σ0 = ∅ may occur, for instance, if we take H = H0 in Figure 3.1. We can deal with this
situation using our result by modifying H; see Remark 3.6(4).
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Define
ν0 =
∑
m∈M?0
1√
detHm
. (3.7)
Now, we are ready to state the Eyring–Kramers formula for the non-reversible process
x(·), which is the main result of the current article.
Theorem 3.5. We have
Em0 [ τU ] = [ 1 + o(1) ]
ν0
ω0
exp
H − h0

. (3.8)
Remark 3.6. We state the following with regard to Theorem 3.5.
(1) For a sequence (a)>0 of real numbers, we write a = o(1) if lim→0 a = 0.
(2) The constants ω0, ν0, and h0 and the set U are not changed if we take a
different starting point m′0 ∈ M0. In view of Theorem 3.5, this implies that
all the transition times from a point in M0 to U are asymptotically same.
For instance, if we take H = H1 in Figure 3.1, the expectation of hitting time
τD(m1)∪D(m2) is asymptotically the same for the starting points m0, m3 and
m4. This is because the process x(·) sufficiently mixes in the valley H0 before
moving to another valley.
(3) We can tune H such thatm0 is the unique local minimum of H0. For example,
in Figure 3.1, we can achieve this by selecting H = H2. Then, the formula (3.8)
becomes the asymptotics of the transition time from m0 to one of the other
local minima, and this is the classic form of the Eyring–Kramers formula. We
remark that all the existing studies [5, 17] on the Eyring–Kramers formula for
metastable diffusion processes have dealt with only this situation. On the other
hand, our result is more comprehensive in that we analyzed all the possible levels
by carefully investigating the equilibrium potential in Section 9. To the best of
the authors’ knowledge, such a comprehensive result for a diffusion setting was
not known previously.
(4) We use Notation 3.1 and suppose that ΣH00 = ∅. Then, we have Em0 [ τU ] 
exp
{
H0−h0

}
and the level H0 is not appropriate to investigate this mean tran-
sition time. Instead, we define
H∗ = sup {H : UH = UH0 }
so that we can estimate Em0 [ τUH0 ] by taking H = H
∗. For instance, in Figure
3.1, we have ΣH00 = ∅ and H∗ = H1.
The proof of Theorem 3.5 is given in Section 7.
Double-well case. The Eyring–Kramers formula stated above has a simple form in the
double-well case. Recall the double-well situation illustrated in Figure 1.1. For this
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case, the only meaningful selection of H is U(σ), and Σ0 = {σ} for this choice. With
this H, we can interpret Theorem 3.5 as following corollary.
Corollary 3.7. We have
Em1 [ τD(m2) ] = [ 1 + o(1) ]
2pi
µσ
√
− detHσ
detHm1
exp
U(σ)− U(m1)

. (3.9)
This is the classical form of the Eyring–Kramers formula. With this simple case,
we explain why this result is a refinement of the Freidlin–Wentzell theory. By [9,
Theorem 3.3.1], the quasi-potential V (· ;m1) of the process x(·) with respect to the
local minimumm1 is given by V (x;m1) = U(x)−U(m1) on the domain of attraction of
m1 with respect to the process x(·). Hence, we can deduce the following large-deviation
type result from the Freidlin–Wentzell theory:
lim
→0
 logEm1 [ τD(m2) ] = U(σ)− U(m1) .
In the formula (3.9), we find the precise sub-exponential pre-factor associated with this
large-deviation estimate.
We can also deduce from Corollary 3.7 a precise relation between the mean transition
time and a low-lying spectrum of the generator L for the double-well case. In [24], the
sharp asymptotics for the eigenvalue λ of L with the smallest real part was obtained.
Note that the generatorL is not self-adjoint; hence, the eigenvalue might be a complex
number.
Corollary 3.8. For the double-well situation, we suppose that U(m1) > U(m2). Let
λ denote the one with smallest real part among the non-zero eigenvalues of L. Then,
the following holds:
Em1 [ τD(m2) ] =
1 + o(1)
λ
. (3.10)
Note that the error term o(1) in (3.10) might be a small complex number. We remark
that this inverse relationship between the low-lying spectrum and the mean transition
time has been rigorously verified in [5, 6] for a wide class of reversible models including
y(·).
Comparison with reversible case. The Eyring–Kramers formula for the reversible pro-
cess y(·) has been shown in [5, Theorem 3.2]. We can also recover2 this result by
inserting ` = 0. We now explain this result using our terminology and we provide a
comparison between reversible and non-reversible cases. Write
ω0, rev =
∑
σ∈Σ0
ωσ, rev ,
2Indeed, our result with ` = 0 strictly contains what has been established in [5]. See Remark 3.6 (3).
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and let Ex, rev denote the expectation with respect to the reversible process y(·) starting
from x ∈ Rd. Then, as a consequence of Theorem 3.5 with ` = 0, we get the following
corollary.
Corollary 3.9. The following holds:
Em0, rev[ τU ] = [ 1 + o(1) ]
ν0
ω0, rev
exp
H − h0

.
Therefore, we have Em0 [ τU ] ≤ Em0, rev[ τU ] for all small enough .
Proof. The first assertion follows immediately from the fact that ωσrev defined in (3.2)
corresponds to ωσ with ` = 0. The second assertion follows from Lemma 3.4 which
implies that ω0 ≥ ω0, rev. 
In view of the fact that the dynamics y(·) plays a crucial role in the stochastic
gradient descent algorithm, we might be able to accelerate this algorithm by adding a
suitable orthogonal, incompressible vector field to the drift part.
4. Dynamical System x(·)
In this section, we prove the properties of the dynamical systems x(·) given by the
ODE (2.5).
4.1. Preliminary results on matrix computations. In this section, we present few
technical lemmas. We remark that all the vectors and matrices in this subsection are
real. The first lemma below will be used to investigate the stable equilibria of the
dynamical system x(·).
Lemma 4.1. Let A, B be square matrices of the same size and suppose that A is
positive definite and AB is skew-symmetric. Then, all the eigenvalues of matrix A+ B
are either positive real or complex with a positive real part. In particular, the matrix
A+ B is invertible.
Proof. By a change of basis, we may assume that A = diag(λ1, λ2, · · · , λd) for some
λ1, . . . , λd > 0. Let α be a real eigenvalue of A + B and let u be the corresponding
non-zero eigenvector. Then, we have
0 < |Au|2 = Au · (A+ B)u = α(Au · u) ,
where the first identity holds since AB is skew-symmetric. This proves that α > 0 since
A is positive definite.
Next, let z = a + ib be a complex eigenvalue of A + B and let u + iw be the
corresponding non-zero eigenvector, where u and w are real vectors. Since A and B
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are real, we have
(A+ B)u = au− bw and (A+ B)w = bu+ aw .
Since AB is skew-symmetric, we get
|Au|2 = Au · (A+ B)u = Au · (au− bw) ,
|Aw|2 = Aw · (A+ B)w = Aw · (bu+ aw) .
By adding these two identities, we get
|Au|2 + |Aw|2 = a(Au · u+ Aw ·w) .
Therefore, we get a > 0 since A is positive definite. 
The next lemma is used to analyze the saddle points of the dynamical system x(·).
For a square matrix M, let M† denote its transpose, and we write Ms = 1
2
(M+M†).
Lemma 4.2. Let A, B be square matrices of the same size and suppose that As is
positive definite and B is a non-singular, symmetric matrix that has only one negative
eigenvalue. Then, AB is invertible and has only one negative eigenvalue with geometric
multiplicity 1.
Proof. By a change of basis, we may assume that B = diag(−λ1, λ2, · · · , λd) for some
λ1, . . . , λd > 0. It is well known that a matrix A such that As is positive definite does
not have a negative eigenvalue and detA > 0. Hence, we have detAB < 0 such that
AB is invertible and has at least one negative eigenvalue.
First, assume that AB has two different negative eigenvalue, −a, −b, and let u =
(u1, . . . , ud), w = (w1, . . . , wd) be the corresponding eigenvectors. We claim that
u1, w1 6= 0. By contrast, suppose that u1 = 0. Then, we have
Bu · AsBu = Bu · ABu = −aBu · u = −a
d∑
j=2
λju
2
j < 0 , (4.1)
which is a contradiction since As is positive definite. By the same argument, we get
w1 6= 0.
By the definition of a, b and by the positive definiteness of As, for any t ∈ R,
(u+ tw)† B (au+ btw) = −(u+ tw)† BAB (u+ tw) < 0 .
Let p = −u1/(bw1). By substituting t with ap in the previous equation, the first
coordinate of au+ btw = a(u+ bpw) is zero; thus, we have
0 > (u+ apw)† B (au+ abpw) = a
d∑
j=2
λj (uj + apwj) (uj + bpwj) . (4.2)
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Similarly, substituting t with bp makes the first coordinate of u+ bpw zero, and we get
0 > (u+ bpw)† B (au+ b2pw) =
d∑
j=2
λj (auj + b
2pwj) (uj + bpwj) . (4.3)
Computing (b/a× (4.2)+ (4.3)) gives
0 >
d∑
j=2
λj (uj + bpwj)(buj + abpwj + auj + b
2pwj) = (a+ b)
d∑
j=2
λj(uj + bpwj)
2 ,
which is a contradiction. Therefore, AB has only one negative eigenvalue −a.
Now, let us assume that there are two linearly independent eigenvectors u and w
corresponding to −a, which are linearly independent. Then, we can repeat the same
computation as that presented above to get a contradiction, as we did not use the fact
that a 6= b in the computation. Hence, the dimension of the eigenspace corresponding
to the eigenvalue −a is 1. 
Remark 4.3. Indeed, we can show that the algebraic multiplicity of the unique negative
eigenvalue is also 1 by considering the Jordan decomposition.
The following lemma is a direct consequence of the previous one. In the application,
we substitute A and B as Hσ and Lσ, respectively, for some σ ∈ Σ0.
Lemma 4.4. Let A, B be square matrices of the same size and suppose that A is a
symmetric non-singular matrix with exactly one negative eigenvalues and AB is a skew-
symmetric matrix. Then, the matrix A+ B is invertible and has only one negative
eigenvalue, and its geometric multiplicity is 1.
Proof. Since A is symmetric and AB is skew-symmetric, we have −AB = (AB)† = B†A.
Therefore, we get BA−1 = −A−1B† = −(BA−1)†; thus, the matrix BA−1 is skew-
symmetric. Let I be the identity matrix with the same size as A. Then, by substituting
I + BA−1 and A for A and B, respectively, in Lemma 4.2, we conclude the proof since
A+ B = (I+ BA−1)A. 
4.2. Equilibria of dynamical system x(·). In this subsection, we analyze the equi-
libria of the system x(·) by proving Theorem 2.1. First, we prove part (1) of the
theorem.
Proof of part (1) of Theorem 2.1. Let c ∈ Rd be a critical point of U . Since ∇U · ` ≡ 0
by (1.7), we have
0 ≡ ∇ [∇U · ` ] = (∇2U) `+ (D`)∇U .
Thus, we have (∇2U)(c) `(c) = 0 as ∇U(c) = 0. Since (∇2U)(c) is invertible as U is
a Morse function, we get `(c) = 0. 
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Now, we present a lemma that is a consequence of the condition (1.7) and part (1)
of Theorem 2.1 that we have just proved. We recall the notations Hc and Lc from
Notation 3.2.
Lemma 4.5. For any critical point c of U , the matrix HcLc is skew-symmetric.
Proof. For small ε > 0 and x ∈ Rd, the Taylor expansion implies that
∇U(c+ εx) = εHc x+O(ε2) and `(c+ εx) = εLc x+O(ε2) ,
since we have ∇U(c) = `(c) = 0 by part (1) of Theorem 2.1. By (1.7), we have
[ εHc x+O(ε2) ] · [ εLc x+O(ε2) ] = 0 .
Dividing both sides by ε2 and letting ε → 0, we get (Hc x) · (Lc x) = 0. Since the
Hessian Hc is symmetric, we can deduce that x · Hc Lc x = 0 for all x ∈ Rd. This
completes the proof. 
Now, we focus on parts (2) and (3) of Theorem 2.1.
Proof of parts (2) and (3) of Theorem 2.1. First, we focus on part (2). If c is a critical
point of U , we have (∇U + `)(c) = 0 by part (1); thus, c is an equilibrium of the
dynamical system (2.5). On the other hand, suppose that c is an equilibrium, i.e.,
(∇U + `)(c) = 0. Then, by (1.7), we have 0 = (∇U · `)(c) = −|∇U(c)|2; thus,
∇U(c) = 0.
For part (3), suppose that c is a local minimum of U such that the Hessian Hc is
positive definite. Since HcLc is skew-symmetric by Lemma 4.5, we can insert A := Hc
and B = Lc into Lemma 4.1 to conclude that all the eigenvalues of the matrixHc+Lc are
either positive real or complex with a positive real part; hence, c a is stable equilibrium
of the dynamical system x(·) since Hc + Lc is the Jacobian of the vector field ∇U + `
at c. 
4.3. Saddle points of dynamical system x(·). Now, we focus on the saddle points.
First, we prove that, for σ ∈ Σ0, the matrix Hσ + Lσ has only one negative eigenvalue
as the matrix Hσ has only one negative eigenvalues.
Proof of Lemma 3.3. Suppose that σ ∈ Σ0 such that Hσ has exactly one negative
eigenvalue by the Morse lemma. Then, we can insert A := Hσ and B := Lσ into
Lemma 4.4 owing to Lemma 4.5, and we can conclude that the matrix Hσ + Lσ has
only one negative eigenvalue and is invertible. 
Next, we prove Lemma 3.4, which compares the unique (by Lemma 3.3) negative
eigenvalues of Hσ and Hσ + Lσ when σ ∈ Σ0.
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Proof of Lemma 3.4. Denote by −λ1, λ2, . . . , λd the eigenvalues of the symmetric ma-
trix Hσ, where λ1, . . . , λd > 0. Thus, λσ = λ1. Let ui, . . . , ud denote the normal
eigenvectors of Hσ corresponding to the eigenvalues −λ1, . . . , λd, respectively. Let v
denote the unit eigenvector of Hσ+Lσ corresponding to the unique negative eigenvalue
−µσ and write v = ∑di=1 aiui. Since HσLσ is skew-symmetric by Lemma 4.5, we have
|Hσv|2 = v ·Hσ(Hσ + Lσ)v = −µσv ·Hσv .
Using the above-mentioned notations, we can rewrite this identity as
d∑
i=1
a2iλ
2
i = −µσ
[
− a21λ1 +
d∑
i=2
a2iλi
]
. (4.4)
First, suppose that a1 = 0. Then, we have
∑d
i=2 a
2
iλ
2
i = −µσ
∑d
i=2 a
2
iλi and hence we
get a2 = · · · = ad = 0. This implies that v = 0, which is a contradiction. Thus, a1 6= 0.
By (4.4), we have
a21λ
2
1 ≤
d∑
i=1
a2iλ
2
i = µ
σa21λ1 − µσ
d∑
i=2
a2iλi ≤ µσa21λ1 .
Since a1 6= 0, we get µσ ≥ λ1 = λσ. 
5. Properties of Diffusion Process x(·)
In this section, we prove the basic properties of the diffusion process x(·).
5.1. Positive recurrence and non-explosion. First, we establish a technical lemma.
Lemma 5.1. For all  > 0, there exists r0 = r0() > 0 such that (LU)(x) ≤ −3 for
all x /∈ Dr0(0).
Proof. By (2.2) and (2.3), we can take r0 to be sufficiently large such that
| ∇U(x) | − 2U(x) > 
2
and | ∇U(x) | > 2 (5.1)
for all x /∈ Dr0(0). Then, for x /∈ Dr0(0), we have
∆U(x) ≤ − 
4
+
1
2
| ∇U(x) | ≤ 1
4
| ∇U(x) |2 .
Therefore,
(LU)(x) = −|∇U(x) |2 + ∆U(x) ≤ −3
4
| ∇U(x) |2 ≤ −3 .
The last inequality follows from the second condition of (5.1). 
Now, we prove Theorem 2.2
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Proof of Theorem 2.2. First, we prove part (1), i.e., the non-explosion property. By
[31, Theorem at page 197], it suffices to check that there exists a smooth function
u : Rd → (0, ∞) such that
u(x)→∞ as x→∞ and (Lu)(x) ≤ u(x) for all x ∈ Rd . (5.2)
We claim that u = U + k with a sufficiently large constant k satisfies all these condi-
tions. First, we take k to be sufficiently large such that u > 0. The former condition
of (5.2) is immediate from (2.1). Now, it suffices to check the second condition. By
Lemma 5.1, the function Lu = LU is bounded from above. Denote this bound by
M and then take k to be sufficiently large such that u(x) > M for all x ∈ Rd. Then,
the second condition of (5.2) follows.
The positive recurrence of x(·) follows from Lemma 2.2 and [26, Theorem 6.1.3] 
5.2. Invariant measure. By a slight abuse of notation, we write µ(x) = Z−1 e−U(x)/
(cf. (1.4)). Now, we prove Theorem 2.3. We can observe from the expression (2.7) of
the generator L that the adjoint generator L a of L with respect to the Lebesgue
measure dx can be written as
L a f = ∇ · [ e−U/∇(eU/f) ] + ` · ∇(eU(x)/ f) . (5.3)
Proof of Theorem 2.3. First, we prove part (1). With the expression (5.3) and the
explicit form of µ(x), we can check that L a µ = 0. Therefore, by [31, Theorem at
page 254] and part (1) of Theorem 2.2, the measure µ(·) is the invariant measure for
the process x(·). The uniqueness follows from [31, Theorem at page 259 ] and [31,
Theorem at page 260 ].
For part (2), let us assume that µ(·) is the invariant measure for the dynamics z(·)
given in (1.10) for all  > 0. Note that the generator associated with the process z(·)
acts on f ∈ C2(Rd) as
L˜f = −b · ∇f + ∆f .
Hence, its adjoint generator with respect to the Lebesgue measure is given by
L˜ a f = ∇ · [ fb ] + ∆f .
By [31, Theorem at page 259 ], we must have L˜ a µ = 0. By writing ` = b−∇U , this
equation can be expressed as e−U/
[
1

∇U · `+∇ · `] = 0. Since this holds for all  > 0,
the vector field ` must satisfy both (1.7) and (1.8). 
6. Potential Theory
In this section, we introduce the potential theory related to the process x(·). As
in the previous studies, we prove the Eyring–Kramers formula based on the relation
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between the mean transition time and the potential theoretic notions, and this relation
is recalled in Proposition 7.1. The difficulty, especially for the non-reversible process, in
using this formula arises the estimation of the capacity in the formula. In this article,
as explained in the Introduction section, we develop a novel and simple way to estimate
the capacity. In this section, we explain a formula given by Proposition 6.2 for the
capacit,y which plays a crucial role in our method. We remark that this formula itself
is not new; the method for handling this formula is the innovation of the current study,
and will be explained in the remainder of this article. To explain this formula, we start
by introducing the adjoint process, equilibrium potential, and capacity.
6.1. Adjoint process. The adjoint operator L ∗ of L with respect to the invariant
measure µ can be written as
L ∗ f = e
U/∇ ·
[
e−U/
(
∇f + 1

f`
) ]
= −(∇U − `) · ∇f + ∆f . (6.1)
Note that the generator L a defined in (5.3) is an adjoint with respect to the Lebesgue
measure, instead of µ. The adjoint process x∗(·) is the diffusion process associated
with the generator L ∗ ; hence, it is given by the SDE
dx∗(t) = −(∇U − `)(x∗(t)) dt+
√
2 dwt .
Let P, ∗x denote the law of the process x∗(·). We can prove that the process x∗(·) is
positive recurrent and has the unique invariant measure µ(·) by an argument that is
identical to that for x(·).
6.2. Equilibrium potentials and capacities. In the remainder of this section, we
fix two disjoint non-empty bounded domains A and B of Rd with C2, α-boundaries for
some α ∈ (0, 1) such that the perimeters σ(A) and σ(B) are finite, and d(A, B) > 0.
Now, we introduce the equilibrium potential and capacity between the two sets A and
B. Write Ω = (A ∪ B)c such that ∂Ω = ∂A ∪ ∂B.
The equilibrium potentials hA,B, h
, ∗
A,B : Rd → R between A and B with respect to
the processes x(·) and x∗(·) are given by
hA,B (x) = Px [ τA < τB ] and h
, ∗
A,B (x) = P
, ∗
x [ τA < τB ]
for x ∈ Rd, respectively.
The capacity between A and B with respect to the processes x(·) and x∗(·) are
respectively defined by
cap(A, B) = 
ˆ
∂A
(∇hA,B · nΩ)σ(dµ) (6.2)
cap∗(A, B) = 
ˆ
∂A
(∇h, ∗A,B · nΩ)σ(dµ) ,
20 JUNGKYOUNG LEE AND INSUK SEO
where nΩ(x) is the outward normal vector to Ω at x; hence, nΩ(x) = −nA(x) for
x ∈ ∂A. Here, ´
∂A f σ(dµ) is a shorthand of
´
∂A f(x)µ(x)σ(dx). These capacities
exhibit the following well-known properties.
Lemma 6.1. The following properties hold.
(1) We have
cap(A, B) = cap∗(A, B) = cap∗(B, A) = cap(B, A) .
(2) We have
cap(A, B) = 
ˆ
Ω
|∇hA,B|2 dµ = 
ˆ
Ω
|∇h, ∗A,B|2 dµ .
Proof. We refer to [17, Lemmas 3.2 and 3.1] for the proof of parts (1) and (2), respec-
tively. 
6.3. Representation of capacity. We keep the sets A, B, and Ω from the previous
subsection. Then, for a function f : Rd → R that is differentiable at x ∈ Rd, we define
a vector field Φf at x as
Φf (x) = ∇f(x) + 1

f(x) `(x) . (6.3)
Let C∞0 (Rd) denote the class of smooth and compactly supported functions on Rd. Let
CA,B = { f ∈ C∞0 (Rd) : f ≡ 1 on A , f ≡ 0 on B }. (6.4)
Hence, for f ∈ CA,B, the vector field Φf is defined on Rd. The following expression
plays a crucial role in the estimation of the capacity.
Proposition 6.2. For all f ∈ CA,B, we have

ˆ
Ω
[ Φf · ∇hA,B ] dµ = cap(A, B) . (6.5)
Proof. Since f is compactly supported, we can apply the divergence theorem to rewrite
the left-hand side of (6.5) as

ˆ
∂Ω
f [∇hA,B · nΩ ]σ(dµ) −
ˆ
Ω
f (Lh

A,B) dµ .
Since f = 1∂A on ∂Ω by the condition f ∈ CA,B, the first term of the above-mentioned
expression is equal to cap(A, B) by (6.2). On the other hand, the second integral is 0
since LhA,B ≡ 0 on Ω by the property of the equilibrium potential. 
7. Proof of Eyring–Kramers Formula
In this section, we prove the Eyring–Kramers formula stated in Theorem 3.5 up to
the construction of a test function and analysis of the equilibrium potential.
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7.1. Proof of Theorem 3.5. For convenience of notation, we will use the following
abbreviations for the capacity and equilibrium potential between a small ball around
the minimum m0 and U:
cap = cap(D(m0), U ) ,
h(·) = hD(m0),U(·) and h∗(·) = h, ∗D(m0),U(·) . (7.1)
The proof of the Eyring–Kramers formula relies on the following formula regarding the
mean transition time.
Proposition 7.1. We have
Em0 [ τU ] = [ 1 + o(1) ]
1
cap
ˆ
Rd
h∗ dµ . (7.2)
This remarkable relation between the mean transition time and the potential theoretic
notions was first observed in [5, Proposition 6.1] for the reversible case. Then, it was
extended to the general non-reversible case in [17, Lemma 9.2]. Our proof is identical
to that of the latter case; hence, we omit the details. Now, the proof of Theorem 3.5
is reduced to computing the right-hand side of (7.2). We shall estimate the capacity
and integral terms separately. We emphasize here that, even if we rely on the general
formula (7.2), the estimation of these two terms is carried out in a novel manner. For
simplicity of notation, hereafter, we write
α = Z
−1
 e
−H/ (2pi)d/2 . (7.3)
Our main innovation in the proof of the Eyring–Kramers formula is the new strategy
to prove the following proposition.
Proposition 7.2. We have
cap = [ 1 + o(1) ]α ω0 . (7.4)
We present our proof, up to the construction of a test function, in the next subsection.
Further, we need to estimate the integral term in (7.2).
Proposition 7.3. We haveˆ
Rd
h∗ dµ = [ 1 + o(1) ]Z
−1
 (2pi)
d/2 e−h0/ ν0 . (7.5)
We heuristically explain that the last proposition holds. Define G ={x : U(x) <
H−β} for small β > 0 and let Gi = Hi∩G for i = 0, 1. Since the process starting from
a point in G0 may touch the set D(m0) before climbing to the saddle point at level H,
we can expect that h∗ ' 1 on G0. By a similar logic, we have h∗ ' 0 on G0. Since µ(Gc)
is negligible by (2.4), we can conclude that the left-hand side of (7.5) is approximately
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equal to µ(G0), whose asymptotics is given by the right-hand side of (7.5). We turn
this into a rigorous argument in Section 9.4 on the basis of a delicate analysis of the
equilibrium potential.
Now, we formally conclude the proof of Eyring–Kramers formula.
Proof of Theorem 3.5. The proof is completed by combining Propositions 7.1, 7.2, and
7.3. 
7.2. Strategy to prove Proposition 7.2. Instead of relying on the traditional ap-
proach, which uses the variational expression of the capacity given by the Dirichlet
principle or the Thomson principle to estimate the capacity, we develop an alternative
strategy in this subsection. This strategy is suitable for non-reversible cases in that
neither the flow structure nor the test flow is used.
In Section 10, we construct a smooth test function g ∈ CD(m0),U (cf. (6.4)) satisfying
the following property.
Theorem 7.4. We have

ˆ
Ω
[ Φg · ∇h ] dµ = [ 1 + o(1) ]α ω0 + o(1) [α cap ]1/2 , (7.6)
where Ω = (D(m0) ∪ U )c.
Assuming this theorem, the proof of Proposition 7.2 is straightforward.
Proof of Proposition 7.2. By Proposition 6.2 and Theorem 7.4, we get
cap = [ 1 + o(1) ]α ω0 + o(1) [α cap ]
1/2 .
By dividing both sides by α and substituting r = [ cap/α ]1/2, we can rewrite the
previous identity as
r2 = [ 1 + o(1) ]ω0 + o(1) r .
By solving this quadratic equation in r, we get r = [ 1 + o(1) ] (ω0)1/2. Squaring this
completes the proof. 
Hence, the core concept of our strategy is to find a suitable test function g and to
compute the left-hand side of (7.6). Indeed, we construct g as an approximation of
the equilibrium potential h∗(·) for the adjoint process (cf. (7.1)). The reason is that,
by the divergence theorem, we can write the left-hand side of (7.6) as

ˆ
Ω
[ Φg · ∇h ] dµ = −
ˆ
Ω
hL
∗
 g dµ + (boundary terms) . (7.7)
To control the integration on the right-hand side, we try to make L ∗ g as small as
possible (cf. Proposition 8.5); hence, in view of the fact that L∗h∗ ≡ 0 on Ω by the
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property of the equilibrium potential, the test function g should be an approximation
of h∗ . The main contribution for the computation of the left-hand side of (7.7) comes
from the boundary terms, and relevant computations are carried out in Proposition 8.6.
The construction of g particularly focuses on the neighborhoods of the saddle points
of Σ0 as the equilibrium potential (and hence g, which is an approximation of the
equilibrium potential) drastically falls from 1 to 0 there. We carry out this construction
around the saddle point in Section 8 on the basis of a linearization procedure that is
now routine in this field, e.g., [5, 17]. Then, we extend these functions around the saddle
points of Σ0 to a continuous function on Rd belonging to CD(m0),U . This process will
be performed in Section 10, and we finally obtain g in (10.1). Then, we prove (7.6) on
the basis of our analysis of the equilibrium potential carried out in Section 9.
Our strategy is relatively simple when the underlying process is reversible, as the test
function around the saddle point is constant along the boundary. Consequently, we can
prove that

ˆ
Ω
[ Φg · ∇h ] dµ = [ 1 + o(1) ]α ω0
for the reversible case, instead of (7.6); hence, the proof of the Eyring–Kramers formula
is more straightforward. However, for the non-reversible case, we need an additional
mollification procedure to get a continuous test function g, and we must include an
additional term o(1) [α cap]
1/2 in (7.6) (cf. Proposition 10.1) to compensate for this
additional procedure. This is the only technical difference between the reversible and
non-reversible models in our methodology.
The remainder of this article is devoted to proving Theorem 7.4, and in the course
of the proof, Proposition 7.3 will also be demonstrated in Section 9.
8. Construction of Test Function Around Saddle Point
We explain how we can construct the test function around a saddle point σ ∈ Σ0.
Section 8.1 presents a preliminary analysis of the geometry around the saddle point.
We acknowledge that several statements and proofs given in these sections are similar
to those given in [17]; however, we try not to omit the proofs of these results, as the
details of the computations are slightly different owing to the differences between the
models. Then, we construct the test function pσ on a neighborhood of σ in Section 8.2.
Finally, we explain several computational properties of this test function in Sections
8.3–8.5. These properties play crucial role in the proof of Theorem 7.4.
Setting. In this section, we fix a saddle point σ ∈ Σ0 and simply write H = Hσ =
(∇2U)(σ) and L = Lσ = (D`)(σ). Recall that H has only one negative eigenvalue
because of the Morse lemma. Let −λ1, λ2, · · · , λd denote the eigenvalues of H, where
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−λ1 = −λσ1 denotes the unique negative eigenvalue. Let ek = eσk denote the eigenvector
associated with the eigenvalue λk (−λk if k = 1). In addition, we assume the direction
of e1 to be toward H0, i.e., for all sufficiently small r > 0, σ + re1 ∈ H0.
By Lemma 3.3, the matrix H + L has a unique negative eigenvalue −µ = −µσ. We
can readily observe that the matrix H− L† is similar to H + L. To see this, first note
that, since HL is skew-symmetric by Lemma 4.5, we have HL = −(HL)† = −L†H.
Therefore, we can check the similarity as
H−1 (H− L†)H = H−1 (H2 +HL) = H+ L . (8.1)
Hence, the matrix H − L† also has a unique negative eigenvalue −µ, and let v = vσ
denote the unit eigenvector of this matrix associated with the eigenvalue −µ. Finally,
we assume without loss of generality that v · e1 ≥ 0. Indeed, this cannot be 0 because
of the following lemma, which implies that (v · e1)2 > 0.
Lemma 8.1. We have
v ·H−1v = −(v · e1)
2
λ1
+
d∑
k=2
(v · ek)2
λk
= − 1
µ
< 0 .
Proof. The first equality is obvious if we write v =
∑d
i=1 aiei. Now, we focus on the
second equality. Note that H−L† is invertible by Lemma 4.1 and (8.1). Hence, we can
compute
v ·H−1v = v ·H−1(H− L†)(H− L†)−1v = − 1
µ
v ·H−1(H− L†)v
= − 1
µ
v · v + v ·H−1L†HH−1v .
Since |v|2 = 1, the first term in the last line is − 1
µ
. On the other hand, since L†H =
−(HL)† is skew-symmetric and H−1 is symmetric, the second term in the last line is 0.
This completes the proof. 
For two vectors u, w ∈ Rd, let u ⊗ w ∈ Rd×d denote their tensor product, i.e.,
(u⊗w)ij = uiwj, where ui and wj are the ith and jth elements of u andw, respectively.
The following Lemma is a consequence of the previous lemma and is similar to [19,
Lemmas 4.1 and 4.2].
Lemma 8.2. The following hold.
(1) The matrix H+ 2µv ⊗ v is positive definite and det (H+ 2µv ⊗ v) = − detH.
(2) The matrix H + µv ⊗ v is non-negative definite and det (H + µv ⊗ v) = 0.
The null space of the matrix H+µv⊗v is one-dimensional and spanned by the
vector H−1v.
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Proof. By a change of coordinate, we can assume that ei is the ith standard unit
vector of Rd such that H = diag(−λ1, λ2, . . . , λd). First, we show that H + µv ⊗ v
is non-negative definite. If v2 = · · · = vd = 0, then, we have v21 = µ/λ1 by Lemma
8.1; thus, H + µv ⊗ v = diag(0, λ2, . . . , λd) is non-negative definite. Otherwise, for
x =
∑d
i=1 xiei ∈ Rd, we can compute
x · [H+ µv ⊗ v ]x = −λ1x21 +
d∑
k=2
λkx
2
k + µ
( d∑
i=1
xivi
)2
.
By minimizing the right-hand side over x1, we get
d∑
k=2
λkx
2
k −
(
∑d
k=2 xkvk )
2∑d
k=2 v
2
k/λk
,
which is non-negative by Cauchy–Schwarz inequality. This proves that H + µv ⊗ v is
non-negative definite. Then, the matrix H + 2µv ⊗ v is non-negative definite as well.
By the well-known formula
det (A+ x⊗ y) = (1 + y†A−1x) detA , (8.2)
along with Lemma 8.1, we can check that det (H + 2µv ⊗ v) = − detH > 0, and
thus, H+ 2µv ⊗ v is indeed positive definite. Finally, we investigate the null space of
H+µv⊗v. Suppose that w ∈ Rd satisfies (H+µv⊗v)w = 0. Since H is invertible, we
can rewrite this equation as w = −µ(v ·w)H−1v. Hence, the null space is a subspace
of 〈H−1v 〉. On the other hand, if w = aH−1v for some a ∈ R, we can readily check
that (H+ µv ⊗ v)w = 0, and hence, 〈H−1v 〉 is indeed the null space. 
8.1. Neighborhood of saddle points. In this subsection, we specify the geometry
around each saddle point σ. Figure 8.1 illustrates the sets appearing in this section.
We focus on a neighborhood of σ with size of order δ, which is defined by
δ = δ() :=
(
 log
1

)1/2
. (8.3)
Let J be a sufficiently large constant that is independent of . There will be several
class, e.g., Lemma 10.3, that require J to be sufficiently large; we suppose that J
satisfies all such requirements. Define a box Cσ centered at σ as
Cσ =
{
σ +
d∑
i=1
αie
σ
i ∈ Rd :−
Jδ
λ
1/2
1
≤ α1 ≤ Jδ
λ
1/2
1
and − 2Jδ
λ
1/2
j
≤ αj ≤ 2Jδ
λ
1/2
j
for 2 ≤ j ≤ d
}
.
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Figure 8.1. Illustration of the neighborhood structure around a saddle
point of σ.
Now, decompose the boundary ∂Cσ into ∂+Cσ , ∂−Cσ , and ∂0Cσ such that
∂±Cσ =
{
σ +
d∑
i=1
αie
σ
i ∈ Rd : α1 = ±
Jδ
λ
1/2
1
}
, (8.4)
∂0Cσ = ∂Cσ \ (∂+Cσ ∪ ∂−Cσ ) .
Lemma 8.3. For x ∈ ∂0Cσ , we have U(x) ≥ H+ 54J2δ2 for all sufficiently small  > 0.
Proof. For x ∈ Cσ , by the Taylor expansion of U at σ,
U(x) = H +
1
2
[
− λ1x21 +
d∑
j=2
λjx
2
j
]
+ O(δ3) . (8.5)
For x ∈ ∂0Cσ , xi = ±2Jδ/
√
λi for some 2 ≤ i ≤ d. Therefore,
−λ1x21 +
d∑
j=2
λjx
2
j ≥ −J2δ2 + λi
( 2Jδ
λ
1/2
i
)2
= 3J2δ2 .
Inserting this to (8.5) completes the proof. 
Hereafter, we assume that  > 0 is sufficiently small such that Lemma 8.2 holds.
Define, for  > 0,
K = {x ∈ Rd : U(x) < H + J2δ2 } and K = {x ∈ Rd : U(x) < H + J2 } (8.6)
so that H ⊂ K ⊂ K holds.
By Lemma 8.3, the boundary ∂0Cσ does not belong to K. The neighborhood of σ
in which we focus on the construction is the set Bσ = Cσ ∩K. Now, we decompose the
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boundary ∂Bσ into ∂+Bσ , ∂−Bσ , and ∂0Bσ such that
∂±Bσ = ∂±Cσ ∩ Bσ and ∂0Bσ = ∂B \ ( ∂+Bσ ∪ ∂−Bσ )
so that we have U(x) = H + J2δ2 for all x ∈ ∂0Bσ by Lemma 8.3.
Now, the set K \ ∪σ∈Σ0Bσ consists of several connected components. Let H0 denote
one such component containingM0 and let H1 denote the union of the other compo-
nents such that M1 ⊂ H1. By our convention on the direction of the vector e1 = eσ1
mentioned earlier in the current section, we have
∂+Bσ ⊂ ∂H0 and ∂−Bσ ⊂ ∂H1 . (8.7)
This is illustrated in Figure 8.1.
8.2. Construction of test function around σ via linearization procedure. We
construct a function pσ : Rd → R on Bσ , which acts as a building block for the
global construction carried out in the following sections. As mentioned in Section 7.2,
we would like to build a function approximating the equilibrium potential h∗ between
D(m0) and U. Thus, we expect pσ to satisfy L ∗ pσ ' 0. To find this function, we
linearize the generator L ∗ around σ by the first-order Taylor expansion such that, for
smooth f ,
L˜ ∗ f = ∆f(x)−∇f(x) · (H− L)(x) ,
and we solve the linearized equation L˜ ∗ pσ = 0. This equation can be explicitly solved
using the separation of variables method. Note that in view of (8.7), we would like to
impose boundary conditions of the form pσ ' 1 on ∂+Bσ and pσ ' 0 on ∂−Bσ . A test
function satisfying all these requirements is given by
pσ (x) =
1
c
ˆ (x−σ)·v
−∞
e−
µ
2
t2 dt ; x ∈ Bσ , (8.8)
where
c =
ˆ ∞
−∞
e−
µ
2
t2 dt =
√
2pi
µ
. (8.9)
The crucial technical difficulty arises from the fact that the function pσ is not constant
along the boundary ∂±Bσ unless the dynamics is reversible. This makes it difficult to
patch these functions together. This issue will be thoroughly investigated in Section
10.
Since pσ is smooth on Bσ , we can define Φpσ on Bσ . Next, we must investigate the
properties of pσ and Φpσ . For the simplicity of notation, we assume that σ = 0 in the
remainder of the current section.
8.3. Negligibility of L ∗ pσ on Bσ . Our construction of pσ suggests that L ∗ pσ is
small on Bσ . The next lemma precisely quantifies this heuristic observation. Note
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that, in view of the statement of Theorem 7.4, a certain quantity is negligible in our
computation when this quantity is asymptotically smaller than α. Hence, the next
proposition asserts that L ∗ pσ is negligible on Bσ .
Notation 8.4. Let C > 0 denote a positive constant independent of  and x. Different
appearances of C may express different values.
Proposition 8.5. We have
´
Bσ |L
∗
 p
σ
 | dµ = o(1)α.
Proof. By inserting the explicit formula (8.8), we get
(L ∗ p
σ
 )(x) = c
−1
 e
− µ
2
(x·v)2
[
− (∇U − `)(x) · v − µ(x · v)
]
.
Now, by applying the Taylor expansion of ∇U and ` around σ, for x ∈ Bσ ,
(L ∗ p
σ
 )(x) = −c−1 e−
µ
2
(x·v)2
[
{ (H− L)x+O(δ2) } · v + µ(x · v)
]
= −c−1 e−
µ
2
(x·v)2
[
x · (−µv) + µ(x · v) +O(δ2)
]
,
where the last line follows from the fact that v is an eigenvector of H − L† associated
with the eigenvalue −µ. Now, recall c from (8.9) to deduce that, for some constant
C > 0,
| (Lpσ )(x) | ≤
C δ2
1/2
e−
µ
2
(x·v)2 .
By the second-order Taylor expansion, we can write
U(x) = H +
1
2
x ·Hx+O(δ3) for x ∈ Bσ .
This expansion will be repeatedly used in the subsequent computation. Since e−O(δ3)/ =
1 + o(1) by the definition (8.3) of δ, we can conclude thatˆ
Bσ
|L ∗ pσ | dµ ≤ C
δ2
Z1/2
e−H/
ˆ
Bσ
e−
1
2
x·(H+µv⊗v)x dx . (8.10)
Now, the estimation of the last integral remains. This part is similar to [17, Lemma
8.7]; however, we repeat the argument here for the completeness of the proof. By part
(2) of Lemma 8.2, let ρ1 = 0 and ρ2 , . . . , ρd > 0 denote the eigenvalues of H+ µv ⊗ v
and let u1, . . . , ud denote the corresponding unit eigenvectors. Let 〈u2, · · · ,ud〉 denote
the subspace of Rd spanned by vectors u2, · · · ,ud. Since Bσ ⊂ Cσ , there exists M > 0
such that
Bσ ⊂
⋃
a:|a|≤Mδ
( au1 + 〈u2, . . . ,ud 〉 ) .
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Hence, along with the change of variables x =
∑
yiui, we can bound the last integral
in (8.10) by
ˆ Mδ
−Mδ
[ ˆ
Rd−1
exp
{
− 1
2
d∑
k=2
ρky
2
k
}
dy2 · · · dyd
]
dy1 = C δ 
(d−1)/2 .
By inserting this into (8.10), we get
´
Bσ |L
∗
 p
σ
 | dµ ≤ C δ3 −1 α. Since δ3 −1 = o(1),
the proof is completed. 
8.4. Property of Φpσ at the boundary of Bσ . Next, we prove the following property
of the vector field Φpσ . Recall ω
σ from (3.3).
Proposition 8.6. We have

ˆ
∂+Bσ
[ (
Φpσ −
1

`
)
· e1
]
σ(dµ) = [ 1 + o(1) ]α ω
σ . (8.11)
This estimate is indeed the key estimate in the proof of Theorem 7.4. The left-hand
side of (8.11) corresponds to the boundary term in (7.7). The proof of this proposition
is slightly complicated. Hence, we first establish some technical lemmas. For simplicity
of notation, we assume in this subsection that ei is the ith standard normal vector of
Rd; hence, we can write
H = diag(−λ1, λ2, . . . , λd ) and v = ( v1, . . . , vd ) .
Change of coordinate on ∂+Bσ . First, we introduce a change of coordinate that corre-
sponds ∂+Bσ to a subset of Rd−1 to simplify the integration in (8.11)
For A ∈ Rd×d and u = (u1, . . . , ud ) ∈ Rd, define A˜ ∈ R(d−1)×(d−1) and u˜ ∈ Rd−1 as
A˜ = (Ai, j)2≤i, j≤d and u˜ = (u2, . . . , ud ) , (8.12)
respectively. It is important to select a point of ∂+Bσ corresponding to the origin of
Rd−1 to simplify our computation. To this end, define γ = (γ2, . . . , γd) ∈ Rd−1 as
γk =
λ
1/2
1
v1
· vk
λk
Jδ ; k = 2, . . . , d . (8.13)
Note that v1 6= 0 by Lemma 8.1. Define a map Π : ∂+Bσ → Rd−1 that represents the
change of coordinate as
Π(x) = x˜+ γ . (8.14)
Our careful selection of γ ensures that this map simplifies the computation of the crucial
quadratic form.
Lemma 8.7. For all x ∈ ∂+Bσ , we have
x · (H+ µv ⊗ v )x = Π(x) · ( H˜+ µ v˜ ⊗ v˜ ) Π(x) .
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Proof. Fix x =
(
Jδ
λ
1/2
1
, x2, . . . , xd
) ∈ ∂+Bσ and write Π(x) = y = (y2, . . . , yd). Then,
by Lemma 8.1, we can write
x · v = J δ
λ
1/2
1
v1 +
d∑
k=2
(yk − γk)vk = y · v˜ + J δ λ
1/2
1
µ v1
.
Thus, we can write x · (H+ µv ⊗ v)x as
−λ1x21 +
d∑
k=2
λkx
2
k + µ
(
y · v˜ + Jδλ
1/2
1
µv1
)2
= y · (H˜+ µv˜ ⊗ v˜)y.
The correction vector γ is designed to clear the linear terms and constant term here. 
We can now show that the image of Π(∂+Bσ ) is comparable with a ball centered at
the origin with a radius of order δ.
Lemma 8.8. There exist constants r, R > 0 such that
D(d−1)rδ (0) ⊂ Π(∂+Bσ ) ⊂ D(d−1)Rδ (0) , (8.15)
where D(d−1)a (0) denotes a sphere on Rd−1 centered at the origin with radius a.
Proof. Since ∂+Bσ ⊂ DCδ(0) for lsufficiently large C > 0 and |γ| = O(δ), the existence
of R is immediate from the definition of Π.
Now we focus on the first inclusion of (8.15). For γ ∈ Rd−1 defined in (8.13), we
write
Pδ =
{
x ∈ Rd : x1 = Jδ
λ
1/2
1
}
⊂ Rd and γ =
( Jδ
λ
1/2
1
, −γ2, . . . , −γd
)
∈ Pδ .
Then, by the Taylor expansion and Lemma 8.1, we can check that
U(γ) = H − λ1
2µ v21
J2 δ2 +O(δ3) < H − c0J2δ2 (8.16)
for all sufficiently small  > 0, provided that we take c0 to be sufficiently small. There-
fore, there exists r > 0 such that Drδ(γ) ∩ Pδ ⊂ ∂+Bσ . Since Π(γ) = 0, we have
D(d−1)rδ (0) = Π(Drδ(γ) ∩ Pδ). This completes the proof. 
Now, we present three auxiliary lemmas (Lemmas 8.9, 8.10, and 8.11) that will be
used in several instances including the proof of Proposition 8.6. The proofs of these
technical results are deferred to the next subsection.
Lemma 8.9. The matrix H˜+ µ v˜ ⊗ v˜ is positive definite and
det ( H˜+ µv˜ ⊗ v˜ ) = µ v
2
1
λ1
d∏
k=2
λk .
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Recall ∂+Cσ from (8.4) and define, for a > 0,
∂1, a+ Cσ = {x ∈ ∂+Cσ : x · v ≥ aJδ} , (8.17)
∂2, a+ Cσ =
{
x ∈ ∂+Cσ : U(x) ≥ H + aJ2δ2
}
. (8.18)
Lemma 8.10. There exists a0 > 0 such that, for all a ∈ (0, a0),
∂1, a+ Cσ ∪ ∂2, a+ Cσ = ∂+C .
Hereafter, the constant a0 always refers to the one in the previous lemma. For a > 0,
we write
∂1, a+ Bσ = ∂+Bσ ∩ ∂1, a+ Cσ = {x ∈ ∂+Bσ : x · v ≥ aJδ} , (8.19)
∂2, a+ Bσ = ∂+Bσ ∩ ∂2, a+ Cσ =
{
x ∈ ∂+Bσ : U(x) ≥ H + aJ2δ2
}
; (8.20)
hence, we have
∂+B = ∂1, a+ Bσ ∪ ∂2, a+ Bσ (8.21)
for all a ∈ (0, a0) by the previous lemma. Now, we introduce the last lemma.
Lemma 8.11. Let D be a positive-definite (d − 1) × (d − 1) matrix, Then, for all
u1, u2 ∈ Rd−1 and c ∈ (0, 1), we haveˆ
Π(∂+B)∩{y∈Rd−1:y·u1≥−cδ}
y · u2 + δ
y · u1 + δ e
−1/(2)y·Dy dy = [ 1 + o(1) ]
(2pi)(d−1)/2√
det(D)
.
Now, we are ready to prove Proposition 8.6.
Proof of Proposition 8.6. In view of the definition of Φpσ given in (6.3), we can write

ˆ
∂+B
[
Φpσ −
1

`
]
· e1 σ(dµ) = I1 − I2 , (8.22)
where
I1 = 
ˆ
∂+B
∇pσ (x) · e1 σ(dµ) and I2 =
ˆ
∂+B
(1− pσ ) (` · e1)σ(dµ) .
First, we compute I1. By the explicit form of pσ and the Taylor expansion of U , we
can write
I1 = [ 1 + o(1) ] v1

Z
√
µ
2pi
e−
H

ˆ
∂+B
e−
1
2
x·(H+µv⊗v)xσ(dx) . (8.23)
By the change of variables y = Π(x), the last integral can be expressed asˆ
Π(∂+B)
e−
1
2
y·(H˜+µv˜⊗v˜)y dy = [ 1 + o(1) ]
(2pi)(d−1)/2√
det ( H˜+ µv˜ ⊗ v˜ )
,
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where the equality follows from the change of variables z = −1/2y and Lemma 8.8.
Summing up, we get
I1 = [ 1 + o(1) ]
v1 µ
1/2 α
2pi
√
det ( H˜+ µv˜ ⊗ v˜ )
. (8.24)
Next, we consider I2. Let us take a ∈ (0, a0), where a0 is the constant in Lemma
8.10, and decompose
I2 = I2, 1 + I2, 2 , (8.25)
where
I2, 1 =
ˆ
∂1, a+ Bσ
(1− pσ ) (` · e1)σ(dµ) , I2, 2 =
ˆ
∂+Bσ \∂1, a+ Bσ
(1− pσ ) (` · e1)σ(dµ) .
First, we compute I2, 1. Recall the elementary inequality
b
b2 + 1
e−b
2/2 ≤
ˆ ∞
b
e−t
2/2 dt ≤ 1
b
e−b
2/2 for b > 0 . (8.26)
Now, for x ∈ ∂1, a+ Bσ , since we have
√
µ

(x · v) → ∞ as  → 0, we obtain from the
definition of pσ and (8.26) that
1− pσ (x) = [ 1 + o(1) ]
1/2
(2piµ)1/2 (x · v) exp
{
− µ
2
(x · v)2
}
. (8.27)
By the Taylor expansion of `, we have
`(x) · e1 = Lx · e1 +O(δ2) . (8.28)
Our plan is to insert (8.27) and (8.28) into I2, 1 to complete the proof. To this end,
we first explain that we can ignore the O(δ2) term in (8.28). By (8.27), the Taylor
expansion of U , and Lemma 8.2, we have∣∣∣ δ2 ˆ
∂1, a+ Bσ
(1− pσ )σ(dµ)
∣∣∣
≤ C δ 
1/2
Z
e−H/
ˆ
∂1, a+ Bσ
exp
{
− µ
2
x · (H+ µv ⊗ v)x
}
σ(dx)
≤ C δ 
1/2
Z
e−H/ σ(∂+Bσ ) = C
δd 1/2
Z
e−H/ = o(1)α . (8.29)
Hence, by combining (8.27), (8.28), and (8.29), we can write
I2, 1 = o(1)α +
[ 1 + o(1) ]α 
(2pi)(d+1)/2 µ1/2
ˆ
∂1, a+ Bσ
e−
1
2
x·[H+µv⊗v ]x Lx · e1
x · v σ(dx) . (8.30)
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By the change of variables y = Π(x) and Lemma 8.7, we can write the last integral as
ˆ
Π(∂+B)∩{y:y·v˜≥c′Jδ}
e−
1
2
y·[H˜+µv˜⊗v˜]y y · L˜†v˜ − Jδλ1v1
∑d
k=2 L1k
vk
λk
y · v˜ + Jδλ1
µv1
dy
= (−µLH−1v)
ˆ
Π(∂+B)∩{y:y·v˜≥c′Jδ}
e−
1
2
y·[H˜+µv˜⊗v˜]y y ·w + Jδλ1µv1
y · v˜ + Jδλ1
µv1
dy
for some w ∈ Rd−1 and c′ = a− λ1
µv1
. Take a ∈ (0, a0) to be sufficiently small such that
c′ < 0 (which is possible by the statement of Lemma 8.10). Evaluating the last integral
via Lemmas 8.8 and 8.11 and inserting the result into (8.30), we conclude that
I2, 1 = o(1)α + [ 1 + o(1) ]α
µ1/2 (−LH−1v) · e1
2pi
√
det (H˜+ µv˜ ⊗ v˜)
. (8.31)
Next, we consider I2, 2. By Lemma 8.10, we have ∂+Bσ \ ∂1, a+ Bσ ⊂ ∂2, a+ Bσ ; hence,
| I2, 2 | ≤ C
Z
ˆ
∂1, a+ Bσ
e−U(x)/ σ(dx) ≤ C
Z
e−H/ e−cJ
2δ2/ σ(∂+Bσ ) , (8.32)
where we applied trivial bounds3 for |1 − pσ (x)| and ` in the first inequality, while
we used the condition U(x) ≥ H + aJ2δ2 for x ∈ ∂2, a+ B in the second one. Since
σ(∂+B) = O(δd−1), we get
| I2, 2 | ≤ C δ
d−1
Z
cJ
2/2 = o(1)α (8.33)
for sufficiently large J . Hence, I2, 2 is negligible. By combining (8.25), (8.31), and
(8.33), we get
I2 = o(1)α + [ 1 + o(1) ]α
µ1/2 (−LH−1v) · e1
2pi
√
det ( H˜+ µv˜ ⊗ v˜ )
. (8.34)
By (8.24) and (8.34), we obtain
I1 − I2 = [ 1 + o(1) ]α µ
1/2 (v + LH−1v) · e1
2pi
√
det ( H˜+ µv˜ ⊗ v˜ )
. (8.35)
Since HL = −L†H by the skew-symmetry of HL, we have LH−1 = −H−1L†. Hence,
(v + LH−1v) · e1 = (I−H−1L†)v · e1 = H−1(H− L†)v · e1
= −µH−1v · e1 = µ
λ1
v · e1 = µ v1
λ1
(8.36)
3Since ∂+Bσ ⊂ K where K is defined in (8.6) we can bound ` by the L∞(K) norm of `. This argument
will be used repeatedly in the remainder of the article without further mention.
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since −µ is an eigenvalue of H − L† associated with the eigenvector v and H−1 =
diag(−1/λ1, 1/λ2, · · · , 1/λd). Inserting this computation and Lemma 8.9 into (8.35),
we get
I1 − I2 = [ 1 + o(1) ]α µ
2pi
√∏d
k=1 λk
= [1 + o(1)]α ω
σ .
This completes the proof. 
8.5. Proof of Lemmas 8.9, 8.10, and 8.11.
Proof of Lemma 8.9. By (8.2) and Lemma 8.1,
det ( H˜+ µv˜ ⊗ v˜ ) = (1 + µv˜† H˜−1 v˜) det H˜ = µv
2
1
λ1
det H˜ .

Proof of Lemma 8.10. By Lemma 8.1, we have λ1
∑d
k=2 v
2
k/λk < v
2
1. Thus, there exists
ε0 ∈ (0, v1) such that
(λ1 + ε0)
d∑
k=2
v2k
λk
< (v1 − ε0)2 . (8.37)
Let a0 = ε0 min{1, λ−1/21 , λ−11 }, and we claim that this constant a0 satisfies the require-
ment of the lemma.
Fix a ∈ (0, a0), x ∈ ∂+C and suppose, on the other hand, that
x · v < aJδ ≤ ε0 Jδ
λ
1/2
1
and U(x)−H < aJ2δ2 ≤ ε0J
2δ2
λ1
. (8.38)
Since U(x)−H = 1
2
x ·Hx+O(δ3) by the Taylor expansion, the latter condition implies
that x ·Hx < ε0 J2δ2λ1 for all sufficiently small  > 0.
Write x ∈ ∂+C as x = Jδ
λ
1/2
1
(
e1 +
∑d
k=2 xkek
)
such that we can rewrite the two
conditions of (8.38) respectively as
0 < v1 − ε0 < −
d∑
k=2
vkxk and
d∑
k=2
λkx
2
k < λ1 + ε0 .
By these two inequalities and (8.37), we have
d∑
k=2
λkx
2
k
d∑
k=2
v2k
λk
< (λ1 + ε0)
d∑
k=2
v2k
λk
< (v1 − ε0)2 <
( d∑
k=2
xkvk
)2
,
which contradicts the Cauchy–Schwarz inequality; hence, the claim is proven. 
Proof of Lemma 8.11. Write ζ = ζ() =
√
log 1

and let Q = Π(∂+B). Then, by the
change of variables z = −1/2y, we can write the integral in the statement of the lemma
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as
(d−1)/2
ˆ
−1/2Q∩{z∈Rd−1:z·u1≥−cζ}
z · u2 + ζ
z · u1 + ζ e
−(1/2)z·Dzdz .
Fix 0 < α < 1. Then, since ζ →∞ as → 0, by Lemma 8.8,
D(d−1)rζα (0) ⊂ −1/2Q ∩ {z ∈ Rd−1 : z · u1 ≥ −cζ}
for all sufficiently small  > 0. Now we decompose the integral into[ ˆ
D(d−1)rζα (0)
+
ˆ
{−1/2Q\D(d−1)rζα (0)}∩{z∈Rd−1:z·u1≥−cζ}
] z · u2 + ζ
z · u1 + ζ e
−(1/2)z·Dzdz . (8.39)
Let us consider the first integral. Note that
sup
z∈D(d−1)rζα (0)
∣∣∣ z · u2 + ζ
z · u1 + ζ − 1
∣∣∣ = o(1) .
Thus, the first integral is
[ 1 + o(1) ]
ˆ
D(d−1)rζα (0)
e−(1/2)z·Dzdz = [ 1 + o(1) ]
(2pi)(d−1)/2√
det(D)
, (8.40)
since D(d−1)rζα (0) ↑ Rd−1 as → 0.
Now, we focus on the second integral. Since −1/2Q ⊂ D(d−1)Rζ (0) by Lemma 8.8, and
since z · u1 ≥ −cζ for c ∈ (0, 1) by the statement of the lemma, there exists C > 0
such that
sup
z∈−1/2Q
∣∣∣ z · u2 + ζ
z · u1 + ζ
∣∣∣ ≤ C .
Hence, the absolute value of the second integral in (8.39) is bounded from above by
C
ˆ
D(d−1)Rζ (0) \D
(d−1)
rζα (0)
e−(1/2)z·Dz dz = o(1) . (8.41)
By combining (8.39), (8.40), and (8.41), we complete the proof. 
9. Analysis of Equilibrium Potential
In this section, we establish a bound on the equilibrium potential h and h∗ in Propo-
sition 9.1. On the basis of this bound, we prove Proposition 7.3 in Section 9.4. Further,
we remark that this bound plays an important role in the proof of Theorem 7.4 (cf.
Section 10.4).
For two disjoint non-empty sets A, B ⊂ Rd, let ΓA,B be a set of all C1-paths γ :
[0, 1]→ Rd such that γ(0) ∈ A and γ(1) ∈ B. Then, let HA,B denote the height of the
saddle points between A and B:
HA,B := inf
γ∈ΓA,B
sup
t∈[0, 1]
U(γ(t) ) .
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9.1. Estimates of equilibrium potentials h and h∗ . In this subsection, we prove
the following proposition regarding the so-called leveling property of the equilibrium
potential.
Proposition 9.1. We can find a constant C > 0 satisfying the following bounds.
(1) For all y ∈ H0, the following holds:
h(y), h
∗
(y) ≥ 1− C −d exp
H{y},D(m0) −H

.
(2) For all y ∈ H1, the following holds:
h(y), h
∗
(y) ≤ C −d exp
U(y)−H

.
The proof of Proposition 9.1 relies on the following two bounds on the capacity.
Lemma 9.2. There exists C > 0 such that for all y ∈ W0 and m ∈M0,
cap(D(y), D(m)) ≥ C d Z−1 e−H{y},D(m)/ .
Lemma 9.3. There exists C > 0 such that for all y ∈ H0,
cap(D(y), U) ≤ C Z−1 e−H/ .
We prove Lemmas 9.2 and 9.3 in Sections 9.2 and 9.3, respectively. Now, we prove
Proposition 9.1
Proof of Proposition 9.1. Since the proofs for h and h∗ are identical, we consider only
h. In [17, Proposition 7.9], it has been shown that there exists C > 0 such that
hA,B(x) ≤ C cap(D(x), A)cap(D(x), B)
, (9.1)
provided that A and B are disjoint domains of sufficiently smooth bounds. For part
(1), we can use this bound to get
1− h(y) = hU,D(m0)(y) ≤ C
cap(D(y), U)
cap(D(y), D(m0))
.
Now, by applying Lemmas 9.2 and 9.3, we complete the proof of part (1).
For part (2), we fix y ∈ H1. Then, again by (9.1),
h(y) = hD(m0),U(y) ≤ C
cap(D(y), D(m0))
cap(D(y), U)
.
By the same logic as that fo Lemmas 9.2 and 9.3, we get
cap(D(y), D(m0)) ≤
Ce−H/e−H/
Z
and cap(D(y), U) ≥
Cd
Z
e−H{y},U/ .
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Since U contains all the local minima of M1 and H1 is a subset of the domain of
attraction ofM1, we have H{y},U = U(y) and the proof is completed. 
9.2. Proof of lower bound. For the lower bound case, the proof is a consequence
of the existing estimate for the reversible case. Let caps(·, ·) denote the capacity with
respect to the reversible process z(·) given in (1.1), whose generator is (1/2)(L+L ∗ ).
Then, it is well known that (cf. [12, Lemma2.5]) for any two disjoint non-empty domains
A, B ⊂ Rd with smooth boundaries, we have the following equation:
cap(A, B) ≥ caps(A, B) . (9.2)
Therefore, it suffices to show the inequality for caps(D(y), D(m)), instead. The
lower bound for this capacity can be obtained by optimizing the integration on the
tube connecting D(y) and D(m). This is rigorously achieved by a parametrization
of this tube. When we parametrize the tube successfully, we can use the idea of [5,
Proposition 4.7] to complete the proof.
Let ω : [0, L] → Rd be a smooth path such that |ω˙(t)| = 1 for all t ∈ [0, L]. For
r > 0, define Ar(0), Ar(L) by
Ar(0) = {x ∈ Rd : x · ω˙(0) < 0, |x− ω(0)| < r }
Ar(L) = {x ∈ Rd : x · ω˙(L) > 0, |x− ω(L)| < r }
and define the tubular neighborhood of ω of radius r by
ωr = {x ∈ Rd : |x− ω(t)| < r for some t ∈ [0, L]} \ (Ar(0) ∪ Ar(L) ).
For ρ > 0, let D(d−1)ρ be a (d− 1)-dimensional sphere of radius ρ centered at the origin.
Lemma 9.4. There exists r0 > 0 such that [0, L] × D(d−1)r0 is diffeomorphic to ωr0.
Furthermore, we can find a diffeomorphism ϕ : [0, L]×D(d−1)r0 → ωr0 of the form
ϕ(t, z) = ω(t) + A(t)z (9.3)
for some smooth d× (d− 1) matrix-valued function A(·) of rank d− 1, and it satisfies∣∣∣ det ∂ϕ
∂(t, z)
∣∣∣ ≥ 1
2
on [0, L]×D(d−1)r0 . (9.4)
Proof. We regard ω = ω( [ 0, L ] ) as a one-dimensional compact manifold. Let Nω ⊂
Rd × Rd denote the normal bundle of ω. By the tubular neighborhood theorem, there
exists r0 > 0 such that ωr0 is diffeomorphic to Nωr0 = { (p, v) ∈ Nω : |v| < r0 }. The
diffeomorphism E : Nωr0 → ωr0 is given by E(p, v) = p + v. Since ω is contractible,
the vector bundle of ω is trivial; thus, Nω is diffeomorphic to ω × Rd−1. Let φ :
ω × Rd−1 → Nω denote the corresponding diffeomorphism. Since this diffeomorphism
preserves the vector space structure, the function φ(p, z) is linear in z and satisfies
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|pi2(φ(p, z))| = |z| where pi2 : Rd × Rd → Rd is the projection function for the second
coordinate.
Since ω×Rd−1 is a trivial bundle of rank d−1, there are d−1 smooth sections σj : ω →
Rd−1 which are linearly independent. By the Gram–Schmidt operation, we may assume
that they are pointwise orthonormal, i.e., σi(p) · σj(p) = δi, j for all i, j and p ∈ ω.
Define a d × (d − 1) matrix B(p) = [B1(p), . . . , Bd−1(p) ] by Bi(p) = pi2(φ(p, σi(p)))
for j = 1, . . . , d − 1. By the smoothness of φ and σj, we can observe that all the
elements of B(·) are smooth. Then, the diffeomorphism ϕ : [0, L] × D(d−1)r0 → ωr0 can
be written as
ϕ(t, z) = φ(ω(t), z) = ω(t) + B(ω(t))z .
We can now take A = B ◦ ω to get (9.3). Now we consider (9.4). We can write
∂ϕ
∂(t, z)
(t, 0) = [ ω˙(t), A(t) ] .
Since all the column vectors in the matrix on the right-hand sides are normal and
orthogonal to each other, we have
∣∣ det ∂ϕ
∂(t,z)
(t, 0)
∣∣ = 1. Hence, by taking r0 to be
sufficiently small, we get (9.4). 
Proposition 9.5. Let ω : [0, L]→ Rd be a C1-path connecting y and D(m) such that
U(ω(t)) ≤ M and |ω˙(t)| = 1 for all t. Moreover, let f be a smooth function such that
f(y) = 1 and f ≡ 0 on D(m). Then, there exists a constant C > 0 such that

ˆ
ωr0
| ∇f |2 dµ ≥ C L−1 d Z−1 e−M/ ,
where r0 is the constant obtained in Lemma 9.4 for the path ω.
Proof. By Lemma 9.4, we have

ˆ
ωr0
| ∇f |2dµ ≥ 
2Z
ˆ
D(d−1)
ˆ L
0
| ∇f(ω(t) + A(t)z) |2 e−U(ω(t)+A(t)z)/ dt dz
for  ∈ (0, r0), where the factor of 2 appears because (9.4) is used for bounding the
Jacobian of the change of variables from below. For (t, z) ∈ [0, L]×D(d−1) , we have
d
dt
f(ω(t) + A(t)z) = ∇f(ω(t) + A(t)z) · (ω˙(t) + A˙(t)z) ≤ 2| ∇f(ω(t) + A(t)z) | ,
where the last inequality holds for sufficiently small  since |ω˙(t)| = 1 and |z| ≤ .
Summing up, we can write

ˆ
ωr0
| ∇f |2 dµ ≥ 
4Z
ˆ
D(d−1)
ˆ L
0
∣∣∣ d
dt
f(ω(t)+A(t)z)
∣∣∣2 e−U(w(t)+A(t)z)/ dt dz . (9.5)
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Now, we can apply the idea of [5, Proposition 4.7]. Indeed, we can fix z ∈ D(d−1)
and write fz(t) = f(ω(t) + A(t)z). Then, we can obtain the minimizer of the integral´ L
0
∣∣ d
dt
fz(t)
∣∣2 e−U(w(t)+A(t)z)/dt explicitly as
fz(t) =
´ L
t
eU(ω(s)+A(s)z)/ ds´ L
0
eU(ω(s)+A(s)z)/ ds
.
Inserting this solution into (9.5) gives

ˆ
ωr0
| ∇f |2dµ ≥ 
4Z
ˆ
D(d−1)
[ ˆ L
0
eU(ω(t)+A(t)z)/dt
]−1
dz .
Since |z| ≤ , we have U(ω(t) + A(t)z) ≤ M + C  for some constant C > 0, and the
proof is completed. 
Now, we are ready to prove Lemma 9.2.
Proof of Lemma 9.2. Fix y ∈ H0 and for some L = L(y), let ω : [0, L] → Rd be a
C1-path connecting y to D(m) such that U(ω(t)) ≤ H{y},D(m) and |ω˙(t)| = 1 for all
t ∈ [0, L]. Since H0 is bounded, we can find L0 such that L(y) < L0 for all y ∈ H0.
Then, recall the diffeomorphism ϕ : [0, L] × D(d−1)r0 → ωr0 constructed in Lemma 9.4.
Then,
caps(D(y), D(m) ) ≥ 
ˆ
ωr0
| ∇h, sD(y),D(m) |2 dµ ,
where h, sD(y),D(m)(·) is the equilibrium potential betweenD(y) andD(m) with respect
to the reversible process y(·). Hence, by Proposition 9.5 and the fact that we can take
L(y) to be uniformly bounded by L0, the proof is completed. 
9.3. Proof of upper bound. The upper bound cannot be proven by a comparison
with reversible dynamics as in the lower bound case unless the dynamics satisfies the
so-called sector condition, and that is exactly what has been used in [17]. However,
the dynamics x(·) does not necessarily satisfy the sector condition; hence, we must
develop a new argument. We believe that our argument presented below is sufficiently
robust to treat a wide class of models.
Proof of Lemma 9.3. For each set A ∈ Rd and r > 0, define
A[r] = {x ∈ Rd : |x− y| ≤ r for some y ∈A} . (9.6)
Suppose that  is sufficiently small such that H[2]0 is disjoint from U and H[2]0 ⊂ K (cf.
(8.6)). Take a smooth function q : Rd → R such that, for some constant C > 0,
q ≡ 1 on H[]0 , q ≡ 0 on Rd \ H[2]0 , and |∇q| ≤
C

1H[2]0 \H[]0
. (9.7)
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Since q ∈ CD(y),U (cf. (6.4)), we can deduce from Proposition 6.2 that
cap(D(y), U) = 
ˆ
Ω
[
∇q + 1

q` · ∇h
]
dµ . (9.8)
By the divergence theorem and (1.8), the second term on the right-hand side can be
rewritten as ˆ
∂Ω
h q [ ` · nΩ ]σ(dµ) −
ˆ
Ω
h [∇q · ` ] dµ . (9.9)
Since h = 1∂D(y) on ∂Ω = ∂ U ∪ ∂D(y), q ≡ 1 on ∂D(y), and nΩ = −nD(y), the
first integral of (9.9) becomes
−
ˆ
∂D(y)
[ ` · nD(y) ]σ(dµ) =
ˆ
D(y)
(∇ · ` ) dµ +
ˆ
D(y)
[ ` · ∇µ ](x) dx (9.10)
by the divergence theorem again. Note that the last two integrals are 0 by (1.8) and
(1.7), respectively. Hence the first integral of (9.9) vanishes. For the second integral of
(9.9), by the trivial bound |h| ≤ 1 and the last condition of (9.7), we have∣∣∣ ˆ
Ω
h [∇q · `] dµ
∣∣∣ ≤ C
Z
ˆ
H[2]0 \H[]0
e−U(x)/ dx ≤ C
Z
e−H/ , (9.11)
where the second inequality follows from the fact that U(x) = H +O() on H[2]0 \ H[]0
and that vol (H[2]0 \ H[]0 ) = O(). Summing up, we obtain from (9.8) that
cap(D(y), U) ≤ 
ˆ
Ω
[∇q · ∇h] dµ + C
Z
e−H/ . (9.12)
By the Cauchy–Schwarz inequality and part (2) of Lemma 6.1, the integral on the
right-hand side is bounded from above by the square root of

ˆ
Ω
| ∇q |2 dµ × cap(D(y), U) .
By a computation similar to (9.11), we get

ˆ
Ω
|∇q|2 dµ ≤ C
Z
ˆ
H[2]0 \H[]0
e−U(x)/ dx ≤ C
Z
e−H/ .
Therefore, we can bound the integral on the right-hand side of (9.12) by[ C
Z
e−H/ cap(D(y), U)
]1/2
≤ 1
2
[ C
Z
e−H/ + cap(D(y), U)
]
.
Inserting this into (9.12) completes the proof. 
9.4. Proof of Proposition 7.3. Now, we are ready to prove Proposition 7.3, which
is a crucial step in the proof of the Eyring–Kramers formula.
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Proof of Proposition 7.3. Take β > 0 to be sufficiently small such that there is no
critical point c of U such that U(c) ∈ [H − β, H). Then, we can decompose G ={x :
U(x) < H − β} into G0, G1, where G0 ⊂ H0 and G1 ⊂ H1. Writeˆ
Rd
h∗ dµ =
[ ˆ
G0
+
ˆ
G1
+
ˆ
Gc
]
h∗ dµ (9.13)
and consider the three integrals separately. First, for y ∈ G0, we have H{y},D(m0) <
H − β; thus, by part (1) of Proposition 9.1, we have |h∗(y)− 1 | ≤ C −d e−β/ = o(1).
This bound ensures thatˆ
G0
h∗ dµ = [ 1 + o(1) ]µ(G0) = [ 1 + o(1) ]Z−1 (2pi)d/2 e−h0/ ν0 , (9.14)
where the second identity follows from the Laplace asymptotics for the function e−U/.
For the second integral, by part (2) of Proposition 7.3,ˆ
G1
h∗ dµ ≤
C
Z d
ˆ
G1
e[U(x)−H]/ e−U(x)/ dx = o(1) Z−1 (2pi)
d/2 e−h0/ ν0 , (9.15)
where the last line follows from H > h0. Finally, for the last integral, by the bound
|h∗ | ≤ 1 and (2.4),ˆ
Gc
h∗ dµ ≤ µ(Gc) ≤ Z−1 e−(H−β)/ = o(1)Z−1 (2pi)d/2 e−h0/ ν0 . (9.16)
By inserting (9.14), (9.15), and (9.16) into (9.13), the proof is completed. 
10. Construction of Test Function and Proof of Theorem 7.4
In this section, we finally construct the test function g ∈ CD(m0),U satisfying The-
orem 7.4.
10.1. Construction of g and proof of Theorem 7.4. Recall H0 from Section 8.1
and define f : Rd → R as
f(x) =
pσ (x) x ∈ Bσ for some σ ∈ Σ0 ,1H0(x) otherwise .
The function f is not smooth; it is discontinuous along the boundaries ∂±Bσ and ∂K.
For convenience, we formally define ∇f(x) as
∇f(x) =
pσ (x) x ∈ Bσ for some σ ∈ Σ0 ,0 otherwise .
Note that this is not a weak derivative of f; hence, elementary theorems such as the
divergence theorem cannot be applied to this gradient. With this formal gradient, we
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can define Φf formally as
Φf(x) = ∇f(x) +
1

f(x) `(x) =

−1 `(x) x ∈ H0 ,
Φpσ (x) x ∈ Bσ for some σ ∈ Σ0 ,
0 otherwise .
Note that this is a formal definition, and Proposition 6.2 is not applicable to Φf .
Now, we mollify the function f as in [17] to get the genuine test function g. To
this end, consider a smooth, positive, and symmetric function φ : Rd → R that is
supported on the unit sphere of Rd and satisfies
´
Rd φ(x) dx = 1. Then, for r > 0,
define φr(x) = r−dφ(r−1x). For the function f : Rd → R and vector field V : Rd → Rd,
we write
f (r) = f ∗ φr and V (r) = V ∗ φr ,
where ∗ represents the usual convolution. In the remaining subsections, we prove the
following two propositions. Hereafter, we write η = 2. The first one asserts that we
can approximate Φ
f
(η)

by Φf .
Proposition 10.1. We have

ˆ
Rd
|Φ
f
(η)

− Φf |2 dµ = o(1)α .
Next, we prove the following estimate.
Proposition 10.2. We have

ˆ
Rd
[ Φf · ∇h ] dµ = [ 1 + o(1) ]α ω0 .
Before proving these propositions, we explain why Theorem 7.4 is a consequence of
these propositions. We define the test function g explicitly as
g = f
(η)
 where η = 
2 . (10.1)
Proof of Theorem 7.4. By Proposition 10.2, it suffices to prove that

ˆ
Rd
[ (Φg − Φf) · ∇h ] dµ = o(1) [α cap ]1/2 .
With the selection (10.1), this is immediate from the Cauchy–Schwarz inequality, Lemma
6.1, and Proposition 10.1. 
In Sections 10.2 and 10.3, we shall prove Propositions 10.1 and 10.2, respectively. We
remark that the proof of Proposition 10.1 is nearly model-independent and is similar to
the proof of [17, Lemma 6.4]. Hence, we explain the structure of the proof and refer to
[17] for most of the details. Of course, there are several differences in the proofs, and
we present the full details for such parts.
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10.2. Proof of Proposition 10.1. By the Cauchy-Schwarz inequality, we can write

ˆ
Rd
|Φ
f
(η)

− Φf |2 dµ ≤ 3 (I1 + I2 + I3) ,
where
I1 = 
ˆ
Rd
| ∇(f (η) )− (∇f)(η) |2 dµ , I2 = 
ˆ
Rd
| (∇f)(η) −∇f |2 dµ and
I3 =
1

ˆ
Rd
(f (η) − f)2 |`|2 dµ .
To conclude the proof of Proposition 10.1, it suffices to prove that I1, I2, I3 = o(1)α.
The proofs of I1 = o(1)α and I2 = o(1)α are identical to those of [17, Lemma 8.5]
and [17, Assertions 8.C and 8.D], respectively. The term I3 has not been investigated
previously. We present the proof of I3 = o(1)α. Note that the functions f
(η)
 and f
are supported on K for sufficiently small  > 0, and since |`| is bounded on K, it suffices
to prove the following lemma.
Lemma 10.3. We have
1

ˆ
Rd
(f (η) − f)2 dµ = o(1)α . (10.2)
Proof. Recall the notation A[r] from (9.6) and define
B˜σ = Bσ \ (∂Bσ )[η] and H˜i = Hi \
[
(∂K)[η] ∪
(
σ∈Σ0(∂Bσ )[η]
) ]
; i = 1, 2 .
By the Cauchy–Schwarz inequality, we have
[ (f (η) − f)(x) ]2 =
( ˆ
Rd
( f(x)− f(x− y) )φη(y) dy
)2
≤
ˆ
Rd
( f(x)− f(x− y) )2 φη(y) dy .
Since
f(x) = f(x− y) if x /∈ K[η] and |y| ≤ η , (10.3)
the left-hand side of (10.2) is bounded from above byˆ
K[η]
ˆ
Rd
1

|f(x)− f(x− y)|2 φη(y) dy µ(dx) .
Now, we divide the integral
´
K[η] in the previous case intoˆ
H˜0
+
ˆ
H˜1
+
ˆ
(∂K)[η]
+
∑
σ∈Σ0
ˆ
B˜σ
+
∑
σ∈Σ0
ˆ
(∂Bσ )[η]\(∂K)[η]
(10.4)
and consider the five integrals separately.
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The first two integrals are 0 for the same reason with regard to (10.3). Now, we
consider the third one. Since | f(x) − f(x − y) | ≤ 1 for all x, y ∈ Rd, the second
integral is bounded from above byˆ
(∂K)[η]
ˆ
Rd
1

φη(y) dy µ(dx) =
1

µ( (∂K)[η] ) . (10.5)
Since U(y) = H + J2 δ2 for y ∈ ∂K, there exists C > 0 such that
U(x) ≥ H + J2 δ2 − C η for all x ∈ (∂K)[η] .
Hence, the right-hand side of (10.5) is bounded by
C
Z
e−H/
ˆ
(∂K)[η]
J
2
eCη/ dx ≤ C J2−d/2−1 α vol((∂K)[η]) = o(1)α
for sufficiently large J , since vol ( (∂K)[η] ) = O(1).
Next, we consider the fourth term in (10.4). Fix σ ∈ Σ0 and assume, for simplicity
of notation, that σ = 0. By the mean value theorem, for x ∈ B˜σ and y ∈ Dη(0),
| f(x)− f(x− y) | ≤ |y|
d∑
k=1
sup
z∈Dη(x)
| ∇kf(z) | . (10.6)
First, we remark that, for u ∈ Bσ ,
∇kf(u) = 1
c
exp
{
− µ
2
(u · vσ)2
}
vk . (10.7)
Since η  δ and |x| = O(δ), we have
(z · vσ)2 ≥ (x · vσ)2 − Cηδ for x ∈ B˜σ and z ∈ Dη(x) . (10.8)
By combining (10.7) and (10.8), we get
|∇kf(z)|2 ≤ C

exp
{
− µ

(x · vσ)2
}
.
Inserting this into (10.6), we obtain, for x ∈ B˜σ ,ˆ
Rd
| f(x)− f(x− y) |2 φη(y)dy ≤ Cη
2

exp
{
− µ

(x · vσ)2
}
.
Therefore, the integral in the fourth term of (10.4) is bounded by
1
 Z
C η2

e−H/
ˆ
B˜σ
exp
{
− 1
2
x · (Hσ + 2µvσ ⊗ vσ)x
}
dx
by the Taylor expansion of U around σ. By Lemma 8.2, the last integral is O(d/2);
hence, the whole expression is o(1)α.
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Now, we consider the last integral of (10.4). We also fix σ and assume that σ = 0.
Since
(∂Bσ )[η] \ (∂K)[η] ⊂ (∂+Bσ )[η] ∪ (∂−Bσ )[η] ,
it suffices to prove that the integral over (∂+Bσ )[η] is small, as the argument for (∂−Bσ )[η]
is identical. Since η  δ, by Lemma 8.10, there exists a constant a > 0 such that
U(x) ≥ aJ2δ2 or x · vσ ≥ aJδ (10.9)
holds for all x ∈ (∂+Bσ )[η]. Let us first assume that the former holds. Then, since
|f| ≤ 1 and vol ( (∂+Bσ )[η] ) = O(1), by the first condition of (10.9), the integral over
x ∈ (∂+Bσ )[η] satisfying the former condition of (10.9) is bounded from above by
C
Z
ˆ
(∂+Bσ )[η]
e−U(x)/ dx ≤ C
Z
e−H/ aJ
2
vol( (∂+Bσ )[η] ) = o(1)α (10.10)
for sufficiently large J .
Now, assume that the second condition of (10.9) holds for x ∈ (∂+Bσ )[η]. As in the
proof of Lemma 8.6, we can rewrite 1− f(x) as
[ 1 + o(1) ]
1/2
(2piµ)1/2 (x · vσ) exp
{
− µ
2
(x · vσ)2
}
≤ C 
1/2
δ
exp
{
− µ
2
(x · vσ)2
}
.
Similarly, we can check that, for y ∈ Dη(0),
| 1− f(x− y) | ≤ C 
1/2
δ
exp
{
− µ
2
(x · vσ)2
}
.
By two bounds above, we can bound |f(x)− f(x− y)|2 from above by
2 [ |1− f(x)|2 + |1− f(x− y)|2 ] ≤ C 
δ2
exp
{
− µ

(x · vσ)2
}
.
Hence, we can bound the last integral of (10.4) and restrict it to x ∈ (∂+Bσ )[η], satis-
fying the second condition of (10.9), from above by
C
δ2
ˆ
(∂+Bσ )[η]
exp
{
− µ

(x · vσ)2
}
µ(dx) .
By applying the Taylor expansion of U around σ, this is bounded by
1
δ2 Z
e−H/
ˆ
(∂+Bσ )[η]
exp
{
− µ
2
x · [Hσ + 2µvσ ⊗ vσ ]x
}
dx .
By Lemma 8.2, there exists c > 0 such that x·[Hσ+2µvσ⊗vσ ]x ≥ c |x|2. Furthermore,
there exists C > 0 such that |x| ≥ Cδ for all x ∈ (∂+Bσ )[η]. Therefore, we can bound
the last centered case from above by
1
Z
e−H/ cJ
2
vol((∂+Bσ )[η]) = o(1)α (10.11)
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for sufficiently large J since vol((∂+Bσ )[η]) = O(1). By (10.10) and (10.11), we can
verify that the last integral of (10.4) is o(1)α, and this completes the proof. 
10.3. Proof of Proposition 10.2. First, note that we can write

ˆ
Rd
[ Φf · ∇h ] dµ = A1 +
∑
σ∈Σ0
A2(σ) , (10.12)
where
A1 =
ˆ
H0
[ ` · ∇h ] dµ and A2(σ) = 
ˆ
Bσ
[ Φpσ · ∇h ] dµ .
To estimate these integrals, we first mention a technical result.
Lemma 10.4. There exists C > 0 such thatˆ
∂K
σ(dµ) ≤ C J2−d/2 α .
Proof. Since U(x) = H + J2δ2 on ∂K, we haveˆ
∂K
σ(dµ) =
ˆ
∂K
µ(x)σ(dx) = Z
−1
 e
−H/ J
2
σ(∂K) .
Since σ(∂K) = O(1), the proof is completed by the definition (7.3) of α. 
We now consider A1.
Lemma 10.5. We can write
A1 = o(1)α +
∑
σ∈Σ0
A1, 1(σ) ,
where
A1, 1(σ) =
ˆ
∂+Bσ
[ ` · nH0 ]h σ(dµ) . (10.13)
Proof. By the divergence theorem, we haveˆ
H0
[ ` · ∇h ] dµ =
ˆ
∂H0
[ ` · nH0 ]h σ(d µ) .
Write
∂Ĥ0 = ∂H0 \
[ ⋃
σ∈Σ0
∂+Bσ
]
⊂ ∂K .
Then, it suffices to prove thatˆ
∂Ĥ0
[ ` · nH0 ]h σ(dµ) = o(1)α .
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Since |h| and |`| are bounded on ∂Ĥ0 ⊂ K, and since ∂Ĥ0 ⊂ ∂K, the absolute value
of the left-hand side of the previous case is bounded by
´
∂K σ(dµ), which is o(1)α
for sufficiently large J by Lemma 10.4. This completes the proof. 
Now, we focus on A2(σ).
Lemma 10.6. For σ ∈ Σ0, we can write
A2(σ) = o(1)α + A2, 1(σ) ,
where
A2, 1(σ) = 
ˆ
∂+Bσ ∪∂−Bσ
[ Φpσ · nBσ ]h σ(dµ) . (10.14)
Proof. By the divergence theorem, we can write
A2(σ) = −
ˆ
Bσ
(L ∗ p
σ
 )h dµ + 
ˆ
∂Bσ
[ Φpσ · nBσ ]h σ(dµ) .
By Proposition 8.5, the first integral on the right-hand side is o(1)α. Hence, it suffices
to prove that

ˆ
∂0Bσ
[ Φpσ · nBσ ]h σ(dµ) = o(1)α . (10.15)
By the explicit formula for pσ and by the boundedness of ` on K, we can check that there
exists C > 0 such that |Φpσ | ≤ C−1 on ∂0Bσ . Therefore, the absolute value of the left-
hand side of (10.15) is bounded from above by C
´
∂0Bσ σ(dµ). Since ∂0B
σ
 ⊂ ∂K, the
proof is completed by Lemma 10.4, provided that we take J to be sufficiently large. 
By (10.12) and Lemmas 10.5 and 10.6, it suffices to check the following Lemma to
complete the proof of Proposition 10.2.
Lemma 10.7. For σ ∈ Σ0, we have
A1, 1(σ) + A2, 1(σ) = [ 1 + o(1) ]α ω
σ .
We defer the proof of Lemma 10.7 to the next subsection and conclude the proof of
Proposition 10.2 first.
Proof of Proposition 10.2. The proof is completed by combining 10.12 and Lemmas
10.5, 10.6, and 10.7. 
10.4. Proof of Lemma 10.7. As a consequence of Proposition 9.1, we can get the
following estimate of the equilibrium potential at the boundaries ∂+Bσ and ∂−Bσ for
σ ∈ Σ0.
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Lemma 10.8. There exists a constant C > 0 such that, for all σ ∈ Σ0,
h(x) ≥ 1− C −d exp U(x)−H
2
∀x ∈ ∂+Bσ and
h(x) ≤ C −d exp U(x)−H
2
∀x ∈ ∂−Bσ .
Proof. Let us consider the first inequality. If x ∈ ∂+B satisfies U(x) ≥ H, then
the inequality is obvious for all sufficiently small . Otherwise, x ∈ H0; hence, the
bound follows from part (1) of Proposition 9.1 since we have H{x},D(m0) = U(x) for all
sufficiently small . The proof of the second one is similar and left to the reader. 
In the next lemma, we provide a consequence of the previous lemma.
Lemma 10.9. For σ ∈ Σ0, we have

ˆ
∂+Bσ
| ∇pσ | ( 1− h )σ(dµ) = o(1)α , (10.16)
ˆ
∂+Bσ
( 1− pσ ) ( 1− h )σ(dµ) = o(1)α , (10.17)

ˆ
∂−Bσ
| ∇pσ |h σ(dµ) = o(1)α , (10.18)
ˆ
∂−Bσ
pσ h σ(dµ) = o(1)α . (10.19)
Proof. Since the proofs of (10.18) and (10.19) are identical to those of (10.16) and
(10.17), respectively, we focus only on (10.16) and (10.17).
Let us first consider (10.16). We use the explicit formula for pσ and Lemma 10.8 to
bound the left-hand side of (10.16) by
C −1/2−3d/2 α
ˆ
∂+Bσ
exp
{
− U(x)−H
2
− µ
2
(x · vσ)2
}
σ(dx) . (10.20)
By the Taylor expansion, the last line can be further bounded by
C −1/2−3d/2 α
ˆ
∂+Bσ
exp
{
− 1
4
x · [Hσ + 2µvσ ⊗ vσ]x
}
σ(dx)
≤ C −1/2−3d/2 α
ˆ
∂+Bσ
exp
{
− γ
4
|x|2
}
σ(dx) , (10.21)
where γ > 0 is the smallest eigenvalue of the positive-definite matrix H+ 2µv ⊗ v (cf.
Lemma 8.2). Since there exists C > 0 such that |x| ≥ CJδ for all x ∈ ∂+Bσ , and since
σ(∂+Bσ ) = O(δd−1), we can bound (10.21) from above, for some c, C > 0, by
C −1/2−3d/2 δd−1 cJ
2
α = o(1)α
for sufficiently large J . This completes the proof of (10.16).
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For (10.17), recall ∂1, a+ Bσ and ∂2, a+ Bσ from (8.19) and (8.20), respectively. By Lemma
8.10, it suffices to prove that, for a ∈ (0, a0),ˆ
∂k, a+ Bσ
( 1− pσ ) ( 1− h )σ(dµ) = o(1)α ; k = 1, 2 . (10.22)
For k = 1, by (8.27) and Lemma 10.8, we can bound the integral from above by
C e−H 1/2
Z d δ
ˆ
∂+B
exp
{
− U(x)−H
2
− µ
2
(x · vσ)2
}
σ(dx) .
Hence, we can proceed as in the computation of (10.20) to prove that this is o(1)α.
Now, we finally consider k = 2 case of (10.22). Since U(x) ≥ H + aJ2δ2 for x ∈
∂2, a+ Bσ , the left-hand side of (10.22) with k = 2 is bounded from above by
1
Z
e−H/ aJ
2
σ(∂+Bσ ) ≤
C
Z
e−H/ aJ
2
δd−1 = o(1)α
for sufficiently large J . This completes the proof. 
Now, we are ready to prove Lemma 10.7.
Proof of Lemma 10.7. In view of the expressions (10.13) and (10.14) for A1, 1(σ) and
A2, 1(σ), respectively, it suffices to prove the following estimates:

ˆ
∂+Bσ
[ (
Φ− 1

`
)
· nBσ
]
h σ(dµ) = [ 1 + o(1) ]α ω
σ , (10.23)

ˆ
∂−Bσ
[ Φpσ · nBσ ]h σ(dµ) = o(1)α . (10.24)
Let us first consider (10.23). By (10.16) and (10.17) of Lemma 10.9, we can replace the
h(x) term with 1 with an error term of order o(1)α. Then, we can apply Proposition
8.6 to prove (10.23). On the other hand, the estimate (10.24) is a direct consequence
of (10.18) and (10.19) of Lemma 10.9. 
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