We present fully polynomial approximation schemes for general classes of Holant problems with complex edge weights, which we call Holant polynomials. Our results are based on a recent technique for approximating graph polynomials of degree n by computing the first log n coefficients of the Taylor expansion of the logarithm of the polynomial. Central to this technique is the absence of roots in regions on the complex plane. We establish these zerofree regions by translating our problem into partition functions of abstract geometric structures known as polymers in statistical physics.
Introduction
The Holant framework originates in Valiant's holographic algorithms [38] to encode perfect matching computations and was extended by Cai, Lu and Xia [12] to encode a wider range of counting problems such as matchings, edge covers and Valerian orientations. A Holant problem is parametrised by a finite set of functions (often called signatures) F of domain D. The input is a graph G and a mapping π : V pGq Ñ F, where πpvq " f v maps v P V pGq to a function f v of arity deg G pvq. The problem is then to compute the function
where Epvq denotes the set of edges incident to v. Thus, when F consists of the functions f taking the value 1 when at most one of their input variables is set to 1 and the rest to 0, Hol F pG, πq is equal to the number of matchings of G. Similarly, when F consists of the functions f taking the value 1 when exactly one of the input variables is set to 1, then Hol F pG, πq is equal to the number of perfect matchings of G.
Counting Holant problems can be viewed as partition functions appearing in statistical physics and quantum mechanics. For instance, counting the number of matchings with weighted edges of the graph is equivalent to computing the partition function of the Monomer-Dimer model or computing the matching polynomial of G [20] . The weight on the edges is used in statistical physics to express how external factors such as temperature or pressure affect the energy of the system and is often called external field. Hence, the matching polynomial can be defined as
where MpGq denotes the set of matchings of G and, for M P MpGq, |M | is the number of edges in M . There is a number of recent results on the computational complexity of approximating partition functions indicating deep connections to the phase transitions discovered by physicists (for a characteristic example of such connections see [39, 36, 17] ). Furthermore, partition functions are also studied in combinatorics as graph polynomials -see e.g. [41] . Adapting this view of statistical physics, we consider Holant problems with external field, or Holant polynomials, which we define in the following way. Let F be a set of signatures and let z P C. Analogue to Holant problems, the input consists of a graph G and a mapping π : V pGq Ñ F, where πpvq " f v . We will study the complexity of approximating the polynomial
where |σ| denotes the Hamming weight of the Boolean assignment σ. We focus on Boolean functions that are symmetric, i.e. their value only depends on the Hamming weight of their input. Hence we denote functions as f " rf 0 , f 1 , . . . , f d s, where f i is the value of f on a tuple with Hamming weight i.
In order to state our main theorem we employ some definitions. Given a symmetric function f " rf 0 , f 1 , . . . , f d s, we define its reversal as f " rf d , f d´1 , . . . , f 0 s. Additionally, given a family of functions F, we denote by F " tf | f P Fu the class consisting of the reversals of F. Let F 0 " tf | f 0 ‰ 0u, for f P F 0 with arity d we define rpf q " max 0ďiďd t|f i |{|f 0 |u and, for a function class F Ď F 0 , we define rpFq " max f PF trpf qu. We are now ready to state our main theorem. Theorem 1.1. Let F be a class of Boolean symmetric functions, let G be a graph with maximum degree ∆ and let z P C. Then, Z F pG, π, zq admits an FPTAS if at least one of the following conditions is satisfied:
• F Ď F 0 and |z| ď p∆e 3 prpFqq 2 q´1,
• F Ď F 0 and |z| ě ∆e 3 prpF2 .
Our approach
The technique we use originates from a long standing research in statistical physics, where combinatorial structures such as matchings or edge covers represent states of a spin system. The input graph G represents the metric among the particles of the spin system. If we consider matchings as an example, a configuration M P MpGq contains the information of which particles form a bond (called dimers) and which do not (the monomers). The value of z expresses external conditions of the system such as temperature of a magnetic field, and the energy of a configuration equals z |M | . The probability of a system being found in configuration M, is z |M | {Z M pG, zq. The work of Mayer and Montroll [33] initiated the study of the logarithm of such partition functions ZpG, zq, as the Taylor series expansion of lnpZpG, zqq yields good evaluations of the energy of a system. Barvinok's [2] remarkable finding is that computing the first log n terms of the Taylor expansion already provide an ε-approximation of ZpG, zq, as long as the Taylor series are convergent. A sufficient condition for the convergence of the Taylor series is to show the absence of zeros in a region of ZpG, zq around 0. However, establishing zero-free regions for partition functions is often a challenging task.
Such partition functions ZpG, zq are, in fact, polynomials of z with integer coefficients -hence the alternative name Holant polynomial for Z F pG, π, zq. Computing the first k coefficients of the Taylor series can be reduced, via Newton's identities, to computing the first k coefficients of ZpG, zq. Since we are interested in the first log n terms, we immediately obtain an Opn log n q algorithm similar to the quasi-polynomial algorithms of Barvinok. Under specific conditions on the partition function Patel and Regts [35, Theorem 3.1] discovered an efficient way to compute the first k coefficients of ZpG, zq in Opn∆ k q time, resulting in FPTAS' for partition functions. Their study requires the maximum degree ∆ of the graph to be considered fixed and the condition for efficient computation of the coefficients is that the polynomial is a "bounded induced graph counting polynomial" (BIGCP) [35, Definition 3.1] . A proof that the Holant polynomials are BIGCPs was presented in [19, Lemma 14] when G is a ∆-regular graph and F only contains one function, while the existence of a proof for all Holant polynomials with symmetric signatures and all graphs with maximum degree ∆ was mentioned as a remark. In this article we give a complete proof that Z F pG, π, zq is a BIGCP for all bounded degree graphs, as long as F Ď F 0 .
Zero-free regions via polymer systems
The Holant framework captures a diverse class of polynomials whose root locations may be completely different. For instance, the roots of the matching polynomial are known to be negative reals with z ă´1{p4∆q [20] while the roots of the edge cover polynomial may be complex but are contained within tz P C | |z| ď 5.1u [16] . Such roots of graph polynomials have been an object of study in combinatorics as well [6, 37, 7, 32] . To obtain general bounds for zero-free regions for rich classes of polynomials such as Holant polynomials, the literature of mathematical physics on abstract polymer models turns out to be resourceful. Polymer models originate from the work of Gruber and Kunz [18] and Kotecký and Preiss [26] and provide a way to translate a graph polynomial for G to a multivariate independence polynomial on a graph CpGq. The independence polynomial of a graph G with n vertices on z " pz v q vPV pGq is
where IpGq is the set of independent sets of G. For example, when one defines the matching polynomial Z M pG, zq as a polymer system, the result is the independence polynomial Z I pG 1 , zq, where G 1 " CpGq is the line graph of G -note that by Z I pG, zq we denote Z I pG, zq where all values of z are z.
Our results for zero-free regions are obtained by establishing a general method translating Holant problems into a polymer system. In particular, this enables us to apply the theorem of Kotecký and Preiss [26, Theorem 1] providing a condition for zero-free regions for polymer systems. In this way we obtain the following result on the zero-free regions of polymer systems. Theorem 1.2. For all graphs G of maximum degree ∆, and all π P F 0 , the Holant polynomial ZpG, π, zq has no roots in tz P C | |z| ď p∆e 3 prprngpπqq 2 q´1u.
Polymer systems have been used recently to study approximation algorithms for vertex spin systems. Helmuth, Perkins and Regts [21] use a restrictive definition of polymers to study partition functions of vertex spin systems in lattice graphs. They also give a theorem [21, Theorem 2.2] for computing the coefficients of a polymer system, that can be applied to their definition of polymers. Building upon the work of [21] , more approximation algorithms for vertex spin systems on restricted classes of graphs have been discovered [23, 27] . Finally, Chen et al. [15] study a Markov chain on polymers giving a randomised algorithm whose runtime does not depend on ∆.
Related literature
Due to their applicability there is an assiduous ongoing effort to characterise the computational complexity of Holant problems. Since the literature is extensive, we mention a selection of results. For exact computations, there is a series of progressive works resulting in the complete characterisation of the complexity of Boolean symmetric Holant problems by Cai, Guo and Williams [10] . There are some results that go beyond symmetric signatures [14, 29, 1] and some results that consider higher domain symmetric functions [13, 9] .
Considering approximations of Holant problems, Guo et al. [19] gave a recent complexity characterisation for a subclass of Boolean symmetric functions. All other known results on approximating Holant problems target special cases. Classical Markov chain Monte Carlo (MCMC) approaches yield randomised algorithms for counting matchings [24] , weighted even subgraphs [25] and edge covers [8] . Some results extend the MCMC approach to particular restricted classes of Holant problems [22] . Deterministic approximation algorithms have been achieved for edge covers [28] .
Considering Holant polynomials, the matching polynomial is the most studied and the only one considered with complex weights. Barvinok [3] (see also [2, Section 5.1]), has shown that for a graph G of maximum degree ∆ we can approximate Z M pG, zq in quasipolynomial time, for all z P C with |z| ď 1{p4∆q. Patel and Regts [35] were able to reduce the runtime of Barvinok's algorithm down to polynomial in n. Furthermore Bezáková et al. [4] have shown that it is # P-hard to approximate the matching polynomial for z negative real, with z ă´1{p4p∆´1qq, hence one cannot hope to obtain a complex region larger than |z| ď 1{p4p∆´1qq. Directly applied, our theorem for matchings yields |z| ă 1{p∆e 3 q. However, if we reprove Theorem 1.2 for matchings in particular, we can improve the zero-free region to |z| ă 1{p2ep∆´1qq.
Other results for approximating Holant polynomials only consider z to be a nonnegative real, which include the edge cover polynomial [30] and some other restrictive function classes [34, 31 ].
Discussion of our results
Based on the class of signatures, the most general result on Holant problems so far was that of Guo et al. [19] . As they observe, classifications for approximations of general problem frameworks such as Holant or CSP appear challenging. Their algorithmic techniques are also based on computing the Taylor approximation of the logarithm of Holant polynomials, though, since they focus on z " 1, the zero-free regions they obtain are contained within a narrow area around the real axis encompassing 0 and 1. In this way they obtain results for regular graphs and signature families containing only one function, but they remark that their result can be extended to F containing the same type of functions of different arities. However, as they state, it is not clear how to design algorithms with mixed signatures only using their technique. We show how such zero-free regions can be established by using our polymer-based approach for Holant problems with far more general signature classes as long as z is contained in the areas stated in Theorem 1.1.
Counting perfect matchings of a general graph is a central problem in computational counting whose complexity remains unresolved. There is an expanding list of approximation problems that are equivalent to counting perfect matchings [19, 11] . The approximation-equivalence between counting perfect matchings in a general graph and some classes of Holant problems shown in [19] only applies to z " 1. The signature families we can approximate with Theorem 1.1 cover such classes. If one were to show such a reduction for a value of z within the ones in Theorem 1.1, one would get an approximation algorithm for counting perfect matchings in a general graph. More precisely, in [19, Theorem 2] Guo et al. prove that the problem of approximating Hol F pG, πq for π : V pGq Ñ tr0, 1, 0, λsu for cubic graphs G with any fixed 0 ď λ ă 1 is equivalent to approximately counting perfect matchings in general graphs. If this reduction could be generalised to the respective Holant polynomials, Theorem 1.1 could be used to approximately count perfect matchings; observe that, for λ ą 0, the signature r0, 1, 0, λs describes the function f with f P F 0 , and that for any z P C the perfect matchings polynomial can be written as |PMpGq|z |V pGq|{2 , where PMpGq denotes the set of perfect matchings of G. Actually, a reduction from the perfect matching polynomial to the Holant polynomial for signature r0, 1, 0, λs for any fixed z in the region given in Theorem 1.1 would suffice for efficiently approximating perfect matchings.
Preliminaries
We assume the reader to be familiar with standard notions of graph theory and refer for an introduction to [40] .
Approximation algorithms Considering complex-valued functions we will use the following notion of approximation. Definition 2.1 ([35] ). Let q and ζ be non-zero complex numbers. We call ζ a multiplicative ε-approximation to q if e´ε ď |q|{|ζ| ď e ε and if the angle between ζ and q (as seen as vectors in C " R 2 ) is at most ε.
The following observation follows immediately from the definition of the multiplicative ε-approximation. Observation 2.2. For any ε, c ą 0, if ζ is a multiplicative ε-approximation to some value q, then we can also achieve a multiplicative ε-approximation for cq, namely cζ.
A polynomial-time approximation scheme (PTAS) is an algorithm that, given a problem and some fixed parameter ε ą 0, produces a multiplicative ε-approximation of its solution in time polynomial in the input size n. A fully polynomial-time approximation scheme (FPTAS) is a PTAS that is polynomial both in n and 1{ε.
Holant problems Holant problems are partition functions on graphs where each edge corresponds to a Boolean variable and each vertex v defines a constraint f v on the valid assignments to its adjacent edges. Formally, the Holant of a graph G " pV, Eq with constraint functions tf v | v P V u is the following value
where σ| Epvq denotes the restriction of the assignment σ to the edges adjacent to v.
We will only consider constraint functions which are symmetric in the sense that they only depend on the number of variables set to 1. Such constraint functions are usually characterized by their image, more precisely, for a vertex v of degree d, the constraint function f v is characterised by a vector rf
to exactly i edges adjacent to v. We denote by F the set of such symmetric constraint functions. Further we use π : V Ñ F to summarize the choice of constraint functions for a graph G, meaning that πpvq " f v . Utilizing these definitions, the Holant of G is usually denoted by ZpG, πq. We will consider Holant polynomials with external field, formally defined by
3 Polymer systems for Holant polynomials
Polymer models
For the following definition of polymer models we loosely follow the notation of Kotecký and Preiss [26] and Helmuth et al. [21] . In general, a polymer model can be any finite set K of elements (then called polymers) together with a symmetric and reflexive binary incompatibility relation Ď KˆK. Based on the incompatibility relation we define the set IpKq of all subsets Γ Ď K of pairwise compatible polymers, formally pγ, γ 1 q R for all γ ‰ γ 1 and γ, γ 1 P Γ. For a polymer functional Φ : K Ñ C (which can be seen as a weight assignment to the polymers), the partition function ZpK, Φq is defined by
Φpγq .
The following theorem yields a condition we will apply in order to prove zero-free regions for general partition functions of polymer models. [26] ). If there exists a function a : K Ñ r0, 8q such that for all γ P K, ÿ
Theorem 3.1 (Kotecký and Preiss
where the sum is over all polymers γ 1 incompatible with γ. Then the cluster expansion for log ZpK, Φq converges absolutely and, in particular, ZpK, Φq ‰ 0.
Holant polynomial as a partition function of polymers
In order to express a Holant polynomial of a graph G " pV, Eq by the partition function of a polymer model, we define polymers of G to be connected subgraphs of G with at least two vertices. Such general subgraphs without isolated vertices, contrary to induced subgraphs, can be seen as edge-induced, which enables capturing the characteristics of the Holant framework. The basic idea of this definition is that assignments σ can be expressed by their corresponding edge-induced connected subgraphs. We denote by CpGq the set of polymers (edge-induced subgraphs) of G. Two polymers γ, γ 1 P CpGq are called compatible, if their vertex-sets are disjoint, otherwise they are incompatible. Formally, we define the incompatibility relation Ď CpGqˆCpGq by pγ, γ 1 q P if and only if V pγq X V pγ 1 q ‰ H. Observe that  is reflexive and symmetric as required for a polymer model. We also use the notation γ  γ 1 (γ " γ 1 ) for incompatible (compatible) polymers.
For the collection of all finite sets of polymers from CpGq that are pairwise compatible we write IpGq instead of the lengthy IpCpGqq. Observe that each set Γ P IpGq corresponds to a collection of connected subgraphs of G. We will only consider Holant polynomials with constraint functions where f 0 
In order to apply 2 . Now we are ready to state the main theorem of this section. Recall that for f P F 0 with arity d we define rpf q " max 0ďiďd t|f i |{|f 0 |u and that for a function class F Ď F 0 we define rpFq " max f PF trpf qu. When discussing zeros of Holant polynomials with input pG, πq the only signatures of impact are the ones in the range of π. Theorem 1.2. For all graphs G of maximum degree ∆ and all π P F 0 the Holant polynomial ZpG, π, zq has no roots in tz P C | |z| ď p∆e 3 prprngpπqq 2 q´1u.
Proof. Let z P C be such that |z| ď pe 3 r 2 ∆q´1. We want to apply Theorem 3.1 on the polymer representation ZpCpGq, w π p¨, zqq to show that ZpG, π, zq ‰ 0. Recall that for this result we have to define a function a : CpGq Ñ r0, 8q such that ř γ 1 γ |w π pγ 1 , zq|e apγ 1 q ď apγq for all polymers γ P CpGq.
Consider a fixed polymer γ P CpGq. Each polymer γ 1 incompatible with γ contributes to the sum that has to be bounded by apγq the term
In the following we will estimate the number of polymers γ 1 incompatible with γ with respect to their number of edges. To this end, denote by C γ piq the set of polymers γ 1 P CpGq with γ 1  γ and i " |Epγ 1 q|, for each 1 ď i ď m. First, observe that by the definition of the polymers in CpGq the incompatibility γ 1  γ implies that γ 1 and γ share at least one vertex. Further, each polymer γ 1 P CpGq has to be a connected subgraph of G. By Lemma 3.3 we conclude that C γ piq has cardinality at most |V pγq|p pe∆q i 2 q. Consider the function apγq " |V pγq|, which is non-negative on CpGq. This choice of a with the bounds on the cardinality of C γ piq yields:
Since z satisfies |z| ď pe 3 r 2 ∆q´1, it follows that
|V pγq| e e´1ˆ1´1 e |E|ă |V pγq| " apγq.
Computing the coefficients of the Taylor expansion
In this section we apply the techniques of Patel and Regts [35] . in order to show that, given a Holant polynomial on a graph with maximum degree ∆, the first k coefficients of the Taylor expansion of the logarithm of the polynomial can be computed in time
For a graph G and some set X we call a function χ : V Ñ X a (vertex-)colouring and denote by the tuple pG, χq the (vertex-)coloured graph obtained by G and χ. The class of graphs coloured with the set X is denoted G X . We apply for two coloured graphs pH, ψq and pG, χq, where χ and ψ have the same domain X, the following notation.
• We say that two coloured graphs pH, ψq and pG, χq are colour-isomorphic, denoted pH, ψqvc pG, χq, if there exists an isomorphism g : V pHq Ñ V pGq preserving the colouring of the vertices, i.e. for all w P V pHq and v P V pGq with gpwq " v it has to hold ψpwq " χpgpvqq.
• We denote the number of induced subgraphs G 1 Ď G such that pH, ψqvc pG 1 , χq by ind vc ppH, ψq, pG, χqq.
• For a finite set of colours X we denote the class of vertex-coloured graphs with at most k vertices coloured with the colours in X by G X k . Patel and Regts identify a class of polynomials for which the coefficients can be computed efficiently. Their original definition [35, Definition 3.1] is expressed for uncoloured graphs. In [35, Section 3.3] they discuss however, that the definition can be extended to coloured graphs. Definition 4.1. A function p : G X Ñ Crzs is called a coloured graph polynomial if p takes the same value on colour-isomorphic graphs. A graph polynomial is called multiplicative if ppHq " 1 and for all coloured graphs pG 1 , χ 1 q, pG 2 , χ 2 q, the value of the disjoint union satisfies pppG 1 , χ 1 qŸ pG 2 , χ 2" ppG 1 , χ 1 qppG 2 , χ 2 q.
We now give the definition of the class of polynomials studied by Patel and Regts, in an extended manner to allow for vertex coloured graphs where dpGq is the degree of the polynomial. The polynomial p is called a bounded induced graph counting polynomial (BIGCP) if the following conditions are satisfied.
1. e 0 pG, ψq " 1; 2. p is a multiplicative graph polynomial;
and there exist constants α, β P N such that the following two conditions are satisfied:
3. for every coloured graph pG, ψq, the coefficients e i satisfy e i pG, ψq " ÿ pH,χqPG X αi λ pH,χq,i ind vc ppH, χq, pG, ψqq for certain λ pH,χq,i P C;
4. for each pH, χq P G X αi , the coefficients λ pH,χq,i can be computed in time Opβ |V pHq| q. For a polynomial satisfying the conditions in Definition 4.2 Patel and Regts showed the tractability of computing the first C lnpn{εq coefficients of such polynomials [35, Theorem 3.7 ]. Theorem 4.3. Let C ą 0 and ∆ P N and let pp¨q be a BIGCP for vertex coloured graphs. Then there is a deterministic pn{εq Op1q -time algorithm, which, given any nvertex coloured graph pG, χq of maximum degree at most ∆ and any ε ą 0, computes the first m coefficients of the Taylor expansion of lnpppG, χqq, for m " C lnpn{εq.
We prove that Holant polynomials satisfy the definition of BIGCPs if, for each signature f of our polynomial, f 0 " 1. Lemma 4.4. Let G " pV, Eq be a graph of maximum degree ∆ P N and for a given set of functions F of arity at most ∆ let π : V Ñ F be an assignment of functions to vertices such that every v P V is assigned a symmetric function πpvq"rf v p0q, f v p1q, . . . , f v pdegpvqqs of arity degpvq. If, for all v P V , the function πpvq satisfies f v p0q " 1 then the associated Holant ZpG, π, zq " ÿ
Proof. We initiate by translating the Holant associated to π to a vertex-colouring problem. Let X Ď F be the set of distinct functions with a preimage in V under π. Then, we can view π as a vertex-colouring function assigning every vertex v P V the respective colour in X. Given any vertex-colouring χ : V Ñ X in order to avoid a notational overload and remind the reader also visually that π can be interpreted as a colouring we will write χ v in the following for χpvq. We can decompose the different assignments σ of weights according to their Hamming weight yielding
and we define the term in brackets to be Z k pG, πq.
In order to show that ZpG, π, zq is a BIGCP we are going to show the corresponding conditions in order.
1. We obtain Z 0 pG, πq " ś vPV f v p0q " 1 due to the assumptions of the lemma.
2. Given the empty graph H we observe that for any assignment π : H Ñ F ZpH, π, zq " 1.
Given two graphs G 1 and G 2 and an assignment π : V pG 1 qŸ V pG 2 q Ñ F, which includes the vertex-set of both graphs, we obtain
where we recall that Epvq refers to the adjacent edges of v, which for i P t1, 2u and v P V pG i q are only in EpG i q. Hence, we can split the equation and obtain
" ZpG 1 , π, zq ZpG 2 , π, zq establishing that ZpG, π, zq is multiplicative.
3. Given an assignment σ P t0, 1u E the set E σ Ď E of edges e P E with σpeq " 1 yields a useful restriction of G as every other edge is assigned a 0 and thus neglected, as we will see. Let V σ be the set of vertices incident to edges in E σ . Restricting our attention to the subgraph GrV σ s induced by V σ provides all the necessary information to evaluate σ with respect to the given Holant. We are studying the class of graphs S :" tGrV σ s | σ P t0, 1u E with |σ| " ku.
We observe that every graph in S also has an associated colouring since a subgraph G 1 of a coloured graph pG, πq inherits the colouring π. The definition of a colourisomorphism is an equivalence relation on S yielding a set of ℓ P N equivalence classes S i decomposing S by
It is important to keep in mind that for two subgraphs G 1 , G 2 Ď G to be in the same equivalence class S i it has to hold pG 1 , πqvc pG 2 , πq, which also requires that the colouring π of pairwise isomorphic vertices in G 1 and G 2 agree. Since |σ| " k we obtain that GrV σ s has at most 2k vertices and thus GrV σ s P G X 2k . We define for pH,
and we are going to show
Recalling the definition of Z k pG, πq we deduce
where we used the definition of S to sum over all subgraphs of G, which are induced by an assignment σ P t0, 1u E of Hamming weight |σ| " k. The number of graphs in S is equal to the number of all such assignments as they correspond to each other. We continue using our observations for S to deduce
Let pH i , χq P S i be a representative of the equivalence class S i and H the collection of all representatives. For every element pH, ψq P S i there has to exist an isomorphism g : V pHq Ñ V pH i q such that χpgpwqq " ψpvq for all w P V pHq and v P V pH i q with gpwq " v. We deduce 
Approximation algorithms
In this section we gather our results into our main theorem. Recall the definition of F 0 " tf | f 0 ‰ 0u. Further recall that for f P F 0 with arity d we define rpf q " max 0ďiďd t|f i |{|f 0 |u and that for a function class F Ď F 0 we define rpFq " max f PF trpf qu. Theorem 1.1. Let F be a class of Boolean symmetric functions, let G be a graph with maximum degree ∆ and let z P C. Then, Z F pG, π, zq admits an FPTAS if at least one of the following conditions is satisfied:
Proof. Let F 1 denote the class of Boolean symmetric functions with f 0 " 1. Given F Ď F 0 , let F 1 " tf {f 0 | f P Fu. By definition, every function f P F 0 has f 0 ‰ 0, thus F 1 Ď F 1 . We will first show that approximating Z F is equivalent to approximating Z F 1 via approximation preserving reductions. Given an input pG, π, zq for Z F , with πpvq " f v and z P C, we define the input for Z F 1 to be pG, π 1 , zq, where π 1 pvq "f v P F 1 ,
withf
Using Observation 2.2 the latter shows that an ε-approximation for Z F 1 pG, π 1 , zq yields an ε-approximation for Z F pG, π, zq. Thus, it suffices to establish an FPTAS for Z F pG, π, zq with F Ď F 1 . Now assume we are given an instance of Z F pG, π, zq for some F Ă F 1 . By Theorem 1.2 we know that Z F pG, π, zq has no zeros as long as |z| ď p∆e 3 r 2 q´1. By Lemma 4.4 we have that Z F pG, π, zq is a BIGCP. Therefore, by Theorem 4.3 we can compute the first C lnpn{εq coefficients of the Taylor series expansion of its logarithm. The FPTAS now follows from [35, Corollary 2.3] .
Finally assume we are given an instance of Z F pG, π, zq, where F Ď F 0 and |z| ě ∆e 3 prpFqq 2 . We deduce
Using Observation 2.2 the latter shows that an ε-approximation for Z F pG, π, z´1q yields an ε-approximation Z F pG, π, zq, which is the case for |z| ě ∆e 3 r 2 .
