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I. INTRODUCTION
There are several types of load forecasting based on the length of the forecast period, namely very shortterm load forecasts (a few minutes), short-term (hours or days ahead), medium-term (a few months ahead) and long term load forecasts (a few years ahead). Long-term load forecasts are primarily intended for capacity expansion, capital investment return studies, revenue analysis and fuel budgeting [1] . Therefore, having an accurate long term forecast of future electricity demand is vital for utility companies in order for them to provide adequate power supply to meet the demand with an acceptable level of power quality and reliability and also optimal operation and maintenance costs [2] . Several methods have been developed to perform accurate long term load forecasting. These methods can be classified into two categories: conventional approaches and techniques 978-1-4244-2315-6/08/$25.00 ©2008 IEEE.
based on artificial intelligence (AI). Load forecasting approaches based on conventional methods forecast current value of a variable based on a mathematical combination of the previous values of that variable and previous or current value of other variables. For instance, the time series model of ARMA forecasts the current value of a variable by means of a linear combination of previous values of the variable, previous values of noise and current value of noise [3] . These methods have been utilized for a long time. However, some researchers claim that these methods cannot properly represent the nonlinear relationships that exist between the load and a series of factors that influence it [4] . Consequently, there is much interest in methods based on AI, either as standalone applications, such as expert systems [5] and artificial neural networks (ANNs) [1] , [6] , or in the form of socalled hybrid methods, a combination of methods to produce forecasts of electricity demand in recent years. Examples of the latter category include a combination of Fuzzy Logic Clustering Neural Network proposed by Lu et al. [7] and also an algorithm incorporating Elman and wavelet networks by Khoa and Oanh [2] . In addition to that, Khoa et al. [4] developed a hybrid method of functional-link net (FLN), multilayer network (MLN) and wavelet network (WN) algorithms applied for long-term load forecasting. ANNs are particularly attractive and popular, as they have the ability to learn the nonlinear relationships between load and the factors affecting it directly from historical data without the need to provide a predetermined formula to analyze the data.
This paper attempts to compare the performance between RA and a type of ANN, namely multilayer perceptron with backpropagation algorithm (MLP) network. Both models are chosen in this study due to their widespread use in the field of long term load forecasting. This paper will be divided into several sections. Section II will provide a basic description of RA and MLP, while section III will describe in detail the comparison process, i.e. the methodology, the software used to perform the comparison, and the dataset used in this comparison. Section IV discusses the results obtained from the comparison, while section V is the conclusion.
B. Multilayer Perceptron with Backpropagation Algorithm
The architecture of a Multilayer Perceptron with Backpropagation Algorithm (MLP) is shown in Figure   1 : This architecture is implemented by organizing neurons into multiple layers, with each layer consisting of several neurons and the outputs of one layer are used as the inputs to the subsequent layer. Neurons in the same layer are connected to all the neurons in the subsequent layer, but not connected to each other although they may share the same inputs. The strength of these connections are known as connection weights. The layers between the input nodes and the output layer are called the hidden layers. In addition to that, the MLP also contains biases that measure the strength of the connections to neurons in a layer from nodes with constant values. Biases are not shown in Figure 1 .
Each neuron in an MLP network utilizes a transfer function to produce an output. The transfer function used must be differentiable. The most commonly used transfer functions by the MLP network are shown in Figure 2 :
RA is a technique used for modeling and analysis of numerical data. It is an analysis of values of a dependent variable based on the values of one or more independent variables. The dependent variable in the regression equation is modeled as a function of the independent variables, corresponding parameters (or constants), and an error term. The error term represents unexplained variation in the dependent variable and is treated as a random variable. The parameters are estimated so as to give a best fit of the data. Typically the best fit is evaluated by using the least squares method, although other criteria have also been used [8] .
Linear regression is a form of RA in which observational data are modeled by a least squares function, which is a linear combination of the model parameters. It depends on one or more independent variables. In simple linear regression the model function represents a straight line or parabola. The results of data fitting are subject to statistical analysis.
The data model that represents simple linear regression can be written as y =Po + PIX + 8 (straight line) (1) where y is the dependent variable, x is the independent variables, Ih is the corresponding parameters, and 8 is the error term. A linear regression model need not be a linear function of the independent variable. For instance, the model of equation (2) The following section will describe in detail two forecast methods that will be compared in this study: RA and multilayer perceptron with backpropagation algorithm (MLP). The training algorithm of the MLP network is detailed in the following steps [9] , [10] . Firstly, the input to the network is propagated through the hidden layers to produce output of the network. The resulting network output is compared with the network targets. Any errors -differences between the network outputs and targets -are used to update the connection weights and biases of the neurons in the network. After the weights and biases are updated, the input to the network will be propagated through the network again and the training process will be repeated until finally there is little or no error between the network output and the targets.
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III. METHODOLOGY
A. Introduction and Objectives ofStudy
In this section, comparisons between the RA and the MLP networks will be made. This comparison is made to help designers of a load forecasting model choose which one of the models is more suitable for the task of forecasting of electricity demand. This study also evaluates the effects of economic and social factors, namely population, number of electricity customers, and gross domestic product (GOP) on the forecast of future electricity demand, as these parameters are believed to improve the accuracy of the forecast [11] , [12] .
B. Data
The annual electricity demand in the state of Sarawak from the year of 1970 to 2005, presented in Figure 3 , was utilized in this study. The data for the economic and social factors, namely population, number of customers of electricity, and gross domestic product (GOP) of the state of Sarawak from the years 1970 to 2005 are also utilized to investigate the effects of including these factors as part of the training data to train the network.
In order to compare the accuracy of both the RA method and the MLP network, the entire data available is divided into several groups. The input for both the network and the RA model will be the available data for the past n years, and the target for both models will be the data available during the year (n+1). For instance, when both models are given total electricity demand during the years 1970 to 1980, the target will be the electricity demand for the year 1981. For this comparison, the training data is divided into groups of 15 years past, 20 years past and 25 years past. Both forecasting methods will be tested using the same testing data, which is the total demand for electricity from the years 1995 until 2005. The error measurement that will be applied as the criteria of comparison in the evaluation stage is the mean absolute percentage error (MAPE). Equation (4) shows the equation for MAPE.
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In equation (4) Xi is the actual value Xi is the predicted value, and k is the sample size.
For this study, the values of annual electricity demand are normalized before input into an RA model and a standard MLP network with 10 neurons in a hidden layer. The RA model is constructed as y = Aex(t) (5) where y is the predicted value, A is a constant, and x(t) is the time-series index.
D. Software
MATLAB, a mathematical program, was utilized to build the MLP network model as well as to perform the error measurement results based on manual calculation. The time-series index required for RA is generated using trendline function that can be found in Microsoft Excel. Table I presents the comparison of errors between the MLP network and the RA model. Both are trained using past 15 years of training data. Table II presents the comparison of errors between the MLP network trained using past 20 years of training data and the RA model also trained using past 20 years of training data. Table III presents the results of comparison of errors between the MLP network and the RA model which are both trained by using past 25 years of training data. If a comparison be made based on the amount of data required to produce the results as shown in tables I, II and III, the MLP has an advantage over RA. This is because 25 years of training data is required for RA to achieve the best results, which is still larger than the results achieved by using an MLP network with 10 years of training data. This implies that less data is required by the MLP network to perform a forecast that is more accurate. This is further evidenced as there is similar performance by the MLP network whether it is given 15 years of data to be trained on, or 25 years of training data.
IV. RESULTS AND DISCUSSIONS
The MLP network is further utilized to investigate the effects of economic and social factors, namely population, number of customers of electricity, and gross domestic product (GDP) of the state of Sarawak towards the accuracy of the forecast. The values of these factors are normalized. The same MLP neural network is used and the results are compared with the previous predicted values. The results are shown in Table IV . We can conclude that, from the results shown in Table IV , there is very little difference in accuracy of the forecast before and after including the economic and social factors into the forecast of future electricity demand by the MLP neural network. It is against the findings in [11] and [12] which suggest that there is improvement when economic and social factors are included in the forecast. This may be due to the fact that annual electricity demand in Sarawak experiences a growth as a consistent logarithmic curve, and the MLP neural network can easily forecast its growing trends, though without the assistances from any economic and social factors. Future work should be carried out to verify the impact of economic and social factors on forecasting the electricity demand, which may not grow as a consistent logarithmic curve as in this study.
V. CONCLUSIONS
The accuracy of the forecast can be reduced by increasing the number of training years in the RA model. For the MLP network however, it performs fairly well when it is given with either 15 years of training data or 25 years of training data. We thus conclude that the MLP neural network is better, in terms of performance and the amount of previous known data required, in forecasting the long-term electricity demand than RA model. The inclusion of economic and social factors, namely population, electricity customers, and GDP, into the forecasting of future electricity demand does not improve the accuracy of MLP neural network for forecasting the electricity demand in Sarawak.
