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ABSTRACT 
This paper describes and analyzes a simple technique that accelerates the 
convergence of iterative methods for solving large linear systems. The proposed 
technique can be used with any convergent method. However, it is especially useful 
when solving unstructured systems, since in this case traditional methods, as SOR or 
Chebyshev semiiteration, have difficulty in obtaining optimal parameters. Special 
attention is given to column relaxation and row relaxation. It is demonstrated 
experimentally that an accelerated Gauss-Seidel scheme runs faster than an optimally 
tuned SOR scheme. 
1. INTRODUCTION 
This paper considers the use of relaxation methods for solving a system of 
linear equations 
Ax=b, (I.11 
where A isanmXnrealmatrix,b=(b,,...,b,)rE~’~,andx=(xl,...,x,) 
E 9%” is the vector of unknowns. It is assumed here that A is large, sparse, 
and unstructured. The last property means that there is no simple rule which 
specifies the locations of the nonzero elements of A, while sparseness means 
that each row (column) of A contains only few nonzero elements. In such a 
case one usually stores the nonzero elements of A either in a row after row 
ordering, or in a column after column ordering. The first mode is called row 
storage, and the second is called column storage. Consequently, it is conve- 
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nient to solve the linear system either by a row relaxation method or by a 
column relaxation method. The basic iteration of a row relaxation method 
consists of one sweep along the rows of A. Similarly, the basic iteration of a 
column relaxation scheme consists of one sweep along the columns of A. 
Both methods have been known for a long time. Forsythe [6] attributes the 
column relaxation method to Nekrasov [15]. The row relaxation method is 
due to Kaczmarz [14], and therefore it is sometimes referred as Kaczmarz’s 
method. However, as these methods are ineffIcient when solving dense 
problems or structured sparse problems, the initial interest in these methods 
was quite limited. Later the row relaxation method was rediscovered in the 
field of image reconstruction from projection (see [7] or [9]). The conver- 
gence of Kaczmarz’s method and its relationship to linear stationary iterative 
processes was studied by Tanabe [17]. Recently BjGrck and Elfving [2] have 
noted that both the row method and the column method are special cases of 
the SOR method. The reader is referred to [3] for a detailed survey of row 
relaxation methods, their applications, and the special environment that 
characterizes their use. 
The use of acceleration techniques to speed up the convergence of 
iterative methods for large linear systems has been studied by Varga 1181, 
Young [19], Hageman and Young [8], and many others. These techniques are 
widely used in structured problems that arise in the solution of elliptic partial 
differential equations (e.g. [2I] or [l]). The adaptation of these techniques to 
row (or column) relaxation methods is discussed by Bjiirck and Elfving [2], 
who give particular attention to Chebyshev semi-iteration and conjugate 
gradient. It seems, however, that the majority of the work in the field of 
image reconstruction from projections employs the SOR row relaxation 
method. Here the system to be solved is unstructured, and therefore the only 
practical way to improve the relaxation parameter w is by performing 
repeating runs with various values of 20. Another feature that distinguishes 
this area from elliptic problems is that in many cases the optimal relaxation 
parameter wept is found to be much smaller than unity (e.g. [lo], [ll], [12], or 
1131). In the following we present a new acceleration that avoids the need to 
compute wept or other optimal parameters. 
The idea of this paper is taken from the field of nonlinear optimization. 
One of the oldest methods for minimizing a function F(x) of n variables, 
x =(x,, . . .) X,Y E sn, is called the alternating variables method. It is an 
iterative method whose basic iteration is composed of n steps. At the jth 
step, j = 1,. . . , n, xi alone is changed in an attempt to reduce the objective 
function value, and all the other variables are kept fixed. The advantage of 
this method is its simplicity. On the other hand, it has a notorious reputation 
for being slow convergent and unreliable. However, the experience that has 
been gained with small minimization problems indicates that the points at 
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the beginning and end of an iteration determine a line along which more 
substantial progress might be made. Thus if provision is made for searching 
along this line, a more efficient method may result. This idea is used in some 
of the early minimization methods. For a further discussion of this subject 
see [16] or [5]. The usefulness of this idea in solving large minimization 
problems is illustrated by Dax [4], who used it to accelerate the nonlinear 
Gauss-Seidel method. It is noted there that the modified algorithm can be 
viewed as a truncated Newton method which uses a fixed number of 
nonlinear Gauss-Seidel iterations to solve the Newton equation. The success 
of this technique in the nonlinear case suggests its use in the linear case. 
In order to implement the above idea it is necessary to associate the 
linear system (1.1) with a certain objective function, say F(x), such that any 
solution of (1.1) is a minimizer of F(x) and vice versa. Perhaps the simplest 
way to define F(x) is 
F(x) = ]]Ax-bj]2 (1.2) 
where (( I( denotes the Euclidean norm. Here any minimizer of F(x) is a 
“least squares solution” of (1.1). Of course any other vector norm can be 
used for this purpose. Another option occurs when the system to be solved 
has the form 
Gx=b, (I.31 
and G is symmetric positive semidefinite matrix. In this case the related 
objective function can be defined as 
F(x) = $xTGx - bTx. (I.41 
Assume now that the linear system is solved by some convergent method. 
That is, we are using an iterative method that has the following property: For 
any initial point, x0 E !?ln, the iterative method generates a convergent 
sequence, {x&, whose limit point, f, solves (1.1). Hence, since f is a 
minimizer of F(x), it is possible to consider the iterative method as a 
minimization algorithm. Therefore minimizing F(x) along a line that con- 
nects successive iterants is likely to speed up the convergence. 
The basic iteration of the accelerated algorithm is called a cycle. Let yk 
denote the current estimate of the solution at the beginning of the k + 1st 
cycle, k=O,1,2 ,.... Then yk+ 1 is obtained from yk in the following way. 
The first stage of the k + 1st cycle applies a few iterations of the basic 
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iterative process, using yk as an initial point. Let zk denote the resulting 
point, and define 
Uk=Zk--yk. (1.5) 
Then, at the second stage, we execute a line search along uk. That is, 
Yk+l = Yk + ek”k, (1.6) 
where 8, minimizes the one parameter function 
f(e) = F(Y, + euk). (I.71 
In practice it is convenient to perform a fixed number, I say, of basic 
iterations at each cycle. This way the accelerated method is obtained from 
the basic one by applying a line search every E iterations. The usefulness of 
this idea depends on a few factors. Usually the line search requires an extra 
storage of one n-vector. However, if A and b are stored out of the main core 
(e.g. on a disc), then the auxiliary vector can be stored in the same way. The 
computational effort involved in the line search is usually equivalent to that 
in one basic iteration. This may tempt us to decrease the overheads by 
increasing I. On the other hand, as 1 increases, zk is likely to provide a 
better estimate of 2, and consequently 8, approaches unity. In other words, 
the usefulness of the line search is expected to decrease as 1 increases. A 
similar argument suggests that the proposed acceleration is more effective 
when applied to a slowly convergent method and less effective when applied 
to a rapidly convergent method. Indeed, our experience shows that the line 
search is more helpful with a Gauss-Seidel scheme and less helpful with the 
corresponding optimum SOR scheme. 
The preliminary experience that has been gained with the new method is 
quite encouraging. It has shown that an accelerated Gauss-Seidel scheme 
requires less iterations than an optimum SOR scheme. Yet unlike the SOR 
method (or the Chebyshev semi-iteration), the proposed acceleration does 
not require any information on the spectrum of the iteration matrix. A further 
advantage of the new method is that it needs less storage and less computa- 
tional effort per iteration than methods like the Chebyshev semiiteration or 
conjugate gradient acceleration. These features make the new method a 
useful tool for solving large unstructured problems. 
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2. LINEAR STATIONARY ITERATIVE PROCESSES 
This section considers the solution of a consistent system of linear 
equations, 
Gx=b, (2.1) 
where G is an n X n symmetric positive semidefinite matrix whose diagonal 
elements do not vanish. Let the sequence (xk} be defined by the rule 
Lx k+l=(L-G)xI,+b, k=0,1,2 ,..., (2.2) 
where L is a nonsingular matrix and x0 is an arbitrary initial point. The 
above iteration can be rewritten as 
X k+l= HXk +f, (2.3) 
where 
and 
H=L-‘(L-G)=I-L-‘G (2.4) 
f = L-lb. (2.5) 
The motivation behind this process lies in the observation that if the 
sequence (xk} converges, then the limit point solves (2.1). The iteration (2.3) 
is called a linear stationary iterative method of first degree, and H is called 
the iteration matrix. There are many iterative methods that fall into this 
category, e.g. the stationary Richardson method, the Jacobi methods, the 
Gauss-Seidel method, and the SOR method. Therefore we shall start our 
analysis by studying the acceleration of (2.3). 
As we mentioned in the introduction, in this case the objective function 
to be minimized is 
F(x) = $xrGx-xrb. (2.6) 
Let x,, denote the current point, and assume that the search direction of the 
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accelerated method, u, is obtained by applying (2.3) I times. That is, 
X k+l=HX/( -tf for k =O,l,...,Z-1 
and 
u=xl-x 0' (2.7) 
Let x* denote the projection of x0 on the linear manifold (x[Gx = b}. That is, 
x* solves the problem 
minimize IIx-xoll 
subject to Gx = b, 
where 11 II denotes the Euclidean norm. Then the error vectors 
satisfy 
and 
ek = Xk -x*, k =o,l,..., 
ek+r=Hek, k =o,l,..., 
el= H'e,. (2.8) 
Combining (2.7) and (2.8) gives 
u=x~--xo =el-e,=H’e,-e,=-(I-H’)e,. (2.9) 
Another property of the error vectors is the equality 
Gek = g,, k =O,l,..., (2.10) 
where 
g, = Gxk -b 
denotes the gradient vector of F(x) at the point xk. 
Let N(G)={x(Gx=O} d enote the null space of G, and let R(G) = {v (v 
= Gx) denote the range space of G. Then, since G is symmetric, 8” is a 
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direct sum of these two spaces. Moreover, the special way in which we have 
chosen x* implies that e, E R(G), and that any other solution of (2.1), say f 
satisfies the relation x0 -g = e, +z where z E N(G). It is also easy to verify 
that z E N(G) if and only if Hz = z. The last equality implies (I - ZZ’)z = 0, 
which means that the special choice of e, does not affect the search 
direction. 
The accelerated algorithm moves from x,, to the point 
f=x,+e^u (2.11) 
where f? minimizes the one parameter function 
f(8) = F(x, + flu) = F(x,) + 0g;u+ $02~rG~. (2.12) 
That is, 
e^= -g;u/u=Gu. (2.13) 
The relations (2.7), (2.111, and (2.13) define the basic iteration of the 
accelerated method that corresponds to (2.3). The sequence of points which 
are generated by the accelerated scheme is denoted by yk, k = 0, 1,2,. . . . 
Keller [20] has proved that if the matrix 
P=L+L=-G (2.14) 
is positive definite, then the sequence {xk} converges. This raises the 
question of whether the sequence {yk} converges in this case. In order to 
answer this question we need the following lemmas. 
LEMMA 1. The iteration (2.3) satisfies 
F(Xk+d = F(Q) -;(Xk+l-Xk)TP(Xk+l -Xk). (2.15) 
Hence if P is positive definite and gk + 0, then 
F(Xzc+l) < Fbd. (2.16) 
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Prooj-. Using a Taylor expansion of F(x) about xk gives 
F(x k+l) = F(xk) +g,Td+ ;d’Gd 
where 
= F(xk) + (L-‘g$LTd+ +dTGd, 
d= Xk+l -xk - --(z-H)ek=-L-‘Gek=-L-lgk. 
Therefore 
F(Xk+l ) = F(xk) -dTLTd+ ;dTGd 
= F(xk) - $dT( L + LT)d+ +dTGd 
= F(Xk) - +dT( L + LT - G)d 
= F(Xk) - ;dVd. n 
LEMMA 2. Zf P is positive definiite, then there exists a positive constant, 
say a, such that 
f&r all v E R(G). 
vTG( I - H’)v > Q~I# (2.17) 
Proof. It is sufficient to show that 
vTG( Z - H’)v > 0 
whenever v # 0 and v E R(G). Assume that e, z 0, then a successive use of 
(2.16) gives 
On the other hand, a Taylor expansion of F(x) about x0 gives 
F(x,) = F(x,) +g;u+ +uTGu 2 F(x,) +g;u 
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and 
-g;u > F(x,) - F(x,) > 0. 
Hence from (2.9) and (2.10) we obtain 
-g$u = ecG( Z - H’)e, > 0. (2.18) 
Therefore, since x0 is an arbitrary initial point, e, is an arbitrary nonzero 
vector in R(G), and the lemma is proved. n 
LEMMA 3. Zf P is positive definite, then there exists a positive constant, 
say p, such that 
v’( I - ZYZ')~G( Z - H’)v >, pllvll” (2.19) 
for all v E R(G). 
Proof. Here it is sufficient to show that 
eE( Z - H’)TG( I - H’)e, > 0 
whenever e, z 0. The discussion in the previous proof indicates that in this 
case giu < 0. Hence uTGu = 0 implies that f(0) is not bounded below, and 
this contradicts the assumption that (2.1) is solvable. n 
THEOREM 4. Let {yk} denote the sequence of points which is generated 
by the accelerated scheme. That is yk denotes the current point at the end of 
the k th cycle. Let iik denote the error vector that is obtained by projecting yk 
on the linear manifold (x I Gx = b}. LA $j = Gyk + b = Gbk denote the corre- 
sponding gradient vector. Zf P is positive definite then the sequence (yk} has 
the following properties : 
lim Q -0, 
k-,m k- (a) 
;~mbk+l -Ykll = O. (cl 
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Proof. Assume for simplicity that yk = x0 and Q, = e, # 0. Then 
F(y,) - F(ykfl) = F(x,) - F(x, + 6”) = - +e^g;u. 
Furthermore, let & and p^ denote the largest eigenvalues of the matrices 
I[G(Z-H~)+(z-II’)*G] 2 
and 
respectively. Then 
Hence, by (2.18), 
(I-HzfG(Z-Hz), 
F(yk) - F(yk+J a ~lleollz a 0. (2.20) 
Therefore. since the sequence {F(y,)} 1s monotonic decreasing and bounded 
below, 
lim [ F(yk) - F(~k+,>l = 0, 
k-rm 
and (2.20) and implies (a). Now (b) and (c) follow from the relations 
gi = Gb, and yk+i - yk = &Z - H’)6k, respectively. n 
COROLLARY 5. Zf both G and P are positive definite then the sequence 
(yk) converges to x *, the unique solution of (2.1). 
THEOREM 6. Let % denote the minimum norm solution of (2.1). That is, S 
solves the problem 
minimize /(x/l’ 
subject to Gx = b. 
(2.21) 
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zf P is positive definite, H is symmetric, and y. E R(G), then the sequence 
(yk} converges to f. 
Proof. The symmetry of H implies that (I - ZZ’>v E R(G) for all v E sr’. 
Consequently yk E R(G) for k = 0, 1,2,. . . . Therefore, since f E R(G), we 
have yk -f E R(G) for k = 0, I,2,. . , and this means that @& = yk -% for 
all k. n 
COROLLARY 7. Assume that P is positive definite, H is symmetric, but 
y. = 9. + Z, where ?. E R(G) and z E N(G). In this case the sequence (yk) 
converges to 5, + z. 
Proof. Let the sequence (fk} be obtained by using F. as an initial point. 
Then it is easy to verify that yk = yx- + z for all k. n 
The next corollary provides an apparently new result on the classical 
steepest descent method. 
COROLLARY 8. Consider the steepest descent method for minimizing 
(2.6). That is, 
Yk+l=yk-ekgk, k=0,1,2 I..., (2.22) 
where gk = Gyk -b and 8, = gl&/%cG%k. Zf y. E R(G), then the se- 
quence {yk} converges to %, the minimum norm solution of (2.1). Zf y0 = F. + z 
Proof. Let p(G) denote the spectral radius of G, and let y be a positive 
constant that is greater than p(G)/2. Then the accelerated scheme that 
corresponds to 1= 1 and L = yZ coincides with the steepest descent method. 
In this case P = 2 yZ - G is positive definite and H = I - y-‘G is symmet- 
ric. Hence the above claims are direct consequences of Theorem 6 and its 
corollary. n 
The power of the accelerated scheme is illustrated by the following 
result. 
THEOREM 9. Zf the matrix L + LT is positive definite and 1= 1, then 
jiJn/, =o (2.23) 
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lim Sk = 0. 
k-m 
(2.24) 
PrOOf. In this Case yk+i = yk - 8&, where uk = L-‘& = L-‘G&k and 
tlk = gluk /ulGuk. Note also that 
2 :uk = UZLTUk = $l;( L + LT)Uk. 
Hence gk # 0 implies 
1 (&I,)” 1 cy2 
F(yk) - F(Yk+l) = 2 x > g Ftt”ki12> 
k k 
where (Y denotes the smallest eigenvalue of L + L*, and p^ denotes the 
largest eigenvalue of G. This leads to 
lim u - 0, 
k-m k- (2.25) 
which gives (2.23), since L is nonsingular. Now let p denote the smallest 
eigenvalue of G that differs from zero. Then I(Gv112 > /?211v112 for all v E 
R(G). Therefore, since gk = G8, and &k E R(G), (2.23) implies (2.24). n 
We shall finish this section with a short remark on the choice of the 
objective function. Although the above analysis advocates the use of (2.61, in 
some applications it is not possible to implement the corresponding line 
search (see Section 4). In such a case it is necessary to use a different 
objective function, say E(x). In particular, a simple choice which readily 
suggests itself is 
F’(x) = +((Gx- bl12. (2.26) 
Here (2.12) is replaced with 
f(e) = $(x0 + eu) = zqx,) + egiGu+ +e2uTGGu, (2.27) 
while (2.13) is replaced with 
e^= - g;Gu/uTGGu. (2.28) 
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However, the convergence of the resulting method is not easy to prove, since 
it is possible to have E(x,, + u) > E(x,). For example take 
b=(l,-l)r, and x0 = (0,O)r 
Than a Gauss-Seidel iteration increases the value of F’. 
3. COLUMN RELAXATION 
This section studies the acceleration of the column relaxation method for 
solving (1.1). The basic iteration of the unaccelerated method is composed of 
n steps. At the jth step, j = 1,2,. . , n, the variable xj alone is changed and 
all the other variables are kept fixed. Let x denote the current estimate of the 
solution at the beginning of the j th step, and let r = Ax-b denote the 
corresponding residual vector. Then the change in xj is 
- cTr/cjTCj , (3.1) 
where cj denotes the j th column of A. (It is possible to assume without any 
loss of generality that cj # 0 for j = 1,. . . , n.) The above change minimizes 
the one parameter function 
f,(0)=~~A(x+8ej)-b~~2=ll~cj+rl12, (3.2) 
where ej denotes the j th column of the m X m unit matrix. Recall that A is 
an m X n matrix while (1 (1 denote the Euclidean norm. Hence the method is 
essentially an implementation of the alternating variables method for mini- 
mizing the objective function 
F(x) = ;llAx-bl12 = $xrATAx-xrArb+ +brb. (3.3) 
It is also easy to verify that the method coincides with the Gauss-Seidel 
method for solving the related system of normal equations 
ATAx = ATb. (3.4) 
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This relationship suggests the introduction of a relaxation parameter, 0 < w 
< 2, and the replacement of (3.1) with 
- wcTr/crc,. (3.5) 
The resulting algorithm is equivalent to the SOR method for solving (3.4) 
(see Bjijrck and Elfving [2]). However, as is pointed in the introduction, if A 
is unstructured, then the only way to improve o is by repeating runs with 
various values of w. 
Let us turn to describe the accelerated version of this method. As before 
weuseyk, k=O,1,2 ,..., to denote the current estimate of the solution at the 
beginning of the k + 1st cycle. Then the k + 1st cycle starts by applying I 
iterations of the basic column relaxation method, with yk as an initial point. 
Let zk denote the resulting point, and let rk = A yk -b and f, = AZ, -b 
denote the corresponding residual vectors. Then 
Yk+l=Zk+ek(Zk-yk)> 
where 8, minimizes the one parameter function 
f(e) = F(zk + e(zk -yk>) =i++k +e(Zk -yk>l -bi/2 
That is. 
ek = 
(rk -fk)T?k 
(rk -fk)T(rk -i;k) ’ 
THEOREM 10. Let x* solve the least squares problem 
m~$n~lJAx-bl(“, 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
and let r* = Ax* - b denote the corresponding residual vector. Then the 
sequence {r& converges to r*. 
Proof. Let % and z denote two distinct solutions of (3.9). Then the 
corresponding residual vectors, say P and f, satisfy AT? = 0, ATF = 0, and 
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AT@ - f) = 0. Consequently ATA@ - ji) = 0, A(d - 2) = 0, and i = ?. Thus al- 
though (3.9) may have many solutions, r* is unique. The matrix P which 
corresponds to the Gauss-Seidel method for solving (3.4) is a diagonal matrix 
whose diagonal elements are cTcj, j = 1,. . , n. Hence the assumption that 
c j # 0 for j = 1, . . . , n implies that P is positive definite. Thus, by Theorem 4, 
the corresponding sequence of gradient vectors, (Arrk], converges to 0. 
Furthermore, from (2.20) we see that the sequence {F(yk)} is monotonic 
decreasing. Hence the relation F(yk) = i]]rk]]’ indicates that the sequence 
{rk) is bounded. Therefore this sequence has at least one cluster point, say i, 
that satisfies 
AT? = 0. (3.10) 
Moreover, let f solve the least squares problem 
mi$$zel(Ax-b-P((“; (3.11) 
then 
As--b=?, (3.12) 
and S solves (3.9). Thus, since r* is unique, F = r*. The above discussion 
indicates that any cluster point of Irk} equals r*. Therefore, since the 
sequence is bounded, the whole sequence converges to r*. H 
The rest of this section presents numerical experiments with column 
relaxation methods for solving (1.1). In these experiments A has 2000 rows 
and 1000 columns. Each column contains only three nonzero elements that 
have random locations. That is, the row indices of the nonzero elements are 
random integers between 1 and 2000. The values of the nonzero elements 
are random numbers from the interval [ - 1, 11. (The random number genera- 
tors are of uniform distribution.) The right hand side vector was defined as 
the sum of the columns of A, i.e. b = CT= 1 cj. The starting point was 0, the 
origin, and the iterative process was terminated as soon as the condition 
IlAx- bl12 < Ilbll"/lo" (3.13) 
was satisfied. The algorithms were programmed in FORTRAN, and the 
computations were carried out on a CDC CYBER 170-855 computer, with 
machine precision of about 1015. 
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TABLE 1 
RESULTS OF COLUMN RELAXATION METHODS 
Method 
Gauss-Seidel 
Optimal SOR 
Accelerated Gauss-Seidel: 
Z=l 
1=2 
1=4 
I=8 
1=16 
Cycles 
353 
153 
81 
52 
32 
Iterations 
945 
554 
706 
459 
405 
468 
544 
The results of our experiments are displayed in Table 1. This table shows 
the numbers of cycles and iterations that were needed to satisfy (3.13). The 
first row refers to the column Gauss-Seidel scheme (3.1). The second row 
refers to the column SOR scheme (3.5) with w = 1.31. This value was found 
to be the best of the values wi = O.OIi, i = 1,. . . ,200. The other rows refer to 
the accelerated method using various values of 2. Recall that here each cycle 
is composed of 1 iterations of the Gauss-Seidel method and one line search. 
The line search, which is defined by (3.6) and (3.81, needs about the same 
amount of efforts as one Gauss-Seidel iteration. Hence each cycle is equiva- 
lent to E + 1 iterations. The results of our experiments clearly illustrate that 
for 2 > 1 the accelerated method requires less iterations than the optimal 
SOR method. 
4. ROW RELAXATION 
This section investigates the acceleration of Kaczmarz’s method for 
solving (1.1). Let a: denote the ith row of A. Then an aquivalent way to 
write (1.1) is 
aTx = b. E) i=l ,...,m. (4.1) 
The basic iteration of Kaczmarz’s method is composed of m steps, where the 
ith step, i = l,..., m, considers the ith equation. Let x denote the current 
estimate of the solution at the beginning of the ith step. Then the change in 
x during the ith step is 
ai( bi - aTx> 
aTaj 
(4.2) 
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In other words, the current point is projected onto the hyperplane {z IaTz = 
bJ. (It is possible to assume without any loss of generality that ai z 0, for 
i=l >.-.> m.) The convergence of Kaczmarz’s method can be accelerated by 
introducing a relaxation parameter, 0 < w < 2, and replacing (4.2) with 
oai( bi - aTx) 
&zi . 
(4.3) 
The justification of this modification is given by the following observation of 
Bjijrck and Elfving [2]. 
LEMMA 11. Consider the method defined by (4.31, and let xk denote the 
current point at the end of the k th iteration, k = 1,2,. . . . Let the sequence 
{vk} be generated by the SOR method for solving the system 
AATv=b > (4.4) 
using the same w. lf the initial points satisfy 
x,=ATv,, 
then the equality 
xk = ATvk (4.6) 
(4.5) 
holds for all k. 
The above observation suggests that the accelerated method should be 
based on the minimization of the objective function 
F(v) = ;vTAATv-vTb. (4.7) 
This provides the following algorithm. As before, we use yk, k = 0, 1,2,. . . , to 
denote the current point at the beginning of the k + 1st cycle. Then the 
k + 1st cycle starts by applying 1 iterations of the basic Kaczmarz’s method, 
with yk as starting point. Let zk denote the resulting point, and assume that 
yk = ATvk . (4.8) 
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Then by Lemma 11 there exists a vector, say wk, such that 
zk = ATWk, (4.9) 
and wk is obtained by applying 1 iterations of the Gauss-Seidel method 
solving (4.41, using vk as a starting point. This suggests the updating 
for 
vk+l = wk + Okcwk -vk)> 
where 8, minimizes the one parameter function 
(4.10) 
f(e) = F(wk + e(wk -vk)>. 
Hence the resulting updating of yk is 
(4.11) 
Yk+l = zk + Okczk -Yk). (4.12) 
The next theorem shows that the convergence properties of this acceleration 
are similar to those of Kaczmarz’s method. 
THEOREM 12. Assume that (1.1) is solvable and yO = ATv,. Then the 
sequence {yk} converges to the minimum norm solution of (1.1). 
Proof. By Theorem 4 the sequence {AATvk} converges to b. This implies 
that the sequence {ATvk} converges. Let x * denote the limit point of this 
sequence, and let v* solve the least squares problem 
m$$ni~eIIATv-x*l~z. (4.13) 
Then ATv* = x* and AArv* = b. The last equality indicates that v* solves the 
problem 
minimize vTAATv 
subject to AATv = b, 
(4.14) 
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while x* solves the problem 
minimize ((~11~ 
subject to Ax = b. 
(4.15) 
That is, x* is the minimum norm solution of (1.1). n 
In practice, however, there is an inherent difficulty in the implementation 
of the above acceleration. The definition of the step length implies that 
e, = _ (wk -vdT(uTwk -b) = _ (w,t -vdT(Azk -b) 
(Wk -Vk)T~T(% -%I (zk -YkjT(zk -Yk) 
(4.16) 
Therefore, since neither vk nor wk is known, there is no simple way to 
calculate ok. 
This difficulty forces us to look for a different objective function. The 
simplest alternative is to replace (4.7) with (3.3) and (4.16) with (3.8). Of 
course, here zk is obtained from yk by applying the 1 iterations of the basic 
Kaczmarz’s method. Substituting x = ATv at (4.7) reveals that this option is 
equivalent to the one mentioned at the end of Section 2. Thus the theory 
which supports this method is somewhat deficient. Nevertheless, as the 
following experiments illustrate, in practice the method gives excellent 
results. 
The experiments are organized as in the previous section, but here A has 
1000 rows and 2000 columns. Each row contains only three nonzero ele- 
ments, which have random locations. The values of the nonzero elements are 
random numbers from the interval [ - l,l]. The right hand side vector, b, is 
the sum of the columns of A. The starting point was 0, and the iterative 
TABLE 2 
RESULTS OF ROW RELAXATION METHODS 
Method Cycles Iterations 
Kaczmarz 
Optimal Kaczmarz 
Accelerated Kaczmarz: 
Z=l 
1=2 
1-4 
1=8 
I= 16 
837 
473 
302 604 
75 225 
38 190 
24 216 
21 357 
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process was terminated as soon as the condition (3.13) was satisfied. The 
results are displayed in Table 2. The first row of this table refers to the basic 
Kaczmarz method (4.2). The second row refers to the scheme (4.3) with 
o = 1.35. This value was found to be the best of the values oi = O.Oli, 
i=l , . . . ,200. The other rows of the table refer to the accelerated scheme. 
The results of our experiments clearly illustrate that for 1 > 1 the accelerated 
method converges faster than a well-tuned Kaczmarz method. 
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