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a b s t r a c t
Recently, Srivastava et al. (2011) [2] unified and extended several interesting generaliza-
tions of the familiar Hurwitz–Lerch Zeta function Φ(z, s, a) by introducing a Fox–Wright
type generalized hypergeometric function in the kernel. For this newly introduced special
function, two integral representations of different kinds are investigated here by means of
a known result involving a Fox–Wright generalized hypergeometric function kernel, which
was given earlier by Srivastava et al. (2011) [2], and by applying someMathieu (a,λ)-series
techniques. Finally, by appealing to each of these two integral representations, two sets of
two-sided bounding inequalities are proved, thereby extending and generalizing the recent
work by Jankov et al. (2011) [15].
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and motivation
In this article, we use the Fox–Wright generalized hypergeometric function pΨ ∗q [·] with p numerator parameters
a1, . . . , ap and q denominator parameters b1, . . . , bq, which are defined by [1, p. 56]
pΨ
∗
q
[
(a1, ρ1), . . . , (ap, ρp);
(b1, σ1), . . . , (bq, σq);z
]
=
∞−
n=0
p∏
j=1
(aj)ρjn
q∏
j=1
(bj)σjn
zn
n! ,

aj, bk ∈ C and ρj, σk ∈ R+ (j = 1, . . . , p; k = 1, . . . , q)

, (1)
where, as usual,
N = {1, 2, 3, . . .}, N0 = N ∪ {0} and Z−0 = {0,−1,−2, . . .}
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R,R+ and C stand for the sets of real, positive real and complex numbers, respectively, and (λ)µ denotes the Pochhammer
symbol (or the shifted factorial) defined, in terms of Euler’s Gamma function, by
(λ)µ := Γ (λ+ µ)
Γ (λ)
=

1

µ = 0; λ ∈ C \ {0}
λ(λ+ 1) · · · (λ+ n− 1) µ = n ∈ N; λ ∈ C, (2)
it being understood conventionally that (0)0 := 1. The defining series in (1) converges in the whole complex z-plane when
∆ :=
q−
j=1
σj −
p−
j=1
ρj > −1; (3)
when∆ = 0, then the series in (1) converges for |z| < ∇ , where
∇ :=

p∏
j=1
ρ
−ρj
j

q∏
j=1
σ
σj
j

. (4)
If, in the definition (1), we set
ρ1 = · · · = ρp = 1 and σ1 = · · · = σq = 1
we get the relatively more familiar generalized hypergeometric function pFq[·] given by
pFq[z] = pFq
[
a1, . . . , ap;
b1, . . . , bq;z
]
= pΨ ∗q
[
(a1, 1), . . . , (ap, 1);
(b1, 1), . . . , (bq, 1);z
]
. (5)
In a recent article by Srivastava et al. [2], by following the ideas from an earlier paper by Lin and Srivastava [3]
dealing with an interesting extension and unification of the Hurwitz–Lerch Zeta function Φ(z, s, a) and its various known
generalizations, the Lin–Srivastava generalized Hurwitz–Lerch Zeta function was further extended along the lines of the
Fox–Wright hypergeometric function pΨ ∗q defined by (1). We recall here the definition of this already investigated family of
extended Hurwitz–Lerch Zeta functions as follows.
Definition (See, for Details, Srivastava et al. [2]). The family of the extended Hurwitz–Lerch Zeta functions:
Φ
(ρ1,...,ρp,σ1,...,σq)
λ1,...,λp;µ1,...,µq (z, s, a),
with p+ q upper parameters and p+ q+ 2 lower parameters, is given by
Φ
(ρ,σ)
λ;µ (z, s, a) = Φ(ρ1,...,ρp,σ1,...,σq)λ1,...,λp;µ1,...,µq (z, s, a) :=
∞−
n=0
p∏
j=1
(λj)nρj
n!
q∏
j=1
(µj)nσj
zn
(n+ a)s

p, q ∈ N0; λj ∈ C (j = 1, . . . , p); a, µj ∈ C \ Z−0
(j = 1, . . . , q); ρj, σk ∈ R+ (j = 1, . . . , p; k = 1, . . . , q); ∆ > −1 when s, z ∈ C;
∆ = −1 and s ∈ Cwhen |z| < ∇; ∆ = −1 andℜ(Ξ) > 1
2
when |z| = ∇

, (6)
where∆ and ∇ are given by (3) and (4), respectively, and
Ξ := s+
q−
j=1
µj −
p−
j=1
λj + p− q2 . (7)
The extendedHurwitz–Lerch Zeta functionΦ(ρ,σ)λ;µ (z, s, a) in (6),whose studywas initiated recently by Srivastava et al. [2],
contains a whole set of special functions such as the Riemann Zeta function ζ (s), the Hurwitz (or generalized) Zeta function
ζ (s, a), the Lerch Zeta function ℓs(ξ), the Polylogarithm (or Jonquère’s function) Lis(z), the Hurwitz–Lerch ZetaΦ(z, s, a) and
its various generalizations studied by (for example) Goyal and Laddha [4], Lin and Srivastava [3], Garg et al. [5] and others
(see, for details, [2] and the references therein; see also [6–9]).
Our first set of main results in Section 2 of this article is based essentially upon a known integral representation for
Φ
(ρ,σ)
λ;µ (z, s, a) due to Srivastava et al. [2]. The second set of results, which we establish here, wouldmake use of the so-called
Mathieu (a,λ)-series introduced recently by Pogány [10]. Precisely, for the Mathieu (a,λ)-series, we have
Ms(a,λ; r) =
∞−
n=0
an
(λn + r)s (r, s > 0), (8)
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which gives an exhaustive answer to an Open Problem posed by Qi [11] by deriving a closed-form integral representation
and two-sided inequalities forMs(a,λ; r), thereby generalizing (at the same time) some earlier results proven by Cerone
and Lenard [12], Qi [11], Srivastava and Tomovski [13] and others. In connection with the Mathieu (a,λ)-series in (8), we
choose to refer also to another exhaustive investigation by Pogány et al. [14] for the sake of completeness.
Throughout our present investigation, the series in (8) is assumed to be convergent and the sequences
a := (an)n∈N0 and λ := (λn)n∈N0
are assumed to be positive. Following the convention that the sequence (λn) is monotonically increasing divergent, we have
λ: 0 5 λ0 < λ1 < · · · < λn −→∞ (n →∞). (9)
In Section 3, we first derive a double-integral expression for Φ(ρ,σ)λ;µ (z, s, a) by using a Laplace integral representation
of Dirichlet series and by following certain lines of similar investigations carried out in [15]. Finally, by employing the
so-derived integral expressions, we obtain extensions and generalizations of some earlier two-sided inequalities for the
extended Hurwitz–Lerch Zeta functionΦ(ρ,σ)λ;µ (z, s, a).
2. First set of two-sided inequalities forΦ(ρ,σ)λ;µ (z, s, a)
In this section, we recall two theoremswhichwill help us to derive our first set of two-sided inequalities for the extended
Hurwitz–Lerch Zeta functionΦ(ρ,σ)λ;µ (z, s, a). First, we recall an integral expression given recently by Srivastava et al. [2].
Theorem A ([2, Theorem 8]). The following integral representation holds true:
Φ
(ρ,σ)
λ;µ (z, s, a) =
1
Γ (s)
∫ ∞
0
ts−1 e−at pΨ ∗q
[
(λ1, ρ1), . . . , (λp, ρp);
(µ1, σ1), . . . , (µq, σq);ze
−t
]
dt

min{R(a),R(s)} > 0; |z| < 1, (10)
provided that each member of the assertion (10) exists.
We next recall a two-sided inequality for the Fox–Wright pΨ ∗q -function.
Theorem B ([16, Theorem 4, Corollary]). For all (λ,µ, ρ, σ) ∈ pD′q such that
λj >
1− ρj
2
, µk >
1− σk
2
and λj, µk ∈ [0, 1] (j = 1, . . . , p; k = 1, . . . , q),
where
pD′q :=

(λ,µ, ρ, σ):
q∏
j=1

1+ σj
µj
σj
5
p∏
j=1

1+ ρj
λj
2ρj 
1+ 1
λj
−ρ2j
and
p∏
j=1

λj

λj + ρj
ρj− 12 5 q∏
j=1

µj − 1− σj2
σj
,
the following two-sided inequality holds true:
eΩ
∗·|z| 5 pΨ ∗q
[
(λ1, ρ1), . . . , (λp, ρp);
(µ1, σ1), . . . , (µq, σq); z
]
5 1−Ω∗ · 1− e|z| (11)Ω∗ :=
p∏
j=1
(λj)ρj
q∏
j=1
(µj)σj
< 1; z ∈ R
 . (12)
We are now ready to state and prove our first main result.
Theorem 1. Assume that
(λ,µ, ρ, σ) ∈ pD′q, p, q ∈ N0 and s, a ∈ R+.
Then
1
as
+ Ω
∗ · |z|
(a+ 1)s 5 Φ
(ρ,σ)
λ;µ (z, s, a) 5 R, (13)
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where
R = 1−Ω
∗
as
+Ω∗ · Φ(0,1)λ;1 (|z|, s, a) 5
1
as

1−Ω∗ · (1− e|z|). (14)
Proof. First of all, we prove the left-hand side of the inequality (13). Using (10) from Theorem A, (11) from Theorem B and
the following well-known inequality:
ex = 1+ x (x ∈ R),
we easily get
Φ
(ρ,σ)
λ;µ (z, s, a) =
1
Γ (s)
∫ ∞
0
ts−1 e−at exp

Ω∗ · |z|e−t dt = 1
Γ (s)
∫ ∞
0
ts−1 e−at

1+Ω∗ · |z|e−t dt
= 1
Γ (s)
∫ ∞
0
ts−1 e−at dt +Ω∗ · |z|
∫ ∞
0
ts−1 e−(a+1)t dt

= 1
as
+ Ω
∗ · |z|
(a+ 1)s .
Hence
Φ
(ρ,σ)
λ;µ (z, s, a) =
1
as
+ Ω
∗ · |z|
(a+ 1)s .
Now, it remains to prove the right-hand upper bound (13). Indeed, by virtue of the upper bound in (11), we estimate the
integrand in (10) and deduce that
Φ
(ρ,σ)
λ;µ (z, s, a) 5
1
Γ (s)
∫ ∞
0
ts−1 e−at

1−Ω∗ · 1− exp|z|e−t dt
= 1
Γ (s)

1−Ω∗ ∫ ∞
0
ts−1 e−at dt +Ω∗
∫ ∞
0
ts−1e−at exp
|z|e−t dt
= 1−Ω
∗
as
+ Ω
∗
Γ (s)
∫ ∞
0
ts−1e−at exp
|z|e−t dt. (15)
Expanding exp
|z|e−t into its Taylor–Maclaurin series and applying the readily justified interchange of summation and
integration, we conclude that
Φ
(ρ,σ)
λ;µ (z, s, a) 5
1−Ω∗
as
+Ω∗
∞−
n=0
1
n!
|z|n
(a+ n)s ,
where the sum can easily be recognized as follows:
∞−
n=0
1
n!
|z|n
(a+ n)s = Φ
(0,1)
λ;1 (|z|, s, a),
that is, a special case of the extended Hurwitz–Lerch Zeta functionΦ(ρ,σ)λ;µ (z, s, a)with p = q = 1.
The upper bound in (13) contains a generalized Hurwitz–Lerch Zeta function term. However, upon estimating the
integrand in (15) by means of the following rather elementary inequality:
e−t 5 1 (t = 0),
we get the following remarkably simple result:
Φ
(ρ,σ)
λ;µ (z, s, a) 5
1−Ω∗
as
+ Ω
∗
as
e|z|.
This completes the proof of Theorem 1. 
3. Second set of two-sided bounding inequalities forΦ(ρ,σ)λ;µ (z, s, a)
The following integral representation formula was reported by Pogány [10, Theorem 1]:
Ms(b, η; r) = b0r s + s
∫ ∞
η1
∫ [η−1(x)]
0
b(u)+ b′(u){u}
(r + x)s+1 dxdu

b ∈ C1[0,∞); b(u)|u=N0 =: b

, (16)
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where η−1(x) stands for the inverse of the function η(x) and the seriesMs(b, η; r) is assumed to be convergent. Here, and
in what follows, [x] and {x} = x− [x] being the integer and fractional parts of x ∈ R.
ComparingΦ(ρ,σ)λ;µ (z, s, a) andMs(b, η; r), we find for all x ∈ R+ that
b(x) =

p∏
j=1
(λj)ρjx
q∏
j=1
(µj)σjx
 zxΓ (x+ 1) and η(x) = I(x) ≡ x, (17)
where, according to the definition (2),
(λ)ρx = Γ (λ+ ρx)
Γ (λ)
,
and I denotes the identical mapping. By this setting, the integral representation in (16) assumes the following form:
Ms

b(x), I(x); a ≡ Φ(ρ,σ)λ;µ (z, s, a) = 1as + s
∫ ∞
1
∫ [x]
0
b(u)+ b′(u){u}
(a+ x)s+1 dx du. (18)
If we substitute from the relation (17) in the integrand of (18), we get a new double integral expression formula for the
extended Hurwitz–Lerch Zeta functionΦ(ρ,σ)λ;µ (z, s, a), given by Theorem 2.
Theorem 2. Assume that
λj ∈ C, a, µk ∈ C \ Z−0 , ρj, σk ∈ R+ (j = 1, . . . , p; k = 1, . . . , q),
min{s,R(a)} > 0 and 0 < z 5 1.
Then
Φ
(ρ,σ)
λ;µ (z, s, a) =
1
as
+ s

∫ ∞
1
∫ [x]
0
p∏
j=1
(λj)ρju
q∏
j=1
(µj)σju
zu
Γ (u+ 1)
dx du
(a+ x)s+1 (19)
+
∫ ∞
1
∫ [x]
0
{u} d
du

p∏
j=1
(λj)ρju
q∏
j=1
(µj)σju
zu
Γ (u+ 1)

dx du
(a+ x)s+1
 . (20)
In the remaining part of this article, our main apparatus will be the integral representation (19). To apply the inequality
0 5 {u} < 1 in evaluating the integral in (20), we should know the monotonicity behavior of the function h(x) given by
h(x) =

q∏
j=1
Γ (µj)
p∏
j=1
Γ (λj)


p∏
j=1
Γ (λj + ρjx)
q∏
j=1
Γ (µj + σjx)
 zxΓ (x+ 1) (x = 1). (21)
In terms of the Psi (or Digamma) function ψ(z) defined by
ψ(z) := d
dz
{logΓ (z)} = Γ
′(z)
Γ (z)
or logΓ (z) =
∫ z
1
ψ(t) dt
we can express [17, Eq. (6.3.16)] as follows (see also [6, p. 14, Eq. (1.2)(3)]:
ψ(z) =
∞−
k=1

1
k
− 1
z + k− 1

− γ (z ∈ C \ Z−0 ),
where γ denotes the celebrated Euler–Mascheroni constant given by
γ := lim
n→∞ (Hn − log n)
∼= 0.57721 56649 01532 86060 65120 90082 40243 10421 . . . ,
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where Hn are called the harmonic numbers defined by
Hn :=
n−
k=1
1
k
(n ∈ N).
Finally, let us remark that the Digamma function ψ(x) increases in its entire range and possesses the unique positive nil
x0 = ψ−1(0) ∼= 1.46163 21449 68326 23412 62659 54232 57213 28468 . . . .
We thus arrive at the following two-sided bounding inequality result emerging from Theorem 2 above.
Theorem 3. Consider the parameters a, s ∈ R+ and let
p, q ∈ N0, λj, µk, ρj, σk ∈ R (j = 1, . . . , p; k = 1, . . . , q).
Then each of the following two-sided inequalities holds true:
L < Φ(ρ,σ)λ;µ (z, s, a) 5 R (22)
µkj + xσkj = λj + xρj > 0; σkj = ρj > 0; ψ(λj + xρj) > 0; x > 0; z ∈ (0, e−γ ); p 5 q

,
where (k1, . . . , kp) is a permutation of p indices kj ∈ {1, . . . , q} and
R := a−s + s
∫ ∞
1
∫ [x]
0
p∏
j=1
(λj)ρju
q∏
j=1
(µj)σju
zu
Γ (u+ 1)
dx du
(a+ x)s+1
L := R+ s
∫ ∞
1
p∏
j=1
(λj)ρj[x]
q∏
j=1
(µj)σj[x]
z[x]
Γ ([x] + 1)
dx
(a+ x)s+1 − a
−s;
moreover
R 5 Φ(ρ,σ)λ;µ (z, s, a) < L (23)
λjk + xρjk = µk + xσk > 0; ρjk = σk > 0; ψ(µk + xσk) > 0; x > 0; z > x+ e−γ ; p = q

.
Here (j1, . . . , jq) stands for a q-tiple of indices from {1, . . . , p}. The upper bound in (22) and the lower bound in (23) are sharp in
the sense that 0 5 {u} < 1.
Proof. To prove the assertions (22) and (23) of Theorem 3, we consider the function g(x) given by
g(x) =

p∏
j=1
Γ (λj + xρj)
q∏
j=1
Γ (µj + xσj)
 zxΓ (x+ 1) ,
so that, obviously, the monotonicity of g(x) implies the monotonicity of the function h(x) defined by (21). Hence
g ′(x) = g(x)

p−
j=1
ρjψ(λj + xρj)+ ln z −
q−
j=1
σjψ(µj + xσj)− ψ(x+ 1)

.
Since g(x) > 0 for all x > 0, the following expression:
f (x) =
p−
j=1
ρjψ(λj + xρj)+ ln z −
q−
j=1
σjψ(µj + xσj)− ψ(x+ 1)
controls the sign of g ′(x). As p 5 q, transforming f (x) into
f (x) =
p−
j=1

ρjψ(λj + xρj)− σkjψ(µkj + xσkj)
+ ln z − ψ(1+ x)− q−
j=1
j≠k1,...,kp
σjψ(µj + xσj),
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and then, using the fact that z ∈ (0, e−γ ), we find that f (x) < 0, i.e. g ′(x) < 0, x > 0, because the Psi (or Digamma) function
ψ(x) is increasing for x > 0, that is,
ψ(x+ 1) > ψ(1) = −γ .
From the elementary inequalities 0 5 {u} < 1 and g ′(u) < 0, we deduce that
h′(u) < {u}h′(u) 5 0
and, upon integrating this estimate in

0, [x], we have
h([x])− h(0) <
∫ [x]
0
{u}h′(u)du 5 0.
Integrating the left-hand side estimate in the rangeR+ with respect to themeasure (a+x)−s−1 dx, we arrive at the assertion
(22) of Theorem 3. Similarly, by the following inequality [18, Corollary 3]
ψ(x+ 1) < ln(x+ e−γ ) (x > 0),
we see for the function h(x) given by (21) that h′(x) > 0, x > 0. The remaining part of the proof of (23) is the same as the
proof of the assertion (22), so we easily get the inequality (23) asserted by Theorem 3. 
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