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ABSTRACT. This paper deals with a ﬂatness-based control method of linear time-varying (LTV)
multi-input multi-output (MIMO) system, developed in order to ensure the tracking of a refer-
ence trajectory. Polynomial two-degree-of-freedom controller can then be designed with the
use of an exact observer and without resolving the generalized Bézout’s equation in LTV frame-
work. The proposed approach is applied to nonlinear systems using its linearizations around
given trajectories. The approach is illustrated with the control of the satellite SPOT-5.
RÉSUMÉ.On propose dans le présent article, une stratégie de commande par platitude des sys-
tèmes multi-entrées multi-sorties linéaires non stationnaires en vue de réaliser la poursuite de
trajectoires de référence. La synthèse de la loi de commande est basée sur le développement
d’un observateur exact permettant la conception d’un régulateur polynomial à deux degrés de
liberté sans passer par la résolution de l’équation de Bézout généralisée dans le cas non station-
naire. Cette approche est appliquée à la commande de systèmes non linéaires par linéarisation
autour de trajectoires données. L’approche proposée est appliquée sur le modèle du satellite
SPOT-5.
KEYWORDS:ﬂatness, trajectory tracking, linear time-varying (LTV)multi-input multi-output (MIMO)
systems, polynomial two-degrees-of-freedom controller, exact observer.
MOTS-CLÉS : platitude, suivi de trajectoires, système multi-entrées multi-sorties non station-
naires, régulateurs polynomiaux à deux degrés de liberté, observateur exact.
1. Introduction
Dans des travaux précédents, la stratégie de commande par platitude développée 
dans (Rotella et al., 2002) a été étendue au cas de systèmes mono-entrée mono-sortie 
non stationnaires (Ben Abdallah et al., 2012b) et au cas de systèmes multi-entrées 
multi-sorties stationnaires. Le régulateur proposé est constitué d’un observateur exact 
qui effectue un calcul direct du vecteur d’état dont les composantes sont la sortie plate 
et ses dérivées. Cet observateur-régulateur permet à la sortie du système de pour-
suivre une trajectoire de référence sans l’utilisation d’une dynamique d’observateur. 
La méthode proposée nous ramène à la conception d’une commande qui peut être vue 
comme étant un régulateur RST sans résoudre l’équation de Bézout généralisée.
Dans la théorie de la commande, l’étude des systèmes linéaires non stationnaires 
s’est avérée intéressante dans la mesure où on pourrait linéariser un système, non 
pas autour d’un point de fonctionnement, mais le long d’une trajectoire. Nous pro-
posons dans le présent article de généraliser la stratégie de commande par platitude 
au cas des systèmes multi-entrées multi-sorties non stationnaires. Outre le problème 
de factorisation à droite et à gauche dans le cas des systèmes multi-entrées multi-
sorties, le régulateur du type RST dans le cas des systèmes non stationnaires pose 
un problème vu que ses coefﬁcients ne commutent pas avec l’opérateur de dériva-
tion par rapport au temps et que le placement des pôles en boucle fermée est plus 
compliqué. Dans ses travaux, (Rotella, Zambettakis, 2010) propose pour résoudre ce 
problème, des méthodes basées sur des techniques de factorisation des matrices de 
transfert linéaires non stationnaires. Dans le but d’éviter le choix des pôles désirés et 
la résolution de l’équation de Bézout, on propose dans cet article une commande par 
platitude appliquée au cas multivariable des systèmes non stationnaires. L’application 
de la commande par platitude à des systèmes à paramètres variables dans le temps 
permet d’aboutir à une forme naturelle et intéressante du régulateur RST.
L’article est organisé comme suit : dans la partie 2, la propriété de platitude est 
rappelée. Dans la partie 3, les notions de base sur les systèmes linéaires multi-entrées 
multi-sorties non stationnaires sont rappelées pour ensuite proposer, dans la partie 4, 
la synthèse d’un régulateur polynomial basé sur l’observation exact du vecteur d’état 
constitué par la sortie plate et ses dérivées. Dans la partie 5, la stratégie proposée est 
appliquée au modèle non linéaire du satellite SPOT-5.
2. Notions de platitude
La propriété de platitude a été introduite pour la première fois par (Fliess et al., 
1992), pour les systèmes non linéaires stationnaires. Dès lors, elle était largement in-
troduite dans la littérature (Rudolph, 2003), (Sira-Ramirez, Agrawal, 2004), (Rotella, 
Zambettakis, 2007), (Lévine, 2009). Cette propriété, qui permet de paramétrer de 
façon très simple le comportement dynamique d’un système, est basée sur la mise en 
évidence d’un ensemble de variables fondamentales du système : ses sorties plates. 
Pour cette raison, il est possible d’exprimer l’état, ainsi que l’entrée et la sortie de sys-
tème comme étant une fonction différentielle de la sortie plate. Considérant le système
non linéaire décrit par l’équation différentielle suivante :
x˙(t) = f(x(t), u(t)) (1)
où x(t) ∈ ℜn est un vecteur d’état et u(t) ∈ ℜm est la commande. Ce système est dit
différentiellement plat s’il existe une variable z(t) ∈ ℜm de la forme :
z(t) = h(x(t), u(t), u˙(t), ..., u(r)(t)) (2)
telle que :
x(t) = A(z(t), z˙(t), ..., z(α)(t)) (3)
u(t) = B(z(t), z˙(t), ..., z(α+1)(t)) (4)
où α est un entier. La variable z(t) est la sortie plate, qui permet de paramétrer
n’importe quelle variable du système. Les composantes de z(t) doivent être différen-
tiellement independentes. La sortie de ce processus est exprimée comme suit :
y (t) = g (x (t) , u (t)) (5)
A partir des équations (3) et (4), cette sortie s’écrit en fonction de la sortie plate comme
suit :
y(t) = C(z(t), z˙(t), ..., z(σ)(t)) (6)
où σ est un entier. Dans le cas linéaire, l’expression explicite de la sortie y(t) et de
la commande u(t) permet de relier la sortie plate à l’état partiel déﬁni par (Kailath,
1980). Nous pouvons ainsi calculer les trajectoires du système à partir de la déﬁnition
d’une trajectoire pour la sortie plate z(t) sans intégrer d’équations différentielles.
3. Systèmes linéaires multi-entrées multi-sorties non stationnaires
Plusieurs représentations d’entrées-sorties ont été introduites pour les systèmes
non stationnaires. Dans cet article, la représentation d’état est utilisée pour mettre
en œuvre la stratégie de commande. En dimension ﬁnie, on considère le système
linéaire continu à paramètres temporellement variables décrit par l’équation d’état de
dimension n :
x˙ (t) = A (t) x (t) +B (t)u (t)
y (t) = C (t)x (t)
(7)
tel que les matrices A (t), B (t) et C (t) dont les coefﬁcients sont en fonction du
temps t, ont pour dimensions respectives (n× n), (n×m) et (m× n). Dans le cas
général, lorsque A (t) et B (t) sont sufﬁsament dérivables, on peut construire la suite
des matricesKi(B(t)) pour i = 0, 1, · · · telle que :
K0(B(t)) = B(t)
Ki(B(t)) = −A(t)Ki−1(B(t)) + K˙i−1(B(t)) si i ≥ 1
S’il existe un intervalle T = [t1, t2] et un entier µ tels que la matrice :
K(A(t),B(t))(t) =
(
K0(B(t)) K1(B(t)) · · · Kµ−1(B(t))
)
(8)
soit de rangn sur tout T , le système est alors uniformément commandable etK(A(t),B(t))(t)
s’appelle matrice de commandabilité.
On construit la suite de matrices Li(C(t)), pour i = 0, 1, · · · telle que :
L0 (C (t)) = C (t)
Li (C (t)) = Li−1 (C (t))A (t) + L˙i−1 (C (t)) si i ≥ 1
S’il existe un intervalle de temps T = [t1, t2] et un entier ν tels que la matrice :
L(A(t),C(t)) (t) =


L0 (C (t))
L1 (C (t))
...
Lν−1 (C (t))

 (9)
soit de rang n, le système est alors uniformément observable sur T . Dans ces con-
ditions, L(A(t),C(t)) (t) est appelée matrice d’observabilité de la paire (A(t), C(t)).
Dans ce cas et contrairement au cas stationnaire ou au cas SISO, les indices µ et ν
ne sont pas limités à n − 1. Ces critères de commandabilité et d’observabilité, ap-
pelés critères de Silverman et Meadows (Silverman, Meadows, 1967), généralisent
les critères de Kalman (Kailath, 1980). Selon le résultat de Silverman-Meadows, si
le système est uniformément commandable alors il existe un changement de variables
d’état xC(t) = PC(t)x(t) et de commande uC(t) = HC(t)u(t) qui met le système
sous une forme canonique commandable en utilisant l’algorithme de Seal-Stuberud
(Seal, Stuberud, 1969), (voir annexe A) qui généralise l’algorithme de Luenberger
(Luenberger, 1967). Cette forme canonique peut s’écrire sous la forme :
x˙C(t) = AC(t)xC(t) + B¯CuC(t)
y(t) = CC(t)xC(t)
(10)
telle que les matrices AC(t), HC(t), B¯C(t) etHC(t) sont données dans l’annexe A.
Remarque
Le système MIMO non stationnaire linéaire dont les indices de commandabilité et les
indices d’observabilité ne sont pas des constantes, est appelé système non-lexicographiquement
ﬁxés. Dans ce travail, on ne traite que la classe des systèmes uniformément com-
mandables dite lexicographiquement ﬁxé (Shafai, Carroll, 1986) où les indices de
commandabilité et d’observabilité sont invariants dans le temps. Les vecteurs sélec-
tionnés dans la première étape de l’algorithme donné dans l’annexe A, sont alors
toujours indépendants. Comme perspective de ce travail, on envisage l’extension de
la commande proposée à la classe des systèmes MIMO non stationnaires linéaires
non-lexicographiquement ﬁxés. Dans ce dernier cas, on consultera avec intérêt les
travaux réalisés par (Valasek, Olgac, 1999), (Mutoh, Kimura, 2011), (Mutoh, Hara,
2012), dans les quels, ils ont proposé une commande basée sur le placement des pôles,
en augmentant l’équation d’état du système de telle sorte que le système augmenté soit
commandable et lexicographiquement ﬁxé.
4. Synthèse du régulateur polynomial
4.1. Commande par platitude
Une condition nécessaire et sufﬁsante de platitude d’un système linéaire est sa
commandabilité impliquant que les notions de platitude et de commandabilité coïn-
cident, (Fliess et al., 1995). A ce stade, il sufﬁt de prendre comme sorties plates,
les sorties de Brunovsky issues de la forme canonique commandable. Par ailleurs,
la notion d’équivalence différentielle au sens de Lie-Bäcklund (Fliess et al., 1999)
montre que le nombre des composantes de z(t) est donné par celui de la commande :
dim z(t) = dim u(t).
Remarque :
Cette équivalence a été effectivement démontrée dans les travaux de (Fliess et al.,
1995) dans le cas de systèmes stationnaires. Dans le cas de systèmes non station-
naires et selon les résultats de (Malrait et al., 2001), la commandabilité uniforme
indique que le système LTV mis sous forme canonique de Brunovsky (soit une chaîne
de n intégrateurs) est équivalent à un système linéaire stationnaire après un change-
ment de variables d’état et redéﬁnition de l’entrée de commande. Le système est ainsi
différentiellement plat si le système est uniformement commandable. Dans ce cas, la
sortie plate ou la sortie de Brunovsky est directement obtenue en tant que combinai-
son linéaire variant dans le temps des états d’origine. L’équivalence entre platitude
et commandabilité reste ainsi valable dans le cas non stationnaire.
En partitionnant le vecteur d’état de la forme canonique commandable (10) :
xC(t) =
(
x1TC (t) x
2T
C (t) · · · x
mT
C (t)
)T
(11)
et en notant par zi(t) chaque première composante des vecteurs x
i
C(t), la sortie plate
ou la sortie de Brunovsky est alors donnée par :
z(t) =


z1(t)
z2(t)
...
zm(t)

 (12)
En notant par uC,i(t) l’i-ième composante de uC(t) et αi,j,k(t) le k-ième coefﬁ-
cient de la dernière ligne de AC,ij(t), on déduit à partir de la forme commandable
l’expression de l’entrée en fonction de la sortie plate :
uC,i(t) = z
(µi)
i (t) +
m∑
j=1
(
µi−1∑
k=0
αi,j,k(t)z
(k)
j (t)
)
(13)
telle que les µi, pour i = 1 à n, sont les indices de commandabilité déterminés dans
l’annexe A.
L’élaboration d’une loi de commande par platitude en boucle fermée permettant de 
suivre une trajectoire de référence zd(t) est donnée par :
uC,i(t) = z
(µi)
d,i (t) +
µi∑
k=0
κi,k
(
z
(k)
d,i (t)− z
(k)
i (t)
)
+
m∑
j=1
(
µj−1∑
k=0
αi,j,k(t)z
(k)
j (t)
)
(14)
La dynamique du modèle de poursuite est déﬁnie par les coefﬁcients κi,k dont le
choix permet d’obtenir les pôles qui correspondent au modèle de poursuite désiré.
On obtient alors un suivi asymptotique de la trajectoire désirée zd(t). En notant par
Z(t) = xC(t) et comme uC(t) = HC(t)u(t), la commande u(t) se met alors sous la
forme suivante :
u(t) = (HC(t))
−1
(K(p)zd(t)− Λ(t)Z(t)) (15)
ce qui présente un retour d’état non stationnaire oùK(p) est une matrice polynomiale
donnée par :
K (p) = diag (κi (p)) (16)
telle que κi (p) sont des polynômes en fonction de l’opérateur de dérivation p et qui
déﬁnissent la dynamique des erreurs de poursuite. La matrice Λ(t) dont les coefﬁ-
cients dépendent de t, s’écrit :
Λ (t) = [Λi,j (t)]i,j=1···m
=


[
κi,0 − αi,i,0 (t) κi,1 − αi,i,1 (t) · · · κi,µi−1 − αi,i,µi−1 (t)
]
si i = j[
−αi,j,0 (t) −αi,j,1 (t) · · · −αi,j,µi−1 (t)
]
si i 6= j
(17)
et :
Z (t) =
(
z1 (t) z˙1 (t) · · · z
(µ1−1)
1 (t) · · ·
zm (t) z˙m (t) · · · z
(µm−1)
m (t)
)T (18)
représente le vecteur d’état de la forme canonique commandable. Cette commande
donnée par (15) permet d’assurer une poursuite asymptotique des trajectoires avec :
lim
t→∞
(zd,i (t)− zi (t)) = 0, pour i = 1 · · ·m (19)
Il est evident qu’à partir de l’expression (15), il est nécessaire de déterminer un vecteur
d’observation de Z (t). Un observateur d’ordre plein ou d’ordre réduit peuvent être
utilisés, mais la difﬁculté apparaît dans le choix des pôles de l’observateur dans le
cas non stationnaire. Pour contourner ce problème, on peut utiliser l’idée suggérée
par (Fliess, 2000) et appliquée par (Marquez et al., 2000) et (Rotella et al., 2002)
dans le cas SISO stationnaire et qui consiste à utiliser l’observateur exact, objet des
développements de la partie suivante.
4.2. Forme polynomiale de la commande
Selon (Kailath, 1980), la dérivation de la sortie y(t) dans l’équation (10) jusqu’à
l’ordre (ν − 1), conduit à écrire :
y (t) = CC (t)Z (t) = O0 (t)Z (t)
y˙ (t) =
(
C˙C (t) + CC (t)AC (t)
)
Z (t) + CC (t) B¯CuC (t)
= O1 (t)Z (t) +M1 (t)uC (t)
y(2) (t) =
(
O˙1 (t) +AC (t)O1 (t)
)
Z (t)+(
O1 (t) B¯C (t) + M˙1 (t)
)
uC (t) +M1 (t) u˙C (t)
= O2 (t)Z (t) +M2 (t)uC (t) +M1 (t) u˙C (t)
...
y(ν−1) (t) = Oν−1 (t)Z (t) +Mν−1 (t)uC (t) +Mν−1,2 (t) u˙C (t)+
Mν−1,3 (t)u
(2)
C (t) + · · ·+M1 (t)u
(ν−2)
C (t)
(20)
et donc à la forme suivante :
Y (t) = O(t)Z(t) +M(t)U(t) (21)
telle que :
Y T (t) =
(
yT (t) y˙T (t) · · · y(ν−1)T (t)
)
(22)
UT (t) =
(
uTC (t) u˙
T
C (t) · · · u
(ν−2)T
C (t)
)
(23)
O (t) =


O0 (t)
O1 (t)
...
Oν−1 (t)

 (24)
O (t) est bien la matrice d’obsevabilité de la paire (AC (t) , CC (t)) etM (t) la matrice
de transmission donnée par :
M(t) =


M0 M0 · · · M0 M0
M1(t) M0 M0
...
. . .
. . .
...
Mν−2(t) M1(t) M0
Mν−1(t) Mν−1,2(t) Mν−1,3(t) · · · M1(t)

 (25)
où toutes lesMi sont des matrices de dimension (m×m) données par :
– M0 est une matrice nulle,
– M1(t) = CC (t) B¯C ,
– pour i = 2 à ν − 1,Mi(t) = M˙i−1(t) +Oi (t) B¯C ,
– Mν−1,2(t) = Mν−2(t) +
∑ν−3
i=1 M
(ν−2−i)
i (t) ,
– Mν−1,3(t) = Mν−3(t) +
∑ν−4
i=1 (ν − i− 2)M
(ν−3−i)
i (t), etc.
En supposant que le système est observable, le rang de la matrice d’observabilité est :
rang(O (t)) = n (26)
avec O (t) de dimension (mν × n). On remarque que :
rang (O (t)) = rang
([
O (t) Y (t)−M (t)U (t)
])
Selon (Rotella, Borne, 1995), le système d’équation (21) est dit compatible ce qui
implique qu’il est soluble et admet des solutions exactes en Z (t). Comme le rang de
O (t) est égal à n alors la solution en Z (t) est unique et elle est donnée par :
Z (t) =
(
OT (t)O (t)
)−1
OT (t) (Y (t)−M (t)U (t)) (27)
D’autre part, l’intégration de l’équation (10) donne :
Z (t) = p−1 (AC (t)Z (t)) + p
−1
(
B¯CuC (t)
)
(28)
telle que p−1 désigne l’opérateur d’integration :
p−1h (t) =
t∫
−∞
h (τ)dτ (29)
avec h(τ) = 0 pour (τ ≤ τ¯ ). Cette dernière hypothèse assure la commutativité entre
p et p−1.
En remplaçant, dans la partie droite de l’équation (28), Z(t), par l’expression de la
partie gauche, on obtient alors :
Z (t) = p−1
(
AC (t) p
−1 (AC (t)Z (t))
)
+
p−1AC (t) p
−1
(
B¯CuC (t)
)
+ p−1
(
B¯CuC (t)
) (30)
Réitérant la dernière opération (ν − 1) fois :
Z (t) = p−1
(
AC(t)p
−1 (AC(t) . . . p
−1 (AC(t)Z (t))+
p−1
(
AC(t)p
−1 (AC(t) . . . p
−1
(
AC(t)B¯Cp
−1uC (t)
))
+ . . .+ p−1
(
AC(t)B¯Cp
−1uC (t)
)
+ B¯Cp
−1uC (t)
(31)
En remplaçant, dans le deuxième terme de l’équation (31), Z(t) par l’expression de
l’équation (27), on obtient :
Z (t) = p−1
(
AC(t)p
−1 (AC(t) . . .
p−1
(
AC(t)
(
OT (t)O (t)
)−1
OT (t) (Y (t)−M (t)U (t))
))
+ p−1
(
AC(t)p
−1 (AC(t) . . . p
−1
(
AC(t)B¯Cp
−1uC (t)
)
+
. . .+ p−1
(
AC(t)B¯Cp
−1uC (t)
)
+ B¯Cp
−1uC (t)
(32)
Pour déterminer l’expression de Z(t) en fonction de y(t) et uC(t), on procède par
une intégration par parties pour éliminer les dérivées successives de y(t) et uC(t)
conduisant à la forme suivante :
Z (t) = p−1 (Θ1 (t) y (t)) + p
−2 (Θ2 (t) y (t)) + · · ·+ p
−ν (Θν (t) y (t))
+ p−1 (∆1 (t)uC (t)) + p
−2 (∆2 (t)uC (t)) + · · ·
+ p−(ν−1) (∆ν−1 (t)uC (t)) + B¯Cp
−1uC (t)
(33)
telle queΘi (t) et∆i (t) sont des matrices de dimensions (n×m). La commande par
platitude de l’expression (15) se met alors sous la forme suivante :
u(t) = (HC(t))
−1
(K(p)zd(t)− Λ(t)
[
p−1 (Θ1 (t) y (t))
+ p−2 (Θ2 (t) y (t)) + · · ·+ p
−ν (Θν (t) y (t))
+ p−1 (∆1 (t)uC (t)) + p
−2 (∆2 (t)uC (t)) + · · ·
+p−(ν−1) (∆ν−1 (t)uC (t)) + B¯Cp
−1uC (t)
]) (34)
En posant :
S
(
p−1, u (t)
)
= u(t) + (HC(t))
−1
Λ(t)
(
p−1 (∆1 (t)uC (t))+
p−2 (∆2 (t)uC (t)) + · · ·+
p−(ν−1) (∆ν−1 (t)uC (t)) + B¯Cp
−1uC (t)
) (35)
et
R
(
p−1, y (t)
)
= (HC(t))
−1
Λ(t)
(
p−1 (Θ1 (t) y (t))
+ p−2 (Θ2 (t) y (t)) + · · ·+ p
−ν (Θν (t) y (t))
) (36)
on arrive ﬁnalement à écrire :
S
(
p−1, u (t)
)
= (HC(t))
−1
K(p)zd(t)−R
(
p−1, y (t)
)
(37)
Ainsi, la synthèse de la loi de commande est basée sur le choix de la trajectoire de
référence zd(t) et de la dynamique de poursuite déﬁnie par la matrice polynomiale
K(p). Cette commande permet au système de suivre une trajectoire désirée sans re-
courir à une dynamique d’observation. La commande proposée peut être considérée
comme un régulateur RST obtenu sans la résolution de l’équation de Bézout bien que
l’expression obtenue ne représente pas une forme classique d’un régulateur polyno-
mial dans le cas des systèmes linéaires stationnaires.
5. Mise en oeuvre de la commande proposée
Dans cette partie, l’approche de commande proposée est appliquée au modèle du
satellite Spot-5. Les satellites SPOT (Système Probatoire d’Observation de la Terre
ou Satellite Pour l’Observation de la Terre) sont une série de satellites civils de télédé-
tection d’observation du sol terrestre. Les satellites SPOT-5 représentent la 3ie`me
génération des satellites Spot.
5.1. Modélisation du stellite SPOT-5
Selon (Brockett, 1970), (Montenbruck, Gill, 2001), (Sira-Ramirez, Agrawal, 2004) 
et (Rotella, Zambettakis, 2008), le modèle du satellite terrestre SPOT-5 est le suivant :
r¨ = r (t)ω2 (t)−
k
r2 (t)
+
u1 (t)
m
ω˙ (t) = −2
r˙ (t)ω (t)
r (t)
+
u2 (t)
mr2 (t)
(38)
avec :
– m : masse du satellite SPOT-5 (3 048kg),
– k : constante de gravitation donnée par k = GMT telle que G = 6, 672559×
10−11 m3/s2kg etMT = 5, 9736× 10
24 kg masse de la terre.
– ω (t) : vitesse angulaire le long d’un orbite.
(r (t) , θ (t)) sont les coordonnées polaires de la position du satellite, θ˙ (t) = ω (t), les
entrées du système u1 (t) et u2 (t) sont respectivement les poussées radiale et tangen-
tielle du satellite.
En posant :
x1 (t) = r (t) = y1(t)
x2 (t) = x˙1 (t) = r˙ (t)
x3 (t) = ω = y2(t)
(39)
l’équation (38) devient :
x˙1 (t) = x2 (t)
x˙2 (t) = x1 (t)x
2
3 (t)−
k
x21 (t)
+
u1 (t)
m
x˙3 (t) =
−2x2 (t)x3 (t)
x1 (t)
+
u2 (t)
mx21 (t)
(40)
On remarque que les coordonnées polaires du système (r (t) , θ (t)) représentent les
sorties plates du système non linéaire et le modèle considéré est ainsi plat. En ef-
fet, tous les paramètres s’expriment en fonction de ces variables et de leurs dérivées
successives. Si on note : {
z1 (t) = r (t)
z2 (t) = θ (t)
(41)
tous les paramètres du système s’écrivent alors :
x1 (t) = z1 (t)
x2 (t) = z˙1 (t)
x3 (t) = z˙2 (t)
u1 (t) = m
(
z¨1 (t)− z1 (t) z˙
2
2 (t) +
k
z21 (t)
)
u2 (t) = mz
2
1 (t)
(
z¨2 (t) +
2z˙1 (t) z˙2 (t)
z1 (t)
)
(42)
La planiﬁcation de trajectoires est effectuée en considérant les deux sorties plates
désirées suivantes :
z1d (t) = rd (t) =
(
− cos
(
pit
6 084
)
+ 1
)
× 39 + 7 200
z2d (t) = θd (t) =
(
− cos
(
pit
6 084
)
+ 1
)
× pi
(43)
On obtient alors les proﬁls de trajectoires donnés dans la ﬁgure Figure 1.. On déduit, à
partir de (42), la trajectoire du système Td = (x1d (t) , x2d (t) , x3d (t) , u1d (t) , u2d (t)),
les entrées désirées du système sont données dans la Figure 2.
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Figure 1. Trajectoires désirées pour les deux sorties plates z1d (t) et z2d (t).
La linéarisation du système autour de la trajectoire Td donne :
δx˙1 (t) = δx2 (t)
δx˙2 (t) =
(
x23d + 2
k
x31d
)
δx1 (t) + (2x1dx3d) δx3 (t) +
δu1 (t)
m
δx˙3 (t) =
(
−
2u2d
mx31d
+
2x2dx3d
x21d
)
δx1 (t)−
2x3d
x1d
δx2 (t)−
(
2x2d
x1d
)
δx3 (t)
+
1
mx21d
δu2 (t)
(44)
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Figure 2. Trajectoires désirées de la poussée radiale u1d (t) et de la poussée
tangentielle u2d (t).
Si on pose :
δx (t) =
(
δx1 (t) δx2 (t) δx3 (t)
)T
(45)
on aboutit à l’équation d’état suivante :
δx˙ (t) = A (t) δx (t) +B (t) δu (t)
δy (t) = C (t) δx (t)
(46)
avec :
A (t) =


0 1 0(
x23d + 2
k
x31d
)
0 (2x1dx3d)(
−
2u2d
mx31d
+
2x2dx3d
x21d
)
−
2x3d
x1d
−
(
2x2d
x1d
)

 (47)
B (t) =


0 0
1
m
0
0
1
mx21d

 (48)
C (t) =
(
1 0 0
0 0 1
)
(49)
δy (t) =
(
δy1 (t) δy2 (t)
)T
(50)
δu (t) =
(
δu1 (t) δu2 (t)
)T
(51)
Aﬁn d’effectuer le test de commandabilité, on construit K0 (B (t)), K1 (B (t)) et la
matrice :
K{2} (t) =


0 0 −
1
m
0
1
m
0 0 −
2x3d
mx1d
0
1
mx21d
2x3d
mx1d
2 (x2d − x˙1d)
mx31d

 (52)
Comme le rang
(
K{2} (t)
)
= 3 ∀ t, le système linéarisé est alors commandable ∀ t. A
noter que B (t) =
[
b1 (t) b2 (t)
]
avec rang (B (t)) = 2. En suivant la procédure
mentionnée dans l’annexe A, on détermine les deux indices de commandabilité µ1 et
µ2, pour trouver µ1 = 2 et µ2 = 1, les indices de commandabilité cumulés étant :{
σ1 = 2
σ2 = 3
(53)
On construit V (t) :
V (t) =


0 −
1
m
0
1
m
0 0
0
2x3d
mx1d
1
mx21d

 (54)
Comme V (t) est inversible ∀ t, on calcule alors V −1 (t) puis on extrait la deuxième et
la troisième ligne de cette matrice. On construit par la suite la matrice de changement
de variables PC (t) pour enﬁn obtenir la forme canonique commandable suivante :
δZ˙ (t) = AC (t) δZ (t) + B¯C (t) δuC (t)
δy (t) = CC (t) δZ (t)
(55)
avec :
AC(t) = PC(t)A(t)P
−1
C (t) + P˙C(t)P
−1
C (t)
AC (t) =

 0 1 0α11,0 (t) α11,1 (t) α12,0 (t)
α21,0 (t) α21,1 (t) α22,0 (t)


B¯C =

 0 01 0
0 1

 , HC =
(
1 0
0 1
)
CC (t) = C (t)P
−1
C (t)
A noter que :
δZ (t) =
(
δz1 (t) δz˙1 (t) δz2 (t)
)T
(56)
qui représente le vecteur des sorties plates du système linéarisé.
5.2. Lois de commande
Selon l’équation (14), une commande par platitude permettant la poursuite des
trajectoires désirées avec une erreur qui tend asymptotiquement vers zéro est donnée
par :
uC1 (t) = z¨1d (t) + κ1,0z1d (t) + κ1,1z˙1d (t)− (κ1,0z1 (t) + κ1,1z˙1 (t))+
α1,1,0 (t) z1 (t) + α1,1,1 (t) z˙1 (t) + α1,2,0 (t) z2 (t)
(57)
Cette équation peut se mettre sous la forme suivante :
δuC1 (t) = (α1,1,0 (t)− κ1,0) δz1 (t) + (α1,1,1 (t)− κ1,1) δz˙1 (t)
+ α1,2,0 (t) δz2 (t)
(58)
de même :
δuC2 (t) = (α2,2,0 (t)− κ2,0) δz2 (t) + α2,1,0 (t) δz1 (t) + α2,1,1 (t) δz˙1 (t) (59)
Cela donne :
δuC (t) = Λ (t) δZ (t) (60)
avec :
δuC (t) =
(
δuC1 (t) δuC2 (t)
)T
(61)
Λ (t) =
(
(α1,1,0 (t)− κ1,0) (α1,1,1 (t)− κ1,1) α1,2,0 (t)
α2,1,0 (t) α2,1,1 (t) (α2,2,0 (t)− κ2,0)
)
(62)
Cette commande nécessitant un observateur pour estimer le vecteur d’état δZ (t), un
observateur exact est développé dans la partie suivante conduisant à une forme poly-
nomiale de la commande par platitude.
5.3. Réalisation des commandes (voir 4.2)
On construit la suite des matrices Li (C (t)), pour i = 0, 1, 2 · · · . On remarque
que la matrice :
L{2} =


1 0 0
0 0 1
0 1 0(
−
2u2d
mx31d
+
2x2dx3d
x21d
)
−
2x3d
x1d
−
(
2x2d
x1d
)

 (63)
est de rang 3 ∀ t. Le système est alors observable et dans ce cas L{2} (t) est la matrice
d’observabilité de la paire (A(t), C(t)). L’équation (21) conduit à écrire :
δY (t) = O(t)δZ (t) +M(t)δuC (t) (64)
avec :
δY (t) =
(
δy (t)
δy˙ (t)
)
, O(t) =
(
CC (t)
C˙C (t) + CC (t)AC (t)
)
et
M(t) =
(
M0
CC (t) B¯C
)
Dans ce cas, la matrice d’observabilité O(t) de la paire (AC (t) , CC (t)) est de di-
mension (4× 3) et elle possède le rang 3. En notant par :
(
OT (t)O (t)
)−1
·OT (t) = F (t) (65)
on peut écrire :
δZ (t) = F (t) (δY (t)−M(t)δuC (t)) (66)
Or d’après l’équation de la forme commandable (10), on a :
δZ (t) = p−1
(
AC (t) δZ (t) + B¯CδuC (t)
)
(67)
On remplace dans cette équation, le vecteur δZ (t) par son expression donnée dans
(66), pour obtenir :
δZ (t) = p−1 (AC (t)F(t)δY (t))− p
−1 [AC (t)F(t)M(t)δuC (t)]
+ p−1
(
B¯CδuC (t)
) (68)
En considérant :
AC (t)F (t) =

 τ1 (t) τ2 (t)τ3 (t) τ4 (t)
τ5 (t) τ6 (t)

 (69)
et sachant que :
A (t)F (t)M (t) =

 β1 (t)β2 (t)
β3 (t)

 (70)
les paramètres τi (t) et βi (t) sont des matrices à coefﬁcients variants dans le temps
de dimension (1 × 2), en intégrant par partie l’expression comprenant le terme δy˙(t)
et sachant que δy˙(0) = 0, l’équation (68) s’écrit alors comme suit :
δZ (t) =

 τ2 (t)τ4 (t)
τ6 (t)

 δy (t) + p−1



 τ1 (t)− τ˙2 (t)τ3 (t)− τ˙4 (t)
τ5 (t)− τ˙6 (t)

 δy(t)


+ p−1



 −β1 (t)−β2 (t)
−β3 (t)

 δuC (t)

+ p−1 (B¯CδuC (t))
(71)
et en remplaçant (71) dans la loi de commande (60), nous obtenons la forme ﬁnale du 
régulateur :
δu (t) = H−1C Λ (t)



 τ2 (t)τ4 (t)
τ6 (t)

 δy (t) + p−1



 τ1 (t)− τ˙2 (t)τ3 (t)− τ˙4 (t)
τ5 (t)− τ˙6 (t)

 δy(t)


+ p−1



 −β1 (t)−β2 (t)
−β3 (t)

 δuC (t)

+ p−1 (B¯CδuC (t))


(72)
La commande se met sous la forme suivante :
δu (t) = R
(
p−1, δy (t)
)
+ S
(
p−1, δuC (t)
)
(73)
avec :
R
(
p−1, δy (t)
)
= H−1C Λ (t)



 τ2 (t)τ4 (t)
τ6 (t)

 δy (t)
+p−1

 τ1 (t)− τ˙2 (t)τ3 (t)− τ˙4 (t)
τ5 (t)− τ˙6 (t)

 δy(t)


(74)
S
(
p−1, δuC (t)
)
= H−1C Λ (t)

p−1



 −β1 (t)−β2 (t)
−β3 (t)

 δuC (t)


+p−1
(
B¯CδuC (t)
)] (75)
La Figure 3 illustre la structure de la méthode de commande proposée en utilisant la
propriété de platitude.
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Figure 3. Structure de la commande proposée.
On note par κ1 (p) = p
2 + κ1,1p+ κ1,0 et κ2 (p) = p+ κ2,0 les deux polynômes
qui déterminent les dynamiques de poursuite des trajectoires. En appliquant cette
commande au système non linéaire avec un temps de réponse de 100 minutes pour
κ1 (p) et de 200 minutes pour κ2 (p) et en prenant des conditions initiales δy1 (0) =
10 Km et δy2 (0) = −0, 2 rad/s , on obtient les résultats consignés dans Figure 4,
Figure 5, Figure 6 et Figure 7.
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Figure 4. Sorties du système non linéaire y1 (t) et y2 (t).
Ces résultats montrent que la loi de commande par platitude permet d’obtenir des
performances élevées en termes de suivi de trajectoires avec une erreur de poursuite
qui tend asymptotiquement vers zero (voir Figure 7) pour le modèle non linéaire con-
sidéré.
6. Conclusion
Dans ces travaux, une méthode de commande par platitude a été proposée perme-
ttant la poursuite de trajectoires désirées d’un système non linéaire. La synthèse se
fait à partir d’un modèle non stationnaire multi-entrées multi-sorties. Le régulateur
proposé est constitué d’un observateur exact qui effectue un calcul direct du vecteur
d’état dont les composantes sont la sortie plate et ses dérivées. Cet observateur-
régulateur permet à la sortie du système de poursuivre des trajectoires de référence
sans l’utilisation d’une dynamique d’observateur. La méthode proposée nous ramène
à la conception d’une commande qui peut être vue comme étant un régulateur RST
non stationnaire sans résoudre l’équation de Bézout généralisée. La loi de commande
appliquée au modéle non linéaire du satellite SPOT-5, permet d’obtenir de bonnes per-
formances en termes de la poursuite de trajectoires.
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Figure 5. Signaux de commande du système non linéaire u1 (t) et u2 (t).
Les résultats ainsi obtenus nous ramènent à des nouvelles perspectives pour la com-
mande des systèmes non linéaires étant donnée le recours à la linéarisation autour
d’une trajectoire donnée pour appliquer une méthode basée sur la propriété de la plat-
itude.
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Annex A. Forme canonique commandable
L’algorithme de construction de la forme commandable peut être décrit par les
étapes suivantes :
1. On construit la suite ordonnée des vecteurs :
K0(b1(t)),K
1(b1(t)), . . . ,K
i(b1(t)),K
0(b2(t)), . . .
. . . ,Ki(b2(t)), . . . ,K
0(bm(t)), . . . ,K
i(bm(t))
(76)
telle que B(t) =
(
b1(t) b2(t) · · · bm−1(t) bm(t)
)
;
puis on sélectionne les vecteurs qui ne sont pas dépendants les uns des autres.
2. On determine les m indices de commandabilités µi pour i = 1 . . .m pour
calculer les indices de commandabilité cumulé tels que :
σi =
i∑
j=1
µj j = 1 . . .m (77)
3. On réordonne les vecteurs sélectionnés à l’étape 1 pour construire V (t) :
V (t) =
(
K0(b1(t)) · · · K
µ1−1(b1(t)) K
0(b2(t)) · · · K
µm−1(bm(t))
)
(78)
4. On calcule V −1(t) dont l’on extrait les lignes Mi(t) ; i = 1 . . .m déﬁnies
comme la σi − ième ligne de V
−1(t).
5. On construit la matrice de changement de variables :
PC(t) =


L0(M1(t))
...
Lµ1−1(M1(t))
L0(M2(t))
...
Lµ2−1(Mi(t))
...
Lµm−1(Mm(t))


(79)
Selon (Wolovich, 1968), cette matrice de construction de la forme canonique est une
transformation de Lyapunov.
6. Comme xC(t) = PC(t)x(t), on obtient la représentation d’état suivante :
x˙C(t) = AC(t)xC(t) +BC(t)u(t)
y(t) = CCxC(t)
(80)
avec :
CC (t) = C (t)P
−1
C (t) (81)
AC(t) = PC(t)A(t)P
−1
C (t) + P˙C(t)P
−1
C (t) = [ACij ]i,j=1···m (82)
AC,ij =




0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 1
× × × × ×


de dimension µi × µi si i = j


0 · · · · · · · · · 0
...
...
...
...
0 · · · · · · · · · 0
× × · · · × ×


de dimension µi × µj si i 6= j
(83)
tel que le symbole × désigne des coefﬁcients variant dans le temps. On note αi(t) la
σi-ième ligne de AC(t), donnée par :
αi(t) = L
µi(Mi(t))P
−1
C (t) (84)
7. Soit :
uC(t) = HC(t)u(t) (85)
oùHC(t) est la matrice (m×m) formée des lignes sigiﬁcatives deBC(t) c’est à dire
les lignes de rang σi :
HC(t) =


1 × · · · ×
0
. . .
...
...
. . .
. . . ×
0 · · · 0 1

 (86)
On a ﬁnalement la forme canonique commandable :
x˙C(t) = AC(t)xC(t) + B¯CuC(t)
y(t) = CC(t)xC(t)
(87)
avec :
B¯C = BC(t)HC(t)
−1
=


bc1 0 · · · 0
0 bc2 · · · 0
...
...
...
0 0 bcm

 (88)
bci sont des vecteurs de dimension (µi × 1), donnés par :
bci =
(
0 · · · 0 1
)T
(89)
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