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measures of closed-, open-, and mixed-type multiclass queuing networks containing Preemptive 
Resume (PR) and nonpreemptive Head-Of-Line (HOL) priority service centers. The approximation 
has essentially the same storage and computational requirements as MVA,  thus allowing computa- 
tionally efficient solutions of large priority queuing networks. The accuracy of the MVA approxima- 
tion is systematically investigated and presented. It is shown that the approximation can compute 
the average performance measures of priority networks to within an accuracy of 5 percent for a large 
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1. INTRODUCTION 
Multiclass queuing networks with product-form solutions [3] are widely used to 
model the performance of computer systems and computer communication net- 
works [11]. The effective application of these models is largely due to the efficient 
computational methods [5, 9, 13, 18, 21] that have been developed for the solution 
of product-form queuing networks. However, many interesting and significant 
system characteristics annot be modeled by product-form networks. Priority 
service disciplines are one such system characteristic. 
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Priority service disciplines are commonly used in processor scheduling algo- 
rithms to give preferential service to interactive processing and in communica- 
tions networks to give preferential service to message (as opposed to file transfer) 
tasks. Solutions of queuing networks containing priority centers are therefore 
important in the proper epresentation f such systems. However, exact solutions 
of priority networks have produced only a few results because of the computa- 
tional expense of solving the global balance equations for non-product-form 
networks. For example, the preemptive and nonpreemptive M/G/1 / /L  priority 
queue [15] can be regarded as a closed two-center network with L customers 
where the second (nonpriority) center is an infinite server. Solutions have been 
found [1] for homogeneous central server networks where all the priority classes 
have identical service times and routing frequencies. A recent analysis [16] has 
presented exact results for nonhomogenous two-center networks where each 
center has a priority discipline. 
Rather than develop exact solutions which, of necessity, are confined to small 
networks with small customer populations, an alternative approach is to develop 
compu~tationally efficient and accurate approximate solutions. Typically, such 
approximations achieve computational efficiency by assuming that a network 
which does not satisfy local balance, nonetheless, has a product-form solution. 
Accuracy of the approximation is established by comparing the exact solution 
(or a simulation analysis) of the non-product-form network with the approxi- 
mation solution. Careful construction of test cases for this comparison can 
provide guidance as to when the approximation will work well. 
This paper presents a computationally efficient and accurate method for 
computing approximate solutions for priority queuing networks. The approxi- 
mation is based upon the Mean Value Analysis (MVA) [21] solution method, 
which is particularly suited [2] for the development of heuristic solutions. The 
MVA priority approximation has the following advantages. The approximation, 
which applies to both preemptive resume (PR) and nonpreemptive Head-of-Line 
(HOL) priority centers can readily be installed in existing MVA solvers. The 
approximation also applies to open and mixed queuing networks, and to networks 
with more than one priority center. The approximation does not require either 
class or center aggregation [22] and is computationally more efficient than 
previously reported approximations for priority networks [22, 24]. 
Previous approximations for priority queuing networks are summarized in 
Section 2. Section 3 reviews the MVA equations for product-form networks. 
Section 4 develops the MVA priority approximation. Section 5 compares exact 
and approximate solutions for queuing networks containing PR or nonpreemptive 
HOL priority centers. 
2. APPROXIMATIONS FOR PRIORITY QUEUING NETWORKS 
Consider a Multiclass Queuing Network consisting of M service centers labeled 
(1 • .. M). Let the customers belong to J closed chains with index set (1 • • • J).  
Customers within each chain j belong to the same customer class. The priority 
classes are linearly ordered, class 1 having the highest priority and class J the 
lowest priority. Let #ij represent the service rate of a class j customer at service 
center i, so(= 1/Pij) be the equivalent mean service time, and pij represent the 
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utilization due to class j customers at service center i. The following sections 
summarize previous algorithms for approximate solutions to queuing networks 
containing priority centers. 
2.1 Reduced Work-Rate Approximation 
The reduced work-rate approximation [19, 20] is based on the observation that 
in a PR queuing system, lower priority customers "see" a server whose average 
capacity for work is reduced because of servicing of higher priority customers. 
For example, in a network consisting of one PR center and one Infinite Server 
(IS) center, one can obtain the class 1 performance measures by solving the 
network with all lower class customers removed from the model. If ppl gives the 
class 1 utilization at the priority center, one can then solve for the class 
2 measures using the adjusted service rate ~p2 =#p2(1 - ppl). This process can be 
repeated until all performance measures have been calculated. In general, 
~pj = ~pj 1 -  ~ Ppk • 
kffil 
Limited evidence [19] suggests that this approach is essentially as accurate as 
simulation. 
The approach can be extended to networks consisting of several PR and IS 
centers provided that the service priorities of the customer classes at each PR 
center are identical. The approximation does not directly apply to networks 
where high-priority customers must compete for service with lower priority 
customers at one or more centers in the network (e.g., if the network contains a
processor sharing center that serves both high- and low-priority customers or if 
high-priority customers at one center become low-priority customers at another 
center). 
2.2 Shadow Approximation 
The shadow approximation [24] can be thought of as an algorithm to apply the 
reduced work-rate approximation to a more general class of networks. It is used 
to solve networks containing PR (and not HOL) centers. Although, in principle, 
the approximation can be applied to networks with multiple PR centers, details 
of or experience with the shadow approximation i this case have not been 
reported in the literature. 
In the shadow approximation method each priority center is replaced by J 
shadow centers where J is the number of priority classes. Each shadow center is 
visited by one priority class only. The service rate ~sj of a class j customer at its 
j--1 
dedicated shadow center s is given by ~sj = #pj(1 - Y~k=l Ppk). Each #,j thus 
represents the average service rate for class j customers at the priority center 
after the service demand of the higher priority customers has been met. 
Exact values for the utilization Ppk are not available when computing the 
shadow service rates #,j. The following iteration is used to compute the ~,j: 
IN IT IAL IZE :  pph Vl _ k _< J 
WHILE  Ppk NOT CONVERGED DO V1 _ k _ j 
( ) ~,j = izpi 1 - Ppk V 1 <_ j <_ J 
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SOLVE (M + J - 1) CENTER BCMP 1 NETWORK 
COMPUTE Ppk V1 - k - J 
END 
An efficient echnique is available for initializing the p~h for networks contain- 
ing only two priority classes. The amount of storage and computation required 
to solve the shadow network is of the same order as that required to solve a (M 
+ J - 1) center product-form network where J fixed-rate centers are substituted 
as shadow replacements for each priority center. 
If low-priority customers never compete for service with high-priority cus- 
tomers, then the iteration above converges immediately and the shadow approx- 
imation is equivalent to the reduced work-rate approximation. 
Apart from small (four-center) networks with small population, no systematic 
investigation of the accuracy of the shadow approximation has been reported. 
Shadow solutions for priority networks with three to four customers in each of 
two priority classes have errors of about 20 percent [24]. 
2.3 The Composite Center and HAM Approximations 
The composite center approximation [22] assumes a central server priority 
network to be locally balanced and aggregates the (M - 1) nonpriority centers 
into a single composite center [6, 12] with a queue-length-dependent service rate. 
The reduced two-center model is solved exactly using global balance techniques. 
The method can be applied to networks containing PR or HOL priority centers. 
However, as the number of classes and/or the number of customers per priority 
class reaches even moderate values (e.g., for classes with four customers in each 
class), the global analysis of the reduced model becomes too complex to be of 
practical value. 
The complexity can be reduced [22] by partitioning the priority classes into 
three disjoint sets, namely, a designated class and two composite classes. One 
composite class contains a suitably weighted representation f all the network 
customers that have higher priority than the customers in the designated class. 
The other composite class represents he remaining customers that have a lower 
priority than the designated class. Each priority class is designated in turn, and 
center aggregation is applied to reduce each three-class M-center network to a 
three-class, two-center network. Approximate values for the performance meas- 
ures of each customer class in the original priority network can be recovered 
from the global balance analysis of the two-center reduced networks. 
Computational complexity limits the application of the composite center 
approximation to the solution of priority networks having a small number of 
centers and customers. The approximation was tested [22] on 36 priority models 
containing four to five centers, three to six classes and four to six customers. 
Errors on the order of 10 percent were reported for priority-center utilizations of 
about 0.6. 
In principle, the composite center approximation can be applied to networks 
with more than one priority center. However, the computational cost of the 
global balance solution increases rapidly with the number of priority centers. 
1 BMCP is an acronym for Basket, Chandy, Muntz, and Palacios. The BMCP Network is also known 
as a product-form or separable n twork. 
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The Heuristic Aggregation Method (HAM) [17] essentially reduces to the 
composite center approximation when there is only one priority center in the 
network. If there are multiple priority centers (or, more generally, multiple non- 
BCMP centers in the network) the HAM attempts to reduce computational 
complexity by exactly solving a series of two-center, non-product-form networks. 
Each two-center network consists of one of the priority centers and an aggregate 
server intended to represent the rest of the network. From the solutions of these 
networks, the HAM creates a product-form representation for each priority 
center. This gives a product-form approximation to the original queuing network. 
Solving the approximate network produces a new set of parameters tobe inserted 
in the two-center networks. This process is repeated until the performance 
measures converge. 
Experimental evidence [17] for models with at most two priority queues hows 
that typical errors could be expected to be less than 10 percent; errors as high as 
37.5 percent were reported. (These errors are tolerance rrors [8]; for a discussion 
of this error measure see Section 5.) 
3. MEAN VALUE ANALYSIS 
The approximations discussed in this paper are based on the Mean Value Analysis 
(MVA) [21] method for computing the performance measures of product-form 
networks. Zahorjan and Wong [26] discuss the application of MVA to mixed 
networks, that is, product-form networks that contain open and closed chains. 
The MVA results for mixed networks of load-independent service centers are 
summarized here to illustrate how this method provides a computational frame- 
work within which the PR and HOL approximations are applied. (Approxima- 
tions for priority centers with variable service rates are not considered in this 
paper.) 
Consider a multiclass queuing network consisting of M service centers labeled 
(1  • • • M). Let the customers belong to J chains labeled (1 • • • J). A chain can 
be either open or closed. Let ~ be the set of indices for open chains and ~ be 
the set of indices for closed chains. (The terms class and chain are used synony- 
mously.) For j E ~, let N1 be the number of customers in chain j, and let N = 
(N/Jj E _~) denote the population vector of the closed chains. For a closed chain 
j, let N - 1 i denote a population vector with one fewer customer in class j. Let 
0i1 denote the average number of visits a chain j customer makes to center i
between successive visits to an arbitrarily chosen center v and sij represent the 
mean service time requirement ofchain j customers at center i. For j E ~,  let Aj 
be the arrival rate of class j customers at center v. Let Wii(N), Lij(N), Tii(N), 
and Pij (N) denote the average wait time, queue length, throughput, and utilization 
of chain j customers at center i when the closed chain population is N. 
MVA for mixed networks [26] begins by first calculating the throughputs and 
utilizations for the open classes. These quantities are independent of the closed 
chain population and can be calculated irectly from Aj, 0~i, and sii. Next, a closed 
network containing only the closed chains is solved by the normal MVA recursion. 
In this closed model the service times sij are adjusted by dividing by 1 - ~ke_~ Pik 
to allow for the presence of the open chain customers. Once the performance 
characteristics of the closed network at population N are known, the wait times 
and mean queue lengths for the open chain customers can be calculated. 
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This algorithm can be summarized as follows: 
INITIALIZE: 
Lo(O) = 0 
To = OoAj; Po = ToSo 
REPEAT 
END LOOP 
VI  <_i<_M, V j~ ~" 
VI  <_ i <_ M, Vj E .~ 
Vn~O_<n_<N:  
W0(n) So[1 + Y.ke~Lik(n -- lj)] VI<_i<_M, V jE  ~,,iaFCFS (3.1) 
= 1 - Y,e,~ p~ or PS center 
Wo(n)=so  VI_<i_M,  VjE ~, ian IS  
M center 
To(n ) = Oon j ~.. 0 o Wo(n ) V 1 _ i _< M, Vj E 
iffil 
Lo(n) = To(n) Wo(n) V 1 <_ i <_ M, Vj E J~ 
so[1 + Y.ke~Lik(n)] V1 - i - M, Vj E~,  i a FCFS 
W°(n)  = 1 - Y .~ Plk or PS center (3.2) 
Wo(n) = So V1 _ i _< M, Vj E ~, i an IS 
center  
L0(n) = W0(n)T0 V1 -< i _< M, Vj e 
For N = (Nj IJ E _~) the REPEAT loop in the above algorithm will be executed 
I I je~ (Nj + 1) times. Utilizations for the closed chains can be calculated for any 
population of interest using pi/(n) = To(n)s o. The calculations for the open chains 
can be moved out of the REPEAT loop; the algorithm as stated is simpler to 
extend to the priority case. 
4. MVA PRIORITY APPROXIMATIONS 
4.1 The PR and HOL Priority Queues 
Consider a high-priority arrival that finds a lower priority customer in service at 
the priority center. Two types of priority scheduling, preemptive and nonpreemp- 
tive scheduling, are investigated. 
Under preemptive (PR) scheduling the high-priority customer is immediately 
admitted to service. Only when all higher priority customers have been served is 
the interrupted lower priority customer eturned into service. If we assume that 
the service time distribution of the lower priority customer is exponential, it does 
not matter whether the service of the lower priority customer is resumed from 
its point of interruption or whether its service is restarted with a randomly 
selected service interval. Preemption is assumed to incur no overhead and the tie 
breaking rule within each priority class is first come, first served (FCFS). 
Under nonpreemptive or head-of-line (HOL) scheduling the lower priority 
customer in service is allowed to complete before the high-priority customer goes 
into service. Any lower priority customer in the queue is admitted to service only 
after all the higher priority customers' ervice is completed. 
The MVA approximations for queuing networks with priority centers are 
developed in this section. 
4.2 Average Wait Time at a Priority Center 
Consider an M/M/1 PR queue subject o J Poisson arrival streams with param- 
eters ~,1 • • • ~#. Let sj(= 1/#/) denote the mean service time requirement of chain 
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j customers. Consider the arrival of a class j customer (the tagged customer) to 
the priority center. Upon arrival at the priority center the tagged classj customer 
will have to wait for the completion of service of all the higher priority customers 
(including his own class) that are already in the queue. In addition, there is a 
delay due to the service of higher priority customers of class k < j which arrive 
after the tagged customer and which complete ahead of the tagged customer. If
the average (total) delay of a class j customer is Wj, then the average number of 
class k customers that arrive after the tagged customer is Xk W/, and the delay 
these additional arrivals introduce is XkSk Wj. A final delay of s1 is required to 
complete the tagged customer's own service requirement. Thus the average 
waiting time spent by the tagged customer at a preemptive priority center is 
given by [10, 15] 
j j - - '  
Wj - sj + ~, Lksk + ~, WjkkSk. (4.1) 
k=,  k=l  
Solving for Wj: 
~-'~,~=1 LkSk + ~=j+l PkSk 
= (4 .4 )  wj  sj + 1 - p,  
4.3 MVA PR and HOL Priority Approximations 
Equations (4.1)-(4.4) provide the exact value for W/for M/M/1 preemptive and 
nonpreemptive queuing systems [10, 15]. However, the arrival process to a center 
in a queuing network is, in general, not Possion, so these equations do not provide 
an exact solution for a priority center in a queuing network. In addition, these 
equations allow class-dependent service time distributions (parameter sj), 
whereas product-form networks require the service time distributions at FCFS 
centers to be class independent. 
Nevertheless, our approximations for priority networks are based upon eqs. 
(4.1)-{4.4). To derive the approximation, let /~ik(N) be the average number of 
class k customers at center i seen by an arriving class j customer, given that the 
network population is N. Then eq. (4.2) can be generalized toapply to a queuing 
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8j + ~=1 LkSk (4.2) 
Wj= 1 -  Z{-',Ph ' 
where Pk = XkSk is the chain k utilization and Lk the class k queue length 
(including the customer in service). 
For the M/M/1 HOL queue, once the tagged customer has begun service, it is 
allowed to complete uninterrupted. The additional delay due to arrivals of class 
k < j is given by X,sk(Wj - sj), since additional arrivals during the service time 
sj do not increase the tagged customer's waiting time. Also, the tagged customer 
experiences an initial delay due to the service completion of the customer in 
service. Thus, the average wait time at a HOL center is given by 
j d j -1  
Wj = sj + ~ (Lh - pk)Sk + ~ pkSk + Z (Wj - Sj)XkS k. (4.3) 
k=l k~l  k=l 
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network as follows: 
WAN) sij + L k(N)sik = j_~ (4 .5 )  
1 - 2k=1 Pik 
To calculate the value of L{k(N), we assume that the Arrival Theorem [14, 25] 
applies. Under this assumption L{h(N) = Lib(N) if j E _g9 and Uik(N) = L ik (N  - 
lj) i f j  E ~. In the case where j E ~,  the fact that Li~(N) = &00Wij(N) can be 
used to eliminate Lo(N) from the right-hand side of (4.5), since Lo(N) is unknown 
at this point in the calculation. The result of these substitutions i
{ - Sij "1- 2~=1 Lik(N - -  lj)Sik j E ~,, 1 - ~Jk-_11 Pik 
Wi j (N)  = j--1 
Sij "}" ~k=l Lih(N)sik j E ~.. 
1 - ZJk:1 Pik ' 
(4.6) 
Before this equation can be used, values for pih must be determined. Now if k E 
~,  then Pik = TikSik and thus is independent of the closed network population. 
However, for k ~ ~,  pik depends on the closed network population, and it is not 
obvious which value of Pik(n), 0 < n ___ N should be used. 
Several approaches to this problem have been tried. Teunissen [private com- 
munication, Nov. 1982] suggested using Pik = Pik(N -- lj). However, experience 
has shown that this approximation has unacceptable accuracy. Bryant, Krzes- 
inski, and Teunissen [4] studied the approximation where Pik = Pik(N). This 
approximation works well except at priority node utilizations larger than about 
0.7. Finally, Chandy and Lakshmi [7] proposed using Pik = Pik(N -- Lik), where 
Lik = Lik(N)lh is the average queue length of class k customers at center i when 
the population is N. Here (N - Lik) represents a closed chain population with 
Lib fewer class k customers. (When L ik (N)  is not an integer, linear interpolation 
can be used to estimate an appropriate value for Pik(N -- L/h)). The rationale is 
that, when there are Lik customers already at center i, the arrival rate of class k 
customers at center i is determined by the remaining N - Lik customers in the 
rest of the network. Under this assumption, pih = T ik (N  - -  L ik )S ik ,  but this is 
exactly the definition of Pik(N -- Lik). Empirical evidence [4], similar to that 
reported below, indicates that this approximation has the best overall accuracy. 
Thus, the mean waiting time of a class j customer at a preemptive priority 
center i, when the closed chain population is N is given by 
I 
Sij Jr" ~'~/k=l L ik (N  - l_j)Sik, j e ~,  (4.7a) 
1--= 
PR: Wij(N)= 
sij + YJF=~ Lzk(N)sik 
-- --j----7- j E ~,  (4.7b) 
1 - ~k : l  P ik  
where 
_fpih(N -- Lik), kE~ and Lik --- L ik (N) lk .  
kE~ 
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Note that (4.7) requires values of p/h(n) for n < N. This is not a problem for 
direct implementations of MVA since performance statistics for all intermediate 
populations are calculated. For large networks direct MVA becomes impractical, 
and instead one must use fast approximate MVA methods uch as the Schweitzer 
[23] or Linearizer [8] methods. These methods have the characteristic that they 
only calculate performance statistics for network populations in the vicinity of 
the target population N. The Bryant, Krzesinki, and Teunissen algorithm can 
be used in this case instead, but this algorithm is known to have unacceptable 
accuracy at high utilizations. It remains an open problem to develop MVA 
priority approximations that can be used in the Schweitzer or Linearizer methods 
and that also have acceptable accuracy when the utilization of the priority center 
is high. 
The mean waiting time at a HOL priority center, when the closed chain 
population is N, is given by 
Sij + ~=1 L ih(N - l j)sik .-I- ~=j+l  Pik(N -- l j)Sik 
1 j-1 - Zk=l  P;~ 
j e ~ (4.8a) 
HOL: W0.(N) = 
Sij(1 j-1 j-1 - ~k=1 Pi'D + ~k=l Lik(N)sik + J ~kfj+l Pik(N)sih 
1 J - Zk=l plh 
j E~.  (4.8b) 
Equations (4.7a) and (4.8a) are used in place of eq. (3.1), and eqs. (4.7b) and 
(4.8b) are used in place of eq. (3.2) of the MVA algorithm when the center under 
consideration is a PR or HOL priority center, respectively. The use of these 
equations does not sigrdficantly add to the computational requirements of the 
original MVA algorithm. Unlike the algorithm of Section 3, waiting times and 
queue lengths for the open classes must be calculated at intermediate closed- 
chain populations n. Thus, in the priority network case, one cannot remove the 
open-chain calculations from the main REPEAT loop of the MVA recursion. 
Additional storage is required to Keep values of Pik(n), 1 _< j _< J, Wij(n) ,  and 
Lij(n)j E ~,  0 _< n _< N. Provided that performance measures are calculated on 
a class-by-class basis (from the highest o the lowest priority), evaluation of eqs. 
(4.7) and (4.8) is direct, that is, no iteration is required. 
It should be emphasized that the Arrival Theorem does not apply to queuing 
networks containing priority centers. For example, in a closed queuing network, 
it is clear that whenever a low-priority customer leaves a PR center, then all of 
the higher priority customers must be located at centers other than that PR 
center. Therefore, the arrival theorem cannot apply at those other centers for 
customers of lower priority classes. 
In the next section a study of the accuracy of the approximation based on eqs. 
(4.7) and (4.8) is presented. 
5. ERROR ANALYSIS 
This section presents an investigation of the accuracy of the MVA approximation 
technique for queuing networks with priority centers. Additionally, for closed 
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networks, accuracy of the MVA-PR approximation is compared to Sevcik's 
Shadow approximation. 
For closed networks, accuracy of the approximations i  first evaluated by 
comparing exact and approximate solutions for two-class, two-center networks 
consisting of a single priority center and one nonpriority center. Owing to the 
limited number of parameters in these small networks, an exhaustive exploration 
of the relation between the accuracy of the approximation and network param- 
eters (such as population, utilization of the priority center) is possible. This 
allows us to draw definitive conclusions as to when the MVA priority approxi- 
mations can be used with confidence. 
Conclusions from the study of the two-center networks are extended to larger 
networks by comparing the MVA approximation to simulations of a selected 
group of test neworks. Whereas for the two-center case an exhaustive exploration 
of the parameter space is feasible, this cannot be done for the larger networks. 
Instead, we must be satisfied with test networks whose parameter values are 
representative of real systems. 
For open and mixed networks, the exact solutions are difficult to obtain, and 
only comparisons to simulation results are presented. Once again we must be 
satisfied by comparisons with a few "representative" networks. 
5.1 Error Measures 
The error analysis is presented in terms of tolerance error [8] on selected 
performance measures. Let Ee(xij) and Ea(xii) denote the expected values of xii as 
calculated by the exact global balance technique and by the priority approxima- 
tion respectively. The tolerance rror A(xii) in xij is given by 
I Ee(xi j)  - Ea(xij) l 
A(Xij) ---- ZiM--1 Ee(xi j)  
The tolerance rror A(xij) express the error in E,(xiy) as a fraction of the total 
class j performance measure in the entire network. Unlike the relative rror, the 
tolerance rror will not emphasize a large error in a numerically small (and thus 
less significant) component of a performance measure. For exmple, if the class 1 
customer population is large, an error in the mean queue length of one customer 
at a server with a true mean queue length of less than one customer could result 
in large relative rrors, but from the standpoint of overall network performance 
measures, uch an error is not significant. 
Tolerance rrors for utilizations, mean queue lengths, and waiting times were 
calculated for each of the test networks and each approximation method. To 
conserve space, the accuracy metric used in this section is the maximum tolerance 
error (the maximum of the tolerance rror of any of the indicated performance 
measures in the test network). 
5.2 Accuracy Comparison for Two-Center Closed Networks 
Accuracy comparisons for two-class, two-center networks consisting of a single 
priority center and one nonpriority center were conducted by comparing the 
exact solution {obtained via global balance) to the MVA and Shadow approxi- 
mations. 
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In the test networks, the nonpriority center is intended to represent an 
aggregate of (M - 1) BCMP centers connected to a single priority center. The 
problem of determining a state-dependent service for the aggregate center equiv- 
alent (or approximate) to (M - 1) nonlocally balanced centers is a separate study 
unrelated to the accuracy of the approximations and is not discussed here. 
Convenient choices for the service discipline at the nonpriority center are 
Processor Sharing (PS) and Infinite Server (IS). These two choices represent 
opposite xtremes in the following sense: In the PS case, competition between 
class 1 and 2 customers at the nonpriority center is severe, and the arrival process 
of each class of customer at the priority center is influenced by the loading at 
the nonpriority center. In the IS case, competition between the customer classes 
at the nonpriority center is nonexistent and resource contention is concentrated 
at the priority center. The true situation in most queuing network models of 
computer systems lies between these two extremes. If we assume that the priority 
center represents the CPU in the system, then the nonpriority center would 
represent the I/O subsystem. Typically, I/O subsystems have substantial inde- 
pendent processing power and can be serving several requests imultaneously. 
Also, the devices in the I/O subsystem are normally loaded so that no one device 
becomes a system bottleneck. This suggests that an IS discipline is more appro- 
priate than a PS discipline for the nonpriority center in the test networks. Results 
for both types of test networks are presented in this paper. However, as outlined 
above, it is felt that the IS cases are more representative of the errors that one 
would observe in practice. 
Three types of comparisons were performed using these test networks. Each 
type of comparison i volved generating a collection of test networks with known 
properties. These test networks were generated by varying the service times at 
center 1 (the priority node) until the network had the desired properties according 
to the exact solution. 
5.3 Error Contour Diagrams 
The first set of comparisons examines the accuracy of the approximations a a 
function of the utilizations p11 and p12, which the customer population was held 
fixed at N = (I0, 10). The service times at the nonpriority node were equal. 
(Since the networks are designed to have predetermined utilizations at the 
priority center, only the relative values of s11 and s12 are significant.) 
The results of this comparison are presented as contour plots generated as 
follows. Let (x, y) denote a point in the unit square 0 _< x _< 1.0 and 0 _< y _< 1.0. 
For each such point, generate a test network with p~ = y being the total utilization 
of the priority center, p~ = xy being the class 1 utilization of the priority center, 
and p12 = (1 - x)y being the class 2 utilization of the priority center. Thus, y 
specifies the total utilization at the priority center, whereas x specifies the fraction 
of that load that is due to the high-priority class. 
Let A(x, y) denote a tolerance rror on a selected performance measure for~the 
network generated as described above. Therefore, A(x, y) defines a surface above 
the unit rectangle that represents he error versus the utilizations pecified by x 
and y. One way to display this surface in a two-dimensional plot is to plot the 
intersection of the surface with a plane of fixed height above the (x, y) plane. 
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Fig. 1. Maximum tolerance error in PR-IS case using MVA 
approximation. 
Such diagrams are commonly called contour plots and give the projection of this 
intersection onto the (x, y) plane. 
A contour diagram thus consists of a set of contours for several (equally spaced) 
values of A(x, y). The contour diagram reveals where the priority approximation 
yields good results according to error measure A. The spacing between the contour 
lines indicates where the approximation gradually becomes worse (contour lines 
widely spaced) and where the approximation rapidly deteriorates (contour lines 
closely spaced). 
For the contour plots presented here, the minimum contour is 5 percent 
tolerance rror; the contour interval is 5 percent up to the 50 percent contour 
and 10 percent hereafter. Each contour diagram is based on the solutions for 81 
queuing networks generated as described above with x = 0.1, 0.2 . . . . .  0.9, and 
y = 0.1, 0.2 . . . . .  0.9. 
5.3.1 Summary of Results. Figures 1-6 give error contour diagrams of the 
maximum tolerance rror. 
The difference between the accuracies of the MVA and Shadow approximation 
methods in the PR-IS case (Figures 1 and 3) is striking. Although both methods 
calculate performance statistics with errors of less than 5 percent for a large 
range of parameter values, the maximum tolerance rror observed for the MVA 
method is less than 10 percent, while the Shadow method has tolerance rrors 
larger than 50 percent. Similar diagrams for the other error measures show that 
the maximum error for the MVA approximation typically occurs in W12, whereas 
the maximum error for the Shadow approximation occurs at the IS center. 
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Since the errors are larger in the upper right corner of the contour plots, it 
follows that the approximations are more sensitive to high utilizations when 
most of the load is due to the high-priority class. For the MVA approximations 
this suggests that the error occurs because the utilizations in the denominators 
of eqs. (4.7) or (4.8) are slightly in error. When these utilizations total nearly 1.0, 
small errors in estimating these quantities causes large errors in estimating Wij 
and other performance measures. It follows that for more than two customer 
classes, the tolerance rror will increase as the customer index increases (the 
class decreases in priority). See also the discussion in Section 5.6. 
Figures 2 and 4 contain the error contours for the MVA and Shadow approxi- 
mations for the PR-PS case. As can be seen from these figures, the MVA 
approximation has better accuracy than the Shadow approximation (both in 
terms of area outside of the 5 percent contour and maximum error encountered), 
but both approximations are less accurate in this case than they were in PR-IS 
case. For these cases, the maximum error always occurred at the PS center. This 
can be attributed to the violation of the Arrival Theorem hypothesis at the PS 
center. As a general rule, we would expect he MVA approximation to be less 
accurate when there is heavy interclass competition for resources away from the 
priority center, since this approximates the PR-PS network case. 
Figures 5 and 6 give the error contours for the HOL-IS and HOL-PS cases. 
The results in these cases are similar to those observed for the PR-IS and PR-  
PS cases. 
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5.4 Error Versus Class 1 Population 
The second set of accuracy comparisons for closed networks examines the 
relationship of the tolerance rror to the class 1 population. Figures 7-9 present 
the maximum tolerance rror as a function of the number N1 of high-priority 
customers in the network. The number N2 of low-priority customers in the 
network is kept fixed at N= = 10. 
The purpose of this set of figures is to determine how the accuracy of the 
approximations changes with increasing customer population. However, the 
contour plots of the last section show that accuracy of the approximations 
decreases as the utilization of the priority server increases (especially when the 
total utilization of the priority server exceeds 0.90). Since increasing the number 
of customers in the network increases the utilization of the servers, service times 
in the test networks were adjusted to keep the priority center's utilization 
constant. In this way, the effect of changing the customer population can be 
observed without introducing additional errors due to changes in server utiliza- 
tion. 
In each of the graphs of Figs. 7-9, the total utilization pl at the priority center 
and the fraction of load due to class 1 at that center (pn/pl) is kept constant as 
the class 1 population varies by assigning appropriate chosen values to the mean 
service times Sll and sn. To conserve space, the only graphs presented here are 
for the case p~ = 0.90 and pn/pl -- 0.90. Errors for smaller values of pl and 
p11/pl would be correspondingly less, as indicated by the results of the last 
section. 
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5.4.1 Summary  off Results. Figures 7-9 present graphs of maximum tolerance 
error versus number of high-priority customers. As before, for the cases in which 
the nonpriority center used an IS discipline, the low-priority waiting times W12 
at the center were observed to give rise to the maximum errors in the network. 
When the nonpriority center used a PS discipline, the maximum errors occurred 
at the PS node. 
Figures 7-9 show that for each approximation method the tolerance rror 
decreases with increasing class 1 population. This can be explained by recalling 
that the test networks were generated so that each network had the same priority 
center utilization (load) regardless of the class 1 population. As the population 
increases, this effectively means that the same load is distributed among more 
and more customers. The methods are therefore more accurate when the fre- 
quency of interruptions due to higher priority arrivals is high and the duration 
of service per interruption is small. 
For very small class 1 populations (N~ < 5), both of the approximations have 
large errors. Thus, neither approximation can be recommended when the load 
due to class 1 is generated by one or very few customers with large service time 
requirements. Since one is normally interested in applying these solution tech- 
niques to networks consisting of dozens of customers, this does not appear to be 
a significant limitation of the method. 
Figures 7 and 8 show that the MVA approximation has considerably better 
accuracy than the Shadow approximation, especially when there is little conten- 
tion away from the priority center (i.e., in the PR-IS and HOL-IS cases). 
Tolerance rrors for the MVA approximation are less than 10 percent for all 
reasonable customer populations. In the PR-PS case (Fig. 8), more than 30 class 
1 customers are required in order to obtain this accuracy. Finally, as shown in 
Fig. 9, accuracy of the MVA approximation i the HOL case is similar to that 
observed for the PR cases. 
5.5 Effect of Service Time Ratio on Accuracy 
In this set of accuracy comparisons, the effect of the remaining parameter, 
R = s21/s22, is considered. In both of the previous cases, R = 1. Since the test 
networks were designed to have specified utilizations at the priority node, only 
R, and not the absolute magnitudes ofs21 and s22, is significant. It might be more 
appropriate to study the accuracy of the approximations versus the ratio sll/s~2. 
However, this turns out to be an overconstrained problem and test networks 
meeting the rest of the design goals cannot be constructed. 
Figures 10-12 give the relationship between the maximum tolerance rror and 
R, the service time ratio at the nonpriority center. In each of these figures, the 
total priority center utilization was 0.90 and the fraction of this load that was 
due to class 1 was 0.90. There were 10 customers in each class for this set of 
comparisons. Accuracy of the approximations would be better than indicated 
here when either the priority center utilization or the class 1 fraction of the load 
were smaller, or the number of customers in the network was larger. 
Examination of the figures indicates that the MVA approximation has good 
accuracy provided R < 1.0 and there is no contention away from the priority 
node (PR-IS and HOL-IS cases). If there is significant contention away from 
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the priority node (PR-PS and HOL-PS cases), the MVA approximation has 
acceptable accuracy only when R ~ 1.0. In the PR-IS .case, for R < 0.6, the 
Shadow approximation has better accuracy than the MVA approximation. In all 
cases, for sufficiently large values of R, the tolerance rrors can become arbitrarily 
large. 
5.6 Studies of Larger Closed Networks 
In previous ections, accuracy of the MVA priority approximation was examined 
for neiworks consisting of only two service centers and two customer classes. In 
this section, accuracy of the approximation is examined for larger test networks. 
Many of these test networks were too large to be solved exactly and hence 
simulation was used instead. Also, the number of parameters involved made 
exhaustive comparisons like those of the previous sections infeasible. Instead, 
the approach taken here was to randomly generate a collection of networks each 
of which had a "reasonable" set of parameter values. ("Reasonable" in this 
context is taken to mean parameter values that one might encounter in practice.) 
This collection of networks was then solved by simulation and by the MVA 
approximation; the two solutions were compared to estimate the size of the error 
in the approximation. 
The results of these comparisons are summarized in Tables I and II. These 
tables give the percentage oftest cases for which the tolerance rror in the mean 
wait time at the priority center was in the indicated range. Assuming that the 
parameters of the test networks are representative of those encountered in
practice, these tables provide an indication of how often errors in a given range 
might be expected to occur. 
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Table I. Frequency Distribution of Tolerance 
Error: Results from Large Closed Networks 
with Two Customer Classes 
Tolerance rror Frequencf 
(percent) Class 1 Class 2 
0-3 100 78 
4-7 7 
~10 6 
>10 9 
Percent of test cases (in 32 trials) where the 
maximum tolerance rror in the mean wait time 
for the indicated class fell within the indicated 
range. 
Table II Frequency Distribution of Tolerance 
Error: Results from Large Closed Networks 
with Three Customer Classes 
Tolerance rror Frequency~ 
(percent) Class 1 Class 2 Class 3 
0-3 100 75 68 
4-7 8 7 
8-10 0 5 
>10 17 20 
a Percent of test cases (in 59 trials) where the 
maximum tolerance rror in the mean wait time 
for the indicated class fell within the indicated 
range. 
In Tables I and II the test networks consisted of closed networks with two to 
five service centers and two or three customer classes. Some of the test networks 
were of central server model type, while the others had general topology. There 
were one or two preemptive priority centers in each network, and the service 
discipline at the other centers were PS, FCFS, or IS. {Previous experiments had 
shown that the accuracy of the HOL approximation was similar to that of the 
PR approximation; thus it was felt unnecessary to run the simulations for the 
HOL case.) 
A total of 91 test cases (32 with two-customer classes and 59 with three- 
customer classes) were constructed. The test network parameters were chosen as 
follows: (1) the service times at the priority center were class dependent and the 
mean value ranged from 2 to 150 ms; (2) the ratio of priority center service time 
to nonpriority center service times ranged from 2 to 25; (3) the service times at 
the nonpriority centers were class independent; (4) the number of customers in 
each class was between 1 and 15. These parameters resulted in priority center 
utilizations from 0.2 to 0.92. 
Tables I and II show that the accuracy of the MVA priority approximation for 
larger networks is also very encouraging. At least 80 percent of the test cases had 
less than 10 percent olerance rror. The source of larger tolerance rrors in 
ACM Transactions on Computer Systems, Vol. 2, No. 4, November 1984. 
356 • R.M. Bryant, A. E. Krzesinski, M. S. Lakshmi, and K. M. Chandy 
other test cases can be attributed to one or more of the following characteristics 
of the test networks: 
--the priority center utilization exceeds 0.9; 
--the priority center utilization due to higher priority Classes is close to 0.9; 
--a nonpriority center utilization is close to 1.0. 
In general, the wait time estimates for class 1 were always the most accurate. As 
before, errors in the waiting times for the class 2 customers are larger than the 
errors in the waiting times of the class 1 customers. Table II shows that in the 
three-class networks, errors in the waiting times for class 3 are larger than errors 
in the higher priority classes. Although networks with more customer classes 
were not considered, it seems likely that for J customer classes, the largest errors 
will be associated with class J, and the smallest errors will be associated with 
class 1. 
Overall, the limited experimentation with larger networks provided striking 
confirmation of the conclusions made by the studies involving two-center net- 
works in Sections 5.3 and 5.4. 
5.7 Open and Mixed Networks 
In this section, the accuracy of the MVA-priority algorithm in solving open and 
mixed networks is considered. The test cases were either two-center (loop) 
networks or central server networks with six service centers. These networks 
consisted of a single preemptive priority center and one or more nonpriority 
centers. (Since accuracy of the approximation for the PR and HOL cases was 
seen to be very similar for the closed, two-center test cases, HOL priorities were 
not considered here.) In the two-center networks, the nonpriority center was an 
IS; in the central server networks the nonpriority centers were FCFS servers. 
The priority center can be thought of as the CPU, the IS center may represent 
the I/O subsystem, and the FCFS centers may represent the disks with associated 
channels. 
Customers belonging to open classes arrive from an external source, circulate 
between the CPU and I/O for five times, and then leave the network. Fifty two 
test cases with open networks and 32 test cases with mixed networks were 
performed. These test networks had three customer classes. The mixed networks 
consisted of at least one open and one closed class. In half the test cases, the 
highest priority class was open and in the other half it was closed. The other 
customer classes were arbitrarily chosen to be open or closed. The service time 
distributions were assumed to be exponential nd class dependent at the CPU. 
The external arrival rate for the open classes and the network population for the 
closed classes were varied such that the priority center utilization ranged from 
0.2 to 0.93 over all the test cases. 
The solutions were compared against simulation results. Again, the largest 
errors were found to occur in the wait time estimates. The frequency distributions 
of the tolerance rror in mean wait time at the priority center are presented in 
Tables III and IV. For the cases considered, it can be observed that the wait time 
estimates for the highest priority class are very accurate, and for other classes 
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Table III. Frequency Distribution of Tolerance 
Error: Results from Open Networks 
Tolerance error Frequency" 
(percent) Class 1 Class 2 Class 3 
0-3 100 96 87 
4-7 2 10 
8-10 2 0 
>10 3 
a Percent of test cases (in 52 trials) where the 
maximum tolerance rror in the mean wait time 
for the indicated class fell within the indicated 
range. 
Table IV. Frequency Distribution of Tolerance 
Error: Results from Mixed Networks 
Tolerance rror Frequency" 
(percent) Class 1 Class 2 Class 3 
0-3 100 72 73 
4-7 13 9 
8--10 0 6 
>10 15 12 
= Percent of test cases (in 32 trials) where the 
maximum tolerance rror in the mean wait time 
for the indicated class fell within the indicated 
range. 
they are well within an acceptable limit. Errors greater than 10 occurred when 
the priority center utilization exceeded 0.9. We emphasize that the network 
parameters were chosen to be representative of real systems. 
6. CONCLUDING REMARKS 
This paper presents an MVA-based algorithm for computing approximate per- 
formance measures of closed, open, and mixed queuing networks containing 
preemptive and nonpreemptive priority centers. The approximation has lower 
computational complexity and appears to have better accuracy than previously 
published algorithms. The MVA approximation for priority networks is easy to 
install in existing MVA solution packages, and can be used when there are 
multiple priority centers in the network. 
Accuracy of the approximation for two-center, two-class networks was evalu- 
ated by comparing exact and approximate solutions for a set of carefully con- 
structed test networks. This evaluation demonstrated that the accuracy of the 
approximation i creased with increasing customer population, while the priority 
center utilization was held constant. For fixed populations, the accuracy of the 
approximation was seen to be good except at high utilizations of the priority 
center and when most of the load at that center was due to the high-priority 
class. In the case of PR-IS networks with populations of more than 10 high- 
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priority and 10 low-priority customers, the algorithm calculates approximate 
performance measures with tolerance errors of less than 10 percent. When there 
was significant contention away from the priority server (PR-PS case), signifi- 
cantly larger populations were required to obtain the same accuracy. Results for 
the HOL cases were similar. 
Accuracy of the approximation for larger closed networks, open networks, and 
mixed networks was established by comparing simulation results with the ap- 
proximate solution. Provided that the network parameters were representative 
of real systems, the accuracy of the approximation was seen to be good in these 
cases as well. 
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