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Abstract—Theory and algorithms are developed for detecting
changes in the distribution of statistically periodic random pro-
cesses. The statistical periodicity is modeled using independent
and periodically identically distributed processes, a new class of
stochastic processes proposed by us. An algorithm is developed
that is minimax asymptotically optimal as the false alarm rate
goes to zero. Algorithms are also developed for the cases when
the post-change distribution is not known or when there are
multiple streams of observations. The modeling is inspired by
real datasets encountered in cyber-physical systems, biology, and
medicine. The developed algorithms are applied to sequences of
Instagram counts collected around a 5K run in New York City
to detect the run.
Index terms— Cyclostationary behavior, anomaly detection,
multi-modal data, distributed detection, generalized likelihood
ratio test statistic, minimax optimality, quickest change detec-
tion.
I. INTRODUCTION
The problem of detecting an abrupt change in the statistical
properties of a measurement process has many applications in
engineering and sciences including statistical process control
[1]–[4], sensor networks [5]–[10], computer networks [11],
[12], public health [13]–[15], and telecommunication engineer-
ing [16], [17]. In many of these applications, algorithms are
needed to detect the changes in real time, that is the changes
have to detected as soon as they occur. Mathematical problems
for real-time detection are studied in an area of statistics called
sequential analysis [18]–[20]. Specifically, in the problem of
quickest change detection (QCD), theory and algorithms are
developed to detect a change in the distribution of a sequence
of random variables with the minimum possible delay subject
to a contraint on the rate of false alarms [21]–[28]. See [29]–
[31] for surveys.
In this paper, we study the problem of change detection
for applications where the observation process exhibits statisti-
cally periodic behavior. Below we give three such applications:
1) Cyber-physical systems: In Fig. 1, we have plotted the
average number of Instagram messages posted near three
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Fig. 1: Cyber-physical system application: The average Insta-
gram post counts for data collected in NYC in [32]. The first
two figures show that the average counts have similar statistical
properties across different days. The third figure shows the
average Instagram count data for a CCTV camera on the path
of the event and shows an increase in the average counts on
the event day, Sept. 24.
CCTV cameras in New York City (NYC). These counts
were extracted from multi-modal traffic data (CCTV im-
ages, Twitter and Instagram messages) that we collected in
NYC [32], [33]. We collected data during a 5K run that
occurred on September 24, 2017. We also collected data
on two Sundays before and one Sunday after the event day.
The first two plots in Fig. 1 are for two CCTV cameras
that were not on the path of the 5K run while the third
figure contains data corresponding to a camera on the path
of the run. As can be observed from the figures, the average
message counts show similar statistical behavior on the four
Sundays for the off-path cameras. For the on-path camera,
the average message count increases due to the event. This
periodic pattern was also observed in other data that we
collected in [32] and [33]. Thus, the problem of anomaly
detection or change detection in traffic data can be posed as
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2Fig. 2: Neuroscience Application: Figure taken from [34] of
neural firing data collected from an observer mice in a BCI
experiment.
the problem of detecting deviations away from statistically
periodic behavior.
2) Neuroscience: In Fig.2, we have plotted the neural spike
data (binned) collected from a brain-computer interface
(BCI) study on mice [34]. In this BCI experiment, it is
of interest to investigate if an observer mouse learns to
associate a cue to a shock given to a target mouse. In the
first 15 trials (below dashed horizontal line), no shocks
are given. Starting trial number 16, a cue is followed by
a shock. The time of the cue is indicated by the dashed
vertical line in the figure. The change point problem of
interest here is to detect a change in the neural firing
patterns caused by the behavioral learning starting trial
number 16. If a change is detected, then further shock trials
can be avoided. The neural spike data shows statistical
periodicity across trials as the observer mouse has to be
part of the same experiment in every trial. For further
discussion, we refer the readers to [35].
3) Medicine: Signals collected in electrocardiography (ECG)
show regular patterns of P waves, QRS complexes, and
ST segments; see Fig. 3. It is well-known that arrhythmia
can change the shape of this pattern. Typically, a 12-lead
ECG is used to record a patient’s ECG data and a human
expert reads a chart to detect the anomaly. This process
can be automated and can be done in real time using a
change-point detection algorithm.
The classical QCD literature can be broadly classified into
two categories: results for independent and identically dis-
tributed (i.i.d.) processes with algorithms that can be computed
recursively and enjoy strongly optimality properties [24], and
results for non-i.i.d. data with algorithms that are hard to
compute but are asymptotically optimal [25]–[28]. As can be
seen in the figures (Fig. 1–Fig. 3), the data encountered in
applications of interest cannot be modeled as i.i.d. processes.
To model statistically periodic data, such as shown in these
figures, we use a new class of stochastic processes called
independent and periodically identically distributed processes
(i.p.i.d.). This is a class of processes introduced by us in [37].
For this class of non-i.i.d. processes, we will show in this
Fig. 3: Biology Application: Figure taken from [36] shows
normal ECG signal. The ECG signal is an approximately
periodic sequence of waves containing a P wave, a QRS
complex and an ST segment.
paper that the optimal algorithms can be computed recursively
and using finite memory. This makes the developed algorithms
amenable to implementation in various applications in cyber-
physical systems, medicine, and biology.
In [37], we provided a Bayesian optimality theory of change
detection in i.p.i.d. processes where it was assumed that a prior
distribution of the change point variable is available to the
decision maker. Since such an assumption is typically not satis-
fied in practice, in this paper we take a non-Bayesian approach.
Specifically, we obtain algorithms that are asymptotically
optimal for two minimax stochastic optimization formulations
[22], [23]. We also develop algorithms when the post-change
distribution is unknown or when there are multiple streams of
observations. Finally, we apply the developed algorithms to
the NYC traffic data to detect the 5K run.
II. MODEL AND PROBLEM FORMULATION
In this section, we discuss the concept of an i.p.i.d. process
which we will use to model statistically periodic data. We
also discuss a change point model and two minimax problem
formulations.
A. Statistical Model
An i.i.d. process is a sequence of random variables that
are independent and have the same distribution. To model the
periodic statistical behavior of data, we use a new class of
stochastic processes called i.p.i.d. processes which are defined
as follows.
Definition 1. Let {Xn} be a sequence of random variables
such that the variable Xn has density fn. The stochastic
process {Xn} is called independent and periodically iden-
tically distributed (i.p.i.d) if Xn are independent and there is
3a positive integer T such that the sequence of densities {fn}
is periodic with period T :
fn+T = fn, ∀n ≥ 1.
We say that the process is i.p.i.d. with the law (f1, · · · , fT ).
If T = 1, then the i.p.i.d. process is an i.i.d. process. The law
of an i.p.i.d. process is completely characterized by the finite-
dimensional product distribution involving (f1, · · · , fT ). We
assume that in a normal regime, the data can be modeled as an
i.p.i.d. process. At some point in time, due to an anomaly, the
distribution of the i.p.i.d. process deviates from (f1, · · · , fT ).
Our objective in this paper is to develop algorithms to process
{Xn} in real time and detect changes in the distribution as
quickly as possible, subject to a constraint on the rate of false
alarms.
In practice, the following parametric form of an i.p.i.d.
process can be used. Let {Xn} is an independent sequence
of random variables with distribution in a parametric family
with parameters {θn}:
Xn
ind∼ p(·; θn), n ≥ 1. (1)
The process {Xn} is an i.p.i.d. process (a parametric i.p.i.d.
process) if there is an integer T > 0 such that the parameter
sequence {θn} is periodic with period T :
θn = θn+T , n ≥ 1. (2)
Note that the statistical model in (2) has only T parameters
θ1, · · · , θT . The change detection problem in this case reduces
to detecting changes in these T parameters. Given the pa-
rameters θ1, · · · , θT , we can use an algorithm to observe the
process {Xn} sequentially over time n and detect any changes
in the values of any of the parameters. The baseline parameters
in the problem, the period T and the parameters within a
period θ1, · · · , θT , can be learned from the training data. A
special and important case of a parametric i.p.i.d. process is
when we have a smooth function θ(t), t ∈ [0, 1], and
Xn ∼ p
(
·, θ
(
n%T
T
))
n ≥ 1. (3)
where n%T represents n modulo T . An example is a regres-
sion set up:
Xn = θ
(
n%T
T
)
+ Zn n ≥ 1, (4)
where {Zn} is a zero-mean i.i.d. sequence. The change
detection problem for the regression setup is the problem of
detecting changes in the regression function θ(t).
Note that the sequence model in (2) is different from the
sequence model studied in [38] and [39]. In the model studied
in [38] and [39], the random variables {Xn−θn} are modeled
as Gaussian random variables and the parameters {θn} are not
periodic. Furthermore, the problem there is of simultaneous
estimation of all the different parameters {θn} given all the
observations {Xn}. That is, the problem is not sequential in
nature. It is also not a change point problem.
An i.p.i.d. process is a cyclostationary process [40]. Al-
though a cyclostationary process can also be used to model
statistically periodic behavior, the i.p.i.d. definition captures
sample level behavior and the independence assumption across
time allows for the development of a strong change point
detection theory.
B. Change Point Model
To define a change point model, consider another periodic
sequence of densities {gn} such that
gn+T = gn, ∀n ≥ 1.
Thus, we essentially have T distinct set of densities
(g1, · · · , gT ). We assume that at some point in time ν, called
the change point in the following, the law of the i.p.i.d. process
is governed not by the densities (f1, · · · , fT ), but by the new
set of densities (g1, · · · , gT ). These densities need not be all
different from the set of densities (f1, · · · , fT ), but we assume
that there exists at least an i such that they are different:
gi 6= fi, for some i = 1, 2, · · · , T. (5)
The change point model is as follows. At a time point ν,
the distribution of the random variable changes from {fn} to
{gn}:
Xn ∼
{
fn, ∀n < ν,
gn ∀n ≥ ν.
(6)
We emphasize that the densities {fn} and {gn} are periodic.
This model is equivalent to saying that we have two i.p.i.d.
processes, one governed by the densities (f1, · · · , fT ) and
another governed by the densities (g1, · · · , gT ), and at the
change point ν, the observation process switches from one
i.p.i.d. process to another.
C. Problem Formulation
We want to detect the change described in (6) as quickly as
possible, subject to a constraint on the rate of false alarms. We
are looking for a stopping time τ for the process to minimize a
metric on the delay τ−ν and to avoid the event of false alarm
{τ < ν}. Specifically, we are interested in the popular false
alarm and delay metrics of Pollak [23] and Lorden [22]. Let
Pν denote the probability law of the process {Xn} when the
change occurs at time ν and let Eν denote the corresponding
expectation. When there is no change, we use the notation E∞.
The quickest change detection problem formulation of Pollak
[23] is defined as
min
τ
sup
ν≥1
Eν [τ − ν|τ ≥ ν]
subj. to E∞[τ ] ≥ β,
(7)
where β is a given constraint on the mean time to false alarm.
Thus, the objective is to find a stopping time τ that minimizes
the worst case conditional average detection delay subject
to a constraint on the mean time to false alarm. A popular
alternative is the worst-worst case delay metric of Lorden [22]:
min
τ
sup
ν≥1
ess supEν [τ − ν|X1, · · · , Xν−1]
subj. to E∞[τ ] ≥ β,
(8)
4where ess sup is used to denote the supremum of the random
variable Eν [τ − ν|X1, · · · , Xν−1] outside a set of measure
zero. Further motivation and comparison of these and other
problem formulations for change point detection can be found
in the literature [29], [31], [30], [25].
In Section III, we develop algorithms and optimality theory
for detecting changes in i.p.i.d. processes. In Section IV, we
extend the results to the case when the post-change i.p.i.d.
law (g1, · · · , gT ) is unknown. In Section V, we study the
distributed case where there are multiple parallel streams of
i.p.i.d. processes and the change can occur in any one of them.
III. CHANGE DETECTION IN A SINGLE SEQUENCE WITH
KNOWN POST-CHANGE LAW
We now propose a CUSUM-type scheme to detect the above
change. This algorithm belongs to the class of generalized
CUSUM schemes discussed in the literature [25]. We compute
the sequence of statistics
Wn+1 = max
1≤k≤n+1
n+1∑
i=k
log
gi(Xi)
fi(Xi)
(9)
and raise an alarm as soon as the statistic is above a threshold
A:
τc = inf{n ≥ 1 :Wn > A}. (10)
We show below that this scheme is asymptotically optimal
for the minimax problem formulations in (7) and (8). We first
show that the statistic Wn can be computed recursively and
using finite memory.
Lemma 1. The statistic sequence {Wn} can be recursively
computed as
Wn+1 =W
+
n + log
gn+1(Xn+1)
fn+1(Xn+1)
, (11)
where (x)+ = max{x, 0}. Further, since the set of pre-
and post-change densities (f1, · · · , fT ) and (g1, · · · , gT ) are
finite, the recursion (11) can be computed using finite memory
needed to store these 2T densities, the current observation,
and the past statistic.
Proof. The proof is provided in the appendix. 
In the rest of the paper, we refer to (11) to as the Periodic-
CUSUM algorithm. Towards proving the optimality of the
Periodic-CUSUM scheme, we obtain a universal lower bound
on the performance of any stopping time for detecting changes
in i.p.i.d. processes. Define
I =
1
T
T∑
i=1
D(gi ‖ fi), (12)
where D(gi ‖ fi) is the Kullback-Leibler divergence between
the densities gi and fi. We assume that
D(gi ‖ fi) <∞, ∀i = 1, 2, · · · , T,
and
0 < D(gi ‖ fi), for some i = 1, 2, · · · , T.
Theorem 1. Let the information number I as defined in (12)
satisfy 0 < I < ∞. Then, for any stopping time τ satisfying
the false alarm constraint E∞[τ ] ≥ β, we have as β →∞
sup
ν≥1
ess supEν [τ − ν|X1, · · · , Xν−1]
≥ sup
ν≥1
Eν [τ − ν|τ ≥ ν] ≥ log β
I
(1 + o(1)),
(13)
where an o(1) term is one that goes to zero in the limit as
β →∞.
Proof. The proof is provided in the appendix. 
We now show that the Periodic-CUSUM scheme (9)–(11) is
asymptotically optimal for both the formulations (7) and (8).
Theorem 2. Let the information number I as defined in (12)
satisfy 0 < I <∞. Then, the Periodic-CUSUM stopping time
τc (9)–(11) with A = log β satisfies the false alarm constraint,
i.e.,
E∞[τc] ≥ β,
and as β →∞,
sup
ν≥1
Eν [τc − ν|τc ≥ ν]
≤ sup
ν≥1
ess supEν [τc − ν|X1, · · · , Xν−1]
≤ A
I
(1 + o(1)) =
log β
I
(1 + o(1)).
(14)
Proof. The proof is provided in the appendix. 
IV. CHANGE DETECTION WITH UNKNOWN POST-CHANGE
I.P.I.D. LAW
In the previous section, we assumed that the post-change
law (g1, · · · , gT ) is known to the decision maker. This
information was used to design the Periodic-CUSUM al-
gorithm (11). In practice, this information may not be
available. We now show that if the post-change law
belongs to a finite set of M possible distributions,
(g
(1)
1 , · · · , g(1)T ), · · · , (g(M)1 , · · · , g(M)T ), then an asymptoti-
cally optimal test can be designed.
For ` ∈ {1, · · · ,M}, define the statistic
W
(`)
n+1 =
(
W (`)n
)+
+ log
g
(`)
n+1(Xn+1)
fn+1(Xn+1)
, (15)
and the stopping rule
τc` = inf
{
n ≥ 1 :W (`)n ≥ log(βM)
}
, (16)
which is the Periodic-CUSUM stopping rule for the `th post-
change law (g(`)1 , · · · , g(`)T ). Now, define
τcm = inf
{
n ≥ 1 : max
1≤`≤M
W (`)n ≥ log(βM)
}
. (17)
Then, note that
τcm = min
`=1,··· ,M
τc`. (18)
The stopping rule τcm is the stopping rule under which we
stop the first time any of the ` Periodic-CUSUMs is above the
threshold log(βM).
5We now show that this stopping rule is optimal for both
Lorden’s and Pollak’s criteria. Towards this end, we define a
Shiryaev-Roberts-type statistic
Rn =
M∑
`=1
n∑
k=1
n∏
i=k
g
(`)
i (Xi)
fi(Xi)
(19)
and a Shiryaev-Roberts-type stopping rule
τsr = inf {n ≥ 1 : Rn ≥ βM} . (20)
Note that
τsr ≤ τcm. (21)
We have the following theorem.
Theorem 3. The process {Rn−nM} is a P∞ martingale. If
E∞[Rτsr ] <∞, then
E∞[τcm] ≥ E∞[τsr] ≥ β.
Further, if (g(`)1 , · · · , g(`)T ) is the true post-change i.p.i.d. law
and
I` =
1
T
T∑
i=1
D(g
(`)
i ‖ fi), (22)
then as β →∞,
sup
ν≥1
Eν [τcm − ν|τcm ≥ ν]
≤ sup
ν≥1
ess supEν [τcm − ν|X1, · · · , Xν−1]
≤ log β
I`
(1 + o(1)).
(23)
Proof. The proof is provided in the appendix. 
Given the lower bound in Theorem 1, the stopping rule τcm
is thus asymptotically optimal with respect to the criteria of
Lorden and Pollak, uniformly over each possible post-change
hypothesis (g(`)1 , · · · , g(`)T ), ` = 1, · · · ,M .
V. CHANGE DETECTION IN A DISTRIBUTED I.P.I.D.
SETTING
In the previous sections, we assumed that there is a single
sequence of random variable {Xn}. In many applications, as
in the problem of event detection in NYC data, the sensors are
distributed. An event can occur near any one of the sensors.
Thus, it is of interest to develop algorithms to detect event
using multiple streams of data. In this section, we obtain
optimal algorithms for detecting changes when the observation
process in each stream is an i.p.i.d. process.
Let there be M independent streams of data and let
{Xn,`}∞n=1 be the i.p.i.d. observation process of the `th stream
with law (f (`)1 , · · · , f (`)T ). At the change point ν, the law
of the i.p.i.d. process in one of the streams changes from
(f
(`)
1 , · · · , f (`)T ) to (g(`)1 , · · · , g(`)T ). The objective is to detect
this change in distribution.
For ` ∈ {1, · · · ,M}, define the statistic
D
(`)
n+1 =
(
D(`)n
)+
+ log
g
(`)
n+1(Xn+1,`)
f
(`)
n+1(Xn+1,`)
, (24)
and
τdm = inf
{
n ≥ 1 : max
1≤`≤M
D(`)n ≥ log(βM)
}
. (25)
Note that this rule is different from that discussed in (15)
because here the statistic D(`)n+1 utilizes a different stream of
observations and a different pre-change distribution for each
stream index `.
Now, define the Shiryaev-Roberts statistic
Sn =
M∑
`=1
n∑
k=1
n∏
i=k
g
(`)
i (Xi,`)
f
(`)
i (Xi,`)
(26)
and the Shiryaev-Roberts stopping rule
τsrd = inf {n ≥ 1 : Sn ≥ βM} . (27)
We have the following theorem.
Theorem 4. If E∞[Sτsrd ] <∞, then
E∞[τdm] ≥ β.
Further, if the change occurs in the `th stream and
I` =
1
T
T∑
i=1
D(g
(`)
i ‖ f (`)i ), (28)
then as β →∞,
sup
ν≥1
Eν [τdm − ν|τdm ≥ ν]
≤ sup
ν≥1
ess supEν [τdm − ν|X1,`, · · · , Xν−1,`; ` = 1, · · · ,M ]
≤ log β
I`
(1 + o(1)).
(29)
Proof. The proof is similar to the proof of Theorem 3 and is
skipped. 
In view of the lower bound obtained in Theorem 1, the
above theorem shows that the stopping rule τdm is asymptot-
ically optimal for each post-change scenario.
VI. LEARNING A PARAMETRIC I.P.I.D. MODEL
In practice, learning pre- and post-change laws (f1, · · · , fT )
and (g1, · · · , gT ) can be hard. Thus, data will be typically
modeled using a parametric i.p.i.d. model. We recall the
definition of a parametric i.p.i.d. process from (1):
Definition 2. Let {Xn} be an independent sequence of ran-
dom variables with distribution in a parametric family with
parameters {θn}:
Xn
ind∼ p(·; θn), n ≥ 1. (30)
The process {Xn} is called a parametric i.p.i.d. process if
there is an integer T > 0 such that the parameter sequence
{θn} is periodic with period T :
θn = θn+T , n ≥ 1. (31)
If the statistical properties of the observation process repeats
every day, and if the data is collected once per hour, then in the
6above model, the period T would correspond to T = 24 hours
in a day, and the variables X1, · · · , XT would correspond
to the data collected in the first day. In many applications,
the data is often collected more frequently, at the rate of
many samples per second. In such applications, T could be,
for example, equal to 24 × 60 × 60 × m, where m is the
number of samples collected per second. In practice, it may
be hard to learn a large number of parameters, and detect
changes in them, especially if the post-change parameters are
not known. The learning process can be made simpler by
making additional assumptions on the model. We discuss one
such simplification now.
In order to control the complexity of the problem, we
may assume that the parameters are divided into batches
and parameters in each batch are approximately constant. For
example, a batch may correspond to data collected in an hour
and the average count of objects may not change in an hour.
Mathematically, we assume that in each cycle or period of
length T , the vector of parameters {θk}Tk=1 is partitioned into
E batches or episodes. Specifically, for N0 = 0 and positive
integers {Ne}Ee=1 we define Be = {Ne−1 + 1, · · · , Ne} such
that {1, · · · , T} = ∪Ee=1Be, Be ∩ Bf = ∅, for e 6= f. For
e ∈ {1, · · · , E}, we define θBe = (θNe−1+1, · · · , θNe). Thus,
{θk}Tk=1 is partitioned as
θB1︷ ︸︸ ︷
θ1, · · · , θN1 ,
θB2︷ ︸︸ ︷
θN1+1, · · · , θN2 , · · · ,
θBE︷ ︸︸ ︷
θNE−1+1, · · · , θNE . (32)
Note that we have T =
∑E
e=1 |Be|.
We further assume a step model for parameters. Under this
assumption, the parameters remain constant within a batch
resulting in the step-wise constant sequence model
θB1︷ ︸︸ ︷
θ(1), · · · , θ(1),
θB2︷ ︸︸ ︷
θ(2), · · · , θ(2), · · · ,
θBE︷ ︸︸ ︷
θ(E), · · · , θ(E) . (33)
That is θ(1) = θ1 = · · · = θN1 , θ(2) = θN1+1 = · · · = θN2 ,
and so on. Thus, if the batch sizes are large, there are only
E  T parameters to learn from the data. Also, we have
|Be| samples for batch e. The objective is then to observe
the process {Xn} over time and detect any changes in the
parameters θ(1), · · · , θ(E).
Note that for the regression model, the batch assumption
above is equivalent to approximating the smooth function θ(t)
by a step function.
VII. NUMERICAL RESULTS
We now apply the stopping rule τc in (10) to the NYC In-
stagram count data. In Fig. 4, we have plotted the evolution of
the test statistic Wn applied to the Instagram counts collected
near nine CCTV cameras. Two of these CCTV cameras are
near or on the path of the run (called on-path cameras) and
the rest are outside the race path (called off-path cameras).
Out of the two on-path cameras, one is near the north end of
the run and another is at the south end of the run. To obtain
Fig. fig:AllTestConcatenatedCount, we arranged the Instagram
counts near each CCTV camera in a concatenated fashion, with
labeled segments separated via red vertical lines. Each day has
6598 samples. To compute the statistic, we divided the data for
Fig. 4: Plots of test statistic Wn applied to streams of Instra-
gram counts collected near nine CCTV cameras. The on-path
cameras are on the path of the 5K run. The statistic for on-path
camera south is replotted in the bottom figure.
each day into four batches, with the first three batches being
of length 1500. We modeled the data as a sequence of Poisson
random variables. We used the count data from Sept. 10 (one
of the non-event days) to learn the averages of these Poisson
random variables for each of the four batches. We assumed
that there is only one post-change parameter per batch with
value equal to three times the value of the normal parameter
for that batch. We then applied the test τc to all the four days
of data. As observed in the top figure in Fig. 4, the test statistic
stays close to zero for all the cameras on the non-event days.
On the event day (Sept. 24th), the test statistic grows for the
on-path cameras indicating that a deviation from the baseline
was detected. The most significant change was observed near
the CCTV camera near the north end of the run. In the bottom
figure of Fig. 4, we have replotted the test statistic applied to
the on-path camera near the south end of the run.
In Fig. 5, we have plotted the delay E1[τc] versus log of
mean time to false alarm log E∞[τc] for the periodic-CUSUM
algorithm. The simulation plot was obtained for the following
set of pre- and post-change parameters:
f1 = f2 = N (0, 1),
g1 = N (1, 1),
g2 = N (0.5, 1).
(34)
To obtain each of the five points in the figure for simulations,
the value of the threshold A in (10) was set to values 3, 4, 5, 5.5
and 6 and both delay and false alarm estimates were obtained
7Fig. 5: Performance trade-off curves for the periodic-CUSUM
algorithm.
Fig. 6: Plots of test statistic Wn from (11) applied to simulated
data with threshold A = 10.
using 5000 sample paths. The analysis plot was obtained by
dividing the threshold by the average KL-divergence between
the densities. In Fig. 6, we have plotted a typical evolution of
the algorithm applied to simulated data. This plot was obtained
for the same set of parameters specified in (34).
VIII. CONCLUSIONS
We developed a minimax asymptotic theory for quickest
detection of changes in i.p.i.d. models. We also studied the
cases where the post-change i.p.i.d. law is unknown or where
there are multiple streams of data. The algorithms developed
were applied to count data extracted from multimodal data
collected around a 5K run from NYC to detect the 5K run.
The theoretical results show that many of the results valid for
i.i.d. data models are also true for i.p.i.d. models. An important
question one can ask motivated from [24] is whether the
periodic-CUSUM algorithm is exactly optimal for Lorden’s
formulation [22]. The answer to this question, we believe, is
negative. Our belief is based on the Bayesian analysis done in
[37] where we observed that single-threshold policies are not
strictly optimal. In fact, in the Bayesian setting, the optimal
algorithm has periodic thresholds. We conjecture that even for
the minimax settings an algorithm with periodic thresholds
will be strictly optimal.
APPENDIX
Proof of Lemma 1. For any sequence {Zi} of random vari-
ables, we can write
max
1≤k≤n+1
n+1∑
i=k
Zi = max
{
max
1≤k≤n
n+1∑
i=k
Zi, Zn+1
}
=max
{
max
1≤k≤n
(
n∑
i=k
Zi + Zn+1
)
, Zn+1
}
=max
{
max
1≤k≤n
(
n∑
i=k
Zi
)
+ Zn+1, Zn+1
}
=max
{
max
1≤k≤n
(
n∑
i=k
Zi
)
, 0
}
+ Zn+1.
(35)
Substituting Zi = log
gi(Xi)
fi(Xi)
into the above equation we get
the desired recursion for Wn in (9):
Wn+1 =W
+
n + log
gn+1(Xn+1)
fn+1(Xn+1)
.
Note that the increment term log gn+1(Xn+1)fn+1(Xn+1) is only a function
of the current observation Xn+1. Also, since the processes are
i.p.i.d. with laws (f1, · · · , fT ) and (g1, · · · , gT ), the likelihood
ratio functions gn(·)fn(·) are not all distinct, and there are only
T such functions g1(·)f1(·) to
gT (·)
fT (·) . Thus, we need only a finite
amount of memory to store the past statistic, current observa-
tion, and 2T densities to compute this statistic recursively. 
Proof of Theorem 1. Let Zi = log
gi(Xi)
fi(Xi)
be the log likelihood
ratio at time i. We show that the sequence {Zi} satisfies the
following statement: as n→∞,
sup
ν≥1
ess sup Pν
(
max
t≤n
ν+t∑
i=ν
Zi ≥ I(1 + δ)n
∣∣X1, · · · , Xν−1)
→ 0, ∀δ > 0,
(36)
where I is as defined in (12). The lower bound then follows
from Theorem 1 in [25]. Towards proving (36), note that as
n→∞
1
n
ν+n∑
i=ν
Zi → 1
T
E1
[
T∑
i=1
log
gi(Xi)
fi(Xi)
]
= I, a.s. Pν , ∀ν ≥ 1.
(37)
The above display is true because of the i.p.i.d. nature of the
observation processes. This implies that as n→∞
max
t≤n
1
n
ν+t∑
i=ν
Zi → I, a.s. Pν , ∀ν ≥ 1. (38)
To show this, note that
max
t≤n
1
n
ν+t∑
i=ν
Zi = max
{
max
t≤n−1
1
n
ν+t∑
i=ν
Zi,
1
n
ν+n∑
i=ν
Zi
}
. (39)
For a fixed  > 0, because of (37), the LHS in (38) is greater
than I(1 − ) for n large enough. Also, let the maximum on
the LHS be achieved at a point kn, then
max
t≤n
1
n
ν+t∑
i=ν
Zi =
1
n
ν+kn∑
i=ν
Zi =
kn
n
1
kn
ν+kn∑
i=ν
Zi.
8Now kn cannot be bounded because of the presence of n in
the denominator. This implies kn > i, for any fixed i, and
kn → ∞. Thus, 1kn
∑ν+kn
i=ν Zi → I . Since kn/n ≤ 1, we
have that the LHS in (38) is less than I(1 + ), for n large
enough. This proves (38). To prove (36), note that due to the
i.p.i.d. nature of the process
sup
ν≥1
ess sup Pν
(
max
t≤n
ν+t∑
i=ν
Zi ≥ I(1 + δ)n
∣∣X1, · · · , Xν−1)
= sup
1≤ν≤T
Pν
(
1
n
max
t≤n
ν+t∑
i=ν
Zi ≥ I(1 + δ)
)
(40)
The right hand side goes to zero because of (38) and because
the maximum on the right hand side in (40) is over only finitely
many terms. 
Proof of Theorem 2. Again with Zi = log
gi(Xi)
fi(Xi)
, we show
that the sequence {Zi} satisfies the following statement:
lim
n→∞ supk≥ν≥1
ess sup Pν
(
1
n
k+n∑
i=k
Zi ≤ I − δ
∣∣X1, · · · , Xν−1)
= 0, ∀δ > 0.
(41)
The upper bound then follows from Theorem 4 in [25]. To
prove (41), note that due to the i.p.i.d nature of the process
we have
sup
k≥ν≥1
ess sup Pν
(
1
n
k+n∑
i=k
Zi ≤ I − δ
∣∣X1, · · · , Xν−1)
= sup
ν+T≥k≥ν≥1
Pν
(
1
n
k+n∑
i=k
Zi ≤ I − δ
)
= max
1≤ν≤T
max
ν≤k≤ν+T
Pν
(
1
n
k+n∑
i=k
Zi ≤ I − δ
)
(42)
The right hand side of the above equation goes to zero for
any δ because of (37) and also because of the finite number
of maximizations. The false alarm result follows directly from
[25] with A = log β because the likelihood ratios here also
form a P∞ martingale. 
Proof of Theorem 3. That {Rn − nM} is a P∞ martingale
can be proved by direct verification. For the false alarm proof,
we assume that E∞[τsr] < ∞, otherwise the proof is trivial.
Since E∞[Rτsr ] <∞, we have that Rτsr−τsrM is integrable.
Further, as n→∞,∫
τsr>n
|Rτsr − τsrM | dP∞ ≤
∫
τsr>n
Rτsr + τsrM dP∞
≤ βMP∞(τsr > n) +
∫
τsr>n
τsrM dP∞ → 0.
(43)
Thus, by the optional sampling theorem [20] and (21) we have
E∞[τcm] ≥ E∞[τsr] = E∞[Rτsr ]
M
≥ Mβ
M
= β.
The delay result is true because of (18). 
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