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In this paper I present the Vassiliev invariant of degree 2 of a knot as a polynomial of degree 4 in gleams of 
a shadow presenting the knot. The coefficients of this polynomial involve Strangeness (a numerical characteristic of 
a generic immersion of the circle into the plane introduced by Arnold [l]) and a spherical index. The latter is 
a characteristic of a generic immersed circle on the sphere with three holes, which is invariant with respect o 
homotopy. I define it by an explicit combinatorial formula. Copyright 0 1996 Elsevier Science Ltd 
1. INTRODUCTION 
In this paper I present an explicit formula for the Vassiliev knot invariant of degree 2. This 
is the first interesting case since there are no nontrivial Vassiliev knot invariants of 
lower degree. I consider the invariant which takes the value 0 on the unknot and 1 on the 
trefoil. It is completely defined by these properties. Any invariant of degree 2 is a linear 
function of this invariant. This Vassiliev invariant was well known as a coefficient of the 
quadratic term in the Conway polynomial long before the notion of Vassiliev invariants 
appeared. 
My formula is written in terms of a shadow presentation of a knot which was introduced 
by Turaev [2]. The idea of shadows is the following: Consider the 3-sphere S3 fibered by 
a Hopf projection over the sphere S* with a fiber S’. In a generic situation the restriction of 
the projection to a link in S3 is a collection of generically immersed circles. This collection is 
enhanced to make it sufficient for recovering the link up to isotopy. For this, one assigns 
a number to each connected component of the complement of the circles. The collection of 
immersed circles together with the numbers is called the shadow of the link. For more details 
see Section 2. 
There are several works devoted to the Vassiliev invariants via Turaev’s shadows. 
Goussarov [3,4] proved that a Vassiliev invariant of degree n is a polynomial of degree 2n 
in gleams. For a special case of Vassiliev invariants which come from the Jones polynomial, 
the same result was independently obtained by Burri [5]. In the same paper Burri found 
a formula for the difference between values of the Vassiliev invariant of degree 2 on two 
shadows with the same projection. A connection between Burri’s formula and mine is not 
known yet. It would be very interesting to find such a connection since these formulas are 
written in different terms. 
My formula involves a coefficient which appeared recently in another subject. It is 
obtained from a numerical invariant of generic plane curves called Strangeness, which was 
discovered by Arnold [l]. This invariant characterizes in a sense the number of triple point 
perestroikas which must occur in a generic regular homotopy connecting one curve with 
another. I recall the definition and properties of Strangeness in Appendix A. 
Another coefficient is a number, which I named spherical index, defined for a homotopy 
class of curves lying on the sphere with three holes. Unfortunately, I am aware of only its 
combinatorial definition which allows one to prove properties of this number. Perhaps the 
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key to shadow formulas for the Vassiliev invariants of higher degree lies in understanding of 
nature of this index. I define it in Section 3.3. 
As far as I know, there is a shadow formula only for one other Vassiliev invariant. This is 
a formula for the linking number (which is a Vassiliev invariant of degree 1 for links). This 
formula found by Turaev [6] involves a choice of a point on the sphere which does not have 
an effect on the result. In this paper Turaev’s formula is slightly modified to avoid 
a necessity of this choice. My formula is also free of such a choice. 
2. SHADOWS+ 
2.1. Preliminary constructions 
Let rt be an oriented Hopf fibration of S3 over S2 with fiber S’. I consider the one which 
has the Euler number (that is the Euler number of the two-dimensional real vector bundle 
associated with n) equal to 1. A link L in the 3-sphere S3 is said to be generic with respect to 
TT if rclL is a generic immersion (in particular, L is nowhere tangent o the fibers of n). Recall 
that an immersion of l-manifold into a surface is said to be generic if it has neither 
self-intersection points with multiplicity greater than 2 nor self-tangency points, and at each 
double point its branches are transversal to each other. An immersion of the circle S’ into 
a surface is called a curue. 
An isotopy of a link in S3 is said to be vertical if each point of the link moves along 
a fiber of rr. If two links are vertically isotopic then their projections are, obviously, the same. 
Every generic link L can be transformed by a vertical isotopy to a generic link L’ such that 
any two distinct points of L’ which project to the same point are opposite to each other in 
the fiber. 
Let p : S3 + W3 be the canonical two-sheeted covering. Each fiber of p (that is a pair of 
antipodal points) is contained in a fiber of rr (that is an intersection of a complex line in C2 
with S3). Therefore, rc decomposes into p and a fibration fi: RP3 + S2. Fibers of fi are 
projective lines. They are homeomorphic to circles. 
Let z = p(L’). It is obtained from L’ by identification of the points lying over the same 
point on S2. Hence it maps z bijectively onto x(L) = n(L‘). Let I : E(L) + z be the inverse 
bijection. It is a section of 2 over n(L). 
Let X be a region of n(L). Here, by a region of a generic collection of curves C on 
a surface S, I mean the closure in S of a connected component of S\C. Let fix be a restriction 
of it to a fibration over X. It is trivial since even deleting of a point from the base of fi makes 
the fibration trivial. Identify it with the projection S’ x X + X. Let 4 be a composition of 
the section r Iax: 8X + S’ x X and the projection S’ x X + S’. Denote by ax a degree of 
4 (this is actually an obstruction to extend r Iax over X). One can easily see that CI~ does not 
depend on the choice of the trivialization of ii and on the choice of L’. 
2.2. Basic definitions and properties 
2.1. Definition. A shadow s(L) of a generic link L c S3 is a (generic) collection of curves 
x(L) c S2 together with the numbers $xX assigned to each region X by the construction 
above. The number corresponding to a region X is called the gleam of X and is denoted by 
gl(X). The sum of gleams over all regions is called the total gleam of the shadow. 
+ I describe only a special case of Turaev’s shadows since I do not need them in complete generality. This is the case 
of shadows of classical links (i.e. links in 3-sphere). For the general definition see [Z]. 
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2.2. One can check that for any region X the integer ax is congruent modulo 2 to the 
number of corners of X. Therefore, gl(X) is an integer if the region X has even number of 
corners and a half-integer otherwise. 
2.3. The total gleam of the shadow is actually equal to Euler number of n which is 1 in 
the case under consideration. 
Besides shadow of links, there is also a general notion of shadows. 
2.4. Dejnition. A shadow on the sphere S2 is a generic collection of curves together with 
some numbers gl(X) assigned to each region X. These numbers can be either integers or 
half-integers and must satisfy the conditions of 2.2 and 2.3. 
There are three local moves S1, Sz and S3 of shadows, shown in Fig. 1. Symbols “+ =” 
and “- =” there mean that the numbers next to them should be added to or subtracted 
from the corresponding gleams. 
2.5. Defcnition. Two shadows are said to be (shadow) equivalent if they can be trans- 
formed to each other by a finite sequence of moves S1, S2 and S3 and their inverses. 
The following theorem allows one to use shadows of links instead of well-known planar 
diagrams. 
a 
+=1 
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2 
Fig. 1. The three shadow moves. 
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Fig. 2. The three Reidemeister moves. 
2.6. THEOREM (Turaev [2]). Two (generic) links L1 and L2 in S3 are ambiently isotopic if 
and only if their shadows s(L,) and s(L,) are equivalent. The map L -s(L) establishes 
a bijective correspondence between the set of isotopy types of links in S3 and the set of 
equivalence classes of shadows. 
The three shadow moves Si, Sz and S3 correspond to the Reidemeister moves Q, , Cl2 
and a3 of planar knot diagrams (see Fig. 2). Theorem 2.6 is also similar to the Reidemeister 
Theorem [7]. In the next section, I explain how to construct the shadow of a link using its 
diagram. It will clarify the correspondence between two notations. 
2.3. Shadows via planar diagrams 
Let 9 be a planar diagram of a link L in the space [w3 = S3 \{ pt}. Complete the plane by 
a point to get a sphere. The diagram 9 produces a generic collection of curves on the sphere. 
To define a shadow one only needs to associate a gleam to each region of 9. 
For every vertex v of the diagram 9 there are 4 regions adjacent o it. The orientation of 
the plane allows one to distinguish two pairs of the opposite regions. Assign (- $) to the 
regions from one pair and f to the regions from another in the way shown in Fig. 3(a). Then 
the gleam of a region is defined as a sum of all numbers assigned to this region. The unique 
exception is the gleam of the exterior region (that is the region which was completed by 
a point) which should be increased by 1. The shadow obtained is called a simple shadow. 
Turaev proved [2] that the simple shadow represents the link. To see that, one should 
consider a disk D c Sz and a solid torus T = z-‘(D). The small piece of T between two 
meridional disks is homeomorphic to [w3 so the link L can be considered lying in this piece. 
Then the last construction coincides with Definition 2.4. The examples of shadows are 
shown in Fig. 4. 
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Fig. 3. Different definitions of gleams: calculation rules for simple shadows. I use the latest one [8]. 
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Fig. 4. Examples of shadows. 
Remark. There are different definitions of gleams in literature. The corresponding rules 
for calculation of simple shadows are shown in Fig. 3. In this paper I always use the latest 
one given in [8] [see Fig. 3(a)]. 
3. SHADOW FORMULAS 
3.1. Formula for htking number 
Let L = L1 uL2 be a two-component oriented link in the 3-sphere. Turaev presented in 
[6] a formula for the linking number of L in terms of the shadow s(L). To write this formula 
I have to make additional definitions. 
Let C be a generic curve on the sphere S ‘. Fix a point a E S’\C. One can consider 
S2\{a} as a plane where the curve C lies. Given an orientation of C one can define an index 
of any region X with respect o C. That is the total rotation number of the radius vector 
which connects an arbitrary interior point of X to a point moving along C. It is clear that 
the index of the region does not depend on the choice of the point inside but it certainly 
depends on the choice of a. Denote the index of the region X with respect o the curve C by 
indz(X) (for the fixed point a). 
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3.1. THEOREM (Turaev [6]). Let Cl and C2 be the images of L1 and L2 under the Hopf 
projection z. Thenfor any point a E S’\(C, uCz) 
lk(Li , L,) = 1 ind”c,(X)ind’&(X)gl(X) - rot: rot: 
XE.9 
(1) 
where 9 is the set of all regions of s(L) and for any i = 1,2 
rot: = 1 ind”c,(X) gl(X). 
X&Cl2 
(2) 
3.2. The number rot: has the following topological meaning. The total space over 
S”\ {a} is homeomorphic to a solid torus. The homology class of Li in that torus equal to 
rot:. For example, these numbers are 0 for any simple shadow when a is the point of infinity. 
3.3. Let K be a knot in S3 and let C be its projection under z. Then the following 
formula can be considered as a definition of the self-linking number of the shadow knot 
s(K): 
l(K) = c (indt(X))2 gl(X) - (rot’)2. 
XE91 
(3) 
Such a self-linking number does not change under S2 and S3 and is equal to the writhe for 
a simple shadow. Recall that writhe is a self-linking number of a knot whose planar diagram 
is equipped with the blackboard framing. 
3.2. Improved formula for linking number 
Formulas (1) and (3) involve a choice of the point a. To make them more symmetric one 
should consider relative region indices instead of the absolute ones. A relative index of two 
regions X and Y with respect o the oriented curve C on the sphere is the number indz(X) 
for a E Int(Y). This number is clearly independent of the choice of a. More topologically, 
this is the linking number of the l-sphere C and the O-sphere given by the pair of points from 
X and Y. Denote this number by indc(X, Y). Clearly, indc(X, Y) = - indc(Y,X) and 
indc(X, X) = 0. Now one can rewrite Turaev’s formulas in the following way: 
lWL,L) = f c in&,(X, Vi&,(X, Y)gl(X)gW’) 
X.YE.9 
(4) 
l(K) = i c (indc(X, Y))‘gl(X)gl(Y). 
x. YEB 
(5) 
Let me show that the new formulas give the same as the previous ones. For a given point 
a there is a region X, which this point belongs to. Since the total gleam of the shadow 
s(L) is 1, 
gl(XJ = 1 - 1 gl(Y). 
YE~\IX.l) 
Moreover, for any regions Yi and Y2 
ind,-( Y1 , Y,) = indc( Y1 ,X,) + indc(X,, Y2) = ind”,( Y,) - indt( Y,). 
To finish the proof one should substitute these expressions into (4) and (5) and get the 
formulas desired. 
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Fig. 5. The smoothing of a curve at a vertex. 
3.3 Formula for the Vassiliev invariant of degree 2 
For a generic oriented curve on the plane its Whitney index is the total rotation number 
of the tangent vector to the curve. It is denoted by w. For a given spherical generic curve 
C and a region X on the sphere denote by w&X) the Whitney index of the plane curve 
obtained by deleting from the sphere any interior point of X. This number is clearly 
independent of the choice of such a point. 
There is another numerical characteristic which one can assign to each plane generic 
curve. This characteristic is invariant under homotopy in the class of generic curves and 
characterizes in a sense the number of triple point perestroikas which must occur in 
a generic regular homotopy connecting one curve with another. This invariant was defined 
by Arnold Cl], who named it Strangeness and denoted by St. I recall the definition of 
Strangeness in Appendix A. Using the same construction as above one can assign a number 
St,:(X) to a region X of a spherical curve C. 
One can smooth an oriented spherical curve C at any vertex u according to the 
orientation (see Fig. 5). The orientation of the sphere allows one to distinguish two curves 
obtained. Denote the “left” curve by CL and the “right” one by CL (see Fig. 5). 
3.4. Dejinition. For a given spherical curve C and three regions X, Y and Z define the 
spherical index of these regions with respect o the curve by the following formula: 
Ac(X, Y, Z) = +((indc(X, Y))’ + (indc( Y, Z))2 + (indc(Z,X))2)2 
+ &c(X) + WC(Y) + WC(Z)) Tc(X, Y, Z) 
+ 2 “FV(Q(X, Y, Z) - Tc:(X, Y, Z)) 
where -Y is the set of all vertices of C and Tc(X, Y, Z) is defined as follows: 
Tc(X, Y, Z) = (indc( Y, X) + indc(Z, X)) 
(6) 
x (indc(Z, Y) + indc(X, Y ))(indc(X, Z) + indc( Y Z)). (7) 
It is clear that the spherical index does not depend on the order of regions. I will discuss 
the properties of A&X, Y,Z) in Section 4. 
Now everything is prepared to write the formula which I announced. 
3.5. THEOREM. Let K be a generic knot in S3 and a spherical curve C be the image of 
K under the Hopf projection x. Then 
u2W) = & + U2 - 3 1 St,(X)@(X) - ; 1 Ac(X, Y,Z)gl(X)gl(Y)gl(Z) - 1 
XE41 X,Y,z.EB ) 
(8) 
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where l(K) is the self-linking number (see (5)), and u,(K) is the Vassiliev invariant of degree 2 
which takes the value 0 on the unknot and 1 on the trefoil. 
4. PROOF OF THE MAIN FORMULA 
4.1 Properties of coejjicients 
4.1. LEMMA. Let C be an oriented generic spherical curve and let X and Y be two regions 
adjacent to the same edge. Let X be the left region with respect to the motion along the curve 
and Y be the right one (see Fig. 6(a)). Then wc( Y) = we(X) + 2. 
Proof Let Cx and Cr be plane curves which are obtained from C by deleting from the 
sphere interior points of the corresponding regions. It is shown in Fig. 7 that Cx differs from 
Cr only by a jump of a small segment through infinity. It immediately implies that 
w(C,) = w(C,) - 2. Recall that we(X) = w(C,) and we(Y) = w(C,) by definition. cl 
4.2. COROLLARY. For any two regions X and Y 
indc(X, Y) = i(wc( Y) - w&X)). (9) 
4.3. LEMMA. Let v be a vertex of an oriented generic spherical curve C. Let L, U, R, and 
D be four regions adjacent to v in the way shown in Fig. 6(b) ( one should use orientations of S2 
and C to distinguish them). Then 
Stc(L) - St,(U) + Stc(R) - St,(D) = 2. (10) 
I prove this lemma in Appendix A. 
4 
u 
x Y 
X 
L R 
D 
(4 (b) 
Fig. 6. Regions adjacent o an edge and to a vertex. (a) The common edge. (b) The common vertex. 
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Fig. 7. Plane curves corresponding to adjacent regions. 
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v2(K+) - 212(K-) = lk(Ko) 
Fig. 8. Skein relation for v2 and its shadow version. 
4.4. LEMMA. (a) Forjxed regions X, Y and Z the spherical index Ac(X, Y,Z) depends 
only on the homotopy class of the curve C in S’\ {x, y, z}, where x, y, and z are interior points of 
the regions X, Y, Z, respectively. 
(b) For a fixed curve C the spherical index Ac satisfies the following condition: 
(i) For any regions X and Y 
Ac(X,X, Y) = 0. (11) 
(ii) For any regions X, Y and Z such that X and Y are adjacent to the same edge in the way 
shown in Fig. 6(a) 
Ac(X, Y,Z) = 2indc(X,Z)indc(Y, Z). (12) 
(iii) For any regions Y and Z and for any vertex v 
AC&, Y, Z) - A&U, Y, Z) + A#, Y,Z) - A#, Y, Z) = 4(indc:( Y, 2))’ 
+ 4(indc:(Y,Z))’ - 16indc:(Y,Z)indc:(Y,Z), (13) 
where L, U, R, and D are four regions adjacent to v in the way shown in Fig. 6(b). 
4.2. Proof of formula (8) modulo Lemma 4.4 
Let !E be the right-hand side of (8). The following properties of % imply formula (8). 
(A) X does not change under the three shadow moves. 
(B) 57 satisfies the main skein relation for v2 (see Fig. 8). 
(C) ?E takes the values 0 and 1 on the shadows of the unknot and the trefoil, respectively. 
Proof of (A). Let 
d = r (indc(X, Y ))‘gl(X) gl( Y) 
X.YE9f 
33 = 3 c Q,(X)gl(X) 
XEgl 
W = r &(-JL Y,Z)gUWgUY)iW) 
X,Y,ZE.Q 
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X X 
Sl 
Y 
Fig. 9. Move S1. 
where symbol F means a summation over all unordered combinations of regions. Such 
a summation makes sense since neither (indc(X, Y))’ nor Ac(X, Y, 2) depends on the order 
of regions. 
The fact that indc(X, X) = 0 and Ac(X,X, Y) = 0 for any regions X and Y implies 
?z-=&a’-a-w- 1). 
Consider the shadow move S1. Assume that the branch of curve is oriented upwards (see 
Fig. 9). The case of another orientation can be considered similarly. Let X, Y, and Z be the 
regions involved in the move which are placed in the way shown in Fig. 9. Let 
& = B\{X, Y,Z>. F or any functionfof regions (such as gleam, index, Strangeness and so 
on) denote by f” the corresponding function after the move. Let Af =fr$ Let gl(X) = a 
and gl(Y) = b (by definition of this move gl(Z) must be i). Then a(X) = a - $ and 
a(Y) = j3 + 1. I have to check that A% = 0. 
One can compute the value of Ad in the following way: 
Ad = r (6&p, Q))'si(p) 2 (Q) - (inhAP Q))' gW)gl(Q)) 
P,QE~ 
= p~~gW)((indd~, f’))2(a - 3 - a) + (indc( Y, P))‘(B + 1 - fl) 
- i(indc(Z,P))“) + ((a - i)(fl+ 1) - a/l) - 4;~ - f/3. 
Since indc( Y, P) = indc(X, P) - 1 = indc(Z, P) + 1 for any region P, 
A& = 1 gl(P)( - i(ind&P, Y) + 1)2 + (indc( Y,P))? 
PC& 
- +(indc(P, Y) - 1)2) - 0~ - fi _ $ 
= - Cgl(p)-cr-b-+ - Cgl(P)= -1. 
PEB PEI 
Therefore 
Azd’=(~+l)2-((sB+1)2= -J-d-2 
= - 2pzg(indc(P, Q)J2 gWgl(Q) - p~_gl(P)(indc(X,P))2(a - 4 + 4 
+ (indc(Y, P))2(/3 + 1 + j3) + i(indc(Z, P))2) 
- ((a - ;)(/I + 1) + c$) - 4$a - +fl- 2 
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= - 2pgG(indc(P, Q))ZgUP)gl(Q) - ~gl(P)gsr(indc(X,P))' 
Pd 
+ 2/I(indc( Y, P))’ + indc(X, P) indc( Y, P) - 3 indc( Y, P)) 
-2aj?-3a-$. 
There is a property of Strangeness that under the perestroika (modification) of a curve 
corresponding to S1, the value of Strangeness increases by the index of the region surround- 
ing the vanishing curl. I explain this property in Appendix A. It allows one to get the 
following formula for A& 
A99 = 3 1 %,(P)&P) - Stc(P)gl(P)) 
PEd 
= 3 C indc(Y,P)gl(P) + 3((Stc(X) - l)(a - $) - Stc(X)a 
PE@ 
‘2 3 c indc(Y,P)gl(P) - 3(a + 3). 
P&F 
(Here symbol ” means that the equality holds true because of the corresponding 
formula.) 
Finally, one gets 
Lemma 4.4(a) - 
= C gl(P)gl(Q)(Ac(P,Q,X)(a -i- 4 + &U',Q,WB + 1 -B) 
P,Qd 
- $W, Q, ZN + 1 tWWc(p, x Y)t(a - iIt8 + 1) - 4) 
PE6 
- +A,-(P,X,Z)a - iAc(P, Y,Z)& - $Ac(X, Y,Z)afl 
(12).(13) 
- - 2pgg(indc(P,Q))2gl(P) gl(Q) - c d(~)(W&W~~))2 
P&5 
+ 2fl(indc(Y,P))2 + indc(X,P)indc(Y,P)) - 2aB. 
Now it is clear that AI = &(A&’ - AW - A%) = 0. One can consider moves S2 and 
S3 in a similar way. They are even simpler since Ad’ = Aa = A%? = 0 for them. 0 
Proof of(B). Let v be a vertex where the skein relation is applied and let L, U, R and 
D be regions adjacent o u in the way shown in Fig. 6(b). Let gl(L) = a, gl(U) = /?, gl(R) = y, 
and gl(D) = 6. Then (see Fig. 8) g(L) = a - 1, a(U)=b + 1, 2(R) =y - 1, and 
g(D) = 6 + 1 (I use the same notation as above). 
Define a function 8 on W by the following formulas: s(L) = a - i, g(U) = fi + 3, 
s(R) = y - & aD) = 6 + i, and gqP) = gl(P) for any P E 4 = 9\{L, U, R, D}. 
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Ad = r ((z&P, Q))” ~itJ?~(Q) - WcP, Q)j2 W) d(Q)) 
P,Qd 
= p~~gl(P)((ind,(L,p))2(C( - 1 1 + @&(U,p))2(fi + 1 -B) 
- (indc(R, P))2(y - 1 - y) + (indc(D,P))‘(6 + 1 - 6)) 
+ ((a - 1)(8 + 1) - NV + ((B + l)(Y - 1) - Br) + (Y - l)V + 1) - @) 
+ ((6 + 1)(x - 1) - 6cr) + 4((a - l)(y - 1) - q). 
Since for any region P, indc(U,P) = indc(L,P) - 1 = indc(R,P) + 1 = indc(QP), 
Ad = c gl(P)( - (indc(U,P) + 1)2 + (indc(U,P))2 
PSse^ 
- (indc(U,P) - l)* + (indc(U,P))2) - 2cr - 2/I - 2y - 26 
= - 2p;@gl(P) - 2G-x + B + Y + 6) 
= - 2 c gl(P) = - 2. 
PE91 
Therefore J= d - 2. It implies that 
Ad’ = (d+ 1)2 - (& + l)* = - 2(J+ d + 2) = - 46. 
Let J~=T~.“~~ (indc(L, U))‘s(L)j$(U). One can prove by the same computation as 
above that d = d - 1. Therefore Ad’ = - 4d - 4. 
Computation of A8 is the easiest one: 
AB = 3 c &(P)g(P) - St,(P)gl(P)) 
PE91 
= 3(Stc(L)(cr - 1 - tl) + Stc(U)(j + 1 - B) + S@)(y - 1 - y) + st,(D)(s + 1 - 4) 
= 3(- St&,) + St,(U) - St@) + St,(D)) = -6. 
I Let A,(P, Q) = MP, Q, L) - AC@‘, Q, U) + A&', Q, RI - MP, Q,o) for anq 
P, Q E 9% Then 
A% = r @c(P, Q, S)%J’)~i(Q)i$i(S) - A&‘, Q, S)dU’) gUQ)gW)) 
P,Q,SeZ 
by Lemma 4.4(a) - 
c W)gl(QNW’, Q,L)(a - 1 - 4 + A&‘, Q, W8 + 1 - B) 
P.Q& 
regions 
+ UP, Q, WY - 1 - Y) + A&‘, Q, W + 1 - 4) 
+ p~~gW’~&V’~ L Wa - P - 1) + AC@‘, U, WY - B - 1) 
+ Ac(P, R, D)(y - 6 - 1) + A&P, D, L)(a - 6 - 1) 
+ Ac(P, L, R)(l - a - Y) + &P, U,NP + 6 + 1)) 
+ A&, U, RN@ - l)(B + l)(y - 1) - afly) 
+ &W,R,W((B + NY - 1)V + 1) - BYC? 
+ &(R,QL)((y - 1W + l)(a - 1) - yiW 
+ MD,L, UN@ + Ma - U(B + 1) - ik$) 
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= p&UP) sl(Q)t - AcU’, Q, L) + Actp, Q, U) - Actf’, Q, RI 
+ Act4 Q, U)) - 1 gW’)tA,tP, Ma - ;, + A,@‘, U)tB + ;, 
PE& 
+ UP, Rh - +, + A#‘, D)@ + f,, - A@, W - +)(8 + +I 
- A,(U, R)(B + +)(y - $) - A,(R,D)(y - +)(6 + +) 
- A,(D, L)(6 + +,(a - $) - A&, R)(u - +)(Y - +) 
- A\,(U,D)(j? + +)(S + ;) + 2 
=- F UP> Q) i&Y 8tQ) + 2. 
P,QES~ 
The middle equality above can be checked directly. Formula (13) implies that 
A,(P, Q) = 4(indc:(P, Q))’ + 4(indc:(P, Q))' - 16 ind&', Q)in&:V', Q) 
= 4(indc;(P, Q) + indc:(P, Q))’ - 24 indc:(P, Q)i&:(P, Q) 
= 4(indc(P, Q))* - 24indc:(P, Q)indc:(P, Q). 
Therefore 
A%? = - 4d + 24 r indc;(P, Q)indc;(P, Q)&P)s(Q) + 2. 
P,QEB 
Now one can compute that 
A% = & (A&’ - A%9 - A%?) = - r indc:(P, Q) indc:(P, Q) g(P) s(Q). 
P,Q=-U 
Notice that gT‘ is nothing but the gleam function for the link Ka (see Fig. 8). Formula (4) 
implies that !E - g = - A.% = lk(&). q 
Proofof( Let Co and C1 be spherical curves shown in Fig. 10. Let P and Q be regions 
of Co and X, Y, 2, T, and S be regions of Cr which are distributed in the way shown in 
Fig. 10. _ 
Fig. 10. 
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Then StcO(P) = St,-,(Q) = St,,(X) = St,,(Y) = Stc,(Z) = 0 and Stc,(T) = Stcl(S) = 1 
(see Appendix A). Formula (6) implies that Ac,(X, Y, Z) = - 24, Ac,(T, X, S) = 
Ac,(T, Y,S) = Ac,(T,Z, S) = 4 and all other special indices are 0. Therefore 
g(G) = &rgl(P) gl(QkUP)gl(Q) + 9, 
I =&&W) + W)MW) + gl(Y) + gW) 
+ 4gl(T)gl(S) + 1)’ - 1 - 3(&T) + gl(S)) 
- 4 gl(T) gl(S)(gl(X) + gl(Y) + gl(Z)) 
+ 24gl(X)gl(Y)gl(Z)). 
It is easy to check that %(C,) = 0 for gl(P) = 0 and gl(Q) = 1, and .%“(CJ = 1 for 
gl(X) = gl(Y) = gl(Z) = - 1, gl(T) = 3, and gl(S) = 4. 
This completes the proof of formula (8). cl 
4.3. Knots in lens spaces 
All constructions of Section 2 can be repeated in the case of an arbitrary bundle rc over 
S2 with a fiber S’. The only difference is that now the Euler number of rc can be any integer 
number. Let x be this number. The total space of 71 is either S2 x S’ (if x = 0), S3 (if 1 = If: l), 
or lens space L( 1x1,1) otherwise. Let g be the total gleam of shadows. It was mentioned once 
(see 2.3) that g = x. 
4.5. THEOREM. Let K be a generic knot in the total space of n and a spherical curve C be 
the projection of K under n. Define a number v;(K) by the following formula: 
u;(K) = &d(W) + 1)’ - 39 c &WglW 
XE.3 
-is 1 M-T Y,Z)gUX)gUY)gl(Z) - l), (14) 
x. Y,ZE.% 
where l(K) is defined by formula (5). Then vi does not change under the three shadow moves 
and satisjes the main skein relation for v2 (see Fig. 8). Thus formula (14) can be considered as 
a dejinition of the Vassiliev invariant of degree two of knots in a 3-manifold which isJibered 
over S2 with aJiber S’. 
The proof of Theorem 4.5 is just a slight modification of the proof of formula (8). 
4.4. Proof of Lemma 4.4 
Let C be a generic oriented spherical curve and let X, Y, and Z be three regions of C. 
Recall that I have to prove that the spherical index Ac(X, Y,Z) defined by formula (6) 
depends only on the homotopy class of C in S2 \{x, y, z >, w h ere x, y, and z are interior points 
of the regions X, Y, Z, respectively. It is enough to show that the value of Ac(X, Y, Z) does 
not change under three local perestroikas of the curve corresponding to the three shadow 
moves (see Fig. 11) (I certainly assume that the curve does not jump through the regions X, 
Y, and Z under these. perestroikas.) Denote the local perestroikas by the same symbols S1, 
s2, s3. 
Consider the case of S1 with the branch of curve oriented upwards. Let T be the region 
bounded by the small curl and v. be the vertex which disappears in the perestroika 
(see Fig. 11). It is obvious that for any regions P, Q E a\ {T } and for any vertex u E r\ {u. > 
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Fig. 11. Smoothing and perestroikas. 
the value of w&P) increases by 1 and the values of indc(P, Q), indc:(P, Q), and indc:(P, Q) do 
not change at all. Moreover, indc:$P, Q) = 0 and indc;JP, Q) = indc(P, Q). Therefore, the 
value of A&X, Y, 2) changes under the perestroika by 
$(37xX, Y,Z)) - 2(Tc:ow,Y,Z)- T,:o(X,Y,Z)) = 0. 
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The case of Sz is simpler because all terms do not change except hose corresponding to 
vertices v1 and 212 (see Fig. 11). But these terms cancel each other since the branch of the 
curve which is “left” with respect o u1 is “right” with respect o u2 and vice versa. The case of 
S3 is completely obvious since nothing changes at all (see Fig. 11). 
Now I only need to prove the properties (1 l)-(13) of the spherical index. 
Proof of(11). In this case 
Tc(X, X, Y) = (indc(X, X) + indc( Y, X)) 
x (indc( Y, X) + indc(X, X))(indc(X, Y) + indc(X, Y)) 
= 2(indc(X, Y))“. (15) 
Therefore 
Ac(X,X, Y) = $(indc(X,X))2 + (indc(X, Y))2 + (indc(Y,X))‘)’ 
+&(X) + WC(X) + wc(Y))Tc(X,X, Y) 
+ 2 c (Tc:(X,X, Y) - %:(X,X, Y)) 
VEV 
= $((indc(X, Y))4 + (2wc(X) + wc(Y))(indc(X, Y))3) 
+ 4 “Fy ((indc:(X, Y))3 - (inde:(X, Y))3) 
= 2(wc(X) + wc( Y )(indc(X, Y ))3 
+ 4 VFy ((indc:(X, Y))3 - tindc:(X, Y))3). 
The part (a) of lemma (which has just been proved) allows one to make C look as in 
Fig. 12(a). Let n be the number of vertices of the curve. Denote these vertices by 
Ul,DZ, . . . ,u, [see Fig. 12(a)]. Then we(X) = - n - 1, we(Y) = n + 1 and indc;,(X, Y) = i, 
indc;$X, Y) = n + 1 - i for any 1 < i < n. Hence 
Ac(X,X, Y) = 0 + f: (i3 - (n + 1 - i)3) = 0. 
i=l 
Proof of (12). This case is similar to the previous one. The only difference is that the 
curve should look like the one in Fig. 12(b). The rest is the same. 
Y 
*.a* 
*.......... .-.. 
*. 
: *. 
. : 
: : 
@ 
: i X 'ul v2;. 
. . : 
‘. : 
. . . . .*. 
*-...........* 
.* 
(4 (b) 
Fig. 12. Special cases of region locations. (a) Two regions in the triple coinside. (b) Two adjacent regions. 
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Proofof(l3). This proof is rather technical but straightforward and I do not intend to 
write down the details. The crucial idea is to replace A,#‘, Y,Z) by A#, Y,Z) - 
+(A#, Y, Y) + Ac(P, Z,Z)) for any P E {L, U, R,D}. By (11) this does not change the 
result, but simplifies all computations. In particular, it helps to avoid summation com- 
pletely. Nevertheless, I leave the rest to the reader. 
Lemma 4.4 is proved completely. cl 
APPENDIX A 
In this section I recall the definition of three Arnold’s numerical invariants of generic 
plane curves [l]. Here the invariance is invariance under homotopy in the class of generic 
curves. These invariants are denoted by St, Jf, and J-. The notation St originates from the 
name Strangeness which was chosen by Arnold. 
For the purpose of this paper I need only Strangeness, but it is easier to speak about all 
three invariants together, since their definitions are similar. The invariants St, .J+, and J- in 
a sense characterize, respectively, the number of triple point, direct and reverse self-tangency 
perestroikas which must occur in a generic regular homotopy connecting one curve with 
another. To make the complete definition I need additional constructions. 
A.1. Auxiliary definitions 
Recall that Whitney index of an oriented generic plane curve is the total rotation 
number of the tangent vector to the curve (this is, obviously, the degree of the map which 
associates adirection of the tangent vector to every point of the circle). The index of a curve 
C is denoted by w(C). It is easy to see that the index does not change under a regular 
homotopy of a curve that is a Cl-smooth homotopy in the class of C’-immersions. 
Remark that a change of orientation of the curve (that is an orientation reversing 
reparametrization) changes the sign of the Whitney index. Moreover, the sign changes 
under reversing of orientation of the plane (w*. Therefore in the case of a non-oriented curve 
(or plane) one can define only the absolute value of the Whitney index. The simplest 
examples of the curve with indices 0, f 1, f2, . . . are shown in Fig. 13. 
A.l. THEOREM (Whitney [9]). Two curves C1 and C2 can be transformed into each other 
by a regular homotopy if and only if w(C,) = w(C,). 
A non-generic urve is called a jirst order singular curve or simply a l-singular curve if it 
differs from a generic curve either in exactly one point of triple transversal self-intersection 
or in exactly one point of self-tangency. In the case of generic regular homotopy between 
two generic curves one meets only finitely many non-generic curves and each of them is 
a l-singular curve. 
Ko KI K2 K3 
Fig. 13. The standard curves with Whitney indices 0, + 1, + 2, + 3, . . . . 
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X 22 
direct self-tangency 
triple point reverse self-tangency 
Fig. 14. The types of l-singular curves. 
Fig. 15. The perestroikas of generic curves. 
In a point of self-tangency the velocity vectors of the tangent branches can have either 
the same directions or the opposite ones. In the first case the self-tangency is called direct 
and in the second reverse. Remark that the type of the self-tangency point does not change 
under reversing of orientation. 
Hence there are three types of l-singular curves (see Fig. 14). The passages through 
singular curves during a generic homotopy correspond to three perestroikas of a curve (see 
Fig. 15). 
Consider the triple point perestroika more carefully. Just before and just after the 
passage through a l-singular curve with triple point, there is a small triangle close to the 
place of perestroika which is formed by three branches of the curve. This triangle is called 
vanishing. The orientation of the curve defines a cyclic order of edges of the triangle. This is 
the order in which one meets the edges moving along the curve. This cyclic order gives the 
orientation of the triangle and, therefore, the orientation of its edges. Denote by q the 
number of edges of the vanishing triangle for which the orientation obtained coincides with 
the orientation of the curve (it is obvious that q takes values between 0 and 3). 
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Fig. 16. The vanishing triangle signs. 
Define a sign of the vanishing triangle as (- l)q. Remark that the sign does not change 
under reversing of orientation of the curve. Some examples of vanishing triangles with 
different signs are shown in Fig. 16. It is demonstrated in the same figure that before and 
after the perestroika the signs of the vanishing triangles are different. 
A.2. Definitions (Arnold Cl]). (1) A triple point perestroika is called positive if the 
newborn vanishing triangle is positive. 
(2) A self-tangency perestroika is called positive if it increases (by 2) the number of 
self-intersection points of the curve. 
A.2. Three Arnold’s invariants 
The following theorem provides a definition of invariants of generic (plane) curve, which 
was promised above. 
A.3. THEOREM (Arnold Cl]). There exist three integers St(C), J’(C), and J-(C) 
assigned to an arbitrary generic plane curve C which are uniquely defined by the following 
properties. 
(i) St, J+ and J- are invariant under a regular homotopy in the class of generic curves. 
(ii) St does not change under self-tangency perestroikas and increases by 1 under a positive 
triple point perestroika. 
(iii) J+ does not change under triple point and reverse self-tangency perestroikas and increases 
by 2 under a positive direct self-tangency perestroika. 
(iv) J- does not change under triple point and direct self-tangency perestroikas and decreases 
by 2 under a positive reverse self-tangency perestroika. 
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x V i 
Fig. 17. Sign of a vertex. The numbers in the circles are the edge numbers. 
(v) On the standard curves KO, Kl, Kz, . . . , shown in Fig. 13, St, J+ and J- take the 
following values: 
St(&) = 0, St(Ki+l) = i (i = 0,1,2, . . . ); 
J+ (K,) = 0, J’(Ki+l) = - 2i (i = 0,1,2, . . . ); 
J- (K,) = 0, J-(Ki+l)= -3i (i=O,1,2, . . . ). 
Remark. The normalization of St and J* which is fixed by the last property makes them 
additive with respect o the connected summation of curves. 
Starting from this point I consider only Strangeness. To show some useful properties of 
Strangeness, I need to introduce an explicit formula for it. I proved the formula in [lo]. 
A-3. Formula for St 
Consider a generic plane curve C. Let (as before) W be the set of its regions. It is obvious 
that all regions are homeomorphic to an open disk except he one (called an exterior region) 
which is homeomorphic to an open annulus. 
On the curve C fix an initial point f which is not a self-intersection point. One can 
enumerate all edges by numbers from 1 to 2n (where n is the number of vertices of the curve 
C) following the orientation and assigning 1 to the edge with the point& 
Consider an arbitrary vertex u. There are two edges pointing to the vertex. Let them 
have numbers i andj such that the tangent vector to the edge i and the tangent vector to the 
edge j give a positive orientation of the plane (see Fig. 17). Define a sign of the vertex v as the 
number sign(i -j). Denote the sign of a vertex v by s(u). 
Recall that the index of a region P E B is the total rotation number of the radius vector 
which connects an arbitrary interior point of the region P to a point moving along the curve 
C. Define index of a vertex u as a quarter-sum of the indices of four regions adjacent o v. 
Denote this index by indc(v). 
A.4. THEOREM (Shumakovitch [lo]). Let & be the half-sum of the indices of two regions 
adjacent to the initial point $ Then 
St(C) = C s(v)ind&u) + S$ -i, (AI) 
WY 
where V is the set of atl vertices. 
Formula (Al) immediately implies that under the perestroika of a curve corresponding 
to shadow move S1 (see Fig. 9) the value of Strangeness increases by the index of the region 
surrounding the vanishing curl (the orientation of a curve is really important here). 
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Let CL, CLr, CR, and CD be the generic plane curves which are obtained from C by 
deleting from the sphere interior points of the corresponding regions. It is clear that 
indc,(P) = indc,(P) + 1 = indc,(P) - 1 = indc,(P) for any region P. Hence the same 
equalities hold true for & and ind&) for any vertex u. Therefore 
St,(L) - St@) + St&z) - St,(D) 
= st(c,) - st(c”) + st(c,) - st(s,) 
= “FV s(u)(indc,(v) - indc,(v) + indc,(u) - indc,(u)) + S& - S,$, + S& - S&, 
= O~s(u)(indc,(u) - 1 - Zindc,(u) + indc,(u) + 1) 
+ (6,, - 1)2 - 26E, + (6,” + 1)2 = 2. cl 
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