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Gaussian Free Field in the background of correlated random clusters, formed by
metallic nanoparticles
J. Cheraghalizadeh,1 M. N. Najafi*,1 and H. Mohammadzadeh1
1Department of Physics, University of Mohaghegh Ardabili, P.O. Box 179, Ardabil, Iran∗
The effect of metallic nano-particles (MNPs) on the electrostatic potential of a disordered 2D
dielectric media is considered. The disorder in the media is assumed to be white-noise Coulomb
impurities with normal distribution. To realize the correlations between the MNPs we have used
the Ising model with an artificial temperature T that controls the number of MNPs as well as their
correlations. In the T → 0 limit, one retrieves the Gaussian free field (GFF), and in the finite
temperature the problem is equivalent to a GFF in iso-potential islands. The problem is argued
to be equivalent to a scale-invariant random surface with some critical exponents which vary with
T and correspondingly are correlation-dependent. Two type of observables have been considered:
local and global quantities. We have observed that the MNPs soften the random potential and
reduce its statistical fluctuations. This softening is observed in the local as well as the geometrical
quantities. The correlation function of the electrostatic and its total variance are observed to be
logarithmic just like the GFF, i.e. the roughness exponent remains zero for all temperatures, whereas
the proportionality constants scale with T − Tc. The fractal dimension of iso-potential lines (Df ),
the exponent of the distribution function of the gyration radius (τr), and the loop lengths (τl),
and also the exponent of the loop Green function xl change in terms of T − Tc in a power-law
fashion, with some critical exponents reported in the text. Importantly we have observed that
Df (T )−Df (Tc) ∼ 1√
ξ(T )
, in which ξ(T ) is the spin correlation length in the Ising model.
PACS numbers: 05., 05.20.-y, 05.10.Ln, 05.45.Df
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I. INTRODUCTION
The effect of environmental disorder is a long-standing
problem in the condensed matter systems. The disor-
der, produced by doping neutral metallic nanoparticles
(MNPs) in a d-dimensional (d = two or three) solid
state system, has an impressive impact in the trans-
port of the media and can be tracked in both quantum
and classical levels. The examples are incorporation of
MNPs in graphene [1–4], enhancement of optical prop-
erties in optical devices using MNPs [5–12] and the ran-
dom laser [13], improving photocatalytic activity of TiO2
films [14], its application in the sensor technology [15]
and solar cells [16, 17] and other thin films [18]. MNPs
cause a wide variety of physical phenomena in the con-
densed matter systems, such as the Anderson localiza-
tion [19], catalytic materials when incorporated to the
porous media [20], the effect of MPNs on organic nano-
floating-gate memory devices [21], and on the acoustic
vibrations in dielectric shells [22]. The subject has been
vastly investigated in the literature [23, 24]. In many
cases, in addition to the doped neutral MNPs, Coulomb
disorders (impurities) are also present which make the
problem theoretically challenging. Commonly the time
scale of the dynamics of these impurities is very larger
than the typical electronic time scales, which makes it
permissible to take them into account as quenched. The
other complexity of such systems is the formation pat-
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tern of the metallic clusters. It is well-known that the
MNPs are not independent of each other, but their corre-
lations cause them to aggregate and form some connected
metallic clusters, i.e. one deals with metallic islands in
the dielectric media. Despite of the huge theoretical and
experimental literature concerning the subject, there is
very limited knowledge on the effect of MNPs on the
properties of the media. An overall agreement is also ab-
sent on the formation pattern of these clusters, since the
correlation between the MNPs are not known which are
controlled by their cohesive energies and also the media
around. The Poisson equation for the dielectric media
with uncorrelated Coulomb disorders in the absence of
the MNP clusters in two-dimensions is mapped to the
Gaussian free field (GFF) problem and the Coulomb gas
in general.
The most general Coulomb gas is a gas of particles that
carry a scalar quantized electric and magnetic charges
with no external electric or magnetic fields. Many
condensed matter systems are directly mapped to the
Coulomb gases. Among them are the XY model [25], the
Ashkin-Teller model [26], the q-state Potts model [26, 27],
the antiferromagnetic Pottes model [28], the O(n) model,
the frustrated Ising models [29], vortices dynamics in
superfluids [30] and the quantum Hall systems via the
plasma analogy of the wave function [31]. This corre-
spondence is not restricted to the equilibrium phenom-
ena. Edwards-Wilkinson (EW) model of growth process
in the steady state corresponds to GFF which itself corre-
sponds to the Coulomb gas with zero background charge.
The EW problem is equivalent to the Laplace equation
in the presence of white noise charge [32].
2In the present paper we consider the effect of MNPs on
the properties of the GFF system in a two-dimensional
system. This system is built by solving the Poisson equa-
tion in the presence of uncorrelated white-noise Coulomb
charges which is related to the EW model in the steady
state. The effect of the MNPs is realized by iso-potential
clusters which impose some additional boundary condi-
tions. We model the correlations between MNPs by the
Ising model with an artificial temperature T . This tem-
perature is not the real one, but a quantity which con-
trols the mentioned correlations. In fact we map the
problem of the formation of MNPs in the isotropic di-
electric system to the Ising model for which the tem-
perature plays the role of a control parameter. Such
an approach is familiar for other systems, like the po-
sition pattern of oxygen atoms in Cu-O planes in YBCO
compounds in the normal mode [33]. The problem is
also interesting from the field theory point of view. It is
well-known that the GFF corresponds to c = 1 confor-
mal field theory (CFT), whereas the critical Ising model
belongs to c = 12 CFT class. The problem of GFF
in the background of Ising-correlated MNP clusters can
be viewed as the coupling of c = 1 and c = 12 CFTs,
which is of theoretical interest. It is seen that the be-
havior of the model at the critical temperature changes
significantly with respect to the low-temperature phase,
and in the vicinity of the critical (artificial) temperature
some power-law behaviors emerge. We find that the sys-
tem becomes non-Gaussian at (and in the vicinity of)
the critical temperature with some exponents different
from GFF. Importantly the fractal dimension of the loops
(contour lines of the random potential) changes from low-
temperature values DT=0F = D
GFF
F =
3
2 , to the amount
DT=TcF = 1.4± 0.01 which is closer to the fractal dimen-
sion of the fractal dimension of the external perimeter
of the 2D critical Ising model DIsingF =
11
8 , although the
other critical exponents are significantly different. The
paper has been organized as follows: In the following
section, we motivate this study and introduce and de-
scribe the model. The numerical methods and details
are explored in SEC IIA. The results are presented in
the section III. We end the paper by a conclusion.
II. THE CONSTRUCTION OF THE PROBLEM
In this section we construct the main idea of the
present paper that is the electrostatic potential inside
a dielectric media with stochastic iso-potential islands
which is further disordered by Coulomb impurities. Not-
ing that in the absence of iso-potential islands, the sys-
tem corresponds to Gaussian free field (GFF), we can
imagine of this problem as the GFF in the background
of metallic islands. The spatial pattern of connectedness
of MNPs in a dielectric media is generally complex and
many internal degrees of freedom play role in the prob-
lem, e.g. the cohesive energy, the particle sizes and the
effect of the media around. One way out of these com-
plexities retaining the controllable correlations is to map
the problem to a model with reduced degrees of freedom.
The reduced model should be a two-state model, like the
Ising model with a control parameter, i.e. the artificial
temperature T . This mapping reduces the problem de-
grees of freedom, in favor of simplification, retaining some
key parameters which capture the physical processes and
allows tunable correlations in the position of MNPs to
form the iso-potential islands. Using of the Ising model
for the formation pattern of MNP clusters has three ben-
efits: firstly it is a two-state model with tunable cor-
relations, secondly it contains short-range interactions
(which is reasonable for the neutral MNPs) and thirdly
it is simple for simulation. It is always an important
candidate as a reduced model for the systems with two
effective states, such as the state of the oxygen atoms
in the Cu-O planes of YBCO compounds [33] and the
state of the impermeable rocks in the porous media [34].
When the host configuration is made, one can simulate
the dynamical model on it, which can be interpreted as
the coupling between the dynamical statistical model to
the Ising model as the host [35].
For the purposes mentioned above, the system is meshed
by cells each of which can have one of the two states:
empty (not occupied by a MNP) or occupied by a MNP.
The system is also supposed to experience the Coulomb
disorder which is modeled by white noise, in presence of
which the Poisson equation is solved. The spins of the
dual Ising model play the role of the field of presence or
absence of MNPs. More precisely, if we show the spins
by σ, then σi equals to −1 (+1) if a MNP is present
(absent) in the ith site. The positive-correlation is real-
ized by the ferromagnetic Ising model (positive coupling
constant), whereas the negative-correlation is realized by
the anti-ferromagnetic one (negative coupling constant).
The correlations in the Ising system are controlled by the
artificial temperature T which has nothing to do with
the temperature of the sample and determines the shape
of the iso-potential (metallic) islands. We use this word
without ’artificial’ throughout this paper, having in mind
that we mean the control parameter. The Ising Hamil-
tonian is:
H = −J
∑
〈i,j〉
σiσj − h
∑
i
σi, σi = ±1 (1)
in which J is the coupling constant (J > 0 for the ferro-
magnetic system and J < 0 for anti-ferromagnetic one),
h is the magnetic field which controls the population of
the MNPs and 〈i, j〉 means that the sites i and j are
nearest neighbors. It is worthy to emphasis that we use
the Ising model as the metric space and the model is not
a magnetic one. For h = 0 the Ising model is well-known
to exhibit a non-zero magnetization per site M = 〈σi〉 at
temperatures below a critical temperature Tc. In our real
system the number of vacant sites (not occupied by the
MNPs) is equal to 12N(M + 1) in which N is the total
number of sites in the sample in which the MNPs can
sit, i.e. M(T, h) is related to the abundance of MNPs.
3Therefore the population of MNPs and their correlations
can be fully tuned by T and h. In this paper we set h to
zero, i.e. the tendency of the system of being blank or
being occupied by MNPs is equal.
Although we set h = 0 throughout this paper, we prefer
to mention some points concerning this parameter here.
Many local and geometrical properties of the Ising model
are known [36–40]. There are two transitions in the Ising
model: the magnetic (paramagnetic to ferromagnetic)
transition and the percolation transition (in which the
connected geometrical spin clusters percolate). For the
2D regular Ising model at h = 0 these two transitions oc-
cur simultaneously [36], although it is not the case for all
versions of the Ising model, e.g. for the site-diluted Ising
model [39]. For the details of the percolation transition
associated with the critical point of the 2D Ising model
see [37] and [38]. The magnetization has a discontinuity
at h = 0 along the T < Tc line, i.e. for h = 0
+ and T < Tc
we have M > 0, whereas for the case h = 0− and T < Tc
we have M < 0. The percolation description of the Ising
model is as follows: In each T and h the system is com-
posed of some spin clusters. Let us consider only down-
spin clusters (corresponding to the presence of MNPs in
the main problem), having in mind that the system has
the symmetry h→ −h and σi → −σi. We define hth(T )
as the magnetic field threshold below which there is no
spanning cluster of the parallel spins and above which
some spanning clusters appear. Apparently for T = 0 all
spins align in the same direction and Hth(T = 0) = 0
+.
Also for T = ∞ the spins are uncorrelated and take the
up direction with the probability 12e
h/ coshh. Therefore
the percolation threshold pIsingc in the case T →∞ is:
pIsingc =
ehth(∞)
2 cosh (hth(∞)) . (2)
By this relation, the infinite temperature Ising model is
mapped to the percolation problem. This can be done
for an arbitrary temperature with a modified relation.
Before describing the problem in this type of media, let
us first briefly introduce the standard method of generat-
ing GFFs. As mentioned above, the EW model becomes
GFF in the steady state. The EW model for a field V is
as follows:
∂tV (~r, t) = ∇2V (~r, t) + η(~r, t) (3)
in which η(~r, t) is a white noise with the properties
〈η(~r, t)〉 = 0 and 〈η(~r, t)η(~r′, t′)〉 = ζδ3(~r − ~r′)δ(t − t′)
and ζ is the strength of the noise. V (~r, t) is the height
field in the EW model, and is the electrostatic potential
in our paper (if t-independent). In the steady state the
problem becomes time-independent (∂tV = 0), acquiring
the following form:
∇2V (~r) = −ρ(~r)/ǫ (4)
which is the Poisson equation of some random Coulomb
impurities. In this relation ρ(~r) is the spatial white noise
with 〈ρ(~r)〉 = 0 and 〈ρ(~r)ρ(~r′)〉 = (nia)2δ3(~r − ~r′), ni
is the total density of Coulomb disorder, a is the lattice
constant, and ǫ is the dielectric function of the media
around. It is well-known that this model (which cor-
responds to the steady state of the EW model) in the
scaling limit belongs to the c = 1 conformal filed the-
ory corresponding to the GFF [41]. It is also known
that the contour lines of this model are described by the
Schramm-Loewner evolution (SLE) theory with the dif-
fusivity parameter κ = 4 [42]. The fractal dimension of
the contour loops DGFFf =
3
2 which is compatible with
the relation Df = 1 +
κ
8 . Before we proceed, it seems
necessary to review some features of the scale-invariant
2D random fields and rough surfaces.
Let V (x, y) ≡ V (r) be the height profile (in this paper
the electrostatic potential) of a scale invariant 2D ran-
dom rough field. The main property of self-affine ran-
dom fields is their invariance under rescaling [43–45]. The
probability distribution function of these fields transform
under r→ λr as follows: scaling law
V (λr)
d
= λαV (r), (5)
where the parameter α is roughness exponent or the
Hurst exponent and λ is a scaling factor and the symbol
d
= means the equality of the distributions. Let us denote
the Fourier transform of V (r) by V (q). The distribution
of a wide variety of random fields characterized by the
toughness exponent α is Gaussian with the form
P {V } ∼ exp
[
−k
2
∫ q0
0
dqq2(1+α)VqV−q
]
, (6)
where q0 is the momentum cut-off which is of the or-
der of the inverse of the lattice constant [46] and k
is some constant. The scale invariance, when com-
bined with the translational, rotational and scale in-
variance, has many interesting consequences. For ex-
ample the height-correlation function of V (r), C(r) ≡
〈[V (r+ r0)− V (r0)]2〉 is expected to behave like
C(r) ∼ |r|2αl , (7)
where the parameter αl is called the local roughness ex-
ponent [43] and 〈〉 denotes the ensemble average. The
above equation implies that the second moment of V (q)
scales with q for small values of q, i.e. S(q) ≡ 〈|V (q)|2〉 ∼
|q|−2(1+α) [45] which is obtained from the relation 7. An-
other measure to classify the scale invariant profile V (r)
is the total variance
W (L) ≡ 〈[V (r) − V¯ ]2〉L ∼ L2αg (8)
where V¯ = 〈V (r)〉L, and 〈. . . 〉L means that, the average
is taken over r in a box of size L. The parameter αg
is the global roughness exponent. Self-affine surfaces are
mono-fractals just if αg = αl = α [43].
The other test for V (r) to be Gaussian is that all of its
finite-dimensional probability distribution functions are
4Gaussian [47]. One of the requirements of this is that its
distribution is Gaussian:
P (V ) ≡ 1
σ
√
2π
e−
V 2
2σ2 , (9)
where σ is the standard deviation. Another quantity
whose moments distributions should be Gaussian is the
local curvature which is defined (at position r and at scale
b) as [48]
Cb(r) =
M∑
m=1
[V (r+ bem)− V (r)] , (10)
in which the offset directions {e1, . . . , eM} are a fixed set
of vectors whose sum is zero, i.e.
∑M
m=1 em = 0. If the
rough surface is Gaussian, then the distribution of the
local curvature P (Cb) is Gaussian and the first and all
the other odd moments of Cb manifestly vanish since the
random field has up/down symmetry V (r) ←→ −V (r).
Additionally, for Gaussian random fields we have:
〈C4b 〉
〈C2b 〉2
= 3. (11)
This relation is an important test for the Gaussian/non-
Gaussian character of a random field.
All of the analysis presented above are in terms of local
variable V (r). There is however a non-local view of point
in such problems, i.e. the iso-height lines of the profile
V (r) at the level set V (r) = V0 which also show the
scaling properties. When we cut the self-affine surface
V (x, y) some non-intersecting loops result which come in
many shapes and sizes [46, 48]. We choose 10 different V0
between maximum and minimum potentials and a con-
tour loop ensemble (CLE) is obtained. These geometrical
objects are scale invariant and show various power-law
behaviors, e.g., their size distribution is characterized by
a few power law relations and scaling exponents. The
scaling theory of CLEs of self-affine Gaussian fields was
introduced in Ref. [46] and developed in Ref. [48]. In the
following we introduce the various functions and relation,
firstly introduced in Ref. [48]. The most important local
quantities are αl and αg. For the non-local quantities the
exponent of the distribution functions of loop lengths l
(P (l)) and the gyration radius of loops r (P (r)) are of
especial importance. In addition the contour loop en-
semble can be characterized through the loop correlation
function G(r) = G(r) (r ≡ |r|) which is the probabil-
ity measure of how likely the two points separated by
the distance r lie on the same contour. For large rs this
function scales with r as
G(r) ∼ 1
r2xl
, (12)
where xl is the loop correlation exponent. It is believed
that the exponent xl is superuniversal, i.e. for all the
known mono-fractal Gaussian random fields in two di-
mensions this exponent is equal to 12 [46, 48].
Now consider the probability distribution P (l, r) which is
the measure of having contours with length (l, l+dl) and
radius (r, r + dr). For the scale invariant CLE, P (l, r) is
hypothesized to behave like [46]:
P (l, r) ∼ l−τl−1/Df g(l/rDf ), (13)
where g is a scaling function and the exponents Df and
τl are the fractal dimension and the length distribution
exponent, respectively. One also can define the fractal
dimension of the loops by the relation 〈l〉 ∼ rγlr . By the
following straightforward calculation
〈l〉 ≡
∫∞
0 lP (l, r)dl∫∞
0 P (l, r)dl
∼ rDf , (14)
we see that γlr = Df . Note also that the probability dis-
tribution of contour lengths P (l) is obtained using the re-
lation P (l) ≡ ∫∞
0
P (l, r)dr ∼ l−τl . It is shown that there
are the important scaling relations between the scaling
exponents α, Df , τl and xl as follows [48]:
Df (τl − 1) = 2− α, (15)
and
Df (τl − 3) = 2xl − 2. (16)
Now let us consider the effect of metallic islands. When
a MNP configuration is obtained, the Eq. 4 is solved
for the modified boundary conditions. Apart from the
real boundary conditions, the potential inside and on the
boundaries of the metallic islands should be constant of
the Neumann type. The Ising model (to determine the
shape of the MNP islands) is defined on the L×L square
lattice. After obtaining a spin configuration by solving
the Eq. 1 for h = 0 at a given temperature, the connected
spin clusters composed of up spins are identified and the
down spins are interpreted as the (occupied) metallic is-
lands. Let us name the on-occupied regions as the ac-
tive space. The random charged impurities are put on
the sites in the active space and the Poisson equation
is solved with the imposed boundary conditions. In the
numerical procedure of solving Eq. 4 in the active space
the effective coordination number plays an important role
which is defined (for the jth site) as:
zj ≡
∑
i∈neighbors of j
δσi,1 (17)
in which δ is the Kronecker delta function.
When the iso-potential islands are self-similar (h = 0
and T = Tc in our problem, in which the Ising model
is critical), the problem belongs to the context of the
critical phenomena on the fractal systems. This concept
was mainly begun by the work of Gefen et. al. [49]
in which it was claimed that the critical behavior of
the models is tuned by the detail of the topological
quantities of the fractal lattice. The cluster fractal
5dimension, the order of ramification and the connec-
tivity are some examples of these quantities [49]. This
concept can be extended to dilute systems that are
fractal in some limits [34, 35, 39, 50, 51]. There are
also some experimental motivations for these models.
The examples for the magnetic material in the porous
media are [39, 40, 52–57]. The critical Ising lattice in
this paper plays the role of the fractal lattice on which
the GFF is considered. For the case T → 0 which is a
regular lattice, one retrieves the results of the ordinary
c = 1 CFT and also SLE4.
The off-critical temperatures, especially in the close
vicinity of the critical temperature are also very impor-
tant, since they determine the universality class of the
model. We will see that in the vicinity of ht critical
temperature some power-law behaviors with well-defined
critical exponents emerge.
In the general theory of critical phenomena, each sys-
tem in the critical state shows some power-law behaviors
for the local and geometrical quantities, i.e. P (x) ∼ x−τx
(x = the local and geometrical statistical quantities).
The estimation of these exponents is a challenging prob-
lem, for which a detailed finite-size analysis is required.
For finite systems, the finite-size scaling (FSS) theory
predicts that [58]:
Px(x, L) = L
−βxgx(xL
−νx), (18)
in which gx is a universal function and βx and νx are some
exponents that are related by τx =
βx
νx
. The exponent νx
determines the cutoff behavior of the probability distri-
bution function. If FSS works, all distributions Px(x, L)
for various system sizes have to collapse, including their
cutoffs. For the critical systems one also expects that
rcutoff ∼ L, i.e., the cutoff radius should scale linearly
with the system size L (νr = 1), so that for all observ-
ables one gets νx = γxr [59]. Also we note that there is a
hyper-scaling relation between the τ exponents and the
fractal dimensions γx,y, which are defined by the relation
x ∼ yγx,y , namely:
γx,y =
τy − 1
τx − 1 . (19)
This relation is valid only when the conditional probabil-
ity function p(x|y) is a function with a very narrow peak
for both x and y variables.
A. Numerical methods
In this paper we have two coupled simulations, one
for the Ising model and the other for obtaining the ran-
dom potential for a particular configuration of Coulomb
impurities. The method of simulation in the vicinity of
the critical point is important, due to the critical slow-
ing down. To avoid the critical slowing down we have
used the Wolff Monte Carlo method to generate Ising
samples. Our ensemble averaging contains both random
Coulomb impurity averaging as well as the Ising lattice
averaging. The Ising independent samples were gener-
ated on the lattice sizes L = 64, 128, 256 and 512 for
each temperature. To make the Ising samples indepen-
dent, between each successive sampling, we have implied
L2/3 random spin flips and let the sample equilibrate
by 500L2 Monte Carlo steps. The main lattice has been
chosen to be square, for which the Ising critical tempera-
ture is Tc ≈ 2.269. Only the samples with temperatures
T ≤ Tc have been generated, since the spanning clusters
(active space) are present only for this case. The tem-
peratures considered in this paper are T = Tc − δt1 × i
(i = 1, 2, ..., 5 and δt1 = 0.01) to obtain the statistics in
the close vicinity of the critical temperature (note that
the model shows non-trivial power-law behaviors in the
vicinity of the critical temperature) and T = Tc− δt2× i
(i = 1, 2, ..., 10 and δt2 = 0.05) for the more distant tem-
peratures. To obtain the desired samples we have started
from the high temperatures (T > Tc). For each temper-
ature, 2× 103 Ising samples were generated and for each
Ising sample 102 configurations of Coulomb impurities
were tested. For solving the equation 4 we have used
the finite element method and the self-consistent method
with the accuracy parameter 10−4 was employed. When
an electrostatic potential is obtained, we extract the con-
tour lines by 10 different cuts with the same spacing be-
tween maximum and minimum values. It is notable that
for each L = 512 sample (for a given temperature) about
∼ 103 loops were obtained. This means that for each
temperature and L, something like 108 loops were gen-
erated. The Hoshen-Kopelman [60] algorithm has been
employed for identifying the clusters in the lattice. Fig-
ure 1 shows samples of the obtained potential for three
temperatures: T = 1.868, T = 2.2681 and T = 2.2682.
We see that the MNP islands become larger and self-
similar as T approaches the critical temperature from
bellow. The contour lines for 10 different cuts have been
shown.
III. RESULTS
For all temperatures, the system show critical be-
haviors and the random potential pattern V (r) is self-
similar and scale invariant. However the critical ex-
ponents change with the temperature. Two cases can
be processed separately: the critical (self-affine) host
space (T = Tc) and the super-critical one T < Tc. As
we will see, the critical case is very especial, for which
the exponents are substantially different from the low-
temperatures. It is interestingly observed that the criti-
cal exponents of all observables approach to the ones for
the T = Tc lattice in a power-law fashion. The properties
of the ordinary GFF is retrieved in the limit T → 0.
6(a) (b) (c)
FIG. 1: (Color online) The electrostatic potential for three temperatures: (a) T = 1.868, (b) T = 2.2681 and
T = 2.2682.
A. local properties
One of the important issues in the random field
surfaces is the Gaussian/non-Gaussian properties. The
question whether the distribution of a random field
is Gaussian can addressed directly by calculating the
distribution function of the field itself (here P (V )), and
the corresponding curvature field P (Cb) as explained
in the previous section. The fact that these functions
are Gaussian is a necessary, but not sufficient condition
for Gaussian random fields. These functions have
been shown in Figs. 2a and 2b, that are properly
fitted to Gaussian distribution. Although the mean
potential 〈V 〉 is zero for all temperatures, the variance
of P (V ) (σV ) decreases with increasing T , showing
that the distribution of the potential is sharpest in
T = Tc and the statistical fluctuations is larger for lower
temperatures and correspondingly smaller numbers of
MNPs. Therefore growing MNPs in a dielectric media
reduces the statistical fluctuations of the electrostatic
potential in the presence of Coulomb impurities. This
may have applications in the Schrodinger equation in
these systems with disorder potentials.
For a Gaussian distribution, Fb ≡
〈
C4b
〉
/
〈
C2b
〉2
= 3,
which is the case for low temperatures. As is shown
in the insets of Fig. 2b, for the higher temperatures
however, this function varies and reaches ∼ 3.9 as
T → Tc. This shows that the system deviates from the
Gaussian form.
The most important local quantity in rough surfaces
is the α exponent. Although the system become non-
Gaussian for temperatures near the critical temperature,
the α exponents are well-defined. In the GFF (T = 0
in this paper) it is well-known that α = 0 and C(r)
changes logarithmically with respect to r as is evident in
Fig. 2c. The MNP islands do not change this behavior
and for all considered temperatures this behavior has
Exponent Definition value
αl C(r) ∼ rαl 0
αg W (L) ∼ Lαg 0
γc |βT − βTc | ∼ tγc 0.60 ± 0.02
γw |ηT − ηTc | ∼ tγw 0.61 ± 0.02
TABLE I: The critical exponents of the local quantities.
been observed with different proportionality constant,
i.e. C(r) = βT log(r) in which βT is the proportion-
ality constant which is T -dependent. As is seen in
the inset of Fig. 2c, this dependence is power-law
(|β(T )− β(Tc)| ∼ tγc , t ≡ |T−Tc|Tc ) with the exponent
γc = 0.60 ± 0.02. The same is seen for the rough-
ness W (L) which changes logarithmically with L, i.e.
W (L) = η(T ) log(L) in which |η(T )− η(Tc)‖ ∼ tγw with
γw = 0.61± 0.02. We see that the effect of MNPs is just
changing the proportionality constant, and αl = αg = 0
for all temperatures. The results have been gathered in
TABLE I.
We conclude that although the MNPs sharpen the dis-
tribution function of the random potential, they do not
change the logarithmic behavior of the two-point corre-
lation function C(r) as well as the local roughnessW (L).
The analysis on the global properties of the model is nec-
essary to determine the change of the universality class
of the model with respect to T = 0 GFF.
B. geometrical properties
The local features of the critical models imply some
non-local properties, which make the problem worthy
to be investigated from the geometrical point of view.
This helps to distinguish more precisely the universal-
ity class of the model in hand. The critical exponents
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FIG. 2: (Color online) (a) The distribution of the random potential P (V ) with respect to (V − 〈V 〉) /σV for various
temperature for L = 512. Note that 〈V 〉 = 0 for all temperatures. Inset: the variance σV in terms of temperature.
(b) The distribution of the curvature of the random potential P (C1) for various temperatures. Left inset:
Fb ≡ 〈C
4
1〉
〈C21〉2 in terms of T for b = 20. Right inset: Fb in terms of b. Logarithmic behavior of (c) C(r) and (d) W (l)
with the power-law behavior of the proportionality constants β(T ) and η(T ) respectively.
of the distribution functions are examples of these expo-
nents. There are also some key geometrical exponents
which are uniquely dedicated to universality classes and
can be interpreted as the representative of that class.
The fractal dimension of the contour loops of the crit-
ical model is one of these quantities. According to the
SLE theory, the 2D critical models are classified using
the diffusivity parameter κ. The interfaces of such mod-
els are described by SLEκ. The fractal dimension Df of
the interfaces of the model is related to the diffusivity
parameter by Df = 1 +
κ
8 , which shows the importance
of this exponent.
The fractal dimension of the contour loops at the criti-
cal temperature T = Tc for various lattice sizes has been
shown in Fig. 3. As seen in this figure Df (Tc) changes
with 1/ log(L). For L = 512 the fractal dimension is ob-
tained 1.40 ± 0.02. This exponent differs from (is lower
than) the fractal dimension of contour lines of GFF 6.6%
(DGFFf = D
T=0
f =
3
2 [48]) and 7.3% from the fractal
dimension of the external perimeter of the spin clusters
of the critical 2D Ising model (DIsingf =
11
8 [? ]). The
power-law behavior of Df (T ) − Df(Tc) in terms of t is
shown in Fig. 3b with the exponent γn. We have ob-
tained the exponent γn equals 0.49± 0.03 whose closest
fractional value is 12 . This relation is held for all lattice
sizes considered in this paper. Noting that the correlation
length of the 2D Ising model ξ scales with temperature
as ξ ∼ |T −Tc|−1, one finds the following scaling relation:
DF (T )−DF (Tc) ∼ 1√
ξ
. (20)
This 12 exponent is expected to be the most important
off-critical geometrical exponent in the problem which
characterizes the universality class of the model in hand.
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FIG. 3: (Color online) (a) The fractal dimension defined by 〈l〉 ∼ RDf (a) in terms of system size (L) for T = Tc and
(b) in terms of T for L = 512. The inset of (b): the power-law variation of the fractal dimension with respect to the
temperature.
β ν β/ν τ (slope)
r 2.8± 0.1 1.03 ± 0.02 2.7± 0.1 2.7± 0.1
r:(GFF,Ising) – – – (3[48],3.4 ± 0.1[62])
l 2.8± 0.1 1.3 ± 0.05 2.15 ± 0.05 2.2± 0.1
l:(GFF,Ising) – – – ( 7
3
[48], 27
11
[62])
TABLE II: The critical exponents of the global
quantities (τr and τl) at T = Tc, resulting from the data
collapse and the slope of the graph for L = 512. The
corresponding exponents for the GFF and the critical
Ising models have been shown for comparison.
This exponent is interestingly the same as the exponent
for the self-avoiding walk on the Ising-correlated per-
colation lattice [61], although the fractal dimension at
T = Tc is different.
The exponents τr and τl have been calculated in
Figs. 4a and 4b for T = Tc for various lattice sizes, and
in Figs. 4c and 4d for all temperatures for L = 512. The
data collapse analysis shows that the finite size hypoth-
esis works and τr(Tc) = 2.73 ± 0.1 and τl(Tc) = 2.17.
These values should be compared with the GFF expo-
nents, i.e. τGFFr = τ
T=0
r = 3 and τ
GFF
l = τ
T=0
l =
7
3 .
These exponents (at T = Tc) have been gathered in
TABLE II. The obtained exponents are meaningfully
different from the corresponding values for GFF and
Ising model, as shown in this table.
The result that the MNPs lower both τr and τl,
along with reducing the fractal dimension of curves,
show that the MNPs soften the random potential and
correspondingly the iso-potential contours. This is
compatible with the result of the previous subsection,
i.e. the MNPs reduce the fluctuations of the random
Exponent Definition value
γn |Df (T )−Df (Tc)| ∼ tγn 0.49 ± 0.03
ρn |τr(T )− τr(Tc)| ∼ tρn 0.5 ± 0.05
ζn |τl(T )− τl(Tc)| ∼ tζn 0.41 ± 0.05
ξn |xl(T )− xl(Tc)| ∼ tξn 0.57 ± 0.05
TABLE III: The critical exponents of the global
quantities away from the critical temperature.
potential. The fact that more fluctuating potential re-
sults to more rough and twisted iso-potential lines, leads
one to conclude that the MNPs soften the fluctuations
of the random potential. This softening occurs in a
power-law form which have been shown in Fig. 4c (for
τr) and Fig. 4d (for τl). It is very interesting that the
resulting exponents are more or less equal to γn ≃ 0.5.
The results have been shown in TABLE III.
It is well-known that xl is superuniversal for all known
Gaussian random field and is equal to 12 (as stated in the
previous section). This exponent changes considerably
for the temperatures in the vicinity of Tc. This confirms
that the random potentials for high temperatures (close
to the critical temperature) are non-Gaussian in accor-
dance with the results of the previous sub-section. This
has been shown in Fig. 4e in which G(r) has been plot-
ted for various temperatures for L = 512. It is seen that
xl(T )−xl(Tc) varies in a power-law form with respect to
t, with the exponent ξn whose numerical value is approx-
imated to be 0.57± 0.05.
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FIG. 4: (Color online) The data collapse analysis of the distribution function of (a) the gyration radius r, (b) the
loop length l. The temperature dependence of (c) p(r), (d) p(l). Insets: the power-law behavior of τr and τl
respectively. (e) The loop Green function G(r) with the exponent xl which varies with T in a power-law fashion.
DISCUSSION AND CONCLUSION
In this paper we have considered the effects of metal-
lic nano-particles (MNPs) on the electrostatic potential
of a 2D dielectric media which is disordered by white-
noise Coulomb impurities. The MNPs are assumed to be
correlated, whose position configuration is modeled by
the Ising model with an artificial temperature that con-
10
trols the correlations. The problem can be mapped to
the Edwards-Wilkinson (EW) model of surface growth
in the steady state, or the Gaussian free field (GFF)
in the background of iso-height islands (which are the
iso-potential MNP islands in the main problem). There-
fore this problem can be viewed as a scale-invariant ran-
dom surface with the critical exponents which are T -
dependent (correlation-dependent). This brings the ef-
fect of iso-height islands and the correlation between
them into the Gaussian random fields, which is GFF in
this paper.
Two kind of observables have been processed: local and
global quantities. The height correlation function C(r)
and the total variance (roughness function)W (L) remain
logarithmic for all considered temperatures (T ), just like
the GFF for which αl = αg = 0. The proportionality
constants of these functions however change with T in a
power-law fashion, which has its roots in the criticality
of the system. The exponents of these power-law behav-
iors are nearly the same which have been reported in the
text. This power-law behavior is not limited to these lo-
cal quantities, but also geometrical quantities show the
same behaviors.
The investigations on the fractal dimension of iso-height
lines Df , as well as the critical exponents of the distribu-
tion function of the gyration radius τr and loop lengths
τl of contour loop ensemble (CLE) show that MNPs
soften the random potential and correspondingly the iso-
potential contours. This is compatible with the result of
the local quantities, i.e. the MNPs reduce the fluctua-
tions of the random potential as has been observed in its
distribution. In the off-critical regime (T < Tc), close
to the critical temperatures, some power-law behaviors
have been observed for Df , τr, τl and xl (the critical
exponent of the loop Green function G(r)). The crit-
ical exponents have been gathered in TABLE III. The
important geometrical exponent is the 12 exponent in
Df (T )−Df (Tc) ∼ 1√
ξ(T )
in which ξ(T ) is the spin cor-
relation length which is T -dependent.
The behavior of the fractal dimension in the vicinity of a
critical point is always important, and reveals some fea-
tures of the universality class. In many critical systems,
the off-critical dual model in the scaling limit are massive
models. The examples are the dissipative sandpile model
which is equivalent to massive ghost model, and the off-
critical Ising model which corresponds to the massive Ma-
jorana Fermions. It has been observed that in some cases,
the fractal dimension of the loops (as the interfaces of the
model) is proportional to the square root of the mass pa-
rameter. The example is that Dmf −Dm=0f ∼ m
1
2 for the
dissipative avalanches, in which Dmf is the fractal dimen-
sion of the external frontier of the avalanches [63]. The
similar behavior is seen for the fractal dimension of the
self-avoiding walks on the off-critical Ising-correlated lat-
tice, i.e. Df(T ) − Df (Tc) ∼ m 12 in which m ≡ t is the
effective mass of the dual Majorana Fermions, just like
the relation which has been seen in this paper.
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