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Zusammenfassung
Räumliche Daten zu beschreiben und zu analysieren ist eine allgegenwärtige Problemstel-
lung sowohl in der Wissenschaft als auch in der Industrie: So spielt beispielsweise in der
Nahrungsmittelindustrie die räumliche Verteilung und die Größe von Poren in Backwaren
eine Rolle für deren Geschmack. In den wissenschaftlichen Gebieten der Chemie, Biologie
und der Physik liefern räumlich strukturierte Systeme Grundlage vieler Forschungsbereiche
und sind in allen Größenordnungen aufzufinden: Auf großen Skalen z.B. bei der Struktur
des Universums oder bei Erdbeobachtungsdaten. Auf kleinen Skalen bei der Struktur im
inneren von Knochen oder im kleinsten bei der Verformung von Nukleonen zu nuklearer
Pasta, die z.B. beim Abkühlen von Neutronensternen entstehen soll.
Insbesondere in der statistischen Physik neigen Vielteilchensysteme dazu, sich in kom-
plexen Strukturen selbst anzuordnen. Diese komplexen räumlichen Strukturen lassen oft
Rückschlüsse auf die zugrunde liegende Physik zu. Um einen quantitativen Zusammen-
hang zwischen der Physik von Vielteilchensystemen und ihrer Morphologie, also der Struk-
tur die diese annehmen, herzustellen, ist eine quantitative Beschreibung dieser Struktur
unerlässlich. In dieser Dissertation werden daher die räumlichen Strukturen bei Phasen-
übergängen (Kristallisation und Entmischung) in Vielteilchensystemen beschrieben und
analysiert, um damit Rückschlüsse auf die zugrundeliegende Physik ziehen zu können.
Im Hinblick auf die Methoden, die zur Analyse der in dieser Dissertation untersuchten
Systeme genutzt werden, gehen wir über konventionelle Methoden, die auf dem Leis-
tungsspektrum oder auf zwei-Punkt Korrelationsfunktionen beruhen, hinaus. Das Ziel
ist es die räumlichen Daten vollständig morphologisch zu charakterisieren. Zu diesem
Zweck werden Metriken basierend auf der Familie der Minkowski Funktionale und Ten-
soren abgeleitet. Das sind additive morphologische Maße, die auch Korrelationen höherer
Ordnung detektieren können. Sie sind nicht nur mit geometrischen Konzepten wie Volu-
men, Fläche und Krümmung verwandt, sondern stellen auch Aspekte der Topologie wie
z.B. Verbundenheit dar.
Komplexe Plasmen (dielektrische Mikropartikel eingebracht in ein Plasma) stellen ein
überaus geeignetes Modellsystem für die Untersuchung von Vielteilchenprozessen auf der
kinetischen Ebene individueller Teilchen dar, da durch ihre optische Dünnheit die Bildge-
bung mehrerer hundert Lagen von Teilchen und die volle Auflöung der Teilchentrajektorien
ermöglicht wird. Darüber hinaus können die Teilchenwechselwirkungen in Komplexen Plas-
men auf vielfältige Art und Weise manipuliert werden. Da der Gasdruck meist sehr gering
ist, sind die Teilchenbewegungen praktisch ungedämpft. Dies stellt eine direkte Analogie
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zur Dynamik von Atomen in Flüssigkeiten oder Festkörpern dar.
Flüssig-fest Phasenübergänge in zwei-dimensionalen Systemen wurden lange Zeit als
unmöglich erachtet, da das Mermin-Wagner Theorem langreichweitige Ordnung in zwei
(oder weniger) Dimensionen verbietet. Kosterlitz und Thouless umgingen diese Problem
jedoch, indem sie die langreichweitige Ordnung durch eine quasi-langreichweitige Ordnung
ersetzten und einen topologischen Phasenübergang vorstellten, der durch Interaktionen von
Kristalldefekten vonstatten geht. Diese allgemein akzeptierte KTHNY Theorie sagt eine
anisotrope Zwischenphase vorher, die so genannte hexatische Phase. Im ersten Teil dieser
Dissertation werden die Vorhersagen der KTHNY Theorie, anhand von Experimenten und
einer Computer Simulation an einzelnen zwei-dimensionalen Komplexen Plasma Kristall-
Lagen getestet. Anhand selbiger Experimente wird eine kürzlich neu entwickelte fraktale-
Domänen-Struktur (FDS) Theorie getestet. Die FDS Theorie basiert auf der kinetischen
Theorie des Schmelzens von Frenkel. Sie postuliert einen fraktalen Zusammenhang zwis-
chen der eingeschlossenen Fläche von kristallinen Domänen und der Länge deren Begren-
zung durch Linien aus Kristalldefekten. Es wird gezeigt, dass die KTHNY Theorie nicht
auf flüssig-fest Phasenübergänge in zwei-dimensionalen Komplexen Plasmen angewandt
werden kann. Die FDS Theorie wird hingegen validiert.
Desweiteren wird in dieser Dissertation die morphologische Beschreibung der Entmis-
chungsdynamik von Flüssigkeiten behandelt. Der allgemein anerkannte Mechanismus, der
für die Flüssigkeitsentmischung verantwortlich ist, ist die spinodale Dekomposition. Diese
wird durch das quenchen (z.B. abkühlen) in den inneren Bereich der spinodalen Kurve im
Phasendiagramm ausgelöst. Das charakteristische Merkmal der spinodalen Dekomposition
ist der Beginn der Entmischung durch das exponentielle Wachstum von Dichtefluktuatio-
nen mit großen Wellenlängen. Die Vorhersagen der Molekularfeldtheorie der spinodalen
Dekomposition sind jedoch nicht mit experimentellen Beobachtungen und Simulationen
vereinbar. Diese Tatsache zeigt den Bedarf an Studien auf, die es vermögen einzelnen
Teilchen zu folgen und bei denen man die Interaktionen zwischen den Teilchen beein-
flussen kann. Deshalb werden in dieser Doktorarbeit sowohl Simulationen von Komplexen
Plasmen (in drei-dimensionaler Euklidscher Geometrie) als auch Dichtefunktionaltheorie
Berechnungen auf der zwei-dimensionalen Sphäre untersucht. In beiden Fällen können
verschiedene Stadien in der Dynamik der Entmischung unterschieden werden. Das interes-
santeste Ergebnis ist die Entdeckung von universellem Verhalten im Entmischungsprozess.
Universalität kann in dieser Arbeit im Hinblick auf verschiedene Interaktionspotentiale,
bzw. im Hinblick auf verschiedene Mischungsverhältnisse und Sphärenradien gezeigt wer-
den. Um diese universellen Eigenschaften zu entdecken, ist die Anwendung nicht-linearer
Maße zwingend erforderlich, konventionelle auf dem Leistungsspektrum basierende Maße
sind hierfür unzureichend. Dies zeigt, dass die nicht-linearen Eigenschaften des Entmis-
chungsprozesses eine wichtige Rolle spielen und ist deshalb ein Fokus künftiger Arbeiten
zu diesem Thema.
Abstract
The description and analysis of spatial data is an omnipresent task in both science and
industry: In the food industry the distribution and size of pores in baked goods plays a role
in their taste. In chemistry, biology and physics spatial data arises in manifold disciplines
and on all length scales. On large scales one finds them in the structure of the universe or in
earth surveillance data. On small scales one observes highly structured data in inner bones
or on minute scales in the deformation of nucleons in nuclear pasta, which is theorized to
form during the cooling of a neutron star.
In particular in statistical physics many-body-systems have a tendency to collectively
form complex structures by self-organization. These complex structures often allow to draw
conclusions about the underlying physics. In order to formulate a quantitative relation
between the physics of many-body-systems and their morphology, i.e. the spatial structure
they assume, a quantitative description of this structure is essential. In this dissertation the
spatial structure of phase transitions (crystallization and demixing) in many-body-systems
is quantitatively described and analyzed in order to achieve an improved understanding of
the physics involved.
Regarding the analysis methods applied in this thesis we go beyond conventional linear
measures based on two-point correlation functions or the power spectrum. Instead, the aim
is a full nonlinear morphological characterization of the spatial data with measures derived
from the family of Minkowski functionals and tensors. They are additive, morphological
measures related to, not only geometrical concepts like volume, area and curvature, but
also to topological aspects such as connectivity and are sensitive to higher order correlation.
Complex plasmas (dielectric microparticles immersed in a plasma) are a well suited
model system for the particle resolved investigation of many-body processes. Their optical
thinness allows for the optical imaging and tracking of the fully resolved trajectories of
hundreds of particle layers. Additionally interactions can be tuned over a large range
allowing to manipulate the shape and magnitude of the interparticle potential. Since the
gas density is typically very low, the particle motion is practically undamped resulting in
a direct analogy to the atomistic dynamics in solids or fluids.
Liquid-solid phase transition have been considered impossible for a long time since the
Mermin-Wagner theorem forbids long-range order in two (or less) dimensions. However,
Kosterlitz and Thouless (Nobel prize 2016) circumvented this by replacing the long-range
order with a quasi-long-range order and by introducing a topological phase transition me-
diated by defects. The well accepted KTHNY theory predicts an intermediate anisotropic
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phase, the hexatic phase. In the first part of this thesis the KTHNY theory is tested for
experiments and a simulation of the crystallization of two-dimensional complex plasma
sheets. For the same experiments the hypothesis and prediction of the recently developed
fractal-domain-structure (FDS) theory is tested. The FDS theory is based on the Frenkel
kinetic theory of melting. It postulates a fractal relationship between crystalline domains
separated by boundaries of defect lines and predicts a scale-free relation between the system
energy and the defect fraction. It is found that the KTHNY theory is not applicable to the
liquid-solid phase transition in complex plasmas. The FDS theory however, is validated.
The other focus of this thesis is the morphological characterization of fluid-fluid demix-
ing dynamics. The generally accepted mechanism for fluid-fluid demixing is spinodal
decomposition. Spinodal decomposition is achieved by a quench deep inside the spin-
odal curve of the phase diagram. It is characterized by the exponential growth of long-
wavelength density fluctuations. However the mean-field theory predictions of spinodal
decomposition are not consistent with experiments and simulations. This shows the need
for particle resolved studies with tunable interactions. To this end complex plasma sim-
ulations in flat three-dimensional space and density-functional theory calculations on the
two-dimensional sphere are analyzed. In both cases different stages of demixing are identi-
fied with distinct domain growth rates during spinodal decomposition. Most importantly,
universal demixing behavior is found for different interaction potentials, respectively for
different mixture fractions and sphere sizes. These universal features could only be resolved
by applying nonlinear measures, going beyond conventional methods based on the power
spectral density. This suggests that nonlinear features in the demixing kinetics play an
important role and that it is crucial to address this issue in future works.
Chapter 1
Introduction
Spatial structures can be found everywhere in nature. From minuscule structures in nu-
clear pasta [173, 50, 89] to the large-scale structure of the universe [83, 126] they occur
on all length scales. Nuclear pasta is an exotic degenerate state of matter that is postu-
lated to exist e.g. in the crust of neutron stars. At matter densities of about 1014 g/cm3,
nuclear attractive forces and electrostatic repulsion forces become similar in magnitude.
The balance of these forces allows for the emergence of complex structures built from
deformed nuclei. These structures resemble types of pasta and are called e.g. spaghetti
phase, lasagna phase, bucatini phase or Swiss cheese phase. The galaxy distribution in
the universe is not homogeneous and isotropic on large scales. Rather huge clusters of
galaxies are gravitationally bound in a filament structure. These filaments, typically 160-
260 million light years in length, make up the boundaries of large voids. Theory suggests
that these large-scale structures originate from primordial inhomogeneities due to quan-
tum fluctuations that are stretched to galactic scales during inflation. These primordial
inhomogeneities can today be observed in the temperature fluctuations of the cosmic mi-
crowave background (CMB). Another example of the relevance in understanding complex
filament structure can be found in the human body: the trabecular bone structure. When
the trabecular structure is compromised by Osteoporosis the fracture risk is increased. In a
healthy bone the trabecular structure is anisotropic, aligned in the direction of its mechan-
ical load. By the detection of deviations of the trabecular structure form the anisotropy
in the preferred direction, osteoporosis can be diagnosed and it is possible to predict the
bone strength [39, 44, 168, 142, 127, 19]. In the field of material science the goal is to
predict mechanical material properties by the knowledge of their microstructure and their
material composition [164, 165]. When these predictions can be made it is possible to de-
sign materials that comply with specific requirements [130, 154]. Even in the food industry
[5, 41, 49] spatial structure data is analyzed, since the distribution and size of pores or
ingredients has an impact on the taste.
The physical principals governing these complex system are closely related to their spa-
tial structure. In such cases a quantitative characterization of their structure is essential to
facilitate an understanding of the underlying physics. This can be outlined by considering
the prominent example of the characterization of the thermal fluctuations of the cosmic
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microwave background (CMB). The application of morphological measures to the detec-
tion of non-Gaussian contributions to the CMB can provide insight about their primordial
origin. These results may be used to validate or falsify theories about the primordial origin
of the non-homogeneous, anisotropic large-scale structure of the universe.
In particular in the field of statistical physics, complex many-body systems can be found
that exhibit emergent complex structure dependent on the microscopic nature of their in-
terparticle interactions [72, 135, 136]. An illustrative example can be found in [105]: In
confined colloidal suspensions competing interactions lead to a variety of complex struc-
tures into which the particles can self-assemble. Depending on the shape of the interaction
potential the particles assume compact discs, fringed disks, rods or spherical clusters with
superficial entrances. In this thesis the spatial structure of many body systems and its evo-
lution during phase transitions, in particular crystallization and demixing, is characterized
and analyzed quantitatively. This quantitative spatial description is performed in order to
gain insight into the governing physical laws of the analyzed systems.
Traditionally the analysis of spatial structure is performed via the structure factor which
is obtained by the power spectral density. This is analogous to the two-point density corre-
lation function in position space. The structure factor and the power spectral density were
useful in times when scattering experiments were the standard experimental setup to study
microstructure. Today, however, the advanced capabilities of digital image processing open
the door for more sophisticated structural measures to be applied in position space. An
example for such methods are Minkowski functionals and their extension to tensor valued
quantities, the Minkowski tensors. Their main advantage compared to power spectrum
methods is their sensitivity to higher order correlations characterizing nonlinearities. The
extension of traditional power spectrum or two-point correlation measures is, in contrast,
computationally expensive [169]. The use of Minkowski functionals and tensors is com-
pelling due to their straightforward interpretability. They are related to simple concepts as
volume, area, curvature and connectedness, while being founded on a solid mathematical
framework and provide a complete characterization of additive morphological properties of
spatial data.
Scalar Minkowski functionals were fist described by Hermann Minkowski in 1903 [120]
and have since been known in the field of integral geometry [175, 149]. Subsequently they
became a prominent tool for morphological data analysis [114] and recently the family of
scalar Minkowski functionals has been extended and generalized to tensor valued quantities
known as Minkowski tensors [152]. Their attractiveness is not only based on the wide range
of possible applications, but in particular on a strong completeness theorem by Alesker [6]
and their sensitivity to higher order correlations [114]. Minkowski functionals are measures
that can describe the shape and the topological connectedness of patterns. They have been
applied to calculate e.g. the curvature energy of membranes [69], or as an order parameter
in Turing patterns [113]. They also play a role in a density functional theory for fluids (as
hard balls or ellipsoids) [144, 112]. In cosmology Minkowski functionals are a well known
tool for the characterization of point distributions (find clusters, filaments, underlying
point-processes) or for the search for non-Gaussian signatures in the cosmic microwave
background (CMB) [148, 177, 121, 145, 122]. Minkowski tensors are sensitive to directional
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properties such as the elongation of a body. They have been used in the context of cellular,
granular or porous structures and have been applied to detect and classify crystal types
[71, 82, 147, 151, 43, 90]. It was shown that they provide advantages [119] compared to the
conventional bond-order metrics [157]: The choice of the neighborhood definition affects
the value and trend of the bond-order parameters and they are not robust in the sense
that they are not a continuous function of the particle coordinates. These issues can be
avoided by the use of Minkowski tensor metrics.
With regard to the possibility of the experimental observation of fluid-solid phase tran-
sitions in two dimensions only few physical systems prove to be suitable candidates. Exper-
iments have been performed with compressed Langmuir films of stearic acid [137], trapped
atomic gases [62], the electron solid [59, 123] or monolayers of xenon on graphite [68]. Even
fewer systems allow for the resolution and the tracing of trajectory dynamics of individ-
ual particles. This however, is possible in colloidal dispersions [128, 161, 180, 129] or in
complex plasmas [91, 66, 132, 93]. Complex plasmas are the soft matter state of plasmas:
Dielectric particles are immersed into a plasma where they get charged due to electron and
ion fluxes. In complex plasmas the dynamic time scale, e.g. the inverse Einstein frequency,
is in the range of 10 ms, the particle diameters are in the range of µm and their separation
is in the range of 100 µm [52, 124]. These optically thin systems can easily be visualized
and allow the three-dimensional imaging of hundreds of particle layers. Complex plasmas
are a soft matter state complementary to colloidal dispersions. The dynamics in a complex
plasma are virtually undamped (analogous to the dynamics of atoms in liquids), whereas
the colloid dynamics in the solvent is highly damped [74].
Several theories [37, 140] have been proposed to explain fluid-solid phase transitions
in planar systems. Before, they have been thought impossible for a long time because
long-range order is forbidden in two dimensions by the Mermin-Wagner theorem [117].
The most prominent of the theories explaining two-dimensional phase transitions is the
Nobel price-winning (2016) KTHNY theory [94, 63, 131, 179], named after Kosterlitz,
Thouless, Halperin, Nelson and Young. It explains the melting of a crystal into a fluid
via an intermediate hexatic phase. This topological phase transition is mediated by lattice
defects: Initially bound paired dislocations dissociate in the hexatic phase mainly consisting
of free dislocations. The free dislocations in turn dissociate into free disclinations in the
liquid state. Disclinations are crystal defects violating rotational symmetry, dislocations
violate translational symmetry. The well-known long-range order in the case of three
dimensional solids is replaced with a quasi-long-range order consistent with the Mermin-
Wagner theorem [117]. Recently a scale-free fractal-domain-structure theory [125, 92, 93]
has been introduced, based on the kinetic theory of Frenkel [53]. It is built on the hypothesis
that the solid phase consists of crystalline domains that are separated from neighboring
crystalline domains via boundaries of defect lines. The relation between the length of
boundary lines and the areas of crystalline domains is postulated to be fractal. In this
thesis experiments of the crystallization process in two-dimensional complex plasma sheets
are analyzed and compared with theory and computer simulation results.
Furthermore this thesis deals with the topic of binary fluid demixing: Computer sim-
ulations of demixing binary three-dimensional complex plasmas, and dynamic density-
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functional (DDFT) calculations of demixing binary fluids bound to the surface of a sphere
are analyzed. When two immiscible fluids are mixed they start to dynamically separate
until two phases coexist in a thermodynamically stable equilibrium. This phenomenon is
well known in the case of the everyday example of oil in water [17], but is observed in a
variety of fields among which there are molecular fluids [146], granular media [143], passive
[64] and active colloidal suspensions [31], mixtures of active and passive particles [158], ac-
tive particle with different mobilities [111] and active particles in external fields [96]. It was
shown that particles with different diffusivity demix [174] and only recently experiments in
complex plasmas showed demixing for particles with size disparities of only 3 % [88]. This
suggests a mechanism beyond mere spinodal decomposition which requires size disparities
of at least 30 % [75]. Spinodal decomposition is mainly understood in the context of mean
field theory approaches. However, these approaches have drawbacks [74] and it was shown
that their predictions are not validated in experiments [22, 110]. This suggests the need of
particle resolved studies: Such studies may facilitate the better understanding of spinodal
decomposition which so far has mainly been studied in the context of mean field theory
and has provided unsatisfactory agreement with experiments.
Complex plasmas are a well suited model system for the particle resolved study of
phase separation dynamics. The fluid-fluid phase separation dynamics crucially depend
on competing interactions between constituent particles [65]. Complex plasma systems are
conveniently tunable: The particle interaction potential can be adjusted and the interaction
range varied on scales significantly larger than the interparticle separation [52, 124, 87].
In the complementary field of colloidal dispersions interaction ranges are typically short
[74]. Again the possibility to investigate individual particle kinetics plays a crucial role in
understanding the origin of collective behavior based on its constituents.
The calculations on spherical geometries are based on a dynamical density-functional
theory [12, 109] applied to the Gaussian core model [159]. This approach provides a
simple model for polymers in solution and is chosen due to its simplicity and its generic
demixing properties. The density-functional theory is based on the assumption that the
free energy of a fluid is a unique functional of its equilibrium density and is independent
of external fields. For a specific interaction potential the inhomogeneous fluid density and
all n-point correlation functions can be obtained by functional differentiation of the free
energy functional. The Gaussian core model is a soft particle interaction potential that
consists of a pairwise sum of additive Gaussian components for which terms in a series
expansion of the free energy can be calculated analytically.
In spatially confined systems the dynamics of demixing are less well understood com-
pared to boundaryless systems. Possible confining methods are by external fields or obsta-
cles [102, 103]. However, spatial confinement can also be imposed by the intrinsic geometry
of space itself [26]. Recent studies of phase transitions on spherical geometries have shown
the richness of physical effects due to their confinement on curved surfaces. An icosahedri-
cally symmetric order parameter explained the long-range order a colloidal suspension
crystal on a spherical surface [60]. The distribution of defects could be predicted by the
projection of inhomogeneous crystals onto homogeneous crystals on curved surfaces [156].
Emergent structures in reaction-diffusion systems on spherical surfaces were investigated
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in [95].
This thesis is structured as follows: Section 2 introduces the theoretical aspects of
two-dimensional liquid-solid phase transitions. In section 3 theoretical considerations on
fluid-fluid phase separation are presented. A brief introduction to the systems, i.e. complex
plasmas and dynamic density functional theory calculations, upon which the analysis meth-
ods explained in section 5 are performed is given in section 4. The publications enclosed
at the end of this thesis are summarized and complementary information is presented in
section 6, 7 and 8. Section 9 gives a short summary and outlook.
6 1. Introduction
Chapter 2
Liquid-solid phase transition in two
dimensions
The melting transition in two dimensions is a highly interesting topic since it is completely
different to the usual three-dimensional case. A theorem by Mermin and Wagner [117]
forbids any translational long-range order in two (or less) dimensions as it is necessary
in the case of a three-dimensional solid. The Mermin-Wagner theorem states that, in
systems with sufficiently short-range interactions and in dimensions smaller or equal to
two, no continuous symmetries can be spontaneously broken at finite temperatures. This
means that no long-range order is possible in these systems since there is little energy cost
to create long-range fluctuations. These long-range fluctuations are thermodynamically
favoured, since they increase the system entropy. The Goldstone theorem [56] states that
in systems with spontaneous symmetry breaking massless Goldstone modes are bound to
exist. In two, or less, dimensions these massless Goldstone modes cannot exist since they
would imply a divergent correlation function. Thus, no spontaneous symmetry breaking is
possible, and therefore also no phase transition from disorder to long-range order.
2.1 KTHNY theory
The most prominent theory that is able to circumvent the restrictions of Mermin and
Wagner is the KTHNY theory [94, 63, 131, 179, 160], named after Kosterlitz, Thouless,
Halperin, Nelson and Young. They describe a melting transition driven by topological
defects called vortices in the XY model: A phase transition is predicted via the unbinding
of vortex pairs at an interaction strength dependent temperature. The XY model is
a lattice model in statistical physics. It assigns a two-dimensional (therefore XY ) spin
vector to any lattice site on a lattice of arbitrary dimension. It is the n = 2 case of the
general n-vector model. n = 1 is the well known Ising model, n = 3 the Heisenberg model.
In the two-dimensional solid the KTHNY theory description of the melting transition is
more complicated as in the XY model since the two-dimensional particle system exhibits
two types of topological defects. A dislocation is an extra row of particles between two
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regular lattice rows, breaking the translational symmetry of the crystal. Dislocations are
described by a Burgers vector: It is the difference between start and endpoint of a rectan-
gular path in the ideal crystal compared to the path enclosing a dislocation. A dislocation
is illustrated in Fig. 2.1. The other type of lattice defect is the disclination. It is violating
the rotational symmetry of the crystal: When enclosing it by a path in the lattice it leads
to a mismatch of orientation. Another possibility of describing a disclination is via the
Voronoi tessellation of its lattice points. The Voronoi tessellation is the generalization of
the Wigner-Seitz cell. It is the partition of space into convex polytopes, the Voronoi cells,
with the lattice points as center points, that each contain the set of points that is closer to
its center than to any other lattice point. In this description the next-neighbors are well
defined as the lattice points of Voronoi cells sharing a boundary. A disclination then has
another number of next neighbors than an ideal crystal cell. A dislocation can be described
a pair of bound disclinations. Free disclinations are illustrated in Fig. 2.2. A pair of bound
disclinations resulting in a dislocation is presented in Fig. 2.3.
Figure 2.1: Illustration of a dislocation in a square lattice. The Burgers vector is shown. It is
the difference of the start and endpoint of a regular path around the dislocation.
The two-dimensional solid is described by a quasi-long range order defined by an alge-
braic decay of the translational density correlation function, and a long range order in the
orientation of next-neighbor bonds. The first step in the melting transition at temperature
Tm is the destruction of the translational order by free dislocations: The dislocation un-
binding transition is similar to the vortex-unbinding transition in the XY model. However,
even after the dislocation unbinding transition the liquid phase is not reached yet since it
is not isotropic. This anisotropic liquid is the hexatic phase, characterized by a quasi-long-
range orientational order, a power-law decay of the orientational correlation function. Here
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(a) (b)
Figure 2.2: Illustration of disclinations in a hexagonal lattice. In panel (a) the center site has
only five neighbors instead of six. In panel (b) The center cite has seven neighbors instead of six.
For a path around the disclination the orientation of triangular cells changes by +π/3 in panel
(a) and by −π/3 in panel (b).
Figure 2.3: Illustration of a dislocation made up by paired 5/7 disclinations. The Burgers vector
is shown. It is the difference of the start and endpoint of a regular path around the dislocation.
the disclinations are bound in pairs. At a higher temperature Ti > Tm the disclinations
continuously unbind and the isotropic liquid state is reached. Table 2.1 gives a summary
of the stages in the liquid-solid transition according to the KTHNY theory. Mathematical
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definitions of the pair- and bond correlation functions and expressions for the functional
shape of their long-range long range decay in the liquid, hexatic and solid phase can be
found in section 5.
Table 2.1: Stages in the liquid-solid transition according to the KTHNY theory.
solid hexatic liquid
temperature T < Tm Tm < T < Ti Ti < T
dislocations bound pairs free free
disclinations bound quartets bound pairs free
translational order range quasi-long short short
rotational order range long quasi-long short
2.2 Frenkel kinetic theory of melting
Jakow Iljitsch Frenkel described the liquid-solid phase transition on a kinetic level in his
book [53] written in 1942. It was, however, published four years later due to ”mailing
difficulties connected to the war”.
A solid is defined by a regular lattice representing fixed equilibrium particle positions.
The particles oscillate around their equilibrium positions due to thermal motion. When
the kinetic energy of a particle exceeds the activation energy UD set by the potential of
neighboring particles is can transition to an interstitial site, leaving a vacancy on its original
position. Thus, the degree of dissociation is dependent on the temperature T . Vacancies
and interstitial particles are subject to diffusion in the lattice.
Consider the crystal consisting of ND vacancies and NI interstitial particles with N
particles in total. Then the particles and vacancies can be distributed at N + ND − NI
sites. The number of possibilities to distribute ND holes on theses sites is:
PD =
(N +ND −NI)!
ND!(N −NI)!
≈ N !
ND!(N −ND)!
(2.1)
for ND  N . The entropy then is S = k ln(PD), where k is the Boltzmann constant. The
free energy F = U − TS generated by the holes then is
FD = NDUD − kT
[
ln(N !)− ln(ND!)− ln((N −ND)!)
]
. (2.2)
Using the approximation ∂/∂x ln(x!) = ∂/∂x
∑x
i=1 ln(i) ≈ ∂/∂x
∫ x
1
ln(y) dy = ln(x) one
can find that FD assumes its minimum at:
ND = N exp
(−UD
kT
)
(2.3)
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for ND  N . This relation, called the Arrhenius law, was observed in two-dimensional
complex plasma experiments [132]. The Arrhenius law was first used to describe chemical
kinetics of monomolecular reactions [167], it states that the logarithm of the reaction rate
(in this case the defect fraction) is proportional to the inverse of the temperature.
Frenkel argues that the structure of a liquid is similar to a solid since the volume
increase at the melting transition is only about 10 %. The thermal fluctuations of the
particle positions around their equilibrium points should be the same, however in the
liquid state the average duration a particle stays at a specific equilibrium position is much
shorter compared to the solid state, since cohesive forces are smaller for larger particle
separations. The long-range order in the crystalline state is lost in the liquid state due to
the high mobility of particles.
In the case of liquid crystals Frenkel described their melting transition via the formation
of ”swarms” of particles that retain their orientational order within their group, while the
translational order and the orientational order across particle groups is lost. This however
is only an intermediate state. By continued heating the larger ordered domains become
ever smaller. Thus, the average number of particles 〈ND〉 within an ordered domain is
temperature dependent.
Consider a system of N particles divided in z = N/〈ND〉 ordered domains. The internal
energy of the system is increased by an amount E compared to the ideal case because
neighboring domains are not oriented in the same direction. E depends on the surface
tension σ and the domain volume V :
E = σV 2/3z1/3. (2.4)
The number of possibilities to distribute N particles on z domains becomes
PD =
N !
[(N/z)!]z
≈ zN . (2.5)
using Stirlings formula ln(N !) ≈ N ln(N) − N for large N . This leads to an increase of
entropy SD = k ln(PD) by SD = kN ln(z). The increase in Helmholtz free energy FD
becomes:
FD = E − TS = σV 2/3z1/3 − TkN log(z), (2.6)
which assumes its minimal value at
z =
3NkT
σV 2/3
. (2.7)
Then the average number of particles within an ordered domain is given by:
〈ND〉 =
N
V
(
σV
3NkT
)3
(2.8)
This derivation is the basis for the fractal-domain-structure theory explained in the
next section.
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2.3 Fractal-domain-structure theory
In experiments with two-dimensional complex plasma sheets it was discovered that the
liquid-solid phase transition in those systems might not be of KTHNY type. Experiments
showed inconsistencies between the predicted and observed long-range decay functional
shape of the pair correlation function [93]. Since the experiments were also not consistent
with the Arrhenius law (eq. (2.3)) a new out-of-equilibrium theory had to be developed.
The fractal-domain-structure (FDS) theory was first described in [125, 92]. It is rederived
in this thesis. Based on the kinetic theory of Frenkel [53], described in section 2.2 above, it
describes a scale-free liquid-solid phase transition of a N -particle system in two dimensions
when the temperature T is varied.
For any system energy E = kBT , the N -particle system is divided into
z =
N
〈Nd〉
(2.9)
homogeneous domains. On average each domain is comprised of 〈Nd〉 particles. These
domains are separated by defect lines as their boundaries. Defects are e.g. pairs of 5/7 dis-
locations (represented by pentagons/septagons in the Voronoi tessellation). No correlation
of structural order is required at the inter-domain level.
Given the mean interparticle separation ∆ the mean domain radius 〈r〉 is determined by
the domain area. The domain area is the sum of all unit cell areas π 〈r〉2 = π (∆/2)2 (N/z)
within the domain. Then the domain radius is given by
〈r〉 = 1
2
(
N
z
)1/2
∆. (2.10)
The sole contribution to the interface energy is assumed to be given by the line energy
〈E〉 = 2π 〈r〉 zσ, where σ is the line tension. Substituting 〈r〉 gives
〈E〉 = π∆ (Nz)1/2 σ. (2.11)
The system entropy increases with the number of domains z since the number of distinct
realizations P of the particle arrangement is a measure for the degree of disorder of the
system. P can be obtained by calculating the number of possibilities to distribute N
particles on z domains, each containing 〈Nd〉 particles. In a first step one can choose 〈Nd〉
particles from an ensemble of N particles. Then, 〈Nd〉 particles can be chosen from the
remaining N − 〈Nd〉 particles with the number of possibilities p, where
p =
(
N − 〈Nd〉
〈Nd〉
)
. (2.12)
This process, repeated the domains are fully occupied, yields P by multiplication of all
independent possibilities:
P =
z−1∏
i=0
(
N − i 〈Nd〉
〈Nd〉
)
=
N !
(〈Nd〉!)z
· 1
(N − z 〈Nd〉)!
=
N !
[(N/z)!]z
. (2.13)
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With Stirlings formula for sufficiently large N and N/z this can be approximated by
P ' zN . (2.14)
Then the entropy is S = k ln (P ) and the resulting average Helmholtz free energy is
〈F 〉 = 〈E〉 − TS
= π∆ (Nz)1/2 σ −NkT ln (z) .
(2.15)
Assuming homogeneity of pressure and temperature throughout the system and that the
value of the free energy is independent of the realization of domain distribution, the min-
imization of the free energy ∂ 〈F 〉 /∂z = 0 provides a relation between the number of
domains and the system temperature:
z =
(
2kT
π∆σ
)2
N. (2.16)
The scaling nature of the domain structure is introduced as the hypothesis of the FDS
theory:
〈Nd〉∆2B = [∆〈Ns〉]1+α . (2.17)
B and α are constants depending on the shape of the domains. Values for regular shapes
are given in table 2.2. For fractal domains 0 < α < 1 is expected. An illustration of the
fractal domain structure for two experiments in two-dimensional complex plasmas is given
in Fig. 2.4.
Table 2.2: Values of the shape constants B and α in the FDS theory hypothesis
〈Nd〉∆2B = [∆〈Ns〉]1+α (eq. (2.17)) for regular domains.
domain shape B α
circular π2 1
compact (〈Nd〉 → 〈Ns〉) 1/∆ 0
narrow 2/∆ 0
Substituting the scaling relation of the domain structure Eq. (2.17) in Eq. (2.16),
yields a power-law for the relation between the density of the total number of particles in
all domain boundaries NT ≡ z〈Ns〉 and the system temperature:
NT
N
= B1/(1+α)∆(1−α)/(1+α)
(
2kT
π∆σ
)(2α)/(1+α)
(2.18)
The hypothesis of the FDS theory as formulated in Eq. (2.17) and the implication
Eq. (2.18) are tested in section 6 for experiments of the crystallization of two-dimensional
complex plasma sheets.
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Figure 2.4: Illustration of the fractal domain structure for two experiments in two-dimensional
complex plasmas. (a) presents data from experiment III, (b) from experiment IX of [24]. Light yel-
low colors indicate states of high crystallinity, whereas dark red colors indicate defects. Columns
correspond to different morphological measures as explained in chapter 5.
Chapter 3
Fluid demixing
3.1 Phase coexistence
The elementary thermodynamic principles of phase separation are known since Gibbs pre-
sented his extensive work in 1878 [55]. They are also explained in e.g. [98].
The state of a homogeneous body in equilibrium is completely described by the two
thermodynamic quantities energy E and volume V . However, the body is not necessarily
homogeneous for any combination of E and V . There is a possibility that it decomposes
into two distinct, homogeneous parts in different states. This kind of equilibrium states are
called phases. The conditions for the equilibrium of two phases is that their temperatures
T1 and T2, their pressures P1 and P2, and their chemical potentials µ1 and µ2 match:
T1 = T2
P1 = P2
µ1(P, T ) = µ2(P, T )
(3.1)
For systems of several particle species the condition is the constancy of the chemical po-
tentials
µi =
(
∂G
∂Ni
)
P,T
(3.2)
for every component of the mixture. The chemical potentials µi are the derivatives of
the Gibbs free energy G with respect to the particle numbers Ni of a component under
constant pressure and temperature. The differential of G depends also on the entropy S:
dG = −SdT + V dP +
∑
i
µidNi. (3.3)
3.2 Mean field theory
The state of a binary mixture can be described by three variables. P , T and the con-
centration x. A state of two phases in equilibrium can be represented by a surface in
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the P -T -x coordinate system. An example of a phase diagram (in the plane of constant
P ) for a typical binary system that can exist in a mixed or a demixed state is shown in
Fig. 3.1. The curve of coexistence is the binodal curve, its maximum is the critical point.
Inside the curve a heterogeneous demixed state is possible, whereas outside the curve the
mixture is homogeneous. Binary mixtures belong to the Ising universality class [138] along
with liquid-vapor transitions, coulombic systems, micellar systems and uniaxial magnetic
systems. This means that the considerations for binary systems explained in this chapter
also apply to one component systems of the Ising class.
A mean field theory for the characterization of the equilibrium of a binary mixture of
species 1 and 2 can be formulated for the order parameter Ψ = ρ1−ρ2, where ρi is the local
density of species i [134]. The control parameter can be the temperature T or the total
density ρ. There are two distinct states of this system: The homogeneous state of a single
mixed phase can be described by the order parameter Ψ1, the heterogeneous demixed state
with rich phases of species 1 or species 2 particles can be described by order parameters
Ψ1 and Ψ2 respectively. During demixing the order parameter is conserved by the lever
rule
Ψ0 = x1Ψ1 + (1− x1)Ψ2, (3.4)
where x1 is the fraction of the phase rich with particles of species 1. In the mean field
approach surface and inhomogeneity effects are neglected. Then the Helmholtz free energy
in the demixed state Fd is given by:
Fd = x1F (Ψ1) + (1− x1)F (Ψ2) (3.5)
The binodal curve (solid line in Fig. 3.1) determines the heterogeneous phase of coex-
istence and can be obtained by the minimization of Fd. The conservation of the or-
der parameter can be imposed by the Lagrange multiplier λ by minimizing F̃d = Fd +
λ [x1Ψ1 + (1− x1)Ψ2 −Ψ0]. The minimization leads to the Maxwell double-tangent con-
struction [98]:
F ′|Ψ=Ψ1,2 =
F (Ψ2)− F (Ψ1)
Ψ2 −Ψ1
= −λ. (3.6)
F ′ denotes the derivative of F with respect to Ψ.
The unstable region is bound by the spinodal line (dashed line in Fig. 3.1) defined by
the condition ∂2F/∂Ψ2 < 0.
There are two mechanisms for a fluid-fluid phase separation. The first possibility is
a quench to a state point inside the coexistence regime in the vicinity of the binodal
curve. Then the phase separation mechanism is the nucleation of droplets of one phase
in the second phase [76, 134]. The second mechanism can occur if the quench happens
deeper inside the binodal curve, in the spinodal region of the phase diagram. Here it is
generally expected that the phase separation happens due to the exponential growth of
long-wavelength density fluctuations [76, 134]. This mechanism is called spinodal decompo-
sition. Both mechanisms are believed to lead to domain growth stages that are self-similar
in time [134, 30]. This means that the domain morphology is preserved in time and that
there exists a specific characteristic length scale whose time evolution is governed by a
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Figure 3.1: Phase diagram of a binary system. Temperature T vs. concentration x.
power-law growth L(t) ∝ tα. The exponents α may vary between distinct stages of the
demixing dynamics. This scaling hypothesis has only been proven in some simple models,
as e.g. in the one-dimensional Glauber model [28]. However, it is generally accepted since
it is evidenced in many cases [134].
Three consecutive stages can be distinguished during the spinodal decomposition: Ini-
tially the density fluctuations are small, such that it is possible to model them linearly
[32, 33, 42, 76, 134, 48, 4]. In the second stage the density fluctuations grow large but no
sharp interfaces between phases exist yet [42]. In the late stage the phases are separated
by sharp interfaces [8].
3.3 Cahn-Hillard theory
The accepted mean field theory describing the dynamics of spinodal decomposition is
the Cahn-Hillard model [32, 33]. It is formulated for the order parameter Ψ(r, t) in the
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Ginzburg-Landau free energy [134]
F [Ψ] =
∫
dr
[
F (Ψ) +
1
2
K(∇Ψ)2
]
, (3.7)
with the coefficient K > 0 as a measure of surface tension. The chemical potential µ can
be obtained by the functional derivative
µ(r, t) =
δF [Ψ]
δΨ
= F ′(Ψ)−K∇2Ψ. (3.8)
F ′ denotes the derivative of F with respect to Ψ. The gradient term in the free energy Eq.
(3.7) takes large scale correlations into account. The use of the gradient term is only valid
for large values of the correlation length ξ and Eq. (3.7) is only exact near the critical
point where the correlation length diverges. The diffusive flux J is given by Fick’s law:
J = − D
kT
∇µ (3.9)
Adding the advection term v · ∇Ψ for the hydrodynamic flow, the continuity equation
(Cahn-Hillard equation [134, 30]) obtained from Eq. (3.7) reads
∂Ψ
∂t
+ v · ∇Ψ = D
kT
∇2µ. (3.10)
After simplification of the Navier-Stokes equation for incompressible fluids with pressure
p, viscosity η, constant density ρ, and after adding the term Ψ∇µ (accounting for the
free energy change due to chemical potential gradients resulting from phase interfaces) the
velocity field v obeys
ρ
(
∂v
∂t
+ (v · ∇) v
)
= η∇2v −∇p−Ψ∇µ. (3.11)
The continuity equation for the density is
∂ρ
∂t
+∇ · (ρv) = 0. (3.12)
The Cahn-Hillard equation 3.10 can be used to explain the different stages of the spinodal
decomposition dynamics:
(1) Linear stage: Introducing δΨ = Ψ − Ψ0 and linearizing the chemical potential µ =
(F ′′|Ψ0 −K∇2) δΨ Eq. (3.10) yields
λ ∝ −k2
(
F ′′|Ψ0 +Kk2
)
(3.13)
for the ansatz δΨ ∝ exp(λt + ik · r). F ′′ < 0 inside the spinodal curve, therefore
λ > 0 ≡ k < kcr =
√
−K−1F ′′|Ψ0 . Long-wavelength fluctuations grow exponentially
for k < kcr, with the maximum rate for k = 1/2 kcr. This means that the fastest
growth rate is for domains of size:
L ∝ 1
kcr
(3.14)
The growth is time-independent in the initial linear stage.
3.3 Cahn-Hillard theory 19
(2) Diffusive stage: In the first nonlinear stage the hydrodynamic term v · ∇Ψ can be
neglected in Eq. (3.10). Sharp interfaces are formed between the phases and surface
tension plays a role. For two-dimensional and three-dimensional systems the growth
exponent is α = 1/3 [30]. This is the same result as the Lifshitz-Slyozov-Wagner theory
[104, 170] for the nucleation and growth regime. On the one hand the Gibbs-Thomas
boundary condition provides the dependence of the chemical potential µ ∝ γ/L. On
the other hand ∂Ψ/∂t ∝ (ρ/L) dL/dt, leading to:
L(t) ∝
(
γDmt
ρkT
)1/3
. (3.15)
The transition from the linear to the diffusive regime happens at time scales of L ∝
(Dη/kT )2.
(3) Viscous hydrodynamic stage: The hydrodynamics come into play. The Cahn-Hillard
equation Eq. (3.10) has to be coupled with the Navier-Stokes equation Eq. (3.11) and
the continuity equation Eq. (3.12). For a quench near the critical point neighboring
domains can coalesce with the surface tension as the driving force which is balanced
by the viscous friction [153]. The surface tension term in the Navier-Stokes equation
3.11 is Ψ∇µ ∝ γ/L, whereas the viscous term is η∇2v ∝ (η/L2)dL/dt leading to a
linear growth
L(t) ∝ γt
η
(3.16)
in the viscous stage. The transition from diffusive to viscous growth happens at length
scales L ∝ (Dηm/ρkT )1/2. In the case of a quench far away from criticality, i.e. for
small values of the mixing fraction x1, the individual droplets cannot connect in order
to coalesce, thus disabling the mechanism responsible for viscous growth. In this case
the behavior is the same as in the nucleation and growth case where the diffusive stage
transitions into the coalescence due to the Brownian motion [153] of the demixed phase
domains. Then the growth rate is L(t) ∝ (kT t/η)1/3.
(4) Inertial stage. When for late times the domain sizes become large, the characteristic
Reynolds numbers become of the order of unity and inertia starts to play a crucial role.
The surface tension is balanced against the inertial term (v · ∇) v ∝ ρ/L (dL/dt)2 in
the Navier-Stokes equation Eq. (3.11), resulting in the growth
L(t) ∝
(
γt2
ρ
)1/3
. (3.17)
The transition between viscous and inertial growth happens at length scales L ∝ η2/ργ.
The same exponents can be obtained by simple dimensional considerations [30] and were
systematically derived for a Lennard-Jones fluid in [48]. Table 3.1 summarizes these results.
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Table 3.1: Stages during spinodal decomposition with power-law growth L(t) ∝ tα in the
mean field approximation.
stage L(t) ∝ regime α
linear
1
kcr
L
(
Dη
kT
)2
0
diffusive
(
γDt
ρkT
)1/3 (
Dη
kT
)2
 L
(
Dηm
ρkT
)1/2
1
3
viscous
γt
η
(
Dηm
ρkT
)1/2
 L η
2
ργ
1
inertial
(
γt2
ρ
)1/3
L η
2
ργ
2
3
3.4 Particle resolved studies
Mean field theory approaches provide several drawbacks in understanding phase separation
dynamics . For example, the spinodal line is only defined for sufficiently long-range inter-
actions [74]. In general a gradual transition is expected between the regimes of nucleation
and growth and spinodal decomposition. Theories trying to describe the gradual transition
[100, 21] show significant drawbacks [22]. Another disadvantage is that the position of the
spinodal curve depends on the system size L compared to the correlation length ξ. The
mean field theory is only valid in the case L/ξ  1 where the phase separation is inhibited.
In the case L/ξ & 1 the free energy depends strongly on L such that for large systems
the spinodal curve completely disappears [101, 139, 99]. In the linear stage of spinodal
decomposition it was shown that the mean field prediction of a time independent charac-
teristic length scale and the exponential growth of fluctuations are not confirmed [22, 110].
This suggests that particle resolved studies with tunable interaction potential ranges are
suitable to enrich the general understanding of phase separation dynamics provided by
mean field theory.
Consider a mixture of N =
∑
iNi molecules that consist of different species i. Then,
according to [65] a function of mixing, denoted by the superscript M can be written for
any thermodynamic property F as
FM(P, T ) = Fm(P, T, {Ni})−
∑
i
xiFi(P, T,Ni) (3.18)
with the value for the mixture Fm and Fi for the pure component. xi = Ni/N is the
concentration of species i. A mixture of particles that are labeled but identical is called
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an ideal mixture and has a Gibbs free energy of
GM = NkT
∑
i
xiln(xi) (3.19)
Real mixtures are not ideal mixtures, thus one can introduce excess properties of mixing
as the difference between the actual and the ideal mixing function. Excess properties are
denoted by a superscript E. The simplest model of a real binary mixture is that GE is a
quadratic function of composition [146] and proportional to the interchange energy w:
GE = x1x2w (3.20)
Eq. (3.20) provides a good approximation for many mixtures [65]. For mixtures where the
pure and pair potentials Va,b(r) are of the form
Va,b(r) = εa,bf
(
r
σa,b
)
(3.21)
(where εa,b is a characteristic energy scale, σa,b is a characteristic length scale and f an
arbitrary function) the cross-interaction parameters, i.e. for cases a 6= b are given by
(phenomenological) combining rules. The Lorentz rule (which is exact for hard sphere
mixtures) is given by
σa,b =
1
2
(σaa + σbb) (3.22)
and the Berthelot rule is formulated as
εa,b =
√
εaaεbb. (3.23)
When a mixture satisfies these rules it is called a Lorentz-Berthelot mixture. It can be
shown that when the Berthelot mixing rule is violated by a positive nonadditivity δ > 0 the
energy cost for unlike species being neighbors leads to demixing in high density conditions
[70]. The excess free energy favours phase separation.
The Berthelot mixing rule nonadditivity parameter for a system of binary particles with
pair interaction energy Vij(r) with i, j ∈ {1, 2} is defined by:
Vij = (1 + δ)
√
V11V22. (3.24)
In the particle resolved picture the tendency of particles of different species to demix is
determined by the relative strengths of their interactions [65]. In single species systems an
attractive interaction is necessary to facilitate demixing [65, 98]. Within systems of several
components this is however, not required. For a binary mixture of particles of species 1
and species 2, demixing is possible when the interaction strength between species 1 and
species 2 is more repulsive than the geometric mean of the interaction strengths among
particles of the same species. The degree of difference in these interaction strengths is the
interaction nonadditivity δ. Demixing/mixing is preferred when δ > 0/δ < 0.
Particle resolved studies of fluid-fluid demixing simulations of a three-dimensional com-
plex plasma are discussed in the second enclosed publication [25] that is summarized in
chapter 7 and can be found in the attachment in section D.2.
22 3. Fluid demixing
Chapter 4
Physical and model systems
4.1 Complex plasmas
A plasma is an ionized gas, consisting of atoms, ions and electrons, that exhibits quasi-
neutrality and collective behavior [35]. Quasi-neutrality is the apparent neutrality at large
scales, while effects of charge are observed at length scales smaller than the Debye length
λD. λD is the distance at which the electrostatic potential of a charged particle has de-
creased its magnitude by a factor of 1/e. Since the plasma constituent particles interact
via long-range Coulomb forces every particle interacts simultaneously with a large number
of other particles in the plasma. Thus, the plasma can show a cooperative response to
external stimuli and exhibit collective behavior. In contrast, for instance in a gas, the par-
ticles interact mainly via short-range repulsion forces and the disturbance of an individual
atom has practically no effect on the collective.
When dielectric (micro-) particles are introduced into a plasma, they get negatively
charged due to electron and ion currents to their surface. Due to their charge they can in-
teract among themselves and with the plasma particles and thus form the soft matter state
of the plasma called complex plasma (or dusty plasma). Plasma crystals were discovered
in 1994 [36, 67, 163] (for reviews consult e.g. [52, 124, 74]). Complex plasmas extend the
hierarchy of soft matter systems of which there are granular solids, complex liquids (gels,
polymers etc.) and aerosols to the plasma state of matter. The molecular component of a
complex plasma is the ionized gas whereas the supramolecular component can exist in the
solid, liquid or gaseous state.
Some of their properties are:
− The complex plasma particles are individually observable.
− The particles diameters are in the range of µm, their separation in the range of 100 µm.
These optically thin systems can easily be visualized and allow the three-dimensional
imaging of hundreds of particle layers.
− The dynamic time scale, e.g. the inverse Einstein frequency, is in the range of 10 ms.
This allows for a high resolution tracing of the dynamics of microparticles.
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− Analogous to the dynamics of atoms in liquids or solids, the dynamics of microparti-
cles in a complex plasma are virtually undamped due to the dilute ionized gas as the
molecular component. The momentum transfer between supramolecular microparticles
is much greater than the momentum transfer of microparticles and plasma constituents.
− The composition of four components allows a great variety of configurations and the
modeling of many physical processes.
− The system can be manipulated manifold in experiments. For example electrostatic and
magnetic fields, thermal gradients or electromagnetic pressure by laser can be applied.
− The strong coupling and collective behavior provide an opportunity to study highly non
linear and self-organization processes.
Therefore complex plasmas provide the unique opportunity to study a cornucopia of
(self-organizing) physical processes on the kinetic individual particle level.
4.1.1 Two-dimensional plasma crystals
Two-dimensional crystals are an important research subject since they show fundamentally
different properties compared to the three-dimensional case. In three dimensions a solid
is characterized by its long-range order. However, as explained in section 2, in two (or
less) dimensions the Mermin-Wagner [117] theorem forbids any long-range order and an
alternative characterization of the solid state is necessary. Another interesting point is
that such two-dimensional systems are not frequently observed and hence the theory can
only be tested for few experimental setups. Examples for two-dimensional systems are e.g.
compressed Langmuir films of stearic acid [137], trapped atomic gases [62], the electron solid
[59, 123] or monolayers of xenon on graphite [68]. Complex plasmas provide an additional
system where two dimensional solids can be observed and their unique properties even
allow the complete tracing of individual particle trajectories.
In 1986 [73] it was proposed that small particles can form a coulomb lattice in a plasma.
The coupling parameter Γ is the ratio of the mean energy of pair electrostatic interactions
to the thermal particle energy:
Γ =
Q2
kT∆
(4.1)
It is a measure for the strength of the electrostatic coupling between particles. A coulomb
lattice is formed if the coupling parameter exceeds a critical value Γ > Γc ' 170. This
condition is hard to meet experimentally in a one component plasma. The charge is equal
to the elementary charge and Γc can only be exceeded for very high densities and low
temperatures. The charge of the supramolecular component in a complex plasma, the
microparticles, is much greater and can vary over a wide range of about Q ∈ [103, 104]e
allowing the formation of plasma Coulomb crystals at moderate temperatures of about
T ' 300K. The first experimental evidence for two-dimensional complex plasma crystals
was reported in 1994 [36, 67, 163]. In a radio frequency (rf) discharge the particles were
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confined to a monolayer that crystallized into a two-dimensional hexagonal Bravais lattice.
In nature two-dimensional systems are not easy to find. In complex plasmas however, it
is straightforward to levitate a single layer of plasma particles in a rf discharge chamber.
Vertical fluctuations due to fluctuations in the particle charges are usually negligible. An
image of two-dimensional plasma crystal, electrostatically levitated in laboratory condi-
tions on the ground, is presented in Fig. 4.1.
Figure 4.1: Two-dimensional plasma crystal levitated in a rf chamber in ground-based labo-
ratory. The experiment was performed by C. A. Knapek. The field of view was 18 mm x 25
mm. Particles are melamine formaldehyde spheres of 9.19µm diameter, the mean interparticle
separation is 0.59 mm. The gas pressure is 1.94 Pa and the electrode peak-to-peak voltage is
172 V. The image was adapted from [24].
Experiments of a the crystallization of a two-dimensional complex plasma are discussed
and analyzed in the publication in appendix D.1 and summarized in section 6.
4.1.2 Charging
Since the supramolecular microparticles interact via coulomb forces depending on their
charge Q, the start of the description of their interactions has to begin with the nature of
their charging. Microparticles are charged due to the electron flux Ie and the ion flux Ii to
their surfaces. The charge evolves in time according to:
dQ
dt
= Ii − Ie (4.2)
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Electrons have a higher mobility than ions leading to an initially high Ie and a large
negative charge Q of the particle. The negative charge repulses incoming electrons and
attracts ions until the fluxes match and Q stays constant for long times t.
The standard approach to describe the electron and ion fluxes is the orbital-motion-
limited (OML) approximation [38, 7, 57]. The assumptions of the OML approximation
are:
− Microparticles are isolated. Electron and ion motions in the vicinity of a specific mi-
croparticles are not affected by other particles.
− The plasma is collisionless. Electrons and ions do not collide during their approach to
the microparticle.
− The effective potential has no barriers.
Solving the conservation equations of energy and angular momentum provides the following
expression for the cross section for the collection of electrons and ions:
σ(v) =
{
πa2(1− 2qφs/mv2) for qφs < 1/2mv2
0 otherwise.
(4.3)
Here q and m are the charge and mass or either electrons or ions, v is the velocity in the
microparticle coordinate system, a is the radius of the microparticle and φs ∝ Te/e is the
stationary surface potential depending on the electron temperature Te. e is the elementary
charge. The currents can be obtained by integration of the velocity distribution functions
f(v):
I = qn
∫
d3v vσ(v)f(v), (4.4)
with number densities n. Assuming Maxwellian velocity distributions this yields for ion Ii
and electron fluxes Ie:
Ie =
√
8πa2enevTeexp
(
−|Q|e
aTe
)
Ii =
√
8πa2enivTi
(
1 +
Te
Ti
|Q|e
aTe
) (4.5)
Equal currents lead to the equilibrium charge
Q = aφs. (4.6)
This turns out to be a good approximation for sufficiently small particles a < 0.2λ com-
pared to the screening length λ [40, 85].
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4.1.3 Interaction potential and interaction nonadditivity
For the approximation of an isolated spherical particle the distribution of the electrostatic
potential φ can be obtained from the charge distribution ρ by the Poisson equation
∆φ(r) = −4πρ(r) (4.7)
with boundary conditions φ(r → ∞) = 0 and φ(r = a) = φs. The surface potential is
related to the particle charge by:
dφ
dr
∣∣∣∣
r=a
= −Q
a2
(4.8)
Boltzmann electrons and ions distributions can be linearized for q|φs|/kT . 1, then the
Poisson equation Eq. (4.7) is solved by the Yukawa (or Debye-Hückel) potential:
φ(r) =
Q
r
exp
(
− r
λD
)
(4.9)
with the linearized Debye length λD. It is composed of the electron and ion Debye length
given by:
1
λ2D
=
1
λ2De
+
1
λ2Di
= 4π
(
ene
kTe
+
qini
kTi
)
. (4.10)
The exponential screening of the interaction potential can be explained by the redistribu-
tion of electrons and ions around the microparticle.
There are different screening mechanisms possible in complex plasmas which play an
important role in the distribution of charges around microparticles. When there is no
plasma production, i.e. ionization, or loss in the neighborhood of a microparticle, the
long-range asymptote of the potential is determined by the conservation of fluxes to the
particle surface. This leads to a power-law decay of the far potential. In collisionless
plasmas this asymptote is predicted to decay quadratically φ(r) ∝ r−2 [9, 166] For highly
collisional plasmas the potential is predicted to be Coulomb-like φ(r) ∝ r−1 [84]. A so-
called shadowing force between neighboring particles resulting from mutual distortions of
their ion and neutral fluxes can also lead to a Coulomb asymptote φ(r) ∝ r−1 [97].
A particularly crucial role in determining the shape of the long-range asymptote is
plasma production and loss. Several mechanisms can be responsible: Electron-neutral
collisions is considered to be the main cause of plasma production due to impact ionization.
Plasma loss can be due to electron-ion recombination in high pressure gas discharges [51],
due to ambipolar diffusion to the walls of the plasma chamber in low and moderate pressure
[34], combinations of those [86], or plasma loss on the microparticles for high densities [46].
These processes lead, in general, to the emergence of two asymptotes of the interaction
potential φ(r) that both exhibit exponential screening of the Yukawa form. This is called
a double-Yukawa repulsive potential [86]:
Φ(r) =
1
r
(
Q∗SRe
−r/λSR +Q∗LRe
−r/λLR) (4.11)
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Here Q∗ indicates effective charge, λ indicates the screening length scale for long-range
(LR) and short-range (SR) interactions respectively. In fact, the length scales can be quite
different. λSR is determined by the Debye-Hückel screening and therefore has similar mag-
nitude as the Debye length which is typically smaller than the interparticle separation.
The value of λLR depends on the balance between plasma loss and production and can
therefore vary over a broad
, typically much larger than the interparticle separation. The screening length ratio, pro-
viding a measure or the dominance of long-range over short-range interactions, is defined
as:
Λ = λLR/λSR. (4.12)
The pair interaction energy of particles i, j in a binary mixture is determined by the
potential of charge Qi at the position of charge Qj:
Vij(r) =
1
2
∑
β∈{SR,LR}
(
QiQ
∗
β,j +QjQ
∗
β,i
) e−r/λβ
r
(4.13)
It follows that the Berthelot mixing interaction nonadditivity parameter
δ =
(√
ν2,SR + ν2,LR
(
e−r/λLR/e−r/λSR
)
ν1,SR + ν1,LR (e−r/λLR/e−r/λLR)
− 1
)2
2
√
ν2,SR + ν2,LR
(
e−r/λLR/e−r/λSR
)
ν1,SR + ν1,LR (e−r/λLR/e−r/λLR)
≥ 0 (4.14)
(see section 3) is always positive. Therefore the binary complex plasma system always
exhibits phase separation in bulk conditions, also for a double-Yukawa potential. νi,β, β ∈
{SR,LR} are the normalized charge ratios νi,β = Q∗i,β/Qi.
For a complex plasma with only one (generic) far field asymptote Y (r) and interaction
potential φij = Q
∗
iY (rij), depending on the far-field effective charge Q
∗
i (Qi), the nonaddi-
tivity parameter reduces to:
δ =
(√
ν2/ν1 − 1
)2
2
√
ν2/ν1
≥ 0 (4.15)
with the normalized charge ratio νi = Q
∗
i /Qi. Thus, for a complex plasma demixing is
always stimulated in bulk conditions. This is a remarkable result since it is independent of
the particular form of the far-field radial profile Y (r). This implies that complex plasmas
always demix independent of the particular charging mechanisms e.g. ion/neutral particle
collisions or ion absorption to the microparticle surface. The only quantity influencing the
value of the interaction nonadditivity is the ratio between the actual particle charge and
the effective charge determining the far-field interaction potential. An image of a phase
separating binary complex plasma is presented in Fig. 4.2.
Particle resolved demixing simulations of a binary three-dimensional complex plasma
are analyzed for different screening length ratios Λ in the publication ”Kinetics of fluid
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Figure 4.2: Phase separating binary complex plasma consisting of different sized particles.
The image is a cross section of a three-dimensional cloud. The experiment was performed by
E. Zaehringer on the PlasmaLab/Ekoplasma setup in a parabolic flight campaign in 2016 under
microgravity conditions. Particles are melamine formaldehyde spheres of 4.41µm, respectively
9.19µm diameter. The chamber is cylindrical with an electrode diameter of 11.4 cm, the vertical
electrode separation is adjusted to 30 mm. Voltage is applied in push-pull mode between upper
and lower electrodes in the range of Upp ' 27 V. The gas pressure is 10 Pa.
demixing in complex plasmas: Domain growth analysis using Minkowski tensors” in the
appendix D.2. This work is summarized in section 7.
4.2 Dynamic density-functional theory
The dynamical density functional theory (DDFT) with a Gaussian core model (GCM)
provides a simple model for polymers in solution. The model is chosen due to its simplicity
and its generic demixing properties.
This section gives an overview of methods used in [26] to model fluid demixing on spher-
ical geometries. The dynamics of a fluid, bound to the surface of a sphere, is investigated
using a dynamical density functional theory [12, 109] with a Gaussian core model [159] for
the particle interaction potential. The density-functional theory is based on the assump-
tion that the free energy of a fluid is a unique functional of its equilibrium density and is
independent of external fields. For a specific interaction potential the inhomogeneous fluid
density and all n-point correlation functions can be obtained by functional differentiation
of the free energy functional. The Gaussian core model is a soft particle interaction poten-
tial that consists of a pairwise sum of additive Gaussian components for which terms in a
series expansion of the free energy can be calculated analytically.
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4.2.1 The Gaussian Core Model
The Gaussian core model (GCM) was introduced by Stillinger [159] in order to study
phase separation in binary mixtures. It has been studied extensively in the bulk as also at
interfaces [10, 11, 12, 15, 14, 16].
Consider a binary fluid consisting of a mixture of particles of two distinct species. The
particles of species i and j interact via the soft repulsive pair potential:
βvij(r) = βεij exp{−r2/R2ij}, (4.16)
Here β=(kT )−1. The positive parameter εij > 0 is a measure for the interaction strength,
Rij > 0 is the length scale of the interaction range.
The mean field approximation of the free energy in the GCM is in agreement with
computer simulations of the full model [108]. Another advantage is its straightforward
application in density functional theories.
4.2.2 Mean-field free energy functional
The Helmholtz free energy functional F describing of the particles on the sphere can be
approximated by
βF [{ρq(r)}] =
∑
q
∫
drρq(r)
(
ln(ρq(r))− 1
)
(4.17)
+
1
2
∑
ql
∫
dr
∫
dr′ρq(r)ρl(r
′)βvql(|r− r′|).
The first is the ideal term, the second the excess term that describes the interactions. F
has a functional dependence on the density profiles ρq(r, t) for both species q ∈ {1, 2}.
Since the thermal wavelength is physically irrelevant it is set to unity.
The number density of species q is ρq =Nq/V in the bulk. Here Nq is the number of
particles of species q, and V is the area. The total particle number density is the sum of
the contributions of both species ρ = ρ1 +ρ2, similar N = N1 +N2. The mixing parameter
x is the concentration of particles of species 2, x = N2/N . Then ρ1 = (1−x)ρ and ρ2 = xρ
with the lever rule ρ = (1−x)ρ+xρ. The free energy per particle f = f/N can be written
as sum of the ideal term fid and the excess term fex:
f = fid + fex. (4.18)
The ideal term can be expressed as
βfid = ln(ρ)− 1 + (1− x) ln(1− x) + x ln(x), (4.19)
and the excess term as
βfex =
1
2ρ
(
ρ1ρ1v̂11 + 2ρ1ρ2v̂12 + ρ2ρ2v̂22
)
. (4.20)
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Here the coefficients are transformed via v̂ij = ε
∗
ijR
2
ijπ and ε
∗
ij = βεij. In [26] following
parameters are chosen: R11 =R22 =R12 =1, ε
∗
11 =ε
∗
22 =2 and ε
∗
12 =1.035ε
∗
11.
With these parameters a phase diagram is calculated in the case of flat geometry acting
as guide for the behavior in the case of spherical geometry [26]: The GCM demixes when
sufficiently high densities ρ > ρc are reached.
4.2.3 Dynamical density-functional theory and numerical imple-
mentation
The one-body densities of the particles on the spherical surface can be obtained by the
application of dynamical density functional theory [13, 109]. In the DDFT the temporal
evolution of the particle densities is given by the equation of motion.
γ−1
∂ρq(r, t)
∂t
=
∂
∂r
·
[
ρq(r, t)
∂
∂r
δF [{ρq(r, t)}]
δρq(r, t)
]
(4.21)
Here γ is the mobility and it is related to the diffusion coefficients D as γ = βD. Eq.
(4.21) is a generalized diffusion equation. The evolution of the density is by gradients in
the local chemical potentials. The chemical potential depends on the particle interactions
encoded in the free energy functional, Eq. (4.17). For the ideal gas functional Eq. (4.21)
is reduced to the standard ideal gas diffusion equation.
The DDFT equation of motion Eq. (4.21) is solved on the sphere, with pixels parametrized
by the spherical coordinates θ and φ. By this parametrization the calculation of gradients
and divergences of scalar- and vectors fields can be done by simple finite differences. Con-
volutions are efficiently calculated by applying the convolution theorem on the unit-sphere
[45, 26] via spherical harmonic functions.
Dynamical density-functional theory calculations of a binary fluid confined to the sur-
face of a sphere are analyzed for different sphere sizes and mixture compositions in the
study provided in appendix D.3. A summary can be found in section 8.
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Chapter 5
Linear and nonlinear spatial statistics
The treatment of spatial data is an omnipresent challenge in many fields of research. The
effect of osteoporosis on anisotropic bone structure is investigated in the field of medicine
[39, 44, 168, 142, 127, 19], the influence of porous structure on the taste of food is relevant
for the food industry [5, 41, 49], biologists study cell packings [18, 20, 78]. Spatial structures
occur on all length scales ranging from nuclear pasta [173, 50, 89] to the large scale structure
of the universe [83, 126].
In particular in statistical physics many body systems often self-organize in complex
structures [72, 135, 136]. Competing interactions in confined colloidal suspension can, for
example, lead to particles that self-assemble in compact disks [105]. The particular struc-
ture that is assumed depends on the interaction potential shape. Such systems, exhibiting
complex structure, have a strong connection between the physical principals that govern
their interactions on the microscopic scale and the morphology of the structural patterns
they assume.
In order to obtain a quantitative description of the connection between physics and
shape, a quantitative morphological description is necessary. Traditionally this descrip-
tion is based on two-point correlation functions or their analogue in Fourier space, the
power spectral density. This was a convenient way to compare experiment and theory
in a time when scattering experiments were the standard method to analyze microscopic
spatial structure. In these days, advanced digital image processing allows the application
of sophisticated structural measures in position space. One possibility to describe spatial
data more rigorously than power spectrum based measures are Minkowski functionals and
tensors. A crucial advantage of Minkowski functional and tensor measures is their sensitiv-
ity to higher order correlations. The extension of traditional power spectrum or two-point
correlation measures is, in contrast, computationally expensive [169]. Another benefit of
Minkowski measures is that they are easy to interpret since they are related to simple
concepts as volume, area, curvature and connectedness.
In this section a brief introduction to traditional measures (that are usually applied
to characterize demixing dynamics and two-dimensional crystal and liquid systems), both
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in position and Fourier space is given. Then, Minkowski functionals and tensors are pre-
sented as a complete family of morphological descriptors. Before the actual measures are
discussed, a mathematical description of many-body systems is given.
5.1 Random point processes
Many-body systems of physical particles can mathematically be described by a set of
points {xi|i = 1, ..., N,N ∈ N} in three dimensional Euclidean space E3. Any particle
configuration can be described by a random point process resulting in this set of points.
This point process is determined by its probability distribution function (pdf)
N∏
k=1
dxk P(x1, ...,xN). (5.1)
The pdf is completely determined when all of its moments, given by the N -point correlation
functions
〈
xl11 ...x
lN
N
〉
=
∫ N∏
k=1
dxk x
l1
1 ...x
lN
N , (5.2)
are known. The exponents li ∈ N are natural numbers. A linear point process (in one-
dimensional systems described by an autoregressive-moving-average-model (ARMA) [176,
27]) is homogeneous and isotropic. Thus, its correlation functions are translation and
rotation invariant and can only depend on the magnitude of pairwise differences |xi − xj|,
leaving the two-point correlation function
ξij(|xi − xj|) = 〈xixj〉 (5.3)
as the only non-vanishing moment. The pdf determined solely by its two-point correlation
function is the pdf for Gaussian random fields (GRF):
N∏
k=1
dxk P(x1, ...,xN) =
1
(2π)N/2det(ξ)1/2
exp
(
−1
2
∑
i,j
xi(ξ
−1)ijxj
)
. (5.4)
Thus a linear random point process is completely determined by the knowledge of its two-
point correlation function (all higher order correlations vanish) and given by a Gaussian
probability distribution function. This means that any nonlinear properties must neces-
sarily lie in the correlation functions of orders larger than two.
5.2 Conventional structure measures in position space
5.2.1 Pair correlation function g(r)
The KTHNY theory (see section 2.1) for the melting transition in two-dimensional systems
predicts distinct long-range decay asymptotes of the pair correlation function in different
phases.
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With ρ = N/V in three dimensions, or ρ = N/A in two dimensions, being the number
density of the set of N particles {xi|i = 1, ..., N,N ∈ N} occupying the volume V , or area
A, the pair correlation function is defined as:
g(x) =
1
ρ
〈∑
i 6=j
δ(x− (xi − xj)
〉
. (5.5)
〈·〉 denotes the ensemble average, δ(x) is the Dirac delta distribution. By defining the
density distribution ρ(x) =
∑
i δ(x − xi) the pair correlation function can be written as
the two-point density correlation function:
g(x) =
〈∑
i 6=j
ρ(x− xi)ρ(x− xj)
〉
. (5.6)
The radially averaged pair correlation function (also known as the translational corre-
lation function or radial density distribution) is given by
g(r) =
πr2
2πrN2
〈∑
i 6=j
δ(r − (ri − rj)
〉
=
1
2πrN
〈∑
i 6=j
ρ(r − ri)ρ(r − rj)
〉
(5.7)
in two dimensions (x = (x1, x2), r
2 = x21 +x
2
2). It is a measure for the translational order in
a point distribution. It yields the mean probability density for the existence of a particle
separated by a distance r from another particle [171]. It is calculated explicitly by choosing
one-by-one, each particle i as the center particle xc, then calculating the probability to find
another particle in the neighborhood Uδr(r), the annulus at the distance r extending to
r + δr, and averaging over all particles as center particle. In the flat two-dimensional case
the neighborhood is the annulus with area 2πrδr. Nc center particles are chosen and the
distance is scanned between r = 0 and r = rmax in steps of δr. To get the probability, the
particles in the neighborhood have to be counted and then the result normalized by the
neighborhood area. Averaging is done by division with Nc and by normalizing with the
particle density Nc/πr
2
max:
g(r) =
Nc∑
i=1
1
Nc
πr2
Nc
∑
r+δr<|x−xc|<r+δr
i
2πrδr
(5.8)
The position of the first peak of g(r) is a good estimate of the average interparticle
distance δ. It can be used to characterize the degree of translational order via the magnitude
of the correlation length ξ. In addition the peak width of g(r) is a measure for the particle
temperature.
An example for the shape of g(r) is given in Fig. 5.1. The fist peak indicates the
average interparticle distance, the next peaks correspond to the position of the after next
neighbors. At large distances the value of g(r) converges to unity.
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Figure 5.1: Pair correlation function g(r) for a two-dimensional complex plasma sheet. The
experiment is the same as presented in Fig. 2.4 (b).
The predictions of the KTHNY theory on the long-range decay of g(r) are summarized
in table 5.1. In the publication ”Scale-free crystallization of two-dimensional complex plas-
mas: Domain analysis using Minkowski tensors” in the attachment D.1 these decay shapes
are tested for experiments of the crystallization of a two-dimensional complex plasma. This
work is summarized in section 6.
Table 5.1: Consequences of the KTHNY theory on the long-range decay of the pair
correlation function g(r) in different phase regimes.
phase temperature regime g(r) decay
liquid (T > Tc2) g(r) ∝ exp(−r/ξ)
hexatic (Tc1 < T < Tc2) g(r) ∝ exp(−r/ξ)
solid (T < Tc1) g(r) ∝ r−η(T ), η(T → T−c1) = max(η(T ))
5.2.2 Bond order parameter Ψ6
A metric for the local hexagonality of a two-dimensional lattice is the bond order parameter
Ψ6 [157]. It can be used to identify defects in two-dimensional lattices. For any lattice site
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k it is defined as
Ψ6,k =
∣∣∣∣∣1/nk ×
nk∑
m=1
exp (6iΘkm)
∣∣∣∣∣ . (5.9)
nk is the number of nearest neighbors of the particle at lattice site k. Θkm is the angle
between the bond of particles at sites k and m and an arbitrarily chosen fixed axis. i is
the imaginary unit. The value of Ψ6 for a perfect hexagonal lattice site is 1, it assumes
small values for lattices sites with distorted neighborhood shapes. This makes it possible
to identify crystalline lattice sites by introducing a threshold value Ψ6,thresh. Then one can
consider lattice sites with Ψ6,k > Ψ6,thresh as crystalline and lattice sites with Ψ6,k < Ψ6,thresh
as lattice defects. When averaged over all lattice sites it is used as a measure for the mean
local order of a crystal.
However, it has been show that the bond-order parameter has significant drawbacks
[119]: Ψ6 depends on the choice of the specific neighborhood definition and is inherent
discontinuous. These shortcomings are cured when using the morphological Minkowski
functional and tensor measures (their introduction follows in section 5.4 below).
5.2.3 Bond correlation function g6(r)
In addition to the predictions on the long-range asymptotes for the pair correlation function
g(r), the KTHNY theory has implications regarding the asymptotes of the bond correlation
function g6(r).
Ideal hexagonal crystals exhibit a long-range order of the orientation of their nearest
neighbor bonds. The correlation function describing this orientational order is the bond
correlation function g6(r). Following [63, 131] it can be defined as the radially averaged
correlation function of Ψ(x) = exp (iθ(x)):
g6(r) =
〈∑
k 6=l
Ψ(r − rk)Ψ∗(r − rl)
〉
. (5.10)
θ(r) denotes the angle between a nearest neighbor bond for a lattice site at position r and
an arbitrary but fixed axis. i is the imaginary unit.
The explicit calculation of the bond correlation function can be performed as the sum
g6(r) =
∣∣∣∣∣∣
1
NB
NB∑
l=1
1
n(l)
n(l)∑
k=1
exp {6i (θ(rk)− θ(rl))}
∣∣∣∣∣∣
. (5.11)
NB is the total number of bonds in the crystal, n(l) is the number of bonds at distance r
from bond l. θi the angle of bond i at the position xi to an arbitrary, but fixed, axis. For
a perfect hexagonal lattice g6(r) ≡ 1 and it is close to 1 and constant for a solid crystalline
state [63].
An example for the shape of g6(r) is given in Fig. 5.2. The peak positions indicate
the distance between next neighbors and after next neighbors and so on as in the pair
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correlation function g(r). The value of g6(r) decays for large distances, indicating a non-
solid phase.
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Figure 5.2: Bond correlation function g6(r) for a two-dimensional complex plasma sheet.
The predictions of the KTHNY theory on the long-range decay of g6(r) are summarized
in table 5.2. These predictions are tested in the publication in the attachment D.1 (sum-
marized in section 6) for the solid-liquid transition in two-dimensional complex plasma
sheets.
Table 5.2: Consequences of the KTHNY theory on the long-range decay of the bond
correlation function g6(r) in different phase regimes.
phase temperature regime g6(r) decay
liquid (T > Tc2) g6(r) ∝ exp(−r/ξ6(T ))
hexatic (Tc1 < T < Tc2) g6(r) ∝ r−η6(T ); η6 < 0.25
solid (T < Tc1) g6(r) = const, const 6= 0
5.3 Linear methods in Fourier space
As discussed in section 5.1 linear random point processes are characterized by their Gaus-
sian probability distribution function and are completely determined by their two-point
correlation function.
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On the other hand the Fourier transform of the two-point correlation function ξ(x) is
the power spectral density P (also power spectrum or structure factor):
P (k) =
∫
d3x exp(−ik · x)ξ(x). (5.12)
Due to the homogeneity and isotropy the power spectral modes are mutually independent:
〈x̃(ki)x̃(kj)∗〉 = (2π)3δ(ki − kj)P (|kj|). (5.13)
Then the pdf of the Fourier components is given by:
N∏
j=1
dx̃(kj) P (x̃(k1), ..., x̃(kN)) =
1
(2π)N/2|∏i P (ki)|1/2
exp
(
−1
2
∑
i
|x̃(ki)|2
P (|ki|)
)
. (5.14)
Since the Fourier transform is bijective the power spectrum contains the same information
as the two-point correlation function. This means that all information of a linear process
is encoded in the power spectrum and vice versa that the power spectrum only provides
information about the linear properties of a signal.
5.3.1 Power spectral density and structure factor
The evolving domain size in demixing experiments is usually characterized by the structure
factor (also power spectrum or power spectral density) [3, 54].
The Fourier transform F(k) of a smooth function ρ(x) : RN → R is given by:
F(k) =
∫
RN
ρ(x) ei2πk·xdNx (5.15)
It can be decomposed into the Fourier amplitudes |F(k)| and the Fourier phases Φ(k) as
F(k) = |F(k)| eiΦ(k). (5.16)
The absolute square of the Fourier amplitudes is called the power spectrum P(k) (also
structure factor S(k)):
P(k) = F∗(k) · F(k) = |F(k)|2 . (5.17)
In the discrete case the Fourier transform Fk of a series ρx : RN → R, ρ ∈ R,x =
(x1, x2, ..., xN) ∈ RN , N ∈ N, sampled at n points xi ∈ {1, 2, ..., n}∀i ∈ {1, ..., N} is given
by:
Fk =
n∑
x1=1
n∑
x2=1
...
n∑
xN=1
ρx e
i2πk·x/n (5.18)
Demixing dynamics are usually investigated by calculating the characteristic scale L(t) of
the fluid density distribution ρ(x) : R→ R. L is obtained by identifying the wave number
kmax at the position of the maximum of P(k) as the length scale
L =
2π
kmax
, (5.19)
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where
kmax = arg max(P (k)). (5.20)
kmax can be determined by fitting an off-critical fitting function, proposed in [54], in order
to obtain the fitted structure factor S(k):
S(k) ∝ (k/kmax)2 /
[
2 + (k/kmax)
6] . (5.21)
5.3.2 Angular power spectral density
For the analysis of the structure factor in the case of systems on spherical geometry the
need arises to define a orthonormal decomposition in harmonic functions on the sphere.
To find the basis functions Ψ(n) one has to solve the Laplace equation
∇2Ψ(n) = 0. (5.22)
n(Θ,Φ) is a direction on the sphere. Separation of variables Ψ(n) = A(Θ)B(Φ) leads to:
B(Φ)
sin(Θ)
d
dΘ
(
sin(Θ)
dA(Θ)
dΘ
)
+
A(Θ)
sin2(Θ)
d2B(Φ)
dΦ2
+ l(l + 1)A(Θ)B(Φ) = 0. (5.23)
The harmonic functions solving Eq. (5.23) are the spherical harmonics Ψ(n) = Ylm(n)
given by
Ylm(n) =
√
2l + 1
4π
(l −m)!
(l +m)!
Pml (cos(θ))e
imΦ, (5.24)
with indices l ∈ N0 and m ∈ Z with −l ≤ m ≤ l. Pml are the Legendre polynomials. Any
scalar function ρ(n) on a spherical geometry can be decomposed in its spherical harmonics
representation. The spherical harmonics Ylm(n) form a orthonormal base on the unit
sphere.
l is the multipole and determines the ”wave length”. It counts the number of waves
along a meridian. m determines the shape of the mode, it is the number of modes along
the equator. This is illustrated in Fig. 5.3: The spherical harmonics Ylm(n) are presented
for l = 5 and m = 0, 1, 2, 3, 4, 5. The average solid angle Ω corresponding to a specific l is
Ω = 4π/2l. Considering the division of the sphere in 2l equal slices, the widest part of these
slices corresponds to an angle Θ = π/l. This translates into a length scale L = R · π/l,
with the sphere radius R.
The function ρ(n) can be expanded as:
ρ(n) =
∑
l≥0
∑
|m|≤l
almYlm(n), (5.25)
with harmonic coefficients alm given by the projection
alm =
∫
dΩ ρ(n)Y ∗lm(n). (5.26)
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Figure 5.3: The spherical harmonics Ylm(n) an a sphere shown in the Mollweide projection.
(a) l = 5, m = 0, (b) l = 5, m = 1, (c) l = 5, m = 2, (d) l = 5, m = 3, (d) l = 5, m = 4, (d)
l = 5, m = 5.
The power spectrum Cl of the scalar field ρ(n) can be defined via the harmonic coeffi-
cients alm obeying 〈alma∗l′m′〉 = δll′δmm′Cl by
Cl =
1
2l + 1
∑
|m|≤l
〈|alm|2〉. (5.27)
The Cl are called the angular power spectral density. Since for any l there exist 2l + 1
modes of m the total power for the multipole l is given by (2l + 1) · Cl.
In the following we analyze the position lmax and value Cl,max of the maximum of the
power spectral density. lmax is a measure for the length scale of the most dominant pat-
tern. This quantity is the standard metric to characterize the domain growth of demixing
processes [29, 169, 162, 178, 25]. Here we also introduce the power Cl,max as a measure
for the domain growth. Cl,max is a measure for the dominance of the most predominant
pattern (in terms of spherical harmonics) of the function on the sphere.
The position of the maximum is determined via fitting the off-critical fitting function
S(l, t) ∝ (l · L(t)/2π)2 /
[
2 + (l · L(t)/2π)6
]
(5.28)
[54].
5.4 Nonlinear morphological measures
The power spectrum and the pair correlation function only characterize linear properties
as they are defined by two-point density correlation functions. Thus, it can be beneficial to
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extend the analysis of spatial data to measures that also capture the nonlinear information
encoded in higher order correlation functions. Formulated in Fourier space this means
to capture the information decoded in the Fourier phases. The difference between an
image analysis based on only the Fourier amplitudes as compared to the Fourier phases
is presented in Fig. 5.4. Here two greyscale portraits are Fourier transformed, then the
(a) (b)
(c) (d)
Figure 5.4: Fourier transform of greyscale images. J. W. Cahn is portrayed in panel
(a), J. M. Kosterlitz in panel (b). The Fourier transform of panels a,b is given by
Fa,b(k) = |Fa,b(k)|e−iφa,b(k). The lower panels present the inverse Fourier transform with ex-
changed phases and amplitudes: Panel (c) presents FT−1[|Fa(k)|e−iφb(k)]. Panel (d) presents
FT−1[|Fb(k)|e−iφa(k)]. Clearly the morphological information is encoded in the Fourier phases.
Inspired by C. Räth [141].
amplitudes of the first image are combined with the phases of the second (and vice versa)
before the inverse Fourier transform is shown. The portraits can be recognized due to
the information in the Fourier phases since they encode the structural information of the
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images. This also shows that human texture recognition must be a nonlinear process.
(For a theory of human visual perception consult [79, 80]. It was shown that texture
discrimination relies on a few conspicuous features, called textons.)
Another example where the linear, isotropic nature of the power spectrum analysis
shows is limitation is shown in Fig. 5.5. Here a snapshot of a molecular dynamics simulation
of a binary complex plasma is show. The two particle species are initially mixed and then
dynamically demix. At first neighboring particles start to agglomerate in disjoint spherical
domains. However, at later times these domains start to coalesce. This process is discussed
in more detail in section 7. During the coalescence the shape of the domains is anisotropic
and can obviously not be described by a single number as would be the case when choosing
the maximum of the structure factor. In this case an explicitly anisotropic shape metric is
needed.
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Figure 5.5: Anisotropic domain shape of the minority particles in a binary complex plasma
molecular dynamics simulation during demixing. The screening length ratio (Eq. (4.12)) is
Λ = 12.
One possibility to define shape metrics that capture the nonlinear information in higher
order correlations are Minkowski functionals. By extending their definition to higher rank
tensors it is also possible to define explicit anisotropy measures and metrics sensitive to
specific structure symmetries.
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5.4.1 Minkowski functionals
In the early 20th century [120] Minkowski functionals have been introduced and discussed
in the context of integral geometry [175, 149]. Later their potential for morphological data
analysis was discovered after their application to the analysis of the large-scale structure of
the universe [114]. They characterize not only the geometrical properties and the shape of
structured data but also their topology and connectedness. They can provide insight into
physical processes where conventional linear measures cannot since they are sensitive to
n-point correlation functions for any order n [114] and thus respond to nonlinear properties.
Definition
The Minkowski functionals can be defined as integrals on smooth bodies and their bound-
aries. In two dimensions they are familiar quantities: The area, the perimeter and the
Euler characteristic. The Euler characteristic is a topological invariant that measures the
connectedness of a pattern. In two dimensions it can be calculated as the sum of all
connected regions in the pattern minus the number of holes in these regions. In three
dimensions they are the volume, the surface area, the integrated mean curvature, which is
proportional to the mean width, and again the Euler characteristic. In three dimensions
the Euler characteristic is given by the number of connected regions plus the number of
holes in those regions minus the number of tunnels piercing through connected regions.
For a body K with a smooth boundary contour ∂K embedded in D-dimensional Eu-
clidean space ED the D + 1 Minkowski functionals are defined as:
M0(K) =
∫
K
dDx
Mν(K) =
∫
∂K
Gν(x) d
D−1x , 1 ≤ ν ≤ D
(5.29)
Gν(x) are the elementary symmetric polynomials of the local principal curvatures as defined
in differential geometry.
Properties
Minkowski functionals are motion invariant, i.e. they are invariant under translations t or
rotations Ô:
Mν(K + t) = Mν(K)
Mν(Ô K) = Mν(K)
(5.30)
They are additive
Mν(K1 ∪K2) = Mν(K1) +Mν(K2)−Mν(K1 ∩K2) (5.31)
and conditionally continuous. This means that for a convergent (with respect to the
Hausdorff metric) series of bodies {Kn → K|n → ∞} the series of Minkowski functionals
5.4 Nonlinear morphological measures 45
also converges:
lim
n→∞
Mν(Kn) = Mν(K) (5.32)
They form a complete family of morphological measures. The completeness theorem [61]
states that any motion invariant, conditionally continuous and additive functional F , de-
fined on a subset of Euclidean space S that can be represented as a finite union of closed
bounded convex sets, necessarily is a Minkowski functional or a linear combination of
Minkowski functionals:
F(S) =
D∑
ν=0
= cνMν(S) (5.33)
with coefficients cν ∈ R. They are homogenous functions of order D − ν:
Mν(λK) = λ
D−νMν(K) (5.34)
They are proportional to n-point correlation function for any n and thus are sensitive to
nonlinear properties. This becomes directly clear when considering the mean value of the
Minkowski functional density of a set of points {xi|i = 1, ..., N,N ∈ N} in three dimensional
Euclidean space E3 covered by spherical balls Br(xi) = {x ∈ E3| ‖ x− xi ‖≤ r} as B(r) =
∪Ni=1Br(xi) in a volume Ω. Generally the statistics in the point set are characterized by
the density correlation functions {ρn(x1, ...,xN)|n = 1, ..., N}. Then, due to the additivity
Eq. (5.31), the mean Minkowski functional density is given by:
〈
Mν(B(r))
Ω
〉
=
N∑
n=1
(−1)n+1
n!Ω
n∏
k=1
∫
Ω
d3xk ρk(x1, ...,xk)) Mν(∩Ni=1Br(xk)) (5.35)
according to [114]. This is their main advantage in comparison with linear measures. Since
they are proportional to n-point correlations for any n, they capture the full nonlinear
structural information. In addition they not only characterize shape and geometry, but
also topological connectedness. In this sense they are extraordinary useful measures for
the full morphological characterization of spatial patterns. Another attractive property
is that, while being based on a rigorous mathematical framework, they still are easy to
interpret and applications are manifold: For example in the curvature energy of membranes
[69], in the order parameter in Turing patterns [113], in a density functional theory for
fluids (as hard balls or ellipsoids) [144, 112], for testing point distributions (find clusters,
filaments, underlying point-process) or for searching for non-Gaussian signatures in the
CMB [148, 177, 121, 145, 122].
Functionals in two dimensions
In two dimensions the three Minkowski functionals M0(K) (area), M1(K) (perimeter) and
M2(K) (euler characteristic) are given by:
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M0(K) =
∫
K
d2x
M1(K) =
∫
∂K
dx
M2(K) =
∫
∂K
κ(x) dx
(5.36)
Here, κ(x) is the local Gaussian curvature.
Functionals in three dimensions
In three-dimensional Euclidean space the four Minkowski functionals M0(K) (volume),
M1(K) (area), M2(K) (integrated mean curvature) and M3(K) (euler characteristic) are
given by:
M0(K) =
∫
K
d3x
M1(K) =
∫
∂K
d2x
M2(K) =
∫
∂K
κ1(x) + κ2(x) d
2x
M3(K) =
∫
∂K
κ1(x)κ2(x) d
2x
(5.37)
κ1(x) and κ2(x) are the local principle curvatures.
Calculation
Due to the additivity (Eq. (5.31)) of the Minkowski functionals they can be calculated
by summing up their local contributions. Local contributions can be obtained by the
pixelization and binarization of data. Pixelized data P (r) of a set S can be binarized by
setting a threshold value T . The excursion set KT is the set of all pixels with a value
greater than or equal to T :
KT = {x ∈ S|P (x) ≥ T} (5.38)
This divides the set of pixels into a subset of ”active” pixels and a subset of ”inactive” pix-
els. An algorithm to compute Minkowski functionals of binary pixelized data was proposed
in [118]. In the two-dimensional case every pixel is decomposed into 4 vertices, 4 edges
and its interior square. The number of active interiors ns is counted, as is the number of
edges ne and vertices at the interface between active and inactive pixels. This decompo-
sition is illustrated in Fig. 5.6 for a square of nine pixel of which 8 are active encircling
an inactive hole. The Minkowski functionals, the area M0, the integral mean curvature or
perimeter M1 and the Euler characteristic M2, can then be calculated as sums, by counting
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Figure 5.6: Illustration for the calculation of Minkowski functionals. The pixels are decomposed
in ns squares, ne edges and ns vertices. Here we have ns = 8, ne = 24 and nv = 16. Active
squares are colored. Adapted from [118].
elementary geometric objects:
M0 = ns
M1 = −4ns + 2ne
M2 = ns − ne + nv.
(5.39)
For the example in Fig. 5.6 this yields M0 = 8, M1 = 16 and M2 = 0.
In the three dimensional case the pixels are decomposed into 8 vertices, 12 edges, 6
faces in their interior cube. The number of cubes nc, and the number of vertices nv, edges
ne and faces nf at the active/inactive pixel interfaces are counted. Then the Minkowski
functionals can be calculated simply by the summations:
M0 = nc
M1 = −6nc + 2nf
2M2 = 3nc − 2nf + ne
M3 = −nc + nf − ne + nv.
(5.40)
To avoid the double counting of any vertices, edges or faces the original images can be
build up step by step by starting with a specific active pixel and then individually adding
neighboring pixels to a temporary image. This was suggested in [118]. The temporary
number of edges, vertices or faces is only added to the total number if all neighboring
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pixels have been added. The number of arithmetic operations required to compute M0,
M1, and M2 scales linearly with the number of active pixels and the total number of pixels
in the image.
5.4.2 Minkowski tensors
With the scalar valued and motion invariant Minkowski functionals it is not possible to
define an explicit measure for anisotropy. However, it is natural to extend the scalar
Minkowski functionals to tensor valued quantities, called Minkowski tensors (MTs) by
introducing tensor products of position and normal vectors. It is straight forward to define
explicit anisotropy measures with Minkowski tensors of rank two. By applying higher
rank tensors it is also possible to define metrics that are sensitive to specific (high-fold)
symmetries.
Definition
Minkowski tensors are defined as [152]:
W a,00 (K) :=
∫
K
dDx xa
W a,bν (K) := 1/D
∫
∂K
dD−1x Gν(x) x
a  nb
(5.41)
Here,  denotes the symmetric tensor product x y = 1/2 (x⊗ y + y⊗ x). Again Gν(x)
are the elementary symmetric polynomials of the local principal curvatures as defined in
differential geometry. a counts the number of position vectors x, b counts the number of
normal vectors n in the tensor product. Thus the rank of each tensor is the tuple (a, b).
Properties
Their properties are as follows: They are isometry covariant, i.e their behavior under
translation t and rotation Ô is given by:
W a,bν (K + t) =
a∑
i=0
(
a
i
)
tiW a−i,bν (K)
W a,bν (Ô K) = Ôa+b W
a,b
ν (K)
(5.42)
They are additive:
W a,bν (K1 ∪K2) = W a,bν (K1) +W a,bν (K2)−W a,bν (K1 ∩K2) (5.43)
and they are homogeneous of degree D + a− ν, a ∈ R, ν ∈ R for isotropic scaling with a
factor λ ∈ R:
W a,bν (λK) = λ
D+a−ν W a,bν (K) (5.44)
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Similar to Minkowski functionals the attractiveness of Minkowski tensors is due to their
manifold applications. Furthermore, they are founded on a solid mathematical framework:
A strong completeness theorem by Alesker [6] states that all morphological information that
is relevant for additive properties of a body K is represented by the Minkowski tensors.
Any motion covariant, conditionally continuous and additive tensor valued functional T is
a superposition of the (countably many) Minkowski tensors. In the specific case of rank
two tensors this can be expressed as:
T (K) =
D∑
ν=0
(
T 0,0ν ·Wν(K)ED +
2∑
a=0
T a,2−aν ·W a,2−aν (K)
)
(5.45)
with real coefficients T a,bν that are independent of the particular choice of the body K.
The Minkowski tensors have a very intuitive interpretation. The position vector tensors
are proportional to tensors of inertia. W 2,00 has the form of the tensor of inertia when the
mass of the body is homogeneously distributed. When all the mass of the body is concen-
trated on its boundary the tensor of inertia is proportional to W 2,01 . For a three-dimensional
solid object with its mass located solely on its edges or its vertices, the Minkowski tensor
W 2,02 respectively W
2,0
3 is the tensor of inertia when the masses are weighted with the an-
gles between boundary surfaces or edges. The tensor W 0,21 is the covariance tensor of the
normal vector distribution and W 0,22 is proportional to the covariance tensor of its normal
distribution weighted by the normal distribution. These interpretations are illustrated in
Fig. 5.7 for the two-dimensional case.
(a)
  
(b)
  
(c)
  
(d)
  
Figure 5.7: Illustration of the interpretation of Minkowski tensors in two dimensions. The
Minkowski tensors are the moments of inertia for different mass distributions. (a) W 2,00 for a
homogeneous mass distribution. (b) W 2,01 for the mass concentrated on the boundary. (c) W
2,0
2
for masses proportional to the interior angles (negative for concave vertices) at the vertices. (d)
W 0,21 is an tensor representation of the normal vector distribution.
Applications of Minkowski tensors range from the analysis of cellular, granular and
porous structures to the classification of crystal types [71, 82, 147, 151, 43, 90, 25].
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Calculation
The Minkowski tensors are defined as curvature integrals over smooth boundary surfaces.
Digital data, however, is obviously not smooth. This problem can be circumvented by the
introduction of a smooth parallel body construction. Due to their continuousness the limit
of the Minkowski tensors of a body that is infinitesimally extended and smoothed exists for
a vanishing extension and it can be used to calculate explicit finite formulae for Minkowski
tensors of triangulated surfaces.
In order to calculate Minkowski tensors for polygonal bodies P we consider the parallel
body construction
Pε = P ] Sε (5.46)
[150]. Sε is a disk of radius ε > 0 and ] is the Minkowski sum, defined as:
K1 ]K2 = {p1 + p2 | p1 ∈ K1, p2 ∈ K2} . (5.47)
Thus, Pε is the union of all disks Sε with origins at all points in P . This extends the
boundary of P by an amount ε outwards and smooths the kinks at the vertices to circular
arcs as illustrated in Fig. 5.8.
  
Figure 5.8: Illustration for the explicit calculation of Minkowski tensors of a body K via Kε.
Performing the limit ε→ 0 then yields the tensor
W a,bν (P ) = lim
ε→0
W a,bν (Pε). (5.48)
5.4 Nonlinear morphological measures 51
In two dimensions, consider the polygonal representation of P by its vertices vk. Then
the edges between vertices vk and vl are
e(k,l) = vl − vk (5.49)
with normal vectors
n(k,l) =
R e(k,l)∣∣e(k,l)
∣∣ . (5.50)
Here
R =
(
0 −1
−1 0
)
(5.51)
is the π/2 rotation matrix. γk is the angle between n(k−1,k) and n(k,k+1). Using these
definitions we can obtain the explicit formula to calculate e.g. the second rank tensor:
W 2,01 (P ) = lim
ε→0
1
2
∫
∂Pε
dx x x
= lim
ε→0
1
2
∑
(k,l)
∣∣e(k,l)
∣∣ 1
2
{(vk + εn(k,k+1)) (vk + εn(k,k+1))
+ (vk + εn(k,k+1)) (vl + εn(l,l+1)) + (vl + εn(l,l+1)) (vl + εn(l,l+1))}
=
1
6
∑
(k,l)
∣∣e(k,l)
∣∣ {vk  vk + vk  vl + vl  vl}
=
1
6
∑
(k,l)
∣∣e(k,l)
∣∣ ·
(
v2kx + vkxvlx + v
2
lx vkxvky + vkxvly + vlxvly
vkyvkx + vkyvlx + vlyvlx v
2
ky + vkyvly + v
2
ly
)
(5.52)
For the calculation of expression of the curvature tensors, the parametrization of the normal
field to the boundary curve
n(τ) = cos(τ)n(k,l) + sin(τ)t(k,l) (5.53)
is considered. The tangent vectors to ∂P are
t(k,l) = R
−1n(k,l) (5.54)
To avoid a lengthy calculation we introduce the variable Γ(n) as the angle between n and
the x-axis. This leads to the vanishing of off-diagonal term due to the symmetry of the
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trigonometric functions for integration over the closed polygon boundary. E.g.
W 0,22 (P ) = lim
ε→0
1
2
∫
∂Pε
dx κ(x) n n
= lim
ε→0
1
2
∑
k
∫ γk
0
εdτ
1
ε
n n
=
1
2
∑
k
∫ Γ(n(k,k+1))
Γ(n(k−1,k))
dΓ
(
cos(Γ)
sin(Γ)
)

(
cos(Γ)
sin(Γ)
)
=
1
2
∑
k
∫ Γ(n(k,k+1))
Γ(n(k−1,k))
dΓ
(
cos2(Γ) 0
0 sin2(Γ)
)
=
1
4
∑
k
(
Γ(n(k,k+1))− Γ(n(k−1,k))
)
E
=
1
4
∑
k
γk E
= 4 W2 E2,
(5.55)
where E2 is the two-dimensional unit matrix.
In the three-dimensional case the body K is considered by its triangulated surface. Its
vertices are vk. The vertices vk and vl are connected by edges e(k,l) = vl − vk. The facet
spanned by the vertices vk, vl and vm have area A(k,l,m) and an outward facing normal
vector n(k,l,m). The normalized mean of neighboring facet normal n(k,l,m) and n(l,m,n) is
called n(l,m). The angle γ(k,l,m) is measured between edges e(k,l) and e(l,m). γ(k,l) is the
dihedral angle of the edge e(k,l) and γk is the angular defect of the vertex vk, given by:
γk = 2π −
∑
(k,l,m)
γ(k,l,m). (5.56)
Minkowski tensor measures
Rank 2 isotropy index β The isotropy of a body K can be characterized as the ratio of
the smallest eigenvalue λmin and largest eigenvalue λmax of the DxD representation matrix
for each Minkowski tensor W a,bν [152]:
βa,bν (K) :=
λmin
(
W a,bν (K)
)
λmax
(
W a,bν (K)
) (5.57)
β ∈ [0, 1] is dimensionless and a pure shape measure that is invariant under isotropic
λK = {λx|x ∈ K,λ ∈ R} scaling of the body K. It assumes its highest value for objects
that do not have a preferred directionality in the sense of elongation. E.g. in two dimensions
β = 1 for a circle or a square. For a rectangle with side lengths a, and b, the isotropy
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index is β = a/b. This means that β in not a measure of asphericity (the deviation from
a sphere) but of anisotropy with the meaning of directedness.
β can be used as an order parameter in point sets {xk}, k ∈ N in a metric space M.
For any point set one can bijectively define its Voronoi tessellation. It is the partition of
space into N convex polytopes Vk, the Voronoi cells, that each contain the set of points
that is closer to xk than to any other xl, l 6= k:
Vk = {u ∈M|d(u,xk) < d(u,xl),∀k 6= l} (5.58)
β is equal to 1 for Voronoi cells of ideal lattices, e.g. fcc, hcp or bcc crystals. When
the crystal is disturbed, the value of β of distorted Voronoi cells decreases. Elementary
applications are artificially generated point sets of large ideal crystals of type hcp, fcc and
bcc superimposed with Gaussian noise N (µk = xk, σ = δ · l). δ is the mean interparticle
separation, and l ∈ [0, 1] scans the space of standard deviations in the range of δ. Fig. 5.9
(left panels) shows the mean isotropy index β averaged over all Voronoi cells of the ideal
lattices in relation to the noise level expressed in standard deviations measured in units of
the mean interparticle separation. The ideal value of 〈β〉 = 1 drops exponentially when
the noise level is increased for all tensors and crystal types. The amount it decreases is
dependent only on the specific tensor but independent of the crystal type. This illustrates
that β can be used as a measure for the order of a crystal (or a general point set), but it
is not able to distinguish between particular types of symmetries, e.g. fcc, hcp or bcc.
Rank 4 In order to distinguish between structures of high symmetry, i.e. differentiate
between crystalline structures (hcp, fcc, etc.), higher ranked tensors have to be applied.
For rank four and higher, isotropic symmetry is distinct from cubic symmetry. (This is
evidenced by the appearance of a second independent shear modulus when transitioning
from isotropic to cubic symmetry in the theory of linear elasticity, which is formulated
using a rank-four tensor, the compliance tensor Sijkl of an arbitrarily anisotropic elastic
solid [172]. Sijkl relates stress components linearly to each strain component.) This method
has been used in hard sphere systems to characterize random close packings [82].
For brevity, only the simplest rank four Minkowski tensor is considered:
W 0,41 (K) =
1
2
∫
∂K
dx n(x)⊗ n(x)⊗ n(x)⊗ n(x). (5.59)
In the two-dimensional polygonal representation its components, labeled µ, ν, τ, σ ∈ (x, y)
are: [
W 0,41 (P )
]
µντσ
=
1
2
∑
(k,l)
∣∣e(k,l)
∣∣ ·
[
n(k,l)
]
µ
[
n(k,l)
]
ν
[
n(k,l)
]
τ
[
n(k,l)
]
σ
. (5.60)
In the three-dimensional (µ, ν, τ, σ ∈ {x, y, z}) triangulated representation the components
are:
[
W 0,41 (K)
]
µντσ
=
1
3
∑
(k,l,m)
A(k,l,m) ·
[
n(k,l,m)
]
µ
[
n(k,l,m)
]
ν
[
n(k,l,m)
]
τ
[
n(k,l,m)
]
σ
. (5.61)
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Figure 5.9: Elementary applications of Minkowski tensor measures on ideal crystals superim-
posed with Gaussian noise of variance σ2. Left (panel (a),(c),(e)): The mean isotropy index 〈β〉
(Eq. (5.57)) drops exponentially with increasing noise. This can be used to distinguish between
ideal crystal and distorted crystal cells. Right (panel (b),(d),(f)): The mean symmetry metric
〈∆〉 (Eq. (5.65)) allows for the identification of specific crystal types.
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Since it is translation invariant and symmetric (i.e. it holds for the components
[
W 0,41
]
µντσ
=[
W 0,41
]
(µντσ)
, here the round bracket (·) denotes all cyclic permutations) it has, in two di-
mensions, only 5 independent elements instead of 16. In three dimensions it only has 15
independent elements instead of 81.
A morphological metric suitable for characterizing systems of spherical particles should
be rotationally invariant since the physics does not a priori designate a preferred direction.
Thus, the tensor W 0,41 should not be directly used. Instead, rotational invariants are
constructed [81]. This is done by borrowing ideas from the theory of the elastic stiffness
tensor.
The tensor W 0,41 (K) is rewritten in the Mehrabadi supermatrix notation [116] as a 3×3
matrix in the two-dimensional case
M =


Sxxxx Sxxyy Sxxzz
Syyxx Syyyy
√
2Syyxy√
2Sxyxx
√
2Sxyyy 2Sxyxy

 (5.62)
and as a 6× 6 matrix in the three-dimensional case:
M =


Sxxxx Sxxyy Sxxzz
√
2Sxxyz
√
2Sxxxz
√
2Sxxxy
Sxxyy Syyyy Syyzz
√
2Syyyz
√
2Syyxz
√
2Syyxy
Sxxzz Syyzz Szzzz
√
2Szzyz
√
2Szzxz
√
2Szzxy√
2Sxxyz
√
2Syyyz
√
2Szzyz 2Syzyz 2Syzxz 2Syzxy√
2Sxxxz
√
2Syyxz
√
2Szzxz 2Syzxz 2Sxzxz 2Sxzxy√
2Sxxxy
√
2Syyxy
√
2Szzxy 2Syzxy 2Sxyxz 2Sxyxy


. (5.63)
Here S = W 0,41 (K)/W1(K).
Then, the tuple formed by the eigenvalues ζi
uiM = ζiM (5.64)
of M is a fingerprint with respect to the symmetry of the polyhedron K. The fingerprint
tuple is invariant under rotation, scaling and translation of the polyhedron K. Examples
of the fingerprint tuples ζi for common types of symmetries are provided in table 5.3.
Using the signature eigenvalue tuple ζi of M it is possible to define a distance measure
on the metric space of bodies K induced by the Euclidean distance:
∆(K1, K2) :=
(
6∑
i=1
(ζi(K1)− ζi(K2))2
)1/2
. (5.65)
∆(K1, K2) is a pseudometric. It is positive definite, symmetric, the triangle inequality
holds, however, the coincidence axiom ∆(K1, K2) = 0 ⇐ K1 = K2 is only an implication
and not an equivalence. For example ∆(sphere, dodecahedron) = 0. To distinguish dodeca-
hedra from spheres one needs to employ even higher rank tensors. Elementary applications
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Table 5.3: Symmetry fingerprint tuples ζi (Eq. (5.64)) for the three-dimensional Bravais
lattices: sc = simple cubic, bcc = body-centered cubic, hcp = hexagonal close packing, fcc
= face-centered cubic, for the regular dodecahedron with ico = icosahedral symmetry and
for the two-dimensional Bravais lattices square and hexagonal.
three-dimensional two-dimensional
sc bcc hcp fcc ico square hexagonal
ζ1
1
3
1
3
1
3
1
3
1
3
1
3
1
2
ζ2
1
3
8− 4/
√
3
33
1
6
1
6
2
15
1
3
1
4
ζ3
1
3
8− 4/
√
3
33
5
36
1
6
2
15
1
3
1
4
ζ4 0
8− 4/
√
3
33
5
36
1
6
2
15
− −
ζ5 0
−1 + 2
√
3
33
1
9
1
12
2
15
− −
ζ6 0
−1 + 2
√
3
33
1
9
1
12
2
15
− −
are presented in Fig. 5.9 (right panels). The same ideal crystal datasets superimposed with
Gaussian noise as in the discussion for β above are analyzed. The mean symmetry metric
∆ is calculated for every lattice with respect to several symmetries. For low noise values
the symmetry metrics corresponding to the crystal symmetry show only small deviations
from the perfect symmetry. At noise levels of about σ ' 0.1δ (corresponding to the Linde-
mann criterion [106] of melting) the metrics with respect to any of the symmetries reach
similar values. Clearly it is possible to detect crystalline structures and even distinguish
their type using the symmetry metric ∆.
Chapter 6
Crystallization of two-dimensional
complex plasmas
This section summarizes the following paper and provides complementary information.
The paper is published in Ref. [24] and appears in the appendix (section D.1) of this thesis.
Scale-free crystallization of two-dimensional complex plasmas: Domain analysis
using Minkowski tensors,
A. Böbel, C.A. Knapek and C. Räth, Phys. Rev. E 97 (2018), 053201
The experiments were performed by C. A. Knapek, the simulation was implemented and
conducted by C. Durniak. The computational data analysis methods were implemented
by A. Böbel. The results were obtained, discussed and interpreted by A. Böbel. C. Räth
initiated and supervised the work.
6.1 Objectives
Previously preliminary evidence [93] was found that the generally accepted KTHNY theory
(section 2.1) is not applicable to the crystallization process in two-dimensional complex
plasmas (section 4.1).
The objective of this study is to show that the KTHNY theory is not applicable to a
series of experiments, and a simulation, on the crystallization of two-dimensional complex
plasma systems and rigorously test and validate the recent FDS theory (section 2.3) for
these systems.
Furthermore the aim was to demonstrate the benefits of the robust and continuous
Minkowski tensor metrics (section 5.4.2) for the defect detection, as compared to the
conventional bond order metric (section 5.2.2).
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6.2 Experiments and simulation
Melamine-formaldehyde particles with a diameter of 9.19 µm and a mass of 6.14×10−13kg
were injected into an argon radio-frequency (rf) discharge ignited between a horizontal, ca-
pacitively coupled electrode mounted on the bottom of a vacuum chamber and the grounded
chamber walls. The electric fields in the plasma sheath region above the electrode then lev-
itated the charged particles against gravity. Additionally, an elevated rim on the electrode
provided a radial confinement by shaping the electric potential inside the chamber. The
injected particles then formed a crystalline single layer with a hexagonal crystal structure,
which was temporarily destroyed by applying a negative electric pulse to two parallel wires
mounted at approximately the levitation height of the mono-layer. The particle system
then was left to re-crystallize under constant pressure and rf-power. Experiments at 12
different plasma conditions were performed: the neutral gas pressure was varied between
1.15 − 2.3 Pa and the peak-to-peak rf voltages UPP at the electrode were chosen in the
range [−134,−214] V. A sketch of the experimental setup is provided in Fig. 6.1. An image
of the particles of experiment XII can be found in Fig. 4.1. Parameters of the experiments
and simulation can be found in table 6.1.
laser sheet
chamber
grounded
wires
floating
2D crystal
rf  electrode
high speed
camera
Figure 6.1: Sketch of the experimental setup used for the presented crystallization experiments
[92]. A two-dimensional crystal is levitated in the plasma sheath region above the lower rf
electrode. A glass window in the upper chamber flange provides optical access for a high speed
camera from the top viewpoint. Particles are illuminated by a vertically thin, horizontally spread
laser sheet. Two wires are mounted inside the chamber for electric particle manipulation. These
are normally floating, but can be fed with a short electric pulse to melt the particle system.
To complement the experimental results, a molecular dynamics simulation of the crys-
tallization of a mono-layer of 3000 particles in a parabolic confinement is considered. The
simulation parameters were chosen to meet the experimental conditions: the damping rate
was 2 Hz, the time step 0.01 s, particle mass and charge were 6.1×10−13 kg and −12000 e,
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respectively. The particles were initially heated to 230 eV, and then allowed to cool until
they reached a crystalline state.
Table 6.1: Parameters of the experiments and the simulation. Neutral gas pressure
p, Epstein damping coefficient ν, peak-to-peak rf voltage UPP at the driven electrode
and the mean particle separation ∆ obtained from the pair correlation functions. The
Epstein damping coefficient ν, a measure for the damping rate of the particle motion due
to scattering on neutral gas atoms, was calculated from the discharge parameters given in
Ref. [133], using the reflection index δ = 1.26 as measured in Ref. [107].
p(Pa) ν(Hz) UPP (V) ∆(mm)
I 1.93 2.27 -138 0.60
II 1.36 1.60 -144 0.61
III 2.29 2.69 -134 0.61
IV 1.15 1.35 -184 0.60
V 1.36 1.60 -180 0.60
VI 1.68 1.97 -176 0.60
VII 2.12 2.49 -172 0.60
VIII 2.30 2.70 -172 0.60
IX 1.36 1.60 -214 0.57
X 1.93 2.27 -206 0.51
XI 2.30 2.70 -200 0.53
XII 1.94 2.28 -172 0.59
Simulation (S) ... 2 ... 0.8
6.3 Bond correlation function and defect detection
The tracked particle positions are analyzed in a threefold manner. In the first step of
the analysis the bond correlation function g6(r) was calculated in order to test its long-
range scaling behavior against predictions of the KTHNY theory as discussed in section
2 and 5. Next the hypothesis Eq. (2.17) 〈Nd〉∆2B = [∆〈Ns〉]1+α is tested. Defects in
the crystalline lattice are detected with three different order parameters: via the Ψ6 bond
order metric (Sec. 5.2.2), via the MT2 isotropy index β (Sec. 5.4.2) and via the MT4
symmetry metric ∆ (Sec. 5.4.2). After deleting the detected crystal defects the remaining,
therefore ideal crystal, domains are efficiently clustered into groups using a density based
network cluster algorithm (DBSCAN) [1]. This allows the measurement of the area Ai
and perimeter li of each crystalline domain and the testing of the hypothesis Eq. (2.17)
of the FDS theory. Lastly the power law relationship between energy and defect fraction
Eq. (2.18) NT/N ∝ E2α/(1+α) predicted by the FDS theory is tested. The defect fraction
is obtained with the same defect detection methods as used for the test of the hypothesis.
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The system energy is determined using the width of Gaussian fits to the particle velocity
distributions in x and y direction.
6.4 Results
The bond correlation function g6(r) was calculated for all time-steps and datasets and fitted
to a linear decay model (crystalline state), an exponential decay model (liquid state) and a
power-law decay model (hexatic phase). For brevity of presentation only results of fits for
one experimental data set are shown in Fig. 6.2. The findings, however, are qualitatively
the same for all data sets. Panel (a) shows fits of the long-range decay behavior of g6(r)
for different time steps. Panel (b) provides the values of the fit parameters c6, ξ6 and
η6. The models are (see section 2.1) the crystalline state: g6(r) ∝ c6 · r, the liquid state:
g6(r) ∝ exp(−r/ξ6) and the hexatic phase: g6(r) ∝ r−η6 . The goodness of fit χ2 statistic
(a)
0 2 4 6 8 10 12 14
r/∆
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
g 6
(r
)
t= 2. 5 s
t= 5. 0 s
t= 6. 0 s
t= 8. 0 s
g6(r)∝ r
g6(r)∝ exp(− r/ξ6)
g6(r)∝ r−η6
(b)
2 3 4 5 6 7 8 9 10
t (s) 
10-4
10-3
10-2
10-1
100
101
c 6
,ξ
6
,η
6
c6
ξ6
η6
Figure 6.2: Scaling behavior of the long-range decay of the bond correlation function g6(r).
Shown for experimental data set I. (a) Models are fitted to the long-range decay of g(r) at different
times t. Crystalline state: g6(r) ∝ c6 · r, liquid state: g6(r) ∝ exp(−r/ξ6) and hexatic phase:
g6(r) ∝ r−η6 . (b) Values of the best fit parameters for different models. To enhance the clarity of
the strongly fluctuating figures during melting times, panel (b) only show every 20th data point.
is shown in Fig. 6.3 and Fig. 6.4 for all data sets. Small values indicate high goodness of
fit and confidence of the validity of the underlying model.
For small times, before melting, and for large times, we find the best model to be the
crystalline state in most cases, otherwise the liquid state. This is expected since the initial
experiment configuration is a crystalline sheet that is melted by an electric shock and then
recrystallizes. During the melting phase no model can be fitted reliably and no model
shows an advantage over the other. Before the recrystallization, however a liquid state is
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Figure 6.3: Scaling behavior of the long-range decay of the bond correlation function g6(r).
Shown for experimental data set I (a) to XI (f).The χ2 statistic as a measure of the goodness of fit
is presented. Small values indicate the best model. χ2 is the sum of sqared residuals divided by
the fitted values. Models are fitted to the long-range decay of g(r) at different times t. Crystalline
state: g6(r) ∝ c6 · r, liquid state: g6(r) ∝ exp(−r/ξ6) and hexatic phase: g6(r) ∝ r−η6 .
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Figure 6.4: Scaling behavior of the long-range decay of the bond correlation function g6(r).
Shown for experimental data set VII (a) to XII (f).The χ2 statistic as a measure of the goodness
of fit is presented. Small values indicate the best model. Models are fitted to the long-range decay
of g(r) at different times t. Crystalline state: g6(r) ∝ c6 · r, liquid state: g6(r) ∝ exp(−r/ξ6) and
hexatic phase: g6(r) ∝ r−η6 .
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evidenced. Since the power law fit at no times shows the best goodness of fit, one cannot
infer the existence of a hexatic phase.
In a short time frame between the chaotic melting and the liquid state, both the hexatic
phase and the liquid state model can be fitted with high goodness of fit values. However,
the value of the power-law exponent η predicted by the KTHNY theory (η < 0.25) is not in
agreement with the observed values, which are much larger. In addition the hexatic phase is
predicted in a lower temperature regime, after the liquid cools down before crystallization.
Since no hexatic state can be observed it follows that the KTHNY theory is not valid
in the case of two-dimensional complex plasma phase transitions as analyzed here.
Fig. 6.5 (a),(c) and (e) show the relationship between domain areas Ai and their perime-
ter li. The hypothesis of the FDS theory 〈Ai〉 ∝ 〈li〉1+α is validated for all experiments and
the simulation. In Fig. 6.5 (b),(d) and (f) the defect fractions NT/N is plotted against
the kinetic energy E of the particles. On can find an energy range where the scaling re-
lation NT/N ∝ E2α/(1+α) is valid. The observed scaling relation is in agreement with the
prediction of the FDS theory. The average line of best fit for the experiments is shifted
in a parallel fashion to simulation data energies. The simulation validates the experimen-
tal results. Deviations are expected due to the difference in the underlying confinement
potential. The simulation uses a parabolic confinement potential resulting in a radially
decreasing particle density, whereas the experiments show constant particle densities due
to a nonparabolic confinement.
The values of individual α obtained by least-square fits are listed in table 6.2. The mean
exponent values for different methods are consistent with the exception of the energy vs.
defect fraction measurement performed with the Ψ6 bond order metric. The bond order
metric has a much lower exponent and thus provides a smaller scaling range compared
to the Minkowski tensor measures. Ψ6 is a more binary measure and not as continuously
sensitive to crystal distortions as the Minkowski tensor measures. The Minkowski tensors
are not only able to distinguish perfect crystal cells from distorted defects, but are able
to resolve continuously the range of ever more distorted imperfect cells. This allows the
Minkowski tensor measures to verify the prediction of the FDS theory NT/N ∝ E2α/(1+α)
for a large energy range.
Illustrations of the domain-structure of nature a complex plasma sheet is given in Fig.
6.6. The Voronoi cells are color coded by the three measures Ψ6, β
2,0
2 and ∆hex. One
can clearly see the that the Minkowski functional measures provide a continuous metric
for lattice distortions, whereas the bond order metric is more binary. This leads to the
improved sensitivity of Minkowski tenor measures at low energies and allows the verification
of the power-law Eq. (2.18) for a much larger scaling range compared to the bond order
metric as it is presented above in Fig. 6.5. Illustrations for all experiments and the
simulation are presented in the appendix B in Fig. B.2, Fig. B.3 and Fig. B.4.
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Figure 6.5: The area Ai of crystalline domains plotted against their boundary length li (left).
The defect fraction NT /N is plotted against the system energy E (right). Different colors indicate
different experiments and the simulation. The solid line is the mean of all least square linear fits to
the power law Eq. (2.17) (left) and to Eq. (2.18) (right) for the experiments and the simulation.
In Fig. (a),(b) defects are identified via the Ψ6 bond order metric, in Fig. (c),(d) the particles in
crystalline states are identified via the MT2 isotropy index method and in Fig. (e),(f) they are
identified via the MT4 symmetry metric.
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Table 6.2: Power law exponents α for the area-length scaling in Fig. 6.5 (left) and the
defect fraction vs. energy scaling in Fig. 6.5 (right) measured via the Ψ6, the MT2 and the
MT4 methods for experiments I-XII and the simulation. The last row is the mean value
of all above with the standard deviation as uncertainty.
〈Ai〉 ∝ 〈li〉1+α NT/N ∝ E2α/(1+α)
α (Ψ6) α (MT2) α (MT4) α (Ψ6) α (MT2) α (MT4)
I 0.526 0.505 0.519 0.186 0.454 0.413
II 0.569 0.550 0.570 0.405 0.518 0.593
III 0.503 0.535 0.539 0.266 0.323 0.367
IV 0.550 0.524 0.566 0.295 0.416 0.473
V 0.466 0.487 0.574 0.362 0.618 0.605
VI 0.485 0.494 0.547 0.319 0.453 0.359
VII 0.515 0.540 0.558 0.515 0.540 0.558
VIII 0.501 0.545 0.547 0.405 0.526 0.418
IX 0.527 0.518 0.570 0.358 0.563 0.844
X 0.488 0.545 0.545 0.241 0.254 0.328
XI 0.490 0.479 0.578 0.263 0.103 0.677
XII 0.548 0.543 0.560 0.304 0.550 0.234
S 0.752 0.856 0.529 0.303 0.504 0.471
〈 I...XII 〉 0.51 ± 0.02 0.52 ±0.02 0.55 ± 0.02 0.31 ±0.06 0.52 ± 0.18 0.47 ±0.17
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Figure 6.6: Illustration of experiment IV. The Voronoi cells are color coded by Ψ6 (left panel),
β2,02 (middle panel) and ∆hex (right panel).
6.5 Conclusions
Minkowski Tensor methods are able to verify the Fractal Domain Structure (FDS) theory
[125] for two-dimensional phase transitions with unprecedented statistical significance. The
domain structure observed after the crystallization in experiments and a simulation of two-
dimensional complex plasmas is analyzed by detecting the crystal defect lines at the domain
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interfaces. The hypothesis and the prediction of a fractal relationship between domain area
and boundary of the FDS theory are validated. The detection of defects via Minkowski
tensor methods provides a much more reliable basis for the testing of the theory compared
to the conventional Ψ6 bond order metric. The bond order metric proves to be too binary
in its nature, not allowing the continuous detection of crystal distortions. This allows
the Minkowski measures to resolve defect fraction of about one magnitude smaller than
with the bond order metric and verify the power-law prediction of the FDS theory for a
scaling range one magnitude larger. Scaling exponents obtained for the hypothesis and the
prediction of the FDS theory are consistent for all experiments, the simulation and a wide
range of parameters in the detection methods. This suggests that the underlying equations
are inherent to the physics of two-dimensional phase transitions in complex plasmas.
The prominent, nobel prize winning KTHNY theory is not found to be valid for the
experiments and the simulation performed in this study. By fitting the long-range decay of
the bond correlation function g6(r) to different models it could be shown that no hexatic
phase exists in these two-dimensional complex plasma systems, therefore contradicting the
KTHNY theory.
Since complex plasmas are non-equilibrium systems these results suggest that the FDS
theory is rather applicable to out of equilibrium liquid-solid transitions in two-dimensional
systems than the KTHNY theory.
Chapter 7
Demixing of binary complex plasmas
in three-dimensional flat space
A summary and complementary information to the following publication appearing as Ref.
[25] and in the appendix (section D.2) of this thesis is given in this section.
Kinetics of fluid demixing in complex plasmas: Domain growth analysis using
Minkowski tensors,
A. Böbel and C. Räth, Phys. Rev. E 94 (2016), 013201
The molecular dynamics simulations were carried out by A. Wysocki. The power spec-
trum analysis was carried out by C. Räth. The Minkowski functional and tensor analysis
was performed by A. Böbel. The results were discussed, interpreted and conclusions were
drawn by A. Böbel. C. Räth initiated and supervised the work.
7.1 Objectives
Molecular dynamics simulations based on the experimentally evidenced fluid demixing in
complex plasmas are compared with theoretical predictions. The objective is to measure
and compare the growth of demixed domains using the conventional power spectrum based
method and also the novel Minkowski tensor measures. We are interested in comparing
the conventional, linear measure with non-linear Minkowski measures. The implications
of the findings with the Minkowski tensor analyses should be discussed and their impact
on the interpretation of the demixing kinetics shown. In addition we want to emphasized
that complex plasmas are a model system well suited to investigate dynamic processes on
the individual particle level.
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7.2 Molecular dynamics simulation
Molecular dynamics simulations are performed with the Langevin thermostat. A composi-
tion of equal particle numbers for two species with in total 729000 particles was randomly
distributed in a cube with a side length of 27 mm. The initial mean interparticle distance
was 0.3 mm. Periodic boundary conditions were imposed. The particles interact via a
double Yukawa potential Φ(r) of the form (compare section 4.1.3):
Φ(r) =
1
r
(
Z∗SR exp (−r/λSR) + Z∗LR exp (−r/λLR)
)
, (7.1)
with two distinct screening length scales λSR for short-range interaction and λLR for long-
range interaction. The effective particle charges are Z∗SR,LR. We introduce the screening
length ratio
Λ =
λLR
λSR
(7.2)
as a measure for the dominance of long-range interactions over short-range interactions.
The simulation results for the screening length ratios Λ ∈ {1, 2, 4, 12} are analyzed and
interpreted below. The simulation parameters were chose corresponding to the experiment
(see section 4.1.3) in PK-3 Plus where phase separation was observed. The particle mass
density was 1.5 g/cm3, the particle diameters were 2a1 = 3.4 µm and 2a2 = 9.2 µm, the
actual charges were Z1 = 4000 e and Z2 = (a2/a1)Z1 = 10824 e, the friction coefficients
were ζ1 = 250 s
−1 and ζ2 = (a1/a2)ζ1 = 92.4 s−1, the temperature was kBT = 0.024 eV,
and the SR screening length was chosen to be λSR = 150 µm. In order to numerically solve
the equations of motion, a standard integration scheme with the use of memory functions
[47] was employed. A integration time step of δt = 0.0025 < ζ−11 < ζ
−1
2 s was used. Further
details can be found in the supplementary material of [178].
7.3 Power spectrum and Minkowski tensor analysis
In the first step of the analysis the average size of demixed domains L(t) is measured via
the structure factor S(k, t) [3, 77, 54] based on the power spectrum. The power spectrum is
fitted with the off-critical fitting function S(k) ∝ (k/kmax)2 /
[
2 + (k/kmax)
6] (Eq. (5.21)),
and the position of the maximum kmax of S(k) is identified as the inverse of the mean
average length scale via kmax = 2π/L. In the second step of the analysis the demixed
domain size is identify via Minkowski tensor methods based on the rank two isotropy
metric β and the symmetry metric ∆ (section 5.4.2).
The Minkowski tensor analysis was carried out by the following procedure for every
simulation time-step. The values of M0 (see section 5.4.1), β120 (see Eq. (5.57)) and ∆hcp
(see Eq. (5.65)) were calculated locally for the Voronoi cells of each particle of the minority
species and then collected in a histogram. Histograms of β120 for different time steps are
presented in Fig. 7.1. The particles in the demixed domains have isotropic Voronoi cells
of hcp symmetry, whereas the fluid particles still dispersed in the majority species have
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Figure 7.1: Calculating the minority phase domain size via a histogram method. β120 of the
Voronoi cells for all minority phase particles is plotted for increasing time from the top left to the
bottom right panel. The separating parts are interpreted as ordered domains in the case of high
β120 values in contrast to the disordered particles suspended in the majority species corresponding
to low β120 values. Here Λ = 12.
highly non-isotropic and asymmetric Voronoi cells. By simply choosing a cut-off value, e.g.
βthresh = 0.7 and ∆thresh = 0.12, one can subdivide the histograms into an ordered and an
disordered part. Counting the particles in the ordered part gives a measure for the size
of the demixed domains. These measures are called MT2 respectively MT4 measure. The
detection of particles in already demixed domains is illustrated for the MT2 measure in
Fig. 7.2.
7.4 Results
The long-range interactions facilitate fast demixing kinetics resulting in large demixed
domain sizes. A comparison of domain sizes in the final demixed state is given in Fig. 7.3.
It shows different screening length ratios Λ in each quadrant. Obviously a large value of Λ
results in large sized demixed domains. This is due to the fact that increasing Λ increases
the range of the particle interaction potential leading to the coalescence of even far away
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Figure 7.2: Two-dimensional slice (z ∈ [11.0mm, 11.1mm]) for the detection of demixed domains
via the isotropy index β202 . (a),(b) Λ = 1, (c),(d) Λ = 2, (e),(f) Λ = 4, (g),(h) Λ = 12. Left
column early time, right column: late time. Particles of species one have blue color, particles
of species two are yellow. The particles of species two, detected as already demixed via the β202
metric, are color coded in green.
7.5 Conclusions and outlook 71
initially disjoint domains.
Figure 7.3: Domain size comparison for different screening length ratios Λ.
As presented in Fig. 7.4 the dynamic range of the power spectrum domain size measure
is significantly smaller compared to the dynamic range of the Minkowski measures. While
the power spectrum and the Minkowski tensor measures are blind to the initial phase
of the spinodal decomposition, the scalar Minkowski functional measure is sensitive to
changes in the particle distribution from the beginning of the simulations. However, at
later times (t & 1 s) the scalar and tensor Minkowski measures become equivalent. Any of
the presented measures evidences a power law growth L(t) ∝ tα in the main domain growth
phase for t & 1 s until saturation. By a scaling of the axis of local gradients d = ∆m/∆t
and local power law exponents dLL = ∆log(m)/∆log(t) (Fig. 7.5) the curves for measures
m ∈ {MT0,MT2,MT4} coincide well in the cases Λ ∈ {2, 4, 12}. This hints toward a
universal domain growth in these cases. A qualitatively different domain growth is found
in the case Λ = 1, i.e. the short-range dominated interaction potential, since these curves
do not coincide with the others. The curves d(t) were transformed to curves d(t)→ d∗(t∗)
by the scaling d → d∗ = dΛµ and t → t∗ = (t/1s)Λτ , with parameters µ, τ ∈ R. For the
power spectrum measure no universal behavior can be identified.
7.5 Conclusions and outlook
It is found that Minkowski tensor measures have a significantly larger dynamical range
in detecting the growth of demixed domains compared to the power spectrum measure.
Thus they also are generally more sensitive to changes in the domain size and to structural
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Figure 7.4: Growth of the minority phase domains. The evolution of different domain size
measures m ∈ {PS,MT0,MT2} is plotted for increasing simulation time.
Triangles mark the PS method, lines the volume MT0 method and dots the MT2 isotropy index
method. Colours indicate different screening length ratios Λ ∈ {1, 2, 4, 12}. To improve readability
only a subset data points are displayed s.t. markers are equidistant.
changes at the onset of the demixing process. However, increasing the Minkowski tensor
rank decreases the sensitivity: To measure merely the mean domain size directional shape
information is not necessary.
In the long-range dominated cases, for Λ = 2, 4, 12, demixing occurs in two distinct
stages: Initially neighbouring particles agglomerate. Here the number of particles in the
demixed domains grows rapidly. In the next stage these agglomerated domains coalesce and
grow in cascades. Here, the contribution to the domain size is mainly due to coalescence,
diffusion of further particles to the demixed domains happens slowly. For higher screening
length ratios Λ the number of cascades is increasing and therefore the final demixed domain
size is larger compared to smaller values of Λ. For short-range interactions, in the case
Λ = 1, only the agglomeration stage is observed. This explains the universal behavior
found for Λ = 2, 4, 12 and the qualitative difference for Λ = 1. This universal behavior
can only be detected by Minkowski functional or tensor measures but not for the power
spectrum measure. This implies that the universal behavior has an nonlinear origin.
Further study of these universal features is necessary. The hints of universality have to
be investigated systematically, utilizing more extensive simulations, for further screening
length ratios and for different shapes of the interaction potential. These studies can shed
light on the differences in the physics between the universality classes found in this work.
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Figure 7.5: Local power law exponents dLL = ∆log(m)/∆log(t) are plotted against time t in
the left column. In the right column the Scaled local gradients d∗LL = dLL/Λ
ν , ν ∈ R are plotted
against scaled time t∗ = (t/1s)Λ
ρ
, ρ ∈ R. The first row shows the MT2 measure, the second row
presents the PS measure. Only the Minkowski measure shows universal behavior for Λ > 1.
Since the short-range interaction case only shows agglomeration of particles but no cascades
of coalescence, the demixing process for Λ = 1 might not be in the spinodal decomposition
regime of the phase diagram.
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Chapter 8
Demixing kinetics on spherical
geometry
This section provides complementary information and summarizes the following paper,
which appears in the appendix (section D.3) of this thesis.
Fluid demixing kinetics on spherical geometry: Power spectrum and Minkowski
functional analysis
A. Böbel, M. C. Bott, H. Modest, J.M. Brader and C. Räth, submitted to the
New Journal of Physics
The density-functional theory calculations were performed by M. C. Bott and J. M.
Brader. A. Böbel performed the angular power spectral density analysis. The Minkowski
functional calculation was implemented and carried out by A. Böbel based on work of H.
Modest. The results were discussed, interpreted and conclusions were drawn by A. Böbel.
C. Räth initiated and supervised the work.
8.1 Objectives
The objective of this study is the systematic analysis of fluid-fluid demixing on the sphere
with linear power spectrum methods as also by use of the nonlinear Minkowski functionals.
Demixing kinetics have been studies extensively in infinite flat geometries. However,
systems subjected to boundary conditions are less well understood. Instead of imposing
boundary conditions by introducing obstacles or external fields, a confinement can also be
achieved by the geometry of space itself. This approach, recently applied in the context
of crystallization [60, 156] and in reaction-diffusion systems [95] showed promising results.
Density-functional theory (DDFT) calculations (see section 4.2) for the demixing of a
binary fluid on a sphere have been performed in [26] in order to find metastable demixed
states. However the dynamics of the demixed domain growth were characterized only
superficially. Here these DDFT calculations are analyzed in a systematic manner by firstly,
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calculating the average domain size via the angular power spectral density, and secondly,
extending this linear analysis with the use of Minkowski functionals.
8.2 Density functional theory calculations
The dynamical density functional theory (DDFT) [12, 109] with a Gaussian core model
(GCM) [159] for the particle interaction potential is a simple model for polymers in solution
that provides generic demixing properties as it is discussed in section 4.2.
Following parameters are chosen for the excess free energy in Eq. (4.20): R11 =R22 =
R12 =1, ε
∗
11 =ε
∗
22 =2 and ε
∗
12 =1.035ε
∗
11.
The equation of motion Eq. (4.21) is solved on the sphere, with pixels parametrized
by the spherical coordinates θ and φ. This leads to an oversampling at the poles. This
can be improved by using equal sized pixels in future studies. The DDFT calculations
were performed for two sphere sizes. A large sphere with radius R = 10R11 and a small
sphere with radius R = 2.5R11. For each sphere five mixture fractions x (x = N2/N is the
concentration of particles of species 2) were analyzed: x = 0.1, x = 0.2, x = 0.3, x = 0.4
and x = 0.5. The DDFT calculation timesteps are measured in the dimensionless time of
t∗ = tD/R211, where D is the bare diffusion coefficient. In the domain growth analyses only
one of the species is considered. Its density field is called ρ(r, t∗). Since the contributions
of the particle species are mirror images (where the concentration of one species is low, the
other is high and vice versa) their information content is redundant.
8.3 Angular power spectrum and Minkowski functional
analysis
For the DDFT calculation data the angular power spectral density (see section 5.3.2) and
the three Minkowski functionals (section 5.4.1) are calculated.
The angular power spectral density is fitted via the off-critical function Eq. (5.28).
The average domain size L(t) is identified with the position of the maximum lmax of S(l, t)
(by fitting Cl,max) via L = Rπ/lmax. Not only this standard measure for the domain size
during demixing is analyzed, but also the maximal value of the structure factor S(lmax).
Since there are 2(l + 1) modes the total power of multipole lmax is given by (2l + 1)Cl,max.
To calculate the Minkowski functionals the spherical coordinate grid (of 181·92 = 16652
pixel) is interpolated on an equal area pixel grid with Npix = 12288 pixel. This rather low
resolution size is chosen since the original DDFT calculation data has a similarly low
resolution. This will be improved in further studies. To define an equal area pixel grid
the python library healpy [2] for HEALPix is used. The HEALPix pixelisation scheme is
a partition of a spherical surface into quadrilateral pixels of equal area Apix but varying
shape [58]. The pixel size is determined by the HEALPix resolution parameter Nside that
can be chosen as a power of two, Nside = 1, 2, 4, 8, .... This corresponds to a total number
of pixels of Npix = 12×N2side = 12, 48, 192, 768, ... In this thesis Nside = 32 is chosen.
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The three Minkowski functionals M0, M1 and M2 of the excursion sets Kρth (see Eq.
(5.38)) of ρ(r, t∗) are calculated. In this study the threshold levels ρth,k run over 101
equidistant values where ρth,0 = 0 and ρth,100 = max(ρ(r, t
∗)). The Minkowski functionals
then can be calculated, following [118] by using Eq. (5.39).
8.4 Results
The results of the DDFT calculations are illustrated in Fig. 8.1 for the large sphere
R = 10R11 and in Fig. 8.2 for the small sphere R = 2.5R11. The initial demixing stage due
to the growth of density fluctuations happens very fast. When the first fluctuations become
visible to the eye the phases are separated in the next moments only few DDFT calculation
time steps later. This change happens in the range of about ∆t∗ ' 100. In the next stage
the fluctuations separate into initially small sized demixed domains during a time scale of
about ∆t∗ ' 1000. The growth and coalescence of these domains subsequently happens
at even larger time scales of about ∆t∗ ' 100000. The onset of the demixing process is
earlier for higher mixing ratios x. The initial size of demixed domains is also increasing
with higher x. For the small sphere the onset of the demixing process is much later than
for the large sphere.
Fig. 8.3 shows the angular power spectral densities obtained for the DDFT calculations
on different sphere sizes R and with different mixture parameters x. Results of the power
spectrum analysis are presented in Fig. 8.4. Different regimes of the demixing process can
be found in both the characteristic length scale L = Rπ/lmax, derived from the positions
of maximal amplitudes lmax, and the maximal amplitudes Cl,max.
In the graphs for the characteristic length scale L(t∗) of the domain size (Fig. 8.4
(a)), the initial spinodal decomposition phase of growing density fluctuations cannot be
observed, since no domain growth has yet begun. However, the power law growth of L in
the second stage can be detected. For the large sphere the slope in the log-log plot varies
less than for the small sphere since there are fewer initially demixed domains on the small
sphere, the spatial confinement plays a more important role than for the large sphere.
In particular for R = 2.5R11 and x = 0.1 no demixing is observed during the complete
DDFT calculation, ending at t∗ = 105. The domain growth is faster for higher mixing
parameters, with the exception being x = 0.1: Here the demixing processes starts late but
domain growth is fast. Contrary to the usual demixing metric L, the power Cl,max is able
to detect the growth of density fluctuations in the initial stage of spinodal decomposition
in addition to the coalescence stage. In the initial stage it shows a growth of about four
orders of magnitude.
The dependence of the Minkowski functionals on the threshold density ρth is presented
in the appendix C in Fig. C.1 for the large sphere and in Fig. C.2 for the small sphere. The
time t∗ is color coded. Only for very small times the functionals depend on the threshold
value, for larger times, when domain interfaces are formed at the crossover time t∗c , they
become constant. They exhibit their largest variations at relative threshold densities in the
neighborhood of the mixing parameter at ρth/ρth,100 ' x. For large times M0 converges
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Figure 8.1: Mollweide projection of DDFT demixing dynamics on the large sphere. ρ(r, t∗) is
plotted. In the first row x = 0.1, in the second row x = 0.2, in the third row x = 0.3, in the
fourth row x = 0.4 and in the fifth row x = 0.5. Time t∗ increases in the columns form left to
right as indicated in each title.
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Figure 8.2: Mollweide projection of DDFT demixing dynamics on the small sphere. ρ(r, t∗) is
plotted. In the first row x = 0.1, in the second row x = 0.2, in the third row x = 0.3, in the
fourth row x = 0.4 and in the fifth row x = 0.5. Time t∗ increases in the columns form left to
right as indicated in each title.
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Figure 8.3: Angular power spectral density. Time t∗ is color coded. First column: Large sphere
R = 10R11, second column: Small sphere R = 2.5R11. First row: x = 0.1, second row: x = 0.2,
third row: x = 0.3, fourth row x = 0.4, fifth row: x = 0.5.
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Figure 8.4: Power spectrum analysis: (a) The characteristic length scale LPS = R · lmax/π is
identified via the position of the maximum of the angular power spectrum lmax = l|Cl=Cl,max .
(b) Total power (2l + 1)Cl,max of the maximum of the angular power spectrum Cl,max =
max1<l<N (Cl). The radii R and mixture parameters x on the two-sphere S2 are represented
in the legend as: S2R/R11,x.
towards the sphere surface V0 weighted with the mixing parameter M0(t → ∞) = V0x.
This value is only reached if the coalescence is complete with only one remaining domain.
M1 approaches the value of the boundary length of the spherical cap with surface area
V0x, and M2 is the number of already demixed domains after interfaces are formed. The
number of domains can be obtained in a straightforward fashion as the value of the Euler
characteristic M2, since the domains have no holes for non-extreme threshold values. M2
counts the difference between the number of connected domains minus the number of
holes in the domains. Thus, for intermediate threshold values where demixed domains
have no holes, M2 is exactly the number of already demixed domains. The peaks for
very small/large values of ρth are an artefact of the numerical calculation of functional
derivatives via convolutions. The convolutions are implemented in the space of spherical
harmonics leading to overshoots at pixel boundaries. However this is not a problem, since
in the subsequent analysis specific, intermediate values of ρth are chosen.
Fig. 8.5, respectively Fig. 8.6 show the temporal evolution of the Minkowski functionals
for the large, respectively small sphere. The threshold value ρth/ρth,100 is color coded. A
qualitative difference is observed for the regimes ρth/ρth,100 < x and ρth/ρth,100 > x.
At the crossover value ρth/ρth,100 ' x the functional show significant deviations from
the functional values of neighboring thresholds. This can be explained because initially
most binarized pixels for ρ/ρth,100 ' x are active for relative thresholds below x. There is
a sharp transition to the activation of almost all pixels at relative thresholds slightly above
x. Due to this significant change in the Minkowski functionals at ρth/ρth,100 ' x they can
be used to measure x with only the knowledge of the very early initial stage of spinodal
decomposition.
After the crossover time t∗c the Minkowski functionals show only small differences for
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Figure 8.5: Minkowski functionals, dependence on time t∗, for the large sphere R = 10R11.
Threshold values ρth/ρth,100 are color coded. First column: Area functional M0, second column:
perimeter functional M1, third column: euler functional M2. First row: x = 0.1, second row:
x = 0.2, third row: x = 0.3, fourth row x = 0.4, fifth row: x = 0.5.
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Figure 8.6: Minkowski functionals, dependence on time t∗, for the small sphere R = 2.5R11.
Threshold values ρth/ρth,100 are color coded. First column: Area functional M0, second column:
perimeter functional M1, third column: euler functional M2. First row: x = 0.1, second row:
x = 0.2, third row: x = 0.3, fourth row x = 0.4, fifth row: x = 0.5.
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different threshold levels, allowing the precise measurement of t∗c in a computationally
inexpensive manner.
The Minkowski functional graphs obtained on the sphere are in qualitative agreement
with Minkowski functionals calculated for spinodal decomposition in flat two-dimensional
geometry of a liquid-vapor system [155, 115]. The liquid-vapor system belongs to the same
universality class as the fluid-fluid system [138].
In the subsequent analyses specific threshold values are chosen, such that the minimal
number of active pixels is close to unity and the Minkowski functionals have their maximal
scaling range as ρth/ρth,100 ' x. Such graphs are presented in the appendix C in Fig. C.3
and Fig. C.4. In these graphs two demixing stages can be evidenced since they show a
transition at the crossover time t∗c when the domain interfaces form and coalescence begins.
t∗c ' 2 · 102 in the case of R = 10R11 and t∗c ' 2 · 103 in the case of R = 2.5R11.
Logarithmic plots of the Minkowski functionals are presented in the appendix C in
Fig. C.4. Compared to the angular power spectral density measures (Fig. 8.4) they
provide several advantages: The high sensitivity to changes in the morphology allows the
Minkowski functionals to detect transitions in the behavior of domain growth not visible
to power spectrum measures. The Minkowski functionals resolve three distinct phases in
the early stage of spinodal decomposition: (1) fast growth (2) slower growth, (3) main
growth of density fluctuations. In the power spectrum however, only phases (1) and (3)
are detected.
The homogeneity of the Minkowski functionals (Eq. (5.34)) leads to a power law for
the scaling by a length L:
M0 ∝ 1, M1 ∝ L−1, M2 ∝ L−2 (8.1)
L is interpreted as the characteristic size of demixed domains. The scaling of 1/M1 ∝ L
and 1/
√
M2 ∝ L is presented in Fig. 8.7. A power law growth is evidenced for the domain
size in the coalescence stage L ∝ t∗α.
However, the small sphere exhibits only few coalescence events and thus the domain
growth is characterized by plateaus connected with rapid size changes at coalescence events.
This leads to a bad statistic in detecting the power law by fitting a line in the log-log plot.
The power law exponents α, obtained by liner fits, are presented in the appendix C in table
C.1.
Most power law exponents are α ' 0.2, which is similar to the prediction of [23]. This
is smaller than the value predicted by mean field theory for the diffusive regime (which is
α = 1/3 [104, 162]). However for the equal concentration mixture x = 0.5 the power law
exponent is closer to 1/3.
By a suitable rescaling r(R, x) of Minkowski functionals and time axis, the graphs for
all mixing parameters x > 0.1 and sphere sizes R coincide well. This is shown in Fig. 8.8.
Explicit scalings are: t∗ → t∗ · x−2/3 · (R/R11)3/2, M0 →M0/x, M1 →M1/
√
x/(R/R11)
0.8.
This suggest a universal demixing behavior for x > 0.1, qualitatively different to the
case x = 0.1. The measures based on the angular power spectral density fail to show
any universal features. This suggests that nonlinearities are responsible. Evidently, the
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Figure 8.7: Scaling behaviour of 1/M1 ∝ L and 1/
√
M2 ∝ L reveal power law domain growth
L ∝ t∗α after spinodal decomposition. The radii R and mixture parameters x on the two-sphere
S2 are represented in the legend as: S2R/R11,x.
Minkowski functional measures provide qualitatively new result compared to linear power
spectral density measures. They may play a key role in the further investigation of universal
features of demixing processes.
8.5 Conclusions and outlook
Distinct stages of spinodal decomposition can be detected in DDFT demixing calculations
of a binary fluid. The onset, the main fluctuation growth stage and the coalescence stage
of spinodal decomposition can be detected by analyzing the shape of the total power of
the fluid density. The usual demixing metric, the average domain size deduced from the
position of the maximum of the power spectral density, is however, only responsive to the
domain growth during the coalescence stage.
The Minkowski functional analysis provides further advantages in many respects. The
most important points are:
− Minkowski functionals can detect a further stage in the phase of early spinodal decom-
position.
− They allow the measurement of domain growth rates with high statistical significance.
− Their dynamic range depends only on the resolution of the data, since one can always
find a threshold such that only one pixel is detected as active.
− The transitions between demixing stages is more pronounced than in the case of power
spectrum measures. This allows the precise measurement of transition times with low
computational cost.
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Figure 8.8: After a rescaling of axis hints of universal behavior are found in panel (b) for
M0 and in panel (c) for M1. However, in panel (a), no universal behavior is found for power
spectral density (2l+ 1) ·Cl,max. The radii R and mixture parameters x on the two-sphere S2 are
represented in the legend as: S2R/R11,x.
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− Using Minkowski functionals the species composition can be measured precisely by only
observing the early spinodal decomposition.
− Most importantly: Minkowski functionals reveal universal features in the demixing
behavior for a large number of species compositions and sphere sizes and a qualitatively
different demixing scenario when one species has a small concentration. Power spectrum
measures cannot reveal universal behavior of the domain growth.
Future work will focus on the systematic characterization of these universal features
and on the relation to the universal properties described for the flat three-dimensional case
in section 7. The nonlinear origin of the universal behavior suggests the application of
surrogates [145, 122, 121] to identify the specific nonlinear contributions to the demixing
dynamics.
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Chapter 9
Summary and outlook
This thesis aimed to provide a contribution to advance the understanding of emergent,
self-organized phenomena in the field of many-body statistical physics. Physical systems
consisting of many particles out of equilibrium still give rise to the curiosity of scien-
tists all around the world. Even when the interaction between individual constituents is
understood, systems with large particle numbers are able to form complex structures of
manifold shapes and topologies. In this thesis two examples of such systems have been
studied: The crystallization process of two-dimensional complex plasma sheets and the
fluid demixing dynamics of both simulations of a complex plasma in three dimensions and
density-functional calculations of a binary fluid on the curved geometry of a sphere.
By extending the characterization and analysis of spatial structure from traditional
methods as e.g. the power spectral density or the bond-order parameters, to nonlinear
structure metrics capturing the complete morphological information of patterns ranging
from shape and geometry, to connectedness and topology, it was possible to gain qualita-
tively new insight into the physical processes studied in this dissertation.
After analyzing the long-range decay of the far asymptotes of the pair correlation and
the bond correlation function of experiments as well as of a simulation of the crystallization
of two-dimensional complex plasma sheets it could be shown, that the KTHNY theory of
melting in two dimensions cannot be applied to these complex plasma systems since no
hexatic phase could be detected. A recently developed fractal-domain-structure (FDS)
theory was also tested. It assumes that the crystallization process is accompanied by the
formation of domains in the crystalline phase that are separated by lines of crystal defects
and postulates a fractal relation between the domain area and boundary length. The theory
predicts a scale-free dependence of the total defect fraction on the system energy. Both,
the postulate and the prediction of the FDS theory are verified in this dissertation by the
detection of crystal defects. This suggests that the FDS theory, rather than the KTHNY
theory, is applicable to non-equilibrium liquid-solid phase transitions in two-dimensional
systems.
In particle resolved simulations of binary complex plasma systems in three-dimensional
Euclidean space, a universal behavior of the demixing dynamics for long-range dominated
particle interactions is found. In contrast, the formation of demixed domains in the case
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of short-range interactions is qualitatively different. In the long-range dominated case two
stages of the demixing process are observed. Initially neighboring particles of one species
agglomerate, subsequently the agglomerated particles coalesce in cascades. This process
is accelerated and demixed domains become larger when the range of the interaction is
increased. When interactions are sufficiently short-ranged, no coalescence stage can be ob-
served. Demixing occurs only due to the agglomeration of neighboring particles. In order
to address the impact of confinement and of curved geometry on the demixing dynamics,
without imposing artificial boundary conditions, density-functional theory (DDFT) cal-
culations on spherical geometries are analzsed. Again universal features of the dynamics
of demixed domain growth can be identified. Here the universality is found for different
mixing compositions and on different sized sphere embeddings. By the comparison of the
growth rates of demixed domains three distinct stages prior to the coalescence are evi-
denced. A qualitatively different scenario is found for small mixing fractions: Depending
on the sphere size there is either no demixing during the DDFT calculation time, or demix-
ing occurs, without transition to the coalescence stage, at much later times compared to
larger mixing fractions. The reason for the late demixing seems to be that the particle
separation of the low concentration species is high. No demixing during the DDFT cal-
culation time is achieved for the small sphere where finite size effects play an increased
role.
In this thesis the spatial data is analzsed on the one hand by using conventional linear
measures as the power spectrum, pair correlation functions and bond order parameters.
On the other hand a morphological characterization with nonlinear measures, derived from
the family of Minkowski functionals and tensors, is performed. These measures describe
shape, elongation, symmetry and connectedness and are sensitive to any n-point density
correlation function. They show several advantages in comparison with linear measures.
For instance it is possible to robustly and continuously detect crystal distortions using
Minkowski tensor measures. This allows the verification of the prediction of the FDS theory
for defect fractions ranges one order of magnitude larger compared to the conventional bond
order parameter. The most significant advantage is the detection of universal features in
fluid-fluid demixing systems that cannot be found by utilizing power spectrum measures.
This suggests, that the universal features originate from nonlinearities in the underlying
physics.
The nonlinear origin of universal behavior is a curial point to be addressed in future
work. This can be done by applying the method of surrogates, i.e. by creating copies of
the spatial data with preserved linear properties but with the nonlinear features removed
(by transforming the Fourier phases such that they become uncorrelated and randomized).
In future studies the emergence of universal behavior in demixing systems will be analyzed
systematically. The shape and range of the particle interaction potential, the composition
of mixed particle species and the confinement of particles are predictor variables the focus
will lie on. Another key point of future studies is the description of the demixing kinetics in
the context of spinodal decomposition for particle resolved systems, which are not covered
in the mean field theory approach.
Appendix A
Explicit formulae for Minkowski
tensors of triangulated bodies
This section provides supplementary material to section 5.
A.1 Tensors in two dimensions
The linearly independent two-dimensional Minkowski tensors up to rank two are given in
Table A.1. An extensive description of Minkowski tensors for planar patterns can be found
in [150].
A.2 Tensors in three dimensions
To simplify the expressions for the triangulated tensors the symmetric tensor Λn(k,l,m) is
introduced in [152]:
Λn(k,l,m) = 2A(k,l,m)
∫ 1
0
dλ
∫ 1−λ
0
dµ
(
vk + λ (vl − vk) + µ (vm − vk)n
)
(A.1)
The linearly independent three-dimensional Minkowski tensors up to rank two are given
in Table A.3. The specific components of the tensor Λn(k,l,m) (Eq. A.1) that have to be
chosen for in the formulae in table A.3 for the indices µ (according to the corresponding
Minkowski vector components α or Minkowski tensor components α, β) are given in table
A.2.
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Table A.1: Linearly independent two-dimensional Minkowski tensors up to tensor rank
two. x = xx̂ + yŷ are the position vectors, n the normal vectors of K. The brackets
[x]x = x indicate the tensor components. In the polygonal representation the vertices vk
and vl are connected by the edge e(k,l). The normal vector n(k,l) is orthogonal to e(k,l).
The angle between n(k,l) and n(l,m) is γl. E2 = x̂ x̂ + ŷ  ŷ is the two-dimensional unit
tensor.
tensor definition polygonal representation
scalar functionals
W0(K)
∫
K
d2x 1
4
∑
(k,l)
∣∣e(k,l)
∣∣ ·
(
n(k,l) · (vk + vl)
)
W1(K)
1
2
∫
∂K
dx 1
2
∑
(k,l)
∣∣e(k,l)
∣∣
W2(K)
1
2
∫
∂K
κ(x) dx 1
2
∑
k γk
vectors
[
W 1,00 (K)
]
x
∫
K
x d2x
∑
(k,l)
(
[vl]y − [vk]y
)
·
(
[vk]
2
x + [vk]x [vl]x + [vl]
2
x
)
W
(1,0)
1 (K)
1
2
∫
∂K
x dx 1
4
∑
(k,l)
∣∣e(k,l)
∣∣ (vk + vl)
W
(1,0)
2 (K)
1
2
∫
∂K
xκ(x) dx 1
2
∑
k γk
rank two tensors
[W0(K)E2]xx
∫
K
d2x 1
4
∑
(k,l)
∣∣e(k,l)
∣∣ ·
(
n(k,l) · (vk + vl)
)
[W1(K)E2]xx
1
2
∫
∂K
dx 1
2
∑
(k,l)
∣∣e(k,l)
∣∣
[W2(K)E2]xx
1
2
∫
∂K
κ(x) dx 1
2
∑
k γk
W
(1,1)
2 (K)
1
2
∫
∂K
x nκ(x) dx 1
2
∑
k
∣∣e(k,l)
∣∣−1 ekl  ekl
[
W 2,00 (K)
]
xx
∫
K
x2 d2x 1
12
∑
(k,l)
∣∣e(k,l)
∣∣ [n(k,l)
]
x
·
(
[vk]
3
x + [vl]
3
x + [vk]
2
x [vl]x + [vk]x [vl]
2
x
)
[
W 2,00 (K)
]
xy
∫
K
x y d2x 1
14
∑
(k,l)
(
[vk]y [vl]x − [vk]x [vl]y
)
·
(
[vk]x
(
2 [vk]y − [vl]y
)
− [vl]x
(
2 [vl]y − [vk]y
))
W
(2,0)
1 (K)
1
2
∫
∂K
x x dx 1
6
∑
(k,l)
∣∣e(k,l)
∣∣ (vk  vk + vk  vl + vl  vl)
W
(2,0)
2 (K)
1
2
∫
∂K
x xκ(x) dx 1
2
∑
k γk vk  vk
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Table A.2: Tensor components µ of Λn(k,l,m) (Eq. A.1) that have to be chosen for in the
formulae in table A.3 according to the corresponding Minkowski vector (MV) components
α or Minkowski tensor (MT) components α, β.
MV α µ MT α, β µ
x y x,x z
y z y,y x
z x z,z y
x,y z
y,z x
z,x y
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Table A.3: Linearly independent three-dimensional Minkowski tensors up to tensor rank
two. x = xx̂ + yŷ + zẑ are the position vectors, n the normal vectors of K. The brackets
[x]1 = x indicate the tensor components. The triangulated surface is a collection of facets
(k, l,m) with areas A(k,l,m), edges e(k,l) and vertices vk. n(k,l,m) is the facet normal, n(k,l)
the edge normal. γ(k,l,m) are the internal angles of neighboring facets, γk is the angular
defect. The tensors Λnk,l,m are given in Eq. A.1 and its components for ω in Table A.2.
tensor definition triangulated representation
scalar functionals
W0(K)
∫
K
d3x 1
9
∑
(k,l,m)A(k,l,m) (vk + vl + vm) · n(k,l,m)
W1(K)
1
3
∫
∂K
d2x 1
3
∑
(k,l,m)A(k,l,m)
W2(K)
1
6
∫
∂K
(κ1 + κ2) d
2x 1
6
∑
(k,l)
∣∣e(k,l)
∣∣ γ(k,l)
W3(K)
1
3
∫
∂K
κ1κ2d
2x 1
3
∑
k γk
vectors
[
W 1,00 (K)
]
α
∫
K
xα d
3x
∑
(k,l,m)
[
Λ2(k,l,m)
]
α,µ
[nk,l,m]ω
W
(1,0)
1 (K)
1
9
∫
∂K
x d2x 1
9
∑
(k,l,m)A(k,l,m) (vk + vl + vm)
W
(1,0)
2 (K)
1
6
∫
∂K
x (κ1 + κ2) d
2x 1
12
∑
(k,l)
∣∣e(k,l)
∣∣ γ(k,l) · (vk + vl)
W
(1,0)
3 (K)
1
3
∫
∂K
xκ1κ2 d
2x 1
3
∑
k γkvk
rank two tensors
[W0(K)]α,β
∫
K
d3x 1
9
∑
(k,l,m)A(k,l,m) (vk + vl + vm) · n(k,l,m)
[W1(K)]α,β
1
3
∫
∂K
d2x 1
3
∑
(k,l,m)A(k,l,m)
[W2(K)]α,β
1
6
∫
∂K
(κ1 + κ2) d
2x 1
6
∑
(k,l)
∣∣e(k,l)
∣∣ γ(k,l)
[W3(K)]α,β
1
3
∫
∂K
κ1κ2d
2x 1
3
∑
k γk
[
W 2,00 (K)
]
α,β
∫
K
[x x]α,β d3x
∑
(k,l)
[
Λ3(k,l,m)
]
α,β,µ
[
n(k,l,m)
]
ω
W
(2,0)
1 (K)
1
3
∫
∂K
x x d2x 1
3
∑
(k,l,m) Λ
2
(k,l,m)
W
(2,0)
2 (K)
1
6
∫
∂K
x x (κ1 + κ2) d2x 118
∑
(k,l)
∣∣e(k,l)
∣∣ γ(k,l) (vk  vk + vk  vl + vl  vl)
W
(2,0)
3 (K)
1
3
∫
∂K
x xκ1κ2d2x 13
∑
k γkvk  vk
W
(0,2)
1 (K)
1
3
∫
∂K
n n d2x 1
3
∑
(k,l,m)A(k,l,m)n(k,l,m)  n(k,l,m)
W
(0,2)
2 (K)
1
6
∫
∂K
n n (κ1 + κ2) d2x
∑
(k,l)
∣∣e(k,l)
∣∣ {
(
γ(k,l) + sin(γ(k,l))
) (
n(k,l)
)2
+
(
γ(k,l) − sin(γ(k,l))
)(n(k,l)×e(k,l)
|e(k,l)|
)2
}
Appendix B
Fractal-Domain-Structure in a
two-dimensional complex plasma
This section provides supplementary material to section 7.
Illustrations of the domain structure nature of the complex plasma sheets for all exper-
iments and the simulations are given in Fig. B.1, Fig. B.2, Fig. B.3 and Fig. B.4. The
Voronoi cells are color coded by the three measures Ψ6, β
2,0
2 and ∆hex. One can clearly
see the that the Minkowski functional measures provide a continuous metric for lattice
distortions, whereas the bond order metric is more binary. This leads to the improved
sensitivity of Minkowski tenor measures at low energies and allows the verification of the
power law Eq. (2.18) for a much larger scaling range compared to the bond order metric
as it is presented in Fig. 6.5.
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Figure B.1: Illustration of experiments I-IV. The Voronoi cells are color coded by Ψ6 (left
panels), β2,02 (middle panels) and ∆hex (right panels).
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Figure B.2: Illustration of experiments V-VIII. The Voronoi cells are color coded by Ψ6 (left
panels), β2,02 (middle panels) and ∆hex (right panels).
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Figure B.3: Illustration of experiments IX-XII. The Voronoi cells are color coded by Ψ6 (left
panels), β2,02 (middle panels) and ∆hex (right panels).
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Figure B.4: Illustration of simulation S. The Voronoi cells are color coded by Ψ6 (left panel),
β2,02 (middle panel) and ∆hex (right panel).
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Appendix C
Minkowski functionals for fluid
demixing on spherical geometry
This section provides supplementary material to section 8.
The dependence of the Minkowski functionals on the threshold density ρth is presented
in Fig. C.1 for the large sphere and in Fig. C.2 for the small sphere. The time t∗ is color
coded.
For the detailed analyses in 8 specific threshold values are chosen, such that the minimal
number of active pixels is close to unity and the Minkowski functionals have their maximal
scaling range as ρth/ρth,100 ' x. Such graphs are presented in Fig. C.3 and in Fig. C.4.
In these graphs two demixing stages can be evidenced since they show a transition at the
crossover time t∗c when the domain interfaces form and coalescence begins. t
∗
c ' 2 · 102 in
the case of R = R11 and t
∗
c ' 2 · 103 in the case of R = 2.5R11.
Logarithmic plots of the Minkowski functionals are presented in Fig. C.4.
The power-law exponents α, obtained by liner fits of the total power (2l + 1)Cl, the
average domain size obtained by the power spectrum L and 1/M1 and 1/
√
M2, are presented
in table C.1.
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Figure C.1: Minkowski functionals dependence on the relative threshold density ρth/ρth,100 for
the large sphere R = 10R11. Time t
∗ is color coded. First column: Area functional M0, second
column: perimeter functional M1, third column: euler functional M2. First row: x = 0.1, second
row: x = 0.2, third row: x = 0.3, fourth row x = 0.4, fifth row: x = 0.5.
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Figure C.2: Minkowski functionals dependence on the relative threshold density ρth/ρth,100 for
the small sphere R = 2.5R11. Time t
∗ is color coded. First column: Area functional M0, second
column: perimeter functional M1, third column: euler functional M2. First row: x = 0.1, second
row: x = 0.2, third row: x = 0.3, fourth row x = 0.4, fifth row: x = 0.5.
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Figure C.3: Minkowski functionals for threshold values ρth/ρth,100 ' x. Exact threshold values
are ρth/ρth,100 ∈ [0.134, 0.212, 0.316, 0.416, 0.5154].
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Figure C.4: Minkowski functionals for threshold values T/T100 ' x. Logarithmic plot. Exact
threshold values are ρth/ρth,100 ∈ [0.134, 0.212, 0.316, 0.416, 0.5154].
Table C.1: Power-law exponent α during the coalescence domain growth phase. Values
are obtained via linear fits in the log-log plots in Fig. 8.4 and Fig. 8.7 for t∗ > t∗c .
10000 · α for (2l + 1)Cl L 1/M1 1/
√
M2
R = 10 R11
x = 0.1 − 6221± 23 − −
x = 0.2 2240± 24 2155± 24 2245± 13 2178± 13
x = 0.3 2304± 23 2321± 27 1921± 12 1651± 19
x = 0.4 2676± 28 2531± 28 2351± 14 2069± 26
x = 0.5 2190± 57 2897± 38 3052± 21 946± 47
R = 2.5 R11
x = 0.1 − − − −
x = 0.2 − 1320± 160 792± 29 1200± 210
x = 0.3 − − 1330± 30 1000± 200
x = 0.4 − 1500± 30 1894± 32 2230± 210
x = 0.5 3254± 38 4511± 19 3052± 21 −
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Scale-free crystallization of two-dimensional complex plasmas:
Domain analysis using Minkowski tensors
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Experiments of the recrystallization processes in two-dimensional complex plasmas are analyzed to rigorously
test a recently developed scale-free phase transition theory. The “fractal-domain-structure” (FDS) theory is based
on the kinetic theory of Frenkel. It assumes the formation of homogeneous domains, separated by defect lines,
during crystallization and a fractal relationship between domain area and boundary length. For the defect number
fraction and system energy a scale-free power-law relation is predicted. The long-range scaling behavior of
the bond-order correlation function shows clearly that the complex plasma phase transitions are not of the
Kosterlitz, Thouless, Halperin, Nelson, and Young type. Previous preliminary results obtained by counting the
number of dislocations and applying a bond-order metric for structural analysis are reproduced. These findings
are supplemented by extending the use of the bond-order metric to measure the defect number fraction and
furthermore applying state-of-the-art analysis methods, allowing a systematic testing of the FDS theory with
unprecedented scrutiny: A morphological analysis of lattice structure is performed via Minkowski tensor methods.
Minkowski tensors form a complete family of additive, motion covariant and continuous morphological measures
that are sensitive to nonlinear properties. The FDS theory is rigorously confirmed and predictions of the theory
are reproduced extremely well. The predicted scale-free power-law relation between defect fraction number
and system energy is verified for one more order of magnitude at high energies compared to the inherently
discontinuous bond-order metric. It is found that the fractal relation between crystalline domain area and
circumference is independent of the experiment, the particular Minkowski tensor method, and the particular choice
of parameters. Thus, the fractal relationship seems to be inherent to two-dimensional phase transitions in complex
plasmas. Minkowski tensor analysis turns out to be a powerful tool for investigations of crystallization processes.
It is capable of revealing nonlinear local topological properties, however, still provides easily interpretable results
founded on a solid mathematical framework.
DOI: 10.1103/PhysRevE.97.053201
I. INTRODUCTION
Complex plasmas are composed of a weakly ionized gas
and microparticles that are highly charged due to absorption of
the ambient electron and ion streams [1,2]. Complex plasmas
constitute a model system that is well suited for studying the
kinetics of fluids and crystallization processes at the individual
particle level in three or two dimensions. Properties of pair
interactions, such as the interaction range and strength, can
be flexibly tuned. Also, the dynamics of particles at short
timescales is practically undamped due to the low gas density
in typical complex plasmas [2].
Because the Mermin-Wagner [3] theorem forbids any long-
range order in only two dimensions, the existence of crys-
tallization in two-dimensional phase transitions seemed ther-
modynamically impossible. However, Kosterlitz and Thouless
(KT) proved [4–8] the possibility of a topological phase transi-
tion, from solid to liquid, in two-dimensional systems. This KT
transition is mediated by lattice defects. Paired dislocations as
initially bound defects dissociate into an intermediate hexatic
phase that consists mainly of free dislocations, which then
dissociate into free disclinations as the liquid state is reached.
*alexander.boebel@dlr.de
A disclination is a crystal defect for which rotational symmetry
is broken. A dislocation is a type of defect that breaks transla-
tional symmetry. The general term defect refers to either or a
combination of both types. In the KT transition, the long-range
order typical to three-dimensional crystals is replaced by a
quasi-long-range order. Thus, the Mermin-Wagner theorem [3]
is not violated. Experimental evidence for such a topological
phase transition is rare; examples are colloidal systems [9,10],
the two-dimensional electron sheet on liquid helium [11],
atomic gases [12], and superconducting vortex lattices [13].
However, only recently it was shown for a colloidal suspension
system that the conventional Kosterlitz, Thouless, Halperin,
Nelson, and Young (KTHNY) theory is not applicable on
spherical geometry [14].
Whether a phase transition is of KTHNY type can be
reduced to the question as to whether the pair correlation
function g(r) or the bond correlation function g6(r) follows
a specific scaling behavior [15,16]. In Ref. [17] it is shown, by
both experimental and simulated data, that the recrystallization
of two-dimensional complex plasmas is not compatible with
the KTHNY theory of phase transition due to different scaling
behaviors in g(r) and g6(r). In this work, a “fractal-domain-
structure” (FDS) theory [2] based on the kinetic theory of
Frenkel [18] is tested. It assumes the formation of homoge-
neous domains, separated by defect lines, during crystalliza-
2470-0045/2018/97(5)/053201(16) 053201-1 ©2018 American Physical Society
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tion. Based on experimental evidence, a fractal relationship
between domain area and boundary length is postulated. For
the defect number fraction and system energy, a scale-free
power-law relation is predicted.
The FDS theory is tested for experiments and a simulation
of the crystallization process in two-dimensional complex
plasmas. A layer of microparticles is levitated in the plasma
sheath region and illuminated by a thin laser sheet. The
crystalline particle system is melted by a short electric pulse
and the recrystallization is captured by a high-speed camera.
Indications that this complex plasma phase transition data
confirm the FDS theory were given in a first study [19].
There, defect numbers were counted as 5/7-dislocations. The
hexagonal translational order in the solid state is violated by
pairs of particles that have 5, respectively, 7 next neighbors
instead of 6. A preliminary analysis of domain structure was
done using the 6 bond-order parameter. However, various
shortcomings of the 6 bond-order parameter have reported
recently [20]: The choice of neighborhood definition has an
impact on 6 beyond physical interpretation and its inherent
discontinuity leads to a lack of robustness.
In this work, we verify previous results obtained via count-
ing of 5/7-dislocations and the conventional 6 bond-order
parameter and extend the 6 bond-order analysis to measure
the defect number fraction. We proceed in the systematic
testing of the FDS theory with unprecedented scrutiny: A
morphological analysis of lattice structure is performed via
Minkowski tensor methods [20–28]. Minkowski tensors are
a tensorial extension of scalar Minkowski functionals. They
form a complete family of additive, motion covariant and
continuous morphological measures that are sensitive to non-
linear properties. They avoid the ambiguity, robustness, and
discontinuity issues of the bond-order parameters and provide
highly sensitive morphological measures with a wide range of
applications.
As a first step in this work, it is confirmed that the complex
plasma phase transitions are in fact not of KTHNY type. This
is due to their long-range scaling behavior in the bond-order
correlation function g6(r). Then the hypothesis of a fractal
relationship between area and boundary length of crystalline
domains is tested. Finally, the predicted scale-free relationship
of defect fraction and system energy of the FDS theory is
verified.
This paper is structured as follows: In Sec. II the theoretical
foundations of the FDS theory are explained. Also theoretical
predictions of the KTHNY theory on the bond-order corre-
lation function are briefly reviewed. Section III describes the
experiments and simulations that were performed and used
to test the FDS theory. In Sec. IV, methods are presented:
The traditional methods as the bond-order metric and the
bond-order correlation function are described. Then the state
of the art morphological analysis methods are introduced:
Voronoi tessellations, Minkowski functionals, and Minkowski
tensors. Based on this introduction an isotropy measure and
a symmetry metric is derived. Also the method to cluster
particles into homogeneous, ordered domains is explained,
as is the method to calculate the particle kinetic energy.
Section V presents the results obtained by both traditional
analysis and Minkowski tensor analysis of the experimental
and simulation data. The long-range decay scaling of the bond-
order correlation function, and the fractal relationships for
energy and defect fraction and for domain area and boundary
length are shown. Finally, in Sec. VI results are discussed and
conclusions are drawn.
II. THEORY
A. Fractal domain structure (FDS) theory
Experimental work, with complex plasmas as model sys-
tems [19], provided evidence that fundamental properties of
a two-dimensional phase transition are not consistent with
the usually assumed KT process. Rather, the findings support
the recently developed FDS theory based on the kinetic
theory of Frenkel [18]. The FDS theory was fist introduced
in Refs. [2,17] and is revisited here. The model describes a
scale-free phase transition of a two-dimensional N -particle
system when the temperature is varied.
At a given energy E = kBT , the N -particle system is di-
vided into z = N/〈Nd〉 homogeneous domains. Each domain
contains 〈Nd〉 particles on average. The domain boundaries
are defined by lattice defects (e.g., pairs of pentagons and
septagons). The structural order in the individual domains is
assumed to be uncorrelated with other domains in the system.
For a mean particle separation , the mean domain radius
〈r〉 is determined by the domain area, consisting of all unit cell
areas in the domain, as π〈r〉2 = π (/2)2(N/z) as
〈r〉 = 1/2(N/z)1/2. (1)
Neglecting the interaction between domains, the interface line
energy of the boundaries is 〈E〉 = 2π〈r〉zσ , with the line
tension σ . Substituting 〈r〉 gives
〈E〉 = π(Nz)1/2σ. (2)
Due to the arrangement possibilities of the domain structure,
the system entropy increases with the number of domains z.
The number of possible realizations P of the particles ordering
characterizes the measure of disorder. It can be calculated by
counting the number of possible realizations to distribute N
distinguishable particles on z domains, each containing 〈Nd〉
particles. At first one can choose 〈Nd〉 distinguishable particles
from an ensemble of N particles. Then, 〈Nd〉 particles are
chosen from the remainingN − 〈Nd〉particles with the number
of possibilities p,
p =
(
N − 〈Nd〉
〈Nd〉
)
. (3)
Repeating this until all domains are completely occupied gives
P as the product of all the independent numbers of possibilities:
P =
z−1∑
i=0
(
N − i〈Nd〉
〈Nd〉
)
= N !/[(N/z)!]z. (4)
Using Stirlings formula for sufficiently large N and N/z
yields P  zN . The entropy is S = ln(P ) and the mean free
Helmholtz energy is accordingly
〈F 〉 = π(Nz)1/2σ − NT ln(z). (5)
053201-2
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Assuming thermodynamic equilibrium at all times, it follows
from ∂〈F 〉/∂z = 0 that
z = (2T/πσ )2N. (6)
The scaling nature of the domain structure is now introduced
as a hypothesis:
〈Nd〉2B = [〈Ns〉]1+α, (7)
with B and α constants depending on the shape of the domains.
With the above definition α = 1 if the domain is circular, for
long narrow domains α → 0, suggesting 0 < α < 1 for fractal
domains. Substituting this scaling in Eq. (6) yields the scaling
for the total number of particles in all domain boundaries
NT ≡ z〈Ns〉:
NT /N ∝ T 2α/(1+α) ∝ E2α/(1+α). (8)
B. Consequences of KTHNY on the bond
correlation function g6(r)
A well accepted theory for phase transitions of two-
dimensional systems is the KTHNY theory [4–8], which
describes the melting of two-dimensional systems with a
continuous, second-order, defect-mediated phase transition.
The KTHNY theory makes predictions on the long-range
decay behavior of the bond correlation function for orienta-
tional order g6(r). It can be defined as
g6(r) =
∑
r−δrr<r+δr
〈∗(r)(0)〉, (9)
with (r) = exp[iθ (r)], where θ (r) denotes the angle between
a nearest-neighbor bond at position r and an arbitrary axis. It
measures the correlation between the orientation of nearest-
neighbor bonds separated by the distance r .
The KTHNY theory predicts a two-stage melting scenario
with an intermediate phase between the solid and liquid state:
the hexatic phase. In the solid phase T < Tc1 all dislocations
are bound in pairs. Orientational order is preserved in the long-
range limit: The bond correlation function g6(r) approaches a
finite constant for large distances [6]. At Tc1 the dislocation
pairs start to dissociate and for T > Tc1 the orientational order
persists with a slow power-law decay g6(r) ∝ rη6(T ) [6]. This
transition if well known as the Kosterlitz-Thouless transition.
A second transition was discovered by Halperin and Nelson at
the temperature Tc2 > Tc1: Here the dislocations break up and
form free disclinations. The bond-order correlation function
decays exponentially g6(r) ∝ exp[−r/ξ6(T )] [6,7]. Table I
summarizes these predictions.
TABLE I. Consequences of the KTHNY theory on the long-range
scaling behavior of the bond correlation function g6(r) in different
phase regimes.
Phase g6(r) scaling
Liquid (T > Tc2) g6(r) ∝ exp[−r/ξ6(T )]
Hexatic (Tc1 < T < Tc2) g6(r) ∝ r−η6(T ); η6 < 0.25
Solid (T < Tc1) g6(r) = const., const. 	= 0
laser sheet
chamber
grounded
wires
floating
2D crystal
rf electrode
high speed
camera
FIG. 1. Sketch of the experimental setup used for the presented
crystallization experiments [17]. A two-dimensional crystal is levi-
tated in the plasma sheath region above the lower rf electrode. A glass
window in the upper chamber flange provides optical access for a
high-speed camera from the top viewpoint. Particles are illuminated
by a vertically thin, horizontally spread laser sheet. Two wires are
mounted inside the chamber for electric particle manipulation. These
are normally floating, but can be fed with a short electric pulse to melt
the particle system.
III. EXPERIMENTS AND SIMULATION
To study the phase transition in a genuine two-
dimensional system, experiments [19] were performed with
two-dimensional complex plasmas: many-particle systems
consisting of electrons, ions, neutral gas atoms, and charged
micrometer-sized particles. A sketch of the experimental setup
is provided in Fig. 1. An example image of an experimental
data set is shown in Fig. 2. Movies for all data sets are provided
in the Supplemental Material [29].
Melamine-formaldehyde particles with a diameter of
9.19 μm and a mass of 6.14 × 10−13 kg were injected into
FIG. 2. Left: Image of a two-dimensional plasma crystal of the
experimental data set XII for time t = 6.0 s. The field of view is
18 × 25 mm. Right: Gray scale plot of the 6 bond-order parameter.
Dark Voronoi cells have low 6 values. The direction of the argument
of 6 is indicated with arrows. Dislocations with 5 (respectively, 7)
neighbors are marked with red (respectively, blue) dots.
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an argon radio-frequency (rf) discharge ignited between a
horizontal, capacitively coupled electrode mounted on the
bottom of a vacuum chamber, and the grounded chamber walls.
Due to the balance of electron- and ion-streams onto their
surface, the particles acquired a negative charge. The electric
fields in the plasma sheath region above the electrode then
levitated particles against gravity (usually several millimeters
above the electrode surface). Additionally, an elevated rim on
the electrode provided a radial confinement by shaping the
electric potential inside the chamber. The injected particles
then formed a crystalline single layer with a hexagonal crystal
structure, which could temporarily be destroyed by applying a
negative electric pulse (duration: 0.2 s, amplitude: −250 V) to
two parallel wires (58.7 mm apart from each other) mounted
at approximately the levitation height of the monolayer. The
particle system then was left to recrystallize under constant
“environmental” conditions, i.e., pressure and rf power.
To obtain particle trajectories, the particle layer was illu-
minated by a 532 -nm Nd:YAG laser, adjusted to provide a
vertically thin, horizontally spread sheet of light. The light
reflected by the particles was then observed by a high-speed
camera with a frame rate of 250 frames per second (fps) and
a spatial resolution of 0.03 mm/px from the top viewpoint
through a glass window. To reduce the effect of pixel noise
during the image analysis, each two consecutive images were
later averaged, yielding an effective frame rate of 125 fps [17].
The number of particles in the field of view of the camera was
approximately 2000, which amounts to approximately 10–15%
of the total number of particles in the monolayer.
Experiments were performed at 11 different plasma condi-
tions: the neutral gas pressure was varied between 1.15 and
2.3 Pa and the peak-to-peak rf voltages UPP at the electrode
were chosen in the range [−134,−214] V.
Additionally, another data set from Ref. [30] was included
in the analysis. Here, the gas pressure was 1.94 Pa, UPP was
−172 V, the recording frame rate was 500 fps (effective frame
rate after averaging each three consecutive images: 166.667
fps), and the spatial resolution was 0.034 mm/px.
Details of the experimental setup are given in Refs. [17,30].
To complement the experimental results, the outcome of
a molecular dynamics simulation of the crystallization of a
monolayer of 3000 particles in a parabolic confinement is
presented in addition. The simulation parameters were chosen
to meet the experimental conditions: the damping rate was
2 Hz, the time step 0.01 s, particle mass and charge were
6.1 × 10−13 kg and −12 000 e, respectively. The particles were
initially heated to 230 eV and then allowed to cool until they
reached a crystalline state. The parabolic potential used in the
simulation gives rise to deviations from the experiments. The
confinement in the experiments is nonparabolic due to the
presence of the electrodes used to induce the electric shock
causing the melting. The nonparabolic confinement in the
experiments leads to a constant particle density, whereas the
parabolic confinement in the simulation gives rise to a radially
decreasing particle density. Also, the expansion before melting
and relaxation during crystallization of the system is affected
by the difference in the confinement potential. Details of the
simulation procedure are given in Ref. [31].
Here, the results of these earlier experiments and simula-
tion are analyzed employing Minkowski tensor methods and
TABLE II. Parameters of the experiments and the simulation.
Neutral gas pressure p, Epstein damping coefficient ν, peak-to-peak
rf voltage UPP at the driven electrode, and the mean particle separation
 obtained from the pair correlation functions. The Epstein damping
coefficient ν, a measure for the damping rate of the particle motion due
to scattering on neutral gas atoms, was calculated from the discharge
parameters given in Ref. [32], using the reflection index δ = 1.26 as
measured in Ref. [33].
p(Pa) ν(Hz) UPP(V) (mm)
I 1.93 2.27 –138 0.60
II 1.36 1.60 –144 0.61
III 2.29 2.69 –134 0.61
IV 1.15 1.35 –184 0.60
V 1.36 1.60 –180 0.60
VI 1.68 1.97 –176 0.60
VII 2.12 2.49 –172 0.60
VIII 2.30 2.70 –172 0.60
IX 1.36 1.60 –214 0.57
X 1.93 2.27 –206 0.51
XI 2.30 2.70 –200 0.53
XII 1.94 2.28 –172 0.59
Simulation (S) ... 2 ... 0.8
compared with previous results. The particular parameters of
each experiment are given in Table II.
IV. METHODS
The bond-order parameters 6 were introduced in 1983
[34] and quickly became a standard tool to quantify crystalline
structures. However, recent work [20] has shown that the
calculation of 6 has some conceptual drawbacks. The choice
of neighborhood definition causes an ambiguity of 6 beyond
physical interpretation and its inherent discontinuity leads to a
lack of robustness.
However, the Minkowski functionals are a continuous and
robust tool for morphological data analysis, known since
the early 20th century [35]. Only recently the hierarchy of
Minkowski valuation was extended to tensor valued quantities
called Minkowski tensors [36]. Minkowski functionals and
tensors are sensitive to any n-point correlation function and
thus can give new insights to processes beyond the capability
of conventional (linear) methods, e.g., 6, g(r) or g6(r). A
commonly used method for quantifying the local structure
of points (or discs) is by construction of a nearest-neighbor
network on which quantitative structure metrics are computed
(e.g., 6). The ambiguity of the neighborhood selection can
be circumvented by using the method of the bijective Voronoi
tessellation, based on the idea of a Wigner-Seitz cell for each
particle.
In the following, the 6 bond-order metric, the bond
orientational correlation function g6(r), Voronoi tessellation,
Minkowski functionals and tensors, as well as a clustering
algorithm via DBSCAN and the energy calculation via velocity
distribution fits, are introduced as methods used throughout this
paper.
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A. Bond order parameter 6
In a fist step of a thorough investigation of the domain
structure, irregular lattice sites are identified as defects via the
6 bond-order parameter [34]. It is defined as
6 = 1/nk ×
nk∑
m=1
exp(6ikm) (10)
for each lattice site k. Here, nk is the number of nearest
neighbors of particle k, km is the angle of the bond between
particles k and m to an arbitrary chosen axis (we chose the
x axis), and i is the imaginary unit. For hexagonal ordered
lattice sites, the modulus |6| is close to 1, whereas it tends
to zero for distorted ones and therefore also for defects. To
distinguish ordered from disordered sections, a cut off value
of 6,thresh > 6,defects (corresponding to Voronoi cells close
to |6| = 1 interpreted as in the crystalline state) is chosen.
The specific value that is chosen for 6,thresh is indicated in
each case in the result Sec. V. The number fraction of these
particles identified as in the crystalline state will be referred to
as 6 measure in the following. Typical histograms for 6 for
the analyzed recrystallization processes are shown in Fig. 3 for
increasing time steps.
(a) (b)
(c) (d)
(e) (f)
FIG. 3. Typical histograms for the 6 measure as time t evolves
representatively shown for experiment X (see Table II). (a) t = 3.00 s:
Before melting a large peak for 6 values close to 6 = 1 is a
signature of the crystalline state. (b, c) t = 3.30 s, t = 4.50 s: The
distribution broadens after melting. (d, e) t = 6.00 s, t = 7.20 s:
During recrystallization the distribution shifts to larger 6 values.
(f) t = 12.00 s: For late times the large peak for values close to 6 = 1
is recovered in the recrystallized state.
B. Bond correlation function g6(r)
The bond correlation function g6(r) for the orientational
order II B is calculated via
g6(r) =
∣∣∣∣∣ 1NB
NB∑
l=1
1
n(l)
n(l)∑
k=1
exp{6i[θ (rk) − θ (rl)]}
∣∣∣∣∣. (11)
Here, NB is the total number of bonds in the crystal, n(l) is the
number of bonds at distance r from bond l, θi the angle of bond
i at ri to an arbitrary axis. For a perfect hexagon, g6(r) ≡ 1.
Since we are only interested in the long-range decay and not
the exact shape of g6 with its peaks in the close range regime,
we choose large bins, i.e., large values of n(l).
For a solid crystalline state g6(r) should be constant and
close to 1 [6]. However, for the plasma crystal data sets
analyzed here, we find g6(r) to be a linearly decaying function.
This is because the crystal is made up of homogeneous
domains, separated by defect lines, whose structural order
is uncorrelated with neighboring domains. Since power law
(respectively, exponential decay) is predicted in hexatic (re-
spectively, liquid states) [6,7] for large r , following models
are fitted to the experimental and simulation data sets: (a)
linear decay g6(r) = A1 + c6r , (b) exponential decay g6(r) =
A2exp(−r/ξ6), and (c) power-law decay g6(r) = A3r−η6 . To
determine the best model the goodness of best fits is compared
using the χ -squared χ2 statistic. Lower values indicate a higher
goodness of fit. This method was already applied to test for a
hexatic phase [17,37].
C. Voronoi tessellation
An approach for quantifying local structure is provided by
the analysis of the Voronoi diagram. The Voronoi diagram is
the partition of space into the same number of convex cells as
there are discs in the packing. The Voronoi cell of each disk
is the region of space closer to that given disk than to any
other disk. For the special case of three- or two-dimensional
crystal lattices the Voronoi cell is called Wigner-Seitz cell. In
the field of granular matter, Voronoi diagrams have been used
to determine distributions of local packing fractions [38–40],
spatial correlations [41], and correlations with particle motion
[42].
Recently, studies provided insight into the local structure of
sphere packings and sphere ensembles by analyzing the shape
of Voronoi cells, in particular, their degree of anisotropy or
elongation [23,43–45].
Here, the structure of the Voronoi tessellation, obtained
from particle positions, is analyzed using Minkowski func-
tional and tensor methods. The boundary particles were dis-
carded from the analysis since they have no neighboring
particles needed to define their Voronoi cells.
D. Minkowski functionals
For a body K with a smooth boundary contour ∂K
embedded in D-dimensional euclidean space the D + 1
Minkowski functionals are, up to constant factors, defined
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as
W0(K) =
∫
K
dDr
Wν(K) =
∫
∂K
Gν(r) d
D−1r , 1  ν  D (12)
Gν(r) are the elementary symmetric polynomials of the local
principal curvatures as defined in differential geometry.
In two-dimensional euclidean space the Minkowski func-
tionals, up to constant factors, are W0(K) (area), W1(K)
(circumference) and W2(K) (euler characteristic):
W0(K) =
∫
K
d2r
W1(K) =
∫
∂K
dr
W2(K) =
∫
∂K
κ(r) dr
(13)
Here, κ(r) is the local curvature.
Minkowski functionals are motion invariant, additive and
conditionally continuous. They form a complete family of
morphological measures. Or vice versa: Any motion invariant,
(conditionally) continuous and additive functional is a super-
position of the (countably many) Minkowski functionals. They
are nonlinear measures sensitive to higher order correlations.
Applications are e.g. curvature energy of membranes [46],
order parameter in Turing patterns [47], density functional
theory for fluids (as hard balls or ellipsoids) [48,49], testing
point distributions (find clusters, filaments, underlying point-
process) or searching for non-Gaussian signatures in the CMB
[50–54].
E. Minkowski tensors
To also account for directional properties it is natural to
extend the scalar valued Minkowski functionals to tensor-
valued quantities called Minkowski tensors. Applications of
Minkowski tensors range from the analysis of cellular, granu-
lar, and porous structures to the classification of crystal types
[22–28]. They are defined as [21]
W
a,0
0 (K) :=
∫
K
dDr r
a,
Wa,bν (K) := 1/D
∫
∂K
dD−1r Gν(r) r
a 
 n
b. (14)
Here, 
 denotes the symmetric tensor product x 
 y =
1/2 (x ⊗ y + y ⊗ x). Again Gν(r) are the elementary symmet-
ric polynomials of the local principal curvatures as defined in
differential geometry. a counts the number of position vectors
r, b counts the number of normal vectors n in the tensor
product. Thus, the rank of each tensor is the tuple (a,b).
Similar to Minkowski functionals the attractiveness of
Minkowski tensors is due to their manifold applications.
Further, they are founded on a solid mathematical framework:
A strong completeness theorem by Alesker [36] states that
all morphological information that is relevant for additive
properties of a body K is represented by the Minkowski
FIG. 4. Illustration for the explicit calculation of Minkowski
tensors of a body K via Kε .
tensors. Any motion covariant, conditionally continuous and
additive tensor valued functional is a superposition of the
(countably many) Minkowski tensors.
The Minkowski tensors are defined as curvature integrals
over smooth boundary surfaces. To calculate them for polygo-
nal bodies P we consider the parallel body construction Pε =
P  Sε [55]. Sε is a disk of radius ε > 0 and  is the Minkowski
sum (defined as K1  K2 = {p1 + p2 | p1 ∈ K1,p2 ∈ K2}).
Thus, Pε is the union of all disks Sε with origins at all points
in P , illustrated in Fig. 4. Performing the limit ε → 0 then
yields the tensor Wa,bν (P ) = limε→0 Wa,bν (Pε). Consider the
polygonal representation of P by its vertices vk . Then the
edges between vertices vk and vl are e(k,l) = vl − vk with
normal vectors n(k,l) = R e(k,l)/|e(k,l)|. R = ( 0 −1−1 0 ) is the
π/2 rotation matrix. γk is the angle between n(k−1,k) and
n(k,k+1). Using these definitions we can obtain the explicit
formula. Here we present formulas for the second rank in
position vectors circumference [Eq. (15)] and the second rank
in normal vectors euler tensors [Eq. (16)] as examples. E is
the unit matrix:
W
2,0
1 (P )
= lim
ε→0
1
2
∫
∂Pε
dr r 
 r = 1
6
∑
(k,l)
|e(k,l)|
×
(
v2kx + vkxvlx + v2lx vkxvky + vkxvly + vlxvly
vkyvkx + vkyvlx + vlyvlx v2ky + vkyvly + v2ly
)
,
(15)
W
0,2
2 (P ) = lim
ε→0
1
2
∫
∂Pε
dr κ(r) n 
 n = 4 W2 E. (16)
A list of expressions for two-dimensional tensors up to rank
two is available in Ref. [55].
F. MT2 isotropy index
For a body K and each second-rank Minkowski tensor
Wa,bν (K) an isotropy index β can be defined as the ratio
between the smallest and largest eigenvalue λmin and λmax of
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the D × D matrix representing each Minkowski tensor [21]:
βa,bν (K) :=
λmin
[
Wa,bν (K)
]
λmax
[
W
a,b
ν (K)
] . (17)
The dimensionless isotropy index is a pure shape measure. It
is invariant under isotropic scaling of K . For example, in two
dimensions the isotropy index β = 1 is obtained for a circle or a
square. For a rectangle one obtains β = shorter/longer edge.
Thus, this isotropy index is an isotropy measure only in the
sense of elongation. β provides equivalent information as
the improved, area weighted bond-order metric proposed in
Ref. [20].
The rank-two Minkowski tensor analysis carried out in this
study is done by calculating the isotropy index β Eq. (17)
locally for every Voronoi cell and for every time step in the
experimental and simulation data using the circumference
Minkowski tensor W 2,01 , since it is most sensitive to changes
of elongation of Voronoi cells. To distinguish ordered from
disordered Voronoi cells a cutoff value of βthresh > βdefects
(corresponding to isotropic Voronoi cells interpreted as in the
crystalline state) is chosen. The specific value that is chosen
for βthresh is indicated in each case in the result Sec. V. The
number fraction of these particles identified as in the crystalline
state will hereinafter be referred to as MT2 measure. Typical
histograms for β for the analyzed recrystallization processes
are shown in Fig. 5 as time evolves.
G. MT4 symmetry metric
To distinguish between structures of high symmetry, i.e.,
differentiate between crystalline structures (hcp, fcc, etc.),
higher ranked tensors have to be applied. For rank four and
higher, isotropic symmetry is distinct from cubic symmetry.
(This is evidenced by the appearance of a second independent
shear modulus when transitioning from isotropic to cubic
symmetry in the theory of linear elasticity, which is formulated
using a rank-four tensor [56].) This method has been used in
hard sphere systems to characterize random close packings
[23].
For brevity, only the simplest rank-four Minkowski tensor
is considered:
W
0,4
1 (K) =
1
2
∫
∂K
dr n(r) ⊗ n(r) ⊗ n(r) ⊗ n(r). (18)
In the polygonal representation its components, labeled
μ,ν,τ,σ ∈ (x,y) are
[
W
0,4
1 (P )
]μντσ = 1
2
∑
(k,l)
|e(k,l)|nμ(k,l)nν(k,l)nτ(k,l)nσ(k,l). (19)
Since it is translation invariant and symmetric (i.e., it holds
for the components [W 0,41 ]
μντσ = [W 0,41 ]
(μντσ )
), it has, in two
dimensions, only 5 independent elements instead of 16. The
round brackets denote cyclic permutation.
A morphological metric suitable for characterizing systems
of spherical particles should be rotationally invariant since the
physics does not a priori designate a preferred direction. Thus,
the tensor W 041 should not be directly used. Instead, rotational
invariants are constructed [57]. This is done by borrowing ideas
from the theory of the elastic stiffness tensor.
(a) (b)
(c) (d)
(e) (f)
FIG. 5. Typical histograms for the MT2 measure as time t evolves
representatively shown for experiment X (see Table II). (a) t = 3.00 s:
Before melting a large peak for β values close to β = 1 is a signature
of the crystalline state. (b) t = 3.30 s The distribution broadens
after melting. (c–e) t = 4.50 s, t = 6.00 s, t = 7.20 s: During
recrystallization the distribution shifts to larger β values. (f) t = 12.00
s: For late times the large peak for β values close to β = 1 is recovered
in the recrystallized state.
The tensor W 0,41 (K) is rewritten in the Mehrabadi superma-
trix notation [58] as a 3 × 3 matrix:
M =
⎡
⎢⎣
Sxxxx Sxxyy Sxxzz
Syyxx Syyyy
√
2 Syyxy√
2 Sxyxx
√
2 Sxyyy 2Sxyxy
⎤
⎥⎦, (20)
where S = W 0,41 (K)/W1(K).
Then, the three-tuple formed by the eigenvalues ζi of M (in
descending order) may be considered a symmetry fingerprint
of the polyhedron K . It is invariant under rotation, scaling,
and translation of the polyhedron K . Using the signature
eigenvalue tuple ζi of M , it is possible to define a distance
measure on the space of bodies induced by the Euclidean
distance:
(K1,K2) :=
{
6∑
i=1
[ζi(K1) − ζi(K2)]2
}1/2
. (21)
(K1,K2) is a pseudometric. It is positive definite, symmetric,
the triangle inequality holds, however, the coincidence axiom
(K1,K2) = 0 ⇐ K1 = K2 is only an implication and not an
equivalence. For example, (sphere,dodecahedron) = 0. To
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(a) (b)
(c) (d)
(e) (f)
FIG. 6. Typical histograms for the MT4 measure as time t evolves
representatively shown for experiment X (see Table II). (a) t =
3.00 s: Before melting a large peak for small hex values is a
signature of the crystalline state. (b) t = 3.30 s: The distribution
broadens after melting. (c–e) t = 4.50 s, t = 6.00 s, t = 7.20 s:
During recrystallization the distribution shifts to smaller hex values.
(f) t = 12.00 s: For late times the large peak for small hex values is
recovered in the recrystallized state.
distinguish dodecahedra from spheres one needs to employ
even higher rank tensors.
The MT4 analysis carried out in this study is done
in analogy to the MT2 analysis. The symmetry metric
hex = (Kvoronoi cell,Khex) Eq. (21) is calculated locally for
every Voronoi cell Kvoronoi cell and for every time step in the
simulation. Khex denotes the ideal hexagonal unit cell. To
distinguish ordered from disordered sections a cut off value
of thresh < defects (corresponding to Voronoi cells close to
hexagonal symmetry interpreted as in the crystalline state) is
chosen. The specific value that is chosen for thresh is indicated
in each case in the result Sec. V. The number fraction of these
particles identified as in the crystalline state will be referred
to as MT4 measure in the following. Typical histograms for
hex for the analyzed recrystallization processes are shown in
Fig. 6 as time evolves.
H. Clustering
The area of ordered domains Ai is proportional to the
number of particles in the domain Nd , weighted with the
square of the particle separation 2. The boundary length li is
proportional to the number of particles Ns that the boundary
line consists of, weighted with the particle separation . It
follows that the hypothesis Eq. (7) can be reduced to
〈Ai〉 ∝ 〈li〉1+α. (22)
To measure the area Ai and boundary length li of the or-
dered domains, the clustering algorithm density-based spatial
clustering of applications with noise (DBSCAN) [59] was
used. After sorting out the defect particles as identified by the
6 or Minkowski tensor methods, the remaining particles in
the crystalline state domains where sorted in clusters via the
DBSCAN algorithm. It sorts point clouds into clusters with at
least nmin particles having at most dmax separation. To be able
to disjoin clusters linked only by a small number of particles,
the DBSCAN algorithm was run two consecutive times with
adapted parameter nmin: In the second run, nmin was increased
from nmin = 3 in the first run (i.e., the smallest clusters have at
least four particles), to nmin = 4. The parameter dmax is set in
the range of the mean particle displacement as dmax = 0.75mm
(i.e., the largest particle distance within a cluster can not exceed
0.75 mm). Domains in contact with the image boundary were
discarded. This restricts the maximum domain size, but for
domains not completely within the field of view an estimate of
their area and circumference is not possible.
After identifying the particles in domains separated by
defect lines and associating them in clusters, as described in
the paragraph above, the area and boundary length of each
domain could be measured as follows: The concave hull (also
known as “alpha shape”) of the set of points was calculated
as the polygon that represents the area occupied by this set
of points in the plane. To achieve this, at first the convex hull
and Delaunay triangulation is calculated. The convex hull is
comprised of all triangles of the Delaunay triangulation. To
get to a concave hull the largest triangles (i.e., the triangles at
the boundary of the convex hull) are then discarded from the
convex hull: All triangles (with edge lengths a,b,c and area
A) with radius filter rf = abc/(4A) > 1/γ for an arbitrary
parameter γ . The specific value that is chosen for 1/γ is
indicated in each case in the result section V. Only values
in the range 1/γ ∈ [0.04,0.08]mm are considered: For 1/γ >
0.08 mm, the algorithm breaks down since domains become
internally disconnected until no connected regions can be
found anymore. Domains for 1/γ < 0.04 mm are unphysical,
since the concave hull then includes particles that are not part
of the domain as determined by the DBSCAN algorithm.
In a last step, the concave hull polygon is smoothed out by
buffering it as a smooth contour constructed by discs with a
radius rb in the range of the mean inter-particle separation rb =
0.75 mm. An example of the clustering steps is given in Fig. 7.
I. Energy calculation
The velocities of every particle are obtained by tracking
each particle frame by frame and comparing consecutive
images. This provides trajectories in time from which the
velocity of every particle is derived. After fitting a normal
distribution to the histogram of velocities in x and y direction
separately at every time step, the mean of the width of these
histograms gives the particle kinetic energy E (representative
of T from Sec. II) for each data set. With this method energies
could be resolved down to a level of 0.1 eV.
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(a) (b)
(c) (d)
FIG. 7. Calculating the area and circumference of crystalline
domains: (a) DBSCAN clustering for a specific time-step t = 6.59 s.
Colors indicate different clusters, black are particles that are not
considered as part of a cluster. (b) Clusters touching image boundary
and particles not considered in a cluster are deleted. (c) The second
DBSCAN clustering removes noise: Very small clusters, small cluster
extensions and separates clusters connected by only few particles.
(d) Estimate of the area and circumference of a specific domain via a
concave hull algorithm. For details consult Sec. IV H.
V. RESULTS
A. Scaling behavior of the bond correlation function g6(r)
The bond correlation function g6(r) was calculated for all
time steps and datasets and fitted to a linear decay model
(crystalline state), an exponential decay model (liquid state),
and a power-law decay model (hexatic phase). For brevity of
presentation only results of fits for experiment I are shown in
Fig. 8. The findings, however, are qualitatively the same for
all data sets. Figure 8(a) shows fits of the long-range decay
behavior of g6(r) for different time steps. The goodness of fit
χ2 statistic is shown in Fig. 8(b). Small values indicate high
goodness of fit and confidence of the validity of the underlying
model. Figure 8(c) provides the values of the fit parameters c6,
ξ6, and η6.
For small times, before melting (∼0 s < t < 3 s), and for
large times(∼7 s < t < 12 s), after crystallization, we find the
best model to be the linear decay. The linear decay evidences a
state of crystalline domains that exhibit internal orientational
order but have the freedom to rotate their orientation compared
to neighboring domains [17].
For times directly before the linear decay (∼ 5.5 s < t <
7 s) evidences the crystalline state to be the best model, the
exponential decay model provides the best goodness of fit
(i.e., smallest χ2 values in Fig. 8), indicating a liquid state
[6,7]. This already excludes the possibility of a KTHNY-type
(a)
(b)
(c)
FIG. 8. Scaling behavior of the long-range decay of the bond cor-
relation functiong6(r). Shown for experimental data set I. (a) Different
models are fitted to the long-range decay of g(r) at different times
t . Crystalline state: g6(r) ∝ c6 · r , liquid state: g6(r) ∝ exp(−r/ξ6)
and hexatic phase: g6(r) ∝ r−η6 . (b) The chi-squared χ 2 statistic as
a measure of the goodness of fit for different decay models. Small
values indicate the best model. (c) Values of the best fit parameters
for different models. To enhance the clarity of the strongly fluctuating
figures during melting times (∼ 3 s < t < 5 s), panels (b) and (c) only
show every 20th data point.
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phase transition, since between the liquid and crystal state no
evidence for the existence of a hexatic phase is found.
In a very short time frame between the chaotic melting and
the liquid state (∼ 4.5 s < t < 5.5 s), the power-law decay
and exponential decay model both provide high goodness of
fits values (i.e., low χ2 values). The power-law decay would
indicate a hexatic phase [6,7] in the KTHNY model. However,
the KTHNY model predicts a power-law exponent of η < 0.25
for the hexatic phase. Here, we have much larger values of
η > 3 for all times but the chaotic melting regime where no
reliable fit could be performed. Also, the temperature regime
does not correspond to a possible hexatic phase.
Thus, no hexatic state can be found for this phase transition.
This implies that the two-dimensional complex plasma phase
transitions analyzed in this study are not consistent with the
KTHNY theory.
B. Relationship between domain area and boundary length
The results of the analysis with the above explained methods
and measures are presented in the following. In this section,
the hypothesis introduced in Eq. (7) and condensed to Eq. (22)
is tested via plotting measured domain areas Ai against their
circumferences li and thus possibly obtaining the power-law
exponent α. To this end, first the defect Voronoi cells were
detected via the 6 bond-order parameter (Sec. IV A), the MT2
(Sec. IV F), and the MT4 (Sec. IV G) method. Discarding these
defects leaves ordered disjoint domains that are clustered using
a DBSCAN clustering algorithm (IV H). The relation between
the area of crystalline domains Ai and the boundary length li
of defect lines separating the crystalline domains is shown in
Fig. 9. All defect detection methods provide consistent results
and every experiment is consistent with the scaling relation
〈Nd2〉 ∝ [〈Ns〉]1+α . The exponents for the experiments are
consistent with those found for the simulation data. The values
of α obtained by least-square fits are listed in Table III and are
consistent with the findings in Sec. V C.
In the simulation data we find small deviations. Since
they are generated using a parabolic potential the particle
density decreases in the radial direction. Thus, the density-
based DBSCAN algorithm cannot as easily be applied to
the simulation data as in the experimental case. For the 6
and MT2 metric in most cases a large cluster in the center
is detected. For the MT4 metric predominantly very small
clusters are detected.
It is noteworthy that the exponents are very stable (see
Fig. 10): They are independent of the cutoff value used in the
Minkowski methods to define crystalline cells and independent
of the particular choice of Minkowski tensor metric and tensor
rank. Even the 6 bond-order parameter gives a consistent
result. Also, they depend only very weakly on the particular
choice of parameters [reasonable values are discussed below
and in Fig. 10(b)] in the DBSCAN clustering algorithm and
the particular parameters in the calculation of the domain area
and length via the convex hull algorithm. Varying the cutoff
parameters in a large range only gives rises to very small
changes in α. Variations are in the range of only a few percent
and are listed in the caption of Fig. 10(a). In this figure the mean
values 〈α〉 are plotted for the whole range of cutoff values
for the MT2, MT4 and 6 bond-order method, respectively.
(a)
(b)
(c)
FIG. 9. The area Ai of crystalline domains plotted against their
boundary length li . Different colors indicate different experiments
and the simulation. The solid line is the mean of all least-square
linear fits to the power-law Eq. (22) 〈Ai〉 ∝ 〈li〉1+α for the experiments
and the simulation. In panel (a) defects are identified via a 6
bond-order metric (Sec. IV A,6,thresh = 0.5), in panel (b) the particles
in crystalline states are identified via the MT2 isotropy index method
(Sec. IV F, βthresh = 0.81), and in panel (c) they are identified via the
MT4 symmetry metric method as explained in Sec. IV G (thresh =
0.18). Area and boundary length are measured using a DBSCAN
clustering algorithm as explained in Sec. IV H. Individual exponent
values can be found in Table III.
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TABLE III. Power-law exponent α for the area-length scaling
in Fig. 9 measured via the 6 (IV A, 6,thresh = 0.7), the MT2
(IV F, βthresh = 0.88), and the MT4 (IV G, thresh = 0.12) methods
in Eq. (22) 〈Ai〉 ∝ 〈li〉1+α , for experiments I–XII and the simulation
(III). For the corresponding graphs consult Fig. 9. The last row is the
mean value of all above with the standard deviation as uncertainty.
Area and circumference were measured via a DBSCAN algorithm
[IV H, here 1/γ = 0.06 mm, corresponding to the points in Fig. 10(b)
marked with thick marker-edges.]
α (6) α (MT2) α (MT4)
I 0.526 0.505 0.519
II 0.569 0.550 0.570
III 0.503 0.535 0.539
IV 0.550 0.524 0.566
V 0.466 0.487 0.574
VI 0.485 0.494 0.547
VII 0.515 0.540 0.558
VIII 0.501 0.545 0.547
IX 0.527 0.518 0.570
X 0.488 0.545 0.545
XI 0.490 0.479 0.578
XII 0.548 0.543 0.560
S 0.752 0.856 0.529
〈I...XII〉 0.51 ± 0.02 0.52 ±0.02 0.55 ± 0.02
Changing the smoothing parameter rb over one order of magni-
tude has practically no effect. Varying the DBSCAN parameter
1/γ (it can be thought of as describing the raggedness of the
concave hull) also gives only small changes in α as depicted
in Fig. 10(b). The largest deviations are observed for values
1/γ < 0.04 mm and 1/γ > 0.08 mm. Yet, only values of
1/γ ∈ [0.04,0.08]mm are physically relevant since for too
large values the domains become disconnected and for too
small values the domains become more and more convex and
include neighboring particles that are not part of the detected
ordered domains. Averaging over all experiments, all defect
detection methods with all threshold values and all physical
DBSCAN parameters leads to a final value for the scaling
exponent:
α = 0.52 ± 0.05. (23)
This is the mean value (and uncertainty as standard deviation)
of measurements as depicted in Fig. 10(b) for the range of
physical values 1/γ ∈ [0.04,0.08]mm.
Detected domain sizes for different methods are compared
in Fig. 11. Since multiple domains are detected during one
point in time the comparison is only between the largest domain
of each measure and point in time. With this method we only
find few clusters that are detected consistently using different
methods. Nevertheless, one can see that the Minkowski mea-
sures are more similar to each other than to the 6 bond-order
metric, whereas the higher-rank Minkowski measure provides
even less similar domains compared to the 6 measure than
the lower-ranked Minkowski tensor measure.
(a)
(b)
FIG. 10. (a) The exponents α from Eq. (22) 〈Ai〉 ∝ 〈li〉1+α ,
obtained by linear fits of the fractal relationship of domain area
and circumference are plotted as the cutoff parameter of the par-
ticular measure is varied. α is found to be very stable: Varying
the cutoff parameters in their whole range only gives rises to very
small changes in α. We find variations of
√
V ar[αβ ]/〈αβ〉 = 2.7 %,√
V ar[α]/〈α〉 = 4.3 % and
√
V ar[α6 ]/〈α6 〉 = 1.9 %. The DB-
SCAN parameters are constant, in particular, 1/γ = 0.06 mm. (b)
Variation of α from Eq. (22) 〈Ai〉 ∝ 〈li〉1+α by variation of the DB-
SCAN parameter γ . (The cutoff parameter βthresh = 0.81 is constant.)
The data points with thick marker-edges (1/γ = 0.06 mm) are the
mean values of the individual α in Table III. The final mean value is
indicated by a dashed line.
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(a)
(b)
(c)
FIG. 11. A comparison of the detected domain areas Ai . For every
point in time in which two measures both detect at least one crystalline
domain the correlation between the largest domain of each measure
is plotted. Comparison between the largest domains for (a) the MT2
and 6 measure, (b) the MT4 and 6 measure, and (c) the MT2 and
MT4 measure. The Minkowski measures show the largest correlation,
however, the data points are still widely spread. In all graphs (a–c) we
find the simulation data points to be outliers. This is due to the fact
that the clustering algorithm is not applicable in a straight forward
way to this data, as discussed in the text.
TABLE IV. Power-law exponent α for the defect fraction-energy
scaling in Fig. 12 measured via the MT2 (IV F, βthresh = 0.81), MT4
(IV G, thresh = 0.18), and 6 (IV A, 6,thresh = 0.5) methods in
Eq. (8) NT /N ∝ E2α/(1+α), for experiments I–XII and the simulation
(III). For the corresponding graphs, consult Fig. 12. The last row is
the mean value of all above with the standard deviation as uncertainty.
α (6) α (MT2) α (MT4)
I 0.186 0.454 0.413
II 0.405 0.518 0.593
III 0.266 0.323 0.367
IV 0.295 0.416 0.473
V 0.362 0.618 0.605
VI 0.319 0.453 0.359
VII 0.336 0.573 0.317
VIII 0.405 0.526 0.418
IX 0.358 0.563 0.844
X 0.241 0.254 0.328
XI 0.263 0.103 0.677
XII 0.304 0.550 0.234
S 0.303 0.504 0.471
〈I...XII〉 0.31 ± 0.06 0.52 ± 0.18 0.47 ± 0.17
C. Relationship between energy and defect fraction
In this section the theoretical prediction of Eq. (8) NT /N ∝
T 2α/(1+α) ∝ E2α/(1+α) of the FDS theory [2] is tested via
plotting defect fractions NT /N against the kinetic energy E
of the particles. This is shown in Fig. 12. One can clearly see
that the relation can well be described by a power law within
a reasonable energy interval. After the detection of defects
their number fraction NT /N is obtained by simple division of
the total defect number NT and the total particle number N .
The system temperature E = kBT is determined by fitting a
normal distribution to the histogram of each component of the
particle velocity vectors. Plotting these values in a log-log plot
(Fig. 12) then gives the power-law exponent α for every data
set and method. The exponents obtained in Secs. V B and V C
are compared.
The dependence of the defect fraction NT /N on the kinetic
energy is shown in Fig. 12. Every measure and experiment
is consistent with a power-law Eq. (8) NT /N ∝ Eξ , with
ξ = 2α/(1 + α). The exponents obtained by least-square fits
are listed in Table IV. The exponents for the experiments are
comparable with the exponents found for the simulation data:
The line of best fit, shifted in a parallel fashion to simulation
data energies, fits the data quite well. Thus, the simulation
validates the experimental results. However, for very high
energies the simulation curves deviate from the experimental
fit. This can be explained by the dynamic difference in the
system expansion during melting and the relaxation during
crystallization due to the difference in the confinement poten-
tial of the experiments and simulation.
The exponents found via the MT2 and MT4 measures are
consistent with the value obtained in the previous section [see
Eq. (23)]. The only deviation found is for the mean exponent
obtained via the 6 bond-order method. It is significantly
smaller than all the other exponents obtained (with 〈α〉6 
0.31 by almost 40% compared to all other exponents 〈α〉 
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(a)
(b)
(c)
FIG. 12. The defect fraction NT /N plotted against the particle
kinetic energy E. Different colors indicate different experiments and
the simulation. The solid line is the mean of all linear fits to the power-
law NT /N ∝ Eξ for all experiments. The linear fit of the experimental
data is shifted onto the simulation data in a parallel fashion. In panel
(a) the defect fraction is obtained via the 6 method (6,thresh = 0.5).
The exponent is α6 = 0.313. The fit is constrained to energies in the
interval E ∈ [10−1,101] eV. (b) MT2 (βthresh = 0.81); αMT2 = 0.518;
fit interval E ∈ [10−1,101.7] eV. (c) MT4 method (thresh = 0.18);
αMT4 = 0.507; fit interval E ∈ [10−1,102] eV. Individual exponent
values can be found in Table IV.
(a)
(b)
(c)
FIG. 13. A comparison of the detected defect fraction NT /N at
equal energiesE. (a) MT2 vs6, (b) MT4 vs6, (c) MT2 vs MT4. The
Minkowski measures resolve defect fractions for energy levels about
one order of magnitude larger than the bond-order metric. The higher-
rank Minkowski tensor measure resolves defect fractions even further
than the lower ranked tensor measure. Compared to the Minkowski
tensor measures the bond-order metric shows an early saturation for
high energies.
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0.5) in this and the previous section. The reason for the smaller
6 exponent likely lies in the fact that the 6 bond-order
metric is less sensitive to lattice distortions compared to the
Minkowski tensor measures and therefore less continuous in
its nature, leading to a more binary, discontinuous form of
defect/crystal state detection: Even for noisy data with larger
distortions the Minkowski tensor method is able to distinguish
more crystalline lattice structures form distorted ones, whereas
the 6 bond-order metric only finds defects and can resolve
crystalline structures only for smaller distortions. This can also
be seen when comparing Fig. 3(c) with Fig. 5(c) [respectively,
Fig. 6(c)]. After the melting the MT2 (respectively, MT4)
measure starts to detect recrystallization much earlier than
the 6 bond-order metric: The histogram of the Minkowski
measure shifts noticeably to the right (respectively, left),
whereas the bond-order metric histograms start to shift to
crystalline values only at much later times.
The bond-order metric is obviously more binary in nature,
allowing high values only for fairly perfect crystal structure
and then changing rapidly to low values for distorted crystal
structure. The Minkowski tensor metrics provide a means to
probe and resolve the crystal structure continuously between
those extremes. This allows the Minkowski tensor measures to
confirm the scaling relation Eq. (8) for energy levels one order
of magnitude larger (see also Fig. 13) than for the 6 bond-
order metric and to confirm the FDS theory with unprecedented
scrutiny.
VI. DISCUSSION AND CONCLUSION
Employing Minkowski tensor methods to the recrystalliza-
tion process of experiments and simulation of two-dimensional
complex plasma systems supports the FDS phase transition
theory [2] based on the kinetic theory of Frenkel [18]. The
analysis of the experimental and simulation data showed a
scaling behavior in crystalline self-similar domains that is
not consistent with the prominent KTHNY theory of phase
transitions. The results of the Minkowski tensor analysis are
consistent with the theoretically predicted power laws obtained
from the scale-free theory and provide higher accuracy com-
pared to results obtained by the commonly used bond-order
metric 6 due to their capability to detect differences in defect
fraction even for very high energies. Further, it is superior
to the simple counting of paired 5/7-dislocations since it
provides a more reliable statistic due to the much larger
number of detected defects. All of the power-law exponents
measured via Minkowski tensor metrics are consistent for
all experiments and a simulation. Furthermore, they are also
consistent for two different theoretical predictors: the scale-
free behavior between defect fraction and particle energy, and
the fractal relation between domain area and circumference.
Summarized, this scale-free phase transition does not depend
on experimental parameters but rather seems to be an inherent,
universal feature of two-dimensional phase transitions as
analyzed here.
The scaling relation introduced in Eq. (7) is confirmed
by all experiments and the simulation for all applied defect
measures (6 bond-order metric, MT2 and MT4 measure).
The straight lines in the log-log plots (Fig. 9) are reproduced
extremely well. The power-law exponents are consistent for all
measures and vary only marginally with changes of parameters
in the methods of identifying defects and changes in the
parameters of the DBSCAN clustering algorithm applied to
measure the circumference and the area of crystalline domains.
The DBSCAN clustering algorithm applied in this work
measures this fractal behavior very precise and reproduces
it even for the conventional 6 bond-order method. For this
method deviations from the fractal behavior were found in
an earlier study [19], where domain circumference and area
where calculated by counting of particles. The DBSCAN
method seems to be more accurate (holes in defect lines do
not play an important role) and less tedious than only counting
defects.
Also, the power-law Eq. (8) could be reproduced in with
deviations only for very low and very high energies. This
was already reproduced in a previous study, however, only
by counting paired dislocation. The extended analysis in this
work validated the predicted power law more rigorously, since
the applied continuous measures (6 bond-order metric, MT2
and MT4 measure) provide a significantly higher number of
points in the defect-energy diagrams (Fig. 12) for the statistical
analysis. The saturation in these diagrams can be explained
by fact that for high energies all lattice sites in the system
are distorted to fluid levels and an upper limit is reached.
For low energies we only observe small deviations due to
the thermodynamic occurrence of defects that are not domain
boundaries and because of particles that leave the plane of
observation due to oscillation in the vertical directions [60,61].
This causes artificial defects that can also be observed in
the movies shown in the supplemental material [29]. The
power-law exponents found for Eq. (8) are consistent with
those for Eq. (7) for the Minkowski tensor methods. However,
while the 6 measure reproduces a consistent exponent for
Eq. (7) it yields a significantly smaller one for Eq. (8). This
is due to the fact that the 6 measure is more binary in its
nature than the Minkowski tensor measures. Therefore the
dynamic range of the measured defect fraction is smaller which
is reflected in the slope and the power-law exponent. The single
measurement of the exponent α that does not fit into the other
measurements in this work is, however, in the same range
as the α obtained in a previous study [19] by considering
defects only as 5/7-dislocations in a completely discrete
fashion. The difference in these exponents might arise from
this discreteness in counting defects in comparison to the more
continuous Minkowski tensor methods. Here the Minkowski
Tensor methods show promising potential for the analysis of
crystal distortions: Where the 6 bond-order metric only scales
over one order of magnitude and fails to detect changes in
crystal defect numbers for very high energies, the Minkowski
tensor methods provide one more order of magnitude in scaling
range. Due to its continuous nature also the joint defect lines,
forming the boarders of crystalline domains, can readily be
detected leading to a more precise verification of the fractal
relation 22 compared to defect detection via the 6 bond-order
metric.
This study gives further evidence that Minkowski tensor
methods are a powerful tool for morphological characterization
of point sets. They are superior to conventional analysis
methods in various respects. Minkowski tensor analysis is able
to quickly reveal new aspects of interest in data, it is founded
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on a solid mathematical framework, however it still provides
easily interpretable results.
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A. Böbel and C. Räth, Phys. Rev. E 94 (2016), 013201
©2016 American Physical Society
PHYSICAL REVIEW E 94, 013201 (2016)
Kinetics of fluid demixing in complex plasmas: Domain growth analysis using Minkowski tensors
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A molecular dynamics simulation of the demixing process of a binary complex plasma is analyzed and
the role of distinct interaction potentials is discussed by using morphological Minkowski tensor analysis of
the minority phase domain growth in a demixing simulated binary complex plasma. These Minkowski tensor
methods are compared with previous results that utilized a power spectrum method based on the time-dependent
average structure factor. It is shown that the Minkowski tensor methods are superior to the previously used
power-spectrum method in the sense of higher sensitivity to changes in domain size. By analysis of the slope
of the temporal evolution of Minkowski tensor measures, qualitative differences between the case of particle
interaction with a single length scale compared to particle interactions with two different length scales (dominating
long-range interaction) are revealed. After proper scaling the graphs for the two length scale scenarios coincide,
pointing toward universal behavior. The qualitative difference in demixing scenarios is evidenced by distinct
demixing behavior: in the long-range dominated cases demixing occurs in two stages. At first, neighboring
particles agglomerate, then domains start to merge in cascades. However, in the case of only one interaction
length scale only agglomeration but no merging of domains can be observed. Thus, Minkowski tensor analysis
is likely to become a useful tool for further investigation of this (and other) demixing processes. It is capable
to reveal (nonlinear) local topological properties, probing deeper than (linear) global power-spectrum analysis,
however, still providing easily interpretable results founded on a solid mathematical framework.
DOI: 10.1103/PhysRevE.94.013201
I. INTRODUCTION
When a binary fluid is forced into the immiscible state,
it starts to dynamically demix until the thermodynamically
stable state of two coexisting fluids is reached. This spinodal
decomposition is accompanied by a domain growth that is be-
lieved to be selfsimilar in time; i.e., the domain morphology is
preserved. This implies a single time-dependent characteristic
length that obeys a power-law growth L(t) ∝ tα [1–7].
Competing interactions play an important role in the
morphology of phase separation. They can lead to various
domain patterns as, e.g., striped lamellar structures, hexagonal
arrays of droplets [8], and clusters [9]. The dynamical
evolution in systems with such interactions is governed by
the competition between the long-range repulsion causing
subdivision of domains and the short-range attraction resulting
in the growth of interface energy. There has been a great deal of
theoretical research of this process carried out in the mean-field
framework [10,11]. However, there are few particle-resolved
studies of such systems [12], in particular few studies exist
addressing the role of competing interactions [6].
Complex plasmas are composed of a weakly ionized gas and
microparticles that are highly charged due to absorption of the
ambient electrons and ions [13,14]. Binary complex plasmas
contain microparticles of two different sizes and constitute a
model system that is well suited for studying the kinetics of
fluid demixing at the individual particle level: properties of
pair interactions, such as the interaction range, can be flexibly
tuned. Also the dynamics of particles at short timescales is
practically undamped due to the low density in the gas in
typical complex plasmas [14].
*alexander.boebel@dlr.de
The prevailing mechanism of interaction between charged
microparticles in complex plasmas is electric repul-
sion [13,14]. At large distances r , the electrostatic potential
of a particle can be represented in the asymptotic form (r)
[15]. Theory predicts a rich variety of screening mechanisms
operating in complex plasmas [13,16]. The shape of (r) can
be affected by the plasma absorption on a particle, nonlinearity
in plasma particle interactions, ionization loss balance, etc.
Recently, it was shown that the plasma production and loss
processes can play a crucial role in the long-range behavior
of (r) [17], resulting in the emergence of two dominating
asymptotes that both have the Yukawa form:
(r) = 1
r
(Z∗SRe
−r/λSR + Z∗LRe−r/λLR ). (1)
Here Z∗ indicates effective charge, λ indicates the length
scale for long-range (LR) and short-range (SR) interactions,
respectively. The screening length ratio is defined as
 = λLR/λSR. (2)
The following discussion will be based on simulations where
 is varied since it was shown that the LR interactions can
significantly enhance demixing [6].
To study the possibility of demixing in binary complex plas-
mas experiments with the PK-3 Plus rf discharge chamber [18]
on board the ISS were performed earlier. After the injection
of small particles in a stationary cloud of big ones an apparent
phase separation was observed accompanied by the formation
of a small particle droplet (Supplemental Material movie S1
in Ref. [6]). These experiments showed the strong tendency of
binary complex plasmas to demix at time scales of seconds.
Since the early 20th Century [19] Minkowski functionals
are a prominent tool for morphological data analysis. Only
recently the hierarchy of Minkowski valuation was extended
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to tensor valued quantities called Minkowski tensors [20].
Minkowski functionals and tensors are sensitive to any n-point
correlation function and thus can quickly give new insights to
processes beyond the capability of power-spectrum methods
as demonstrated for the demixing of a binary complex plasma
in this paper.
This paper is structured as follows. Section II describes the
simulations on which the Minkowski tensor analysis is per-
formed upon. In Sec. III methods are presented: Voronoi tesse-
lations (III A), Minkowski functionals (III B), and Minkowski
tensors (III C) are introduced. Based on this introduction an
isotropy measure (III D) and a symmetry metric (III E) is
derived. Also, the previously used power-spectrum method
(III F) is reviewed. Section IV presents the results obtained
by Minkowski tensor analysis of the simulation data. The
dynamic range (IV A) of the Minkowski measures, differences
in demixed domain size (IV B) for different measures are
discussed, and hints of universal behavior (IV C) can be found
by analysis of local gradients of the temporal evolution of
Minkowski measures. Finally, in Sec. V conclusions are drawn
and a brief outlook on more detailed studies of this process
is given.
II. SIMULATION
In order to investigate details of the particle dynamics
accompanying the phase separation in binary complex plas-
mas and compare with theory, molecular dynamics (MD)
simulations with the Langevin thermostat were employed
previously: the growth of the minority phase (particle species
1) domains was analyzed for several combinations of short-
and long-range interactions using a power-spectrum method
based on the time-dependent average structure factor [6]. A
binary mixture was composed of, in total, 729 000 particles
(of species 1 and 2) at the off-critical particle composition
x1 = 0.5 (equal number of particles of species 1 and 2).
The simulations were performed in a cubic box with the
dimensions of 27 mm (corresponds to a mean interparticle
distance of 0.3 mm) and periodic boundary conditions.
The particles interacted via the potential Eq. (1). Following
simulation parameters (approximately corresponding to the
experiment) were used: The particle mass density 1.5 g/cm3
and diameters 2a1 = 3.4 μm and 2a2 = 9.2 μm, the actual
charges Z1 = 4000e and Z2 = (a2/a1)Z1 = 10824e, the fric-
tion coefficients ζ1 = 250 s−1 and ζ2 = (a1/a2)ζ1 = 92.4 s−1,
the SR (Debye-Hückel) screening length λSR = 150 μm, the
mean interparticle distance  = 0.3 mm, and the temperature
kBT = 0.024 eV. A standard integration scheme was employed
with a time step δt = 0.0025 < ζ−11 < ζ−12 s to solve the
equation of motion numerically. Further details can be found
in the Supplemental Material of Ref. [6].
Here the results of these earlier simulations are analyzed
in terms of Minkowski tensor methods and compared with
previous results obtained by a power-spectrum analysis.
III. MINKOWSKI TENSOR METHODS
A. Voronoi tessellation
A commonly used method for quantifying the local struc-
ture of spheres is by construction of a nearest neighbor network
on which quantitative structure metrics are computed (e.g.,
bond orientational order parameters [21]).
An alternative approach for quantifying local structure is
provided by the analysis of the Voronoi diagram. The Voronoi
diagram is the partition of space into the same number of
convex cells as there are particles in the packing. The Voronoi
cell of each particle is the region of space closer to that given
particle than to any other particle. For the special case of three-
dimensional crystal lattices the Voronoi cell is called Wigner-
Seitz cell. In the field of granular matter, Voronoi diagrams
have been used to determine distributions of local packing
fractions [22–24], spatial correlations [25], and correlations
with particle motion [26].
Recently, studies provided insight in the local structure of
sphere packings and sphere ensembles by analyzing the shape
of Voronoi cells, in particular their degree of anisotropy or
elongation [27–30].
Here the shape of the Voronoi tessellation obtained from
particle positions is analyzed using Minkowski functional and
tensor methods. The boundary particles where discarded, the
tessellation included only a center cube with an edge length of
16mm.
B. Minkowski functionals
For a body K with a smooth boundary contour ∂K embed-
ded in D-dimensional euclidean space the D + 1 Minkowski
functionals are, up to constant factors, defined as
W0(K) =
∫
K
dDr,
(3)
Wν(K) =
∫
∂K
Gν(r) d
D−1r, 1  ν  D,
where Gν(r) are the elementary symmetric polynomials of the
local principal curvatures as defined in differential geometry.
The Minkowski tensor methods described in the following
are also implemented for two-dimensional systems and thus
can be applied to, e.g., experimental observations of slices of
a three-dimensional system. In three-dimensional euclidean
space the Minkowski functionals, up to constant factors, are
W0(K) (volume), W1(K) (area), W2(K) (integrated mean
curvature), and W3(K) (euler characteristic):
W0(K) =
∫
K
d3r,
W1(K) =
∫
∂K
d2r,
W2(K) =
∫
∂K
κ1 + κ2 d2r,
W3(K) =
∫
∂K
κ1κ2 d
2r.
(4)
Minkowski functionals are motion invariant, additive, and
(conditionally) continuous. They form a complete family of
morphological measures. Or vice versa: Any motion invariant
(conditionally) continuous and additive functional is a super-
position of the (countably many) Minkowski functionals. They
are nonlinear measures sensitive to higher-order correlations.
Known applications are, e.g., curvature energy of membranes
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(a) (b)
(c) (d)
FIG. 1. Calculating the minority phase (particle species 1) do-
main size via a histogram method. The volume functional W0(K)
Eq. (4) of species 1 particles is plotted for increasing time from
the top left to the bottom right panel. (a) t = 0.6 s, (b) t = 0.6 s,
(c) t = 0.6 s, (d) t = 0.6 s. The ever-increasing low-volume peak
can be interpreted as ordered domains, whereas disordered particles
that have not yet agglomerated correspond to larger Voronoi regions.
These plots are obtained for simulations with screening length ratio
 = 12. For other values of the screening length ratio similar plots
are obtained.
[31], order parameter in Turing patterns [32], density func-
tional theory for fluids (as hard balls or ellipsoids) [33,34],
testing point distributions (find clusters, filaments, underlying
pointprocess), or searching for non-Gaussian signatures in the
CMB [35].
The Minkowski functional analysis carried out in this study
is done by calculating the volume functional W0(K) Eq. (4)
locally for every Voronoi region of the minority phase (particle
species 1) and for every time step in the simulation. Then a
histogram is calculated for every time step. As illustrated in
Fig. 1 these histograms, as time progresses, separate into two
parts: The narrow δ-shaped peak corresponding to the smallest
volume becomes even more prominent and distinct from the
larger-volume tail. It is reasonable to assume that the smallest
volume peak corresponds to the homogeneous domains of
agglomerating particles. To measure the size of these domains
the number of Voronoi regions in the smallest volume peak
of the histogram are counted. The hereby obtained value will
hereinafter be referred to as MT0 measure.
C. Minkowski tensors
In order to account also for directional properties it is natural
to abstract the scalar valued Minkowski functionals to tensor
valued quantities called Minkowski tensors [36]:
W
a,0
0 (K) :=
∫
K
dDr ra,
(5)
Wa,bν (K) := 1/D
∫
∂K
dD−1r Gν(r) ra  nb.
Here  stands for the symmetric tensor product. Again
Gν(r) are the elementary symmetric polynomials of the local
principal curvatures as defined in differential geometry. a
counts the number of position vectors r, and b counts the
number of normal vectors n in the tensor product. Thus, the
rank of each tensor is the tupel (a,b). Their properties are as
follows: they are isometry covariant; i.e., their behavior under
translation and rotation is given by
Wa,bν (K + t) =
a∑
i=0
(
a
i
)
ti Wa−i,bν (K),
(6)
Wa,bν (Ô K) = Ôa+b Wa,bν (K).
They are additive,
Wa,bν (K1 ∪ K2) = Wa,bν (K1) + Wa,bν (K2) − Wa,bν (K1 ∩ K2),
(7)
and they are homogeneous of degree 3 + a − ν,
Wa,bν (λK) = λ3+a−ν Wa,bν (K). (8)
Similar to Minkowski functionals the attractiveness of
Minkowski tensors is particularly due to a strong completeness
theorem by Alesker [20]. It is stating that all morphological
information that is relevant for additive material properties is
represented by the Minkowski tensors. Any motion covariant,
conditionally continuous and additive tensor valued functional
is a superposition of the (countably many) Minkowski Tensors.
D. MT2 isotropy index
For a body K and each rank-two Minkowski tensor
Wa,bν (K) an isotropy index can be defined as the ratio between
the smallest and largest eigenvalue of the D × D-matrix
representing each Minkowski tensor [36]:
βa,bν (K) :=
λmin
[
Wa,bν (K)
]
λmax
[
W
a,b
ν (K)
] . (9)
The dimensionless isotropy index is a pure shape measure.
It is invariant under isotropic scaling of K . For example,
in two dimensions the isotropy index β = 1 is obtained
for a circle or a square. For a rectangle one obtains β =
shorter/longer edge. In three dimensions β = 1 is obtained
for regular shapes ranging from a cube to a sphere. For
a box the value is β = shortest/longest edge. Thus, this
isotropy index is an isotropy measure only in the sense of
elongation.
The rank-two Minkowski tensor analysis carried out
in this study is done by calculating the isotropy index β
Eq. (9) locally for every Voronoi region of the minority
phase (particle species 1) and for every time step in the
simulation. Then a histogram is calculated for every time
step. As illustrated in Fig. 2 these histograms are composed
of two parts: The ordered, isotropic section (high β values)
is separating from the disordered, anisotropic (small β
values) section with increasing time steps. It is reasonable
to assume that the isotropic Voronoi regions correspond to
the homogeneous domains of agglomerating particles. To
measure the size of these domains the number of Voronoi
regions in the ordered, high-β section of the histogram are
counted. To that purpose, in order to distinguish ordered
from disordered sections a cutoff value (βthresh = 0.7) is
chosen as the intersection point of the two sections at
late time steps when demixing is well progressed. For
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(a) (b)
(c) (d)
FIG. 2. Calculating the minority phase (particle species 1)
domain size via a Histogram method. The isotropy index β Eq. (9)
of minority phase particles is plotted for increasing time from the
top left to the bottom right panel. (a) t = 0.6 s, (b) t = 0.6 s, (c)
t = 0.6 s, (d) t = 0.6 s. The separating parts can be interpreted as
ordered domains (high β values) and disordered particles that have
not yet agglomerated (low β values) into a order domain. These plots
are obtained for simulations with screening length ratio  = 12. For
other values of the screening length ratio similar plots are obtained.
simplicity this measure will hereinafter be referred to as MT 2
measure.
E. MT4 symmetry metric
In order to distinguish between structures of high sym-
metry, i.e., differentiate between crystalline structures (hcp,
fcc, etc.) higher-order tensors have to be applied. For rank
four and higher, isotropic symmetry is distinct from cubic
symmetry. (This is evidenced by the appearance of a second
independent shear modulus when transitioning from isotropic
to cubic symmetry in the theory of linear elasticity, which
is formulated using a rank-four tensor [37]. This method has
been used in hard sphere systems to characterize random close
packings [29].
For brevity, only the simplest rank-four Minkowski tensor
is considered:
W 041 (K) = 1/3
∫
∂K
d2r n(r) ⊗ n(r) ⊗ n(r) ⊗ n(r). (10)
Since it is translation invariant and symmetric (i.e., it holds
for the components [W 041 ]ijkl = [W 041 ](ijkl)) it has only 15
independent elements instead of 81 in three dimensions.
A morphology metric suitable for the characterizing sys-
tems of spherical particles should be rotationally invariant
since the physics do not a priori designate a preferred direction.
Thus, the tensor W 041 should not be directly used. Instead,
rotational invariants are constructed. This is done by borrowing
ideas from the theory of the elastic stiffness tensor.
The tensor W 041 (K) is rewritten in the Mehrabadi superma-
trix notation [38] as a 6 × 6 matrix:
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Sxxxx Sxxyy Sxxzz
√
2 Sxxyz
√
2 Sxxxz
√
2 Sxxxy
Sxxyy Syyyy Syyzz
√
2 Syyyz
√
2 Syyxz
√
2 Syyxy
Sxxzz Syyzz Szzzz
√
2 Szzyz
√
2 Szzxz
√
2 Szzxy√
2 Sxxyz
√
2 Syyyz
√
2 Szzyz 2 Syzyz 2 Syzxz 2 Syzxy√
2 Sxxxz
√
2 Syyxz
√
2 Szzxz 2 Syzxz 2 Sxzxz 2 Sxzxy√
2 Sxxxy
√
2 Syyxy
√
2 Szzxy 2 Syzxy 2 Sxyxz 2 Sxyxy
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (11)
where S = W 041 (K)/W1(K).
Then the six-tuple formed by the eigenvalues ζi of M (in
descending order) may be considered a symmetry fingerprint
of the polyhedron K . It is invariant under rotation, scaling,
and translation of the polyhedron K . Using the signature
eigenvalue tupel ζi of M , it is possible to define a distance
measure on the space of bodies induced by the Euclidean
distance:
(K1,K2) :=
{
6∑
i=1
[ζi(K1) − ζi(K2)]2
}1/2
, (12)
where (K1,K2) is a pseudometric. It is positive def-
inite, symmetric, the triangle inequality holds, however,
the coincidence axiom (K1,K2) = 0 ⇐ K1 = K2 is only
an implication and not an equivalence. For example
(sphere, dodecahedron) = 0. To distinguish dodecahedra
from spheres one needs to employ even higher rank tensors.
The MT 4 analysis carried out in this study is done
in analogy to the MT 2 analysis. The symmetry metric
(Kvoronoi cell,Khcp) Eq. (12) is calculated locally for every
Voronoi region of the minority phase (particle species 1) and
for every time step in the simulation. Then a histogram is
calculated for every time step. As illustrated in Fig. 3, these
histograms are composed of two parts: the ordered, isotropic
section (low  values) is separating from the disordered,
anisotropic (small  values) section with increasing time steps.
It is reasonable to assume that the isotropic Voronoi regions
correspond to the homogeneous domains of agglomerating
particles. To measure the size of these domains the number of
Voronoi regions in the ordered, low  section of the histogram
are counted. To that purpose, in order to distinguish ordered
from disordered sections a cutoff value (thresh = 0.12) is
chosen as the intersection point of the two sections at late
time steps when demixing is well progressed. For simplicity
this measure will be referred to as MT4 measure in the
following.
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(a) (b)
(c) (d)
FIG. 3. Calculating the minority phase (particle species 1)
domain size via a Histogram method. The pseudometric
(Kvoronoi cell,Khcp) Eq. (12) of minority phase particles is plotted
for increasing time from the top left to the bottom right panel. (a)
t = 0.6 s, (b) t = 0.6 s, (c) t = 0.6 s, (d) t = 0.6 s. The separating
parts can be interpreted as ordered domains (low  values) and
disordered particles that have not yet agglomerated (high  values)
into a order domain. These plots are obtained for simulations with
screening length ratio  = 12. For other values of the screening
length ratio similar plots are obtained.
F. PS method
In the underlying previous study the onset and the first
stages of the phase separation were characterized by the
evolving domain size L, which was deduced from the time-
dependent average structure factor S(k,t) [2,5,39] in a linear
analysis. The position of the maximum of S(k,t) was identified
as 2π/L. The position of maximum at each simulation time
FIG. 4. Growth of the minority phase (particle species 1) do-
mains. Different domain size measures m ∈ {PS, MT0, MT2} are
plotted as they change in time during the demixing simulation.
(Details concerning measures and the simulation can be found in
Sec. I.) Triangles are obtained by the PS method, lines by the volume
MT0 method, dots by the MT2 isotropy index method. Different
colors indicate different screening length ratios . For better visibility
only a subset of all data points are displayed so that all neighboring
points have approximately equal spacing.
step was determined by fitting the off-critical function S(k,t) ∝
(kL/2π )2/[2 + (kL/2π )6].
The results of this analysis are summarized in Fig. 4(a)
(triangles); see also Supplemental Material movies S2 and S3
of Ref. [6]. In the SR-dominated case  = 1, when Eq. (1) is
reduced to the regular Yukawa form, the growth of domains
of the minority phase is rather slow, and the evolution of L(t)
is characterized by relatively small growth exponents. In this
case domains remain fuzzy at the simulation timescales and
their shape is irregular. The increase of , and therefore of
the interaction range, sharpens the interfaces and makes the
domains grow faster. As  increases and LR interactions
become more dominating they cause a large increase of the
surface tension and faster demixing.
A more detailed description can be found in Ref. [6].
IV. RESULTS
The results of the analysis with above explained methods
and measures are presented in the following. To allow for
comparison some plotted results were scaled: Each time series
obtained by the PS measure and MT0 measure was scaled
by multiplication with a factor such that the last (and also
highest) point of these time series have the same value as the
corresponding (same ) time series of the MT2 measure.
A. Dynamic range
Comparing the graphs of the domain size measure obtained
by using the original power-spectrum (PS) method (Fig. 4,
triangles) with the graphs of volume Minkowski functional
(MT0 measure) analysis (Fig. 4(a), lines) we find that the
volume functional yields a more sensitive measure for the
growth of the minority phase (particle species 1) domains.
First, one notices that both graphs reproduce a power law
indicated by the affine graph in the double logarithmic plot.
Second, the significantly larger range of the volume curve and
correspondingly its significantly steeper slope can be observed.
Furthermore, the MT0 measure is able to resolve the domain
growth right from the beginning of the simulation, whereas
the PS measure does not respond until a certain threshold is
reached. This might be due to the local nature of the MT0
method. Further investigation is necessary. Resolving domain
growth right at the beginning reveals distinct phases (indicated
by distinct slopes) of slower power-law domain growth prior to
the domain growth phase that was also found with the previous
PS method.
Comparing the MT0 measure to the MT2 measure one
can see that the capability of resolution in the beginning
domain growth phases is lost (compare Fig. 4). However, when
the main domain growth phase is reached the MT2 measure
becomes similar to the MT0 measure.
Increasing the tensor rank of the Minkowski analysis and
utilizing the MT4 measure we find similar results to the
MT2 measure. The most significant difference is, however,
the smaller dynamic range (and therefore also sensitivity) of
the MT4 domain-size measure (compare Fig. 5). This might be
due to the fact that only particle number or volume is required
for any domain-size analysis, but the higher-rank MT4
analysis also incorporates anisotropies that are not relevant
in this regard. The Minkowski tensor measures contain more
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FIG. 5. Growth of the minority domains. Different domain-size
measures m ∈ {MT 2, MT 4} are plotted as they change in time
during the demixing simulation. (Details concerning measure and
the simulation can be found in Sec. I.) Dots are obtained by the
MT 2 isotropy index method, crosses by the MT4 symmetry metric
method. Different colors indicate different screening-length ratios .
For increasing values of  (corresponding to slower demixing), an
increasing difference can be observed in the maximal absolute level
between the MT2 and MT4 measure. For better visibility only a subset
of all data points are displayed as in Fig. 4.
information that is needed, when calculating back to domain
size from higher-rank tensors some of this information is lost.
In conclusion, it was found that increasing the tensor
rank of the Minkowski analysis from rank one to rank two
and four results in ever-decreasing dynamical range and
therefore sensitivity. However, even the rank-four Minkowski
tensor method performs better in terms of sensitivity than the
previously used linear power-spectrum methods.
B. Difference in demixed domain size
Comparing graphs of the MT2 and MT4 analysis we not
only find differences in dynamical range and sensitivity as
discussed in the previous chapter but also a difference in the
absolute level these measures maximally yield. This might
be another hint to the fact that the higher-rank tensor anal-
ysis utilizes structural information beyond the mere volume
information needed to calculate the domain size. However, it
is more likely that this difference is just an artifact due to
the simple method of separating the two histogram parts of
the MT4 pseudometric  via a cutoff value. Using Gaussian
mixture methods might be preferable for future calculations
with this measure. A cutoff value approach was sufficient for
the MT2 isotropy index β since the ordered and disordered
parts in the β histogram are much further apart in the demixed
state (compare Fig. 2).
C. Hints of universal behavior
Qualitative differences in the demixing behavior for
different combinations of long- and short-range interac-
tion can be found by analyzing the local gradients d =
m/t (Fig. 6) and local power-law scaling behavior dLL =
 log(m × 1s)/ log(t/1s) = (m × t)/(t × m) (Fig. 7)
of Minkowski measures m ∈ {MT 0,MT 2,MT 4}. In the
unscaled plots (left columns) of Figs. 6 and 7, a qualitatively
different behavior between the case  = 1 and the cases
(a) (b)
(c) (d)
(e) (f)
(g) (h)
FIG. 6. Left column: local gradients d = m/t are plotted
against time t . (a) m = MT 0; (c) m = MT 2; (e) m = MT 4; (g) m =
PS. Right column: Scaled local gradients d∗ = (d × 1s)μ, μ ∈ R
are plotted against scaled time t∗ = (t/1s)τ , τ ∈ R. (b) m = MT 0,
μ = 0.37, τ = 0.20; (d) m = MT 2, μ = 0.405, τ = 0.24; (f) m =
MT 4, μ = 0.34, τ = 0.23; (h) m = PS, μ = 0.35, τ = 0.05. The
graphs are obtained by calculating the simple difference quotient
m/t for every point of the different MT and PS measures. Before
and after differentiation the measure data was smoothed using a
Savitzky-Golay filter [40] of order 1 and window sizes w depending
on the length of the time series ( = 1, w = 7;  = 2, w = 17;  =
4, w = 23;  = 12, w = 101). The legend for all panels is identical
to panel (a).
 = 2, 4, 12 can be observed: For  = 2, 4, 12 a significant
increase and, after reaching a maximum, a significant decline
in d and dLL can be observed. However, for  = 1 the local
gradients d and local power-law exponents dLL do not show
a significant decline after reaching their maximal level and
remain almost constant.
This qualitative difference is also evident by considering
scaled graphs of d and dLL (right columns of Figs. 6 and 7,
respectively). After finding a suitable scaling μ ∈ R for d
[in the form d∗ = (d × 1s)μ] and a timescale factor τ ∈ R
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(g) (h)
FIG. 7. Left column: local power-law exponents dLL =
log(m × 1s)/log(t/1s) are plotted against time t . (a) m = MT 0;
(c) m = MT 2; (e) m = MT 4; (g) m = PS. Right column: Scaled
local gradients d∗LL = dLL/ν, ν ∈ R are plotted against scaled time
t∗ = (t/1s)ρ , ρ ∈ R. (b) m = MT 0, ν = 0.19, ρ = 0.20; (d) m =
MT 2, ν = 0.24, ρ = 0.26; (f) m = MT 4, ν = 0.495, ρ = 0.26; (h)
m = PS, ν = 0.78, ρ = 0.25. The graphs for the different MT and
PS measures are obtained by calculating (m × t)/(t × m) for
every point, which is equivalent to the simple difference quotient
log(m × 1s)/log(t/1s). Smoothing was done as described in the
legend of Fig. 6. The legend for all panels is identical to panel (a).
for t[t∗ = (t/1s)τ ] the curves d∗(t∗) tend to collapse onto
one curve for the cases with  = 1. The scaled curves
for  = 1, however, do not follow the same behavior: the
scaled local gradient curves d∗(t∗) for  = 1 do not reach a
maximal level comparable to the cases  = 2, 4, 12 and also
decline much slower after reaching their maximal value. The
same procedure is applicable to the local power-law scaling
exponent dLL: By using the scaling d∗LL = dLL/ν, ν ∈ R
and t∗ = (t/1s)ρ , ρ ∈ R the curves d∗LL(t∗) tend to collapse
onto one curve for cases  = 1. The scaled local power-law
exponent curves d∗LL(t
∗) for  = 1 reach their maximal level
at later times (for MT2 and MT4 analysis) compared to the
cases  = 2, 4, 12 and also decline slower after reaching their
maximal value.
This qualitatively different demixing behavior can also be
observed in the data of particle position of detected demixed
domains when compared during common scaled times t∗ as in
Fig. 8 (or in the Supplemental Material movies in the online
version of this paper [41]).
In the long-range dominated cases ( = 2, 4, 12) demixing
seems to occur in two stages: at first neighboring particles
agglomerate (scaled times t∗  10, before gradient or power-
law exponent reaches maximal value) then the agglomerated
domains start to merge in cascades at scaled times t∗ ∼ 10
when the gradient or power-law exponent of the Minkowski
measures reach their maximal level. When the domains start to
merge, after the agglomeration phase, the number of demixed
particles is only growing slowly and correspondingly the
graphs of gradient and power-law exponent start to decay.
In this cascade phase the main demixing mechanism is the
merging of already demixed domains. The higher the screening
length ratio is, the more cascades are happening and the
larger are the resulting domains. For the screening length ratio
 = 1, however, there is only agglomeration and no cascades
are happening in which these agglomerated domains merge
explaining the qualitatively different behavior of gradient and
power-law exponent curves in Figs. 6 and 7.
As illustrated in Fig. 9 the quotient of the difference
quotients of the Minkowski measures and the PS measure
is not constant and thus provides new information about the
demixing behavior. For  > 1 the graphs are rising until they
reach a maximal value and then decline again. For the MT0 and
MT4 measure there is an additional peak right at the beginning
for  = 12. Discarding this additional peak, the times when
the maximal value is reached correspond approximately to
the t∗ = 15, the time where the demixing changes from only
agglomeration to the merging cascade dominated regime. This
is plausible since the Minkowski measures are measuring the
total volume of demixed regimes, whereas the PS measure
measures the mean length scale of demixed regimes: when the
merging cascade phase begins, the length scale of domains
increases much faster compared to the agglomeration phase.
However, the total volume still only increases due to residual
agglomeration and does not change due to merging of already
demixed domains.
For  = 1 the graphs are increasing in the beginning,
however, they do not decline after reaching their maximal
value but stay approximately constant again indicating a
qualitatively different behavior. Note that the quotient of
local power-law scaling exponents is reminiscent to the box
counting dimension [42] (also known as MinkowskiBouligand
dimension) as defined in fractal geometry due to the fact that
it is equivalent to the quotient log(V )/log(L) if self similar
growth of domains is assumed. Since here L is the mean
domain size and not the box size, the quotient of local power-
law exponents is not the same as the box counting dimension.
Similar behavior to the behavior of the quotient of gradients is
found for the quotient of local power-law exponents (Fig. 10).
Additionally, one can conclude that the MT0 measure has
a much higher local power-law exponent at the onset of
demixing. This higher sensitivity will be advantageous for
future studies of the onset of the demixing process.
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FIG. 8. Particles of the minority phase (species 1) detected by the MT2 analysis as contributions to demixed domains are color coded
in turquoise, the remaining species 1 particles are color coded in violet and are smaller in size. To assure visibility of the demixing process
the particles of species 2 are not shown. They are homogeneously dispersed around the particles of species 1. The rows indicate different
screening-length ratios (The first row corresponds to  = 1, the second row to  = 2, the third row to  = 4, and the fourth row to  = 12). The
first column corresponds to the scaled time t∗ = 5 (corresponding to the agglomeration phase), the second column to t∗ = 15 (agglomeration
phase finished for  = 2, 4, 12 and first merging cascade processes begin), the third column to t∗ = 25 (early merging cascades for  = 2, 4, 12
finished), and the fourth column to t∗ = 50. (end stages of merging cascades for for  = 2, 4, 12). The case  = 1 is qualitatively different:
Only agglomeration but no merging cascades of demixed domains can be observed. The scaled times given here are mean values of the different
scaling times provided in Figs. 6 and 7. These illustrations can be viewed as video files in the Supplemental Material of the online version of
this paper [41].
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(a)
(b)
(c)
FIG. 9. Quotient of difference quotients d of Minkowski mea-
sures m and the PS measure. (a) m = MT 0; (b) m = MT 2;
(c) m = MT 4. Calculation and smoothing was done as described
in the legend of Fig. 6.
V. CONCLUSION AND OUTLOOK
Minkowski Tensor methods are a powerful tool for mor-
phological characterization and analysis. They can be superior
to methods only utilizing the linear PS since they are inher-
ently sensitive to nonlinear properties. They exhibit a higher
sensitivity to changes in domain size and the measures exhibit
a larger dynamical range. However, utilizing the potential of
higher-rank tensors might not always prove to be worthwhile if
not all the symmetry information they provide is needed. In this
study, employing rank-four tensors proved to be unnecessary
in order to obtain simple domain-size information.
(a)
(b)
(c)
FIG. 10. Quotient of local power-law exponents dLL of
Minkowski measures m and the PS measure. (a) m = MT 0;
(b) m = MT 2; (c) m = MT 4. Calculation and smoothing was done
as described in the legend of Fig. 7.
Employing Minkowski tensor methods reveals two qualita-
tively different demixing scenarios for simulations employing
interactions with only one length scale ( = 1) and different
length scales ( = 2, 4, 12), which power-spectrum analysis
was not able to detect. Demixing occurs even for small
screening-length ratios  = 1. However, it is not only slower
compared to long-range dominated ( = 2, 4, 12) regimes but
also shows qualitatively different behavior. In the long-range
dominated cases ( = 2, 4, 12) demixing seems to occur in
two stages: at first neighboring particles agglomerate then
the agglomerated domains start to merge in cascades. In this
cascade phase the main demixing mechanism is merging of
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already demixed domains. The higher the screening-length
ratio is, the more cascades are happening and the larger
are the resulting domains. For the screening-length ratio
 = 1, however, there is only agglomeration and no cascades
are happening in which these agglomerated domains merge.
This is also evidenced by the universal behavior of domain-
size measures based on Minkowski functionals and tensors.
Further study of the universality is necessary. Future studies
will try to concretise the hints of universal behavior and
qualitative differences for different screening length ratios.
The questions as to how the transition between qualitatively
different demixing behavior depends on other values for the
screening-length ratio, and how this transition occurs, can
be answered by means of more extensive simulations. More
extensive simulations can also be used to investigate the effects
of demixing in not perfectly monodisperse complex plasmas
and how strongly demixing effects depend on the particle size
distribution.
It might be beneficial to further investigate the onset of this
process. There, the discreteness effects play an essential role
and might require separate particle-resolved studies focused on
the comparison with the results of the coarse-grained approach
used in the simulations that provided data for this study [6]. As
demonstrated in this study, morphological Minkowski tensor
analysis could be superior to PS methods in the investigation
of the onset of demixing. The (linear) scaling behavior for the
domain growth of a binary Lennard-Jones (LJ) liquid is well
known [4]. To further test the efficiency of the Minkowski
tensor analysis methods and to shed new light on demixing
processes in systems with LJ-like interactions we will apply
MT analysis to these classical systems as well. The demixing
process of binary complex plasmas is a subject of current
scientific interest: only recently new experimental evidence
gained via means of new visualization techniques, based on
the use of fluorescent dust particles, was published [43]. A clear
trend toward phase separation even for smallest-size (charge)
disparities was observed. Further research in this direction
can benefit from Minkowski tensor analysis as presented here
since it is sensitive to nonlinear properties and capable of
quickly revealing new aspects of interest in data. Minkowski
tensor analysis is probing deeper than linear power-spectrum
analysis, however, still providing easily interpretable results
founded on a solid mathematical framework.
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[6] A. Wysocki, C. Räth, A. V. Ivlev, K. R. Sütterlin, H. M. Thomas,
S. Khrapak, S. Zhdanov, V. E. Fortov, A. M. Lipaev, V. I.
Molotkov, O. F. Petrov, H. Löwen, and G. E. Morfill, Phys.
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Abstract. Dynamic density functional theory (DDFT) calculations of fluid-fluid
demixing on spherical geometries are characterized via their angular power spectrum
as well as via the Minkowski functionals of their binarized fluid density fields.
Minkowski functionals form a complete set of additive, motion invariant and continuous
morphological measures sensitive to nonlinear (spatial) correlations. The temporal
evolution of the fluid density fields is analysed for different sphere sizes and mixing
compositions. The demixing process in the stages of early spinodal decomposition
and consecutive domain growth can be characterized by both methods and a power-
law domain growth L(t) ∝ tα is evidenced for the Minkowski functional measures.
The average domain size obtained by the structure factor only responds to the late
stage domain growth of the demixing process. Minkowski functionals provide refined
insights into the demixing process: They allow the detection of distinct stages in
the early spinodal decomposition, provide a precise measure of the relative species
composition of the mixture and, most importantly: After a proper rescaling, they allow
the detection of a universal demixing behavior for a wide range of mixture fractions
and for different sphere sizes.
Keywords: Article preparation, IOP journals Submitted to: New J. Phys.
1. Introduction
If a binary fluid mixture is in the immiscible state it will start to dynamically demix in
order to reach the thermodynamically stable state of two coexisting phases. This phase
separation can be split in two consecutive regimes [1, 2, 3]: The spinodal decomposition
in the early stage, followed by the domain growth stage. During spinodal decomposition
fluid density fluctuations increase exponentially and neighboring particles agglomerate
to form disjoint domains. In the domain growth stage the size of these initial domains
increases further and they start to coalesce with neighboring domains in order to reduce
the energy costs of the interface areas. As the domain morphology is preserved, this
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domain growth is self-similar in time. The self-similarity implies a time-dependent
characteristic length of the mean domain size that can be described by a power-law
growth L(t) ∝ tα.
When the system is spatially confined, the phase separation kinetics are less well
understood. Spatial confinement can be imposed by obstacles and external fields
[4, 5]. Another form of spatial confinement can be achieved via the geometry of space
itself [6]. Recently, the study of statistical physics processes on curved surfaces, in
particular on the sphere, has attracted growing interest and showed the richness of
physical phenomena that are influenced by their embedding on non-flat geometries. The
crystallization of a colloidal suspension on a sphere was explained via a icosahedrically
symmetric order parameter that revealed the long-range order of the crystal on the
curved surface [7]. The projection of inhomogeneous crystals onto homogeneous ones
on curved surfaces enabled the prediction of defect distributions [8]. Also, unusual
emergent structures due to advection were demonstrated on a spherical geometry [9].
Common methods for the characterization of demixing dynamics are based on linear
measures: The mean domain size is measured via the first zero crossing of the radial
correlation function or equivalently via the first maximum of the power spectral structure
factor [10, 11, 12]. However, this method is computationally expensive [13]. Another
drawback lies in the linearity of the method. The mean domain size is not a sufficient
descriptor of the domain morphology [14, 15, 3]. Thus, it is beneficial to extend the
description of the demixing system to morphological measures, which are sensitive to
higher order correlations.
Morphological measures that capture the complete nonlinear structural information
of a system are the Minkowski functionals [16]. They became a prominent tool for
morphological data analysis since they form a complete family of structural descriptors
sensitive to nonlinear properties. Minkowski functionals are well suited for the
investigation of demixing processes [3, 15, 14] and can readily be applied on spherical
geometry [17, 18, 19]. In two-dimensional flat and curved spaces the Minkowski
functionals are easily interpretable measures connected to concepts as area, perimeter
and the Euler characteristic. The Euler characteristic is a measure for the connectivity
of a spatial structure.
In this work we aim to systematically study the properties of dynamic density
functional theory calculations (DDFT) of fluid demixing on a spherical geometry with
both linear and nonlinear measures. The DDFT calculations were already utilized as
the basis for the studies in [6] and are reused here as a convenient starting point for the
first ever Minkowski functional analysis of fluid-fluid demixing on spherical geometries.
Initially we apply the conventional linear method known in the flat space case to the
spherical data: We calculate the angular power spectral density and fit it to a general
structure factor function in order to calculate the average domain size L. These results
are then compared with the Minkowski functional measures.
This paper is structured as follows: In Section 2 we explain the methods and
results for the calculation of the phase separation dynamics on the spherical body.
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Section 3 describes the method of the structure factor calculation based on the angular
power spectral density and the implementation of the Minkowski functional calculation.
The results of power spectral density and Minkowski functional analysis for DDFT
calculations with different sphere sizes and mixture parameters are presented in section
4. Finally, in section 5 results are discussed and conclusions drawn.
2. Dynamic density-functional theory calculations
This section is intended to give a brief overview of the methods and results found about
phase separation on a large spherical particle [6]. The data for the evolution of the
density distribution during spinodal decomposition forms the basis for the Minkowski
functional analysis discussed in this manuscript.
In order to avoid any confusion with terminology, we will henceforth refer to the
large particle as the ‘meso-particle’ and the smaller, mobile particles constituting the
fluid on its surface as the ‘surface particles’.
2.1. The Gaussian Core Model
To represent the surface particles, we consider a model binary mixture, thus two particle
species, in which the particles interact via the soft repulsive pair potential
βvij(r) = βεij exp{−r2/R2ij}. (1)
Here the non-negative parameters εij, Rij and β=(kBT )
−1 determine the strength and
range, respectively, of the interaction between species i and j. The Gaussian core model
(GCM) was introduced by Stillinger [20] to study phase separation in binary mixtures
and has since been studied intensively, both in bulk and at interfaces [21]. The model
has the advantage that a simple mean-field approximation to the free energy provides
good agreement with computer simulation data [22] and is therefore straight forward to
incorporate in a density functional theory.
2.2. Mean-field free energy functional
To describe the collective behavior of the surface particles we use an approximation to
the two-dimensional Helmholtz free energy functional
βF [{ρi(r)}] =
∑
i
∫
drρi(r)
(
ln(ρi(r))− 1
)
(2)
+
1
2
∑
ij
∫
dr
∫
dr′ρi(r)ρj(r
′)βvij(|r− r′|),
where the first and second terms provide the ideal and excess (over ideal, describing
the particle interactions) contributions, respectively. The subscripts i and j are species
labels and the notation [{ρi(r)}] indicates a functional dependence on the one-body
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density profiles of all species. We set the (physically irrelevant) thermal wavelength λ
equal to unity. For a binary mixture the species indicies are restricted to the values
i, j = 1, 2. In bulk, the number density of species i is ρi =Ni/V , where V is the area
in the 2d case and Ni the number of particles of species i. The total density is of the
surface particles ρ = ρ1 + ρ2.
It is convenient to introduce a concentration variable, the mixture parameter
x = N2/N , with the total number of particles N . This enables the species labeled
densities to be expressed as ρ1 = (1− x)ρ and ρ2 = xρ. In these variables the bulk free
energy per particle consists of a sum of two terms, f ≡ F/N = fid + fex. The ideal part
is given by
βfid = ln(ρ)− 1 + (1− x) ln(1− x) + x ln(x), (3)
and the reduced bulk excess free energy per particle can be written as
βfex =
1
2ρ
(
ρ1ρ1v̂11 + 2ρ1ρ2v̂12 + ρ2ρ2v̂22
)
. (4)
where v̂ij =ε
∗
ijR
2
ijπ and ε
∗
ij = βεij. In [6] the parameters R11 =R22 =R12 =1, ε
∗
11 =ε
∗
22 =2
and ε∗12 =1.035ε
∗
11 were chosen and the phase diagram for an infinite planar system has
been calculated. This phase diagram is shown in Fig. 1 and indicates the five states that
will be analyzed in this study for a large R = 10R11, respectively a small R = 2.5R11
sphere. Even though the mesosphere represents a finite size system the phase diagram
for the bulk system offers a useful guide. When the total density ρ becomes sufficiently
large the GCM demixes.
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Figure 1. Phase diagram for the planar system as a reference point. Binodal
and spinodal curves, as well as the states analyzed in this study are indicated.
The states are x ∈ {0.1, 0.2, 0.3, 0.4, 0.5} for ρR211 = 25. Parameters are
R11 = R22 = R12 = 1, ε
∗
11 = ε
∗
22 = 1, ε
∗
12 = 1.035ε
∗
11. The critical point is
found at ρR211 = 9.094568 and x = 0.5.
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2.3. Dynamical density-functional theory and numerical implementation
To study phase separation on the surface of a meso-particle we will focus on the dynamics
of the one-body density of the surface particles. This can be obtained using dynamical
density functional theory (DDFT) [23, 24]. Within this approach the time evolution of
the density of species i is given by a
γ−1
∂ρi(r, t)
∂t
=
∂
∂r
·
[
ρi(r, t)
∂
∂r
δF [{ρi(r, t)}]
δρi(r, t)
]
. (5)
Here γ is the mobility and it is related to the diffusion coefficients D as γ = βD.
The DDFT equation of motion (5) is a generalized diffusion equation. The one-body
density is driven by gradients in the local chemical potential which arise from the particle
interaction described by the functional for the free energy (2). If we insert the functional
of the ideal gas, we recover the well known diffusion equation for a non interacting gas.
To solve the DDFT equation of motion (5) on the surface of a meso-sphere we chose
to parametrize the sphere using the spherical polar angles θ and φ. With this approach
we have an accurate finite-difference scheme for calculating the gradient and divergence
of scalar- and vector fields. In addition we make use of the convolution theorem on the
unit-sphere [25, 6] to efficiently compute the convolution of two scalar fields in the space
of spherical harmonic functions. The numerical methods for solving equation 5 on the
surface of a sphere are described in more detail in reference [6].
2.4. DDFT calculation Results
For larger meso-sphere radii (R = 10R11) we find standard spinodal decomposition
dynamics for an equal mixture, x = 0.5, leading to a ‘half-half’ final state. As the value
of x is reduced towards the spinodal, then the phase separation dynamics are given by
the Ostwald ripening scenario [26], where islands of the minority phase form, which then
slowly merge together (see Fig. 2). For the phase separation on the smaller meso-particle
(R = 2.5R11) finite-size effects become more important. In contrast to the behavior on
the larger meso-sphere, the density evolves here in most cases into a ‘band’ state, where
two islands with species 1 form, separated by a band of species 2 particles. This state
is stable over a long time. The smaller we chose the mixture parameter x the longer
the metastable band state lives. This enhanced stability of the band structure can be
attributed to the fact that the distance between the interfaces increases as the surface
coverage of the minority phase is reduced by reducing x. In the following analyses
we only consider one of the species and call its density field ρ2(r, t
∗) ≡ ρ(r, t∗). Since
their contributions are mirror images their information content is redundant. t∗ is the
dimensionless time given by t∗ = tD/R211, where D is the bare diffusion coefficient.
Movies for all DDFT calculations are provided in the supplemental material at [27].
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2.5. Equal Area Pixelisation
Using the python library healpy [28] for HEALPix the spherical coordinate grid
(181 · 92 = 16652 pixel) was interpolated on a equal area pixel grid with Npix = 12288
pixel in order to apply the Minkowski functional analysis straightforwardly. The
HEALPix pixelisation scheme is a partition of a spherical surface into exactly equal
area quadrilateral pixels of varying shape [29] but uniform area Apix. The pixel size
depends on the HEALPix resolution parameter of the grid equal to Nside = 1, 2, 4, 8, ...
corresponding to a total number of pixels of Npix = 12 × N2side = 12, 48, 192, 768, ... In
this work we use a resolution parameter of Nside = 32, since this is the closest match to
the raw data in the spherical coordinate grid. In further studies much higher resolutions
can be obtained. In Fig. 2 the pixelization of the density fields ρ(r, t∗) is shown for both
sphere sizes during the evolution of time t∗.
(a)
0 1
(b)
0 1
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0 1
(d)
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0 1
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(h)
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Figure 2. Mollweide projection of equal area pixelisation for the DDFT
calculation data for x = 0.3. Left column: (a)-(c)-(e)-(g) Evolution of the
particle density ρ2(r, t
∗) of species two for the large sphere R = 10R11. Right
column: (b)-(d)-(f)-(h) Evolution of the particle density for the small sphere
R = 2.5R11.
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3. Spatial statistics
3.1. Angular power spectral density
Any scalar function ρ(n) on a spherical geometry, where n(θ, φ) is a direction on the
sphere, can be decomposed into its spherical harmonics representation. The spherical
harmonics Ylm form an orthonormal base on the unit sphere. They are given by:
Ylm =
√
2l + 1
4π
(l −m)!
(l +m)!
Pml (cos(θ))e
imφ (6)
With indices l ∈ N′ and −l ≤ m ≤ l. Pml are the Legendre polynomials. l is
the multipole. The average solid angle Ω corresponding to a specific l is Ω = 4π/2l.
Considering the division of the sphere in 2l equal slices, the widest part of these slices
corresponds to an angle γ = π/l. This translates into a length scale L = R · π/l, with
the sphere radius R.
Then ρ(n) can be expanded as:
ρ(n) =
∑
l≥0
∑
|m|≤l
almYlm(n), (7)
with harmonic coefficients alm given by the projection
alm =
∫
dΩ ρ(n)Y ∗lm(n). (8)
◦∗ denotes the complex conjugate of ◦. The power spectrum Cl of the scalar field
ρ(n) can be defined as the variance of the harmonic coefficients 〈alma∗l′m′〉 = δll′δmm′Cl
with
Cl =
1
2l + 1
∑
|m|≤l
〈|alm|2〉. (9)
The Cl are called the angular power spectral density. Since for any l there exist 2l + 1
modes of m the total power for the multipole l is given by (2l + 1) · Cl.
In the following we analyze the position lmax and value Cl,max of the maximum of
the power spectral density. lmax is a measure for the length scale of the most dominant
pattern. This quantity is the standard metric to characterize the domain growth of
demixing processes [2, 13, 30, 12, 3]. Here we also introduce the power Cl,max as a
measure for the domain growth. Cl,max is a measure for the dominance of the most
predominant pattern (in terms of spherical harmonics) of the function on the sphere.
The position of the maximum is determined, using the standard procedure, via
fitting the off-critical fitting function S(l, t) ∝ (l · LPS(t)/2π)2 /
[
2 + (l · LPS(t)/2π)6
]
[31] and the average domain size LPS is identified as Rπ/lmax.
3.2. Minkowski functionals
Since the early 20th century [16] Minkowski functionals have been known in integral
geometry [32, 33] and became a prominent tool for morphological data analysis [34].
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They are able to characterize the geometry and shape of structural data as well as
their topology and connectedness. Minkowski functionals are sensitive to any n-point
correlation function and thus can provide new insights into physical processes beyond
the capability of linear methods, e.g. power spectral density measures.
On the two-dimensional sphere S2 with radius R in D = 2 dimensions the D + 1
Minkowski functionals Mν , ν ∈ {0, 1, 2} for a set K ⊆ S2 are the area M0, the perimeter
M1 and the Euler characteristic M2. They are defined as:
M0(K) =
∫
K
d2r
M1(K) =
1
4
∫
∂K
dr
M2(K) =
1
2π
∫
∂K
κ(r) dr
(10)
Here, κ(r) is the local Gaussian curvature.
Minkowski functionals are motion invariant, additive and conditionally continuous.
They form a complete family of morphological measures. Or vice versa: Any motion
invariant, conditionally continuous and additive functional is a superposition of the
countably many Minkowski functionals [35]. They are nonlinear measures sensitive to
any higher order correlations. They are homogeneous functions of order D − ν:
Mν(λK) = λ
D−νMν(K) (11)
There is a broad range of applications of Minkowski functionals, e.g. curvature
energy of membranes [36], order parameter in Turing patterns [37], density functional
theory for fluids (as hard balls or ellipsoids) [38, 39], testing point distributions (find
clusters, filaments, underlying point-process) or searching for non-Gaussian signatures
in the cosmic microwave background [40, 41, 19, 17, 18].
In order to study the morphology of the smooth, scalar density fields ρ(r, t∗), the
Minkowski Functionals (MFs) of the excursion sets Kth of the equal area pixelization of
the simulation data are calculated. Kth is the set of all pixels with density values ρ(r, t
∗)
that are higher or at least equal to a threshold value ρth: Kth = {r ∈ S2|ρ(r, t∗) ≥ ρth}.
These pixels mark the regions r on S2 that have a density ρ(r, t∗) greater or equal to
the threshold density ρth, at the time t
∗.
By running over 101 equidistant threshold steps ρth,k (with k ∈ {0, ..., 100}) the
density fields are binarized into an active and a non-active part. The first threshold
step ρth,0 is chosen such that every pixel on S2 is active. The last step ρth,100 is reached
when all pixels are excluded and inactive.
For the implementation of the explicit calculation the algorithm proposed in [42]
is adapted to compute Minkowski functionals of pixelized maps: Due to the additivity
of the MFs the calculation can be performed by the summation of local contributions.
Individual pixels are considered to be composed of 4 vertices, 4 edges and their interior
area. The total number of active pixels ns, the number of edges ne and vertices nv at
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the interface of active and inactive pixels is counted. Then the area M0, the integral
mean curvature (or perimeter) M1 and the Euler characteristic M2 can be calculated as
sums:
M0 = ns
M1 = −4ns + 2ne
M2 = ns − ne + nv.
In order to avoid any double counting of edges or vertices the original field is built
up iteratively by adding active pixels to the initially empty temporary field individually.
Only if all neighboring pixels have already been built into the temporary field the edges
and vertices are added to the total sum. The number of arithmetic operations required
to compute the MFs scales linearly with the number of active pixels and the total number
of pixels of the image.
4. Results
4.1. Power spectral density
The angular power spectral densities obtained for the DDFT calculations on different
sphere sizes R and with different mixture parameters x are presented in the
supplementary material.
The graphs for the average domain size, measured as the characteristic length scale
LPS = Rπ/lmax, derived from the positions of maximal power spectrum amplitudes lmax
are presented in Fig. 3. In these graphs the initial spinodal decomposition phase of
nucleation cannot be observed. LPS is blind for the initial demixing stage (exponential
growth of density fluctuations) where yet no domain growth can be observed. However,
in the coalescence stage, an increase of LPS is found that can be fitted to a power-law.
The power law is better reproduced in the large sphere graphs, since they allow for more
individual domains, more coalescence events and therefore provide a more constant slope
in the log-log plot. The small sphere graphs show plateaus between power law growth.
During plateau phases no coalescence of domains happens because of the low number
of individual domains on the small sphere. The onset of demixing is much later for the
small sphere compared to the large sphere. Also smaller mixture parameters correlate
with later times for the onset of demixing. In particular for R = 2.5R11 and x = 0.1 no
demixing is observed during the complete DDFT calculation, ending at t∗ = 105. The
domain growth is faster for higher mixture parameters, the exception being x = 0.1:
Here the demixing processes starts late but domain growth is fast.
4.2. Minkowski functionals
The dependence of the Minkowski functionals on the threshold density ρth is presented
in the supplementary material.
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Figure 3. Power spectrum analysis: The characteristic length scale LPS =
Rπ/lmax is identified via the position of the maximum of the angular power
spectrum lmax = l|Cl=Cl,max . It is the standard measure for the average domain
size. Different sphere radii R and mixture parameters x are color coded. Their
values are indicated in the legend by S2R/R11,x. S
2 denotes the two-dimensional
sphere. As a guide to the eye power-law fits are presented as green dashes lines.
The signal for S22.5,0.1 is not shown. It is very small since no demixing occurs
during the calculation time.
The temporal evolution of the Minkowski functionals is also presented in the
supplementary material. Here two plots are shown representatively: Fig. 4 shows the
area functional M0 for the mixing fractions x = 0.3 in panel (a) and x = 0.5 in panel
(b). The relative threshold value ρth/ρth,100 is color coded. For early times there is a
qualitative difference for the regimes ρth/ρth,100 < x and ρth/ρth,100 > x for M0. (Also
M1(ρth) and M2(ρth) have a higher variance in the early time phase during spinodal
decomposition. See supplementary material.) The functional at the crossover value
ρth/ρth,100 ' x deviate significantly from the functional values at neighboring threshold
values. Any other threshold variations only show small changes in the shape of the curve.
In the initial mixture the density is ρ/ρth,100 ' x, all relative threshold values below x
result in almost no active pixels after binarization, but most pixels are active for higher
thresholds. This leads to a sharp transition of the Minkowski functionals from detecting
almost all pixels as active to detecting almost no active pixels at ρth/ρth,100 ' x. Thus
it is easy to detect the composition parameter x via the shape of Minkowski functional
curves even only analyzing the initial phase of spinodal decomposition.
After a certain point in time, however, the curves are essentially the same. This
point can be identified as the time t∗c where the spinodal decomposition transitions
from the early nucleation stage to the late stage coalescence regime. With these
curves t∗c can easily be determined. In particular using non-morphological measures
like e.g. the correlation function the determination of t∗c proves to be more difficult and
computationally expensive [13].
The Minkowski functional graphs obtained on the sphere are in qualitative
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Figure 4. Area Minkowski functional M0, dependent on the relative threshold
density ρth/ρth,100, for large sphere R = 10R11. Threshold values ρth/ρth,100
are color coded. (a) x = 0.3, (b) x = 0.5.
agreement with Minkowski functional calculated for spinodal decomposition in flat two-
dimensional geometry [15, 14].
4.3. Stages during spinodal decomposition
In the following analysis a specific threshold value ρth is chosen for any DDFT
calculation. It is choosen such that the minimal detected number of active pixels is
close to 1. (This happens at ρth/ρth,100 ' x.) Then the Minkowski functionals have
a maximal dynamic range. These Minkowski functional graphs are presented, for the
area functional M0, in Fig. 5. In all functional graphs both, the spinodal decomposition
and the subsequent coalescence stage of demixing can be evidenced. During spinodal
decomposition the M0 area functional follows a power law. In the coalescence stage
it assumes a constant value since the individual domains only grow by merging with
neighboring domains. M1 also grows fast during spinodal decomposition. However,
during the coalescence stage it drops again, thus providing a means to easily determine
the crossover time t∗c . (Compare Fig. 6, or consult the supplementary material.) We
obtain t∗c ' 2 · 102 in the case of R = 10R11 and t∗c ' 2 · 103 in the case of R = 2.5R11.
A difference in the shape of the graphs for the large and small sphere can be
observed: In the large sphere graphs M0 has a small, non-vanishing slope before the
main growth phase evidences the initial nucleation. This can not be observed for the
small sphere, where the slope changes rapidly from its zero value in the beginning to a
high value in the initial nucleation phase of the spinodal decomposition. (M1 shows the
same behavior, shown in the supplementary material.)
In comparison to the power spectrum measure presented in Fig. 3, the Minkowski
functional graphs are not as smooth since they are more sensitive to dynamical
changes in the structure of density profiles. This allows the Minkowski functionals
to detect features of the demixing process that is not accessible via power spectrum
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Figure 5. Area Minkowski functional M0 for threshold values ρth/ρth,100 '
x. Exact threshold values are ρth/ρth,100 ∈ [0.134, 0.212, 0.316, 0.416, 0.5154].
Different sphere radii R and mixture parameters x are color coded. Their values
are indicated in the legend by S2R/R11,x. S
2 denotes the two-dimensional sphere.
analysis. The Minkowski functionals resolve three distinct phases in the early stage of
spinodal decomposition with different domain growth rates: (1) prior to the spinodal
decomposition, (2) initial spinodal decompostion, (3) main spinodal decomposition.
None of these stages can be detected with the standard demixing metric L(t) obtained
by the position of the maximum of the power spectral density as can be seen in Fig.
3. When plotting the maximum of the angular power spectrum Cl,max phases (1) and
(2) can also be detected. (Shown in the supplementary material.) Thus, the maximum
of the power spectral density is, in contrast to measures obtained by its position, able
to detect the density fluctuation growth characteristic to the spinodal decomposition in
the early stage of demixing.
The dynamical range of the Minkowski functionals depends only on the resolution
of the data, since one can always find a threshold value, such that the minimal number
of active pixels is close to one. The upper limit is determined by the number of active
pixels after spinodal decomposition which scales with the resolution of the data. The
power spectrum analysis does not show such a resolution dependence that provides a
higher dynamical range proportional to the resolution. For the power spectral density
a higher resolution only provides further modes l.
4.4. Characteristic Length Scale L
Since the Minkowski functional Mν(K) are homogeneous function of order D − ν (Eq.
(11)) one can expect a scaling behavior of the Minkowski functionals for the scaling
length L:
M0 ∝ 1, M1 ∝ L−1, M2 ∝ L−2 (12)
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L can be interpreted as the characteristic size of demixed domains. Note that
L can of be defined via different methods, e.g. as the first zero crossing of the
correlation function or as the first moment of the wavelength distribution [10, 11].
These widely used methods are, however, computationally expensive [13]. The scaling
behavior of 1/M1 ∝ L is presented in 6. (For the plot of 1/
√
M2 ∝ L consult the
supplementary material.) It evidences the power law growth of domain size L ∝ t∗α
during the coalescence phase after spinodal decomposition. The transition from spinodal
decomposition to coalescence happens at about t∗c ' 2 · 102 in the case of R = 10R11
and t∗c ' 2 · 103 in the case of R = 2.5R11.
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Figure 6. Scaling behaviour of 1/M1 ∝ L reveal power law domain growth
L ∝ t∗α after spinodal decomposition. Different sphere radii R and mixture
parameters x are color coded. Their values are indicated in the legend by
S2R/R11,x. S
2 denotes the two-dimensional sphere. As a guide to the eye power-
law fits are presented as green dashes lines. They are shifted in a parallel
fashion (by multiplication with the factor 0.8) to enhance visibility.
For the small sphere only few disjoint domains exist and thus only few coalescence
events happen where L changes rapidly. The power law can however still be detected via
the mean slope in 1/M1. For 1/
√
M2 the few coalescence events result in non-smooth
graphs resulting in poor linear fits.
Power-law exponents α obtained by linear fits to the domain growth stages (t∗ > t∗c)
in Fig. 3 and Fig. 6 are presented in table 1 for the large sphere and respectively in table
2 for the small sphere. Also the fit values for the power spectrum measures, the total
power (2l + 1)Cl,max and the average domain size LPS are presented. Uncertainties are
given by the fit routine. Statistics generally are better for the Minkowski functionals, in
particular 1/M1 gives the smallest statistical errors and provides the most comparable
curves to a power-law. The angular power spectral density based measures have high
uncertainties and in particular for the small sphere they only provide few curves that
allow for a power-law fit.
The power-law exponents are found to be close to α ' 0.2. This is close to the
predicted value in [43]. It is smaller than the value of 1/3 that is predicted in the
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diffusive domain growth regime of the Lifshitz-Slyozov growth law [44, 30]. Only in
the case of the mixture parameter x = 0.5 the power-law exponent gets close to the
prediction in the diffusive regime.
Table 1. Power-law exponent α during domain growth phase for the large sphere
R = 10R11. Values are obtained via linear fits in the log-log plots in Fig. 3 and Fig.
6 for t∗ > t∗c .
10000 · α for R = 10R11
(2l + 1)Cl,max LPS 1/M1 1/
√
M2
x = 0.1 − 6221± 23 − −
x = 0.2 2240± 24 2155± 24 2245± 13 2178± 13
x = 0.3 2304± 23 2321± 27 1921± 12 1651± 19
x = 0.4 2676± 28 2531± 28 2351± 14 2069± 26
x = 0.5 2190± 57 2897± 38 3052± 21 946± 47
Table 2. Power-law exponent α during domain growth phase for the small sphere
R = 2.5R11. Values are obtained via linear fits in the log-log plots in Fig. 3 and Fig.
6 for t∗ > t∗c .
10000 · α for R = 2.5R11
(2l + 1)Cl,max LPS 1/M1 1/
√
M2
x = 0.1 − − − −
x = 0.2 − 1320± 160 792± 29 1200± 210
x = 0.3 − − 1330± 30 1000± 200
x = 0.4 − 1500± 30 1894± 32 2230± 210
x = 0.5 3254± 38 4511± 19 3052± 21 −
4.5. Hints towards universal behavior
Motivated by findings in [3] universal features in the demixing behavior on spherical
geometries are investigated. We hypothesise that the temporal development of the
structure parameters becomes independent of the mixture parameter and sphere size by
a suitable rescaling of axis. The rescaled time t∗r is a function t
∗
r = f(t
∗, x, R) and the
rescaled measures mr are transformed via mr = g(M,x,R) for different measures M .
The specific scalings are obtained by empirically testing simple functions f and g. In
order to remove possible scaling effects due to the mixture parameter x and the sphere
size R, that influence the otherwise universal dynamics, the simplest rescaling functions
are products of the form f(t∗, x, R) = t∗xω(R/R11)Ω and g(M,x,R) = Mxσ(R/R11)Σ
with real exponents ω,Ω, σ,Σ ∈ R. We find universal behavior for the Minkowski
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functionals M0 and M1. This is presented in Fig. 7 where, after rescaling, the graphs
for M0 and M1 coincide well for all sphere sizes and mixture parameters x > 0.1. The
time axis was scaled by t∗ → t∗ · x−2/3 · (R/R11)3/2. M0 was scaled by the mixture
parameter as M0 → M0/x in Fig. 7 (b). M1 was scaled by the mixture parameter
and the sphere Radius as M1 → M1/
√
x/(R/R11)
0.8 in Fig. 7 (c). This hints towards
a universal demixing behavior for these systems. Only the graphs for x = 0.1 show a
different behavior due to their very late start of the demixing process and thus may
have qualitatively different demixing behavior. The specific scaling of axis is obtained
by empirical testing of simple functions.
For the power spectral measures no rescaling of the axis could be found that leads
to uniform graphs, see Fig. 7 (a). Since this could easily be achieved via Minkowski
functional measures this suggests that nonlinear properties play a role in the demixing
process and that hence nonlinear measures, such as the Minkowski functionals, are a
more suitable means for the analysis of demixing processes.
5. Conclusion and Outlook
An angular power spectrum analysis for DDFT calculations of the demixing processes on
a sphere is able to detect different stages in the demixing process: The onset of spinodal
decomposition, the main spinodal decomposition stage and the coalescence stage after
spinodal decomposition. A scale-free power law growth L ∝ tα could be found for the
domain size of demixed domains in the coalescence stage. The onset of the main spinodal
decomposition phase is much later on the small sphere with R = 2.5R11 compared to the
large sphere with R = 10R11. The same behavior is found for the crossover time between
spinodal decomposition and coalescence. Also the mixture parameter x influences these
times: Smaller x shifts the onset of the spinodal decomposition and also the crossover
time to coalescence to later times. In the large sphere case many nucleation sites in
the spinodal decomposition phase provide a large number of initially demixed domains.
Thus during the growth and coalescence phase the domain size power law yields a smooth
function. However, in the small sphere case only few nucleation sites exist and therefore
also only few initially demixed domains exist after spinodal decomposition and prior to
coalescence. This leads to a worse statistic in detecting the domain growth power law
in the case of the small sphere.
The main spinodal decomposition stage cannot be detected with the standard
method of analyzing the average domain size LPS provided by the structure factor
S(l, t). This measure is only responsive to the domain coalescence in the late stage
of demixing. Using the maximum of the the structure factor, the power (2l + 1)Cl,max,
one can observe the spinodal decomposition stage prior to the coalescence of domains.
The Minkowski functionals provide even further insight: they reveal that the main
spinodal decomposition stage actually is composed of two parts: at first the functional
measures M0 and M1 show a slow growth and after a specific value start to grow faster
until the beginning of the coalescence stage. Minkowski functionals are able to resolve
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Figure 7. After a rescaling of axis hints of universal behavior are found in
panel (b) for M0 and in panel (c) for M1. However, in panel (a), no universal
behavior is found for power spectral density (2l + 1) · Cl,max. Different sphere
radii R and mixture parameters x are color coded. Their values are indicated
in the legend by S2R/R11,x. S
2 denotes the two-dimensional sphere.
a further level of detail in the spinodal decomposition process. A systematic evaluation
of the Minkowski functionals on further demixing systems might shed new light on the
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early stage spinodal decompostion dynamics.
Another advantage of Minkowski functionals is their scaling behavior during the
coalescence stage: The domain growth power-laws are reproduced with higher precision
than using the angular power spectrum method. The Minkowski functionals seem to be
a convenient measure to efficiently determine domain growth power-law exponents and
shed light on a possible connection between the growth rate and the domain morphology.
The Minkowski functionals allow the precise measurement of the mixture parameter
x only observing the early stage spinodal decomposition without knowledge of the
demixed end state. Since the density in the initial mixture is ρ/ρth,100 ' x, all relative
threshold values below x result in almost no pixels being active after binarization, but
almost all pixels are active for higher thresholds. This leads to a sharp transition of the
value of the Minkowski functionals at ρth/ρth,100 ' x.
The most interesting new insight gained by a morphological Minkowski functional
analysis is their universal behavior. By applying a suitable rescaling, all Minkowski
functionals collapse onto a single master curve. The only exception being the curve for
the smallest mixture parameter x = 0.1, suggesting a qualitatively different demixing
scenario with a much later onset of phase separation. For higher mixture parameters
this shows that the analysed demixing process has a universal, parameter independent
domain evolution. For the angular power spectrum measures no suitable rescaling of
the axis could be found. This suggests that nonlinear properties play an important role
in the demixing process and thus that the inherently nonlinear Minkowski functionals
are a suitable tool for the characterization of this process. In further studies we will
use surrogates [17, 18, 19] in order to disentangle the linear and nonlinear effects of the
demixing process and their impact on the behavior of the Minkowski functionals.
This result immediately suggest further analysis of the binary demixing system
on spherical geometry: What are the differences between the low and high mixture
parameter classes and how is the transition between these classes? Other questions
worth of further examination are: Is this behavior influenced by the interaction potential,
and is there a connection to the flat three-dimensional case?
Hints towards universal behavior in demixing systems via Minkowski functional
(and tensor) analysis were already discovered in previous studies [3]. Here simulations
of a three dimensional system with a binary complex plasma were analysed. A universal
behavior was found for different screening length rations of a double Yukawa interaction
potential. There, also an exception of the universal behavior was found for a single
screening length interaction potential. Further investigation of the universal behavior
of demixing processes on various geometries, boundary conditions and with various
interaction potentials are vital in order to obtain a thorough understanding of the
fundamental properties of demixing systems. The preliminary analyses in this work
and in [3] suggest that further investigation will lead to deeper insight into the physical
mechanisms of the demixing of binary systems.
Applying higher ranked (tensor) Minkowski valuations to demixing DDFT
calculations on spherical geometries in further studies may shed further light on
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the features of the universal properties of the demixing process. Tensor Minkowski
functional on the two-sphere S2 were introduced and applied in [45, 46]. Higher ranked
Minkowski tensor measures already proved to be useful in characterizing the solid-liquid
phase transition in a two-dimensional flat complex plasma [47]. Also the resolution of
the DDFT calculations can be significantly improved in further studies.
This study gives further evidence that Minkowski functional methods are a powerful
tool for morphological characterization of physical processes. They are superior to
conventional analysis methods in various respects: They directly provide information on
the morphology of structures, are inherently nonlinear, and are fast and easy to compute
(by only counting pixels) compared to correlation function measures. They allow the
measurement of the characteristic length scale L with high statistical reliability even
for low resolution data. Minkowski functional analysis is able to quickly reveal new
aspects of interest in particular in nonlinear (non-Gaussian) data. It is founded on a
solid mathematical framework, however it still provides easily interpretable results.
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[8] Soni V, Gómez L R and Irvine W T M 2018 Phys. Rev. X 8(1) 011039 URL https://link.aps.
org/doi/10.1103/PhysRevX.8.011039
[9] Krause A L, Burton A M, Fadai N T and Van Gorder R A 2018 Phys. Rev. E 97(4) 042215 URL
https://link.aps.org/doi/10.1103/PhysRevE.97.042215
[10] Stanley H E 1987 Introduction to Phase Transitions and Critical Phenomena
[11] Allen M P and Tildesley D J 1987 Computer Simulation of Liquids (New York: Oxford University
Press)
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[64] J.P. Hansen und H. Löwen, Annual Review of Physical Chemistry 51 (2000), 209. 4
[65] J.P. Hansen und I.R. McDonald: Theory of simple liquids. Elsevier, 1990. 4, 20, 21
[66] P. Hartmann, A. Douglass, J.C. Reyes, L.S. Matthews, T.W. Hyde, A. Kovács und
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(2014), 123004. 2, 45, 87
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[178] A. Wysocki, C. Räth, A.V. Ivlev, K.R. Sütterlin, H.M. Thomas, S. Khrapak, S. Zh-
danov, V.E. Fortov, A.M. Lipaev, V.I. Molotkov, O.F. Petrov, H. Löwen und
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