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Abstract 
In this paper, we propose a new computational volumetric reconstruction technique of three-
dimensional (3D) integral imaging for depth resolution enhancement by using non-uniform and integer-
valued shifting pixels. In a typical integral imaging system, 3D images can be recorded and visualized 
using a lenslet array. In previous studies, many computational reconstruction techniques such as 
computational volumetric reconstruction and pixel of elemental images rearrangement technique 
(PERT) have been reported. However, a computational volumetric reconstruction technique has low 
visual quality and depth resolution because low-resolution elemental images and uniformly distributed 
shifting pixels are used for reconstruction. Although PERT can enhance the visual quality of the 3D 
images, the size of the reconstructed 3D images is different from the original scene. On the other hand, 
our proposed method uses non-uniformly distributed shifting pixels for reconstruction instead of 
uniformly distributed shifting pixels. Therefore, the visual quality and depth resolution may be 
enhanced. Finally, our experimental results show the improvement of depth resolution and visual 
quality of the reconstructed 3D images. 
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1.  Introduction 
Three-dimensional (3D) image sensing and visualization of integral imaging has been studied 
for several applications including unmanned autonomous vehicle system, pattern recognition, 
3D entertainments, medical imaging, defense, and so on [1-17]. Integral photography or 
integral imaging was first proposed by G. Lippmann in 1908 [1]. It has been a popular 3D 
technique since it can provide full-color, full-parallax, and continuous viewing points without 
special glasses and coherent light source. In addition, using computational reconstruction [9], 
3D information of objects (i.e., 3D point cloud of objects) can be obtained. 
A typical integral imaging system is composed of two primary processes: pickup and 
reconstruction (or display) processes. In the pickup stage, the light rays coming from 3D 
objects are recorded through a lenslet array on an image sensor such as charge-coupled device 
(CCD). They are multiple 2D images with different perspectives called as elemental images. 
In the reconstruction or display stage, a homogeneous lenslet array used in the pickup process 
is positioned in front of elemental images. Then, the 3D image is formed in free space by back-
propagation of light rays for each elemental image. 
Recently, many computational volumetric reconstruction techniques are reported; 
computational volumetric reconstruction [10], 3D profilometry [11], pixel of elemental images 
rearrangement technique (PERT) [12], PERT with projected empty space (PERTS) [13], and 
so on [14-17]. In general, computational volumetric reconstruction is used because of its 
simplicity. In this method, each elemental image is back-projected through the virtual pinhole 
array on the reconstruction plane. Since typical computational volumetric reconstruction uses 
the pixilated process and the number of shifting pixels for reconstruction is the fixed integer 
value and uniformly distributed, the depth resolution of the reconstructed 3D image is not 
sufficient. Further, the reconstructed 3D images have poor visual quality when elemental 
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images with low resolution are used. To solve these problems, a new reconstruction method is 
required. Therefore, in this paper, we propose a new computational volumetric reconstruction 
method with improvement of depth resolution and visual quality for the reconstructed 3D 
images considering continuously non-uniform shifting pixels when elemental images with low 
resolution are used. In our proposed method, we use non-uniformly distributed and integer-
valued shifting pixels for reconstruction. Thus, the depth resolution can be improved compared 
with the computational volumetric reconstruction method. Also, the visual quality of the 
reconstructed 3D images can be even enhanced than the conventional reconstruction. 
This paper is organized as follows. In Section 2, we briefly present the principle of 
computational volumetric reconstruction for integral imaging. In Section 3, we explain our 
proposed method. Then, we show the experimental results to prove that our method can 
enhance the depth resolution and visual quality compared with the computational volumetric 
reconstruction method in Section 4. Finally, we conclude with summary in Section 5. 
 
2.  Computational volumetric reconstruction of integral imaging 
In this section, we briefly describe integral imaging system, including pickup and 
computational volumetric reconstruction processes. In this system, 3D images can be recorded 
and visualized by the lenslet array under incoherent illumination conditions as shown in Fig. 1. 
In pickup process, each voxel of the 3D objects is mapped on imaging plane of the lenslets 
array and recorded by CCD camera. Consequently, each voxel of the 3D objects leads to form 
all the pixels of elemental images. Since the number of pixels for the image sensor is divided 
by the number of lenslets, each elemental image has low lateral resolution. Thus, to enhance 
the lateral resolution of each elemental image, synthetic aperture integral imaging (SAII) [18] 
as depicted in Fig. 2 can be utilized. 
In reconstruction process, there are various computational reconstruction techniques [10-17]. 
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In this paper, we consider computational volumetric reconstruction only [10] since it is the 
most similar with optical reconstruction in integral imaging. The elemental images obtained in 
pickup process are used in computational volumetric reconstruction as depicted in Fig. 3. In 
the reconstruction process, the homogeneous lenslet array in the pickup process is used. By 
back-propagation of the elemental images through the lenslet array in display process, the 3D 
images are formed in free space. In computational volumetric reconstruction, each elemental 
image is back-projected through the virtual pinhole array and magnified with magnification 
ratio M=zd/f, where zd is the desired reconstruction depth and f is the focal length of the virtual 
pinhole. Finally, the reconstructed 3D image can be obtained by averaging all corresponding 
pixels of elemental images at the reconstruction depth. The procedure of computational 
volumetric reconstruction is follows [10]: 
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where Nx, Ny are the number of pixels for each elemental image, px, py are the pitch between 
the virtual pinholes, I(x,y,zd) is the intensity of the reconstructed 3D image, O(x,y,zd) is the 
number of overlaps at the reconstruction plane, Ekl is the kth column and lth row elemental 
image, cx, cy are the size of image sensor, x, y are index of pixels, Δxs, Δys are the real-valued 
shifting pixels of each elemental image for 3D reconstruction, éû is the round operator, Δxp, Δyp 
are pixilated shifting pixels of Δxs, Δys, respectively. As shown in Fig. 3, the shifting pixels 
between elemental images at any arbitrary reconstructed plane zd are all the same and integer 
in conventional reconstruction method. Therefore, this computational volumetric 




3.  Computational reconstruction of integral imaging with continuously 
non-uniform shifting pixels 
In integral imaging system, the number of shifting pixels for each elemental image at any 
arbitrary reconstruction plane zd is not uniform, because the actual value of shifting pixels is 
real value. However, in the computational volumetric reconstruction method, the accurate 
depth may not be estimated because the number of shifting pixels for all elemental images is 
uniformly distributed at any arbitrary reconstruction plane zd (i.e., pixilation). Thus, 
computational volumetric reconstruction in integral imaging may not obtain the accurate 
reconstructed 3D image and the depth resolution is inevitably reduced. In addition, the 
computational volumetric reconstruction has insufficient visual quality when element images 
with low resolution are used. Therefore, in this paper, we use continuously non-uniform 
shifting pixels instead of uniform shifting pixels used in computational volumetric 
reconstruction to improve the depth resolution and visual quality of the reconstructed 3D 
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where ,k ls sx yD D  denote the continuously non-uniform shifting pixels for the kth column and 
the lth row elemental image from the first elemental image (in this paper, the first upper and 





x yD D  are pixilated values of the shifting pixels for each elemental image, and Dxp0, Dyp0 
are the initial shifting pixels for the first elemental image, respectively.  
In reconstruction process, the shifting pixel means distance between the virtual pinholes on the 
reconstruction plane. To explain distance between the virtual pinholes, for example, let us 
assume that the number of pixel for each elemental image is 300 (H)´200 (V), px, py are 2 mm, 
f is 50 mm, cx, cy are 23.2 mm, 15.4mm, K, L are 5 and zd is 240 mm, respectively. To compare 
between conventional computational volumetric reconstruction and our proposed method, we 
calculate the ratio between shifting pixel values and positions of virtual pinhole array as shown 
in Fig. 4. Figure 4 illustrates a comparison of the positions of virtual pinhole array for ideal 
computational volumetric reconstruction, conventional computational volumetric 
reconstruction, and our proposed method. The black circle indicates the virtual pinholes of the 
ideal computational volumetric reconstruction, the blue square indicates the virtual pinholes of 
the conventional computational volumetric reconstruction, and the red star indicates the virtual 
pinholes of our proposed method. In conventional computational volumetric reconstruction, all 
of the shifting pixels Δxp and Δyp for elemental images are the same by Eqs. (1)-(3) at the 
reconstruction depth zd. Thus, as shown in Fig. 4, position difference of virtual pinholes 
between ideal computational volumetric reconstruction and conventional computational 
volumetric reconstruction is very large. Therefore, the reconstructed 3D image by conventional 
computational volumetric reconstruction has low depth resolution and high reconstruction error. 




 for kth the 
column and the lth row elemental image are continuously non-uniform by Eqs. (4)-(6) at the 
reconstruction depth zd. Accordingly, as shown in Fig. 4, position difference of virtual pinholes 
between ideal computational volumetric reconstruction and our proposed method is relatively 
small. It is indicated that virtual pinhole positions in our proposed method are closer to the 
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ideal computational volumetric reconstruction than conventional computational volumetric 
reconstruction. Therefore, our proposed method can obtain the enhanced depth resolution and 
the visual quality of the reconstructed 3D image. 
 
4.  Experimental results 
To evaluate the performance of our proposed method, we first implement computer simulation 
by Autodesk 3DS Max with object, an ISO 12233 test chart [19]. In this simulation, 9(H)´9(V) 
camera array are set up with identical focal length, 50mm. The pitch between two neighboring 
cameras is 2 mm in both x and y directions. The distance of the ISO 12233 test chart from the 
camera is 150 mm. The sensor size is 36 mm(H)´36 mm(V). Figure 5 shows the recorded 
elemental images. 
Figure 6 shows the reconstructed 3D images by conventional computational volumetric 
reconstruction and our proposed method. In conventional volumetric reconstruction, the 
reconstructed 3D image has very low visual quality as shown in Fig. 6(b). It indicates that the 
reconstructed 3D image has high reconstruction error. On the other hand, in our proposed 
method, the reconstructed 3D image as shown in Fig. 6(c) has a better visual quality than the 
reconstructed 3D image of conventional volumetric reconstruction. To show the visual quality 
enhancement of our proposed method, we enlarged some parts of ISO 12233 as shown in Fig. 
6(d). Thus, it can be seen that our proposed method can enhance the visual quality. 
To further verify the depth resolution and visual quality enhancement of our proposed method, 
we implement the optical experiments. In the experiment, three toy cars are used as 3D scene 
illuminating the incoherent light source as shown in Fig. 7. The distances of three objects from 
the camera are approximately 225 mm, 280 mm, and 340 mm, respectively. The “3D” character 
of the first object is located at approximately 240 mm and the “287” and “FIRE” characters of 
the second object are located at approximately 286 mm and 300 mm, respectively. And lastly, 
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the “POLICE” character of the third object is located at approximately 363 mm. Elemental 
images are captured with SAII. The focal length of the image sensor is 50 mm, and the sensor 
size is 23.2 mm(H)´15.4 mm(V). The pitch between cameras is 2 mm in both x and y directions. 
Each elemental image has 3008(H)´2000(V) pixels and the total number of elemental images 
is 16(H)´16(V). However, in this paper, we use elemental images with 300(H)´200(V) pixels 
because we need to show the improvement of both depth resolution and visual quality when 
low-resolution elemental images are used. 
Figure 8 shows the reconstructed 3D images by conventional computational volumetric 
reconstruction and our method. In the ideal computational volumetric reconstruction, focused 
parts at the actual reconstruction depth can be obtained. However, in conventional 
computational volumetric reconstruction with low-resolution elemental images, the 
reconstructed 3D images may not be generated at the correct reconstruction depth zd as shown 
in Fig. 8(a). It means that the depth resolution is low and discontinuous. On the other hand, in 
our proposed method, the reconstructed 3D images can be obtained at the correct reconstruction 
depth zd as shown in Fig. 8(b). Therefore, it can be seen that our method can improve the depth 
resolution. In addition, to compare the accuracy of the reconstructed 3D images between our 
proposed method and conventional computational volumetric reconstruction, we calculate the 
cross-correlations using phase-only filter (POF) [20]. The POF is defined as: 
( , ) exp[ ( , )]RH if a b f a b= -                      (7) 
1( , ) { ( , ) ( , )}g x y F K Hfa b a b
-=                   (8) 
where HΦ(α, β) is the complex conjugate of the phase in the spatial frequency spectrum of the 
reference images as shown in Fig. 8(c) and K(α, β) is the Fourier transform of the reconstructed 
3D images as shown in Fig. 8(a) and Fig. 8(b) (i.e., red box). g(x, y) is the cross-correlation 
between the reference images and the reconstructed 3D images. The peak sidelobe ratio (PSR) 
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can be calculated to evaluate the reconstruction accuracy. The higher the value of PSR, the 
more reconstruction accuracy can be obtained. The PSR is defined as: 
max[ ( , )] ( , )
var[ ( , )]
g x y g x yPSR
g x y
-
=                       (9) 
where g (x , y )  is the average value of cross-correlation between the reference image and the 
reconstructed 3D image, var[ ( , )]g x y  is the standard deviation of cross-correlation. Figure 9 
shows the reconstruction accuracy for both conventional computational volumetric 
reconstruction and our proposed method. 
In Fig. 9, the higher similarity between the reference image and the target of the reconstructed 
3D image, the higher PSR value can be obtained. In conventional computational volumetric 
reconstruction, the PSR values are very low and do not change continuously. It is noticed that 
the reconstructed 3D images by conventional computational volumetric reconstruction have 
very low accuracy. On the other hand, in our proposed method, the PSR values are very high 
at actual depth and vary continuously throughout the reconstruction planes. It means that the 
reconstructed 3D images by our method have much higher reconstruction accuracy than 
conventional computational volumetric reconstruction. 
Figure 10 shows the measured depths of the reconstructed 3D images by both conventional 
computational volumetric reconstruction and our proposed method. The red dotted line 
indicates the conventional computational volumetric reconstruction and the blue line indicates 
our proposed method. The measured depths by conventional computational volumetric 
reconstruction change discontinuously. On the other hand, the measured depths by our 
proposed method change continuously. It means that our proposed method can enhance the 
depth resolution of the reconstructed 3D images. Therefore, our proposed method can be used 
in many applications that require precise depth resolution such as microscopy system [21-22], 
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semiconductor inspection equipment, and so on. 
 
5.  Conclusion 
In this paper, we have proposed a new computational reconstruction technique of integral 
imaging with non-uniformly distributed and integer-valued shifting pixels. Conventional 
computational volumetric reconstruction technique has high reconstruction error and low depth 
resolution. On the other hand, our proposed method can solve these problems using non-
uniformly distributed and integer-valued shifting pixels. Since continuous shifting pixel 
difference among elemental images in our proposed method makes the reconstructed 3D image 
to be changed, the depth resolution can be improved. However, in our method, we do not 
consider the sub-pixel overlapping between adjacent elemental images on reconstruction plane 
because integer-valued shifting pixels are used. We believe that our proposed method with sub-
pixel overlapping can obtain better visual quality and depth resolution of the reconstructed 3D 
images. Therefore, in future work, we will investigate a computational volumetric 
reconstruction method considering this issue. 
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Figure Captions 
Fig. 1. Concept of conventional integral imaging system. 
Fig. 2. Synthetic aperture integral imaging (SAII). 
Fig. 3. Computational volumetric reconstruction process. 
Fig. 4. Comparison of the positions of virtual pinhole array for ideal computational 
volumetric reconstruction, conventional computational volumetric reconstruction, and 
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our proposed method. 
Fig. 5. Elemental images generated by computer graphic software such as Autodesk 3DS 
Max. 
Fig. 6. Simulation results. (a) Center-view elemental image, (b) conventional 
computational volumetric reconstruction, (c) our proposed method, and (d) enlarged 
parts of ISO 12233 for comparison of visual quality. Red, green, and blue boxes mean 
center-view elemental image, conventional computational volumetric reconstruction, 
and our proposed method, respectively. 
Fig. 7. Experimental setup of integral imaging system. 
Fig. 8. Reconstruction results. (a) Conventional computational volumetric reconstruction, 
(b) our proposed method, and (c) center-view elemental image as reference. 
Fig. 9. Peak to sidelobe ratio (PSR) via various reconstruction depths by using 
conventional computational volumetric reconstruction and our proposed method. 
Fig. 10. Measured depths by conventional computational volumetric reconstruction and 
our proposed method. 
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