A 
where ra is the ice mass per unit area, u is the horizontal ice velocity, f is the Coriolis parameter, k is a unit vector normal to the surface, ra and rw are the nonlinear air and water stresses, g is the acceleration due to gravity, H is the sea surface dynamic height, and F is the internal ice force caused by interactions between adjacent ice flows. Neglecting the inertial term for climate simulations is a reasonable approximation since it has been shown that for temporal averages of i day or longer, inertial forces are several orders of magnitude smaller than other forces acting on the ice pack [Harder, 1996; Steele et al., 1997] . (Some climate models use a time step much shorter than a day for sea ice dynamics. However, this is due to numerical reasons and is not intended to resolve all high-frequency processes, such as tidal and inertial motion. In particular, the ice-ocean drag parameterization given below is only applicable if these high-frequency oscillations are filtered out [Geiger et al., 1998 ].)
The air-and water-drag stresses are obtained from 
where ( and r• are nonlinear bulk and shear viscosities depending on strain rate •, 5ij is the Kronecker symbol, and the pressure term P is a function of ice thickness characteristics and the strain rate.
There are two modifications of the original formulation by Hibler [1979] . The viscosities are related to the strain rates such that the stress state lies on a truncated elliptical plastic yield curve, which is constrained to lie within the third quadrant of principle stress space
(Figure 2). The basic idea of the truncated ellipse is to
reduce the shear viscosity in such a way that the maximum shear stress is reduced to prevent any tensile stress [Hibler and $chulson, 1997, appendix] . This modified yield curve takes into account the mathematical instability addressed by Gray and Killworth [1995] .
The second alteration pertains to the treatment of the creep closure scheme. In Hibler's original scheme the viscosities take on some maximum value when the strain rates become small enough, which yields a stress state inside the plastic yield curve (viscous regime). In the case of an elliptical yield curve these stress states lie on ellipses concentric about the center of the ellipse. is small compared with A(k) in the case of typical deformation rates. The eccentricity e of the elliptical yield curve is taken to be 2 in all simulations [Hibler, 1979] . The ice strength is parameterized as Pp -P*hexp{-20(1 -A)), where P* is a strength parameter (N m-2), h is the mean ice thickness (m), and A is ice compactness. P* essentially determines the magnitude of ice strength and is used to optimize the ice drift statistics (section 2.4). 
This has the disadvantage that in the absence of any deformation there is a pressure that tends to cause divergent ice drift. A closure scheme that avoids this drawback, the so-called replacement closure, is to take the pressure to depend on the deformation rate in such a way that the creep stress states lie on geometrically similiar curves that all go through the origin of the principle stress space (Figure 2) 
The compressive strength parameterization Pp is the same as in the viscous-plastic model (equation (10) This scheme starts with the free-drift solution of equation (1), that is, the internal ice forces F are set to zero. The main problem of a pure free-drift model is that the neglect of internal ice forces causes exessive ice thickness buildup in regions with mainly convergent deformation (e.g., north of the Canadian archipelago). To supress this effect, a subsequent correction step for the volocities is applied. All velocity components are set to zero where (1) the ice thickness exceeds a critical ice thickness hmax and (2) the ice would be advected from thinner to thicker ice conditions. This approach is derived from the model of Bryan [1969] .
Thermodynamics
For the comparison of the different dynamic schemes all models use the same thermodynamic formulation and parameterization similar to Hibler [1979] . Thermodynamics is kept simple for these dynamics studies but still provides for a reasonable seasonal cycle of the ice thickness. The important point here is that all dynamics schemes are forced with identical thermodynamic formulations. An intercomparison of different thermodynamic schemes is beyond the scope of this study but has been done, for example, by Fichelet and Morales Maqueda [1997] .
The continuity equations for the three prognostic variables ice thickness h, snow thickness hs, and ice concentration A can be written as 
Grid Configuration and Forcing
All models use the same grid configuration, land boundaries, and forcing fields. The prognostic equations are solved on a rotated spherical grid (with the model pole at 0øN 60ø0 in the Indian Ocean and the model equator along the 30øW meridian) with a resolution of 1 ø x 1 ø for the whole Arctic (Figure 3) we use a simpler, iterative scheme for the optimization, which could be easily repeated with other, possibly coupled models. In a first step the ratios of air and water drag coefticients Ca/Cw (equations (2) and (3)) are optimized for all models. The ca/cw is an important parameter for determining the mean drift speed in the simulations [Harder and Fischer, 1999; Gei9er et al., 1998 ]. For higher ratios the air drag increases, which speeds up the model ice drift. We start our optimization with the ratio Ca/Cw considered as the "most basic" dynamics parameter because the drag coefficients influence the ice drift in all regions during all seasons. In contrast, the ice strength parameter/>* has a strong impact only in areas of thick, compact ice pack, whereas its influence Table 1 .
The free-drift model with correction and the compressible NewtonJan fluid have unrealistically low drift speeds. It was felt that it would not make sense to compensate this error with an unrealistically high ratio of drag coefficients. Therefore the ratios are limited to a maximum value of 0.6 for these investigations ( Table 1 A question is whether the optimization with regard to monthly drift speeds provides also realistic mean drift speeds on other timescales. Therefore a comparison of drift speed was carried out for continuously increasing averaging periods of drift velocities ( Figure 5 ). As expected, the total mean drift speed decreases with increasing averaging period [Harder and Fischer, 1999 ]. This is due to a high temporal variability of the direction of wind forcing, which tends to cancel out over larger averaging times. The mean drift speeds for the VPM and the CFM are optimized almost perfectly for timescales up to 50 days. The CNF and the FDC underestimate the mean drift speed despite using the highest tolerated ratio of drag coefficients (Table 1 ). The optimization is nearly independent of the timescale. This means that drift speed in climate models could be optimized by daily means also.
Besides the atmospheric and oceanic forcing the internal ice forces have a great impact on sea ice drift. This impact is determined by the rheology scheme and the strength parameterization (equation (10) [Moritz, 1990] . Figure 6 gives an overview of the locations where ice thickness data are obtained.
2 . Spatial Pattern of Ice Thickness
The All correlation values for the winter data are on a relatively low level. One reason is that the models are not able to predict the slight negative trend in the observed extent time series (-0.03 x 10 • km2/yr). This is presumably due to the climatological oceanic heat forcing that contains no interannual variability or trend. Altogether, the winter sea ice extent reveals only small differences between the sea ice rheologies. In contrast, the summer sea ice extent is significantly influenced by the different rheology approaches and should be considered for investigations on sea ice dynamics.
Ice Drift
The sea ice cover is generally in motion. More than 70% of the short-term variance of the ice velocity is explained by atmospheric forcing, whereas long-term drift patterns reflect roughly equal contributions by winds and surface currents [Thorndike and Colony, 1982] .
In addition to the atmospheric and oceanic forcing, internal ice stresses have a marked impact on the ice drift within about 400 km near the coasts [Thorndike and Colony, 1982] . In extreme cases the sea ice is attached to the shoreline by strong internal ice stresses forcing the pack to block up and stand still (so-called landfast ice). This slowdown is strongest in wintertime where the ice cover is most compact and internal forces are largest. In summer, the opening of leads decreases the interactions between ice flows, and therefore the in- cause of the large number of data, differences between the models are statistically highly significant. Progression of the correlation coefficients with increasing averaging period is prominent for all models (Figure 15 ). There is an abrupt rise in all curves for averaging periods longer than a few days. This is caused by the fact that both observation data and forcing fields have highest errors for short timescales. The error of the buoy data depends on the quality of the location measurement. For longer drift periods the distances between start and end points of the trajectories increase, and therefore the relative location errors decrease [e.g., Harder and Fischer, 1999] . The quality of the SSM/Iderived drift fields increases also for longer time periods because outliers of the tracking algorithm get smoothed through averaging.
The comparison between the models shows distinct differences. The VPM yields the best results for all averaging periods. In contrast, the FDC has the lowest correlation coefficients in all cases. An interesting behavior can be seen for the CFM in comparison with buoy drift (Figure 15) . While all other models show increasing correlation coefficients with increasing averaging periods, the CFM reaches a maximum after about 10 days and falls behind the CNF for time periods longer than a few days. The absence of shear strength reduces the quality of results, especially on longer timescales. This shows how the evaluation of sea ice theology schemes depends on the timescale over which the velocities are averaged. The speed distributions for the drifting buoys are all characterized by a distinctive peak near the origin, indicating a large fraction of drift speeds below i cm s -•, which we call "stoppage" (Figures 16 and 17) . This fraction of drift speeds between zero and i cm s -• varies markedly with the season (Figure 16 ). In winter, when the ice cover is most compact, the ice drift speed is below I cm s -• for nearly 20% of the days. The fraction of drift stoppage decreases in the second quarter of the year and falls to 5% in summer. The ice cover in summer is influenced by melting processes leading to a loose ice pack with a large lead fraction. Therefore the interaction between the individual ice flows and the internal ice stresses are much weaker than in wintertime.
Results
Internal ice forces are then less able to slow down the ice drift. In fall the ice cover begins to close up, leading to a perceptible reduction of drift speeds due to increasing internal ice forces.
There are pronounced differences between the models in the hierarchy. The VPM shows a marked seasonal cycle in drift speed stoppage similar to the observations. However, the fraction of drift speeds smaller than I cm s -1 is underestimated in winter and slightly overestimated in summer.
In contrast to the VPM the CFM shows significant systematic differences compared with the observations. The CFM predicts much too small a seasonal cycle of drift stoppage and is not able to reproduce the large amount of small drift speeds. This is the main drawback of this rheology. Because of the neglect of shear strength the CFM is not able to simulate the slowing down of ice drift caused by internal shear stresses. The differences between the CFM and the observed speed distributions reveal the large impact of shear forces on the large-scale ice drift.
The CNF also simulates a very weak seasonal cycle of drift stoppage and underestimates the slow drift velocities in winter and spring systematically. Although the CNF incorporates shear strength, it is not able to force the sea ice to drift stoppage. This is due to the constant viscosities of the CNF. These are in contrast to the VPM, where the viscosities depend highly nonlinearly on the deformation rate. (Figure  15 ). Therefore comparisons should be made for both short (e.g., daily) and longer (e.g., monthly) timescales. Overall, the viscous-plastic rheology approach yields the most realistic simulation results within our tested model hierarchy. It is capable of reproducing the major sea ice properties such as spatial pattern of ice thickness, largescale ice drift, and ice export through Fram Strait. Of course, the four models in our hierarchy cover only a selection of the full range of sea ice models currently in use. There is ongoing development of sea ice models with a variety of yield curves and ice-strength parameterizations, faster or more accurate numerics, etc., which could (and should) be tested by similar means. The computer time for any sea ice scheme in the present coupled simulations is minor compared to the oceanic and atmospheric components and should no longer be an argument against implementing realistic sea ice components in coupled models.
