Application of artificial intelligence (AI) approaches in eco-environmental modeling has gradually increased for the last decade. Comprehensive understanding and evaluation on the applicability of this approach to eco-environmental modeling are needed. In this study, we reviewed the previous studies that used AI-techniques in eco-environmental modeling. Decision Tree (DT) and Artificial Neural Network (ANN) were found to be major AI algorithms preferred by researchers in ecological and environmental modeling areas. When the effect of the size of training data on model prediction accuracy was explored using the data from the previous studies, the prediction accuracy and the size of training data showed nonlinear correlation, which was best-described by hyperbolic saturation function among the tested nonlinear functions including power and logarithmic functions. The hyperbolic saturation equations were proposed to be used as a guideline for optimizing the size of training data set, which is critically important in designing the field experiments required for training AI-based eco-environmental modeling.
Introduction 1
As disturbances and damages on eco-environmental systems by human activities become severe and widespread, conservation and restoration of the vital systems are growing concerns in sustainable development as well as environmental policy. This seems to be a global trend in these days. In making decision on sustainable development planning, basic eco-environmental information is required. Such basic eco-environmental information includes the diversity, abundance and distribution of biota as well as environmental quality. 1) Particularly, to examine whether a construction planning is eco-environmentally sound, such eco-environmental information is needed to be linked with geographic information as a form of maps. Because of these reasons, the needs for the acquisition and appropriate application of eco-environmental information are being increased.
The environment is a complex and dynamic system so that we have no simple sets of rules for describing that system at this time point. Also, it is impractical and inefficient approach that a lot of studies on eco-environmental problems and issues depend † Corresponding author E-mail: parkj@yonsei.ac.kr Tel: +82-2-2123-5798, Fax: +82-2-312-5798 only on field measurement or experimentation.
2) Moreover, it is time-consuming and expensive work. Researchers have a variety of tools for collecting and analyzing data, but relatively few tools that facilitate eco-environmental reasoning and prediction. 3) For these reasons, mathematical models and computer simulations began to be used as the appropriate means to get more insight.
2) However, modelling of the eco-environmental systems using deterministic approach is often limited because such approach requires huge amounts of data for modeling ecological and environmental systems with natures of high complexity and nonlinearity. It may be more reasonable to use empirical approach to modeling of eco-environmental systems.
The fast-growing tremendous amount of data, collected and stored in large and numerous databases, has far exceeded our human ability for comprehension without powerful data analysis tools. That has described as a 'data rich but information poor' situation. 4) Consequently, important decisions are often made based not on the information-rich data stored in databases but rather on a decision maker's intuition. The major reason that data mining has attracted a great deal of attention in recent years is due to the wide availability of huge amounts of data and the imminent need for turning such data into useful information and knowledge. 4) With the development of computer and information technology, data mining has became more popular due to its strong ability to predict unknown information using a training data set of previously-known information from a system of interest. 5, 6) Data mining is a process of querying and extracting useful information, patterns, and trends often previously unknown from large quantities of existing data. 7) In data mining approach, particularly, artificial intelligence (AI) techniques (e.g., decision tree, artificial neural network, genetic algorithm, support vector machine, case-based reasoning and so far) facilitate ecological and environmental reasoning. The most immediate impact of AI technologies will be on the way of researchers to organize, develop, and implement models. 3) Although the AI-based data mining methods were developed in the fields of statistics, computer science, and engineering, the experts of business administration, economics and information technology seem to be the major groups to apply these methods in aids in their decision making processes. 8) In these days, AI algorithms and their applications are considered as well-established tools in medical, pharmaceutical, and biological research areas as well. However, only a limited number of AI-applications were reported in eco-environmental field at the early 1990s. [9] [10] [11] [12] [13] In this study, we attempted to survey the current uses of AI in ecological and environmental modeling, with special emphases on examining in which AI algorithms were mainly used in various environmental and ecological research areas. In addition, to propose a guideline for designing the size of training data set for ecological and environmental AI-modeling, prediction accuracy in response to size of training data set was investigated using the available data from literature. Nonlinear correlation equations were proposed to describe the relationship between model accuracy and the size of training data set. In this work, the statistical analysis was conducted only with supervised algorithms since measured target values are needed in training ANN and DT algorithms.
AI-technologies in Data Mining Approach

Basic Principles
Data mining has been defined as 'the process of discovering meaningful new correlations, patterns, and trends by sifting through large amounts of data stored in repositories and by using pattern recognition technologies as well as statistical and mathematical technique. 14) Data mining involves an integration of techniques from multiple disciplines such as statistics, database technology, pattern recognition, machine learning, and other areas 15) and also has contribution from many other technologies. One such technology is machine learning (algorithms that improve their performance automatically through experience). Machine learning has roots in artificial intelligence, popularly known as AI. 7) AI is a branch of computer science that is principally concerned with using computational models to understand how human think and behave. 16 ) AI-technologies have played a major role in data mining and may provide the high speed, computational tools and techniques.
3) Various AI techniques are used for association, estimation, classification, prediction and segmentation, yet each AI technique has its distinct strength and Fig. 1 . AI-techniques in a simplex of three major data mining tasks. 18) high performance in specific fields. For instance, Moustakis et al. 17) identified three major tasks (factors): (i) knowledge engineering task -acquisition of expert knowledge and its refinement to gain additional knowledge (e.g. mining of such deductive databases by inductive logic programming); (ii) problem solving (e.g. scheduling, optimization, etc.); (iii) classification and prediction, the association of these techniques when viewed in terms of the simplex these factors, as remapped by Adriaans & Zantinge, 18) displayed in Fig. 1 . More techniques could be added in Fig. 1 . Several powerful and popular AI-based data mining techniques, such as decision tree, artificial neural network and so far, are described in following sub sections.
Decision Tree
Decision tree (DT) is a powerful and popular tool for classification and prediction. DT is a non-parametric modelling approach, which consists of recursive partitions of the multidimensional space defined by the predictors into groups that are as homogenous as possible in term of the response. 11, 19) The result of the analysis is a binary hierarchy structure called a decision tree with branches and leaves that contains the rules to predict the new cases. 6, 19) (Fig. 2 ) DT has many advantages over other model approaches. 7, 11) Namely, (1) it has no strict assumption for the distribution of the target variable. For DT analysis, various algorithms, such as CHAID 21) , CART, 19) and C4.5 22) have been proposed. In recent, improved algorithms with combining their merits are introduced and commercialized by researchers and software. 
Artificial Neural Network
Artificial neural network (ANN) is an AI-technique that attempts to mimic the human brain's problem solving capabilities. 23) ANN model share the human brains capacity to learn from repeated number of inputs, by adjusting the weights that are assigned to the neurons (Fig. 3 ). ANNs are capable of self-organization and learning; patterns and concepts can be extracted directly from historical data. 24) ANNs have recently become the focus of much attention, largely because of their wide range of applicability and the case with which they can treat complicated problems. These make powerful tools for models, especially when the underlying data relationships are previously unknown or complex nonlinear even if the data are imprecise and noisy. 9) In general, ANNs can be applied to the following types of problems: pattern classification, clustering and categorization, function approximation, prediction and forecasting, optimization, associative memory, and process control. 25) ANN technique holds many advantages over conventional modelling methods. With respect to data processing, the type of relationship between the input and output data is determined purely from the information presented, with no presumptions from the network. 26) In addition, it is fault-tolerant both in model development and in subsequent applications; discontinuities in the data, different levels of data precision, noise, and data scatter are easily accommodated.
27) It is also extremely fast and flexible; advances in computing power have minimized the time required to develop models, as well as the time required to retrain models to incorporate new data and to reflect process modifications. 24) With respect to the disadvantages of the ANN modelling technique, many researchers consider the developed models to be "black-box" models, as ANNs do not yield explicit rules. 14, 26) This is the biggest criticism directed at ANNs. In addition, little is known about the applicability of the models to data that lie outside the domain on which the models were trained. No set protocol for developing ANN models exists; each modeler may incorporate different modelling techniques. Finally, it is data intensive and is best suited to problems where large data sets exist. 28) Thus ANN is good choice for most classification and prediction tasks when results of the model are more important than understanding how the model works. 14) A variety of ANN algorithms have been proposed. At present, two popular ANN algorithms are (1) multi-layer feed-forward neural networks trained by backpropagation algorithm, i.e. backpropagation network (BPN), and (2) Kohonen self-organizing mapping, i.e. Kohonen network (SOM). The BPN is most often used, but other algorithms have also gained popularity.
9) The choice of ANN algorithm depends on the nature of the problem to be solved.
Other AI-techniques
Besides decision tree and artificial neural network, AI techniques that recently have received considerable attention are genetic algorithm, support vector machine, case based reasoning.
Support vector machine (SVM) is a computer algorithm that can perform pattern recognition tasks and has its roots in statistical learning theory by Vapnik. 29) This technique has shown promising empirical results in many practical applications, from handwritten digit recognition to text categorization. 8) SVM has also been successfully applied to an increasingly wide variety of biological applications. A common biomedical application of SVM is the automatic classification of microarray gene expression profiles. 30) In addition, SVM works very well with highdimensional data and avoids the curse of dimensionality problem. Another unique aspect of this approach is that it represents the decision boundary using a subset of the training samples, known as the support vectors. 8) Genetic algorithm (GA) is a stochastic optimization technique first proposed and investigated by Holland 31) and a search algorithm based on the 'survival of the fittest' among string structure.
32) They applied the idea from biology research to guide the search to an optimal solution.
33) The general idea was to maintain an artificial ecosystem, consisting of a population of chromosomes. GA is particularly suitable for multi-parameter optimization problems with an objective function subject to numerous hard and soft constraints. It performs the search process in four stages: initializations, selection, crossover, and mutation. 33, 34) Case-based reasoning (CBR) is a problem solving technique that reuses past, similar cases to find solutions to problems.
35) It provides a solution to a new problem or situation case by referencing a case base (library of stored old cases). It mirrors the problem-solving approaches taken by human beings who solve current problems using past experiences. CBR just refers to specific knowledge of previously experienced situations while most artificial intelligence approaches depends on general knowledge of a problem domain. Thus, there is no possibility for overfitting.
36-38)
The Current Uses of AI in Eco-environmental Modelling
We aimed at providing an overview on the range of the current uses of AI in eco-environmental modeling. The previously reported studies applying AI-techniques to eco-environmental modelling were reviewed. As most of the previous studies reviewed were conducted between mid-1990s and present, just a decade has passed since use of AI algorithms began to be activated in eco-environmental modelling. We summarized the representative studies into 2 categories: ecological applications (Table 1 ) and environmental applications ( Table 2) .
As described in ecological applications (Table 1) , we divided the subjects of ecological applications into plant, animal, and microbial ecology. The studies on plant ecology were mostly intended for modelling distribution and abundance of tree species. For the studies on animal ecology, the subjects of application were limited at aquatic invertebrate, fish, aquatic insect, and plankton. There were no studies targeting macro-size animals like mammals, amphibians, and reptiles. It may be the reason that acquisition of field-measured data for macro-size animals is not easy due to their highly mobile and dynamic nature. Regarding AI application in microbial ecology, a very limited number of studies were previously reported. 52, 60, 61) They proposed model framework for applying AI (DT models) for predicting soil microbial diversity in a Korean forest area. Because sampling of microorganisms might be relatively easy compared with animals' cases and the development of modern molecular tools facilitates rapid and quantitative analysis from field samples, 62, 63) AI-based data mining approach may be highly applicable in microbial ecology studies.
In the current uses of AI in ecological modeling, DT was preferred for plant ecology while ANN was preferred for animal ecology. In the case of microbial ecology, it is difficult to make any generalization since the previously reported studies were from a single case (e.g., a Korean forest area). The rationale of choice of AI algorithm was not well described in the literature. The preference in AI algorithm probably resulted from manneristic choice of researchers rather than based upon algorithm's nature. Nevertheless, the studies for animal ecology seem to have a rationale for choosing ANN rather than DT. According to comparative analysis for training set size and number of input variables, ANN models were used with less number of training samples and input variables than those of DT models. 64, 65) Probably, the previous researchers considered that ANN may be more efficient for modeling animal ecology, in which a greater size of training data set may be required for modeling its more mobile and dynamic features.
As described in environmental applications (Table 2) , a wide range of research areas including greenhouse climate, landscape and water quality were covered by the current AI applications.
Applications on water quality were dominant and its preferred algorithm was ANN in environmental studies. The model accuracies of environmental studies tend to be slightly high in comparison with those of ecological studies. Generally, abiotic environmental factors are easier to accurately and precisely measure in field conditions than ecological factors. This may explain the differences of the accuracies among ecological and environmental studies. Generalization of these findings should be carefully considered since this survey was carried out with a fairly limited number of previous studies. Nevertheless, these findings provided a rough guideline for selecting an algorithm in AI-based modeling of ecological and environmental phenomena.
Model Prediction Accuracy in Response to the Size of Training Data Set
Model accuracy is a permanent challenge to eco-environmental modelling.
66) The model accuracy is influenced by lots of factors such as kind of model and algorithm, data quality, training set size, data partitioning ratio, number of input variables, and so forth. Researchers have reported that training set characteristics, especially overall size in terms of the number of training samples, have a major effect on the model performance. 27, 67, 68) The results of investigations on relationship between model accuracy and training set size show that the model accuracy tends to improve as the training set size is enlarged. For instance, Foody et al. 65) assessed the effect of variations in the training set size on the classification accuracy of remotely sensed data sets by an artificial neural network. The results indicated that the accuracy increased significantly as a result of increasing the number of training cases. Pal et al. 20) using a decision tree model for land cover classification, also showed the accuracy of a decision tree model improves as the training set size is increased. Besides of these, there are some other studies 27, 69, 70) which showed similar trends as mentioned above. However, very little is known about quantitative information on a minimal size of training data set to satisfy the target accuracy.
To gain such information, a good correlation between model accuracy and the size of training data set has yet to be sought for. For this purpose, a set of data for DT model accuracy in response to a size of training data set was obtained from Pal et al., 20) and four equations (linear, hyperbolic saturation, logarithmic and power) were tested using regression analysis with the data points (Figure 4) .
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Where In results, all the tested equations except the linear equation were well-fitted. This indicates that nonlinear equations are Fig. 4 . Regression analysis of model accuracy and the size of training data for DT application. The data points were obtained from Pal et al. 20) good at describing the correlation between model accuracy and the size of training data set. Among the tested nonlinear equations, the hyperbolic saturation equation (R 2 = 0.965) was the most suitable for describing the effect of training set size on accuracy (Table 3 ). In the hyperbolic saturation equation, the value of coefficient c means that the estimated maximal accuracy is 0.866. Power and logarithmic equations showed underestimated values when model accuracy values are below 0.84. In this range of accuracy, the power and logarithmic model predictions showed lower values than hyperbolic saturation model predictions. When the values of accuracy are higher than 0.84, the hyperbolic saturation model predictions showed lower values than the power and logarithmic model predictions. These findings were supported by the results from the following nonlinear regression analysis (data not shown) in which the same nonlinear equations were tested with the literature data points from the eco-environmental studies using DT (Table 1 and 2).
To explore the effect of the size of training data set on ANN model accuracy, a set of data for ANN model accuracy in response to a size of training data set was obtained from previous eco-environmental modeling studies (Table 1 and 2), and four equations (linear, hyperbolic saturation, logarithmic and power) were also tested using regression analysis with the data points ( Figure 5 ). Among the ANN studies listed in Table 1 and 2, some did not provide information on sampling size, external validation results, etc. These data were excluded when performing regression analysis with the different four equations. All the tested equations except the linear equation were well-fitted. This indicates that nonlinear equations are good at describing the correlation between ANN model accuracy and the size of training data set. Among the tested nonlinear equations, the hyperbolic saturation equation (R 2 = 0.987) was the most suitable for describing the effect of training set size on accuracy (Table 3) .
The hyperbolic saturation equation was able to well capture the curve trend. Power and logarithmic equations showed underestimated values when model accuracy values are below 0.95. In this range of accuracy, the power and logarithmic model predictions showed lower values than hyperbolic saturation model predictions. When the values of accuracy are higher than 0.95, the hyperbolic saturation model predictions showed lower values than the power and logarithmic model predictions. These findings are similar to those observed in DT accuracy in response to the size of training data set.
Also, the results showed that all nonlinear model functions except the linear model were well-fitted and the hyperbolic saturation model (R 2 = 0.987) was the best for describing the effect of training set size on accuracy (Table 3 ). In a hyperbolic saturation function, the c and d coefficient values indicate (i) its maximal accuracy and (ii) the size of training data set for satisfying 50% of its corresponding c value, respectively. The c value for ANN (1.019 ± 0.055) is closer to a perfect accuracy (i.e., 1.0) than that for DT (0.8675 ± 0.0107). The d value for ANN (6.115 ± 1.824) is higher than that for DT (1.858 ± 0.436). These results suggest that ANN can achieve better accuracy when a larger size of training data set while DT can achieve better accuracy when a smaller size of training data set. Model simulation with the estimated c and d values was performed in the range of target accuracy between 0.50 and 0.95 because model accuracy below 0.50 dose not have practical meaning (Table 4) . According to this simulation, ANN requires smaller sizes of samplings for satisfying the similar level of target accuracy.
Conclusion
The AI-based data mining obviously provides an attractive alternative approach for analyzing eco-environmental data and for modelling due to their specific features, such as non-linearity, adaptivity (i.e., learning from examples), and generalization. Also, it can reasonably simplify the complex eco-environmental systems with low measuring and computing effort but considerable accuracy. In this study, we reviewed the previous studies that used AI-techniques in eco-environmental modelling for examining the scope of such applications and which AI algorithms were mainly used. Representative studies were summarized into 2 categories: ecological applications and environmental applications. According to the results, DT and ANN were found to be major AI algorithms preferred by researchers in eco-environmental modelling areas. This preference in AI algorithms probably resulted from manneristic choice of researchers rather than based upon discriminated features of algorithms. This work improves our understanding of the current status and trend of AI-applications in eco-environmental modeling.
In addition, this review study allowed us to explore the statistical correlation between model prediction accuracy and the size of training data set. According to the statistical analysis, the prediction accuracy and the size of training data showed nonlinear correlation, and such correlations for DT and ANN were found to be well-described by the hyperbolic saturation equations. For training AI-based eco-environmental modeling, sampling from field works is required, and optimizing the size of field sampling is critically important. Because of this reason, the findings from this work will be used a guideline in design of an optimal size of field sampling for training AI-based eco-environmental modeling.
