A theoretical analysis for comparing two linear dimensionality reduction (LDR) techniques, namely Fisher's discriminant (FD) and Loog-Duin (LD) dimensionality reduciton, is presented. The necessary and sufficient conditions for which FD and LD provide the same linear transformation are discussed and proved. To derive these conditions, it is first shown that the two criteria preserve the same maximum value after a diagonalization process is applied, and then the necessary and sufficient conditions for various cases, including coincident covariance matrices, coincident prior probabilities, and for when one of the covariances is the identity matrix. A measure for comparing the two criteria is derived from the necessary and sufficient conditions, and used to empirically show that the conditions are statistically related to the classification error for a post-processing quadratic classifier and the Chernoff distance in the transformed space.
Introduction
Linear classifiers have been widely used in pattern recognition due to their simplicity and processing speed. Various schemes that lead to linear classification have been proposed, including the well known Fisher's discriminant (FD) approach [5, 20] , the perceptron algorithm (the basis of the back propagation neural network learning algorithms) [7, 11, 14, 15] , piecewise recognition models [12] , random search optimization [13] , removal classification structures [1] , adaptive linear dimensionality reduction [10] (which outperforms Fisher's classifier for some data sets), linear constrained distancebased classifier analysis [4] (an improvement to Fisher's approach designed for hyperspectral image classification), and recursive Fisher's discriminant [3] . Rueda et al. [18, 19] have shown that the optimal classifier between two normally distributed classes can be linear even when the covariance matrices are not equal. In [16] , a new approach to selecting the best hyperplane classifier (BHC), which is obtained from the optimal pairwise linear classifier, has been introduced.
A generalization of linear classification can be seen as the process of linear dimensionality reduction (LDR), which aims to reduce high-dimensional data to a lower dimension in such a way that the classification of the new data is more tractable, and can still be done efficiently. In this paper, we consider the traditional two-class case, and assume that we are dealing with two classes, ω 1 and ω 2 , which are represented by two normally distributed n-dimensional random vectors, x 1 ∼ N (m 1 , S 1 ) and x 2 ∼ N (m 2 , S 2 ), and whose a priori probabilities are p 1 and p 2 respectively. The aim is to linearly transform x 1 and x 2 into new normally distributed random vectors y 1 and y 2 of dimension d, d < n, using a matrix A of order d × n, in such a way that the classification error in the transformed space is as small as possible.
A typical approach to reduce the dimension of the data is principal component analysis (PCA) [5, 20, 21] , but it better applies to unsupervised learning problems, since it takes the whole data as a "single" class, losing the discriminability power of labeled data. We consider two well-known LDR techniques, Fisher's discriminant (FD), and Loog-Duin (LD) dimensionality reduction, and theoretically analyze their common aspects. Let
t be the within-class and between-class scatter matrices respectively. The FD criterion consists of maximizing the distance between the transformed distributions by finding A that maximizes the following function [5] :
The matrix A that maximizes (1) is obtained by finding the eigenvalue decomposition of:
and taking the d eigenvectors whose eigenvalues are the largest ones. Since the eigenvalue decomposition of the matrix (2) leads to only one non-zero eigenvalue,
, whose eigenvector is given by (m 1 − m 2 ), we can only reduce to dimension d = 1.
Loog and Duin have recently proposed a new LDR technique for normally distributed classes [8] , namely LD, which takes the Chernoff distance in the original space into consideration to minimize the error rate in the transformed space. They consider the concept of directed distance matrices, and a linear transformation in the original space, to finally generalize Fisher's criterion in the transformed space by substituting the within-class scatter matrix for the corresponding directed distance matrix. The LD criterion consists of obtaining the matrix A that maximizes the function [9] :
The solution to this criterion is given by the matrix A that is composed of the d eigenvectors (whose eigenvalues are maximum) of the following matrix:
In [2] , it has been empirically shown that LD outperforms FD in many cases when coupling the LDR technique with a quadratic (Bayesian) classifier in the one dimensional space, namely when the optimal classifier under the assumption of normally distributed classes. As opposed to this, for the linear classifier, FD performs better than LD. In this paper, we derive the necessary and sufficient conditions for which both criteria FD and LD yield the same linear transformation. We also show empirically that the theoretical analysis is related to the probability of error obtained by coupling the LDR technique with quadratic and linear classifiers in the one-dimensional space.
Theoretical Comparison
Prior to deriving the necessary and sufficient conditions for which FD and LD produce the same linear dimensionality reduction transformation, we show that the maximum for both criteria can be preserved after a simultaneous diagonalization process is applied. We see afterwards that diagonalization allows to simplify the derivations and understanding the conditions. The following lemma shows that if simultaneous diagonalization is applied, the maximum for the FD criterion is preserved. (1) and
The proof of this lemma is accomplished by considering the the following linear transformation:
1 (x − m 1 ). Then, the transformed random vectors have the following parameters:
1 )), and so the maximum values are the same. The complete proof can be found in the unabridged version of this paper [17] .
In the following two axioms we prove that the maximum for the LD criterion is the same for any parameters of the normal distribution, and for the corresponding parameters after diagonalization. Although the maximum for both cases coincide, we do not provide the linear transformation that relates the transformation matrix in both cases, before and after diagonalization. This is quite intricate and remains an open problem that we are currently investigating. 
with
The proof of this lemma follows by observing that the eigenvalues of a matrix of the form B w . Also, it is easy to see that the eigenvalues of D
W coincide. The proof is accomplished by proving that tr{S LD } = tr{D LD }, after showing that tr{S} = tr{D}, where:
and
The complete proof can be found in [17] . 
Proving this result for d = n, follows by using Lemma 2, which states that tr{S LD } = tr{D LD }. It can be shown that tr
= tr{D LD }, and hence using the same reasoning, this can be shown for tr{S LD }. For d < n, although tr{S LD } = tr{D LD }, it does not easily follow that the d (d < n) eigenvalues of S LD and D LD are the same. This has been verified numerically 3 , but formally proving it remains an open problem. The complete sketch of proof can be found in [17] . 3 Proving this formally is not trivial, since one needs to find a linear transformation of the matrix A from the original to the diagonalized space. However the underlying expressions contain non-linear functions such as, log and powers of 1 2 .
Note that even if we would have shown that the eigenvalues of D W and S W are the same, this does not imply that the eigenvectors are coincident too. This can be easily seen as follows. Let D be any diagonal, non-singular matrix of order n × n, and S = F −1 DF any non-singular matrix of order n × n, where F = I is an arbitrary non-singular matrix of order n × n. Clearly, the eigenvalues of S can be obtained by means of the decomposition FSF −1 , resulting in D. Then, the eigenvalues of S and D are the same; however, the corresponding eigenvectors are given by F and I. For this reason, showing that the eigenvectors of S LD and D LD (whose eigenvalues are the largest) are given by A and AC respectively, where C is an arbitrary transformation matrix, is an interesting problem in the sense that it would allow to find the solution in the "diagonalized" space, allowing to transform the matrix A back to the "original" space. This is a problem that we are currently investigating.
We now formalize the necessary and sufficient conditions for which the two LDR methods we study, FD and LD, produce the same linear transformation. 
The proof of this theorem is accomplished by finding the conditions for which J F (A) = J LD (A) holds if and only if:
where 0 is a zero matrix of order n × n. Using Lemma 1 and Conjecture 1, it is always possible to obtain the same result for both criteria). We ensure, in this way, that S 1 = diag(λ 1i ) and S 2 = diag(λ 2i ). For the two LDR criteria to coincide the following must hold:
which can be written in a matrix-form-like manner as in (10) . The complete proof of this theorem can be found in [17] . The following results show the necessary and sufficient conditions for various cases, including coincident covariance matrices, coincident prior probabilities, and for when one of the covariances is the identity matrix. The complete proofs of the corollaries can be found in [17] . 
Note that the formulas we found, although are the necessary and sufficient conditions for the coincidence of both criteria, can also be used to evaluate the "similarity" between the classifiers used after the transformation. Also, this kind of analysis can be done using the parameters of the distributions without transforming the data onto the new "diagonalized" space, as it is required by Lemma 1 and Conjecture 1. As a measure for this similarity, and assuming that the underlying covariance matrices are given by I and Λ = diag(λ 1 , . . . , λ n ) respectively, we can use the condition given in (13) , and average over all the n dimensions as follows:
In the following section, we utilize this measure to empirically compare the result of the two LDR techniques when coupled with either of two classifiers, linear or quadratic.
Empirical Results
The tests involve ten different datasets of dimensions n = 10, 20, . . . , 100 each with two randomly generated normally distributed classes. The underlying parameters of the distributions were generated as follows. Each element of the means, m 1 and m 2 , was generated by following distributions U[0, b/n] and U[b/n, 2b/n], where b was set to 10. Dividing by n makes sure that the classification task is not easier when increasing the dimension. The eigenvalues of the covariances, S 1 and S 2 , were randomly generated as U[0, b], and the corresponding eigenvectors from a random matrix in U(0, b/n) followed by a QR decomposition, taking the orthogonal matrix Q. This ensures that the covariances are positive and definite. A linear transformation using S 1 . After all the transformations, the underlying covariance matrices resulted in I and Λ 2 . We also randomly generated p 1 as a U[0.3, 0.7] and assigned p 2 = 1 − p 1 . We trained two LDR techniques, FD and LD, using these parameters, and for each dataset we generated 10,000 samples for testing purposes. After a linear transformation to dimension d = 1 is performed we have tested two classifiers: the linear (L) classifier, which is obtained by averaging the covariances matrices in the transformed space, and the quadratic (Q) classifier which is the one that minimizes the error rate assuming that the parameters in the transformed data are given by Am i and AS i A t .
The classification error for FD and LD and the corresponding values of δ are shown in Table 1 . The second and third columns contain the classification error for FD and LD coupled with a quadrtic (Q) classifier, and the fourth column the difference (in absolute value) between the two errors. The fifth, sixth and seventh columns represent the same but for the linear (L) classifier, and the last column contains the value of δ, which is computed as in (15) . For the quadratic classifier, the smallest value of δ coincides with the smallest difference, and the third difference corresponds to the fourth value of δ. Note that the four largest values of δ correspond to values which are among the five largest difference of errors. For the linear classifier, we note that the four largest values of δ correspond to the differences which are among the fifth largest ones; however not all small values of δ correspond to the smallest error differences. To numerically assess this correspondence, we computed the Spearman rank correlation coefficient for two pairs of lists [6] , the differences for the quadratic classifier and δ, and the differences for the linear classifier and δ, respectively. The coefficients obtained are 0.62 for the quadratic classifier, and 0.32 for the linear classifier. This denotes that in both cases, the values of δ and the differences are positively correlated. The high value for the quadratic classifier indicates that the latter is quite related with the differences between the eigenvalues of the underlying covariance matrices for the optimal classifier in the transformed space. This is not the case for the linear classifier. To analyze the relation between δ and the quadratic classifier, we computed the Chernoff distance between both distributions in the transformed space as follows
where β = p 1 and A is the linear transformation matrix obtained by either FD or LD, and compared it with the corresponding values of δ. The results are tabulated in Table 2 . The Chernoff distances in the transformed space for FD and LD are given in the second and third columns, while their difference in absolute value is given in the fourth column. We observe that, as in the error for the quadratic classifier, the four largest values of δ correspond to those differences which are among the five largest ones. A similar situation occurs with the smallest values of δ. Again, to numerically assess the relation between the difference ("Diff." in the table) and δ, we computed the Spearman rank correlation coefficient, resulting in 0.65, which is a significantly large value, and indicates a high positive correlation between the two lists. 
Conclusion
We have formalized the necessary and sufficient conditions for which two well-known LDR techniques, FD and LD, provide the same linear transformation. To derive these conditions, we have first shown that the two criteria preserve the same maximum value after a diagonalization process is applied. For FD, we have found the linear transformation that allows to obtain the LDR in the original space. For the LD criterion, however, we have only shown that the maximum values coincide in both original and diagonalized space, and conjectured that this holds for lower dimensional spaces.
We have derived the necessary and sufficient conditions for various cases, including coincident covariance matrices, coincident prior probabilities, and for when one of the covariances is the identity matrix. We have empirically shown that the conditions are statistically related to the classification error for a post-processing quadratic classifier and the Chernoff distance in the transformed space.
One of the problems that constitute a future extension of this work is to analyze the correspondence between the two LDR methods for more than two classes. Another problem involves deriving the expressions for obtaining the LD dimensionality reduction in the original space, when the diagonalized distributions are given. This is, though quite intricate, an interesting problem as it would allow to speed up the LDR derivation significantly.
