Abstract. Quasi-Monte-Carlo methods are well-known for solving dierent problems of numerical analysis such a s i n tegration, optimization, etc. The error estimates for global optimization depend on the dispersion of the point sequence with respect to balls. In general, the dispersion of a point set with respect to various classes of range spaces, like balls, squares, triangles, axis-parallel and arbitrary rectangles, spherical caps and slices, is the area of the largest empty range, and it is a measure for the distribution of the points. The main purpose of our paper is to give a survey about this topic, including some folklore results. Furthermore, we prove several properties of the dispersion, generalizing investigations of Niederreiter and others concerning balls. For several well-known uniformly distributed point sets we estimate the dispersion with respect to triangles, and we also compare them computationally. F or the dispersion with respect to spherical slices we mention an application to the polygonal approximation of curves in space.
Introduction
It is a classical problem in numerical analysis to nd the maximum of a function. For example let f be a continuous real function dened on the s-dimensional unit cube U s = [ 0 ; 1] s . The following is a simple algorithm for computing its maximum value M:
Take a point sequence (x n ) i n U s , dene m 1 = f(x 1 ) and recursively set m n+1 := max (m n ; f ( x n +1 )): This algorithm was analyzed by Niederreiter [1] , cf. also [2] and chapter 6 in the monograph [3] : The numbers m n tend to the maximum M if f is \suciently continuous" and the points x n are \well distributed" in U s . More which w as introduced by Hlawka [4] and later investigated in more general form in Niederreiter [5] . If d N is small the points x 1 ; : : :; x N are \well distributed" in the sense that they leave no big circular hole. This measure for the distribution behavior of a point sequence is particularly suited for the maximization problem. Another problem that can be tackled by Monte-Carlo methods is integration in higher dimensions. Here, instead of the maximum of the function values one computes their average I n := 1
f(x i ); which converges to R U s f(x) dx as n goes to innity i f ( x n ) is uniformly distributed in U s . The error estimates that one gets are then proportional to the well-known discrepancy of the point set A N = fx 1 ; : : :; x N g : (1.2) D N = sup
; where denotes the Lebesgue measure on U s and the supremum is taken over all axis-parallel boxes R, see [3, 6{13] .
For certain other application, the discrepancy with respect to other classes of subsets R of U s are important. For example, in case of a two-dimensional problem on U 2 , one can consider all circular disks, all squares, all triangles, or all convex sets.
The notions of dispersion and discrepancy can be dened in a very general setting. Let (X;) be a probability space and let R be a family of measurable subsets of X, called ranges. W e call (X;R; ) a r ange space. F or a nite set A X of N points, we dene the dispersion Usually, X and will be understood from the context and we will only write D R (A) o r e v en D(A), and similarly for the dispersion. Intuitively, the dispersion is the largest empty range, i. e., the largest range containing no point o f A . W e will consider range spaces where X is a submanifold of some Euclidean space and is the corresponding normalized surface measure. The ranges R 2 R are usually \natural" geometric regions, as in the above examples. More general ranges in arbitrary compact metric spaces were considered in Drmota and Tichy [14] in connection with the discrepancy of continuous curves. Note that traditionally (also in (1.1) above) the dispersion has been dened as the radius of the largest empty sphere, whereas we consider the volume. This allows us to consider more general ranges than spheres.
A dierent approach w as taken by Haussler and Welzl [6] . They were motivated by range query problems in computational geometry. A t ypical range query problem would be as follows: A set of N given points in the plane is to be preprocessed in QUASI-MONTE-CARLO METHODS AND DISPERSION   3 such a w a y that queries for the number of points contained in a triangle can be answered quickly. The N points are given in advance and remain xed, and the preprocessing time to build up a data structure is not so important. However, there are many subsequent triangle queries, and they should be ecient. Haussler and Welzl introduced "-nets to dene such a data structure. An "-net is a subset A of X with dispersion d X;R; (A) at most ", where is the uniform distribution on X and R is the family of all possible query regions (triangles in our example).
Haussler and Welzl showed the existence of "-nets of small size under a very general combinatorial condition on R. Their condition involves the concept of VapnikChervonenkis dimension [15] : This is the cardinality of the largest subset Y of X such that the set system f R \ Y : R 2 R g contains all subsets of Y .
If the range space R has nite Vapnik-Chervonenkis dimension d then a random subset of X of size d " log 1 " is an "-net with high probability. Koml os, Pach and Woeginger [16] established that this bound on the size cannot be improved in general. Their construction for the lower bound is purely combinatorial. The interesting question remains open, whether such a l o w er bound holds for some natural geometric range space. Very recently, Matou sek, Welzl, and Wernisch [17] extended this approach to subsets of small discrepancy.
In section 2 of this article we collect some elementary inequalities between the dispersion of point sets for various range spaces in the unit square with respect to uniform distribution. Sections 3 and 4 are devoted to the investigation of special sequences which are used for quasi-Monte-Carlo applications, such as the Halton sequence [18] , the Sobol sequence [10, 19] , the Faure sequence [20] , and the Hammersley sequence [3] . In section 3 we prove bounds for the dispersion of a few of these point sequences in the unit square with respect to uniform distribution and natural geometric range spaces. Procedures for generating quasi-random point sets are given in [21{25] . Some of these papers test the quality of the point sets by computational experiments. In section 4 we test the quality of these sets by computing their dispersion in two and three dimensions.
In the nal section 5 we mention an application of the dispersion with respect to slices on the two-dimensional sphere to the piece-wise linear approximation of curves in space. This problem is of importance for example in motion control in robotics. For a detailed presentation we refer to [26] . 2 . General estimates for the dispersion in the unit cube U s In this section we consider the uniform distribution in the unit cube X = U s in connection with various range spaces. For any particular range space the dispersion is clearly bounded by the discrepancy:
This can be seen by restricting the supremum in denition (1.4) to those ranges R with A \ R = ;.
In the following we consider three natural classes of range spaces. We will see that the dispersion is of the same order of magnitude within each class. 1. Range spaces of xed shape. Examples are the range space of all balls, of all axisparallel or of arbitrary cubes. In general a range space of xed shape consists of all sets which are homothetic or which are similar to a given convex body P. This includes the range space of all balls with respect to some norm in the s-dimensional Euclidean space (restricted to U s ). 2. Axis-parallel range spaces. This includes the range space of all axis-parallel rectangular boxes or of all axis-parallel ellipsoids. The characteristic feature of these ranges is that they can be arbitrarily \long and thin" in each coordinate direction. In general an axis-parallel range space consists of all sets which can be obtained from a given convex body P by independent scalings of the coordinate axes. 3. Isotropic range spaces. This includes the range space of all simplices, of all ellipsoids, of all rectangular boxes, or of all general convex regions. The characteristic feature of these ranges is that they can be arbitrarily \long and thin" in any direction. This class of range spaces might be dened as those ranges spaces which consist of convex sets and are closed under ane transformations. However, the range space of rectangular boxes would not fall under this denition, and therefore we h a v e to use a broader denition: A family R of convex sets forms an isotropic range space if every ellipsoid S contains a range R 2 R with (R) c(S), for some constant c.
Most of the simple geometric range spaces that we could think of (as long as they include only convex ranges) fall into one of the three classes.
Proposition 2.1. Let R and S be two range spaces of the same class. Then there are constants c 1 and c 2 such that the following relation holds for all point sets A:
Proof. It is sucient to show that each range R 2 R contains a range S 2 S with (S) c(R), for some constant c, and vice versa.
For ranges R in a range space R of xed shape, it is clear that this relation holds between R and a Euclidean ball S: R is similar to the convex body P, which has a largest inscribed ball S 1 and a smallest circumscribed ball S 2 . T h us R contains a ball S with (S) S 1 P (R) and similarly any ball S contains a range R 2 R with (R) P S 2 (S). Between two dierent range spaces of the rst class the relation follows via the balls.
For axis-parallel range spaces, the relation (2.2) follows in the same way b y replacing balls by axis-parallel ellipsoids, and for isotropic range spaces we take arbitrary ellipsoids. Each range R of an isotropic range space R is convex and therefore it contains an ellipsoid S with (S) (R)=d d ; the converse statement (with a dierent constant) follows from the denition. For particular pairs of range spaces, the determination of the optimal constants involved in these relations is a problem of its own geometric interest. For example, every convex body R contains a triangle S with area (S) (R); every triangle R contains a rectangle S with area (S) (R)=2; and every rectangle R contains a triangle S with area (S) (R)=2, etc., see Fejes T oth [27] . Theorem 2.2. Let R 1 , R 2 , and R 3 be range spaces of classes 1, 2, and 3 dened above, respectively. Then the following inequalities hold for all point sets A:
, where c i are appropriate positive constants. Proof. By Proposition 2.1 it is sucient to consider a xed representative of each class of range spaces. Thus we take a s R 1 the class of all Euclidean balls, as R 2 the class of all axis-parallel ellipsoids, and as R 3 the class of all convex bodies. Since R 1 R 2 R 3 , the left-hand sides of the above relations follow trivially, and for the right-hand sides it is enough to prove (2.3). For this purpose we make use of the following lemma. Lemma 2.3. For an s-dimensional convex body P with volume V , inradius r, and circumradius R, the following inequality holds:
where ! s 1 is the volume of the (s 1)-dimensional unit ball. Proof. We show that the inequality is true even if we replace the inradius r by the radius r C of the largest inscribed ball B which is centered at the center of gravity C of P. Let D be a point where B touches the boundary of P. Since P is convex, there is a supporting hyperplane h of P through D; since P contains B, the supporting hyperplane h must be perpendicular to the radius CD(see the left part of Figure 1 , where the line through CDis taken as the x-axis). Now consider the cylinder Z which is bounded by h and by the parallel hyperplane h 0 which lies symmetric to h with respect to C, and by the tangents of the circumsphere which are parallel to the x-axis. The height of this cylinder is 2r C , and the volume of its basis is ! s 1 R s 1 . Hence, the volume of the cylinder is just our desired upper bound on the volume V of P.
We prove the lemma indirectly and assume the volume V is bigger than this bound. Then some part of P must lie to the right o f h 0 . Now w e construct a modied bodyP by \moving" some part of the volume of P from the right side of h 0 into the cylinder Z until this cylinder is full. Formally, w e take a n y subset of the right part of P which has the correct measure and remove it, and we replace the left part of P by Z, see Figure 1 . (We need not care about convexity at this stage of the proof.)
Since mass has been moved from the right side of h 0 to the left of h 0 , the center of gravity o f P has its x-coordinate to the left of C. On the other hand,P consists of two parts: Z, whose center has the same x-coordinate as C; and an additional part to the right o f h 0 . ThusP 's center of gravity m ust lie to the right o f C , a contradiction. Now let us conclude the proof of the theorem. For the point set A we h a v e a n empty convex body of volume V = d R 3 (A) ", for any " > 0. Since this body is contained in the unit cube, its circumradius R is at most p s=2. .3) follows, and the proof of the theorem can be completed as described above.
3. The dispersion of special sequences in the unit cube U s In this section we will establish several bounds for the dispersion of some special point sequences with lattice structure. All these sequences are multi-dimensional extensions of the well-known van der Corput sequence, which is dened by 2 (n) = P j 0 a j 2 j 1 for n = P j0 a j 2 j in dyadic representation. For the discrepancy D of the rst N elements of this sequence with respect to intervals the following bound holds. Denition. Let q i be co-prime integers 2. The Halton sequence in s dimensions [18] is the sequence E N = f ( q 1 (n); : : :; q s ( n )) : 0 n < N g ; QUASI-MONTE-CARLO METHODS AND DISPERSION 7 and the Hammersley sequence in s dimensions is the sequence H N = f ( n N ; q 1 ( n ) ; : : :; q s 1 ( n )) : 0 n < N g : .2) holds also (with a dierent v alue of the constant c 3 ), and similarly, a l o w er bound matching the upper bound of (3.3) is known for the Hammersley sequence H N in dimensions s = 1 and s = 2 . F urthermore Larcher [28] proved that the isotropic discrepancy of these point sequences is of the order O(N 1=s ). The constants in the above estimates are superexponentially increasing in the dimension s. F or getting smaller constants Sobol [10] , Faure [20] and Niederreiter [29, 30] considered far-reaching extensions of these sequences, the so-called net-sequences, see also [31] .
Denition. Let 0 t m be integers. A (t; m; s)-net in base q is a point set A of q m points in U s such that #(I \ A) = q t for every s-dimensional interval Proof. The lower bound d(A) 1=(N + 1) holds for any sequence. For the case of (t; m; s)-nets any i n terval of type (3.4) with volume q t =N contains exactly q t points. For the Halton sequence the elementary cells are dened in analogy to (3.4) with dierent bases q i . In the case of the Hammersley sequence an elementary cell is also dened analogously, except that the rst dimension of I is bounded by arbitrary multiples of 1=N. I n a n y case, an elementary cell of volume 1 N contains at least one point. Since any axis-parallel box o f v olume v contains an interval of type (3.4) with volume bigger than v=(2q) s (or v= Q (2q i ) o r ( v 2 = N ) = Q (2q i ), respectively), a box with volume greater than q t (2q) s =N (or 2 s Q q i =N or (2 s Q q i + 2)=N, respectively) cannot be empty (cf. Larcher [32] , x 2 k 1 = y 2 k 1 means that the empty squares and the non-empty squares form a checkerboard pattern, see gure 2, where k = 2 . W e will show that the points in the squares on the main diagonal (X 0 = Y 0 ) lie exactly on the main diagonal, i. e., they also fulll X 1 and the lower bound is proved.
Remark. Since S 2 t 1 is a subset of S 2 t , the empty strip in the above proof does not contain a point i n a n y set S 2 t , for t 2 k+1 1, and yields a lower bound for the dispersion. However, the area of this strip becomes smaller and smaller when compared to the number of points as t decreases, and thus the quality o f t h e bound becomes worse. 
Computational results
In this section we give some numerical results on the dispersion of the following point sets in the plane: the Hammersley sequence for q = 2 and q = 3, the Sobol sequence, and the Halton sequence for bases q 1 = 2 and q 2 = 3. In three dimensions, we consider the Halton sequence for bases q 1 = 2 , q 2 = 3 and q 3 = 5, the Hammersley sequence for bases q 1 = 2 and q 2 = 3, Sobol's dyadic net sequences [11] , and the Faure sequence for q = 3. The Faure sequence is a generalization of the Sobol sequence to base q and arbitrary dimension s.
Denition. Let q be a prime and q s. 
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In the plane, we constructed the respective sequences for all powers of the appropriate bases (2 or 3) up to N = 3 12 = 531 441. For each point set we computed the largest empty triangle that is formed by points of the sequence, because this is easier to compute than the largest empty triangle T with arbitrary corners. Since a largest empty triangle T with arbitrary corners always contains a triangle whose vertices belong to the given set and whose area is at least a quarter of the area of T, the numbers in tables 1 and 2 give the dispersion with respect to triangles up to a constant factor. By Proposition 2.1 this also holds for arbitrary isotropic range spaces. The numbers in the tables are the areas multiplied by N to make them comparable for dierent v alues of N.
We describe now the algorithm that we use to compute the largest empty triangle. We go through all empty triangles and keep the largest one. In order to enumerate all empty triangles, we x the leftmost vertex v 1 of the triangle. We declare that the segment v 2 v 3 between two points to the right o f v 1 is visible (from v 1 ) i f t h e triangle v 1 v 2 v 3 is empty. In fact, if we look at the simple polygon formed by v 1 and the points v to the right o f v 1 in angular order, the visible segments together with the segments from v 1 to all other vertices form the visibility graph of this polygon, a well-known concept in computational geometry. The visibility graph of a general simple polygon can be found in time proportional to its size [33, 34] . For computing the visibility graph one needs a triangulation of the polygon. In our case the polygon is star-shaped with respect to v 1 , and a triangulation is readily available. Thus the algorithm becomes quite simple. We give here only an intuitive description of the ideas behind the algorithm. Imagine spanning a rubber string from v 2 via v 1 to v 3 and letting it loose at v 1 . The string will form a convex piecewise linear curve b e t w een v 2 and v 3 , and it will be a straight segment if and only if v 2 v 3 is visible. The union of all these strings from a xed vertex v 2 is a tree rooted at v 2 .
We s w eep through the points v 2 to the right o f v 1 in angular order around v 1 . As we go, we maintain the tree of rubber strings from v 2 to all points v 3 preceding v 2 in the angular order. If we g o f r o m a v ertex v 0 2 to its successor v 2 in the angular order, the new tree edges in the tree rooted at v 2 that were not contained in the old tree rooted at v 0 2 are precisely the tree edges out of v 2 . It is possible to update the tree in time that is proportional to the number of these new edges, by exploring a subtree of the old tree starting at v 0 2 . On the other hand, the tree edges out of v 2 correspond to the empty triangles v 1 v 2 v 3 , and thus, the total work involved in updating the trees is proportional to the number of empty triangles.
Before we start the sweep, we h a v e to perform an angular sort around each v ertex Table 1 . Largest-area empty triangles in quasi-random point sets
We n o w discuss the results of table 1. We see that for the Hammersley sequence the area of the largest triangle decreases by a factor of q when N increases from an odd power of q to the subsequent e v en power (except for small N). In table 1, the corresponding entries are equal. On the other hand, when N increases from an even power of q to the subsequent o d d p o w er, the area of the largest empty triangle remains almost unchanged. (The corresponding entries in the table are approximately multiplied by q.) We conjecture that this is true in general. The data seem to support the hypothesis that the area of the largest empty triangle for the Hammersley sequence with N = 3 n and N = 2 n points is asymptotically equal to (4=9) 3 bn=2c and (3=8) 2 bn=2c , respectively. This would be in accordance with Theorem 3.2. 16 . Note that the case N = 2 15 is covered by the lower bound of Theorem 3.3, and thus it is not surprising that this sequence should have quite large empty triangles.
QUASI-MONTE-CARLO METHODS AND DISPERSION
The Halton sequence is clearly the best-distributed one. The growth of the numbers is very slow, but it seems that it is slightly faster than logarithmic. Also, the largest empty triangle was always unique for the Halton sequence, whereas there were many largest empty triangles for the Sobol sequence and even more for the Hammersley sequence. Table 2 Table 2 . Largest-area triangles in random nets and random permutations. For each v alue of N we carried out 10 independent runs. For comparison, the second column shows the result for point sets which form a random permutation between the x-coordinates f0; 1=N;2=N ; : : :;( N 1)=Ng and the y-coordinates from the same set. It is well-known that the largest empty triangle in a set of n points drawn independently from a uniform distribution in U s has an expected area of (log N=N), as follows from general results, see for example [15] or [6] . Since our program was designed to work only for permutations, we c hose random permutations as an approximation of independent uniform points. Each entry represents the average of 10 runs, and the maximum and minimum values are also indicated. One can see that random nets give a slightly better distribution than the Halton sequence. Random permutations are not quite as good, but are still denitely better than the Hammersley sequences. The largest empty triangles were usually unique, except for a few cases with small numbers of points. Table 3 presents the analogous results for three dimensions. We computed the largest empty tetrahedron with vertices from the given point set, for the same reasons as in the planar case. For generating the point sequences we used codes from Sobol and Shukhman. In three dimensions we apply a more brute-force method than in the plane. We generate all n 4 tetrahedra and check for each one whether it is empty. F or this check, we use the multidimensional binary search tree data structure (3-D tree) of Bentley [36] , see also [37] : The element whose x-coordinate is the median of all x-coordinates is stored in the root node, and the remaining points are split into those with smaller x-coordinates and those with larger x-coordinates. The two halves become the two sub-trees of the root. At the next level, each half is again split, this time according to y-coordinates, and the median element i s stored in the root of the subtree. At the third level, the points are split according to z-coordinates, and in the lower levels, the splitting direction continues to cycle through the three coordinate directions. Finally, if only a single point remains from the splitting it forms a leaf of the data structure. For each n o d e w e also store the coordinates of the axis-parallel box enclosing all points in its subtree. A search for a point contained in a given tetrahedron proceeds from the root to the leaves. In general, when we search a tree node, we h a v e to recursively search both subtrees. When we nd that the enclosing box of a node is disjoint from the tetrahedron in question, we can abandon the search of the whole subtree. We rst search that subtree whose enclosing box contains the center of gravity of the tetrahedron. This is intended to direct the search quickly onto those regions where a point can be found. On average, less than 9 tree nodes had to be visited in our experiments before a point in the tetrahedron was found or the tetrahedron was established to be empty. ( W e c hecked only those tetrahedra which w ere at least as large as the largest tetrahedron found so far.) N (area of the largest empty tetrahedron) Table 3 . Largest-volume empty tetrahedra in three-dimensional quasi-random point sets.q stands for the sequence of bases (q 1 ; q 2 ; : : : ).
The Hammersley and Sobol sequences seem to be best, and they beat the Halton and Faure sequences clearly. In contrast to the planar case, the Sobol sequence also seems to be competitive, and it tends to become better as the number of points grows. The largest empty tetrahedron was usually unique, except when the number of points was small. 5 . Spherical dispersions with an application to polygonal approximation of curves
In this section we consider the s-dimensional unit sphere X = S s with the uniform distribution . The range space that is usually considered on the sphere is the range space C of spherical caps, i. e., intersections of the sphere with half-spaces.
For quasi-Monte-Carlo methods on the sphere we refer to Tichy [38] .
In the following we will consider the dispersion with respect to the range space S of spherical slices and we will explain an application of spherical dispersions for this range space to the piecewise linear approximation of curves in space. Obviously, as in the case of the unit cube, the dispersion does not exceed the corresponding discrepancy. The following elementary relation holds between cap and slice dispersion. [26] . One simply has to distribute the N points as evenly as possible over the s+1 2 \coordinate circles" which are obtained as the intersections of the coordinate planes with the unit sphere, and place the corresponding points equidistantly on each circle.
In the remainder of this section we will briey show h o w the slice dispersion on the sphere in three-dimensional space arises in a problem of piecewise linear approximation of curves in space.
For instance, in robotics it is an important problem to approximate a \general" curve b y simple curves like straight lines, circles etc., because the arm of the robot can only run along such simple curves. The most important case is the approximation by a polygonal line through suitably chosen interpolation points on the curve.
Let us rst consider a plane curve. Suppose we h a v e already selected a starting sequence of points P 1 ; : : :; P k 1 .W e can then try to advance the new point P k on the curve as far as possible while still maintaining the property that the curve between P k 1 and P k lies in an "-strip around the the segment P k 1 P k , for a given error bound ". The algorithmic details of this procedure are quite straightforward and can be found in [26] . If one wants to carry over this method to three dimensions one runs into some geometric diculties. However, we can reduce this problem to the planar case by considering suitably chosen projections. We project the curve orthogonally onto N dierent planes and ensure that in each projection the projected curve b e t w een P k 1 and P k lies in an " 0 -strip around the the projected segment P k 1 P k , for a suitably chosen error bound " 0 < " . This guarantees that the original three-dimensional curve b e t w een P k 1 and P k lies in an a" 0 -strip around the the segment P k 1 P k , for some constant a which w e w ould like to be as small as possible.
Let us see how a depends on the choice of the N projection directions 1 ; : : :; N . Let g be the line through P k 1 and P k . W e know that the curve segment b e t w een P k 1 where i (x) denotes the projection of x along the direction i onto an orthogonal plane, and dist(P;`) denotes the distance of the point P from the line`. The set Z is thus an intersection of N parallel slabs. To calculate the maximum distance of a point i n Z from g, w e i n tersect Z with an orthogonal plane g ? of g and obtain a convex symmetric polygon Z whose edges are parallel to the projections of the directions i onto g ? . The distance of the edges to the center of Z is " 0 . The maximal distance of a vertex of Z to the center is " 0 cos =2 ; where is the maximal angle between two adjacent edges. If we consider the projection directions 1 ; : : :; N and the line g as point pairs on the sphere S 2 , is the opening angle of the largest empty slice with corners at the two points corresponding to g. Since we w ant to be small for all directions g, w e h a v e t o c hoose these N points exactly in such a w a y that the slice-dispersion d S is minimal.
Thus, in order to ensure that the spatial curve lies in an "-neighborhood of the piece-wise linear curve through the points P 1 ; P 2 ; : : : , w e h a v e to set " 0 = " cos(d S (f 1 ; : : :; N g ) = 2).
Concluding Problem
As mentioned in the introduction, there is a lower bound of ( 1 " log 1 " ) for the size of an "-net in range spaces of nite Vapnik-Chervonenkis dimension. It is conjectured that this lower bound is true even for simple geometric range spaces, like triangles with the uniform distribution . W e remark that this would imply a solution to a well-known problem of Danzer (see Beck and Chen [39] , p. 285).
