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 第 1章では、緒論として研究の背景と目的について論述した。 

















は、水平方向に 24km、深さ方向に 4kmの二次元領域とし、速度推定点は深さ方向に 1km







続を明確に再現することはできなかった。また、断層構造 1 よりも断層構造 2 においてそ
の傾向は顕著であった。これは、解析領域端部の波線密度が解析領域中央部に比べて小さい
ことが原因であると考察した。 























近い第 1 層の速度を V1、第 1 層の下部にある第 2 層の速度を V2とする。ここで V1<V2と
する（一般的な地層速度は深部の方が速い。仮に V2<V1 である場合は屈折法地震探査を適
用できない）。初動走時を震源からの距離ごとにプロットした走時曲線図を図 2.2 に示す。
T1は第 1層中を最短距離で伝播する直接波の走時、T2は第 1層と第 2層の境界面で臨界屈
折して境界面を伝播し、再び臨界角屈折をして地表で観測される屈折波の走時である。臨界
距離より近傍では直接波が初動走時となり、臨界距離より遠方では屈折波が初動走時とな







図 2.1 スネルの法則 
 
 















































図 2.5 解析フローチャート 
 
2.3.2 非線形最小二乗法の課題への取り組み 

































































 ユニットの入力は、前層 i番目のユニットからの入力信号を Xi、入力信号に対する重みを





















図 2.9 ニューロンのモデル化 
 
2.5 階層型ニューラルネットワークの学習 













𝑘−1𝑘を第 k-1層の第 iユニットから第 k層の第 jユニ
ットへの重み、𝑊0𝑗











𝑘)                                                             (2.4) 
である。出力層からの出力と正解である教師信号𝑡𝑠𝑗との誤差の 2乗和は、 
 
       E=∑ (𝑜𝑗
𝑚 − 𝑡𝑠𝑗)
2
𝑗                                                        (2.5) 
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𝑘−1                                                  (2.7) 
 


































































  𝑓′(𝑥) =  𝑓(𝑥){1 − 𝑓(𝑥)} = 𝑜𝑗
𝑘(1 − 𝑜𝑗





𝑘−1𝑘(𝑠 + 1) = −𝜀𝑑𝑗
𝑘𝑜𝑗
𝑘−1 + 𝛼Δ𝑊𝑖𝑗






















なお、波線追跡には Pseudo-Bending method(Um and Thurber,1987)7)を用いた。 
 
 





























































                                                        (3.1) 
 
に加え、近年ニューラルネットワークでの学習に多く用いられている ReLU(Rectified 
Linear Unit)関数(Xavier, Glorot.et,al.,2011)8)(式 3.2) 
 










𝑓′(𝑥) = (1 − 𝑓(𝑥))(𝑓(𝑥))                                             (3.4) 
 
を用いて学習を進める。入力する値が大きい場合や小さい場合は、出力の値すなわち、誤差























































𝑍1 = 𝑎√−2log𝑋cos2πY + b                                             (3.5) 
 























水平方向に 24km、深さ方向に 4kmとした。震源と観測点は 0.5km間隔で 48点設置した。
弾性波速度の推定点間隔は水平方向に 2km、深さ方向に 1kmとした（図 4.1）。 
 
 
























[𝑠𝑒𝑐]                                          (4.2) 
 



























































































































































あると全く学習は行われない。今回の標準偏差は 0.180 と 0.5 である。標準偏差が 0.01 の
10 倍以上の値であるが、本研究のケースでは標準偏差が 0.180 程度であっても学習が進ま

























































































































































(3) 1 と-1 の成分が常にほぼ同数であること.これにより,第 3 層において常に約半数の素子
が不感化されて 0を出力することになる. 





の作業を P3、PQ と行う。また図 4.15 にはパターンコーディングを適用した多層パーセプ
トロンを示す。 
 本研究では、伝達関数にシグモイド関数、重みの初期値に一様乱数、そして、学習回数を




図 4.14 パターンコーディング例(丹野ほか、2013)13) 
 
 





図 4.16 学習回数 10回の解析結果（上段左：解析結果の速度構造と波線経路、上段右：
解析結果の速度構造、下段左：誤差の収束状況、下段右：理論走時と観測走時間の相関） 
 

















図 4.17 解析領域の中央に断層がある構造 
 
 



























































際に 32桁に満たないものは、あまったユニットに 0を入力する。 
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