This paper investigates use of a machine learnt model for recognition of individually words spoken in Urdu language. Speech samples from many different speakers were utilized for modeling. Original time-domain samples are normalized and pre-processed by applying discrete Fourier transformation for speech feature extraction. In frequency domain, high degree of correlation was found for the same words spoken by different speakers. This helped produce models with high recognition accuracy. Details of model realization in MAT-LAB are included in this paper. Current work is being extended using linear predictive coding for efficient hardware implementation.
Introduction
Speech processing is a diverse, well-researched topic that finds applications in telecommunication, multi-media and other fields. Speech processing in real-time is more challenging than off-line processing. The processing has many facets, for example, distinguishing different utterances, speaker identification, etc.
Many years ago, von Kempelen showed that the speech production system of the human beings could be modeled. He demonstrated this by building a mechanical contrivance that "talked." The paper by Dudley and Tarnocyz [ 1] relates the history of von Kempelen's speaking machine.
Sounds are mainly categorized into these groups: voiced sounds (e.g. vowels and nasals), unvoiced sounds (e.g. fricatives), and stop-consonants (e.g. plosives). The speech starts in lungs but is actually formed when the air passes through larynx and vocal tracts [ 2] . Depending on the status of vocal fold in larynx, the sound can be grouped into: voiced sound that is time-periodic in nature and harmonic in frequency; and the unvoiced sound which is more noise-like [ 3] .
Speech modeling can be divided into two types of coding: waveform and source [ 4]. In the beginning, the researchers tried to mimic the sounds as is, and called the technique waveform coding. This method tries to retain the original waveform using quantization and redundancy. An alternative approach makes use of breaking the sound up into individual components that are later modeled separately. This method of utilizing parameters is referred to as source coding. Different characteristics of speech can used to identify the spoken words, the gender of the speaker, and/or the identity of the speaker. Two important features of speech are pitch and formant frequencies [ 5]:
(a) Pitch is a significant distinguishing factor among male and female speakers. The frequency of vibration of vocal folds determines the pitch, for example, 300 times per second oscillation of the folds results in 300 Hz pitch. Harmonics (integer multiples of fundamental frequency) are also created while the air passes through the folds. The age also affects the pitch. Just before puberty, the pitch is around 250 Hz. For adult males, the average pitch is 60 to 120 Hz, and for females, it is 120 to 200 Hz.
(b) The vocal tract, consisting of oral cavity, nasal cavity, velum, epiglottis, and tongue, modulates the pitch harmonics created by the pitch generator. The modulations depend on the diameter and length of the cavities. These reverberations are called formant frequencies (or resonances). The harmonics closer to the formant frequencies get amplified, while others are attenuated.
While the humans are speaking, the formants vary depending on the positions of tongue, jaw, velum and other parts of the vocal tract. Two related key factors are: bandwidth of each formant, and formant's membership in a known bandwidth. The vowels for all human beings tend to be similar [ 5] .
Each vowel uttered by a person generates different formants. So we can say that the vocal tract is a variable filter whose inputs are (1) the pitch, and (2) the pitch harmonics. The output of the filter is the gain or the attenuation of the harmonics falling in different formant frequencies. The filter is called variable filter model. The transfer function for the filter is determined by the formant frequencies [ 5] .
Rabiner and Schafer's [ 6] discrete-time model make makes use of linear prediction for producing speech. The vocal tract and lip radiation models use discrete excitation signal. An impulse generator emulates voiced speech excitation; the impulses are passed through a glottal shaping filter. The unvoiced speech is generated by a random noise generator.
Ideally, any features selected for a speech model should be (1) not purposely controlled by the speaker, (2) independent of his/her health condition, and (3) tolerant to any environmental/acquisition noise.
Although the pitch can be easily varied by a speaker, the pitch can be easily filtered for any electrical noise, by using a low-pass filter. Formants on the other hand, are unique for different speakers, and are useful in individual speaker identification. In general, a combination of pitch and formant can be used in a speech recognition system. Many different schemes have been used in the past for speech feature extraction, for example, discrete Fourier transform (DFT), linear predictive coding (LPC), cepstral analysis, etc. [ 7] . In this paper, we only use the DFT technique.
Much research has been on done for English (and other major languages) speech processing/recognition, but application of these time-tested techniques has not been investigated for Urdu language. So we consider ours to be the first effort in developing an Urdu language speech recognition system. In this paper, we provide the system (in the form of MATLAB code) so that other researchers can build up on our current efforts.
In Section 2, we include overviews of Fourier transformation and neural networks (NNs). Section 3 covers the speech data acquisition and pre-processing, whereas Section 4 discusses how NNs are used for modeling using MATLAB. In the same section, the results are also included. At the end, we present conclusions and our plan for extending the current work.
