Abstract-The energy-optimal scheme is found for communicating one bit over a memoryless Gaussian channel with an ideal feedback channel. It is assumed that the channel is allowed to be used at most N times before decoding. The optimal coding/decoding strategy is derived by dynamic programming. It is found that feedback gives a significant performance gain and that the optimal strategies are discontinuous. It is also shown that most of the performance increase can be obtained even with a one-bit feedback channel. The optimal scheme is compared with the strategy by Kailath-Schalkwijk and is found to be significantly more effective. For the case of a diagonal MIMO channel where measurement noise variances are equal along the sub channels we also show that the problem can be reduced to the previous case of transmitting one bit over a scalar feedback channel. 
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I. INTRODUCTION
Shannon observed in [1] that feedback will not improve the capacity when communicating over a memory-less channel. This conclusion relies on the definition of capacity as a limiting case with arbitrary long blocks and no decoding delay constraints. Several authors have since then analysed different effects of feedback, see for instance [2] , [3] , [4] , [5] and [6] . The current paper is inspired by the interesting results of [7] where it is shown that the Shannon-limit on −1.6dB energy per bit can be obtained even for the case of block length one, if a noise-free feedback channel is available. The obtained scheme however still has potentially unbounded decoding delay.
To study the benefits of feedback in the case of finite block lengths the optimal strategies are presented in this article in the case of a finite decoding delay constraint for a discrete time Gaussian channel as depicted in Fig. 1 with a transmitted message m ∈ {0, 1}. A dynamical programming scheme is described that finds the optimal strategies numerically by repeated one-dimensional minimizations.
The computational method avoids the combinatorial explosion that a straight-forward approach of searching for strategies of the form x(1, m), x(2, y(1), m), x(3, y(1), y(2), m), . . ., x(N, y(1), . . . , y(N − 1), m) would lead to, where y(k) is 1 The research was supported by the ELLIIT Excellence Center and by the Swedish Research Council through the LCCC Linneaus Center.
The system studied in the paper. The feedback channel is assumed noise-free. The decoding has a delay constraint N , i.e. m should be produced after observing y 1 , . . . , y N .
the channel output at time step k. The paper generalizes the result presented in [8] where the case N = 2 was studied. We also study the problem of transmitting a message m ∈ {0, 1} over M parallel analog Gaussian white noise feedback channels, with m = 0 and m = 1 being equally likely. The channels are given by
are the measurements at the receiver side, and
The encoder/transmitter is restricted to transmit real numbers x i (k) over a finite time interval k = 1, ...N , using sideinformation from a causal noise-free feedback channel, see Fig. 1 .
At time k the encoder transmits the real vector x(k) = x(k, y k−1 , m), where y k−1 = ∅ for k = 1 and y k−1 = {y(1), . . . , y(k − 1)} for k > 1. We will analyze the case where up to N transmissions are allowed, i.e.
Several authors have analyzed different effects of feedback, see for instance [2] , [3] , [4] , [5] , [6] , and [7] . This paper generalizes the result presented in [8] to the multi-dimensional case.
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The contribution of this paper is the construction of the optimal encoder functions x(k, y k−1 , m) and a decoder scheme producing an estimate m ∈ {0, 1}, that minimizes the bit error probability
and fulfils an average energy constraint
for a prescribed level S > 0. With no feedback, communicating one bit using the Gaussian vector channel of dimension M at most N times is equivalent to using a scalar Gaussian channel M N times. Let ϕ(t) = (2π)
It is well known, see e.g. [9] , that the optimal bit error rate without feedback is given by
which can be achieved by antipodal signaling x 1 (1) = ± √ S and x l (k) = 0 for (k, l) = (1, 1). Without feedback there is no performance benefit with splitting the energy into several transmissions and no benefit in splitting the energy over several channels.
II. OPTIMAL COMMUNICATION STRATEGIES

A. Optimal Decoder
Consider the decoder at the receiver side. Let P (m = i | y k−1 ) be the (a posteriori) probability that the transmitted message is m = i given the measurments y k−1 , p(y k−1 | m = i) the conditional probability density of y k−1 given m, P (m = i) the probability that m = i, and p(y k−1 ) the probability density function of y k−1 . Bayes' law gives the relation
Since P (m = 0) = P (m = 1) = 1 2 , we have that
Now define
It is well known that the decoder that minimizes decoding error probability uses maximum likelihood detection and will therefore output the message m = 1 if l k > 0 and m = 0 otherwise. Now we have that
Because of the Gaussian assumption of the noise z, we have
To shorten notation introduce
, where the the dependence of y
is suppressed. The decoded bit m is then determined by the sign of the log-likelihood ratio
We note that the log-likelihood ratio l k satisfies the recursion
Now combining (5) and (6), we get
This means that l k is a sufficient statistics for the receiver(decoder) to convey the information about m given by the measurements y k−1 . Note that if we know y k−1 , then we also know z k−1 and vice versa, so
B. Optimal Encoder
In this section, we will consider the optimal encoder in order to maximize the expected value of the probability that the decoder decodes the correct transmitted message.
Note first that the law of iterated conditional expectations,
implies that
where (11) follows from the fact that z(k), ..., z(N ) are independent of m and u m (k), (12) follows from (9), (13) follows from that fact that y k−1 can be constructed from z k−1 , (14) follows from (7) and (8), and (15) follows from the fact that p
Now suppose that the transmitted message is m = 1. Then we have that y(k) = u 1 (k) + z(k). The log-likelihood ratio l k when m = 1 is the message to be transmitted is given by the recursion
The message is correctly decoded if l N +1 > 0. Similarly, the log-likelihood ratio l k when m = 0 is the message to be transmitted is given by
The message is correctly decoded if l N +1 < 0. The optimization criterion is hence to minimize the probability of error
The optimization problem we want to solve is thus
(17) where v : {1, .., N } → R (the notation suppresses that v(k) also depends on l k ). An optimal solution of (16) can be obtained from an optimal solution of (17) by setting u m l (k) = 0 for l > 0, u
for some fixed function u(k). The minimum value of
is obtained by taking the derivative with respect to u 1 (k) and we get
where the minimum is attained for u
Thus, for any (optimal) choice of u(k) = (u 1 (k), ..., u M (k)), u i : {1, .., N } → R for i = 1, ..., M , we can take u (k) = (u 1 (k), 0, 0, ..., 0) with
, which renders a recursion for l k with identical statistics as that of u(k). By setting v(k) = u 1 (k), we obtain the optimization problem (17). Hence, (16) The result above shows that when the measurement noise z i (k) is Gaussian, independent, and identically distributed for k = 1, 2, ..., N , i = 1, 2, ..., M , it is optimal to spend all the energy on one channel.
Note that since the cost function in (17) is bounded and since the constraint in (17) restricts v(1), ..., v(N ) to belong to a compact set, the infimum is attained. Note also that any optimal set of strategies v (1), ..., v(N ) will be such that
Hence, (17) is equivalent to
Theorem 2. There exists a nonnegative real number λ such that (18) is equivalent to
.., N , be optimization variables depending on λ. Any optimal set of variables v 1 (λ), ..., v N (λ) to (19) will be such that
2 goes from ∞ to 0 as λ goes from 0 to ∞. It's not hard to verify that E p
2 are continuous in λ because of the expectation operator(which is a smoothing integral). Thus, there must exist a nonnegative real number λ = λ 0 such that
Since v 1 (λ 0 ), ..., v N (λ 0 ) minimize the objective function in (19) and at the same time fulfills the equality constraint (20), it is also the optimal solution to (18). This completes the proof.
Note that since v(k) is a function of y k−1 , they only have access to (l 1 , ..., l k ) and no access to (l k+1 , ..., l N +1 ). Thus, the optimization problem (19) can be posed as a stochastic dynamic programming problem according to
2 , subject to l 1 = 0 and the dynamics
which has a solution of the form v(k) = µ k (l k ) that only depends on the current state l k ( [10] ). The problem can be solved according to the dynamics programming recursion
It is also easy to convince oneself that the first transmission should be antipodal, i.e. E(x(1)) = 1 2 (x(1, 0) + x(1, 1)) = 0. This can be seen from the fact that a nonzero constant E(x(1)) does not carry any information and just wastes energy since
III. RESULTS
In this section we will show some results for the onedimensional case (M = 1) and make some comparisons with other transmission strategies. Fig. 2 shows the error probability as a function of the energy budget S = S max for the optimium schemes with delay constraint N = 1, 2, . . . , 10, 100. Note that much of the performance difference between the scheme without feedback (N = 1) and the Shannon bound for infinite block lengths (red curves) are recovered for N = 10. The computational effort grows roughly linearly with N , so even longer delay constraints can easily be computed. This can be compared with the Schalkwijk-Kailath algorithm in [3] for the case N = 100 as an example. As we can see in Fig. 3 , the Schalkwijk-Kailath algorithm is not optimal and the optimal solution found in this paper is superior.
To get a glimpse of how the optimal strategies look like, we have studied the case N = 2. scheme (red) corresponding to that used in [7] . There is a significant performance gain of many dBs using feedback. The performance gain increases with SNR. The suboptimal scheme from [7] is rather close to optimal, except for the low SNR regime where the optimal scheme outperforms the suboptimal with some tenths of dBs. Notice also that the feedback scheme obtainable with one-bit feedback (red dashed) captures most of the performance gain with feedback. The one-bit feedback scheme was obtained by assuming the feedback to give information about whether or not |y(1)| ≤ a.
The level a was found by straight-forward search. We have not Error probability without feedback one bit feedback with feedback, suboptimal as in [7] with feedback, optimal x(2, y(1), m) Shannon bound Fig. 4 : Bit error probability versus average power: Optimal transmission without use of feedback (full), one-bit feedback scheme (dashed) suboptimal feedback scheme (dash-dotted), optimal feedback scheme (full-x), Shannon bound for infiniteblock transmissions (full). Notice the significant performance gain with feedback, even using only one-bit feedback. Error probability without feedback one bit feedback with feedback, suboptimal as in [7] with feedback, optimal x(2, y(1), m) Shannon bound There is a performance cost of 0.5 − 1dB with the one-bit feedback channel, compared to using an infinite-capacity feedback channel.
been able to prove that this is the optimal use of the one-bit feedback channel. The optimal use of power in the second transmission, determined by x(2, y(1), m), is interesting. The function x(2, y(1), m) turns out to be discontinuous, showing that the second transmission should not be used if the first output y(1) is far away from zero. The discontinuity is manifested mostly in the low SNR regime, for high SNR the discontinuity thresh- old moves to very high levels of y(1), corresponding to turning off the 2nd transmission only at extremely unlikely outcomes from the first transmission. Note that for low SNR the second transmission is used mainly when y(1) is close to zero. A majority of the power is used for the first transmission. The optimal x(2, y(1), 1) and x(2, y(1), 0) for S = S max = 2.42 is illustrated in Fig. 6 .
IV. CONCLUSION We have studied the problem of communicating one bit over a MIMO analog white Gaussian noise channel with noiseless feedback from the encoder to the decoder. A delay constraint is imposed by allowing a maximum number of channel usage. Under the assumption that the measurement noise variances are equal along the sub channels, we have shown that the problem can be reduced to transmitting one bit over a scalar feedback channel. In particular, since it has been previously shown [8] that using the scalar channel twice with feedback is superior to using the channel twice without feedback, we conclude that communicating one bit over a MIMO channel with feedback is superior to that without feedback. Future research could consider the problem of communicating one bit over more general MIMO feedback channels with interference between the sub channels. Also, the challenging problem of transmitting a multiple number of bits over a channel with feedback under delay constraint is still open.
