1. Introduction. There have been many studies in the past thirty-five years of the motion of a stretched elastic string. In 1945 Carrier [1] developed an approximate equation for transverse motion for such a string which accounted, at least to second order, for the fact that such a motion was inherently nonlinear. These equations were reformulated by Narasimha [5] in 1967. In this paper, Narasimha introduced a term which accounted for external damping of the string.
The general theory of the Carrier-Narasimha equations has been partially worked out by Dickey and Nisida. Dickey [2, 3] and Nisida [6, 7] have investigated the initialboundary value problem for these equations for a string of finite length and Dickey [4] has obtained partial results for the pure initial-value problem for these equations for a string of infinite length.
In [4] , Dickey considered the initial value problem for the equation Through the use of certain differential inequalities Dickey was able to show that the initial-value problem for the system (1.1) and (1.2) was uniquely solvable on some interval 0 < t < T(e) where T(e) = 0(l/e). He was also able to show, via direct substitution, that this system was capable of supporting traveling waves; that is, solutions of the form U =f(x ± C*t) where C* is a constant depending on / In this paper, we restrict our attention to the equations considered by Dickey in [4] , Our basic result is that if the parameter e in Eq. (1.2) is sufficiently small and if the initial data for problem is sufficiently well-behaved, then the initial-value problem for (1.1) and (1.2) is uniquely solvable for all time t. Moreover, we establish the existence of functions R±{ ) and L+() and a unique positive number such that lim U(x + C^t, t) = R±(x), lim U(x -C^t, t) = L±(x).
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Here, C2 = lim (l+e f U2(£,t)dA, (1.5) (-»± qo \ -oo / Our attack is similar to Dickey's. In Sec. 2, we Fourier-transform the original equations of motion and obtain integro-differential equations for the Fourier transform of the motion U. The form of these equations suggests a study of a certain linear problem. This is done in Sec. 3. The thrust of this section is to show that if a certain potential q(-), which is related to the sound speed C(), has certain decay properties in |r|, then the Fourier transform U must itself have similar properties. Equipped with these results we are able to show (see Sec. 4) that it is possible to construct, through the identity (1.2), a welldefined mapping of functions C( ) into functions C(); we also show that for 0 < £ 1 this map is a contraction. This fact yields the results claimed above.
2. Transformations. In this section we transform our original integro-differential equation into ordinary differential equations for the Fourier coefficients of U. Our original equation is U,t -C2(t)uxx = 0 (2.1)
where U satisfies the initial conditions
and C2 is given by C2(t) = 1 + e $-«, U2(x, t) dx. We assume that /' and g are twice continuously differentiate and that (1 + x2)| f'(x)| < oo and (1 + x2) |g(x)| < oo. If we let Cq = 1 + e C/2(x, 0) dx = 1 -I-£ J-oo (/'(x))2 dx and g(x) = C0gx(x), the initial condition may be rewritten as
We shall use this fact later.
Our first task is to write Eq. (2.1) as a system. We let A(x, t) = U,(x, t) -C(t)Ux(x, t) and B(x, t) = Ut(x, t) + C(t)Ux(x, t). The fact that Eq. (2.1) may be rewritten as i+c^l)[jrc^)v--eu-(22» yields the following equations for A and B:
The initial conditions for A and B are computable in terms of/' and g. They are
The defining relation for C2 becomes
We now introduce the change of variable x = |'0 C(s) ds. Clearly, dx/dt = C(t) > 1 and thus r is a strictly increasing function of t. We denote its inverse function by t = T(x) and regard C as a function of x, i.e. C(r) = C(T(x)). Then, dC/dt = (dC/dx) • (dx/dt) = C(t)x (dC/dx).
If we apply the change of variable to Eq. (2.3), we obtain At + Ax = Bt-BX = ^(B-A). (2.4) We are now regarding A and B as function of x and x. The initial condition and the defining relationship for C are the same as described in (IC)j and (2.3a).
We now Fourier-transform the system (2.4). We let si^((o, x) = j e~lcJXA(x, x) dx, x) = j e~,<a*B(x, x) dx.
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The coefficients si ^ and satisfy
and C is connected to si % and by
The initial condition for si# and are 
and C is connected to sd and M by c2(t) = 1 + 8^ (7) f"ja(eo'x]eim ~ ^(co' r)e~imT)
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Now our goal is to show that for 0 < £ <^ 1 there exists a unique solution to (2.7) and (2.8). We shall also show there exists a function (^±00, @±x)(co) and a unique positive number C* > 0 such that and lim r), &(a>, t)) = (j/±00 , @±a0)(co) x~* ± oo lim C(t) = > 0.
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These latter limit relations imply that the functions
Z-* ± 00 X-+ ± 00 where e^±ao(co)dco, B±x(0 = ~f e"*®±00(co)dcD.
That is, the system (2.3) and (IC)j has a well-defined scattering theory. That such a result should have been anticipated follows from Dickey's observation [4] that the original equation Utt -C2(t)Uxx = 0 with C2(t) = 1 + e U2x(x, t) dx supports right-and left-facing traveling waves. In fact it will suffice to examine carefully solutions of a(co, t) = 1 -| elimsq(s)P(co, s) ds, p(oj, r) = -( e~2"usq(s)a(co, s) ds (3.2) Jo Jo because the solution of (3.1) may be expressed in terms of the functions a and /? by ,3J|
This last result is a consequence of the variation of constants formula for the system (3.1) def and the fact that W(u>, t) = a(co, r)a(-<w, t) -P(a), t)/?(-a>, x) satisfies dW/dz = 0. and shall employ the working hypothesis that the function q( ) in (3.1) satisfies ||q|| t < 1. This assumption guarantees that the functions a and P of (3.2) are well defined. When comparing solutions of (3.1) we shall let , (%>), i = 1 and 2, denote the unique solutions of (3.1) corresponding to the potential <?;(■), i = 1 and 2. The following notation will be used throughout the remainder of this section:
We shall now give some estimates which tie down the dependence of the functions (aj, Pi) and (sft, on the potentials qt(-). The identity (3.3) connecting the solution of (3.1) to the solution of (3.2) and the results of (3.10) yield (3.11).
To obtain (3.12) and (3.13) we first note that
Jo -I q2{s)e'2ia"(s/2 -s/^co, s) ds.
Jo
From the above we obtain
and these, when combined with maxm = lj 2 \\qm ||i < 1, yield
The desired result then follows from the above estimates and the inequalities m ■■ *»>* n:(o>
the latter being a direct consequence of (3.11).
3.2. Decay estimates for a single potential q( ). Our task now is to obtain decay estimates for the solution of (3.1) for a given potential <?(•). Recalling that si and St satisfy:
we see that
-(s/<%)(co, x) = -q(x)e2,an(s/s/ + t), ox or equivalently that 
Moreover, these latter terms are finite if the initial data and M(oj) are sufficiently well-behaved. and from this we obtain
The inequality (3.22) is an immediate consequence of (3.21). We now seek a similar estimate for J2(x) (see Eq. (3.18)). We first prove the following preliminary lemma. It is easily checked that H is odd in its first argument. Thus it suffices to establish (3.23) when t > 0. We shall limit our discussion to the situation t > 0 and s > 0. The case x > 0 and s < 0 is similar. To analyze H we shall make use of the following identity: This is a direct consequence of (3.14) and (3.15). The desired result, (3.32), now follows from the inequality above and the fact that
Our final task is to show that the function H of (3.26) decays.
Lemma 3.5. Let k > 1 and suppose there exist constants 0 < dk < oo and 0 < Qk < oo such that II# <<5*, (3.34) and Proof. By recalling that H is odd in its first argument it suffices to confine our attention to the case t > 0. We shall further limit our discussion to the case s > 0. The case s < 0 is similar. The results of Lemma 3.4 and the identity (3.27) yield for all t > 0 and s > 0 such that s + x < T. The last inequality yields the result that h%(T) obeys the upper bound (3.38) and, since this result is independent of T, we have the result claimed for H(-, ■).
From the last lemma, we know that for 8k sufficiently small, the function H of (3.26) satisfies the hypotheses of Lemma 3.3 with Hk given by the right-hand side of (3.38 ). This in turn implies We employ the notation/(t) = (df/dx)(r).
The number C0 > 1 is the positive square root of the right side of Eq. (4.4). It is easily checked that a is a closed convex subset of (£k under the norm III-|||k. For functions C(-) in ^ 6 we let <?c(t) = C(t)/2C(t), (4.11) and we let {-rJc, t) be the unique solution of <= -qc(*)e2imt&, -qc{x)e-2iund (4.1) satisfying c, &c)(co, 0) = CUdi -fx, gx +/i)(«). provided the initial data (si, J?)(co) is well enough behaved. We also observe that if for some k > 1 and <5 sufficiently small, the mapping C -* Tc has a fixed point in ^k_d, then the problem (4.1)-(4.5) has a globally defined solution for all time t. Moreover, the estimate (4.13), the integral identities s/(gj, t) = Jtf(co) -\ ^ (s)e2i0*@(cj, s) ds,
3)(a>, t) = 3S((a) -^ I ^ (s)e~2iaJSs/(co, s) ds (4.14) 2 Jq C and the results of Lemma 3.1 will guarantee the existence of functions (s/±a0, @)±x) (co) such that lim ($t, @)(a>, t) = (^±00, @±x){co).
(4.15)
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The fact that C( ) e d will guarantee the existence of numbers C±00 such that lim C(t) = C±q0. That these two numbers are equal will follow from (4.5), the conservation of energy identity which states that any solution of (4.1)-(4.5) satisfies 17) and the fact that such solutions will satisfy
T-» ± 00 ~ 00
By virtue of the last remarks, we shall confine our attention to showing that for some k > 1 and S sufficiently small the mapping C -> Tc has a fixed point in For definiteness, we fix k > 1 and assume that the initial data Our first task is to show that for fixed k > 1 and 0 < S sufficiently small, there is an e(k, <5) such that for all C( ) e <£ky h and 0 < e < e(k, <5) the function Tc(-) is in (€K d. Before starting to prove this assertion, we simplify our notation. We let ^c(t) = .s/c(w, t), ■%c(t) = :Mc(oJ, t), ^c(t) = s/c(-co, x) and .ic(t) = #c(<o, t) = :Mc(-o), t). Proof. From the definition of TcO and Lemma 3.1 it is easy to check that rc(0) = C0, Tc( ) e C*( -co, oo), and 1 < Tc(t) < 1 + i(MfiNo)(0)
We need only show that, for 0 < e < e(k, <5), ||f c ||l < S. The defining relationship (4.12) implies that and Hk is defined as in (4.27).
The theorem now follows from (4.39), (4.41), (4.44) and Lemma 4.1.
