This paper connects variance-covariance estimation methods, Gaussian graphical models, and the growing literature on economic and financial networks. We construct the network using the concept of partial correlations which captures direct linear dependence between any two entities, conditional on dependence between all other entities. We relate the centrality measures of this network to shock propagation. The methodology is applied to construct the perceived network of publicly traded Australian banks and their connections to domestic economic sectors and international markets. We find strong links between the big four Australian banks, real estate and other sectors of the economy, and determine which entities play a central role in transmitting and absorbing the shocks.
1 Introduction markets, and demonstrate relevant policy examples. We also compare the reconstructed perceived networks with the actual networks of direct input requirements based on the input-output tables. Section 6 concludes the paper.
Networks of partial correlations
Formally, a graph G = (V, E) is a structure consisting of a set of nodes, V, and a set of edges, E. Every two nodes may or may not be connected by an edge, edges may be directed or undirected, and weighted or unweighted. Our focus here is on undirected graphs and, hence, elements of an edge set E are unordered pairs (i, j) of distinct nodes i, j ∈ V. We are working with weighted graphs where each edge has a non-zero weight w ij assigned to it.
Following the literature on Gaussian graphical models (e.g., Whittaker, 2009), we define the network of partial correlations. Let X denote an n-dimensional multivariate random variable and the nodes of the graph G correspond to each element of X, i.e., V = {X 1 , X 2 , . . . , X n }. Let X * i|V\{X i ,X j } denote the best linear approximation of variable X i based on all the variables except for X i and X j for any pair i, j.
Definition. The partial correlation coefficient between X i and X j , ρ X i ,X j V\{X i ,X j } , is defined as the ordinary correlation coefficient between X i −X * i|V\{X i ,X j } and X j −X * j|V\{X i ,X j } .
In other words, the partial correlation between X i and X j is equal to the correlation between the residuals of the two linear regressions: (1) X i on a constant and a set of control variables, which includes all variables in X except for X i and X j , and (2) X j on a constant and the same set of control variables as in the first regression. Hence, the partial correlation measures linear dependence between any two elements of X, X i and X j , for i = j, after controlling for linear dependence with all other remaining elements in V\{X i , X j }. For the sake of brevity, we will use a shorter notation ρ ij|· for the partial correlation between X i and X j .
The edges of the network of partial correlations correspond to the pairs of random variables with non-zero partial correlations, E = {(i, j) ∈ V × V | ρ i,j|· = 0}, and the edge weights to the corresponding partial correlations, w ij = ρ ij|· . Intuitively, the network of partial correlations visualizes linear dependence between any two random variables conditional on all other variables. When the random variable X is multivariate normal, zero partial correlation implies conditional independence of the corresponding elements. This statement holds for a more general case of an arbitrary continuous marginal distribution for each element of X when the dependence between the elements is characterized by the Gaussian copula (see, e.g., Diks et al., 2010 Diks et al., , 2014 .
For better intuition behind the concept of partial correlations, it is useful to show connections with linear regression. Project each X i , 1 ≤ i ≤ n on the space spanned by the rest of the variables in X as
where m i is the unconditional mean of X i and ε i is a zero-mean residual. Denote the variance-covariance matrix of vector of the residuals, ε, as Σ. This matrix is not necessarily diagonal as ε's may be correlated. The diagonal elements of Σ are the conditional variances of the elements of X, Var(ε i ) = Var(X i V\{X i }). The orthogonality condition, E(ε i X j ) = 0, ∀j = i, 1 ≤ i, j ≤ n, implies that regression coefficients are given by β ij = ρ ij|· Var(ε i )/Var(ε j ) (see Appendix A.1). It follows that ρ ij|· = sign(β ij ) β ij β ji .
Partial correlations are also related to the (unconditional) variance-covariance matrix of X, Ω = Cov(X). Define a concentration or precision matrix as the inverse of a nonsingular variance-covariance matrix, K ≡ Ω −1 . The partial correlations can be expressed as
where k ij is the (i, j) entry of K (see Appendix A.2). Furthermore, each diagonal element of K is the reciprocal of a conditional variance, i.e., k ii = 1/Var(ε i ), where ε i is defined in Eq.
(1).
Finally, the partial correlation can also be computed using the inverse of R, the regular correlation matrix of X, by replacing the k ij , k ii , and k jj entries in Eq.
(2) with the corresponding entries of R −1 (see Appendix A.3). The ith diagonal element of R −1 is the ratio of unconditional variance of X i , Var(X i ), to conditional variance of X i , Var(ε i ).
The proportion of variation in X i as explained by all the other elements can be defined, similarly to the regression's coefficient of determination, as
and deduced from the diagonal elements of R −1 . This measure can be thought of as an endogenous network-induced variation of X i .
A graph with n nodes can be represented by the adjacency matrix of size n × n. When the graph is undirected and weighted, as in our case, the adjacency matrix is a symmetric matrix whose (i, j)-entry is non-zero only if there is an edge connecting nodes i and j, and the entry is given by the weight. As we will see in the next Section, adjacency matrix is a basis for other network-based measures.
Let P denote the adjacency matrix of the graph of partial correlations. The elements of this matrix are P i,j = ρ ij|· for i = j and zeros on the diagonal. From (2) we have
where I is the identity matrix of size n, K is the concentration matrix, and D K is the diagonal matrix composed of the diagonal elements of K. The diagonal elements of K are the inverse of the conditional variances of the elements of X. Therefore,
where D Σ is the diagonal matrix composed of the diagonal elements of Σ.
Next, we show how the adjacency matrix P relates to the system of linear equations (1). Introduce the matrix B with zeros on the diagonal and β ij in the (i, j) offdiagonal entry. Exploring the relationship between ρ ij|· and β ij defined above, we find
(1) can be rewritten in a matrix form as follows
where m and ε are the vectors of the means of X and the residuals, respectively. While we should be careful about causal interpretation of this equation, it is useful to think about ε's as external shocks influencing the system. Because X i 's may have different conditional variances, to compare the effects of the shocks we rescale the residuals in such a way that all of them would have unit conditional variance, e = D −1/2 Σ ε. It is important to emphasize that e's are not independent (neither are the entries of ε).
We multiply both sides of the previous equation by D −1/2 Σ from the left and introduce a rescaled variable x = D −1/2 Σ (X − m). The equation becomes
Note that the rescaling for X is in terms of the conditional variance as opposed to a more usual rescaling by the unconditional variance. Intuitively, by using the conditional variance we remove the effect of the variables endogenous to the network.
In the next section, we will use the eigenvalues and eigenvectors of matrix P. Note that P is the real symmetric matrix. Therefore, it has a set of n linearly independent eigenvectors corresponding to the real eigenvalues. 2 We order the eigenvalues by their absolute values as |λ 1 | ≥ |λ 2 | ≥ · · · ≥ |λ n |. The spectral radius of the matrix P is defined as ρ(P) = |λ 1 |, the largest absolute eigenvalue. It is important to make the following assumption for further exposition.
Assumption 1. The spectral radius of the adjacency matrix of the graph of partial correlations, P, is less than 1.
This Assumption is satisfied when all entries of P are non-negative. Moreover, it holds more generally, when all the row sums of the absolute values of the elements of P are less than 1. In other words, Assumption 1 holds when partial correlation matrices exhibit moderate dependence. In particular, this turned out to be true in all our applications.
Finally, we note that Assumption 1 is equivalent to the condition where the smallest eigenvalue of P is larger than −1. Formal proofs of these statements can be found in Appendix A.4.
We now demonstrate the usefulness of the network of partial correlations for the systemic risk analysis, and its connection with the network of correlations.
Interpretation of Partial Correlation Network
In Section 5 we reconstruct the perceived financial networks of the Australian banks, other sectors of the economy, and international markets using publicly available information on the returns of the corresponding bank shares and indexes. The returns reflect market perception about the percentage change in the present value of a company, sector, or marker overall. By looking at the correlations of the returns for some entities, we may uncover how the market perceives joint changes in the value of these entities, including any intermediate effects. The use of correlations in this sense has been widely used in finance for optimal portfolio selection (Markowitz, 1952) . However, if one wants to understand the structure of the market and use it for, say, financial stability analysis or optimal policy design, it is important to turn to partial correlation analysis. Partial correlations can single out the direct co-movements in the relative change of values between the pairs of entities, while controlling for all other entities. By reconstructing the network of partial correlations, we may observe how a unit variance shock may spread through the network.
From the perspective of the regulator, this allows identifying the most important relations and focusing policy on these relations or mitigating possible consequences of any large shocks to these entities.
It is important to emphasize at this point that with partial correlations, it is not possible to establish the direction of causation. The concept of Granger causality (Granger, 1969) can be used to establish directional relationships within the VAR framework (see, e.g., Billio et al., 2012) . However, the presence of Granger causality would imply predictability in returns which the market should incorporate. Therefore, unless we turn to high frequencies, it is hardly possible to detect substantial and stable linear Granger causality in financial returns. Lower frequency cross-sectional dependencies include Granger causalities accumulated at higher frequencies (see, e.g., Barigozzi and Brownlees, 2013) .
With this caution about causality in mind, we propose an observational interpretation of system (5). The expected steady state value of x is 0. Suppose that we observe a deviation in x. We will now decompose the total observed deviation into a direct effect given by unit-variance shock e and an indirect (endogenous to the network) effect. An initial shock e i which directly hits node X i will also affect the immediate neighbors of X i .
For the network as a whole, the expected effect of shock e on the immediate neighbors is measured by Pe. The ith element of this vector, given by n j=1 ρ ij|· e j , accumulates the effect of the initial shocks to all other nodes reaching node X i in one step. We call this a first-order effect. The expected effect on the neighbors of the neighbors can be computed as P(Pe) = P 2 e, which we call a second-order effect. Generally, we define a kth-order effect as P k e. It gives the effect of the initial shock after traveling k steps along the edges of the network of partial correlations, summed over all possible walks. 3 The total effect of the shock on x will now be e + Pe + P 2 e + · · · = ∞ k=0 P k e ,
when this sum converges. Assumption 1 is necessary and sufficient for convergence, 4 in which case k P k = (I − P) −1 . Using Eq. (4), one can see that (I − P) −1 , denoted by T, is equal to
so that the total effect of the shock is given by Te. The matrix T is a variance-covariance matrix of x, the rescaled X. Eq. (7) shows that it is also the rescaled variance-covariance matrix Ω. It looks similar to an ordinary correlation matrix, but, instead of using unconditional variances of X for rescaling, conditional variances of X are used.
We have established that T transforms the initial shock into its total effect on X.
Instead, the matrix of partial correlations P defines how shocks spill over on the immediate neighbors.
Network-based Measures of Centrality
The previous interpretation shows that the network of partial correlations can be used to separate the direct and higher order spillover effects of shocks. Understanding and measuring spillovers by means of the partial correlation matrix, as opposed to limiting attention to the variance-covariance matrix relevant for the total effect of the shock, is important for a policy aiming to reduce systemic risk. Some edges of the partial correlation network (intuitively, those with high weights) and, as a consequence, some nodes (namely, those with many edges with high weights), may play a higher role in these spillover effects.
Network theory uses various measures of centrality to measure the relative importance of nodes in the graph.
There exist several different centrality measures that attempt to evaluate the nodes' positions on the graph. One of the simplest centrality measures for a graph is degree centrality. For a weighted graph, degree centrality is defined for each node by adding all weights of the edges connected to the given node. In our case, for the adjacency matrix P = (P i,j ) n i,j=1 in the partial correlation network, the node's degree is computed as
where 1 is an n × 1 vector of ones, and c D is a vector of degree centralities. Intuitively, the nodes with high degree centrality (in absolute value) are important for the transmission of the shock to/from 5 the immediate neighbors because they have many edges and/or edges with high weights. 6
To analyze the higher order impacts of the initial shock, we need to use self-referential centrality measures, i.e., when high centrality is assigned to the nodes connected to other central nodes. One such measure is eigenvector centrality, for which every element c E i is proportional to n j=1 ρ ij|· c E j , or, formally, vector c E is an eigenvector of matrix P. Which of the n eigenvectors is taken as the eigenvector centrality ultimately depends on the nature of the network and resulting interpretation. 7 We will argue now that for the network of partial correlations, when the largest absolute eigenvalue of P is unique, the corresponding eigenvector can be taken as the eigenvector centrality.
Let us apply operator P iteratively to an arbitrary non-zero initial vector e 0 ∈ R n .
The symmetric real matrix P has the orthonormal basis {u 1 , . . . , u n } of the eigenvectors corresponding to the eigenvalues |λ 1 | > |λ 2 | ≥ · · · ≥ |λ n |. Writing e 0 in this basis with coordinates {b 1 , . . . , b n } and then applying P k , we obtain
Since |λ /λ 1 | < 1 for all ≥ 2, the last sum converges to 0 as k → ∞. Therefore, the eigenvector u 1 gives the asymptotic direction for P k e 0 when k → ∞ for any e 0 which is not orthogonal to u 1 . If we interpret e 0 as a vector of shocks affecting the values of nodes in the graph, then the eigenvector u 1 corresponding to the largest absolute eigenvalue λ 1 characterizes the asymptotic impact (k-th order when k → ∞) of an initial shock on the nodes. This property allows us to consider vector u 1 as the eigenvector centrality measure, In case of multiple largest absolute eigenvalues, the last sum in Eq. (8) will not converge to zero. In such situations, the shock will asymptotically belong to the space spanned by all the eigenvectors corresponding to the largest absolute eigenvalues. Moreover, even when there is a unique largest absolute eigenvalue, the convergence of the last sum in (8) may be slow when the second largest absolute eigenvalue is close to the first (see Section 11.1.1 in Newman, 2010) . It motivates the introduction of the p-eigenvector centrality space of dimension p < n as the space spanned by the p eigenvectors corresponding to the p largest absolute eigenvalues. When the largest p absolute eigenvalues are large relative to the remaining eigenvalues, but close to each other, this space will provide a better asymptotic approximation for convergence of the initial shock.
This approach resembles the principle component analysis (PCA), and the following proposition allow us to establish the link between p-centrality space for the matrix P and the PCA applied to the matrix T defined in (7).
Proposition 1. Let λ be an eigenvalue of the adjacency matrix P of the graph of partial correlations with corresponding eigenvector u. Then 1/(1 − λ) is the eigenvalue of matrix T, the variance-covariance matrix of x, defined in (7), with the same corresponding eigenvector u.
Proof. The statement follows from the following chain of equivalence relations:
The last Proposition asserts that the matrix P has the same eigenvectors as the rescaled variance-covariance matrix T, and even if their eigenvalues differ, their ordering does not.
If p largest absolute eigenvalues are positive, the space to which the first p principle components of T belong will coincide with the p-eigenvector centrality space of P.
Finally, we discuss another centrality measure which is often found relevant in the economic literature: the so-called Bonacich centrality. 8 As the eigenvector centrality, it is defined in a self-referential manner but also reflects the degree centrality. Specifically,
The weight α measures the importance of the centrality of the neighbors with respect to one's own degree centrality. In matrix form, this definition reads
where, as before, 1 is an n × 1 vector of ones and I is the identity matrix of size n. When α = 0 the Bonacich centrality is simply the degree centrality, i.e, the first-order effect of the unit shock e = 1. For any α ≤ 1, Assumption 1 allows us to rewrite the Bonacich centrality as c B = P·1+αP 2 ·1+α 2 P 3 ·1+. . . . However, intermediate values of α ∈ (0, 1)
are not particularly important in our application. 9 When α = 1, the Bonacich centrality is equal to the cumulative of the first-, second-, and all higher order effects of the unit shock e = 1, as
where the latter equality stems from Eq. (6). In this way we establish a direct link between Bonacich centrality and the initial variance-covariance matrix, Ω, via its rescaling T.
To summarize, in this section we introduced three measures of centrality. Each measure highlights a particular aspect of shock propagation. Degree centrality identifies the nodes relevant for transmission of shocks to the immediate neighbors and for the first-order effects of unit shock. Eigenvector centrality (and, more generally, p-eigenvector centrality space) is relevant for describing the asymptotic distribution of shocks. Bonacich centrality identifies the nodes hit by a cumulated shock.
Estimation procedure for time series
In Section 2 we have defined the network of partial correlations for an n-variate random variable. Now we show how to construct partial correlations from an n-variate time series process. This is done by modeling serial dependence possibly present in time series data so that after filtering it out we obtain a serially independent n-variate random variable.
In our application we will use the financial return series. A well-known stylized fact of the financial time series is volatility clustering. GARCH-type specifications (see, e.g., Bollerslev et al., 1992) are typically used to model conditional volatility. 10 There are many multivariate GARCH specifications available (see a survey of Bauwens et al., 2006) , but the most flexible multivariate models require estimating an infeasibly large number of parameters. We select a parsimonious specification, the constant conditional correlations (CCC) model by Bollerslev (1990) . 11 In the CCC model, the conditional means and conditional variances are modeled separately for each dimension using univariate models, and then correlations are estimated from the filtered series. Denote an n-variate time series as Y t = (Y 1,t , . . . , Y n,t ) . Formally the model is specified as
where µ t = (µ 1,t , . . . , µ n,t ) is a specification of the conditional mean,
is the conditional variance, and t = ( 1,t , . . . , n,t ) are the standardized innovations, assumed to be serially independent, and identically normally distributed with each element having zero mean and unit variance, but cross-sectionally dependent, with a constant correlation matrix R. For simplicity, we assume ARMA(1,1) and GARCH(1,1) specifications for the conditional means and variances, respectively, 12 so that
The correlation matrix can now be estimated from the estimates of the standardized
and T is a sample size.
From the correlation matrix R, the matrix of partial correlations, P, is obtained using Eq.
(2). If T is small and the number of considered variables n is large, this procedure may become unstable as R may be ill-conditioned. 13 In this case shrinkage or penalized maximum likelihood estimators are handy. Given that our sample size is sufficiently large relative to the matrix dimension, we do not experience this problem. However, as a robustness check we implement a shrinkage-based glasso estimator by Peng et al. (2009) and report these results in Appendix E.
Empirical application
The network setup described above may be applied in many different contexts. In this section we use this setup to uncover the perceived network of the Australian banks and in-12 Formal model selection criteria, e.g., AIC, can be used to choose an optimal order for ARMA and GARCH processes. Typically, parsimonious low-order models are selected. Normality of the standardized innovations may also be relaxed (Lee and Long, 2009) . Note that in our specific application, conditional mean and volatility filtering are not important in the sense that the partial correlations obtained from the raw returns are similar to those obtained after ARMA(1,1)-GARCH(1,1) filtering in the CCC model. 13 The conditioning number for a symmetric positive definite matrix is defined as the ratio of its maximum and minimum eigenvalues, k = λmax/λmin. In case of the large conditioning number, the matrix is said to be ill-conditioned and the computation of its inverse is subject to large numerical errors (Belsey et al., 1980) . dustries. We use the term "perceived" to emphasize that our analysis is based solemnly on the returns of publicly traded banks and sectors, and can reveal the network of connections implied only by the market-driven return co-movements.
Our sample spans the period from 6 November 2000 to 22 August 2014 and was obtained from Datastream with 3, 600 daily observations in total. We have identified 8 publicly traded banks in the most recent period: the "big four" (ANZ, CBA, NAB, Westpac), two regional banks (Bank of Queensland, and Bendigo and Adelaide Bank) and two large financial groups providing banking services among others (Suncorp and Macquarie group). We also look at the index returns of two major financial sub-sectors other than banking: Insurance and Real Estate. Additionally, we include 9 major sectors of the Aus- We suggested reasons for several strong links between the financial entities in the network of partial correlations. The observed connections between sectors may also arise from interdependencies induced by technological processes. For illustration purposes we provide an example of an economic network capturing these interdependencies, namely the network based on the flows of goods and services between the sectors. The two lower panels of Figure 2 17 We also considered other major international markets such as the European and North American markets. However, the trading hours of the Australian market and these international markets do not overlap. As a result, in our network the international markets were strongly linked with the Asian market and had negligible links with all the nodes of Australian economy. In addition to graphical representations of the network of partial correlations, we compute network-based centrality measures which help to identify the most important nodes. Table 1 reports these measures for all economic entities. The first measure is R 2 as defined in (3), which is the proportion of variation in the returns explained by the returns of all other entities in the network. The remaining measures are the degree centrality, the eigenvector centrality, 20 and the Bonacich centrality with α = 1, discussed in Section 3.
Next to each measure we report its ranking in the descending order. The rows are ordered according to the eigenvector centrality for the full sample. All measures are reported for the full sample, and for Bonacich centrality we additionally report the values for pre-and 19 The input-output analysis has a long history in economics (see Leontief, 1987) . There has been a recent surge of interest in looking at an economy as a linked web of production units (see e.g., Acemoglu et al., 2012; Carvalho, 2014) with an obvious connection to the input-output analysis and the network theory. As our paper is focused on the network of partial correlations, we do not go beyond a simple illustration of the IO network. 20 The largest absolute eigenvalue is distant from the rest of the eigenvalues. (The three largest absolute eigenvalues are λ1 = 0.95, λ2 = 0.68 and λ3 = −0.60.) Therefore, we focus only on the eigenvector centrality as opposed to the p-eigenvector centrality space with p > 1. We normalize the eigenvector corresponding to the largest absolute eigenvalue by fixing its largest component to 1.
post-2008 samples (the other measures for these periods are reported in Appendix D).
We notice that the ranking for the full sample is similar for all the considered measures.
The eigenvector centrality and the Bonacich centrality measures have the closest ranking similarity with only one different entry.
Using all four measures, ANZ seems to have the most central position. The big four banks together with Industrials have the highest centrality using the full sample. This indicates the importance of the banking sector in shock transmission. Interestingly, Macquarie, which seems to be rather central visually on the full sample and especially post-2008 ( Figures 1 and 2b) , has moderate centrality measures. This is due to the relatively small weights of its edges, i.e., relatively small partial correlations.
When we compare the pre-and post-2008 periods overall, we notice a significant increase in the network effects. Indeed, the average R 2 of all entities increases from 0. However, the centrality-based ranking is very similar.
Policy examples
Suppose a policy-maker wishes to lower the total effect of a shock to the economic system in the most effective way. We can measure the total effect of a unit exogenous shock affecting all entities to any specific entity in the system with the Bonacich centrality measure. Using the centrality measures in Table 1 , it is easy to identify that ANZ is the most central in the system (based on the full sample).
Let us assume that a policy-maker implements a set of measures reducing the partial correlations of all entities connected with ANZ by 10 percent. We compute that, in this case, the Bonacich centrality measure of ANZ will be reduced by 33 percent from about 23 to 15.3. Moreover, the average Bonacich centrality of all big four banks will be reduced by 31 percent from 22.4 to 15.4, while the average Bonacich centrality of the system will be reduced by 24 percent from 16.5 to 12.5. Now, let us check what will happen if a policy-maker were to focus on an important, but less central entity, say the Macquarie group, and reduced its partial correlations by 10 percent. The Bonacich centrality of the Macquarie group would reduce by 23 percent, the average Bonacich centrality of the big four banks would be reduced by 15 percent and the average Bonacich centrality of the whole system would be reduced by 15 percent, which is smaller compared to the optimal policy targeting the most central entity. Focusing on the least central entity such as the Telecom sector and reducing all its connections by 10 percent would reduce the average Bonacich centrality of the system by only 3.5 percent.
It is important to mention that the policy examples considered above are rather stylized and are given merely as an illustration of possible use for the discussed centrality measures.
We have only considered the benefits of the policy. However, the costs of reducing the connections of a highly central entity may be substantially higher than the cost of reducing the connections of a less central entity. The centrality measures along with the networks of partial correlations may be used as complementary indicators guiding policy-makers.
Concluding remarks
In this paper we linked various methods for reconstructing the partial correlation networks, established the connections between the theoretical network measures and principal component analysis, and applied the methodology to reconstruct the implied networks of partial correlations between the relative change in value of the Australian banks, other domestic sectors, and international markets. We investigated the evolution of the networks over time and computed network-based measures for the considered entities.
We found strong direct links between the big four Australian banks and their connec- 
APPENDIX A Properties of Partial Correlations
This Appendix collects the results on partial correlations which are used in this paper; most of them are mentioned in Section 2. Many results about partial correlations can be found in Chapter 13 of Bühlmann and Van De Geer (2011) , Chapter 17 of Hastie et al. (2009) and Chapter 5 of Whittaker (2009). We selected here the results we need in this paper and adopted them to our notation.
First, we reproduce the definition. Let X be the multivariate random variable with elements X 1 , . . . , X n . Let X * ij|· denote the best linear approximation of variable X i based on all the variables except for X i and X j for any pair i, j.
Definition. The partial correlation coefficient between X i and X j denoted by ρ ij|· is defined as the ordinary correlation coefficient between X i − X * ij|· and X j − X * ji|· .
Without loss of generality we can assume that all the elements of X have zero mean. For the sake of notation simplicity, the proofs will be focused on random vectors X 1 and X 2 . We denote 12 = X 1 − X * 12|· and 21 = X 2 − X * 21|· the elements of X 1 and X 2 orthogonal to the space spanned by the remaining random variables X 3 , . . . , X n . By definition the partial correlation coefficient between X 1 and X 2 is
A.1 Connection with Linear Regression
To get representation (1) we project X 1 on all the remaining elements of X and also project X 2 on all the remaining elements of X (recall that in this appendix the variables are already transformed to have zero mean):
X 1 = β 12 X 2 + β 13 X 3 + · · · + β 1n X n + ε 1 X 2 = β 21 X 1 + β 23 X 3 + · · · + β 2n X n + ε 2 .
We will assume that the elements of X are linearly independent and so the projection errors ε 1 and ε 2 are not constant. The next result establishes the link between E 2 12 , the variance of the projection error when X 1 is projected on the space spanned by X 3 , . . . , X n , and E ε 2 1 , the variance of the projection error when X 1 is projected on the space spanned by X 2 , X 3 , . . . , X n . The latter is called the conditional variance of X 1 in the main text.
Lemma. Assume the orthogonality conditions E(ε 1 X i ) = 0 for all i = 1 and E(ε 2 X i ) = 0 for all i = 2. Then
Proof. Using several times the orthogonality of 12 to the space spanned by X 3 , . . . , X n and substituting X 1 and X 2 from (11), we obtain that E 2 12 = E(X 1 12 ) = E (β 12 X 2 + ε 1 ) 12 = β 12 E(X 2 12 ) + E ε 2 1 = = β 12 E (β 21 X 1 + ε 2 ) 12 + E ε 2 1 = β 12 β 21 E 2 12 + E ε 2 1 .
At the last step we used E(ε 2 12 ) = 0 which holds due to the orthogonality conditions for ε 2 . Note that 12 = X 1 − X * 12|· is a linear combination of X 1 , X 3 , . . . , X n .
The required result follows now from the equality derived above. Note that β 12 β 21 = 1, as otherwise E ε 2 1 = 0. But this would contradict the assumption of linear independence of X 1 , . . . , X n .
Proposition 2. Assume the orthogonality conditions E(ε 1 X i ) = 0 for all i = 1 and E(ε 2 X i ) = 0 for all i = 2 in (11). Then
Proof. Let's compute E(ε 1 21 ). On the one hand, we can express ε 1 from (11) and due to orthogonality of 21 to X 3 , . . . , X n we get E(ε 1 21 ) = E(X 1 21 ) − β 12 E(X 2 21 ) .
On the other hand, 21 = X 2 − X * 21|· is a linear combination of X 2 , . . . , X n and ε 1 is orthogonal to all these vectors. Hence, E(ε 1 21 ) = 0 and therefore
where at the last step we used the definition of the partial correlation. The previous lemma implies that the ratio of variances of 12 and 21 is the same as the ratio of variances of ε 1 and ε 2 . It completes the proof.
From the last Proposition by symmetry we derive that
Since correlation coefficient is always between −1 and 1, it follows (see the previous Lemma) that β 12 β 21 < 1 and that E ε 2 1 < E 2 12 . These results hold for any i and j and allow us to establish a link between the matrix of partial correlations, P, and the matrix of linear coefficients in system (1), B.
(Both matrices have zeros on the diagonal.) In the main text we defined the diagonal matrix D Σ = diag Var(ε 1 ), . . . , Var(ε n ) . The result of Proposition 2 implies that
With this result we can directly obtain system (5) which played a crucial role in our separation of the first-order effect of the shock from the total effect of the shock.
A.2 Connection with Concentration Matrix
To obtain a useful characterization of partial correlation, we investigate the elements of the concentration matrix K = Ω −1 . Without loss of generality, we will focus only on the first row and the first column of this matrix.
Let X denote the matrix corresponding to the multivariate random variable X. The columns of X are the random vectors X 1 , . . . , X n . Let X −1 denote the matrix whose columns are the random vectors X 2 , . . . , X n . Consider the first equality in (11), and write it as X 1 = X −1 β + ε 1 , where β = (β 12 · · · β 1n ) T . Using the orthogonality condition, we obtain from the normal equations that
The next result exploits the block structure of the variance-covariance matrix of X.
Lemma. Variance-covariance matrix of X can be represented as follows
Proof. This can be checked by direct computation. For example, variance of X 1 is
which is exactly the upper left element from the right-hand side of the equality. Also, the row vector of covariances of X 1 with the remaining vectors is
which coincides with the upper right element of the right-hand side.
Using the decomposition of Ω derived in the previous Lemma we can express the concentration matrix, K = Ω −1 in the block form as well:
Studying the elements in the first row of this matrix we obtain the following results for the concentration matrix. The upper left element, k 11 = 1/ Var(ε 1 ). The second element in the first row k 12 = −β 12 k 11 which using Proposition 2 can be rewritten as
Expressing the partial correlation from the equation we obtain an instance of (2). In general, the following holds.
Proposition 3. The on-diagonal elements of the concentration matrix K are given by
The off-diagonal elements of the concentration matrix K are proportional to the negative of the corresponding partial correlations. Namely, Eq.
(2) holds
The last result in the matrix form is Eq. (4).
A.3 Connection with the Inverse of Correlation Matrix
We use the matrix notation. Let D Ω be the diagonal matrix composed of the diagonal elements of Ω. Then, by definition, the correlation matrix of X, denoted as R can be written as R = D −1/2 Ω ΩD −1/2 Ω . Therefore,
Thus, (i, j) element of matrix R −1 is k ij Var(X i ) Var(X j ). With such proportionality to the elements of K, the partial correlations can also be computed if in Eq.
(2) the elements of K are substituted by the elements of R −1 . Using (13) we find that the diagonal elements of R −1 are Var(X i )/ Var(ε i ).
A.4 Spectrum of Matrix of Partial Correlations.
Interpretation of the network of partial correlations given in section 2.1 and discussion in section 3 relies on Assumption 1. This Assumption says that, ρ(P), the spectral radius (i.e., the largest absolute eigenvalue) of matrix P is less than 1. It is well known (see, e.g., Meyer, 2000, page 618 ) that this Assumption is equivalent to each of the following:
• the convergence of a so-called Neumann series,
which then is equal to (I − P) −1 .
• lim k→∞ P k = 0, which is a zero-matrix.
The former fact is used in deriving Eq. (6), and thus this Assumption is crucial for our interpretation. The latter fact is mentioned in footnote 4.
While Assumption 1 is often made in the literature on partial correlations (see e.g., Malioutov et al., 2006) , it is important to ask when is this Assumption 1 satisfied. The following general result can be used to derive sufficient conditions. Proposition 4. For square matrix A it holds that ρ(A) ≤ A for every matrix norm.
The elementary proof of this result can be found in page 497 of Meyer (2000) . Since the largest absolute row sum, max i j |a ij |, is a matrix norm, we can conclude that when all the absolute row sums in P are less than 1, Assumption 1 is satisfied.
Other sufficient conditions can be found, using the fact that P is the matrix of partial correlations.
Lemma. All eigenvalues of the matrix of partial correlations are less than 1.
Proof. In Proposition 1 we establish a one-to-one relation between eigenvalues of P and the eigenvalues of a certain variance-covariance matrix. Namely, if λ is the eigenvalue of the former matrix, 1/(1 − λ) is the eigenvalue of the latter matrix. Since variancecovariance matrices are positive-definite, all their eigenvalues are positive. It then follows that all eigenvalues of P are less than 1.
With this Lemma we see that Assumption 1 is equivalent to the fact that all the eigenvalues of P are larger than −1, i.e., λ i > −1 for every i. In other words, whenever the smallest eigenvalue of P is larger than −1, Assumption 1 holds. Moreover, we can also derive the following result.
Proposition 5. When P is non-negative matrix (i.e., all partial correlations are nonnegative), its spectral radius is less than 1.
Indeed, for the non-negative matrices the Perron-Frobenius theory can be applied. It contains the result (page 670 in Meyer, 2000) that the spectrum of P is reached on one of the eigenvalues of P. Therefore, the leading absolute eigenvalue of P is positive.
B Industry Classification Benchmark
We adopt the following sectoral classification from Datastream which is based on the Industry Classification Benchmark: The Financials sector is considered in more details on the network of partial correlations. In particular, we separately consider Insurance and Real estate sub-sectors. The Banks and Financial services are zoomed in even further and are represented by big-four banks (ANZ, CBA, NAB, Westpac) and two regional banks (Bank of Queensland, and Bendigo and Adelaide Bank), by two large financial groups (Suncorp and Macquarie), respectively.
C Correlations and partial correlations
Tables 2 and 3 report matrices of correlations and partial correlations, respectively, for the full sample. For better readability, the matrix is divided into several blocks corresponding to correlations and cross-correlations between the banks, other sectors of the Australian economy, and the Asian market. 55 .47 .48 .46 .49 .48 .43 .44 .53 .25 .36 .50 .26 .39 .23 .45 Westpac .65 1 .73 .70 .49 .49 .46 .45 .49 .44 .41 .44 .52 .27 .40 .50 .25 .40 .21 .42 ANZ .71 .73 1 .68 .53 .47 .47 .46 .50 .49 .44 .45 .52 .25 .36 .49 .24 .38 .22 .44 CBA .68 .70 .68 1 .49 .47 .45 .46 .50 .45 .41 .42 .54 .27 .37 .49 .25 .38 .23 .42 Macquarie .55 .49 .53 .49 1 .47 .42 .44 .50 .45 .45 .50 .55 .25 .36 .47 .21 .36 .25 .48 Suncorp .47 .49 .47 .47 .47 1 .37 .40 .48 .37 .39 .39 .48 .27 .34 .44 .22 .33 .21 .38 Bank of Qlnd. .48 .46 .47 .45 .42 .37 1 .46 .42 .42 .37 .39 .46 .25 .31 .42 .19 .34 .23 .36 Bend&Ad.Bank .46 .45 .46 .46 .44 .40 .46 1 .44 .38 .35 .39 .46 .26 .31 .39 .23 .36 .21 .36 Insurance .49 .49 .50 .50 .50 .48 .42 .44 1 .46 .46 .47 .58 .34 .44 .57 .27 .41 .25 .46 Real Estate .48 .44 .49 .45 .45 .37 .42 .38 .46 1 .39 .44 .52 .27 .38 .46 .24 .39 .26 .40 Oil & Gas .43 .41 .44 .41 .45 .39 .37 .35 .46 .39 1 .72 .58 .31 .39 .54 .24 .45 .31 .54 Basic Materials .44 .44 .45 .42 .50 .39 .39 .39 .47 .44 .72 1 .63 .31 .38 .53 .23 .46 .34 .58 Industrials .53 .52 .52 .54 .55 .48 .46 .46 .58 .52 .58 .63 1 .39 .49 .63 .29 .50 .33 .53 Consumer Gds .25 .27 .25 .27 .25 .27 .25 .26 .34 .27 .31 .31 .39 1 .31 .41 .20 .28 .19 .27 Health Care .36 .40 .36 .37 .36 .34 .31 .31 .44 .38 .39 .38 .49 .31 1 .49 .30 .40 .25 .34 Consumer Svs .50 .50 .49 .49 .47 .44 .42 .39 .57 .46 .54 .53 .63 .41 .49 1 .36 .44 .30 .52 Telecom .26 .25 .24 .25 .21 .22 .19 .23 .27 .24 .24 .23 .29 .20 .30 .36 1 .26 .16 .26 Utilities .39 .40 .38 .38 .36 .33 .34 .36 .41 .39 .45 .46 .50 .28 .40 .44 .26 1 .26 .37 Technology .23 .21 .22 .23 .25 .21 .23 .21 .25 .26 .31 .34 .33 .19 .25 .30 .16 .26 1 .26 Asia Market .45 .42 .44 .42 .48 .38 .36 .36 .46 .40 .54 .58 .53 .27 .34 .52 .26 .37 .26 1 Tables 4 and 5 show centrality measures of pre and post 2008 samples, respectively. Next to each measure we report the ranking of the corresponding entity according to this measure. 
E Glasso-based estimates and centrality measures
As a robustness check we estimated the matrices of correlations and partial correlations using the glasso method of Peng et al. (2009) . The glasso method exploits the relationship between partial correlations and the system of regression equations in Eq. (1) shrinking the parameters towards zero. The methods relies heavily on the choice of regularization parameter. We use rotation information criterion to choose of the latter. The estimation was implemented in R using package 'huge'. Tables 6 and 7 report matrices of correlations and partial correlations, respectively, for the full sample. In addition we also report the centrality measures based on the glasso method in Table 8 . 
