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Abstract
The present doctoral thesis describes experimentally measured properties of
the resonance spectra of flat microwave billiards with partially broken time-
reversal invariance induced by an embedded magnetized ferrite. A vector net-
work analyzer determines the complex scattering matrix elements. The data is
interpreted in terms of the scattering formalism developed in nuclear physics.
At low excitation frequencies the scattering matrix displays isolated reso-
nances. At these the effect of the ferrite on isolated resonances (singlets) and
pairs of nearly degenerate resonances (doublets) is investigated. The hallmark of
time-reversal symmetry breaking is the violation of reciprocity, i.e. of the sym-
metry of the scattering matrix. One finds that reciprocity holds in singlets; it
is violated in doublets. This is modeled by an effective Hamiltonian of the res-
onator. A comparison of the model to the data yields time-reversal symmetry
breaking matrix elements in the order of the level spacing. Their dependence on
the magnetization of the ferrite is understood in terms of its magnetic properties.
At higher excitation frequencies the resonances overlap and the scattering ma-
trix elements fluctuate irregularly (Ericson fluctuations). They are analyzed in
terms of correlation functions. The data are compared to three models based on
random matrix theory. The model by Verbaarschot, Weidenmu¨ller and Zirnbauer
describes time-reversal invariant scattering processes. The one by Fyodorov,
Savin and Sommers achieves the same for systems with complete time-reversal
symmetry breaking. An extended model has been developed that accounts for
partial breaking of time-reversal invariance. This extended model is in general
agreement with the data, while the applicability of the other two models is lim-
ited. The cross-correlation function between forward and backward reactions
determines the time-reversal symmetry breaking matrix elements of the Hamil-
tonian to up to 0.3 mean level spacings. Finally the sensitivity of the elastic
enhancement factor to time-reversal symmetry breaking is studied. Based on
the data elastic enhancement factors below 2 are found which is consistent with
breaking of time-reversal invariance in the regime of overlapping resonances.
The present work provides the framework to probe for broken time-reversal
invariance in any scattering data by a multitude of methods in the whole range
between isolated and overlapping resonances.
Zusammenfassung
Die vorliegende Doktorarbeit beschreibt Eigenschaften experimentell gemes-
sener Resonanzspektren flacher Mikrowellenbillards. Hierbei induziert ein in den
Resonator eingebrachter magnetisierter Ferrit eine partiell gebrochene Zeitum-
kehrinvarianz. Ein Vektor-Netzwerkanalysator bestimmt die komplexen Streuma-
trixelemente. Die Daten werden im Rahmen der in der Kernphysik entwickelten
Streutheorie interpretiert.
Bei niedrigen Anregungsfrequenzen zeigt die Streumatrix isolierte Resonan-
zen. An diesen wird der Einfluss des Ferriten auf einzelne Resonanzen (Singuletts)
und auf Paare fast entarteter Resonanzen (Dubletts) untersucht. Ein Merkmal fu¨r
Zeitumkehrbrechung ist die Verletzung der Reziprozita¨t, also der Symmetrie der
Streumatrix. Die Experimente belegen, dass Reziprozita¨t in Singuletts gilt und
in Dubletts verletzt wird. Sie werden durch einen effektiven Hamilton-Operator
modelliert. Ein Vergleich des Modells mit den Daten ergibt zeitumkehrbrechende
Matrixelemente in der Gro¨ße des Niveauabstands, deren Abha¨ngigkeit von der
Magnetisierung des Ferriten durch dessen Eigenschaften verstanden ist.
Bei hohen Frequenzen u¨berlappen die Resonanzen und die Streumatrixelemen-
te fluktuieren irregula¨r (Ericson Fluktuationen). Sie werden anhand von Korrela-
tionsfunktionen analysiert. Die Daten werden mit drei Modellen verglichen. Das
Modell von Verbaarschot, Weidenmu¨ller und Zirnbauer beschreibt zeitumkehrin-
variante Streuprozesse, jenes von Fyodorov, Savin und Sommers leistet das gleiche
fu¨r Systeme mit vollsta¨ndig gebrochener Zeitumkehrsymmetrie. Ein erweitertes
Modell fu¨r den Fall einer teilweise gebrochenen Symmetrie wurde entwickelt und
angewandt. Es ist in guter U¨bereinstimmung mit den Daten, wohingegen die An-
wendbarkeit der bekannten Modelle limitiert ist. Die Kreuzkorrelationsfunktion
zwischen Reaktionen in Vorwa¨rts- und Ru¨ckwa¨rtsrichtung ermittelt symmetrie-
brechende Matrixelemente von bis zu 0.3 mittleren Niveauabsta¨nden. Schließlich
wird die Sensitivita¨t des elastischen Versta¨rkungsfaktors auf Zeitumkehrbrechung
untersucht. Versta¨rkungsfaktoren kleiner 2 werden beobachtet. Dies ist konsistent
mit Zeitumkehrbrechung im Bereich u¨berlappender Resonanzen.
Die vorliegende Arbeit stellt den Rahmen dar, um mit einer Vielzahl von Me-
thoden beliebige Streudaten auf gebrochene Zeitumkehrsymmetrie im kompletten
Bereich von isolierten bis hin zu u¨berlappenden Resonanzen zu untersuchen.
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1 Introduction
In 1686, Sir Isaac Newton presented to the Royal Society the first of the three
books in his series Philosophiae naturalis principia mathematica [1], revolution-
izing science. In this book he presented three laws that should describe classical
mechanics once and for all: First, a body maintains its state unless a net force acts
on it; second, this force equals the change of momentum of the body; third, every
action demands for an equal and opposite reaction. As a consequence the fate of
every particle in the universe seemed to be already decided as the knowledge of
its current state should suffice to describe its future state for eternity.
More than 200 years passed until Jules Henri Poincare´ published Les Me´thodes
nouvelles de la Me´canique Ce´leste in 1892 [2]. In this work he proved that the
motion of more than two orbiting bodies in phase space cannot be predicted
for arbitrary times, since one cannot expand the solution of Newton’s equations
in a convergent Taylor series with respect to time. It was more than 50 years
later, when this problem of long-time prediction in mechanics was successfully
tackled by Kolmogorov [3], followed by Arnold [4] and Moser [5]. The combined
result is now known as the KAM theory [6] and states that in weakly perturbed
conservative many-body systems some stable orbits still remain. However, for
most initial conditions the orbits become unstable (their series expansions do
not converge) and non-periodic in their time evolution, a feature later termed
as chaos [7]. The occurrence of this chaotic behavior is not in contradiction to
Newton’s laws. His equations correctly describe classical dynamics, it is just that
their solutions cannot always be formulated explicitly.
A prototype to study the rich dynamics of classical mechanics was found in
billiards [8–10]—an area bounded by hard walls in which particles move freely.
Already in the early 1970s interest arose on the question of how chaotic proper-
ties of classical billiards translate into the world of quantum mechanics, giving
birth to the field of quantum chaos. It was clear that familiar concepts such as
orbits in phase space do not directly apply to quantum systems. Nevertheless,
due to the strong ties to their classical counterparts, the question of universal
features of these quantum billiards was posed [11, 12]. It turned out that, indeed,
universal spectral properties do exist which can be described to high precision by
a statistical approach, the so-called random matrix theory [13]. Another method
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to describe quantum billiards is used by a semiclassical treatment, the so-called
periodic orbit theory [14, 15], where the system is characterized in terms of all
its classical periodic orbits.
Experimentally, a most successful analog system for quantum billiards is pro-
vided by flat microwave resonators [16–19]. In Sec. 2 of the present work the basic
concepts of these experiments are recapitulated. Since 1994, the experimental in-
vestigation of quantum billiards included systems with broken time-reversal sym-
metry, achieved by the insertion of magnetized ferrites [20, 21]. Section 3 of the
present work is dedicated to the explanation of this type of induced time-reversal
symmetry breaking in microwave billiards. Before this advancement in the exper-
imental technique the study of quantum billiards was limited to the investigation
of generic features of integrable and chaotic systems with time-reversal symme-
try. The breaking of this symmetry gave access to the investigation of universal
features of chaotic systems without time-reversal invariance and permitted addi-
tional comparisons with random matrix theory in this regime. While those early
microwave experiments mostly focused on spectral properties, the present work
directly investigated the scattering process.
In the 1960s an important discovery was made in a different field of physics:
Christenson, Cronin, Fitch and Turlay obtained evidence for the decay of the
neutral K-meson into two pions [22]. This implies the simultaneous violation
of charge (C) and parity (P) conservation in the weak interaction. Relativistic
field theory requires that the combined symmetry of charge, parity and time-
reversal (CPT) holds. Therefore, the experiment of Christenson et al. entailed a
violation of time-reversal (T ) symmetry1. Subsequently, much effort was devoted
to search for T non-conserving contributions to the strong interaction in nuclear
reactions [24–30]. Until the present day, only upper limits of the order of 10−3
for contributions of T non-conserving effects to the total scattering amplitude
could be established [31, 32]. These experiments exploited fluctuations in nuclear
cross sections that were first pointed to, albeit for T invariant systems, by Torleif
Ericson [33] in 1960. He realized that in energy regions in which a large number of
1In a strict sense, there is no symmetry connected to time-reversal. The operator of time-
reversal is antiunitary (see Sec. 2.2) and therefore not related to any conserved quantum num-
ber [23]. As a consequence, time-reversal invariance—which is a more proper terminology—is
not related to a symmetry. However, usage of the term “time-reversal symmetry” is common
and well established in the literature and will therefore be used with the above remark in mind
in the present work, too.
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resonant states overlap, cross sections are not structureless functions of energy but
rather display pronounced fluctuations, now called Ericson fluctuations. Later,
this led him to the conclusion that effects of T breaking are best observed in this
regime [34, 35] by virtue of an enhancement mechanism.
It was believed for some time that effects of T violation cannot manifest them-
selves in nuclear reactions proceeding via an isolated resonance [36]. In 1975 it
was pointed out [37], however, that this is not true for differential cross sections
if reaction channels with different spins can interfere. Experiments followed this
insight some years later [38]. Using a setup where T violating effects should have
been detectable it was established that within the experimental uncertainties
T invariance holds. Until recently [39], this concept has never been carried over
to quantum billiards with their possibilities of controlled T breaking. Therefore,
Sec. 4 of the present work discusses the traceability of time-reversal symmetry
breaking by investigations of isolated resonances in detail.
This study of isolated resonances already demonstrates that quantum billiards
do not only serve as a paradigm for the investigation of eigenvalue and wave func-
tion properties, they also provide a tool to investigate properties of scattering
systems [16, 40–42]. The connection between the properties of the Hamiltonian
of the closed billiard and the scattering process has been given by Albeverio et
al. [41]. Their description is identical to the one formulated by Mahaux and
Weidenmu¨ller [43] for nuclear reactions. The process of scattering implies a con-
nection of the formerly closed quantum system to the outside world. Thus it
is closely linked to the investigations of open systems in general, where interest
due to rapid progress in nanotechnology and the development of new mesoscopic
devices is currently high [44–46]. Resonances of open systems have short lifetimes
which is equivalent to large resonance widths Γ. If the widths are comparable to
the mean level spacing D, that is Γ/D ≈ 1, the resonances overlap. In this regime
the conductance (the universal measure of electron transport) fluctuates in anal-
ogy to the Ericson fluctuations in compound nucleus reactions [47]. A theoretical
description of these fluctuations for all values of Γ/D is challenging and was
achieved in 1984 by Verbaarschot, Weidenmu¨ller and Zirnbauer (VWZ) [48] for
T invariant systems. Their analytic expression predicts the correlation functions
of the fluctuations and is applicable not only in the regime of fully overlapping res-
onances but also in that of partially overlapping and isolated ones. It took more
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than twenty years to rigorously confirm the predictions of this model [49]. These
developments are further pursued in Sec. 5 of the present work and correlation
functions of open, T non-invariant systems are studied. In these investigations
a second model by Fyodorov, Savin and Sommers (FSS) [50] is considered, too,
that provides the information analog to the VWZ model but for the case of fully
broken T symmetry.
Both models, VWZ and FSS, only approximately describe microwave res-
onator experiments with magnetized ferrites. Section 6 of the present work proves
that the induced T breaking is incomplete. This motivated an extension of the
VWZ formalism to the regime of partial T violation. The application of this
model in the present work proves its validity in the whole range between iso-
lated and overlapping resonances as well as for a large variety of T breaking
strengths. Coming back to conductance properties of mesoscopic devices with
magnetic fields, the phenomenon of weak localization [51], known as elastic en-
hancement in nuclear reactions, is investigated at the end of the present work
and considered as another tool to detect consequences of time-reversal symmetry
breaking.
The present thesis provides a basis to probe the dynamics of general quan-
tum systems with respect to time-reversal invariance. The exploited theoretical
concepts originate from nuclear physics. There the question of T non-conserving
contributions to the strong interaction is of fundamental interest. The present
work used microwave billiards to model the compound nucleus. A ferrite induced
T breaking in the resonators and simulated a hypothetical time-reversal symme-
try breaking amplitude of the strong interaction. The introduced methods allow
for investigations of T breaking effects in the whole range between isolated and
overlapping resonances. Applications in the broader scope of general scattering
systems, to study e.g. the fluctuation properties of the conductance in mesoscopic
devices [44] or in Rydberg atoms [52, 53], are now feasible.
4
2 Basics
The present work rests upon five pillars. Experiments on microwave resonators,
a technique perfected by years of experience in the field of experimental quantum
chaos and progress in microwave technology, provide the data basis for all anal-
yses. To understand the experimental findings methods from nuclear physics as
well from quantum chaos are employed. The statistical properties of the latter
of which can, to high precision, be modeled by random matrix theory. Quantum
mechanics contributes the theory of broken time-reversal invariance. This section
gives short introductions to each of these topics.
2.1 Quantum chaos and quantum billiards
In classical physics every system can be described by a Hamiltonian function. This
leads to a set of first order differential equations which implies that knowledge
of the initial condition of every variable and parameter of the system is sufficient
to predict the state of the system for arbitrary times in the future. However,
in reality every initial condition, as for example position or momentum, can
only be determined up to some finite precision, thus introducing uncertainty
into the prediction of future development that generally increases in time. The
rate of uncertainty growth can either be linear or exponential in time which
serves to distinguish between classical regular and classical, deterministic chaotic
dynamics. In an at least two-dimensional, flat potential the difference between
these two cases is caused by the boundary, where the potential jumps to infinity.
Thus the term billiard is commonly used to refer to those systems.
Physically, the dependence of the dynamics on the shape of the billiard bound-
ary can be explained by the symmetries it defines. A classical system with N
degrees of freedom is called integrable if a set of N constants of the motion exist,
restricting the flow of particle trajectories in the 2N -dimensional phase space to
an N -dimensional surface [54]. According to Noether’s theorem every symmetry
of the Hamiltonian corresponds to one conserved quantity [55], each a constant of
the motion. If now the billiard is found to be integrable, solutions of Hamilton’s
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Fig. 2.1: Examples of classical trajectories in two billiard shapes: a) In a billiard
with a rectangular boundary the distance between particles with slightly
different initial momenta increases linearly in time. The motion is reg-
ular. b) In the Bunimovich billiard [9], shaped like a quarter stadium,
the distance grows exponentially in time. This is a characteristic feature
of chaotic dynamics.
equations can be given in closed form and uncertainties grow at most linearly in
time. The dynamics is regular (see Fig. 2.1a). In contrast, the lack of symmetries
reduces the number of constants of the motion (see Fig. 2.1b). For the trajectory
of a particle no analytical expression exists, and approximations in the form of
series expansions diverge [54]. This leads to so-called deterministic chaos, as ever
so small uncertainties in the initial conditions will grow exponentially in time
rendering any long term predictions impossible.
The term quantum chaos includes all quantum mechanical systems whose
classical analogs would display chaotic behavior. Of special interest are quantum
billiards whose potentials are, but for infinitely high potential boundaries, flat,
in analogy to classical billiards. It was discovered that both, the eigenvalues
and the eigenfunctions, of chaotic quantum billiards exhibit universal statistical
properties [56]. Their description is a major goal in the field of quantum chaos.
2.2 Time-reversal invariance
In classical mechanics the operation of time-reversal T is defined as
t
T7→ −t, x T7→ x , (2.1)
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where t denotes the time and x is the position of a particle with mass m. As a
consequence, momenta p = m dx/dt and angular momenta L = x×p change their
signs under T , i.e. motions are reversed. Newton’s law of motion is a second order
differential equation in t, it therefore remains unchanged under application of T .
In classical electrodynamics, electromagnetic fields are described by Maxwell’s
equations. In this case, time-reversal implies
t
T7→ −t, B T7→ −B, J T7→ −J , (2.2)
since the currents J and the magnetic fields B are microscopically produced by
electrons in motion, whose directions are reversed by T . Under these transfor-
mations Maxwell’s equations remain unchanged [23].
The time-dependent Schro¨dinger equation(
− ~
2
2m
∆+ V (r)
)
Ψ(r, t) = i ~
∂Ψ(r, t)
∂ t
(2.3)
with the solution Ψ(r, t) is not invariant under t 7→ −t. An additional complex
conjugation of the solution Ψ(r, t) 7→ Ψ∗(r,−t) is required to satisfy the time-
reversed version of Eq. (2.3). It follows that the quantummechanical time-reversal
operator Tˆ cannot be unitary but instead has to be antiunitary [23]. Exploiting
this structure of Tˆ , it can be shown that Hamiltonians of time-reversal invariant
systems without spin-1/2 interactions can be represented by real and symmetric
matrices [57]. This property stays unchanged under orthogonal transformations
H ′ = OH OT . (2.4)
Here, O is an orthogonal matrix, OOT = 1. Removing the restriction of time-
reversal invariance leads to Hamiltonians that cannot be represented by real ma-
trices any longer. However, they are still Hermitian, a property that is preserved
under unitary transformations
H ′ = U H U † (2.5)
where U U † = 1, i.e. U is unitary.
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2.3 Random matrix theory
In 1984 Bohigas, Giannoni and Schmit wrote in their seminal paper [13]:
“Spectra of time-reversal-invariant systems whose classical analogs are
K [that is strongly chaotic] systems show the same level fluctuation
properties as predicted by GOE. . . ”
This famous conjecture established the close connection between properties of
quantum systems whose classical analogs show chaotic dynamics and a part of
statistical physics known as random matrix theory (RMT). The objective of RMT
is a description of quantum systems based on symmetry considerations and gen-
eral properties of physical systems alone. It was developed, having the spectra
of complex nuclei in mind [58], in the 1950s and 1960s by Wigner, Dyson and
Mehta. An exhaustive review of the development and applications of RMT can
be found in Ref. [59].
In RMT the information content of the Hamiltonian is restricted to the sym-
metry considerations of Eq. (2.4) and Eq. (2.5). Taking these into account, RMT
leads to ensembles of matrices [59] with probability distributions PNβ(H) ∝
exp(−β trH2), where the Hamiltonian H is represented as a N × N matrix.
For physical systems the limit N → ∞ has to be considered. The parameter β
depends on the considered symmetry class: for time-reversal invariant systems
β = 1 defines the Gaussian orthogonal ensemble (GOE); for time-reversal non-
invariant systems β = 2 represents the Gaussian unitary ensemble (GUE). The
case β = 4, the Gaussian symplectic ensemble (GSE) of interacting spin-1/2 par-
ticles, is mentioned for completeness but is not of further interest for the present
work.
Diagonalization of H taken from the GOE directly leads to predictions on the
spectral properties of chaotic, T invariant quantum systems. These properties
describe the mean spacing of the eigenvalues, the fluctuations of the distances
between adjacent eigenvalues about this mean (“spectral fluctuations”) and the
correlations between such distances [58]. The predictions have been confirmed in
numerous experiments [17–19, 60, 61]. In this way, the conjecture by Bohigas,
Giannoni and Schmit has been corroborated.
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2.4 Nuclear physics and scattering formalism
In nuclear physics much insight is gained by performing nuclear reaction exper-
iments using particle accelerators. The principle of these experiments can be
described as a three-step process. In a first step an accelerated particle is moving
toward the reaction target. Ideally all quantum numbers (spin, parity, momen-
tum, etc.) are known. This set of numbers labels the incident channel. In a
second step the particle hits the target, that is, it interacts locally with some
potential which might cause some of the quantum numbers to change. In the
third and final step a particle leaves the interaction region to be registered by
some detector system that determines the new set of quantum numbers which
now labels the final channel. This whole process defines a scattering problem
where the fundamental challenge is to determine the transition probability from
a given initial channel to a given final channel.
In quantum mechanics this process of scattering is described in terms of a
scattering matrix S. Its elements are defined by
Sfi := 〈Ψf |S|Ψi〉 , (2.6)
with |Ψi〉 and |Ψf〉 being the initial and final states, respectively. The connection
between the Hamiltonian H of the system and the scattering matrix S is elabo-
rated by Mahaux and Weidenmu¨ller within the framework of compound nucleus
reactions in Ref. [43] as
S(E) = 1− 2πiW †(E −Heff)−1W , (2.7)
with W as the coupling between the internal Hamiltonian H and the scattering
channels. The coupling modifies H to become an effective Hamiltonian Heff =
H − iπWW † in Eq. (2.7). It should be noted that the scattering matrix is in
general a complex valued object and in nuclear physics only the cross section,
that is its modulus square, is experimentally accessible.
Equation (2.7) provides the crucial connection between theory and measure-
ment. It links the information of the scattering matrix obtained in experiments
to the Hamiltonian which is of interest to theoretical considerations. For quan-
tum systems exhibiting chaotic dynamics the Hamiltonian can be described using
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RMT. The couplings W are given parameters of the problem and are often as-
sumed to follow a Gaussian distribution. A possible energy dependence of W is
often neglected. Using this universal description of a scattering process, Eq. (2.7)
allows for predictions of statistical properties of the scattering matrix.
2.5 Microwave resonators
To probe the statistical properties of quantum systems experimentally is a de-
manding task. In nuclear physics large accelerator facilities are required in order
to measure the scattering properties of nuclei. In these experiments, suitable
many-particle descriptions are difficult to obtain, the experimentalist has only
few opportunities to influence the properties of the scattering systems and it is
difficult to gather consistent data sets large enough for statistically significant
results. Nevertheless, such work has been done and good agreement between
observed spectra and statistical predictions of the RMT has been found [62–66].
In recent years, another access to quantum systems has become available via
quantum dots and other mesoscopic systems. In these custom tailored devices
quantum transport properties are readily accessible and of great interest [67].
However, neither in experiments with nuclei nor with mesoscopic devices can the
full complex S-matrix be measured.
This is possible, however, in experiments with flat microwave resonators. In
these resonators of height d, for excitation frequencies below
fmax =
c0
2 d
, (2.8)
where c0 is the speed of light, only TM0 modes can be excited. For these modes
the electrical field vector is always perpendicular to the bottom of the resonator.
Under these conditions, the Maxwell equations reduce to the scalar Helmholtz
equation [68]
(∆ + k2)ϕ(r) = 0, k = 2π f/c0 (2.9)
with the boundary condition
ϕ(r)|∂Ω = 0 . (2.10)
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Then, the electric field inside the resonator is E(r) = ϕ(r)n, where n is the vector
normal to the surface area Ω which is bounded by ∂Ω. Thus the amplitude ϕ(r)
of the electric field is formally identical with the wave function ψ(r) obtained
from Schro¨dinger’s equation
(∆ + k2)ψ(r) = 0, k =
√
2mE/~ (2.11)
of a single particle in a billiard potential. Together with the boundary condition
ψ(r)|∂Ω = 0 (2.12)
the complete correspondence between the electromagnetic problem Eqs. (2.9,
2.10) and the quantum mechanical system Eqs. (2.11, 2.12) is established.
A flat microwave resonator is schematically shown in Fig. 2.2. Three high-
conductivity copper plates form the resonating cavity. The middle plate defines
the shape Ω of the corresponding potential. In order to achieve a high qual-
ity factor Q inside the resonator, contact resistances are suppressed by tightly
screwing the system together and by applying wires of solder close to the inner
contour [69]. This setup allows for Q values between 103 and 104. While ex-
periments with superconducting niobium cavities [18] achieve quality values up
to 107, the present work relies on normal conducting resonators as magnetized
ferrites are to be inserted into the billiard (see Sec. 3). Small holes (diameter
about 2 mm) are drilled into the lid of the resonator through which thin wires
(diameter about 0.5 mm) are inserted into the cavity. The wires act as dipole
antennas to couple the rf power into and out of the resonator.
A vectorial network analyzer (VNA) produces rf power with adjustable fre-
quency. The VNA is connected to a coaxial line that, in turn, is attached to one
antenna. Depending on the excitation frequency, part of the signal delivered by
the VNA is reflected back into the coaxial line and another part excites an elec-
tromagnetic standing wave pattern. The VNA can either analyze the reflected
signal or it can be connected to a second antenna to track the transmitted signal.
The VNA compares the emitted and received signal according to amplitude and
phase. This process yields the complex scattering matrix element. The full S-
matrix is obtained by sequential reflection and transmission measurements. This
scattering matrix comprises, however, only the observable channels as defined by
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Fig. 2.2: Exploded view (upper figure) and sectional drawing (lower figure) of a
modular microwave resonator. Visible are the top, contour and bottom
plate, typically made out of copper, 5 mm in thickness. The lateral
dimensions of the resonator usually are about 500 mm. The contour
plate defines the shape of the billiard. The plates are tightly connected
by screws (a) while solder (b) ensures good electrical contact between
the three plates. The coupling of rf power into the resonator is achieved
by short antennas (c).
the antennas. Dissipative effects due to absorption in the walls of the cavity are
observed indirectly, see Sec. 5.3.
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3 Induced time-reversal symmetry
breaking
In nature, only the weak interaction is known to break time-reversal symmetry
(see Sec. 1). Therefore all experiments which do not involve the weak interac-
tion and aim at investigating effects of time-reversal symmetry breaking (TRSB)
need to resort to “tricks” in order to induce TRSB in the system of interest. Fur-
thermore, a way to simulate a reversal of time has to be available, if differences
between a forward and a backward propagation in time are to be unveiled.
In conductance experiments with mesoscopic devices TRSB is usually achieved
by means of an externally applied magnetic field. Electrons transmitted through
the structures are confined to circular paths by the Lorentz force. They will not
retrace their paths under T unless the external field is reversed. By keeping it
unchanged an induced type of TRSB within the mesoscopic devices can be accom-
plished. Experimental realizations include the investigations of weak localization
effects [51] and universal conductance fluctuations [44]. In acoustics, a simulated
reversal of time direction is accomplished by the usage of time-reversal mirrors.
They are made of large transducer arrays that sample, time reverse and re-emit
acoustic wave fields [70]. Induced TRSB has been demonstrated in rotational
flows where the propagation of ultrasound waves displays weak localization [71].
Recently, TRSB observed in superconductors attracted much attention [72–74],
where magnetic moments of coupled electron spins induce T breaking.
Dissipative effects are not to be associated with a breaking of T invariance.
While dissipation leads to a distinct time arrow in the macroscopic world, it
does not influence the symmetry properties of the Hamiltonian H of a scattering
system. In the framework of Eq. (2.7) dissipation is only included in the coupling
W , where absorptive channels represent dissipative effects. These channels are
not accessible to the experimenter; the measurable S-matrix is sub-unitary while
the complete S-matrix remains unitary. However, this does not imply TRSB. If
one could keep track of all the energy lost through dissipation and reverse the
direction of time, the initial state would be recovered. This only holds for systems
where H is T invariant. In a system with “true” T breaking even a hypothetical
reversal of all final states would not lead back to the initial state.
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3.1 Time-reversal in microwave billiards
The most direct way to probe time-reversal symmetry is to reverse the direction
of time and to observe the evolution of the system under study—which is of course
impossible, as nature has not provided us with a method to reverse time. In clas-
sical mechanics, T corresponds to a reversal of motion and can thus be simulated
by negating all velocities at the end of the classical paths. In electrodynamics,
according to Eq. (2.2), magnetic fields B and currents J need to be inverted.
In scattering systems, by definition of Eq. (2.6), the interchange of the initial
and the final channel corresponds to a reversal of time. Using Eq. (2.7), it can
be shown that for a T invariant Hamiltonian H, i.e. a real and symmetric H,
Sab = Sba, a 6= b (3.1)
holds. Equation (3.1) yields the definition of reciprocity. Taking the modulus
square
σab = |Sab|2 = |Sba|2 = σba (3.2)
states the weaker condition of detailed balance [75] and involves only cross sec-
tions, which are experimentally accessible in nuclear physics [38]. While detailed
balance only requires the equivalence of the modulus, reciprocity demands the
agreement in modulus and phase—the former provides a necessary, the latter a
sufficient condition for the detection of TRSB.
These observations directly lead to a recipe for the simulation of a reversed
time evolution in experiments with microwave resonators: Simply interchange
the input and the output channel. A violation of reciprocity will then give direct
prove of (induced) T breaking.
3.2 Ferrites and ferromagnetic resonance
A ferrite is a non-conductive ceramic with a ferrimagnetic crystal structure. As in
antiferromagnets, its magnetic moments on different sublattices are opposed and
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their magnitudes differ. Thus a spontaneous magnetization remains [76]. Under
the influence of a sufficiently strong external magnetic field Hex—the required
strength depends on the saturation magnetization 4πMs and geometry dependent
demagnetization corrections—the individual moments couple to a ferromagnetic
order, which can effectively be described as a macroscopic magnetic moment M,
see Fig. 3.1.
m1
m2 meff
M
M
Hex
Fig. 3.1: Sketch of the magnetic structure of ferrites in an external magnetic
field. Two sublattices have opposed magnetic momentsm1,m2. In each
crystal cell these couple to a single momentmeff , thereby behaving like a
ferromagnetic structure. In a macroscopic treatment isolated magnetic
moments sum up to a macroscopic magnetic momentM which precesses
around the external magnetic field Hex.
In a classical treatment [77] the field Hex exerts on the momentM an angular
momentum of M ×Hex. The magnetic moment and the angular momentum J
are connected via M = −γ J, with
γ = g
e
2me c0
= g
µB
~
≈ g · 8.7941MHz
Oe
(3.3)
being the gyromagnetic ratio. Thus the equation of motion reads
dJ
dt
=M×H ⇒ M˙ = −γM×H, (3.4)
where the internal magnetic field strength H = H(Hex,N) is a function of Hex
and a geometry dependent demagnetization factorN. The calculation ofN is only
feasible for elliptically shaped ferrites, but not for the cylindrical shapes (diameter
4 mm, height 5 mm, cf. Sec. 3.4) used in the present work. Equation (3.4)
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determines the precession with the Larmor frequency ω0 = γ H of M around the
direction of H (see Fig. 3.1, rightmost figure).
For a further analysis of Eq. (3.4) the time dependence of H and M will be
described in first order as
H(t) = H0 + h e
i ω t, M(t) =Ms +m e
i ω t, (3.5)
where H0 denotes a sufficiently large time independent magnetic field to bring
the ferrite into its saturation magnetization Ms and h (m) is a perturbation
perpendicular to H0 (Ms) with angular frequency ω. Taking H0, Ms along the
z-axis the dynamical components in Eq. (3.5) are connected by


mx
my
mz

 =


χ −i κ 0
i κ χ 0
0 0 0




hx
hy
hz

 , (3.6)
that is the tensor of magnetic susceptibility. Its components
χ(ω) =
ω0 ωM
ω20 − ω2
, κ(ω) =
ω ωM
ω20 − ω2
, ω0 = γ H0, ωM = γ 4πMs (3.7)
display a pronounced resonance behavior and are only non-vanishing close to the
so-called ferromagnetic resonance. In this treatment effects of damping (which
prevent singularities at resonance) have been neglected [78].
3.3 Ferrites in microwave billiards
The idea of induced TRSB always resorts to the introduction of an invariant
reference frame into the system that does not change under time-reversal. In
experiments using electrons in microstructures an invariant external magnetic
field provokes, say, clockwise rotation. A reversal of time is simulated by only
reversing the momenta of the electrons. Accordingly, in a T invariant system they
would now move counterclockwise. However, due to the unchanged magnetic
field they are still going around in a clockwise fashion—time-reversal symmetry
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is broken in an induced way. In acoustics, the invariant reference frame can be
established by a rotational flow of the transport medium [71].
In experiments with microwave billiards the propagation of electromagnetic
waves has to be influenced in a non-reciprocal manner. Again, this is done by
the introduction of a reference frame, the precession of magnetic moments in-
teracting with the magnetic field component of the electromagnetic wave inside
the resonator. This is achieved by means of magnetized ferrites. In order to
understand the connection to the ferromagnetic resonance, it should first be re-
called from Sec. 2.5 that for excitation frequencies below fmax only TM0 modes
propagate inside the resonator. Therefore, if a ferrite inside the microwave bil-
liard is magnetized perpendicular to the bottom of the resonator, the rf magnetic
fields are perpendicular to the magnetization field, h ⊥ H0, and the conditions
Eq. (3.5) are met.
It is instructive to separate the electromagnetic fields into circularly polarized
ones which leads to χ± = χ± κ and m± = χ± h±. The resonance condition now
reads as
χ±(ω) =
ωM
ω0 ∓ ω . (3.8)
This expresses the T breaking properties of the ferromagnetic resonance with re-
spect to circularly polarized magnetic rf fields; the susceptibility changes and the
resonating structure is only visible for the “+” direction of polarization. Damp-
ing effects lead to complex valued contributions to Eq. (3.8) describing an ex-
ponential attenuation of the rf fields at resonance [78]. In the Landau-Lifshitz
form [77] losses are attributed to a relaxation time T , resulting in a finite linewidth
∆H = 2/(γ T ) of the ferromagnetic resonance and the magnetic susceptibility
χ±(ω) =
ωM
(ω0 + i/T )∓ ω , (3.9)
is a complex quantity. Inside the microwave billiard every rf magnetic field can
be decomposed into circularly polarized fields of, in general, unequal magnitudes.
Due to the complex susceptibility the ferrite strongly damps one of these compo-
nents while leaving the other nearly unaffected. A simulated reversal of time, as
described in Sec. 3.1, leads to an interchange of the magnitudes, thus changing
the net effect of the ferrite on the rf electromagnetic field and inducing TRSB.
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3.4 Ferrite in a waveguide
In the following, all experiments involving ferrites utilize calcium vanadium gar-
nets, type “CV19”2. These exhibit a saturation magnetization 4πMs = 1859 Oe,
a dielectric constant ε = 14.6 and a resonance linewidth ∆H−3 dB = 17.5 Oe. The
samples used were of cylindrical shape, each 5 mm in height and with diameters
varying between 4 and 10 mm in steps of 2 mm.
Waveguides are an ideal tool to investigate the TRSB effect of ferrites. Over a
broad frequency range a nearly uniform level of energy, transmitted in a mode of
single circular magnetic polarization, allows for a detailed study of time direction
dependent absorptive properties. This has been done thoroughly in Ref. [79].
The results for the ferrite 4 mm in diameter, which is of special interest in the
following experiments, are shown in Fig. 3.2. A linear dependence of the fer-
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Fig. 3.2: Dependence of ferromagnetic resonance on magnetic field strength B.
The data points were taken using a 4 mm diameter CV19 ferrite. The
error bars account for a uncertainty of ±0.5 mT in the determination of
B at the center of the ferrite, the error in the resonance frequencies is
less than the symbol size. (Based on Ref. [79].)
2Courtesy of AFT MATERIALS GmbH, Spinnerei 44, 71522 Backnang, Germany
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romagnetic resonance frequency f on the external magnetic field strength B is
nicely confirmed. A linear fit to the data yields [79]
f(B) = (0.0268± 0.0004)GHz
mT
B + (1.50± 0.03) GHz . (3.10)
In the light of Eq. (3.7) this linear dependence might seem to be imperative. How-
ever, Eq. (3.7) deals with magnetic fields inside the ferrite. A conversion between
external and intrinsic fields has to take effects of demagnetization into account. It
is due to the rotational symmetry of the ferrite cylinder that the linearity between
magnetic field strength and ferromagnetic resonance persists [76].
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4 Isolated resonances
The most simple resonating systems comprise only an isolated resonance (singlet)
or two nearly degenerate resonances (doublet). In experiments with quantum bil-
liards these also constitute, according to Eq. (2.7), the most basic scattering ex-
periments. It is instructive to study the effects of induced time-reversal symmetry
breaking on these. This section to a large extend follows the discussion outlined
in Ref. [39] and establishes that two-state systems are the simplest ones to show
effects of TRSB. In that respect these experiments differ from the situation in
compound nucleus reactions. As has been pointed out in Ref. [37], in differen-
tial cross sections of reactions proceeding via isolated resonances a violation of
detailed balance is possible due to interference effects in the channels of the final
states. Coaxial cables normally allow only for single-mode propagation and thus
suppress this mechanism. Due to the simple structure of the S-matrix model
describing doublets in microwave resonators it is possible to recover the complete
information about the effective Hamiltonian and to link this to the properties of
the magnetized ferrite.
4.1 Experimental setup
The setup must be designed such that first the spectrum contains isolated reso-
nances as well as pairs of nearly degenerate ones, and that second a violation of
T invariance is accomplished.
A resonator of circular shape can be used to investigate both, isolated and
nearly degenerate resonances. A scheme of the setup is shown in Fig. 4.1, a
photograph of the actual cavity is reproduced in Fig. 4.2. The circular resonator
is constructed from plates of copper, has a diameter of 250 mm and a height
of 5 mm. In the two-dimensional regime the corresponding Helmholtz equation,
Eq. (2.9), yields an analytic result. It depends on two quantum numbers; the
radial quantum number n = 1, 2, 3, . . . and the azimuthal quantum number m =
0, 1, 2, . . .. For every m > 0 the solutions are doubly degenerate. In a real
experiment this degeneracy is lifted by inevitable deviations from the circular
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Fig. 4.1: Scheme of the experimental setup (not to scale). The antennas 1 and 2
connected to the vector network analyzer (VNA) are located at (x, y) =
(±78.5 mm, −83.5 mm), the ferrite cylinder is placed at the position
(x, y) = (−100 mm, −30 mm). For the investigation of isolated singlets
the inner circle, a copper disk, is included in the setup to transform the
circular into an annular billiard.
shape as introduced, e.g., by a ferrite. This leads to pairs of nearly degenerate
resonances. The introduction of an additional inner conducting disk (187.5 mm
in diameter, see Fig. 4.1) that touches the boundary of the circular resonator, can
be interpreted as going from small deviations to big distortions. In the resulting
fully chaotic annular billiard [80–82] all degeneracies are suppressed in the lowest
excitations. The result is a picket fence like structure of isolated resonances for
these lowest lying modes. The results of the experiments on the annular billiard
have already been treated in Ref. [79] and are for completeness recapitulated in
Sec. 4.2.
In the preceding discussion in Sec. 3.3 it has been shown that, theoretically,
magnetized ferrites should be able to break time-reversal symmetry. Numerous
works already have established those TRSB effects in microwave billiards [20, 21,
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Fig. 4.2: Photograph of the annular billiard. Shown is the center plate defining
the contour of the resonator (a circle) together with the asymmetrically
placed disk required for the annular setup. Additionally, part of the
bottom plate is visible. The arrow points to the ferrite. Also visible
are the rings of solder close to the boundaries to ensure good electrical
connections between the plates. For the measurements an additional
top plate, which includes the antennas, is placed atop this setup and
secured in place by screws through the numerous holes visible.
83, 84], confirming changes in the eigenvalue and -vector statistics, as well as
influences on transport properties. In the present experiments a ferrite (4 mm in
diameter, see Sec. 3.4 for a discussion of its properties) is placed asymmetrically
inside the resonator (cf. Figs. 4.1 and 4.2). The required static magnetic field
is provided by strong cylindrical NdFeB magnets (20 mm in diameter, 5 mm or
10 mm in height, depending on the desired field strength). They are placed at the
position of the ferrite, either on only one side or on both sides outside the cavity.
Attached screw threads allow an adjustment of the distance between the magnets
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and the surface of the resonator to within about 50 µm and thereby the fine tuning
of the field strength. A scheme of the setup is shown in Fig. 4.3. Accordingly,
magnetic field strengths of up to 360 mT (with uncertainties below 0.5 %) are
obtained at the vertical center position of the ferrite inside the cavity. The large
diameter of the magnets (20 mm) ensures a homogeneous magnetization of the
ferrite across its cross section (4 mm in diameter). However, a relative variation
of the magnetic field strength of about 3 % with two opposing magnets and
of up to 45 % with a single magnet installed is inevitable. This variation of
field strength leads to a broadening of the ferromagnetic resonance. By this, a
reduced TRSB effect is probable that, however, covers a larger frequency range.
The measurements were performed using an HP 8510C VNA. It was connected
to the billiard with two coaxial cables of semi-rigid type; the outer conductor of
these is made out of solid copper. The cables provide high phase and amplitude
stability and are still flexible enough to allow for reasonably easy installation.
Fig. 4.3: Sectional drawing of the setup for the magnetization of the ferrite. The
ferrite is positioned between the top and bottom plate inside the res-
onator. At its position two NdFeB magnets are placed outside the cavity.
Each is held in place by a screw thread mechanism. The threads allow
to vary the distance between the magnets and the ferrite.
23
4.2 Measurement results
A transmission spectrum of the annular billiard without a ferrite is shown in
Fig. 4.4. Due to its chaotic dynamics degeneracies are suppressed. Up to 4.7 GHz
the 8 lowest lying modes are separated by 250 MHz to 300 MHz. Their widths3
range from 12 MHz (the first resonance) to 46 MHz (the fifth resonance). The
mutual separation of at least 5 level widths justifies a treatment as isolated res-
onances.
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Fig. 4.4: Transmission spectrum of empty annular billiard: The ground state is
at 2.54 GHz. The 8 modes between the dashed lines are separated from
each other by at least 5 resonance widths and are therefore considered
as being isolated singlets. (Based on Ref. [79].)
The insertion of a magnetized ferrite (see Sec. 4.1) induces TRSB. For a va-
riety of magnetic field strengths between 28.5 mT and 119.3 mT the complex
scattering matrix elements S12 and S21 are measured. In all measurements these
two reciprocal spectra agree within 0.5 % in amplitude and phase, which is con-
sistent with the principle of reciprocity. A representative pair of spectra is shown
in Fig. 4.5.
Removing the inner copper disk leads to a circular billiard whose twofold
degeneracies are partly lifted by the presence of the ferrite. This way the effect
3The width Γ of a resonance is defined as the full width at half maximum (FWHM), i.e. the
broadness of the resonance (plotted as |Sab|) at half its maximum value.
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Fig. 4.5: Transmission spectra of the second singlet at 2.846 GHz in the fully
chaotic annular billiard: S12 (open circles) and S21 (solid circles) are
shown for an external field of 119.3 mT. Both amplitudes and phases
coincide perfectly and reciprocity holds. The statistical errors of the
data are smaller than the symbols. (Based on Ref. [39].)
of the ferrite on four isolated doublets at 2.43 GHz, 2.67 GHz, 2.89 GHz and
3.20 GHz has been studied. All measurements between 0 mT and 80.1 mT
encompass the complete two channel S-matrix, consisting of S11, S12, S21, S22.
The VNA has been carefully calibrated to remove any unwanted influences of the
connecting cables and connectors. The influence of the ferrite on the resonance
shape of the second doublet at 2.67 GHz is illustrated in Fig. 4.6. While in
the case of singlets, the transmission did not depend on its direction, it is now of
importance and influences the shape of the resonances and reciprocity is violated.
A violation of reciprocity is observed for the first to third doublet, but not for
the fourth at 3.20 GHz. This seemingly contradicting behavior is explained by
the distribution of the magnetic rf field inside the resonator. Using the software
package CST Microwave Studio the electromagnetic field pattern was calculated
in Ref. [79]. It was discovered that for the fourth doublet at the position of the
ferrite the rf magnetic field of one of the two modes has a nodal line. The magnetic
field vanishes at this position and the ferrite interacts only with one of the two
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Fig. 4.6: The doublet at 2.67 GHz in the circular billiard with an external mag-
netic field of 36.0 mT. The upper part shows the absolute values of
S11 (solid) and S22 (dashed), the lower one those of S12 (solid) and S21
(dashed) with uncertainties of about 5 · 10−4. Reciprocity is violated.
(Based on Ref. [39].)
modes. As a consequence, the fourth doublet-system behaves with respect to its
response to TRSB effectively like a singlet case—where no violation of reciprocity
can be observed. To check this explanation, the ferrite has been moved radially to
(x, y) = (−90 mm,−10 mm) where, according to the simulation, it should be able
to interact with both modes. Indeed, this results in a violation of reciprocity [79].
4.3 Analysis
The starting point to the understanding of the experiments presented above is the
scattering matrix approach as formulated by Mahaux and Weidenmu¨ller, given
in Eq. (2.7). Adopted to the problem at hand it reads
Sab(ω) = δab − 2π i 〈a|W † (ω −Heff)−1W |b〉 . (4.1)
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Here, ω/(2π) is the frequency of the rf field. In the case of singlets the effective
Hamiltonian Heff is one-dimensional, just a single complex number, say h. The
matrix W describes the coupling of the waves in the coaxial cables (|a〉, |b〉) with
the resonator singlet state |1〉. In this case W is a vector of length two and can
be represented by
W |a〉 = wa , W |b〉 = wb , (4.2)
where wa,b are complex numbers. Using this notation Eq. (4.1) reduces to
Sab(ω) = δab − 2π i w
∗
a wb
ω − h . (4.3)
From this expression it is evident that, no matter the value of h, reciprocity
holds as long as w∗a,b = wa,b, i.e. the coupling of the antennas is real valued. As
the experimental results on the influence of TRSB on singlets indeed show no
violation of reciprocity, it can be concluded that the coupling to the leads is real
and therefore T invariant. This was to be expected as the coupling is realized by
antennas consisting of simple metallic wires whose properties should not depend
on the direction of time.
In the case of a doublet Heff has dimension two. Because the coupling W
connects two resonator states |1〉 and |2〉 with the waves in the two coaxial cables,
it is a 2×2 matrix. Since the coupling is T invariant, W can be chosen real. One
viable parametrization of W in terms of four real parameters is
W |a〉 = Na

 cosα
sinα

 , W |b〉 = Nb

 cos β
sin β

 . (4.4)
To gain access to the T breaking properties of the effective Hamiltonian, it is
decomposed into two parts, a symmetric and an antisymmetric component
Heff = Hs + iHa =

 Hs11 Hs12
Hs12 H
s
22

+ i

 0 Ha12
−Ha12 0

 , (4.5)
whose matrix elements are complex valued. This is because Heff is not Hermitian;
it includes losses. The factor i in front of Ha is by convention [85]. Of these two
matrices only Ha breaks T invariance. (One again sees that TRSB cannot be
observed for a singlet—the antisymmetric component vanishes.) The value of
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Ha12 does not depend on the choice of the resonator basis states |1〉, |2〉, because
Ha is invariant under orthogonal transformations.
The determination and connection of Ha12 to the ferromagnetic resonance is
the main objective of the following analysis. For the estimation of Ha12, Eq. (4.1)
is expressed in terms of Eq. (4.4). This model is then fitted to the measured
two-dimensional S-matrix. The fit adjusts the parameters of the problem to the
data for all investigated magnetic field strengths. The problem includes 4 real
(Na, Nb, α, β) and 4 complex (the components of H
eff) parameters. Of these, the
real ones describing the coupling W are considered to be, in first order, indepen-
dent of the external magnetic field. This assumption holds if the resonator mode
structure at the position of the antennas is independent of the external magnetic
field. To get a consistent set of the field independent parameters Na, Nb, α, β, the
fit has to take the measured spectra for all S-matrix elements and for all strengths
of the magnetic field simultaneously into account. Application of Eq. (4.5) then
yields the T breaking matrix element, Ha12, itself.
However, for a quantitative understanding of the degree of TRSB the value of
Ha12 by itself is not an appropriate measure. It has to be compared to the spacing
of the diagonal elements of Hs, in close analogy to the definition of symmetry
breaking strengths in Refs. [86–90], a concept which will further be exploited in
Sec. 6. A suitably adapted definition of a TRSB strength is
ξ =
∣∣∣∣ 2Ha12Hs11 −Hs22
∣∣∣∣ (4.6)
which describes the physically relevant effect of Ha12. Even a large T breaking
matrix element would have no measurable impact if the resonances were to be
too far apart, a situation similar to that of singlets where no TRSB is detectable.
Full TRSB is expected to set in already for ξ ≈ 1, where the modulus of Ha12
is in the order of the level spacing [88]. For the second and third doublets the
respective values of Ha12 and ξ are shown in Fig. 4.7. Note the resonance like
structure of Ha12 in modulus and phase; while the modulus goes, as a function
of the external magnetic field, through a maximum the phase drops by about π.
This is reminiscent of the structure of the ferromagnetic resonance.
Even though the experiments presented here are interpreted using principles
based on quantum mechanics, the basic physics still is the interaction between
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Fig. 4.7: The T violating matrix element Ha12 and the TRSB strength ξ for the
second and third doublet at 2.67 GHz and 2.89 GHz, respectively. The
upper panels display Ha12 in modulus and phase (a) and ξ in (b) for
the second doublet. The lower panels (c) and (d) include the same
information on the third doublet. The error bars indicate the variations
of the results obtained by five independent executions of the experiment.
electromagnetic rf fields and precessing spins of a magnetized ferrite. Accordingly,
an understanding of the results obtained for Ha12 based on the properties of the
ferrite and its magnetization is desirable. As the ferrite couples only to one of two
possible circular polarizations of the rf magnetic field (see Sec. 3.3), a reasonable
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approach to model the effect of the ferrite is a change of the basis. The unitary
matrix
U =
1√
2

 1 −i
1 i

 (4.7)
transforms the two real resonator modes (|1〉, |2〉) into circularly polarized ones.
In this basis the modes couple to three channels: the two antenna channels and a
further one modeling the interaction with the small ferrite. The latter couples to
only one of the two circular polarized modes, thereby inducing TRSB. Hence, the
effective Hamiltonian in the original basis |1〉 and |2〉 is, based on Eq. (4.2.20b)
of Ref. [43],
Heffµν = Wµν +
∑
i=a,b,f
∫ ∞
−∞
dω′
Wµi(ω
′)W ∗νi(ω
′)
ω¯+ − ω′ . (4.8)
Here, the first term, Wµν with {µ, ν} ∈ {1, 2}, describes the internal dynamics of
the closed system without ferrite. The second one accounts for the coupling of
the resonator modes to the antennas a and b and to the ferrite channel f , each
with its respective coupling strength. The angular frequency ω¯ is infinitesimally
shifted to positive complex values, so that ω¯+ = ω¯ + i ǫ, ǫ > 0.
In order to model the coupling Wξf to the ferrite, the transformation to the
circular basis with new couplings W˜ξf introduced via
Wνf (ω
′) =
2∑
ξ=1
U∗ξνW˜ξf (ω
′) (4.9)
is performed. According to the assumption of no coupling of the ferrite to one of
the circular states, one of the W˜ξf vanishes, say W˜2f = 0. For the other coupling
W˜1f a behavior proportional to the magnetic susceptibility (see Sec. 3.3)
W˜1f (ω
′) ∝ χ(ω′) = ωM
ω0(B)− ω′ − i/T , (4.10)
is expected. Evaluation of Eqs. (4.7)–(4.10) finally leads to
Ha12(B) =
π
2
ζ B T
ω2M
ω0(B)− ω¯ − i/T , (4.11)
where the proportionality in Eq. (4.10) is expressed in terms of ζ B. Here, the
parameter ζ fixes the absolute coupling strength of the ferrite to the magnetic
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rf field at its position and ω¯ is—while the ferromagnetic resonance is swept over
the doublet by a varied external magnetic field—the resonance frequency of the
TRSB effect. The relaxation time T , the angular frequency ωM = γ 4πMs and
the ferromagnetic resonance ω0(B) as a function of the external field are known,
see Sec. 3.4. The details of the derivation are given in Appendix A.
The model as presented here is valid for completely saturated ferrites only.
For low magnetization field strengths a broadening of the resonance line shape in
Eq. (4.10) due to the formation of domains of different magnetization inside the
ferrite is likely. This broadening effect can be accounted for by a convolution
H˜a12(B) =
∫ ∞
−∞
dω′Ha12(ω
′)Ψ(ω0(B)− ω′) , (4.12)
of the result Eq. (4.11) with a Gaussian distribution
Ψ(ω) =
eiα√
2π σ
e−
1
2
(ω/σ)2 , (4.13)
defined by a width σ and an additional phase contribution α.
The final model has four unknown parameters: σ, ω¯, ζ and α. They need
to be determined from the experimentally obtained data for Ha12 by a fit. The
values of the fitted parameters for the first three doublets are listed in Tab. 4.1.
The results for the second and third doublet in the circular billiard are shown
in Fig. 4.8. The data for the first doublet closely resemble those for the second
doublet, shown here, and are equally well described by the model.
Tab. 4.1: Parameters of Eq. (4.12) for the first three doublets. The third doublet
is not convoluted, hence σ and α are not defined in this case. (Based
on Ref. [39].)
# σ (Oe) ω¯/2π (GHz) ζ (mT−1) α (deg)
1 42.1± 9.3 2.427± 0.037 35.7± 4.6 −5± 8
2 15.5± 3.3 2.696± 0.011 10.8± 1.0 168± 7
3 · · · 2.914± 0.003 37.3± 1.6 · · ·
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Fig. 4.8: Comparison of the experimentally determined Ha12 to the model descrip-
tion Eq. (4.11). A convolution, see Eq. (4.12), accounts for a magne-
tization distribution of width 15.5 Oe and reproduces the data for the
second doublet (a) with good agreement. A direct application of the
model without convolution is possible for the third doublet (b), as the
higher external magnetic fields allow for a more homogeneous magne-
tization of the ferrite. For the error bars see the caption of Fig. 4.7.
(Based on Ref. [39].)
An overall convincing agreement between the model and the data is found.
Deviations are largest close to resonance where the magnetic susceptibility varies
considerably over the frequency range of the doublet. The model cannot take
these variations into account as it assumes a fixed degree of time-reversal symme-
try breaking (Ha12 does not depend on ω). Furthermore for the third doublet (see
Fig. 4.8b) no data could be taken close to resonance at about 50 mT. Here the
absorptive properties of the ferrite too strongly influence the resonance shapes in
the transmission spectra and prevent a description in a two-state model.
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4.4 Conclusions
The most obvious effect of broken time-reversal symmetry on scattering sys-
tems is the violation of detailed balance or reciprocity which becomes evident in
transmission measurements. However, the results obtained for measurements of
singlets show that T breaking does not need to imply a violation of reciprocity
in all cases. As the magnetic field of a singlet is just a vector oscillating back
and forth in time, a reversal of time does not fundamentally change the character
of its motion and leaves the interaction with the ferrite unchanged. In two-level
systems, doublets, the rf magnetic fields of two modes add up coherently. This
gives rise to elliptical motions which can in turn be decomposed into circular
polarized modes. These couple differently to the ferrite, thus the net effect of
the ferrite on the scattering system changes under time-reversal and reciprocity
is violated. Using this insight, the T violating part of the effective Hamiltonian
can be understood. On a broader scope the present work demonstrated that it
is possible to probe time-reversal invariance in resonant systems already at fairly
low excitation energies. As soon as two levels happen to interfere, T breaking
cannot just be observed, it can even be quantified.
In general, for the study of TRSB effects it is, however, desirable to investigate
scattering systems with many interfering resonances, a fact already pointed out
in Ref. [36]. Interferences translate into a rich mode structure at the position of
the ferrite which in turn results in more pronounced differences in the scattering
matrix for time-reversed processes. This will be the topic of the next chapters.
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5 Overlapping resonances
Scattering particles from a target is a basic process used to investigate the target.
In many fields of physics, scattering provides a crucial approach to the dynam-
ics of a system [44, 70, 91, 92]. This is especially true in nuclear physics where
much information on the physics of a nucleus is gained by means of scattering
experiments. There, impinging probe particles of not too high energy interact
with the target nucleus and form an intermediate state, a so-called compound
nucleus. The subsequent decay of the compound system gives rise to reaction
cross sections that vary with the energy of the initial probe particle. For these
processes the cross section displays resonances corresponding to (excited) states
of the target nucleus. The S-matrix is described by Eq. (2.7). In this descrip-
tion every resonance is represented as a pole term in the complex plane (Heff
is complex due to the coupling W ). For each excitation energy, their contribu-
tions add up coherently to the total scattering amplitude (and phase). At a low
excitation energy of the target one finds isolated resonances, similar to the sin-
glets and doublets studied in the preceding sections. With increasing excitation
energy the mean level spacing D decreases while, at the same time, the mean
width Γ of the resonances increases. This leads to overlapping resonances in re-
actions proceeding via a highly excited compound nucleus. Due to the coherent
summation of the pole terms the cross section exhibits statistical fluctuations
that cannot be attributed to single resonances any more. This effect was first
predicted by Ericson [33, 93] in the 1960s and shortly thereafter experimentally
confirmed in numerous works [94–99]. Individual resonances cannot be resolved
any longer and standard level statistics [19, 56] do not apply any more. Instead of
the parameters of individual levels, the experiment yields correlations between S-
matrix elements or between cross sections. In 1984 Verbaarschot, Weidenmu¨ller
and Zirnbauer (VWZ) derived a general expression for the correlations between
scattering matrix elements [48, 100]. This expression goes beyond the result for
Γ/D ≫ 1 by Ericson [101]. It is valid for GOE systems and (this is their main
achievement) any ratio Γ/D. However, in nuclear physics till the present day no
stringent experimental test of the VWZ formula could be performed as there only
the cross section, i.e. the modulus square of the scattering matrix elements, is
accessible.
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Once again, the analogy between scattering experiments in nuclear physics
and scattering experiments in microwave resonators is of great help. The reac-
tion channels are modeled by the antennas and their connecting coaxial cables,
that usually only support the propagation of a single mode each. The com-
pound nucleus is in turn simulated by the microwave resonator. This recently
allowed for a first rigorous and statistically sound test [49, 102] of the VWZ model
and confirmed the consistency between experimentally determined autocorrela-
tion functions and the VWZ model.
The present work takes these results one step further and investigates the
TRSB effects of a ferrite on the fluctuation properties of the scattering matrix.
In Sec. 5.1 the experimental setup and the process of data acquisition is explained.
The breaking of time-reversal symmetry is demonstrated in Sec. 5.2 by the vi-
olation of reciprocity. Then, in Sec. 5.3 the dependence of the autocorrelation
function on the symmetry of the scattering system is examined. This is exploited
in Sec. 5.4, where the models for GOE and GUE systems are recapitulated. For
a rigorous test of these models, fitting and testing procedures are required; they
are presented in Secs. 5.6 and 5.7, respectively. All this leads to a statistical test
of each of the two models in Sec. 5.8. There, it is shown that both GOE and
GUE describe the data only in limiting situations. The present data require an
extended model. It is described and tested in Sec. 6 and works with partially
broken T symmetry.
5.1 Experiment
The microwave resonator used in the experiment must satisfy three requirements:
First, its dynamics must be fully chaotic. Second, the regime of overlapping
resonances must be accessible while still a reasonably high quality factor needs
to be maintained. Third, T symmetry must be (partially) broken. These criteria
are met by a large, tilted stadium billiard [103] of the type used in the first tests
of the VWZ formula [49, 102].
The resonator is shaped according to a quarter circle with an attached trape-
zoid. It has been described in Ref. [104], however, the contour plate is replaced by
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Fig. 5.1: Scheme of the tilted stadium billiard. The two antennas labeled 1 and
2 are located at (x, y) = (105 mm, 140 mm) and (325 mm, 180 mm),
respectively. The height of the cavity is 5 mm. The ferrite (not drawn
to scale) is positioned at (x, y) = (215 mm, 60 mm).
Fig. 5.2: Top plate of the tilted stadium. The line of screws indicates the con-
tour of the resonator. Two antennas with HP 2.4 mm connectors are
visible. At the position of the ferrite a magnet is placed together with
its supporting structure (see also Fig. 4.3).
a newly fabricated copper plate which is only 5 mm in height to match the height
of the ferrite. The top and bottom plates (copper, 5 mm thickness) are unchanged.
Figure 5.1 gives the shape of the resonator and its dimensions; Fig. 5.2 shows the
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top plate of the final setup. The tilted variant of the original stadium billiard [9] is
chosen to suppress neutrally stable “bouncing ball” orbits [90]. These are known
to introduce non-generic properties and would be in disagreement with RMT.
The large area of the cavity ensures a high level density. Due to the reduced
height the resonator can be treated as two-dimensional up to 30 GHz. A 2 × 2
scattering matrix can be measured by help of two antennas (labeled 1 and 2 on
Fig. 5.1). Their metallic pins reach about 2.5 mm into the cavity and provide a
good coupling between the bound states and the reaction channels. Time-reversal
symmetry is again broken by the CV19 ferrite of 4 mm diameter used throughout
this work. Its position is indicated on Fig. 5.1. The ferrite is magnetized by
two NdFeB magnets (20 mm in diameter, 10 mm in height) on either side of the
cavity. They are held in place by the same screw thread mechanism as in Sec. 4.1.
Data of the two-port S-matrix (S11, S12, S21, S22) have been measured in the
frequency range of 1–25 GHz with a step width ∆f = 100 kHz. The microwave
resonator is connected to the VNA (model Agilent PNA-L N5230A) by coaxial
cables of the type SF 101PEA by Hubert+Suhner of length 570 mm with HP2.4
connectors. The cables and connectors allow for reproducible measurements with
good phase stability over the desired frequency range. A calibration of the setup
is done with the Agilent N4693-60002 Electronic Calibration Module. This proce-
dure removes the influence of the VNA and the coaxial cables (signal attenuation
and frequency dependent phase shifts) on the data. However, this calibration
does not take the radiation and absorption characteristics of the antennas into
account. The attenuations of the antennas can be determined in reflection mea-
surements of a cavity far from any resonances. In this situation, the reflection
coefficient should be 1 but for absorptive losses in the antennas. A tiny circular
resonator, 5 mm in diameter and 20 mm in depth, shows its first resonance at
33.02 GHz, allowing for a “clean” determination of these additional losses. Addi-
tional phase shifts of the signal due to the antennas can be eliminated by a line of
best fit to achieve a stationary phase. The success of this post-VNA calibration
procedure is illustrated in Fig. 5.3.
It is the nature of RMT to make statements on the general behavior of chaotic
systems rather than a specific one. In analytical and numerical calculations this
is achieved by ensemble averages over a large number of different Hamiltonians
with the same symmetry properties at a fixed frequency. In the experiments
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Fig. 5.3: Comparison of reflection spectra of the tilted stadium billiard before
(dashed) and after (solid) correcting for the attenuation and phase shifts
of the antennas. In the above frequency range of 6–8 GHz, an approx-
imately constant attenuation of about 2 % in the amplitude (upper
panel) and a linear phase change (lower panel) are removed.
this is normally not feasible, and spectral averages are performed, i.e. the Hamil-
tonian is kept fixed but the excitation frequency is changed. This method has
its limitations, since the parameters—such as level density, coupling strength,
losses—slowly change with frequency. This puts severe limits on the statisti-
cal significance of the available dataset. This problem is solved by a resonator
with boundary conditions that depend on a parameter changed by the experi-
menter. The parameter can be provided by a movable wall [105, 106] or movable
scatterers [107]. Only the latter procedure keeps the area of the resonator and
thus the level density unchanged. Therefore the present experiments include an
additional scatterer within the cavity volume; namely an iron disc, 20 mm in
diameter and 5 mm in height. The ferromagnetic iron has no influence on the
time-reversal symmetry of the Hamiltonian describing the billiard. The scatterer
can be moved from the outside via a small permanent magnet. In this way the
scatterer is freely moved inside the resonator. To minimize Ohmic and rf losses,
a bar clamp is positioned around bottom and top plate at the position of the
iron disk. It squeezes the plates and assures good electrical contact between the
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Fig. 5.4: Comparison of the transmission spectra of two realizations of the tilted
stadium billiard. The upper panel displays the modulus, the lower one
the phase of S12. For the two realizations (dashed and solid lines), the
iron disk has been shifted by about 50 mm. The remaining correlation
(see its definition in Eq. (5.1)) has the absolute value of 0.18. This value
is expected for independent spectra in the finite frequency interval given
in the figure.
components. Care was taken to keep the scatterer at least one wavelength apart
from both, the ferrite and the antennas, in order to preserve the physically rele-
vant properties of the system. In this way, up to 12 independent spectra, which
will be called realizations, have been obtained for each setup. An example of two
realizations is shown in Fig. 5.4.
The quality of the data ensemble can be estimated looking at the residual
correlation
Rα,β =
〈S12,α S∗12,β〉√〈|S12,α|2〉〈|S12,β|2〉 (5.1)
of transmission spectra of two realizations α and β, where 〈·〉 denotes spectral
averages. One expects Rα,β = 0 for data taken over an infinite interval. For
any finite data set |Rα,β| > 0 is to be expected. An evaluation of Eq. (5.1)
in the frequency range of 17.8–20 GHz includes about 300 resonances. Taking
the average over all possible combinations of the 12 measured realizations gives
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|Rmeasα,β | = 0.17 ± 0.07. Random matrix theory simulations (including 300 reso-
nances) of independent spectra yield |RRMTα,β | = 0.06± 0.03 and confirm that the
data of different realizations are nearly uncorrelated.
The number of resonances below the frequency f is given by Weyl’s for-
mula [108–110]
NWeyl =
Aπ
c20
f 2 − L
2 c0
f + const . (5.2)
Here, A and L are area and circumference of the resonator. The additional
constant depends on the geometry of the billiard. The tilted stadium used here
has the area of A = 1029.4 cm2 and the circumference of L = 136.0 cm. Due
to the quadratic term in Eq. (5.2), the level spacing D decreases with frequency.
For a typical resonance width of Γ = 1.3 MHz at 3 GHz excitation frequency
(see left panel of Fig. 5.5) the resonances are therefore isolated at low frequencies
(see Sec. 4) and eventually start to overlap for higher excitation frequencies. At
even higher frequencies the resonances fully overlap and the spectrum exhibits
Ericson fluctuations. This transition is demonstrated in Fig. 5.5, which displays
the modulus of S12 for isolated resonances (Γ/D ≪ 1), for weakly overlapping
(Γ/D ≈ 1), and for strongly overlapping resonances (Γ/D ≫ 1).
Unless in the regime of isolated resonances Γ and D cannot be determined
directly. In nuclear physics the determination of Γ/D for overlapping resonances
is challenging and requires a profound understanding of the statistical properties
of the scattering process. This issue will be further addressed in Sec. 5.4.
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Fig. 5.5: Transmission spectra in the tilted stadium billiard for three frequency
ranges. Left panel: At low frequencies the resonances are isolated;
12 resonances are visible. Center panel: At intermediate frequencies
the resonances partially overlap and the naked eye cannot distinguish
them any more. Weyl’s formula predicts 64 resonances between 15 and
15.6 GHz. Right panel: At high frequencies the transmission shows no
further resemblance to resonances; instead it fluctuates. This window
includes about 500 resonant states. One can estimate this via an exten-
sion [49] of Eq. (5.2) to three dimensions. In each figure the ordinate is
in the same logarithmic scale, |S12|2 dB=ˆ10 log10(|S12|2).
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5.2 Reciprocity
A direct, intuitive way to estimate the time-reversal symmetry breaking effect of
the ferrite is to compare forward to backward reactions. In the case of isolated
resonances the violation of reciprocity, Eq. (3.1), served as a good indication of
induced TRSB, see Fig. 4.6. Figure 5.6 demonstrates the violation of reciprocity
in the range of 16–17 GHz. This proves that the ferrite, even though the ferro-
magnetic resonance lies for B = 190 mT at 6.6 GHz, still induces T breaking to
some degree at higher frequencies.
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Fig. 5.6: Violation of reciprocity in the tilted stadium billiard. For an external
magnetic field of 190 mT the two scattering matrix elements S12 (solid)
and S21 (dashed) do not agree, neither in amplitude nor in phase.
A more detailed analysis is possible by means of a contrast function
∆ =
S12 − S21
|S12|+ |S21| . (5.3)
It is bounded by 0 (reciprocity holds) and 1 (maximal T breaking effect). The re-
sults are given in Fig. 5.7; ∆ shows strong fluctuations as a function of frequency.
This is due to the small level spacing in the regime of Ericson fluctuations and
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Fig. 5.7: Contrast function Eq. (5.3) in the tilted stadium billiard with an external
magnetic field of 190 mT. Both, modulus (upper panel) and phase (lower
panel), show strong fluctuations over the whole possible codomain of ∆.
demonstrates how sensitive the TRSB effect of the ferrite is to changes in the local
structure of the rf magnetic field. The fluctuations of ∆ correspond to indepen-
dent fluctuations of the T conserving and T non-conserving reaction amplitudes
in compound nucleus reactions [111, 112].
For this reason nuclear physicists have tried to detect the presumably small
TRSB scattering amplitude via compound nucleus reactions [30, 113], espe-
cially in the regime of Ericson fluctuations. There, ∆ was defined as the rel-
ative difference between the cross section in forward −→σ and backward ←−σ di-
rections, see Eq. (1) in Ref. [30]. The reaction amplitudes were decomposed
into T non-invariant and T invariant parts f ′ and f , see Eq. (2) therein; f ′ and
f were assumed to fluctuate independently. Then an average T non-invariant
strength ξ2 = 〈|f ′|2〉/〈|f |2〉 can be defined, see Eq. (3) in [30]. It follows that
ξ ≤ |∆/(4√ν)|Z, see Eq. (4) therein. The strength is evaluated in a cross sec-
tion minimum, where the cross section is a factor ν smaller than the average cross
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section; Z is a number related to the confidence interval of the test. The observed
cross section difference ∆ is enhanced by the factor
√
ν. As a consequence the
quoted experiment concentrated on energies where the cross sections exhibited a
pronounced minimum. This enhancement of T violation effects was theoretically
predicted by Ericson [34] and refined by Mahaux and Weidenmu¨ller [35]. Knowl-
edge of ∆ then defines with a probability K an upper bound on ξ. Note that this
analysis applies under the assumption |f ′| ≪ |f |, i.e. small T violation [113].
In the present experiments with microwave billiards, the frequency ranges
considered so far are not suited for this analysis. Figure 5.7 shows that below
20 GHz the effect of the ferromagnetic resonance still leads to |∆| ≈ 1. Therefore
on Fig. 5.7 peaks in |∆| do not correspond to valleys in |Sab| on Fig. 5.6. Going
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Fig. 5.8: Contrast function at very high excitation frequencies. With a magnetic
field of 190 mT the effect of the ferromagnetic resonance on the scatter-
ing process is weak and the difference between |S12| and |S21| is small
(solid and dashed lines, resp., in the lower panel). The contrast (up-
per panel) displays, however, sharp peaks wherever the transmission is
minimal, see the dash-dotted vertical lines.
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to higher excitation frequencies should, however, bring the microwave experiment
into the situation of weak T breaking. To this end measurements up to 50 GHz
(the upper limit of the VNA) have been carried out. At such high frequencies the
residual influence of the ferromagnetic resonance is small. Nonetheless reciprocity
is still violated. Figure 5.8 shows two reciprocal transmission spectra and the cal-
culated values of |∆|. In full agreement with the expectations described above,
the contrast exhibits peaks whenever the scattering amplitude undergoes a min-
imum. This corroborates the motivation for the nuclear scattering experiments
performed more than 40 years ago [26].
The discussion of the present section shows the close relationship between
scattering experiments in nuclear physics and in microwave resonators and em-
phasizes that this analogy even holds in the broader scope of T invariance and its
(partial) breaking. However, for strong TRSB effects the relation between a given
value of ∆ and some quantum mechanically defined degree of TRSB is not clear.
Hence, a further measure of TRSB is needed and will be discussed in Sec. 6.2.
5.3 Compound nucleus and Ericson fluctuations
In the 1930s, Bohr formulated the idea of nuclear reactions proceeding via an
intermediate many particle state [114], the compound nucleus. A formal descrip-
tion of this scattering process is, as given by Mahaux and Weidenmu¨ller [43],
divided into two parts: The system of bound states and the free motion of in-
coming and outgoing particles as reaction channels. This is illustrated in Fig. 5.9.
In this picture an incident particle a collides with the target nucleus A and forms
an excited compound nucleus which eventually decays into an outgoing particle b
and a residual nucleus B. The number of additional channels c, c′, . . . varies with
the excitation energy of the compound nucleus. In this model all interactions of
the bound states with the outside world takes place via open reaction channels.
The antennas connected to the microwave resonator obviously correspond to open
channels. The inevitable Ohmic losses in microwave experiments are modeled as
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Fig. 5.9: A compound nucleus reaction schematically. The incident and outgoing
particles are represented as (solid) channels that are connected to the
chaotic system of bound states. The number of additionally accessible
channels (dashed) depends on the excitation energy of the compound
nucleus.
follows. One represents them by a large number4 of “absorptive” (sometimes
referred to as “parasitic”) channels, each of which is weakly coupled to the scat-
tering system [115, 116]. Only scattering channels connected to antennas can be
individually studied; the measured S-matrix is sub-unitary.
Between formation and decay of the compound nucleus there is a period of
equilibration, i.e. the time scale for intrinsic mixing of the compound nucleus
states is small compared to the average nuclear decay time [117]. During this
mixing time the energy is distributed in the nucleus. The excited nucleus decays
when this process happens to be reversed and enough energy is concentrated in
one place to allow for a part of it to separate. In contrast, “direct reactions”
describe fast events where the projectile interacts only with a small part of the
target nucleus and give simultaneously rise to additional contributions to the
total cross section. However, direct reactions are not included in RMT because
they do not involve the complete dynamics of the scattering system. It is possible
4A note on the definition of “large number”: Analytical treatments usually consider the
limit of an infinite number of infinitely weakly coupled channels. Numerical simulations require
for the problem at hand about 30 channels with finite coupling in order to arrive at converged
results. Experimentally, the number of required channels should be comparable to the ratio of
the resonator surface area to the square of the wavelength, giving the number of independent
surface cells.
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to reduce the problem to one without direct contributions by a suitably chosen
unitary transformation of the scattering matrix [118]. In microwave experiments
fast processes correspond to a direct energy transfer between the emitting and
the receiving antenna. This crosstalk between the channels a and b is defined as
the frequency independent part of Sab(f), i.e. 〈Sab(f)〉. In the present work this
average value (evaluated in frequency windows of size 1 GHz) is ≤ 5 × 10−5 at
1 GHz, ≤ 5 × 10−3 at 10 GHz and ≤ 2 × 10−2 at 25 GHz. In all cases this is
less than about 8 % of 〈|Sab(f)|〉. This justifies neglecting direct reactions in the
further analysis.
To define the probability Tc for a particle to be transmitted from the system
of bound states into a channel c, the S-matrix is decomposed into two parts; a
slowly varying smooth part Scc′ originating from fast reactions and a fluctuating
part Sflcc′ describing resonant reactions. According to the foregoing paragraph it
is
Scc′ = 0 for c 6= c′ . (5.4)
Summing the contributions from all final scattering channels Tc =
∑
c′ 6=c |Sflc′c|2
defines the transmission coefficient with 0 ≤ Tc ≤ 1. The sum includes the
absorptive channels. By the unitarity of the complete S-matrix,
∑
c′ |Sc′c|2 = 1,
and Eq. (5.4) the result is
Tc = 1− |Scc|2 . (5.5)
Thus Tc is the unitarity deficit of the average S-matrix. It turns out that the
transmission coefficients Tc and the mean level spacing D of the compound sys-
tem provide the complete list of parameters of the chaotic system of resonances.
The preceding averages · are meant to be ensemble averages which, due to er-
godicity [14], in the experiment are replaced by spectral averages 〈·〉, cf. Sec. 5.1.
When Ericson predicted the fluctuating nature of the cross section in the
regime of overlapping resonances, he also showed that the autocorrelation function
is the tool to analyze the fluctuations [33]. He understood that the fluctuations
are characteristic of the dynamics and that they contribute, just like the average
of the cross section, an essential part to the description of compound nucleus
reactions [101]. The autocorrelation function of the S-matrix element Sab is
Cab(ǫ) = 〈Sab(f)S∗ab(f + ǫ)〉 − |〈Sab(f)〉|2 . (5.6)
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It quantifies the correlation between Sab and S
∗
ab at the points f and f + ε. Since
Sab is an analytic function of f the correlation cannot vanish identically for ε 6= 0.
Ericson found
Cab(ǫ) = Cab(0)
1
1 + i ǫ/Γcorr
. (5.7)
This means that |Cab|2 decreases in form of the Lorentzian function, |Cab|2 ∝
1/(1 + (ε/Γcorr)
2). The parameter Γcorr is called the correlation length of Sab.
At ǫ = Γcorr the modulus square of the autocorrelation is down to half its initial
value. At isolated resonances 1/Γ gives the timescale for the exponential decay
of the compound nucleus. For strongly overlapping levels, where Eq. (5.7) holds,
the compound nucleus also decays exponentially, on a timescale given by 1/Γcorr.
Thus Γcorr takes over the role of the widths Γ of individual resonances in the
regime of Ericson fluctuations. Points separated in the spectrum by more than
2π Γcorr can be considered as effectively uncorrelated. In nuclear physics the
condition Γ/D ≫ 1 is easily reached for reactions above the energy threshold for
neutron emission. An introduction to nuclear cross section fluctuations is given in
Ref. [93]. Experimental investigations of Ericson fluctuations and a comparison of
the Lorentzian shape to the data are presented for example in Refs. [53, 96, 119].
It is interesting to note that the normalization factor Cab(0) appearing in
Eq. (5.7) equals
Cab(0) = (1 + δab)
Ta Tb∑
c Tc
, (5.8)
in the Ericson regime of T invariant systems [120]. Except for the factor 1 + δab,
this is the Hauser-Feshbach formula [121]. It postulates that formation and decay
of the compound nucleus are independent of each other. The prefactor 1+δab takes
the symmetry of the S-matrix into account. This elastic enhancement factor will
be further discussed in Sec. 6.4. It expresses the fact that the compound nucleus
“remembers” its entrance channel.
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5.4 Models for GOE and GUE systems
The model Eq. (5.7) fails outside the Ericson regime. However, a general descrip-
tion of the statistical properties of fluctuations was given in 1984 by Verbaarschot,
Weidenmu¨ller and Zirnbauer [48, 100]. They derived an expression for Cab(ǫ) that
should hold for all possible values of Tc and for all regimes of Γ/D provided that
RMT correctly assesses the properties of quantum chaos. Their model applies to
time-reversal invariant systems.
Their starting point was Eq. (2.7). This ansatz was “completed” by taking
the internal Hamiltonian H from the GOE. The idea to model compound nu-
cleus reactions by RMT was justified, as numerical calculations had shown [122]
that spectra of highly excited nuclei are in convincing agreement with predic-
tions based on the GOE. The analytical solution of the problem is based on the
mathematical methods of supersymmetry [123, 124]. The authors arrived at
Cab(ǫ) =
1
8
∫ ∞
0
dλ1
∫ ∞
0
dλ2
∫ 1
0
dλµ(λ, λ1, λ2)
× exp (−i π ǫ (λ1 + λ2 + 2λ)/D)
× Jab(λ, λ1, λ2)
×
∏
c
(1− Tcλ)
((1 + Tcλ1) (1 + Tcλ2))1/2
, (5.9)
a three-fold integral containing the functions
µ(λ, λ1, λ2) =
λ (1− λ) |λ1 − λ2|
(λ+ λ1)2 (λ+ λ2)2 (λ1 λ2 (1 + λ1) (1 + λ2))1/2
(5.10)
and
Jab(λ, λ1, λ2) = δab T
2
a (1− Ta)
×
(
λ1
1 + Taλ1
+
λ2
1 + Taλ2
+
2λ
1− Taλ
)
+ (1 + δab)Ta Tb
+
(
λ1 (1 + λ1)
(1 + Taλ1) (1 + Tbλ1)
+
λ2 (1 + λ2)
(1 + Taλ2) (1 + Tbλ2)
+
2λ (1− λ)
(1− Taλ)(1− Tbλ)
)
. (5.11)
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The three-fold integral cannot be evaluated analytically and even a numerical
treatment is challenging. To prevent singularities a re-parametrization of the
integrals is necessary [125]; the results then are integrated numerically using
alternatively Monte Carlo and Gauss-Legendre algorithms, which arrive at the
same results. The VWZ expression Eqs. (5.9)–(5.11) is parameterized in terms
of the transmission coefficients Tc and the level spacing D. The latter one gauges
the frequency scale.
In the Ericson regime, the VWZ expression reduces to the results Eqs. (5.7,
5.8) by Ericson [33], and by Hauser and Feshbach [121]. The correlation length
is given by [126]
2π
Γcorr
D
=
∑
c
Tc . (5.12)
Prior to 1984, this relation was already known from heuristic arguments [127]
and approximative solutions [128]. This enabled Richter et al. [129] to determine
the mean level spacing D in the regime of overlapping resonances by a compar-
ison of the measured autocorrelation function to Eq. (5.7) and by help of the
relations (5.8, 5.12). The transmission coefficients Ta, Tb were obtained from the
optical model [130].
In the regime Γ/D ≫ 1 with equal Tc the VWZ expression need not be tested
since it coincides with the simple and generally accepted result of Eq. (5.7).
However, for only partially overlapping resonances Γ/D ≈ 1, the VWZ model
predicts deviations from a Lorentzian shape for Cab(ε). This was experimentally
tested with microwave resonators in Refs. [40, 116]. However, no exhaustive
statistical test of VWZ has been performed until recently. In Refs. [49, 102] it
has been established that scattering data obtained from microwave billiards are
indeed described by the VWZ expression, if the billiard is, in terms of classical
physics, chaotic.
One goal of the present work is to understand, how broken T symmetry man-
ifests itself in the fluctuations of the S-matrix. To this end a model only valid for
the GOE is not sufficient. About 20 years after the breakthrough of Verbaarschot
et al., their path was retraced [50] and Fyodorov, Savin and Sommers (FSS) used
the same mathematical methods to derive a result with an Hamiltonian taken
from the GUE. Independently, Verbaarschot [131] arrived at the same expression
in 2007. His derivation follows the original work more closely in style.
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His final result
Cab(ǫ) =
1
4
∫ ∞
1
dλ1
∫ 1
−1
dλ2
1
(λ1 − λ2)2
× exp(−i π ǫ (λ1 − λ2)/D)
× Jab(λ1, λ2)
×
∏
c
1 + (λ2 − 1)Tc/2
1 + (λ1 − 1)Tc/2 (5.13)
with
Jab(λ1, λ2) = Ta Tb
×
[(
λ21 − 1
(1 + Ta (λ1 − 1)/2) (1 + Tb (λ1 − 1)/2)
− λ
2
2 − 1
(1 + Ta (λ2 − 1)/2) (1 + Tb (λ2 − 1)/2)
)
+ δab (1− Ta)
×
(
λ1 − 1
1 + Ta (λ1 − 1)/2 −
λ2 − 1
1 + Ta (λ2 − 1)/2
)2]
(5.14)
looks quite similar to the VWZ expression. In contrast to the GOE result,
Eq. (5.13) is only a two-fold integral. Again, it must be evaluated numerically.
Both the result Eqs. (5.9)–(5.11) for T invariant systems, and the result
Eqs. (5.13, 5.14) for strongly T broken systems are parameterized in terms of
Tc and D. The level spacing D can be calculated from Weyl’s formula, Eq. (5.2).
The transmission coefficients associated with the antennas a and b can be deter-
mined directly from the definition Eq. (5.5) while those representing absorptive
channels are not directly accessible. In the calculations these are included as
about 300 equivalent, weakly coupled additional channels. Then the numerical
results do not depend on the exact number of absorptive channels, only their sum
τabs is relevant. One finds τabs by fitting the model correlation function to the
data.
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5.5 Experimental autocorrelation functions
A comparison of some of the experimentally obtained autocorrelation functions to
the VWZ and FSS models is shown in Fig. 5.10. The ferrite was magnetized with
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Fig. 5.10: Comparison of experimental autocorrelation functions (dots) for a sin-
gle realization to the VWZ model (solid) and FSS model (dashed)
predictions. The upper set of panels shows data with a magnetic field
of 190 mT taken in the range 10–11 GHz, the lower one in the range
20–21 GHz. In each set the results for C11, C12, C21, C22 are displayed.
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a magnetic field of B = 190 mT. The figure shows data in the frequency ranges
10–11 GHz (Γ/D = 0.21) and 20–21 GHz (Γ/D = 0.86). The parameters T1, T2,
τabs were determined by a maximum likelihood fit to the data, the level spacings
D are known from Weyl’s formula. The details on the applied fitting procedure
are elucidated in Sec. 5.6. The obtained parameter sets are shown in Fig. 5.11.
In general, the transmission coefficients increase with the excitation frequency,
while the level spacings decrease. There are, however, systematic deviations
in the estimation of τabs; the values predicted by FSS are mostly slightly larger.
Summarizing the results shown in Figs. 5.10 and 5.11, one needs to assess whether
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Fig. 5.11: Development of the parameters for the VWZ and FSS models for the
data of a single realization with B = 190 mT. The panels display from
top to bottom T1, T2, τabs and D. The transmission coefficients are
obtained from the fit to VWZ (dots) and FSS (open circles). The level
spacing D is known from Weyl’s law and drawn in logarithmic scale.
53
VWZ or FSS correctly describes the data. Only, then it is possible to choose the
correct parameter set. This decision cannot be made by the evaluation of the
autocorrelation functions in Fig. 5.10, as there neighboring points are correlated.
This calls for a proper statistical test, which will be discussed in Sec. 5.7.
5.6 Maximum likelihood fit
The absorptive parameter τabs is unknown and has, in a first step, to be deter-
mined by fitting the GOE based VWZ model or the GUE based FSS model to the
experimental autocorrelation functions. In a second step, the quality of the fit
has to be judged and the question “Does the model describe the data?” must be
answered. Figure 5.12 shows data for the billiard with ferrite and magnetic field
together with the fits. At a first glance, both fits give a rather poor result. While
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Fig. 5.12: Comparison between the experimentally determined autocorrelation
function of S12 (dots), and the VWZ (solid) and FSS (dashed) models.
The data were taken in the range of 16–17 GHz with a magnetic field
of 190 mT. The input to the models was Ta = 0.393, Tb = 0.388 and
τabs = 2.758 (2.953).
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VWZ (solid line) starts too low and has a wrong slope, FSS (dashed line) starts
too high but at least the slope approaches that of the data. To judge the quality
of the fits error bars of the data have to be discussed. Two contributions are to
be considered; (i) systematic errors due to an insufficient calibration of the VNA
and (ii) errors due to the finite size of the data sample, so-called finite range of
data (FRD) errors [132, 133]. The errors introduced by the VNA are negligibly
small, see Sec. 5.1. Finite range of data errors arise from the finite number of
independent data points included within each frequency window (cf. Sec. 5.3),
whereas, in contradistinction, the theoretical models rely on expectation values
over an infinite number of states. Finally, the measured scattering matrix S(f) is
correlated for different values of f . As a consequence the data points of the ob-
tained correlation function do not scatter around their true value but either pass
in a large range of ε all too high or all too low. This severely hampers a rigorous
statistical test of the results, as error bars cannot be interpreted statistically for
correlated data points.
The problems occur only if one works in the frequency representation of the
data. One can represent them in the time domain by virtue of a Fourier trans-
form. In this way one arrives at data that are statistically independent. Analyses
of nuclear cross section fluctuations in the time domain have already been per-
formed [134, 135] and first statistical tests have been developed [136]. Gorin and
Seligmann already calculated the Fourier transform of the VWZ expression5 for
a theoretical comparison of fluctuations in chaotic and regular systems [137]. In
experiments with microwave billiards, this route has already successfully been
pursued in Ref. [138] and Refs. [49, 102]. In the latter ones the foundation has
been laid for the analysis of the present data. The methods established in Ref. [49]
to determine the most probable value of τabs can be summarized as follows:
• The experimental data are corrected for all unwanted influences of the mea-
surement setup, see Sec. 5.1. The corrected data is divided into frequency
bins of 1 GHz. This should ensure (i) a sufficiently large data sample for
5In the VWZ expression, Eq. (5.9), and the FSS model, Eq. (5.13), the only time dependence
is found in the exponential functions. Applying a Fourier transform is a multiplication with
exp(2pii ε t) while integrating over ε. This results in a Dirac δ-function that can be used to
eliminate one of the remaining integrals. Ultimately the total number of integrals is reduced
by one.
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a statistical treatment and (ii) nearly constant parameters Ta, Tb, τabs and
D of the model.
• For each matrix element, S11, S12, S21 and S22, the absolute square of
the Fourier transform |S˜ab|2 is calculated. Due to the Wiener-Khinchin
theorem [139]
C˜ab(t) = |S˜ab(t)|2 (5.15)
this equals, for infinite data sets, the Fourier transform C˜ab(t) of the auto-
correlation function Cab(ε). The Sab(f) are only available with a resolution
∆f . Therefore a discrete Fourier transform must be applied. This transform
is explained in Appendix B and leads to Fourier coefficients xk = |S˜ab(tk)|2
and a discretized time tk. The real and imaginary parts of the coefficients
S˜ab(tk) have an approximately Gaussian distribution [102], see also Sec. 5.8.1
for a discussion of this property.
• The xk are statistically independent and follow a χ2-distribution with two
degrees of freedom,
q(xk|x¯k) = 1/x¯k exp (−xk/x¯k) . (5.16)
The expectation values x¯k are given by the Fourier transform of Cab(ε)
provided by the model. On a logarithmic scale, i.e. yk = lnxk and ηk =
ln x¯k, the distribution (5.16) reads [102]
P (yk|ηk) = exp
(
yk − ηk − eyk−ηk
)
. (5.17)
In this representation the width of P (yk|ηk) does not depend on ηk, see
Fig. 5.13, wheres the width of q(xk|x¯k) changes with x¯k.
• The x¯k depend on the parameters ζ = (Ta, Tb, τabs, D) of the model. At
least τabs cannot be determined experimentally. Based on the distribu-
tion (5.16) the joint probability distribution of the statistically independent
xk is
p(x|ζ) =
∏
k
q(xk|x¯k(ζ)) . (5.18)
The parameters Ta, Tb and D are assumed to be given; the parameter τabs
is to be inferred. A maximum likelihood fit estimates τabs.
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Fig. 5.13: Fourier transform S˜12(t) of a single realization in the range 16–17 GHz
at B = 190 mT. See Fig. 5.12 for a representation the in frequency
domain. The data (points) scatter around the VWZ (solid) and FSS
(dashed) model predictions. All evaluations take only the time span
up to 200 ns into account (dash-dotted vertical line) to avoid unwanted
influences of noise. Inset: Experimental distribution of log(|S˜12(t)|2)
around its mean value (histogram) and expected distribution (solid)
from Eq. (5.17).
The analysis of the Fourier coefficients is illustrated in Fig. 5.13. It shows the
data of Fig. 5.12 transformed into the time domain. The graph displays S˜12(t) on
a logarithmic scale6. The data scatter around the mean ηt with constant spread,
a consequence of statistically independent xk following the distribution (5.17).
After 400 ns the behavior of a nearly exponential decay drastically changes. At
that time the signal has decayed 5 to 6 orders of magnitude and dropped below
a constant, inevitable noise level. This noise corresponds to a low background
noise in the measured frequency spectra and is mainly due to thermal noise in
6Throughout this work log(·) is the logarithm to base 10, while ln(·) denotes the natural
logarithm.
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the coaxial cables. At higher excitation frequencies the decay of the correlations
is faster (Γcorr increases with frequency) and the crossover to a noise influenced
regime happens at earlier times. Thus an evaluable time frame 0–200 ns is defined
in which all frequency ranges can still be analyzed without additional contribu-
tions due to noise. At early times the data points indicate a nearly exponential
decay—an exactly exponential decay would be predicted by Eq. (5.7). The overall
curvature of the data band indicates that advanced models such as VWZ (solid
curve) and FSS (dashed curve) are really required. However, the best fits differ
only slightly. The decision which one, if any, describes the data cannot be made
just by looking at Fig. 5.13. In consequence, a statistical test is needed to come
to a decision. The goodness of fit (GOF) test presented in the next section will
provide the tool to arrive at such statements. The inset illustrates the distribu-
tion of the data points around their mean ηt. It is skewed in agreement with
Eq. (5.17), a point to be further pursued in Sec 5.8.1. This non-Gaussian distri-
bution prevents the usage of a standard χ2-test. A GOF test needs to address
the special properties of the distribution at hand [102].
5.7 Goodness of fit test
In the previous section it has been argued that (i) a GOF test is required and
that (ii) the non-Gaussian distribution of the yk prevents the application of the
usual χ2-test.
Based on the distribution Eq. (5.16), it is shown in App. C.1 that the function
d(yk|ηk(ζ)) = 1
γ
(
eyk−ηk − (yk − ηk)− 1
)
(5.19)
quantifies the deviation between the data yk and the predicted ηk. Here, γ ≈
0.5772 is Euler’s constant. The expression d is positive definite; it is a function
of the difference yk − ηk; is zero exactly if yk = ηk; and its expectation value is
unity. Hence it fulfills all requirements of a distance value. Equation (5.19) is not
symmetric with respect to ηk(ζ). It weights positive and negative deviations of yk
from the mean ηk differently and thus accounts for the skewed distribution (5.17).
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Averaging over all m data points, one obtains the expression
dΣ =
1
m
m−1∑
k=0
d(yk|ηk(ζ)) (5.20)
which replaces the usual χ2-test expression. The distribution of dΣ allows to
judge the compatibility between the data and the model under test.
In a traditional χ2-test the probability P to get a χ2 value smaller than the
experimental one, χ2exp, under the assumption of a valid model description is
calculated. A threshold is defined, say 0.9, and if the calculated probability
P (χ2exp) is above the threshold, the assumption is rejected, see the lower panel of
Fig. 5.14. The chance of having erroneously rejected the model is one minus the
threshold, 0.1 in the example.
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Fig. 5.14: The probability distribution function (PDF, upper panel), see
Eq. (5.22), and the cumulative distribution function (CDF, lower panel)
of the distance value dΣ for m = 800 data points. For a threshold of
0.9 the CDF imposes a limit (dashed lines) of 1.064 on dΣ which may
not be exceeded if the GOF test is to accept the model.
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The probability density function (PDF) of dΣ is derived in App. C.3. Its exact
expression (C.27) cannot be evaluated analytically. However, a χ2-distribution
with m degrees of freedom
χ2m(ξ) =
1
(m
2
− 1)!
(m
2
)m
2
ξ
m
2
−1 e−
m
2
ξ , (5.21)
serves as a reasonable approximation. The agreement between
PDF(dΣ) ≃ χ2m(dΣ) (5.22)
and Eq. (C.27) is better than 2 %. Numerical simulations confirm the applicability
of Eq. (5.22). Figure 5.14 shows for m = 800 the PDF and the cumulative
distribution function (CDF) of dΣ.
The above derivation of dΣ holds for the analysis of single realizations as re-
ported in [49, 102]. However, the analysis in Sec. 5.8 will show that the data
of a single realization do not allow to distinguish between the fluctuations of
T invariant and T broken systems. To this end the ensemble measurements intro-
duced in Sec. 5.1 have to be performed and analyzed. Accordingly, the ensemble
average of the basic quantity to be analyzed, C˜(t) = |S˜(t)|2, is performed. New
average Fourier coefficients
x
(n)
k = |S˜ab(tk)|2
(n)
, (5.23)
where · (n) denotes averages over n realizations, are defined. They are accompa-
nied by a modified version of Eq. (5.16) and, in consequence, a new version of dΣ,
Eq. (5.20). The detailed derivations are elaborated in Appendix C.2 and show
that the x
(n)
k follow a χ
2-distribution (5.21) with 2n degrees of freedom
q(n)(x
(n)
k |x¯k) =
1
x¯k
χ22n
(
x
(n)
k
x¯k
)
=
1
x¯k
nn
(n− 1)!
(
x
(n)
k
x¯k
)n−1
exp
(
−nx
(n)
k
x¯k
)
. (5.24)
The factor n in the exponential reduces the variance of the distribution with
increasing n, as expected. The distance function, Eq. (5.19), is replaced by
d(n)(y
(n)
k |ηk(ζ)) =
exp
(
y
(n)
k − ηk(ζ)
)
−
(
y
(n)
k − ηk(ζ)
)
− 1
lnn− ψ(n) , (5.25)
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where y
(n)
k = lnx
(n)
k and ψ(n) is the logarithmic derivative of the gamma function,
ψ(n) = Γ′(n)/Γ(n). The summation of d(n) over m data points leads to
d
(n)
Σ =
1
m
m−1∑
k=0
d(n)(y
(n)
k |ηk(ζ)) . (5.26)
The PDF of d
(n)
Σ is again given to very good approximation by Eq. (5.22). This
distribution does not depend on the number of realizations n, the only dependence
is the number of data pointsm. Thus the graphs shown in Fig. 5.14 are valid for a
GOF test with any number of realizations, as long as it includes 800 data points.
This does not contradict an increased discriminatory power of the GOF test for
higher n. In Eq. (5.25) for equal differences y
(n)
k −ηk(ζ) the denominator decreases
for higher n and thus increases the distance d(n). This leads to a “quicker”
rejection of the test.
The applicability of the GOF test stands and falls with the assumption that
the Fourier coefficients S˜ have a Gaussian distribution in the sense that both,
Re{S˜} and Im{S˜}, follow this distribution. This is by no means trivial and will
be further discussed in Sec. 5.8.1.
5.8 Analysis
The analysis of the data of Sec. 5.1 has been a three-step process. First, the
assumption of Gaussian distributed, statistically independent Fourier coefficients
S˜ is verified in Sec. 5.8.1. Second, details of the fit and the GOF test for the
analysis of single and multiple realizations are elaborated in Sec. 5.8.2. Finally,
the GOF test is applied in Sec. 5.8.3 in order to judge the applicability of the
VWZ and FSS models.
5.8.1 Distribution of Fourier coefficients
This section shall establish that (i) the xk follow an exponential distribution as
assumed in Eq. (5.16), which is equivalent to a Gaussian distribution of Re{S˜ab}
and Im{S˜ab}, and that (ii) they are statistically independent.
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Both tasks deal with the scatter of the data with respect to the expectation
value. The time dependence of the expectation value has to be eliminated in order
to get a sample of comparable data points. Looking at Fig. 5.13 one possibility to
make xk stationary is to take the VWZ or FSS model curves as the mean values
and to remove these. However, the models were fitted to the data, using a fitting
procedure that takes the distribution (5.16) of xk already for granted; a circular
argument. The global time dependence needs to be removed without imposing
any restrictions on the data. A natural way to achieve this is to derive the mean
from the data themselves. A sliding average over 45 data points (that is 45 ns)
determines the mean xk which is then removed from the data by considering
the ratio xk/xk. While this method is not completely devoid of assumptions—a
smooth secular variation is presupposed—it is not biased toward VWZ.
The result is exemplified in Fig. 5.15. Part (c) demonstrates that the absolute
squares |S˜12|2 scatter according to the distribution P (x) = e−x around their mean.
The same holds for the data from reflection measurements, |S˜11|2 and |S˜22|2.
The agreement seen in Fig. 5.15c can be further substantiated by the statistical
test [140] described in Appendix D. Given N events xk that follow an exponential
distribution
p(xk) = e
−xk , (5.27)
the ratio of the second moment to the square of the first moment is
x2k
xk
2 = 2 . (5.28)
Due to the finite data set, the averages in Eq. (5.28) are not directly accessible;
instead on estimates them with
M1 =
1
N
N∑
k=1
xk, M2 =
1
N
N∑
k=1
x2k (5.29)
The variance of the ratio M2/M
2
1 is then
(
M2
M21
− 2
)2
=
9
N
. (5.30)
Evaluation of the ratio for the data |S˜12|2 in the range 16–17 GHz (see Fig. 5.15)
with 6 realizations gives M2/M
2
1 = 1.97, which is within the defined error limits
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Fig. 5.15: Distribution of Fourier coefficients xk = |S˜12|2 in the range 16–17 GHz.
Figure (a) displays the data of Fig. 5.13. The xk are made station-
ary in (b) by division through the mean as determined by a sliding
average over 45 ns (which is why the first data point is at 23 ns). In
this logarithmic scale, they scatter around zero. Figure (c) shows the
distribution of the stationary coefficients on a logarithmic scale, now
including the data from all 6 available realizations. One observes an
exponential distribution (dashed line). The phases of S˜12 are uniformly
distributed (not shown).
(2 ± 0.09) for the N = 6 · 200 = 1200 contributing data points. A systematic
analysis of all available frequency ranges (1–25 GHz, i.e. 24 intervals) of this data
ensemble yields 13 accepted and 11 rejected ratios, i.e. 54 % of all frequency
ranges are within the 1-σ range defined by Eq. (5.30). In the range 10–25 GHz
the acceptance ratio increases to 80 %, which is well above the expected 1-σ value
of approximately 68 %. Finally, it has been checked that the phases of S˜ab are
equally distributed, the final ingredient needed for a confirmation of the Gaussian
distribution of the scattering matrix elements.
To check whether the xk are uncorrelated, the autocorrelation coefficients
of the stationary xk have been calculated. If the autocorrelation is normalized
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in such a way as to yield 1 for completely correlated data, the autocorrelation
coefficients of xk scatter evenly in the range 0.00 ± 0.05. This is in accordance
with the assumption of uncorrelated Fourier coefficients.
In summary, it could be demonstrated that the Fourier coefficients xk are
indeed statistically independent “random” variables and follow an exponential
distribution with high precision—or at least that the actual distribution cannot
be discerned from an exponential one, a topic to be treated in more detail in
Sec. 6.4.1. These results legitimate the application of the maximum likelihood fit
presented in Sec. 5.6 and ensure the significance of the GOF test developed in
Sec. 5.7.
5.8.2 Details on the fit and test procedures
The previous section established the validity of the developed fitting and testing
procedures. The present section starts from the earlier considerations on the
maximum likelihood fit and the GOF test, see Sec. 5.6 and Sec. 5.7, respectively
and explains how measurements of different realizations are to be treated to test
the VWZ and FSS models.
Maximizing the likelihood Eq. (5.18) is identical to minimizing the distance
Eq. (5.20). For analyses of ensemble measurements, Eq. (5.26) is needed. The
distance value depends on the Fourier coefficients from the experiment yk and
their predicted values from theory ηk(ζ), where ζ represents the model parame-
ters. To be more precise, all evaluations solely depend on the difference yk−ηk(ζ).
Accordingly, the fitting method developed in Ref. [49] calculates for each yk and
for a trial parameter set ζtry this difference and evaluates the distance value dΣ.
The computer algebra system Mathematica is used to minimize dΣ and to return
the optimal ζfit. The minimization method is a derivative-free algorithm (the
principal axis method of Brent [141]) which determines a local minimum; a more
effective method relying on the evaluation of derivatives cannot be applied since
ηk(ζ) involves the full VWZ or FSS expressions. The yk comprise the Fourier
transformed data of the full 2× 2 S-matrix, as the models make imperative pre-
dictions for all 4 accessible matrix elements. The time range is determined by
the losses of the system. While Friedrich [49] could use the Fourier coefficients
up to 800 ns, the present analyses go only up to 200 ns due to increased losses by
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a thinner cavity and the presence of the ferrite. Additionally, the first 4 ns are
dropped. They include secular variations of the data on large frequency scales
that could not be corrected by the applied recalibration procedures and differ in
their behavior significantly from the model predictions. The size of the initial
frequency windows of 1 GHz sets the time resolution to tk+1 − tk = 1 ns. Thus,
the four S-matrix elements of a single realization contribute 4 · 196 = 784 data
points to dΣ. This number determines, for a single realization, on the discrim-
inatory power of the GOF test. For the test a threshold of 0.9 is defined and
the acceptance limit of dΣ determined, see Fig 5.14. A comparison of dΣ for the
fitted parameter set ζfit to the threshold value finally decides upon acceptance or
rejection of the chosen model.
In a first run each realization of the ensemble measurement has been ana-
lyzed independently, using Eq. (5.20) for the GOF test, with τabs as a single fit
parameter. However, due to the similarity of the VWZ and FSS predictions (see
Fig. 5.13) both models were accepted and no conclusions could be drawn. Of
course, in measurements without a ferrite the VWZ model usually resulted in
lower dΣ values, but as long as the FSS model does not yield values above the
rejection threshold, no judgment in favor of VWZ can be rendered.
Thus for the investigation of the impact of TRSB a single measurement carries
too little information about the dynamics of the system. This makes investiga-
tions of ensembles of data, see Sec. 5.1, mandatory. For the analysis of these
data the obvious method is to construct ensemble averages x
(n)
k = xk for each
time point7. The fitting procedure then tries to find a single parameter set ζfit to
describe the averaged data and the GOF test decides on the degree of agreement,
both steps utilizing d
(n)
Σ from Eq. (5.26).
Using this approach, the discriminatory power can be tuned by a variation
of n, the number of realizations used in the averaging process. Each additional
realization reduces the scatter of the data, in the limit n→∞ the measurements
would yield the expectation value ηk directly without ambiguity. At this stage
both models, VWZ and FSS, would be rejected by the GOF test and rightly so;
every ever so tiny deviation of the experiment from the preconditions of those
7Note that the average is performed in linear scale, i.e. one considers xk and not yk, as this
is the observable of interest to the theory, while the switchover to the logarithmic scale is purely
motivated by the method of analysis.
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RMT based models would become evident and, in consequence, the models could
not be accepted as a description of the physical reality. This consideration is to
demonstrate the power of experimental ensemble measurements—the adjustment
of the degree of precision on which a model is to be tested against the experiment.
However, the following discussion will establish, that the method of simply
analyzing averages x
(n)
k , as described above, does not work. Moving the scatterer
inside the cavity does not result in a statistically independent realization of ex-
actly the same system. Instead, the important parameters, T1, T2, τabs and the
T breaking effect of the ferrite, are slightly altered, too. This is because along
with the position of the scatterer the mode structure inside the cavity changes
as well, causing small variations of these parameters. In consequence, the x
(n)
k
cannot precisely be described by a single parameter set ζ. Now, from experi-
ence, at about 6 included realizations the analysis becomes sufficiently precise
to tell spectra described by VWZ or FSS apart. However, at the same time the
GOF test also becomes sensitive to slight changes of the model parameters and,
accordingly, rejects all fits.
A solution to this dilemma is a different treatment of the ensemble8 data.
Instead of trying to describe an averaged data set with a single parameter set
ζ = (Ta, Tb, τabs), a model function is fitted to each realization data set, each
yielding an adjusted parameter set ζ(1), . . . , ζ(n). Then, for each realization i, the
difference yk
(i) − η(ζ(i)) is calculated. If the data are described by the model,
the result should fluctuate around 0 with a distribution given by Eq. (5.17), with
a result similar to Fig. 5.15b. In this stationary representation all realizations
should now be equivalent and the ensemble average
y′k = ln
(
exp [yk(i) − η(ζ(i))]
)
, (5.31)
again the average is done in linear scale, can be performed. The GOF test now
checks the compliance of y′k with the distribution (C.17) centered around zero.
8In a strict sense the obtained set of realization measurements does not define an ensemble,
because the parameters of a true ensemble may not, but for statistical fluctuations, change.
However, the available data are as close to a true ensemble as experimentally possible and will
therefore be denoted as such.
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5.8.3 GOE and GUE based models under test
First, the case of the tilted stadium billiard without a ferrite is addressed. This
links the new procedures discussed in the preceding section with known re-
sults [102] and provides a basis for the analyses of setups with ferrite and TRSB.
The ensemble data comprise 6 realizations and are taken in the frequency range
of 1–25 GHz. For the analysis frequency windows of 1 GHz are taken. They are
transformed into the time domain where the time range 5–200 ns of S11, S22 and
S12 are considered; without a ferrite, reciprocity holds and S21 does not contain
new information. In a first step, the fit determines for each realization and for
the VWZ and FSS models independently optimal values of the transmission coef-
ficients T1, T2 and τabs, the latter one being divided into 298 absorptive channels.
Afterward, for the averages (5.31) the GOF test accepts or rejects the two models
with a threshold for the cumulative distribution function CDF(d
(6)
Σ ) < 0.9, that is
a 10 % chance of erroneously rejecting a model prediction. The individual results
are summarized in Tab. 5.1.
Tab. 5.1: GOF test results of empty billiard. The first row is the lower boundary
of the 1 GHz frequency interval used for the analysis. The second
(third) row indicates an accepted GOF test of the VWZ (FSS) model
by a “•”. If both models are accepted, no conclusions can be drawn
and the column is marked by “◦” signs. Rejected fit results are denoted
by “−”. In summary, the data are in good agreement with the VWZ
model of a T invariant system.
f (GHz) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
VWZ − • ◦ • ◦ • • • • • • • • • • • − − • • − • • −
FSS − − ◦ − ◦ − − − − − − − − − − − − − − − − − − −
Below 5 GHz the significance of the results is low. There, the level spacing
D is more than 40 MHz and, in consequence, the spectra contain less than 25
resonances per GHz. In between these few resonances, the spectra are dominated
by the background noise of the VNA which is, of course, not described by RMT
models. At 17, 18, 21 and 24 GHz (denoting the lower boundary of the frequency
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interval) the VWZ model is barely above the acceptance threshold while the FSS
model is always rejected. This is in accordance with the results presented in
Ref. [102]. The VWZ model is in very good agreement with the data taken on a
fully chaotic, T invariant microwave resonator. The FSS model is ruled out.
Now, the microwave billiard with ferrite and an external magnetic field is
treated. The data were taken with field strengths B of about 170, 190, 220 and
340 mT. In the sequel, only B = 190 mT is discussed in detail, the results for the
other field strengths are analogous. The analysis of the 6 available realizations is
performed in the same way as for the data without ferrite. There is one difference,
of course: Now S21 differs from S12. Therefore all four S-matrix elements must
be considered in the analysis. The results are gathered in Tab. 5.2.
Tab. 5.2: GOF test results of the billiard with ferrite and B = 190 mT. The
symbols are used as in Tab. 5.1. The intervals starting at 15 and 16 GHz
are described by the FSS model for systems with complete TRSB.
f (GHz) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
VWZ − ◦ • ◦ ◦ ◦ ◦ • • • • − • − − − − − − • • − − −
FSS − ◦ − ◦ ◦ ◦ ◦ − − − − − − − • • − − − − − − − −
Again, for low frequencies the significance of the analysis is low. Due to large
level spacings only a few resonances contribute to the statistical ensemble and
no clear picture arises from 6 realizations. However, above 8 GHz the results
are reliable: In many frequency intervals the VWZ model provides an acceptable
description of the experimental data, in the ranges 15–16 GHz and 16–17 GHz
only the FSS model is applicable. In eight intervals (above 8 GHz) both models
fail. This behavior is attributed to a variation of the TRSB impact of the ferrite.
In the regions described by VWZ, the TRSB effect of the ferrite is so small that
VWZ holds. Between 15 and 17 GHz, the induced TRSB is strong enough for
the GUE to apply. Where neither VWZ nor FSS describe the data, the degree
of TRSB is significant enough to invalidate VWZ but not strong enough to favor
FSS. In these cases the chaotic dynamics corresponds neither to a GOE nor to
a GUE system, instead it is a mixed GOE/GUE one. These results call for a
theory of partial T breaking. This issue is addressed in Sec. 6.
68
0.02
0.04
0.06
0.08
ε (MHz)
|C
a
b
(ε
)|
C11 C12
0.02
0.04
0.06
0.08
0 5 10
C21
0 5 10
C22
Fig. 5.16: Comparison of autocorrelation functions for a single realization in the
frequency range of 16–17 GHz and for B = 190 mT. The four panels
display the results for C11, C12, C21, C22. The shape of the data (dots)
is reasonably approximated by the FSS model (dashed) while the slope
predicted by the VWZ model (solid) is wrong.
The situation in the range of 16–17 GHz in the frequency domain is shown
in Fig. 5.16. For these data, the GOF test only accepts the FSS model. Indeed,
the slope of the data points is much better reproduced by the FSS description
than by VWZ. However, both models predict the mean value wrongly. The mean
is described by the Fourier coefficient x0 at t = 0, which is within the first
Fourier coefficients excluded from the fit. At the same time the mean value is
poorly determined by the data. According to Weyl’s formula Eq. (5.2) about 116
resonances are in the chosen frequency range. This gives rise to sizable FRD errors
that cannot be neglected. Neighboring points of the autocorrelation function in
the frequency domain are not independent from each other. As Cab(0) = 〈|Sab|2〉
is also affected by FRD errors, the whole data curve may be either shifted up or
down. Therefore the slope of the curves, which is much better described by FSS,
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is a more reliable property of the curves than their mean.
In summary, the GOF test presented in Ref. [102] has successfully been ex-
tended to be applied to ensemble data, increasing the sensitivity of the analysis as
desired. Measurements of microwave billiards without ferrite confirm the earlier
agreement with VWZ for time-reversal invariant systems. A magnetized ferrite
breaks this symmetry and, accordingly, VWZ does not provide a valid description
of the data any more. Instead, agreement between the fluctuating properties of
the scattering matrix elements and a model description based on the GUE has
been demonstrated for the first time. However, this agreement has only been
confirmed in a very small frequency range. Obviously, in most frequency regions
the data do not represent a pure GUE system but one corresponding to a mixed
GOE/GUE system. Hence, the induced time-reversal non-invariance is not com-
plete and further analyses need to establish the degree of symmetry breaking.
5.9 Cross-correlation function
A first approach towards a determination of the T breaking strength has been
presented in Sec. 5.2 where the contrast function ∆, Eq. (5.3), is introduced. A
more elegant and theoretically better understood approach is provided by the
cross-correlation function
C12,21(ε) = 〈S12(f)S∗21(f + ε)〉 − 〈S12(f)〉 〈S∗21(f)〉 (5.32)
between S12 and S
∗
21. The two limiting cases of the normalized cross-correlation
function at ε = 0
Ccross =
∣∣∣∣∣ 〈S12(f)S
∗
21(f)〉 − 〈S12(f)〉 〈S∗21(f)〉√
〈|S12(f)|2〉 〈|S21(f)|2〉 − 〈S12(f)〉 〈S∗21(f)〉
∣∣∣∣∣ (5.33)
are
Ccross =

 1 for GOE0 for GUE (5.34)
and readily understood. For a GOE system reciprocity holds, i.e. S12 = S21. In
the case of a GUE system the symmetry breaking is complete and the spectra of
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S12 and S21 are completely unrelated (see Ref. [79] for a treatment of the two-level
case).
Figure 5.17 shows Ccross for the data with B = 190 mT. The data confirm
that the induced time-reversal symmetry breaking is not complete as Ccross never
approaches zero; no values below 0.4 are observed. A comparison of the results
for the VWZ and FSS models in Tab. 5.2 to the values obtained for Ccross corrob-
orates the significance of the cross-correlation function. The GOF test accepts
FSS only in the intervals 15–16 and 16–17 GHz, where Ccross has a deep mini-
mum. In addition, the test rejects VWZ for cross-correlations less than about
0.9. A detailed discussion of the positions and the values of the minima visible
in Fig. 5.17 is postponed to Sec. 6.2.
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Fig. 5.17: Normalized cross-correlation Ccross for the data with ferrite and B =
190 mT. In each frequency interval Ccross was evaluated for 6 realiza-
tions resulting in mean values (points) and a standard deviations (error
bars). Note the suppressed-zero scale.
The analysis of the cross-correlation function proves that the induced TRSB
is incomplete. The cross-correlation values give, however, only a qualitative un-
derstanding of the T breaking strengths. For a quantitative understanding of the
data an extended model, to be introduced in Sec. 6, is required to describe cross-
and autocorrelation functions in the regime of partial time-reversal symmetry
breaking.
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6 Model for partial time-reversal
symmetry breaking
The tests of the VWZ and FSS models and the study of the cross-correlation
function presented in the preceding section emphasized the need for a model to
describe systems with partial TRSB. Partial breaking of symmetries is since long
an active field in physics. For example the breaking of isospin symmetry [142–
144], the effects of symmetries on resonance strength distributions [89] and spec-
tral properties [88, 145] and, of course, effects of a partially broken time-reversal
symmetry [146–149], albeit only theoretically, have already been investigated.
The basic idea to model a partially broken symmetry is always the same. A pa-
rameter is introduced into the Hamiltonian of the system to model the transition
between a fully conserved and a fully broken symmetry (see, e.g. Ref. [85, 88]).
In RMT a suitable approach for the Hamiltonian of a chaotic system with partial
TRSB is
H = Hs + i αHa , 0 ≤ α ≤ 1 , (6.1)
where Hs is a symmetric random matrix taken from the GOE and Ha is fully
antisymmetric such that for α = 1 the matrix H is a member of the GUE. (That
is, ansatz (6.1) follows Eq. (4.5) used in the case of isolated resonances.) The
parameter α describes the strength of the T breaking matrix elements. For α = 0
the matrix H models a T invariant chaotic system, for α = 1 a system with
fully broken time-reversal symmetry is realized and for intermediate values of α
the T invariance is only partially violated. While α is an essential quantity and
of basic interest in theoretical considerations, the parameter of relevance to the
experiment is the T breaking strength
λ =
α v
D
. (6.2)
Here, D denotes the mean level spacing and v the root-mean-square of the matrix
elements of Ha. For simplicity and without loss of generality v = 1 is assumed
for the further model considerations. The definition of λ is the equivalent to
that of ξ given in Eq. (4.6) used to measure the T breaking strength on pairs
of nearly degenerate resonances as presented in Sec. 4.3. The scaling of λ by D
in Eq. (6.2) has already been exploited in Sec. 5.2. There, at high excitation
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frequencies both, α and D, were small. Thus λ stayed sufficiently large to induce
a noticeable violation of reciprocity, cf. Fig. 5.8. The T breaking strength is
connected to the spreading width [128, 142, 144] via Γ↓ = 2π α2 v2/D = 2π λ2D.
For further analyses of S-matrix fluctuations in the regime of partial TRSB, a
newly developed model to describe autocorrelation and cross-correlation functions
is introduced in Sec. 6.1. Based on this model, the T breaking strengths are
extracted from the data in Sec. 6.2 and then a comparison of the new model to
the established VWZ and FSS models is carried out in Sec. 6.3. In Sec. 6.4 the
“elastic enhancement factor” is introduced and the effect of partial TRSB on this
enhancement mechanism is investigated.
6.1 Model derivation
In 1984, the seminal work of Verbaarschot et al. [48] computed the two-point
correlation functions for the elements of the S-matrix modeling chaotic scattering
systems with T invariance. Their calculations were based on the supersymmetry
technique due to Efetov [123] from condensed matter theory. About ten years
later, in 1995, their methods were extended by Pluharˇ et al. [148] to systems
with partial TRSB. Their concern was the study of the conductance. From these
computations the autocorrelation function of the off-diagonal elements Sab can
be deduced. Using their ideas and the detailed guidance provided in Ref. [148] it
is possible to generalize their results to autocorrelation functions for all S-matrix
elements and with ε ≥ 0. Additionally, even cross-correlation functions can be
evaluated which will be essential in the determination of the T breaking strength.
In this section only the result of the calculations carried out by Dietz [150]
will be given. To clarify the notation a couple of auxiliary definitions
t = π2 λ2
R = 4 (µ+ µ1) (µ+ µ2)
F = 4µ (1− µ)
U = 2
√
µ1(1 + µ1)µ2(1 + µ2)
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G = 2µ1µ2 + µ1 + µ2 + U
H = 2µ1µ2 + µ1 + µ2 − U
A˜a =
(2− Ta)λ2 + Ta λ1
4 (1 + Taµ1) (1 + Taµ2)
B˜a =
(2− Ta)λ1 + Ta λ2
4 (1 + Taµ1) (1 + Taµ2)
(6.3)
C˜a =
1
2
1
1− Taµ
C2 =
U
4
(
1
1 + Taµ2
1
1 + Tbµ1
+
1
1 + Taµ1
1
1 + Tbµ2
)
C3 =
µ (1− µ)
(1− Taµ) (1− Tbµ)
ε± = 1± exp(−2 tF)
λ0 = 1− 2µ
λ1 =
√
(1 + µ1) (1 + µ2) + µ1µ2 + U
λ2 =
√
(1 + µ1) (1 + µ2) + µ1µ2 − U
are introduced. The parameter t provides a rescaled measure of the T breaking
strength. The definitions of λ0,1,2 were introduced by Pluharˇ et al. as new inte-
gration variables for the recovery of the GOE result at t = 0. In the present work
they are used throughout the whole range of t values. The quantity λ0 is not
needed for the final result but is given for the sake of completeness. With these
definitions the autocorrelation and cross-correlation functions can be written as
Cab(ǫ) =
Ta Tb
16
∫ ∞
0
dµ1
∫ ∞
0
dµ2
∫ 1
0
dµ
|µ1 − µ2|
U
× 1
(µ+ µ1)2
1
(µ+ µ2)2
exp
(
−iπǫ
D
(µ1 + µ2 + 2µ)
)
× Jab ·
∏
c
1− Tc µ√
(1 + Tc µ1) (1 + Tc µ2)
exp (−2 tH) , (6.4)
with
Jab =
{[(
1
2
µ1(1 + µ1)
(1 + Taµ1) (1 + Tbµ1)
+
1
2
µ2(1 + µ2)
(1 + Taµ2) (1 + Tbµ2)
+
µ(1− µ)
(1− Taµ) (1− Tbµ)
)
(1 + δab)
+ 2 δab Saa
2
(
µ1
2(1 + Taµ1)
+
µ2
2(1 + Taµ2)
+
µ
1− Taµ
)2]
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× [F ε+ + (λ22 − λ21) ε− + 4 tR (λ22 ε− + F (ε+ − 1))]
± (1− δab)Kab
}
+ {λ1 ⇋ λ2} (6.5)
and
Kab = ε−
[
2F
{
(A˜aC˜b + A˜bC˜a)Gλ2 + (B˜aC˜b + B˜bC˜a)Hλ1
}
+3C3F − C2 (λ22 − λ21) + C2 tR (4λ22 − 2F)
+ 2 tRC3F
]
+
(
ε+ − ε−
tF
) [
3C3 (λ
2
2 − λ21) + tRC3 (4λ22 − 2F)
+ 2F
{
(A˜aC˜b + A˜bC˜a)G λ2 − (B˜aC˜b + B˜bC˜a)H λ1
}
+(2 tR− 1)C2F
]
. (6.6)
The second term {λ1 ⇋ λ2} in Eq. (6.5) is obtained by exchanging λ1 and λ2
in the first one. The “±” sign in the last row of Eq. (6.5) is to be understood
as follows: The plus sign yields the autocorrelation function for ε ≥ 0. The
cross-correlation function C12,21(ǫ = 0), see Eq. (5.32), is obtained by using the
negative sign. The results have been verified to coincide with the known results
for the cases of the GOE, α = 0, and the GUE, α = 1. For intermediate values,
0 < α < 1, numerical simulations confirmed the findings.
6.2 Time-reversal symmetry breaking strength
The analysis of the normalized cross-correlation function Eq. (5.33) in Sec. 5.9
established that T breaking is incomplete. The values of Ccross gave, however,
only a qualitative understanding of the degree of TRSB. In contradistinction, the
extended model allows for a quantitative understanding; it connects Ccross to the
T breaking strength λ. With the ansatz Eqs. (6.1, 6.2) the analytic expression
of Ccross obtained from Eq. (6.4) essentially depends only on the parameter λ.
The dependence on T1, T2, τabs is negligible in the parameter range of relevance
to the experiment. Figure 6.1 shows Ccross(λ). At λ ≈ 1, that is α ≈ D, TRSB is
nearly complete and Ccross(λ) is vanishingly small. Due to the slope of the curve
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Fig. 6.1: Normalized cross-correlation (solid curve) as a function of λ. It starts
at Ccross(0) = 1 for a T invariant system and decreases for λ > 0. At
λ ≈ 1 the cross-correlation is nearly 0 and T symmetry breaking is
mostly complete. The straight lines illustrate how Ccross = 0.49± 0.07,
see Fig. 5.17 at 15–16 GHz, translates into λ = 0.29 ± 0.04. The inset
shows the inverted function, λ(Ccross).
for λ . 0.5 a precise estimation of λ, given an experimental value of Ccross, is
possible (see the straight lines and the inset in Fig. 6.1).
For an external field of 190 mT the experimentally determined cross-corre-
lation values and the extracted values of λ are presented in Fig. 6.2. With the
mean level spacings D, obtained from Weyl’s formula Eq. (5.2), the strengths of
the T breaking matrix element α are given in units of the rms matrix element v
of Ha. The graphs reveal a rich structure of the T breaking strength with three
resonance like maxima. The first maximum with λ ≈ 0.08 at 5–7 GHz can be di-
rectly attributed to the ferromagnetic resonance. At 190 mT it is located around
6.6 GHz, see Eq. (3.10). A strong and broad maximum at 14–16 GHz yields
λ = 0.29 ± 0.04. Interestingly, this value of λ is comparable to the maximum
value of ξ observed for the second doublet (see Fig. 4.7) investigated in Sec. 4.3.
In the measured frequency range there is a third maximum at 23–24 GHz, where
λ = 0.19 ± 0.03. The occurrence and positions of the second and third maxi-
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Fig. 6.2: Induced T breaking strength of the ferrite at 190 mT. The cross-
correlation values are evaluated for intervals 1 GHz in size. The error
bars indicate the variation of the obtained values over the 6 realizations,
the points give their means. The top panel gives the experimentally de-
termined Ccross values that are converted into λ in the middle panel.
The bottom panel displays α v = λD.
mum cannot currently be explained. They are believed to be regions where the
diminished influence of the ferromagnetic resonance is enhanced by standing rf
magnetic fields inside the ferrite. However, hitherto this could not be confirmed.
A further, more detailed discussion of this topic is postponed to Sec. 6.2.1.
It is interesting to note that at 5–6 GHz and at 14–15 GHz the values of α v
are approximately of equal size, α v ≈ 3 MHz. In contradistinction, λ increases in
the same frequency ranges threefold and goes from λ ≈ 0.1 to λ ≈ 0.3. Thereby,
it is demonstrated that for a given size of the symmetry breaking matrix element
the symmetry breaking effect increases with the level density. As a consequence
the region of overlapping resonances is especially suitable for the investigation of
T breaking effects.
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6.2.1 Influence of ferrite position and size
The preceding section established T breaking strengths of λ . 0.3 for the exper-
imental setup as presented in Sec. 5.1. The analysis suggests especially strong
effects of TRSB induced by the ferrite in the frequency region around 6, 15 and
23 GHz. While the effect at 5–7 GHz can be understood in terms of the ferromag-
netic resonance, the presence and positions of the other peaks is unexpected. The
following discussion sheds some light on the connection between the properties of
the ferrite and the resulting T breaking strengths λ.
With respect to the ferrite there are four parameters that can be changed in
order to probe their influences on λ: The external magnetic field strength can be
varied, the position of the ferrite within the cavity can be shifted, the geometry of
the ferrite can be altered and its material can be replaced. All four options have
been investigated experimentally, the results will be discussed in the following.
Variation of external magnetic field strength. The experiments with the cylin-
drical ferrite (4 mm in diameter) have been conducted at four field strengths
B = 170, 190, 220, 340 mT. The results discussed in the preceding section are
based on the data obtained for B = 190 mT. The field strength affects the posi-
tion of the ferromagnetic resonance and, accordingly, the position of the first peak
in λ (see Fig. 6.2) varies between roughly 5 and 9 GHz. Above approximately
11 GHz the values of λ are nearly independent of B. Most importantly, the max-
imal achievable value of λ is unaffected within this range of external magnetic
field strengths.
Variation of ferrite position. The ferrite with a diameter of 4 mm, is placed at
four different positions inside the resonator, (x, y) = (215, 60), (225, 80), (375, 60),
(245, 190) mm, see Fig. 5.1 for the definition of the coordinate system. The analy-
sis of the T breaking strengths induced by the ferrite located at the four positions
reveals that λ is independent of the position of the ferrite. This demonstrates the
irregular structure of the electromagnetic field patterns inside the cavity, whose
underlying classical dynamics is chaotic. In the remainder of the present work,
the ferrite was always placed at the first position.
Variation of ferrite geometry. Keeping the field fixed at B = 190 mT, the
diameter d of the ferrite is gradually increased from 4 mm to d = 6, 8, 10 mm.
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Fig. 6.3: Dependence of T breaking strength λ on ferrite diameter. The four
panels display λ as a function of the excitation frequency window for
ferrites with diameters d = 4, 6, 8, 10 mm and B = 190 mT. For each
geometry three realizations were measured resulting in means (points)
and variations (error bars) of λ. The dashed lines connecting the data
points serve to guide the eye.
The result is shown in Fig. 6.3. While at 4 mm two peaks around 15 and 23 GHz
are observed, at 6 mm a third is prominent at about 10 GHz with λ ≈ 0.35.
At d = 8 mm there are two peaks close to 9 and 11 GHz with λ ≈ 0.4 while
the T breaking effects at higher frequencies are diminished. Finally, at 10 mm
the structures are broad and between 5 and 11 GHz a plateau at λ ≈ 0.25 is
formed. Thus, while the details of the size of the T breaking induced by the
ferrite is very sensitive to its geometry, the maximally attainable λ is in all cases
between 0.3 and 0.4. Ferrites of larger diameter feature broader structures, as
the magnetization becomes inhomogeneous due to the limited size of the outer
permanent magnets. These are 20 mm in diameter.
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Variation of ferrite material. The only other ferrites available for the exper-
iments were small rectangular sheets (25.4 × 50.8 × 0.5 mm3) of “RG11”, also
courtesy of AFT GmbH. Its parameters are 4πMs = 1850 Oe, ε = 14.9 and
∆H−3 dB = 25 Oe, see Sec. 3.4 for the corresponding parameters of CV19. Two
of these sheets were brought into the resonator at (x, y) = (215, 60) mm, one
glued to the bottom plate and the other one glued to the top plate of the cavity,
and exposed to a magnetic field B = 210 mT. The results were disappointing;
over the measured frequency range 4–20 GHz, the degree of T breaking assumes
an approximately constant value of λ ≈ 0.05, which is supposedly due to the
unfavorable shape of the ferrite pieces.
In conclusion, the T breaking induced by the ferrite sensitively depends on
the geometry of the ferrite. Concerning the influence of the ferrite material no
final judgment is possible as the shape of the RG11 differs too much from that of
the other samples used. The position of the ferrite is irrelevant, at least for the
chaotic cavity used in the present experiments. This result is to be expected in
the light of Berry’s random plane wave model for chaotic billiards [151] and in the
regime of partially overlapping resonances. The surprise lies in the independence
of λ on the strength of the external magnetic field B. While the T breaking at
the frequency of the ferromagnetic resonance depends on B, at higher frequencies
it does not. This rules out the possibility of second and third harmonics of the
ferromagnetic resonance at 15 and 23 GHz. Together with the sensitivity to
changes in the geometry of the ferrite it can be surmised that these peaks are
either enhanced effects on the tail of the ferromagnetic resonance due to standing
rf magnetic modes inside the ferrite, or that the mechanism of T breaking at these
frequencies is altogether different.
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6.3 Application of model to fluctuations
The preceding discussions established that neither the VWZ description nor the
FSS model can truly be applied to the data of the present work. They can,
however, serve as good approximations for frequency regions with exceptionally
weak or strong time-reversal symmetry breaking. Figure 6.4 gives a comparison of
the VWZ and FSS analysis results from Tab. 5.2 to the values of λ from Fig. 6.2.
It roughly shows that while for λ . 0.1 the VWZ model is favored, an acceptance
of the FSS model requires λ & 0.2. These restrictions should be weakened when
less realizations are included (the current analysis is based on 6 realizations) and
more stringent for larger ensembles. This demonstrates that models based on
a pure GOE or pure GUE assumption cannot describe the experiment in all its
aspects.
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Fig. 6.4: Comparison of VWZ and FSS analysis results to the T breaking
strengths. The graph shows λ for data obtained with B = 190 mT.
It is identical to the one shown in the middle panel of Fig. 6.2. The
cells above read “VWZ” or “FSS” if the GOF test unambiguously ac-
cepted the corresponding model in the associated frequency range. This
information is taken from Tab. 5.2.
An application of the extended model for partial TRSB is straightforward. A
Fourier transform of Eq. (6.4) brings the autocorrelation function into the time
domain and eliminates one of the three integrations. The resulting expression can
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be evaluated using the same numerical integration methods as implemented for
the VWZ and FSS models. The new model depends on one additional parameter,
the T breaking strength λ. The fitting procedure and the subsequent GOF test are
exactly the same as for the FSS model and described in detail in Sec. 5.8.2. Even
though λ can independently be determined from the cross-correlation function, it
is treated—paying tribute to FRD uncertainties—as a free parameter, too. The
value obtained from the cross-correlation function serves as a starting value for
the fit. Especially for frequencies below 8 GHz the acceptance ratio is thereby
considerably increased. At higher frequencies the differences between the initial
values of λ and the refined ones are only marginal. A graphical representation of
the GOF test results for the B = 190 mT situation is shown in Fig. 6.5.
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Fig. 6.5: GOF test result of the model for autocorrelation functions with partial
TRSB for data with B = 190 mT. The final distance value d
(6)
Σ as a
function of the frequency interval is shown (diamonds). The acceptance
threshold for a 10 % (20 %) chance of an erroneous fit rejection is at
1.064 (1.041) and included as a dashed (dash-dotted) line. Test results
with d
(6)
Σ values below this line are accepted.
Between 1 and 25 GHz the model is accepted in all but one frequency interval
at 23–24 GHz. This rejection rate is based on a threshold of 0.9, allowing for 10 %
erroneous test rejection. Thus in 24 test intervals two or three wrongly rejected
fits do not contradict the model, but are even expected. Even for a stricter
confidence limit of 0.8, thereby raising the erroneous rejection ratio to 20 %, only
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3 tests fail while about 5 test rejections are acceptable. These convincing results
are corroborated by the analysis of the data at 170 mT and 340 mT with the
extended model, where in each case 5 tests are rejected at a confidence level of 0.9.
Many of these rejected tests lie in frequency regions where λ changes rapidly with
the excitation frequency. However, for the application of the model a constant
value of λ over the considered frequency interval is assumed and, consequently,
the GOF test rejects the model in cases where λ varies too much rightly.
A comparison in the frequency domain of the autocorrelation functions ob-
tained for the three models with the experimental autocorrelations is shown in
Fig. 6.6. Except for the curve derived from the model for partial TRSB (dash-
dotted) with λ = 0.246 the figure is identical to Fig. 5.16. The agreement with
the data is impressive. Even though in this frequency range (16–17 GHz) the
FSS model (dashed) is accepted by the GOF test, the new model obviously does
a much better job at describing the data.
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Fig. 6.6: Top: Comparison of autocorrelation functions in the frequency domain
for a single realization in the range 16–17 GHz and for B = 190 mT.
The four panels display the results for C11, C12, C21, C22. The discrep-
ancy between data (dots) and VWZ (solid) or FSS (dashed) is large.
The model for partial TRSB (dash-dotted) with λ = 0.246 follows the
data closely. Bottom: C12 in the time domain (same key). The curve
corresponding to the model for partial TRSB lies in-between those for
the FSS and VWZ model.
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Fig. 6.7: Comparison of autocorrelation functions for a single realization in the
frequency range 24–25 GHz and for B = 190 mT. The construction is
as in Fig. 6.6 but with λ = 0.224.
A further exemplary result for the interval 24–25 GHz is depicted in Fig. 6.7.
In this case neither VWZ nor FSS provided an adequate description of the data.
The model for partial TRSB with λ = 0.224 is again in good agreement with the
data.
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Fig. 6.8: Development of the transmission coefficients and Γ/D in the tilted sta-
dium billiard with B = 190 mT as determined by the fit of the model
for partial TRSB. Shown are the ensemble mean values of T1 (T2) as
filled circles (open circles) in the bottom panel, τabs in the middle panel
and Γ/D, calculated according to Eq. (5.12), in the top panel as a func-
tion of the frequency interval. The variability of the values for different
realizations is typically in the order of the symbol size. It is T1 ≃ T2
and T1,2 ≪ τabs.
The parameters of the model are shown in Fig. 6.8. The transmission coeffi-
cients obtained from the extended model are very close to those determined by
help of the VWZ and FSS models (see Fig. 5.11). However, only the values given
in Fig. 6.8 are reliable as they are the parameters of a model that really describes
the data. The analysis reveals that data in the whole range 0.01 < Γ/D < 1.2
has been investigated. Thus the extended model holds for isolated as well as for
overlapping resonances.
To conclude the discussion of the model for partial TRSB and its comparison
to the experiment, the ensemble averaged values of λ obtained from the evaluation
of the cross-correlation function (see Fig. 6.2) are compared to those obtained
from the fit of the autocorrelation function to the data. The results are shown in
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Fig. 6.9: Comparison of T breaking strengths λ obtained from the analysis of
the cross-correlation function (diamonds, connected by dashed lines as
guidance) to those values resulting from the fit to the autocorrelation
function (dots) for B = 190 mT. The error bars indicate the ensemble
variations. At 5–6 and 15–17 GHz the fit determined λ > 1.
Fig. 6.9. The values deduced from the autocorrelation function (dots) exhibit a
large variability for different realizations (error bars in the figure). This spread is
a consequence of the small differences in the shape of the autocorrelation function
for different λ values in the time domain representation, see the bottom panel of
Fig. 6.6. Keeping this additional difficulty in mind, the agreement of those two
independent methods to determine λ is surprisingly good.
6.4 Elastic enhancement factor
In 1963, Satchler pointed out [152] that the Hauser-Feshbach expression in its
original version σαβ = Tα Tβ/
∑
c Tc
“is correct for the inelastic transitions [. . . ], while the compound-
elastic cross section σαα is underestimated by a factor 2. [. . . ] Even
though the correction for compound elastic [. . . ] is somewhat aca-
demic (since the direct interaction, or shape elastic, contribution will
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generally dominate), [this] reveals the origin of the breakdown of the
Hauser-Feshbach theory in a very clear way.”
This statement turned out to be anything but academic—the factor of 2 was
experimentally confirmed in 1978 by Kretschmer and Wangler [153]. Indeed
Eq. (5.8) already includes this correction in Cαα. In the following years it was
shown that this elastic enhancement factor (originally called width fluctuation
correction) is not always necessarily exactly 2 but depends on the transmission
coefficients and the symmetry properties of the scattering system. In Ref. [120]
the limit of many, equally large transmission coefficients was investigated. An
enhancement of 2 in the limit of strong absorption and, in contrast, a correction
factor of 3 for isolated resonances was found. In Refs. [125, 154] these results
have been confirmed numerically. Additionally, it was pointed out in Ref. [155]
that in compound nucleus reactions with strong isospin mixing the elastic en-
hancement factor approaches unity9. In systems with complete TRSB the elastic
enhancement factor has been predicted to also approach unity in the limit of
strong absorption [156].
The explanation of this effect is illustrated in Fig. 6.10. A ray trajectory emit-
ted from channel a is scattered inside the resonator (solid line) until it eventually
returns to channel a, giving rise to a contribution to the reflection coefficient
with a complex amplitude A′. In a T invariant system there always exists a com-
plementary trajectory retracing the path in the opposite direction (dashed line)
with final amplitude A′′ which equals A′ in magnitude and phase A′ = A′′ = A.
Both add up coherently |A′ + A′′|2 = |A′|2 + |A′′|2 + A′∗A′′ + A′A′′∗ = 4|A|2. In
systems with TRSB phase coherence for reciprocal paths is lost and the total
scattering reduces to 2|A|2. Thus the reflected intensity is reduced by a fac-
tor of 2. The effect of elastic enhancement and its suppression due to TRSB is
intimately connected to weak localization effects in the conductance properties
of mesoscopic systems with magnetic fields, where the same mechanism can be
applied to wave functions of scattered electrons. It is a field of active research
since several decades [51, 91, 147]. In the explained sense elastic enhancement
and weak localization may be considered as special cases of the Aharonov-Bohm
9However, in nature isospin mixing is never strong enough, so that still enhancement factors
greater than 1.5 were predicted by the authors.
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Fig. 6.10: Schematic explanation of elastic enhancement effect. The solid and
dashed lines correspond to trajectories that start and end at channel
a but circle the resonator boundary in opposing directions. The slight
shift between both paths is for clarification only, in the model the
dashed path identically retraces the solid one. In T invariant systems
the trajectories add up coherently and increase the flux scattered back
into channel a by a factor of 2 with respect to an incoherent sum.
effect. A very instructive realization of the situation shown in Fig. 6.10 has been
demonstrated in acoustic experiments on rotational flows [71].
Applied to microwave billiards, the elastic enhancement factors W1, W2 for
two antennas 1, 2 can be defined, utilizing the Hauser-Feshbach formalism, as
〈σ12〉 = C12(0) = T1 T2
T1 + T2 + τabs
, (6.7)
〈σ11〉 = C11(0) = W1 T1 T1
T1 + T2 + τabs
, (6.8)
〈σ22〉 = C22(0) = W2 T2 T2
T1 + T2 + τabs
, (6.9)
where Cab denotes the autocorrelation function Eq. (5.6). Considering the geo-
metric mean eliminates the transmission coefficients [102] and yields
Wenh =
√
W1W2 =
√
C11(0)C22(0)
C12(0)
. (6.10)
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In the limits of weak and strong absorption the enhancement Wenh is given as
Wenh =

 1 + 2/β for Γ/D ≪ 12/β for Γ/D ≫ 1 , (6.11)
for GOE (β = 1) and GUE (β = 2) systems [156]. The experiments in the
regime of (weakly) overlapping resonances reported in the present work allow
an estimation of Wenh. A systematic study of the elastic enhancement factor in
microwave billiards in the regime of partial TRSB and its dependence on Γ/D
has not been done before. Furthermore, unlike in nuclear physics, in the present
work T1 and T2 usually dominate over the strength of each absorptive channel as
shown in Fig. 6.8.
The elastic enhancement factor can be determined either directly by evalu-
ating C12(0), C11(0) and C22(0), or from the widths of the distributions of the
scattering matrix [102]. A determination from the widths is possible due to
Cab(0) = 〈|Sab(f)− 〈Sab(f)〉|2〉, if 〈Sab(f)〉 = 0. Additionally, Wenh can be calcu-
lated from the extended model for partial TRSB in conjunction with the model
parameters presented in Sec. 6.3.
First, in section Sec. 6.4.1 the distribution of the scattering matrix elements
is studied and suitable widths for the extraction of the elastic enhancement fac-
tor are defined. Second, these factors, together with those obtained from the
autocorrelation functions, are presented and discussed in Sec. 6.4.2.
6.4.1 Distribution of S-matrix elements
Figure 6.11 displays in logarithmic scale the probability distribution functions
(PDFs) of the real and imaginary parts of S11 and S12 at 4–5 GHz (where
Γ/D ≈ 0.1), 14–15 GHz (where Γ/D ≈ 0.4) and 24–25 GHz (where Γ/D ≈ 1.1).
All distributions are peaked and, except for P (Re{S11}), centered around 0. The
reason for this special behavior of Re{S11} lies within the structure of the scat-
tering matrix. At isolated resonances (e.g. 4–5 GHz) it is mostly S11 ≈ 1, that
is close to the real axis at +1, whereas S12 mostly remains close to 0. This ex-
plains the narrow distributions at 4–5 GHz. At higher frequencies the S-matrix
elements exhibit broader distributions due to the contributions of more and more
90
-1 0 1
P
(I
m
{
S
1
2
}
)
P
(R
e{
S
1
2
}
)
P
(I
m
{
S
1
1
}
)
P
(R
e{
S
1
1
}
)
4−5 GHz
Γ/D ≈ 0.1
× 1/8
-1 0 1
14−15 GHz
Γ/D ≈ 0.4
× 1/2
-1 0 1
24−25 GHz
Γ/D ≈ 1.1
× 1/1
Fig. 6.11: Distribution of real and imaginary parts of scattering matrix elements
in the ranges 4–5 GHz (left column), 14–15 GHz (center column) and
24–25 GHz (right column). The rows display (from top to bottom) the
PDFs of Re{S11}, Im{S11}, Re{S12} and Im{S12}. The ordinates are in
logarithmic scale. The scaling of the histograms for each column with
respect to the right column is given in the top panel. The histograms
show the experimental data including 6 realizations, i.e. 60 000 data
points per histogram, at B = 190 mT. Additionally, the center and
right columns include fits of Gaussian distributions to the data.
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resonances. The PDF of Re{S11} slowly looses its special behavior. In the regime
Γ/D ≫ 1, all distributions should follow Gaussian distributions with mean 0 and
equally distributed phases10. At 14–15 GHz especially the tails of the distribu-
tions do not agree with a Gaussian distribution. Even at 24–25 GHz this limit is
not yet reached.
Still, the PDF of Im{S11} assumes a shape with a well defined width at
moderate values of Γ/D & 0.2. Hence, the width of Im{S11} is taken for the
evaluation of the elastic enhancement factor. For consistency, only the widths
of the distribution of the imaginary part of S12 has been used to determine the
latter. It should be noted, that the widths of the PDFs of Im{S12} and Re{S12}
typically agree within less than 1 %.
The nearly perfect agreement of the distributions of the scattering matrix ele-
ments S˜ab in the time domain with Gaussian distributions highlighted in Sec. 5.8.1
is in stark contrast to the non-Gaussian distribution of the S-matrix elements in
the frequency domain, shown here. If the S˜ab were to truly follow a Gaussian
distribution, the same would be expected for Sab, as the two are connected by a
Fourier transform. This means that Sab can be represented as a linear combina-
tion of the S˜ab. If the Sab are non-Gaussian distributed (which is especially true
for Re{S11}) so should be the S˜ab. Yet the fact remains that with the applicable
statistical methods the distribution of S˜ab is indistinguishable from a Gaussian
one, see Sec. 5.8.1. The reason for this puzzling resemblance is yet to be found.
A test for higher moments cannot provide new insight as the uncertainties grow
faster than expected deviations from a Gaussian behavior [157].
6.4.2 Experimental results
The last section established that the distributions of the scattering matrix el-
ements are peaked and have well defined widths. Especially the PDFs of the
imaginary parts are centered around zero and their variances are defined as
〈(Im{Sab} − 〈Im{Sab}〉)2〉 = 〈(Im{Sab} − 0)2〉 = 〈Im{Sab}2〉 . (6.12)
10In the regime of overlapping resonances at a given frequency many resonances contribute
to the sum of poles in Eq. (2.7). Thus, by virtue of the central limit theorem, the distribution
of S-matrix elements follows a Gaussian distribution. The phases of S are equally distributed
as due to the coupling W the wave functions of the resonator decay and are complex with
essentially random phases.
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Following the arguments of the introduction to Sec. 6.4, there are three ways to
estimate the elastic enhancement factor Wenh,
Wenh =
√
〈Im{S11}2〉 〈Im{S22}2〉
〈Im{S12}2〉 , (6.13)
Wenh =
√
C11(0)C22(0)
C12(0)
, (6.14)
Wenh =
√
C11(0, ζ)C22(0, ζ)
C12(0, ζ)
. (6.15)
While the first two methods directly exploit the experimental data, the third one
relies on the model for partial TRSB and the determined parameter sets ζ.
Figure 6.12 shows the analysis results from the measurements with an exter-
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Fig. 6.12: Elastic enhancement factor Wenh for the microwave billiard with B =
190 mT. The estimates of Wenh are based on the widths of the scat-
tering matrix element distributions (open squares), the experimentally
determined autocorrelation coefficients (open circles with error bars)
and the autocorrelation coefficients calculated with the model for par-
tial TRSB (triangles with error bars). The error bars represent the
standard deviation within the 6 realizations from the ensemble mean
values. The dashed vertical lines are at Wenh = 3 and 2 and represent
the GOE limit of isolated and overlapping resonances, respectively.
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nal magnetic field of 190 mT. The data set comprises 6 realizations resulting in
60 000 data points per frequency interval and S-matrix element. From these data
the widths of the PDFs of Im{Sab} are determined (see Fig. 6.11). With the
help of Eq. (6.13) the elastic enhancement factor is calculated (open squares in
Fig. 6.12). From the experimental autocorrelation functions the elastic enhance-
ment factor is calculated for each realization separately. Using the 6 realizations
the mean of Wenh and its ensemble standard deviation are determined from the
experimental autocorrelation functions (open circles with error bars) and from the
autocorrelation functions as predicted by the model for partial TRSB (triangles
with error bars). Above 5 GHz all three methods agree very well. Below, only few
resonances contribute to the data. Thus due to FRD errors the elastic enhance-
ment factors fluctuate strongly. In general, the enhancement factors determined
from the autocorrelation function model should yield the most reliable results,
as its data basis consists—by virtue of the fit—not just of the first autocorrela-
tion coefficient, but of all coefficients. Indeed, at frequencies below 5 GHz the
triangles in Fig. 6.12 are close to 3, as expected for isolated resonances. Around
15 and 23 GHz the values of Wenh are considerably below 2. This is a clear in-
dication of TRSB and is in agreement with earlier results that showed relatively
strong T breaking in the same frequency regions, see Fig. 6.2. Furthermore, at
5–6 GHz a sudden decrease of Wenh is be observed which is directly connected to
the T breaking effects of the ferromagnetic resonance.
For comparison, the data of the billiard without ferrite have been analyzed in
the same way. The outcome of the evaluation of Wenh with Eqs. (6.13)–(6.15) is
shown in Fig. 6.13. The overall tendency is similar; at low frequencies the reso-
nances are isolated and the elastic enhancement factors are close to 3. With the
frequency the transmission coefficients increase. Consequently, Wenh approaches
2. However, in no frequency region the elastic enhancement factor is unequivo-
cally less than 2. This is consistent with T invariant dynamics.
In summary, the work presented here described three different approaches to
determine elastic enhancement factors: (i) the widths of the S-matrix element
distributions, and (ii) autocorrelation functions at ε = 0 either directly from
the experiment or (iii) indirectly from appropriate models fitted to the data. In
general, methods (i) and (ii) give very similar results but suffer, especially for low
frequencies, from FRD errors. Method (iii) is numerically demanding and time
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Fig. 6.13: Elastic enhancement factorWenh for the microwave billiard without fer-
rite. Data basis is an ensemble measurement consisting of 6 realization.
The layout and key of the figure is as in Fig. 6.12.
consuming but permits a most precise determination of the elastic enhancement
factor as it probes the complete autocorrelation function. In T invariant billiards,
Wenh is found to be between 3 for Γ/D ≪ 1 and 2 for Γ/D ≈ 1 despite the
fact that not all transmission coefficients are equal. A magnetized ferrite breaks
T invariance, especially efficiently around 15 and 23 GHz, which is expressed in
reduced elastic enhancement factors, values as low as 1.5 have been observed.
To the best knowledge of the author, this is the first time that the effect
of elastic enhancement has been studied experimentally in systems with (partial)
TRSB and is complementary to the insight gained on weak localization in electron
transport properties in the presence of magnetic fields. Especially method (ii)
may prove to be a useful tool to study time-reversal symmetry in the common
scenario Γ/D ≫ 1 (where only little information is to be gained by “standard”
approaches) as it only relies on averages of cross sections. Besides the obvious
application of these results to nuclear physics, a transfer to atomic spectroscopy,
to mesoscopic electronic devices or to complex optical and acoustical systems
seems feasible and desirable.
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7 Final considerations
The present work gives results of the investigation of properties of scattering
systems with partially broken time-reversal symmetry. Even though the related
questions were originally posed in nuclear physics, microwave billiards provide
ideal devices for the study of scattering systems in general and for the modeling
of generic features of compound nucleus reactions. In this analogy the scattering
channels are replaced by metallic leads that are connected to the microwave
resonator. The quasi bound states of the compound nucleus are in turn modeled
by the resonator modes. However, the breaking of time-reversal invariance poses
a fundamental difference in this analogy. To observe T breaking in a compound
nucleus is only possible if the underlying nuclear force has time-reversal non-
invariant components. To the contrary, in a microwave billiard T breaking is
induced by a magnetized ferrite. Especially, the time-reversal symmetry breaking
strength can be tuned to much larger magnitudes than the one in a nucleus (if it
should exist there at all).
The high precision of the measurements allowed for a detailed study of pairs
of nearly degenerate resonances. The description of these data by the scattering
matrix formalism adopted from nuclear physics allowed a precise determination
of the effective Hamiltonian. What is more, the T breaking matrix element ob-
tained from the Hamiltonian could be traced back to the magnetic structure of
the ferrite. Equipped with this confidence in both, experiment and theory, the
problem of overlapping resonances was addressed. The presented experiments
confirmed that weak T breaking is enhanced in valleys of the cross section, an
effect that was already exploited in the search for a violation of T invariance in
compound nucleus reactions. Additionally, fluctuations of the scattering matrix
were investigated. These are encountered for example in mesoscopic devices, in
acoustics, in Rydberg atoms, in nuclear physics and in quantum billiards. Correla-
tion functions of the fluctuations were compared to RMT model predictions using
a goodness of fit (GOF) test. This test relies on an analysis in the time domain
and a Gaussian distribution of the Fourier coefficients. Surprisingly, even though
the distributions of the measured scattering matrix elements are not Gaussian
ones, those of their Fourier coefficients are indistinguishable from the latter. The
analyses showed that the models by Verbaarschot, Weidenmu¨ller and Zirnbauer
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(for the GOE) and by Fyodorov, Savin, Sommers and Verbaarschot (for the GUE)
only partially describe the data. This motivated the development of an extended
model incorporating an Hamiltonian for the crossover between GOE and GUE.
The extended model describes correlation functions in the regime of partially bro-
ken time-reversal symmetry. A good agreement of the data with this model was
found. Furthermore, it provided direct access to the T breaking strengths, values
up to a third of a mean level spacing were observed. Finally, elastic enhancement
factors were estimated using three different approaches and yielding consistent
results. Observed values of less than two are a clear indication of time-reversal
symmetry breaking. This is the first time that effects of T breaking on spectra
of overlapping resonances were actually experimentally observed and quantified.
Still, some unsolved problems remain. Especially analyses of data in the
frequency domain suffer from the inevitable finiteness of the data samples. These
finite range of data (FRD) errors could partially be avoided by a switchover to
the time domain. It is not yet clear how the GOF test is affected by those FRD
contributions, and how to account for them in the measured correlation functions
and the derived quantities such as transmission coefficients. Another puzzle is
the distribution of the Fourier coefficients of the scattering matrix elements. The
empirically found agreement with the Gaussian distribution is fortunate for the
analysis but not understood and further theoretical insight is required.
The consequences of the present work are manifold. The results on singlets
and doublets are, if nothing else, beautiful manifestations of quantum mechanics
at work. They allow an insight into the scattering formalism and the principle
of T invariance while keeping the mathematical effort at a feasible level. In the
regime of weakly overlapping resonances the earlier development of a test for
VWZ provided a completely new tool to probe the chaotic dynamics of an open
scattering system. Even small deviations from a GOE behavior could be detected.
The present work increased the analyzing power of the statistical test and made
its sensitivity adjustable by combining the available GOF test with the known
technique of ensemble measurements. Now three new tools—cross-correlations,
autocorrelations and elastic enhancement factors—are available to distinguish
between GOE, GUE and systems with partially broken time-reversal symmetry
and to classify them quantitatively, just by looking at the scattering matrix and
its seemingly erratic fluctuations.
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A Connection between ferrite and
effective Hamiltonian
For isolated doublet modes the TRSB matrix element Ha12 can be understood in
terms of properties of the ferrite and the mode structure at the position of the
ferrite. In this section the calculations leading to Eq. (4.11) are elucidated.
The derivation is based on the following model: Inside a resonator two modes
|1〉 and |2〉 are excited which couple to three channels; the two antennas connected
to the VNA and a channel connecting the magnetic rf component of the resonator
modes to the ferromagnetic resonance of the ferrite. An appropriate ansatz for
this model is Eq. (4.8),
Heffµν = Wµν +
∑
i=a,b,f
∫ ∞
−∞
dω′
Wµi(ω
′)W ∗νi(ω
′)
ω¯+ − ω′ , (A.1)
with ω¯+ = ω¯+i ǫ, ǫ > 0 andWµν , {µ, ν} ∈ {1, 2} describing the internal dynamics
of the system; the coupling to the three channels (a, b to antennas, f to ferrite)
is modeled by Wµi.
As stated in Sec. 3.3 it is known that magnetized ferrites couple differently
to circular polarized rf magnetic fields. Therefore the coupling to the ferrite is
expressed in terms of a circular basis by a unitary transformation
|x˜〉 = U |x〉 with U = 1√
2

 1 i
1 −i

 , (A.2)
where |x〉 is an element of the real basis. Here and in the sequel a tilde denotes
quantities in the circular basis. It thus follows for the two circular modes |±〉
 |+〉
|−〉

 = U

 |1〉
|2〉

 = 1√
2

 |1〉+ i|2〉
|1〉 − i|2〉

 . (A.3)
The couplings W to the ferrite (subscript f) transform as
W˜ = U W ⇒ W˜µf =
∑
i=1,2
UµiWif , (A.4)
W = U † W˜ ⇒ Wµf =
∑
i=1,2
U∗iµ W˜if . (A.5)
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As the ferrite couples only to, say |+〉, it is W˜2f = 0 and Wµf reduces to
Wµf = U
∗
1µ W˜1f . (A.6)
The remaining coupling W˜1f is taken to be proportional to the magnetic sus-
ceptibility χ+(ω
′), see Eq. (3.9), of the ferrite described by the ferromagnetic
resonance
W˜1f (ω
′) = A
ωM
ω0(B)− ω′ − i/T ∝ χ+(ω
′) , (A.7)
where A is an as of yet undetermined proportionality factor. Inserting Eq. (A.6)
into Eq. (A.1) gives
Heffµν =Wµν +
∑
i=a,b
∫ ∞
−∞
dω′
Wµi(ω
′)W ∗νi(ω
′)
ω¯+ − ω′
+
∫ ∞
−∞
dω′
(U∗1µW˜1f (ω
′)) (U1νW˜
∗
1f (ω
′))
ω¯+ − ω′︸ ︷︷ ︸
Hf
. (A.8)
Only the last term, Hf , breaks T invariance and gives rise to Ha12. Hence just the
evaluation of Hf will be further pursued. To this end the product
U∗1µ U1ν =
1
2

 1 i
−i 1

 (A.9)
and the integral∫ ∞
−∞
dω′
1
ω¯+ − ω′
( |A|ωM
ω0(B)− ω′ − i/T
)2
= π T |A|2 ω
2
M
ω0(B)− ω¯ − i/T (A.10)
are required. Collecting these results yields
Hf =
π
2
T |A|2 ω
2
M
ω0(B)− ω¯ − i/T

 1 i
−i 1

 (A.11)
as the contribution of the ferrite toHeff . Therefore, the T breaking antisymmetric
part, defined in Eq. (4.5), is
Ha(B) =
π
2
ζ B T
ω2M
ω0(B)− ω¯ − i/T

 0 1
−1 0

 , (A.12)
where the proportionality factor |A|2 has been replaced by ζ B. The coupling
strength to the local mode structure is given by ζ and the T breaking strength
scales linearly in B. This reproduces the result Eq. (4.11).
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B Discrete Fourier transform
The complex Fourier transform S˜(t) of a continuously known scattering matrix
element S(f) is defined as
S˜(t) =
∫ ∞
−∞
S(f) e−2pii t f df . (B.1)
Experimentally, the VNA can take data only in a finite frequency range at m
equidistant discrete frequencies fν , ν = 0, . . . ,m−1, separated by ∆f = fν+1−fν .
For odd m, the discrete Fourier transform of the measured Sν is
S˜k = ∆f
m−1∑
ν=0
Sν e
−2pii tk fv (B.2)
= ∆f
m−1∑
ν=0
Sν e
−2pii ν k/m , (B.3)
where fν = ν∆f and
tk =
k
m∆f
, k = −m− 1
2
, . . . ,
m− 1
2
(B.4)
as the corresponding times have been exploited.
A numerical implementation of the discrete Fourier transform needs, for data
including m data points, to evaluate O(m2) mathematical operations11. Hence
the discrete Fourier transform is computationally expensive; the required time
scales quadratically with the number of data points. Using fast Fourier transform
algorithms the required number of operations could be reduced to O(m logm), a
substantial gain in speed for large spectra. However, the fast Fourier transform
only works on power-of-two sized data samples. That is, either valuable data
need to be discarded or the data block has to be zero padded. The first solution
would result in a loss of precision while the second one shams a better time
resolution than available. Both outcomes are not desired for the precise tests the
time domain data will be subjected to. Hence, the discrete Fourier transform
Eq. (B.3) is chosen which on intervals of 1 GHz can still be calculated in an
acceptable time.
11In computer science the notation O(m2) means that the number of mathematical operations
an algorithm requires is proportional to m2.
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C Derivation of distance functions
In order to judge the compatibility of a model description to experimental find-
ings a goodness of fit (GOF) test can be used. For the analysis of the decay of
correlations in the time domain standard methods based on Gaussian statistics
cannot be applied due to the skewed nature of the distribution of the data points,
see Sec. 5.8.1. This appendix addresses this issue and develops a distance func-
tion that quantifies the deviations between the data and the model predictions.
The derivation presented in Sec. C.1 was started by Friedrich in Ref. [49] and
Harney [158], shortly thereafter finalized and the results were used in Ref. [102].
For the present work an extension of the results (which are valid only for data
of single realizations) to ensemble measurements was necessary and is addressed
in Sec. C.2. The probability distribution of the distance function needed for the
definition of acceptance thresholds of the GOF test is derived in Sec. C.3.
C.1 Single realization
The χ2-distribution with two degrees of freedom, Eq. (5.16),
q(xk|x¯k) = 1/x¯k exp (−xk/x¯k) (C.1)
gives the probability to measure the event xk at the time tk while the actual
expected value should be x¯k. The definitions
yk = lnxk, ηk = ln x¯k (C.2)
facilitate, obeying conservation of probabilities q(xk|x¯k) dxk = P (yk|ηk) dyk, a
transformation of Eq. (C.1) into a logarithmic scale
P (yk|ηk) = exp
(
yk − ηk − eyk−ηk
)
, (C.3)
which gives Eq. (5.17). Starting from this intermediate result a distance function
d has to be found that can replace the χ2-test. A general approach [158, 159] is
d(yk|ηk) ∝ const− lnP (yk|ηk)
= const− (yk − ηk) + eyk−ηk . (C.4)
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The constant needs to be chosen to guarantee d > 0 for all {yk, ηk} and d = 0
for yk = ηk. A simple calculation determines the constant to be −1, i.e.
d(yk|ηk) = 1
N
(
eyk−ηk − (yk − ηk)− 1
)
. (C.5)
The proportionality factor N−1 is determined by a normalization of d to an ex-
pectation value of 1, as for the reduced χ2 value. The condition∫ ∞
−∞
P (y|ηk) d(y|ηk) dy = 1 (C.6)
fixes N to equal γ ≈ 0.5772, Euler’s constant. This completes the derivation, the
result
d(yk|ηk) = 1
γ
(
eyk−ηk − (yk − ηk)− 1
)
(C.7)
equals Eq. (5.19) and gives a suitable distance function for a statistically justified
GOF test where ηk = ηk(ζ) depends on model parameters united in ζ.
C.2 Multiple realizations
In a microwave billiard n independent realizations are measured. These are as-
sumed to yield uncorrelated spectra. For each spectrum the decay of the autocor-
relation function in the time domain is calculated, so that for each time tk there
are n statistically independent values of xk. The distribution of xk is given by
Eq. (C.1). Purpose of an ensemble measurement is the suppression of system spe-
cific, non-universal behavior combined with a statistically more significant data
base. Hence, for each time tk an ensemble average of the n experimental xk values
x
(n)
k = xk
(n) (C.8)
is performed. In the following the subscript k will be dropped until further notice,
as it is understood that all values are to be taken at same times.
The distribution of x(n) is not yet known and has to be determined. Therefore,
in a first step the joint distribution of z(2) = x1 + x2 with equal probability
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distributions p(1)(xi) with xi ≥ 0 is considered. The distribution of the sum z(2)
of the two random variables is given by a convolution of its constituents
p(2)(z(2)) =
∫ z(2)
0
p(1)(λ) p(1)(z(2) − λ) dλ (C.9)
and an recursive application of this relation gives
p(n)(z(n)) =
∫ z(n)
0
p(n−1)(λ) p(z(n) − λ) dλ (C.10)
for z(n) =
∑n
i=1 xi with identical distributions p(xi). In the case at hand, p(xi) is
replaced by Eq. (C.1). Starting with the joint probability of two events,
q˜(2)(z(2)|x¯) =
∫ z(2)
0
q(λ|x¯) q(z(2) − λ|x¯) dλ
=
1
x¯2
∫ z(2)
0
exp
(
−λ
x¯
)
exp
(
−z
(2)
x¯
+
λ
x¯
)
dλ
=
1
x¯2
∫ z(2)
0
exp
(
−z
(2)
x¯
)
dλ
=
1
x¯2
z(2)
1
exp
(
−z
(2)
x¯
)
, (C.11)
and repeating the process for a further term,
q˜(3)(z(3)|x¯) =
∫ z(3)
0
q˜(2)(λ|x¯) q(z(3) − λ|x¯) dλ
=
1
x¯3
∫ z(3)
0
λ exp
(
−λ
x¯
)
exp
(
−z
(3)
x¯
+
λ
x¯
)
dλ
=
1
x¯3
(
z(3)
)2
1 · 2 exp
(
−z
(3)
x¯
)
, (C.12)
unveils the system. The general expression is given by
q˜(n)(z(n)|x¯) = 1
x¯n
(
z(n)
)n−1
(n− 1)! exp
(
−z
(n)
x¯
)
, (C.13)
as can be shown by induction. This is the distribution of a sum of single events.
However, the distribution of the mean, Eq. (C.8), is needed. The transformation
x(n) = z(n)/n of Eq. (C.13), respecting
q(n)(x(n)|x¯) dx(n) = q˜(n)(z(n)|x¯) dz(n) , (C.14)
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yields the final result of Eq. (5.24)
q(n)(x(n)|x¯) = 1
x¯n
(
x(n) n
)n−1
(n− 1)! exp
(
−x
(n) n
x¯
)
n
=
1
x¯
nn
(n− 1)!
(
x(n)
x¯
)n−1
exp
(
−x
(n) n
x¯
)
(C.15)
for the distribution of the mean value x(n), Eq. (C.8). A comparison with
Eq. (5.21) reveals that this corresponds to a χ2-distribution with 2n degrees
of freedom.
The next step is the transformation into logarithmic scale
y(n) = lnx(n)
η = ln x¯

 P (n)(y(n)|η) dy(n) = q(n)(x(n)|x¯) dx(n) , (C.16)
which applied to Eq. (C.15) results in
P (n)(y(n)|η) = e−nη n
n
(n− 1)!
(
ey
(n)
)n−1
exp
(
−e
y(n) n
eη
)
ey
(n)
= e−nη
nn
(n− 1)! e
(n−1) y(n) exp
(
−n ey(n)−η
)
ey
(n)
=
nn
(n− 1)! e
n (y(n)−η) exp
(
−n ey(n)−η
)
. (C.17)
The identification of the distance function works along the same lines as in
Sec. C.1. An additive constant and a normalization N is introduced. This gives
the distance function as
d(n)(y(n)|η) = 1
N
(
const− lnP (n)(y(n)|η))
=
1
N
(
const− ln n
n
(n− 1)! − n (y
(n) − η) + n ey(n)−η
)
.(C.18)
Again, the constant is chosen to yield a minimum value of 0 for d(n)(y(n) = η|η).
The result is
d(n)(y(n)|η) = 1
N
(
n ey
(n)−η − n (y(n) − η)− n
)
(C.19)
and the normalization in the spirit of Eq. (C.6) fixes N to
N = n (lnn− ψ(n)) , (C.20)
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where ψ(n) is the Digamma function, the logarithmic derivative of the gamma
function, given by ψ(x) = Γ′(x)/Γ(x). This concludes the derivation of the
distance function Eq. (5.25),
d(n)(y(n)|η) = exp
(
y(n) − η)− (y(n) − η)− 1
lnn− ψ(n) , (C.21)
for averages of an ensemble measurement. In the GOF test η is given by the
model and is a function of its parameters ζ.
C.3 Distribution of distances values
A summation of Eq. (C.7) over m data points leads to dΣ as defined in Eq. (5.20).
For the GOF test the probability distribution function of dΣ is needed and will
be derived [150] in the following. It is assumed that, in contrast to the previous
section, the data points yk arise from a single realization but are taken at different
times tk. The result Eq. (C.27) then holds for any number of realizations.
The calculation is based on Eq. (5.17) and Eqs. (5.19, 5.20) and yields
P (dΣ) =
∫ +∞
−∞
{dyk}
m−1∏
k=0
(
exp
(−eyk−ηk) eyk−ηk)
× δ
(
dΣ − 1
γ m
m−1∑
l=0
(
eyl−ηl − (yl − ηl)− 1
))
. (C.22)
Here, the integral is over {dyk} =
∏m−1
k=0 dyk. The definitions of yk = lnxk and
ηk = ln x¯k allow the transformation back into the linear variables xk and x¯k,
P (dΣ) = γ
∫ ∞
0
{dxk}
m−1∏
k=0
(
1
x¯k
e−xk/x¯k
)
× δ
(
γ dΣ − 1
m
m−1∑
l=0
(
xl
x¯l
− ln xl
x¯l
− 1
))
(C.23)
= γ
∫ ∞
0
{dx˜k}
m−1∏
k=0
(
e−x˜k
)
δ
(
D − 1
m
m−1∑
l=0
(x˜l − ln x˜l)
)
. (C.24)
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Here, the abbreviations x˜k = xk/x¯k and D = γ dΣ + 1 have been introduced. For
a further evaluation the Dirac δ-function is written in its Fourier representation,
P (dΣ) = γ
∫ ∞
0
{dx˜k}
m−1∏
k=0
(
e−x˜k
)
×
∫ +∞
−∞
dα
2π
exp
[
i α
(
D − 1
m
m−1∑
l=0
(x˜l − ln x˜l)
)]
(C.25)
= γ
∫ +∞
−∞
dα
2π
ei αD
×
m−1∏
k=0
∫ ∞
0
dx˜k exp
[
−
(
1 + i
α
m
)
x˜k + i
α
m
ln x˜k
]
. (C.26)
The integral over dx˜k in Eq. (C.26) is analytically known. Thus the final result
P (dΣ) = γ
∫ +∞
−∞
dα
2π
ei α (γ dΣ+1)
[
Γ
(
1 + i α
m
)
(
1 + i α
m
)1+i α
m
]m
(C.27)
is obtained. A further exact treatment of the problem is not feasible. However,
numerical evaluations showed that a χ2-distribution with m degrees of freedom,
Eq. (5.22), is for all values of m a very good approximation to Eq. (C.27).
D Test for an exponential distribution
Given are N observed, independent events x1, . . . , xN following the same proba-
bility distribution p. The assumption of an exponential distribution
p(xk) = e
−x (D.1)
of the xk is to be verified by checking whether the necessary condition
x2k
xk
2 =
2
12
= 2 (D.2)
is fulfilled. The derivation presented in this section reproduces the work of Har-
ney [140].
The moments required in Eq. (D.2) are not directly accessible. They are
estimated from the data by
M1 =
1
N
N∑
k=1
xk, M2 =
1
N
N∑
k=1
x2k . (D.3)
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If assumption Eq. (D.1) holds, the variance of M1 is
M21 −M1
2
=
1
N2

(∑
k
xk
)2
−
(∑
k
xk
)2
=
1
N2
[
N (N − 1) +
∑
k
x2k −N2
]
=
1
N2
[−N + 2N ] = 1
N
, (D.4)
where xnk = n! has been used in the last line. Therefore, the first moment is
estimated by M1 ± (1/N)1/2. Further, if Eq. (D.1) holds, the variance of M2 is
M22 −M2
2
=
1
N2

(∑
k
x2k
)2
−
(∑
k
x2k
)2
=
1
N2
[
4N (N − 1) +
∑
k
x4k − 4N2
]
=
1
N2
[−4N + 24N ] = 20
N
. (D.5)
Hence the second moment is estimated by M2 ± (20/N)1/2.
The results Eq. (D.4) and Eq. (D.5) can be written approximately as
M1 ±
√
1
N
= M1
(
1±
√
1
N
/M1
)
≈M1
(
1±
√
1
N
/M1
)
≈ M1
(
1±
√
1
N
)
, (D.6)
M2 ±
√
20
N
≈ M2
(
1±
√
20
N
/M2
)
≈M2
(
1±
√
20
N
/2
)
≈ M2
(
1±
√
5
N
)
. (D.7)
Gaussian error propagation now gives
M2
M21
(
1±
√
4N−1 + 5N−1
)
=
M2
M21
(
1±
√
9
N
)
(D.8)
as an approximation of Eq. (D.2) with a 1-σ error estimation.
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