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Introducción (Introduction in Spanish) 
Esta tesis trata sobre el análisis de datos procedentes de ítems de opción múltiple que miden 
una única habilidad. Los ítems de opción múltiple se componen de un enunciado y varias 
alternativa de respuesta, de las cuales sólo una se considera correcta. El sujeto debe escoger 
una sola alternativa, la que crea que es correcta. 
Los ítems de opción múltiple resulta muy popular en test psicológicos y exámenes educativos 
por la sencillez operativa y objetividad de los métodos para su corrección. Sin embargo dichos 
métodos no están libres de dificultades teóricas. 
Los modelos de la teoría de respuesta al ítem descomponen la probabilidad de las respuestas 
observadas en términos de las características de los sujetos y los ítems. En esta tesis se propone 
un modelo especifico para el análisis de datos de ítems de opción múltiple. Como característica 
del sujeto se considera un único nivel de capacidad. Las características de los ítems se rela- 
cionan con sus alternativas incorrectas. El modelo asume una determinada relación entre las 
características del sujeto e ítem, que se basa en supuestos acerca del modo en que los sujetos 
resuelven la tarea. Esta relación permite obtener la probabilidad de cada respuesta a partir de 
dichas características. 
La tesis se compone de ocho capítulos. En el capitulo 1 se describe el test DA5, cuyo análisis 
se presenta mas adelante como un ejemplo de aplicación del método propuesto. Además se 
comentan algunas limitaciones de los métodos clásicos para obtener información acerca de las 
características de dicho test. 
El capitulo 2 es un resumen de las técnicas estadísticas inferenciales que se aplican mas 
adelante. Este capitulo se concibe como una introducción a dichas técnicas, destinada a aquellos 
lectores que no posean experiencia en las mismas. 
El modelo propuesto se describe en el capitulo 3. Además se presenta una generalización del 
mismo para el caso en que la resolución del ítem se pueda descomponer en diversas operaciones 
elementales. 
Los capítulos 4 y 5 tratan sobre la inferencia estadística en un marco bayesiano. Este resulta 
conveniente debido a la no pertenencia del modelo a la denominada familia exponencial. 
En los capítulos 6 y 7 se presentan dos aplicaciones del modelo. La primera sobre datos 
simulados, con el objetivo de aproximar algunas propiedades de los estimadores. En la segunda 
aplicación se analiza una muestra de respuestas al test DA5 con el objetivo de investigar los 
elementos del contenido del test que afectan a su dificultad. 
Por último, en el capitulo 8 se presentan las conclusiones de la tesis a nivel teórico y en 
relación con las aplicaciones del modelo. 
Chapter 1 
Multiple choice items 
This chapter describes the DA5 test, that is composed of multiple choice items 
measuring logical analysis ability. The applied objective of the reiearch is to 
uncover the difficulty factors implied in the DA5. 
The chapter indudea also a review of the moet popuiar psychometric models 
used for the analysis of multiple choice items, including Clagsical Test Theory 
and Item Response Theory. The purpose is to show some limitations of these 
models for the applied objective and to motivate the development of a new 
psychometric model, rather than to present au exhaustive survey and discussion 
of such modeis 
1.1 Multiple choice items 
This dissertation is about the statistical analysis of data from multiple choice items (MCIs). 
MCIs are very popular in educational and psychological examinations due to the simplicity of 
their application and the objective scoring procedure. However, some criticism has b e n  raised 
about the information that they provided about the test taker, that led to the development of 
new item formats ( B e ~ e t t  and Ward, 1993). 
The items considered in the dissertation consists of one heading, or stem, and several re- 
sponse alternatives. The examine has to select one alternative in the light of the stem. Only 
one alternative is considered correct when scoring the test. 
The DA5 (SHL, 1996) is a psychological test developed to measure the logical analysis 
ability. One of the future stages of development of the DA5 test is to elaborate an automatic 
procedure to periodicaliy renew the item pool of the DA5. Such a mechanism would beneñt 
of a knowledge of the difficulty factors involved in the test, that might permit the anticipation 
of the psychometric properties of the new items without their estimation from a calibration 
sample (Bejar, 1993; Revuelta and Ponsoda; 1998; Embretson, 1999). In this context, the 
2 Multiple choice items 
present research was motivated by the objective of unwvering the mntent elements of the DA5 
that determine the item difñculty. 
In the subsequent chapters, a psychometric model is proposed for the analysis of responses 
to MCIs. The model is based on psychological considerations about the process followed by the 
examineea when solving the item. The model is applied to the DA5 test to address the applied 
objective. 
1.2 The DA5 test 
The DA5 test is designed to measure logical analysis ability, which is supposedly involved in 
engineering tasks such as computer programming and the following of flow diagrams (SHL, 
1996). The test is composed of 50 items ordered by diEculty, as measured by the proportion 
correct in a calibration sample. The test has a paper and pencil format, and the maximum 
response time is 20 minuta. 
The items have an abstract content. They contain 1 to 4 geometric figures that have to be 
mentally manipulated. No additional material is provided to the examinees appart from the 
test, the instructions of the test and the answer sheet.The items include also several instruc- 
tions, in a symbolic format, that indicate the operations to be perforrned, and five response 
alternatives. 
The figure 1.1 shows an example of an item of the DA5 test. The figure shows an isomorph 
item, with the figures distorted from their original appearance, in order to protect the security 
of the test. The left column contains four figures inside a square. Next to each figure appears a 
symbolic instruction inside a circle, that indicates an operation. Moreover, the item contains a 
final instruction inside a rhombus, that indicates that all the figures in the solution have to be 
reordered. The subject has to apply al1 the operations, starting from the top of the item and 
wntinuing downwards, and select the wrrect response from the altematives A to E. 
1.2 The DA5 test i 
Figure 1.1: Example of an item of the DA5 test 
The items are between 1 and 4 figures long, and the final instruction of reordering appears 
only in 24 out of the 50 items. There are 10 different instruction with the following meanings: 
1 and 2 indicate two types of rotations of the adjacent figure, 3 omit the figure in the previous 
row, 4 omit the figure in the following row, 5 interchange the figure with the one in the previous 
row, 6 ignore the preceding instruction, 7 ignore the subsequent instruction. The instruction 
8, 9 and 10 are three different optional realignments, that may appear at the end of the item. 
Severa1 analysis have been conducted to reveal the effect of the itern content on the difficulty 
(Revuelta and Ponsoda, 1998). These analysis involves a sample of dichotomous responses (right 
and wrong) and were conducted with the linear logistic latent trait model (Fischer, 1973; Fischer 
and Molenaar, 1995). This model predicts the probability of each dichotomous response and 
includes a subject and an item parameter. The item difficulty parameter decomposes linearly 
in the difficulty of the operations required in its resolution. 
The fit of the model was not good due to the existence of correct responses by random guess- 
ing in the group of low ability subjects. Contrary, the model prediction is that the probability 
of a correct answer tends to O as the ability tends to its lower extreme. 
A more complete analysis of the DA5 data would require a polytomous model, that predicts 
the probability of al1 the item alternatives instead of a binary (rightlwrong) response. Such a 
model would be necessary in order to study the impact of the content of the incorrect alterna- 
tives on the item difficulty. Moreover, the model should be suited to MCIs, where due to the 
correct guesses it is unlikely that the probability of a correct choice tends to O as the ability of 
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the subject decreases. 
The objective of the dissertation is the introduction of a psychometric model satisfying these 
requirements. The following section describes several models that have been described in the 
literature to analyze MCIs. The section intends to clarify the motivation for a new model for 
the analysis of the DA5. 
1.3 Data from MCIs 
The response data from MCIs follows a nominal scale in the sense that the incorrect altematives 
does not keep an order in relation to the subject ability. However, the dichotomous responses 
(right/wrong) do have an order, in the sense that it is expected that the probability of a correct 
response increases with the ability level. 
1.4 Classical test theory applied to MCIs 
The most popular model for the analysis of test data is the Classical Test Theory (CTT) 
(Gulliksen, 1967; Lord and Novick, 1968). CTT is oriented to the analysis of the test rather 
than item scores. Let Y, be the observed score of the subject s to the test. The score is 
decomposed on two additive unknown quantities: a true value T, plus a random disturbance 
E,: 
Y. = T, + E,. 
Two additional assumptions are that V s  : E(E,) = O and Var(E,) = u. Dueto the nominal 
nature of the incorrect responses, it is not possible to add up them into the observed score. 
For this reason, the observed score is the sum of the dichotomous responses Y,, (= 1: right, 0: 
wrong) to the 1 items: 
It is common to assume that Y, follows a normal distribution to perform hypothesis tests 
about the tme score. This can be motivated from the expectation of Y,: 
1.4 Classical test theory applied to MCIs 
= T.. 
The asymptotic normality of Y,¡ follows from the central limit theorem if n,, is a constant 
for al1 items. However, this result can be considered only as an approximation to the true 
distribution of Y,, because in any real test it is unlikely that r,i takes a constant value. 
The CTT makes little emphasis on the item scores, and their integration in the total test 
score. Moreover, the responses to MCIs can be correct by random guessing, which can inflate 
the observed score. 
Several solutions have been proposed to  attenuate the subject score with a factor that 
estimate the correct guesses (Frary, 1988). The most popular one estimates the number of 
lucky guesses from the number of wrong responses W, and the number of item alternatives A 
(which should be constant in al1 items). Assuming that (A - 1)/A is the probability that a 
guessing is incorrect, the estimated number of responses given by guessing is: 
In consequence, as the probability that a guessing is correct ic 1/A, the estimated number 
of correct responses by guessing is: 
e s  ws 
- 
A A-1 '  
and the attenuated test score is obtained subtracting this quantity from the observed score. 
This correction is computationally simple, although it provides a little plausible description 
of the response process: the subject h o w s  the correct option or has no idea, in the f o m e r  case 
the probabalzty of a correct response is n,, = 1, in the latter the response follows a unifom 
distribution, and the probability o j  a comct  response is r, = 1/(A - 1). This picture of the 
subject is unreaiistic because it ignores the intermediate levels of partial knowledge that may 
exists between both extremes. 
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In summary, it is possible to derive statistics from CTT that result useful for the applied 
objectives of this research. However, there are several simplified assumptions in the underlying 
model that make convenient the search of a more accurate description of the response process 
followed in the MCIs, in particular, regarding the probability T.,. 
1.5 Models from Item Response Theory 
Models from Item Response Theory (IRT) incorporate separate parameters and a explicit for- 
malization to describe the individual interactions of subjects and items with the objective of 
formalizing the probability T,;. Due to the complex parametrizations, the sample sizes must 
be in the order of thousands to accurately estimate the IRT models. With small samples it is 
necessary to  use model for dichotomous Y, variables, such as the 1, 2 or 3 parameter logistic 
models (Hambleton and Swaminathan. A description of the most popular IRT models may be 
consulted in Thissen and Steinberg (1986), and Van der Linden and Hambleton (1997). 
The 3 parameter logistic modeI is specially suited to MCIs because it contemplate the 
possibility of random guesses. The model includes an ability parameter 0 and three item 
parameters a, b and c. The probability that the subject s gives a correct response to item i is: 
exp(a,(O - b i ) )  
P ( Y = l  I O , , a , , b , , ~ ) = c , + ( l - G )  1 + exp(a,(O - b,)) ' 
The model is appropriate for scoring dichotomous data from MCIs. However, it is difficult 
to analyze the effect of the incorrect alternatives in the proportion correct. 
The secalled polytomous IRT models predicts the response probabilities of two or more 
response alternatives. Severa1 models have been proposed from different theoretical perspectives 
to analyze data with an ordered response format (Samejima, 1972; Andrich, 1978; Masters, 
1982). The ordered responses occur with specific items and scoring rules, such as the Likert 
scales or graded scoring (Masters, 1982). 
The nominal response model (NRM) has been proposed by Bock (1972) to analyze nominal 
data. It has been applied to analyze MCIs (Bock, 1997). However, the NRM present some 
theoretical inconsistencies to the analysis of MCIs, which led to Samejima (1979), and Thissen 
and Steinberg (1984) to propose extensions of the model. 
1.5 Models from Item Response Theory 
The NRM may be considered as an application of the choice rvle (Luce, 1959; Bock, 1997). 
that describes decision making problems. It assign to each of the A possible choices a non 
negative attractiveness T, value. The T values are integrated to produce the expected response 
probabilities: 
The NRM reparametrizes theattractiveness of the alternatives. Let vT = (VI,. . . ,u,, . . . ,va) 
and yT = (71,. . . ,y,,, . . . , -yA),  where u, and y, are the parameters associated with alternative a.  
The symbol 0 is the parameter of the subject. Then, the NRM reparametrices the attractiveness 
T~ = exp(u,0 + .-y,) and the probability of selecting r takes the form: 
A restriction in the pararneters is required to  identify the model (Bock, 1997). For instante, 
it may be imposed that q = O and y, = O or E, v. = O and E, y, = 0. 
The NRM incorporates a probabilistic structure that make it inadequate for MCIs. As an 
exarnple, tbe figure 1.2 shows the probabilities predicted for an item with five alternatives and 
parameters v = (0, -1, 1, -2, 2) and y = (0, -2, -1, 1, 2). 
Figure 1.2: Probabilities predicted by the NRM 
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As the figure 1.2 suggests, the NRM possess the property that all the response probability 
concentrates in a single alternative when 0 -t -m and in a different one when 0 -t m. This 
is inconsistent with MCIs because it is unlikely than all the responses concentrate in a single 
alternative (or are omissions) when ó' + -m. A formal proof of this result is provided below. 
Suppose that the restriction vl = O and yl = O applies. Then the limits of the attractiveness 
in relation to 0 take the following values when v  > 0: 
lirn ?r = lim exp(v0 + y )  = 0, 
#+-m O+-m 
lim ?r = lim exp(u0 + 7) = m. 
@+m e-rm 
In a similar way, when u < O the limits are ca when 9 -t -m and O when ó' -t ca. J . .  case 
that v = 0, the value of ?r is a constant. In order to analyze its properties, the NRM may be 
rew~itten as: 
and the limits of P(Y 1 0, u, y) are as follows: 
1. Without a lack of generality, let the alternative 1 have the smallest value of v in the item. 
Then al1 the terms (u, - v l )  are positive when a # 1, and the limits of the probability 
are: 
1 
lim P(Y = 1  (ó ' ,v ,  y) = lirn 
@+-m O+-m A 
1 t x e x p ( ( v .  - vile+ (7. - 7 1 ) )  
0=2 
= 1, 
lim P(Y = 1 1 B,v, y) = lim A 1 
O+W O+m 
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2. Let A be the alternative with the highest value of the parameter v. Then al1 the terms 
(u, - va) take a negative value, and following a similar argument it can be shown that 
P ( Y = A ~ O , v , y ) t O w h e n O + - o o , a n d P ( Y = A ~ 6 ' , v , y ) + 1 w h e n O + w .  
3. For the rest of alternatives (indexed by y : 1 < y < A) there are quantities (v. - u,) with 
positive and others with negative value. Then P(Y = y 1 9,v, 7 )  + O when 9 + - co 
and also when 6 -t m. 
These results constitute the demonstration of the following: 
Theorem 1.1 (Propert ies  of t h e  NRM) . Let vT = (vi,. . . V A )  and yT = (yl,. . . yA) be 
two vectors defined zn RA,  with u1 = O and u, # t ~ k  for al1 j # k .  The smallest element of v 
is denoted u, and the highest is u,. Let O be an element of R and Y (= 1, . . . , A) a discrete 
random variate with probability function: 
The function P ( Y  = r 1 O,v, y )  -t 1 when 9 -t -m, and P ( Y  = s 1 9,v, y )  + 1 when 
The models that are particular cases of the NRM also inherit this property, for instance the 
Partzal Credit Model (Masters, 1982), the Rating Scale Model (Andrich, 1978) or the General- 
ized Partial Credit Model (Muraki, 1992). The graded response models (Samejima, 1997a) are 
not a particular case of the NRM, although posses also the same property (McDonald, 1989). 
This results constitutes a fundamental motivation for the development a psychometric model 
for multiple choice items. It should be noted that these models may provide a good fit to data 
from MCIs. However the statistical adequacy may result insufficient in some applications of 
the models, when a substantive interpretation is required (Samejima, 1997b). 
The NRM has been extended by Samejima (1979) and by Thissen and Steinberg (1984) to 
the analysis of MCIs. These extensions include a latent response (denoted don't know) together 
with the manifest ones. The don't know collects the responses of the examinees who can not 
decide a manifest alternative. In a second stage, the responses to the don't know alternative 
are mixed with the ones to the manifest alternatives to produce the observed responses. 
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Suppose that an item has A manifest altematives, indicated by Y = 1,. . . , A. The latent al- 
ternative is Y = O. The model incorporates to the NRM the parameters XT = (A,, . . . , A,, . . . , AA), 
where A. indicates the proportion of responses to the don't know altemative that mix to the 
manifest alternative a. The model includes also two parameters, vo and 70, describing the don't 
know alternative. Then, the probability of selecting the r alternative is: 
where 1 5 Y 5 A. In this model the relation of al1 the attractiveness of the alternatives with 
0 may be increasing or decreasing. This produces a very flexible probabilistic structure that 
can fit data from MCIs. However, the interpretation of the parameters may present difficulties 
A completely different model for the analysis of MCIs data has been introduced by Verstralen 
(1997). The model is based on the response process proposed by Nedelsky, that assumes that 
the subject respond to the item in two stages. First, he/she reject a set of incorrect altematives, 
second, the subject select one alternative out of the non rejected ones. 
The model by Verstralen is developed in terms of latent classes, where each latent class 
is defined by each of the possible patterns of alternatives rejected and not rejected. The 
parameters of the model do not relate to €he alternatives themselves but to the latent classes. 
This complicates the analysis of the responses in relation to the content of the item, which is 
one of the objectives of the present research. 
In the following a psychometric model wiil be introduced for the analysis of data from 
MCIs. The model assumes a monotonic inverse relation of the attractiveness of the incorrect 
alternatives and O ,  according to the response process of rejection of the incorrect alternatives 
as B increases. The parameters of the model relate to the individual altematives to interpret 
the responses in relation with their content. As will be described, it is possible to incorporate 
restriction into the model reflecting hypothetical psychologicaI processes when solving the item. 
The result is a model not so flexible that the Thissen and Steinberg one but a more clear 
parametric interpretation in relation to the applied objectives. 
The dissertation is composed of eight chapters. The chapter 2 is an introduction to the 
statistical techniques that are necessary in the rest of the dissertation. The chapter 3 intro- 
duces the psychometric model, that is based on the rejection of the incorrect alternatives as 
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suggested by Horst (1933) and Nedelsky (1954). Chapter 4 is about the parameter estimation 
by maximization of their posterior density after observing the data matrix. Chapter 5 describes 
the application of the Bayesian Posterior Predictive Checks to the evaluation of the model a p  
propriateness. A simulation study concerning the properties of the estimators is described in 
chapter 6. Chapter 7 is the application of the model to the analysis of the DA5 test in order 
to reveal the difficulty factors. The conclusions appears in Chapter 8. 
Chapter 2 
Thecniques for statistical inference 
applied in the dissertation 
This chapter presenta the thecniques for Bayesian statistical inference used 
in the rest of the dissertation. They are the estimation by maximization of 
the posterior density with the EM algorithm, and the Posterior Predictive 
C h d s  of model appropriateness. The chapter summarices the material from 
the statistical literature and is oriented to the readers unfamiliar with these 
thecniques. 
l 2.1 Introduction 
This chapter provides a sumrnary of the statistical techniques used for estimation and testing 
in subsequent chapters. It is conceived as an introduction for the readers who have not previous 
experience with them. The chapter includes no original research and may be omited by the 
readers familiar with the material. The chapter has the following sections: 
1. Ezponential family of distributions and Rasch models. The exponential family is intro- 
duced together with some of its properties. The Rasch model is presented as one member 
of the family. 
2.  Conditional, margrnal and Bayestan estimation. Application of the estimation tech- 
niques to  the Rasch model. Numerical approximation of the integrals in the marginal 
method by means of Gaussian quadrature. 
3. EM algorithm. Estimation by maximum Iikelihood from incomplete data. Rasch marginal 
model. 
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4. Simulation MCMC. Approximation to posterior densities by Markov chain Monte Carlo 
simulation. 
5 .  Bayesian model evaluation techniques: Posterior Predictive Checks. Model evaluation by 
means of posterior predictive replications of the obsemed data. 
The methods are the same that wiil be applied in the subsequent chapters. This produces 
a smail overlap in content for the sake of coherence and clarity of the exposition. 
2.2 Exponential family and Rasch models 
The exponetial family is a set of distribution functions that share specific properties. These 
properties make them wnvenient from the point of view of the statistical inference. Some 
examples of distributions from the exponential family are the binomial, nomal,  Poisson, x2, 
ezponential, etc. 
The psychometric IRT models assume a stocastic relation between the subject response to 
the item and a set of parameters describing the item and the person (Hambleton and Swami- 
nathan, 1985; Van der Linden and Hambleton, 1997). Some of the IRT models are members 
of the exponential family, they are the swcalled Rash models (Masters and Wright, 1984; Fis- 
cher and Molenaar, 1995), for instance the Rasch model or the Partial Credit Model . Other 
popular IRT models like the 3 parameter logistic model (Birnbaum, 1968) does not belong to 
the exponential family. 
Let Y be a random variable and 9 a unidimensional parameter of its distribution function. 
The exponential family may be defined as follows (Mood, Graybiil and Boes, 1974, p. 312). 
The definition may be extended futher to the case of a multidimensional 9 parameter. 
Definition 2.1 (Exponential family of distributions) . A family of distributzons f (Y ; 9 )  
that can be vniten in the f o m :  
for -m < Y < m and some functions a ,  b, c and d,  belongs to the exponential famzly or 
ezponential class. The pammeter c(0)  is called natuml or  eanonical. 
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Example 2.1 . The Bernoulli distribution f ( Y  ; a )  belongs to the ezponential famaly. 
Y 
= ( I - T ) ( L )  1-7r 
= (1  - a )  exp Y log - ( ( 1 : r ) )  
Then, accorging to the dej'inition: a (7r) = 1 - 7r, b ( Y )  = 1, c (a )  = log (7r / 1 - a )  and 
d ( Y )  = Y. The parameter C(T) is frequently called logit of T .  
The exponential family has advantageous statistical properties. One of them is the existence 
of sujicient statistics for its parameters. The second is the existence of unique maximum 
likelihood estimates (BarndoríT-Nielsen, 1978). 
A statistic is called sufñcient if it contains al1 the sample information about the parameter. 
For instance, the mean of the sample is a sufficient statistic for the population one in normal 
sampling. A rigorous definition is the following (Mood et. al., 1974, p. 301) : 
Definition 2.2 (Sufficient statistic) . Let Y1, . . . , Y,, be a sample from a distribution 
f ( Y ;  e) .  A statistic S = S (Y,, . . . , Y,)  is a suficient statistic i f  and only if the condi- 
tional distributaon of Y1 ,  .. . , Y ,  given S = s does not depend on the parameter 0 for any value 
S of S. 
This deñnition assumes a unidimensional parameter. It can be extended to the multidimen- 
sional case with sufficient statistics for the different parameters. 
One of the advantages of having sufficient statistics is a computational one: they permit 
to reduce the dimensionality of the data. Then the estimation may be conductted using the 
sufficient statistics instead of the complete data. In the psychometric literature the sufficient 
statistics have been used to separate the item and subject parameters in IRT models, and 
condition out of the model one set of parameters (Glas, 1989). 
In fact, any model has sutficient statistics: the complete sample is suíñcient. The utility 
of the definition is the reduction that they impose on the data and the possibility of separate 
pararneters. The factorization theorem (Lehmann, 1983, p. 39) can be used to determine the 
form of the sufficient statistics: 
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Theorem 2.1 (Fhctorization theorem) . Let Y, ,  . . . , Y ,  be a sample from a distribution 
f ( Y  ; O), where the parameter O may be a vector. A statistic S =S ( Y 1 ,  . . . , Y,) is suficient 
if the join density of Y l ,  . . . , Y ,  may be factored as: 
where the function h (Y1, . . . , Y,)  is no negative and does not include the parameter 9 
and the function g (S ; O) is no negative and depends on Y,, . . . , Y ,  only through the function 
S ( Y l ,  . . . , Y,). 
Corollary 2.1 . I f f  ( Y  ;O) belongs to the exponential farnily: f ( Y  ; O) = a(O) b (Y )  ezp[c(O)d(Y)j 
then: 
and therefore d (Y , )  is a suficient statistic. 
One of the most popular psychometric model is the Rasch model (Rasch, 1980). The model 
applies to dichotomous data and includes the ability parameter O of the subject and the difñculty 
parameter p of the item. The form of the model is: 
Suppose that a subject responds to I items. Assuming statistical independence between 
the responses to different items, the probability of the vector of responses YT = (Y,, . . . , h) is: 
Using the factorization theorem, the number right score E, Y i  is a suficient statistic for 
O. In case that several subjects respond to an item it can be shown that the number of wrrect 
responses is a sufficient statistic for the item difficulty (Andersen, 1977). 
The Rasch models possess the property of objective specijity (Rasch, 1980; Roskarn and 
Jansen, 1984). Some authors (Wright and Stone, 1979) state that this property is an essentid 
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requirement of measurement. The property of objective specijty means that that the measure- 
ment of a set of objects must be indepentent of the agents used in the measurement. Applied to 
mental test, the estimation of the subject parameter must be independent on the items applied, 
and vice versa. 
Statistically, the objective specifity means that the parameters of the agents must not cause 
inconsistencies in the estimation of the objects parameters. There are several procedures to 
achieve this goal. F is t ,  the sufficient statistics may be used to  wndition out the parameters 
of the agents from the likeljhood function of the object parameters. This method is called 
conditional maximum likelihood (CML). The CML applies only to the Rasch models. In other 
models the solution is to integrate out the agent parameters from the likelihood function, and 
the method is called marginal maximum likelihood (MML) (Bock and Liebermann, 1970). 
A second important statistical property of the exponential family is that the likelihood 
function is concave (BarndorfT-Nielsen, 1978). The consequence is that the maximum likelihood 
estimate, if it exists, is unique. 
1 2.3 Conditional, marginal and Bayesian estimation 
The estimation of parameters in IRT models is complicated because of their wmplex para- 
metrization, including agent and object parameters. Moreover, the estimation equations do 
not have a close solution, and have to be solved using an iterative optimization routine (Gill, 
Murray and Wright, 1981). 
The first method used in the estimation was the join maximum likelihood (JMLE) (Birn- 
baum, 1968). This is an iterative method in two stages: estimation of the item parameters 
conditional on the data and the subject parameters, and vive versa. 
The JMLE does not provide consistent estimates because the number of subject parameters 
depends on the sample size for a given set of items. The parameters whose number depends on 
sample size are called tndzcental parameters in the terminology of Neyman and Scott (1948), 
who also denote structuml to those parameters that does not depend on the sample size. Kiefer 
and Wolfowitz (1955) proposed to eliminate the incidental parameters integrating them out of 
the likelihood function to obtain consistent estimates for the structural parameters. 
Two methods applies to obtain consistent estimates in psychometric IRT models. The CML 
estimation that requires a sufficient statistic for the incidental parameters; and the MML, that 
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is based in the solution of Kiefer and Wolfowitz and can be applied to  any IRT model. 
2.3.1 CML estimation 
The CML estirnation is described only as illustration of the Rasch model, but it is not used in 
the rest of the dissertation due to  the lack of sufñcient statistic in the model to be proposed 
later on. A more extensive treatment of CML may be found in Glas (1989), Fischer (1981) and 
Masters and Wright (1984). 
Suppose that a test is composed of 1 items. As mentioned, according to the Rasch model 
the probability of a vector Y of responses is: 
Let r (Y) be the number right score. The probability of obtaining a vector with r (Y) = T 
is the sum of 2.1 in the range of al1 possible response vectors with r (Y) = T .  That is: 
The probability of a response vector conditional on its number of correct responses is the 
ratio of 2.1 and 2.2 (Masters, 1982): 
- exp(- Cf=, Y,PJ I (2.3) 
CYlr(Y)=r exp(- E,=, KP*) '
The denominator of 2.3 is the wcaiied elementary symmetrie funetion of order T. Its 
efficient evaluation is one of the computational problems in the CML estimation (Baker and 
Harwell, 1996; Akkermans, 1998). 
The relevant point in the expression 2.3 is that it does not include the person parameter 
as the wnsequence of contitioning on its sufñcient statistic. Then, it is possible to construct a 
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likelihood function free of parameters 0 ,  that permits to estimate the item parameters indepen- 
dently on the caüibration sample. In the IRT framework this property is specific of the Rasch 
farnily of models. 
2.3.2 MML estimation 
The MML estimation has been applied to  most of the IRT models, although it will be referred 
to the Rasch model for the sake of simplicity. 
The method assumes that the parameters 0  are unobserved random variates with a density 
f (0) .  In most applications the function f (0 )  is the normal density or is approached by a 
nonparametric estimation (Mislevy, 1984). Then, the complete data of the estimation problem 
are (Y,  O ) ,  where Y is the response matrix and O is the vector of parameters B .  Let S = 1,. . . , S 
be and index over the subjects. The probability function of the complete data is: 
S 
P ( y ,  0 ;  P )  = JJ P ( Y s  1 6's; P ) f  (0s) . 
1 
s=1 
The parameters 6  can not be observed. So the estimation of the item parameters consists 
1 in maximizing the marginal probability of Y (Glas, 1989): 
S 
P ( Y ;  P )  = / 2 P(Y,  I 9; P ) f ( @ ) d @  
S 
= / P P .  1 0; ~ ) f ( @ ) d ~ .  (2.4) 
For mathematical conveniente the item parameter estimates maximize the function log P ( Y  ; P ) .  
Its maximun is found setting the ñrst derivatives equal to O and solving for P :  
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The equation a log P (Y ; P) / a P = O may be solved by means of the Newton Rapshon al- 
gorithm. However, it requires the inversion of the matrix of second derivatives of log P (Y ; P),  
which may be computationaly costly. Moreover, the convergence of the algorithm is not gua- 
ranteed (Glas, 1989). For these reasons, it is more useal to solve the estimation equations by 
means of the EM algorithm (Bock and Aitkin, 1981; Thissen, 1982). The EM algorithm posses 
better properties although its rate of convergence is slower (McLachlan and Krisnan, 1997). 
The variable 0 is unobservable and its scale arbitrary. Two restrictions can be applied to  
fix the scale: 1) define f(0) as a standard normal distribution. In this case it is cornmon to 
introduce a multiplicative parameter in the exponent term of the Rasch model (Fischer and 
Molenaar, 1995). 2) Assume that f(0) is a normal density with parameters (O, u), where the 
standard deviation u is estimated along with P. 
2.3.3 Bayesian methods 
In the subsequent chapters the estimation of the proposed model is described in a Bayesian 
framework. The frequentist and Bayesian perspectives are conceptually different although the 
actual equations rnay be rather similar (Tanner, 1993). 
In the frequentist framework the parameter vector P is fixed, denoted a s  true value of the 
parameters, whereas the data Y are random. The estimator $ of ,B depends on Y and then 
it is a also random variable. The estimation consists in h d i n g  the value of b that maximizes 
the probability function or lzkelihood functs'on of the data. 
From a Bayesian point of view both the data Y and the parameters P are raridom (Gelman, 
Carlin, Stern and Rubin. 1995). The estimator is the posterior density of the parameters 
P conditional on the observed data Y. Two statistics are commonly used to summarize the 
posterior and to obtain a point estimate of 0: the mode (moda1 a posteriori estimator, MAP) 
or the expected value of 6 (expected a posteriori, EAP). Once that a sample has been observed 
it is considered a fixed value and the estimator ,& is then a fixed value, conditional on that 
particular realization. 
In the Bayesian framework the parameters are random quantities following a distribution 
f (P) denoted piaor distributaon. The prior distribution contains al1 the information about the 
parameters apart from the observerd data. This information may be obtajned in previous 
research, in a rational study of the problem, etc. Using f (P )  and P(Y 1 P )  it is ~ossible to 
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define the posterior density of P (Tanner, 1993, p. 11): 
Definition 2.3 (Posterior distribution) . Given a sampling distribution P(Y 1 P) and a 
prior distribution f(P),  the posterior distribation of P is defined as: 
The denominator of P (/3I Y) is a constant quantity for a given realization of Y. In order 
to maximize the posterior density it is mathematically convenient to  drop the denominator and 
use only the sc-called unnormalized posterior density: 
Applied to the Rasch model, the probability P ( Y  1 P) is equivalent to P(Y;P) ,  defined in 
2.4. The normal density is typically used as the prior distribution. 
2.3.4 Approximation of integrals by quadrature 
The marginal probabilities in the MML and Bayesian estimation require the integration over 
the continuous variable 0. The integrals does not usually have an analytically close solution, 
and its value must be approximated by numerical methods (Hildebrand, 1974). The Gaussian 
quadrature is one of the preferred methods (Press, Flannery, Teukolsky and Vetterling, 1988, 
pág, 121-126). 
Suppose that it is neccesary to  evaluate the integral of a function g(0) over the interval 
(1, L) of 0. The Gaussian quadrature decomposes the function g(0) in the product of two terms 
f(O) and W(0). The interval (1, L) decomposes in N subintervals, each one represented by a 
quantity 0,. Then the integral is computed as: 
where wi = W(0,). 
The function W(0) takes different expressions depending on the type of integration: Gauss- 
Legendre, Gauss-Chebyshev, etc. In case that O follows a normal density the Gauss-Hermzte 
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quadrature is applicable. It is based on the definition: W(0) = exp(-0'). The function h(0) 
contains al1 the terms of g(0) not included in W(0). 
As an example, suppose that a subject responds an item. Using the Rasch model and a 
normal (O, a )  density for 0, the marginal probability of the response is: 
A change of variable has to be performed in the probability P(Y; P) to rewrite the integrand 
in the Gauss Hermite form: 
d0 = a & dx. 
Applying the change: 
In the Gauss Hermite quadrature, the function W(x) = exp(-x2) by definition, and the 
function h(6) is: 
Finally, the integrand is: 
The vaiues of z, and w, are computed to obtain the maximum precission for a given number 
N of nodes (Hildebrand, 1974). In practical applications these vaiues can be taken from a table. 
For instance, Abrarnowitz and Stegun (1965) provides tables with 2 to 20 nodes. The table of 
10 nodes is: 
. 
-= 4 . 
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Table 2.1: Abcisae 2, and weights w, for the Gauss Hermite quadrature 
2, w, 
-3.436159118837738 0.0000076404328 
-2.532731674232790 0.0013436457467 
-1.756683649299882 0.0338743944554 
-1.036610829789514 0.2401386110823 
-0.342901327223795 0.6108626337353 
0.342901327223795 0.6108626337353 
1.036610829789514 0.2401386110823 
1.756683649299882 0.0338743944554 
2.532731674232790 0.0013436457467 
3.436159118837738 0.0000076404328 
Adapted from Abramowitz and Stegun (1965) 
The values of the table are used to evaluate the quadrature. The definitian of the function 
h ( O )  depends on the integrand and has to be adapted to each particular model. 
2.4 The EM algorithm 
The EM algorithm was proposed by Dempster, Laird and Rubin (1977) with the objective of 
obtaining maximum likelihood estimates from incomplete data sets (Little and Rubin, 1987). 
The EM reformulates the model for the inwmplete data in t ema  of model for an extended 
sarnpling space that includes the complete data. The inference with the extended data should 
be easier than with the observed ones to take advantage of the EM. The EM can be applied 
even to problems that apparently doest not involve missing data to obtain a more maneagable 
model (McLachlan and Krisnan, 1997; Rubin, 1991). 
Let Y be the obsenred data and Z the missing ones. The distribution function of the 
observed data, dependent on the parameters P ,  is f (Y, Z ; P) .  In order to apply the EM Y 
and Z must be statistically dependent. The posterior distribution of the missing data is: 
where f (Y ; p) is the marginal distribution of the observed data: 
f (Y; P )  = / f (Y, Z;P)dZ. 
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The integral sign in f (Y; 0 )  is used as a generic symbol for both integration over continuous 
and summation over discrete variables. Developing the expression f (Z 1 Y; P): 
log f (Y; p) = 1% f (Y, Z; P) - 1% f (Z I Y; P).  
The objectiveof the inference is to find the vector P that maximices the distribution function 
of the observed data f(Y;P). The EM uses only the complete data problem f (Y, Z;P). This 
¶uantity can not be computed directly because Z is missing, then the EM uses the expectation 
of the complete data problem conditional on the observed data and the current imputation on 
the parameters p.: 
f (Y; P) l Y; P') = E(log f(Y, Z; P )  l Y; P') 
- E(logf(Z l Y,P) l Y;P') 
= / l o g f ( ~ , ~ ; P )  f ( Z  I Y i F )  dZ 
- / l o g f ( z  I Y ; P )  f ( Z  IY;B.)dZ- 
The estimation uses only the first value on the right of the equal sign, denoted Q (PI p) 
Then, the maximum likelihood estimator of the incomplete data problem is found using only 
the expectation of the complete data problem. It can be shown that maximizing Q(P 1 F )  
maximices also the probability function of the observed data. In some cases the EM algorithm 
can be decomposed in two steps: 
Step E. Compute the function Q (PI P*) using the provisional value of the pararneters and 
the observed data. 
Step M. Maximice Q (PI P*) with respect to P, the result is the updated value of the 
pararneters p. Retum to the step E until the maximurn of f(Y; 0) is found. 
The EM algorithm has very convenient properties. It can be shown that the vaIue of f (Y, P) 
is non decreasing at each iteration (McLachlan and Krisnan, 1997). Two drawbacks are that 
the rate of convergence may be slow when the proportion of micsing data is high and that it 
does not provide an estimate of the covariance matrix of the estimates. 
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The h s t  application of the EM algorithm in psychometrics was the marginal estimation 
from dichotomous item response data (Bock and Aitkin, 1981; Thissen, 1982). Other examples 
are the factorial analysis (Rubin and Thayer, 1982; Rubin, 1991) and the latent response 
models (Maris, 1995). 
Applied to the marginal Rasch model, the complete data are the response matrix Y and 
the vector of subject parameters B.  The objective is to maximice the marginal probability 
P ( Y  ; p )  using the expectation of the complete data probability: 
Q(P I e') = E(log P(Y,  0; P )  I Y ;  P') 
= $1 log P(Y,, 0; P)P(o I Y,; P*) de ,  
where the posterior density of 9 is: 
The function Q (PI P*) is maxirnized in the M step setting its derivative equal to O and 
solving for P: 
a s Q ( P  1 F )  = 1 / [ a l o g  P(Y., 0;  b)  p ( @  1 Y.; e') 
ap s=1 aP 1 
The updated value P" is used in a further E step an al1 the process repeats until convergence. 
The convergence criteria may be the lentgh of the gradient vector of log P(Y; P),  which should 
be smaller than some arbitrary value like 0.01. 
2.5 MCMC simulation 
The Markov chain Monte Carlo (MCMC) simulation provides an approximation to the posterior 
density of the parameters that can be used for statistical inference: estimation, approximation 
of the standard error of the estimates and as a basis for model checking. 
The MCMC produces samples that approximate any distribution function. It is computa- 
tionally costly and is used only when there is no specific algorithms for the target distribution 
(Rubinstein, 1981). 
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The MCMC creates one or more Markov chains (Feller, 1973) with an arbitrary equilibrium 
distribution. The equilibriumdistribution is defined as the distribution that is needed to sample 
from. The elements of the chain are the parameters (scalar of vector) of the statistical model. 
The lenght of the chains must be adjusted to obtain a good precission in the approximation to 
tbe posterior density (Tiemey, 1994). 
The most widely used methods for creating the Markov chains are the Gibbs sampler and 
the Metropolis-Hastings algorithm (Gelman, Carlin, Stern and Rubin, 1995; Tanner, 1993). 
Let f ( P  1 Y)  be the posterior density that is being approximated. The general form of the 
simulatjon is as follows (Geiman and Rubin, 1992): 
1. Create an approximation to f ( P  ( Y )  that it is simple to sample from. For instance, it 
may be a normal approximation to the posterior density with mean equal to the MAP 
estimate B. The covariance matrix rnay be obtained as the inverse of the matrix of second 
derivatives of log f (Y; P )  evaluated at the MAP estimate. The approximation or jumping 
distribution will be denoted J ( P  ( B). 
2. Obtain several sarnples from J ( P  1 ,h) that constitute the starting values of several Markov 
chains. 
3. Create the parailel Markov chains from the starting values and using the Gibbs sampler 
or the Metropolis-Hastings algorithms. 
4. Terminate the chains when they constitute a gwd approximation to the posterior density 
f ( p (  Y). This can be evaiuated, for instance, using the statistic fl (Gelman and Rubin, 
1992). 
Suppose that the k element of a chain is the vector Bk, with elements: p,k, . . . , & The 
Gibbs sampler uses the following method to obtain the next element of the chain Pkfl: 
obtain @+' from the fuil conditional distribution f (P1 1 @, . . . ,Pk, Y) , 
obtain ~ 2 "  from f (,& 1 @+',@, . . . ,&,Y) , 
obtain P!+' from f (on 1 PP1,. . , pnf:, Y). 
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statistic is asymptotically known. Then, the value of the statistic in the real data is compared 
agains that distribution to  obtain the probability of the observed discrepancy (D'Agostino and 
Stephens, 1986). 
The PPC generalizes the previous approach deñning the inference in a Bayesian setting. 
The objective of the PPC is not to determine if the data come from the model but to monitor 
the model discrepancies that are relevant f ~ r  the inferential problem. The posterior predictive 
distribution of the statistics may be approximated by simulation. Then the focus is to define 
statistics sensible to specific model violations, rather than statistics whose distribution may be 
asymptotically obtained. The result may lead to a process of model expansion and evaluation 
rather than to  a dichotomous aceptance or rejection of the complete model (Gelman, Meng and 
Stem, (1986; Gelman, Carlin, Stem and Rubin, 1995). For these reasons in the context of 
PPC the objective of the inference is denoted model evaluation, rather than model testing or 
goodness od fit. 
The Bayesian estimation provides the posterior distribution of the parameters conditional 
on the observed data, f(P 1 Y). The posterior predictive distribution of the data that is 
expected to observe in future replications of the experiment, conditional on the observed data 
is : 
Definition 2.4 (Posterior pred id ive  distribution) . Gzven a sampling distribution P (Y 1 ,B 
and a posteiior distribution f (DI Y), the posterior predictiue distributzon of the predicted data 
y n e w  ' 2s: 
The appropriateness of the model is evaluated by the discrepancy between the observed 
data Y and the predicted ones YneW. Both quantities must be similar in any relevant aspect 
regarding substantive considerations about the model application. 
When the data are complicated or high dimensional it is more convenient to perfom the 
comparison using the evaluation or T statistics. Then, only these statistics are compared 
(Gelman, Meng and Stern, 1986; Gelman, Goegeheur, Tuerlinckx and Mechelen, 1998). 
The p-values measure the magnitude of the observed discrepancy, and indicate the proba- 
bility of obtaining the realized discrepancy in case that the model fits. For expositive purposes 
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it is useful to consider the classical or frequentist pvalue. It is defined as the probability of the 
observed discrepancy for a fixed value P' of the model parameters: 
p-value = P [ T ( Y n W )  > T ( Y )  1 F]  
= / I ( T ( Y ~ W .  B.) L T ( Y .  B.) l Y ,  P)P(Y-"IP.) dYnm , 
where the function 1 takes the value 1 if its argument is true and O otherwise. 
In the Bayesian framework the classical pvalue has to  be averaged over the posterior dis- 
tribution of the model parameters. 
p-value = P[T(YneW) > T ( Y )  1 Y ]  
The actual computations involves three steps to approximate the distribution of the T 
statistics by means of simulation: 
1. Obtain an approximation to f (PI Y )  by means of MCMC. The result is a sequence of K 
samples: pl, . . . , ,BK from the posterior distribution. 
2. Obtain an approximation to the posterior predictive distribution using the K samples of 
parameters from the previous step. A data matrix is simulated for each of the A' samples: 
ynew , , .. . , YEw. These matrices must be of the same size than the real data. In the IRT 
models this step is very simple because it reduces to the muitinomial sampling. The resuit 
is an approximation by simulation to the posterior predictive distribution f (Ynew 1 Y ) .  
3. Compute the T statistics in the real and simuiated data. The approximation of the 
Bayesian p-value by means of simulation differs according to the depencence of the T 
statistic on the model parameters. 
It the statistic is independent on ,tJ the simulation provides a single value of T in the real 
data and a sequence of K values in the replicated data. The gvalue can be approximated 
as: 
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In case that the statistic is dependent on P it has to be computed in the real and in the 
simulated data for each sampled value pk. The procedure provides two sequences of K 
values that are used to approximate the pvalue: 
As an example, the Rasch model assumes that the probability of a corred response to an 
item tends to O as 9 tends to -m. A relevant evaluation statistic in an applied application may 
be the proportion of c o m t  responses in a group of low ability subjects. With the purpose of 
illustration, the evaluation of the model may be performed in two ways: 
1. The parameters 0 can be estimated conditional on the observed data and the item pa- 
rameter vector p obtained in each of the K samples of the MCMC simulation. The low 
ability group may be formed on the basis of this estimate. Then, the classification of 
the subjects and the proportion of correct responses depend on the vector P. The PPC 
provides a sequence of T statistics in the simulated and also in the real data. These 
sequences are used to compute the p-value and a dispersion plot similar to the figure 
2.1. Each point in the plot indicates the propotion of correct responses in the real and 
sirnulated data for each parameter vector Pk. The plot shows that in most samples the 
proportion is larger in the real than in the expected data. 
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Real daia 
Figure 2.1: Dispersion plot of the proportion of correct responses in a low abi l i t~  group 
In this plot the p-ualue would take a low value, corresponding to the proportion of points 
that fa11 above the bisection line. 
2. In the Rasch model the number correct score is a sufficient statistic for O. The low ability 
subjects may be identified on the basis on this statistic, which is independent on P .  Then 
the PPC provides a sequence of values of the T statistic in the predicted data and a single 
value in the real ones. The comparison may be based on the histogram of the simulated 
data, like in the figure 2.2. The vertival bar indicates the value in the real data. 
TIY) 
Figure 2.2: Histogram of T (Y) in the simulated data in comparison with the real ones. 
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The histogram shows that the proportion wrrect is larger than expeded from the model. 
The p-value would be the proportion of cases on the right of the vertical bar. 
Chapter 3 
Psychometric models for the analysis 
of multiple choice items 
Abstract 
This chapter introduces a psychometric model for the analysis of responses to 
multiple choice items. The model is baaed on the assumption that the subject 
responds detecting and rejecting the incorrect alternatives. The logistic 
distribution is used to formaliie the probability of detecting each incorrect 
alternative. These reactions are integrated with the choice rule to obtain the 
expected probabilities Moreover, an extension of the model is presented that 
relaxes the prediction of a uniform response probability for the low ability 
subjects. Fialiy, the chapter discusses the relations with other pychometric 
models for MCIs. 
This chapter introduces several models for the analysis of responses from educational and 
psychologicai tests. The ñrst model is oriented to the analysis of MCIs, and uses the information 
in ail the item alternatives to obtain the score of the subjects. A generalization is presented 
that permits the decomposition of the MCI in several steps or cognitive operations. Finally, a 
model is presented for the anaiysis of open response items, and it is shown that the model for 
MCI can be obtained as a special case. 
3.1 A psychometric model for multiple choice items 
Nedelsky (1954) proposed a scoring method for MCIs based on the following response strategy 
in MCIs: the subjects respond to the item detecting and rejecting incorrect aiternatives. The 
response is selected at random from a group of alternatives (one or more) that the subject 
has not rejected. The increase in ability implies that more incorrect alternatives are rejected. 
Then, the low ability subject are not capable of rejecting any of them, whereas the subjects in 
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the high end of ability reject al1 the altematives but the correct one. 
This chapter presents a psychometric model for MCIs model inspired by a similar process. 
However, the model does not include a dichotomous decision on the part of the subject regarding 
the acceptance or rejection of the alternatives. 
Consider that a MCI has A response alternatives. The random variable Y(= 1,. . . , A )  
denotes the response of the subject. In the following, the symbol 0 is the parameter of the 
subject, and takes a value in the i n t e d  (-m, m) .  The higher value of 0 indicate a higher 
ability. As item features the model wnsiders the difficulty of each incorrect altemative. These 
features are expressed by the parameter vector e, ,  where e refers to the item. The vector e, 
contains two parameters, a. and p,, for each incorrect altemative a of the item. The meaning 
of these parameters is clarified below. 
To derive the model it is useful to wnceive the following experiment. Suppose that the item 
is decomposed in A - 1 subitems. Every subitem contains the same stem that the MCI, and 
only two of the response alternatives: the correct alternative and one of the incorrect ones. The 
incorrect altemative will be indicated by T and o denotes the correct altemative of the subitem. 
Let Pb(Y = T 1 8 , ~ )  and Pb(Y = o 1 8 , ~ )  be the probabilities of selecting the incorrect and 
the corred alternative of the subitem, where the subindex b stands for the subitem. The model 
is derived from the ratio of these two probabilities, denoted P*(i ,  T ,  8 ,  e) .  By definition: 
def %(Y = T 1 0, E )  P * ( Z , T , ~ , E )  = Pb(Y = o 1 o ,  e )  ' 
The model assumes that P*(i, r, @ , E )  is monotone decreasing in 8. When ú' tends to -m 
the ratio tends to 1. This implies that the probability of selecting the incorrect alternative is 
the same than the probability of selecting the correct one. The ratio tends to O when 8  tends 
to m, with the consequence that the probability of selecting the incorrect altemative tends to 
o. 
Any mathematical function that meets these requirements may be used to define P(i, T ,  8, e )  
in order to set up the psychometric model. For mathematical wnvenience the logistic function 
is selected. For the incorrect alternative T :  
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The parameter P, stands for the difficulty level of the incorrect alternative. The higher 
values of P, correspond to the alternatives that require a high level of O to  be detected and 
rejected. The parameter a, controls the gradient of the function P*(i, r, O, e )  in relation to B. 
The second assumption of the model is used to integrate the values of P(i, r, O, E) of the 
A - 1 subitems to obtain the response probabilities in the complete item with A alternatives. 
The model assumes the choice rule (Luce, 1959) to obtain these probabilities. The choice rule 
posses that the ratios P(i, r, O, E) take the same value when computed in the complete item 
than in the A - 1 subitems. Let P(Y = r 1 8 , ~ )  be the probability of selecting the altemative 
r in the complete item. The choice rule assumes that: 
Then, the following system of equations can be constructed: 
whereas for the correct alternative: 
P(Y=ll%,€) 1 \ 
P(Y=OIO,E) - I+=xP(oI(o-P~)) 
P(Y=o-ll%.€) - 
- 
1 
P(Y=o(%,€) l+erp(a,i(O-¡Li)) 
P(Y=o+ll%,€) - 1 
p(y=.le,E) - i + e x p ( m + ~ ( ~ - ~ + i ) )  
P(Y=Al%,€) - 1 
P(Y=olR.E) - l + e x ~ ( a ~ ( % - P A ) )  
Al P(Y=.IO,E)=l I 
For the correct alternative it can be defined that P*(i, o, O , € )  = 1. Then, in a more compact 
notation, the probability function of Y in the complete item is: 
* ' 
Solving for the probability of selecting the incorrect altemative T :  
36 Psychometric models for the analysis of multiple choice items 
The model 3.1 will be denoted hereafter unrestricted model because the parameters a and 
p are item specific, and it includes no restriction on the valuea of these parameters. I 
From the deñnition of P*(i,r,B,e) it is possible to obtain the probabilitiea of response in I 
the subitems with 2 altematives. For the incorrect altemative the probability is: 
and for the correct one: 
The function P,(Y 1 8,  E )  tends to 0.5 when 0 -+ -m, which indicates that the low ability 
subjects choose the two alternatives with the same probability. When B -t cm, Pb(Y = r 1 
@ , E )  -+ O y Pb(Y = o 1 O , € )  3 1, the high ability subjects concentrate their responses in the 
correct alternative. 
The probability function Pb(Y = o ( 0, E )  may be used in practice to perform an experimental 
test of the model, by the actual decomposition into the A - 1 subitems. 
3.2 A model for multiple choice items composed of se- 
vera1 elementary operations 
The following model is a generalization of 3.1 and results useful when the MCI can be da- 
composed in a set of elementary steps or operations. Each response alternative is conceived as 
a set of content elements that can be scored as correct or incorrect, and relate to underlying 
cognitive operations. 
The decomposition of the MCI in operations makes the model useful to investigate the 
cognitive components underlying the task (Sternberg, 1977). Severa1 psychometric models 
have been described in the literature which with application for componential research. The 
most popular one is the LLTM, proposed by Fischer (1973, 1997). The LLTM is based on the 
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dichotomous Rasch model an permits the linear decomposition of the item difficulty into the 
difficulty of the operations required to solve the item. A polytomous counterpart may be found 
in Fischer and Forman (1982) and in Fischer and Parzer (1991). Other relevant references about 
psychometric models for componential research are Butter, de Boeck and Verhelst (1998), Maris 
(1995, 1999), Embretson (1984, 1989, 1999) and Wilson (1989). The main contribution of the 
model to  be proposed is that it is oriented to the analysis of MCIs and incorporatea a rationale 
of the item solving process. 
Suppose that a MCI has A  alternatives and each one contains C  content elements that 
can be scored as correct or incorrect. It is supposed that the subject applies some operation 
to evaluate the correctness of each element. The structure matriz T is an abstract device to 
describe the item content in relation to the pattern of correct and incorrect elements at each 
alternative. The size of T is C A  and the element t ,  takes the value 1 if the element c of the 
alternative a is correct and O if it is incorrect. 
For instance, consider an item with 5 alternatives and 4 content elements in each one. The 
alternatives have the property that following the first incorrect element, al1 the other elements 
are also incorrect. The structure matrix of the item is: 
where the last column stands for the correct alternative. This is only a particular application 
of the model. The model does not presupposes any particular form of the structure matrix, but 
al1 the elements of the wrrect alternative rnust be correct and the incorrect alternatives must 
include at  least an incorrect element. 
In a test composed of I items the structure matrix will be also denoted by T, and its 
elements by t ,, where i = 1, .  . . , I is an index over the items. 
The processing of the MCIs present peculiarities that calls for a specific psychometric model 
to score the individuals. In particular, the response format consists in selecting only one out 
of the A  alternatives. This format determines the type of information that the item contains 
about the ability leve1 of the subject. 
The selected response may contain correct elements by a correct execution of the underlying 
operations or simply by random guessing. Then. the correct elements result no informative 
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about the level of 0 because it is not possible to identify which is the cause of their apparition 
in the response. 
The model assumes that the subject responds identifying and rejecting incorrect elements, 
and consequently the altematives that includes them. The incorrect elements result informative 
about B because their apparition in the response implies that the subjed has not been able 
to execute the operation required to detect that these elements are inwrrect. The low ahiiity 
subjects are those that can not identify the incorrect elements. Whereas the increase in 0 entails 
the increase in the probability of detecting and rejecting the inwrrect elements. 
As indicated, any alternative contains C elements and an operation is assumed to evaluate 
each element in order to determine if it is wrrect. The operation corresponding to the element c 
is described by the parameters P, and a,. The value of B, indicates the difficulty of the operation 
and it is the ability level required to detect with aprobability 0.5 that the corresponding element 
is incorrect. The parameter a, determines the ratio of change of this probability in relation to 
e. 
The symbol r indicates the parameter vector of the operations rT = (al,. .  , ac, Pi,. . . , Pc). 
Contrary to the previous model, the parameters does not relate to the alternatives but to the 
operations underlying them. The parameters of the first model are item speciñc. In this model 
it is possible to specify that the same operation applies to elements in diíTerent items. 
For mathematical convenience the logistic function is used to define the probability that 
the subject does not execute correctly the operation c. That is, the probability that he/she 
ignores that the element associated with this operation is incorrect. This probability must be 
decreasing in 0 and for mathematical convenience it is formalized by the logistic function: 
As mentioned, the subindex c = 1,. . . , C indicates the elements of the item. Severa1 elements 
may be associated with the same operation in a given item. Moreover, some elements in diíferent 
items may be associated with the same operation. In order to keep the notation simple it is 
assumed that all the items involve the same C operations, one for each element. However, in 
practica1 applications it is necessary to identify the operations that apply to each element of 
the test, and which operations are specific for a given element or common to several ones. 
Consider the experiment described previously, wnsisting in the application of a subitem 
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composed of the correct alternative and one of the incorrect ones taken from a complete item. 
The symbol P*(i, T ,  O, E) was introduces to d e b e  the ratio of the probabilities of selecting the 
incorrect and the correct alternative. 
The model assumes that if the subject detects that one out of the C elements of r is incorrect, 
he/she rejects the alternative and selects the correct one in the subitem. Then the ratio of the 
probabilities is: 
given that if o is correct t,, = 1 for any c and then nz, Q(c, B,E)'-~*C~ = 1. 
S i l a r  to the previous model, the choice rule is used to constnict the probability function 
in the complete item from the ratios P*(t, T ,  O, E) in the A - 1 subitems. The result is: 
It can also be derived that the probabilities of selecting the incorrect alternative in the 
subitem is: 
whereas the probability of selecting the correct one is: 
The figure 3.1 shows the response probabilities of an item with 5 alternatives in relation 
to O. The strncture matrix is the same introduced in 3.2 and the pararneters of the operations 
are E= = ( l , l ,  l , l ,  -2, -1,1,2). 
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e 
Figure 3.1: Example of the probabilities predicted by the model 
The figure suggests that the A alternatives share a common lower asymptote with value 1/A 
when 0 -i -m. Moreover the probability of the correct alternative increases monotonically in 
0 when 0 + m. These are general properties of the model, independent on and T, that can 
be stated with more rigor: 
Lemma 3.1 (Lower limit of the model) . Let P ( Y  1 O , € )  be the probability function de- 
jined zn 3.5. Then the limzt of P ( Y  ) 0 , ~ )  zs a uni fom drstribution when 0 + -m. 
Demonstratzon: Independently on the values of a, and Dc the function Q(c, 0 ,  E )  -t 1 when 
9 + -m. 1n consequence P*(r,  0 ,  E )  + 1 when 0 -t -m. Then, for each value r of Y and each 
matrix T: 
1 
lim P ( Y = r I O , c ) = - .  
#+-m A 
That is, the variable Y follows a unifor distribution. O 
Lemma 3.2 (Upper  limit of t h e  model) . Let P ( Y  1 0 , ~ )  be the probability function de- 
jined in 3.5. Then P ( Y  = r 1 O , € )  + 1 when O + m z f  r is the correct optron (tic : t ,  = l ) ,  
and P ( Y  = r ( @,e) + O when O + w ifr is any of the incorrect options (3c : 1, = 0). 
Demonstration: Independently on the values of a, and D, the function Q(c,  0 ,  E )  + O when 
0 -+ m. Then, if r is incorrect P'(r,B,e) -t O when O -t m. Contrary, if r is correct 
P9(r ,  O ,  E )  = 1 for any O. The proposed lemma follows immediately. O 
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The probabilities Q(c,O,r) can be interpreted as the probability that the subject does 
not detect an incorrect execution of al1 the operation c, which is independent on the other 
operations. The function Q(c, O ,  E) monotonically increases with O,  as the figure 3.2 illustrates. 
The functions Q(c, O,€) drawn in the figure correspond to the item described above. 
e 
Figure 3.2: Functions Q(c, O ,  E)  
The probability that the subject does not detect an incorrect element, conditional on the 
item that it appears, may be obtained as the marginal probability: 
The marginal probabilities Q,,(c,O,c) decreases with O. Their lower asymptote equals to 
the reciprocal of the number of alternatives that have an error in the c component and the 
higher asymptote is O. The figure 3.3 shows the curves for the previous example. 
42 Psychometric models for the analysis of multiple choice items 
e 
Figure 3.3: Functions Q,, (c, 8, E )  
3.2.1 Reformulation of the unrestricted model 
In most real test it is not possible to identify the pattern of operations underlying the items 
or the pattern of execution from the alternatives. The unrestricted model may be a viable 
alternative for such items. 
The restricted model is special case of the model for cognitive operations, which in turn will 
be denoted as restricted model. The reason is that the parameters of the restricted model does 
are not item but operation specific. This constitutes a restriction on the probability function 
of different alternatives in case that they share common underlying operations. 
The unrestricted model assumes for the incorrect alternatives an structure matrix of the 
form 1 - 1. where 1 is the unitary matrix (al1 the elements equals to 1) and 1 is the identity 
matrix. This matrix must be augmented with a unitary column vector that correspond to the 
correct alternative. As an example. an item with 5 alternatives would have the following T 
matrix if the alternative 5 is the correct one: 
Interpreted in terms of operations, this matrix indicates that each incorrect alternative re- 
quires a different operation to be detected and rejected. Ln the unrestricted model the parameter 
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vector E contains I ( A  - 1) pairs of a and P parameters related to each incorrect alternative. 
3.2.2 Variable asymptotes model 
The restricted model predicts that the lower asymptote of the response probabilities is 1/A. 
This prediction is theoretically sound although empirical results show that it should be relaxed 
in order to fit the data from a wide variety of MCIs (Thissen and Steinberg, 1984). 
The model may be generalized by the inclusion of a 6 parameter for each item alternative, 
also for the correct one. The value of 6 is non negative and depends on content features of the 
alternative that aífect to  the response probability and do no relate to B. In practica1 applications 
these features might be related to spurious properties swch as the position of the alternative or 
their esthetic attractiveness. 
Let the item parameters be = ( a l , .  . . , a c , B l , .  . . ,Pc, 61],. . . , JrA), where 6,. is the pa- 
rameter 6 of the item i and the alternative a. The variable asymptotes model is: 
In order to identify the model, the restriction max. (bl, . . . , 6 ~ )  = 1 is imposed for each 
item i. The number of item parameters is 3A - 2 because the correct alternative has only the 
6 parameter. 
As an example, the figure 3.4 shows the operating function of an item with parameters 
eT = (1,1,1,1,-1.4,-1.94,1.38,0.44,0.2,0.4,0.6,0.8,1.0). The principal difference with the 
model 3.5 is the lower asymptote of the alternatives. 
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Figure 3.4: Example of probabilities predicted by the variable asyrnptotes model 
3.2.3 Inverse probability function 
The model uses nominal data without any specific order among the incorrect responses. How- 
ever, the correct alternative has a special status dueto the properties of its mlue P,*(T, O, E). The 
inverse probability function may be obtained from the comparison of the incorrect alternatives 
against the correct one. 
In the unrestricted model the probability of the correct option o may not be smaller than 
that of any incorrect T .  The model predicts that the difference P(Y, 1 O,€) - P(Y, 1 O,€) 
increases from O to 1 with the increment of 6'. 
The inverse probability function P-'(Y, 1 O, E) originates from the ratio of P(Y,  1 8, E) - 
P(Y, ( O, E )  against P ( K  ( @,E). The model is linear in the log odds of these probabilities: 
where a, and p, are the parameters that correspond to the alternative T .  From the inverse 
probability it can be seen that at the point í? = Or the model predicts P(Y, 1 O , € )  = 2 x P(Y, 1 
O, E). The parameter a, determines the rate of change of P-'(Y = T 1 O, E )  in relation to  O. 
In the variable asymptotes model the probabilities must be weighted by the 6 parameter in 
order to invert the probability function: 
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Mellenberg (1995) analyzes the most popular polytomous IRT models along the same lines 
of this paragraph. The comparison is useful to appreciate the differences among these models. 
3.2.4 Relation to other psychometric models 
Several psychometric model has been proposed in the literature for the analysis of MCIs. Pos- 
sibly, the most popular ones are the 3 parameter logistic model and the Thissen and Steinberg 
model (1984). Other models has been proposed by Abrahamowicz and Ramsay (1992), García 
Pérez and Frary (1991), Hutchinson (1991, 1997) and Verstralen (1997). 
T h e  3 parameter logistic model 
The 3 parameter logistic model was proposed for the analysis of dichotomous data with correct 
responses by guessing (Birnbaum, 1968). The model includes the item parameters a: discrimi- 
nation, b: difficulty and e: guessing. 
The probability of a correct response under the 3pl has been defined in 1.1. Omitting the 
item and subject index for notational convenience, the odds of the probabilities of a wrong and 
a right response is: 
P(Y = O 1 O,a,b,c) - 1 - c  
- 
P(Y = 1 1 O, a, b, c) c + exp(a(0 - 6))' (3.7) 
Consider an item with A alternatives. Without lack of generality the alternative 1 is the 
correct one. In the unrestricted model the ratio of the probabilities of a wrong and a correct 
response is: 
where a, and o, are the parameters of the altemative a. Assuming that a, = a and B. = B 
for any a = 2,. . . ,A, the ratio is: 
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Let c* = 1/A. The ratio can be written as: 
Comparing 3.7 and 3.8 it can be seen that the probabiity of a correct response is the same 
in both models in case that al1 the alternatives of the multiple choice item share the parameters 
a and p. The relations with the parameters of the 3pl are: 
In most practica1 application it is unlikely that al1 the incorrect alternativa have the same 
parameters a and p. No analytical results has been obtained about the relation between both 
models in this case. However, simulation results showed a close match between the probabilities 
of a correct response. 
In the simulation the parameters a of a hypothetical item with 5 alternatives were fixed to 1 
in order to simplify the conditions. Severai sets of values were assigned to the four parameters 
p. The mean of the parameters p was set to -1.5,-1, -0.5,. . . ,1.5 in each condition. The 
standard deviation of P takes the values 0,0.1,0.2,. . ,2.9. Crossing both factors the number 
of different conditions is 210. 
Let the alternative 1 be the correct one. The probability of a correct response under the 
unrestricted model is P ( Y  = 1 1 O, e ) .  In the 210 conditions this probability is evaluated at the 
10 values of O: -4.86, -3.58, -2.48, -1.47, -0.48, 0.48, 1.47, 2.48, 3.58 and 4.86. 
In each condition the 3pl parameters a, b and c were found adjusting the 3pl curve that 
best fits the probability P(Y = 1 1 0 ,  E )  evaluated at the 10 levels of B. This was accomplished 
by maximization of the function: 
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where w is an index over the 10 values of O. 
The main results are as follows: the 3pl closely fits the probabilities created by the un- 
restricted model. The mean difference between both probabilities is O, with extreme values 
-0.086 and 0.036. The mean of the absolute difFerences is 0.0034. The linear correlation of the 
probabilities is 0.999. 
The left panel in figure 3.5 shows the relation of the parameter a with the standard d e  
viation of p. The different lines, from top to bottom, correspond to the different means of P 
in an increasing order. The figure sugest that the items with more homogeneous incorrect 
alternatives (with similar values of p) have highest a parameters. 
The right panel in figure 3.5 shows the relation of b with the mean of P. The lines from 
higher to smaller slope correspond to the deviations of P in a decreasing order. The figure 
shows a linear relation between the mean of p and b. The increase in the deviation makes more 
extreme the value of b. 
Figure 3.5: Relation of a and b with the mean and standard deviation of cx and P 
The  nominal response model 
The nominal response model (NRM), defined in 1.2, has been applied frequently to the analysis 
of MCIs although it presents the properties commented in chapter 1. If the item is divided in 
A - 1 subitems the NRM assumes the following expression for the ratio of the probabilities: 
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The model can be derived using the choice d e ,  following the same process described in 
relation to  the unrestricted model. 
In the NRM the probabilities corresponding to each subitem with 2 alternatives follows the 
2 parameter logistic model: 
whereas for the altemative of reference : 
Then, the NRM predicts that when 9 + -00 al1 the probability concentrates in a single 
alternative of the subitem. 
3.3 A psychometric model for open response items 
This section introduces a generalization of the model that results adequate for the analysis of 
open response items measuring a single ability. However, its probabilistic structure makes it 
inadequate for MCIs. 
In open response items the subject has to provide a response instead of selecting it from a 
set of available altematives. Suppose that the subject has to execute C operations to elaborate 
the correct response. In a first approximation it can be assumed that the subject executes each 
operation correct or incorrectly, ignoring partially correct executions. 
The model can accommodate several scoring rules of the operations. The scoring rules are 
defined according to the classification of the operations as correct or incorrect. 
In an open response item the subject may provide an indefinitenumber of different responses. 
The scoring rule is a map from these responses into a set of numerical values that indicates 
the correctness of each response. The graded scoring concedes an overall judgement of each 
response, and can not be acwmmodated in the model proposed below. The parallel swring 
concedes credit for each correct or operation in the response. The sequential scoring rule 
concedes credit for each correct operation only up to the first failure (Akkermans, 1998; Tutz, 
1997). For instance, consider the item: 
3.3 A psychometric rnodel for open response items 
Indicate the result of the expression: 
a xz 
-- 
ax 2  
The correct response is x .  The process to obtain it can be decomposed into the operations: 
1 )  dijgerentiation: a x 2 / a x  = 2 2  and 2 )  simplijication: 2x12 = x .  
If a subject makes the foílowing error in the differentiation operation: a x 2 / a x  = 2x2 and 
then executes correctly the simplification operation: 2 x 2 / 2  = x2 ,  the three scoring rules applies 
as follows. The graded scoring would concede an overall credit, say 2  out of a maximum of 3 
points. The parallel scoring would concede credit only for the simplification operation. The 
sequential scoring would concede no credit since the first operation is incorrect, and no further 
operation is considered. 
The operations involved in the item would be indexed by c = 1, . . . , C. The operation 
c is described by the parameters a, and B,. The parameter /3, indicates the difficulty of the 
operation c and correspond to the leve1 of 8 with a probability of 0.5 of executing correctly the 
operation. The parameter a, takes a value in the interval (O, m) and determines the rate of 
change of this probability in relation to  9. The parameters of the operations will be collected 
in the vector eT = ( a l , .  . ,a,, .. . , a C , p l , .  . . ,P,, . . . , B e ) .  
For mathematical conveniente the logistic function is used to define the probability of a 
correct execution of the operation c, independently on the result of any other operation: 
and the probability of an incorrect execution is: 
Similar to the restricted model, the structure matrix T is used to describe the pattern of 
correct and incorrect execution of the operations. However, in this case the columns in the 
matrix does not relate to specific alternatives. Each observed response has to be classified in 
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a pattern of execution, that wrresponds to  a column of T, and several apparently difFerent 
responses may wrrespond to the same pattern of execution of the operations. The matrix T 
contains al1 the patterns defined by the scoring d e .  
Assuming local independence among the different operations it is possible to deñne the 
probability P*(i, r, O, E) that the subjed produces the pattern r in response to the item a:  
The expression P*(i, T ,  O , € )  can be considered as the probability of observing the pattern 
of the column T only if the matrix T contains al1 the possible patterns of correct and incorrect 
executions of the components. In other case the values P*(i, T ,  O, E )  have to be transformed 
into these probabilities. The probability of observing the pattern r conditional on the possible 
patterns described in T is: 
The equation 3.12 is the model for scoring open response items. Its algebraic structure is 
similar to therestricted model although it is based on very different psychological considerations 
about the nature of the underlying operations. It is conceived that in the MCIs the task of 
the subject is to identify incorrect elements. In open response items the tasks is to produce 
elements as the output of the operations. 
Let w denote the model, w = 1 for the open response model and w = O for the restricted 
model. A general model that contemplates both of them as particular cases is: 
A practical application of 3.13 may be to provide a unified psychometric treatment of 
the tests that include both MCIs and open response items, although the interpretation of the 
operations differs. 
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Continuing with 3.12, let n,. be the number of components correctly executed in the 
alternative weighted by the parameter a,: n,. = ELl t,,.a,. When the value of n. is different 
for each alternative the predicted probabilities have thefollowing two properties: the probability 
of the alternative with the highest value of n,. tends to 1 when 6 + w. Contrary, the probability 
of the alternative with the smallest ni. tends to 1 when 0 + -m. The response curves of two 
options a and o crosses at  the point: 
As an example of the curves predicted by the model, consider an item with four operations, 
parameters eT = (1,1,1,1, -2, -1,1,2) and structure matrix: 
The pattern 1 can be considered correct and the other four contains different errors. The 
response curves of this item are shown in the figure 3.6 
e 
Figure 3.6: Response curves predicted by the open response model 
The figure 3.6 illustrates interesting properties of the model. The curves of the responses 2 
aod 3 crosses at the point 6 = p3 because this is the difficulty of theoperation that differentiates 
them. The responses 3 and 4 do not cross because the equation 3.14 applied to them has the 
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form: ELL,, ti& = ELi tic4Pc, which is independent on B. Finally, the alternative 5 has the 
lowest value of n,, and in wnsequence its probability decreases when 0 increases. The equation 
3.14 shows that the alternative 5 crosses with 1, 2, 3 and 4 at the points 0.33, -0.5, -2 and 0. 
An important conclusion of the present section is that a model of the form 3.12 is unsuited 
for the analysis of multiple choice item. The model 3.12 is a particular case of the nominal 
response model. As the theorem 1.1 demonstrates, the expected probabilities are unrealistic 
of MCIs, which indicates that the response process in MCIs does not follow from the rationale 
of the model 3.12. 
3.3.1 Relation to other models 
The partial credit model (PCM) proposed by Masters (1982) is a particular case of the model 
3.12 that incorporates several restrictions in the matrix T and the pararneter vector e. The 
PCM is a member of the Rasch family for polytomous items. The interested reader is refered to 
the very extensive literature that has been published about Rash models (Fischer and Molenaar, 
1995; Masters and Wright, 1984). 
The PCM considers that the subject applies severa1 steps that are item specific. The 
parameters a, equals to 1 for al1 the operations of each item, whereas the pararneter p, indicates 
the difficulty of the operation c. 
The PCM assumes a sequential execution of the operations, that implies that after an 
incorrect operation the subject can not execute correctly any other operation. However, the 
structure matrix associated with the PCM involves a paralell scoring of the item steps. Al1 the 
operations are scored as correct or incorrect, although no operation can be correct after the 
first failure. For example, an item with 4 operations has the structure matrix described in 3.2. 
A truly sequential scoring rule does no evaluate the operations of the response following the 
first failure because it supposes that the subject does not even apply these operations (Tutz, 
1997). Let the symbol t ,  denote a missing value of the matrix T. The structure matrix of an 
item with 4 alternatives and a sequential scoring rule is the following: 
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The difference of the sequential scoring rule 3.15 and the parallel one 3.2 is on the basis of 
the inadequacy of the PCM to model sequentiai scored responses, as described by Akkermans 
(1998). The PCM penalizes the incorrect execution of the components that follows the first 
failure. 
A Steps Model for sequentiai scoring has been proposed by Verhelst, Glas and de Vries 
(1997). The model can be written using a sequential stnicture matrix, that includes the missing 
vaiues t, after the first failure of each alternative. Moreover, the Steps Model assumes that 
a, = 1 for any c. Then, the quantity P*(i, r ,  8, E) associated with the response r is: 
To convert these quantities in probabilities it is necessary to compute their sum over 
al1 the alternatives. However, under a sequenkial structure matrix it can be shown that 
P*(i, a, O, E) = 1 and the probability function is: P,(Y = r 1 O, E )  = P(i, r, O,  E ) .  
Chapter 4 
Estimation of parameters 
This chapter considers the ejtimation of the parameters of the components 
fiom a matrix of respoqses. The estimation foiiows a marginal approach, that 
considers the subject's parameters as missing random variables. The marginal 
pmbability of the data ia used to define the posterior density of the oomponent 
parameters, that is maxirnized by an EM algorithm. The chapter oonsiders 
briefly the nniqueness of the estimates, the information matrix and the estima- 
tion of the subject's parameters. 
4.1 Item parameter estimation 
This section is devoted to the estimation of the item and person parameters from a data matrix 
Y of size SI, where S is the number of subjects in the sample and I is the number of items in 
the test. The matrix Y contains the response vectors of the S subjects: Y* = (Yi , .  . . ,YS). 
The elements of Y, are denoted y,,, where: s = 1,. . . ,S  and i = 1,. . . ,I. As described in 
chapter 3, the symbol T denotes the structure matrix of the complete test, the element t,,, 
of T corresponds to the item i and the element c of the alternative a. The vector e contains 
the item parameters a, B and 6. The objective is to estimate the vector e and the subject 
parameters í3 from the data matrix Y. 
The estimation method applies in two sucesive steps. First, the item parameters are es- 
timated from Y. Second, the subject parameters are estimated assuming that e equals to its 
estimated value. 
To obtain consistent estimates of the item parameters, the person parameters must be 
eliminated from the model. Two methods have been described in the literature to remove the 
person parameters: the conditional and the marginal estirnation (Glas, 1989). The conditiond 
estimation can not be applied because the model does not include a sufficient statistic for the 
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parameter 9. Then, the estimation foiiows a marginal framework. 
Let 8 be the vector of the ability parameters BT = (Oii.. . ,@S). To perform the marginal 
estimation it is further assumed that every element 9, of éJ is an unobserved random variate 
foiiowing a standard normal density f (9): 
The parameters of f(0) takes the values (O, 1 )  to fix the scaie of measurement. 
The marginal density of the observed data can be written as the integral of the join density 
of Y and éJ in the range of 8. The marginal density reduces to: 
The marginal rnasirnum likelihood estimation maximizes f(Y 1 e)  with respect to  the item 
parameters (Bock, and Liebermann, 1970; Bock and Aitkin, 1981; Thissen, 1982). The method 
provides consistent estimates because the integration over 9 eliminates the dependence of the 
number of parameters 9 on tbe sampling size (Neyman and Scott, 1948). 
The estimation is more convenient in a a Bayesian framework than by maximization of the 
marginal probability function (Gelman, Carlin, Stern and Rubin, 1995). The reason is that 
the function f(Y 1 e) may present local minimum at the boundary of the parameter space 
depending on the observed data. Using the proper prior it is easier to maximize the posterior 
distribution of e rather than the likelihood. 
Let f (e) the prior density of the parameter vector e. The prior contains al1 the information 
about e apart from the data Y. The estimation consists in maximizing the posterior density of 
e after observing the data matrix: 
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The denominator of f ( ~  1 Y )  is a constant with respect to E and need not be computed 
to maximize the posterior. The estimation consists in maximize the unnormalized posterior 
density: 
making use of the join distribution of Y and E: f (Y, E)  = f(Y 1 E) f (E). 
The definition of the prior density f (E) assumes independence among the different parame 
ters: 
The prior density of each parameter is as follows. The prior f(a,) is the scaled inverse chi 
squared distribution, with degrees of freedom v = 6 and scale 7 = J4/6 (Gelman, Carlin, 
Stern and Rubin, 1995). These values were selected because they produce E(a) = 1 and 
Var(cr) = 1. The definition of the prior is: 
The prior f(/Jc) is the normal (O, l), d e h e d  as: 
The prior f(d,,) is the beta density with parameters q51 and & equal to 1. This value 
produces a noninformative prior, the uniform distribution on [O, 11. The beta density is: 
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The EM algorithm is used to find the maximum of the posterior density. It was introduced 
by Dempster, Laird and Rubin (1977) to obtain maximum likelihood estimates from incomplete 
data McLachlan and Krisnan, (1997). The EM has been applied in psychometric to obtain 
MML estimates because of the consideration of the person parameter O as missing data (Bock 
and Aitkin, 1981; Thissen, 1982). 
The EM algorithm maximiza the posterior density in an indirect way, making use only of 
the expectation of the probability of the complete data. That is, the join probability of Y, 0 
and E: 
The conditional distribution function of the missing data is: 
Developing the conditional distribution: log f (Y,  E )  = log f (Y ,  8 ,  C) - log f (9 1 Y, E). As 
mentioned above, the objective is to maxirnize the posterior density f (E 1 Y )  by maximizing 
the join probability function f(Y, E ) .  The EM makes use of the Bayes formula and maximizes 
log f(Y,e)  in an indirect way, using only of the expectation of the complete data problem: 
log f (Y,  Be). This expectation is computed conditional on the observed data and a provisional 
imputation on the parameters ek: 
It can be shown that increasing Q (E 1 c k )  increases aiso the function log f(Y,€). The 
function Q (E 1 E') includes, for every subject s, the log probability of the response vector: 
f(Y. 1 O, E) and the posterior density of O: f ( O  1 Y,,E~)). These quantities are computed as 
follows: 
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I C 
log f (Y. 1 e, E) = E log 6 + t,,#, log(l+ exp(ffC(e - B J ) )  
i=1 c=l 
A C 
The EM maximizes Q (E 1 ek)  iteratively. At each iteration k + 1 the solution of the 
equation a Q  (E 1 E ~ ) / ~ E  = O provides an updated parameter vector E'+', which is used in the 
subsequent iteration k + 1. Aíi the process repeats until the gradient vector of the posterior 
density vanishes. This gradient equals to  a Q  (ek+' 1 E ~ ) / ~ E .  
The expression a Q  (E 1 ek)/& = O develops in a system of equations with dimension equal 
to the number of parameters to be estimated. Each equation is the derivative of Q (E 1 ek)  with 
respect to a parameter in E. For an arbitrary parameter c the equation has the structure: 
a s a 
-Q(E I E') = / [ f lag f (Y. 8 ,  .)lf (0 l Y.. E*) de + - lag f (O ac S=] e ac 
The expression has to be particulariced for the different parameters taking the derivatives 
of log f(Y, 1 O, E)  aod log f (E)  with respect to each parameter in E. The complete system of 
estimation equations is: 
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The actual system of equations in an estimation problem includes only the derivatives with 
respect to the free parameters of the model. In subsequent chapters several models will be 
estimated with several elements of e fixed to constant values. The system of equations of these 
models does not include the derivatives with respect to the wnstant parameters. 
Let a, and P. be the parameters of a component e, I,(e) is the indicator function ([,(e) = 1 if 
c = e, O otherwise). The foilowing function are useful to write the derivatives of the estimation 
equations: 
The estimation equations can be reconstructed from the derivatives of log f(Y, 1 O, e) and 
The derivatives of the priors densities are: 
a 
- log f (E) = 2 
aa. (' if"') 
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a 41-1 h-1 
-1og f(E) = ---. 
as;. a;, 1 - a,. 
The equations in a Q  (E 1 E ~ ) / ~ E  = O does not have a close solution and has to  be solved 
iteratively by means of an optimization routine (Gill, Murray and Wright, 1981), such as 
Newton Raphson, bisection, etc. 
The estimation equations admit an interesting interpretation. In exponential family m* 
dels the estimation equation take the form of a sufficient statistic equal to its expected value 
(Andersen,l980). 
Consider the derivative alog f(Y, 1 O,E)/~C,,  where E, is any of the a or B parameters. 
1 z This derivative can be written as: E,=, v(y,,, 6,) = E,=, E(v(Y,c.)). However, the function 
u(y,, c,) depends on unknown parameters, which indicates that the model does not belong to 
the exponential family. 
The analysis of the function v(r,c,) reveals that it can be interpreted as the expected 
frequency of successes in the evaluation of the element e given the altemative T and weighted 
by the quantities a, or (O - Pe).  The quantity c:=, C;=, ~(y , , ,  e,) is the expected frequency 
S 
of successes given the observed response matrix, and E,=, E:=, E(v(Y, e , ) )  is the expected 
frequency irrespective of the responses. 
4.2 Uniqueness of the estimates 
The objective of the estimation is to find the mode of the posterior density, which decomposes 
in the product of the observed data probability (or likelihood function) times the prior density. 
In the exponential family models (BandorfT-Nielsen, 1978) it is well known that the likelihood 
function is concave and the mode, if it exists, unique. However, the proposed model does 
not belong to the exponential family and the conditions under which the mode is unique are 
unknown. 
For example, the figure 4.1 shows the value of the likelihood log f(Y 1 e)  and posterior 
density log f (Y, 6) in the unrestricted model evaluated for different values of P1. This parameter 
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that corresponds to the altemative 1 of the item 1. The data matrix and the test corresponding 
to this application are described in chapter 8. The other parameters apart from take the value 
of the MAP estimate. The figure suggests that both functions have a unique local maximum. 
However, the likelihood presents also a local mimimum at the boundas, of the parameter space: 
pl + m. This minimum is due to the lower asyrnptote of Pi(Y 1 8, E). Then, the likelihood 
function does not tend to O when 0 tends to m. The inclusion of the prior density avoids the 
presence of the local minimum. 
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betal 
Figure 4.1: Values of log f (Y 1 E )  and log f (Y, E ) as a function of 
The fist derivative of both functions with respect to P1 appears in figure 4.2. The deriv- 
ative takes the value O at a single point, which again indicates that the maximum is unique. 
However, the figure shows that the function log f (Y, E ) decreases when P1 increases, whereas 
log f (Y 1 E )  tends to O .  This property makes easier to find the maximum of log f (Y, E ) rather 
than log f (Y 1 e ) .  
-- 
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Figure 4.2: First derivative of log f (Y 1 E )  and log f(Y, E) a s  a function of P1 
The second derivatives appear in figure 4.3. They take positive and negative values, with the 
consequence that the likelihood and posterior distribution are not concave in al1 their domain. 
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Figure 4.3: Second derivative of log f ( Y  1 E)  and log f (Y, E) as a function of P1 
Several concussions are relevant. First, at the moment it has not been specified the con- 
ditions under which a unique maximum exists in the interior of the parameter space. The 
resolution of the estimation equation may present difficulties due to the change in the sing of 
the second derivative for different values of the parameter. In particular, the Newton Raphson 
algorithm have to be modified to take into account the change of the sign. Finally, the inclusion 
of the prior density facilitates the search of the estimate. 
4.3 Observed information 
The EM algorithm does not provide an approximation to the covariance matrix of the estimates. 
Following Orchard and Woodbury (1972) the information matrixof the observed data may be 
obtained subtracting the information of the missing data from the information matrix of the 
complete data. 
Louis(l982) provided the expression for computing the obsewed information matrix. Let 
s (E) be a vector with the first derivatives described in the section 5.1: s (E) = alog f (Y, 0 ,  e)/aE. 
Let H(E, E) be the negative of the Hessian matrix: H(E, E) = - oZ log f (Y, 0, e)/& aeT. Then, 
the information matrix of the observed data is: 
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The matrix H ( E ,  E )  contains the derivatives of log f (Y 1 @ , E )  and log f ( e )  with respect to 
the pararneters in E .  The form of the matrix is H ( E ,  e )  = -@ log f (Y 1 O ,  e)& -a2 log f ( E ) & .  
The following equations appears in the second derivatives: 
The second derivatives of log f (Y, 1 O ,  E )  are: 
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The cross derivatives with respect to different parameten, indexed by d and e, are: 
Al1 the other cross derivatives are zero. Finally, the second derivatives of the prior f ( 6 )  are 
also necessary to wmpute H ( E ,  E) .  The derivatives are: 
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d2 41-1  42-1 
- f ( E )  = -- - 
as?? a: (1 - &i7)z*  
Al1 the cross derivatives of f(c) vanish. 
4.4 Estimation of ability 
The ability leve1 O can be estimated, conditional on some imputation on the item parameters, 
finding the mode of the posterior density f (0 1 Y,, E )  defined in 4.3. 
max : f (O 1 Y,, 6) .  
e 
For mathematical conveniente the log of 4.3 is used, which is more manageable without 
decting to the value of the estimate. 
I 
log f (0 1 Y,,  E )  = log Pi(ysi l 0, €1 + h' + lag f (8). 
i=l 
Where the constant A' comes from the denominator of 4.3 and does not depend on O, and 
the function 1og P;(Y = y,, 1 0, E )  is: 
The maximum of the posterior may be found setting its derivative equal to O and solving 
for O. 
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The two derivatives are the following: 
a 
- log f ( O )  = -e. ae 
If the Newton Raphson algorithm is used to solve the estimation equation 4.4 the second 
derivatives are also necessary: 
a2 
- log f (e )  = -1. 302 
Chapter 5 
Evaluation of the model 
Abstract 
This chapter is about the appropriateness of the model to a given data set. The 
general framework for testing the model are tbe Bayesian Postenor Predtctrue 
Checks. The technique provides the posterior distribution of several evaluation 
statistics, specially defined to test relevant assumptions of the model. 
The PPC appliea by meana of simuiation. First, the Markou chatn Monte 
Cado simulation providea an approximation to the posterior density of the 
parameters. This sample is used to approximate the posterior distribution of 
the evaluation statistics 
5.1 Application of the Posterior Predictive Checks 
The polytomous item response data for model estimation consists of a contingency table with 
A' ceiis, assuming that the I items have A alternatives. Such a table result large enough in 
any real test to make impossible in practice to evaluate the goodness of fit by means of a XZ 
statistic. 
The Bayesian Posterior Predictive Checks (PPC) are a convenient solution to evaluate the 
appropriateness of the model. The the aim of the technique is not to  provide a test of whether 
the model is true but to  asses it usefulness for the substantive applied problem (Gelman, Meng 
and Stem 1986; Gelman and Meng, 1996). Some applications of the PPC in psychometric 
has been the nonlinear factor analysis (Arminger and Muthén, 1998), structural equation 
models (Scheines, Hoijtink and Boomsma, 1999) and the non parametric item response models 
(Hoijtink and Molenaar, 1997). 
The general scheme of the PPC is the following: as mentioned, the model is estimated 
from real data matrix Y. Define Y"" as the replicated data predicted by the model. In other 
words, the data that would appear if the experiment were replicated under the same conditions, 
regarding number of observations and model. Conditional on the observed data and assuming 
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- 
that the model fits, the posterior distribution of Yn" is defined as: 
where the predidive distribution of the replicated data f (Yncw 1 E )  and the posterior density 
f ( ~  1 Y )  have been defined in 4.1 and 4.2. The PPC evaluate the model by the comparison 
of the observed and the predicted data. Generally, the dimensionality of Y does not allow 
a direct comparison with Y""". In that case, the evaluation or test statistics are useful to 
summarize the data and perform the comparison. They are are denoted T ( Y )  or T ( Y  1 E) 
depending on whether they depended on the pararneters E .  The T statistics are defined to 
detect specific model violations that are relevant in the substantive context of the statistical 
inference (Gelman, Carlin, Stern and Rubin, 1995). 
The PPC provides the posterior distribution of the T statistics, conditional on the observed 
data and under the assumption that the model fits. The comparison of the statistics evaluated 
in the real and replicated data constitutes the test of the model. It is important to mention 
that this is not an asymptotic distribution but conditional on the characteristics of the observed 
data. 
The p-values measure the realized discrepancy between the real data and the model ex- 
pectations. For any T statistic the definition of the p-value is the probability of the observed 
discrepancy: 
p - value ef P ( T ( Y n e w ,  e )  2 T ( Y ,  e ) )  
- 
- 
I (T(YneW,  e )  2 T ( Y , e )  1 E )  f  (Ynew 1 e )  f ( e  ( Y )  de, (5.2) 
where the function I takes the value 1 if its argument is tme and O in other case. The 
symbol R(YncW) denotes the range of the possible values of the predicted data Y""". 
The equations 5.1 and 5.2 does not have a close solution and have to be approximated by 
simulation. 
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5.2 Computation of the T statistics and p-values 
The function 5.2 include the integration over 8, E and the sum over R(YnCW). The simulation 
technique evaluates these quantities in several steps: 
1. The function f (E ( Y )  is simulated. The result is K samples: E', . . . , eK that approximate 
the posterior distribution. 
2. The f(Ynew 1 E)  is evaiuated by simulation, conditional on the samples e q r o m  the 
previous step. For any sample ek a sample of predicted data Y r w  is simulated of the 
same size than the real data and using the distribution f ( Y  1 E). 
3. Finally, the comparison of the T statistics in the real and predicted data permits to 
evaluate the model. 
The following two sections describes the details of the application of the technique. 
5.2.1 Approximation to the posterior density by MCMC simulation 
The Markov Chain Monte Carlo simulation (MCMC) is the statistical tool used for approx- 
imating the posterior density f (€1 Y )  (Tanner, 1993). This density does not belong to any 
standard statistical distribution, and it has no specific algorithms for sampling (Bratley, Ben- 
nett and Schrange, 1987; Rubinstein, 1981; Law and Kelton, 1991; Brandt, 1999). In this case 
the MCMC is appropriate because it provides samples from an arbitrary distribution, although 
it has a heavier computational cost than the specific algorithms. The MCMC applies in prac- 
tice by means of the Metropolis-Hastings (Chib and Greenberg, 1995) or the Gibbs sampler 
(Tanner, 1993) algorithm. The results are K samples of parameters ek, k = 1,. . . , K with 
asymptotic distribution f ( € 1  Y). 
The Metropolis Hastings is an acceptance/rejection algorithm that provides a sample of 
an arbitrary distribution (Rubinstein, 1981). The algorithm creates a Markov chain with an 
equilibrium distribution f ( e  1 Y )  (Chib and Greenberg, 1995). Let E' be the k element of the 
chain, the steps to obtain the subsequent element ek+' are: 
1. Compute a candidate element E* sampling from a candidate distribution J(e* 1 ek). 
The candidate distribution the multivariate normal approximation to f ( ~  1 Y ) ,  with 
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expectation equal to the MAP estimate and dispersion matrix obtained from the the 
inverse of the obsemed information matrix. 
2. Compute the ratio: 
t = f (e* I Y)/J(r* I Ek) 
f ( E k  l YY)/J(É~ I E*) ' 
3. The subsequent element of the sequence is: 
€k+1 = E* with probability min(t, 1) 
rk otherwise 
The Metropolis Hastings algorithm is used to create several parallel sequences of simulated 
values. The length of the sequences must be adjusted to provide an accurate approximation 
to f ( ~  1 Y). There are several procedures to monitor the convergence of the chains to their 
equilibrium distribution (Brooks and Gelman, in press). The statistic f i  was used to assess 
the convergence. 
The value of f i  has to be computed independently for every parameter in E. It provides an 
estimate of the reduction of the variance of the parameter in all the sequences if the sampling 
process continues. It is computed as a ratio between the total variance of the parameter in the 
parallel sequences V and its variance within the sequences W: 
where d are the degrees of freedom of a student's t approximation to f ( ~  1 Y) (Gelman 
and Rubin, 1992). These authors recommend to compute for all the parameters at each 
iteration and stop the algorithm when al1 the fi values are below the arbitrary value 1.2. 
5.2.2 Computation of the p-values 
Once that K samples have been obtained to approximate f ( r  1 Y), the predictive distribution 
can be approximated by simulation conditional on these samples. The predictive distribution 
f(YneW 1 E), defined in 4.1, includes an integral over the latent ability 0 and has to be 
approximated by simulation. 
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The simulation involves two steps. Suppose that rk is one of the elements of the sample of 
parameters. For each sample k = 1,. . . , K: first, simulate a vector B k ,  where each element 0; 
follows the standard normal density. Sewnd, simulate a sample of predicted data Y r  from 
f (Ynew 1 E )  and using the parameters E' and B k .  The second step reduces to the multinomial 
sampling by means of the inverse transformation algorithm (Rubinstein, 1981). The samples 
Y;ew, .. . , Y" wnstitute the simulation approximation to f ( Y i e w  1 Y ) .  
The result is K samples of predicted data Yrw.  These samples are used to evaluate the 
test statistics. In case that the statistics depends on E they have to be computed in the real 
data for the K samples E'. 
Finally, The p-value 5.2 can be approximated by the frequency: 
5.3 Definition of the test statistics 
Severa1 evaluation statistics were used to monitor the appropriateness of the proposed model. 
They are focused to violations at different levels of the models: the proportion of responses in 
the total samples, the responses at different levels of ability and the join probabilities of the 
item pairs. 
5.3.1 Unconditional residuais 
The unconditionai residual of the alternative are the difference between the response frequency 
in the whole sample and the expected one. The observed frequency of the alternative a of the 
item i is: 
where 1 is the indicator function. The expected frequency of response can be computed as: 
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Finally, the unconditional residual of the altemative is: 
The unconditional residuals depends on E and have to be computed K times in the pre- 
dicted and the real data: r,(Ykcw, ék),  rk(Y,  ek), k = 1 , .  . . , K. The pvalue associated to the 
alternative a of the item i is the frequency E;, I(r,.(Yk",ek) 2 r,.(Y,Ek))/K. 
The comparison of the residuals of the real and simulated data provides a rough measure of 
appropriateness that is sensible to large model discrepancies because the observed and expected 
frequencies may be similar even in case that the model overestimate the frequency for some 
values of B and underestimate it for other values. 
5.3.2 Conditional residuals 
The conditional residuals provide a measure of discrepancy at each value of B .  In this case, 
both the observed and the expected frequency must be estimated given that the value of B is 
unknown. The defmition of the estimated response frequency in the real data and at a given 
leve1 of B is: 
Whereas the response frequency predicted under the model is: 
The conditional residual of the alternative is: 
r,.(Y, 0, E )  = n,.(Y, O , € )  - mi.(Y, 0, E )  . 
5.3.3 Squared residuals 
As indicated, the unconditional residuals may not reflect the lack of fit when the overestimated 
and underestimate response rates at  different 9 levels compensate each other. The squared 
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residuals avoids this problem ignoring the sign of the realized discrepancies. The squared 
residual of the alternative is: 
They are a ñner measure than the unconditionai residuais because the discrepancies with 
different sign can not wmpensate each other. 
5.3.4 Paired residuals 
The model assumes stochastic Iocal independence between the responses to different items. The 
paired residuals evaluate that assumption comparing the observed and predicted frequencies of 
each pair of alternatives. Let a and e indicate two different items i and o. The observed 
frequency of the pair of altematives a and e of the items i and o at a given leve1 of O is 
estimated as: 
and the expected frequency is: 
S 
m,,,,.(Y,O, E )  = P,(Y = a)P,(Y = e) f (O 1 Y,, E )  . 
s=1 
The residual of the pair of items may be computed the sum of the squared residuals for al1 
the pairs of alteratives: 
A A .  
Chapter 6 
Approximation to the properties of the 
estimates 
Abstract 
A simulation study is performed to approxirnate the properties of the MAP 
estimates. In particular their uniqueness, consistency and efficiency. A central 
objective of is to gather information about the more general model that can be 
estimated with precission for a given sample size. 
The conditions of the simulation approximate the real test applications regard- 
ing nurnber of iterns and examinees. In particular it is important to replicate 
tbe features of a data set that will be used in the following chapter. 
6.1 Introduction 
A simulation study has been conducted to gather information about the performance of the 
moda1 a posteriori estimates in realistic conditions. In particular, about the existence of unique 
estimates, bias and efficiency. 
The psychometric model includes different item parameters. As indicated, the vector of 
parameters to be estimated is: rT = (a,, . . . ,aciP1, . . . , ,8~,6,, ,  .. . , J r A ) .  In the the most 
general setting, the unrestricted model with variable asyrnptotes, al1 the elements of r are free. 
Four different models are estimated with different restrictions on the parameters to determine 
the most general model that can be estimated with precission for different sampling sizes. 
Model 1. Includes as free parameters the difficulty B of the incorrect alternatives and a 
common value of a for al1 the alternatives. The values of 6 are constant to 1. Then, the 
vector of parameters is rT = (a,.  . ,a, DI , .  . . ,&, 1,. . . , 1), where the numeric quantities 
indicate the value of the fixed parameters. 
m Modele.  The free parameters are the a and /3 of each alternative. The vector of parame- 
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ters is = (al,. .. , a~,Pl,. .  , &, 1, .  . . , 1). 
e Model 3. The free parameters are P, 6 and a common value of a. The vector is eT = 
(a,. .. , 0, PI,. . ,Bei 611,. . . , ~ I A )  
e Model 4. The free parameters are a, P and 6. The vector is = (a],. . . , ac, P1,.  . , PC, 
~II,...,JIA) 
6.2 Simulation design 
The four models apply to a test with 30 items and 5 aiternatives each one. These are the 
conditions of a real test that wiii be described in chapter 7. The model 4 was estimated from 
a real set of responses to this test. The MAP estimates were taken as the true value of the P 
parameters of the models 1, 2, 3 and 4. The true parameter a was set to their MAP estimates 
to generate the data for the models 2 and 4. The models 1 and 3 include a common value of a 
for d the alternatives, that was set equai to the mean of the MAP estimates. The tme values 
of 6 are the MAP estimates in the models 3 and 4, and are equai to 1 in the models 1 and 2. 
The study includes two factors: the model (with the four levels commented) and the sample 
size S, with 500, 1000 and 2000 simulated subjects. Crossing the factors result in 12 different 
conditions. 
For each of the 12 conditions 100 samples of artificial responses were simulated. The true 
value B was sampled from a standard normal distribution for each condition, replication and 
subject. 
The analysis consists of the estimation of the model used to generate each sample and the 
comparison of the true and the estirnated parameters. The estirnation algorithm initiates from 
uniform random estimates for the free parameters, whereas the fixed pararneters were set to 
their tme value. The stopping criteria is the length of the gradient vector of log f ( ~  1 Y), that 
should be smaller than 0.001. 
To examine the uniqueness of the estimates, the model was estimated 10 times, using 
different random initiai values, in 4 out of the 100 repiications of each cell. 
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6.3 Data analysis 
The unimodality of the posterior density is evaluated from the 10 sets of estimates of each 
model obtained in 4 samples of each cell. If the estimation algorithm provides different vaiues 
this is an indication that the posterior density is not unimodal. 
The following statistic are instrumental to evaluate the goodness of recovery (GOR) of the 
parameters (Maris, 1999): 
e RMSD. The root mean squared difference measures the dispersion of the estimates around 
the true parameter value. Let da) be the MAP estimateof an arbitrary parameter obtained 
in the replication i. The RMSD is: 
R M S D  = d""~:: - c ) ~  
where c is the tme value of the parameter. 
e MCSE. Monte Carlo estimate of the standard error. It is a measure of the dispersion of 
the estimates around their expected value: 
M C S E  = / ~ ~ ~ g  -q2 
where is the mean of the 100 estimates i('). 
Bias. Measures the difference between the true parameter of the parameter and the 
expected value of its estimates. It is approached by: 
It can be shown that : 
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e Confidente interuals. h case that the estimates are unbiased and their distribution nor- 
mal, the 95% confidence interval can be obtained as: i(') f 1.96 x R M S D .  The length of 
the interval is: 2 x 1.96 x R M S D .  
a Overlap of the confidence interuals. The overlap is computed only for parameters of the 
same type (a, P or 6). Two conficence intervals overlap if their intersection is no empty. 
Let M be the number of free parameters a or B; and N the number of parameters 6. The 
number of pairs of conficence intervals is (y)  for the a and B parameters and (2) for 6. 
The overlap is measured by the percentage of overlapping intervals out of the different 
pairs of parameters of each type. 
The overlap provides information about the confusion about the different estimates. Even 
in case that the estimation errors is high, if the overlap is small the recuperation of the 
parameters can be considered satisfactory at  an ordinal level. 
a Rank correlations. Spearman or rank correlation between the true and estimated para- 
meters. 
a Couerage probabzlity. Proportion of confidence intervals that include the true value of the 
parameter. 
6.4 Results 
The estimation algorithm provided the same estimates in the 10 applications of the estimation 
aigorithm to 4 different data matrices of the 12 cells. This suggests that in the particular 
conditions of the simulation there are no multiple solutions of the estimation equations. 
The table 6.1 and the figures 6.1. 6.2, 6.3, 6.4 and 6.5 surnmarize the mainresults of the 
simulation. The table 6.1 contains the mean of the true value and the GOR statistics for each 
sample size and model. These means are computed over al1 the parameters of the same type 
(a, p and 6) and the 100 replications. The column labeled Bias contains the average of the 
absolute value of the bias for each parameter type. The simulation provides a value of Overlap, 
Rank and Covemge for each replication, the table shows the mean of that statistics over the 
replications. 
The figure 6.1 contains the value of RMSD. The three panels correspond to the parameters 
a, p and 6, whereas the lines in the panels correspond to the four models. 
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Figure 6.1: b t  Mean Squared Differences 
The more interesting findings are as follows. There are important differences for each modei 
and sample size. As expected, the increase in the sample reduces the bias and dispersion of the 
estimate. What is interesting is to compare the results that can be obtained under the different 
conditions. 
The estimates of model4 showed poor properties due to an insuficient sample size to support 
such a general model. The model 3 was also poorly estimated, in particular the parameter 6. 
The confidence intervals for 6 have a mean width equal to half the parametric space in model 
3, and larger to it in model4. 
The overlap, close to the 100%, con6rms again the poor performance of the model4. Only 
in the model 1 the overlap is smaller than 50%. 
The rank correlations inform about the recuperation of the parameters at an ordinal level. 
The higher values, over 0.96, correspond to model 1. Most of the correlations keep below 0.9 
in the other models. 
The percentage of intervals that include the true parameter is close to 100% and does not 
permit a clear comparison of the conditions. This result is due to  the high MCSE, that produces 
witdh intervals. 
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Table 6.1: Goodness of Recovery Statistics 
-3.747 0.479 0.103 1.991 0.617 0.842 0.979 
3 a 1.260 0.119 0.020 0.234 1.000 
0 4.747 0.586 0.174 1.694 0.718 0.894 0.979 
6 0.543 0.160 0.424 0.463 0.622 0.911 0.970 
4 Q 1.260 0.260 0.120 1.190 0.884 0.809 0.985 
B -3.747 1.633 0.226 6.491 0.997 0.654 0.997 
d 0.543 0.251 0.089 1.090 0.896 0.527 0.986 
Averages of the statistics over a, P, 6 and the 100 replications 
N 
500 
1000 
A more detailed analysis appears in figures 6.2, 6.3, 6.4 and 6.5. They contain the 
Model Param. Tme Bias MCSE Width Overlap Rank Coverage 
1 (I 1.260 0.071 0.052 0.279 0.950 
/3 -3.747 0.268 0.227 1.030 0.477 0.967 0.953 
2 a 1.260 0.221 0.122 1.078 0.828 0.859 0.991 
P -3.747 0.632 0.277 2.840 0.876 0.743 0.990 
3 (I 1.260 0.186 0.036 0.685 1.000 
P -3.747 0.691 0.194 2.252 0.859 0.872 0.988 
6 0.543 0.211 0.690 0.787 0.794 0.756 0.971 
4 Q 1.260 0.470 0.098 1.924 0.982 0.638 0.993 
B -3.747 2.874 0.237 11.311 1.000 0.693 0.999 
S 0.543 0.296 0.085 1.255 0.948 0.401 0.986 
1 a 1.260 0.044 0.032 0.146 0.940 
dispersion plot of the estimated versus the true parameter values in the four models. The 
bisection line in each plot indicates coincidence between the two values. 
The figure 6.2 corresponds to the model 1. The three panels are the conditions with 500, 
1000 and 2000 subjects. The figures show smaller dispersion as the sample size increases, and 
also a slight overestimation of the smaller parameters. This result is due to the low density of 
8 at the extreme values of P and the dornjnance of the prior f ( P )  over the data probability in 
the posterior density. 
6.4 Results 
Figure 6.2: True and estimated parameters /3 in the model 1 
The figure 6.3 contains the plot the model 2. The six panels correspond to the three 
samples sizes times the two free parameters of the model. The parameter @ follows a similar 
pattem than in model 1, with higher dispersion and bias at the smaller values. The estimates 
of a exhibit higher dispersion as the true value of the parameter increases, these estimates are 
accurate only for parameter values smaller than 1.0 and in the condition with 2000 subjects. 
Figure 6.3: True and estimated parameters a and /3 in the model2 
1 The figure 6.4 shows the results of the model 3. Similar to the model 2, the six panels 
correspond to the three sample sizes times the two free parameters. The estimation of /3 shows 
the same bias at the lower levels. With respect to 6 ,  there is a wide dispersion in al1 the 
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Figure 6.4: True and estimated parameters B and 6 in the model 3 
Finally, the figure 6.5 contains the result of the model4. The nine panels correspond to the 
three sample sizes times the three free parameters. The figure shows that the sample contains 
no information to estimate any parameter. The results are specially inaccurate for 6, but no 
panel shows appropriate recovery of the true parameters. 
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Figure 6.5: True and estimated pararneters a, P and 6 in the model4 
Summarizing, the principal conclusion of the simulation is that the model requires large 
samples to  be estimated with accuracy. With 1000 or less subjects it is only recommended to 
estimate the model 1, that includes only the P parameter of the incorrect alternatives and a 
common a parameter. The version 2 (parameters a and P )  requires samples of 2000 subjects 
or higher. The sample with 2000 subject is small to estimate the models that include the 6 
parameter. 
Chapter 7 
Analysis of the DA5 test 
Abstract 
In the present chapter the psychometric model applies to the analysis of the 
DA5 test. The objective is to investigate the properties of the items that 
determine their difficulty. 
A constrained model including only the di5culty of the altematives is esti- 
mated due to the limitation in the eample size. The diiüculty of the incorrect 
alternatives showed a pmitive relation with the number of correct content el- 
ements. This result suggest that the processing of the items may be partially 
correct even in case that the subject provides an incorrect answer. Moreover, 
the items that induce a heavier load in working memory have a higher difficulty. 
A componential model is estimated in a subset oí the items. The model incor- 
porates a difficulty parameter for each operation required m the item solving, 
and assumes that the difficuity of each operation is constant along its different 
application al1 over the test. The componential model found little empirical 
support. The results points towards the existente of diíferent response strate- 
gies, apart from the exhaustive processing of the items. 
An introduction to the DA5 and the applied objectives of the research has been provided in 
chapter 1. The test measures logical analysis ability by means of abstract items, composed of 
geometric figures that have to be mentally manipulated. The objective is to reveal the causes 
of the item difficulty. This information rnay be relevmt in future stages of the development of 
the test, to renovate the item pool using items with anticipated psychometric properties. 
The test contains 50 items ordered by difficulty. The first 13 items were not analyzed 
because they are easy items, with only 1 to 3 rows, that can be considered as training in the 
operations involved in the test (the test does no include any training item). The last 7 items 
were discarded because they had a elevate cate of missing responses, higher than 50%. Given 
that there is a fixed time of 20 miniites to respond the test, it is no clear if these missing 

7.2 Results of the model 1 
are the unconditional, quadratic and paired residuals. 
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The statistic a evaluates the convergence of the Markov chains to the posterior density in the 
MCMC simulation (Gelman, Carlin, Stern and Rubin, 1995; Brooks and Gelman, in press). It 
is computed for each element of E and indicates the proportion of reduction in its variance that 
is expected if the sampling process continues. The mean value of fi over al1 the parameters 
was 1.04, oscillating between 1.01 and 1.17. These values indicates a good convergence of the 
chains since the values 1.1 or 1.2 are typically used as indicative of convergence (Gelman and 
Rubin, 1992). 
The table 7.1 summarizes the results of the evaluation statistics. The table contains the 
l 95% posterior predictive probabiiity intervals of the quadratic residuals computed in the real 
1 
and simulated data. The column labeled L; contains the lower limit of the interval and the 
column L, the upper one. The pvalue indicate for each item the proportion of 5000 sets of 
predicted data in which the quadratic residuals takes a value superior to the value in the real 
data. The results indicate a satisfactory fit. The squared residuals in the real data result 
typical of the model expectations for the 30 items, as indicated by the non extreme pvalues. 
The largest discrepancies appears in items 1, 5, 10 and 16. 
The right column of table 7.1 contains the association between pairs of items, as measured 
by the paired residuals. For every item it is possible to obtain 29 contingency tables that 
indicate the join distribution of the response with each of the other items. The residuals of the 
pair indicate the discrepancy frorn the expectation of the model, as measured by the pvalue. 
The col- labeled association contains the proportion of the 29 contingency tables of each 
item that have an extreme pvalues at the leve1 0.01. 
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Table 7.1: Evaluation statistics for the model 1 
Item 
-
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
Real data 
1958.025 3519.457 
Predicted data 
Li L. pvalue Association 
184.338 2248.965 0.026 0.069 
172.411 2153.922 0.855 0.172 
65.118 1098.143 0.577 0.000 
125.380 1764.027 0.618 0.000 
237.053 2050.404 0.076 0.000 
82.511 970.278 0.450 0.000 
270.294 2296.551 0.288 0.069 
160.727 1919.390 0.363 0.000 
118.726 1701.595 0.867 0.034 
226.205 2140.643 0.041 0.000 
32.467 456.773 0.177 0.000 
41.489 649.822 0.737 0.000 
212.575 2102.225 0.585 0.103 
138.036 1506.009 0.928 0.000 
157.060 1751.774 0.765 0.034 
221.258 2115.669 0.093 0.241 
159.382 1970.888 0.108 0.241 
128.250 1466.346 0.454 0.069 
233.603 2028.096 0.119 0.000 
128.694 1575.560 0.515 0.103 
203.568 1796.713 0.502 0.034 
106.981 1359.063 0.872 0.069 
108.150 1158.041 0.455 0.172 
64.166 995.204 0.567 0.069 
81.427 982.293 0.186 0.034 
83.490 1019.095 0.830 0.069 
61.047 700.301 0.467 0.138 
41.052 467.972 0.467 0.172 
49.646 564.322 0.792 0.207 
The table indicates that there are stronger associations between pairs of items than predicted 
by the model. There is not a complete explanation for these associations, although some causes 
has been identified from tbe analysis of the item content. 
Some sets of instructions result particularly complicated, specially when the incorrect alter- 
natives of the items induce an error of processing. This is the case of the pair of instructions 
(4, 5). The items 1, 16 and 17 contains an incorrect altemative whose wntent wrrespond 
with the correct execution of the instruction 4 (eliminate the figure in the subsequent row) 
and the omission of the instruction 5 (interchange tbe figures in the current and the previous 
row). Tbe subjects of low ability tend to  apply only the instruction 4 of this set in case that 
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the item includes an incorrect alternative corresponding with this pattern of execution, such 
as in the mentioned items. Correspondingly, the model underestimates the probability of these 
alternatives for low values of B. 
The figure 7.1 contains the residuals conditional on B of the alternatives that contain this 
error. The wntinuous lines correspond to the limits of the 95% posterior probability intervals 
in the observed data, and the dotted lines are the limits of the residual in the simulated data. 
The figure indicates that the model infra estimates the probability for low levels of B. 
Figure 7.1: Conditional residuals 
A second effect of the pair (4, 5) is that it can be on the basis of some associations between 
item pairs because some subjects make this error wnsistently along the test. Other sequences 
that produce associations between the items are the (1,5) and (2,5). This result indicates that 
the difficulty of the items depends not ody  on the instructions that they include but also on 
the coritent of the distractors. The incorrect alternatives may lead the subjects to make errors 
of processing. Mainly, the alternatives may provoke an incomplete processing of the operations 
in case that they correspond to a partial execution of the instmctions. 
The effect of the content on the difficulty was further examined by the linear regression of 
the MAP estimate over 9 variables describing the item content. The predictors Xi, to Xg, are 
the number of instmctions of rotation of figures (instructions 1 and 2), omission (instructions 
3 and 4), interchange (instruction 5), drop of other instructions (instructions 6 and 7) and 
reordering (instructions 8, 9 and 10) that appears in the item i. These five predictors take the 
same value for al1 the incorrect alternatives of each item. The predictor Xsio takes the binary 
values: O if the figure in the row 1 of the item i and the alternative a is correct, and 1 otherwise. 
The variable Xno corresponds to the row 2, and so forth until the row 4, 
The table 7.2 contains the descriptive statistics of the variables in the regression. It can 
be seen that the test was easy for this sample, given that the estimation algorithm assumes a 
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standard normal distribution of ability. 
Table 7.2: Descriptive statistics of and the item content variables 
Variable Minimum Maximum Mean Std 
a 
B -6.802 0.126 -3.747 1.370 
The regression equation is: 
where the parameters of the regression are 70 to q9 and E,,. is a random error with exper- 
tation equal to O. The estimates A can not be considered independent given to the existence 
of non negligible covariances arnong the estimates. This is a violation of the assumption of 
homocedasticity of the linear regression, which supposes that the variance covariance matrix 
of the errors is proportional to an identity matrix. The dispersion matrix of the errors was 
fixed to the quantity oC, where cr is the error variance of the regression and E is the variance 
covariance matrix of the estimates of B. The matrix C is estimated as the inverse of the ob- 
served information matrix, described in chapter 4. The generalized variance is used to measure 
the overall variability in the matrix E. It is computed as the determinant 1x1 and its value is 
0.047. 
The estimation of the generalized linear regression was performed by a weigthed least squares 
algorithm, that relaxes the assumption of homo~edasticit~ (Rao and Toutenburg, 1995; Rao, 
1973, chapter 4; Montgomery and Peck, 1992). 
The predictor variables may show correlations given that the number of instmctions in the 
item is fixed, and the items with high frequency in some instructions necessarily have small 
frequencies in others. Let X be the matrix of predictors. Two measures of multicollinearity 
were used. First, the eigenvaiues of XTX. Second, the variance inflation factor (VIF) associated 
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to each regression coefficient (Montgomery and Peck, 1992). The ratio between the largest 
and the smallest eigenvalue is 264.9, that indicates only a moderate multicollinearity. 
The set of predictors explained the 27.8% of the variance of the estimates of P ( R 2  = 0.361, 
adjusted R2 = 0.278). The table 7.3 summarizes the result. The table contains the estimates 
of the parameter associated to each variable, the error of estimation, the test of significance 
with the associated probability and the VIF. 
Table 7.3: Linear regression of over the item content variables 
Variable $ S, t p VIF 
(Constant) -3.286 0.765 -4.294 0.000 
xi -0.863 0.254 -3.395 0.001 3.964 
Xz -0.693 0.389 -1.782 0.079 6.345 
x 3  -0.459 0.290 -1.586 0.117 2.515 
x4 -0.381 0.391 -0.974 0.334 2.483 
x5 1.444 0.319 4.527 0.000 1.318 
x 6  0.683 0.314 2.175 0.033 1.082 
xí 0.919 0.327 2.808 0.006 1.156 
x8 0.987 0.312 3.158 0.002 1.107 
.Y9 0.984 0.319 3.087 0.003 1.101 
r j  and S, are the estimated parameters and 
their standard errors. 
t and p are the statistic of significance and 
the associated probability. 
VIF is the variance inflation factor. 
The VIF measures the factor by which the variance of the estimate I j  is increased due to 
linear dependencies among the predictors. The values 5 and 10 of the VIF are used as indicative 
of multicollinearity and a poor estimation of the associated regression parameter. In these data 
the result can be interpreted as indicative of moderate multicollinearity. Only the estimate i jz  
has a VIF exceeding the criteria. 
The estimates of 11 result informative about the eEect of the item content on the difficulty. 
The meaning of the instructions 8, 9 and 10 is the mental manipulation of a vector of 3 or 4 
figures. The variable Xs is the frequency of these instructions, and has the strongest association 
with 6,. This result may be due to the overload that these instructions induce in the working 
memory. 
The rotation instructions 1 and 2, whose frequency appears in Xl had a negative effect 
with the difficulty. A possible explanation of this result is that they are easy instructions that 
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avoid the presence in the item of more difficult ones. All the other instmctions had a negative 
although non significant regression coefficient. 
The variables Xg to Xg are specific to the alternatives. They have posítive associations 
with the difficulty with a similar magnitude. The attractiveness of the incorrect alternatives 
increases with the number of correct figures that they contain. Although the coefficient of Xg 
is smaller than the other three, there is no a clear effect of the position of the figures on the 
difficulty. The result suggests that the subjects execute a partiaiiy wrrect process even in case 
that they h a l l y  select an incorrect option. 
7.3 Application of a componential model 
This section described the empirical results of a model with several restrictions motivated by 
hypothesis about the item processing. The model is called componential because it is based on 
a fixed set of operations or components that applies to different items. The model assumes the 
ezhaustive processing of all the instructions that appear in the item. The second assumption 
is that the difficulty of each instruction is constant al1 over the test. 
The analysis comprisec a subset of 14 item that do not include the optional reordering 
instructions 8, 9 and 10. The items that include these instructions were not analyzed because 
it is not possible to identify the pattern of instructions executed correctly and incorrectly. 
The remaining 7 instructions are considered the basic processing operations that the subject 
executes when solving the item. The componentiai model includes oniy 7 difficulty parameters, 
corresponding to the operations. 
The structure rnatrix of the iterns was created to reflect the pattern of correct and incorrect 
execution of the components. As an example, the figure 7.2 shows an itern with two rows and 
the pair of instructions (1, 5). 
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Figure 7.2: Example of an item of the DA5 
The structure matrix of this item appears in 7.1. The matrix T indicates that the rotation 
instruction (1) executes correctly in the alternative A but the interchange (5) has no effect. 
The contrary occurs in the alternative B. The alternative C is correct. The alternatives D and 
E are superficially different but they correspond to incorrect execution of both components. 
In the analysis below the matrix T of the 14 items was identsed to set up the componential 
model. The matrix of the item does not indicate which figures are correct or incorrect but the 
operations associated to them. For instante, the instruction 5 aíiects to the figures of two rows, 
both of them have to be correct in order to consider that the instruction has been executed 
correctly. 
The componential model includes the same number of pararneters independently on the 
items used to estimate them. This property may be appreciated making use of the directed 
acyclic graphs (DAGs) (Mislevy, 1994; Béland and Mislevy, 1996). The DAG indicates the 
dependence relations between random variates. The variates appears as nodes in the graph, 
drawn inside an square. The arrows correspond to the conditional dependence relations. 
The figure 7.3 contains the DAG of the 14 items analyzed below, according to the model 
1 used in the paragraph 7.2. The probability of the observed responses Y*, . . . , YLq depends on 
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0 and on the vector of parameters of the items. The parameters are associated each individual 
item, and there is a one to one relation between the nurnber of items and parameters. 
Figure 7.3: Directed acyclic graph af the model 1 
The componential model includes only a parameter P for each of the 7 instructions and a 
common value of a for al1 the operations. The number parameters is independent on how many 
items are analyzed. Then, the emphasis of the model is on the relation between the observed 
responses and the h e d  set of operations. The figure 7.4 shows the DAG corresponding to the 
14 items. The same components d e c t  to the responses of different items, according to their 
content. 
Figure 7.4: Directed acyclic graph of the componential model 
The results of the application of the componential model to the DA5 appears below. The 
7.4 Results of the componential rnodel 97 
conditions of the statistical inference are the same than in the model 1. The estimation consists 
in maximizing the posterior density of E by an EM algorithrn. The evaluation of the model 
follows the PPC technique, using the MCMC simulation to approximate the posterior density 
of E and the residuals to measure the model discrepancies. 
7.4 Results of the componential model 
The results suggest that the solution strategies are more complex that expected by the model, 
which was excessively rigid to predict the total response rates of the alternatives. It is illustrative 
to show directly the model predictions as compared to the real data. The table 7.4 contains 
the absolute frequency of response in the total sample. The most popular alternative of each 
item correspond to the correct response. 
Table 7.4: Absolute response frequency in the real data 
Item Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 
1 12 668 43 1243 6 
2 1513 349 4 1 O 89 
3 1 2 39 1839 100 
4 16 8 182 53 1717 
5 65 49 1634 135 98 
6 1831 56 14 19 49 
7 34 38 1637 26 189 
8 163 28 1728 1 28 
9 11 15 26 1880 16 
10 4 6 44 35 1865 
11 337 19 33 1279 174 
12 49 411 1320 14 19 
13 1535 44 19 31 129 
14 74 173 11 1329 7 
The frequencies in boldface correapond to the altematives with 
the aame expected value in each item. 
The table 7.5 shows the response frequency in an artificial sample simulated from the MAP 
estimate of E .  This sample has the same size than the real data, and the missing responses are at 
the same positions. The figures in parenthesis are the p-values associated to the unconditional 
residuals of the altematives and multiplied by 1000 . 
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Table 7.5: Absolute response frequency in the simulated data 
Item Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 
1 39(1000) 252( 000) 47( 882) 1612(1000) 22(1000) 
2 1530( 507) 94( 000) 27(1000) 31(1000) 283(1000) 
3 208(1000) 24(1000) 99(1000) 1466( 000) 184(1000) 
4 15( 291) 213(1000) 218( 982) 48( 554) 1482( 000) 
5 112(1000) lOl(lOO0) 1530( 000) 129( 422) 109( 835) 
6 1796( 000) 14( 000) 29( 998) 29( 910) lOl(1000) 
7 20( 002) 23( 001) 1658( 925) 44(1000) 179( 177) 
8 108( 000) 71(1000) 1742( 949) lO(1000) 17( 001) 
9 20( 974) 56(1000) 7( 000) 1785( 000) 80(1000) 
10 65(1000) 18( 997) 68(1000) 38( 711) 1765( 000) 
11 198( 000) 6( 000) 23( 018) 1355(1000) 260(1000) 
12 297(1000) 197( 000) 1288( 876) 20( 751) 11( 001) 
13 1350( 000) 23( 000) 188(1000) 8( 000) 189(1000) 
14 286(1000) 9( 000) 10( 208) 1286( 067) 3( 591) 
Absolute frrqumciai in a iimulatd -pie h m  the MAP estimate of a. 
The pvsluai appears in pamthesis multiplied by 1000. 
The hqucmies in boldfsce comapmd to the dternatin. nith the -e erpaation. 
The simulated data look similar to the real ones in that every item has a single dominating 
alternative. However, important discrepancies are apparent comparing both set of frequencies. 
The model has not enough fiexibility to incorporate al1 the variations in the data. It should 
be taken into account that this is a severely constrained model that uses only 8 parameters to 
predict al1 the responses. The alternatives of the same item with the same structure vector have 
the same predicted probability. In the real data these responses show very different frequencies, 
suggesting additional processes not included in the model. 
The frequencies in boldface in the tables 7.4 and 7.5 correspond to the alternatives with 
the same structure and expectation in every item. The table 7.4 shows important discrepancies 
between their frequencies, as compared to the expectations in table 7.5. 
The alternatives 2, 3 and 5 of the item 14 exhibit the largest discrepancies. The stmcture 
vector of these alternatives is (O, 0, 0, O). Correspondingly, they have a low predicted probabil- 
ity. Contrary, in the real data the alternative 2 has a high frequency. The result can be due to  
a partid processing of the item. The pattern of figures in the alternative 2 can be interpreted 
as the result of a partially correct execution of the item instructions. Then, is a likely response 
option in case that the subject does not respond by simple guessing. Contrary, The alterna- 
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tives 3 and 5 present severa1 figures completely misplaced. Any subject who performs a partial 
processing of the item should immediately discard these alternativa. 
The conclusion is that the test includes important causes of difficulty that have not been 
incorporated into the model, that constitutes an excessively grossly description of the response 
process. However in some cases the pattern of misfit results informative about the sources of 
difficulty that should be taken into consideration. 
The first source has already been mentioned. There are different degrees of correctness in 
the execution of some instructions. For instance, the instruction 5 consists in the interchange 
the figures of two adjacent rows. Severa1 incorrect executions appear in the items. Some of 
them are the following: completely ignore the instruction, interchange the figures in wrong rows 
or interchange the figures adding an unnecessary rotation. These incorrect executions may have 
a differentiai impact in the attractiveness of the alternative, that is not taken into consideration 
when the instmctions are scored following a dichotomous d e .  
One possible way to model these partial executions is to decompose the instruction in sub 
instructions. Then, the instruction 5 may be decomposed in other two: the interchange of the 
figures and keep them in the original orientations. Similarly, al1 the instructions but the 1 and 
2 can be decomposed in simpler ones. 
The item 4 is iiiustrative about the effect of the partial executions. The operations of the 
item are (1, 5, 5) and the structure matrix is: 
The matrix indicates that the alternatives 2 and 3 have the same pattern of execution, 
and the model predicts a similar probability for both of them (about 0.1). In the real data 
the proportion of the alternative 2 is 0.004, and the one corresponding to 3 is 0.092. The 
last instruction is incorrectly executed in both alternatives. However, a more detailed analysis 
of the item reveals that in the alternative 2 the ultimate instruction is ignored at all, and no 
change in the figures appears. In the alternative 3 the interchange is executed, but it introduces 
an unnecessary rotation. This makes the alternative 3 more likely than the 2, although the 
structure vector is the same. 
A second source of difficulty that has been ignored in the present model is the effect of the 
100 Anaiysis of the DA5 test 
order of the figures in the altemative. In some incorrect altematives the figures appears in 
arbitrary rows and it is extremely unlikely that a subject produces such a vector by a partly 
correct execution of the instmctions. This makes the attractiveness and the frequency of that 
altematives very low. For instance, the altematives 3 and 4 of the item 2 have the same 
stmcture vector and their predicted probability is 0.014. The observed proportions are 0.002 
and 0.005. The differences may be due to the position of some figures that are wmpletely 
misplaced from their correct positions. Then the only cause to select these altematives seems 
to be the random guessing. 
The third source is the physical features of the figures. The model assumes that the difficulty 
of the instmctions is the same independently on the figures that they affect to. However in 
some cases the appearance of the figure may have an impact on the difficulty. For instance, 
due to the geometry of the figures the rotation operation may be easily appreciated in some 
figures and hardly in others. This effect depends also on the acwmpanying figures in the item, 
and may cause differences in the diíñculty of the instructions 1 and 2 over different items. 
The last identified source is the existence of interactions among groups of two or more 
instructions. This appears to be the case of the item 13, whose instructions are (2, 5, 5, 5). 
The alternatives 3 and 5 have the observed proportions of 0.011 and 0.073, and the model 
prediction is 0.107. These alternatives have the structure vectors (1, 1, 1, O )  and (1, 1, 0, 1). 
In each alternative there is only one incorrect execution, that correspond to the instmction 5. 
Other sources of difficulty could not be identified. The observed responses may be due to an 
effect of interaction among the three instructions of type 5. It seems that there is not a reason 
for executing correctly two of them and ignore the other. 
Although the model does not predicts weli the total proportions, it explains better the 
association between the items. With 14 items it is possible to compare 91 pairs of items. Using 
the model 1, the residuals of 21 out of these 91 pairs take a value in the real data that is non 
typical from the model expectations (with an extremepvalue). However, with the componential 
model the number of pairs with non typical residuals reduces to 7. The unexpected associations 
affect to items with a similar content. The sequence of instmctions (4, 5) appears frequently 
in those items. There are also associations between different sequences obtained from the same 
components, such as (3 ,4) and (4, 3). Some subjects may have difficulties in different items 
with the execution of different types of sequences formed with these instmctions. 
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In summary, the componential model has been insufficient in the explanation of the total 
response proportions proportions, although it performs better than model 1 with respect to the 
join frequencues of items pairs. More important is that the pattern of misfit permits to obtain 
tentative hypothesis about the processing of the items. This model includes only the main 
effect of the instructions. It seems clear that a wmplete description of the item solving process 
should take into account d e c t s  both at a more detailed and general levels. The fomer may be 
the decomposition and swring of some operations in smaller steps, as a way of modeling the 
partially wrrect execution. Among the latter, the existence of multiple solution strategies, and 
the interactions between groups of two or more instructions. 
The model assumes an exhaustive processing of the instructions. However, in some items 
it is not necessary to apply al1 the instructions to reach the correct alternative. Moreover, 
an partial execution may lead to incorrect alternatives and may be on the basis of part of the 
model discrepancies. An example of this self terrninating strategy is the execution of the easiest 
instructions of the items and ignore the diíñcult ones, which produces the error commented in 
relation to the instruction pair (4, 5). 
The following section describes the result of an extended model that incorporates the inter- 
actions among groups of two or more instructions. 
7.5 Higher order models 
The results described before indicate that the interactions among severa1 instructions may have 
an important effect on the difficulty of the alternatives. The wmbination of two instructions 
may have a different effect than predicted by the instructions done. This is an expected result 
given that, by deñnition, the instructions afiects each other in their execution. However, it is 
important to determine if an interaction model significantly improves the fit of the componential 
modeI. 
The notion of vertual item, virtual operation in this context, will be used to incorporate 
the interaction effect (Fischer and Formann, 1982). The virtual operations are added to the 
model together with the principal ones. The first order interaction operations are defined by 
the execution of pairs of instructions. The response to a first order operation is determined as 
the product of the responses to the two components that constitutes it. Then, the first order 
operation is executed correctly only if the two components that define it are correct. 
.- . +! ., , . ,r.\4 
- 
. , .  
. 
,.,%4.z 
. . t , . .~  DE 
OG~A 
102 Analysis of the DA5 test 
The interactions are modeled as any other component, which constitutes a double interaction 
(Hoskens and de Boeck, 1995). First, the diíñculty of the alternatives may be different than 
predicted by the main effects done. Second, the effect of the interactions depends on the ability 
leve1 of the subjects. 
The figure 7.5 shows the DAG of the items 1 and 2 with first order interactions. It can be 
seen that the model includes four new interaction components, that determine the predicted 
responses together with the main ones. 
Figure 7.5: Directed acyclic graph of the items 1 and 2. First order interaction model. 
Three different models were estimated, including the first, second and third order inter- 
actions, that are defined by 2,  3 and 4 instructions. Only the interactions among adjacent 
components are considered. The interactions among non adjacent instructions are ignored be- 
cause by definition every instruction can only &ect directly to the adjacent ones. For example, 
the item 4 includes the operations (1, 5 ,  2 ) .  Then the model with instructions and first order 
interactions includes the components (1, 5, 2, 15, 52) .  The structure matrix of this item has 
two additional rows, that are obtained multiplying the elements of adjacent rows in the original 
matrix. For instance the element t4i is the product tlltzl, the element t52 is t22t32, and so forth. 
The structure matrix is: 
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The interactions of second and higher order are defined by the same process. The increase 
in the order of the model implies that it contain more parameters, and moreover that there are 
fewer items dected by each parameter. The main effects model contains only 7 operations, 
each one is executed from 3 to 7 different items. The first order model contains 26 operations 
and difficulty parameters: the main effects plus the interactions. The interactions appear from 
1 to 4 different items. The second order model includes 48 parameters, and the four order one 
58. Each of the the third and four operations applies only to a single item, except two operation 
of third order that apply to two different items. The operations of third and four order are 
executed each one in only one item, except two operations of third order that are executed in 
two different items. 
The increase in the order of the interactions implies that there each operation is executed 
in a smaller number of items. This makes difficult to separate the dieculty of the operations 
from other sources of difficulty specific to each item. 
The three interaction models were estimated and evaluated using the inferential techniques 
discussed so far. The comparison of these models between them and with the main effects one 
was performed using the Bayes Information Criterion (BIC; Schwartz, 1987). The objective 
of the BIC is the comparison and selection of models on the basis both of their data fit and 
parsimony (Kass and Raftery, 1995; Myung and Pitt, 1995). It is applicable even in cases of 
non nested model, as in the present analysis. 
Let f,(Y 1 i) the marginal probability of the observed data for the model m and evaluatea 
at the MAP estimate i. If n, is the dimension of i the BIC of model m is computed as: 
The BIC is computed for each model and small values are desirable. A difference of 10 in 
the BIC of two models is considered as indicative of strong evidence in favor of the model with 
smaller BIC (Kass and Raftery, 1995). 
The values of BIC are the following for the main effects, first, second and third order models: 
32563.09, 29962.70, 29443.69 and 29501.09. 
The result favors the model with second order interactions that comprises groups of three 
instructions. However, the meaning of those interactions is doubtful because most of them 
apply only to one item, which impedes the interpretation as the difficulty of an independent 
104 
--- - - 
Analysis of the DA5 test 
operation. It seems that the best interpretation of the second order rnodel is based on the main 
d e c t s  and first order interactions between pairs of wmponents. The higher iterations are best 
wnsidered as item dependent departures from the effects of those components. 
The results of the BIC show a clear improvement of as the model bewmes more wmplex. 
However it is difficult to appreciate this improvement looking at the result of the evaluation 
statistics. The residuals and the associated pvaiues are extreme and sorne alternatives are 
wnsistently misestimated for al1 levels of O. 
The results of model evaluation will not be described here for brevity and because they 
are similar to those obtained in the estimation of the main effects model. In fact when two 
alternatives have the same structure vector in the main effects model they have also the same 
structure in the higher order models. Then, the interactions do not help to solve the problem 
of the altematives with the same structure, that was commented in the analysis of the main 
effects model. 
The results show again that there are important sources of difficulty that call for a much 
finer definition of the operations. These extensions seem necessary in order to obtain a precise 
aescription of the data. Among tihese, the partial execution of the instructions and the different 
response strategies seem the most appealing ones. 
7.6 Conclusions of the empirical study 
The objective of this chapter is to uncover the dificulty factors underlying the DA5. A rationale 
about the response process was assumed to address this objective, that motivated the set up 
of two psychometric models based on the level of detail about that process. 
The model 1 incorporates weaker assumptions. It only assumes that the subject responds 
to the items rejecting the incorrect alternatives. The model includes a P parameter for each 
incorrect alternative that indicates its difficulty, or the ability level required to reject it with 
a certain probability. The model assumes no relation between B and the item content. The 
anaiysis of the estimates suggests an important factor of difficulty: the item seems to measure, 
at least in part, the capacity of the working memory of the subject. The operations involved in 
the items do not have a clear effect on difficulty by themselves, but the number of instructions 
seems to be the relevant factor. 
Moreover, the results suggest that the execution of the items is partly wrrect although 
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the subject ñnally selects an incorrect alternative. This result is important because it implies 
that a dichotomous scoring rule of the responses looses part of the information contained in 
the response vector about the ability of the subject. This result may be derived also from the 
theoretical propertjes of the model, in particular the lack of a sufficient statistic for 8.  The data 
analysis added the information that the number of correct features in the distractor increases 
the O leve1 at which it is rejected. These conclusions may be tempered by the smail percentage 
of the difficulty variance explained by the predictors. 
The model found empirical support, although there are some discrepancies. In particular, it 
was found that the inclusion of specific errors in the incorrect alternatives tends to increase their 
attractiveness for low ability subjects over the model expectations. The second discrepancy are 
the statistical associations between some pairs of items, which are due in part to errors in the 
execution in the same set of instructions in different items. 
The componential model is based on a more detailed description about tbe response process. 
It assumes that the subject executes al1 the instructions when solving the item, and includes a 
constant difficulty for aU the instructions along the test. 
The componential model found little em~irical support, which suggest the existence of 
alternative response strategies. At least two hypothetical strategies appear plausible: the self 
teminating strategy consists in terminating the processing of the alternative once that an error 
is found, and reject it immediatel~. The economic strategy consists in execute the instructions 
in order of increasing difficulty instead of their order in the item. It may lead to incorrect 
responses because the order of execution is relevant since some instructions afFect the adjacent 
rows. 
The model includes a dichotomous categorization of the output of the components as right 
or wrong. A more detailed analysis may be profitable. The output of the operations might be 
Chapter 8 
Conclussions 
This ehapter develops sorne conclussions regarding the psychometric model and 
introduces several suhjects that would constitute important lmes of further 
research. 
The basic asumption is that the increase in ability increases the probability of 
rejection of the inconect elements of the items. The inwrrect elements can 
be related to the incorrect alternativa themselves or to the different content 
elements that compoae these alternatives. 
A caveat is in order with respect to practica1 applications. The model does not 
belong to the exponential family of distrihutiona and the statistical inference 
should he careful Large samp[es, no smder  than 500, are xequued for 
estimation. The estimation and testing is facilitated in a Bayesian framework 
by the inclusion of appropriate prior distributions and the poaibility of 
simulate the posterior predictive distribution of arbitrary model evaluation 
statistics. 
The contribution of this dissertation is the introduction of a psychometric model for the 
analysis of multiple choice items, that is based on psychological considerations about the item 
solving process. These consideration are hypothetical and their exahaustive investigation de- 
serves further research. A more direct comprobation would require to decompose the item in 
1 subtasks in order to make explicit the responses to the different altematives and their integra- 
tion in the response to the complete item. The latent response models (Maris, 1995) would be 
l 
instrumental in the decomposition of the item in subprocesses. 
The model assumes that the subject responds to an item detecting and rejecting incorrect 
elements. These incorrect elements may he identified with the incorrect alternatives themselves 
or with content features that compose the aiternatives. The model assigns a parameter to each 
incorrect element that indicate the ability leve1 required to detect and reject it with a certain 
probability. These parameters may be related to the incorrect alternatives or to the different 
features of the item content. 
The item can be view as a collection of correct and incorrect elements that compose the 
aitematives. Then, the probability of accepting an inwrrect altemative is formaiized as the 
product of the probabiity of accepting al1 of its elements. The basic asumption of this extended 
model is that only the inwrrect elements provides information about the ability of the examine. 
The reason is that, in the multiple choice items, the correct elements may appear in the response 
by pure guessing. Only the incorrect elements are indicative that some psychological operations 
has not b e n  wrrectly executed. 
The model assumes a monotonic relation between the probability that the response exhibits 
an error and the ability 0.  The logistic function is selected to formaiize that relation for 
reasons of mathematical wnvenience. More flexible models may be investigated including non 
monotonic relations, which can be more appropriate for some types of multiple choice items. 
For instance, the items with a heavy load of verbal reasoning may require a more flexible model. 
The functionai approach may be taken as a starting point in these extensions (Ramsay, 1997). 
The model has proven useful to investigate the sources of difficulty of the DA5 test. Two 
important conclusions are that the difficulty depends in part on the working memory capacity 
and that the processing may be partially correct even in case that the response is incorrect. 
The second result calls for a polytomous model for the scoring of the test, that incorporates 
information about 0 from the incorrect alternatives. 
A restricted model was estimated. It includes a parameter for each operation in the res- 
olution of the DA5, and assumes that the difficulty of each operations is constant along the 
test. This extended model did found little empírica1 support due to the exesive rigidness in the 
probabilistic structure. The analysis suggested the existence of alternative response strategies 
that primary consists in a partial execution of the operations. 
The simulation studies indicate that the model is highly data demanding. The sample 
size should be higher than 500 in order to apply the model with a difficulty parameter for 
each incorrect alternative. The largest sample, with 2000 simulees, did not containe enough 
statistical information to estimate the most general model, that include a set of parameters 
controliing the lower asymptote of the response probabilities and two parameters for each 
inwrrect alternative. 
The inferential work presents difficulties derives of the non pertenence of the model to the 
exponential family (Barndofi-Nielsen, 1978; Andenen, 1980). The parameters can not be s e p  
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arated nor conditioned out of the model. This harnpers the application of inferential results 
derived for exponential family models, such as the uniqueness of the estimates, the wnditiond 
method of estimation or the existence of evaluation statistics with a known asymptotic dis- 
tribution (Fisher, 1981; Glas, 1989). On the other hand, the lack of a sufficient statistic has 
the consequence that the model uses the full information in the response vector to score the 
individuals. 
The Bayesian framework has proven convenient to perform the statistical inference. The 
likelihood function is not wncave in al1 its domain, which difficulties the search of the maximum 
even in case that it is unique. The inclusion of prior distributions facilitates the estimation and 
eliminates the existence of infinite estimates, that may appear in psychometric models when 
al1 or none of the subjects in the calibration sample select an alternative. 
The test of the model foilows the Bayesian approach, in particular by means of the Posterior 
Predictive Cheks. The techique permits the approximation to the posterior distribution of 
1 arbitrary evaluation statistics. The definition of these statistics depends on the nature of the 
l purposes of the model application, and is another subject that would require additional research. 
The relations to other psychometric models should be clarified. In particular, some con- 
nections with the 3 parameter logistic model (Birnbaum, 1968) and the model by Thissen and 
l Steinberg (1984) are sketched in chapter 3. Other relevant models have been proposed by García 
Pérez and Frary (1991) and Hutchinson (1997), that are based on the signal detection theory 
l 
1 On a more theoretical level, the comparison may explore the conditions of equivalente between 
the law of comparative judgement (Thurstone, 1977) and the choice rule (Yellott, 1977). 
Finally, a model for pardlel scoring of open responses is presented in chapter 3. Some weli 
known models such as the partial credit model (Masters, 1982) and the steps model (Verhelst, 
Glas and de Vries, 1997) are presented as particular cases, whereas the nominal response model 
(Bock, 1972) is a generalization. The model was not considered further because it is not well 
l suited for the analysis of multiple choice items. 
l 
Resumen (Summary in Spanish) 
Esta tesis trata sobre el análisis estadístico de datos procedentes de ítems de opción múltiple. 
En concreto, se propone un modelo para el análisis de dichos ítems. Este modelo se basa 
en consideraciones hipotéticas acerca del proceso de respuesta y permite una determinada 
interpretación de los parámetros. 
Los ítems de opción múltiple se componen de un enunciado y varias alternativas de respuesta, 
1 de las cuales solo una se considera correcta. La tarea del sujeto consiste en escoger una única 
alternativa de respuesta, la que crea que es la correcta. 
Como ejemplo de test con ítems de opción múltiple se utiliza el DAS. Este es un test de 
contenido abstracto que mide la capacidad de análisis lógico del sujeto. Para responder a los 
ítems este debe realizar manipulaciones mentales de figuras geométricas, fundamentalmente 
rotaciones y cambios de orden de una lista de figuras. 
El objetivo teórico es utilizar la información contenida en las respuestas incorrectas para 
obtener la puntuación de los sujetos en el test. Además, se pretende obtener información acerca 
de la dificultad de cada una de las alternativas incorrectas del item. Dicha dificultad se define 
como el nivel de habilidad del sujeto requerido para detectar que la alternativa es incorrecta. 
En la tesis se presentan varios modelos. El mas sencillo es el siguiente. Supongamos que un 
ítem tiene A alternativas de respuesta, sin perdida de generalidad la opción A es la correcta. 
Los parámetros del modelo son el nivel de capacidad 9 del sujeto y la dificultad de cada una 
de las alternativas incorrectas: p., a = 1,. . . , A  - 1. El vector de parámetros del ítem se indica 
por E. 
Supongamos que Y = 1,. . . , A  es una variable aleatoria que indica la respuesta del sujeto. 
Además se d e h e n  las siguientes funciones para cada una de las alternativas r del ítem i: 
I si r es incorrecta 
P*(i ,  r, 9, E )  = 
si r es correcta 
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La función P(i, r, 0,  E )  es monótona decreciente en 8 y se relaciona con la probabilidad del 
sujeto de escoger la alternativa r. El modelo propuesto toma la forma: 
El modelo tiene las siguientes propiedades. La función Pi(Y = r 1 0,  e) tiende al valor 1/A 
para todo r cuando 0 tiende a su extremo inferior. La probabilidad de escoger la alternativa 
correcta es monótona creciente en 19 y tiende a 1 cuando 0 tiende a su extremo superior. 
Una propiedad estadística del modelo es que no pertenece a la familia exponencial. No exis- 
ten estadísticos suficientes para sus parámetros. Por tanto, en la estimación de I9 se utiliza toda 
la información del vector de respuestas del sujeto, incluyendo respuestas correctas e incorrectas. 
La estimación de parámetros se realiza en dos pasos. En primer lugar se estiman los 
parámetros de las ítems siguiendo un enfoque bayesiano. En concreto, se describe la obtención 
del estimador moda1 a posteriori mediante la utilización del algoritmo EM para maximizar la 
densidad posterior de los parámetros. A continuación se estiman los parámetros de los sujetos 
condicionados en e1 valor puntual de los parámetros de los ítems. 
La evaluación del modelo se realiza mediante la técnica bayesiana conocida como Com 
probaciones Predictivas Posteriores. En primer lugar se definen varios estadisticos sensibles a 
diferentes violaciones del modelo. La técnica proporciona la distribución predictiva posterior 
de dichos estadísticos, es decir, la distribución que cabe esperar a partir de los datos observados 
y suponiendo que el modelo ajusta. Finalmente, se compara el valor de los estadisticos en los 
datos reales con dicha distribución. Esta técnica presenta varias ventajas: 1) la distribución 
de los estadisticos no se obtiene de forma asintótica sino que se simula condicionada en las 
condiciones concretas de aplicación del modelo. 2) Es posible definir estadísticos de evaluación 
específicamente orientados a la detección de las violaciones mas relevantes. 
Se presenta un estudio de simulación para aproximar las propiedades de los estimadores de 
distintas versiones del modelo. La conclusión es que el modelo demanda grandes matrices de 
datos para poder ser estimado con precisión. En su versión mas sencilla, con un solo parámetro 
de dificultad por cada alternativa incorrecta, es necesario utilizar muestras de 500 o mas sujetos 
para obtener estimadores precisos. 
Como ejemplo de aplicación se analiza una muestra de respuestas al test DA5 y se estudia 
la relación de los estimadores con distintas variables que describen el contenido del ítem. Los 
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resultados sugieren que la dificultad de los ítems depende de la carga en memoria de trabajo 
que inducen en el sujeto. Además se concluye que la resolución del ítem puede ser parcialmente 
correcta aun en el caso de que se escoja una alternativa incorrecta. Esto implica que una regla 
de puntuación dicotómica pierde parte de la información contenida en el vector de respuestas. 
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burn in period, 88 
candidate, 27, 71 
choice rule, 7, 35, 39 
wvariance matrix, 64 
cuadrature, 21 
DA5, 1, 2, 87, 94 
DAG, 95, 102 
data 
missing, 23 
observed, 23 
distribution 
Bernoulli, 15 
beta, 57 
jumping, 26 
normal, 56, 78 
of candidates, 27, 71, 88 
posterior, 21, 25, 28 
posterior predictive, 28 
prior, 20 
scaled inverse chi square, 57 
standard normal, 56, 57, 92 
elementary syrnmetric function, 18 
estimation 
Bayesian, 13 
CML, 17, 18, 55 
conditional, 13 
JMLE, 17 
marginal, 13 
MML, 17, 18, 19, 55, 56 
estimation equation, 61 
estimator 
EAP, 20 
MAP, 20, 77, 78 
exponential family, 13, 14, 17, 61, 108 
guessing, 5 
incomplete data, 23 
information matrix, 64, 88 
inverse probability function, 44 
item 
multiple choice, 1, 48, 108 
open response, 48 
law of comparative judgement, 109 
lemma 
lower iimit of the model, 40 
upper iimit of the model, 40 
log odds, 44 
Markov chain, 26, 88, 89 
MCMC, 14,25, 71, 88 
model 
1 parameter logistic, 20 
3 parameter logistic, 6, 14, 45 
componential, 94, 97 
dichotomous logistic, 6 
Generalized Partial Credit, 9 
graded response model, 9 
interaction, 101 
latent response, 107 
LLTM, 3 
NRM, 6, 52 
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Partial Credit, 9, 14 
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Outline of the presentation 
(1) A theory of data for multiple choice items (MCls) 
(1.1 ) Motivation: MCIs and the DA5 test 
(1.2) Psychometric models: 
(1.2.1) Unrestricted 
(1.2.2) Restricted 
(2) Statistical inference 
(2.1 ) Bayesian framework 
(2.2) Model estimation and evaluation 
(3) Applications 
(3.1 ) Simulation: properties of the estimators 
(3.2) DA5 test: sources of difficulty 
Notation 
- 
y~i Response of subject S to itern i 
A Alternatives per item 
Y Matrix of observed responses 
yeW Predicted responses 
T(v) Test statistics 
8 Ability parameter (subject) 
a Scale parameter (alternative) 
f l  Difíiculty parameter (alternative) 
S Asyrnptote parameter (alternative) 
E Vector of item pararneters 
P fi 1 8, E)  Probability function of Ysi 
f (E) Prior distribution of E 
f (E 1 Y) Posterior distribution of E 
f (yew 1 Posterior predictive distribution of yew 
Psvchometric model 1 
Multiple choice items. Test DA5 
O bjective 
Determine the sources of difíiculty 
.1 
Develop a psychometric model 
Requirement 
Probability function of Y=l , ..., A 
Psychometric model 2 
Assumption 
Alternatives: 
Let r be an incorrect alternative 
Let o be the correct alternative 
Odds: 
P*(i, r, 8, E) monotonically decreases in (1, 0) 
for 8 in (loo,oo) 
Psychometric model 3 
Formalization of the odds 
1 if a is incorrect 
1 + exp(aa(0, - P a  1) 
P*(i,a,0,~) = 
if a is correct 
Unrestricted model 
Parameters 
Ability parameter (subject) 
Scale parameter (alternative) 
Difftculty parameter (alternative) 
Asymptote parameter (alternative) 

Psvchometric model 5 
Componential (restricted) model 
Decomposes the item into more elementary 
components 
V A A A V  R R R N R  
Structure matrix 
Assumption: Subject 
elements 
detects inwrrect 
Probability of failure in the detection of an 
element 
Psvchometric model 6 
Odds 
Probability function of 
Structure matrix of the unrestricted model 
Statistical inference 7 
Not a member of the exponential family of 
distributions 
No sufficient statistics 
Uniqueness of the estimates 
Solutions at the boundary of the parametric 
space 
Test of the model 
Statistical inference 8 
Bavesian inference 
Parameters: 
- ltem parameters: E = (a, p, 4 
- Prior distribution: 
Data: 
- Observed data: Y 
- Missing data: 8 
- Joint distribution of Y and 6? 
Statistical inference 9 
Estimation: Modal a Posteriori 
Objective: estirnate E 
Sarnpling distribution of Y: 
Posterior distribution: 
f(& I Y )  = f(Y I &)f(&) 
Maximization by an EM algorithm: 
E(l0g f(Y, e,&) I y, E* )  
Statistical inference 10 
Model evaluation: Posterior Predictive 
Checks 
Comparison of observed Y with predicted data 
ynew 
Posterior predictive distribution: 
new f(Y I Y ) = [ ~ ( Y " ~ I E ) ~ ( E I Y ) ~ E  
Test statistics, summary of the data: 
T (v : residuals = obs. - exp. frequencies 
Algorithm: 
l. Simulate f(s 1 Y): MCMC by Metropolis 
Hastings: E', 2, ..., 8 
2. Simulate from f(VeW 1 E): Y,"ew,..,, YKne 
new 3.Compute T(Yk ), T(Y) and p-values 
Application 11 
Exam ple 
Objective: difficulty sources of the DA5 test 
50 MCls, 5 alternatives each one 
1 984 subjects 
Procedure: 
1. Simulation: properties of the estimates 
2. Estimate and evaluate models 
3. Relate difficulty estimates to item content 
1. Simulation 
Models: 
1 .  ( P )  
2 . (a,  B )  
3.(BF6) 
4. (a,  p, 6 )  
Conditions: 500, 1000, 2000 subjects 
Procedure: simulate 100 samples and estimate 
Results with 2000 subjects: 
Conclusion: below 2000 subjects -> Model 1 
2. Models 
Model 1 : 
- Weak assumptions: equal P*(i, r, 8, E) 
- Applied to 30 items (14 to 43) 
- 120 difficulty parameters (p) 
Componential model: 
- Strong assumptions: 
1. Exhaustive processing 
2. Constant difficulty 
- Applied to 14 items 
-7 Difficulty parameters (p) 
Estimation: Maximize posterior (EM algorithm) 
Evaluation: Posterior Predictive Checks 
Application 14 
Model evaluation. Example for item 1 
Unconditional residuals: 
observed minus expected frequencies 
Model 1 : Satisfactory 
200 - 
100. 
m 
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1 
-200 -100 o 100 200 
Real Data 
Componential model: lnsufíicient 
600 
400 
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5 
4 
3 
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-600 -400 -200 o m 0  400 600 
Real Data 
Application 15 
3. Analvsis of item content 
Content variables 
-1nstructions in the itern: X, ..., Xs 
-Figures of the alternative: X6, ..., x9 
Linear regression 
Estimation: Weighted Least Squares 
Results 
- Adjusted R* = 0.278 
- Predictors: Reordering and correct figures 
Conclusions 
-Working rnernory load 
-Partially correct execution 
Conclusions 
Full information analysis of the response vector 
(except for the omissions) 
Parameters refer to incorrect elements 
Highly data demanding model 
Bayesian framework: estimation and evaluation 
Routine applications, computational cost 
Future research: omissions 
