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Abstract—Anomaly detection in a wireless sensor network
(WSN) is an important aspect of data analysis in order to
identify data items that significantly differ from normal data.
A characteristic of the data generated by a WSN is that the
data distribution may alter over the lifetime of the network
due to the changing nature of the phenomenon being observed.
Anomaly detection techniques must be able to adapt to a non-
stationary data distribution in order to perform optimally. In
this survey, we provide a comprehensive overview of approaches
to anomaly detection in a WSN and their operation in a non-
stationary environment.
Index Terms—Wireless sensor networks, anomaly detection,
outlier detection, non-stationary, concept drift, distributed com-
puting
I. INTRODUCTION
LARGE scale monitoring applications such as smart cityrealisations [1], environmental monitoring [2], [3], indus-
trial monitoring [4], internal building monitoring [5], [6] and
surveillance [7], [8] provide valuable information for intelli-
gent decision making and smart living. However, collecting
data from such applications can pose a significant challenge
due to the size and location of the monitored area, the envi-
ronmental conditions and the deployment timescale. WSNs
provide a platform for solving this monitoring challenge,
which are low cost, easy to deploy, and require little or no
maintenance during the lifetime of the network.
A WSN is formed using interconnected nodes that auto-
matically configure themselves. There are three important
elements that characterize a WSN node, namely one or
more sensors, a processing unit and a transceiver. Sensors
in the node allow the measurement of parameters of the
physical surroundings. A microprocessor allows intelligent
computation to be performed on the node, and a wireless
radio receiver enables communication among the neighbouring
nodes. Wireless communication between neighbouring nodes
allows the automatic formation of a network without the need
for a costly wired infrastructure. The sensor nodes in a WSN
are resource constrained, including limited processing and
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storage, limited energy resource, short communication range
and low bandwidth [9].
A key function of a WSN is the analysis of data that
is generated in the form of measurements by sensor nodes.
One objective of data analysis is anomaly detection. The
aim of anomaly detection is to identify data that do not
conform to the patterns exhibited by the majority of the
data set [10]. An anomaly or outlier (these terms are used
interchangeably in this paper) is defined as “an observation
(or subset of observations) which appears to be inconsistent
with the remainder of that set of data” [11]. Algorithms that
perform anomaly detection construct a model using a set
of data measurements. The model is then used to classify
data as either normal or anomaly. Measurements collected
by sensors form a time-ordered sequence of data. During the
lifetime of data collection, the underlying phenomenon that
is being measured may alter. This will cause a change in the
distribution of the data and thus the data distribution will no
longer be a stationary data distribution but will be a non-
stationary data distribution. If a system has a stationary data
distribution then no temporal correlation exists as all data
are equally related and drawn independently and identically
distributed (i.i.d) from a stationary distribution. In this case,
the model of the data from which to identify anomalies only
needs to be constructed once. For optimal performance, the
model should be constructed after enough data are available
in order to have a good generalization error on the testing data
set. In an environment with a non-stationary data distribution,
it is necessary to construct a new model at certain intervals
in order to account for changes in the data distribution. An
assumption is made that the data are temporally correlated,
with correlation increasing as temporal distance decreases.
Therefore, in order to achieve the best generalization error, the
training set needs to be formed from data that are temporally
close to the data that will form the testing set.
Previous surveys on anomaly detection techniques have
focused on data sets where the underlying data distribution
is assumed to be stationary. These surveys have detailed the
usage of statistical or machine learning techniques that are
used to identify anomalies. Chandola et al. [10] survey the
application domains in which anomaly detection is applied,
and the statistical and machine learning techniques that are
used to detect anomalies. Anomaly detection in the specific ap-
plication domain of WSNs has been surveyed by Rajasegarar
et al. [12], [13] and Zhang et al. [14] where the focus is on
anomaly detection techniques that operate within the resource
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constraints and distributed architecture of a WSN. Anomaly
detection in WSNs from the perspective of security is surveyed
by Xie et al. [15].
This survey takes a different view of current state-of-the-art
anomaly detection techniques in WSNs. We examine anomaly
detection from the perspective of operation within a non-
stationary environment. In many application domains normal
behaviour can evolve, therefore current normal behaviour
might not be sufficiently representative of future normal
behaviour [10]. We believe that this is the first survey that
analyses the operation of anomaly detection algorithms in
a non-stationary environment. State-of-the-art algorithms are
surveyed and techniques are examined which are able to
identify changes in the data distribution and update a model
to include new information and remove old information. Our
survey aims to highlight current approaches to the problem,
point out areas which are lacking, and recommend areas for
future research.
The remainder of this paper is organized as follows. Section
II gives the fundamental characteristics of anomaly detection
in a WSN. Section III discusses non-stationary distributions
of data and its effect on anomaly detection. Section IV
presents a taxonomy for the classification of techniques and a
workflow of their operation. Section IV also presents methods
to evaluate anomaly detection techniques. Section V discusses
change detection. Section VI and VII survey the update to a
model. Section VIII provides a discussion on the shortcomings
of current research and recommends areas for future research.
Section IX concludes this paper.
II. FUNDAMENTALS OF ANOMALY DETECTION IN
WIRELESS SENSOR NETWORKS
This section presents the fundamental characteristics of
WSNs and anomaly detection in WSNs. The environment
in which a WSN is deployed is discussed. In addition, the
characteristics of data and definitions of anomalies in WSN
data are provided.
A. The Environment of the WSN
WSNs may be deployed in harsh, unattended environments
for significant periods of time where it is impossible to carry
out maintenance on the nodes after installation. Therefore it is
important that algorithms deployed on sensor nodes are self-
managing and can adapt to changing environments.
The constrained environment of a WSN impacts on anomaly
detection algorithms. Node constraints on computational
power and memory mean that algorithms for anomaly detec-
tion should have low computational complexity and occupy
little memory space. In addition, there are constrained energy
resources on the wireless sensor node and this impacts on
communication between nodes. The use of the wireless radio
receiver consumes significantly more energy than any other
component on the sensor node. Pottie and Kaiser [16] state
that the cost of transmitting 1Kb a distance of 100 metres has
the same energy cost as performing 3 million instructions on a
general-purpose processor. In general, the cost of receiving is
comparable to the cost of transmitting. Thus there is a require-
ment to minimize the number and length of transmissions in
order to conserve energy.
B. Correlation of Data
In order to ensure satisfactory coverage of a monitored
area, a spatially dense deployment is required [17], [18]. This
deployment leads to multiple nodes sensing the same event.
This causes data on the nodes to have the same underlying
data distribution and thus spatial correlation exists.
In addition to spatial correlation, temporal correlation of
data can occur. Temporal correlation arises when there exists
a predictable relationship between sequential data points.
Data measurements on an individual node can be temporally
correlated due to the nature of the phenomenon that is being
observed; for example, temperature measurements may exhibit
a predictable rising and falling pattern each day.
Finally, spatial-temporal correlation of data can occur in
WSNs where data collected on different nodes and at different
times exhibit a predictable relationship. In a densely deployed
WSN there will be correlation of data if a set of nodes within
spatial proximity are measuring the same phenomenon.
The spatial, temporal and spatial-temporal correlation of
data can be exploited to identify an anomaly and determine
its cause. Anomalies caused by errors occur independently,
whereas anomalies caused by events exhibit spatial and/or
temporal correlation. Vuran et al. [19] study these correlations
in order to utilize them to reduce energy consumption in a
WSN. The spatial correlation of data can lead to a distributed
learning structure where information describing the data one
node is experiencing can be communicated to other nodes
for them to incorporate into their models of data. The spatial
correlation of data ensures that experiences of one node might
be similar to that of other nodes and hence it is useful
for nodes to share identified characteristics of the data. The
temporal correlation of data can require that more recent data
are used to construct models to classify current data as the
correlation between data measurements can decrease as a
function of time.
C. Distributed Learning in a WSN
In WSNs, data are gathered at nodes which are dispersed in
a physical environment but connected through the medium of
a wireless interface and a routing protocol. Individual sensor
nodes measure local environmental conditions, and therefore
data are dispersed across the network. The aim of anomaly
detection is to identify the outliers in the data sets on the
individual nodes. If the assumption is made that there is
spatial correlation of data then information exchanged between
nodes may increase the accuracy in the detection of anomalies.
Learning in a distributed environment can be divided into three
distinct categories; local, distributed and central.
In the local learning approach, the model of the local data
is learned and only anomalies based on this local model can
be detected. This method avoids costly transmission of data
measurements or model data between nodes and thus can be
a more energy efficient anomaly detection method. However,
each node obtains an independent classifier and the spatial
correlation of data is not used. Events learned about in another
part of the network can not be recognized by the node unless
the node has also encountered them.
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The centralized approach communicates all data to a gate-
way node. A model is constructed using all the data, and
anomalies are identified in the entire data set. This has the
advantage that the gateway node can be more powerful and can
therefore use more computationally complex anomaly detec-
tion algorithms on the data. However, the communication cost
in transmitting a local node’s data measurements to a central
node can be prohibitive. In addition, there are scalability issues
as the ratio of nodes to gateways increases. Finally, there has
been an increase in the timeframe for detection for online
algorithms due to the delay introduced by the transmission of
data to a central node.
Distributed learning attempts to limit the transmissions
between nodes while building a model constructed from
information from a number of nodes within the network.
Nodes run local instances of an anomaly detection algorithm
in order to infer patterns from data measurements arriving at
the node from the sensors. Nodes then exchange information
about local models in order to build a global model that en-
compasses data from other nodes in the network. Summarized
information, which can take the form of model parameters
and/or anomalies, is transmitted as opposed to data. Therefore
there is a reduction in transmissions. However, an event on a
node can still influence model construction on another node.
Often there is a trade-off between local anomaly detection
and communication with other nodes in the network. The
more communication that occurs, the more the performance
of the algorithm tends to that of a centralized model with
improved global detection accuracy. The distributed model
can vary in its aim. Some algorithms aim to infer from data
in a neighbourhood of sensors and others aim to construct
a local model that tends towards the model that would have
been constructed by a centralized approach. Algorithms can
distribute information in a number of ways. There can be a
simple exchange of the mean value of a data set or more
resource intensive operations such as broadcasting anomalies
in order to determine how other models classify them. This
can lead to vast differences in the amount of transmissions
that occur, typically the most expensive energy operation for
a sensor node.
D. Anomaly Detection in WSNs
It is possible to view anomaly detection from two different
aspects which drives the manner in which anomalies are
identified. The first aspect is data fault detection which seeks
to identify data points that have been generated in error. The
second aspect is novelty detection which seeks to identify
data instances that are indicative of a (possibly rare) event
of interest that needs to be analyzed further. Thus anomaly
detection can be aimed at identifying data faults, identifying
novel instances, or at identifying both and distinguishing
between the two.
Data faults are measurements that are inconsistent with the
nature of the phenomenon being observed [22]. Identifying
this type of error is important as they can cause data to be
added to the data set that does not correspond to the underlying
distribution. Anomalies influence the quality of the data that
are provided to anomaly detection algorithms. Data that in-
cludes anomalies can introduce skew or additional complexity
into the model. This causes difficulty in constructing a model
for the data. In addition, in a distributed environment where
data instances are transmitted between nodes, removing data
faults can save energy that otherwise would have been wasted
in their transmission.
Sharma et al. [22] studied sensor faults in WSNs and
showed that there was a large variation in the number of
faults occurring in real-world WSN implementations. Faults
ranged from less than 0.01% to 15–35%. Spatial and temporal
correlation among the faults was discovered in only one
implementation and this was due to the batteries in spatially
correlated nodes dying at approximately the same time.
Novel behaviour in a system is also a source of anomalies.
This can be seen as an event that is rare or not in the
normal range of activity and has not been incorporated into
the distribution of the data set. Yoon et al. [23] used anomalies
in data from a system monitoring pipelines in an oilfield to
identify novel behaviour such as pipe blockage and leakage.
Further actions may be taken on data instances identified as
novel.
Anomalies can occur due to different causes. The phenom-
ena that is being monitored may have an unusual element
that causes the data generated to significantly differ from
normal behaviour. In addition, a security threat can cause
anomalies to be generated. Intrusion detection is a technique
which monitors the behaviour of a system. The aim is to
differentiate normal from anomalous behaviour in order to
identify security threats such as a denial of service attack or
a node compromise [24]–[27].
Anomalies with different causes may have different charac-
teristics. However, it is useful to categorize anomalies based
on various properties. Properties include how much it differs
from normal data instances, the number of occurrences, and
the location of anomalies within the WSN. Rajasegarar et
al. [12], [20] emphasize the distributed nature of a WSN and
define anomalies based on their correlation with data on other
sensor nodes.
• First Order Anomalies: Partial data measurements are
anomalous at a sensor node
• Second Order Anomalies: All data measurements at a
sensor node are anomalous
• Third Order Anomalies: Data from a set of sensor nodes
are anomalous
Fig. 1a displays first, second and third order anomalies. We
consider 3 nodes in a larger sensor network. It is assumed that
the measurements at nodes 1, 2 and 3 should be in the region
of 0.6, 0.4 and 0.2 respectively. This occurs in the first 20 time
periods. Sensor node 1 displays a first order anomaly from
time period 20 to 30 when there are a number of anomalous
readings, whereas the other two sensor nodes display normal
data. From time period 65 to 100, the data measurements
from sensor node 1 are anomalous. These are second order
anomalies where all data at the node is anomalous. From
time period 80 to 100 sensor nodes 1, 2 and 3 all have third
order anomalies, where the data from this set of nodes are
all classified as anomalies compared to the normal data from
other sensor nodes in the WSN.
Zhang et al. [21] classify anomalies based on the cause of
the anomaly on a local node.
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Fig. 1. Different Definitions of Anomalies in WSN data sets.
• Type 1: Incidental absolute errors: A short-term ex-
tremely high anomalous measurement
• Type 2: Clustered absolute errors: A continuous sequence
of type 1 errors
• Type 3: Random errors: Short-term observations not lying
within the normal threshold of observations
• Type 4: Long term errors: A continuous sequence of type
3 errors
Fig. 1b displays the anomalies defined by Zhang et al..
At time period 20 a type 1 anomaly occurs as this data
instance differs significantly from the normal data, but lies
within the observation range. From time period 40 to 45
an extended burst of type 1 anomalies occurs. These are
termed type 2 anomalies. At time period 60, a measurement
occurs that significantly differs from the normal data and is
outside the observation range. This is termed a type 3 anomaly.
Finally, from time period 80 to 85 an extended burst of type
3 anomalies occurs. These are termed type 4 anomalies.
In the area of security in WSNs three anomaly types,
namely point, contextual or collective anomalies [10], are used
to compare techniques [15].
• Point anomaly: An individual data instance that is con-
sidered anomalous with respect to the data set.
• Contextual anomaly: A data instance that is considered
an anomaly in the current context. In a different context
the same data instance might be considered normal.
• Collective anomalies: A collection of related anomalies.
Fig. 1c displays the anomalies defined by Chandola et
al. [10]. A point anomaly occurs at time period 24 where
the data instance is anomalous with respect to the entire
data set. At time period 43 a contextual anomaly occurs
which is anomalous at this time, but would not be considered
anomalous had it occurred at time t1, t2, t3 or t4. Finally, col-
lective anomalies occur in the time period 54 – 71. Collective
anomalies are a set of data instances that exhibit a pattern,
however, they are anomalous with regard to the entire data
set.
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The three definitions of anomalies in WSNs provide an
insight into the characteristics of anomalies that can occur
in data sets. However, these definitions are not comprehensive
for all anomalies that may occur in WSNs.
III. NON-STATIONARY DATA DISTRIBUTION
In this section the terms stationary and non-stationary are
defined. Assumptions made in machine learning and pattern
recognition techniques are examined and the effect that a
non-stationary data distribution has on these assumptions is
discussed. In addition, the effect that a non-stationary data
distribution has on anomaly detection in WSNs is explored.
The section concludes with examples of non-stationary data
sets from real-world WSN deployments.
A. Machine Learning and Non-Stationary Data Sets
A fundamental assumption of standard machine learning
and pattern recognition theories is that the data used in a train-
ing set are drawn from a stationary data distribution, and the
testing set will also be drawn from the same distribution [28].
Thus it is assumed that Ptrain(x) = Ptest(x) [29]. This is
often unrealistic in real-world environments [28]. A change in
the data distribution can cause a model trained with data from
a previous distribution to become suboptimal for the current
distribution. Application domains such as network monitoring,
economic and financial data analysis generate data that are
changing in its distribution as time progresses [30]. Changes
can occur for several reasons, including changes in the funda-
mental natural process which generates the observation.
Anomaly detection in data sets has been widely examined in
the machine learning community. The main focus of attention
in WSNs has been on stationary data sets where the data
distribution is assumed to be constant over time. Algorithms
either ignore non-stationary distributions or assume that a
periodic retraining will account for change, for example [20],
[31]–[33]. Due to the assumption that a training data set and a
testing data set are drawn from a stationary data distribution, if
the data distribution alters between the drawing of the training
and testing data set, the model will not be correct for the
testing data set. This will lead to a degradation in performance
of the anomaly detector. O’Reilly et al. [34] studied a data set
in which the anomaly rate varied and showed that if the model
does not adapt to the varying rate, performance degrades.
Two approaches to the problem of anomaly detection in
a non-stationary environment can be defined. One method is
to monitor the data distribution, if a change is detected the
model is retrained. Another approach is to make an assumption
that the training and test inputs have different probability
distributions, but that the conditional distribution of the output
values given the input values is not altered. This is known
as covariate shift adaptation [35]. In this survey we focus
on the former technique, the identification of change in the
data distribution and effective and efficient adaptation to the
change.
B. Stationary and Non-Stationary Processes
Alterations in the underlying phenomenon that is being ob-
served can cause changes to the data that are being generated
by the sensor nodes in a WSN. Kelly et al. [36] identified
three ways in which a non-stationary distribution may exhibit
change through the use of Bayes Theorem.
Bayes Theorem and the posterior probability states that for
a data instance x and class ω
P (ω|x) = P (x|ω)P (ω)
P (x)
(1)
Firstly, the class priors, P (ω), may change overtime. Sec-
ondly, the distributions of the classes might change, where
P (x|ω) alters over time. Finally, the posterior distributions of
the class may change, P (ω|x) [36].
Not all changes will cause the classifier to be incorrect for
the current data distribution. If the class priors, P (ω), and the
likelihood of observing a data point within a particular class,
P (x|ω), alters, the posterior distribution of class membership,
P (ω|x) might not change. This is termed virtual drift [37].
Other changes will alter the performance of the classifier
that was trained using a data set from a different distribution.
Concept drift [38] is defined as changes in the posterior distri-
bution of the class (concept) membership as time progresses
where Pt+1(w|x) = Pt(w|x) [39]. Furthermore, concept drift
is defined as a gradual change to the target variable, and
concept shift is defined as a more abrupt change to the target
variable [38], [40], [41].
It has been proposed that it is not necessary to differentiate
between changes to the concept and changes to the data distri-
bution, as both alterations require a model to be updated [41].
Therefore, we examine methods by which an adaptation can
be made by an anomaly detector, regardless of the nature of
the change to the data. We use the more general term non-
stationary (distribution) rather than referring to specific types
of change to the concept or data distribution. It is necessary
that effective anomaly detection algorithms are able to adapt to
non-stationary data distributions in order to construct accurate
models which minimize the error on unseen data [42]–[44].
C. Anomaly Detection in a Non-Stationary Environment
Previously, the nature of data in a non-stationary environ-
ment was discussed. Attention is now turned to the application
domain of anomaly detection and the effect of a non-stationary
distribution.
Anomaly detection differs from supervised two-class clas-
sification problems. Anomaly detection uses one-class classi-
fication where one concept class, rather than two, is defined.
The purpose is to classify a data vector as either belonging
to the class, a normal data vector, or not belonging to the
class, an anomaly data vector. If we define the concept as
the target variable that the algorithm is trying to model, then
anomaly detection aims to model the concept in order to
identify data that does not belong to it. Therefore, for the
normal class N and the anomaly class A, P (ω) = P (N)
and P (A) = 1 − P (N). The posterior probability of the
normal class membership is P (N |x), which defines the class
boundary for the normal data.
A non-stationary distribution can affect anomaly detection
in two ways:
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Fig. 2. The effect of a non-stationary distribution on the class boundary. Changing the data distribution will result in changes to the boundary location and
shape.
• Change in the distribution of the normal class which
affects the class boundary of the normal data – an
alteration in P (N |x)
• Change in the ratio of anomalies to normal data – an
alteration to the prior P (A) (and consequently P (N))
1) Effect on the Normal Class Boundary: In a WSN the
data set is formed of sensor measurements of a phenomenon.
Changes in the phenomenon will cause changes in the data
distribution which will result in a shift in the boundary of the
normal class.
Defining this mathematically, the training and testing set
will consist of a time-ordered sequence of data vectors
X = {xi : i = 1, 2, 3, ..., n} each of which is p variate
data vector xi = (xi1, xi2, xi3, ..., xip), i = 1, ..., n. The
probability that a data vector belongs to the normal class is
stated as P (N |x) = P (x|N)P (N)/P (x). If the distribution
is non-stationary, there will be an alteration in the posterior
distribution of the normal class Pt+1(N |x) = Pt(N |x).
Fig. 2 shows the effect of a changing data distribution on
the class boundary. If we consider the initial data distribution
to be that of Fig. 2(a), the class boundary of the normal
data is centred at the origin. In Fig. 2(b) we observe that
the mean of the distribution for attribute 1 has shifted from 0
to 1 performing a transformation of the class boundary along
the x-axis. Another example of a change that can occur is
in Fig. 2(c) where there has been a change in the standard
deviation of the distribution of attribute 2 causing a vertical
expansion of the class boundary.
An alteration in the class boundary of the normal data can
cause problems for anomaly detection algorithms. A model
built using a training set generated from a previous distribution
may no longer be optimal for the current distribution causing
it to misclassify normal data as anomalies and vice versa.
2) Effect on the Anomaly Rate: If the data distribution is
non-stationary, the rate that anomalies occur in the data set
can be affected. Some algorithms use the anomaly rate as a
threshold in order to determine the class boundary for the
normal data.
The class prior probabilities are defined as P (ω). In the
application domain of anomaly detection, there is only one
class, this is the class of normal data. Therefore the class prior
P (N) also determines the anomaly rate as P (A) = 1−P (N).
A change in P (N) will cause a change in the anomaly rate
P (A). This is an important consideration in anomaly detection
as certain algorithms make an assumption that the anomaly
rate is known and is specified as a parameter during model
construction. If the anomaly rate varies, anomalies can be
misclassified as normal data and vice versa.
3) Effect on the Anomaly Class Boundary: In anomaly
detection, the class boundary of the anomalous data is not
usually taken into consideration. The one-class classification
approach assumes that anomalies are under sampled and it
is not possible to extract information about the anomaly data
distribution from the available anomalous data instances [45].
Therefore, no attempt is made to model the anomaly class.
Due to this, changes in the class boundary of the anomalies,
P (A|x), will not affect classification performance.
D. Examples of Non-stationary Data in Real-World Data Sets
We have shown that if data are non-stationary in nature, a
change in the data distribution will occur. In this section we
provide details of several real-world data sets that are non-
stationary.
One example of such a data set is the Grand-St-Bernard
(GSB) data set. The data was gathered from a set of 23 sensors
deployed in the Grand-St-Bernard pass between Switzerland
and Italy in 2007 [46]. Two sensor measurements, wind data
in the form of speed in ms−1 and the angle of the wind
direction in degrees, are shown to exhibit a non-stationary
data distribution. There is an abrupt change, a concept shift,
over the measured period causing a change in the normal data
class boundary. An examination of the wind measurements
for node 4, Fig. 3(a), shows that the data distribution over
the first 34 days is stationary and occupies two well-defined
areas. However, from day 35 there is a sustained increase in
the wind speed occurring in the same direction as previously.
Examining the two sensor data streams separately, Fig. 3(b)
and 3(c), the wind speed is in the range 1 and 2 ms−1
for the first 120,000 samples, which is until day 34. From
sample 120,000, there is an increase in the wind speed over
the remaining 4000 samples, with the wind speed increasing
to a maximum of 10 ms−1. The wind direction follows a
similar pattern over the entire period. Other nodes from the
deployment in GSB show similar characteristics for wind data.
Another data set that shows non-stationarity is the Intel
Berkeley Research Laboratory (IBRL) data set. This is used
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Fig. 3. A real-world non-stationary data set. Wind speed and wind direction data from node 4 of the GSB data set.
by Zhang et al. [47] with an adaptive anomaly detector where
updates to the model are required in order to account for
changes in the data distribution. The IBRL data set is also
used by Moshtaghi et al. [48] in the study of updates to an
iterative elliptical boundary tracking algorithm.
Non-stationary data sets taken from sensor data include a
signalled road intersection [49] where sensors provided data
on traffic volume and which are used to predict the volume of
traffic in the next hour. In addition, sensor measurements from
weather data have been used to study incremental learning
in non-stationary environments. Elwell et al. [39] studied in-
cremental learning in a non-stationary environment on sensor
data from a weather station at the Offutt Air Base in Bellevue,
Nebraska [50].
IV. ANALYZING ANOMALY DETECTION TECHNIQUES
DESIGNED FOR NON-STATIONARY ENVIRONMENTS
In this section a taxonomy is presented in order to classify
anomaly detection techniques that are surveyed in Sections V,
VI and VII. In addition, a work flow is presented that details
how the different components operate together in order to
provide anomaly detection in a non-stationary environment.
Finally, the issue of performance evaluation is addressed.
Methods of measuring the performance and complexity of an
anomaly detector are detailed.
A. Taxonomy for Anomaly Detection in a Non-Stationary
Environment
Previous work on taxonomies for anomaly detection tech-
niques have focused on the statistical or machine learning
technique that is used to identify anomalies in data sets. Chan-
dola et al. [10] categorize the methods into the main machine
learning categories such as classification-based and nearest
neighbour-based approaches. This taxonomy is continued in
the work of Rajasegarar et al. [12], [13], Zhang et al. [14]
and Xie et al. [15] whose surveys focus on anomaly detection
in WSNs.
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Fig. 4. Taxonomy of anomaly detection techniques in a non-stationary environment.
As illustrated in Fig. 4, the taxonomy categorizes methods
that anomaly detection techniques can use in order to adapt to
a non-stationary distribution. There are two steps that need
to be performed; the first is change detection where the
aim is to identify changes in the data distribution in order
to determine when a model update is required. The change
detection techniques can be categorized as either constant
update or detect and retrain [51].
The second step is model update, where the model is recon-
structed in order to adapt to changes in the data distribution.
Two techniques are part of this process, model selection and
model construction. Model selection is the process by which
a model is chosen for a specific training set that is by some
measure optimal. The techniques can be classified as fixed
parameters and optimized parameters. Model construction
describes how a model is constructed using a training set
that differs from the previous model. This can be further
divided into two categories batch and incremental. Batch is
categorized as either fixed sliding window or weighted sliding
window.
State-of-the-art approaches to anomaly detection will im-
plement change detection, model update – model selection
and model update – model construction. Our survey is struc-
tured in this manner. Techniques within these categories are
mutually exclusive, however, the categories themselves are
not. We select anomaly detection methods that highlight how
a particular technique is being performed, and note it may
perform other techniques in other categories. Table I in Section
VIII summarizes the algorithms and the techniques that they
implement.
B. Workflow for Anomaly Detection in a Non-Stationary En-
vironment
The constituent modules that form a system that is able to
perform anomaly detection in a non-stationary environment
are now studied. Fig. 5 provides a visual representation of the
process.
1) Change Detection: Sensors will measure a phenomenon
that is generating data with a non-stationary distribution.
Multiple sensors on a node will form Xt, an n dimensional
data vector at time t, where n is the number of sensors on a
node.
If constant update is performed, no monitoring is performed
on the data distribution. A model update will be scheduled at
regular intervals.
If detect and retrain is performed, the data will be monitored
in order to determine whether there has been a change in
the data distribution. When the change detection algorithm
determines that a significant change has occurred in the data
distribution, an update to the model will occur.
2) Training Set Formation: The training set for the model
is formed from the data vectors {X1, X2, X3, ...}. If a sliding
window is used, it will frame the data vectors that are to be
used for model construction. For the next model, the sliding
window will shift n data vectors allowing the n oldest data
vectors to be removed from the window, while n new data
vectors will be added to the window.
3) Model Selection: Next the parameters are determined for
the training set. If the parameters are fixed they will have been
determined previously at deployment and only one model can
be constructed for the current training set. If the parameters
are to be optimized, the algorithm will determine the optimal
parameters for the current training set.
4) Model Construction: Model construction occurs next.
The parameters determined previously are used in the con-
struction of the model. If a batch update occurs, the previous
model is discarded and the model for the new training data is
constructed. For an incremental update, the previous model,
model(t−1) and the n new data vectors are used to construct
a new model, model(t).
5) Anomaly Detection: The new model, model(t), is
used as the anomaly detector for data. The data vectors
Xt+1, Xt+2, Xt+3, ... generated from the process form the
testing data set and are labelled as either normal or anomaly.
An assumption is made that the testing data set is drawn from
the same data distribution as the training data set.
C. Evaluation of Anomaly Detection Techniques
In order to evaluate anomaly detection techniques, several
metrics are defined. An anomaly detection algorithm will
classify a data vector formed of sensor measurements as either
normal or anomaly. Comparing the assigned labels to the
ground-truth labels, a false positive is defined as a normal
data vector incorrectly labelled as an anomaly, a true positive
is defined as an anomaly correctly identified. From this, two
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Fig. 5. Workflow detailing the different aspects of anomaly detection in a non-stationary environment in a WSN.
rates in the form of ratios can be defined. The false positive
rate (FPR) is computed as the ratio of false positives to normal
measurements and the true positive rate (TPR), also known as
the detection rate, is the ratio of true positives to anomalous
measurements.
There is a trade-off between the TPR and the FPR where
adjusting a parameter, such as a threshold, to increase the TPR
will result in an increase to the FPR. To examine this trade-
off, a receiver operating characteristic (ROC) curve is used. A
ROC curve, Fig. 6, is generated by varying a parameter, such
as the anomaly rate threshold. The resulting FPR and TPR
form the ROC curve. Perfect performance is achieved when
there is a TPR of 1 and an FPR of 0. Performance equivalent
to the random assignment of the normal and anomaly labels to
the data is achieved when the TPR equals the FPR. The larger
the area under the ROC curve, the better the performance of
the anomaly detection algorithm.
In addition to examining the trade-off between the FPR
and TPR, it is also necessary to compare the sensitivity of
an anomaly detection technique to parameter selection. The
area under ROC curve (AUC) [52] is used as a measurement
of the performance of the scheme and is computed for a
given ROC by calculating the area under the ROC curve.
An AUC value of 1 indicates that the scheme has achieved
100% accuracy and an AUC value of less than 0.5 indicates
that the performance is worse than the random assignment of
the labels. By varying a parameter in the anomaly detection
scheme, a plot of parameter versus AUC value provides a
method to analyze sensitivity to parameter selection.
D. Complexity Analysis
Due to the resource constraints of a WSN it is necessary to
examine the complexity of anomaly detection algorithms in or-
der to determine computational, memory and communication
complexity. A common technique used for an evaluation of
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Fig. 6. ROC Curve: An illustration of the ROC space and the performance
of an anomaly detector.
this is big O notation. The aim is to determine the upper bound
of the complexity of the algorithm. In the application domain
of WSNs, it is usually used to examine how the complexity
alters as the number (and possibly dimension) of the data
vectors used in model construction increases.
V. CHANGE DETECTION
Due to scarce energy resources in a WSN it is important to
balance the trade-off between accuracy and energy use. Issues
such as a computationally expensive classifier update can be
managed more effectively by determining when they should
occur. For an anomaly detection algorithm to operate in a non-
stationary environment, determining when change is occurring
is important to avoid unnecessary updates.
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Change detection can be categorized into two approaches. In
one approach an assumption is made that the data distribution
is non-stationary, avoiding the complexity of attempting to
detect it, with updates being performed at regular intervals.
In the second approach the data distribution is monitored to
detect change, with an update to a model occurring when it
is detected. These two approaches are termed constant update
and detect and retrain [51].
A. Constant Update
One method of handling change detection is to presume that
the data are generated from a non-stationary distribution and
therefore to reconstruct the model at regular intervals. This
simplifies matters in that no detection technique is required.
However, if the timescale of the reconstruction is smaller than
the timescale of the change in the non-stationary distribution,
unnecessary updates are performed to the model. This could
be costly in terms of computation. Conversely, if the timescale
for model reconstruction is greater than the change in the data
distribution, a decrease in the ability of the model to detect
anomalies can occur.
Techniques for anomaly detection in WSNs often use a
sliding window in order to frame data to be used as a training
set. The most common manner in which it is determined
when an update should occur is using constant update where
periodically a fixed sized window advances to include an addi-
tional number of new data instances, while the corresponding
number of data instances are removed from the window.
An algorithm that uses constant update in order to adapt to
a non-stationary distribution is detailed by Zhang et al. [47].
The anomaly detector used in the scheme is the one-class
quarter-sphere support vector machine (QSSVM) [53], a re-
duced computationally complex form of the one-class SVM
(OC-SVM) [45]. The classifier performs anomaly detection
by centering the data in feature space and enclosing normal
data with a hypersphere. Fixing the hypersphere at the origin
reduces the complexity so that the solution of a linear pro-
gramme, rather than a quadratic, is required. The solution of
the linear programme is O(n3) [54] where n is the number
of data vectors in the training set. Test data vectors lying
within the QSSVM are classified as normal, whereas those
lying outside are labelled as anomalies. The use of kernel
methods allows the classifier to derive non-linear boundaries.
The algorithm proposed by Zhang et al. [47] uses a sliding
window approach to enable its use with non-stationary data
sets. The algorithm adapts to non-stationary data by the use
of two schemes involving a constant update. The first scheme
uses a fixed size sliding window which progresses with each
data measurement, adding the new data vector and removing
the oldest data vector from the sliding window. The second
scheme operates in the same manner as the first, but only
updates the window every n new measurements. .
The algorithm is updated [55] using the centred hyperellip-
soidal support vector machine (CESVM) [31]. The CESVM
uses the Mahalanobis distance which takes into account
attribute correlation whereas the QSSVM ignores attribute
correlation [55]. The CESVM is resource intensive and is
adapted to the resource constraints of a WSN by transforming
data to a symmetric distribution in input space using the Box-
Cox method [56]. The symmetric distribution is scale-invariant
so data vectors are centred by subtracting the median. This
operation reduces memory and computational complexity in
order for it to be suitable for implementation in a WSN.
Both schemes [47], [55] aim to exploit the spatial corre-
lation of data in order to detect anomalies in a WSN. For
the QSSVM, the radius of the centred hypersphere provides
a compact statistic to communicate information about the
data a node is encountering. This is broadcast to spatially
neighbouring nodes, and each node calculates a median radius.
The two radii, local and neighbour median, are used to classify
data vectors. The use of the median radius from local nodes
aims to determine if a data vector would also be considered an
anomaly within the context of the data in the neighbourhood.
In addition, by examining the data vectors of other spatially
located nodes the anomaly is classified as an event if other
nodes are experiencing anomalies.
For the second scheme [55], the aim is to detect anomalies
local to the node (local anomaly), or global to a cluster of
nodes (global anomaly). Each node computes the CESVM,
then communicates metrics describing the model; the effective
radius, median and covariance matrix. From these parameters a
global CESVM is formed on each node with which to identify
global anomalies.
Evaluation on synthetic and GSB data sets shows that the
CESVM performs better than the QSSVM on multivariate
data with correlated attributes. However, the CESVM has
higher computational and communication complexity than the
QSSVM.
B. Detect and Retrain
A technique that aims to determine when an update to a
model is required aims to detect and retrain. The goal is to
identify a time when the data distribution has changed signif-
icantly enough to justify an update of the model. Updating a
model only when required can save energy resources which
is particularly important in a WSN.
Returning to the QSSVM and CESVM of Zhang et al. [47],
[55], in addition to the constant update, a change detection
scheme is outlined. The notion that identifying a period
of increased anomalies signals a change point is used. We
previously outlined two schemes which involve a constant
update. The third scheme aims to detect and retrain in order
to reduce the computational complexity of the algorithm. The
scheme proposes reconstructing the model when new data
significantly changes the model. Data vectors falling on the
boundary, a border support vector (BSV), and anomalies are
shown to have a significant impact on the model as they
cause the constraints in the problem formulation to no longer
be met. When a BSV or an anomaly is encountered, the
training set is updated by adding in the new measurements
since the last update, and removing the equivalent number
of oldest measurements. Retraining occurs with the updated
training set. As BSVs and anomalies are less common than
normal data [45], this will reduce the number of model updates
required. Evaluation of the technique on the IBRL [5] and
GSB data sets indicate that there is a significant reduction in
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the number of model updates compared to constant update
methods with no reduction in performance.
The incremental hyperellipse algorithm proposed by Mosh-
taghi et al. [48], [57] makes use of change detection in order
to identify changes in the data distribution in a non-stationary
environment. The algorithm is an incremental update to the
hyperellipsoid of Rajasegarar et al. [20]. Change detection
occurs by monitoring the number of anomalies detected by
the hyperellipse and signalling a change when the number of
consecutive anomalies exceeds a threshold. Thus, identifying
a change in the probability of an anomaly occurring, identifies
a change in the data distribution. Evaluations showed that
on synthetic data, the algorithm was able to detect change
points. It is benchmarked against a model using recursive least
squares (RLS) and applying a CUSUM on its residual. The
incremental hyperellipse was shown to detect more change
points in a non-stationary distribution in a real-world data set.
To allow the hyperellipse to adapt to changes in the data
distribution without the use of sliding windows, an incremental
update is detailed where new data measurements can be
incorporated into the model without model reconstruction or
access to the training set that originally constructed the model.
An iterative update to the mean and covariance matrix allows
data to be added to the model. In order to remove data
measurements, a forgetting factor 0 < λ < 1 is introduced.
This gives a weight of λj to the measurement that was
generated j samples previously.
A significant advantage of hyperellipses is their computa-
tional simplicity compared to other boundary techniques such
as OC-SVMs. However, they are linear in nature and thus do
not perform as well on non-linear data sets as kernel methods
such as those derived from the OC-SVM.
VI. MODEL UPDATE – MODEL SELECTION
Model selection aims to select a model from a set of (pos-
sibly infinite) candidate models that will perform optimally
on unseen testing data. The parameters available to form a
model from a training set vary between each technique, but
can include;
• Regularization Parameter – OC-SVM
• Kernel Parameter – Kernel methods
• Subspace Dimension – Principal Component Analysis
• Anomaly Rate – Threshold techniques
There are two approaches to selecting the optimal model.
In the first approach the optimal parameters for a model
are estimated based on the characteristics of the training set.
These are then used to construct the model. In the second
approach, multiple models are constructed using different
parameters, and the optimal model is chosen to be used as the
anomaly detector. Different model parameters can be optimal
for different data distributions. Therefore it is important that if
there is a change in the data distribution, the model parameters
are reoptimized to reflect this.
A. Fixed Parameters
One method of performing model selection is to fix the
model parameters during deployment so that only one model
is capable of being constructed from a training set. Parameters
can be determined via heuristics or using specific knowledge
of the domain the anomaly detection technique will be im-
plemented in. Fixed parameters simplify model selection as
the additional computation required for model selection is
dispensed with.
Ensemble classifiers use multiple models in order to im-
prove the predictive performance of an algorithm, and have
gained attention in recent years. Curiac et al. [58] use an
ensemble classifier in order to perform anomaly detection
in a WSN. Five binary classifiers are used in the ensemble
based system; average based, autoregressive linear predictor,
neural network, neural network autoregressive and Adaptive
Neuro-Fuzzy Inference System. The classifiers independently
categorize the state of a sensor as “reliable” or “unreliable”
with the final decision being determined by weighted majority
voting. If required, the ensemble is used to provide an estimate
of the correct measurement of a sensor affected by an anomaly.
Parameters are tuned in a training and testing phase before
deployment, once the system is deployed the parameters are
fixed. A detailed methodology in performing the training and
testing phase is provided in order to ensure that the correct
parameters are determined for a specific deployment. The
methodology includes details on training the ensemble com-
ponents as efficiency can only be ensured if there is diversity
among the components of the ensemble [59]. To estimate the
diversity of the classifiers, pairwise metrics between classifiers
are used, with the mean of the metrics being used to determine
the diversity of the classifier. Using the Q statistic, an overall
measure of diversity is found for the ensemble, with the
requirement that the value be close to 0 to ensure classifier
diversity. If this condition is not met, the ensemble does not
pass the testing phase and must be retrained.
Evaluation of the system occurred by training and testing
the system as outlined previously in order to determine the
parameters. The data sets used were either synthetic or ob-
tained from the WSN that the system would be deployed in.
Results show that the system is able to detect nodes which are
producing errors, and is able to estimate the correct value. A
drawback of the system is that it operates on univariate data.
Parameters can have a large impact on the generalization
error of a classifier. The parameters that require setting depend
on the anomaly detection technique that is being used. An
example of an anomaly detection technique that uses fixed
parameters is that of Rajasegarar et al. [31]. QSSVM [53]
and CESVM are used to form a non-linear boundary in
order to detect anomalies in multivariate data sets where the
relationship between the attributes is not linear.
A regularization parameter, ν, is required. This parameter
determines the number of data vectors that will lie outside the
hypersphere or hyperellipsoid. Varying this parameter controls
the trade-off between false positives and true positives. Using
a ROC, it is possible to identify the value of ν that is
optimal in terms of balancing the trade-off, however, this
value must be set before deployment and requires ground truth
labels. In addition to the regularization parameter, mapping the
data into a higher dimensional space using a kernel function
requires a parameter to be determined. For example, the radial
basis function (RBF) kernel requires the width parameter
σ. Evaluations of the QSSVM and CESVM show that the
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CESVM has less sensitivity to parameter selection than the
QSSVM. However, depending on the parameters chosen, there
can be a large difference in the performance of the anomaly
detection technique.
Distributed anomaly detection takes the form of the detec-
tion of global anomalies in a hierarchical topology using the
QSSVM. After a sensor node has calculated the radius of the
QSSVM, it is communicated to its parent node. The parent
node combines the radii from its children with its own radii,
and from this a global radius is calculated. Four strategies
for calculating the global radius are proposed: mean, median,
maximum, or minimum. The global radius is communicated
to child nodes where it is used to classify data as normal or
global anomaly.
Evaluation on the Great Duck Island (GDI) data set shows
that the QSSVM [53] and CESVM have good accuracy in
detecting anomalies in WSNs. However, two drawbacks to
the schemes exist; computational complexity and requirement
for parameter selection.
A statistical approach to anomaly detection is proposed by
Zhang et al. [60]. Models are constructed for the detection of
temporally and spatially correlated outliers in time-series data.
The technique operates in an online and distributed manner.
An auto-regressive moving average (ARMA) model is used to
create a stationary time series and this is then used to predict
future values, with actual measurements which lie outside the
confidence interval being detected as outliers. A simplified
version of the ARMA model was used. A reduction to AR(p)
means that the current observation is correlated to the previous
p observations. The value of p was kept to a minimum to
reduce computational complexity. The AR model on a local
node was used to predict the next measurement.
The effect on performance of several fixed parameters is
examined. The parameter p specifies the number of previous
measurements used to predict the next measurements. It was
shown that increasing p increased accuracy, however, this led
to increased computational complexity of model construction.
Another parameter examined was the confidence interval. The
confidence interval represents a trade-off between the TPR
and FPR. The use of a high confidence interval led to a high
TPR and a high FPR. The use of a low confidence interval
resulting in a low TPR and a low FPR. It was identified that
more outliers were included in the confidence interval if the
confidence level was high and these were identified as normal.
From these evaluations optimal parameters were chosen.
A significant advantage of the technique is the low com-
putational complexity. However, the algorithm operates on
univariate data streams, therefore the correlation between
attributes of sensor readings is not taken into account.
B. Optimized Parameters
Model selection involves selecting a model from a set of
models that has a performance that can be considered optimal
by some measure on a set of unseen testing data. Parameter
variation provides the means to produce the set of models and
parameter optimization selects the parameters that provide the
optimal model.
A solution to the problem of determining the regularization
parameter for the QSSVM is proposed by O’Reilly et al. [34].
The regularization parameter, ν, is shown to have a significant
effect on the boundary of the OC-SVM and thus a significant
effect on the performance of the anomaly detector. It is shown
that the error rate of the classifier can be minimized by choos-
ing an appropriate value for ν. Ratsch et al. [61] proposed
a heuristic for determining the regularization parameter for
the OC-SVM by selecting the model that separates the mean
of the normal and outlier classes with the greatest distance.
This is applied to the QSSVM where an online algorithm is
proposed using a golden section search [62] to identify and
track the optimal ν for a non-stationary data set. Evaluation of
the scheme shows that it is able to effectively optimize the ν
parameter while minimizing the number of models constructed
during the model selection phase. A drawback of the scheme
is the requirement for the construction of multiple models, the
most computationally complex operation in the technique, in
order to determine the optimal ν parameter.
Parameter estimation is performed in a Kth nearest neigh-
bour (k-NN)-based technique proposed by Xie et al. [63],
which optimizes two of four parameters required. The scheme
uses a version of k-NN that establishes continuous hypercubes
from a hyper-grid structure in feature space. Data are mapped
into the hypercubes and anomalies are defined as data vectors
residing outside the hypergrid. Two parameters are determined
prior to implementation. The parameter b, a maximal bit length
required to encode the scheme and c, a coefficient required to
shift feature space into positive coordinate space. However, the
algorithm is more sensitive to the two remaining parameters
which are optimized. The hypercube is centred at y and has
a diagonal length of the second estimated parameter, d. The
parameter d is derived using the mean integrated squared error
(MISE) and is shown to depend only on known constants.
Estimation of the appropriate value for k is learnt from the
data after the value of d has been determined. The parameter
k is equivalent to the number of nearest-neighbours, but in the
hypercube version it specifies the number of data vectors that
must exist within a hypercube of the test vector for it to be
considered normal. The value of the parameter k is derived
using the analysis of the probability of an anomaly occurring.
Analysis of the complexity of the scheme determines it to
be less than that of the QSSVM scheme [31] in terms of
computational complexity. Evaluations performed on the IBRL
data set indicate that there exists either little performance
degradation compared to the standard distance-based (and
more computationally complex) k-NN. Evaluations also show
that there were good estimations of the optimal values for
parameters k and d.
Chatzigiannakis et al. [33] introduce a principal component
analysis (PCA)-based anomaly detection scheme that operates
on multivariate data in a distributed manner. The approach
fuses correlated data from multiple nodes in order to detect
anomalies that span neighbouring sensors. Initially, the net-
work of sensor nodes is divided into clusters, with nodes
that have correlated data forming clusters. To form clusters, a
primary node queries one (or more) hop neighbours for recent
measurements. An estimation of the correlation of the data
from the cluster head and the cluster node is obtained using
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the correlation coefficient RX,Y
RX,Y =
Cov(X,Y )
SX · SY (2)
The primary node uses a predefined threshold and the correla-
tion coefficient to select nodes to join its group. The technique
has flexibility by allowing the existence of overlapping nodes
between neighbouring groups and combining the individual
decisions of the groups.
Once the grouping phase is complete, the nodes send data
observations to the primary node. The primary node then
performs analysis on the data using PCA. The principal
components (PC) of the covariance matrix are sensitive to
large differences between the variances of the data vectors,
therefore the eigenvectors of the correlation matrix are used
as the PCs. The squared prediction error (SPE) is used to
detect anomalies is the data set.
Parameter optimization is used in order to determine the
number of PCs that will model the data to the required
accuracy. The technique of cumulative percentage of total
variation [64] is often used. However, in this approach a
different technique is used that is specific to the correlation
matrix. Variables in the correlation matrix have unit variance,
if a PC of the correlation matrix has less than unit variance it
contains less information than the original variable. Therefore
only PCs with variances that exceed 1 are retained.
Evaluations were performed on a data set from a real-
world WSN deployment that measured meteorological data.
Artificial anomalies were inserted into the dataset. Results
showed that the higher the correlation of data on the nodes
in a group, the better the performance. A disadvantage of
the approach is the requirement to determine the detection
threshold (the anomaly rate in the data set). In addition, the
algorithm was shown have better performance with random
anomalies compared with correlated anomalies.
VII. MODEL UPDATE – CONSTRUCTION
Previously, techniques were detailed which determine when
an anomaly detector must reconstruct a model which is used
to classify data vectors. When it is determined that a model
update is required, the algorithm must use the determined
parameters to construct the new model. In this section the
methods by which a model is constructed are detailed. Model
construction involves the use of a new training set and can be
categorized into batch update and incremental update.
A. Batch
Batch learning occurs when the previous data set is dis-
carded and a new model is constructed using a new training
set. Batch learning methods frame a training set with a window
of data, these windows can take two forms, a fixed sliding
window and a weighted sliding window.
1) Fixed Sliding Windows: Fixed sliding windows have a
fixed parameter that determines how the window is formed,
either containing a fixed number of data instances, or data
instances from a fixed period of time. The window advances
each time step, and therefore the oldest data instances leave
the window, and new data instances are added. The system is
simple but effective in presenting a classifier with a data set
from the required period. Machine learning algorithms that
assume that data are generated from a stationary distribution
can be adapted to a non-stationary distribution by sliding
windows. When it is determined that a model update is
required, the data in the sliding window are used as the training
set.
An approach using fixed sliding windows to frame the
training set of a model is proposed by Xie et al. [65] which
operates in an online and distributed manner. A fixed number
of measurements in the sliding window allow adaptation to
changes in the data distribution. There are three phases to the
scheme; training phase, test phase and update phase. During
the training phase, nodes create histograms of univariate data
with bins being marked as normal or anomalous according
to the histogram. The training phase includes a distributed
component where cluster nodes in a WSN communicate their
two-dimensional array to a clusterhead. The global normal
profile is determined using the local histograms and this is then
communicated back to the cluster nodes. After the training
phase has been completed, the test phase determines whether a
data vector is anomalous using the local histogram, the global
histogram, or both.
The update phase makes use of a fixed sliding window.
A test data vector is added to the sliding window with
probability Pu, displacing the oldest data vector. The value
of Pu is determined by how smoothly the probability density
function (PDF) changes. The use of a probability test to
determine whether an incoming data measurement should join
the training set reduces the number of model updates that are
performed. When the fixed size sliding window has a specified
number of new training data vectors, an update to the model
is triggered in which training phase will be repeated.
The technique proposed by Beigi et al. [66], [67] identifies
anomalies in univariate data on local nodes. The aim is to
model the current data distribution in a fixed sliding window
and compare this with a baseline data distribution. The authors
observe that abrupt changes in the statistical characteristics
of the data indicate that anomalies are present. Histograms
are used to model the data distribution as they have low
complexity and can be computed quickly and updated in-
crementally as new data arrives. Two sliding windows are
used to perform anomaly detection. One is a baseline which
represents expected or historic behaviour. The second sliding
window represents current data. The distribution of the current
observed data is compared to the distribution of the baseline.
Histograms are used to approximate the underlying data distri-
butions of the two sliding windows of data with the difference
between data distributions being measured by the Kullback-
Leibler (KL) divergence metric [68]. A distance vector is
created when the two data distributions are compared and
anomalies are identified within this vector by identifying the
maxima points. Three methods are used; constant threshold,
top percentage and maximum neighbour. Constant threshold
can adapt to a varying anomaly rate, where as a technique such
as top percentage cannot. Multiple fixed-size sliding windows
are used so that a multi-scale temporal analysis is performed
on the data set.
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Detection accuracy can be maximized by minimizing the
error in generating the distribution of the data and this is
performed through parameter optimization. Three schemes
are outlined for the optimization of the parameters. The
first scheme optimizes the bin width given the bounds on
the baseline and current window size. The second scheme
determines the bounds on the baseline window given the
current window size. The final scheme determines the bounds
on the current window given the baseline window size.
The evaluation of the scheme shows the effect of the
temporal scale at which the sliding windows are set; different
anomalies are detected by analyzing a data stream at different
temporal scales.
2) Weighted Sliding Windows: An alternative to using fixed
sliding windows is to weight the data that is used for model
construction in order to give greater prominence to those items
considered to be representative of the current data distribution.
Livani et al. [69] propose an anomaly detection scheme
that uses PCA on multivariate data in a distributed manner.
Nodes form clusters of nodes which are physically close and
have data that are spatially correlated. One of the nodes in the
cluster is designated as the cluster head. PCA is performed on
the data instances on a sensor node using distributed principal
component analysis (DPCA) [70]. DPCA is able to construct
the global principal components on the cluster head following
an intermediary calculation on the sensor node data. This
reduces communication cost by reducing the amount of data
that are sent to the cluster head. Fixed width clustering is
then performed on data on the sensor nodes with the results
being communicated to the cluster head. The cluster head
then calculates the distance of each cluster from the global
principal component, ϕ(0), with the maximum distance, dmax,
of all clusters from ϕ(0) being determined. dmax is used as
a threshold, with a cluster being defined as anomalous if it
exceeds this distance.
An update to the global profile is calculated using the
current and previous time windows. In order to give more
importance to data temporally closer to the current time, a for-
getting coefficient based on Ebbinghaus’ forgetting curve [71]
acts as a weight on the data which reduces the importance of
descriptive data from older time windows.
The scheme was evaluated on the IBRL data set and it was
shown that the distributed approach achieved a TPR and FPR
similar to the centralized approach. The distributed approach
achieved a significant reduction in communication overhead.
Another technique that handles a non-stationary distribution
by weighting data vectors is that of Bettencourt et al. [72].
The aim of the technique is to detect events, infer missing
sensor measurements, and identify anomalous sensor readings
within the distributed structure of a WSN. A sensor node
estimates the statistical distributions of the difference between
its own measurements at different time periods and between
its own measurements and that of neighbouring nodes. The
estimated distributions are used to determine the likelihood
of new measurements, accepting or rejecting as appropriate.
This can be performed using parametric or non-parametric
techniques.
In the parametric estimation of the data distribution, in-
cremental updates to the mean and variance use a gain filter
of value Kt. In order to weight all observations equally a
value of 1t is required. However, it is shown that this is
not the optimal value due to correlation in the observations.
As K → 0 the distribution is not updated with the current
measurement, as K → 1 only the current measurement is used
in the prediction of the data distribution. It is shown that there
exists an intermediate value of Kt that minimizes the error
between actual and estimated measurements. Evaluation of the
algorithm shows that with non-stationary data distributions the
average measurement error can be reduced with an appropriate
value of K . However, the parameter K is determined prior to
implementation and in a non-stationary data distribution the
optimal parameter may vary over the lifetime of the WSN.
B. Incremental
A model that performs an incremental update uses the
previous model in combination with the new data vectors
in order to construct the new model. The incremental con-
struction of the model can be divided into two phases. An
incremental update involves incorporating new data vectors
into a model. An incremental downdate involves removing
data vectors from a model, the data vectors that are removed
are usually the oldest data vectors. Incremental updates and
downdates are advantageous as they reduce the computational
complexity of building a model by reusing the old model on
which computational resources have already been expended.
They are designed so that the cost of adding or removing data
vectors from a model is less than that of reconstructing the
entire model with a batch operation.
Incremental model construction often takes the form of
incorporating or removing one new data vector at a time,
we term this a step update or a step downdate. Step updates
and step downdates have an advantage in that there is no
requirement to wait a period of time for new data to be
incorporated in the model. However, updating the model as
each data vector arrives can be computationally expensive.
An additional advantage of an incremental update is that
it may facilitate the discarding of the data set. If the model
performs one-pass learning where each data vector only needs
to be accessed once, then the model contains all the data
required for classification and it is not necessary to store
previously seen data.
Subramaniam et al. [73] detail a framework which operates
with an incremental step update and in a distributed manner to
identify outliers in multivariate data. The technique requires
only a single pass over data and has limited memory require-
ments. Outliers are defined based on two metrics; distance-
based outliers and local metric-based outliers [74].
The aim is to find an accurate approximation of the data
distribution using kernel density estimators. The algorithms for
estimating the distribution are computationally efficient and
implement an incremental step update by recomputing values
as each new data vector arrives, allowing for an adaptation to
a non-stationary data distribution without delay. A hierarchical
organization of a WSN is used in a distributed learning
framework with each sensor maintaining a model for the
distribution of measurements it generates. A parent node takes
randomly sampled subsets of child node data and combines
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them to construct a global model of the distribution of the
child nodes to enable detection of global outliers. Child nodes
communicate outliers to the parent node for classification
with the global model. The algorithm uses a fixed sliding
window to adapt to non-stationary distributions, and requires
an application-specific threshold to detect outliers.
Hill et al. [75] propose a centralized anomaly detection
scheme that operates with an incremental step update on
univariate data streams that have been transmitted to a central
node. It uses a univariate autoregressive model of the data
stream to predict the next value of a sensor measurement
and a confidence interval. A measurement is considered to
be an anomaly if it lies outside the interval. An assumption
is made that the data stream is an order q Markov process
where q is the number of previous measurements used in
the model. Four data-driven methods are used to create the
model to predict the region in which the next sensor reading
should lie; Naı¨ve predictor, nearest cluster predictor, single-
layer linear network and multilayer perceptron. The model for
the specific method is chosen using cross-validation to tune
the model parameters in order to minimize the training error
on the training set without over-fitting the data.
A fixed sliding window is used to adapt to non-stationary
distributions with an incremental step update being performed
to allow the estimation of the next data instance. Model selec-
tion for the parameters of a specific method is performed using
10-fold cross-validation on a labelled training set and thus
model selection must be conducted offline. Evaluations of the
technique using the FPR and false negative rate (FNR) showed
that the multilayer perceptron had the best performance.
The KL divergence metric [68] is used by Li et al. [76] to
detect anomalies in a data set. Similar to the clustering stage of
Chatzigiannakis et al. [33], nodes form clusters based on cor-
relation of data. Sensor nodes broadcast sensed measurements
and their residual energy to h hop neighbours and the KL
divergence metric is used as a measure to determine sensors
with similar observations. A node will form a cluster with
other nodes with similar observations to form a small network.
After clusters have been formed, anomaly detection is
performed using the KL divergence metric. Nodes in a cluster
transmit their data to the cluster head, which calculates and
maintains a median value for the whole cluster. Divergence
between the median value data set and that of a cluster
node is calculated using the KL divergence metric, with
anomalies being identified as those with a metric below a
predefined threshold. The KL divergence metric is calculated
incrementally using a step update [78]. The scheme has low
computational complexity on a node, however, there is high
communication cost due to the requirement for cluster nodes
to transmit data vectors to the cluster head.
An incremental eigendecomposition is proposed by Chan et
al. [77] where it is used to detect faults in WSNs. PCA is a
dimensionality reduction technique that is commonly used to
detect faults. However, a disadvantage of the technique is the
computational complexity required in the calculation of the
eigendecomposition. A subspace tracking scheme is proposed
where the subspace model is updated recursively in order to
incorporate new data vectors into the subspace and therefore
adapt to a non-stationary data distribution. In addition, the
metrics that define the anomalies in the subspace are also
updated recursively.
A subspace of the data is spanned by a specified number
of PCs and in this subspace outliers are identified. Two
subspace tracking algorithms, PAST [79] and OPAST [80],
are used in order to incrementally update the subspace online
with lower computational complexity. The first method is a
rank-1 modification to the eigenvectors and eigenvalues of
the subspace based on the work of Abed-Meraim et al. [80]
and having complexity O(B3), where B is the dimension
of the subspace. The second method, based on the work of
Yang [79], uses a deflation technique in order to perform
an incremental update to the sequential estimation of the
eigenvectors and eigenvalues. This has significantly lower
computational complexity, but is shown to be less accurate.
Fault detection occurs using a robust version of the SPE and
T 2 score as they are less sensitive to the influence of outliers
in the data set. To enable adaptation to non-stationary data,
the thresholds are recursively updated from measurements.
Evaluation on the WSN data set Networked Aquatic Mi-
crobial Observing System (NAMOS) [81] shows that the tech-
nique offers a significant reduction in computational complex-
ity compared with batch PCA while maintaining a similar level
of accuracy to other robust subspace detection methods. The
use of robust subspace tracking where outliers are removed
from the training set reduces the adverse effect of anomalies.
A drawback of the scheme is that data cannot be removed
from the subspace.
VIII. DISCUSSION
In this section we compare current research in the area of
anomaly detection in non-stationary environments in WSNs.
In addition, we discuss the complexity they add to the op-
eration of a WSN. The shortcomings of current research are
detailed and from this we recommend areas for future research.
A. Comparison of Anomaly Detection Techniques
Table I summarizes the main characteristics of the anomaly
detection algorithms detailed in this survey. Table II compares
the computational complexity and accuracy of the techniques
surveyed. Complexity in the form of big O notation is given.
Accuracy is expressed in terms of the TPR and FPR measured
as a percentage and indicates the range of performance the
algorithm obtains on the data set indicated. The algorithms
proposed in [58], [72], [73] are excluded as they use perfor-
mance metrics other than the TPR and the FPR.
The most computationally complex algorithms are those
derived from the OC-SVM such as [31], [47], [55]. This is due
to the solution of the linear programme required in the calcu-
lation of the boundary between normal and anomaly data vec-
tors. In addition, there is no incremental update to reduce the
computation of a new model. However, these algorithms are
also the most accurate, particularly when combined with pa-
rameter optimization such as in [34]. These techniques would
be best suited to environments where fewer model updates
are required along with high accuracy. Hyperellipses, [48],
[57], provide a less computationally complex technique to
detect anomalies. These models have an incremental update
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TABLE I
CLASSIFICATION AND COMPARISON. ANOMALY DETECTION ALGORITHMS SURVEYED IN THIS PAPER, AND THE TECHNIQUES USED TO ADAPT TO A
NON-STATIONARY DATA DISTRIBUTIONS AS CATEGORIZED IN THE TAXONOMY (FIG. 4).
Data Learning Change Detection Model Selection Sliding Window Model Construction
Paper Technique Uni/ Local/Distributed Constant Update/ Fixed/ Fixed/ Batch/
Multivariate /Centralized Detect & Retrain Optimized Weighted Incremental
Zhang et al. [47], [55] Classification Multivariate Distributed Both Fixed Fixed Batch
Moshtaghi et al. [48], [57] Classification Multivariate Local Detect and Retrain Optimized Fixed Incremental
Rajasegarar et al. [31] Classification Multivariate Distributed Constant Update Fixed Fixed Batch
Curiac et al. [58] Classification Univariate Distributed Constant Update Fixed Fixed Batch
Zhang et al. [60] Statistical Univariate Distributed − Fixed Fixed Batch
Chatzigiannakis et al. [33] Spectral Multivariate Distributed Detect and Retrain Optimized Fixed Batch
Xie et al. [63] Distance Multivariate Distributed Constant Update Optimized Fixed Batch
O’Reilly et al. [34] Classification Multivariate Local Constant Update Optimized Fixed Batch
Xie et al. [65] Statistical Univariate Distributed Constant Update Fixed Fixed Batch
Beigi et al. [66], [67] Statistical Univariate Local Constant Update Optimized Fixed Batch
Livani et al. [69] Spectral Multivariate Distributed Constant Update Fixed Weighted Batch
Bettencourt et al. [72] Statistical Univariate Distributed Constant Update Fixed Weighted Batch
Subramaniam et al. [73] Distance Multivariate Distributed Constant Update Fixed Fixed Incremental
Hill et al. [75] Statistical Univariate Centralized Constant Update Fixed Fixed Incremental
Li et al. [76] Statistical Univariate Distributed Constant Update Fixed Fixed Incremental
Chan et al. [77] Spectral Multivariate Local Constant Update Fixed Fixed Incremental
and change detection and would be suited to more rapidly
evolving environments where more frequent model updates
are required. Spectral decomposition techniques, [33], [69],
[77], also provide good accuracy but have a computationally
complex eigendecomposition. However, it is possible to incre-
mentally update the eigendecomposition, reducing complexity.
These techniques operate well when there is correlation be-
tween attributes which can lead to a larger dimensionality
reduction. The statistical techniques, [60], [65]–[67], [72],
[75], [76], also have lower complexity and are able to be
updated incrementally. Some techniques also have parameter
optimization. A drawback of the schemes is their operation
on univariate data sets. Therefore they are applicable to
applications where the required information can be learned
from one attribute.
B. Change Detection
It can be seen from Table I that in most anomaly detection
techniques designed for WSNs an update to the model is
performed at regular intervals using a constant update. In
a non-stationary environment, it is necessary to update the
model to take into account the new characteristics of the data.
However, in the resource constrained environment of a WSN
it is essential to perform this energy costly task the minimum
number of times possible. Techniques that are performing
an update to a model when there is no change in the data
distribution, and consequently no change in the model, cause
wasted computational resources.
Another issue with the constant update approach is the
setting of the temporal scale at which the update occurs.
If the temporal scale of the update differs from that of
the change in the data distribution, suboptimal performance
occurs. If the timescale of change is greater than the update
interval, model updates will be performed needlessly. If the
converse occurs, and change in the data distribution occurs
more frequently, the model will be constructed from data from
multiple distributions.
There are approaches that are able to detect changes in a
non-stationary data distribution that have been surveyed, for
example [47], [48], [55], [57]. The techniques used could
be exploited by other anomaly detection algorithms in order
to match model updates to changes in the distribution. In
addition, techniques such as CUSUM [82] and KL divergence
metric [68] aim to identify when a data distribution changes.
These techniques can be computationally expensive and re-
search has been performed on reducing them to operate in
more constrained environments [83]. These can be added to
many anomaly detection algorithms so that a model update can
then be triggered allowing a more intelligent update schedule
to occur.
Change detection is particularly important if the compu-
tational complexity of model construction is high. Methods
such as the QSSVM have a model construction of O(n3), a
reduction in the number of models constructed can reduce the
computational resource use on sensor nodes. Another resource
use associated with a model update is the communication
of data related to the model to other sensor nodes. Com-
munication is the most energy resource intensive operation,
therefore using change detection to reduce the number of
communications required can have a significant impact on the
lifetime of nodes in a WSN.
C. Model Selection
Model selection can be seen as a method of adapting to a
non-stationary distribution as the optimal parameters for one
distribution may differ from that of another. However, Table
I illustrates that some current research omits model selection
instead opting for a fixed model where the parameters are
set prior to implementation. Evaluation of techniques on
data sets shows that the performance can vary significantly
depending on the value of the parameters chosen. Supervised
machine learning problems often use cross-validation in order
to optimize parameters. Unsupervised anomaly detection has
no equivalent of cross-validation due to the unlabelled nature
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TABLE II
COMPARISON OF THE COMPLEXITY AND ACCURACY OF VARIOUS ANOMALY DETECTION SCHEMES IN NON-STATIONARY ENVIRONMENTS. DEFINITIONS:
n = NUMBER OF DATA VECTORS, n1  n IN [63], d = DATA DIMENSION, q = NUMBER OF NEIGBOURS/NODES IN CLUSTER, b = NUMBER OF HISTOGRAM
BINS, p = DATA CORRELATION,B = NUMBER OF PCS, 1 REAL-WORLD WSN IN CRETE, GREECE.
Citation Scheme Cluster Node Cluster Head Memory Communication Data Set TPR % FPR %
[57] Hyperellipses O(nd2) - O(d) - Synthetic 84− 96 ≈ 3
[65] Histogram - - - - IBRL 70− 95 0− 40
[31] QSSVM O(n3 + n2) - O(nd+ n) O(1) GDI ≈ 90 ≈ 10
[47] Adaptive QSSVM O(n3 + n) - O(nd) O(d) GSB ≈ 90 ≈ 3
[55] Adaptive CESVM O(nd2) - O(nd) O(d2) Synthetic ≈ 93 ≈ 0
[69] Distributed PCA O(n2d) O(d3logq3) O(d
2) O(qd2) IBRL 87− 100 3− 6
[76] Kullback-Leibler - Init.:O(q(2n + 6b) Update:O(q) - O(n) IBRL 85− 95 2− 8
[77] Incremental PCA O(B3) - - - NAMOS 80− 100 0− 15
[63] Hyper-grid k-NN O(nlog(n)) O(n1log(n1)) O(n) O(bd+ log(n)) IBRL 75− 100 1− 9
[60] Statistical O(nd(p + q)) - O(nd) O(nd) GSB 70− 100 2− 15
[33] PCA - - - - WSN 1 85− 95 0− 30
[34] Adaptive ν QSSVM O(n3 + n2) - - - Synthetic 85− 100 0− 4
[75] Statistical - - - - Synthetic 0− 100 (FNR) 0− 11
[66], [67] Statistical O(log2b) +O(b) - - - IBRL 80− 90 10− 35
of the data. However, certain techniques surveyed have per-
formed parameter optimization without the use of labelled data
and evaluations show that this improves performance.
A drawback of parameter optimization is that it introduces
additional computational complexity on a sensor node. There
is the possibility of exploiting the spatial-temporal correlation
of data to distribute model selection amongst a set of nodes
that share the same distribution of data measurements. Certain
techniques [33], [76] include the forming of a cluster of sensor
nodes with a similar data distribution. By distributing the
computational complexity between nodes, the computational
complexity on a single node is reduced.
Due to the unattended nature of WSNs it is necessary for
sensor nodes to be able to adapt parameters if there is a change
in the data distribution. Self-optimization of an anomaly
detection technique can provide significant performance gains.
D. Model Update
Batch update to a model is the most common method to
reconstruct a model when new data arrive that needs to be
included. This is performed by the majority of the techniques
surveyed. A batch update using a fixed sliding window can be
computationally expensive as the previous model is discarded
and a new model in its entirety is constructed.
Sliding windows are a common method to frame a training
set for model construction, and to provide rudimentary adap-
tation to a non-stationary distribution. However, the size of
the sliding window represents the accuracy/adaptation trade-
off and fixed sized windows are unable to adapt this trade-off if
the temporal scale of change in the non-stationary distribution
alters. Most techniques surveyed in this paper use a fixed
sliding window.
In addition to the accuracy/adaptation trade-off, the size of
the window impacts on the anomalies that are detected. Beigi
et al. [66] studied anomaly detection at multiple temporal
resolutions and showed how different outliers, and different
events, were detected at different temporal scales. By altering
the size of the sliding window by factors of approximately two,
different outliers were detected in the different windows. This
indicates the importance of the size of the sliding window
and the impact on the type of anomaly that is detected.
Determining the size of the sliding window in an adaptive
and optimized manner can increase the performance of the
technique.
Incremental updates and downdates can provide a perfor-
mance improvement as they require less computational re-
sources in order to incorporate new data items into the model.
We can view an incremental update as reusing computation
conducted previously, in order to reduce the computational
complexity of the update to the model. However, not all
techniques are able to be reformulated to operate in an
incremental/decremental manner and the computational cost
does vary between different techniques.
An additional advantage of incremental/decremental tech-
niques is that with certain techniques the model becomes the
repository for the characteristics of the data and the data set
can be dispensed with. This is advantageous in that there is no
longer a requirement to store the data set and the algorithms
can be considered to conduct only one-pass of the data to form
the model. Both storage and memory resources are saved by
this technique.
E. Future Directions
This survey has identified the elements that are required
in order for an anomaly detection algorithm to operate in
a non-stationary environment. Current research in anomaly
detection in WSNs focuses on designing algorithms that create
anomaly classifiers for stationary data sets, with less focus be-
ing applied to operating within a non-stationary environment.
Some research has tackled the problem of a non-stationary
environment and the design of algorithms that are able to adapt
to changes in the data distribution.
To enable anomaly detection techniques to operate opti-
mally in a non-stationary environment it is necessary that the
algorithms are able to adapt to non-stationary distributions, are
self-optimizing and update models efficiently. To this end, we
recommend that future research includes the following areas:
• Application of change detection schemes that detect and
retrain in a distributed environment in WSNs. This will
allow control of the computationally complex model
update. Performing a model update only when it has been
determined it is necessary will increase efficiency.
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• Investigation of the temporal scale of anomaly detection.
Identification of the temporal scale which is required
and the adaptation of the temporal scale of the anomaly
detection scheme.
• Adaptive sliding windows to replace fixed sliding win-
dows. It has been shown that the temporal scale of the
sliding window is important. Determining the correct
scale for the sliding window will increase the accuracy
of the anomaly detector.
• Incremental updates and downdates to reduce computa-
tional complexity. Using the current model as an interim
step in the computation of the next model will reduce
computational complexity.
• Model selection through optimization of parameters. De-
termining the optimal parameters for the current training
set can increase accuracy.
• Distributed model selection by exploiting the spatial-
temporal correlation of data. Using nodes with a similar
data distribution to share the computational complexity of
determining the optimal parameters for the current data
distribution.
• Incremental model selection. Extending the idea of an
incremental model update to incremental model selection
where the previous optimal model is used as a basis for
construction of the new optimal model in order to reduce
resource consumption.
IX. CONCLUSION
In this survey the problem of anomaly detection in wireless
sensor networks in non-stationary environments was pre-
sented. A taxonomy that describes the parts of the process
that allows a technique to detect and adapt to a non-stationary
distribution was provided. A workflow illustrated their op-
eration within the implementation of an anomaly detection
technique in a WSN. A table provided a comparison between
the surveyed anomaly detection techniques and how they adapt
to a non-stationary distribution. An additional table compared
the complexity and accuracy of the surveyed techniques.
Anomaly detection techniques that operate in a WSN are
required to do so unattended and in an environment where
the data distribution may be non-stationary. Techniques can
perform more optimally in this environment if they are able
to adapt to the environment they are operating in, rather than
using fixed models. Techniques can improve performance if
they are designed to monitor data to detect for changes in
the data distribution in order to trigger a model update. When
it is determined that a model update is required, optimizing
parameters to the current data set, and updating models in an
incremental manner can further enable a model to perform
optimally and efficiently for the current data distribution.
Existing techniques that operate in an environment with a
non-stationary distribution implement some of the techniques
that allow adaptation. Future research should address issues
outlined in the survey so that model construction occurs only
when necessary and constructs the optimal model for the
current data distribution. This will allow anomaly detection
algorithms to minimize resource use and maximize accuracy.
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