We glue together standing wave solutions concentrating around critical points of the potential V with different energy scales. We devise a hybrid method using simultaneously a Lyapunov-Schmidt reduction method and a variational method to glue together standing waves concentrating on local minimum points which possibly have no corresponding limiting equations and those concentrating on general critical points which converge to solutions of corresponding limiting problems satisfying a non-degeneracy condition. © 2010 Elsevier Masson SAS. All rights reserved.
Introduction and statement of main results
We consider a standing wave solution for the nonlinear Schrödinger equation For the physical background, refer to [8, 29] and [30] .
In this paper, we study standing waves of (1.1) for smallh > 0. For smallh > 0, these standing waves of the nonlinear Schrödinger equation (1.1) are referred to as semi-classical states. Thus we are concerned on the following equation ε 2 u − V (x)u + f (u) = 0, u>0 in R n , lim |x|→∞ u(x) = 0.
(1.3)
In this paper, we are interested in the situation where E is a critical frequency in the sense that min x∈R n V (x) = 0.
Since the pioneering work [21] , there haven been many further papers for the case inf x∈R n V (x) > E (refer to [1, 2, 4, 5, [14] [15] [16] [17] [18] [19] [20] [21] 24, 25, 27, 28, [31] [32] [33] [34] [37] [38] [39] and references therein). When inf x∈R n V (x) > 0, we see via a transformation v(x) ≡ u(εx) that the following equations with constant c > 0 serve as limiting equations of (1.3)
u − cu + f (u) = 0, u>0 in R n , lim |x|→∞ u(x) = 0.
(1.4)
Thus, if inf x∈R n V (x) > 0, for any solution u ε of (1.3), lim inf ε→0 u ε L ∞ > 0. On the other hand, in the case of min x∈R n V (x) = 0, it was shown in [8] and [9] that there exists a locally minimal energy solution w ε of (1.3) concentrating around an isolated component of global minimum points of V as ε → 0. In contrast to the case of inf x∈R n V (x) > 0, the amplitude w ε L ∞ and energy of the localized solution w ε concentrating around global minimum points of V decay to 0 as ε → 0, and their decay rates depend subtly upon how the potential V decays to 0 around the concentration points. Moreover, if the decaying behavior of potential V to 0 is sufficiently irregular, there will be no corresponding limiting problem; in such a case, an exact estimation of the amplitude and energy of the corresponding solution may not be possible. This makes the gluing of the localized solutions very difficult. If the decaying behavior of the potential V to 0 around global minimum points is regular and the corresponding limiting problems have good properties, a gluing of solutions concentrating around global minimum points has been worked out in [7, 10, 12, 11] . Recently, without requiring the existence of limiting problems, Sato [36] were able to glue localized solutions concentrating around local minimum points when f (u) = u p , p ∈ (1, 2 * ), where 2 * = (n + 2)/(n − 2) for n 3 and 2 * = ∞ for n = 1, 2. He glues the solution via a minimization on a torus of finite codimension in a Sobolev space which depends strongly on the homogeneity of an f (u) = u p . In this paper we devise a new approach to glue together the localized solution for a more general type of nonlinearity, where the solution cannot be obtained via a minimization argument. In fact, we glue together the localized solution concentrating around local minimum points for quite general nonlinearities f without a monotonicity assumption for f (t)/t. Furthermore, we use both a variational method and a Lyapunov-Schmidt reduction method to glue together the solutions concentrating around global minimum points (without requiring any existence of limiting problems) and the solutions concentrating around stable critical points of potential V . We have never seen this approach using simultaneously both variational method and Lyapunov-Schmidt reduction method in the literature.
To begin, we list some conditions for V and f : such that x j ∈ Ω k+j , V ∈ C 2 (Ω k+j ), ∇V (x) = 0 for x ∈ Ω k+j \ {x j }, inf x∈Ω k+j V (x) > 0 and x j is a nondegenerate critical point of V , for j ∈ {1, . . . , m}; (f1) f ∈ C 1 (R), f (t) = 0 for t 0 and there exist some μ 1 > 1 and C > 0 satisfying |f (t)| Ct μ 1 for t ∈ (0, 1); (f2-1) there exists some p ∈ (1, n+2 n−2 ) for n 3 and p ∈ (1, ∞) for n = 1, 2 such that lim inf t→0+ has a radially symmetric solution U a which is non-degenerate in H 1,2 r (R n ) ≡ {w ∈ H 1,2 (R n ); w(x) = w(|x|)}, and f ∈ C 1,γ loc (R) for some γ ∈ (0, 1).
It is proved in [8] that if (f1), (f2-1) and (f3-1) hold, there exists a positive solution of (1.3) concentrating around an isolated component of zeros of V , and that if (f1), (f2-1), (f2-2) and (f3-1) hold, there exists a positive solution of (1.3) concentrating around an isolated component of local minimum points of V . In this paper, we will glue together the solutions found in [8] under the same conditions.
Throughout this paper we assume (f1), (f2-1) and (f3-1). Then we see that f (t) > 0 for t > 0. Note that (f1), (f2-1) and (f3-1) hold for f (t) = t p + + t q + with p ∈ (1, 2 * ), q > 1. Some remarks about the above conditions on f are in order. If we take any μ ∈ (1, min{μ 1 , μ 2 , μ 3 }), then the conditions (f1), (f3-1), (f3-2) hold with μ instead of μ 1 , μ 2 , μ 3 , respectively. Note that (f1) or (f3-2) implies lim sup t→0
t 0 f (s) ds < ∞, and that μ 1 , μ 2 , μ 3 p if the conditions for μ 1 , μ 2 , μ 3 and p hold. For μ < μ 1 , we can find t 0 ∈ (0, t 1 ) such that μf (t 0 ) f (t 0 )t 0 . If not, there exists a constant C > 0 such that f (t) Ct μ for t ∈ (0, 1); this contradicts (f1). Now, we definẽ
Then we see that (μ + 1) t 0f (s) ds f (t)t for all t > 0 if (f3-1) holds, and that μf (t) f (t)t for all t > 0 if (f3-2) holds. Refer to [26] for the result related to the non-degeneracy condition appearing in (f4).
To state our main results we give some definitions. We define
For any a > 0, let S a be the set of all least energy solutions of the problem
It is known in [37] that for each a > 0, S a is nonempty and if (f1), (f2-2) and (f3-1) are satisfied, and in [22] that any u ∈ S a is radially symmetric. Moreover, any solution U ∈ S a satisfies
and
For i = 1, . . . , k, we consider the following localized problem
where h = f if m i > 0 and h =f if m i = 0. We define
where 
Then, it follows from the Mountain Pass Theorem (refer to [35] ) that if (f1) and (f3-1) are satisfied when m i = 0, and (f1), (f2-2) and (f3-1) when m i > 0, there exists a mountain pass solution u i ε of (1.7) with J ε (u i ε , Ω i ) = C i ε . The main result in [9] implies that in case m i = 0, if we further assume (f2-1),
) and u i ε (· + x i ε ) converges (up to a subsequence) uniformly to a function U ∈ S m i .
For any set A ⊂ R n and d > 0, we define
and for i = l + 1, . . . , k, a least energy solution U ∈ S m i and some
Moreover, if (f3-2) and (f3-3) are also satisfied when l = k and l < k, respectively, there exist some C, c > 0 such
Theorem 2.
Assume that (V1), (V2) and (V3) hold. Suppose that (f1), (f2-1), (f3-1) and (f4) hold. Then for sufficiently small ε > 0, there exists a positive solution u ε of (1.3) such that 
is important in our proof. In fact, we show thatφ is exponentially small with respect to small ε > 0 (see Proposition 3). That enables us to regard the sum k+m i=0 Γ ε (P i (u i )) of localized functionals depending only on each u i as an exponentially small perturbation of the reduced functional I ε . This is a novelty of our argument.
To prove Theorem 1, we consider an energy gradient flow in a product of an appropriate small ball in H 1 (Ω 0 ) and appropriate annuli in H 1 (Ω i ), i = 1, . . . , k. To take appropriate radii of the ball and annuli is also important in our proof. If there exist no solutions in the product of the ball and the annuli, we show that via a gradient estimation near the boundary of the product of the ball and the annuli, we can deform a product of localized mountain paths into a surface where the maximum energy is less than a sum of independent local mountain pass levels by an algebraic order of ε > 0. Then, from the exponential smallness ofφ(u 0 , . . . , u k+m ), we will get a contradiction.
For the proof of Theorem 2, we use a Lyapunov-Schmidt reduction method in a region Ω k+1 ∪ · · · ∪ Ω k+m before we use the variational argument in a region Ω 0 ∪ · · · ∪ Ω k as in the proof of Theorem 1. For the typical case m = 1 we will find a critical point of the functional u k+1 → I (u 0 , . . . , u k+1 ) by the reduction method which depends smoothly on (u 0 , . . . , u k ), and then use the same argument as in the proof of Theorem 1. So we will skip the variational procedure in the proof of Theorem 2 since the required variational argument after the reduction is exactly the same as that of the proof of Theorem 1. This paper is organized as follows. In Section 2, some preliminaries about the above reduction are given. Theorems 1 and 2 will be proved in Sections 3 and 4, respectively.
Preliminaries
We define In this section, we assume that (f1), (f2-1) and (f3-1) are satisfied and (f2-2) are also satisfied if l < k. As in the previous section, we can find t 0 > 0 such that μf (t 0 ) f (t 0 )t 0 . Then, we definef
Then we see that (μ + 1) t 0f (s) ds f (t)t for all t > 0 if (f3-1) holds, and that μf (t) f (t)t for all t > 0 if (f3-2) holds. We define
We define V ε (x) := V (εx), and H ε the completion of C ∞ 0 (R n ) with respect to a norm
, there exist some C 1 , C 2 > 0 such that f (t) C 1 t μ 2 for t ∈ [0, 1] and f (t) C 2 t μ 2 for t ∈ [1, ∞). Thus, taking sufficiently small λ ∈ (0, min{b/10, b(1/2 − 1/(μ + 1))}), we can construct a function f λ ∈ C 1 (R) for small λ 0 and large λ 1 > 0 such that
with 0 < λ 0 < λ 1 , and f λ (t) min{f (t),f (t), λt}, |f λ (t)| 2λ for t 0. Note that f λ (t) = 0 for t 0 and
We find a function
, which satisfies the following:
(iii) there exists a positive constant C, independent of small ε > 0 such that
This proposition can be proved in a similar way as in [36] , so we omit the proof.
By the same procedure as in the proof of Proposition 1, we can prove the following proposition.
Then it follows thatφ( u) ∈ X ε * ( 0). Now we obtain the following estimates forφ( u).
Proposition 3. For any R > 0 and ε
By Proposition 1, there exists a constant C > 0, independent of u with u ε R, such that
C. Hence by elliptic estimates (refer to [23] ), we deduce that for each s ∈ (0, 1), there exists a constant c > 0 such that
C. By comparison principle, we conclude that for some C > 0, independent of small ε > 0,
Then, it follows from boundary Schauder estimates [23, Corollary 8.36] 
If u ε R, it follows from (iii) of Proposition 2 that ϕ( u) ε C. Hence by elliptic estimates, we see that for each
Then by comparison principle, we deduce that
Then it follows from interior Schauder estimates [23, Theorem 8.32 ] that
Multiplying by w i − ϕ and integrating by parts, we have
Since
. From a decay property of ϕ, we see that
Thus combining this with (2.1), we get the required estimate. 2
Then from Proposition 3, we conclude that for any R, ε 0 > 0, there exist constants C, c > 0 such that
Moreover, we have the following properties for I ε ( u).
Proposition 4. The following hold.
. Then, it follows from the definition of ϕ that for all h ∈ X ε * ( 0),
the equivalence of (i) follows. (ii) We see from Propositions 1 and 2 that for
Thus it follows that Γ ε (ϕ( u)) I ε ( u) . Note that Γ ε (ϕ( u)) = I ε ( u) and for some C > 0, u ε ϕ(u) ε C u ε . Thus, we conclude that I ε satisfies (PS) condition if Γ ε does.
(
By the minimization characterization of v, we have v ε C h ε C for a constant C independent of h with h ε 1. Similarly, a function
By the minimization characterization of w i , we have w i ε C h i ε C for a constant C independent of h with h ε 1.
we see from Proposition 3 that for any ε 0 , R > 0, there exist C, c > 0 satisfying
Then, it follows that
Proposition 5. For each j ∈ {1, . . . , k + m}, the following hold.
Proof. We can prove these following the same argument as in the proof of (i) and (ii) in Proposition 4. 2
Proof. Note that from conditions (f2-1) and (f3-1), we have μ p. Also it follows from (f3-1) and (f2-2) that
, we see that for sufficiently small ε > 0,
This completes the proof. 2
Proof. As in the proof of Proposition 6, we note that μ p and G(x, t) Ct p+1 + Ct μ+1 for some C > 0. Then,
we deduce as in Proposition 6 that for sufficiently small ε > 0,
Similarly we see that for
Thus we see that if ε > 0 is sufficiently small, Γ ε (u) 0 for u ∈ H 1 0 (Ω δ i,ε ) with u ε 5Mε α . This completes the proof. 2 
Proof.
We denote w i = P i (u i ). Note that λ < b/10. Then, from Proposition 8, conditions (f2-1) and (f3-2), we see that
Hence for sufficiently small ε > 0,
Then, the claim follows from Proposition 4. 2 Proposition 10. Let E > 0 be a given constant. Then for sufficiently large R 1 > 0, there exists a constant ε 0 such that if I ε ( u) E, ε ∈ (0, ε 0 ),
Proof. Denoting w i = P i (u i ) and F λ (t) = t 0 f λ (s) ds, we see from Proposition 8 and the condition (f3-1) that
By Proposition 4, we see that
Then it follows that
Thus we conclude that for sufficiently large 
Proof. Note that for
Here H is defined as in (1.8). By condition (f3-1) and the definition off , there exist constants C > 0, μ > 1 such that H (t) Ct μ+1 for all t 1. This implies that for any nonnegative function
Then, the claim follows. 2 Proposition 12. For each ε > 0, Γ ε satisfies the (PS) condition.
Proof. Note from the definition of
Then, we can follow the same scheme as in the proof of Lemma 1.1 in [16] . 2
Proof of Theorem 1
We use the same notations as in Section 2 with m = 0. By the assumptions, m 1 = · · · = m l = 0 and m l+1 , . . . , m k > 0. Recall that M > 1 is a constant, independent of small ε > 0, such that 
Then we see the following result. 
Thus, we see from the condition λ < min{
Then the second claim follows. 
Then, we can show as in [9] that for any small
i ) ε ) = 0 uniformly with respect to u i ε ∈ S i ε . Then, we can show also as in [9] that for some c, C > 0 that 
Thus, if we take R 2 = 2R , our conclusion holds. 2
For i ∈ {l + 1, . . . , k}, we denote
Here we state a result proved in [6] .
Proposition 15. For n = 1, 2 and m i > 0, there exist T > 0 and a path
ii) there exists T 0 ∈ (0, T ) such that γ (T 0 ) ∈ S m i and L m i (γ i (T 0 )) = E i and L m i (γ i (t)) < E i for γ i (t) − γ i (T 0 ) δ; (iii) there exist C, c > 0 such that for any t ∈ [0, T ], γ i (t)(x) + ∇ x γ i (t)(x)
Ce −c|x| . Proof. The behavior lim ε→0 c i ε = 0, i ∈ {1, . . . , l} can be proved by the same method as in the proof of Proposition 4 in [9] .
For the proof of remained cases, we find a nonnegative function φ ∈ C ∞ 0 (R n ) such that φ(x) = 0 for |x| δ/2 and φ(x) = 0 for |x| δ. For x i ∈ A i and U ∈ S m i , we define
where γ i is the curve satisfying the properties of Proposition 15. Then, we see that
L m i (γ i (t))
for n = 1, 2.
Thus,
This completes the proof. 
Thus we see that d ε = c 1 ε + · · · + c k ε + O(e −c/ε ) for some c > 0. From Proposition 16, we find that d ε E for some constant E, independent of small ε > 0.
Let R 1 , R 2 > 0 be constants given in Proposition 10 and Proposition 14, respectively. We define R = 4M max{R 1 , R 2 }. In what follows, for the sake of simplicity, we write
Now we have the following existence result.
Proposition 17. For sufficiently small ε > 0, there exists a critical point
Proof. Recall from Proposition 4 that u is a critical point of I ε if and only if ϕ( u) ∈ H ε is a critical point of Γ ε .
To the contrary, suppose that there are not such critical points of Γ ε . Then, there are no critical points u of I ε on the set
We define
Let χ be a Lipschitz continuous function such that χ( u) = 1 if u ∈ A ε , and
Let γ (s, t), t 0 be the solution of
Note that γ is defined for all t 0, and also that I ε ( γ (s, t)) is nonincreasing in t 0. We shall prove that there exits t * = t * (ε) > 0 such that
2 for any t 0 by the monotonicity. Now let s be a point in [0, 1] k such that I ε ( γ (s)) d ε − 1 2 ε 2α . Then we claim that P i (γ i (s)) ε > 3Mε α for all i ∈ {1, . . . , k}. Indeed, if it is not true, it follows from Proposition 7 that |Γ ε (P i (γ i (s)))| 5M 2 ε 2α for some i ∈ {1, . . . , k}. Then, we see from (3.1) that for sufficiently small ε > 0, Hence there exits a number t * = t * (ε) > 0 such that if γ (s, t) ∈ A ε for all 0 t t * , then
This contradicts the above condition
Hence we need only prove that if γ (s, t 1 ) / ∈ A ε for some t 1 ∈ (0, t * ], then
Assume that γ (s, t 1 ) / ∈ A ε for some t 1 ∈ (0, t * ]. Then there holds one of the following
The case (C3) 
Moreover since I ε ( u) ε 1 2 ε α for 2ε α P i (u i ) ε 3Mε α by (i) of Proposition 9, we see that for sufficiently small ε > 0,
We get (3.2) as desired. (γ i (s, t) ) ε R for all i ∈ {1, . . . , k} and t 0 due to the cut-off function χ . Note from Proposition 10 that I ε ( u) 1 if
R 4M
P i (u i ) ε R for some i ∈ {1, . . . , k} and P i (u i ) ε R for all i ∈ {0, . . . , k}. Then, by a similar procedure as in the case (C1), we get (3.2) for sufficiently small ε > 0. Therefore we conclude that
We note that
and from Proposition 7 that
Thus, it follows that
for all t 0 since it follows from (3.1) that for sufficiently small ε > 0,
The result [13, Proposition 3.4] of Coti Zelati and Rabinowitz says that
This contradicts (3.3) and (3.4), and hence completes the proof. Taking a subsequence if it is necessary, we can assume that lim ε→0 εy ε a = y a ∈ k i=l+1 Ω i for each a = 1, . . . , e. Suppose that for some i ∈ {l + 1, . . . , k}, lim inf ε→0 u ε L ∞ (Ω i,ε ) = 0. Then, from the definition of ϕ( u ε ), it is standard to see that for some C, c > 0, u ε L ∞ (Ω i,ε ) C exp(−c/ε). This implies that some C, c > 0, Γ ε (P i (u ε )) C exp(−c/ε). This contradicts to the fact P i (u ε ) ε ε α . Thus we see that for each i ∈ {l + 1, . . . , k}, there exists a ∈ {1, . . . , e} with y a ∈ Ω i . Then, defining v i ε (x) ≡ u ε (x + y ε a ), we see that v ε converges locally uniformly to some
We define 
Then it follows from Pohozaev identity that for V ∈ S V (y a ) ,
for V ∈ S c and W ∈ S d (refer to [9, Proposition 5] ). Furthermore, from condition (f3-1), the decaying property (3.5) and the fact f λ (t) λt with λ < min{b/10, b(1/2 − 1/(μ + 1))}, we deduce that for some C, c > 0,
Then we get
Thus, reordering the index {a} in {y ε a } if it is necessary, we conclude from Proposition 16 that e = k − l, y a ∈ A l+a and
This implies that for each
Then we see that v ε (x) ≡ u ε (x/ε) satisfies (1.3). From comparison principle, we deduce that for each σ > 0, there exists constants C, c > 0 satisfying
From (3.7), the fact P 0 (u ε ) ε 5Mε α and an L ∞ -elliptic estimate [23, Theorem 8.25] , we see that for some
Cε α . Then we see that
By the same method as in the proof of [9, Proposition 10], we see that since
By the same method as in the proof of [9, Proposition 10], we see that if lim
for some sufficiently small ε > 0. This means that for some C, c > 0, P i (u ε ) ε C exp(−c/ε); this contradicts that P i (u ε ) ε ε α for each i ∈ {1, . . . , k}.
Thus we see that lim inf ε→0 ε −2/(1−μ) u ε L ∞ (Ω i,ε ) > 0 for each i ∈ {1, . . . , k}. This proves (i) and (ii) of Theorem 1. Now we assume that l = k and (f3-2) is also satisfied. We now estimate Γ ε (u ε ; Ω i,ε ). From Proposition 17 and (2.2), we have
Since Γ ε (P 0 (u ε )) 0, we see that
Proof of Theorem 2
For the notational simplicity, we only prove the case m = 1. We may assume that x 1 = 0 and Ω k+1 = B σ (0), σ > 0. We use the same notations as in Section 2 with m = 1. In addition, we use the following notations:
In this section, for a given u, we solve Q ε (u k+1 ) = 0 by the Lyapunov-Schmidt reduction method. In order to construct an approximate solution, we first find a solution Ψ ε of the localized problem K ε (u) = 0. We then find a solution u k+1 = Φ ε (u) of Q ε (u k+1 ) = 0 in an exponentially small neighborhood of the solution Ψ ε to the localized problem. The localized problem will be solved by the Lyapunov-Schmidt reduction method as well. To find a critical point of I ε (u, Φ ε (u)), we consider the following functional
Then we apply the same method as in the proof in Section 3 to find a critical point ofĪ ε and finish the proof of Theorem 2. We need the non-degeneracy condition of D 2 V (0) to ensure C 1 -dependency of Φ ε (u) .
Let U be the radially symmetric solution of (1.5) with a = V (0) which is non-degenerate in H
Lemma 1. Q ε , K ε is of class C 2 and it holds that for
Proof. We prove only (i) since the proof of (ii) is similar. Since ψ (u)h − ψ(h) ∈ X ε * ( 0), there holds
Hence we have
We identify K ε (U ε,y + ω) with an element of H 1 (Ω ε ), and K ε (U ε,y ) with a linear operator on H 1 (Ω ε ) by Riesz representation theorem with respect to ·,· ε,Ω ε . Let Π y be the orthogonal projection from H 1 (Ω ε ) to E ε,y with respect to ·,· ε,Ω ε . Then we regard Π y K ε (U ε,y ) as a linear operator on E ε,y .
Lemma 2.
There exists a constant c > 0, independent of small ε > 0 and y ∈ B 1 (0), such that for all h ∈ E ε,y , there holds
Proof. Assume by contrary that there exist sequences {ε i } with ε i → 0, {y i } and h i ∈ E ε i ,y i such that h i ε,Ω ε = 1 and
For the sake of simplicity, we write ε
Since v ε ε ∈ [1, C] for some constant C > 1, we may assume that
We deduce that
We may assume that v ε (· + y) converges weakly in
, and
we then see that
However, since h ε ∈ E ε,y , we obtain that
By the non-degeneracy condition (f4), we see that v = 0. It follows from v ε (· + y) converges weakly in H 1 (R n ) and strongly in L 2 loc (R n ) to 0 that
Then we obtain
This contradicts (4.1) and completes the proof of lemma. 
Proof. A linear operator Π y K ε (U ε,y ) : E ε,y → E ε,y has a bounded inverse [Π y K ε (U ε,y )] −1 by Lemma 2. We define
for ω ∈ E ε,y . We shall show that there is a constant C > 0 such that G ε has a fixed point ω ε,y on the set
for sufficiently small ε > 0. Note that ω is a fixed point of G ε if and only if Π y K ε (U ε,y + ω) = 0. We claim that if we choose a sufficiently large C > 0 and small ε 0 > 0, then we have G ε (ω) ∈ S ε for all ω ∈ S ε , ε ∈ (0, ε 0 ) and
for some constant c 0 > 0. We denote g (x, t) = ∂g ∂t (x, t). We note that
Then, for h ∈ E ε,y , it follows from Proposition 1 that
The first term in (4.2) denotes an error of the approximate solution U ε,y . For any θ ∈ (0, 1), there exist constants C, c > 0 such that
Here we divided the integral into the parts in B ε −θ/2 (y) and Ω ε \ B ε −θ/2 (y), and used the exponential decay of U ε,y . The remaining terms in (4.2) come from the nonlinearity of g. Using the uniform continuity of g on compact sets, that is, 
Similarly we deduce that if ω L ∞ (Ω ε ) c 1 then
Assume that ω ε,Ω ε C ε. We denoteω ≡ G ε (ω) and we estimate ω L ∞ (Ω ε ) . Then there exist some constants a i for i ∈ {1, . . . , n} satisfying
, and using that ω ε,Ω ε = o(ε) holds by (4.4), we see that a i = o(ε). Since there hold
∂U ε,y ∂x i .
for some constant C 2 > 0, independent of C for small ε > 0. If we take C = max{2C 1 , 2C 2 }, our claim follows.
By the contraction mapping theorem, there exists a unique fixed point w ε,y of G ε on S ε . By the elliptic estimates, we see that w ε,y ∈ H 2 (Ω ε ). We note that (y, w) → Π y K ε (U ε,y + w) is of class C 1 , and that
This and Lemma 2 imply Π y K ε (U ε,y + w ε,y ) = 0. Then, it follows from the implicit function theorem that y → w ε,y is of C 1 .
Substituting ω = w ε,y , h = ∂U ε,y ∂x i
, and a i = −C i,ε,y in (4.5), we see that C i,ε,y = O(ε 2−θ ). This completes the proof. 2
We define Ψ ε,y := U ε,y + w ε,y .
Lemma 3.
Proof. The proof is similar to one of Lemma 2, and so omitted. Then, using We note that w ε,y ε,Ω ε Cε 2−θ . Now, we can take θ ∈ (0, 1/2) so that (1 + γ )(2 − θ) > 2. From the property f ∈ C 1,γ and an exponential decay of U, we deduce that II = o(ε 2 ) and III = o(ε 2 ). As for I, we see that We have t i (y ε ) = O(e −c/ε ), and we will find a solution of t (y) = 0 in an exponentially small neighborhood of y ε . For a constant γ ∈ (0, 1) given in (f4), we choose a sufficiently small θ ∈ (0, 1) in Proposition 18 to satisfy (2 − θ)(1 + γ ) > 2.
We writew ε,y = w ε,y + z ε,y and then have (0) R n U 2 dx, and hence by the condition (f4), we have that ∇t ε (y), y ∈ B 1 (0) is non-degenerate for small ε > 0. Therefore using a fixed point theorem, we see that there existsỹ ε such that t (ỹ ε ) = 0 and |ỹ ε − y ε | = O(e −c/ε ). Moreover by the implicit function theorem, u →ỹ ε is of C 1 . 2
We define a C 1 map Φ ε (u) = Ψ ε,ỹ ε (u) + z ε,ỹ ε (u) (u) We can prove (ii) and (iii) following the same argument as in the proof of (i) and (ii) in Proposition 4. 2
Finally we can find a critical point u ε ofĪ ε similarly as in Section 3. Moreover it follows from the construction that lim sup ε→0 u ε ε < ∞, and hence that Φ ε (u ε )(· +ỹ ε ) converges uniformly to U on each bounded set in R n . This proves (iv) of Theorem 2. Other properties can be proved similarly as in Section 3. The proof of Theorem 2 is completed.
