AND CONCLUSIONS I. We have used compartmental models of reconstructed pyramidal neurons from layers 2 and 5 of cat visual cortex to investigate the nonlinear summation of excitatory synaptic input and the effectiveness of inhibitory input in countering this excitation.
INTRODUCTION
The traditional function assigned to inhibition in cortex is to oppose excitation, acting to veto or shape the response of cortical cells by negating inappropriate excitation . Evidence for this view was provided by blocking inhibition with bicuculline and observing a decrease in the response selectivity of cortical neurons (Sillito 1975 ) . However, theoretical studies ) have shown that inhibition strong enough to veto (shunt) significant amounts of excitatory current should produce measurable decreases in Ri, of the neuron in question. Such decreases in Ri, have never been seen in vivo when cortical neurons do not respond to nonpreferred stimuli (Berman et al. 199 1; Douglas et al. 1988) , and electrically evoked thalamocortical excitatory postsynaptic potentials ( EPSPs) are not reduced in amplitude during visual stimulation at the nonpreferred orientation (Ferster and Jagadeesh 1992) . These results have led to the conclusion that cortical neurons receive neither excitatory nor inhibitory input in response to nonpreferred stimuli (Berman et al. 199 1) . This conclusion is supported by results showing that both the excitation and the inhibition that a cortical neuron receives are tuned to the preferred orientation (Ferster 1986 ).
Thus it is becoming clear that the role of cortical inhibition is more complex than a veto of sustained, untuned excitation. A number of other functions for inhibition have been proposed: recent physiological experiments using dual gratings ( Bonds 1989 ) have suggested that a general, nonselective inhibition acts to normalize cortical responses. This idea receives direct anatomic support from the recent demonstration that large basket cells send (inhibitory) inputs to regions representing all orientations, not just iso-or crossorientations ( Kisvardy and Eysel 1993 ) . Douglas and Martin have proposed that cortical inhibition acts to increase the threshold of target neurons and gate intracortical reexcitation (Douglas and Martin 1992) . To remain in a state that is sensitive to inputs, the excitation and inhibition to a cortical cell should be balanced (T. A. Bell, Z. F. Mainen, and T. J. Sejnowski, unpublished data).
To study these issues we have simulated a recent experiment (Ferster and Jagadeesh 1992) that used in vivo wholecell patch recording of neocortical neurons to study interactions between synaptic inputs. We have applied a compartmental model to the data of Ferster and Jagadeesh ( 1992) and shown that they are consistent with nonlinear interactions occurring in dendrites between excitatory inputs alone and between excitatory and inhibitory inputs. The same model was then used to determine conditions under which inhibition can prevent the firing of a neuron receiving synaptic excitation that is strong enough to cause it to discharge at high rates, and how much Ri, would change under these conditions. Our results, consistent with the experimental data, lead to a hypothesis in which inhibition is strongly activated during periods of maximum excitation, yet not in a manner that causes a suppression of the firing response.
METHODS
Simulations were performed with the use of standard techniques for compartmental models of branching dendritic trees ( Rall 1964) ; two digitized horseradish peroxidase (HRP)-filled 0022-3077/94 $3.00 Copyright 0 1994 The American Physiological Society FIG. 1.
Drawings of reconstructed horseradish peroxidase (HRP)-filled layer 2 (right) and layer 5 (left) pyramidal cells. Scale bar 100 pm.
pyramidal cells from layers 2 and 5 of cat visual cortex were modeled ( Fig. 1) , each having -400 coupled cylindrical compartments containing only resistive and capacitative elements. The simulator CABLE (Hines 1989) , running on a MIPS Magnum 3000 / 33, required -1 min of computation to simulate 100 ms of real time.
Passive parameters
Appropriate values of the passive parameters (specific membrane resistance, R, ; specific membrane capacitance, Cm ; and specific axial resistance, Ri) were selected: Cm for neuronal membrane has a long-established value of 1 pF/cm2 (Jack et al. 1975 ) . The accepted value of Ri, at least in the mammalian CNS, has recently been revised upward from its traditional value of -70 Stem for a number of reasons. 1) Voltage responses to brief current pulses could not be modeled accurately with a small Ri Shelton 1985; Stratford et al. 1989) . 2) When modeling cerebellar Purkinje cells, a larger Ri was necessary to produce significant attenuation of action potentials as they invade the dendritic tree (Bush and Sejnowski 199 1) .3) A large Ri was needed to explain the observed somatic to dendritic input conductance ratio and steady-state voltage attenuation of Purkinje cells [ for a discussion of this issue see Shelton ( 1985 ) ] . The value chosen for Ri in this study was 200 Qcm (Bernander et al. 199 1; Segev et al. 1992; Shelton 1985; Stratford et al. 1989) .
Once Ri, Cm, and the morphology have been fixed, the value chosen for R, will determine Ri,, the time constant, T,, and the length constant, X, of the cell. Recent results using whole-cell patch electrodes and Cs+ -filled sharp electrodes have increased the estimate of R, from its traditional value of 5-10 k&m2 to a value of 50-100 kficm2 (Andersen et al. 1990; Major et al. 1990; Spruston and Johnston 1992; Staley et al. 1992) , giving R,S in the range of a GQ. However, these results were not obtained in vivo, where the effect of background synaptic activity is such that a neuron with a R, of 100 k&m2 and can have an effective R, as low as 20 MQ and an effective 7, of -20 ms when part of an active in vivo circuit (Bernander et al. 199 1; Rapp et al. 1992 ). The background synaptic input decreases the effective average R, of an in vivo neuron in a way that can be accurately taken into account by simply using a lower value for the effective R, in the model (Barrett and Crill 1974; Bernander et al. 199 1; Holmes and Woody 1989) . A sample of 25 visual cortical neurons recorded with the use of sharp electrodes in vivo had Ri,S ranging from 10 to 153 MQ (mean 69 Mfi) (Douglas et al. 199 1) . Two independent measurements of visual cortical neurons recorded with use of whole-cell patch electrodes in vivo had RinS ranging from 50 to 200 Mfi (Ferster and Jagadeesh 1992) and 50 to 150 MG (Pei et al. 199 1) . The range Of Ri, values reported by these studies is similar. Values for Ri, of 50-150 MO are closer to values obtained from the best sharp electrode in vitro recordings (Tanaka et al. 199 1) than to the hundreds of MQ obtained by the use of whole-cell clamping in vitro.
With a Cm of 1 pF/cm2 and Ri of 200 Stem, we found that using a value of 20 k&m2 for R, produced Ri,S for the model layer 5 and layer 2 pyramidal cells of 45 and 110 MR, respectively. The layer 2 cell had a greater Ri, because it was smaller. With these parameters (the standard model) both model cells have a dendritic 7, of 20 ms, which is a typical value for neocortical cells (Bernander et al. 199 1) .
Although we believe that these values produce an accurate model of the in vivo neocortical pyramidal neuron, there is still considerable controversy surrounding "correct" values for the passive parameters R, and Ri. Consequently, all simulations were repeated with the use of values for Ri of 70,200, and 500 Qcrn and values for R, of 5, 20, and 100 k&m2. We focus on results obtained with the standard model (the default for all simulations), which we believe to be the most accurate fit to a functioning pyramidal cell, but we also present and discuss results obtained by the use of the full range of values for R, and Ri. In general, we found only a quantitative, rather than a qualitative, difference between simulations using different parameter values, and none of our conclusions depend on precise values.
Synaptic conductances
EPSPs and inhibitory postsynaptic potentials (IPSPs) in our models were simulated as alpha function conductance changes with a peak amplitude of 0.5 nS and a time to peak of 1 ms. EPSPs had a reversal potential of 0 mV and IPSPs a reversal potential of -70 mV (Connors et al. 1988; McCormick 1989) . These parameters were chosen because they produced EPSPs at the soma with the same time course and amplitude as those observed experimentally (Mason et al. 199 1; Thomson et al. 1988) . Some simulations were done with synapses on explicitly modeled spines. In these cases we used the same two-compartment model spine morphology as Qian and Sejnowski ( 1989) , with spine neck dimensions 1 X 0.1 pm and head 0.69 X 0.3 pm. Trains of EPSPs or IPSPs were modeled according to a Poisson distribution with a mean frequency that is stated for each case. The resting membrane potential was -65 mV.
Active conductances
For some simulations active conductances were placed at the soma to generate adapting trains of action potentials, as observed in regular-firing cortical neurons ( McCormick et al. 1985 ) . The action potential was mediated by fast sodium and potassium conductances ( gNa + gKd). A high-threshold calcium conductance (g&, activated by each spike, introduced calcium into the cell. Intracellular calcium accumulated in the soma compartment and decayed exponentially to its resting value with a time constant of 20 ms (Traub et al. 199 1) . A slow calcium-sensitive potassium conductance (gKca) was included to produce the adaptation of firing rate. All the conductances used the Hodgkin-Huxley-like kinetics parameters developed by Borg-Graham (Borg-Graham 1987), except for gKca, which had an activation rate equal to 200 times the intracellular calcium concentration (in ms-l) and a deactivation rate equal to the reciprocal of the activation rate. The implementation of our kinetic scheme follows that of Lytton and Sejnowski ( 199 1) . Briefly, each ionic current, I, was calculated from
where g is maximal conductance, m is the activation variable, n is the exponent, h is the inactivation variable ( gNa only), I/ is membrane potential, and Er is the reversal potential of the ion concerned. The calcium current was calculated with the use of the Goldman-Hodgkin-Katz equation (Hille 1984) ) with gca the calcium permeability. The time-and voltage-dependent variable, m, converged on a steady-state value, minf, given by m inf = arrz/(artz + Pm) with a time constant, t,, given by t, = w%n + Pm)
The rate constants a, and &., were defined by the equations
where F is the Faraday constant, R is the gas constant, and 7' is temperature. The kinetics of each channel was determined by the values assigned to the parameters a,, b,, z, g, and VZ4. A similar set of equations governed the inactivation variable, h, and its steady-state value, hi,f. The values of all the parameters used in the model are shown in Table 1 .
RESULTS

Dendritic saturation
Dendrites have a much higher input impedance than the soma (Rinzel and Rall 1974) ; thus even single EPSPs can produce significant local depolarization and reduce the driving force on simultaneous and subsequent EPSPs on the same dendritic branch. In addition, synaptic conductances add to the resting membrane conductance of the neuron (Barrett and Crill 1974; Bernander et al. 199 1; Holmes and Woody 1989; Rapp et al. 1992) (see METH-ODS) . This effective decrease in R, and increase in X also results in reduced depolarizations for simultaneous and subsequent EPSPs. We refer to these two phenomena collectively as the dendritic saturation effect, although the term "saturation" does not necessarily imply that the membrane is at the synaptic reversal potential or that R, has been effectively reduced to zero.
There is some direct experimental evidence for saturation during synaptic activation under physiological conditions. Ferster and Jagadeesh ( 1992) have demonstrated that the size of an EPSP evoked in visual cortical cells by electrical stimulation of the lateral seniculate nucleus (LGN) was reduced during depolarizations caused by visual stimulation compared with its size at the resting potential. The reduction in EPSP size was proportional to the somatic depolarization caused by the visual stimulation. Thus an EPSP that peaked at -6 mV at rest was reduced to < 1 mV when the cell was depolarized from a resting potential of -60 mV to a potential of -40 mV by visual stimulation ( Fig. 3A ) (Ferster and Jagadeesh 1992) .
Ferster and Jagadeesh interpreted their results as evidence that the synaptic sites (dendrites) were significantly more depolarized than the soma during synaptic activation of the cell, thus producing saturation by the process described above. We have tested this hypothesis by simulating their experiment, and the results are shown in Figs. 2 and 3. The model layer 2 pyramidal cell was used because its morphology ( Fig. 1) is reasonably close to that of the putative layer 4 spiny stellate cells that Ferster and Jagadeesh studied. A constant current of -0.1 nA was injected starting at 30 ms to prevent firing during the synaptic activation, as in the experiments of Ferster and Jagadeesh. Visual stimulation was simulated by 70 excitatory synapses placed randomly on the basal/oblique dendrites, activated by a Poisson process at some mean frequency (for example, 50 Hz) starting at 80 ms. Thirty-five additional excitatory synapses were placed on the same dendritic segments as the initial 70 and were given a single simultaneous stimulation at 5 ms and again at 150 ms. The firing of these 35 synapses repre- 2. Simulation of reduction in amplitude of excitatory postsynaptic potential (EPSP) by synaptic activity. Somatic membrane potential ( V,) during simulation of model layer 2 pyramid. A constant current of -0.1 nA is injected into the soma at t = 30 ms to prevent firing ( 1st *), then 70 excitatory synapses are activated at a mean frequency of 50 Hz to simulate visual stimulation (2nd *). Thirty-five additional synapses are given a simultaneous stimulus to produce a control ( 1st \ ) and test (2nd \ ) EPSP. The amplitude of the test EPSP is significantly reduced with respect to the control. Top trace: result of simulation with all excitatory synapses directly on dendritic shafts. Bottom trace: result of simulation with all svnapses on the heads of dendritic spines (see METHODS). sented the effects of electrical stimulation of the LGN: the first stimulation gave a control EPSP, the second, occurring during "visual stimulation," gave a test EPSP. Different trials using a different seed for the random number generator produced Poisson-distributed trains of EPSPs. One such trial is shown in Fig. 2 ( top trace) . The test EPSP was significantly reduced with respect to the control EPSP (by 34% in this case).
are made onto spines, not onto dendritic shafts. It was conceivable that the small dimensions, and hence higher input resistance, of a spine head relative to that of a dendritic shaft might lead to greater saturation effects for EPSPs on spines versus shafts ( Segev and Rall 1988 ) . Consequently, we performed some simulations with excitatory synapses on spine heads rather than dendritic shafts. For a single 0.5.nS EPSP, there was very little difference in the depolarization recorded at the soma for a synapse on the head of a Efects of spines spine versus on the dendritic shaft; the activation of synapses on spines produced a somatic peak amplitude >90% The saturation effect underlying the reduction in EPSP of that from synapses on the shaft. Significant saturation of amplitude was dependent on the membrane potential at the single EPSPs due to the passive properties of the spine synaptic site. Excitatory synapses on real pyramidal cells (Douglas and Martin 1990b ) was only observed if the peak EPSP conductance was increased to several nanosiemens. EPSPs produced by these conductance changes were larger than those typically observed in neocortical pyramidal cells (Mason et al. 1991) .
To simulate the experiment of Ferster and Jagadeesh with spines explicitly included, 70 spines were placed on the 70 basal dendritic compartments chosen above, then 35 more were added to provide the control and test EPSPs. The result of the simulation with all excitatory synapses on spines (bottom trace, Fig. 2) was not significantly different from that with all excitatory synapses directly on dendritic shafts (top trace). The presence of spines did not make a difference over the full range of visual stimulation frequencies used. We also found very little difference between simulations using 35 0.2-nS test synapses and those using 14 0.5~nS test synapses.
Although spines may be of great significance in some contexts (Zador et al. 1990 ), we were only concerned here with ensuring that our results would not be significantly affected by placing all the excitatory synapses on dendritic shafts rather than on spine heads. Figure 2 shows that this approach is justified. For this reason, in the remaining simulations spines were not included.
Efect of excitation on saturation
Figure 3 B shows the results of multiple trials at different frequencies of visual stimulation. Higher frequencies of excitatory input produced greater somatic depolarization, as would occur in a cell as the visual stimulus was presented at increasingly optimal values of orientation, velocity, and direction. The peak amplitude of the EPSP is plotted against the somatic membrane potential (V,) just before the EPSP occurs. As in the experimental data (Fig. 3A) , the amplitude of the evoked EPSP decreased linearly with I& The dendrites were depolarized to between -25 and -20 mV during maximal synaptic activation, which means that the EPSP driving force was reduced by -60%. Because the test EPSP was reduced by -80% during maximal synaptic activation (Fig. 3 B) , a reduction in EPSP size of -20% was due to a reduction in R, caused by the excitatory synaptic input. A more detailed, quantitative description of changes in Ri, during synaptic activation is presented in the last section of R.muLTs.
The results shown in Fig. 3 B provide a qualitative match to those of Ferster and Jagadeesh, but the difference between the level of somatic and dendritic depolarization in the model was not great. In addition, the slope of the relationship between EPSP height and somatic vm was not as steep as in the experimental data: the abscissa intercept (EPSP reduced to 0 mV) is about -40 mV in the experimental results ( Fig. 3A ) and -25 mV in Fig. 3 B. Ferster and Jagadeesh report that visual cortical cells cannot be depolarized by >20 mV from rest by visual stimulation (Ferster and Jagadeesh 1992) . For our model cell (resting potential -65 mV), this corresponds to complete saturation at a somatic V, of -45 mV.
E#ect of inhibition on saturation
The difference between our simulations of dendritic saturation and the experimental results could be due to the omission of inhibitory input in the simulation. Recent studies (Berman et al. 199 1; Douglas et al. 1988; Ferster and Jagadeesh 1992) have indicated that inhibitory input to visual cortical cells is weak during nonpreferred responses and is strongly correlated with the degree of activation of the excitatory cells (Ferster 1986; Somers et al. 1993 ). This fits with anatomic evidence that spiny excitatory cells make direct contacts with inhibitory cells, which then make direct contacts back onto the same excitatory population (Douglas and Martin 199 1). We repeated the simulation described above, this time including 33 inhibitory synapses, 12 on the soma and 2 1 on the preterminal basal/oblique dendrites. This is the pattern of innervation characteristic of basket cells, the most common inhibitory cell type in cortex (Martin 1988) . Inhibitory (smooth) cells fire at much higher rates than pyramidal cells (McCormick et al. 1985 ) ; therefore inhibitory synapses were activated at a mean frequency twice that of the excitatory synapses. Figure 3C shows the results of including inhibition in the simulation. The EPSP/somatic V, slope is steeper, with an abscissa intercept of about -35 mV. This is much closer to the experimental data of Ferster and Jagadeesh ( Fig. 3A ) . Dendrites were depolarized to about -30 mV during maximal synaptic activation, less than in the excitation-alone case, yet the EPSP/somatic V, slope is steeper with inhibition. A dendritic depolarization to around -30 mV reduced the EPSP driving force by -50%. Test EPSPs were reduced in amplitude by up to 80%, so the remaining 30% must be due to decreases in Ri, caused by the excitatory and inhibitory synaptic conductance changes (see DISCUSSION).
There may also be some contribution to the reduction in Ri, and hence EPSP amplitude from intrinsic subthreshold voltagedependent conductances during the experiments of Ferster and Jagadeesh. The simulations of Fig. 3 did not include voltage-dependent conductances, so we cannot evaluate the extent of this contribution, but the simulations of Bernander et al. ( 199 1) indicate that it is likely to be relatively small. Ferster and Jagadeesh ( 1992) focused on reduction in driving force as the explanation for the decreases in evoked EPSP amplitude that they observed, but we found that decreases in Ri, (decrease in effective R,) due to excitatory inputs made a significant contribution. Furthermore, additional current shunts due to inhibitory synaptic activity must be included to produce an accurate fit to the experimental data. The data in Fig. 3C fall along a straight line because the major component of the saturation effect is due to the linear reduction in driving force. The contribution from increased membrane conductance, which would produce a concave (hyperbolic) curve, is masked by the driving force effect and the variance in the data. When inhibition was included in the simulation, the soma could not be depolarized past -45 mV by the firing of the 70 excitatory synapses, which is the limit of depolarization obtainable with optimal visual stimulation reported by Ferster and Jagadeesh ( 1992) . and somatic ( -) membrane potentials at the time of the test EPSP (t ) for synaptic input with (bottom traces) and without (top traces) inhibition. A number of important points are illustrated: because of a higher R,, the dendrite is more depolarized than the soma (and this dendrite is less depolarized than most), with larger voltage fluctuations due to the influence of individual postsynaptic potentials. The dendrite is less hyperpolarized than the soma by the inhibition because the inhibitory synapses are proximal and act by shunting current that passes from the dendrites to the soma. The effect of inhibition is to increase the slope of the test EPSP/ somatic V, graph (Fig. 3C) , so at the low input rate shown here inhibition causes a small increase in the size of the test EPSP by slightly hyperpolarizing the membrane thus increasing the excitatory synaptic driving force. y-Aminobutyric acid-A (GABA,) inhibition, the type we are modeling here, acts by increasing membrane conductance rather than directly hyperpolarizing the membrane, because its reversal potential is close to the resting membrane potential. The driving force for inhibitory chloride conductance only exists when there is depolarization produced by excitatory synaptic input (silent inhibition). At higher firing rates, when the inhibitory conductance is large, the small increase in excitatory driving force caused by the hyperpolarization (which is minimized at the site of the excitatory synapses by the spatial separation of the sources of excitatory and inhibitory input, mentioned above) is more than offset by the shunting effect of the inhibition, and the test EPSP is decreased in size (Fig. 3C) .
The soma could still be depolarized by 20 mV from rest even when the 33 inhibitory synapses are firing at their maximum rate (Fig. 3) . This indicates that firing of the postsynaptic cell would persist despite significant inhibition. This seems to support the conclusion of Douglas and Martin ( 1990a) , who simulated the effect of a maintained inhibitory conductance on the firing rate of a simplified model neuron driven by intrasomatic current injection. They suggested that inhibition in cortex cannot prevent the firing of a neuron receiving strong excitatory input. In con Dashed traces are results with 33 additional, inhibitory synapses firing at 100 Hz. This level of inhibition has little effect on the strongly activated pyramid. Dotted traces are results with the firing rate of the inhibitory inputs equal to twice that of the excitatory inputs in each case. This more realistic level of inhibition causes a significant decrease in the firing rate of the pyramid, although firing is not completely suppressed. C: firing is completely suppressed when an additional 150 somatic inhibitory inputs, firing at a mean frequency of 400 Hz at t = 100 ms, are added to the simulation shown in A.
trast, studies in vitro indicate that synaptically evoked GA-BA, inhibition is strong enough to briefly suppress the firing of cortical neurons driven by large depolarizing current injections (Connors et al. 1988; McCormick 1989) , although these results must be interpreted with caution given the large difference in GABA, conductance elicited in vivo and in vitro (Berman et al. 1989 ).
Efectiveness of inhibition
Under what conditions could inhibition be strong enough to suppress firing? What is the effect of strong synaptic activation on R, of the target neuron? These have been the subject of previous experimental and theoretical studies (Berman et al. 199 1; Douglas et al. 1988; Koch et al. 1990 ). To address these issues the model layer 2 pyramid was driven by the same concurrently active 70 excitatory and 33 inhibitory synapses as in Fig. 3 . Active conductances were added to the model (Table 1) to produce adapting trains of action potentials (Fig. 54 ). Figure 5 B shows the firing rate of the model cell as a function of the firing rate of the 70 excitatory synapses. The solid traces are results obtained without any inhibition. The dashed traces are results obtained with the inhibitory firing rate fixed at 100 Hz, which corresponds to the simulations done by Douglas and Martin ( 1990a) . The crosses are the instantaneous firing rate of the model for the first interspike interval. The boxes are the steady-state (adapted) firing rate. In agreement with Douglas and Martin, the effect of the inhibition was to increase the threshold of the neuron and only slightly reduce the firing rate above threshold.
These simulations neglect the observation that inhibition is correlated with excitation (Ferster 1986 ), which would occur if the inhibitory cells were being driven by the excitatory cells that they were inhibiting (Douglas and Martin 199 1) . It is reasonable to assume that the firing rate of the inhibitory inputs would increase with the firing rate of the pyramidal cell, and hence with the firing rate of the pyramidal cell's excitatory inputs (the 70 excitatory synapses). Therefore we repeated the above simulations, this time setting the firing rate of the inhibitory synapses to twice that of the excitatory synapses. The results, shown in Fig. 5 B (dotted traces), demonstrate that inhibitory input does have the potential to significantly reduce the firing rate of the target cell. However, the firing rate of the pyramidal cell was still substantial: the inhibition produced by 33 synapses is not enough to shut off the target cell.
The simulation was repeated with the 33 somatodendritic inhibitory synapses replaced by 25 inhibitory synapses on the 1st 25 pm of an axon initial segment consisting of 7 cylinders whose diameter tapered from 2.5 to 0.6 pm. This is the innervation pattern characteristic of chandelier cells, a type of cortical inhibitory interneuron (Farinas and DeFelipe 199 1 b) . Sodium and potassium spike conductances were included on the first 25 pm at the same density as on the soma (Table 1 ). The results (not shown) were nearly identical to those shown in Fig. 5 . Thus we found no difference between the effect of basket cell inhibition and that of chandelier cells [see also Lytton and Sejnowski ( 199 1 ) ] . Similar results were also obtained when using the layer 5 cell instead of the layer 2 cell (not shown).
Cortical pyramidal cells receive hundreds of inhibitory synaptic contacts on their somata and proximal dendrites (Douglas and Martin 1990b; Farinas and DeFelipe 199 1 a) . Therefore we increased the number of active inhibitory synapses in our simulation. We found that the activity of -200 somatic inhibitory synapses was sufficient to prevent a cell receiving strong excitation from firing (Fig. 5C ). Consequently, strong cortical inhibition is able to prevent the firing of even strongly driven pyramidal cells, contrary to previous conclusions (Douglas and Martin 1990a) . Firing was completely suppressed by 200 inhibitory inputs whether R, of the model layer 2 pyramid was 20 or 100 kQcm*. When R, was 5 k&m*, the resting R, of the model cell was so low ( -35 MS2) that the 70 excitatory inputs did not drive the cell very strongly and the activity of just 33 inhibitory inputs was sufficient to suppress firing.
The inhibition produced by the activity of 200 inhibitory inputs caused a huge decrease in Ri, of the model neuron. Large decreases in Ri, were not seen in vivo during nonpreferred responses or sustained hyperpolarizations (Berman et al. 199 1; Douglas et al. 1988; Ferster and Jagadeesh 1992) . Thus intracortical inhibition has the potential to shut off the firing of even strongly activated neurons, but this type of (shunting) inhibition has not yet been observed in cortical neurons. A possible reason for this is suggested in the DISCUSSION. Previous simulations have shown that Ri, of a neuron must decrease by a significant amount to prevent the cell from firing ). However, as mentioned above, a number of recent experimental tests have shown that Ri, shows no significant reduction during the nonpreferred response or even during sustained hyperpolarizations that are part of an optimal response to a visual stimulus (Berman et al. 199 1; Douglas et al. 1988; Ferster and Jagadeesh 1992) . Tests of our model show that Ri, decreased by a significant amount during the synaptic activation used in the above simulations (Fig. 6) . Thus, if we consider decrease in Ri, as an assay for inhibition, the level of inhibition used in the simulations shown in Figs. 3 and 5 B was as least as great as the level of inhibition occurring during nonpreferred or hyperpolarizing visual responses. This inhibition was not strong enough to counter significant synaptic excitation (Fig. 5 B) . This is further evidence that the level of inhibition that occurs during nonpreferred responses is not enough to prevent the cell from firing. It is likely that a lack of excitatory drive is what prevents the cell from firing during nonpreferred responses (Berman et al. 199 1; Ferster 1986) . Table 2 shows the percentage decrease in Ri, caused by weak and strong synaptic input. The input firing rate shown is for the 70 excitatory synapses and 33 inhibitory synapses active at twice these rates. The decrease in R, was calculated relative to R, at rest in the steady state as determined by current injections many times 7, in duration. The decreases in Ri, produced by even weak synaptic input were above the experimentally detectable threshold (Berman et al. 199 1) for all values of R, and Ri . We found that approximately one-half of the decrease in Ri, was due to excitatory, and one-half to inhibitory, synaptic conductance changes. This is not surprising because the individual synaptic conductances were equal, and there were about twice as many Voltage deflection is significantly smaller during synaptic activation (last 4 pulses) than at rest ( 1 st pulse). Decrease in input resistance is actually larger than measured here, because cell is not fully charged by the pulse at rest but is fully charged by the pulses during synaptic activation. This is due to the cell's smaller time constant during synaptic activation. Data in Table 2 are calculated with the use of the real (steady-state) input resistance of the cell. excitatory synapses, but they fired at one-half the rate of the inhibitory synapses. As noted above, the simulations of the experiments of Ferster and Jagadeesh ( 1992) showed that up to 20% of the EPSP reduction was due to decreases in Ri,, even when no inhibition was present (see DISCUSSION). That excitatory input alone can cause significant decreases in Ri, is apparent from considering the fact that the peak conductance of just one excitatory input (0.5 nS) is an appreciable fraction of the input conductance of a neuron (which for our model layer 2 pyramid ranged from 1.9 to 34.8 nS, depending on R, and Ri).
DISCUSSION
Saturation
Recent simulations of reconstructed neocortical pyramidal cells show electrotonic compactness of the basal dendrites and oblique dendrites (lateral branches from the apical trunk) over a wide range of parameter values (Holmes and Woody 1989; Stratford et al. 1989) . Dendritic branches are quite isolated from each other and have high input impedances relative to the soma (Rinzel and Rall 1974) . Inputs on the same branch may interact nonlinearly because synaptic currents and voltages depend on the local membrane potential and Ri,, respectively, and these in turn both depend on local synaptic activity (Barrett and Crill 1974; Rall 1964 Rall , 1967 . Synaptic input could act to reduce the excitatory driving force and Ri,, leading to a saturation of simultaneous and subsequent excitatory input.
In confirmation, our simulations of the experiments of Ferster and Jagadeesh ( 1992) have provided evidence for two contributions to dendritic saturation: a reduction in driving force and a reduction in Ri, (shunting). Based on Eq. 1 for the membrane current, applied to voltage-independent synaptic conductances, these two components can be represented analytically in the equation for the peak synaptic potential, AV, produced by n synapses each with their own reversal potential, Vi, undergoing conductance change Ag' on a single compartment with resting membrane potential VL where
and g, is the leak conductance. The numerator in Eq. 2 represents the driving force, and the denominator gives the shunting effect. The composite synaptic event is equivalent to a single synapse with a reversal potential I/, that is a weighted sum of the individual reversal potentials and a conductance equal to the sum of the individual conductances.
All of the results we have described regarding saturation of excitatory input, effectiveness of inhibition and changes in Ri, were consistent across a wide range of values for R, and Ri (Table 2 , Fig. 3 0) . The largest value for R, we considered ( 100 kQcm2) seemed unlikely to occur in vivo. This value produced a value for Ri, of >500 MQ for the model layer 2 pyramidal cell, which is well outside the range reported thus far for in vivo cortical neurons (Douglas et al. 199 1; Ferster and Jagadeesh 1992; Pei et al. 199 1) . This value for R, also gave a value for 7, of 100 ms. Such a large time constant seems incompatible with neuronal processes occurring on the time scale of tens of milliseconds (Gray et al. 1992 ). In performing the simulations shown in Fig. 3 , with a 7, of 100 ms, the relative timing of all events had to be increased severalfold because the model neuron took hundreds ofI milliseconds to reach a steady state in response to any stimulus. If cortical neurons do have a fundamental R, of 100 kRcm2, the effective R, of in vivo neurons is likely to be much lower because of the effect of background synaptic input (Bernander et al. 199 
1) (see METHODS).
A number of simulations were performed with excitatory synaptic inputs on the heads of explicitly modeled spines. The results were not significantly different from those obtained with inputs made directly onto dendritic shafts (Fig.  2) . The reason for this is that the spine stem resistance ( 255 MQ for our spines) is small compared with the inverse of the peak synaptic conductance (2 GQ) (Jaslove 1992), so that nearly all the current entering the spine head flows into the dendritic shaft (the membrane conductance of the spine is negligible). There are, however, circumstances when the differences between spine and shaft synaptic input can become significant (Qian and Sejnowski 1989; Zador et al. 1990 ).
Synaptic excitation
Although this study was based on simulations of single neocortical pyramidal neurons, the results can be used to infer some of the principles of operation of the circuits in the neocortex. One such principle, proposed 10 years ago on the basis of physiological evidence, is that a single synapse is ineffective in firing another cell ( Abeles 1982) . Because one pyramidal cell makes on average only one or two synaptic contacts onto each of its targets (Braitenberg and Schuz 199 1; Gabbot et al. 1987 ) and the vast majority of cortical synapses are pyramidal-pyramidal contacts (White 1989) , the effect of a single neocortical pyramid on another is almost negligible-certainly not enough to drive the postsynaptic cell by itself ( Abeles 1982) . In our simulations a single synapse firing at a mean frequency of 100 Hz produced a somatic depolarization of < 1 mV. Maximally activating a whole dendritic segment (depolarizing to 0 mV with the use of current injection) was not enough to drive the cell to fire at the rates observed during visual stimulation.
Thus there must be convergence of synaptic inputs from many cells to produce significant firing (Douglas and Martin 1990b) . How many? Our model cells required tens of synapses, active within an interval of a few milliseconds, to reach threshold. Firing at the rates observed during visual stimulation required about a hundred synapses active at a few hundred hertz. The saturation demonstrated in Fig. 3 indicates that the additional activation of more synapses has a decreasing effect. Because the maximum firing rates we used for our inputs were at the upper limits of sustained firing rates in cortex, it is likely that maximal firing will require the activity of a few hundred presynaptic cells, as suggested for the hippocampus ( Andersen et al. 1990; Miles and Wong 1986; Sayer et al. 1990) , spinal cord (Jack et al. 198 1; Walmsley et al. 1987) , and cerebellum . If the inputs were completely synchronous, a highfrequency discharge could be evoked by a few tens of active synapses ( Abeles 1982; Bush and Douglas 199 1) . This "dynamic range" of a few tens to a few hundred active inputs is only a small fraction of the thousands of synapses on a single pyramidal neuron (Douglas and Martin 1990b) . This implies that a pyramidal cell can be driven by any one of several different groups of presynaptic cells, allowing the same neuron to participate in many (possibly independent) processes.
If passive membrane is assumed, a single EPSP with peak conductance 0.5 nS on the model layer 2 cell produced a somatic depolarization with a peak amplitude approximately twice that seen in the layer 5 cell. This is because Ri, of the layer 2 cell (with the same 7,) is approximately twice that of the layer 5 cell. We have found that twice as many excitatory synapses were needed to drive the layer 5 cell to fire at the same frequency as the layer 2 cell. This fits with the observation that large layer 5 pyramids have about twice the number of spines as small layer 2 pyramids. However, there is as yet no experimental evidence that single EPSPs are larger in layer 2 cells than in layer 5 cells.
Synaptic inhibition
The 33 inhibitory synapses used in the simulations of Fig.  3 , C and D, are a fraction of the several hundred that exist on the soma and proximal dendrites of each pyramidal cell (Douglas and Martin 1990b; DeFelipe 199 1 a) . The activity of this small fraction was not sufficient to prevent the firing of a cell receiving strong excitation (Fig.  5 B) , yet it was enough to reduce Ri, significantly (Fig. 6 , Table 2 ). Because Ri, does not decrease during nonpreferred or hyperpolarizing responses to visual stimuli (Berman et al. 199 1; Douglas et al. 1988; Ferster and Jagadeesh 1992) , we agree with Berman et al. ( 199 1) that inhibition in the cortex (at least primary visual cortex) does not act to counter sustained ( > 50-100 ms) excitation.
What then is the role of inhibition? Inhibition is correlated with excitation (Ferster 1986 ); thus maximal inhibitory activity is expected during the periods of maximum firing caused by excitatory input. This statement may seem paradoxical, but only if the excitation and inhibition are considered as simultaneous and sustained, without any temporal structure. However, analysis of inhibitory activity during visual stimulation [ Fig. 14 of Lytton and Sejnowski ( 199 1 )] reveals that compound IPSPs can occur rhythmically rather than randomly. This might be produced by feedback inhibition generated in response to stimulation by the same excitatory cells that the inhibition targets (Douglas and Martin 199 1). It has been shown that such a system can produce synchronization of excitatory and inhibitory populations and consequent rhythmic IPSPs (Bush and Douglas 199 1) . Compound EPSPs are also rhythmic in this model but are out of phase with the IPSPs. In fact, it is the compound IPSP generated by the compound EPSP that terminates the burst of firing in the pyramidal cells and ensures synchronization (Bush and Douglas 199 1) .
The activity of hundreds of inhibitory synapses would be required to generate an IPSP capable of shutting off the firing of the pyramidal cells. In our simulations the simultaneous activity of w 200 inhibitory synapses prevented the firing of our model cells despite strong synaptic excitation. Such a compound IPSP would produce a very large decrease in Ri, of the target cell, but the decrease would be transient (of order 10 ms) because the inhibitory cells stop firing when no longer driven by the pyramids they inhibit. Transient conductance changes cannot be detected by current pulse injection (Berman et al. 199 1 ), but it might be possible to sample the peak slope conductance at different membrane potentials. Thus we suggest that the role of inhibition is to synchronize the firing of groups of pyramidal cells by rhythmically turning on transiently but powerfully during optimal stimulation [see also Lytton and Sejnowski ( 199 1 ) , who considered the efficacy of lower frequency inhibitory inputs to entrain pyramidal cells]. Our proposal reconciles the fact that effective inhibition (preventing firing of target) must cause a large decrease in Ri, with the fact that such decreases in Ri, have not been seen in vivo.
There has been very little experimental study of changes in Ri, during the response to optimal stimulation. Such experi ments are hard to perform and interpret because of the large, rapid fluctuations in membrane potential and large suprathreshold intrinsic voltage-dependent conductance changes occurring during these periods. Existing data show input conductance increases of up to 40% during optimal stimulation (Berman et al. 199 1) . Our results indicate that Ri, should decrease substantially during optimal stimulation, but, as with inhibition, the detectibility of this decrease using current pulses would depend on how much of the excitatory input is transient and how much is sustained.
The inhibition discussed in the above argument is assumed to be GABA* inhibition. The slower, hyperpolarizing GABA* inhibition probably has a different role that could be investigated with the use of a network simulation [ for one suggestion see Abbott ( 199 1 )] . In a realistic network the temporal structure of synaptic inputs would be much closer to in vivo conditions than the random inputs used here. This would allow better estimates of the numbers of inputs driving a pyramidal cell and a better way to study the role of inhibition.
Our conclusion that inhibition does not act as a veto of sustained excitation is in agreement with Berman et al. ( 199 1) . We have also replicated their results showing that a modest level of inhibition does not prevent the firing of its target ( Douglas and Martin 1 990a). However, using revised assumptions about the amount of i .nhibition impacting 0 n a single pyramidal neuron, we h .ave shown that a stronger level of inhibition can shut off the firing of a strongly driven target cell. We reconcile these results by postulating that such strong inhibition is only activated transiently, during periods of maximum excitatory activity.
Conclusions
Neocortical pyramidal cells do not linearly integrate synaptic input, even in the absence of active membrane properties. Despite the electrotonic compactness of pyramidal basal / oblique dendritic trees, saturation of excitatory input is a real phenomenon that places a sharp limit on the number of active excitatory inputs that can contribute to the response of a particular pyramidal cell.
Cortical inhibition can in principle suppress the firing of its targets, but a role for inhibition as a negator of inappropriate excitatory input is not consistent with experimental data and theoretical studies. Both data and models lead to the view that excitation and inhibition are a synergistic pair of processes combining coactively to shape the response of a cortical neuron to optimal stimuli (Berman et al. 199 1; Bush and Douglas 199 1) .
