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RANDOM WORDS IN FREE GROUPS, NON-CROSSING MATCHINGS
AND RNA SECONDARY STRUCTURES
SIDDHARTHA GADGIL ANDMANJUNATH KRISHNAPUR
ABSTRACT. Consider a random wordX in an alphabet consisting of 4 letters, with
the letters viewed (in order) either as A, U , G and C (i.e., nucleotides in an RNA
sequence) or α, α, β and β (i.e., generators of the free group 〈α, β〉 and their in-
verses). We show that the expected fraction ρ(n) of unpaired bases in an optimal
RNA secondary structure (with only Watson-Crick bonds and no pseudo-knots)
converges to a constant λ2 with 0 < λ2 < 1 as n → ∞. Thus, a positive propor-
tion of the bases of a random RNA string do not form hydrogen bonds.
In terms of free groups, ρ(n) is the ratio of the length of the shortest word
representing X in the generating set consisting of conjugates of generators and
their inverses to the word length ofX with respect to the standard generators and
their inverses. Thus for a typical word the word length in the (infinite) generating
set consisting of the conjugates of standard generators grows linearly with the
word length in the standard generators. We in fact show that a similar result holds
for all non-abelian finitely generated free groups 〈α1, . . . , αk〉, k ≥ 2.
1. INTRODUCTION
Consider a wordX in an alphabet consisting of 4 letters, with the letters viewed
(in order) either as α, α, β and β (i.e., generators of the free group 〈α, β〉 and their
inverses, where we use the notation g for g−1) or A, U , G and C (i.e., nucleotides
in an RNA sequence). There is a natural notion of a length ℓ(X) associated to
such a word, which can be defined in several equivalent ways (see [1] and [2],
and Section 2, for details and the equivalence of these descriptions). We give three
descriptions of ℓ, two of which (as we indicate below) generalize to words in 2k
letters, for k ≥ 2.
(1) If X is a word in 〈α, β〉, then ℓ is the maximal conjugacy-invariant length
function on 〈α, β〉 which satisfies ℓ(α) ≤ 1 and ℓ(β) ≤ 1. Equivalently, ℓ is
the word length in the generating set given by all conjugates gαg−1, gαg−1,
gβg−1 and gβg−1 of the generators of 〈α, β〉 and their inverses (where α =
α−1 and β = β−1). More generally, a word in 2k letters gives an element of
〈α1, . . . , αk〉, and ℓ can be defined as a maximal conjugacy length function
(or word length in conjugates of generators and their inverses) in this case
too.
(2) If X is viewed as a nucleotide sequence, then we can consider so called
secondary structures of RNA, i.e., bonds between nucleotides of the RNA,
with bonds being Watson-Crick pairs, i.e. hydrogen bonds between Ade-
nine and Uracil and between Guanine and Cytosine, and stereo-chemical
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forces modelled by not allowing so called pseudo-knots (for details we re-
fer to [1]). Then ℓ(X) is the minimum number of non-bonded nucleotides
for secondary structures of X . This is a biologically reasonable notion of
energy.
(3) Again viewing X = X(n) as a word of length n in the alphabet α, α, β
and β, we consider incomplete non-crossing matchings of the (indices of)
letters in X so that letters are matched with their inverses. Here a non-
crossingmatching is a subsetP of disjoint pairs of indices (i, j), 1 ≤ i < j ≤
n, so that if i < j < k < ℓ and (i, k) ∈ P then (j, ℓ) /∈ P ; and we also require
that if (i, j) ∈ P then Xi = X−1j . The length ℓ(X) is the minimum number
of unmatched letters over all non-crossing matchings. More generally, for
a word in the alphabet with 2k letters α1, α1, . . . , αk, αk (where g denotes
g−1) we consider non-crossing matchings with letters paired with their
inverses, and define ℓ as the minimum number of unmatched letters over
all such non-crossing matchings.
Henceforth, fix k ≥ 2 and consider a random string X = X(n) of length n in
2k letters as above (i.e., a random word). The case k = 2 corresponds to RNA
secondary structures, but all our results and proofs are uniform in k. Let Lk(n) =
E
[
ℓ(X(n))
]
where the expectation is over strings of length n. Let ρk(n) = Lk(n)/n
denote the average proportion of unpaired letters.
Our main result is that this fraction converges to a positive constant.
Theorem 1. With the above notations, ρk(n)→ λk for some constant 0 < λk < 1.
For k = 2, we prove the explicit bounds 0.034 < λ2 < 0.29. The proof of
Theorem 1 given in Section 3 gives the lower bound of 0.03, which is then refined
to get the slightly better lower bound of 0.034. The upper bound of 0.29 is proved
in Section 4. There is some slack in our proof, so out bounds can be sharpened.
However our goal here is to give a simple and transparent proof.
We also show that the ρk(n) has exponential concentration in a window of
length 1/
√
n around its expectation, and hence around λk . This is Theorem 12.
Thus, the average proportion of unpaired bases in an optimal secondary struc-
ture for a random RNA string converges to a positive constant as the length of the
RNA string approaches infinity. Equivalently, for a wordX in the free group 〈α, β〉
(or more generally in the free group 〈α1, . . . , αk〉 for k ≥ 2), the average ratio of
the word length of X in the (infinite) generating set consisting of conjugates of
generators and their inverses to the word length of X in the standard generators
and their inverses converges to a positive constant. We remark that this result is
also true, but essentially trivial, for the free group on 1 generator, i.e., the group Z.
2. PRELIMINARIES
For the convenience of the reader, we define length functions on groups and
show that three definitions of the length ℓ on 〈α1, . . . , αk〉 given above give the
same function.
Definition 2. Let G = (G, ·, e, (·)−1) be a group (written multiplicatively, with
identity element e). A length function on G is a map l : G→ [0,+∞) that obeys the
properties
• l(e) = 0,
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• l(x) > 0, for all x ∈ G \ {e},
• l(x−1) = l(x), for all x, y ∈ G.
• l(xy) ≤ l(x) + l(y), for all x, y ∈ G.
Definition 3. We say that a length function l is conjugacy-invariant if l(xyx−1) =
l(y) for all x, y ∈ G.
We shall see here that three definitions of a length ℓ : 〈α1, . . . , αk〉 → [0,∞)
coincide. We also give more details of these definitions.
2.1. Maximal length. Consider the set L consisting of conjugacy-invariant length
functions l : 〈α1, . . . , αk〉 → [0,+∞) satisfying l(αi) ≤ 1 for all 1 ≤ i ≤ k. We have
a partial order on length functions on 〈α1, . . . , αk〉 given by l1 ≤ l2 if and only if
l1(g) ≤ l2(g) for all g ∈ 〈α1, . . . , αk〉. For this order, it is well known that there is a
(necessarily unique, by properties of posets) maximal element. Namely, define
ℓmax(g) = sup{l(g) : l ∈ L}.
Note that the set {l(g) : l ∈ L} is bounded by the word length of g, so has
a (finite) supremum. It is easy to see that ℓmax is a conjugacy-invariant length
function, and that ℓ(αi) ≤ 1 for all 1 ≤ i ≤ k. Thus ℓmax ∈ L. Further, by
construction, if l ∈ L, then l ≤ ℓmax. Thus ℓmax is the maximum of the set L.
2.2. Word length in conjugates of generators. Let ℓCW : 〈α1, . . . , αk〉 → [0,+∞)
be the function given by the word length in the generating set consisting of all
conjugates of the generators αi, 1 ≤ i ≤ k. Thus, for g ∈ 〈α1, . . . , αk〉, ℓCW (g) is
the smallest value r ≥ 0 such that g can be expressed as
g =
r∏
j=1
βjα
ǫj
ij
β−1j ,
where βj ∈ 〈α1, . . . , αk〉 and ǫj = ±1, for 1 ≤ j ≤ r.
Proposition 4. We have ℓCW = ℓmax.
Proof. First, we see that ℓCW ∈ L. This is because the word length in a conjugacy-
invariant set is a conjugacy-invariant length function, and lCW (αi) = 1 for 1 ≤ i ≤
k.
Next, we see that ℓCW is maximal in L. Namely, let l ∈ L, g ∈ G and let r =
lCW (g). Then we can express g as g =
∏r
j=1 βjα
ǫj
ij
β−1j . By the triangle inequality,
conjugacy-invariance, symmetry, and using l(αi) ≤ 1 for i ≤ i ≤ k,
l(g) ≤
r∑
j=1
l(βjα
ǫi
ij
β−1j ) =
r∑
j=1
l(αǫiij ) ≤
r∑
j=1
1 = r = ℓCW (g),
as required.
As ℓCW ∈ L is maximal, ℓCW = ℓmax. 
2.3. Length from non-crossing matchings. LetX(n) = (X1, . . . , Xn) be a word in
the alphabet with 2k letters α1, α1, . . . , αk, αk. Let NC stand for incomplete non-
crossing matchings of [n] = {1, 2, . . . , n}. Let NCk(X) be the subset of M ∈ NC
such that for each matched pair (i, j) ∈ M we have {Xi, Xj} = {αℓ, αℓ} for some
ℓ ≤ k.
Let ℓNC(X) be the minimum number of unmatched pairs in all non-crossing
matchings so that letters are paired with their inverses. We sketch the proofs that
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this is well-defined on 〈α1, . . . , αk〉, gives a conjugacy invariant length function,
and that ℓNC = ℓmax. For more details, see [2] (which however has different ter-
minology, and gives proofs for the case of two generators – the proofs for general
k only involve change of notation from the k = 2 case).
Lemma 5. Suppose X1 and X2 represent the same element in the group 〈α1, . . . , αk〉,
then ℓNC(X1) = ℓNC(X2).
Proof. It suffices to consider the case whereX1 andX2 are related by a single can-
cellation. Without loss of generality, assume that there exist wordsW1 andW2 and
an index 1 ≤ j ≤ k such that X1 = W1 ∗W2 and X2 = W1 ∗ αj ∗ α−1j ∗W2. Let µp
be the length of Wp for p = 1, 2. Note that the cancelling pair corresponds to the
pair (µ1 + 1, µ1 + 2) of indices.
We show that ℓNC(X1) = ℓNC(X2). First, fix a non-crossing matchingM1 ofX1
with ℓNC(X1) unmatched letters and with letters paired with their inverses. Let
σ : N→ N be defined by
σ(m) =
{
m ifm ≤ µ1,
m+ 2 ifm > µ1
ThenM2 := σ(M1) ∪ {(µ1 + 1, µ1 + 2)} ∈ NCk(X2) and has lNC(X1) unmatched
letters. Hence ℓNC(X2) ≤ ℓNC(X1).
Conversely, fix a non-crossing matching M2 ∈ NCk(X2) with ℓNC(X2) un-
matched letters. Suppose at most one of µ1 + 1 and µ1 + 2 is matched in M
′,
and (i, j) ∈ M is the corresponding pair with either i ∈ {µ1 + 1, µ + 2} or j ∈
{µ1 +1, µ+2}. ThenM1 := M2 \ {(i, j)} ∈ NCk(X1) andM1 has at most ℓNC(X2)
unmatched letters.
Next, if (µ1 + 1, µ1 + 2) ∈ M2, then M1 := M2 \ {(µ1 + 1, µ1 + 2)} ∈ NCk(X1)
andM1 has ℓNC(X2) unmatched letters.
Finally, suppose for some indices i and j we have (i, µ1 + 1) ∈ M2 and (j, µ1 +
2) ∈M2 (the cases where we instead have (µ1+1, i) ∈M2 and/or (µ1+1, j) ∈M2
are similar). We see that
M1 := M2 ∪ {(µ1 + 1, µ1 + 2)} \ {(i, µ1 + 1), (j, µ1 + 2)} ∈ NCk(X1)
andM1 has ℓNC(X2) unmatched letters.
In all cases, we haveM1 ∈ NCk(X1) with at most ℓNC(X2) unmatched letters,
hence ℓNC(X1) ≤ ℓNC(X2).

It follows that ℓNC induces a well-defined function on 〈α1, . . . , αk〉, which we
also denote as ℓNC . It is easy to see that ℓNC is a length function. The proof of the
following is very similar to that of Lemma 5.
Lemma 6. Suppose g, h ∈ 〈α1, . . . , αk〉, then ℓNC(hgh−1) = ℓNC(g).

It is easy to see that ℓNC(αi) = 1 for all 1 ≤ i ≤ k, and that ℓNC is symmetric.
Thus ℓNC ∈ L. Hence, to show that ℓNC = ℓmax, it suffices to prove maximality,
which we prove next.
Lemma 7. Suppose l ∈ L and g ∈ 〈α1, . . . , αk〉. Then l(g) ≤ ℓNC(g).
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Proof. Let X be a word representing g. We prove the lemma by induction on the
length n ofX . The case when the length is zero is clear.
Consider a non-crossing matching M ∈ NCk(X) with ℓNC(X) unmatched let-
ters. First, suppose the index 1 is unmatched in M , let X̂ be obtained from X by
deleting the first letter. Then M ∈ NCk(X̂), so by induction hypothesis, l(X̂) ≤
ℓNC(X). Further, as M restricted to X̂ has one less unmatched letter than M , we
conclude that
ℓNC(X̂) ≤ ℓNC(X)− 1
(we can, in fact, deduce equality by using the triangle inequality). As the first letter
ofX is a generator or the inverse of a generator, using the triangle inequality
l(X) ≤ 1 + l(X̂) ≤ 1 + ℓNC(X̂) ≤ ℓNC(X).
Next, if the pair (1, j) ∈ M with j < n, we split the word X as X = X1 ∗
X2 with X1 of length j. Observe that the non-crossing condition implies that M
decomposes asM1 ∪M2 with M1 ∈ NCk(X1) and M2 ∈ NCk(X2). In particular,
ℓNC(Xi) is bounded above by the number of unmatched letters inMi for i = 1, 2,
hence
ℓNC(X1) + ℓNC(X2) ≤ ℓNC(X),
where we can again conclude equality by using the triangle inequality.
By using the induction hypothesis and the triangle inequality we get
l(X) ≤ l(X1) + l(X2) ≤ ℓNC(X1) + ℓNC(X2) ≤ ℓNC(X).
Finally, if (1, n) ∈ M , let X̂ be obtained from X by deleting the first and last
letter. By conjugacy invariance of l and ℓNC , we have l(X) = l(X̂) and ℓNC(X) =
ℓNC(X̂). Applying the induction hypothesis to X gives
l(X) = l(X̂) ≤ ℓNC(X̂) = ℓNC(X)
as required. 
Thus, we can conclude the following.
Proposition 8. We have ℓNC = ℓmax.

We shall henceforth denote ℓNC as ℓ.
3. THE PROPORTION OF UNMATCHED INDICES
In this section, we prove Theorem 1 and get lower bounds on λ2. At first, k is
fixed, hence we drop it in the subscripts of L(n) and ρ(n).
The first observation is that L(n) is sub-additive.
Lemma 9. For m,n > 0, L(m+ n) ≤ L(m) + L(n).
Proof. A string X(m+n) of i.i.d. random variables of length m + n is obtained by
taking the concatenationX
(n)
1 ∗X(m)2 of two stringsX(n)1 andX(m)2 of i.i.d. random
variables of lengths n andm respectively. As the union of elementsM1 ∈ NCk(X1)
and M2 ∈ NCk(X2) gives a matching M ∈ NCk(X), it is easy to see that ℓ(X) ≤
ℓ(X1) + ℓ(X2). By taking expectations the lemma follows. 
As a well known consequence of sub-additivity (Fekete’s lemma), we obtain the
following.
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Corollary 10. The sequence ρ(n) = L(n)/n converges to a constant λk as n → ∞. In
fact, λk = infn ρ(n).
As 0 ≤ ρ(n) ≤ 1, we get 0 ≤ λk ≤ 1. It is easy to get some upper bounds for
λk by computing ρ(n) for small n (as λk is the infimum of ρ(n)). For instance, for
k = 2 and n = 4, ℓ(X) takes values 0, 2 and 4 with probabilities 28/256, 168/256
and 60/256, respectively, hence λ2 ≤ ρ(4) = 9/16. The harder thing is to get lower
bounds. Ourmain result is that λk, which is the asymptotic proportion of unpaired
bases, is positive.
Lemma 11. We have λk > 0.
Proof. Fix δ > 0. Observe that
L(n) ≥ nδ ·P(ℓ(X(n)) ≥ nδ),
and hence
ρ(n) ≥ δP(ℓ(X(n)) ≥ nδ).
Thus, if we have P(ℓ(X(n)) ≥ nδ) → 1 as n → ∞, then λk ≥ δ. Thus it suffices
to find a δ > 0 for which we can show that P(ℓ(X(n)) ≥ nδ) → 1, or equivalently
show that
P(ℓ(X(n)) < nδ) → 0
as n→∞.
We shall now bound P(ℓ(X(n)) < nδ) for small enough δ. Note that if W (n, δ)
is the number of words X of length n with ℓ(X) < nδ, then
P(ℓ(X(n)) < nδ) =
W (n, δ)
(2k)n
.
Let m =
⌈
n−nδ
2
⌉
and let r = n − 2m. Observe that if ℓ(X(n)) < nδ, then X =
X(n) has a non-crossing matching with at least 2m pairs, and hence a non-crossing
matching with M with exactly 2m pairs (by simply dropping a few pairs). Given
such anM , we can associate to X a triple (Y, Z, s) where
• Y is the word (of length r) consisting of the letters of X that are unmatched
inM , in the same order as in X ,
• Z is the word (of length 2m) consisting of the letters of X that are matched
inM , in the same order as in X , and,
• s is the set of indices i, 1 ≤ i ≤ n, that are unmatched.
Note thatM gives a complete non-crossing matching on Z , and hence Z represents
the trivial word in 〈α1, . . . , αk〉. As the triple (Y, Z, s) determinesX , it follows that
the numberW (n, δ) of words X of length n with ℓ(X) < nδ is bounded above by
the number of triples (Y, Z, s), with
• Y a word of length r,
• Z a word of length 2m that represents the trivial element in the free group,
and
• s a subset of size r of {1, 2, . . . , n}.
Let Tp denote the set of words of length p that represent the trivial element in
the group 〈α1, . . . , αk〉. It follows that
(1) |W (n, δ)| ≤
(
n
r
)
· (2k)r · |T2m|
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The main step remaining is to bound T2m. Let τp = Tp/(2k)
p represent the prob-
ability that a randomword of length p represents the trivial element in 〈α1, . . . , αk〉.
We observe that this is the probability that the standard symmetric random walk
on the Cayley graph of the free group (with the canonical generators and their
inverses) starting at the identity returns to the identity in p steps. It is clear that
τpτq ≤ τp+q , and hence by the Fekete lemma (applied to log τp), we see that τ
1
p
p →
θk := supp τ
1
p
p . This means that τp ≤ θpk for each p ≥ 1. Of course τp = 0 for odd p.
By a theorem of Kesten [5], θk =
√
2k−1
k2
. In particular, θ2 =
√
3
2 , which we use
for explicit estimates on λ2. We sketch a heuristic argument for this, and point out
where it needs to be refined (Kesten uses a similar argument).
Observe that the graph distance of the random walk to the identity element is
itself a random walk on N = {0, 1, 2, . . .} that goes from i 7→ i+ 1with probability
(2k − 1)/2k and i 7→ i − 1 with probability 1/2k, for i ≥ 1, and from 0 to 1 with
probability 1. The number of walks of length p = 2m that return to the origin in N
is the Catalan number 1
m+1
(
2m
m
)
, and each such path (since it has m up-steps and
m down-steps) has probability approximately (2k − 1)m/(2k)2m. Therefore,
τ2m ≈ (2k − 1)
m
(2k)2m(m+ 1)
(
2m
m
)
∼ 1√
πm
3
2
(2k − 1)m
k2m
by Stirling’s formula, where am ∼ bm means that am/bm converges to 1 asm→∞.
In particular, , if our approximation in the first step is good enough, we see that
τ
1
2m
2m →
√
2k−1
k2
, i.e., θk =
√
2k−1
k2
. Our approximation is because if the path is
at the origin at some time, then the probability of an up is 1. Hence the actual
probability of a path is slightly larger than (2k − 1)m/(2k)2m, with the correction
depending on the number of times the path returns to the origin, which is small
for most paths. The above argument can be adapted to give a precise expression
for the first-return probabilities, which in turn can be used (via relations between
generating functions of first-return probabilities and return probabilities) to show
that we do have θk =
√
2k−1
k2
.
It is now straightforward to complete the proof. For simplicity of notation, we
ignore the error in rounding off to an integer and assume r = nδ. Using the ele-
mentary fact that
(
n
r
) ≤ enh(δ) where h(δ) = −δ log(δ)− (1− δ) log(1− δ) in (1), we
get
P(ℓ(X(n)) < nδ) ≤ exp {n (h(δ) + log θk))}
Hence P(ℓ(X(n)) < nδ)→ 0 as n→∞ provided h(δ) + log θk < 0.
When k = 2, as θ2 =
√
3/2, this happens, for example, for δ = 0.03. Thus,
we have λ2 > 0.03, i.e. at least 3% of the letters are unmatched for the best non-
crossing matching for most words.
Thus, we have shown that the limit λk of the sequence ρ(n) exists and is pos-
itive. This completes the proof of Theorem 1, with the effective bound λ2 ≥ 0.03
for k = 2 (other effective bounds can be computed similarly). 
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3.1. Refinement of the lower bound for λ2 using maximal triples. We can refine
the bound we obtained by choosing the triple (Y, Z, s) in a canonical way. We fix
k = 2 (so 〈α1, . . . , αk〉 = 〈α, β〉) in this subsection.
First, observe that for fixed X , the words Y and Z are determined by s. More
generally, given X , any subset s ⊂ [n] determines words Y = Y (X, s) and Z =
Z(X, s), but in general the word Z(X, s) may not represent the trivial element in
〈α1, . . . , αk〉. We shall say the triple (Y (s), Z(s), s) is admissible provided Z repre-
sents the trivial element.
The set s can be viewed as a finite sequence by ordering its elements lexico-
graphically, and two such sets can be compared using the lexicographic ordering
on finite sequences, which is a total ordering. We order admissible triples (Y, Z, s)
by the component s and choose the maximal admissible triple for each fixed X .
We can decompose s as s = s1∪s2, with s2 (the tail) consisting of those elements
i ∈ s such that if j ∈ [n] \ s, then j < i. Conversely, given an element i ∈ s1 there
exists j ∈ [n] \ s such that j > i. For i ∈ s1, let iˆ be the smallest element in [n] \ s
such that iˆ > i, i.e., iˆ is the first matched index after the unmatched index i.
We claim that if (X,Y, s) is maximal and i ∈ s1, then Xi 6= Xiˆ. For, if Xi = Xiˆ,
let s′ = (s \ {i}) ∪ {iˆ} and consider the triple (Y ′ = Y (X, s′), Z ′ = Z(X, s′), s′).
Then we see that Z ′ = Z , as the letter Xiˆ in Z has been replaced by Xi = Xiˆ in
Z ′, and in the order on indices, i has the same position in Z ′ as iˆ has in Z (this is
because, if j ∈ [n] \ (s ∪ s′) is an index in both Z and Z ′, then j ≤ i if and only if
j ≤ iˆ by definition of iˆ). Hence Z ′ = Z represents the trivial word, and hence the
triple (Y ′, Z ′, s′) is admissible. But s < s′, contradicting maximality.
Thus, writing Y = Y1 ∗Y2 with Yi the word with lettersXj , j ∈ si, and letting ri
be the cardinality of si, we see that there are only 3
r14r2 possibilities for the word
Y (corresponding to a maximal triple). On the other hand, the set s2 is determined
by r2 as it consists of the last r2 elements, and s1 is a subset of size r1 of the first
n− r2 = n− r + r1 elements.
Hence, using (1) once more and recalling that θ2 =
√
3/2, we see that
W (n, δ) ≤
(
r∑
r1=0
(
n− r + r1
r1
)
3r14r−r1
)(√
3
2
)n−r
4n−r.
We use
(
n−r+r1
r1
) ≤ (n
r1
)
and the Chernoff bound for the tail of the binomial
distribution to get
r∑
r1=0
(
n
r1
)
3r14n−r1 ≤ 7n exp
{
−n
(
δ log
(
δ
3/7
)
+ (1− δ) log
(
1− δ
4/7
))}
= exp{n[h(δ) + δ log 3 + (1 − δ) log 4]}.
Therefore, we get the improved bound
P(ℓ(X(n)) < nδ) ≤ |W (n, δ)|4−n
≤ exp{n[h(δ) + δ log(3/4) + (1 − δ) log(
√
3/2)]}.
However the improved lower bound only gives a marginal improvement to
0.034, i.e., at least 3.4% of the letters are unmatched on average.
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4. AN UPPER BOUND ON λ2
We claim that λ2 ≤ 0.29. This is achieved as follows. Let U1, V1, U2, V2, . . . be
i.i.d. Geometric(1/2) random variables, i.e., P[U1 = j] = 2
−j for j ≥ 1. Then
E[U1] = 2, and hence with m = ⌊n/4⌋ we get Nn := U1 + V1 + . . . + Um + Vm =
n + O(
√
n) with high probability. We create a string S ∈ {α, α, β, β}N by setting
down a random string of {α, α} of length U1, then a random string of {β, β} of
length V1, etc. Thus, Ui, Vi are the length of runs of the two species of symbols.
This makes the length of the string random but since it is in a
√
n length window
of n, this should not change anything much (as regards the proportion of unpaired
sites). Consider the following matching algorithm.
Fix any maximal noncrossing matching of all the β, β symbols. Then we make
the best possible non-crossing matching of each run of α, α within itself. Thus, if
the first run happens to be α, α, α, then, we could match up the first two sites and
leave the third one unpaired.
In this matching scheme, in the first stage there are O(
√
n) unpaired sites (the
difference between the number of β and the number of β symbols in S). For the
second stage, note that in the jth run (the one that has length Uj), the number of
α-symbols is ξj ∼ Binomial(Uj , 12 ), and hence the number of left overs is |2ξj−Uj|.
The total number of left over sites has expectationmE[|2ξ1 − U1|] + O(
√
n) which
gives us the bound
λ2 ≤ 1
4
E[|2ξ1 − U1|].
Numerical evaluation of the expectation (expressed as an infinite sum) gives the
bound λ2 ≤ 0.2886....
5. CONCENTRATION AROUND EXPECTED BEHAVIOUR
Lemma 11 shows that L(X(n))/n gets close to λk on average, as n→∞. For real
applications one would like to say that for most strings of length n, the random
quantity L(X(n))/n is itself close to λk, along with a quantitative estimate on how
close it is. Using standard tools of probability we now show that L(X(n))/n is
concentrated around its expectation in a window of size 1/
√
n.
Theorem 12. With the notations of the previous section
P
[∣∣L(X(n))− E[L(X(n))] ∣∣ > t√n] ≤ 2e− t28 , for any t > 0.
The tool is the well-known Hoeffding’s inequality for sums of martingale dif-
ferences (see section 4.1 of Ledoux [3] for proof and the book of Steele [6] for its
use in many combinatorial optimization problems similar to ours). It says that
if d1, d2, . . . , dn is a martingale difference sequence, that is E[dj |d1, . . . dj−1] = 0
for each j (for j = 1 this is to be interpreted as E[d1] = 0) and |dj | ≤ Bj with
probability 1 for some constant Bj , then for any t > 0, we have
(2) P
∣∣ n∑
j=1
dj
∣∣ > t
 ≤ 2e− t22(B21+...+B2n) .
Proof of Theorem 12. LetX = X(n) = (X1, . . . , Xn). Define for j = 1, . . . n,
dj = E
[
L(X1, . . . , Xn)
∣∣X1, . . . , Xj]− E [L(X1, . . . , Xn) ∣∣X1, . . . , Xj−1] .
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Then dj is a martingale difference sequence by the tower property
E[E[U
∣∣V,W ] ∣∣W ] = E[U ∣∣W ].
Further, L(X)−E[L(X)] = d1+ . . .+dn. If we show that |dj | ≤ 2, then by applying
Hoeffding’s inequality (2), we get the statement in the lemma.
To prove that |dj | ≤ 2, fix j and let Y = (X1, . . . , Xj−1, X ′j , Xj+1, . . . , Xn)where
X ′j is an independent copy of Xj that is also independent of allXjs. Then,
E[L(Y )
∣∣X1, . . . , Xj] = E[L(Y ) ∣∣X1, . . . , Xj−1] = E[L(X) ∣∣X1, . . . , Xj−1],
where the first equality holds because Xj is independent of Y and the second
equality holds becauseX1, . . .Xj−1 bear the same relationship toX as to Y . Thus,
we conclude that
dj = E
[
L(X)− L(Y ) ∣∣X1, . . . Xj] .
But X and Y differ only in one co-ordinate. From any non-crossing matching of
X , by deleting the edge (if any) matching the jth co-ordinate, we obtain a non-
crossing matching for Y with at most two more unmatched indices. Therefore
L(Y ) ≤ L(X) + 2 and by symmetry betweenX and Y , we get |L(X)− L(Y )| ≤ 2.
Therefore |dj | ≤ E
[|L(X)− L(Y )| ∣∣X1, . . .Xj] ≤ 2. 
6. LOCAL NEAR OPTIMAL SECONDARY STRUCTURES
We end with an additional remark. A major issue in the folding of RNA and
proteins is the difficulty in forming secondary structures with bonds between dis-
tant bases. We can deduce, however, for random RNA there are nearly optimal
structures without such bonds. Namely, if n is sufficiently large, ρ(n) ∼ λk. In
particular, for k > 0, ρ(n) ∼ ρ(kn). This means that secondary structures on a
string of length kn that are obtained from concatenating those on the k substrings
of length n are nearly optimal. We remark that as considerations of entropy do
not favour bonds between distant bases, taking these into account strengthens our
observation.
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