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ABSTRACT 
The permanental spread of a complex square matrix A is defined to be the 
greatest distance between two roots of the equation per(zZ - A) = 0. A preliminary 
study of this number as well as of two related quantities is given. In particular, we 
derive upper and lower bounds and deal with comparisons of different bounds. 
Finally, two inequalities involving the permanental spread are treated. 
1. INTRODUCTION 
Let A be a complex n x 12 matrix, n > 2, and let h,, . . . , A, 
characteristic roots. By o 1,. . . , w, we denote the roots of the equation 
per( zZ - A) = 0, 
be its 
0.1) 
where per is the permanent function, z a complex variable, and Z the n X n 
identity matrix. The numbers wl,. . . , w, will be referred to as the permam- 
tal roots of A. A survey concerning results on the polynomial per(zZ - A) 
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and its zeros can be found in the paper [14] by Merris, Rebman, and 
Watkins. 
We introduce the symbols 
sd(A) = max]X, - Xj] 
i,j 
(1.2) 
and 
s,(A) = maxImi - Wjl 
i,j 
0.3) 
and refer to them as the determinantal spread of A and the pennmental 
spread of A, respectively. Furthermore, we define numbers s,,.(A), sd, ,(A) 
by replacing Xi in (1.2) with Re Ai, Im Ai, respectively, and numbers 
sp, R(A), sp, I (A) by replacing wi in (1.3) with Re wi, Im wi, respectively. 
Several researchers have devoted their attention to the study of the 
quantities sd(A) and s,,,(A). We mention the articles by Parker [19], 
Mirsky [16, 171, Brauer and Mewbom [3], Deutsch [4], Marcus and 
Filippenko [12], Scott [22], and Johnson, Kumar, and Wolkowicz [9]. Related 
questions have been treated by Smith and Mirsky [23] as well as Haviv and 
Rothblum [ 81. 
In this paper we present a preliminary treatment of the permanental 
spread and of the numbers related to it. The most important problem is that 
of finding bounds for these quantities. Of course, upper bounds will be 
provided by the diameters of the union of Gers’gorin circles (see de Oliveira 
[18, p. 192, Theorem 3.11) and the union of Cassini ovals (see Gibson [7, p. 
20, Corollary 11) for the characteristic roots of the underlying matrix. 
However, it is reasonable to look for bounds which can be expressed in terms 
of easily computable functions of the entries of the given matrix. As it turns 
out, this problem is much more complicated than the analogous one for the 
determinantal spread. 
Therefore, in this paper bounds are only given for a restricted class of 
complex matrices, which allow the application of results on the determinantal 
spread. In the final section we deal with an inequality between the per- 
manental spreads of principal submatrices of a real Jacobi matrix as well as 
with a comparison between the permanental and the determinantal spreads. 
Throughout the paper we will denote by I( A]] the euclidean norm of A 
(see e.g. [ll, p. 181) and by trA the trace of A. For A=(a,j) let 
A[a 1,. . ., qIP1, * -. > &] be the r x s submatrix of A whose (i, j) entry is 
a a,Bi. Let A* designate the conjugate transpose of A. 
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2. PREPARATORY DEFINITIONS AND RESULTS 
Two n X n matrices A and B will be called PDsimiZur if there exist an 
n x n permutation matrix P and a nonsingular n X n diagonal matrix D such 
that 
B = D-‘P- ‘APD (2.1) 
or 
B = D-‘P-‘ATPD. (2.2) 
The transformations of A given by (2.1) and (2.2) are special cases of those 
linear mappings which preserve the permanent of a matrix (see Marcus and 
May [lo, p. 1791 and Botta [2, p. 5661). The purpose of our restriction is to 
establish the following lemma (the case D = Z is mentioned in [14, p. 2741). 
LEMMA 2.1. Zf A and B are PLXsimilur matrices, then 
per( zZ - A) = per( zZ - B). (2.3) 
Proof. Assume that B has the form given by (2.1), and define G = PD. 
Then 
per(zZ - B) = per(zZ - G-‘AC) = per[G-‘(zZ - A)G] = per(zZ - A), 
(2.4) 
according to the result in [lo] quoted above. If B has the form given by (2.2), 
the same argument applies. W 
It follows from Lemma 2.1 that PDsimilar matrices have the same 
permanental roots (with the same multiplicities). Therefore, a2Z our results on 
the numbers s,(A), s,,,(A), sp, ,(A) remain valid if A is merely assumed to 
be PLXsimilur to a matrix of the considered type. 
A square matrix A = (aij) is called a lower semitriangular matrix if 
aij=O whenever i < j - 2; (2.5) 
a matrix is upper semitriangular if its transpose is lower semitriangular. 
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Two lower semitriangular matrices A = (a i j) and B = (hi j) are said to be 
related if 
bij = 
- aij 
aij 
whenever i< j, 
whenever i>, j, (2.6) 
and two upper semitriangular matrices are related if their transposes are 
related. If A and B are related semitriangular matrices (either both lower or 
both upper), we write B = A”. The concept of related semitriangular matrices 
enables us to state the following result. 
LEMMA 2.2. lf A is a semitriangular square mat@, then 
Sp,R(4 = ~d,,m (2.8) 
%,,(A> =%,A0 (2.9) 
Proof. Since A and A are related semitriangular matrices by definition, 
J - A and ZZ - A also have this property. A theorem by Gibson [5, p. 2701 
implies 
per( zI - A) = det( zZ - A), 
i.e., all the permanental roots of A coincide with the characteristic roots of A. 
This fact implies the asserted equations. n 
Lemma 2.2 provides a tool to use known results on the determinantal 
spread in order to obtain bounds for the permanental spread. Before we will 
deal with this task we wish to present upper and lower bounds for the 
quantity s,,,(A) which will be required in the next section. 
Call any n > 2 complex numbers zi,. . . , z, segment bisecting points if 
they have the following property: 
(i) if n = 2, zi and zs are arbitrary numbers; 
(ii) if n > 2, zi,..., z, are such that n - 2 among them are equal to the 
arithmetic mean of the remaining two. 
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PROPOSITION 2.1. If A is an n x n matrix, n 2 2, then 
s,,,(A) d ( ,,A,,2- Re[tr(A’)] - ;[Im(trA)j2)l’2. (2.10) 
Equality occurs in (2.10) if and only if A is rwnnul and the imaginary parts 
of the characteristic roots of A are segment bisecting points. 
Proof. Consider the following inequality due to Schur [20, p. 4951 (cf. 
also [ll, p. 1431): if ui ,..., a,, denote the imaginary parts of the characteristic 
roots of A = (aij), then 
with equality if and only if A is normal. The further steps of the proof are 
quite similar to those used by Mirsky [16, p. 1291 in order to establish an 
upper bound for sd, s( A); hence we may omit further details. n 
PROPOSITION 2.2. Zf A = (a i j) is a rwrmul square matrix, then 
- 
sd,r(A) >, mmla,j- ajiI. 
i#j 
(2.11) 
Proof. Let ui,..., a,, denote the imaginary parts of the characteristic 
roots of A. Because A is normal, ui, . . . , a,, are the characteristic roots of the 
hermitian matrix (1/2i)(A - A*). Therefore we have 
s&A) =Q[ &-A.)]. 
and since sd(C) > 2maxi + j]ci j] for every hermitian matrix C = (cij) (see 
Mirsky [16, p. 130, (S)], the result follows. m 
3. SEMITRIANGULAR MATRICES 
THEOREM 3.1. If A is a semitriangular n x n matrix, n > 2, then 
l/2 
. (3.1) 
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Equality occurs in (3.1) if and only if d is norm& and the permunental roots 
of A are segment bisecting points. 
Proof. According to Mirsky [16, p. 127, Theorem 11, we have 
(3.2) 
with equality if and only if A is normal and the characteristic roots of A are 
segment bisecting points. Since ]]A]] = ]]A]] and trA = trA, (3.2) and (2.7) 
imply (3.1). The condition for equality is a consequence of the result quoted 
above as well as the fact that the characteristic roots of A” are just the 
permanental roots of A. n 
Other bounds for sP( A) can be obtained by the application of (2.7) to 
two inequalities due to Deutsch [4, pp. 51-52, Inequalities (6), (lo)]. If A is 
an arbitrary square matrix and { a complex number, let R i({, A) denote the 
sum of the moduh of the entries of the ith row of {I - A. 
THEOREM 3.2. Let A = (ai j) denote a semitriangular n x n matrix, 
n >, 3, { a complex number and t a positive integer. Then we have 
1/t 
f ,$ [‘i(i’,A)IL) ; (3.3) 
1-l 
in particular 
sp(A) G C IaijI- 
l&i, j<n 
(3.4) 
Equations (3.3) and (3.4) can give better estimates than (3.1). For an 
illustration of this fact we refer to Example 1 in [4, p. 531. It is easy to see 
that the matrix there is I’D-similar to the semitriangular matrix 
We obtain s,(A) G 114.36 by (3.1), s,(A) Q 110 by (3.4), and s,(A) d 104 
by (3.3), if t = 1 and 3 = 2. The actual value is sP( A) = 98.99. 
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As a motivation for the subsequent considerations we state two corollaries 
of theorems concerning Jacobi matrices which are due to Gibson [6]. An 
n x n matrix A = (a, j) is said to be a Jacobi matrix if 
aij=o whenever ]i - j] > 1. (3.5) 
PROPOSITION 3.1. Let A = (ai j) denote an n x n Jacobi matrix, n > 2, 
such thuta, i+lai+l,i>,O fmi=l,...,n-1. Thmwehuve 
Zfai,i+lai+l,i=O fori=l,..., n - 1, then equality occurs in (3.6). 
Proof. (3.6) is a straightforward consequence of Theorem 3 in [6, p. 
319].If ai,i+lai+,,i=Ofori=l,...,n-l,thenwehave 
i.e., a,, ,..., a,, are the permanental roots of A. Hence, 
max]Rea,,-Reaii]= iF,yn(Reaii)- lmi$n(Reaii)* 
i.j . . . . 
In a similar way (cf. [6, p. 319, Theorem 41) we obtain the next 
proposition. 
PROPOSITION 3.2. Let A = (aij) denote an n x n Jacobi matrix, n 2 2, 
such thata, i+lai+l,i<O fori=l,...,n-1. Thenwehuve 
sp,dA) Q lIflyn(lmaii) - l~~~n(lmaii)* (3.7) 
. . 
Zfai,i+lai+l,i=O fori=l,..., n - 1, then equality occurs in (3.7). 
Note that the conditions for equality in Propositions 3.1 and 3.2 are not 
necessary. For, let e.g. A = (aij) be the Jacobi matrix 
1 0 0 0 
A= I 0 4 0 0 0 3  0 1 0 1 1’ 1 
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Then the permanental roots of A are 1, 2 (with multiplicity 2), and 4. Hence, 
and 
sp,I(A)=o= I~~q(lmaii)- l~~4(ImUjj)y . . . . 
whereas a s4u 43 = 1 + 0. 
THEOREM 3.3. Zf A = (uij) is a semitriangular n x n matrix, n > 2, 
such that Re(ui,i+lui+l,i)~O fori=l,...,n-1, then 
s~,~(A) < ( \lA11’+Re[tr(A2)] - ~[Re(trA)~2}1’2. (3.8) 
Equality occurs in (3.8) if and only if A is normal, Re(ui,i+,ui+r,i) = 0 for 
i=l , . . . , n - 1, and the real parts of the permunentul roots of A are segment 
bisecting points. 
Proof. (3.8) is established similarly to (3.1). By Mirsky [16, pp. 127-128, 
Theorem 31, we have 
+Re[tr(A2)] - i [Re(trA)]2}1’2, (3.9) 
with equality if and only if A is normal and the real parts of the characteristic 
roots of A are segment bisecting points. A short computation shows that 
tr(A2) = f: U~i +2n~1Ui,i+,Ui+~,i, 
i=l i=l 
(3.10) 
tr(A2) = i uFi - 2n~1ui,i+lui+l,i. 
i=l i=l 
(3.11) 
Taking the real parts on either side of (3.10) and (3.11), respectively, and 
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defining u,,~+~=u,+,,~=O, we obtain 
Re[tr(A2)] = f [Re(u~i)+2Re(ui,i+lui+,,i)], 
i=l 
(3.12) 
Re[tr(A2)] = f [Re(uti) - 2Re(ui,i+rui+,,i)]. 
i=l 
(3.13) 
TheassumptionRe(ui,i+rai+,,i)>,Ofor i=l,...,n-limphes 
Re[tr(A2)] < Re[tr(A2)]. (3.14) 
Taking into account that IlAll = j[All and trA = trA, we get (3.8) by the 
combination of (2.8) (3.9), and (3.14). 
The case of equality is treated as in the proof of Theorem 3.1. The 
additional condition Re( a i i + ru i + r, i) = 0 for i = 1,. . . , n - 1 is suggested by 
Equations (3.12) and (3.13). n 
Let us compare the bounds (3.6) and (3.8) if A happens to be a Jacobi 
matrix fulfilling the assumptions of Proposition 3.1. We want to indicate that 
the condition a ., a. , , ,+r 1+1 i > 0 implies Re(ui,itlui+l,i) > 0, whereas the con- 
verse is, in general, not true. 
PROPOSITION 3.3. Let A = (a i j) be an n X n Jacobi matrix, n > 2, such 
thutui,i+,ui+,,i>Ofori=l ,..., n - 1. Then the bound (3.6) is neoer worse 
than the bound (3.8). These bounds are equal if and only if A is a diagonal 
matrix with the real parts of its diagonal elements being segment bisecting 
points. 
Proof. We write uij=Reuij, Pij=fmuij, A=mar.i.,uii, u= 
min r d i ~ n aii. Then we have to show that 
I 
n-l 
+ C [Cai.i+l+ ai+l,i)2+(Pi.i+l-Bi+l,i)2] 
i=l 
>(A-u)~. (3.15) 
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However, the following, even stronger inequality holds: 
iglGi-t( t~l%)2>-ii(A-.)“. (3.16) 
with equality if and only if all,. . . , a,, are segment bisecting points [n - 2 of 
which have the value f( A + a)]. 
Since the second sum on the left hand side of (3.15) is always nonnega- 
tive, (3.15) is an immediate consequence of (3.16). The same argument 
applies to the asserted condition for equality. n 
The following analogue of Theorem 3.3 is a consequence of Proposition 
2.1. 
THEOREM 3.4. Zf A = (aij) is a semitriangular n x n matrix, n >, 2, 
such thut Re(ai,i+lai+l,i)bO fori=l,...,n-1, then 
Sp,l(A) Q ( llA112 - Re[tr(A2)] - f [Im(trA)12)1’2. (3.17) 
Equality occurs in (3.17) if and only if A” is ml, Re(ai,i+lai+l,i) = 0 for 
i=l ,**.> n - 1, and the imaginary parts of the permunental roots of A are 
segment bisecting points. 
Of course, an analogue of Proposition 3.3 holds in view of Proposition 3.2 
and Theorem 3.4. 
The following theorem provides lower bounds for s,,(A), sp, R( A), sp, I( A) 
for A being normal. These bounds follow from a result by Mirsky [16, p. 128, 
Theorem 41, as well as from our Proposition 2.2, accompanied by the 
application of Lemma 2.2. 
THEOREM 3.5. 
such that d is 
Zf A = (aij) is a semitriangulur n x n matrix, n 2 2, 
norm4 then 
sp(A) >fim~lQijlv (3.18) 
i#j 
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If n > 3, (3.18) is best possible, i.e., for each n there exists a matrix A 
such that equality occurs. Indeed, the matrix 
where a is a positive number and 0, _a denotes the (n - 3) X (n - 3) zero 
matrix, has the permanental roots wi = al’-‘, i = 1,2,3, with l being a fixed 
third root of unity, and wq = . . . = o, = 0. Hence we have s,(A) = afi, 
and since maxi _+ i laiil = a, it follows that s,(A) =fimaxi,j]aij]. 
Another lower bound of the permanental spread can be obtained with the 
aid of an interesting result due to Marcus and Filippenko [12]. For an 
arbitrary complex n X n matrix A = (aij) define K, to be the number 
n-1 
Kn = ilJl l”i,i+ll. (3.21) 
THEOREM 3.6. Let A be a semitriangular n x n matrix, n 2 4, such that 
i4 is normul. Then we have 
(3.22) 
Proof. 
n - 112,..., 
In [ 12, p. 93, Corollary 11, we take m = n - 1 an! B = A[l, . . . , 
n]. Clearly, this (n - 1) X (n - 1) submatrix of A has no main 
diagonal entries of A lying on its own main diagonal, and 
n-1 
ldW= iQI-“i,i+ll=Kn. 
Now, a direct application of the quoted result yields our assertion in view of 
(2.7). W 
The bound (3.22) may be superior to (3.18). Consider the matrix 
1 4 0 0 
A= [ 4 I 
0 3 
0 0 3 6 1 14’ 4 1 
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Then (3.18) and (3.22) yield the bounds 6.92 and 9.79, respectively, whereas 
the actual value is s,(A) 2: 11.54. 
4. TWO INEQUALITIES INVOLVING THE PERMANENTAL SPREAD 
We recall that Proposition 3.1 is essentially a consequence of a theorem 
by Gibson [6] on bounds for the real parts of the permanental roots of a 
complex Jacobi matrix. These bounds were obtained under the assumption 
that the cross products of the nondiagonal entries are nonnegative. No 
analogue is known if these cross products are negative. However, in this case 
an inequality involving principal submatrices of a real Jacobi matrix can be 
established. Let us denote by 0, the real n X n Jacobi matrix 
0 
PROPOSITION 4.1. 
0 
b2 
Q3 . 
a n-1 b n-1 
k1 a, 
Let 3, be the matrix (4.1) such that bici < 0 for 
i=l >*a., n - 1. Then the following assertions hold: 
(i) All permunental roots of Sl,, are real and simple. 
(ii) Let wl< *.. -C w, denote the pemnental roots of fin. Then the sign 
of the polynomial per(z1 - St,_,) alternutes if z 1uns through the sequence 
(0 ,,...,o,).(HereZdenotesthe(n-l)x(n-l)identitymatrix.) 
(iii) Between two consecutive permanental roots of ii,, lies precisely one 
pennmental root of 8,_ 1. 
These assertions can be viewed as a consequence of Arscott [l, p. 51 (cf. 
[II, p. 166, 3.7.11) and the fact that the permanental roots of a,, are just the 
characteristic roots of fi,, (see Section 2). However, since the quoted results in 
[l] and [ll] are stated without proof, we at least want to give a sketch of the 
proof of Proposition 4.1 in terms of permanents. In order to do this we first 
need a lemma which itself deserves interest. Let A = (aij) be an arbitrary 
real n x n matrix; let p,(z, A) = per(zZ - A), M, = zZ - 9,, and M, = 
M,[l,..., kll,..., k]fork<n. 
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LEMMA 4.1. The polynomial p,(z, A), n > 2, satisfies the identity 
ap,ap,_(_l)l+n~~=p.(z,n,,)aa~,2~~ 
aaii aann (4.2) I” nt ,I nn 
for i = l,..., n - 1, where each derivative has to be taken in A = a,,. 
Proof. The expansion of per(zZ - A) = p,( z, A) eventually yields that 
(4.2) is equivalent to 
II - I 
perM,_,perM,[i+l,...,n]i+l,...,n] -( -l)‘+” n (bicj)perMi_i 
i=i 
=perM,perM,,_,[i+l,..., n-l]i+l,..., n-l] 
for i=l,..., n-l, where perM,_,=l if i=l and perM,,_,[i+l,...,n- 
l]i +l,..., n - l] = 1 if i = n - 1. This can be established by induction on n. 
n 
Sketch of proof of Proposition 4.1. Define r~a( z) = 1 and qk( z) = per M, 
for k=l,..., n. These polynomials form a Sturm sequence (see e.g. [24, p. 
3031). The only complicated part of verifying this is the following one: If l is 
a real number such that q,(l) = 0, then 
9n-l(l) and 9,‘dS> = -$!!(i’,Q,,) 
z 
have the same sign. The chain rule yields 
ap, 11 ap, c- aZ= -i=l da,,’ (4.3) 
If q”(l) = p,(l, 52,) = 0, then by Lemma 4.1 we get in (z, A) = (5, Q,) 
= (perM,_,)2 n ( - bjcj). (4.4) 
j=i 
Since bjcj<Ofor j=l,..., n - 1, the last expression in (4.4) is nonnegative 
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for i = l,..., n - 1. Therefore, if no term in (4.4) vanishes, we have 
aP, 
sgn ~(3, Q,) = sgn 2 
I, 
“” CL %J = - Sgn9”4) 
and by virtue of (4.3) we are done. 
By Sturm’s theorem (cf. [24, p. 3041) each zero of 9”(z), i.e. each 
permanental root of Q2,, is real and simple. 
Assertions (ii) and (iii) follow in turn. n 
THEOREM 4.1. Let 3, be the matrix (4.1) such that bici < 0 for 
i=l ,...,n- 1. Then we have 
s,(QJ < SpW whenever j<k<n. (4.5) 
Proof. Repeated application of Proposition 4.l(iii). H 
Note that because of Proposition 4.1(i), s,,,(A) = s,(A) with A being 
any Q2,. The assertion of Theorem 4.1 is not valid in case b,ci > 0. Let .g. 
[ 
-1 0 0 
Q2, = 0 4  1 1. 1 2 
Then, with Q2, = &[1,2]1,2], we have s,(%J = 5 > 4 = sJs2,). 
The inclusion theorems for permanental roots by de Oliveira [18] and 
Gibson [7] (cf. Section 1) suggest the following question: for which matrices 
A does the inequality 
s,(A) G Q(A) (4.6) 
hold? 
Of course, this is not always true. Consider e.g. the matrix 
where D,_ 2 denotes the (n - 2) x (n - 2) diagonal matrix all of whose 
diagonal entries are 4. Then s,(A) = 4.41> 3.32 = sd(A). 
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THEOREM 4.2. If A is a hennitiun square matrix, the pennmental roots 
of which are real, then (4.6) holds. 
Proof. We may assume that the characteristic roots of A are arranged in 
nondecreasing order, i.e. X, < - - * < A,. Since the permanental roots of A 
are real by assumption, they aU he in the interval [A 1, X ,,I according to Merris 
[13, p. 157, Theorem 21. This implies (4.6). n 
The set of matrices satisfying the conditions of Theorem 4.2 is nonempty. 
Let e.g. 
where C,,_, denotes the (n - 2) X (n - 2) diagonal matrix all of whose 
diagonal entries are 2. Then w,=w,=4 and os= ... =w,=2. [In this 
case, sP( A) = 2 < 3.41~ sd( A).] 
PROPOSITION 4.2. Let A be a positive semidefinite hermitiun 2 ~2 
matrix. Then (4.6) holds and equality occurs therein if and only if A is a 
diagonal matrix. 
Proof. Concerning the permanental roots of A we refer to Merris [13, p. 
1581. The characteristic roots of A have the same form with perA replaced 
by det A. Hence we have 
sp( A) = I(trA) - 4perA11’2, (4.7) 
sd(A) = I(trA)2 - 4det A11’2. (4.8) 
Since A is positive semidefinite hermitian, 
perA > det A, (4.9) 
with equality if and only if A is diagonal or A has a zero row. This result is 
due to Schur [21, p. 198, Satz IV] (see also [15, p. 26, Theorem 2.51). 
Combining (4.7), (4.8), and (4.9), we get (4.6). Also the condition for equality 
follows. n 
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