Introduction
Differential, integral, and integro-differential equations contribute to the modeling of many problems in science and engineering. In this study, we introduce an exponential method together with residual error estimation and residual correction method for solutions of the delay linear Fredholm integro-differential equations. In recent years, integro-differential equations have solved semianalytical methods such as the homotopy perturbation method [7, 26] , the Taylor collocation method [11] , the Haar functions method, [14, 15] , He's variational iteration technique [8] , the power series method [24] , the Chebyshev technique [22] , the Legendre-spectral method [9] , the Tau method [20] , the Legendre multiwavelets method [13] , the finite-difference scheme [5] , the variational iteration method [21] , the CAS wavelet operational matrix method [3] , the trigonometric wavelets method [12] , the Legendre matrix method [25] , the Taylor polynomial approach [18] , the Adomian method [1] , the differential transformation method [4] , the Galerkin method [16] , the Bessel matrix method [30] , the Legendre collocation method [32] , the improved homotopy perturbation method [27] , the modified homotopy perturbation method [10] , and the moving least square method [6, 17] . Yübaşı and Sezer [31] Here a jk , b jk , λ , γ , and µ j are suitable constants; y (0) (x) = y(x) is the unknown function; F k (x) , g(x) , K n (x, t) , and P r (x, t) are the defined functions for (x, t) ∈ [a, b] × [a, b] ; and the kernel functions K n (x, t) and P n (x, t) , (n = 0, 1, ..., S) can be expanded to Maclaurin series.
The first goal is to obtain the approximate solutions of the problem (1.1)-(1.2) in the form
a n e −nx , (1.3) where the exponential basis set is defined by {1, e −x , e −2x , ..., e −N x } and a n , (n = 0, 1, 2, ..., N ) are unknown coefficients. The second goal is to make an error estimation for the problem and the method by using the residual function.
The third goal of the study is to compute the improved exponential solutions in the form
Here, y N (x) is the exponential solution given by (1.3) and
is the exponential solution of the error problem obtained by using the residual error function.
Here, a * n , n = 0, 1, 2, ..., N , are the unknown coefficients; M are chosen as any positive integers such
This paper is organized as follows: the required matrix relations for the solution method are given in Section 2. In Section 3, the exponential approach is presented for linear Fredholm-Volterra integro-differential equations. In Section 4, an error estimation scheme and the residual correction technique are given for the approximate solutions by using the residual function. In Section 5, we solve some numerical examples to clarify the method, error estimation, and residual correction scheme. Section 6 concludes the paper with a brief summary.
Main matrix relations required for the solution method
First, let us show Eq. (1.1) in the form
where the differential part is
the Fredholm integral part is
and the Volterra integral part is
In the following subsections, we will find the matrix forms of the solution y(x) and its k th order derivative
and then we will obtain the matrix forms of the parts D(x) and I(x) , and the mixed conditions (1.2).
Matrix relations for the part D(x)
First, we can express the approximate solution (1.3) by the matrix form
Here,
k th order derivative E (k) (x) can be expressed by means of the matrix E(x) as follows:
is the unit matrix in the dimension(N + 1) × (N + 1).
Clearly, M k is written as
By using (2.6), the k th order derivative of (2.5) becomes
We substitute expression (2.14) into (2.5) and so we have the matrix form
Matrix relations for the integral part I(x)
By using the following procedure, the kernel functions K n (x, t), (n = 0, 1, ..., S) can be converted to the matrix forms.
In this subsection, we will find the matrix form of integral part I(x). For this purpose, we will benefit from the truncated Maclaurin series of the kernel functions K n (x, t) for n = 0, 1, ..., S . The kernel functions K n (x, t), (n = 0, 1, ..., S) can be expressed approximately by the truncated Maclaurin series
, S).
On the order hand, the kernel functions K n (x, t) , (n = 0, 1, ..., S) can be expressed by the truncated exponential series form (n = 0, 1, ..., S) are the coefficients of the exponential series form and they are determined by the following procedure.
The truncated series (2.9) and (2.10) can be transformed to the matrix forms
and
where
The relation between the standard basis matrix
and the exponential basis
] is given by
By equaling relation (2.11) to relation (2.12) and by using relation (2.13), we get the matrix relation
By placing relation (2.14) into Eq. (2.12), we gain
.., S are the Taylor coefficients matrix of the function
K n (x, t) at the point (0, 0). By putting Eqs. (2.7) and (2.15) into the part I(x) of Eq. (2.1), we obtain the matrix form
This equation can be simplified as follows:
Here, the matrix Q is computed by
−(r+s)
, for r ̸ = s and r, s = 0, 1, ..., N.
Matrix relations for the integral part V (x)
In this subsection, we first obtain matrix forms of the kernel functions P n (x, t) ,
. Similar to the finding of the matrix forms of the kernel functions in the previous section, the matrix form P n (x, t) becomes
We put Eqs. (2.7) and (2.17) into the part V (x) of Eq. (2.1) and thus we get
If this equation is simplified, it becomes
−(r+s)
The solution of the problem
In Section 2, we constructed the required matrix relations for the solution of the problem. Now we will obtain the approximate solution by computing the unknown coefficients.
First, we substitute the relations (2.8), (2.16) and (2.18), into Eq.(2.1) and thus we get the matrix equation
.
The collocation points, defined by
are placed in Eq. (3.1), and thus we obtain a system of the matrix equations
This system can be represented by the matrix form
Briefly, we can write Eq. (3.3) in the form
Let us compute the matrix form of the conditions (1.2). For this purpose, by putting a and b instead of x in Eq. (2.7) and by using them in conditions (1.2), we have the matrix form
Briefly, the matrix forms (3.5) can be expressed in the form
To solve Eq. (1.1) under conditions (1.2), the unknown coefficients should be determined by using Eq.
(3.4) and Eq. (3.6). Therefore, we replace the rows of the matrix (3.6) by any m rows of the matrix (3.4) and so we get the new augmented matrix:
If rank W = rank[ W; G] = N + 1 , then we can write
Hence, the coefficients a n , (n = 0, 1, ..., N ) are uniquely determined by Eq. (3.7). By placing the determined coefficients into Eq. (1.3) , we obtain the exponential series solution 
Error estimation and residual improvement
In this section, we introduce an error estimation technique based on the residual function. Oliveira [19] presented the residual correction method for boundary value problems of linear differential equations, çelik [2] presented a collocation method together with residual correction with Chebyshev series, Shahmorad [23] presented the residual error estimation for solution of integro-differential equations by the Tau method, and Yübaşı [28, 29] presented the Laguerre approach and the Bessel collocation method together with residual error estimation.
First, let us define the residual function of Eq. (1.1) for the approximate solution (3.8) as
Also, the approximate solution provides conditions (1.2) as follows:
Thus, y N (x) satisfies the problem 1)-(1.2) , respectively. Then the error function can be estimated as
By subtracting the integral equation in Eq. (4.2) from Eq. (1.1), we get the error differential equation 
Illustrative examples
In this section, the applications of the method, the error estimation, and the residual correction are given by the some examples. In this part,
and E N,M (x) = y(x) − y N,M (x) show the exact solution, the exponential solution, the corrected exponential solution, the absolute error function, the estimated absolute error function, and the corrected absolute error function, respectively, in the considered interval. We have done all numerical calculations by using a code written in MATLAB.
Example 5.1 First, let us solve the linear Fredholm integro-differential equation
with the initial conditions y(0) = 0 , y (1) (0) = 1 , y (2) (0) = 0 , y (3) (0) = −1. Here, the exact solution of the problem is y(x) = sin(x), m = 2 , F 2 = 1 ,
By applying the method for N = 3 , we will obtain the approximate solution in the form
Now we compute the unknown coefficients a n , (n = 0, 1, ..., N ) by following the procedure in Section 3.
The set of collocation points for N = 3 is
The fundamental matrix equation of the problem from Eq. (3.3) becomes For the problem in this example, the error problem from Equations (4.3)-(4.4) is written as
This error problem for M = 4 is solved by using the method defined in Section 3 and the coefficient matrix of the error problem is computed as
The elements of the determined coefficient matrix are placed into Eq. (5.2) and thus we obtain the error function, approximately, as
Hence, the corrected approximate solution for (N, M ) = (3, 4) is computed as
In a similar way, we solve the problem by our method for (N, M ) = (3, 7), (6, 7), (6, 9) , (15, 16) , (15, 18) .
In Table 1 , we tabulate the numerical results of the exact solution and the obtained approximate solutions (exponential solutions and corrected exponential solutions). Also, we give the actual absolute errors, the estimated absolute errors of the exponential solution, and the absolute errors of the corrected exponential solution for the same values of (N, M ) in Table 2 . Figures 1-3 show the comparisons of the absolute error functions (actual and estimated) for different values of (N, M ) . In Figures 4-6 , we compare the absolute error function e N and the corrected absolute error functions E N,M for some values of (N, M ) . We observe from Table 2 and Figures 1-3 that the estimated absolute errors are quite close to the actual absolute errors. Also, it is seen from Table 2 
Example 5.2
We consider the Fredholm-Volterra integro-differential equation solutions. In Table 3 , the absolute errors of them are compared with the absolute errors of the other methods: the differential transformation method (DTM) [4] , the CAS wavelet method (CASWM) [3] , and the improved homotopy perturbation method (IHPM) [27] . It is seen from these comparisons that our results are quite good. Table 1 . Numerical results of the exact solution and approximate solutions for (N, M ) = (3, 4), (3, 7) , (6, 7) , (6, 9) , (15, 16) , (15, 18) 
Conclusions
In this paper, we have presented an exponential collocation method for the solutions of the Fredholm-Volterra integro-differential equations under initial and boundary conditions. In addition, an error estimation technique was given for the approximate solutions and also the approximate solutions were improved by means of the residual correction method. It is observed from Table 2 and Figures 1-3 that the given error estimation scheme is very good. They are quite close to the actual absolute errors. This error estimation technique can be used to test the reliability of the solutions in the absence of the exact solutions of the problem. Also' by Also, it is seen from Figures 4-6 and Tables 1-2 that the corrected errors are better. In addition, the results of our method were compared with the results of other methods in Table 3 . It was observed from these comparisons that our method gives more effective results than the other methods. In addition, if the exact solution of the problem exists and it is an exponential polynomial, such as in Example 2, then the exact solution of the problem can be computed by this method. This feature is seen from Example 2. Finally, we note that this method can be applied for other problems such as systems of integro-differential equations. 
