We consider the time evolution of N bosons in the mean field regime for factorized initial data. In the limit of large N , the many body evolution can be approximated by the non-linear Hartree equation. In this paper we are interested in the fluctuations around the Hartree dynamics. We choose k self-adjoint one-particle operators
Introduction
We consider a system of N identical particles in three dimensions, described by a normalized wave function ψ N ∈ L 2 (R 3N ). We are interested in particles obeying bosonic statistics, meaning that ψ N is symmetric with respect to any permutation of the N particles, in the sense that ψ N (x π 1 , . . . , x π N ) = ψ N (x 1 , . . . , x N ) (1.1)
for any permutation π ∈ S N . We denote by L 2 s (R 3N ) the subspace of L 2 (R 3N ) consisting of permutation symmetric wave functions, satisfying (1.1).
Mean field regime. We will focus on the mean field regime of many body quantum mechanics, which is characterized by the fact that every particle experiences a very large number of very weak collisions, so that the total force is comparable with the inertia of the particles. To study the mean field regime, we define the Hamilton operator
and consider the evolution generated by H N , which is governed by the N particle Schrödinger equation
whose solution can be written as ψ N,t = e −iH N t ψ N,0 , where ψ N,0 denotes the initial wave function, at time t = 0. In (1.2), V (x i − x j ) describes the interaction between particle i and particle j; we will assume the potential V to satisfy the operator inequality 4) for some constant D > 0. In particular, this inequality is satisfied for the physically relevant example of a Coulomb potential V (x) = −1/|x|. In order to simplify a bit the notation, we do not include in (1.2) external potentials; nevertheless our results and our techniques remain valid if −∆ x j is replaced by −∆ x j + V ext (x j ), under very general conditions on V ext .
Evolution of factorized initial data. If the Hamiltonian (1.2) is restricted to a finite domain with volume of order one (either by imposing boundary conditions or by adding a trapping external potential), the ground state is known to exhibit complete condensation, meaning that, in an appropriate sense ψ N ≃ ϕ ⊗N for a ϕ ∈ L 2 (R 3 ) (the one-particle orbital ϕ is the minimizer of the Hartree energy, which takes into account the trapping potential). For this reason, one is typically interested in the time-evolution of factorized (or at least approximately factorized) initial data. It turns out that, if at time t = 0, ψ N ≃ ϕ ⊗N , then the solution of the many body Schrödinger equation (1. 3) remains of the form ψ N,t ≃ ϕ ⊗N t , where ϕ t solves the nonlinear time-dependent Hartree equation i∂ t ϕ t = −∆ϕ t + (V * |ϕ t | 2 )ϕ t (1.5) with the initial data ϕ t=0 = ϕ. In other words, complete condensation is preserved by the time-evolution and the dynamics of the condensate wave function is governed by the Hartree equation (1.5) .
Reduced density matrices. In order to obtain a precise mathematical statement about the convergence towards the Hartree equation (1.5), we introduce the notion of reduced density matrices. For k = 1, . . . , N, we define the k-particle reduced density matrix γ In other words, we define γ Observe that knowledge of γ N,t is sufficient to compute the expectation of any k-particle observable. In fact, if J is a self-adjoint operator on L 2 (R 3k ) and J ⊗ 1 is the self-adjoint operator on L 2 (R 3N ) which acts as J on the first k particles, and as the identity on the other (N − k) particles, we have ψ N,t , (J ⊗ 1) ψ N,t = Tr |ψ N,t ψ N,t | (J ⊗ 1) = Tr γ Convergence towards Hartree dynamics. It turns out that the language of the reduced densities is the appropriate language to understand the convergence towards the Hartree dynamics (1.5) . Consider the initial data ψ N = ϕ ⊗N (but the following result can be extended to more general initial data), and assume that the interaction potential V satisfies (1.4). Let ψ N,t = e −iH N t ψ N and denote by γ N,t the k-particles reduced density associated with ψ N,t . Then, for every k ∈ N, there exist constants C k , c k > 0 such that Tr γ for all t ∈ R and N large enough. In particular, this implies convergence of the expectation of arbitrary observables depending only on a finite number of particles. If J is a self-adjoint operator on L 2 (R 3k ), then ψ N,t , (J ⊗ 1)ψ N,t − ϕ The first mathematically rigorous works which established the convergence of the many body dynamics towards the Hartree evolution were based on the study of the evolution of the reduced densities γ (k) N,t as described by the BBGKY hierarchy of equations; see [27, 10] . Later, the BBGKY approach was also extended to the so called Gross-Pitaevskii regime, in which the interaction potential V depends on N, varying on a length-scale of order N −1
and converging towards a delta-function in the limit of large N (in this case, the system cannot be interpreted as describing a mean-field regime); see [7, 8, 9] . All these results do not give a bound on the rate of the convergence towards the Hartree dynamics. A different approach, leading to the quantitative estimate (1.6), was later developed in [25] and later extended in [4] and to the Gross-Pitaevskii regime in [2] . This approach, which follows ideas originally introduced in [18, 15] , is based on a representation of the system on the bosonic Fock space and on the study of the time evolution of initial coherent states. Since this method will play a central role in our paper, we discuss its main ideas in Section 2. Notice that, recently, different approaches to obtain a mathematical understanding of the time evolution in the mean field regime have been developed in [21] and in [11] , where the convergence towards the Hartree dynamics is formulated as a Egorov-type theorem.
A law of large numbers. It is possible to translate the convergence (1.6) in a more probabilistic language. Let O be a bounded self-adjoint operator on L 2 (R 3 ) and denote by
the operator acting as O on the j-th particle and as the identity on the other (N − 1) particles. Given a wave function ψ ∈ L 2 s (R 3N ), one can think of each O (j) as a random variable, whose probability distribution is determined by ψ through the spectral theorem. The probability that O (j) assumes values in A ⊂ R is given by
where χ A is the characteristic function of the set A. Consider the factorized wave function ψ N,0 = ϕ ⊗N . With respect to ψ N,0 , the random variables O (j) are independent and identically distributed. Consider now the evolved wave function ψ N,t = e −iH N t ψ N,0 , where H N is the mean field N-particle Hamiltonian (1.2). With respect to ψ N,t the random variables O (j) are not independent. Nevertheless, (1.6) implies a law of large numbers, in the sense that, for every δ > 0,
In fact
where
Markov's inequality therefore implies that
On the one hand, we have
as N → ∞. This implies (1.7).
A central limit theorem. After establishing the law of large numbers (1.7), one can investigate the fluctuations around the Hartree dynamics. In [1] it was proven that, under some regularity conditions on the self-adjoint operator O on L 2 (R 3 ), the appropriately rescaled random variable
converges in distribution, as N → ∞, to a centered Gaussian random variable with variance
are families of linear maps, defining a so called Bogoliubov transformations, which emerge naturally in the study of the time evolution of coherent states and describe fluctuations around the mean field Hartree limit. We will give the precise definition of the maps U(t; s), V (t; s) (and of the associated Bogoliubov transformations Θ(t; s)) in Section 2. Observe that with respect to the measure induced by the factorized wave function ϕ ⊗N t , the random variable (1.8) converges to a centered Gaussian, with the variance σ 2 t = ϕ t , O 2 ϕ t − ϕ t , Oϕ t 2 . This means that, while the correlations among the particles in ψ N,t are sufficiently weak for a central limit theorem to hold true, they are strong enough to change the variance of the limiting Gaussian. A different approach to study fluctuations around the mean field dynamics has been explored in [13, 14, 3] and, more recently, in [23] (similar results have been obtained in the static time-independent setting, in [12, 24] ; in this case, one considers the excitation spectrum of the Hamiltonian (1.2), after imposing an external confining potential). In different settings, quantum central limit theorems have been previously established in [6, 19, 16, 20, 26, 17, 22, 5] .
Multivariate central limit theorem. A natural question emerging from the result of [1] is whether one can also establish a multivariate version of the central limit theorem. Let
At this point we observe that there is an important difference with respect to standard probability theory. Unless the operators O 1 , . . . , O k commute among each others, they cannot be measured simultaneously. For this reason it does not make sense to ask about the joint probability distribution of the random variables O 1,t , . . . , O k,t . One can still ask about expectations of products of functions of these observables. In contrast with classical probability, however, these expectations do not need to be real (because the product of self-adjoint operator does not need to be self-adjoint). Our main result is the following theorem, which shows that, expectations of products of functions of O 1,t , . . . , O k,t can be computed integrating the functions f 1 , . . . , f k against a complex-valued Gaussian density, with covariance matrix expressed in terms of the Bogoliubov transformation Θ(t; s) appearing in the central limit theorem shown in [1] .
and let ψ N,t denote the solution of the Schrödinger equation (1.3) , with the initial data ψ N,0 = ϕ
|α| ≤ 2 and every j = 1, . . . , k, and define O j,t as in (1.9). Let
For any t ∈ R, we define the complex k × k covariance matrix
for all i ≤ j and by Σ ij (t) = Σ ji (t) for all i > j. Here g 1,t , . . . , g k,t ∈ L 2 (R 3 ) are given by
are linear maps defined in Proposition 2.2 below:
they are the block-components of the Bogoliubov transformation Θ(t; 0) :
describing the action of the limiting fluctuation dynamics U ∞ defined in Proposition 2.1. The real part Re Σ(t) = (Σ(t) + Σ * (t))/2 is a non-negative symmetric matrix. We assume Re Σ(t) to be strictly positive. Then, there exist constants C, K > 0 such that
where Σ −1 (t) is the inverse of the covariance matrix Σ(t).
Remarks:
i) The assumptions ϕ H 2 < ∞ and ∂ α O j (1−∆) −|α|/2 < ∞ are needed to control the possible singularity of the interaction potential. If one assumes V (x) to be bounded, the results hold for all ϕ ∈ H 1 (R 3 ) and bounded O j , j = 1, . . . , k.
ii) We will show in Section 4 that the products g i,t , ϕ are real, for all i = 1, . . . , k and for all t ∈ R. Hence Re Σ ij (t) = Re g i,t , g j,t − g i,t , ϕ ϕ, g j,t
and Im Σ ij (t) = Im g i,t , g j,t for all i ≤ j. It is easy to check that the real part Re Σ(t) is non-negative, since
with g = j τ j g j,t . The condition that Re Σ(t) is strictly positive is therefore equivalent to the condition that ϕ ∈ span{g 1,t , . . . , g k,t }.
iii) If Re Σ(t) is not strictly positive, then Σ(t) does not need to be invertible and (1.10) does not hold true. Still, from the proof in Section 4 it follows that
iv) Already at time t = 0, when particles are independent, the covariance matrix
has an imaginary part, given by
for all i ≤ j. If the operators O 1 , . . . , O j commute, then the imaginary part vanishes, and Σ(0) is a real symmetric matrix. In this case, assuming Σ(0) to be strictly positive, the integral on the l.h.s. of (1.10) is the expectation of the product 
. To prove that Σ(t) is real symmetric we observe that, since Jf, g = Jg, f for every f, g ∈ L 2 (R 3 ),
Hence, if the operators O 1 , . . . , O k commute, the integral on the l.h.s. of (1.10) is just the expectation E Gt f 1 (x 1 ) . . . f k (x k ) where G t is a Gaussian vector with real symmetric covariance matrix Σ(t).
vi) In a different setting, a quantum multivariate central limit theorem for the sum of independent and identically distributed random variables has been shown in [20] ; in this paper the authors identify the limiting integral appearing in (1.10) as the expectation of k j=1 f j (x j ) with respect to a quasi-free state.
In contrast with the central limit theorem obtained in [1] , Theorem 1.1 gives a precise bound on the rate of the convergence towards the Gaussian expectations. For k = 1, Σ(t) is the scalar
which is always real (and non-negative). Hence, the expectation of f (O t ) with respect to the measure induced by ψ N,t converges towards the expectation of f (x), with x a scalar centered Gaussian variable with variance σ 2 t . We recover in this case the central limit theorem proven in [1] . Actually, we obtain more, since we derive also a bound for the convergence rate of probabilities, in the spirit of a Berry-Esséen central limit theorem.
and define
Then there exists a constant K > 0 and, for every −∞ < α < β < ∞, a constant C > 0 such that
where G t is a centered Gaussian random variable, with variance
Remark. The constant C depends on α, β. From the proof below, it is clear that it can be bounded by C ≤ c(1 + |β − α|) for a constant c > 0 independent of α, β. For any κ > 0, we have
by (1.6), and similarly for P(G < −N −κ ). Therefore, we find
Hence, choosing κ = 1/36, we conclude that, for any β ∈ R,
. It follows from Theorem 1.1 that
where G t is a centered Gaussian with variance σ
We observe that, for any ε > 0
and therefore
we find
Therefore, we conclude that
and, analogously,
Optimizing over ε > 0 we obtain
The rest of the paper is organized as follows. In Section 2 we introduce the formalism of second quantization, we review the main ideas of the coherent states approach developed in [25] to prove the convergence (1.6) and we introduce the Bogoliubov transformations Θ(t; s) describing the limiting evolution of the fluctuations around the Hartree dynamics and appearing in the covariance matrix Σ of the Gaussian variables in Theorem 1.1. In Section 3, we show some key estimates on the growth of the fluctuations around the mean field Hartree dynamics. Using these bounds, we will prove Theorem 1.1 in Section 4.
Fock space and coherent states approach
The bosonic Fock space over
It is easy to check that F , equipped with the inner product
is an Hilbert space. The advantage of Fock space, with respect to the N-particle space L 2 s (R 3N ), is that, on F , it is possible to consider states where the number of particles is
. . } describes a state having n particles with probability ψ (n) 2 .
Next, we introduce some important class of operators acting on the Fock space F . For any operator O on L 2 (R 3 ) (a one-particle operator), we define the second quantization
An important example is the number of particle operator N = dΓ(1) whose action is given by (N ψ)
, we define the creation operator a * (f ) and its adjoint, the annihilation
Creation and annihilation operators satisfy the canonical commutation relations
. We will also use the notation φ(f ) = a * (f )+a(f ). It is also convenient to introduce operator valued distributions a * x , a x , which formally create and, respectively, annihilate a particle at point x and are characterized by
In terms of these operator valued distributions, on can express the number of particles operator N as
More generally, for a one-particle operator O with integral kernel O(x, y), its second quantization is given by
Observe that creation and annihilation operators are not bounded, but they can be estimated in terms of the square root of the number of particles operator N , in the sense that
In order to define a time-evolution on the Fock space F , we introduce the Hamilton operator H N , by
In terms of the operator valued distribution a * x , a x , it is simple to check that the Hamiltonian H N can be written as
We observe that, by definition, the Hamiltonian H N commutes with the number of particles operator (this corresponds to the fact that, for every term in (2.6), the number of creation operators matches the number of annihilation operators). This implies that the timeevolution generated by H N preserves the number of particles in the system. In particular, when restricted to the sector of the Fock space F with exactly N particles, the Hamiltonian H N coincides with the N-particle Hamiltonian (1.2).
We will be interested in the time-evolution of so called coherent initial data. For ϕ ∈ L 2 (R 3 ), we define the Weyl operator
The coherent state with wave function ϕ ∈ L 2 (R 3 ) is defined as W (ϕ)Ω, where Ω = {1, 0, 0, . . . } ∈ F is the vacuum. It is easy to check that
Coherent states do not have a fixed number of particles; instead they are a linear superposition of states with all possible number of particles. The average number of particles in the coherent state W (ϕ)Ω is given by
More precisely, the number of particles in a coherent state W (ϕ)Ω is a Poisson random variable with average and variance ϕ 2 . This follows from the observation that Weyl operators act as shifts on creation and annihilation operators, in the sense that
. These identities also imply that coherent states are eigenvectors of all annihilation operators, since
In order to obtain information about the evolution of factorized N-particle initial data, we will study the dynamics of coherent states, with average number of particles given by N. To this end we fix ϕ ∈ L 2 (R 3 ) with ϕ = 1, and we consider the time evolution
Because of the mean field character of the interaction, we may expect that the evolution of an initial coherent state remain approximately coherent, i.e.
where ϕ t is the solution of the Hartree equation (1.5). More precisely, we define
The vector ξ N,t describes the fluctuations around the mean field evolution; Ψ N,t is close to a coherent state, if the number of particles in ξ N,t is small. It is useful to introduce the fluctuation dynamics
so that ξ N,t = U N (t; 0)Ω. To get convergence towards the Hartree dynamics, and to obtain estimates of the form (1.6), one need to prove a bound of the form
for the growth of the number of particles with respect to U N (t; 0). Such an estimate immediately implies convergence towards the Hartree dynamics for coherent initial data. Projecting coherent states onto the N-particle sector of the Fock space, it can also be used to establish the convergence towards Hartree dynamics for approximately factorized N-particle initial data; see [25, 4] .
In order to show a bound of the form (2.10), one observes that the fluctuation dynamics U N (t; s) satisfies a Schrödinger type equation
with the time-dependent generator
In contrast with the original Hamiltonian H N , the generator L N (t) of the fluctuation dynamics does not commute with the number of particles operator N (more precisely, the terms on the third and fourth line of (2.11), in which the number of creation operator does not match the number of annihilation operators, do not commute with N ). As a consequence, the number of particles is not conserved by the fluctuation dynamics U N (t). Nevertheless, in [25] it was possible to prove a bound of the form (2.10) (and similar bounds for higher powers of N ), showing that although the expectation of the number of particles operators grows in time, it remains bounded uniformly in N, for every fixed time.
It is worth noticing that this approach does not only prove the convergence (1.6) towards the limiting evolution with a precise bound on the rate; instead, it also describes the limiting form of the fluctuations around the mean field dynamics. In fact, from the expression (2.11) for the generator of the fluctuation dynamics, one can expect that, as N → ∞, the evolution of the fluctuations can be approximated by the limiting fluctuation dynamics U ∞ (t; s), which solves the Schrödinger equation
with the limiting generator
obtained from L N (t) by formally taking the limit N → ∞. The following proposition, taken from [15] , shows the well-posedness of the Schrödinger equation (2.12).
) (both conditions hold true under the assumptions of Theorem 1.1). Then there exists a unique two-parameter group of unitary transformations U ∞ (t; s) with U ∞ (s; s) = 1 for all s ∈ R, and such that U ∞ (t; s) is strongly differentiable on the domain D(dΓ(−∆ + 1)) with
where L ∞ (t) is the time-dependent generator defined in (2.13).
Since the limiting generator L ∞ (t) is quadratic in creation and annihilation operators, it turns out that the dynamics U ∞ (t; s) acts on the Fock space as a Bogoliubov transfor-
Then, we have the relation
and J :
is the antilinear operator defined by Jf = f . From (2.4), we also find the commutation relations
which preserves (2.15) and (2.16), i.e. ν * Sν = S and νJ = J ν. It is simple to check that every Bogoliubov transformation has the block form
U ∞ is defined by (2.14). Then, for every t, s ∈ R, there exists a Bogoliubov transformation
Like every Bogoliubov transform, Θ(t; s) satisfies the relations Θ * (t; s)SΘ(t; s) = S and Θ(t; s)J = J Θ(t; s) and it can be decomposed as for every t, s ∈ R.
The proof of this proposition can be found in [1] . As explained there, the Bogoliubov transformations Θ(t; s) satisfy the evolution equation
with the generator
with the linear operators
Observe here that D * t = D t and B * t = JB t J and therefore A(t) = SA(t)S.
Preliminary estimates
In this Section we collect some estimates that will be useful in Section 4.
First of all, we will need bounds for the growth of moments of the number of particles operator with respect to the fluctuation dynamics U N (t; s). Similar estimates can also be found in [25, 4, 1] , but here we optimize them and simplify their proof. Proposition 3.1. Let U N (t; s) be the fluctuation dynamics defined in (2.9). For every j ∈ N, there exist constants C j , K j > 0 such that
for every ψ ∈ F , t ∈ R. Hence
Proof. We proceed by induction on j ∈ N. Without loss of generality, we choose s = 0 from now on.
Step 1: j = 1. We compute the time-derivative
Recalling the expression (2.11) for L N (t), we find
Using the estimates (2.5), we obtain
Using the fact that sup x V (x − .)ϕ t 2 ≤ C ϕ t H 1 is uniformly bounded in time, we conclude that
In order to apply Gronwall's Lemma, we need to control the second term. We observe that, using the identities
we have
We rewrite the first term on the r.h.s. as
As for the second term on the r.h.s. of (3.8), we find
(3.10)
Combining (3.9) and (3.10), we conclude from (3.8) that
Subtracting the first term back on the l.h.s. gives
Inserting the last estimate in (3.5), we find
Gronwall's Lemma implies that
for appropriate constants C, K > 0.
Step 2: we assume
for all i ≤ (j − 1) and we prove it for i = j (this is exactly (3.1)).
(3.14)
From (3.4), arguing as in Step 1 and using the intertwining relations
In order to apply Gronwall's Lemma, we have to estimate the second term on the r.h.s. of (3.16). We claim that for all i ≤ j, there exist constants C, K > 0 such that
Inserting (3.17) into the r.h.s. of (3.16) with i = j and applying Gronwall inequality, we obtain (3.1). In order to prove (3.17), we proceed again by induction. For i = 1, (3.17) was proven in Step 1. Similarly, one can show (3.17) for i = 0 (the proof is simpler in this case, one just need to observe that
) which then commutes with the evolution exp(−iH N t)). We assume hence that (3.17) holds for i = k − 1 and we show it for i = k ∈ N, for an arbitrary 2 ≤ k ≤ j.
Using (3.6) and (3.7), similarly as in Step 1, we obtain
where, in the last step, we commuted the operator φ(ϕ t ) through the Weyl operator W * ( √ N ϕ t ). In the first term on the r.h.s. of the last equation, we move the single number of particles operator (N + 1) to the right of the Weyl operator W ( √ N ϕ). We find
The third term on the r.h.s. of the last equation can be estimated by
where α > 0 is arbitrary and where we used the fact that, for every k ∈ N, there exists a constant C such that φ(ϕ t )(N + 1)
Choosing α > 0 sufficiently large, we find
The second term on the r.h.s. of (3.19) can be bounded by
From the induction assumption (3.12) we obtain, using again (3.20),
Finally, we control the first term on the r.h.s. of (3.19) . To this end, we need to commute one more factor (N + 1) across the fluctuation evolution U N (t; 0). We write, similarly to (3.19), 
where in the last inequality we also used the assumption (3.12), with i = k − 2. The second term on the r.h.s. of (3.23) can be bounded using (3.12) by
From (3.24), we find
Similarly, using (3.24) and the bound (3.20) the third term on the r.h.s. of (3.23) is bounded by
Combining (3.24), (3.25) and (3.26), we obtain from (3.23) that
This, together with (3.21) and (3.22) , gives the following bound for (3.19):
Subtracting the first term back in the l.h.s, we find
which proves (3.17), for i = k.
We will also need similar bounds for the growth of moments of the number of particles operator, of the kinetic energy operator and of the square of the kinetic energy operator with respect to the limiting fluctuation dynamics U ∞ (t; s). The proof of the following lemma can be found in [4] [Prop. 4.1].
Lemma 3.2. Let U ∞ (t; s) be the limiting fluctuation dynamics, defined in Proposition 2.1. For every j ∈ N, there exist constants C, K > 0 (depending on the constant D appearing in (1.4), on ϕ H 1 and on j) such that
for all ψ ∈ F , t, s ∈ R. Let moreover
denote the kinetic energy operator. Then there exist constants C, K > 0 (depending on D and ϕ H 1 ) and
Next, we will need to compare the fluctuation dynamics U N (t; s) with its formal limit U ∞ (t; s). To this end, we will make use of the following proposition. Proposition 3.3. Let U N (t; s) be the fluctuation dynamics defined in (2.9) and let U ∞ (t; s) be defined as in Proposition 2.1. Then, for every j ∈ N there exists constants C j , K j > 0 (depending on the constant D appearing in (1.4), on ϕ H 1 and on j) such that
Proof. From (2.11) and (2.13) we find
From Proposition 3.1 we find
Using the estimate
proven in [4] [ Lemma 6.3] , the term containing L 3 (r) on the r.h.s. of (3.28) can be bounded by
where we also applied Lemma 3.2 to control the growth of powers of N w.r.t. U ∞ (r; s).
To bound the term containing L 4 on the r.h.s. of (3.28), on the other hand, we use
This estimate can be shown considering the restriction of the operator on the l.h.s. on the n-particle sector F n . From (1.4), we conclude that
which is exactly the restriction of the r.h.s. of (3.30) on F n . With (3.30), we can bound the term containing L 4 on the r.h.s. of (3.28) by
where K = dΓ(−∆) is the kinetic energy operator and where, in the last inequality, we used Cauchy-Schwarz. From Lemma 3.2, we find
Inserting the last equation and (3.29) into the r.h.s. of (3.28), we obtain the desired bound.
We will also need to control the growth of N and of its power with respect to the unitary groups generated by operators of the form
where φ(f ) = a(f ) + a * (f ). For every j ∈ N there exists a constant C such that
for every s ∈ R, α ≥ 1.
Remark: from Proposition 3.4 we obtain a bound for the norm
Proof. We compute the derivative
We use the intertwining formulas N a * (f ) = a * (f )(N + 1) and (N + 1)a(f ) = a(f )N to
Using the bounds (2.5), we find
for all α ≥ 1 and for a constant C depending only on j. Gronwall's lemma gives
Finally, we need bounds on the growth of N , of its higher powers, and of K with respect to the unitary group generated by self-adjoint field operators of the form φ(f ), obtained from the operator h introduced in Proposition 3.4 in the limit N → ∞.
, we have, for every s ∈ R and α ≥ 0,
for every s ∈ R, α ≥ 0.
Remark: from the lemma we obtain bounds for the norms
Proof. The first statement follows from Proposition 3.4 taking B = 0. To prove (3.33), we observe that e iφ(f ) = W (if ) is a Weyl operator. Therefore, we have
which proves (3.33).
Finally, we show (3.34). We have
By Cauchy-Schwarz, we find
We have
and thus that
4 Proof of Theorem 1.1
To compute the expectation
we expand the functions f 1 , . . . , f k in their Fourier representation. We find
Next, we embed our problem in the Fock-space. With a slight abuse of notation, we identify ψ N,t with the Fock space vector
having only one non-zero component. We observe that
where P N is the orthogonal projection onto the N-particle sector of the Fock space, and where
where we introduced the fluctuation dynamics
s ) and where we defined the Fock space vector
Observe that ξ N = d N ≃ N 1/4 . However, it follows from Lemma A.1 that
uniformly in N. From (2.8), we find
because, by definition, ϕ t , O j,t ϕ t = 0. Inserting in (4.1), we find
. We expand next h j,t around its main component φ( O j,t ϕ t ). We find
In order to bound the terms in the sum over ℓ, we write
We estimate the absolute value of this term as follows:
Here we used (4.2), the norm bounds (3.32) and (3.35), Proposition 3.1 and the estimate
From (4.3), we conclude that
Next, we replace the fluctuation dynamics U N (t; 0) with the limiting dynamics U ∞ (t; 0) introduced in Proposition 2.1. To this end, we write
To bound the first term on the r.h.s. of the last equation, we notice that
where we used (4.2), the norm bound (3.35), Proposition 3.1 and Proposition 3.3. Next, we estimate the second term on the r.h.s. of (4.5). From Proposition 3.3 we find
Using again (3.35), the first term on the r.h.s. of (4.7) can bounded by
Similarly, one can bound the third and the fourth term on the r.h.s. of (4.7). We obtain
and
To estimate the second term on the r.h.s of (4.7), we use the third bound in (3.35); we obtain
Combining the last four bounds, we conclude that
Combining with (4.6) and (4.5), we get from (4.4) that
(4.8)
Now we want to replace the N-dependent vector ξ N with its limit. This procedure will produce again an error of size N −1/2 . From Lemma A.1, we have
where the coefficients ξ 
with the initial data ξ 
We compare the coefficients ξ 
This means that the vector
is not an element of the Fock space (this is not surprising since ξ N ≃ N 1/4 → ∞, as N → ∞). We will avoid this problem by considering the vector
which is in the Fock space for α > 1/2, and showing that
One should think of (N + 1) −α ξ ∞ as a notation for the right hand side of (4.13), and not for the action of the operator (N + 1) −α on the (non-existing) vector ξ ∞ .
Comparing the recursions (4.9) and (4.12), we obtain
Taking absolute value, we find
This implies that
and that, for every α ∈ N,
Next, we take the square, using that (a + b)
We find
We choose ε > 0 such that
and find
We choose α = 3, so that ℓ
Iterating the last inequality, and using the fact that |ξ
Here we used (4.10). Therefore, we find
From (4.8), we obtain
(4.14)
From the bounds on O j , ∇O j (1−∆) −1/2 , ∆O j (1−∆) −1 (which clearly imply bounds
and from the bound on ϕ H 2 (which implies a bound on ϕ t H 2 ≤ Ce K|t| ϕ H 2 for every t ∈ R), we conclude that
Here, one should be careful with the notation. As explained above, ξ ∞ is not a Fock space vector. In the last three equations, the Fock space inner product involving ξ ∞ should be really understood as Next we notice that, with the notation A(f, g) = a(f ) + a * (Jg) (where Jg = g) introduced after Proposition 2.1, we have φ( O j,t ϕ t ) = A( O j,t ϕ t , J O j,t ϕ t ) .
Hence, by Proposition 2.2, U * ∞ (t; 0)φ( O j,t ϕ t )U ∞ (t; 0) = A(Θ(t; 0)( O j,t ϕ t , J O j,t ϕ t )) = A(U(t; 0) O j,t ϕ t + JV (t; 0) O j,t ϕ t , JU(t; 0) O j,t + V (t; 0) O j,t ϕ t ) = φ( g j,t )
where we defined g j,t = U(t; 0) O j,t ϕ t + JV (t; 0) O j,t ϕ t .
Here Θ(t; s) is the Bogoliubov transform defined in Proposition 2.2, which, according to (2.17), can be decomposed as Θ(t; s) = U(t; s) JV (t; s)J V (t; s) JU(t; s)J .
It follows that Hence, the Baker-Campbell-Hausdorff formula implies that e iφ(f ) e iφ(g) = e iφ(f +g) e −iIm f,g .
We obtain
k j=1 e iτ j φ( g j,t ) = e iφ(τ 1 g 1,t +···+τ k g k,t ) k i<j e −iτ i τ j Im g i,t , g j,t .
Let g = where we defined the k × k matrix Σ(t) = (Σ ij (t)) through Σ ij (t) = g i,t , g j,t − ϕ, g i,t ϕ, g j,t
for all i ≤ j and through Σ ij (t) = Σ ji (t) for i > j. We notice here that the factors ϕ, g i,t and ϕ, g j,t are real. In fact, for any self-adjoint operator O on L 2 (R 3 ), we have Θ(t; 0)(Oϕ t , JOϕ t ) = (U(t; 0)Oϕ t + JV (t; 0)Oϕ t , JU(t; 0)Oϕ t + V (t; 0)Oϕ t ) and (ϕ, −Jϕ), Θ(t; 0)(Oϕ t , JOϕ t ) L 2 ⊕L 2 = 2iIm ϕ, U(t; 0)Oϕ t + JV (t; 0)Oϕ t .
On the other hand (ϕ, −Jϕ), Θ(t; 0)(Oϕ t , JOϕ t ) L 2 ⊕L 2 = Θ * (t; 0)(ϕ, −Jϕ), (Oϕ t , JOϕ t ) L 2 ⊕L 2 = Θ −1 (t; 0)(ϕ, Jϕ), (Oϕ t , −JOϕ t ) L 2 ⊕L 2 = (ϕ t , Jϕ t ), (Oϕ t , −JOϕ t ) L 2 ⊕L 2 = 2iIm ϕ t , Oϕ t = 0 where we used the relation Θ * (t; 0) = SΘ −1 (t; 0)S, with S defined in (2.16).
We also notice that g i,t , g j,t = U(t; 0) O i,t ϕ t + JV (t; 0) O i,t ϕ t , g j,t
= U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t , g j,t − ϕ t , O i ϕ t U(t; 0)ϕ t + JV (t; 0)ϕ t , g j,t
= U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t , U(t; 0)O j ϕ t + JV (t; 0)O j ϕ t − ϕ t , O j ϕ t U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t , U(t; 0)ϕ t + JV (t; 0)ϕ t − ϕ t , O i ϕ t U(t; 0)ϕ t + JV (t; 0)ϕ t , g j,t .
Since, from Proposition 2.2, (ϕ, Jϕ) = Θ(t; 0)(ϕ t , Jϕ t ) = (U(t; 0)ϕ t +JV (t; 0)ϕ t , JU(t; 0)ϕ t + V (t; 0)ϕ t ), we see that U(t; 0)ϕ t + JV (t; 0)ϕ t = ϕ, and therefore g i,t , g j,t = U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t , U(t; 0)O j ϕ t + JV (t; 0)O j ϕ t − ϕ t , O j ϕ t U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t , ϕ − ϕ t , O i ϕ t ϕ, g j,t .
Similarly, we find ϕ, g i,t ϕ, g j,t = ϕ, U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t ϕ, U(t; 0)O j ϕ t + JV (t; 0)O j ϕ t − ϕ, U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t ϕ t , O j ϕ t − ϕ t , O i ϕ t ϕ, g j,t .
Hence Σ ij (t) = g i,t , g j,t − ϕ, g i,t ϕ, g j,t
with g i,t = U(t; 0)O i ϕ t + JV (t; 0)O i ϕ t and similarly for g j,t (the products ϕ, g i,t are, like ϕ, g i,t , real).
We observe that the matrix Σ(t) can be decomposed in its real and imaginary part Σ(t) = P (t) + iR(t), with the two symmetric k × k matrices P (t) = (P ij (t)) and R(t) = (R ij (t)) given by P ij (t) = Re g i,t , g j,t − ϕ, g i,t ϕ, g j,t
for all i, j = 1, . . . , k, and R ij (t) = Im g i,t , g j,t for all i < j and R ij (t) = R ji (t) for all i > j. The real part P (t) is always non-negative (see (1.11) ). Under the assumption that P (t) is strictly positive, Σ(t) is invertible. We denote by Σ −1 (t) its inverse. Then Re Σ −1 (t) > 0 and we have 
