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Kurzfassung
Da die Kommunikation zwischen den Insassen eines Kraftfahrzeugs aufgrund hoher Hin-
tergrundgeräuschpegel oftmals erschwert ist, werden in verschiedenen modernen Fahr-
zeugen sog. Innenraumkommunikationssysteme eingesetzt. Diese verbessern die Kommu-
nikation, indem sie die Stimmen der Sprecher mit Mikrofonen aufzeichnen und über
Lautsprecher bei den Zuhörern wiedergeben. Die Herausforderung bei diesen Systemen
ist die elektro-akustische Rückkopplung. Diese wird dadurch verursacht, dass das Mikro-
fon nicht nur das lokale Sprachsignal, sondern auch das Lautsprechersignal aufzeichnet.
Ohne Gegenmaßnahmen resultiert die Rückkopplung in einem unangenehmen, lauten
Pfeifen.
Die Problematik der elektro-akustischen Rückkopplung ist für Innenraumkommunika-
tionssysteme noch nicht umfassend gelöst. Deshalb werden in der vorliegenden Arbeit
Verfahren vorgeschlagen, welche in der Lage sind, die Rückkopplungen mittels digitaler
Signalverarbeitung zu unterdrücken. Der Hauptteil dieser Arbeit beschäftigt sich mit der
adaptiven Rückkopplungskompensation. Bei dieser wird versucht, die Impulsantwort zwi-
schen den Lautsprechern und dem Mikrofon mit einem adaptiven Filter zu schätzen. Die
Schwierigkeit ist hierbei die starke Korrelation zwischen Lautsprechersignal und lokaler
Sprache, welche verhindert, dass das Filter zur korrekten Lösung konvergieren kann. Um
die Konvergenz zu verbessern, wird eine neuartige Schrittweitensteuerung vorgestellt.
Diese nutzt zur Aktualisierung der Filterkoeffizienten kurze Zeitpunkte im Nachhall,
während derer die Signale unkorreliert sind. Ergänzend zur Rückkopplungskompensati-
on wird anschließend ein Postfilter vorgestellt. Dessen Aufgabe ist es, diejenigen Rück-
kopplungsanteile, welche nach der Rückkopplungskompensation noch vorhanden sind,
mittels eines Wiener-Filters zu unterdrücken. Hierfür wird das Postfilter abhängig vom
Abgleichzustand des adaptiven Filters gesteuert. Abschließend werden zwei Verfahren
vorgestellt, welche die Sprachqualität des Systems verbessern. Zum einen wird die Ver-
besserung des Klangs des Systems durch eine automatische Entzerrung beschrieben.
Zum anderen wird gezeigt, dass die Sprachverständlichkeit eines Signals durch gezieltes
Hinzufügen von Harmonischen verbessert werden kann.
Bei den theoretischen Untersuchungen wird in dieser Arbeit auch die praktische Um-
setzbarkeit der Algorithmen berücksichtigt. Zu diesem Zweck werden die Verfahren in ein
eigens entwickeltes Echtzeit-Rahmenwerk integriert und während zahlreicher Testfahr-
ten mit Demonstratorfahrzeugen im realen Betrieb erprobt. Bei diesen praktischen Tests
zeigt sich ein deutlicher Gewinn hinsichtlich Stabilität und Sprachqualität im Vergleich
zu bisher bekannten Verfahren.
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Abstract
The communication between the passengers inside a car can be difficult due to large
background noise levels. It can be improved with so-called in-car communication systems.
These systems capture the voice of talkers by means of microphones and play it back
via loudspeakers close to the listeners. However, the challenge is the electro-acoustic
feedback, which occurs when the microphone not only captures the local speech but
also the loudspeaker signal. Without countermeasures, this feedback results in annoying
howling sounds.
The problem of the electro-acoustic feedback has not yet been solved for in-car commu-
nication systems. Therefore, in this work techniques to suppress the feedback by means
of digital signal processing are presented. The main part of this work focuses on adaptive
feedback cancellation. Here, the impulse response between loudspeaker and microphone
is estimated with an adaptive filter. The difficulty is a strong correlation between loud-
speaker and local speech that prevents the adaptive filter from converging towards the
desired solution. In order to improve convergence, a novel stepsize control is presented.
As signals are not correlated during reverberation, the stepsize control exploits reverbe-
rant signal periods to update the filter coefficients. In addition to the adaptive feedback
canceler, a postfilter is presented. The task of the postfilter is to suppress the residu-
al feedback that remains after the feedback cancellation, by means of a Wiener-filter.
Therefore, the postfilter is controlled depending on the adaptive filter’s state of conver-
gence. Finally, two techniques to improve the speech quality are presented. Firstly, an
automatic equalizer is described that improves the sound quality. Secondly, it is shown
that speech intelligibility can be improved by adding harmonics to a speech signal.
Besides the theoretical investigations, in this work also the practical realization of the
algorithms is regarded. Therefore, the algorithms are integrated into a specially deve-
loped real-time framework and tested in demonstration cars under realistic conditions
during numerous test drives. These test drives show a significant increase of both stability
and speech quality compared to existing approaches.
vii
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Kapitel 1
Einleitung
1.1 Innenraumkommunikationssysteme
Aufgrund hoher Hintergrundgeräuschpegel ist die Kommunikation in Personenkraftwa-
gen oftmals beeinträchtigt. Das Hintergrundgeräusch setzt sich zusammen aus dem Mo-
torgeräusch, den Abrollgeräuschen der Reifen und Windgeräuschen. Hinzu kommen die
Geräusche der Lüftung im Inneren des Fahrzeugs. Mit zunehmender Geschwindigkeit
steigt der Hintergrundgeräuschpegel im Inneren des Fahrzeugs an, was eine Anpassung
der Sprache an die Geräuschumgebung erfordert. Dies ist für die Passagiere auf Dau-
er sehr anstrengend und ermüdend. Am stärksten von Hintergrundgeräuschen betroffen
sind lange Fahrzeuge wie Vans oder größere Limousinen und offen fahrende Cabriolets.
Selbst bei moderaten Geschwindigkeiten ist hier die Kommunikation zwischen den In-
sassen eingeschränkt.
Ein weiteres Problem neben den Hintergrundgeräuschen ist die für die Kommunikation
ungünstige Sitzposition. So reden Fahrer und Beifahrer gegen die Windschutzscheibe,
während die hinteren Passagiere gegen die Rückenlehne bzw. Kopfstütze der Vordersit-
ze reden. Dies resultiert darin, dass sich die vorderen Insassen nach hinten drehen, um
im Fond besser verstanden zu werden. Im Fall des Fahrers stellt dies ein großes Sicher-
heitsrisiko dar, da er sich dann nicht mehr auf die Straße vor ihm konzentrieren kann.
Hinzu kommt der große Abstand zwischen den Sitzreihen in großen Fahrzeugen, wie
langen Limousinen oder Vans mit mehr als zwei Sitzreihen. In solchen Fahrzeugen ist
eine entspannte Kommunikation zwischen den vorderen Insassen und den Passagieren
im Fond während der Fahrt nicht möglich. In [42] wird angegeben, dass der Schallpegel
vom Mund eines Sprechers auf dem Fahrersitz bis zum Ohr eines Passagiers auf dem
Rücksitz eine Dämpfung von 20 dB bis zu 30 dB erfährt.
Abhilfe schaffen sogenannte Innenraumkommunikationssysteme (engl. In-Car Com-
munication System, ICC-System). In solchen Systemen wird die Sprache der Passagiere
mit mundnahen Mikrofonen aufgenommen und anschließend verstärkt über Lautspre-
cher in der Nähe der Zuhörer wiedergegeben. Im einfachsten Fall werden hierfür die
bereits im Fahrzeug verbauten Freisprechmikrofone sowie die Multimedialautsprecher
verwendet. Es konnte in [38, 39] gezeigt werden, dass die Kommunikation im Fahrzeug
mit einem solchen ICC-System deutlich verbessert wird. Als Maß für den Stress, dem die
Passagiere aufgrund der Geräusche im Fahrzeug ausgesetzt sind, dienen in diesen Arbei-
ten linguistische Parameter. Insbesondere wird der Lombard-Effekt untersucht. Dieser
besagt, dass ein Sprecher die charakteristischen Eigenschaften seiner Stimme an die Um-
gebungsgeräusche anpasst. Neben einer Erhöhung der Lautstärke gehört dazu z. B. auch
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eine Erhöhung der Grundfrequenz bzw. der Tonhöhe bei zunehmendem Hintergrundge-
räusch. Es konnte in einer umfangreichen Studie nachgewiesen werden, dass mit aktivem
ICC-System der Lombard-Effekt bei den Sprechern deutlich weniger ausgeprägt ist, was
auf eine entspanntere Kommunikation schließen lässt.
Aus den genannten Gründen werden ICC-Systeme mittlerweile von verschiedenen Au-
tomobilherstellern angeboten. An dieser Stelle sollen nur exemplarisch einige Systeme
erwähnt werden. In den Fahrzeugen von Mercedes-Benz ist das System unter dem Na-
men Sprachverstärkung seit der V-Klasse BR447 und der S-Klasse X222 auf dem Markt
verfügbar. Bei dem System handelt es sich um ein Einwegesystem, d. h. die Sprache
wird nur von vorne nach hinten verstärkt. Volkswagen bietet ein ähnliches System ab
dem Touran 2 und dem T5 an. Hier wird das System als Digital Voice Enhancement
beworben. Ebenfalls ein Einwegesystem ist in den Fahrzeugen Highlander und Sienna
von Toyota als Driver Easy Speak verbaut. Bei Land Rover und Jaguar wird das System
Conversation Assist genannt und ist beispielsweise im Range Rover und im Jaguar XJ
verfügbar. Die zunehmende Anzahl an verfügbaren Fahrzeugen mit ICC-Systemen zeigt
erneut den Bedarf an solchen Systemen.
Beim Test der auf dem Markt verfügbaren Systeme stellt man allerdings fest, dass die
Qualität oftmals unzureichend ist. Bei vielen der genannten Systeme ist die Verstärkung
so gering, dass das System kaum wahrnehmbar ist und damit keinen Nutzen bringt. Bei
anderen Systemen ist eine Sprachverstärkung zwar wahrnehmbar, jedoch klingt das ver-
stärkte Sprachsignal aufgrund der verwendeten Signalverarbeitung sehr unnatürlich und
wird selbst geringen Ansprüchen an die Klangqualität nicht gerecht. Der Hauptgrund für
die geringe Verstärkung und die eingeschränkte Klangqualität ist die elektro-akustische
Rückkopplung, die entsteht, wenn das Lautsprechersignal in das Mikrofon einkoppelt.
Diese ist schematisch in Abb. 1.1 gezeigt. In der Abbildung ist ein ICC-System zu sehen,
welches die Sprache im Fahrzeug von vorne nach hinten verstärkt. Man erkennt, dass
sich am Mikrofon die Rückkopplung vom Lautsprecher und die lokale Sprache überla-
gern. Ist die Verstärkung des ICC-Systems zu groß, schwingt sich das System auf, was
ICC-System
Abbildung 1.1: Block-Diagramm eines ICC-Systems. Am Mikrofon überlagern sich die
Rückkopplung vom Lautsprecher und das lokale Sprachsignal.
als unangenehmes Pfeifen hörbar ist. Da dieses Pfeifen unbedingt vermieden werden soll,
wird bislang zur Sicherheit die maximale Verstärkung begrenzt.
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1.2 Inhalt dieser Arbeit
Das Problem der Instabilität rückgekoppelter elektro-akustischer Systeme ist technisch
nach wie vor nicht umfassend gelöst und rechtfertigt daher auch die vorliegende Arbeit,
in welcher deutliche Verbesserungen erreicht werden. Das Ziel dieser Arbeit ist es, die
elektro-akustische Rückkopplung bei ICC-Systemen mittels digitaler Signalverarbeitung
zu unterdrücken. Dabei soll der Fokus darauf liegen, im Vergleich zu bestehenden Sys-
temen sowohl eine größere Verstärkung als auch eine bessere Klangqualität zu erzielen.
1.2 Inhalt dieser Arbeit
Im Anschluss an diese Einleitung werden in Kap. 2 die Randbedingungen im Fahrzeug
beschrieben. Im Rahmen dieser Arbeit wurde ein Demonstratorfahrzeug aufgebaut. Bei
diesem handelt es sich um den ebenfalls in Kap. 2 vorgestellten Mercedes-Benz Viano
der Baureihe 639. Für dieses Fahrzeug wurde ein bidirektionales ICC-System entwi-
ckelt, welches die Kommunikation von vorne nach hinten und von hinten nach vorne
unterstützt. Die Randbedingungen werden in Form von Messungen vorgestellt, welche
in dem Fahrzeug durchgeführt wurden. Die Messungen umfassen insbesondere die Im-
pulsantworten der relevanten akustischen Pfade sowie der Hintergrundgeräusche. Die
vorgestellten Messergebnisse dienen im weiteren Verlauf der Arbeit als Grundlage für
die Entwicklung der Algorithmen. Um die Algorithmen im Fahrzeug im realen Betrieb
testen zu können, wurde das Software-Rahmenwerk RACE entwickelt, in welches die
Echtzeitimplementierungen der Algorithmen integriert sind. Das Rahmenwerk wird in
AnhangB vorgestellt.
In Kap. 3 werden die für die Arbeit benötigten mathematischen Grundlagen herge-
leitet. Zunächst wird das Stabilitätskriterium für die geschlossene elektro-akustische
Schleife erläutert. Nach einem Überblick über den Stand der Technik werden zwei grund-
sätzliche Lösungsansätze zur Verbesserung der Stabilität vorgestellt. Dies ist zum einen
die Kompensation der Rückkopplung mittels adaptiver Filter und zum anderen die Re-
duktion der Rückkopplung mit einem Wiener-Filter. Auf diesen beiden Ansätzen wird
im weiteren Verlauf der Arbeit aufgebaut. Am Ende des Kapitels wird die verwendete
Filterbankstruktur erläutert.
Kap. 4 stellt den Kern dieser Arbeit dar. In dem Kapitel wird eine neuartige Schritt-
weitensteuerung für die adaptive Rückkopplungskompensation vorgestellt. Mit dem vor-
gestellten Verfahren können im ICC-System des Demonstratorfahrzeugs Verstärkungen
erzielt werden, die sehr weit über denen aktueller Systeme liegen, bei gleichzeitig verbes-
serter Klangqualität. Die Inhalte dieses Kapitels basieren auf diversen Veröffentlichun-
gen, die im Rahmen dieser Arbeit entstanden sind. Die grundlegende Idee der Schrittwei-
tensteuerung wird in [6] beschrieben. In [7] wird das Verfahren um eine Verstärkungsre-
gelung erweitert. Das für diese Verstärkungsregelung benötigte Verfahren zur Schätzung
des Systemabstands wird in [8] beschrieben.
Die Rückkopplungskompensation wird in Kap. 5 um ein Postfilter erweitert. Die Auf-
gabe dieses Postfilters ist es, diejenigen Rückkopplungsanteile, welche nach der Rück-
kopplungskompensation übrig bleiben, mit einem Wiener-Filter zu reduzieren. Ziel ist
es dabei, einen trockenen Klang zu erreichen, welcher keine rückkopplungsbedingten
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Nachhallartefakte mehr aufweist. Das beschriebene Verfahren wurde in [24] publiziert.
Kap. 6 behandelt zwei Verfahren zur Verbesserung der Sprachqualität und der Sprach-
verständlichkeit. Das erste Verfahren ist ein Algorithmus zur automatischen Entzerrung
des Lautsprechersignals am Zuhörerohr. Hierdurch soll der Eindruck eines linearen Fre-
quenzgangs entstehen, was in einem natürlichen Klangerlebnis resultiert. Die entspre-
chende Veröffentlichung ist in [9] zu finden. Das zweite Verfahren verwendet nichtlineare
Kennlinien, um ein Signal mit Harmonischen anzureichern. Auf diese Weise kann die
Sprachverständlichkeit in einer stark geräuschbehafteten Umgebung verbessert werden.
Der Algorithmus wurde in [10] publiziert.
Kap. 7 fasst schließlich die Ergebnisse der Arbeit zusammen und gibt einen Ausblick
auf weiterführende Themen.
Zusätzlich zu den oben genannten Inhalten sind im Rahmen dieser Arbeit zwei weitere
Veröffentlichungen entstanden, welche allerdings nicht in die vorliegende Arbeit einge-
flossen sind. Zum einen handelt es sich hierbei um den in [41] vorgestellten De-Esser.
Mit diesem werden störende Zischlaute im Sprachsignal reduziert. Die Frequenzen dieser
Zischlaute sind sprecherabhängig und können durch den Frequenzgang des Systems un-
natürlich hervorgehoben werden. Das Verfahren detektiert diese Zischlaute unabhängig
vom Eingangspegel und dämpft diese mit zwei verschiedenen Kerbfiltern. Zum anderen
wurde ein Mercedes-Benz S-Klasse Cabriolet (A217) mit Gurtmikrofonen und Kopf-
stützenlautsprechern ausgestattet und ein ICC-System integriert. In diesem Fahrzeug
unterstützt das bidirektionale ICC-System die Kommunikation zwischen Fahrer und
Beifahrer. Dieses System wird in [5] detailliert beschrieben.
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Randbedingungen im Fahrzeug
Sämtliche in dieser Arbeit betrachteten Aspekte werden im Hinblick auf den Einsatz-
zweck in Personenkraftwagen untersucht. Daher wird in diesem Kapitel zunächst auf
die besonderen Gegebenheiten und Anforderungen im Fahrzeug eingegangen. Im ersten
Teil des Kapitels wird das Demonstratorfahrzeug beschrieben, welches für die prakti-
schen Tests aufgebaut worden ist. Anschließend werden die Randbedingungen in die-
sem Fahrzeug beschrieben. Hierzu gehören insbesondere die akustischen Eigenschaften
des Fahrzeuginnenraums, welche in dieser Arbeit durch die Impulsantworten von den
Lautsprechern zu den jeweiligen Mikrofonen beschrieben werden, sowie die spektralen
Eigenschaften der Hintergrundgeräusche. Auf Basis dieser im Fahrzeug gegebenen Rand-
bedingungen werden die Anforderungen an die Signalverarbeitung festgelegt.
2.1 Demonstratorfahrzeug
Im Rahmen dieser Arbeit wurde ein Demonstratorfahrzeug aufgebaut, mit dem es er-
möglicht wurde die entwickelten Algorithmen unter realen Bedingungen testen. Dafür
stand ein Mercedes-Benz Viano zur Verfügung (vgl. Abb. 2.1). Dieses Fahrzeug ist mit
drei Sitzreihen ausgestattet und aufgrund seiner Größe gut geeignet um den Mehrwert
eines ICC-Systems aufzuzeigen. Das Fahrzeug ist serienmäßig lediglich mit einem Mi-
krofon in der Dachbedieneinheit sowie Lautsprechern in den vorderen Türen und der
hinteren Seitenverkleidung ausgerüstet. Um verschiedenste Konfigurationen testen zu
können, wurden zusätzliche Mikrofone und Lautsprecher im Dachhimmel verbaut, so-
dass das Demonstratorfahrzeug mit insgesamt acht Lautsprechern und vier Mikrofonen
ausgestattet ist. Zwei Lautsprecher befinden sich in den Türen vorne links und rechts,
zwei weitere in der Seitenverkleidung auf Kniehöhe der dritten Sitzreihe. Die vier zu-
sätzlichen Lautsprecher sind im Dachhimmel direkt über den Sitzplätzen von Fahrer und
Beifahrer sowie den Passagieren der dritten Sitzreihe verbaut. Da sich diese Lautspre-
cher sehr nahe an den Ohren der Insassen befinden, wird ihr Pegel im Vergleich zu den
seitlichen- bzw. den Tür-Lautsprechern um -3 dB abgesenkt. Die vier Mikrofone sind
32 cm vor den Dachlautsprechern, ebenfalls im Dachhimmel, positioniert. In Abb. 2.2
sind die genauen Lautsprecher- und Mikrofonpositionen im Fahrzeug dargestellt.
Abb. 2.3 zeigt ein Bild der Sitzplätze von Fahrer und dem Passagier hinten links. Gut
zu erkennen sind die Lautsprecher und Mikrofone im Dachhimmel sowie der Lautsprecher
in der hinteren Seitenverkleidung. Die Türlautsprecher vorne werden auf dem Bild vom
Lenkrad verdeckt.
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Abbildung 2.1: Als Demonstratorfahrzeug wurde ein Mercedes-Benz Viano der Baureihe
639 mit zusätzlichen Lautsprechern und Mikrofonen ausgerüstet.
Die verbauten Lautsprecher und Mikrofone sind über Verstärker bzw. Mikrofon-Vor-
verstärker mit einer Soundkarte verbunden. Diese ist wiederum an einen PC ange-
schlossen, auf dem die Signalverarbeitung berechnet wird. Hierfür wurde das Audio-
Rahmenwerk RACE entwickelt, in welches die Signalverarbeitungsalgorithmen integriert
sind. Das Rahmenwerk wird in AnhangB vorgestellt.
2.2 Messung der Impulsantworten im Fahrzeug
Verantwortlich für die elektro-akustische Rückkopplung sind die Pfade zwischen den
Lautsprechern und den Mikrofonen. Diese Pfade können durch Impulsantworten be-
schrieben werden. Aus der Impulsantwort können Informationen über die Akustik des
untersuchten Raumes abgeleitet werden. Wird die Impulsantwort in den Frequenzbereich
transformiert, erhält man den Frequenzgang. Dieser beschreibt die frequenzabhängige
Dämpfung, die ein Signal auf dem Weg von den Lautsprechern zum Mikrofon erfährt.
Ebenfalls abgeleitet werden können die Totzeit und die Nachhallzeit. Die Totzeit TD be-
schreibt die Laufzeit, die der Schall benötigt, um auf dem direktenWeg vom Lautsprecher
zum Mikrofon zu gelangen. Zeitlich nach dem Direktschall treffen die Anteile am Mikro-
fon ein, welche Reflexionen im Raum erfahren haben. Da diese Nachhall-Anteile einen
längeren Weg zurückgelegt haben, sind sie schwächer als der Direktschall. Der Zeitpunkt,
ab dem der Nachhall im Vergleich zum Direktschall auf -60 dB abgeklungen ist, wird als
Nachhallzeit T60 bezeichnet. Nachhallzeit und Totzeit können aus der Energieabkling-
kurve (engl. Energy Decay Curve, EDC) der Impulsantwort berechnet werden. Die EDC
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Abbildung 2.2: Lautsprecher-/Mikrofonpositionen im Demonstratorfahrzeug (alle Maße
in cm, Zeichnung nicht maßstäblich).
berechnet sich aus der Rückwärtsintegration des Betragsquadrates der Impulsantwort
[57]
EDC(n) =
Nh−1∑
i=n
|hi|2
Nh−1∑
i=0
|hi|2
. (2.1)
Hierbei entspricht n dem Index der diskreten Zeit und hi den Abtastwerten der gemesse-
nen, zeitdiskreten Impulsantwort. Nh ist die Länge der Impulsantwort in Abtastwerten.
Zur Bestimmung der Totzeit wird der Zeitpunkt verwendet, ab dem die EDC zu fal-
len beginnt. Von dem Zeitpunkt, ab dem die EDC unter -60 dB gefallen ist, wird TD
abgezogen, um T60 zu erhalten.
Nachfolgend wird kurz die Messung der Impulsantworten beschrieben. Die auf die-
se Weise im Fahrzeug gemessenen Impulsantworten werden im weiteren Verlauf dieser
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(a) Dritte Sitzreihe. (b) Fahrersitz.
Abbildung 2.3: Ein Kunstkopf im Demonstratorfahrzeug. Zu sehen sind die Mikrofone
und Lautsprecher im Dachhimmel sowie in der Seitenverkleidung hinten.
Die Lautsprecher in der Fahrertür werden vom Lenkrad verdeckt.
Arbeit für die Simulationen verwendet.
2.2.1 Methode
Als Signal für die Impulsantwortmessung dient ein in seiner Frequenz linear abfallendes
Sinussignal, dessen Verlauf empirisch bestimmt worden ist. Die Abtastrate beträgt fs =
44.100Hz, die Frequenz des Sinussignals fällt innerhalb 213 Abtastwerten (entspricht ca.
186ms) von fs/2 auf 0Hz. Der Frequenzabfall ist linear, jedoch mit einer geringeren
negativen Steigung für die tiefen Frequenzen unterhalb 1100Hz. Der Grund für den
langsameren Abfall ist die längere Einschwingzeit des Systems bei tiefen Frequenzen.
Das Spektrogramm dieses Sinussweeps ist in Abb. 2.4 dargestellt.
Für die Messung wird dieses Signal 100 mal nacheinander über die Lautsprecher im
Fahrzeug ausgegeben und mit den Fahrzeugmikrofonen wieder aufgenommen. Da die
Soundkarte aufgrund der Blockverarbeitung und den AD-/DA Wandlern eine Laufzeit
einfügt, wird zusätzlich ein Referenzssignal aufgenommen. Dazu wird das Signal vom
Soundkartenausgang direkt wieder auf einen Soundkarteneingang geleitet. Das Prinzip
der Messung ist schematisch in Abb. 2.5 dargestellt. Aus dem Referenzsignal und dem
vom jeweiligen Fahrzeugmikrofon aufgezeichneten Messsignal kann die Impulsantwort
zwischen Lautsprecher und Mikrofon bestimmt werden. Wichtig für das Verständnis
ist, dass die Impulsantwort in diesem Fall nicht nur das Übertragungsverhalten des
8
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Abbildung 2.4: Das Spektrogramm eines Sinussweeps. Für die Impulsantwortmessung
werden 100 dieser Sweeps nacheinander abgespielt.
Raumes beinhaltet. Dadurch, dass die Impulsantwort mit den im Fahrzeug verbauten
Lautsprechern und Mikrofonen gemessen wird, wird auch das Übertragungsverhalten
dieser elektrischen Komponenten mitgemessen.
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Abbildung 2.5: Schematischer Ablauf der Impulsantwortmessung. Gemessen wird die
Impulsantwort h von Lautsprecher zu Mikrofon. Es gilt zu beachten,
dass h auch das Übertragungsverhalten von Lautsprecher und Mikrofon
selbst beinhaltet.
Zur Berechnung der Impulsantwort wird das mit dem Mikrofon aufgenommene Mess-
signal zunächst mit einem nullphasigen FIR Bandpass Filter der Ordnung 2048 gefiltert.
Der Frequenzgang des Filters hat im Bereich 80Hz bis 20 kHz den Betrag 0 dB. Außerhalb
des Durchlassbereichs dämpft das Filter mit -20 dB. Um den Einfluss von Einschwing-
vorgängen zu minimieren, werden vom Messsignal und vom Referenzsignal die ersten
beiden Sinussweeps abgeschnitten. Danach wird das Kreuzleistungsdichtespektrum zwi-
schen Messsignal und Referenzssignal Pxy(f) sowie das Autoleistungsdichtespektrum des
Referenzsignals Pyy(f) bestimmt. Der Quotient von Kreuzleistungsdichtespektrum und
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Autoleistungsdichtespektrum ist die Übertragungsfunktion H(f)
H(f) = Pxy(f)
Pyy(f)
, (2.2)
wobei f die kontinuierliche Frequenz bezeichnet. Wird H(f) in den Zeitbereich trans-
formiert, erhält man schließlich die Impulsantwort [36].
2.2.2 Ergebnisse
Abbildung 2.6: Der Frequenzgang der verwendeten Mikrofone gemessen im Freifeld und
das Toleranzband aus der ITU-T P.1110 Empfehlung.
Wie im vorangegangenen Abschnitt beschrieben, beinhalten die im Fahrzeug gemesse-
nen Impulsantworten auch das Übertragungsverhalten der Lautsprecher und Mikrofone.
Die in dieser Arbeit verwendeten Mikrofone sind für Breitband-Freisprechsysteme in
Kraftfahrzeugen spezifiziert. Die entsprechende Empfehlung ist die ITU-T P.1110 [34].
In dieser wird ein Toleranzband im Bereich von 100Hz bis 8000Hz vorgegeben. Eine
Empfehlung der ITU-T für ICC-Systeme ist unter der Bezeichnung P.ICC in Arbeit,
wurde allerdings bislang noch nicht veröffentlicht. Abb. 2.6 zeigt den im Freifeld gemes-
senen Frequenzgang der Mikrofone. Es ist zu erkennen, dass dieser innerhalb des ITU-T
Toleranzbandes liegt. Unterhalb 200Hz fällt der Frequenzgang steil ab. Dieser Abfall
ist beabsichtigt, da sich die Energie des Fahrgeräusches vor allem bei tiefen Frequenzen
konzentriert. Daher werden die Mikrofone so ausgelegt, dass sie diesen Frequenzbereich
dämpfen. Oberhalb 8000Hz ist der Frequenzgang nicht spezifiziert, weshalb dieser Be-
reich bis 16 kHz grau dargestellt ist. Bei 10 kHz ist eine Absenkung um ca. 4 dB zu sehen.
Aufgrund des Mikrofonfrequenzgangs sind im weiteren Verlauf der Arbeit in den Bildern
nur Frequenzen bis 16 kHz dargestellt.
In Abb. 2.7 sind die Frequenzgänge von der Summe der hinteren- bzw. vorderen Laut-
sprecher zum jeweiligen vorderen- bzw. hinteren Mikrofon gezeigt. Generell ist zu sehen,
dass die Frequenzgänge tieffrequent stark abfallen. Dies liegt wie erläutert am mitge-
messenen Frequenzgang der verwendeten Mikrofone. Man erkennt außerdem, dass die
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Abbildung 2.7: Die Frequenzgänge von den hinteren Lautsprechern auf die vorderen Mi-
krofone und von den vorderen Lautsprechern auf die hinteren Mikrofone.
Das Fahrzeug ist leer.
Frequenzgänge von den hinteren Lautsprechern zum Fahrermikrofon (schwarze, durch-
gezogene Linie) bzw. Beifahrermikrofon (schwarze, gestrichelte Linie) weitgehend über-
einander liegen. Dies liegt daran, dass der Fahrgastraum zur Längsachse symmetrisch
ist und daher auch die Pfade näherungsweise gleich sind. Im Vergleich dazu sind die
Frequenzgänge von den vorderen Lautsprechern zu den hinteren Mikrofonen vor allem
hochfrequent gedämpft. Der Grund hierfür ist, dass die Lautsprecher in den Türen re-
lativ weit unten positioniert sind und durch die vorderen Sitze nach hinten abgeschirmt
sind. Es ist außerdem zu erkennen, dass der Frequenzgang zum linken hinteren Mikrofon
(graue, durchgezogenene Linie) stärker gedämpft ist, als zum rechten Mikrofon (graue,
gestrichelte Linie). Auch hier ist der Grund die Einbauposition der Türlautsprecher. Der
Schall des linken Lautsprechers wird durch das Lenkrad und das vorstehende Armatu-
renbrett stärker gedämpft als auf der Beifahrerseite.
In Abb. 2.8 sind die EDCs für die beschriebenen Pfade dargestellt. Im Fahrzeug fällt
der Schalldruck exponentiell gegen null ab, d. h. auch die EDC läuft theoretisch gegen
null. Es ist allerdings zu sehen, dass in der Abbildung die EDC ab ca. -40 dB abgeknickt
ist und nur noch langsam fällt. Ab diesem Punkt überwiegt das Messrauschen der Mi-
krofone, welches verhindert, dass die berechnete EDC auf null abfällt. Aus diesem Grund
wird zur Ermittlung der Nachhallzeit eine Regressionsgerade durch den Bereich der EDC
gelegt, in dem die Kurve von -10 dB auf -30 dB abfällt (in Abb. 2.8 fett, schwarz her-
vorgehoben). Aufgrund der Regressionsgeraden kann die bestimmte Nachhallzeit nur als
grober Richtwert verstanden werden. Für die untersuchten Pfade liegt sie etwa zwischen
116,6ms und 120,2ms.
Die Totzeit von den hinteren Lautsprechern zu den vorderen Mikrofonen wurde zu
TD = 5,7ms ermittelt. Bei einer Schallgeschwindigkeit von c = 343m/s entspricht dies
einer Distanz von
5,7 · 10−3 · 343m ≈ 1,96m. (2.3)
Der kürzeste Weg, den der Schall von den hinteren Lautsprechern zum linken bzw.
rechten vorderen Mikrofon zurücklegt, ist der zwischen hinterem seitlichem Lautsprecher
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Abbildung 2.8: Energieabklingkurven der gemessenen Impulsantworten zur Bestimmung
von Nachhallzeit T60 und Totzeit TD.
und dem jeweiligen Mikrofon auf der gleichen Seite. Aus der Geometrie in Abb. 2.2
geht hervor, dass diese Distanz etwa 1,97m beträgt, was in guter Näherung der aus
der Totzeit berechneten Distanz entspricht. Analog kann die bei der Übertragung von
vorne nach hinten ermittelte Totzeit (4,7ms) verifiziert werden. Der kürzeste Abstand
ist hier zwischen vorderem Dachlautsprecher und hinterem Mikrofon (1,59m). Der aus
der Totzeit berechnete Abstand beträgt
4,7 · 10−3 · 343m ≈ 1,61m. (2.4)
Auch hier stimmen die Werte gut überein.
In einem bidirektionalen System, welches die Sprache sowohl von vorne nach hinten
als auch von hinten nach vorne verstärkt, sind die vorderen und die hinteren Mikrofone
aktiv. Dies hat zur Folge, dass die hinteren Lautsprecher auch in die hinteren Mikrofone
einkoppeln und äquivalent dazu die vorderen Mikrofone in die vorderen Lautsprecher.
Exemplarisch hierfür ist in den Abb. 2.9a bzw. 2.9b die hintere Mikrofon/Lautsprecher-
Kopplung gezeigt. Die Betragsfrequenzgänge liegen hierbei weitgehend übereinander. Es
ist allerdings im Vergleich zu den in Abb. 2.7 gezeigten langen Pfaden zu erkennen, dass
die Beträge hier insgesamt größer sind. Dies liegt an der kürzeren Distanz zwischen
den Lautsprechern und den Mikrofonen, was dazu führt, dass die Lautsprecher stärker
in die Mikrofone einkoppeln. Da die Dachlautsprecher nach Abb. 2.2 nur 32 cm von den
jeweiligen Dachmikrofonen entfernt sind, ist hier auch die Totzeit TD deutlich geringer als
12
2.2 Messung der Impulsantworten im Fahrzeug
(a) Betragsfrequenzgänge.
(b) Energieabklingkurven.
Abbildung 2.9: Die Frequenzgänge und zugehörigen Impulsantworten, bzw. Energieab-
klingkurven von der Summe der hinteren Lautsprecher zu den beiden
hinteren Mikrofonen.
bei den Impulsantworten aus Abb. 2.8. Zur Überprüfung der Plausibilität des gemessenen
Wertes wird erneut aus der Totzeit auf den Abstand zurückgerechnet, was hier auf
1,0 · 10−3 · 343m ≈ 0,34m (2.5)
führt. Auch dieser Wert weicht nur 2 cm vom gemessenen Abstand ab. Die Unterschie-
de in der Nachhallzeit T60 zwischen linkem und rechtem Mikrofon sind ebenfalls auf
Messungenauigkeiten zurückzuführen.
Die bisher beschriebenen akustischen Eigenschaften beschreiben das leere Fahrzeug
ohne Passagiere. Wird das Fahrzeug beladen, ändert sich die akustische Umgebung, was
sich vor allem auf den Frequenzgang und die Nachhallzeit auswirkt. Sehr deutlich ist
dies zu sehen, wenn sich sechs Passagiere im Fahrzeug befinden, d. h. jeder Sitzplatz
besetzt ist. Abb. 2.10a stellt den Frequenzgang des leeren Fahrzeuges dem des voll be-
setzten Fahrzeugs gegenüber. Die beiden Frequenzgänge beschreiben jeweils den Pfad
von der Summe der hinteren Lautsprecher zum Fahrermikrofon. Es ist zu sehen, dass
beim voll besetzten Fahrzeug das Signal über den gesamten Frequenzbereich stärker ge-
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(a) Betragsfrequenzgänge.
(b) Energieabklingkurven.
Abbildung 2.10: Vergleich der Impulsantworten von den hinteren Lautsprechern zum
Fahrermikrofon bei leerem und voll besetztem Fahrzeug. Die unter-
schiedliche Totzeit TD ist auf Messungenauigkeiten zurückzuführen.
dämpft wird als beim leeren Fahrzeug. Insbesondere hochfrequente Schallanteile werden
von den weichen Kleidungsstücken der Passagiere absorbiert. Deutlich wird dies auch
bei der Nachhallzeit. Aufgrund der stärkeren Absorption werden weniger Schallantei-
le reflektiert. In Abb. 2.10b ist dementsprechend die Nachhallzeit beim voll besetzten
Fahrzeug um etwa 40ms kürzer als beim leeren Fahrzeug.
Die akustischen Eigenschaften werden jedoch nicht nur durch die Beladung geändert.
Auch Bewegungen der Passagiere können Änderungen hervorrufen. Bauartbedingt sind
z. B. die hinteren seitlichen Lautsprecher auf Höhe der Knie der Passagiere in der dritten
Sitzreihe positioniert. In Abb. 2.11 sind die Frequenzgänge gezeigt, wenn der Passagier
normal sitzt und wenn er sein Knie vor den Lautsprecher hält. Deutlich zu sehen ist, dass
mit vorgehaltenem Knie einzelne Spitzen (z. B. bei ca. 1,5 kHz, 3,4 kHz und 7,8 kHz) um
etwa -4 dB gedämpft werden. An der Nachhallzeit und der Totzeit ändert sich in diesem
Szenario nichts. Noch deutlicher ändert sich der Frequenzgang, wenn der Fahrer seine
Hand vor das Fahrermikrofon hält und diese wieder wegnimmt. Dies ist in Abb. 2.12
gezeigt. Hier erkennt man, dass durch die vorgehaltene Hand bei 1,2 kHz eine Resonanz
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Abbildung 2.11: Der Frequenzgang, wenn der Passagier auf dem linken Sitz der dritten
Sitzreihe sein Knie direkt vor den linken seitlichen Lautsprecher hält.
Zum Vergleich der Frequenzgang, wenn der Passagier normal sitzt.
entsteht. Bei dieser Frequenz hat die schwarze Kurve eine deutliche Überhöhung. Da-
nach fällt der Frequenzgang stark ab und ist bei den höheren Frequenzen um ca. 10 dB
gedämpft im Vergleich zu dem Fall ohne Hand.
Abbildung 2.12: Der Frequenzgang, wenn der Fahrer mit seiner Hand das Mikrofon ver-
deckt und diese wieder wegnimmt.
2.3 Anforderungen an die Signalverarbeitung
In dem im vorangegangenen Abschnitt beschriebenen Demonstratorfahrzeug wurde das
in Abb. 2.13 dargestellte bidirektionale ICC-System aufgebaut. Dieses unterstützt die
Sprachkommunikation von vorne nach hinten sowie von hinten nach vorne. Dabei wird
eine Pegelwaage eingesetzt, um zwischen den beiden Wegen umzuschalten, sodass zu
jedem Zeitpunkt immer nur ein Weg aktiv ist (vgl. z. B. [55]). Dies rechtfertigt, dass
in den nachfolgenden Kapiteln jeweils nur ein Weg isoliert betrachtet wird. Die vier
vorderen bzw. hinteren Lautsprecher sind dabei zu einem Kanal zusammengefasst, die
15
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ICC-System
ICC-System
Abbildung 2.13: Block-Diagramm des bidirektionalen ICC-Systems welches im beschrie-
benen Demonstratorfahrzeug aufgebaut wurde.
Rückkopplung wird an einem der beiden den Lautsprechern gegenüberliegenden Mikro-
fonen betrachtet. Damit reduziert sich das System auf das bereits in Abb. 1.1 auf S. 2
gezeigte Blockdiagramm.
Die vier wichtigsten Anforderungen, welche an die Signalverarbeitung eines solchen
ICC-Systems gestellt werden, lassen sich wie folgt zusammenfassen:
• Die Signalverarbeitung muss die Rückkopplung unterdrücken, damit das System
auch bei hohen Verstärkungen stabil bleibt.
• Die Signalverarbeitung muss sich selbstständig an veränderte Gegebenheiten wie
Raumänderungen oder verschiedene Sprecher anpassen, damit ein gleichbleibendes
Klangerlebnis gewährleistet werden kann.
• Die Signalverarbeitung muss eine geringe Laufzeit haben, da sonst die Verzögerung
zwischen Direktschall und Lautsprechersignal hörbar wird.
• Die Signalverarbeitung muss Hintergrundgeräusche unterdrücken und bei zuneh-
mendem Geräuschpegel die Verstärkung des Systems automatisch anpassen.
Speziell auf die Problematik der elektro-akustischen Rückkopplung wird in Kap. 3 im
Detail eingegangen. Die verbleibenden drei Anforderungen werden im Folgenden kurz
erläutert.
2.3.1 Automatische Anpassung
Eine Änderung des akustischen Raumes beeinflusst direkt auch das klangliche Ergebnis
am Zuhörerohr. Solche Änderungen können, wie in Abschn. 2.2 beschrieben, durch Bewe-
gungen der Passagiere zustande kommen. Darüber hinaus spielen jedoch auch Toleranzen
bei der Fertigung eine große Rolle. Insbesondere bei der Fertigung und der Montage der
Mikrofone und der Lautsprecher haben kleine Abweichungen zum Teil große Auswir-
kungen auf die Klangeigenschaften. Zudem nehmen auch Alterungsprozesse der Bauteile
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sowie Temperaturunterschiede Einfluss auf den Klang. Zusätzlich zu den akustischen
Eigenschaften des Raumes variieren Stimmlage und Lautstärke bei verschiedenen Spre-
chern. All dies führt dazu, dass sich die Signalverarbeitungsalgorithmen adaptiv zur
Laufzeit an veränderte Gegebenheiten oder unterschiedliche Sprecher anpassen müssen.
2.3.2 Geringe Laufzeit
Kritisch ist auch die Anforderung an die Laufzeit des Systems. Der Zuhörer nimmt so-
wohl den Direktschall als auch das verarbeitete Lautsprechersignal wahr. Je größer die
Verzögerung zwischen Direktschall und Lautsprechsignal ist, desto halliger ist der Klan-
geindruck des Systems beim Zuhörer. Diese Halligkeit ist nicht im Sinne eines möglichst
natürlichen Klangergebnisses. Auf der anderen Seite ermöglicht es diese Verzögerung aber
auch, dass der Richtungseindruck korrekt erhalten bleibt. Der Grund hierfür ist das Ge-
setz der ersten Wellenfront, welches sich wie folgt erklären lässt: Zwei Schallquellen sind
in gleichem Abstand, jedoch an unterschiedlichen Orten um einen Zuhörer positioniert.
Beide Schallquellen spielen das gleiche Signal ab, eine Quelle jedoch zeitlich verzögert.
Dann wird der Zuhörer das Schallereignis bei der unverzögerten Quelle lokalisieren, auch
wenn die verzögerte Quelle einen höheren Pegel hat. Für das ICC-System bedeutet dies,
dass die Lautsprechersignale einen höheren Pegel haben können als der Direktschall,
aber trotzdem der Sprecher als Schallquelle korrekt lokalisiert wird. Nach [55] können
die höchsten Verstärkungen bei korrekter Sprecherlokalisation bei einer Verzögerung von
etwa 10ms bis 15ms erreicht werden.
Für den Sprecher selbst spielt die Verzögerung ebenfalls eine Rolle, da dieser sei-
ne eigene Stimme über das System wahrnimmt. Bei einer zu großen Verzögerung wird
dieses Echo als störend empfunden. Um den Effekt zu minimieren sollte auch hier die
Verzögerung einen Wert von ca. 10ms bis 15ms nicht überschreiten.
Um ein klanglich hochwertiges System zu realisieren, muss die Laufzeit demnach so
gering wie möglich gehalten werden. Die Verzögerung kommt zum einen durch die Puffer
der benötigen AD-/DA Wandler zustande. Um Rechenlast zu sparen, werden die Algo-
rithmen oftmals im Frequenzbereich berechnet. Durch die dafür notwendige Blockverar-
beitung wird eine zusätzliche Verzögerung ins System eingefügt, welche durch spezielle
laufzeitoptimierte Filterbänke so gering wie möglich gehalten wird. In [75] wird beispiels-
weise eine Overlap-Add-Filterbank beschrieben, die zu diesem Zweck ein im Vergleich
zum Analysefenster kürzeres Synthesefenster verwendet.
2.3.3 Unterdrückung der Hintergrundgeräusche
Zu den größten akustischen Herausforderungen neben der Rückkopplung gehört der hohe
Hintergrundgeräuschpegel, welcher dem Sprachsignal überlagert ist und vom Mikrofon
ebenfalls mit aufgenommen wird. Dieser ist insbesondere kritisch, als dass die Mikro-
fonpositionen aufgrund der Gegebenheiten im Fahrzeug oftmals weit vom Mund des
Sprechers entfernt sind, wodurch das Signal-Rausch-Verhältnis (Signal-to-Noise Ratio,
SNR) am Mikrofon zusätzlich beeinträchtigt wird. Ebenso sind die Lautsprecher meist
nicht in unmittelbarer Ohrnähe des Zuhörers. Die daraus resultierende akustische Um-
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gebung, in der ein ICC-System arbeitet, ist in [42] dargestellt. Der Abstand zwischen
Sprechermund und Mikrofon kann durch in die Sicherheitsgurte integrierte Mikrofone
reduziert werden. Damit ist im Vergleich zu konventionellen Einbaupositionen im Dach
ein SNR-Gewinn von bis zu 10 dB erreichbar. Auch die Lautsprecher können beispielswei-
se durch Integration in die Kopfstütze in der Nähe der Zuhörerohren platziert werden
[5]. Der Nachteil der Gurtmikrofone und der Kopfstützenlautsprecher sind die hohen
Systemkosten.
Wie eingangs bereits erwähnt, setzt sich das Hintergrundgeräusch hauptsächlich aus
Motorgeräusch, Windgeräuschen und Abrollgeräuschen der Reifen zusammen. In [29]
werden diese unterschiedlichen Geräusche im Detail analysiert. Ein Ergebnis der Un-
tersuchungen ist, dass der Großteil der Leistung des Motorgeräusches unterhalb 500Hz
liegt. Das Motorgeräusch hängt von der Drehzahl des Motors ab und kann sich dement-
sprechend z. B. bei Schaltvorgängen schnell ändern. Im Gegensatz dazu sind die Windge-
räusche über einen längeren Zeitraum stationär, da sie hauptsächlich von der Geschwin-
digkeit des Fahrzeugs abhängen und sich dementsprechend maßgeblich beim Beschleu-
nigen oder Abbremsen ändern. Das Spektrum der Windgeräusche ist breitbandiger als
das des Motorgeräuschs, allerdings ist auch hier der Großteil der Leistung unterhalb
1000Hz konzentriert. Es wird weiter in derselben Quelle erläutert, dass der gleiche Fre-
quenzbereich auch die meisten Anteile der Abrollgeräuschen der Reifen enthält. Das
Abrollgeräusch ist ebenfalls stationär, kann sich jedoch z. B. bei einem Wechsel des
Fahrbahnbelags schlagartig ändern.
Abbildung 2.14: Leistungsdichtespektren der Fahrgeräusche, aufgenommen mit dem
Fahrermikrofon bei verschiedenen Geschwindigkeiten. Die Lüftung im
Fahrzeug war während der Messung ausgeschaltet.
In Abb. 2.14 sind die mittleren Leistungsdichtespektren (LDS) der Fahrgeräusche bei
verschiedenen Geschwindigkeiten gezeigt. Die Geräusche wurden mit dem Fahrermikro-
fon im oben beschriebenen Demonstratorfahrzeug bei ausgeschalteter Lüftung aufge-
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zeichnet. Man erkennt, dass mit zunehmender Geschwindigkeit auch der Geräuschpegel
über den kompletten Frequenzbereich zunimmt. Insgesamt erkennt man zudem, dass
die meiste Leistung im Frequenzbereich zwischen 100Hz und 1000Hz liegt, während die
Leistung oberhalb 1000Hz näherungsweise logarithmisch linear abfällt. Dies entspricht
den oben erläuterten Ergebnissen aus [29].
Abbildung 2.15: Leistungsdichtespektren von Sprache und Fahrgeräusch am Fahrermi-
krofon. Der Fahrer spricht entspannt mit normaler Lautstärke (hell-
grau) und mit einem dem Fahrgeräusch angepassten, deutlich hörbaren
Lombard-Effekt (dunkelgrau).
Wie stark das Fahrgeräusch der Sprache überlagert ist, zeigt Abb. 2.15. Die schwar-
ze Kurve ist das mittlere LDS des Fahrgeräusches bei 120 km/h. Die beiden grauen
Kurven sind die mittleren Leistungsdichtespektren des selben Sprechers. Das hellgraue
Leistungsdichtespektrum erhält man, wenn der Sprecher in einer ruhigen Umgebung,
entspannt und mit normaler Lautstärke spricht. Man erkennt, dass der Sprachpegel bis
zu einer Frequenz von ca. 2000Hz ungefähr dem Geräuschpegel entspricht, bzw. um
1000Hz sogar deutlich darunter liegt. Erst oberhalb 2000Hz liegen die Sprachanteile
über dem Fahrgeräusch. Das A-gewichtete SNR liegt hier bei ca. -0,5 dBA. Spricht der
Sprecher mit einer dem Hintergrundgeräusch angepassten Lautstärke, erhält man den
dunkelgrauen Verlauf. In diesem Fall beträgt das A-gewichtete SNR etwa 12 dBA. Der
Sprachpegel liegt über dem kompletten Frequenzbereich oberhalb des Hintergrundge-
räusches. Allerdings ist der Lombard-Effekt hierbei deutlich wahrnehmbar, d. h. für den
Sprecher ist es sehr anstrengend, diesen Pegel über einen längeren Zeitraum aufrecht
zu halten. Bei den angegebenen Werten handelt es sich um Einzelmessungen. Für ei-
ne allgemeinere Betrachtung sei auf [3, S. 590 ff.] verwiesen. Dort wird angegeben, dass
bei einem Schalldruckpegel des Geräusches von 62 dBA eine Unterhaltung mit normaler
Stimme möglich ist, wenn die Gesprächspartner einen Abstand kleiner als 1,20m zu-
einander haben. Nimmt der Geräuschpegel um ca. 12 dB zu, erfordert dies bereits eine
sehr laute Stimme. Ist der Abstand größer, muss die Stimme entsprechend bereits bei
geringeren Geräuschpegeln angehoben werden.
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Die Messungen von Fahrgeräusch und Sprache zeigen, dass in einem ICC-System
Maßnahmen zur Unterdrückung der Hintergrundgeräusche unumgänglich sind. Für Frei-
sprechsysteme in Fahrzeugen existieren zahlreiche Verfahren zur Geräuschreduktion (vgl.
z. B. [29, 43, 44, 13]). Da sich die Anforderungen von ICC-Systemen und Freisprechein-
richtungen an dieser Stelle nicht unterscheiden, kommen bei ICC-System meist ähnliche
Verfahren zum Einsatz.
2.4 Zusammenfassung
In diesem Kapitel wurde das Demonstratorfahrzeug sowie die Randbedingungen im Fahr-
zeug in Form von Messungen der akustischen Eigenschaften vorgestellt. Hierbei wurden
Erkenntnisse über die Totzeit und die Nachhallzeit des Fahrzeuginnenraumes gewonnen,
welche für die spätere Parametrierung der Algorithmen eine wichtige Rolle spielen. Dar-
über hinaus zeigte sich, dass sich die Impulsantworten der Rückkopplungspfade, d. h. von
den Lautsprechern zu den Mikrofonen, abhängig vom Beladungszustand und Bewegun-
gen der Passagiere stark ändern können. Dies macht adaptive Algorithmen erforderlich,
welche sich selbstständig an geänderte Begebenheiten anpassen. Messungen der Hinter-
grundgeräusche zeigten zudem, dass eine Kommunikation im Fahrzeug ohne ICC-System
nur mit deutlich erhöhter Lautstärke der Stimme möglich ist.
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Kapitel 3
Grundlagen der Rückkopplungsunterdrückung
Dieses Kapitel soll die Basis für das Verständnis der Arbeit schaffen. Im ersten Teil
des Kapitels wird das Stabilitätskriterium für die elektro-akustische Schleife hergelei-
tet. Anschließend wird ein allgemeiner Überblick über den aktuellen Forschungsstand
zum Thema Unterdrückung der elektro-akustischen Rückkopplung gegeben. Im darauf
folgenden Abschnitt werden die für Kap. 4 benötigten mathematischen Grundlagen der
adaptiven Rückkopplungskompensation gelegt. Das nachfolgend erläuterte Prinzip der
Rückkopplungsreduktion wird als Grundlage für Kap. 5 benötigt. Am Ende dieses Kapi-
tels wird die in dieser Arbeit verwendete Filterbankstruktur vorgestellt.
3.1 Stabilität rückgekoppelter Systeme
Das grundlegende Problem von Systemen, in denen eine elektro-akustische Rückkopp-
lung auftritt, ist die Instabilität. Ein rückgekoppeltes System ist nur so lange stabil, wie
das Stabilitätskriterium nicht verletzt wird. Übersteigt die Verstärkung die Stabilitäts-
grenze, wird das System instabil und schwingt sich auf. Dies ist deutlich wahrnehmbar
als unangenehmes, lautes Pfeifen. Aber auch bereits bei Verstärkungen nahe unterhalb
der Stabilitätsgrenze sind störende Artefakte in Form von abklingenden tonalen Kom-
ponenten sowie Verzerrungen hörbar.
H(f)
Y (f)S(f)
X(f)
Hicc(f)
Abbildung 3.1: Schematisches Blockdiagramm einer geschlossenen elektro-akustischen
Schleife. Das System besteht aus einem Mikrofon und einem Lautspre-
cher.
Zur Herleitung des Stabilitätskriteriums soll zunächst Abb. 3.1 betrachtet werden. In
der Abbildung ist ein ICC-System gezeigt, welches aus einem Lautsprecher und einem
Mikrofon besteht. Vereinfachend wird das ICC-System für die nachfolgenden Überle-
gungen als lineares, zeitinvariantes System modelliert. Die Kopplung zwischen Lautspre-
cher und Mikrofon wird durch die Übertragungsfunktion H(f) des Raumes beschrieben.
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Hicc(f) bezeichnet die Übertragungsfunktion des ICC-Systems. Diese Übertragungsfunk-
tion beinhaltet die zum Einsatz kommende Signalverarbeitung sowie die einstellbare Ver-
stärkung des Systems. Sämtliche Signale sind hier im Frequenzbereich dargestellt, wobei
f die kontinuierliche Frequenz bezeichnet.
Der Eingang des rückgekoppelten Systems ist das lokale Sprachsignal S(f), der Aus-
gang das Lautsprechersignal X(f). Damit ergibt sich für die resultierende Übertragungs-
funktion des Gesamtsystems
Hres(f) =
X(f)
S(f) =
Hicc(f)
1−Hicc(f) ·H(f) . (3.1)
Strebt der Nenner von Gl. (3.1) bei einer Frequenz gegen null, wird Hres(f) bei dieser
Frequenz betragsmäßig groß. Dies ist immer dann der Fall, wenn die Schleifenverstärkung
Hs(f) gegen den Wert eins läuft, d. h.
Hs(f) = Hicc(f) ·H(f)→ 1. (3.2)
Die dadurch hervorgerufene Überhöhung im Betrag der resultierenden Übertragungs-
funktion Hres(f) ist in Form einer Färbung des Lautsprechersignals wahrnehmbar. Je
näher sich die Schleifenverstärkung bei einer kritischen Frequenz dem Wert eins nähert,
desto deutlicher ist die Überhöhung in Form eines langsam abklingenden Tones hörbar.
Übersteigt die Schleifenverstärkung den Wert eins, führt dies dazu, dass sich das System
bei der entsprechenden Frequenz aufschwingt und damit instabil wird.
Die Schleifenverstärkung ist eine komplexwertige Funktion, deren Polarform
Hs(f) = |Hs(f)| · e j·∠Hs(f) (3.3)
lautet. Aus Gl. (3.3) folgt das Stabilitätskriterium nach Nyquist [48]. Dieses besagt, dass
das System instabil wird, wenn beide der nachfolgenden Bedingungen erfüllt sind
|Hs(f)| ≥ 1 (3.4)
e j·∠Hs(f) = 1, (3.5)
wobei der Phasenterm nur eins wird für ganzzahlige Vielfache von 2pi, d. h.
∠Hs(f) = l · 2pi, l ∈ Z. (3.6)
Kritische Frequenzen sind hierbei vor allem Resonanzfrequenzen des Raumes. Bei
diesen wird die erste Bedingung nach Gl. (3.4) bei zunehmender Verstärkung als erstes
erreicht.
Da der Raumfrequenzgang H(f) nicht verändert werden kann, kann die Schleifen-
verstärkung nur durch das ICC-System, d. h. Hicc(f) beeinflusst werden. Wie bereits
erwähnt, beinhaltet Hicc(f) unter anderem die Verstärkung des Systems. Letztere wird
als konstanter Faktor breitbandig auf alle Frequenzen angewandt. Die maximal mögli-
che Verstärkung, bei der das Stabilitätskriterium gerade noch nicht verletzt wird, wird
als MSV (maximale stabile Verstärkung) bezeichnet. Bei Verstärkungen oberhalb der
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MSV schwingt sich das System auf. Damit auch die durch die Rückkopplung verursach-
te Färbung des Spektrums nahe der Stabilitätsgrenze nicht wahrnehmbar ist, muss die
eingestellte Verstärkung deutlich unterhalb der MSV liegen. Nach [37] haben Hörtests er-
geben, dass für Sprache der Grenzwert, ab dem Artefakte hörbar werden, 5 dB unterhalb
der MSV liegt.
Die MSV, die man ohne weitere Maßnahmen zur Unterdrückung der Rückkopplung
erreichen kann, ist für ein ICC-System nicht ausreichend. Aus diesem Grund sind Maß-
nahmen zur Kompensation oder zur Reduktion der Rückkopplung notwendig.
3.2 Stand der Technik
Das oben beschriebene Problem der elektro-akustischen Rückkopplung tritt immer dann
auf, wenn zwischen einem Mikrofon und einem bzw. mehreren Lautsprecher keine voll-
ständige akustische Trennung herrscht. Neben ICC-Systemen kann dies bei verschie-
densten technischen Anwendungen der Fall sein. Die prominentesten Beispiele hierfür
sind z. B. Hörgeräte und Beschallungsanlagen. Entsprechend viel Forschung zur Unter-
drückung der akustischen Rückkopplung wurde in diesen beiden Themengebieten be-
trieben. Ein umfassender Überblick über die existierenden Verfahren für die genannten
Anwendungsgebiete wird in [70] gegeben. Die in dem Artikel vorgestellten Verfahren
können in die vier nachfolgend beschriebenen Gruppen eingeteilt werden.
Bei der Phasenmodulation bzw. dem Frequenzversatz werden die Frequenzen des Mi-
krofonspektrums verschoben, bevor sie über den Lautsprecher verstärkt wiedergegeben
werden. Da sich nun bei Überhöhungen des Raumfrequenzgangs die Signalleistung nicht
mehr aufaddiert, wird ein Aufschwingen verhindert [58]. Dabei ist darauf zu achten, dass
bei einem zu großen Frequenzversatz der Klang stark beeinträchtigt wird, während bei
einem zu geringen Frequenzversatz die Stabilität nicht wesentlich verbessert wird. Effek-
tiv eingesetzt werden kann dieses Verfahren vor allem dann, wenn der Zuhörer nur das
in der Frequenz verschobene Signal zu hören bekommt, nicht aber den Direktschall. Im
Fahrzeug ist dies nicht gewährleistet, da sich am Ohr des Zuhörers der Direktschall und
das Lautsprechersignal überlagern. Da die Frequenzen des Lautsprechersignals geringfü-
gig versetzt zu denen des Direktschalls sind, kommt es zu hörbaren Schwebungen. Haben
z. B. Direktschall und Lautsprechersignal am Zuhörerohr die gleiche Amplitude, so wird
das zu hörende Signal mit der Frequenz des Frequenzversatzes moduliert. Als alleini-
ges Verfahren zur Verbesserung der Stabilität kommt der Frequenzversatz im Fahrzeug
demnach nicht in Frage.
Die zweite Gruppe der vorgestellten Verfahren dämpft entweder das komplette Spek-
trum oder einzelne Frequenzbänder, sobald ein Aufschwingen detektiert wird. So wird
erreicht, dass das Stabilitätskriterium nicht verletzt wird. Zwar ist dies ein sehr effekti-
ver Weg, ein Aufschwingen des Systems zu verhindern, allerdings kann damit die MSV
nicht angehoben werden, d. h. höhere Pegel können nicht realisiert werden. Zu diesen
Verfahren zählen beispielsweise die in [12, 23, 69] vorgestellten adaptiven Kerbfilter.
Diese detektieren aufschwingende Sinussignale und setzen schmalbandige IIR-Kerbfilter
(engl. Infinite Impulse Response, Filter mit unendlicher Impulsantwort) an die entspre-
23
Kapitel 3 Grundlagen der Rückkopplungsunterdrückung
chende Frequenz. Ein ähnliches Prinzip wird in [21] für ICC-Systeme beschrieben. Hier
werden harmonische Signalanteile mittels spektraler Subtraktion unterdrückt. Um die
Stabilität weiter zu verbessern, wird das Verfahren zusätzlich mit einem modulierten
Frequenzversatz kombiniert.
Beamforming, realisiert mit Mikrofon- oder Lautsprecherarrays, verhindert ein Ein-
koppeln des Lautsprechersignals in das Mikrofon durch Aufprägen einer entsprechenden
Richtcharakteristik [55]. Da im Fahrzeug jedoch zahlreiche Lautsprecher verbaut sind,
müssen entsprechend viele Richtungen gedämpft werden. Hinzu kommt, dass bauraum-
und kostenbedingt der Einsatz von großen Mikrofonarrays im Fahrzeug schwer realisier-
bar ist.
Die letzte Gruppe der in dem Artikel vorgestellten Verfahren befasst sich mit der
Modellierung des Raumes, in dem das System betrieben wird. Gelingt es, das Über-
tragungsverhalten zwischen Lautsprecher und Mikrofon zu schätzen, kann die geschätz-
te Rückkopplung vom Mikrofon abgezogen werden. Verschiedene Verfahren aus dieser
Gruppe wurden ebenfalls für ICC-Systeme intensiv untersucht und sind auch Schwer-
punkt der vorliegenden Arbeit. Speziell bei ICC-Systemen werden bei Verfahren, die
versuchen den Raum nachzubilden, die zwei Ansätze Rückkopplungsreduktion und Rück-
kopplungskompensation unterschieden.
Bei der modellbasierten Rückkopplungsreduktion nach [78] werden vorab die Impul-
santworten zwischen den relevanten Lautsprechern und Mikrofonen im Fahrzeuginnen-
raum gemessen. Aus den gemessenen Impulsantworten wird ein Hallmodell extrahiert.
Mittels dieses Hallmodells kann das Leistungsdichtespektrum der Rückkopplung und
dessen Abklingverhalten am Mikrofon geschätzt werden. Der geschätzte Rückkopplungs-
anteil wird dann mit Hilfe eines Wiener-Filters spektral vom Mikrofonspektrum abge-
zogen. Dieses Verfahren ist gut geeignet, um Hallanteile, die bereits nahe unterhalb der
Stabilitätsgrenze hörbar werden, zu unterdrücken und damit den Klang des Systems zu
verbessern. Sollten jedoch größere Verstärkungen notwendig sein, ist es mit diesem Ver-
fahren nur in geringem Maße möglich, die Stabilitätsgrenze, bzw. die MSV, nach oben
zu verschieben.
Eine komplette Auslöschung der Rückkopplung, um damit beliebige Verstärkungen
realisieren zu können, ist nur möglich, wenn es gelingt die Impulsantwort des Rück-
kopplungspfades zu schätzen und das geschätzte Rückkopplungssignal im Zeitbereich
phasenrichtig vom Mikrofonsignal abzuziehen. Dies ist das Ziel bei der adaptiven Rück-
kopplungskompensation. Das Prinzip ist ähnlich der Echokompensation, wie sie z. B. bei
Freisprecheinrichtungen zum Einsatz kommt. Die Impulsantwort zwischen Lautsprecher
und Mikrofon wird hier mit Hilfe eines adaptiven Filters geschätzt. Durch Faltung des
Lautsprechersignals mit der geschätzten Impulsantwort erhält man das zu kompensie-
rende Echosignal.
In [45, 50, 49] wird ein gewöhnliches Echokompensationsverfahren für die Rückkopp-
lungskompensation in einem ICC-System verwendet. Die Impulsantwort wird im Zeitbe-
reich mit einem NLMS-Algorithmus geschätzt. In [19] wird ein Stereo-Echokompensator,
welcher zur Kompensation der Radio- bzw. Mediasignale eingesetzt wird, für die Kom-
pensation der Rückkopplung verwendet. In dem Artikel liegt der Fokus auf einer mög-
lichst geringen Laufzeit der Algorithmen. Das Problem bei der Verwendung herkömmli-
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cher Echokompensatoren ist jedoch, dass adaptive Algorithmen nur dann zur korrekten
Lösung konvergieren können, wenn das Anregungssignal (hier das Lautsprechersignal)
und die lokale Störung (hier die lokale Sprache) orthogonal sind [73]. Im Falle eines
ICC-Systems sind diese beiden Signale jedoch idealerweise identisch, weshalb die Kon-
vergenz adaptiver Filter in rückgekoppelten Systemen begrenzt ist. In [51] wird dieser
fundamentale Unterschied zwischen Echokompensation und Rückkopplungskompensati-
on aufgezeigt.
Eine Möglichkeit, die Konvergenz zu verbessern ist es, die Signale zu dekorrelieren.
In [77, 26] kommt hierfür der oben bereits erläuterte Frequenzversatz zum Einsatz.
In [76, 74] wird gezeigt, dass bereits ein geringer Frequenzversatz im Sprachspektrum
genügt, um die Signale ausreichend zu dekorrelieren, ohne dass das klangliche Ergeb-
nis beeinträchtigt wird. Eine weitere Methode, die Signale zu dekorrelieren, ist lineare
Prädiktion. In [53] ist beschrieben, wie lineare Prädiktion die Konvergenz des adapti-
ven Filters verbessern kann. Hierbei wird ein adaptives Filter als Schattenfilter parallel
zum eigentlichen Kompensationsfilter eingesetzt. Die Spektren der Eingangssignale die-
ses Schattenfilters werden mittels linearer Prädiktion so gefiltert, dass sie weiß werden.
Das Filter ist dabei für Sprachsignale ausgelegt. Damit kann das Schattenfilter gegen
die korrekte Lösung konvergieren. Zur Kompensation der Rückkopplung werden die Ko-
effizienten des Schattenfilters in das Filter für die Rückkopplungskompensation kopiert.
In [68] wird der Ansatz für tonale Signale wie z. B. Musik erweitert.
Zusätzlich zur linearen Prädiktion wird in [54, 67] die Schrittweite des adaptiven Fil-
ters variabel gesteuert. Das Ziel einer Schrittweitensteuerung ist es, sowohl die Konver-
genzgeschwindigkeit als auch den Endabgleich des adaptiven Filters zu verbessern. Ein
direkter Vergleich sowie eine Kombination der beiden Dekorrelationsmaßnahmen Fre-
quenzversatz und lineare Prädiktion wird in [64, 65] diskutiert, wobei in diesen Artikeln
die Schrittweite ebenfalls variabel gesteuert wird. In [66] wird diese Schrittweitensteue-
rung um einen Mechanismus zur Detektion von Korrelation ergänzt. Im Fall einer starken
Korrelation der Eingangssignale wird hier die Schrittweite verringert. Umgekehrt wird
bei geringer Korrelation oder bei Raumänderungen die Schrittweite erhöht.
Speziell in [64] werden zwei allgemeine Ansätze zur Steuerung der Schrittweite vergli-
chen. Eine erste Möglichkeit ist es demnach, die Schrittweite nach [2] zu steuern. Da hier
keinerlei Näherungen bei der Herleitung der optimalen Schrittweite getroffen werden, ist
das Ergebnis auch für den Fall der korrelierten Signale bei der geschlossenen Schleife
gültig. Das Problem ist allerdings, dass für die Schrittweitensteuerung die Leistung der
lokalen Sprache bekannt sein muss, was aufwändige Schätzverfahren erforderlich macht.
Mögliche Schätzverfahren werden ebenfalls in [64, 65] beschrieben. Eine zweite Möglich-
keit zur Steuerung der Schrittweite wird in [46] für die akustische Echokompensation
hergeleitet. Bei dieser Herleitung wird die für die Rückkopplungskompensation zunächst
unzulässige Annahme gemacht, dass das Anregungssignal und die lokale Sprache unkor-
reliert sind. In Kap. 4 der vorliegenden Arbeit wird gezeigt, dass eine Abwandlung dieser
Schrittweitensteuerung mit speziellen Erweiterungen auch für die Rückkopplungskom-
pensation eingesetzt werden kann. Hierfür werden für die Adaption kurze Zeitpunkte im
Nachhall genutzt, während derer die Signale unkorreliert sind. Das Resultat ist eine neu-
artige Schrittweitensteuerung, mit welcher ohne zusätzliche Dekorrelationsmaßnahmen
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die Konvergenz eines Rückkopplungskompensators deutlich verbessert werden kann.
3.3 Prinzip der adaptiven Rückkopplungskompensation
Das in dieser Arbeit in Kap. 4 entwickelte Verfahren zur Verbesserung der Stabilität
rückgekoppelter Systeme basiert auf der adaptiven Rückkopplungskompensation. Im Fol-
genden wird die grundlegende Idee der Rückkopplungskompensation kurz vorgestellt.
Wie bereits in Abschn. 3.2 erläutert, wird bei der adaptiven Rückkopplungskompen-
sation versucht, die Übertragungsfunktion H(f) zwischen Lautsprecher und Mikrofon
mit einem adaptiven Filter zu schätzen. Kennt man die Übertragungsfunktion, kann
man auch die am Mikrofon ankommende Rückkopplung kompensieren, indem man die
geschätzte Rückkopplung vom Mikrofon subtrahiert. Dies ist in Abb. 3.2 dargestellt. Das
H(f) Hˆ(f) Hv(f)
Y (f)S(f)
X(f)
Hicc(f)
Abbildung 3.2: Schematisches Blockdiagramm eines rückgekoppelten Systems mit adap-
tiver Rückkopplungskompensation.
ICC-System besteht hier aus dem adaptiven Filter Hˆ(f) sowie dem Vorwärtspfad Hv(f).
Hˆ(f) ist die Schätzung der Übertragungsfunktion H(f). Die Verstärkung des Systems
ist Teil des Vorwärtspfades Hv(f). Damit ergibt sich für die Übertragungsfunktion des
ICC-Systems
Hicc(f) =
X(f)
Y (f) =
Hv(f)
1 +Hv(f) · Hˆ(f)
, (3.7)
wobei Y (f) das Mikrofonsignal bezeichnet. Um die resultierende Übertragungsfunktion
des Gesamtsystems zu erhalten, setzt man Gl. (3.7) in Gl. (3.1) ein. Dies führt auf
Hres(f) =
X(f)
S(f) =
Hv(f)
1−Hv(f) · (H(f)− Hˆ(f))
. (3.8)
Das Ziel des adaptiven Filters ist es, eine perfekte Schätzung der realen Übertragungs-
funktion des Raumes zu finden. Ist die Schätzung optimal, dann gilt
Hˆ(f) = H(f). (3.9)
Damit vereinfacht sich Gl. (3.8) zu
Hres(f) = Hv(f). (3.10)
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Die resultierende Übertragungsfunktion hängt dann also nur noch von der Übertragungs-
funktion des Vorwärtspfades Hv(f) ab, wodurch theoretisch beliebige Verstärkungen
realisierbar sind. Sofern die Signalverarbeitung im Vorwärtspfad stabil ist, ist auch das
Gesamtsystem stabil.
Während die Idee der adaptiven Rückkopplungskompensation anschaulich erklärbar
ist, liegt die Schwierigkeit darin, ein adaptives Verfahren zu entwickeln, mit dem eine
möglichst genaue Schätzung gefunden werden kann. Im nachfolgenden Abschnitt soll da-
her zunächst kurz die Theorie adaptiver Filter erläutert werden, bevor auf die speziellen
Herausforderungen bei der adaptiven Rückkopplungskompensation eingegangen wird.
3.3.1 Theorie adaptiver Filter
Bei adaptiven Filtern handelt es sich um digitale Filter, die sich selbstständig an äu-
ßere Begebenheiten adaptieren. Dies wird realisiert, indem die Koeffizienten der Filter
anhand vorgegebener Optimierungskriterien eingestellt werden. Ein tief reichendes Ver-
ständnis wird in [73, 31] gegeben. Im Folgenden werden nur die für die vorliegende Arbeit
wesentlichen Aspekte erläutert.
Optimierungskriterium
Bei der adaptiven Rückkopplungskompensation wird ein adaptives Filter für die System-
identifikation eingesetzt. Das vom adaptiven Filter zu identifizierende System ist dabei
das System bestehend aus Lautsprechern, Fahrzeuginnenraum und Mikrofonen. Dieses
System wird repräsentiert durch die Impulsantwort h(n)
h(n) = [h0(n), h1(n), . . . , hNh−1(n)]
T , (3.11)
wobeiNh die Länge der Impulsantwort in Abtastwerten ist und n den diskreten Zeitindex
bezeichnet. Das adaptive Filter beinhaltet die geschätzte Impulsantwort hˆ(n)
hˆ(n) =
[
hˆ0(n), hˆ1(n), . . . , hˆNh−1(n)
]T
. (3.12)
Abb. 3.3 zeigt das Blockdiagramm des adaptiven Filters zur Systemidentifikation im
zeitdiskreten Bereich. Das Ziel ist es, dass das Fehlersignal e(n) nur noch die lokale
h(n) hˆ(n)
y(n)s(n)
x(n)
e(n)
hv(n)
Abbildung 3.3: Adaptives Filter bei der Systemidentifikation.
Sprache s(n), aber keine Rückkopplungsanteile mehr enthält. Nach Verarbeitung mit
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dem Filter im Vorwärtspfad hv(n) wird das Fehlersignal als Lautsprechersignal x(n)
wieder ausgegeben. Mit der Vektorschreibweise
x(n) = [x(n), x(n− 1), . . . , x(n−Nh + 1)]T (3.13)
berechnet sich der Fehler zu
e(n) = s(n) + xT (n) · h(n)− xT (n) · hˆ(n) (3.14)
= s(n) + xT (n) ·
(
h(n)− hˆ(n)
)
. (3.15)
Äquivalent zu Gl. (3.9) zeigt sich auch in Gl. (3.15), dass das Fehlersignal e(n) genau dann
der lokalen Sprache s(n) entspricht, wenn das adaptive Filter der realen Impulsantwort
entspricht. Für die optimalen Koeffizienten gilt also
hˆopt(n) = h(n). (3.16)
Klassischerweise wird in der adaptiven Filter-Theorie zur Berechnung der optimalen Ko-
effizienten der mittlere quadratische Fehler minimiert [73]. Den mittleren quadratischen
Fehler erhält man durch Quadrieren von Gl. (3.15) und anschließender Erwartungswert-
bildung E{·}
E
{
e2(n)
}
= E
{(
s(n) + xT (n)h∆(n)
)2}
= E
{
s2(n) + 2s(n)xT (n)h∆(n) +
(
xT (n)h∆(n)
)2}
= E
{
s2(n) + 2s(n)xT (n)h∆(n) + hT∆(n)x(n)xT (n)h∆(n)
}
. (3.17)
Zur besseren Lesbarkeit wurde folgende Substitution verwendet
h∆(n) = h(n)− hˆ(n). (3.18)
Es wird im Folgenden angenommen, dass x(n) und h∆(n) unkorreliert sind. Bezeichnet
dann man mit Rxx(n) die Autokorrelationsmatrix des Lautsprecher- bzw. Anregungssi-
gnals
Rxx(n) = E
{
x(n)xT (n)
}
(3.19)
und mit rsx(n) den Kreuzkorrelationsvektor zwischen lokaler Sprache und Lautsprecher-
signal
rsx(n) = E{s(n)x(n)} , (3.20)
so lässt sich Gl. (3.17) schreiben als
E
{
e2(n)
}
= E
{
s2(n)
}
+ 2rTsx(n)h∆(n) + hT∆(n)Rxx(n)h∆(n). (3.21)
Gl. (3.21) ist die Kostenfunktion des Optimierungsproblems. Sie beschreibt eine quadra-
tische Funktion, die von den Koeffizienten hˆ(n) abhängt. Weil sie quadratisch ist, hat
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die Kostenfunktion genau ein globales Minimum. Dieses Minimum findet man an den
Nullstellen der Ableitung von Gl. (3.21) nach hˆ(n). Da es sich bei der Kostenfunkti-
on um eine mehrdimensionale Funktion von hˆ(n) handelt, ist die Ableitung durch den
Gradienten ∇hˆ(n){·}
∇hˆ(n)
{
E
{
e2(n)
}}
= ∂E
{
e2(n)
}
∂hˆ(n)
= −2rsx(n)− 2Rxx(n)
(
h(n)− hˆ(n)
)
(3.22)
gegeben. Nullsetzen und Auflösen von Gl. (3.22) führt schließlich auf die Koeffizienten
hˆ ˜opt(n) = h(n) +R−1xx (n)rsx(n). (3.23)
Die Koeffizienten hˆ ˜opt(n) sind also die Koeffizienten, welche die Kostenfunktion nach
Gl. (3.21) minimieren. Es fällt auf, dass diese Koeffizienten nur unter einer bestimmten
Bedingung mit dem gewünschten Resultat nach Gl. (3.16) übereinstimmen. Diese Be-
dingung ist, dass die lokale Sprache s(n) und das Lautsprechersignal x(n) orthogonal
zueinander sind. Ist dies der Fall, gilt rsx(n) = 0Nh , wobei 0Nh ein Nullvektor der Län-
ge Nh ist, und damit hˆ ˜opt(n) = h(n). Im Fall des rückgekoppelten ICC-Systems soll
jedoch der Lautsprecher idealerweise die lokale Sprache unverändert wiedergeben. D. h.
es besteht eine starke lineare Abhängigkeit zwischen den beiden Folgen x(n) und s(n).
Dies ist der Grund, weshalb Standardverfahren adaptiver Filter in einer geschlossenen
elektro-akustischen Schleife nicht gegen die gewünschte Lösung nach Gl. (3.16) konvergie-
ren können, sondern stattdessen gegen die in Gl. (3.23) angegebene Lösung konvergieren
(vgl. auch [51]).
Wie bereits in Abschn. 3.2 beschrieben wurde, ist ein naheliegender Ansatz, die Signa-
le im Vorwärtspfad hv(n) zu dekorrelieren, um so eine bessere Konvergenz zu erreichen.
Dabei tritt jedoch die Schwierigkeit auf, dass bei einer zu starken Dekorrelation der
Klang des Lautsprechersignals stark beeinträchtigt wird, während bei einer schwachen
Dekorrelation die Konvergenz des Filters nicht ausreichend verbessert wird. In der vor-
liegenden Arbeit liegt der Fokus daher auf einem anderen Ansatz. Dieser nutzt für die
Adaption kurze Zeitpunkte im Nachhall aus, während derer die Signale unkorreliert sind.
Normalized-Least-Mean-Square-Algorithmus
Zur Berechnung adaptiver Filter existieren zahlreiche verschiedene Algorithmen. Allen
ist gemeinsam, dass sie mittels numerischer Optimierungsverfahren versuchen, das Mi-
nimum der Kostenfunktion nach Gl. (3.21) zu finden. Sind die Signale x(n) und s(n)
orthogonal, entspricht das gefundene Minimum der gewünschten Lösung hˆ(n) = h(n).
Das bekannteste Verfahren ist der in den 1960er Jahren von Bernard Widrow und
Marcian E. Hoff entwickelte Least-Mean-Square (LMS)-Algorithmus [72]. Aufgrund der
geringen Rechenkomplexität kommt der Algorithmus in verschiedensten Bereichen der
digitalen Signalverarbeitung zum Einsatz. Der Algorithmus gehört zur Gruppe der Gra-
dientenverfahren. Bei diesen Verfahren werden die Filterkoeffizienten iterativ aktuali-
siert, indem man sich mit einer bestimmten Schrittweite immer in Richtung des steilsten
Abstiegs entlang der Kostenfunktion bewegt. Die Richtung des steilsten Abstiegs wird
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durch den negativen Gradienten der Kostenfunktion festgelegt. Ausgehend von einem
Startwert hˆ(n = 0) gilt damit bei den Gradientenverfahren für die rekursive Aktualisie-
rung der Koeffizienten
hˆ(n+ 1) = hˆ(n) + 12 · α(n) ·
(
−∇hˆ(n)
{
E
{
e2(n)
}})
. (3.24)
Hierbei ist α(n) ein Parameter, mit welchem die Schrittweite der Aktualisierungsschritte
eingestellt werden kann. Der Faktor 1/2 halbiert die Schrittweite α(n) und wird nur aus
„kosmetischen“ Gründen eingeführt [31].
Betrachtet man Gl. (3.22), erkennt man, dass der Gradient nicht direkt berechnet wer-
den kann, da sowohl die reale Impulsantwort h(n) als auch der Autokorrelationsvektor
rsx(n) unbekannt sind. Beim LMS-Algorithmus wird daher der Gradient angenähert,
indem anstelle des Erwartungswertes des quadratischen Fehlers der Momentanwert ver-
wendet wird
∇hˆ(n)
{
E
{
e2(n)
}}
≈∇hˆ(n)
{
e2(n)
}
= −2e(n)x(n). (3.25)
Setzt man den geschätzten Gradienten nach Gl. (3.25) in Gl. (3.24) ein, erhält man den
LMS-Algorithmus
hˆ(n+ 1) = hˆ(n) + α(n) · e(n)x(n). (3.26)
Ein Problem des LMS-Algorithmus ist die Abhängigkeit des geschätzten Gradienten
von der Leistung des Anregungssignals. Ist die Anregung durch das Lautsprechersignal
klein, wird auch der Gradient klein, während bei einer starken Anregung der Gradient
entsprechend groß ist. Vor allem bei Sprache schwankt die Kurzzeitleistung stark, was zur
Folge hat, dass der Gradient in gleichemMaße schwankt. Allgemein kann man sagen, dass
das Minimum der Kostenfunktion umso präziser gefunden wird, je kleiner die Schritte
sind, mit denen man sich auf der Kostenfunktion in Richtung des Minimums bewegt. Der
Grund ist, dass bei kleinen Aktualisierungsschritten ein einzelner Schritt in die falsche
Richtung weniger stark ins Gewicht fällt. Der Nachteil ist die langsamere Konvergenz.
Umgekehrt wird der LMS-Algorithmus bei zu großen Aktualisierungsschritten instabil,
d. h. er divergiert.
Aus diesem Grund wird beim Normalized-Least-Mean-Square (NLMS)-Algorithmus
die Aktualisierung der Koeffizienten zwischen zwei Iterationsschritten minimal gehalten.
Dies wird realisiert, indem der Gradient, bzw. die Schrittweite, auf die quadratische
euklidische Norm des Anregungssignals normiert wird. Eine detaillierte Herleitung des
NLMS-Algorithmus ist z. B. in [31] gegeben. Es folgt für die Aktualisierung der Filter-
koeffizienten beim NLMS-Algorithmus
hˆ(n+ 1) = hˆ(n) + α(n) · e(n)x(n)‖x(n)‖2 . (3.27)
Hierbei bezeichnet ‖·‖ die euklidische Norm eines Vektors, d. h.
‖x(n)‖2 =
Nh−1∑
i=0
|x(n− i)|2. (3.28)
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3.3.2 Implementierung adaptiver Filter im Frequenzbereich
Für die Berechnungen adaptiver Filter sind im Zeitbereich Faltungen mit der geschätz-
ten Impulsantwort notwendig. Da die zu schätzenden Impulsantworten im Fahrzeug lang
sind, sind diese Faltungen rechenaufwändig. Die Rechenleistung der im Fahrzeug zum
Einsatz kommenden Prozessoren ist aus Kosten- und Platzgründen begrenzt. Zur Verrin-
gerung der Rechenlast wird aus diesem Grund die schnelle Faltung im Frequenzbereich
angewendet. Dazu werden die Signale mit Filterbänken blockweise in den Frequenz-
bereich transformiert und dann in einzelnen Teilbändern verarbeitet. Speziell für die
adaptiven Filter ergibt sich durch die frequenzselektive Normierung des Gradienten im
Teilband zudem der Vorteil einer besseren Konvergenz [31].
Schnelle Faltung mit Overlap-Save-Filterbank
Im Folgenden wird die schnelle Faltung mit einer Overlap-Save-Filterbank beschrieben.
Das Verfahren wird in ähnlicher Form auch z. B. in [36] hergeleitet. Der Abschnitt dient
hauptsächlich dazu, mit der in dieser Arbeit verwendeten Schreibweise vertraut zu ma-
chen.
Ein zeitdiskretes Signal x(n) soll im Zeitbereich mit der Impulsantwort h(n) aperi-
odisch gefaltet werden. Die Impulsantwort sei zunächst zeitinvariant, d. h. es gilt
h(n) = h(n+ 1) = h. (3.29)
Das gefilterte Ausgangssignal r(n) berechnet sich dann über die Faltungssumme wie folgt
r(n) =
Nh−1∑
i=0
x(n− i) · hi. (3.30)
Diese Operation nimmt bei langen Impulsantworten viel Rechenleistung in Anspruch.
Die Rechenleistung kann wesentlich verringert werden, wenn stattdessen die Signale
blockweise mittels diskreter Fouriertransformation (DFT) in den Frequenzbereich trans-
formiert werden und dort eine Multiplikation der Spektren durchgeführt wird. Dabei
ist darauf zu achten, dass die Multiplikation im Frequenzbereich einer zyklischen Fal-
tung im Zeitbereich entspricht, weshalb sogenannte Projektionen notwendig sind, um die
gewünschte aperiodische Faltung zu erhalten.
Dies soll hier am Beispiel einer Overlap-Save-Filterbank gezeigt werden. Die Blockgrö-
ße entspricht der DFT-Länge N . Hinsichtlich der Rechenkomplexität ist die effizienteste
Implementierung der Overlap-Save-Struktur gegeben, wenn sich die Blöcke halb über-
lappen [31]. Dies soll auch in der vorliegenden Arbeit verwendet werden, d. h. der Rah-
menversatz ist L = N/2. Der Nachteil der blockweisen Verarbeitung ist eine Verzögerung
des Ausgangssignals, abhängig von der Blockgröße. Bei der Overlap-Save-Methode ent-
spricht die Verzögerung dem Rahmenversatz L. Um diese Verzögerung möglichst klein
zu halten, muss demnach auch die Blöckgröße, bzw. der Rahmenversatz klein gehalten
werden. Bei langen Impulsantworten muss dafür die Impulsantwort inM kürzere Blöcke
zerteilt werden. Jeder dieser Blöcke wird dann mit dem zeitlich korrespondierenden Ein-
gangsblock im Frequenzbereich multipliziert. Zur Unterdrückung der Fehler durch die
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zyklische Faltung wird bei der hier vorgestellten Overlap-Save-Methode die rechte Hälfte
eines Impulsantwortblocks auf null gesetzt. Das Prinzip der blockweisen Verarbeitung
ist in Abb. 3.4 dargestellt.
DFT DFT DFT DFT
H0 HM−1. . .H1
DFT DFT DFT DFT
X(k −M + 1) X(k − 1) X(k). . .
h
x(n)
n
0
0
0
0
Abbildung 3.4: Blockweise Verarbeitung bei der schnellen Faltung mit einer Overlap-
Save-Filterbank mit halber Überlappung der Blöcke.
Die Vektoren Hm, mit m = 0, . . . ,M − 1, beinhalten die diskreten DFT-Spektren des
jeweiligen Blocks
Hm = DFT
{[
hmL, hmL+1, . . . , h(m+1)L−1,0L
]T}
= [Hm(0), Hm(1), . . . ,Hm(N − 1)]T .
(3.31)
Diese Vektoren werden fortan Teilfilter genannt. 0L bezeichnet einen Nullvektor der
Länge L. Der diskrete Frequenzindex ist µ = 0, . . . , N − 1. Analog dazu beinhalten die
Vektoren X(k) die Spektren des k-ten Blockes des Eingangssignals
X(k) = DFT
{
[x(n−N + 1), . . . , x(n− 1), x(n)]T
}
= [X(0, k), X(1, k), . . . , X(N − 1, k)]T ,
(3.32)
wobei k = n/L den unterabgetasteten Zeitindex der Blockverarbeitung bezeichnet.
Das Spektrum des Ausgangssignals R(k) = [R(0, k), R(1, k), . . . , R(N − 1, k)]T erhält
man, indem man die Spektren X(k −m) elementweise mit den zugehörigen Blöcken
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Hm multipliziert und schließlich über m aufsummiert. Elementweise meint hierbei die
einzelnen Teilbänder µ. Für das µ-te Teilband des Ausgangssignals gilt also
R(µ, k) =
M−1∑
m=0
X(µ, k −m) ·Hm(µ). (3.33)
Man erkennt, dass Gl. (3.33) einer Faltung im Zeitbereich entspricht. X(µ, k) ist der
zeitliche Verlauf des µ-ten Teilbands. Die zugehörige Zeitbasis ist der unterabgetaste-
te Blockindex k. Der Verlauf jedes Teilbands µ wird also mit den M Filterkoeffizien-
ten Hm(µ) gefaltet. Üblicherweise beschreiben die Koeffizienten einer Impulsantwort die
zeitliche Folge eines Zeitsignals. Analog dazu werden die Filterkoeffizienten des µ-ten
Teilbands fortan Teilbandimpulsantworten genannt und sind im Vektor
H(µ) = [H0(µ), H1(µ), . . . ,HM−1(µ)]T (3.34)
zusammengefasst. Auch die vergangenen Werte eines Teilbands des Eingangssignals kön-
nen in Vektorschreibweise ausgedrückt werden
X(µ, k) = [X(µ, k), X(µ, k − 1), . . . , X(µ, k −M + 1)]T . (3.35)
Damit lautet die Vektorschreibweise von Gl. (3.33)
R(µ, k) = XT (µ, k) ·H(µ). (3.36)
Das Zeitbereichssignal r(n) erhält man schließlich durch inverse DFT (IDFT)
r(n) = IDFT{R(k)}
= [r(n−N + 1), . . . , r(n− 1), r(n)]T . (3.37)
Dabei ist zu beachten, dass aufgrund der zyklischen Überfaltung die ersten L Werte des
Zeitbereichsignals nicht mit dem gewünschten aperiodisch gefalteten Signal übereinstim-
men. Bei der Overlap-Save-Methode werden diese daher verworfen und nur die rechte
Hälfte der Blöcke wird aneinander gereiht. Dies ist schematisch in Abb. 3.5 dargestellt.
Frequenzbereichsimplementierung des NLMS-Algorithmus
Mit Hilfe der oben erläuterten blockweisen Signalverarbeitung können auch adaptive Fil-
ter im Teilband realisiert werden [62, 61]. Während adaptive Filter bei der Implementie-
rung im Zeitbereich die tatsächliche, breitbandige Impulsantwort des Raumes schätzen,
wird bei der blockbasierten Verarbeitung für jedes Teilband die jeweilige Teilbandimpuls-
antwort geschätzt.
In Abb. 3.6 ist das Blockdiagramm der adaptiven Rückkopplungskompensation ge-
zeigt. Für die schnelle Faltung kommt die in Abschn. 3.3.2 erläuterte Overlap-Save-
Filterbank mit halb überlappenden Blöcken zum Einsatz. Die dabei verarbeiteten Zeit-
bereichsblöcke sind schematisch rechts neben den DFT/IDFT Blöcken dargestellt.
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IDFT IDFT IDFT IDFT
R(k −M + 1) R(k − 1) R(k). . .
r(n)
n
Abbildung 3.5: Zusammensetzen des Ausgangssignals bei der Overlap-Save-Methode.
Hˆ(µ, k)h(n)
g(n)
z−L
x(n)
e(n)y(n)s(n)
IDFT DFT
DFT xx
rˆ- e0
X(µ, k)
E(µ, k)
r(n)
rˆ(n)
Abbildung 3.6: Blockdiagramm der Implementierung eines adaptiven Filters im Teil-
band. Für die Transformation in den Frequenzbereich wird eine Overlap-
Save-Filterbank verwendet.
Beim Lautsprechersignal x(n) wird ein kompletter Block bestehend aus den N letzten
Abtastwerten in den Frequenzbereich transformiert (vgl. Gl. (3.32)). Beim Fehlersignal
müssen zur Unterdrückung der Fehler durch die zyklische Faltung die ersten L Werte
des Fehlerblocks auf null gesetzt werden, d. h.
E(k) = DFT
{
[0L, e(n− L+ 1), . . . , e(n)]T
}
= [E(0, k), E(1, k), . . . , E(N − 1, k)]T .
(3.38)
Die geschätzte Rückkopplung rˆ(n) ist das Ergebnis der schnellen Faltung des Lautspre-
chersignals X(µ, k) mit dem adaptiven Filter Hˆ(µ, k). Wie oben erläutert, werden bei
der Overlap-Save-Methode die ersten L Werte dieses Blocks verworfen. Das adaptive
Filter besteht aus den N geschätzten Teilbandimpulsantworten
Hˆ(µ, k) =
[
Hˆ0(µ, k), Hˆ1(µ, k), . . . , HˆM−1(µ, k)
]T
. (3.39)
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Die zu schätzende reale Impulsantwort des Raumes h(n) ist zeitvariant. Der Grund
hierfür ist, dass sich im realen System die Impulsantwort ändert, wenn sich z. B. die
Insassen im Fahrzeug bewegen oder ein Fenster geöffnet wird (vgl. Kap. 2). Die reale
Rückkopplung r(n) ergibt sich durch Faltung von x(n) und h(n). Aus der Überlagerung
von Rückkopplung r(n) und lokaler Sprache s(n) ergibt sich das Mikrofonsignal y(n).
Im Vorwärtspfad des ICC-Systems befinden sich die einstellbare Systemverstärkung
g(n) und eine Verzögerung z−L um L Abtastwerte. Wie in Abschn. 3.3.2 erläutert, wird
diese Verzögerung systembedingt durch die blockbasierte Verarbeitung verursacht.
Das adaptive Filter wird mit dem NLMS-Algorithmus implementiert. Die rekursive
Aktualisierung des adaptiven Filters erfolgt ähnlich zur Zeitbereichsimplementierung
nach Gl. (3.27). Die Unterschiede sind zum einen, dass die Signale im Teilband komplex-
wertig sind und zum anderen, dass zur Unterdrückung der zyklischen Faltungseffekte
Projektionen durchgeführt werden müssen. Zur besseren Lesbarkeit wird im Folgenden
die geschätzte Impulsantwort im Teilband µ vor der Projektion mit Hˆp(µ, k) bezeichnet,
nach der Projektion mit Hˆ(µ, k). Mit dieser Schreibweise ergibt sich für den NLMS im
Teilband
Hˆp(µ, k + 1) = Hˆp(µ, k) + α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 . (3.40)
Dabei ist α(µ, k) die frequenzselektive Schrittweite.
Für die Projektionen müssen die Elemente des Vektors Hˆp(µ, k) umsortiert werden.
Im Vektor Hˆp(µ, k) sind die M Koeffizienten der Teilbandimpulsantwort im Teilband µ
zum Zeitpunkt k zusammengefasst. Sortiert man diese Elemente über die Frequenz jedes
Teilfilters, erhält man M Spektren
Hˆp,m(k) =
[
Hˆp,m(0, k), Hˆp,m(1, k), . . . , Hˆp,m(N − 1, k)
]T
. (3.41)
Zur Unterdrückung der Faltungsfehler durch die zyklische Faltung, müssen diese Spek-
tren in den Zeitbereich transformiert werden. Dort wird die rechte Hälfte des Zeitsignal-
vektors auf null gesetzt. Der resultierende Vektor wird zurück in den Teilbandbereich
transformiert. Dies wird durch folgende Gleichung ausgedrückt
Hˆm(k) = DFT
{
IDFT
{
Hˆp,m(k)
}
◦ [1L,0L]T
}
, (3.42)
wobei mit ◦ eine elementweise Vektormultiplikation gemeint ist und 1L einen Vektor
der Länge L bezeichnet, dessen Elemente alle den Wert eins haben. Erneut erhält man
durch Umsortieren aus den Teilfiltern Hˆm(k) die Teilbandimpulsantworten Hˆ(µ, k).
Neben der optimierten Rechenleistung hat die Implementierung adaptiver Filter im
Teilband einen weiteren Vorteil. Beim NLMS im Zeitbereich (Gl. (3.27)) wird der Gra-
dient auf die Gesamtleistung des Anregungssignals normiert. Ist die Leistung des Anre-
gungssignals nur auf einzelne Frequenzbereiche konzentriert, wird auch der Gradient von
diesen Bändern dominiert. Da der Adaptionsprozess hier breitbandig ist, ist die Normie-
rung des Gradienten für Frequenzbänder mit wenig Anregungssignal nicht optimal. In
Gl. (3.40) erkennt man, dass im Gegensatz dazu bei der Implementierung im Teilband
der Gradient frequenzselektiv berechnet wird. D. h. auch die Leistungsnormierung wird
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für jedes Teilband separat durchgeführt. Dadurch ist der Gradient für jedes Teilband
optimal, was dem Fall einer weißen Anregung entspricht. Da weiße Prozesse unkorreliert
sind, konvergieren adaptive Filter mit weißen Anregungssignalen am schnellsten [55].
Wie man jedoch ebenfalls in Gl. (3.40) erkennt, wird die Leistung nur aus den letzten M
Werten geschätzt, die Normierung ist also nicht exakt. Man spricht bei der frequenzse-
lektiven Normierung des Gradienten von einer Pseudo-Orthogonalisierung.
3.4 Prinzip der Rückkopplungsreduktion mit Wiener-Filter
Neben der im vorangegangenen Abschnitt vorgestellten Rückkopplungskompensation
stellt ein weiteres Verfahren zur Unterdrückung der Rückkopplung die Rückkopplungs-
reduktion mittels Wiener-Filter dar. Das Prinzip basiert auf Verfahren zur Geräuschre-
duktion, wie z. B. in [4, 16, 17] beschrieben, wobei anstelle des geschätzten Geräusches
die geschätzte Rückkopplung in das Wiener-Filter eingeht.
3.4.1 Herleitung des Wiener-Filters
Zur Herleitung des Wiener-Filters soll zunächst das Blockdiagramm in Abb. 3.7 betrach-
tet werden. Sämtliche Signale sind im Zeitbereich dargestellt. Um der Terminologie der
h(n)
y(n) = e(n)s(n)
x(n) = sˆ(n)
r(n)
hw(n)
Abbildung 3.7: Wiener-Filter im Zeitbereich zur Reduktion der Rückkopplung.
vorangegangen Abschnitte zu folgen, wird das Signal, welches den Vorwärtspfad des
ICC-Systems durchläuft, mit e(n) bezeichnet. Ohne den Rückkopplungskompensator
entspricht dieses dem Mikrofonsignal y(n). Das Wiener-Filter wird mit hw(n) bezeich-
net. Der Ausgang des Wiener-Filters wird direkt am Lautsprecher ausgegeben. Er soll
idealerweise nur noch das Sprachsignal s(n) ohne Rückkopplungsanteile enthalten, d. h.
es soll gelten
x(n) = sˆ(n) != s(n). (3.43)
Äquivalent zur Bestimmung der optimalen Koeffizienten bei der Systemidentifikation
(Gl. (3.17) - (3.23)) kann die Bestimmung der optimalen Koeffizienten des Wiener-Filters
als Minimierung des mittleren quadratischen Fehlers zwischen s(n) und sˆ(n) formuliert
werden. Um Verwechslung mit dem Fehlersignal e(n) des Rückkopplungskompensators
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zu vermeiden, wird für den Fehler des Wiener-Filters ew(n) der Index w eingeführt
E
{
e2w(n)
}
= E
{
(sˆ(n)− s(n))2
}
(3.44)
E
{
e2w(n)
}
= E
{(
hTw(n) · e(n)− s(n)
)2}
. (3.45)
Bezeichnet Nhw die Länge des Wiener-Filters in Abtastwerten, so gilt für den Vektor
e(n)
e(n) = [e(n), e(n− 1), . . . , e(n−Nhw + 1)]T . (3.46)
Ausmultiplizieren von Gl. (3.45) führt auf
E
{
e2w(n)
}
= E
{
s2(n)
}
− 2rTse(n)hw(n) + hTw(n)Ree(n)hw(n). (3.47)
Erneut sind die optimalen Koeffizienten hw,opt(n), diejenigen, welche Gl. (3.47) minimie-
ren. Setzt man die Ableitung von Gl. (3.47) gleich null, erhält man in diesem Fall
hw,opt(n) = R−1ee (n) · rse(n). (3.48)
Gl. (3.48) wird auch als Wiener-Hopf-Gleichung bezeichnet [73]. Die Berechnung der op-
timalen Koeffizienten nach Gl. (3.48) erfordert die Inversion der Autokorrelationsmatrix
des Fehler- bzw. in diesem Falle des Mikrofonsignals
Ree(n) = E
{
e(n)eT (n)
}
. (3.49)
Zudem muss die lokale Sprache s(n) zur Berechnung des Kreuzkorrelationsvektors
rse(n) = E{s(n)e(n)} (3.50)
bekannt sein. Unter der Annahme, dass die lokale Sprache s(n) und die Rückkopplung
r(n) orthogonal sind, lässt sich Gl. (3.50) auch schreiben als
rse(n) = E{s(n) · (s(n) + r(n))} = E{s(n)s(n)}︸ ︷︷ ︸
=rss(n)
+ E{s(n)r(n)}︸ ︷︷ ︸
=0
= rss(n). (3.51)
Aufgrund der Korrelation zwischen Lautsprechersignal und lokaler Sprache ist auch die
Rückkopplung mit der lokalen Sprache korreliert, was bedeutet, dass E{s(n)r(n)} im
Fall des rückgekoppelten Systems nur näherungsweise null ist. Formt man Gl. (3.48) um,
erkennt man, dass die einzelnen Zeilen der Autokorrelationsmatrix Ree(n) jeweils mit
dem Vektor der Filterkoeffizienten hw,opt(n) gefaltet werden
Ree(n) · hw,opt(n) = rss(n). (3.52)
Diese Faltung entspricht im Frequenzbereich einer Multiplikation. Damit kann Gl. (3.52)
im diskreten Frequenzbereich angenähert werden durch
PEE(µ, k) ·Hw,opt(µ, k) = PSS(µ, k), (3.53)
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wobei sich Hw,opt(µ, k) aus der Fouriertransformierten der Filterkoeffizienten hw,opt(n)
ergibt
hw,opt(n) c sHw,opt(k) = [Hw,opt(0, k), Hw,opt(1, k), . . . ,Hw,opt(Nhw − 1, k)]T . (3.54)
Ebenso ergeben sich die Leistungsdichtespektren PEE(µ, k) und PSS(µ, k) aus den Fou-
riertransformationen der Autokorrelationen [32]. Das Leistungsdichtespektrum der loka-
len Sprache kann ausgedrückt werden durch
PSS(µ, k) = PEE(µ, k)− PRR(µ, k). (3.55)
Setzt man Gl. (3.55) in Gl. (3.53) ein und löst nach Hw,opt(µ, k) auf, erhält man
Hw,opt(µ, k) = 1− PRR(µ, k)
PEE(µ, k)
. (3.56)
Gl. (3.56) ist die Lösung der Wiener-Hopf-Gleichung im Frequenzbereich. Diese kann
direkt im Frequenzbereich innerhalb einer Filterbank auf das Mikrofon- bzw. Fehlersi-
gnal angewendet werden, um die darin enthaltene Rückkopplung herauszufiltern. Zur
Berechnung der Gleichung müssen die Leistungsdichtespektren PRR(µ, k) und PEE(µ, k)
bekannt sein. Die entsprechenden Schätzverfahren werden in Kap. 5 vorgestellt.
3.4.2 Gewichtete Overlap-Add-Filterbank
Wie die Rückkopplungskompensation wird auch die Rückkopplungsreduktion aus Grün-
den der verringerten Rechenleistung im Frequenzbereich implementiert. Allerdings un-
terscheiden sich die Anforderungen, welche das Wiener-Filter an die verwendete Filter-
bankstruktur stellt, von denen der Rückkopplungskompensation. Die Koeffizienten des
Wiener-Filters, welches bei der Rückkopplungsreduktion und beispielsweise auch bei der
Geräuschreduktion zum Einsatz kommt, sind zeitvariant. Werden diese in einer Overlap-
Save-Filterbank prozessiert, müssen zur Unterdrückung der zyklischen Faltungsanteile
im Zeitbereich Nullen projiziert werden. Das bedeutet, dass das Wiener-Filter in den
Zeitbereich transformiert wird, wo ein bestimmter Teil der Impulsantwort auf Null ge-
setzt wird. Anschließend wird die Impulsantwort zurück in den Frequenzbereich trans-
formiert. Neben dem erhöhten Rechenaufwand durch die dafür benötigten DFTs/IDFTs
wird auch noch eine zusätzliche Verzögerung eingefügt, da die Impulsantwort des Wiener-
Filters zyklisch rotiert werden muss. Der Grund hierfür ist, dass das Wiener-Filter ein
nullphasiges Filter ist. Nullphasig bedeutet, dass die Übertragungsfunktion der Impuls-
antwort rein reellwertig ist, der Imaginärteil ist null. Für die Impulsantwort bedeutet
dies, dass betragsmäßig große Koeffizienten am Rand der Impulsantwort stehen, wäh-
rend die Impulsantwort in der Mitte abklingt. Damit die Koeffizienten am rechten Rand
durch die Projektionen nicht auf null gesetzt werden, wird die Impulsantwort entweder
zyklisch rotiert oder die Nullen werden in die Mitte der Impulsantwort projiziert [79]. In
beiden Fällen entsteht dadurch jedoch eine zusätzliche Verzögerung, welche bei halber
Überlappung der Blöcke N/4 beträgt.
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Hinzu kommt, dass bei der Overlap-Save-Filterbank eine starke Änderung der Filter-
koeffizienten zwischen zwei aufeinander folgenden Blöcken in Form von Kratzgeräuschen
hörbar ist.
Aus den genannten Gründen werden für die Module im Vorwärtspfad des ICC-Systems
häufigOverlap-Add-basierte Filterbänke mit einem gleitenden Fenster verwendet [14, 36].
Wie bei den Overlap-Save-Verfahren wird dabei das Eingangssignal ebenfalls in überlap-
pende Blöcke der Länge N zerteilt. Zur Unterdrückung der zyklischen Faltungseffekte
wird hier der Block des Eingangssignals mit einem Analysefenster
wa = [wa,0, wa,1, . . . , wa,N−1]T (3.57)
gewichtet und anschließend mittels DFT der Ordnung N in den Frequenzbereich trans-
formiert. Durch die Fensterung des Eingangssignals kann das resultierende Spektrum
ohne Projektionen direkt mit der Übertragungsfunktion des Filters Hw,opt(k) multipli-
ziert werden. Das verarbeitete Spektrum wird mit einer IDFT zurück in den Zeitbereich
transformiert. Nach erneuter Gewichtung mit einem Synthesefenster
ws = [ws,0, ws,1, . . . , ws,N−1]T (3.58)
werden die überlappenden Blöcke mittels Overlap-Add zusammengesetzt. Das Prinzip
ist schematisch in Abb. 3.8 dargestellt.
Für eine perfekte Signalrekonstruktion müssen die Gewichtungen mit den Fenstern
nach dem überlappten Aufaddieren eins ergeben. Bei einem Rahmenversatz von L = N/2
bedeutet dies, dass gelten muss
wa,i · ws,i + wa,i+L · ws,i+L != 1, i = 0, 1, . . . , L− 1. (3.59)
Dies wird erfüllt, wenn sowohl für das Analysefenster als auch für das Synthesefenster
z. B. das folgende Hanning-Fenster verwendet wird
wa,i = ws,i =
√
L
N
·
(
1− cos
(2pi
N
· i
))
i = 0, 1, . . . , N − 1. (3.60)
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In Abschn. 3.3.2 wird die schnelle Faltung und die Implementierung des NLMS-Algo-
rithmus im Frequenzbereich mit einer Overlap-Save-Filterbank beschrieben. Die Over-
lap-Save-Filterbank unterdrückt die Anteile der zyklischen Faltung vollständig, d. h. die
schnelle Faltung entspricht exakt der aperiodischen Faltung im Zeitbereich. Für ad-
aptive Rückkopplungskompensation bedeutet dies, dass das Filter theoretisch perfekt
abgleichen kann.
In Abschn. 3.4.2 wird die für die Rückkopplungsreduktion verwendete gewichtete Over-
lap-Add-Filterbank vorgestellt. Da im Gegensatz zu einer Overlap-Save-Filterbank die
zyklischen Faltungseffekte bei den gewichteten Overlap-Add-Filterbänken nicht vollstän-
dig unterdrückt werden, können adaptive Filter hier nicht perfekt abgleichen, es bleibt
39
Kapitel 3 Grundlagen der Rückkopplungsunterdrückung
x(n)
n
IDFT IDFT IDFT IDFT
X(k −M + 1) X(k − 1) X(k). . .
Hw,opt(k)
DFT DFT DFT DFT
E(k −M + 1) E(k − 1) E(k). . .
e(n)
n
Abbildung 3.8: Blockweise Verarbeitung bei der gewichteten Overlap-Add-Methode. Die
Blöcke überlappen sich halb.
immer ein Restfehler. Allerdings kann dieser Restfehler durch eine geeignete Auslegung
der Filterbank verringert werden. Ein weiterer Nachteil ist die im Vergleich zu den Over-
lap-Save-Verfahren größere Verzögerung. Diese beträgt bei der vorgestellten Overlap-
Add-Methode N Abtastwerte. Der Grund ist, dass gewartet werden muss, bis ein voll-
ständiger Block verarbeitet wurde, bevor die erste Hälfte des neuen Blocks zur zweiten
Hälfte des alten Blocks addiert werden kann.
Im realen Betrieb eines ICC-Systems sind neben der Rückkopplungskompensation und
der Rückkopplungsreduktion zahlreiche weitere Algorithmen notwendig. Die Hauptauf-
gaben dieser im Folgenden Module genannten Algorithmen sind unter anderem:
• Reduktion der Restrückkopplungen. Immer dann, wenn die Rückkopplungskom-
pensation schlecht abgeglichen ist, sind zusätzliche Methoden zur Reduktion der
Rückkopplungsanteile notwendig (vgl. Kap. 5).
• Verbesserung des klanglichen Eindrucks durch eine automatische Entzerrung des
Lautsprechersignals am Zuhörerohr (vgl. Abschn. 6.1).
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• Verbesserung der Sprachverständlichkeit durch Hinzufügen von harmonischen Si-
gnalanteilen mit einem Exciter (vgl. Abschn. 6.2).
• Unterdrückung der Hintergrundgeräusche. Hierzu gehören beispielsweise eine Ge-
räuschreduktion, eine geräuschabhängige Verstärkungsregelung und ein Noise Gate
(vgl. z. B. [43]).
• Beeinflussung der Dynamik. Klassischerweise zählen hierzu Limiter, Kompressoren
und Expander. Artverwandt sind aber auch De-Esser, welche gezielt Frequenzbe-
reiche dämpfen, in denen Zischlaute detektiert wurden (vgl. z. B. [80, 41]).
• Verbesserung der Stabilität. Dies kann beispielsweise durch die Dekorrelation von
Mikrofon- und Lautsprechersignal oder mit adaptiven Kerbfiltern erreicht werden.
Oftmals kommt für die Dekorrelation der Frequenzversatz zum Einsatz (vgl. z. B.
[55, 76]).
Die Module befinden sich im Vorwärtspfad des ICC-Systems.
3.5.1 Kombination der Filterbänke
Die in den vorangegangenen Abschnitten beschriebenen Vor- und Nachteile der Overlap-
Save- und der gewichteten Overlap-Add-Filterbänke sind in Hinblick auf ihre Verwen-
dung für die Rückkopplungskompensation und die Module in Tab. 3.1 zusammengefasst.
Vorteile Nachteile
Overlap-Save • Rückkopplungskompensation
kann theoretisch perfekt
abgleichen, keine zyklischen
Faltungsanteile
• Geringere Verzögerung,
L = N/2 Abtastwerte
• Erfordert Projektionen: Hö-
herer Rechenaufwand, zusätz-
liche Verzögerung bei Wiener-
Filtern
• Hörbare Kratzgeräusche,
wenn Filter sich ändert
Overlap-Add
gewichtet
• Keine Projektionen notwen-
dig, geringerer Rechenauf-
wand
• Kratzgeräusche bei Filterän-
derung durch Fenster mini-
miert
• Größere Verzögerung,
N Abtastwerte
• Rückkopplungskompensation
gleicht nicht perfekt ab, da
zyklische Faltungseffekte
nicht vollständig unterdrückt
werden
Tabelle 3.1: Vor-/Nachteile der Filterbankstrukturen. Die genannten Punkte sind jeweils
gültig für eine Blockgröße von N und einen Rahmenversatz von L = N/2.
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Da das Hauptaugenmerk dieser Arbeit auf der Rückkopplungskompensation liegt, soll
für das adaptive Filter eine Overlap-Save-Filterbank verwendet werden. So wird ver-
hindert, dass zyklische Faltungseffekte das Ergebnis beeinflussen, was eine gezieltere
Untersuchung des Adaptionsprozesses erlaubt. Dennoch ist aufgrund der fehlenden Pro-
jektionen für die Module eine gewichtete Overlap-Add-Filterbank besser geeignet. Daher
wird in dieser Arbeit für die Module eine zweite Filterbankstruktur implementiert. In
der Praxis wird man einen Kompromiss eingehen und beide Teile in derselben Filterbank
umsetzen.
Hˆ(µ, k)h(n)
g(n)
x(n)
e(n)y(n)s(n)
IDFT DFT
DFT xx
rˆ- e0 DFT
IDFT xx
ee
Hv(µ, k)
Abbildung 3.9: Blockdiagramm der in dieser Arbeit verwendeten Filterbankstruktur.
Die Rückkopplungskompensation wird innerhalb einer Overlap-Save-
Filterbank gerechnet. Im Vorwärtspfad kommt eineOverlap-Add-basierte
Filterbank mit einem gleitenden Fenster zum Einsatz.
Die resultierende Struktur ist als Blockdiagramm in Abb. 3.9 gezeigt. Die Module be-
finden sich im Vorwärtspfad des Systems und sind in Abb. 3.9 in der Übertragungsfunk-
tion Hv(µ, k) zusammengefasst. Diese befindet sich innerhalb der gewichteten Overlap-
Add-Filterbank. Die Overlap-Save-Filterbank der Rückkopplungskompensation ist iden-
tisch zu der in Abb. 3.6 auf S. 34 gezeigten Struktur. Die Systemverstärkung g(n) wird
nach den Modulen breitbandig im Zeitbereich auf das Lautsprechersignal x(n) ange-
wandt. Beide Filterbänke arbeiten mit einer Blöckgröße N , bei halber Überlappung,
bzw. Rahmenversatz L = N/2. Damit beträgt die Verzögerung im Vorwärtspfad jetzt N
Abtastwerte. Man könnte auch die DFT-Länge der Module halb so lang machen wie die
des Kompensators. Dann würde sich die Verzögerung im Vorwärtspfad wieder auf L Ab-
tastwerte verkürzen. Allerdings würde dies auch in einer geringeren Frequenzauflösung
der Filterbank für die Module resultieren.
Es ist außerdem in Abb. 3.9 zu erkennen, dass das Fehlersignal zweimal in den Fre-
quenzbereich transformiert wird. Einmal wird es mittels Overlap-Save für den Kompen-
sator und zusätzlich mittels gewichteter Overlap-Add-Methode für die Module transfor-
miert. Letztere DFT kann eingespart werden, indem das Spektrum des vorangegangenen
Blocks der Overlap-Save-Methode mit dem Faktor e−j
2piµ
N
·L multipliziert wird. Im Zeit-
bereich entspricht dies einer zyklischen Rotation um LWerte. Anschließend addiert man
das rotierte Spektrum zum aktuellen und faltet das Resultat mit der DFT des verwen-
deten modifizierten Hanning-Fensters wa. Man erhält so das Fehlersignal im Frequenz-
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bereich, wie es für die gewichtete Overlap-Add-Methode benötigt wird. Mathematisch
ausgedrückt bedeutet dies
EOA(k) =
(
EOS(k) +EOS(k − 1) ◦
[
W 0·LN ,W
1·L
N , . . . ,W
N−1·L
N
]T) ∗DFT{wa} (3.61)
wobei WN der komplexe Drehfaktor
WN = e−j
2pi
N (3.62)
ist und ∗ eine Faltung bezeichnet. Der Index OS kennzeichnet hier ein mittelsOverlap-Sa-
ve in den Frequenzbereich transformiertes Signal, analog kennzeichnet OA die gewichtete
Overlap-Add-Filterbank. Der besseren Lesbarkeit wegen werden diese Indizes im weiteren
Verlauf dieser Arbeit nicht weiter verwendet. Es sei daher an dieser Stelle nochmals aus-
drücklich hervorgehoben, dass sämtliche für die adaptive Rückkopplungskompensation
benötigten Signale mittels Overlap-Save in den Frequenzbereich transformiert werden,
während die Module in einer gewichteten Overlap-Add-Filterbank verarbeitet werden.
3.5.2 Parametrierung
In Abschn. 2.2 wurden Totzeit und Nachhallzeit verschiedener Impulsantworten im Fahr-
zeug bestimmt. In einem ICC-System, welches die Sprache von vorne nach hinten ver-
stärken soll, muss die Rückkopplungskompensation die Impulsantwort von den hinteren
Lautsprechern zu den vorderen Mikrofonen schätzen. Nach Abb. 2.10b auf S. 14 beträgt
die Totzeit dieses Pfades beim vollbesetzten Fahrzeug TD = 5,6ms, die Nachhallzeit ist
T60 = 80,6ms. Die Gesamtdauer, ab der die Energie der Impulsantwort unter -60 dB
abgefallen ist, beträgt also in diesem Beispiel 86,2ms.
Die Konvergenz eines adaptiven Filters hängt von der Länge des Filters ab. Je länger
das Filter ist, desto mehr Koeffizienten müssen geschätzt werden. Das führt zum einen
zu einer langsameren Konvergenz und zum anderen zu einer höheren Rechenlast als bei
einer kurzen Filterlänge. Auf der anderen Seite kann bei einer größeren Anzahl korrekt
geschätzter Koeffizienten die Impulsantwort präziser nachgebildet werden [29]. Vor allem
bei der Echokompensation spielt dies eine große Rolle, da die Eigenschaften des Raumes,
in dem das System betrieben wird, nicht bekannt sind und sich z. B. bei mobilen Geräten
stark ändern können. Eine Lösung zur Bestimmung der optimalen Filterlänge ist das in
[59] vorgestellte Verfahren. Bei diesem wird die Filterlänge eines Echokompensators zur
Laufzeit adaptiv angepasst.
Dem gegenüber kann in einem bekannten Fahrzeug die Länge der Impulsantwort vorab
gemessen werden und ändert sich nur in geringem Rahmen. Daher soll in der vorliegenden
Arbeit eine feste Länge verwendet werden. In der Praxis hat sich als guter Kompromiss
herausgestellt, die Impulsantwort bis zu dem Zeitpunkt nachzubilden, ab dem die EDC
unter -30 dB abgefallen ist. Setzt man einen logarithmisch linearen Verlauf der EDC
voraus, entspricht dieser T30 genannte Zeitpunkt der halben Nachhallzeit T60.
Addiert man also im oben beschriebenen Fall des vollbesetzten Fahrzeugs die T30 zur
Totzeit TD erhält man die Länge der zu schätzenden Impulsantwort. Bei einer Abtastfre-
quenz von fs = 44,1 kHz hat der relevante Teil der zu schätzenden Impulsantwort damit
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eine Länge von
Nh = (TD + T30) · fs
= (5,6ms + 40,3ms) · 44,1 kHz ≈ 2024 (3.63)
Abtastwerten. Aus rechentechnischen Gründen wird eine Potenz von zwei bevorzugt,
sodass im Folgenden mit einer Filterlänge von Nh = 2048 Koeffizienten gearbeitet wird.
Damit die Verzögerung im Vorwärtspfad kleiner 15ms bleibt, wird eine Blockgröße
von N = 512 Abtastwerten gewählt. Bei der genannten Abtastfrequenz entspricht dies
einer Verzögerung von ca. 11,6ms. Da sich die Blöcke halb überlappen, beträgt der
Rahmenversatz folglich L = 256 Abtastwerte. Für das adaptive Filter bedeutet dies,
dass
M = Nh
L
= 2048256 = 8 (3.64)
Teilfilter benötigt werden, um den relevanten Teil der Impulsantwort abzudecken.
Die hier bestimmten Parameter sind in Tab. 3.2 zusammengefasst und werden, wenn
nicht anders angegeben, für die in den nachfolgenden Kapiteln durchgeführten Simula-
tionen verwendet.
Parameter Wert
Abtastfrequenz fs = 44,1 kHz
Länge DFT N = 512
Rahmenversatz L = N/2 = 256
Verzögerung im Vorwärtspfad D = N = 512 (ca. 11,6ms)
Länge reale (simulierte) Impulsantwort Nh = 2048
Anzahl Teilfilter M = 8
Länge geschätzte Impulsantwort Nhˆ = M · L = 2048
Tabelle 3.2: In dieser Arbeit verwendete Simulationsparameter.
3.6 Zusammenfassung
In diesem Kapitel wurde zunächst das Stabilitätskriterium für rückgekoppelte elektro-
akustische Systeme hergeleitet. Nach einem Abschnitt über den Stand der Technik wurde
anschließend gezeigt, wie die Rückkopplung mit einem adaptiven Filter prinzipiell kom-
pensiert werden kann. Im nachfolgenden Abschnitt über das Prinzip der adaptiven Rück-
kopplungskompensation wurde erläutert, weshalb eine vollständige Kompensation der
Rückkopplung aufgrund der starken Korrelation der Signale ohne zusätzliche Maßnah-
men nicht realisierbar ist. Der Abschnitt stellt die Grundlage für Kap. 4 dar, in welchem
eine Schrittweitensteuerung zur Verbesserung der Konvergenz eines Rückkopplungskom-
pensators beschrieben ist. Als Alternative bzw. Ergänzung zur Rückkopplungskompen-
sation wurde außerdem das Prinzip der Rückkopplungsreduktion mittels Wiener-Filter
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beschrieben. Das in Kap. 5 erläuterte Verfahren basiert auf dieser Herleitung. Sowohl
die Rückkopplungskompensation als auch die Rückkopplungsreduktion können zur Ver-
ringerung der Rechenlast im Frequenzbereich implementiert werden. Beide Verfahren
haben jeweils unterschiedliche Anforderungen an die dafür benötigten Filterbänke. Die
Vor- und Nachteile der jeweiligen Filterbänke wurden aufgezeigt und abschließend die
im weiteren Verlauf der Arbeit verwendete Filterbankstruktur vorgestellt.
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Kapitel 4
Schrittweitensteuerung für die adaptive
Rückkopplungskompensation
Dieses Kapitel stellt den Kern der vorliegenden Arbeit dar. Es beschreibt das entwickelte
Verfahren zur Steuerung der Schrittweite bei der akustischen Rückkopplungskompensa-
tion. Zunächst wird dafür die theoretisch optimale Schrittweite für adaptive Filter her-
geleitet. Anschließend wird das Prinzip der Nachhall-basierten Schrittweitensteuerung
vorgestellt. Es zeigt sich, dass die Nachhall-basierte Schrittweite als Approximation der
optimalen Schrittweite interpretiert werden kann, wenn die Verstärkung im Vorwärtspfad
des Systems mit dem inversen Systemabstand gesteuert wird. Im weiteren Verlauf des
Kapitels werden die dafür benötigten Kontrollmechanismen erläutert. Dazu zählen ins-
besondere Verfahren zur Schätzung des Systemabstands und damit zusammenhängend
Mechanismen zur Detektion von Raumänderungen. Die Simulationsergebnisse werden
der Übersichtlichkeit halber am Ende des Kapitels präsentiert. Teile dieses Kapitels
wurden bereits in [6, 7, 8] veröffentlicht.
4.1 Optimale Schrittweite
In Abschn. 3.3.2 wird die Implementierung des NLMS-Algorithmus im Frequenzbereich
erläutert. Gl. (3.40) beschreibt die rekursive Aktualisierung des adaptiven Filters. Wird
das adaptive Filter innerhalb einer Overlap-Save-Filterbank umgesetzt, sind Projektio-
nen beim Gradient notwendig, um zyklische Faltungseffekte zu unterdrücken. Im Folgen-
den wird die optimale Schrittweite für das adaptive Filter hergeleitet. Um die Projek-
tionen bei dieser Herleitung nicht betrachten zu müssen, wird davon ausgegangen, dass
die Signale bereits ohne zyklische Faltungseffekte im Frequenzbereich vorliegen. Aus die-
sem Grund sind die Signale in Abb. 4.1 im Frequenzbereich dargestellt, die Filterbänke
werden nicht gezeigt.
Es folgt damit für die Aktualisierung des adaptiven Filters ohne Projektionen
Hˆ(µ, k + 1) = Hˆ(µ, k) + α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 . (4.1)
Wie bereits in Kap. 3 erläutert wurde, beschreibt α(µ, k) die Schrittweite, mit welcher
man sich entlang der Kostenfunktion dem Minimum nähert. Je kleiner die Schrittweite
ist, desto präziser wird das Minimum gefunden, allerdings auf Kosten einer langsameren
Konvergenzgeschwindigkeit. Umgekehrt bedeutet eine große Schrittweite, dass das Filter
zwar schneller konvergieren kann, dafür jedoch schlechter abgleicht. Optimal ist daher
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Hˆ(µ, k)H(µ, k)
X(µ, k)
E(µ, k)Y (µ, k)S(µ, k)
g(k)
Hv(µ, k)
Abbildung 4.1: Blockdiagramm der adaptiven Rückkopplungskompensation. Zur verein-
fachten Darstellung sind sämtliche Signale im Frequenzbereich gezeigt.
eine geregelte Schrittweite. Diese muss am Anfang des Adaptionsprozesses groß sein und
kleiner werden, je besser das System abgeglichen ist.
4.1.1 Herleitung der optimalen Schrittweite
Das Optimierungskriterium zur Bestimmung der optimalen Schrittweite ist der System-
abstand. Dieser beschreibt den Abstand zwischen realem System und adaptivem Filter.
Das reale System wird in diesem Fall durch die TeilbandimpulsantwortH(µ, k) beschrie-
ben, welche aus der blockweisen DFT der realen Impulsantwort h(n) bestimmt werden
kann. Der Systemabstand ist die quadratische Norm der Differenz zwischen den Koeffi-
zienten von realer und geschätzter Teilbandimpulsantwort
‖H∆(µ, k)‖2 = ‖H(µ, k)− Hˆ(µ, k)‖2. (4.2)
Läuft Hˆ(µ, k)→H(µ, k) wird der Systemabstand minimiert. Die optimale Schrittweite
ist diejenige, mit welcher dies am schnellsten gelingt.
Nachfolgend wird die optimale Schrittweite αopt(µ, k) hergeleitet. Dabei werden der
Übersicht halber nur die wichtigsten Schritte aufgezeigt. Eine detaillierte Herleitung mit
allen Zwischenschritten ist in AnhangA zu finden.
Zunächst setzt man Gl. (4.1) in Gl. (4.2) ein und erhält
‖H∆(µ, k + 1)‖2 = ‖H∆(µ, k)− α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 ‖
2. (4.3)
Der Systemabstand ist also eine quadratische Funktion der Schrittweite, an deren Mi-
nimum die optimale Schrittweite liegt. Dieses Minimum wird berechnet, indem der Er-
wartungswert des Systemabstands zum Zeitpunkt k+ 1 nach der Schrittweite abgeleitet
und anschließend null gesetzt wird
∂E
{‖H∆(µ, k + 1)‖2}
∂α(µ, k)
!= 0. (4.4)
Auflösen von Gl. (4.4) nach der Schrittweite führt dann auf
αopt(µ, k) =
E
{|Eu(µ, k)|2}
E{|E(µ, k)|2} . (4.5)
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Dies ist die bekannte optimale Schrittweite, wie sie z. B. auch in [29, 31] hergeleitet
worden ist. Zur Berechnung dieser optimalen Schrittweite werden sowohl der gestörte
Fehler E(µ, k) als auch der ungestörte Fehler Eu(µ, k) benötigt. Der gestörte Fehler
E(µ, k) ist direkt messbar. Er setzt sich nach Abb. 4.1 zusammen aus
E(µ, k) = S(µ, k) +XT (µ, k)H(µ, k)−XT (µ, k)Hˆ(µ, k). (4.6)
Im Gegensatz dazu ist der ungestörte Fehler Eu(µ, k) unbekannt und muss geschätzt
werden. Er ist immer dann messbar, wenn keine lokale Sprache am Mikrofon anliegt,
d. h. wenn S(µ, k) = 0. Betrachtet man erneut Abb. 4.1, so erkennt man, dass für den
ungestörten Fehler im Fall S(µ, k) = 0 gilt
Eu(µ, k) = XT (µ, k)H(µ, k)−XT (µ, k)Hˆ(µ, k) (4.7)
= XT (µ, k) ·
(
H(µ, k)− Hˆ(µ, k)
)
(4.8)
= XT (µ, k) ·H∆(µ, k). (4.9)
Setzt man den ungestörten Fehler in die optimale Schrittweite nach Gl. (4.5) ein, ergibt
sich
αopt(µ, k) =
E
{
|XT (µ, k) ·H∆(µ, k)|2
}
E{|E(µ, k)|2} . (4.10)
4.1.2 Näherungen und zu schätzende Größen
In [31] wird an dieser Stelle die Annahme getroffen, dass das Lautsprechersignal |X(µ, k)|2
und der Systemabstand ‖H∆(µ, k)‖2 unkorreliert sind, wodurch der Zähler in Gl. (4.10)
wie folgt umgeformt werden kann
E
{
|XT (µ, k) ·H∆(µ, k)|2
}
≈ E
{
|X(µ, k)|2
}
· E
{
‖H∆(µ, k)‖2
}
, (4.11)
woraus für die optimale Schrittweite folgt
αopt(µ, k) ≈ E
{|X(µ, k)|2}
E{|E(µ, k)|2} · E
{
‖H∆(µ, k)‖2
}
. (4.12)
Es ist zu beachten, dass im Fall der geschlossenen Schleife bei der Rückkopplungskom-
pensation diese Näherung zunächst nicht gültig ist. Es wird sich allerdings im weiteren
Verlauf dieses Kapitels zeigen, dass es mit speziellen Kontrollmechanismen möglich ist,
mit Gl. (4.12) die Schrittweite auch in einer geschlossenen Schleife zu steuern.
Dass die Abhängigkeit der Schrittweite αopt(µ, k) vom Systemabstand ‖H∆(µ, k)‖2
in einem optimalen Konvergenzverhalten resultiert, lässt sich auch anschaulich erklären.
Am Beginn des Adaptionsprozesses ist das Filter schlecht abgeglichen, d. h. der Sys-
temabstand ist groß. Damit wird auch die Schrittweite groß und das Filter konvergiert
zwar ungenau, dafür aber schnell. Je besser das Filter abgeglichen ist, desto kleiner wird
der Systemabstand und damit auch die Schrittweite, wodurch das Filter immer präzi-
ser gegen die optimale Lösung konvergieren kann [29]. Ändert sich der Raum, d. h. die
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zu schätzende Impulsantwort, z. B. durch schnelle Bewegungen der Passagiere, wird der
Systemabstand schlagartig groß. Dadurch wird auch die Schrittweite groß und das Filter
kann schnell gegen die neue Impulsantwort konvergieren.
Da sowohl der Systemabstand ‖H∆(µ, k)‖2 als auch die Erwartungswerte E{·} un-
bekannt sind, müssen diese geschätzt werden. Ein Verfahren zur Schätzung des Sys-
temabstands wird in Abschn. 4.4 vorgestellt. Die Erwartungswerte, bzw. die mittleren
Leistungen, können angenähert werden durch Glättung der Momentanleistung mit einem
IIR-Filter erster Ordnung
E
{
|X(µ, k)|2
}
≈ |X(µ, k)|2 = β · |X(µ, k − 1)|2 + (1− β) · |X(µ, k)|2, (4.13)
wobei β die Glättungskonstante bezeichnet, welche im Bereich 0 . . . 1 liegt [29]. Die glei-
che Näherung kann auch für E(µ, k) undH∆(µ, k) angewendet werden, sodass Gl. (4.12)
schließlich angenähert wird durch
αopt(µ, k) ≈ |X(µ, k)|
2
|E(µ, k)|2 · ‖H∆(µ, k)‖
2. (4.14)
4.2 Nachhall-basierte Schrittweitensteuerung
In diesem Abschnitt wird ein Verfahren zur Steuerung der Schrittweite des adaptiven
Filters für die Rückkopplungskompensation vorgestellt. Die grundlegende Idee dieses
Verfahrens hat Ähnlichkeit mit den Mechanismen zur Steuerung der Schrittweite bei der
akustischen Echokompensation. Bei der Echokompensation muss zu den Zeitpunkten,
während derer beide Sprecher aktiv sind (Gegensprechen), die Schrittweite verringert
werden, um eine Divergenz des Filters zu verhindern. Sobald nur noch der ferne Teil-
nehmer aktiv ist, wird die Schrittweite erhöht, da dann lediglich das Anregungssignal
am Echokompensator anliegt und dieser somit zur korrekten Lösung konvergieren kann.
Verschiedene Verfahren zur Steuerung der Schrittweite und insbesondere zur Detektion
von Gegensprechen bei der Echokompensation sind z. B. in [46] beschrieben.
Auch das adaptive Filter eines Rückkopplungskompensators kann ungestört konver-
gieren, wenn ausschließlich ein Signal am Lautsprecher anliegt, aber keine lokale Sprach-
aktivität. Da jedoch das Lautsprechersignal idealerweise der lokalen Sprache entsprechen
soll, befindet sich ein rückgekoppeltes System zunächst einmal permanent im Zustand
des Gegensprechens (vgl. Abschn. 3.3.1). Bei näherer Betrachtung stellt man allerdings
fest, dass es auch in einem rückgekoppelten System kurze Zeitpunkte gibt, während derer
der lokale Sprecher inaktiv ist, jedoch am Lautsprecher noch ein Signal anliegt. Diese
Zeitpunkte treten immer unmittelbar am Ende lokaler Sprechaktivität auf und haben
als Ursache den Nachhall des Systems.
4.2.1 Nachhall
Klassischerweise wird mit Nachhall die Energie bezeichnet, welche unmittelbar nach dem
Abschalten einer Schallquelle im Raum verbleibt und durch Reflexionen an den Wän-
den und Gegenständen im Inneren des Raumes exponentiell abklingt [37]. Der Nachhall
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wird dabei beeinflusst von der Größe und der Beschaffenheit des Raumes. So klingt die
Energie nach dem Abschalten eines Schallereignisses in großen Hallen mit vielen harten,
schallreflektierenden Flächen, wie z. B. Kirchen, nur sehr langsam ab, was in einem deut-
lich hörbaren, langen Nachhall resultiert. In kleineren, gedämpften Räumen, zu denen
auch Fahrzeuginnenräume gehören, klingt ein Schallereignis deutlich schneller ab. Die
akustischen Eigenschaften eines Fahrzeuginnenraums wurden bereits in Abschn. 2.2 ana-
lysiert. Die EDCs beschreiben dabei das am Mikrofon gemessene Abklingverhalten des
Raumes. Unter anderem wurde in dem Abschnitt gezeigt, dass die Nachhallzeit umso
kürzer wird, je mehr Passagiere sich im Fahrzeug befinden, da weiche Gegenstände, wie
z. B. Stoffe, den Schall absorbieren.
Wird nun in einem Raum eine elektro-akustische Schleife bestehend aus Lautsprechern
und Mikrofonen betrieben, wird der Nachhall hiervon zusätzlich beeinflusst. Grund sind
die Verzögerung und die Verstärkung im Vorwärtspfad des Systems sowie die Laufzeit
zwischen Lautsprecher und Mikrofon. Je länger die Summe aus Verzögerung und Lauf-
zeit wird, desto länger klingt auch das System nach. Dies lässt sich folgendermaßen
veranschaulichen: Ein vom Mikrofon aufgenommenes Schallereignis wird im Vorwärts-
pfad verzögert und anschließend über den Lautsprecher wiedergegeben. Auf dem direkten
Weg vom Lautsprecher zum Mikrofon erfährt das Signal eine weitere Verzögerung, wel-
che abhängig ist von der Schallgeschwindigkeit und der zurückgelegten Strecke. Ohne
weitere Maßnahmen zur Kompensation der Rückkopplung wird das verzögerte Signal
nun abermals vom Mikrofon aufgenommen und durchläuft so mehrmals die Schleife.
Vom Lautsprecher zum Mikrofon wird das Signal gedämpft, während es im Vorwärts-
pfad verstärkt wird. Je größer die Verstärkung ist, desto lauter sind die rückgekoppelten
Signalanteile am Mikrofon, was den Nachhall ebenfalls verlängert.
Es muss also unterschieden werden, durch welchen Effekt der Nachhall verursacht
wird. Während sich der Nachhall, der von den akustischen Eigenschaften des Raumes
abhängt, mittels Signalverarbeitung nicht beeinflussen lässt, kann der durch die Schleife
zusätzlich hervorgerufene Nachhall ausgenutzt werden. Wenn im weiteren Verlauf dieses
Kapitels von Nachhall die Rede ist, sind daher damit diejenigen Schallanteile gemeint,
welche unmittelbar nach einem Schallereignis im Inneren des Fahrzeugs am Lautsprecher
ausgegeben werden.
Dieser am Lautsprecher auftretende Nachhall ist in Abb. 4.2 visualisiert. In der Ab-
bildung sind zwei Spektrogramme gezeigt. Das obere Spektrogramm zeigt ein lokales
Schallereignis im Inneren des Fahrzeugs. Im unteren Spektrogram ist das resultieren-
de Lautsprechersignal dargestellt. Für das lokale Signal wird hier ein weißes Rauschen
der Länge 0,5 s verwendet. Dieses weiße Rauschen sorgt dafür, dass alle Frequenzen im
System gleichmäßig angeregt werden. Der für die Simulation verwendete Rückkopplungs-
pfad ist der Pfad zwischen den hinteren Lautsprechern und dem vorderen linken Mikrofon
(vgl. Abb. 2.8). Die Systemverstärkung wurde so eingestellt, dass das System ca. 5 dB
unterhalb der Stabilitätsgrenze betrieben wird. Man erkennt deutlich, dass nachdem die
lokale Sprache stoppt, das Lautsprechersignal noch für über 0,5 s nachhallt, obwohl für
die offene Schleife die Nachhallzeit für diesen Pfad zu T60 = 120,2ms bestimmt worden
ist. D. h. die geschlossene Schleife sorgt wie beschrieben dafür, dass die Nachhallzeit des
Raumes künstlich verlängert wird. Es ist weiter zu sehen, dass das Abklingverhalten
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Abbildung 4.2: Der Nachhall in einer geschlossenen elektro-akustischen Schleife. Als lo-
kales Schallereignis wird weißes Rauschen verwendet. Nachdem das Rau-
schen stoppt, klingt das Lautsprechersignal langsam ab.
über die Frequenz variiert, was mit dem Übertragungsverhalten des Systems zusammen-
hängt (vgl. Abb. 2.7). Frequenzen, die im Raumfrequenzgang stärker gedämpft werden,
klingen dementsprechend weniger lang nach.
4.2.2 Detektion des Nachhalls
Im vorangegangen Abschnitt wurde gezeigt, dass während des Nachhalls keine lokale
Sprachaktivität vorliegt (s(n) = 0), am Lautsprecher jedoch noch das Anregungssignal
x(n) anliegt. Das bedeutet, dass in Gl. (3.23) der Kreuzkorrelationsvektor zwischen An-
regungssignal und Lautsprechersignal null wird
rsx(n) = 0Nh . (4.15)
Gelingt es also, das Filter während des Nachhalls konvergieren zu lassen und während lo-
kaler Sprachaktivität den Adaptionsprozess anzuhalten, kann das Filter ohne zusätzliche
Dekorrelationsmethoden gegen die korrekte Lösung
Hˆ(µ, k)→H(µ, k) (4.16)
konvergieren. Der Adaptionsprozess wird in Gl. (4.1) über die Schrittweite α(µ, k) einge-
stellt. Ziel ist es nun, die Schrittweite so zu steuern, dass diese im Nachhall erhöht wird
und am Beginn bzw. während lokaler Sprachaktivität gestoppt bzw. verringert wird. Es
wird also ein Mechanismus benötigt, mit welchem der Nachhall detektiert werden kann.
Hierfür werden im Folgenden zwei Eigenschaften der verwendeten Filterbankstruktur
ausgenutzt:
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1. Das Lautsprechersignal x(n) entspricht dem verstärkten und aufgrund der Fil-
terbank im Vorwärtspfad um N Abtastwerte verzögerten Fehlersignal e(n). Im
ersten Schritt sollen die Module im Vorwärtspfad nicht betrachtet werden. D. h. in
Abb. 3.9 auf S. 42 gilt Hv(µ, k) = 1 und damit
x(n) = g(n) · e(n−N). (4.17)
Diese Eigenschaft sorgt dafür, dass das Fehlersignal Änderungen im Vorwärtspfad
früher folgt, als das Lautsprechersignal.
2. Die linke Hälfte des Fehlerblocks wird bei der Overlap-Save-Struktur zu null ge-
setzt, bevor der Block für die Rückkopplungskompensation mittels DFT in den
Frequenzbereich transformiert wird (vgl. G. (3.38)). Das bedeutet, dass das Recht-
eckfenster über dem Fehlersignal halb so lang ist wie das Rechteckfenster über
dem Lautsprechersignal. Dies hat zur Folge, dass die Teilbandsignale E(µ, k) Än-
derungen im Vorwärtspfad schneller folgen können als die Teilbandsignale des
Lautsprechersignals X(µ, k).
Die beiden beschriebenen Eigenschaften sind schematisch in Abb. 4.3 gezeigt. Im obe-
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Abbildung 4.3: Das Prinzip der Nachhalldetektion. Der Block des Fehlersignals eilt dem
des Lautsprechersignals voraus und wird mit einem kürzeren Fenster
gewichtet. Der Zeitpunkt a) markiert den Beginn von Sprachaktivität,
b) den Nachhall.
ren Teil des Bildes ist die Leistung im Vorwärtspfad zu sehen. Während Sprachaktivität
nimmt diese zu und klingt am Ende der Sprachaktivität als Nachhall ab. Die Zeitbereichs-
blöcke, welche mittels DFT in den Frequenzbereich transformiert werden, sind unter der
Kurve gezeigt. Setzt man die geglätteten Leistungen von Fehler- und Lautsprechersignal
zum Zeitpunkt k ins Verhältnis, erhält man
αhall(µ, k) =
|X(µ, k)|2
g2(k) · |E(µ, k)|2 , (4.18)
wobei (·) eine IIR-Glättung gemäß Gl. (4.13) bezeichnet. In Gl. (4.17) wird das Fehlersi-
gnal mit g(n) multipliziert, um das Lautsprechersignal zu erhalten. Aus diesem Grund
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muss die mittlere Fehlerleistung mit der quadratischen Verstärkung g2(k) multipliziert
werden, damit die Leistungen von X(µ, k) und E(µ, k) im Vorwärtspfad vergleichbar
bleiben. In Abb. 4.3 sind zwei Zeitpunkte a) und b) markiert, welche im Folgenden ge-
nauer betrachtet werden sollen.
Der Zeitpunkt a) markiert den Beginn von Sprachaktivität. Die mittlere Fehlerleis-
tung beinhaltet bereits Sprachanteile, während im Lautsprechersignal noch keine Sprache
enthalten ist. Für die Nachhalldetektion nach Gl. (4.18) gilt in diesem Fall
αhall(µ, ka) =
|X(µ, ka)|2
g2(ka) · |E(µ, ka)|2
< 1. (4.19)
Mit b) ist das Ende von Sprachaktivität gekennzeichnet. Das Fehlersignal liegt bereits
im Nachhall, während am Lautsprecher noch Sprache anliegt. Es folgt für die Nachhall-
detektion
αhall(µ, kb) =
|X(µ, kb)|2
g2(kb) · |E(µ, kb)|2
> 1. (4.20)
Nicht markiert sind die Zeitpunkte kc, während denen konstant lokale Sprache anliegt,
bzw. der Sprecher über einen längeren Zeitraum nicht aktiv ist. Während dieser Perioden
ist die Leistung im Vorwärtspfad näherungsweise konstant, für die Nachhalldetektion gilt
dementsprechend
αhall(µ, kc) =
|X(µ, kc)|2
g2(kc) · |E(µ, kc)|2
≈ 1. (4.21)
Der zeitliche Verlauf der Größen für die Nachhalldetektion ist in Abb. 4.4 dargestellt.
Zur Simulation der Leistung eines Sprachsignals im Vorwärtspfad wurde ein Rechteckim-
puls verwendet, dessen rechte Flanke exponentiell abklingt. Dies soll den Nachhall si-
mulieren. Die aufgrund der Blockverarbeitung diskretisierten Leistungen |X(µ, k)|2 und
|E(µ, k)|2 sind im mittleren Bild der Abbildung gezeigt, wobei die Verstärkung g(k) in
diesem Fall 0 dB beträgt. Im unteren Bild ist schließlich der resultierende Verlauf der
Nachhalldetektion αhall(µ, k) dargestellt. Diese weist wie erwartet eine deutliche Kerbe
am Beginn sowie eine Überhöhung am Ende der Sprachaktivität auf.
Man erkennt also, dass mit Gl. (4.18) der Nachhall detektiert werden kann. Näherungs-
weise immer dann, wenn αhall(µ, k) den Wert eins übersteigt, befindet sich das System
im Nachhall. Um mit dieser Nachhalldetektion die Schrittweite α(µ, k) der Filteradapti-
on nach Gl. (4.1) zu steuern, kann αhall(µ, k) auf Minimal- und Maximalwerte αmin und
αmax begrenzt und anschließend mit einem konstanten Wert αfix multipliziert werden
α(µ, k) = αfix ·

αmin wenn αhall(µ, k) < αmin,
αmax wenn αhall(µ, k) > αmax,
αhall(µ, k) sonst.
(4.22)
Die Minimal- und Maximalwerte sorgen dafür, dass die Schrittweite innerhalb eines
plausiblen Wertebereiches gehalten wird. So kann mit αmin verhindert werden, dass
die Schrittweite zu klein wird. Allerdings hat sich gezeigt, dass dies nicht notwendig ist,
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Abbildung 4.4: Verläufe der Größen für die Nachhalldetektion. Die Leistung im Vor-
wärtspfad wird durch einen Rechteckimpuls simuliert, dessen rechte Flan-
ke exponentiell abklingt.
weshalb αmin im Folgenden auf den Wert null gesetzt wird. Für den Maximalwert hat sich
in Simulationen herausgestellt, dass Werte im Bereich αmax = 1,2 . . . 2,0 gute Ergebnisse
liefern. Mit αfix wird die generelle Geschwindigkeit der Adaption eingestellt. Die für die
Schrittweitensteuerung im weiteren Verlauf dieser Arbeit verwendeten Parameter sind
in Tab. 4.1 zusammengefasst. Die Glättungskonstante zur Bestimmung der geglätteten
Parameter Wert
Minimale Schrittweite αmin = 0,0
Maximale Schrittweite αmax = 2,0
Fixe Schrittweite αfix = 0,3
Tabelle 4.1: In dieser Arbeit verwendete Parametrierung der Schrittweitensteuerung.
Variablen |X(µ, k)|2 und |E(µ, k)|2 in Gl. (4.18) wurde auf β = 0,3 gesetzt, was einer
schwachen Glättung entspricht. Eine größere Glättungskonstante würde zu einer starken
Verschmierung der für die Nachhalldetektion wichtigen Signalflanken führen, wodurch
diese nicht mehr präzise detektiert werden könnten.
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4.3 Verstärkungsregelung
In Abschn. 4.1 wurde mit Gl. (4.14) die theoretisch optimale Schrittweite αopt(µ, k) her-
geleitet. Der besseren Übersicht halber sei die Gleichung an dieser Stelle nochmals gezeigt
αopt(µ, k) ≈ |X(µ, k)|
2
|E(µ, k)|2 · ‖H∆(µ, k)‖
2. (4.23)
Zur Herleitung dieser Gleichung waren Näherungen notwendig, die nur gültig sind, wenn
die Signale nicht korreliert sind. Diese Unkorreliertheit ist in einer geschlossenen elektro-
akustischen Schleife nicht gegeben.
Im vorangegangenen Abschn. 4.2 wurde eine nachhallbasierte Schrittweitensteuerung
eingeführt. Diese basiert auf der Idee, dass im Nachhall eines rückgekoppelten Systems
die Signale unkorreliert sind und das adaptive Filter somit ungestört gegen die korrekte
Lösung konvergieren kann. Die Gl. (4.18) für die Nachhalldetektion sei ebenfalls hier
nochmals gezeigt
αhall(µ, k) =
|X(µ, k)|2
g2(k) · |E(µ, k)|2 . (4.24)
Vergleicht man Gl. (4.23) mit Gl. (4.24) erkennt man, dass die nachhallbasierte Schritt-
weite αhall(µ, k) der optimalen Schrittweite αopt(µ, k) entspricht, wenn die Verstärkung
g2(k) gleich dem inversen Systemabstand ‖H∆(µ, k)‖2 ist, d. h.
αhall(µ, k) = αopt(µ, k) (4.25)
wenn
g2(k) = 1‖H∆(µ, k)‖2
. (4.26)
Das bedeutet, dass das Filter im Nachhall mit der optimalen Schrittweite konvergiert,
wenn die Verstärkung vom inversen Systemabstand gesteuert wird. Da die Signale im
Nachhall nicht korreliert sind, sind dann auch die Annahmen bzgl. der Unkorreliertheit
der Signale zulässig, die bei der Herleitung der optimalen Schrittweite getroffen wurden.
Während Sprachaktivität sind die Signale zwar nach wie vor korreliert, d. h. auch die
Näherung ist nicht mehr gültig. Allerdings wird hier die Schrittweite durch die nach-
hallbasierte Schrittweitensteuerung verringert, sodass das Filter nicht bzw. nur langsam
divergiert.
Dass die Verstärkung vom Systemabstand abhängt, hat einen weiteren Vorteil. Bei
einer Raumänderung wird, wie in Abschn. 4.1.2 erläutert, der Systemabstand groß. In
selbem Maße wird die Schrittweite erhöht, damit das Filter gegen die neue Impulsant-
wort konvergieren kann. Zusätzlich wird bei der Verstärkungsregelung die Verstärkung
verringert, wodurch verhindert wird, dass das System instabil wird.
Bei der Betrachtung von Gl. (4.26) fällt auf, dass die Verstärkung breitbandig auf alle
Frequenzen angewandt wird, während der Systemabstand frequenzabhängig ist. Diese
Frequenzabhängigkeit liegt darin begründet, dass das adaptive Filter nur in Frequenz-
bändern abgleichen kann, in denen ein Anregungssignal vorhanden ist. Im Fahrzeug sind
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dies vor allem die Frequenzbänder von Sprache und Fahrgeräusch, deren Spektren be-
reits in Abb. 2.15 auf S. 19 gezeigt worden sind. Zur Berechnung der Verstärkung wird
daher der Systemabstand über diesen Frequenzbereich gemittelt
g˜(k) =
√√√√( 1
µo − µu + 1
µo∑
µ=µu
‖H∆(µ, k)‖2
)−1
, (4.27)
wobei die Bandgrenzen zu µu = 2 und µo = 93 gewählt wurden, was bei einer Abtast-
frequenz fs = 44,1 kHz und einer DFT-Länge N = 512 einem Frequenzbereich von ca.
172Hz bis 8010Hz entspricht.
Die Verstärkung nach Gl. (4.27) würde mit kleiner werdendem Systemabstand immer
weiter ansteigen. In einer realen Anwendung ist dies nicht sinnvoll, weshalb sie auf einen
Maximalwert gmax begrenzt wird, welcher vom Anwender eingestellt werden kann. Es
folgt damit für die Verstärkungsregelung
g(k) =
{
g˜(k) wenn g˜(k) < gmax,
gmax sonst.
(4.28)
4.4 Schätzen des Systemabstands
Bei der im vorangegangenen Abschn. 4.3 vorgestellten nachhallbasierten Schrittweiten-
steuerung mit Verstärkungsregelung wird die Schrittweite nach Gl. (4.23) und die Ver-
stärkung nach Gl. (4.28) berechnet. Für beide Berechnungen wird der Systemabstand
‖H∆(µ, k)‖2 benötigt, welcher jedoch unbekannt ist. Aus diesem Grund sind die im
Folgenden vorgestellten Verfahren zur Schätzung des Systemabstands notwendig. Bei
diesen Schätzverfahren kann teilweise auf die Erkenntnisse aus der Echokompensation
aufgebaut werden. So werden z. B. in [29, 46] zwei Verfahren erläutert, die im Kern sehr
ähnlich zu den in dieser Arbeit untersuchten Verfahren sind. Bei dem Verfahren aus
Absch. 4.4.1 werden zur Bestimmung des Systemabstands Bereiche der Impulsantwort
betrachtet, in denen angenommen wird, dass die reale Impulsantwort null ist. Das in
Abschn. 4.4.2 erläuterte Verfahren basiert auf einem Minimumschätzer.
4.4.1 Nullen am Ende der Impulsantwort
In [29, Kap. 13.4.2.1] bzw. [46, Abschn. 4.2.1] werden Verfahren zur Systemabstands-
schätzung mittels Totzeit-Koeffizienten beschrieben. Dabei wird das Lautsprechersignal
nach der Abzweigung zum Kompensationsfilter hˆ(n) (vgl. Abb. 3.3 auf S. 27) künstlich
verzögert. Dies hat zur Folge, dass der Kompensator die künstlich eingefügten Nullen
ebenfalls schätzt. Da nun zumindest ein Teil der realen Impulsantwort, d. h. die eingefüg-
ten Nullen, bekannt ist, kann der Systemabstand für diesen Bereich berechnet werden.
Es wird dann davon ausgegangen, dass der Systemabstand über alle Koeffizienten
gleichmäßig verteilt ist. Der im vorderen Bereich berechnete Systemabstand kann somit
über die komplette Impulsantwort extrapoliert werden. Dieses Verfahren hat jedoch zwei
Nachteile:
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• Es wird eine künstliche Verzögerung eingefügt. Je genauer der Systemabstand be-
rechnet werden soll, desto mehr Nullen müssen eingefügt werden. Bei der Echokom-
pensation beispielsweise für Freisprecheinrichtungen kann diese zusätzliche Latenz
tolerierbar sein. Im Echtzeitbetrieb eines ICC-Systems ist dies jedoch nicht um-
setzbar.
• Das System friert ein, wenn sich die Impulsantwort des realen Systems ändert, da
sich die künstlich eingefügten Nullen nicht mit ändern. Der geschätzte Systemab-
stand bleibt also fälschlicherweise klein.
In dieser Arbeit wurde die Idee des Verfahrens aufgegriffen und abgewandelt. Die zusätz-
liche Verzögerung wird umgangen, indem nicht die Nullen am Anfang der Impulsantwort
zur Schätzung des Systemabstands verwendet werden, sondern der hintere Bereich, ab
dem die Impulsantwort auf unter -60 dB abgefallen ist. Dazu werden die Messungen des
vollbesetzten Fahrzeugs aus Abschn. 2.2, Abb. 2.10b herangezogen:
• Die Totzeit beträgt ca. TD = 5,6ms.
• Die Nachhallzeit ist ca. T60 = 80,6ms.
Das bedeutet, dass nach etwa 86,2ms die Energie unter -60 dB abgefallen ist. Bei einer
Abtastfrequenz von fs = 44,1 kHz entspricht dies etwa 3806 Abtastwerten, was bei einem
Rahmenversatz von L = 256 wiederum etwa 14,8 Blöcke sind. Die blockweise Zerlegung
Hˆ0(k)
DFT
0
Hˆ7(k)
DFT
0
Hˆ15(k)
DFT
0
. . . . . .
86,2ms
Abbildung 4.5: Zerlegung der zu schätzenden Impulsantwort in Teilfilter. Bei der gege-
benen Blockgröße und Abtastfrequenz ist die Energie ab dem Teilfilter
Hˆ15(k) unter -60 dB abgefallen.
der Impulsantwort in ihre Teilfilter ist in Abb. 4.5 gezeigt. Aus der Abbildung wird
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deutlich, dass ab dem Teilfilter Hˆ15(k) die Energie unter -60 dB abgefallen ist. Um die
Impulsantwort bis einschließlich zum Teilfilter Hˆ15(k) zu schätzen, müssten in diesem
Fall insgesamt M = 16 Teilfilter adaptiert werden. Wie in Abschn. 3.5.2 beschrieben,
tragen die Teilfilter Hˆ8(k) . . . Hˆ14(k) zur Kompensation nur wenig bei und werden für
die Systemabstandsschätzung nicht benötigt. Um Rechenlast zu sparen, werden diese
daher auf null gesetzt und nicht mitadaptiert
Hˆm(k) = 0N , m = 8, . . . , 14. (4.29)
Hierbei ist 0N ein Nullvektor der Länge N . Es werden also insgesamt lediglich 16−7 = 9
Teilfilter adaptiert.
Die Idee ist nun, den Systemabstand aus dem Abstand zwischen den Koeffizienten des
geschätzten Teilfilters Hˆ15(k) und des realen Teilfilters H15(k) zu extrapolieren, wobei
man näherungsweise annimmt, dass an dieser Stelle die reale Impulsantwort bereits auf
null abgeklungen ist, d. h.
H15(k) ≈ 0N (4.30)
bzw.
H15(µ, k) ≈ 0. (4.31)
Damit erhält man für den frequenzselektiven Systemabstand näherungsweise
‖H∆(µ, k)‖2 ≈ γ(µ, k) = 9 · |0− Hˆ15(µ, k)|2, (4.32)
wobei γ(µ, k) den geschätzten Systemabstand bezeichnet. Wie beschrieben geht man
davon aus, dass der Systemabstand über alle neun adaptierten Teilfilter gleichmäßig
verteilt ist, weshalb mit dem Faktor neun multipliziert wird. Damit der geschätzte Sys-
temabstand beim Wert eins startet, werden die Koeffizienten Hˆ15(µ, k = 0) entsprechend
mit
√
1/9 initialisiert.
In der Simulation zeigt sich, dass es möglich ist, mit dem beschriebenen Verfahren den
Systemabstand zu schätzen. Der oben genannte erste Nachteil, dass bei der Methode
mit Totzeit-Koeffizienten eine zusätzliche Verzögerung eingefügt wird, kann durch die
Berechnung des Systemabstands am Ende der Impulsantwort umgangen werden.
Es bleibt allerdings der zweite Nachteil, nämlich dass bei erfolgreichem Abgleich die
Koeffizienten Hˆ15(µ, k) gegen null konvergieren und dort einfrieren. Der Grund ist, dass
bei einer Raumänderung, wie sie z. B. durch Bewegungen der Passagiere verursacht wird,
die Nachhallzeit sich nicht ändert. D. h. es ändern sich auch nur die Koeffizienten am
Anfang der realen Impulsantwort, die Nullen am Ende bleiben bestehen. Das bedeutet,
dass sich auch das adaptive Filter in diesem Bereich nicht ändert und damit der System-
abstand fälschlicherweise klein bleibt. Diese Problematik begründet die Notwendigkeit
von Mechanismen zur Detektion von Raumänderungen.
4.4.2 Verfahren mit Minimumschätzer
Das in diesem Abschnitt vorgestellte Verfahren zur Schätzung des Systemabstands mit-
tels Minimumschätzer ist ähnlich zu den Verfahren mit Kopplungsfaktor aus [29, Kap.
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13.4.2.2]. Die dort beschriebenen Verfahren werden bei der schrittweitengesteuerten
Echokompensation eingesetzt. Sie benötigen zusätzlich Mechanismen zur Detektion von
Gegensprechen. Gegensprechen bedeutet beim Echokompensator, dass der ferne Teilneh-
mer und der lokale Sprecher gleichzeitig aktiv sind. In diesem Fall muss die Schrittweite
verringert werden, da die Adaption durch den lokalen Sprecher gestört wird. Ein rück-
gekoppeltes Sytem befindet sich während Sprachaktivität permanent in diesem Zustand
des Gegensprechens. Einzelsprechen des fernen Teilnehmers bedeutet beim Echokom-
pensator, dass es keine lokale Sprachaktivität gibt. In diesem Fall kann das adaptive
Filter ungestört konvergieren. Bei der Rückkopplungskompensation entspricht dieser Zu-
stand dem Nachhall. Mit dem im Folgenden beschriebenen Minimumschätzer kann die
Einzelsprech- bzw. Nachhalldetektion direkt in den Schätzer integriert werden.
In Abschn. 4.1.1 wurde in den Gleichungen (4.9) und (4.11) gezeigt, dass der ungestörte
Fehler Eu(µ, k) durch folgende Approximation näherungsweise berechnet werden kann
E
{
|Eu(µ, k)|2
}
≈ E
{
|X(µ, k)|2
}
· E
{
‖H∆(µ, k)‖2
}
, (4.33)
woraus direkt für den Systemabstand folgt
E
{
‖H∆(µ, k)‖2
}
≈ E
{|Eu(µ, k)|2}
E{|X(µ, k)|2} . (4.34)
Im realen System ist nur der gestörte Fehler E(µ, k) bekannt, Eu(µ, k) ist unbekannt.
Allerdings gilt in Abwesenheit von lokaler Sprache Eu(µ, k) ≈ E(µ, k). Es wird also ein
Verfahren zur Detektion von lokaler Sprachaktivität benötigt, um den Systemabstand
nach Gl. (4.34) zu schätzen. Dies kann durch Verfolgen des Minimums des Verhältnisses
E(µ, k) zuX(µ, k) realisiert werden. Der gestörte Fehler wird berechnet aus der additiven
Überlagerung von ungestörtem Fehler und lokaler Sprache
E(µ, k) = Eu(µ, k) + S(µ, k). (4.35)
Daraus folgt, dass gelten muss
E
{
|Eu(µ, k)|2
}
≤ E
{
|E(µ, k)|2
}
. (4.36)
Ersetzt man also in Gl. (4.34) den ungestörten Fehler Eu(µ, k) durch den gestörten
E(µ, k) und folgt dem Minimum des zeitlichen Verlaufs erhält man näherungsweise den
Systemabstand.
Das Verhältnis von Fehlersignal zu Anregungssignal wird mit EXR(µ, k) bezeichnet.
Die Erwartungswerte werden, wie in Gl. (4.13) beschrieben, durch IIR-Glättung angenä-
hert
EXR(µ, k) = |E(µ, k)|
2
|X(µ, k)|2 . (4.37)
D. h. der geschätzte Systemabstand γ(µ, k) ist
γ(µ, k) = fmin(EXR(µ, k)) ≈ ‖H∆(µ, k)‖2, (4.38)
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wobei fmin(·) eine Funktion beschreibt, die dem Minimum des zeitlichen Verlaufs ihres
Arguments folgt. Der Minimumschätzer wird rekursiv aktualisiert, indem die vorange-
gangene Schätzung mit ε(µ, k) gewichtet wird
γ(µ, k) = ε(µ, k) · γ(µ, k − 1). (4.39)
Mit ε(µ, k) wird gesteuert, ob der Schätzer steigt oder fällt. Dabei ist ε(µ, k) wiederum
abhängig vom Verhältnis von alter Schätzung zu aktuellem Eingang
βmin(µ, k) =
γ(µ, k − 1)
EXR(µ, k) . (4.40)
Folgende Zustände können dabei auftreten:
• βmin(µ, k) > 1 : Die alte Schätzung ist größer als der aktuelle Eingang, d. h. der
Schätzer muss fallen (ε(µ, k) = εf < 1).
• βmin(µ, k) ≤ 1 : Die alte Schätzung ist kleiner oder gleich dem aktuellen Eingang.
Lokale Sprachaktivität, der Schätzer muss auf dem alten Wert stehen bleiben, bzw.
darf nur sehr langsam nach oben folgen (ε(µ, k) = εs & 1).
Zusätzlich wird ein Schwellwert βAP eingeführt, mit welchem sich der Arbeitspunkt des
Schätzers festlegen lässt. Für ε(µ, k) lässt sich dann schreiben
ε(µ, k) =
{
εf wenn βmin(µ, k) > βAP,
εs wenn βmin(µ, k) ≤ βAP.
(4.41)
Die durch Gl. (4.41) beschriebene Kennlinie ist in Abb. 4.6 dargestellt.
ε(µ, k)
βmin(µ, k)
εs
εf
1
Steigen
Fallen
βAP
Abbildung 4.6: Kennlinie des Minimumschätzers.
Für Werte βAP > 1 beginnt der Schätzer später zu fallen, d. h. erst, wenn die alte
Schätzung um den Faktor βAP größer ist als das aktuelle EXR(µ, k). Da in der Verstär-
kungsregelung der geschätzte Systemabstand invers in die Verstärkung eingeht, kann mit
größeren Werten für βAP der Anstieg der Verstärkung langsamer und dadurch das Sys-
tem gutmütiger eingestellt werden. Dies kann bei der Parametrierung des Algorithmus
wichtig sein. In der Praxis hat sich ein Wertebereich von 1 ≤ βAP < 1,5 als praktika-
bel herausgestellt. Die im weiteren Verlauf dieser Arbeit verwendeten Parameter sind in
Tab. 4.2 gezeigt.
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Parameter Wert
Arbeitspunkt βAP = 1,0
Steigungskonstante εs = 1,001
Abfallkonstante εf = 0,988
Tabelle 4.2: In dieser Arbeit verwendete Parametrierung des Minimumschätzers.
Auch bei diesem Ansatz zeigt sich in der Simulation, dass der Minimumschätzer in der
Lage ist, den tatsächlichen Systemabstand anzunähern. Aufgrund der kleinen Anzahl an
einstellbaren Parametern sowie der geringen Komplexität ist das Verfahren zudem leicht
zu handhaben.
Limitiert wird auch dieses Verfahren durch plötzlich auftretende Raumänderungen.
In diesem Fall steigt hier zwar der Fehler |E(µ, k)|2 und damit auch EXR(µ, k) an.
Allerdings kann der geschätzte Systemabstand diesem Anstieg aufgrund der geringen
Steigungskonstante εs nicht schnell genug folgen und bleibt fälschlicherweise klein. Da-
her wird ein Verfahren benötigt, welches im Fall einer detektierten Raumänderung die
Steigungskonstante auf einen größeren Wert setzt. Verschiedene Möglichkeiten dieses
Problem zu lösen, werden im nächsten Abschnitt vorgestellt.
4.5 Detektion von Raumänderungen
Im vorangegangenen Abschnitt wurden zwei verschiedene Verfahren zur Schätzung des
Systemabstands vorgestellt. Beide Verfahren sind in der Lage den Systemabstand korrekt
zu schätzen, solange sich die Impulsantwort des zu schätzenden Raumes nicht ändert. Im
Fall einer Raumänderung steigt der reale Systemabstand an. Damit die Schätzverfahren
diesem Anstieg folgen können, werden Algorithmen zur Detektion von Raumänderungen
benötigt. Im Folgenden werden verschiedene solcher Detektoren vorgestellt und ihre
jeweiligen Vor- und Nachteile aufgezeigt.
Untersuchungen im Rahmen dieser Arbeit haben ergeben, dass sich die meisten der
hier vorgestellten Detektoren sehr elegant mit dem in Abschn. 4.4.2 beschriebenen Mini-
mumschätzer kombinieren lassen. Aus diesem Grund liegt das Hauptaugenmerk im wei-
teren Verlauf dieses Kapitels auf Raumänderungsdetektoren für den Minimumschätzer.
Lediglich die in Abschn. 4.5.1 beschriebenen Schattenfilter können bei beiden Systemab-
standsschätzern als Raumänderungsdetektoren zum Einsatz kommen. Allerdings zeigt
sich, dass diese in einem geschlossenen System sehr schwer zu handhaben sind.
4.5.1 Schattenfilter
Schattenfilter sind bei der Echokompensation eine gängige Methode zur Detektion von
Raumänderungen. Verschiedene Ansätze werden beispielsweise in [46, 35] beschrieben.
Die Idee dieses Ansatzes ist es, ein Schattenfilter hˆs(n) parallel zum Kompensationsfilter
(Referenzfilter) adaptieren zu lassen. Das Prinzip ist in Abb. 4.7 gezeigt. Der Anschau-
lichkeit halber sind die Signale im Zeitbereich dargestellt. Das Schattenfilter hat eine
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h(n) hˆ(n)
y(n)
s(n)
x(n)
e(n)
hv(n)hˆs(n)
es(n)
Abbildung 4.7: Schattenfilter zur Detektion von Raumänderungen.
Schrittweitensteuerung, die nicht einfrieren kann, bzw. lediglich eine fixe Schrittweite.
D. h. das Schattenfilter wird ständig aktualisiert und friert auch nach erfolgtem Ab-
gleich nicht ein, wodurch es Raumänderungen in jedem Abgleichzustand folgen kann. Die
Schrittweite ist insgesamt größer als die des Referenzfilters. Zudem schätzt das Schat-
tenfilter einen kleineren Teil der Impulsantwort, d. h. es werden weniger Koeffizienten
adaptiert. Dadurch soll gewährleistet werden, dass das Schattenfilter schneller konver-
giert als das Referenzfilter. Dass diese schnelle Konvergenz zulasten des erreichbaren
Systemabstands geht, spielt für die Detektionsmechanismen keine Rolle.
Aus dem Vergleich von Schattenfilter und Referenzfilter, bzw. der mittleren Leistun-
gen der Fehlersignale |e(n)|2 und |es(n)|2, sollen dann Erkenntnisse über den Abgleichzu-
stand des Referenzfilters gewonnen werden. Vorausgesetzt das Schattenfilter konvergiert,
so steigt beispielsweise die Leistung des Fehlersignals |es(n)|2 bei einer Raumänderung
weniger stark an als |e(n)|2, da das Schattenfilter der Raumänderung schneller folgen
kann als das Referenzfilter.
Versucht man das Verfahren für die Rückkopplungskompensation zu verwenden, stellt
man fest, dass es aufgrund der geschlossenen Schleife sehr schwierig ist, das Schattenfilter
zu parametrieren. Wie beim Referenzfilter ist auch hier die Korrelation zwischen Feh-
lersignal und Anregungssignal das Problem. Die Konvergenz des Schattenfilters ist ohne
zusätzliche Dekorrelationsmaßnahmen nicht ausreichend, sodass Raumänderungen nicht
präzise detektiert werden können. Daher wurde dieses Verfahren nicht weiterverfolgt.
4.5.2 Anstieg des Fehlersignals
Bei diesem Ansatz wird das Verhältnis βmin(µ, k) nach Gl. (4.40) zur Detektion von
Raumänderungen herangezogen. Ist der aktuelle Eingang EXR(µ, k) größer als die alte
Schätzung γ(µ, k− 1), wird dies als Sprachaktivität interpretiert, der Minimumschätzer
folgt nur sehr langsam nach oben. Ist der aktuelle Eingang jedoch viel größer als die
alte Schätzung, wird dies als Raumänderung interpretiert, da davon ausgegangen wird,
dass in diesem Fall der Fehler deutlich stärker ansteigt. Zur Detektion wird daher eine
zweite Schwelle βR < βAP eingeführt. Fällt βmin(µ, k) unter diese Schwelle, wird ε(µ, k)
auf einen Wert εss  1 gesetzt, damit der Schätzer schnell nach oben folgen kann. Damit
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wird Gl. (4.41) erweitert zu
ε(µ, k) =

εf wenn βmin(µ, k) > βAP
εs wenn βR < βmin(µ, k) ≤ βAP
εss wenn βmin(µ, k) ≤ βR.
(4.42)
Die dieser Fallunterscheidung zugehörige Kennlinie ist in Abb. 4.8 dargestellt, eine mög-
liche Parametrierung ist in Tab. 4.3 gezeigt.
ε(µ, k)
βmin(µ, k)
εss
εs
εf
1
βR
Steigen
Fallen
βAP
Abbildung 4.8: Kennlinie des Minimumschätzers mit zusätzlicher Schwelle zur Detektion
von Raumänderungen. Fällt βmin(µ, k) unter die Schwelle βR, wird von
einer Raumänderung ausgegangen.
Parameter Wert
Schwelle schneller Anstieg βR = 0,2
Steigungskonstante schnell εss = 1,02
Tabelle 4.3: Beispielhafte Parametrierung des Verfahrens zur Detektion von Raumände-
rungen mit zusätzlicher Schwelle. Die weiteren Parameter wurden entspre-
chend Tab. 4.2 gewählt.
Ein Problem bei diesem Verfahren ist, dass aufgrund der geschlossenen Schleife das
Anregungssignal X(µ, k) dem zeitlich verzögerten Fehlersignal E(µ, k) entspricht. D. h.
bei einer Raumänderung wird der Fehler zwar groß, allerdings steigt kurz verzögert auch
das Anregungssignal in gleichem Maße an. Das bedeutet, dass EXR(µ, k) nicht stark
genug ansteigt und βmin(µ, k) oftmals nicht unter die Schwelle βR fällt. Setzt man die
Schwelle βR auf einen größeren Wert, werden zwar Raumänderungen präziser detektiert.
Allerdings kommt es dann vor, dass auch während lokaler Sprache βmin(µ, k) kleiner als
βR wird und dies als Raumänderung interpretiert wird. Als Folge steigt der geschätzte
Systemabstand an, wodurch die Schrittweite fälschlicherweise groß wird. Zudem wird
die Verstärkung nach unten geregelt bzw. konvergiert langsamer gegen den gewünschten
Maximalwert.
In der Praxis kommt bei einer aktiven Geräuschreduktion ein weiteres Problem hinzu.
Das Fehlersignal E(µ, k) durchläuft die Geräuschreduktion, bevor es als Lautsprechersi-
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gnal X(µ, k) wieder ausgegeben wird. Die Geräuschreduktion dämpft die geräuschbehaf-
teten Bänder µb, weshalb die mittlere Leistung in diesen Bändern beim Lautsprechersi-
gnal kleiner ist als beim Fehlersignal
|X(µb, k)|2 < g2(k) · |E(µb, k)|2. (4.43)
Aufgrund der Geräuschreduktion ist EXR(µ, k) in den geräuschbehafteten Bändern folg-
lich größer als in Teilbändern mit wenig Geräusch. Das Resultat ist, dass der Syste-
mabstandsschätzer in diesen Bändern im Mittel sehr langsam fällt bzw. zeitweise sogar
ansteigt, da βmin(µ, k) häufig unter βR sinkt.
4.5.3 Vergleich der hochpass- und tiefpassgefilterten Fehlerleistung
Bei diesem Verfahren wird das Leistungsdichtespektrum des Fehlersignals hochpass-
und tiefpassgefiltert um Raumänderungen zu detektieren. Es wird davon ausgegangen,
dass im Fall von lokaler Sprachaktivität der Fehler über den gesamten Frequenzbe-
reich der Sprache gleichmäßig ansteigt. Im Gegensatz dazu steigt die Fehlerleistung bei
einer Raumänderung hochfrequent stärker an als bei tiefen Frequenzen. Als Begrün-
dung hierfür wird in [47, 29] angegeben, dass die Wellenlänge tiefer Frequenzen groß
ist im Vergleich zu den Abmessungen des Fahrzeuginnenraums bzw. zu den Bewegun-
gen der Passagiere. Aus diesem Grund können Raumänderungen vor allem hochfrequent
detektiert werden. Setzt man vor diesem Hintergrund die hochpass-/tiefpassgefilterten
Fehlerleistungen ins Verhältnis, kann man die resultierende Größe zur Detektion von
Raumänderungen verwenden.
Für die Bestimmung der tief-/hochfrequenten Fehlerleistung PTP(k) und PHP(k) wer-
den die Teilbänder bis bzw. ab dem Teilband µg aufsummiert und mit einem IIR-Filter
erster Ordnung geglättet. Die Glättungskonstante beträgt in diesem Fall β = 0,9
PTP(k) = β · PTP(k − 1) + (1− β) ·
µg−1∑
µ=0
|E(µ, k)|2, (4.44)
PHP(k) = β · PHP(k − 1) + (1− β) ·
N−1∑
µ=µg
|E(µ, k)|2. (4.45)
Übersteigt der Quotient
βHT(k) =
PHP(k)
PTP(k)
(4.46)
die Schwelle βR, wird die Steuergröße ε(µ, k) des Minimumschätzers für alle Frequenzen
µ = 0, . . . , N − 1 auf einen Wert εss(k)  1 gesetzt. Damit wird die Schrittweite in
sämtlichen Bändern gleichmäßig erhöht und die Verstärkung entsprechend herabgesetzt.
Die Fallunterscheidung aus Gl. (4.41) ändert sich zu
ε(µ, k) =

εf wenn βmin(µ, k) > βAP und βHT(k) ≤ βR
εs wenn βmin(µ, k) ≤ βAP und βHT(k) ≤ βR
εss(k) wenn βHT(k) > βR ∀µ.
(4.47)
65
Kapitel 4 Schrittweitensteuerung für die adaptive Rückkopplungskompensation
Es ist zu beachten, dass in der Fallunterscheidung in Gl. (4.47) in der unteren Zeile
ε(µ, k) in allen Teilbändern µ auf den Wert εss(k) gesetzt wird. Hingegen werden in den
oberen beiden Zeilen die Werte frequenzselektiv gesetzt.
Die Größe εss(k) läuft von einem großen Anfangswert εr0  1 exponentiell auf den
kleineren Wert 1 < εr1 < εr0 zurück
εss(k) =
(εss(k − 1)− εr1) · e
− L
fs·τr + εr1 wenn βHT(k) > βR
εr0 sonst.
(4.48)
Hierbei ist τr die Zeitkonstante, innerhalb welcher εss(k) von εr0 auf εr1 fällt. Mit diesem
Mechanismus kann der Systemabstandsschätzer sehr schnell auf Änderungen reagieren.
Er wird jedoch unmittelbar mit der Zeitkonstante τr abgebremst, damit die Verstärkung
nicht zu klein werden kann. Wäre dies nicht der Fall, würde es nach einem Eingriff sehr
lange dauern, bis die gewünschte Maximalverstärkung wieder erreicht wird.
Ein Beispiel für die Parametrierung ist in Tab. 4.4 gezeigt. Bei der Bestimmung von µg
Parameter Wert
Trennfrequenz µg = 8
Schwelle schneller Anstieg βR = 30
Anfangswert εr0 = 1,4
Endwert εr1 = 1,001
Zeitkonstante τr = 0,11 s
Tabelle 4.4: Beispielhafte Parametrierung des Verfahrens zur Detektion von Raumände-
rungen durch Vergleich der hochpass-/tiefpassgefilterten Fehlerleistung. Die
weiteren Parameter wurden entsprechend Tab. 4.2 gewählt.
wird aufgrund der eingeschränkten Bewegungsfreiheit der Passagiere davon ausgegangen,
dass Bewegungen die Schallwellen bis zu einer Wellenlänge von 0,5m beeinflussen. Bei
einer Schallgeschwindigkeit von 340m/s entspricht diese Wellenlänge einer Frequenz von
ca. 680Hz. Gerundet auf das nächste ganzzahlige Teilband bedeutet dies
µg =
⌊340m/s
680Hz
⌉
= 8. (4.49)
Im realen Betrieb stellt sich jedoch heraus, dass es schwer ist, eine geeignete Trennfre-
quenz zu ermitteln. Ein Grund hierfür ist, dass z. B. die Stimmlage des Sprechers den
Mechanismus beeinflusst. So kann es sein, dass ein Sprecher bzw. eine Sprecherin mit vie-
len hochfrequenten Stimmanteilen als Raumänderung detektiert wird. Heraufsetzen der
Trennfrequenz führt dann allerdings dazu, dass tatsächliche Raumänderungen weniger
präzise detektiert werden.
4.5.4 Vergleich der mittleren Leistungen von Mikrofonsignal und
Fehlersignal
Bei diesem Verfahren wird eine Raumänderung anhand des Verhältnisses von Fehlersi-
gnal zu Mikrofonsignal detektiert. Aus dem Blockdiagramm des Rückkopplungskompen-
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sators nach Abb. 3.9 auf S. 42 erkennt man, dass man das Fehlersignal e(n) erhält, indem
man die geschätzte Rückkopplung rˆ(n) vom Mikrofonsignal y(n) subtrahiert
e(n) = y(n)− rˆ(n) c sE(µ, k) = Y (µ, k)− Rˆ(µ, k). (4.50)
Das Mikrofonsignal y(n) wiederum setzt sich zusammen aus der lokalen Sprache s(n)
und dem Rückkopplungsanteil r(n)
y(n) = s(n) + r(n) c sY (µ, k) = S(µ, k) +R(µ, k). (4.51)
Einsetzen von Gl. (4.51) in (4.50) führt auf
E(µ, k) = S(µ, k) +R(µ, k)− Rˆ(µ, k)︸ ︷︷ ︸
=R∆(µ,k)
= S(µ, k) +R∆(µ, k), (4.52)
wobei R∆(µ, k) die Differenz zwischen realer Rückkopplung R(µ, k) und geschätzter
Rückkopplung Rˆ(µ, k) bezeichnet. Bildet man nun das Betragsquadrat von Gl. (4.52),
erhält man
|E(µ, k)|2 = |S(µ, k) +R∆(µ, k)|2 (4.53)
= (S(µ, k) +R∆(µ, k)) · (S(µ, k) +R∆(µ, k))∗ . (4.54)
Ausmultiplizieren führt auf
|E(µ, k)|2 = |S(µ, k)|2 + |R∆(µ, k)|2 + S(µ, k)R∗∆(µ, k) + S∗(µ, k)R∆(µ, k). (4.55)
Unter der Annahme, dass S(µ, k) und R∆(µ, k) orthogonal sind, sind die Erwartungs-
werte der Kreuzterme null. Aufgrund der Korrelation zwischen Lautsprechersignal und
lokaler Sprache beim rückgekoppelten System gilt diese Annahme allerdings nur in gro-
ber Näherung. Dennoch soll im Folgenden mit dieser Näherung weiter gerechnet werden.
Man erhält damit für den Erwartungswert von Gl. (4.55)
E
{
|E(µ, k)|2
}
= E
{
|S(µ, k)|2
}
+ E
{
|R∆(µ, k)|2
}
. (4.56)
Über die gleiche Herleitung erhält man aus dem Mikrofonsignal nach Gl. (4.51)
E
{
|Y (µ, k)|2
}
= E
{
|S(µ, k)|2
}
+ E
{
|R(µ, k)|2
}
. (4.57)
Der mittlere quadratische Fehler E
{|R∆(µ, k)|2} zwischen realer und geschätzter Rück-
kopplung ist immer dann groß, wenn das Filter schlecht abgeglichen ist. Ändert sich der
Raum schneller als das Filter folgen kann, steigt E
{|R∆(µ, k)|2} proportional zum Sys-
temabstand an. Da jedoch sowohl R∆(µ, k), als auch S(µ, k) und R(µ, k) unbekannt
sind, wird das Verhältnis der Leistungen von Y (µ, k) und E(µ, k) als Steuergröße zur
Detektion von Raumänderungen verwendet. Setzt man dazu die Gleichungen (4.56) und
(4.57) ins Verhältnis, erhält man
E
{|E(µ, k)|2}
E{|Y (µ, k)|2} =
E
{|S(µ, k)|2}+ E{|R∆(µ, k)|2}
E{|S(µ, k)|2}+ E{|R(µ, k)|2} . (4.58)
67
Kapitel 4 Schrittweitensteuerung für die adaptive Rückkopplungskompensation
Dieses Verhältnis wird größer eins, wenn gilt
E
{
|E(µ, k)|2
}
> E
{
|Y (µ, k)|2
}
. (4.59)
In diesem Fall muss auch zwingend gelten
E
{
|R∆(µ, k)|2
}
> E
{
|R(µ, k)|2
}
. (4.60)
Steigt also die mittlere Fehlerleistung im laufenden Betrieb über die mittlere Mikrofon-
leistung, ist dies ein Indikator für eine Raumänderung.
Um das Verfahren implementieren zu können, werden auch hier die Erwartungswerte
mittels IIR-Glättung erster Ordnung angenähert
E
{
|E(µ, k)|2
}
≈ |E(µ, k)|2 = β · |E (µ, k − 1)|2 + (1− β) · |E(µ, k)|2, (4.61)
E
{
|Y (µ, k)|2
}
≈ |Y (µ, k)|2 = β · |Y (µ, k − 1)|2 + (1− β) · |Y (µ, k)|2, (4.62)
wobei in diesem Fall die Glättungskonstante auf den Wert β = 0,8 gesetzt worden ist.
Das Verhältnis
EYR(µ, k) = |E(µ, k)|
2
|Y (µ, k)|2 (4.63)
wird anschließend mit einem Spitzendetektor geglättet
EYR(µ, k) = βpeak · EYR(µ, k − 1) + (1− βpeak) · EYR(µ, k), (4.64)
wobei βpeak gemäß folgender Fallunterscheidung
βpeak =
e
−L
τr·fs wenn EYR(µ, k − 1) > EYR(µ, k)
e
−L
τa·fs sonst.
(4.65)
berechnet wird. Die Zeitkonstanten τa und τr bezeichnen die Ansprech- und Rücklaufzeit
des Spitzendetektors. Mit τa kann gesteuert werden, wie schnell EYR(µ, k) einer Spitze
nach oben folgen kann. Da sich gezeigt hat, dass eine möglichst schnelle Ansprechzeit
gefordert ist, um bei einer Raumänderung schnell reagieren zu können, wird τa auf 0 s
gesetzt. Mit τr wird gesteuert, wie schnell EYR(µ, k) nach einer Spitze wieder abfällt.
Übersteigt EYR(µ, k) die Schwelle βR, wird schließlich die Steigungskonstante des
Minimumschätzers auf einen Wert ε(µ, k) = εss > 1 gesetzt. Die Fallunterscheidung
nach Gl. (4.41) wird damit zu
ε(µ, k) =

εf wenn βmin(µ, k) > βAP und EYR(µ, k) ≤ βR,
εs wenn βmin(µ, k) ≤ βAP und EYR(µ, k) ≤ βR,
εss wenn EYR(µ, k) > βR.
(4.66)
Je größer die Rücklaufzeit τr, desto langsamer fällt EYR(µ, k) zurück unter die Schwelle
βR, wodurch auch der Minimumschätzer länger ansteigen kann. Für untersuchten Sze-
narien hat sich die in Tab. 4.5 gezeigte Parametrierung als passend herausgestellt.
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Parameter Wert
Steigungskonstante schnell εss = 1,02
Schwelle schneller Anstieg βR = 2,5
Ansprechzeit τa = 0,0 s
Rücklaufzeit τr = 0,2 s
Tabelle 4.5: In dieser Arbeit verwendete Parametrierung des Verfahrens zur Detektion
von Raumänderungen mittels Vergleich von Mikrofon- und Fehlerleistung.
Die weiteren Parameter wurden entsprechend Tab. 4.2 gewählt.
Sowohl in der Simulation als auch im Demonstratorfahrzeug können mit diesem Ver-
fahren Raumänderungen zuverlässig detektiert werden. Auch sehr drastische Raumän-
derungen, wie beispielsweise ein plötzlich vor den Lautsprecher gehaltenes Knie, werden
ausreichend schnell detektiert, sodass das System auf diese Änderung reagieren kann.
In den meisten Fällen kann sich der Kompensator an die neue Gegebenheit adaptieren,
ohne dass sich das System aufschwingt.
4.6 Verfahren zur Detektion von Aufschwingen
Mit den im vorangegangenen Abschnitt beschriebenen Verfahren wird versucht, Raum-
änderungen frühzeitig zu detektieren, um in diesem Fall ein Aufschwingen zu verhin-
dern. Dazu wird bei einer detektierten Raumänderung die Schrittweite des Rückkopp-
lungskompensators erhöht, wodurch dieser der Impulsantwortänderung möglichst schnell
folgen kann. Wird das System allerdings bei hohen Verstärkungen betrieben, kann es
dennoch instabil werden, verursacht beispielsweise durch eine nicht- bzw. zu spät detek-
tierte Raumänderung. Für diesen Fall wird ein Verfahren benötigt, welches das dadurch
verursachte Aufschwingen detektiert und das adaptive Filter sowie die Verstärkung zu-
rücksetzt, damit das System wieder in den stabilen Bereich geführt wird und sich neu
einschwingen kann. Dieses Verfahren ist also eine Art Rettungsmechanismus, der immer
dann eingreift, wenn der Rückkopplungskompensator nicht mehr konvergieren kann. Es
ist lediglich als letzte Instanz zu verstehen, idealerweise wird das System in der Praxis
so parametriert, dass es gar nicht erst so weit kommt.
Der in Abschn. 4.5.4 vorgestellte Mechanismus wird aktiviert, sobald das mit einem
Spitzendetektor geglättete Verhältnis von Fehlersignal zu Mikrofonsignal EYR(µ, k) die
Schwelle βR übersteigt. In diesem Fall wird die Steigungskonstante des Minimumschät-
zers auf einen Wert ε(µ, k) = εss > 1 gesetzt.
Dieses Verfahren wird nun so erweitert, dass jedes Mal, wenn die Schwelle βR über-
schritten wird, zusätzlich ein Zähler ∆ctr(µ, k) hochgezählt wird. Fällt EYR(µ, k) unter
die Schwelle βR, wird der Zähler wieder auf null gesetzt
∆ctr(µ, k + 1) =
{
∆ctr(µ, k) + 1 wenn EYR(µ, k) > βR
0 sonst.
(4.67)
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Anschließend wird kontrolliert, wie lange EYR(µ, k) oberhalb der Schwelle bleibt. Dazu
wird der Zähler gegen eine Zeitkonstante τresc verglichen
∆resc(µ, k) =
{
1 wenn ∆ctr(µ, k) > τresc · fsL
0 sonst.
(4.68)
Die Variable ∆resc(µ, k) wird also auf den Wert eins gesetzt, wenn ∆ctr(µ, k) größer als
die Zeitkonstante τresc · fs/L ist und auf null wenn sie kleiner ist. Wurde ∆resc(µ, k) in
mehr als Nresc Teilbändern auf den Wert eins gesetzt, wird davon ausgegangen, dass das
Filter divergiert ist. Deshalb werden schließlich sowohl das Filter Hˆ(µ, k) als auch der
geschätzte der Systemabstand γ(µ, k) zurückgesetzt
Hˆ(µ, k) =
0M wenn
N−1∑
µ=0
∆resc(µ, k) > Nresc
Hˆ(µ, k) sonst.
(4.69)
Hierbei bezeichnet 0M einen Nullvektor der LängeM . Durch zurücksetzen des geschätz-
ten Systemabstands auf den Wert eins
γ(µ, k) =
1 wenn
N−1∑
µ=0
∆resc(µ, k) > Nresc
γ(µ, k) sonst
(4.70)
wird auch die vom Systemabstand gesteuerte Verstärkung auf 0 dB zurückgesetzt (vgl.
Gl. (4.27)). Damit wird das System wieder stabilisiert und kann neu adaptieren. Die bei
der Simulation verwendeten Parameter sind in Tab. 4.6 gezeigt.
Parameter Wert
Anzahl Teilbänder Nresc = 128
Zeitkonstante τresc = 0,2 s
Tabelle 4.6: In dieser Arbeit verwendete Parametrierung des Rettungsmechanismus. Die
weiteren Parameter wurden entsprechend Tab. 4.5 gewählt.
4.7 Ergebnisse und Simulationen
In diesem Abschnitt werden die Ergebnisse der in diesem Kapitel vorgestellten Algorith-
men präsentiert. Dazu werden zwar in erster Linie die Simulationsergebnisse betrachtet,
allerdings können die in den Simulationen gezeigten Effekte auch im realen Betrieb nach-
gewiesen werden. Bei den Simulationen werden zwei Szenarien getrennt untersucht:
In Abschn. 4.7.1 wird zunächst der Fall einer konstanten Impulsantwort betrachtet. An
diesem Beispiel lassen sich vor allem die Funktionsweise der Schrittweitensteuerung, der
Verstärkungsregelung sowie der Systemabstandsschätzung zeigen. Für letztere kommt
dabei der in Abschn. 4.4.2 beschriebene Minimumschätzer zum Einsatz.
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In Abschn. 4.7.2 wird anschließend eine Raumänderung simuliert und daran die Funk-
tionsweise der Detektion einer Impulsantwortänderung und des Rettungsmechanismus
gezeigt. Für die Raumänderungsdetektion werden dabei lediglich die Ergebnisse des in
Abschn. 4.5.4 beschriebenen Verfahrens gezeigt, da sich dieses in der Praxis am besten
bewährt hat.
X(µ, k)E(µ, k)Y (µ, k)
g(k)
Schrittweitensteuerung
Systemabstandsschätzung
Verstärkungsregelung Rückkopplungskompensation
Detektion von
Aufschwingen
Detektion von
Raumänderungen
Rˆ(µ, k)
α(µ, k)
γ(µ, k)
EYR(µ, k)
Reset
Abbildung 4.9: Blockdiagramm mit allen an der Rückkopplungskompensation beteilig-
ten Teilsystemen.
Die an den nachfolgenden Simulationen beteiligten Teilsysteme und deren Abhängig-
keiten untereinander sind in Abb. 4.9 als Blockdiagramm zusammenfassend dargestellt.
Die benötigten Eingangsgrößen sind das Mikrofonsignal Y (µ, k), das Fehlersignal E(µ, k)
und das Lautsprechersignal X(µ, k). Als Ausgangsgrößen erhält man die Verstärkung
g(k) sowie die geschätzte Rückkopplung Rˆ(µ, k). Letztere wird zur Kompensation der
Rückkopplung vom Mikrofonsignal abgezogen.
4.7.1 Simulation mit konstanter Impulsantwort
Die in diesem Abschnitt beschriebenen Simulationen werden mit der Impulsantwort des
voll besetzten Fahrzeugs (vgl. Abb 2.10b auf S. 14) durchgeführt. Als lokales Sprach-
signal dient die Aufnahme eines männlichen Sprechers. Dieses Signal wurde im Stand
mit dem Fahrermikrofon aufgezeichnet. Der Sprecher saß dabei auf dem Fahrersitz. Die
Simulationsdauer beträgt ca. 19,5 s. Ein Hintergrundgeräusch wird nicht simuliert, was
dem Fall einer idealen Geräuschreduktion entspricht. Das System wird also ausschließlich
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mit Sprache angeregt. Ohne Rückkopplungskompensation wird die Stabilitätsgrenze der
geschlossenen Schleife bei einer Verstärkung von 0 dB erreicht. Für die Simulation mit
Rückkopplungskompensation wird die Zielverstärkung der Verstärkungsregelung nach
Gl. (4.28) auf 50 dB eingestellt. Hierbei handelt es sich um einen beliebigen Wert, da mit
der hier beschriebenen Schrittweitensteuerung das System auch für größere Verstärkun-
gen stabil bleibt. Es muss an dieser Stelle zudem gesagt werden, dass eine derart hohe
Verstärkung für den realen Betrieb eines ICC-Systems nicht realistisch ist. Es soll hier le-
diglich aufgezeigt werden, welcher enorme Gewinn mit den in dieser Arbeit entwickelten
Algorithmen erzielt werden kann.
Zum Vergleich der maximalen stabilen Verstärkungen, die mit verschiedenen Ansätzen
erreicht werden können, sind diese in Tab. 4.7 einander gegenüber gestellt. Verwendet
man den Rückkopplungskompensator ohne Schrittweitensteuerung ist das System bis
etwa 7 dB stabil. Der in [6] beschriebene Ansatz verwendet eine Schrittweitensteuerung
ohne Verstärkungsregelung. Die Schrittweite wird hier direkt mit Gl. (4.18) gesteuert.
Mit diesem Ansatz ist das System bis ca. 20 dB stabil. Die Verstärkungsregelung verbes-
sert die Stabilität im Vergleich dazu nochmals bis hin zu Verstärkungen größer 50 dB.
Ohne Rückkopplungskompensation 0 dB
Rückkopplungskompensation mit fixer Schrittweite α(µ, k) = 0,02 ≈ 7 dB
Nachhall-basierte Schrittweite ohne Verstärkungsregelung [6] ≈ 20 dB
Nachhall-basierte Schrittweite mit Verstärkungsregelung > 50 dB
Tabelle 4.7: Die erreichbaren maximalen stabilen Verstärkungen mit verschiedenen An-
sätzen.
Schrittweitensteuerung
Der zeitliche Verlauf der mit Gl. (4.22) gesteuerten Schrittweite ist in Abb. 4.10 gezeigt.
Da die Schrittweite frequenzselektiv berechnet wird, ist sie in der Abbildung zur besse-
ren Darstellung über den für Sprache relevanten Frequenzbereich von 125Hz bis 8000Hz
gemittelt und anschließend geglättet. Man erkennt im oberen Teil der Abbildung, dass
die Schrittweite ab ca. 9 s stark abfällt und von dort an klein bleibt. Dies liegt daran,
dass die Schrittweite vom Systemabstand gesteuert wird. Je besser das System abgegli-
chen ist, desto kleiner wird also auch die Schrittweite. Hierdurch wird zwar die Kon-
vergenzgeschwindigkeit langsamer, allerdings auch der Abgleich besser. Der untere Teil
der Abbildung zeigt einen Detailausschnitt zwischen 14,0 s und 14,5 s. Dargestellt ist
erneut die gemittelte Schrittweite, sowie zusätzlich das lokale Sprachsignal s(n). Hier ist
deutlich zu erkennen, dass die Schrittweite immer am Ende von Sprachaktivität, d. h. im
Nachhall, stark ansteigt und beim Beginn bzw. während Sprachaktivität klein wird. So
wird gewährleistet, dass der Kompensator nur dann konvergieren kann, wenn die Signale
unkorreliert sind.
Die gestrichelte Linie bei 14,44 s markiert einen Zeitpunkt am Beginn von Sprachak-
tivität. Die Spektren von Schrittweite und lokaler Sprache zu diesem Zeitpunkt sind in
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Abbildung 4.10: Der zeitliche Verlauf der Schrittweite. Im unteren Bild ist ein Detailaus-
schnitt gezeigt. Die gestrichtelte Linie bei 14,44 s markiert Sprachakti-
vität (vgl. Abb. 4.11).
Abb. 4.11 gezeigt. In dieser Abbildung wird das frequenzselektive Verhalten der Schritt-
Abbildung 4.11: Die Spektren von Schrittweite und lokaler Sprache während Sprachak-
tivität. Man erkennt, dass die Schrittweite in Frequenzbändern mit viel
Sprachanteilen klein ist.
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weitensteuerung deutlich. In den Frequenzbereichen, in denen viele Sprachanteile vor-
handen sind, ist zwangsweise auch die Korrelation groß. Damit der Kompensator in
diesen Bändern nicht divergiert, muss die Schrittweite entsprechend klein sein. In der
Abbildung ist dies z. B. im Bereich zwischen 1000Hz und 2000Hz sehr gut zu erkennen.
Die beiden Überhöhungen im Sprachspektrum finden sich als deutliche Kerben in der
Schrittweite wieder.
Systemabstandsschätzung und Vestärkungsregelung
Die für die Systemabstandsschätzung benötigten Größen sind in Abb. 4.12 dargestellt. Da
diese Größen ebenfalls frequenzselektiv sind, wird exemplarisch der Verlauf eines einzel-
nen Teilbands µ = 4 gezeigt. Die Frequenz dieses Teilbands liegt bei etwa 344,53Hz und
damit innerhalb des Sprachspektrums. In der Abbildung markiert die dunkelgraue Linie
Abbildung 4.12: Der zeitliche Verlauf der mittleren Leistungen von Lautsprecher- und
Fehlersignal, sowie des Verhältnisses EXR(µ, k) im Teilband µ = 4.
(oben) die mittlere Leistung des Lautsprechersignals. Dass diese bis etwa 10 s ansteigt,
liegt an der Verstärkungsregelung, die zu diesem Zeitpunkt ihr Maximum erreicht. Die
Fehlerleistung (schwarz) wird hingegen nicht verstärkt und schwankt aus diesem Grund
um 0dB. Zur Bestimmung des Systemabstands werden die beiden Leistungen gemäß
Gl. (4.37) ins Verhältnis gesetzt. Anschließend wird dem Minimum der resultierenden
Größe EXR(µ, k) gefolgt.
Der Verlauf der Steuergröße βmin(µ, k) des Minimumschätzers nach Gl. (4.40) ist in
Abb. 4.13 gezeigt. Auch hier wird lediglich der Verlauf eines einzelnen Teilbands betrach-
tet. Zudem wurde in der Abbildung βmin(µ, k) geglättet, um eine anschaulichere Dar-
stellung zu erhalten. Wie aus der Fallunterscheidung nach Gl. (4.41) hervorgeht, fällt der
Minimumschätzer, wenn βmin(µ, k) oberhalb der Schwelle βAP ist. In der Abbildung ist
dies bis ca. 10 s der Fall. Danach liegt βmin(µ, k) die meiste Zeit unterhalb der Schwelle.
74
4.7 Ergebnisse und Simulationen
Abbildung 4.13: Der zeitliche Verlauf der Steuergröße des Minimumschätzers βmin(µ, k)
im Teilband µ = 4.
Dies hat zur Folge, dass der geschätzte Systemabstand ab diesem Zeitpunkt nicht weiter
bzw. nur noch sehr langsam sinkt.
Das Resultat der Systemabstandsschätzung ist schließlich im oberen Teil von Abb. 4.14
zu sehen. Erneut sind die Verläufe im Teilband µ = 4 gezeigt. Es ist zu erkennen, dass
der reale Systemabstand ‖H∆(µ, k)‖2 näherungsweise dem Minimum des Verhältnisses
EXR(µ, k) entspricht. Wie bereits nach der Betrachtung von Abb. 4.13 zu erwarten war,
fällt der geschätzte Systemabstand γ(µ, k) (schwarz) bis ca. 10 s und sinkt danach nur
noch langsam. Man erkennt außerdem, dass der geschätzte Systemabstand in guter Nä-
herung dem realen Systemabstand entspricht, allerdings liegt die Schätzung die meiste
Zeit oberhalb des realen Systemabstands. Eine genauere Schätzung könnte in diesem
Fall mit einer kleineren Abfallkonstante εf erreicht werden. In der Praxis hat sich je-
doch gezeigt, dass es vorteilhaft sein kann, den Verlauf des realen Systemabstands zu
überschätzen. Der Grund hierfür ist die Verstärkungsregelung. Diese ist im unteren Teil
der Abb. 4.14 zu sehen. Dort ist die breitbandige Verstärkung g(k) dargestellt, welche
nach Gl. (4.27) aus dem über den Sprachbereich gemittelten geschätzten Systemabstand
berechnet wird. Dementsprechend entspricht der inverse Verlauf der Verstärkung bis ca.
8 s näherungsweise dem im oberen Bild gezeigten geschätzten Systemabstand. Würde
der geschätzte Systemabstand schneller abfallen, würde demnach auch die Verstärkung
schneller ansteigen. Dies könnte wiederum zur Folge haben, dass es dem Kompensator
nicht gelingt, ausreichend schnell zu konvergieren, was zwangsläufig zu Instabilität führen
würde. Schließlich zeigt die Abbildung, dass nach Erreichen der maximalen Verstärkung
bei ca. 8,5 s die Verstärkung auf diesem Wert festgehalten wird. Der Systemabstand sinkt
ab diesem Zeitpunkt nur noch langsam.
4.7.2 Simulation von Raumänderungen
Die im vorangegangen Abschnitt beschriebenen Verstärkungen von über 50 dB lassen
sich nur dann realisieren, wenn die Impulsantwort zwischen den Lautsprechern und dem
Mikrofon konstant ist. Ändert sich bei einer sehr großen Verstärkung der Raum, schwingt
sich das System sofort auf, da der Kompensator nicht schnell genug auf die Änderung
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Abbildung 4.14: Der zeitliche Verlauf von realem und geschätztem Systemabstand im
Teilband µ = 4, sowie der Verlauf der Verstärkung. Man erkennt, dass
die Verstärkung aufgrund der Verstärkungsregelung invers zum System-
abstand verläuft.
reagieren kann. Im realen Betrieb finden diese Impulsantwortänderungen aufgrund von
Bewegungen der Passagiere ständig statt. Kleine Änderungen werden dabei mit dem in
Abschn. 4.5.4 beschriebenen Verfahren detektiert. Ist dieses Verfahren nicht mehr in der
Lage, ein Aufschwingen zu verhindern, greift der in Abschn. 4.6 beschriebene Rettungs-
mechanismus. Die Impulsantwortänderungen werden im Folgenden durch Überblenden
zweier verschiedener Impulsantworten simuliert.
Detektion von Raumänderungen
Als lokales Sprachsignal dient erneut die oben beschriebene Aufnahme im Stand. Im
ersten Schritt wird die Zielverstärkung auf 10 dB eingestellt. Nach erfolgter Konvergenz
des Rückkopplungskompensators ändert sich die zu schätzende Impulsantwort. Hierbei
wird das Szenario simuliert, dass der Passagier hinten links sein Knie vor den seitlichen
Lautsprecher hält. Nach 10 s nimmt er das Knie plötzlich weg (vgl. auch Abb. 2.11 auf
S. 15). In der Simulation werden dafür die beiden Impulsantworten innerhalb 0,5 s linear
ineinander übergeblendet.
Die resultierenden zeitlichen Verläufe der Größen sind in Abb. 4.15 gezeigt. Da sich in
diesem Fall die Raumänderung vor allem in den höheren Frequenzen auswirkt, ist hier
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Abbildung 4.15: Der zeitliche Verlauf der für die Raumänderungsdetektion benötigten
Größen. Die Raumänderung findet hier bei 10 s statt. Dargestellt sind
die Signale im Teilband µ = 35.
exemplarisch der Verlauf des Teilbands µ = 35 bzw. 3014,65Hz gezeigt. Zu sehen ist,
dass der reale Systemabstand ‖H∆(µ, k)‖2 aufgrund der Raumänderung bei 10 s stark
ansteigt. Diesem Anstieg muss der geschätzte Systemabstand folgen. Nach Gl. (4.41)
wird zu diesem Zweck die Steigungskonstante des Minimumschätzers erhöht, wenn das
Verhältnis EYR(µ, k) über die Schwelle βR steigt. In der Abbildung ist zu sehen, dass
dies unmittelbar nach der Impulsantwortänderung der Fall ist. Entsprechend steigt auch
der geschätzte Systemabstand γ(µ, k) schneller an. Durch die Erhöhung der Schrittweite
kann der Rückkopplungskompensator gegen die neue Impulsantwort konvergieren. Dies
äußert sich darin, dass ab ca. 11 s sowohl der reale als auch der geschätzte Systemabstand
erneut zu sinken beginnen.
Detektion von Aufschwingen
Bei diesem zweiten Szenario kommt wieder das gleiche Sprachsignal wie oben zum Ein-
satz. Auch die Zielverstärkung wird abermals auf 10 dB eingestellt. Um das System zum
Aufschwingen zu bringen, wurde in diesem Fall jedoch eine stärkere Impulsantwortände-
rung simuliert. Bis 10 s hält der Fahrer seine Hand vor das Mikrofon, dann nimmt er sie
plötzlich weg. In der Simulation werden dafür die beiden Impulsantworten aus Abb. 2.12
auf S. 15 innerhalb 0,5 s ineinander übergeblendet. Wie aus der Abbildung ersichtlich
ist, dämpft die vorgehaltene Hand nahezu das komplette Spektrum zw. 5 dB und 10 dB.
Nimmt man diese Dämpfung durch Entfernen der Hand plötzlich weg, schwingt sich das
System auf, weshalb der in Abschn. 4.6 beschriebene Rettungsmechanismus benötigt
wird.
In Abb. 4.16 ist zu sehen, dass in der Folge der Impulsantwortänderung der geschätzte
Systemabstand ab ca. 10,3 s zu steigen beginnt. Hier wurde durch das in Abschn. 4.5.4
beschriebene Verfahren die Steigungskonstante auf εss gesetzt. Da diese Maßnahme das
System nicht ausreicht schnell stabilisiert, greift ab 10,5 s der Rettungsmechanismus und
setzt das Filter sowie den geschätzten Systemabstand zurück. Durch diesen Mechanis-
mus wird auch die im unteren Teil der Abbildung zu sehende Verstärkung zurückgesetzt.
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Abbildung 4.16: Der zeitliche Verlauf von geschätztem Systemabstand, der für die Schät-
zung benötigten Größen im Teilband µ = 35 sowie der Verstärkung.
Erneut liegt bei 10 s eine Raumänderung vor.
Sobald EYR(µ, k) bei ca. 11 s wieder unter die Schwelle βR sinkt, konvergieren die Filter-
koeffizienten gegen die neue Impulsantwort und die Verstärkung wird wieder auf 10 dB
nach oben geregelt.
Der Verlauf der quadrierten Betragsfrequenzgänge ist in Abb. 4.17 zu sehen. Für die
Darstellung werden die Betragsquadrate der M Teilfilter gemittelt. Im oberen Teil der
Abbildung ist bei 10 s die simulierte Raumänderung zu sehen. Im unteren Teil der Ab-
bildung erkennt man, dass bei 10,5 s die Filterkoeffizienten zurückgesetzt werden und
das Filter ab etwa 11,1 s wieder neu konvergiert.
4.8 Zusammenfassung
In diesem Kapitel wurde eine neuartige Schrittweitensteuerung für die adaptive Rück-
kopplungskompensation vorgestellt. Bei dieser Schrittweitensteuerung wird der Nach-
hall ausgenutzt, da hier die Signale nicht korreliert sind und das adaptive Filter somit
ungestört konvergieren kann. Es wurde gezeigt, dass die Nachhall-basierte Schrittwei-
tensteuerung als optimale Schrittweitensteuerung interpretiert werden kann, wenn die
Verstärkung im Vorwärtspfad des ICC-Systems mit dem inversen Systemabstand gere-
gelt wird. Sowohl für die Schrittweitensteuerung als auch für die Verstärkungsregelung
muss der Systemabstand bekannt sein. Aus diesem Grund wurden zwei verschiedene Ver-
fahren zum Schätzen des Systemabstands vorgestellt. Die große Herausforderung hierbei
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Abbildung 4.17: Der zeitliche Verlauf der quadrierten Betragsfrequenzgänge von realer
Impulsantwort und adaptivem Filter. Oben ist die Impulsantwortände-
rung bei 10 s deutlich zu erkennen.
ist es, Raumänderungen zu detektieren. Der Grund dafür ist, dass der reale System-
abstand im Fall einer Raumänderung schnell ansteigen kann und der Schätzer dieser
Änderung folgen muss. Zu diesem Zweck wurden vier verschiedene Algorithmen zur De-
tektion von Raumänderungen beschrieben. Wenn es nicht gelingt, eine Raumänderung
präzise zu detektieren, kann das System instabil werden. Um dies zu verhindern, wurde
ein Mechanismus entwickelt, welcher ein Aufschwingen detektiert und die Algorithmen
sowie die Verstärkung des Systems zurücksetzt. In den Simulationen am Ende des Ka-
pitels zeigte sich, dass das System mit dem beschriebenen Verfahren auch bei hohen
Verstärkungen stabil bleibt. Weil das Verfahren im Frequenzbereich implementiert wird
und Eigenschaften der Filterbank ausnutzt, ist es zudem recheneffizient.
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Im praktischen Betrieb spielt die für die Algorithmen benötigte Rechenleistung eine große
Rolle. Einen erheblichen Anteil an der Rechenlast hat die Rückkopplungskompensation.
Dies kann insbesondere bei großen Filterlängen kritisch werden. Wie bereits erläutert,
kann das adaptive Filter aus diesem Grund im praktischen Einsatz nur einen begrenzten
Teil der realen Impulsantwort abdecken, wodurch die späten Anteile der Impulsant-
wort nicht kompensiert werden. Diese späten Anteile können einen hörbaren Nachhall
verursachen, welcher den Raum halliger erscheinen lässt und das klangliche Ergebnis
dadurch beeinträchtigt. Beinhalten die späten Anteile Reflexionen mit großer Amplitu-
de, kann sich das System im schlechtesten Fall sogar trotz abgeglichenem Kompensator
aufschwingen. Äquivalent zum Restecho bei der Echokompensation werden diese nicht
kompensierten Rückkopplungen im Folgenden als Restrückkopplung bezeichnet.
Zur Reduktion des Restechos werden bei der Echokompensation Postfilter eingesetzt.
Diese Postfilter werden oftmals mit Wiener-Filtern oder mit spektraler Subtraktion reali-
siert. Ein Ansatz ist es, das LDS des Restechos, ähnlich wie auch die optimale Schrittwei-
te, aus dem Verhältnis von ungestörter zu gestörter Fehlerleistung zu schätzen [28, 15].
Ein ähnliches Verfahren wird in diesem Kapitel zur Reduktion der Restrückkopplun-
gen vorgestellt. Im Unterschied zu den oben genannten Verfahren zur Restechoreduktion
wird hier jedoch die Restrückkopplung mit einem rekursiven Hallmodell geschätzt. An-
schließend wird sie mit einem Wiener-Filter, wie in Abschn. 3.4 beschrieben, spektral
unterdrückt. Die Basis zur Schätzung des LDS der Restrückkopplung stellt dabei die im
nachfolgenden Abschnitt vorgestellte modellbasierte Rückkopplungsreduktion dar. Die-
se wird in den darauf folgenden Abschnitten so modifiziert, dass sie als Postfilter für
die Rückkopplungskompensation eingesetzt werden kann. Die Ergebnisse finden sich im
letzten Abschnitt. Teile dieses Kapitels wurden bereits in [24] veröffentlicht.
5.1 Modellbasierte Rückkopplungsreduktion
Die Idee der in diesem Abschnitt vorgestellten modellbasierten Rückkopplungsreduktion
basiert auf Verfahren zur Enthallung von Sprachsignalen mit Hilfe eines statistischen
Modells der Impulsantwort, wie z. B. in [40, 27] beschrieben. Bei diesen Verfahren wird
die für den Nachhall verantwortliche Impulsantwort als nicht-stationärer, gaußverteil-
ter Zufallsprozess modelliert. Mit dem Modell der Impulsantwort kann das LDS des
Nachhalls geschätzt werden. Die Ansätze zur Enthallung werden von dem bereits in
Abschn. 3.2 erwähnten Verfahren [78] aufgegriffen und zur Reduktion der Rückkopp-
lungsanteile am Mikrofon eines ICC-Systems angewandt. Das LDS der Rückkopplung
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wird in [78] mit einem rekursiven Modell geschätzt, welches aus der vorab gemessenen
Impulsantwort abgeleitet wird. In dem zitierten Artikel wird das Verfahren als alleini-
ge Maßnahme zur Stabilisierung eines ICC-Systems vorgestellt, eine Kombination mit
einer Rückkopplungskompensation ist nicht vorgesehen. Auch in diesem Abschnitt soll
die modellbasierte Rückkopplungsreduktion zunächst ohne Rückkopplungskompensation
vorgestellt werden.
In Abb. 5.1 ist das entsprechende Blockdiagramm gezeigt. Ohne Kompensator ent-
spricht das Fehlersignal des Kompensators e(n) dem Mikrofonsignal y(n) (vgl. auch
Abb. 3.7 auf S. 36).
HFS(µ, k)h(n)
y(n) = e(n)s(n)
DFT
IDFT xx
ee
x(n)
r(n)
Abbildung 5.1: Blockdiagramm der modellbasierten Rückkopplungsreduktion mit
Wiener-Filter. Die Rückkopplungskompensation wird zunächst nicht mit
betrachtet.
Die Übertragungsfunktion HFS(µ, k) des Filters zur Rückkopplungsreduktion ist ei-
ne Approximation des optimalen Wiener-Filters, welches in Abschn. 3.4.1 in Gl. (3.56)
hergeleitet wurde zu
Hw,opt(µ, k) = 1− PRR(µ, k)
PEE(µ, k)
. (5.1)
Wie bereits erläutert, liegt hier die Annahme zugrunde, dass r(n) und s(n) orthogonal
sind.
Da die Leistungsdichtespektren PRR(µ, k) und PEE(µ, k) nicht bekannt sind, müssen
sie geschätzt werden. Im Fall der Rückkopplung PRR(µ, k) wird hierfür ein rekursives
Modell des Übertragungspfades zwischen Lautsprecher und Mikrofon entwickelt. Mit
diesem ist es möglich, anhand des Lautsprechersignals abzuschätzen, welche Anteile da-
von über den Raum zum Mikrofon zurück gekoppelt werden. Der Übertragungspfad wird
durch die in Abschn. 2.2 erläuterten Größen Totzeit TD, Nachhallzeit T60 sowie dem Be-
tragsfrequenzgang beschrieben. Ein am Lautsprecher abgestrahltes Signal kommt um die
Totzeit TD verzögert am Mikrofon an. Aufgrund der frequenzabhängigen Dämpfung des
Raumes erfährt das Signal eine spektrale Färbung. Diese wird durch die Kopplungsfak-
toren A(µ) beschrieben. Nach Abschalten der Schallquelle klingt das Signal exponentiell
mit der Nachhallzeit T60 ab. Diese drei Parameter werden einmalig vorab aus der im
Fahrzeug gemessenen Impulsantwort bestimmt. Zur Vereinfachung werden in der vorlie-
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genden Arbeit zwei Näherungen getroffen:
1. Bei der Totzeit kann es vorkommen, dass einzelne Frequenzbänder über den Kör-
perschall schneller übertragen werden als durch den Luftschall. Zudem dämpfen die
im Fahrzeug verbauten Materialien verschiedene Frequenzen unterschiedlich stark,
weshalb auch die Nachhallzeit über die Frequenz schwankt. Dennoch hat sich her-
ausgestellt, dass das Modell hinreichend genau ist, wenn Totzeit und Nachhallzeit
über den kompletten Frequenzbereich als konstant angenommen werden.
2. In Abschn. 2.2 wurde erläutert, dass sich die Raumeigenschaften ändern können.
Dies wird hier nicht berücksichtigt, da sich gezeigt hat, dass ein statisches Modell
für das Verfahren ausreichend ist. Aus diesem Grund wird das Modell einmalig aus
einer vorab im leeren Fahrzeug gemessenen Impulsantwort bestimmt.
Totzeit und Nachhallzeit werden wie in Abschn. 2.2 beschrieben aus der Energieabkling-
kurve bestimmt. Da der Algorithmus blockweise im Frequenzbereich berechnet wird,
müssen die Parameter umgerechnet werden. Die Totzeit umgerechnet in Blöcke ist
K =
⌊
TD · fs
L
⌉
, (5.2)
wobei b·e runden auf die nächste ganze Zahl bedeutet. Aus der T60 wird eine Abklingkon-
stante λ berechnet, mit welcher der exponentielle Abfall der Energie beschrieben werden
kann. Wird der Lautsprecher zum Zeitpunkt t0 = 0 abgeschaltet, klingt PRR(µ, t) kon-
tinuierlich über die Zeit t wie folgt ab
PRR(µ, t) = PRR (µ, t0) · eλ·t. (5.3)
Nach der Definition der Nachhallzeit ist bei t = T60 die Energie auf -60 dB, d. h. den
millionsten Teil des Anfangswerts abgefallen
PRR (µ, t = T60) = eλ·T60 · PRR (µ, t0) (5.4)
1 · 10−6 = eλ·T60 · 1, (5.5)
woraus für λ folgt
λ = ln
(
1 · 10−6)
T60
. (5.6)
Die Kopplungsfaktoren A(µ) werden mit der Welch-Methode berechnet [71]. Dazu wird
die Impulsantwort in halb überlappende Blöcke der Länge N aufgeteilt. Die Blöcke wer-
den mit einem Hamming-Fenster gewichtet und in den Frequenzbereich transformiert.
Dort wird das Betragsquadrat gebildet, um das LDS zu erhalten. Anschließend wird
der Mittelwert über die LDS der einzelnen Blöcke gebildet. Zur Berechnung der Kopp-
lungsfaktoren wird das mittlere LDS mit einem nicht-kausalen Filter über die Frequenz
geglättet. Im praktischen Einsatz hat sich diese Glättung als hilfreich erwiesen, da auf-
grund von Messungenauigkeiten und Raumänderungen der gemessene Raum nicht exakt
mit dem realen übereinstimmt.
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Abbildung 5.2: Die Kopplungsfaktoren von den hinteren Lautsprechern zum Fahrermi-
krofon des leeren Fahrzeugs.
Die so berechneten Kopplungsfaktoren sind in Abb. 5.2 der DFT der gemessenen Im-
pulsantwort gegenübergestellt. Hier wurde die Impulsantwort des leeren Fahrzeugs von
den hinteren Lautsprechern zum Fahrermikrofon aus Abb. 2.10a bzw. Abb. 2.10b auf
S. 14 verwendet.
Mit den Parametern λ, K und A(µ) kann schließlich das LDS der Rückkopplung über
folgenden rekursiven Zusammenhang geschätzt werden
PRR(µ, k) ≈ PˆRR(µ, k) = b(µ) · PˆXX (µ, k −K) + a · PˆRR(µ, k − 1) (5.7)
a = eλ·
L
fs
b(µ) = A(µ).
Hierbei wird das LDS des Lautsprechersignals PˆXX (µ, k) um K Blöcke verzögert, mit
den Kopplungsfaktoren gewichtet und zum exponentiell abklingenden alten Filteraus-
gang PˆRR(µ, k − 1) addiert. Das über Gl. (5.7) beschriebene Hallmodell kann also auch
als IIR-Filter mit dem verzögerten Eingangsignal PˆXX (µ, k − K) und dem Ausgangs-
signal PˆRR(µ, k) verstanden werden. Die Einhüllende der Impulsantwort dieses Filters
ist für ein Teilband schematisch in Abb. 5.3 dargestellt. Der auf diese Weise modellierte
Übertragungspfad ist in Abb. 5.4 dem Spektrogram der gemessenen Impulsantwort ge-
genüber gestellt. Hierbei wurden λ und K gemäß den Gleichungen (5.6) und (5.2) sowie
der gemessenen Impulsantwort zu λ ≈ -114,9 s−1 und K = 1 berechnet.
Das in Gl. (5.7) benötigte LDS des Lautsprechersignals PXX (µ, k) wird durch IIR-
Glättung des Kurzzeitleistungsdichtespektrums angenähert
PXX (µ, k) ≈ PˆXX (µ, k) = |X(µ, k)|2, (5.8)
ebenso gilt für das Fehlersignal
PEE(µ, k) ≈ PˆEE(µ, k) = |E(µ, k)|2. (5.9)
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k
PˆRR(µ, k)
K
A(µ)
−fs/λ/L
Abbildung 5.3: Schematische Darstellung des rekursiven Hallmodells und der zugehöri-
gen Parameter.
Abbildung 5.4: Spektrogramme des modellierten und des gemessenen Übertragungsver-
haltens zwischen den hinteren Lautsprechern und dem Fahrermikrofon
des leeren Fahrzeugs.
Damit kann schließlich das Wiener-Filter nach Gl. (5.1) berechnet werden. Das Filter
wird zur klanglichen Optimierung um zwei Parameter ergänzt. Aufgrund fehlerhafter
Schätzungen kann es vorkommen, dass das Filter in Sprachpausen in einzelnen Teil-
bändern fälschlicherweise zu wenig dämpft. Dies macht sich in Form von sog. tona-
len Reststörungen bemerkbar. Dieser Effekt kann durch Überschätzung der geschätzten
Rückkopplung mit dem Faktor c reduziert werden. Gl. (5.1) ändert sich damit zu
Hw(µ, k) = 1− c · PˆRR(µ, k)
PˆEE(µ, k)
. (5.10)
Wird das Filter wie in Gl. (5.10) verwendet, werden wegen der möglichen sehr hohen
Dämpfung des Filters auch Sprachanteile unterdrückt, was sich negativ auf das klangli-
che Ergebnis auswirkt. Aus diesem Grund wird die maximale Dämpfung des Filters auf
den Wert HFS,min begrenzt. Es folgt damit für das Wiener-Filter für die Rückkopplungs-
reduktion
HFS(µ, k) =
{
Hw(µ, k) wenn Hw(µ, k) > HFS,min,
HFS,min sonst.
(5.11)
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Das Filter wird innerhalb der Filterbank für jeden Block neu berechnet. Die Änderun-
gen des Filters zwischen zwei zeitlich aufeinander folgenden Blöcken können trotz des
Fensters der Overlap-Add-Filterbank in Form von Kratzgeräuschen hörbar sein. Ist dies
der Fall, können die Filterkoeffizienten zeitlich mit einem IIR-Filter geglättet werden
HFS(µ, k) = β ·HFS(µ, k − 1) + (1− β) ·HFS(µ, k). (5.12)
Für die Glättungskonstante haben sich hier Werte von β < 0,5 als passend herausgestellt.
Größere Werte führen zu einer zu starken Verschmierung der Filterkoeffizienten. Die
Maximaldämpfung des Filters wird idealerweise im Bereich HFS,min = −20 . . . − 10 dB
eingestellt, für die Überschätzung eignen sich Werte im Bereich c = 1 . . . 3.
5.2 Kombination von Rückkopplungskompensation und
Rückkopplungsreduktion
Eine mögliche Kombination von modellbasierter Rückkopplungsreduktion und Rück-
kopplungskompensation wird in [74] umgesetzt. Dort wird das in Abschn. 5.1 beschrie-
bene Verfahren parallel zu einem Rückkopplungskompensationsansatz betrieben. Bei
genauer Betrachtung fällt allerdings auf, dass die Vorgehensweise nicht ideal ist, da
hierbei Sprachanteile fälschlicherweise unterdrückt werden können. Der Grund ist, dass
Rückkopplungsanteile sowohl phasenrichtig durch die Rückkopplungskompensation als
auch spektral durch die Rückkopplungsreduktion vom Mikrofonsignal abgezogen werden.
Vorausgesetzt, dass in beiden Fällen die Rückkopplung korrekt geschätzt wird, wird letz-
tere also doppelt abgezogen. Um dies zu verhindern, wurden verschiedene Ansätze zur
Modifikation der modellbasierten Rückkopplungsreduktion entwickelt, damit diese als
Postfilter für die Rückkopplungskompensation eingesetzt werden kann.
IDFT IDFT IDFT IDFT
Hˆ0(k) HˆM−1(k). . .Hˆ1(k)
hˆ(n)
Nh = M · L
Abbildung 5.5: Zusammensetzen der geschätzten Impulsantwort aus den Teilfiltern des
Rückkopplungskompensators. Der Kompensator deckt nur einen Teil der
realen Impulsantwort (grau) ab.
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Zur Veranschaulichung ist in Abb. 5.5 dargestellt, wie sich die geschätzte Impulsant-
wort (schwarz) im Zeitbereich aus den einzelnen Teilfiltern des Kompensators bei der
Overlap-Save-Methode zusammensetzt. Wie bereits erwähnt, decken die M Teilfilter
Hˆ0(k) . . . HˆM−1(k) nur die ersten Nh = M · L Abtastwerte der realen Impulsantwort
(grau) ab. Setzt man nun zunächst einen optimalen Abgleich des Kompensators voraus,
d. h.
hˆ(n) = h(n), (5.13)
so darf die Rückkopplungsreduktion in den ersten Nh Werten keine weiteren Rückkopp-
lungsanteile mehr unterdrücken, da die Rückkopplung bereits vollständig kompensiert
ist. Das in Gl. (5.7) bzw. Abb. 5.3 gezeigte Hallmodell muss daher in diesem Fall abge-
wandelt werden zu
PˆRR(µ, k) = b(µ) · PˆXX (µ, k −M) + a · PˆRR(µ, k − 1) (5.14)
a = eλ·
L
fs
b(µ) = eλ·
L
fs (M−K) ·A(µ),
woraus das in Abb. 5.6 gezeigte Abklingverhalten folgt. Damit unterdrückt die Rück-
kopplungsunterdrückung ausschließlich den hinteren Teil der Impulsantwort, den der
Kompensator aufgrund seiner begrenzten Länge nicht abbilden kann.
kK
M
A(µ)
PˆRR(µ, k)
Abbildung 5.6: Das Abklingverhalten des rekursiven Hallmodells unter der idealen Be-
dingung, dass der Kompensator in den ersten M Blöcken perfekt ab-
gleicht (schwarze Kurve).
5.3 Varianten des Hallmodells
Im realen Betrieb kann der Rückkopplungskompensator aufgrund der beschrieben Kor-
relationsproblematik nicht perfekt abgleichen. Es bleibt immer ein Restfehler, welcher
durch den Systemabstand ‖H∆(µ, k)‖2 angegeben werden kann. Zusätzlich zu der im
vorangegangenen Abschnitt beschriebenen Unterdrückung des späten Nachhalls ist es
das Ziel des Postfilters, diesen Restfehler ebenfalls zu reduzieren. Insbesondere soll die
Rückkopplungsreduktion immer dann aktiv sein, wenn der Rückkopplungskompensator
schlecht abgeglichen ist. Umgekehrt soll die Rückkopplungsreduktion bei gutem Abgleich
des Kompensators in den vorderen Teil der Impulsantwort nur wenig eingreifen.
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5.3.1 Variante A
In Abschn. 4.4.1 wird erläutert, dass bei der Rückkopplungskompensation der Fehler in
Form des Systemabstands gleichmäßig über die geschätzte Impulsantwort verteilt ist.
Für eine korrekte Kombination von Rückkopplungsreduktion und -kompensation muss
demnach der vordere Teil des Hallmodells dem Systemabstand entsprechen. Dies lässt
sich durch folgende Rekursion realisieren
PˆRR,1(µ, k) = ‖H∆(µ, k)‖2 ·
M−1∑
i=0
PˆXX (µ, k − i) (5.15)
PˆRR,2(µ, k) = b(µ) · PˆXX (µ, k −M) + a · PˆRR,2(µ, k − 1) (5.16)
a = eλ·
L
fs
b(µ) = eλ·
L
fs (M−K) ·A(µ)
PˆRR(µ, k) = PˆRR,1(µ, k) + PˆRR,2(µ, k). (5.17)
Veranschaulichen lässt sich dies erneut mit der in Abb. 5.7 schematisch dargestellten Im-
pulsantwort. Je besser der Kompensator abgleicht, desto kleiner wird der Systemabstand,
womit sich das Hallmodell dem im vorangegangenen Abschnitt beschriebenen Modell nä-
hert. Wie bereits beschrieben, ist der Systemabstand unbekannt. Da der Systemabstand
jedoch auch für die in Kap. 4 beschriebene Schrittweitensteuerung des Rückkopplungs-
kompensators benötigt wird, kann die dort berechnete Schätzgröße γ(µ, k) direkt auch
für das hier vorgestellte Hallmodell übernommen werden.
kK
M
A(µ)
‖H∆(µ, k)‖2
PˆRR(µ, k)
Abbildung 5.7: Variante A des Hallmodells, eingesetzt als Postfilter in Kombination mit
der Rückkopplungskompensation.
5.3.2 Variante B
Bei einer zweiten Variante des Hallmodells wird der vordere Teil ebenfalls in Abhängig-
keit des Systemabstands gesteuert. Allerdings wird hierbei nicht von einer gleichmäßigen
Verteilung ausgegangen. Die Idee ist es, lediglich die Kopplungsfaktoren A(µ) um den
Systemabstand zu dämpfen. Auch dies resultiert darin, dass der vordere Teil mit abneh-
mendem Systemabstand weniger stark in das Hallmodell eingeht. Allerdings bleibt das
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exponentielle Abklingverhalten auch im vorderen Teil des Hallmodells bestehen. Ausge-
drückt in rekursiver Form ergibt sich
PˆRR(µ, k) = b1(µ) · PˆXX (µ, k −K) + b2(µ) · PˆXX (µ, k −M) + a · PˆRR(µ, k − 1) (5.18)
a = eλ·
L
fs
b1(µ) = A(µ) · ‖H∆(µ, k)‖2
b2(µ) = eλ·
L
fs (M−K) · (A(µ)− b1(µ)) ,
wobei der Faktor b1(µ) die Dämpfung der Kopplungsfaktoren um den Systemabstand
beschreibt. Ausgehend davon ergibt sich die in Abb. 5.8 dargestellte Einhüllende der Im-
pulsantwort. Anders als bei der Variante A entspricht dieses Hallmodell für einen Sys-
temabstand von ‖H∆(µ, k)‖2 = 0 dB dem ursprünglichen Hallmodell aus Abschn. 5.1.
kK
M
A(µ)
b1(µ)
PˆRR(µ, k)
Abbildung 5.8: Variante B des Hallmodells. Die Kopplungsfaktoren werden um den Sys-
temabstand gedämpft.
5.4 Ergebnisse und Simulationen
Zusammenfassend ist das schematische Blockdiagramm der modellbasierten Rückkopp-
lungsreduktion in Abb. 5.9 gezeigt. Als Eingangsgrößen für die Schätzung des LDS der
Restrückkopplung dienen der Systemabstand ‖H∆(µ, k)‖2 und das geschätzte LDS des
Lautsprechersignals X(µ, k). Das Wiener-Filter berechnet sich aus den geschätzten LDS
von Restrückkopplung und Fehlersignal E(µ, k).
Die Performanz der verschiedenen Varianten des Hallmodells wird zunächst mittels
objektiver Maße evaluiert. Um die erreichbare Qualität der verschiedenen Varianten zu
vergleichen, wird in [24] zudem ein subjektiver Hörtest durchgeführt, dessen Ergebnisse
am Ende dieses Abschnittes kurz präsentiert werden. In beiden Fällen dient die Auf-
nahme eines männlichen Sprechers, welcher sich auf dem Fahrersitz befindet, als lokales
Sprachsignal. Um lediglich die Unterdrückung der Rückkopplung betrachten zu kön-
nen, wird der Sprache kein Fahrgeräusch überlagert. Als reale Impulsantwort dient die
bereits in Abschn. 5.1 beschriebene Impulsantwort des leeren Fahrzeugs. Die Parameter
der Filterbänke und des Rückkopplungskompensators werden entsprechend Abschn. 3.5.2
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X(µ, k) E(µ, k)‖H∆(µ, k)‖2
LDS-Schätzung
Hallmodell
Wiener-Filter
HFS(µ, k)
LDS-Schätzung
PˆXX (µ, k) PˆEE(µ, k)
PˆRR(µ, k)
Abbildung 5.9: Blockdiagramm der für die modellbasierte Rückkopplungsunterdrückung
benötigten Teilsysteme.
gewählt. Lediglich die Länge der vom Rückkopplungskompensator geschätzten Impuls-
antwort wurde auf M = 4 Teilfilter, bzw. 4L = 1024 Abtastwerte gekürzt. Da damit der
Kompensator jetzt nicht mehr den kompletten relevanten Bereich der Impulsantwort ab-
deckt, werden die Effekte des Postfilters deutlicher sichtbar. Die Stabilitätsgrenze ohne
jegliche Algorithmen zur Rückkopplungsunterdrückung liegt bei einer Verstärkung von
0 dB. Darauf bezogen wird für die nachfolgenden Untersuchungen eine konstante Verstär-
kung von +2dB eingestellt. Der Grund, weshalb hier keine höheren Verstärkungen er-
zielt werden können, ist die begrenzte Länge des Rückkopplungskompensators. Weil hier
die Rückkopplung nicht vollständig kompensiert wird, befindet sich das System bereits
bei +2 dB Verstärkung an der Stabilitätsgrenze. Für die nachfolgenden Untersuchungen
spielt die absolute Verstärkung keine Rolle. Um den Effekt des Postfilters aufzuzeigen,
ist es lediglich wichtig, dass Restrückkopplungen auftreten, was bei einem Betrieb nahe
an der Stabilitätsgrenze gewährleistet ist. Es wird außerdem im Folgenden von einer
erfolgreichen Konvergenz des Kompensators ausgegangen, d. h. der Systemabstand wird
auf einem konstanten Wert gehalten. Raumänderungen werden nicht betrachtet.
5.4.1 Objektive Evaluierung
Bei der objektiven Evaluierung wurde untersucht, wie stark das Wiener-Filter die lokale
Sprache angreift, verglichen mit der Unterdrückung der Restrückkopplung. Dazu werden
die in der Simulation bekannten Signale s(n) c sS(µ, k), d. h. die lokale Sprache, und
r(n) c sR(µ, k), d. h. die reale Rückkopplung, im Frequenzbereich mit den Koeffizienten
des Wiener-Filters gewichtet. Anschließend werden sowohl die gefilterte als auch die
ungefilterte lokale Sprache mit einer binären Sprachaktivitätsmaske Ψs(µ, k) gewichtet.
Äquivalent dazu werden auch die gefilterte und die ungefilterte Rückkopplung mit einer
binären Nachhallmaske Ψr(µ, k) gewichtet.
90
5.4 Ergebnisse und Simulationen
Berechnung der Masken
Die Maske Ψs(µ, k) ist zu Zeitpunkten detektierter Sprachaktivität eins, ansonsten null.
Zur Berechnung der Maske wird in jedem Teilband der lokalen Sprache dem Minimum
gefolgt, was in einer Schätzung Bˆ(µ, k) des in der Sprache enthaltenen Restgeräusches
resultiert, d. h.
Bˆ(µ, k) = fmin(S(µ, k)). (5.19)
Immer dann, wenn |S(µ, k)|2 größer ist als |Bˆ(µ, k)|2 ·βsad, wird dies als Sprachaktivität
interpretiert. βsad ist hierbei eine Schwelle, mit der sich der Arbeitspunkt der Sprach-
aktivitätsdetektion einstellen lässt. Um zu verhindern, dass die Maske bei kurzfristigen
Leistungseinbrüchen auf null springt, wird zudem eine Haltezeit eingefügt. Dadurch wird
die Maske erst auf null gesetzt, wenn |S(µ, k)|2 für die Dauer mehrerer Zeitschritte unter
|Bˆ(µ, k)|2 · βsad gefallen ist.
Genau umgekehrt dazu ist die Nachhallmaske Ψr(µ, k) immer während Sprachaktivität
null und nur im Nachhall eins. Es besteht also zunächst der folgende Zusammenhang
Ψ˜r(µ, k) = 1−Ψs(µ, k) (5.20)
zwischen den beiden Masken. Eine solche Implementierung würde allerdings dazu führen,
dass die Nachhallmaske in langen Sprachpausen durchgehend aktiv wäre. Da jedoch
explizit nur der Nachhall in die Maske eingehen soll, wird jedes Mal, wenn die Maske
auf eins gesetzt wird, ein Zähler hochgezählt. Erreicht dieser Zähler die Nachhallzeit
T60, wird die Maske auf null gesetzt. Da in diesem Fall die Impulsantwort des leeren
Fahrzeugs aus Abb. 2.10b auf S. 14 verwendet wird, bedeutet dies, dass T60 ≈ 120ms ist.
Beispielhaft sind in Abb. 5.10a die Verläufe der beiden Masken sowie die lokale Spra-
che im Teilband µ = 4 (344,53Hz) gezeigt. Die grau gestrichelte Linie markiert die
Geräuschschätzung. Ab dem Zeitpunkt 15,3 s beginnt eine längere Sprachpause. Es ist
zu erkennen, dass an dieser Stelle die Nachhallmaske Ψr(µ, k) für etwa 120ms geöffnet
bleibt, bevor sie bei etwa 15,42 s auf null fällt.
Der gleiche zeitliche Ausschnitt ist in Abb. 5.10b in Form von Spektrogrammen gezeigt.
Dargestellt ist der sprachrelevante Frequenzbereich von etwa 300Hz bis 3000Hz. Auch
hier zeigt sich, dass die Nachhallmaske Ψr(µ, k) der invertierten Sprachmaske Ψs(µ, k)
entspricht, ausgenommen längerer Sprachpausen.
Maskierte Leistungsberechnung
Wie eingangs beschrieben, werden schließlich die Sprache und Rückkopplung jeweils
sowohl mit den Koeffizienten des Wiener-Filters HFS(µ, k) als auch mit den Masken
gewichtet. Dies ist schematisch im Blockdiagramm in Abb. 5.11 dargestellt. Nach der
Gewichtung wird für alle Signale die mittlere Leistung im Frequenzband 300Hz bis
3000Hz berechnet. In Abb. 5.11 ist diese Mittelung in Zeit- und Frequenzrichtung als
Erwartungswertbildung E
{|·|2} dargestellt.
Die Ergebnisse dieser Berechnungen sind in Tab. 5.1 dargestellt. Es werden drei ver-
schiedene Abgleichzustände des Rückkopplungskompensators betrachtet. Dazu werden
die drei verschiedenen Systemabstände ‖H∆(µ, k)‖2 = -12,8 dB, -22,8 dB und -32,8 dB
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(a) Teilband.
0
1
0
1
(b) Spektrogramme.
Abbildung 5.10: Ausschnitt des zeitlichen Verlaufs der Masken zur Evaluierung des Post-
filters.
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S(µ, k)
HFS(µ, k) Ψs(µ, k)
E
{|·|2}
E
{|·|2}
Ps R(µ, k)
HFS(µ, k) Ψr(µ, k)
E
{|·|2}
E
{|·|2}
Pr
Abbildung 5.11: Schematisches Blockdiagramm zur Bestimmung der mittleren Leistun-
gen.
jeweils fix eingestellt. Die Systemabstände werden lediglich über die Länge des Kom-
pensators berechnet. Mit diesen Systemabständen werden die vier in den vorangegange-
nen Abschnitten vorgestellten Varianten des Hallmodells verglichen. Original bezeichnet
dabei das in Abschn. 5.1 beschriebene, ursprüngliche Hallmodell, welches nicht für die
Kombination mit einem Rückkopplungskompensator vorgesehen ist. Ideal bezeichnet das
Hallmodell aus Abschn. 5.2, bei welchem davon ausgegangen wird, dass der Kompensator
immer perfekt abgleicht. Die Varianten A und B sind schließlich die in Abschn. 5.3 vor-
gestellten Hallmodelle, welche speziell als Postfilter für die Rückkopplungskompensation
entwickelt wurden.
‖H∆(µ, k)‖2 = -12,8 dB Ps Pr Pr/Ps
Original Gl. (5.7) 2,45 dB 4,76 dB 2,31 dB
Ideal Gl. (5.14) 0,48 dB 4,49 dB 4,01 dB
Variante A Gl. (5.17) 3,02 dB 9,32 dB 6,30 dB
Variante B Gl. (5.18) 0,68 dB 4,58 dB 3,90 dB
‖H∆(µ, k)‖2 = -22,8 dB Ps Pr Pr/Ps
Original Gl. (5.7) 2,43 dB 8,08 dB 5,65 dB
Ideal Gl. (5.14) 0,47 dB 7,33 dB 6,86 dB
Variante A Gl. (5.17) 0,89 dB 7,92 dB 7,03 dB
Variante B Gl. (5.18) 0,49 dB 7,35 dB 6,86 dB
‖H∆(µ, k)‖2 = -32,8 dB Ps Pr Pr/Ps
Original Gl. (5.7) 2,43 dB 8,23 dB 5,80 dB
Ideal Gl. (5.14) 0,47 dB 7,49 dB 7,02 dB
Variante A Gl. (5.17) 0,51 dB 7,55 dB 7,04 dB
Variante B Gl. (5.18) 0,47 dB 7,49 dB 7,02 dB
Tabelle 5.1: Die über den Sprachbereich und die Zeit gemittelten Leistungen nach der
Maskierung.
Zur Interpretation der Tabelle ist zunächst zu sagen, dass das Wiener-Filter idealer-
weise keine Sprachanteile unterdrücken soll. D. h. das Verhältnis von ungefilterter zu
gefilterer Sprachleistung Ps soll bestenfalls 0 dB betragen. Auf der anderen Seite soll das
Wiener-Filter möglichst viele Rückkopplungsanteile unterdrücken. Das bedeutet, dass
das Verhältnis Pr von ungefilterter zu gefilterter Rückkopplungsleistung möglichst groß
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sein soll. Das Verhältnis Pr/Ps wiederum gibt an, wie stark die Rückkopplung im Ver-
gleich zur Sprache unterdrückt wird. Im schlechtesten Fall läuft dieses Verhältnis gegen
0 dB, was bedeutet, dass Sprache und Rückkopplung gleichermaßen angegriffen werden.
Große Werte deuten hingegen an, wie viel mehr Rückkopplungsanteile als Sprachanteile
unterdrückt werden.
Erwartungsgemäß schneidet das originale Hallmodell in allen Fällen am schlechtesten
ab. Zwar wird Rückkopplung bei den Systemabständen -22,8 dB und -32,8 dB am stärks-
ten unterdrückt (8,08 dB und 8,23 dB), allerdings wird auch die Sprache am stärksten
angegriffen (2,43 dB), sodass das Verhältnis Pr/Ps in allen Fällen am schlechtesten ist,
verglichen mit den anderen Modellen. Dass die Sprache mit diesem Hallmodell am stärks-
ten angegriffen wird, zeigt auch der im nächsten Abschnitt beschriebene Hörtest. Es fällt
bei diesem Hallmodell außerdem auf, dass Pr mit zunehmendem Systemabstand kleiner
wird. Dies liegt wie beschrieben daran, dass bei einem geringen Systemabstand sowohl
durch den Rückkopplungskompensator als auch durch die Rückkopplungsunterdrückung
Rückkopplungsanteile abgezogen werden. Daher werden bei der Originalvariante fälsch-
licherweise insgesamt zu viel Rückkopplungsanteile abgezogen. Die vom Kompensator
abgezogenen Anteile gehen jedoch mit in die Werte der Tabelle ein. Im Gegensatz da-
zu werden bei schlechtem Abgleich nur durch die Rückkopplungsunterdrückung Anteile
abgezogen.
Die Unterschiede zwischen den verbleibenden drei Hallmodellen zeigen sich vor allem
bei einem großen Systemabstand, da hier der vordere Teil des Hallmodells stärker in die
Wiener-Filterung eingeht. Bemerkenswert ist, dass je größer der Systemabstand ist, desto
stärker greift Variante A die Sprache an. Bei ‖H∆(µ, k)‖2 = -12,8 dB wird die Sprache
mit 3,02 dB sogar stärker gedämpft als mit dem originalen Hallmodell (2,45 dB). Das
hat auch zur Folge, dass die wahrgenommene Verstärkung insgesamt zurück geht, da das
komplette Signal stark gedämpft wird. Der Grund für die starke Dämpfung mit Variante
A ist, dass bei einem großen Systemabstand der vordere Teil hier stärker in das Modell
eingeht. Die Variante Ideal und die Variante B liegen meist dicht beieinander. Speziell
beim kleinsten Systemabstand ‖H∆(µ, k)‖2 = -32,8 dB ist kein Unterschied feststellbar.
Nur bei großem Systemabstand laufen die beiden Varianten geringfügig auseinander,
hier ist das Verhältnis Pr/Ps bei Variante B um etwa 0,11 dB schlechter.
5.4.2 Subjektive Evaluierung
Im Rahmen der Veröffentlichung [24] wird ein Hörtest zum Vergleich der verschiedenen
Hallmodelle durchgeführt. Wie auch bei der im vorangegangenen Abschnitt beschriebe-
nen objektiven Evaluierung, ist es das Ziel dieses Tests herauszufinden, wie stark die
Sprache von den verschiedenen Hallmodellen angegriffen wird und ob Restrückkopp-
lungsanteile hörbar sind. Für den Hörtest wird das Szenario mit dem geringsten System-
abstand ‖H∆(µ, k)‖2 = -32,8 dB verwendet.
Der Hörtest wird als Mean Opinion Score (MOS) Test aufgesetzt [33]. Insgesamt nah-
men an dem Hörtest 26 normalhörende Probanden teil. Der Hörtest wird mit Kopf-
hörern durchgeführt. Den Probanden wird zunächst die unverarbeitete lokale Sprache
als optimales Referenzsignal vorgespielt. Anschließend folgt das Postfilter mit den vier
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verschiedenen Hallmodellen in Kombination mit dem Rückkopplungskompensator. Zu-
sätzlich wird nur der Kompensator ohne Postfilter ebenfalls miteinbezogen. Diese fünf
Aufnahmen werden in zufälliger Reihenfolge vorgespielt. Ein solcher Block, bestehend
aus insgesamt sechs Aufnahmen (Referenz und fünf Varianten), wird jeweils mit drei
weiblichen und zwei männlichen Sprechern präsentiert. Der Sprecher jeder Aufnahme
sagt jeweils zwei kurze, zusammenhangslose Sätze. Der erste Durchgang wird mit einem
weiblichen Sprecher durchgeführt und fließt nicht in die Auswertung mit ein. Er dient
dazu, den Probanden die Spanne der verschiedenen Qualitätsstufen aufzuzeigen. Diese
können mit folgender fünfstufigen MOS Skala bewertet werden:
5. Ausgezeichnet - Die Sprache klingt wie das unverarbeitete Signal.
4. Gut - Die Sprache ist leicht angegriffen aber klingt noch natürlich.
3. Ordentlich - Die Sprache ist angegriffen, aber die Artefakte stören nicht.
2. Mäßig - Die Sprachqualität nimmt weiter ab, störende Artefakte sind deutlich
wahrnehmbar.
1. Mangelhaft - Die Sprache ist stark angegriffen.
Das Ergebnis der Auswertung ist in Abb. 5.12 als Boxplot dargestellt. In diesem mar-
kieren die rechteckigen Boxen den Bereich, innerhalb welchem die mittleren 50% der
Messdaten liegen. Die 25% der größten bzw. kleinsten Daten liegen jeweils oberhalb
bzw. unterhalb der Box und werden durch die gestrichelt dargestellten Antennen re-
präsentiert. Die schwarze, dicke Linie innerhalb der Box markiert den Median. In der
Abb. 5.12 sind die Ergebnisse aller fünf untersuchten Varianten gezeigt.
Abbildung 5.12: Ergebnis des Hörtests zur Evaluierung der Postfiltervarianten mit 26
normalhörenden Probanden. Der Kompensator alleine („Nur Komp.“)
ist dem Postfilter mit dem originalen Hallmodell sowie den drei abge-
wandelten Hallmodellen gegenübergestellt.
Zunächst ist zu erkennen, dass der Kompensator ohne Postfilter und der Kompensator
mit Postfilter mit originalem Hallmodell nahe beieinander liegen. Der Median ist in
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beiden Fällen zwei. Dass diese beiden Varianten eng beieinander liegen, liegt daran, dass
beim reinen Kompensator noch Restrückopplungen zu hören sind. Beim Postfilter mit
originalem Hallmodell sind die Restrückkopplungen zwar unterdrückt, allerdings ist auch
die Sprache stark angegriffen. In beiden Fällen führt dies dazu, dass die Sprachqualität
schlechter bewertet wird.
Man erkennt weiter, dass die beiden Hallmodell-Varianten A und B sowie das Hallmo-
dell, welches von einem idealen Kompensatorabgleich ausgeht, ebenfalls nahe beieinander
liegen. Der einzige Unterschied ist, dass der Median bei Variante B bei vier liegt, während
er bei den anderen beiden Modellen drei beträgt. Der Grund ist hier der geringe System-
abstand von ‖H∆(µ, k)‖2 = -32,8 dB. Dieser führt dazu, dass sich die drei Hallmodelle
klanglich nur unwesentlich unterscheiden. Wie die objektive Evaluierung sollte man also
auch den Hörtest idealerweise mit verschiedenen Systemabständen durchführen.
Deutlicher ist der Unterschied zwischen den speziell für das Postfilter entwickelten
Hallmodellen zum originalen Hallmodell, bzw. zum Kompensator ohne Postfilter. Hier
ist zu erkennen, dass sowohl die Boxen als auch die Antennen um eine MOS-Stufe nach
oben verschoben sind. Das bedeutet, dass die Sprachqualität hier besser bewertet wird.
5.5 Zusammenfassung
Ausgehend von dem bekannten Ansatz der modellbasierten Rückkopplungsreduktion
nach [78] wurde ein Postfilter für die Rückkopplungskompensation entwickelt. Dazu wur-
de das Verfahren so modifiziert, dass das Hallmodell abhängig vom Abgleichzustand der
Rückkopplungskompensation gesteuert wird. Hierfür wurden zwei verschiedene Varian-
ten des Hallmodells entwickelt. Mit beiden Varianten können die Restrückkopplungen
deutlich reduziert werden, sodass sich sowohl objektiv als auch subjektiv die Sprach-
qualität verbessert. Insgesamt kann festgestellt werden, dass der Hörtest das Ergebnis
der objektiven Evaluierung bestätigt. Da die beiden Varianten A und B zu ähnlichen
Ergebnissen führen, kann keine pauschale Empfehlung gegeben werden, welche Variante
zu bevorzugen ist. Für Demonstrationen, die im Rahmen der vorliegenden Arbeit im
Versuchsfahrzeug durchgeführt worden sind, ist die Variante A umgesetzt worden, da
diese die mathematisch korrekte Lösung darstellt.
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Verfahren zur Verbesserung der Sprachqualität
Während in den vorangegangenen Kapiteln der Fokus auf der Kompensation bzw. Re-
duktion der Rückkopplung liegt, werden in diesem Kapitel zwei Verfahren vorgestellt,
mit denen der Klangeindruck des Systems beim Zuhörer verbessert werden kann. In Ab-
schn. 6.1 wird ein Verfahren beschrieben, mit welchem das Lautsprechersignal entzerrt
wird. Das Ziel des in Abschn. 6.2 beschriebenen Verfahrens ist es, die Sprachverständ-
lichkeit in geräuschbehafteter Umgebung zu verbessern.
6.1 Automatische Entzerrung
Wie bereits in Abschn. 3.1 erläutert, schwingt sich eine geschlossene elektro-akustische
Schleife vor allem bei Frequenzen auf, an denen der Betragsfrequenzgang des Rückkopp-
lungspfads Überhöhungen aufweist. Aus diesem Grund werden bei der Entzerrung exis-
tierender ICC-Systeme an den Frequenzen dieser Überhöhungen Kerbfilter auf das Laut-
sprechersignal angewandt. Auf diese Weise werden die Resonanzfrequenzen des Raumes
gedämpft und die Stabilität des Systems kann in geringem Maße verbessert werden.
Klassischerweise werden diese Kerbfilter einmalig anhand vorab gemessener Impulsant-
worten parametriert. Dieses Vorgehen hat jedoch zwei Nachteile. Zum einen wird ledig-
lich das Übertragungsverhalten zwischen den Lautsprechern und dem Sprechermikrofon
entzerrt. Wünschenswert im Sinne eines optimalen Klangerlebnisses des Zuhörers ist hin-
gegen eine Entzerrung auf das Zuhörerohr. Dies wird durch eine reine Entzerrung des
Rückkopplungspfades nicht zwangsläufig erreicht. Zum anderen ändern sich durch Raum-
änderungen auch die Resonanzfrequenzen, weshalb ein automatisches Verfahren, welches
sich zur Laufzeit selbst parametriert, für die Entzerrung zu bevorzugen ist. Dies kann
beispielsweise mittels Aufschwingdetektoren realisiert werden [69]. Bei diesen Verfahren
wird ein Kerbfilter adaptiv bei Frequenzen platziert, an denen zuvor ein Aufschwingen
detektiert wurde.
Für Freisprecheinrichtungen existieren Verfahren, welche die beiden genannten Nach-
teile adressieren. So wird z. B. in [30, 56] ein Verfahren patentiert, welches eine Entzer-
rung auf Basis des Echokompensationsfilters vornimmt. Eine Entzerrung auf das Zuhö-
rerohr kann mit diesem Verfahren jedoch nur näherungsweise stattfinden, nämlich unter
der Annahme, dass sich das Mikrofon des lokalen Teilnehmers in der Nähe seiner Ohren
befindet.
Mit der in Kap. 4 beschriebenen Rückkopplungskompensation ist das ICC-System auch
ohne eine Entzerrung des Rückkopplungspfades bis hin zu großen Verstärkungen stabil.
Dies macht eine Entzerrung des Rückkopplungspfades im Sinne der Stabilität überflüssig.
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Aus diesem Grund liegt der Fokus in diesem Kapitel auf einem Verfahren zur automati-
schen Entzerrung des Frequenzgangs am Zuhörerohr. Das Ziel dieses Verfahrens ist es,
einen möglichst natürlichen Klangeindruck am Zuhörerplatz zu erreichen. Im Gegensatz
zu den oben erwähnten Patentschriften kann hier jedoch nicht das Rückkopplungskom-
pensationsfilter für den Filterentwurf des Entzerrers herangezogen werden. Stattdessen
wird zweites adaptives Filter benötigt, welches den Pfad zwischen Lautsprecher und
Zuhörerohr schätzt. Dieses nachfolgend vorgestellte Verfahren wurde auch in [9] veröf-
fentlicht.
6.1.1 Adaptives Filter zum Schätzen des kurzen Pfades
Bei einem Fahrzeug mit einem ICC-System überlagern sich am Ohr des Zuhörers der
Direktschall des lokalen Sprachsignals sowie das Lautsprechersignal, gefaltet mit der Im-
pulsantwort zwischen Lautsprecher und Ohr. Vor allem in großen Fahrzeugen, wie dem
in Kap. 2 vorgestellten Mercedes-Benz Viano, zeigen Messungen, dass die lokale Spra-
che des Fahrers beim Zuhörer der dritten Sitzreihe um etwa 20 dB bis 30 dB gedämpft
ankommt. Das Lautsprechersignal am Zuhörerohr ist zum einen gefärbt durch den Fre-
quenzgang der Lautsprecher selbst und zum anderen durch die akustischen Eigenschaften
des Fahrzeuginnenraums. Die Überlagerung all dieser Effekte führt dazu, dass sich die
Sprache beim Zuhörer oftmals unnatürlich anhört.
Ziel des hier vorgestellten Verfahrens ist es, das Lautsprechersignal so zu entzerren,
dass sich beim Zuhörer ein vorgegebener Zielfrequenzgang einstellt. Im einfachsten Fall
kann dieser Zielfrequenzgang beispielsweise weiß sein. Um das Entzerrfilter entsprechend
entwerfen zu können, muss zunächst das Übertragungsverhalten zwischen Lautsprecher
und Zuhörerohr mit einem adaptiven Filter geschätzt werden. Für dieses adaptive Filter
muss allerdings das Signal am Ohr des Zuhörers bekannt sein. Da dies mangels Sen-
soren im Ohr nicht direkt möglich ist, wird stattdessen angenommen, dass mit einem
Mikrofon im Dachhimmel über dem Zuhörer eine gute Annäherung erreicht wird (vgl.
auch Abb. 2.2 auf S. 7). Es wird angenommen, dass die Impulsantwort von den Lautspre-
chern zu diesem Mikrofon näherungsweise der Impulsantwort von den Lautsprechern zu
den Ohren entspricht. Eine zweite notwendige Annahme ist, dass der Frequenzgang des
Mikrofons im Sprachbereich linear ist. Da die hier verwendeten Freisprechmikrofone im
Bereich von 100Hz bis 10 kHz einen leichten Anstieg zeigen, gilt dies nur in grober
Näherung.
Das adaptive Filter für die automatische Entzerrung ist zusammen mit dem adaptiven
Filter für die Rückkopplungskompensation in Abb. 6.1 dargestellt. In der Abbildung
bezeichnet hˆk(n) die geschätzte Impulsantwort des kurzen Pfades. Die Signale yk(n) und
ek(n) bezeichnen entsprechend das Mikrofonsignal am Zuhörerplatz und das Fehlersignal
des adaptiven Filters. Erneut sind die Verstärkung und die Verzögerung aufgrund der
Blockverarbeitung sowie die evtl. zusätzlich benötigten Signalverarbeitungsmodule in
der Impulsantwort des Vorwärtspfades hv(n) zusammengefasst. Die Impulsantwort des
Entzerrers ist heq(n). Der grau gestrichelte Pfeil deutet an, dass der Entzerrer durch
die Schätzung des kurzen Pfades gesteuert wird. Am Lautsprecher wird schließlich das
entzerrte Signal xeq(n) ausgegeben.
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hˆ(n)
y(n)
xeq(n)
yk(n)
hv(n)
hˆk(n) heq(n)
Lokaler
Zuhörer
ek(n)
e(n)
x(n)
Sprecher
Abbildung 6.1: Blockdiagramm eines ICC-Systems mit automatischer Entzerrung des
Zuhörerpfades. Für eine übersichtlichere Darstellung sind alle Signale im
Zeitbereich dargestellt.
Die Steuerung des adaptiven Filters hˆk(n) gestaltet sich als weniger kompliziert als die
des Filters für die Rückkopplungskompensation. Der Grund ist die eingangs erwähnte
Dämpfung der lokalen Sprache am Zuhörermikrofon von 20 dB bis 30 dB. Diese sorgt
dafür, dass das Filter ungestört konvergieren kann. Außerdem ist dadurch auch die Kor-
relation zwischen Anregungs- bzw. Lautsprechersignal und lokaler Sprache geringer.
Zur Verringerung der Rechenleistung wird das adaptive Filter, wie in Abschn. 3.3.2
beschrieben, mittels einer Overlap-Save-Filterbank im Frequenzbereich implementiert.
Das entsprechende Blockdiagramm ist in Abb. 6.2 gezeigt. In der Abbildung ist hk(n)
die zu schätzende Impulsantwort des kurzen Pfades und syk(n) der Anteil der lokalen
Sprache, welcher am Zuhörermikrofon ankommt. Zur Verbesserung der Konvergenz des
Hˆk(µ, k)hk(n)
xeq(n)
ek(n)yk(n)syk(n)
IDFT DFT
DFT xx
rˆ- e0
Abbildung 6.2: Schematische Darstellung der Frequenzbereichsimplementierung des ad-
aptiven Filters zur Schätzung des kurzen Pfades.
adaptiven Filters wird die Schrittweite des Filters αk(µ, k) mit der Approximation der
optimalen Schrittweite nach Gl. (4.14) gesteuert. Der zur Berechnung der Schrittweite
benötigte Systemabstand wird mit dem in Abschn. 4.4.2 beschriebenen Verfahren ge-
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schätzt. Mathematisch ausgedrückt bedeutet dies
αk(µ, k) = αfix · |Xeq(µ, k)|
2
|Ek(µ, k)|2
· γk(µ, k), (6.1)
wobei für den geschätzten Systemabstand gilt
γk(µ, k) ≈ ‖Hk(µ, k)− Hˆk(µ, k)‖2. (6.2)
Wie bereits bei der Rückkopplungskompensation, wird die fixe Schrittweite auf den Wert
αfix = 0,3 eingestellt.
Der vom adaptiven Filtern zu schätzende Pfad wird durch die in Abb. 2.9b auf S. 13
dargestellten Impulsantworten von den hinteren Lautsprechern zu den hinteren Mikro-
fonen beschrieben. Um den relevanten Teil der Impulsantwort abzubilden, werden auch
hierM = 8 Teilfilter verwendet. Die weiteren Filterbankparameter entsprechen ebenfalls
den bereits in Tab. 3.2 gezeigten.
6.1.2 Zielfrequenzgang des Entzerrfilters
Als Zielfrequenzgang soll der Frequenzgang des adaptiven Filters hˆk(µ, k) so entzerrt
werden, dass das Produkt der Betragsfrequenzgänge von Entzerrfilter und adaptivem
Filter näherungsweise weiß wird. Um dies zu erreichen, muss das Entzerrfilter invers
zum adaptiven Filter sein. Der Betragsfrequenzgang des adaptiven Filters nach erfolgter
Abbildung 6.3: Der Betragsfrequenzgang des konvergierten adaptiven Filters nach ca.
19,5 s Simulationszeit.
Konvergenz ist in Abb. 6.3 dargestellt. Das adaptive Filter setzt sich aus den M Teilfil-
tern Hˆk,m(k) zusammen. Wegen der verwendeten Filterbank hat jedes dieser Teilfilter die
DFT-Auflösung N = 512, bei halber Überlappung im Zeitbereich. Für das Entzerrfilter
wird allerdings der Frequenzgang über die gesamte Länge der Impulsantwort benötigt.
Der Grund hierfür ist, dass auch die späten Reflexionen Einfluss auf die klangliche Fär-
bung haben können. Um den Frequenzgang des adaptiven Filters in hoher Auflösung
über die komplette Impulsantwort zu erhalten, muss letztere, wie bereits in Abb. 5.5 auf
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S. 86 gezeigt, zunächst aus den Teilfiltern zusammengesetzt werden. Anschließend wird
die Zeitbereichsimpulsantwort hˆk(n) mittels DFT der Länge Nh = 2048 zurück in den
Frequenzbereich transformiert
Hˆk(k) =
[
Hˆk(0, k), Hˆk(1, k), . . . , Hˆk(Nh − 1, k)
]T
= DFT
{
hˆk(n)
}
. (6.3)
Zur besseren Unterscheidung werden im Folgenden Frequenzbereichsvariablen mit großer
DFT-Auflösung (Nh = 2048) mit einem Unterstrich (·) gekennzeichnet.
Der erste Schritt zur Berechnung des Entzerrfilters ist es, den Betrag von Hˆk(k) auf
den Maximalwert 1 bzw. 0 dB zu normieren
Hnorm(µ, k) =
|Hˆk(µ, k)|
max
{
|Hˆk(k)|
} . (6.4)
Hierbei ist mit max
{
|Hˆk(k)|
}
das größte Element des Vektors |Hˆk(k)| gemeint. An-
schließend wird Hnorm(µ, k) auf einen Minimalwert begrenzt. Dies ist notwendig, da
aufgrund der nachfolgenden Invertierung an den Stellen, an denen der Frequenzgang des
adaptiven Filters Kerben aufweist, das Entzerrfilter Spitzen hat. Liegt eine solche Spitze
bei einer Resonanzfrequenz des Rückkopplungspfades, kann dies zur Folge haben, dass
die MSV bei dieser Frequenz überschritten und das System instabil wird. Damit die
Höhe dieser Spitzen begrenzt werden kann, wird der Parameter d eingeführt
Hlim(µ, k) =
{
Hnorm(µ, k) wenn Hnorm(µ, k) > d,
d sonst,
(6.5)
wobei sich in der Praxis ein Wert von d = -20 dB als praktikabel herausgestellt hat. Im
nächsten Schritt wird Hlim(µ, k) invertiert
Hinv(µ, k) =
1
Hlim(µ, k)
(6.6)
und auf den Mittelwert im Intervall µs = [µu, µo] normiert
Hinv,norm(µ, k) =
Hinv(µ, k)
1
Nµs
µo∑
µ=µu
Hinv(µ, k)
. (6.7)
Das Intervall µs entspricht dem Sprachbereich bzw. dem Bereich, in welchem der Fre-
quenzgang des Mikrofons näherungsweise linear ist. In dieser Arbeit wird ein Bereich
von µu = 5 (ca. 100Hz) bis µo = 464 (ca. 10.000Hz) verwendet. Nµs = µo − µu + 1
ist die Anzahl diskreter Frequenzwerte im Intervall µs. Werte unterhalb bzw. oberhalb
dieses Intervalls werden auf den Wert eins gesetzt
Heq(µ, k) =
{
Hinv,norm(µ, k) wenn µu ≤ µ ≤ µo
1,0 sonst.
(6.8)
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Hierdurch werden die außerhalb des Intervalls liegenden Frequenzbereiche nicht entzerrt.
Auf diese Weise wird verhindert, dass Frequenzbereiche, die aufgrund des begrenzten Mi-
krofonfrequenzgangs gedämpft sind, fälschlicherweise verstärkt werden. Um die Sprung-
stellen an den Intervallgrenzen zu glätten und um enge Spitzen bzw. Kerben abzuflachen,
wird Heq(µ, k) mit einem nicht-kausalen Filter entlang der Frequenzachse geglättet, was
in Heq(µ, k) resultiert.
Abbildung 6.4: Betragsfrequenzgänge zur Berechnung des Entzerrfilters.
Die Frequenzgänge von Hnorm(µ, k), Hlim(µ, k) und Heq(µ, k) sind für das in Abb. 6.3
gezeigte adaptive Filter in Abb. 6.4 dargestellt.
Unterabtastung von Heq(µ, k) um den Faktor M/2 entlang der diskreten Frequenz
führt schließlich auf das Filter Heq(µ, k). Dieses wird innerhalb der Filterbank des Vor-
wärtspfads multiplikativ auf das Lautsprechersignal X(µ, k) angewandt, sodass gilt
Xeq(µ, k) = Heq(µ, k) ·X(µ, k). (6.9)
6.1.3 Ergebnis
In der Simulation werden die akustischen Pfade mit den in Kap. 2 gemessenen Impul-
santworten modelliert. Der lokale Sprecher befindet sich auf dem Fahrersitz, der Rück-
kopplungspfad ist entsprechend der Pfad von den hinteren Lautsprechern zum Fahrer-
mikrofon. Der Zuhörer sitzt auf dem linken Platz der dritten Sitzreihe, folglich wird auf
diese Hörposition entzerrt. Der lokalen Sprache ist Hintergrundgeräusch überlagert, auf-
genommen bei 100 km/h Autobahnfahrt. Mit diesem Geräusch stellt sich am Fahrermi-
krofon ein SNR von etwa 2,3 dBA ein, am Mikrofon hinten links über dem Zuhörerplatz
beträgt das SNR ca. -15,2 dBA. Die Verstärkung des ICC-Systems wird auf 10 dB einge-
stellt, bezogen auf eine Stabilitätsgrenze von 0 dB wenn keine weiteren Maßnahmen zur
Unterdrückung der Rückkopplung zum Einsatz kommen.
In Abb. 6.5 ist das zeitliche Konvergenzverhalten des adaptiven Filters in Form des
über alle Frequenzen gemittelten Systemabstands dargestellt. Es ist zu erkennen, dass
das Filter bereits nach 1 s auf -20 dB abgeglichen hat (graue gestrichelte Linie). Dieser
schnelle Abgleich ist wichtig, da das Entzerrfilter bei einem schlecht abgeglichenen ad-
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Abbildung 6.5: Das Konvergenzverhalten des adaptiven Filters für die automatische Ent-
zerrung.
aptiven Filter den Pfad nicht korrekt entzerrt und damit das klangliche Ergebnis sogar
verschlechtert werden kann.
Abbildung 6.6: Der zeitliche Verlauf des Entzerrfilters als Spektrogramm.
In Abb. 6.6 sind die ersten drei Sekunden des Verlaufs der Filterkoeffizienten Heq(µ, k)
als Spektrogramm gezeigt. Auch hier ist zu sehen, dass sich die Koeffizienten nur inner-
halb der ersten 0,3 s bis 0,5 s ändern und danach konstant bleiben. Man erkennt außer-
dem, dass lediglich der Bereich bis 10 kHz entzerrt wird, darüber wird das Signal vom
Entzerrer nicht verändert.
Abb. 6.7 zeigt die Betragsfrequenzgänge des Übertragungspfades zwischen Lautspre-
chern und Zuhörermikrofon mit und ohne Entzerrung, welche sich nach 19,5 s Simulati-
onszeit einstellen. Der Frequenzgang nach der EntzerrungHfilt(k) wird berechnet durch
Multiplikation des gemessenen Raumes mit dem Entzerrfilter
Hfilt(k) = Hk(k) ·Heq(k). (6.10)
Insgesamt erkennt man, dass der entzerrte Frequenzgang (schwarz) bereits rein optisch
im relevanten Frequenzbereich von 100Hz bis 10 kHz deutlich linearer ist als vor der
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Abbildung 6.7: Der Frequenzgang am Zuhörerplatz mit und ohne Entzerrung nach 19,5 s
Simulationszeit.
Entzerrung (grau). Es ist zu sehen, dass der tiefe Frequenzbereich von 100Hz bis et-
wa 600Hz um bis zu 5 dB angehoben wird, während umgekehrt die Überhöhungen im
Bereich 1Hz bis 2 kHz um etwa 8 dB bis 9 dB abgesenkt werden.
Diese Linearität kann durch ein quadratisches Abstandsmaß ausgedrückt werden. Hier-
für wird die mittlere quadratische Distanz zum Mittelwert im Frequenzband µs berech-
net. Für die FrequenzgängeHk(k) undHfilt(k) erhält man auf diese Weise die Distanzen
Dk(k) und Dfilt(k), welche sich wie folgt berechnen
Dk(k) =
1
Nµs
µo∑
µ=µu
(
|Hk(µ, k)| − 1
Nµs
µo∑
µ=µu
|Hk(µ, k)|
)2
≈ -7,45 dB, (6.11)
Dfilt(k) =
1
Nµs
µo∑
µ=µu
(
|Hfilt(µ, k)| − 1
Nµs
µo∑
µ=µu
|Hfilt(µ, k)|
)2
≈ -12,05 dB. (6.12)
Die Bandgrenzen des Intervalls µs werden wie oben auf den Frequenzbereich 100Hz bis
10 kHz gesetzt. Berechnet man auf diese Weise die Distanzen nach 19,5 s Simulationszeit,
erhält man für Dk(k) = -7,45 dB und für Dfilt(k) = -12,05 dB für die verwendete Impuls-
antwort. In diesem Fall ist der quadratische Abstand zum Mittelwert mit automatischer
Entzerrung also etwa 4,6 dB geringer als ohne Entzerrung.
6.1.4 Zusammenfassung
Es wurde ein Verfahren zur automatischen Entzerrung des Lautsprechersignals am Zuhö-
rerohr vorgestellt. Das Verfahren wurde für den Einsatz in einer geschlossenen elektro-
akustischen Schleife mit Rückkopplungskompensator entwickelt. Das Ziel des Verfah-
rens ist es, am Ohr des Zuhörers einen flachen Frequenzgang einzustellen. Hierfür wird
das Übertragungsverhalten zwischen Lautsprecher und Ohr mit einem adaptiven Filter
geschätzt. Das Lautsprechersignal wird anschließend mit der Inversen des geschätzten
Frequenzgangs gefiltert. Simulationen zeigen, dass Überhöhungen und Kerben im Fre-
quenzgang durch das Verfahren abgeflacht werden. Subjektive Hörtests bestätigen dieses
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Ergebnis. Die Sprache am Zuhörerohr klingt natürlicher und weniger spektral gefärbt
als ohne die automatische Entzerrung.
6.2 Verbesserung der Sprachverständlichkeit
Nichtlinearitäten elektronischer Bauteile oder nichtlineare Signalverarbeitungsalgorith-
men sind meist unerwünscht, da sie ein Signal verzerren. Im musikalischen Kontext gibt
es jedoch Anwendungen, bei denen nichtlineare Systeme gezielt eingesetzt werden, um
ein Signal mit seinen Harmonischen anzureichern. Als Harmonische werden ganzzahlige
Vielfache eines Grundtons bezeichnet. Der Grundton ist dabei die erste Harmonische,
die zweite Harmonische liegt bei der doppelten Frequenz des Grundtons, usw. Klang-
lich wird vor allem zwischen geradzahligen und ungeradzahligen Harmonischen unter-
schieden. So erzeugt beispielsweise ein Röhrenverstärker bei geringer Aussteuerung der
Röhren vorrangig geradzahlige Harmonische. Diese sorgen dafür, dass der Klang eines
Röhrenverstärkers subjektiv als angenehm und warm empfunden wird. Umgekehrt klin-
gen die ungeradzahligen Harmonischen eher hart und kalt, was z. B. bei Verzerrern für
die elektrische Gitarre ausgenutzt wird. Neben Röhrenverstärkern und Verzerrern sind
es vor allem Effektgeräte wie der Exciter oder der artverwandte Enhancer, welche bei
der Musikproduktion eingesetzt werden, um den Klang eines Audiosignals mittels ab-
sichtlicher Verzerrungen gezielt aufzuwerten. Prominentestes Beispiel ist der um 1970
von der Firma Aphex entwickelte Aural Exciter [1]. Aufgrund seiner Popularität wurden
mögliche Anwendungsfälle für dieses Effektgerät untersucht, welche auch über die Musik
hinaus gehen. So wird beispielsweise in [11] nachgewiesen, dass der Aural Exciter die
Sprachverständlichkeit in geräuschbehafteter Umgebung signifikant verbessern kann. Da
der Exciter im Original ein analoges Hardwaregerät ist, beschäftigt sich u. a. [60] mit
der digitalen Implementierung des Effekts.
Auch im Rahmen dieser Arbeit wurde ein Algorithmus nach dem Vorbild des Exciters
entwickelt, mit welchem die Sprachverständlichkeit bei ICC-Systemen verbessert werden
kann. Dieser Algorithmus wurde in [10] veröffentlicht. In [25] wird die Idee dieses An-
satzes aufgegriffen und für Kommunikationseinheiten in Feuerschutzmasken adaptiert.
6.2.1 Prinzip des Exciters
Der prinzipielle Aufbau des Exciters ist in Abb. 6.8 gezeigt. In der geschlossenen Schleife
eines ICC-Systems befindet sich der Algorithmus im Vorwärtspfad, d. h. als Eingangssi-
gnal dient das Fehlersignal des Rückkopplungskompensators e(n), das Ausgangssignal ist
das Lautsprechersignal x(n). In Abb. 6.8 ist zu sehen, dass sich im Hauptpfad lediglich
eine Verzögerung um D Abtastwerte befindet. Die Verzögerung gleicht die Laufzeit des
Parallelpfads aus, damit der Hauptpfad phasenrichtig zum Parallelpfad addiert wird.
Ohne diesen Ausgleich würde nach der Addition ein Kammfilter-Effekt entstehen. Im
Parallelpfad wiederum werden die Harmonischen erzeugt. Der Vorteil der Parallelver-
arbeitung ist, dass der Exciter-Effekt gewichtet zum verzögerten Original addiert und
damit die Stärke des Effekts eingestellt werden kann
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z−D
Parallelpfad
x(n)e(n)
Abbildung 6.8: Prinzipielle Verarbeitung beim Exciter. Das Verzögerungsglied z−D im
Hauptpfad gleicht die Laufzeit des Parallelpfades aus.
Die detaillierten Verarbeitungsschritte sind in Abb. 6.9 dargestellt. Die grundlegen-
de Funktionsweise des Exciters kann als Addition verschiedener Kennlinien aufgefasst
werden. Zur Veranschaulichung dieses Prinzips ist in der Abbildung im Hauptpfad ei-
z−D
x(n)e(n) 1:1
Kg
Ku
xg(n)
xu(n)
hhp
gpre
gpost
τ
1− τ
xhp(n)
xp(n)
Abbildung 6.9: Blockschaltbild des Exciters. Im Parallelpfad werden mittels unterschied-
licher Kennlinien die Harmonischen erzeugt.
ne lineare Kennlinie eingezeichnet, welche das Signal unverarbeitet lässt, d. h. zwischen
Ein- und Ausgang ist das Übertragungsverhältnis 1:1. Im Parallelpfad wird das Signal
zunächst mit einem linearen Faktor gpre gewichtet. Mit diesem kann eingestellt werden,
wie stark die Kennlinien ausgesteuert werden, was unmittelbaren Einfluss auf die Stärke
der Verzerrungen hat. Anschließend wird das Signal mit einem Hochpass hhp gefiltert.
Dieses Hochpassfilter ist notwendig, da tieffrequente Signalanteile mit hohen Pegeln die
Kennlinien zu stark aussteuern würden. Die Harmonischen sollen vorwiegend aus den
hohen Frequenzanteilen gebildet werden. Nach der Hochpassfilterung durchläuft das Si-
gnal die beiden nichtlinearen Kennlinien. Die Kennlinie Kg ist quadratisch und hat die
Form
Kg : xg(n) = −12x
2
hp(n) + xhp(n). (6.13)
Diese Kennlinie erzeugt die zweite Harmonische einer Eingangsschwingung. Die unge-
radzahligen Harmonischen werden durch eine Kennlinie Ku der Form
Ku xu(n) = |xhp(n)| · xhp(n) (6.14)
erzeugt. Aufgrund der Punktsymmetrie werden hiermit eine Vielzahl ungeradzahliger
Harmonischer erzeugt. Das Mischungsverhältnis von geradzahligen und ungeradzahligen
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Harmonischen wird mit einem Faktor τ eingestellt. Dieser Parameter bestimmt maßgeb-
lich die Klangfarbe des Exciters. Da durch die Verzerrung auch Harmonische oberhalb
der halben Abtastfrequenz erzeugt werden, treten Alias-Effekte auf. Diese können mini-
miert werden, indem das Signal vor der Verarbeitung mit der Kennlinie überabgetastet
und anschließend wieder unterabgetastet wird. Der Übersicht halber ist dieser Schritt
in Abb. 6.9 nicht eingezeichnet. Im Folgenden wird eine Über- bzw. Unterabtastung um
den Faktor vier verwendet.
Bevor das Signal des Parallelpfads auf den zeitlich angeglichenen Hauptpfad addiert
wird, wird es erneut mit einem linearen Faktor gpost gewichtet. Hiermit wird die Ge-
samtstärke des Effekts eingestellt. Für das Ausgangssignal des Parallelpfades xp(n) gilt
folglich
xp(n) = gpost · (τ · xg(n) + (1− τ) · xu(n)) (6.15)
und damit für das Ausgangssignal, welches am Lautsprecher ausgegeben wird
x(n) = e(n−D) + xp(n). (6.16)
6.2.2 Parametrierung des Algorithmus
Im weiteren Verlauf werden zwei Parametersätze des Exciters untersucht. Die beiden mit
A und B bezeichneten Varianten sind in Tab. 6.1 einander gegenübergestellt. Die Vari-
Parameter Variante A Variante B
Gewichtung Eingang gpre = 1,8 gpre = 4,0
Gewichtung Ausgang gpost = 1,0 gpost = 1,0
Grenzfrequenz Hochpass fhp = 2 kHz fhp = 2 kHz
Harmonische Gewichtung τ = 0,8 τ = 0,8
Tabelle 6.1: Die Parameter der beiden getesteten Varianten.
anten unterscheiden sich in der Gewichtung gpre, welche vor den Kennlinien angewendet
wird. Der deutlich höhere Wert bei Variante B resultiert in stärkeren Verzerrungen. Die
Grenzfrequenz des Hochpasses fhp liegt in beiden Fällen bei 2 kHz.
Für den Hochpass wird ein Tiefen-Shelving-Filter mit 20 dB Bassdämpfung verwendet.
Die Verzögerung im Vorwärtspfad entspricht der Gruppenlaufzeit dieses Filters. Der
resultierende Frequenzgang des Exciters ist in Abb. 6.10 für die Variante A gezeigt. Zur
Erstellung der Grafik wurden die beiden Nichtlinearitäten Kg und Ku durch die lineare
1:1 Kennlinie ersetzt. Der dargestellte Verlauf ergibt sich dann aus der Gewichtung des
Parallelpfades mit gpre = 1,8 und der Addition von Hauptpfad und Parallelpfad. Diese
Höhenanhebung durch den Hochpass führt auch ohne nichtlineare Verzerrungen bereits
zu einer Verbesserung der Sprachverständlichkeit. Der Grund hierfür ist, dass die für die
Sprachverständlichkeit relevanten Informationen hauptsächlich bei hohen Frequenzen
liegen. Diese Anteile werden vom vor allem tieffrequent energiereichen Fahrgeräusch
maskiert [11]. Durch die Höhenanhebung werden diese Maskierungseffekte verringert. In
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Abbildung 6.10: Der für weißes Eingangsrauschen am Ausgang gemessene Frequenzgang
des Exciters. Für die Messung wurden die nichtlinearen Kennlinien
durch die 1:1 Kennlinie ersetzt.
[11] wird jedoch nachgewiesen, dass die verbesserte Sprachverständlichkeit beim Exciter
vorrangig auf die nichtlinearen Verzerrungen zurückzuführen ist.
Die beiden Kennlinien Kg nach Gl. (6.13) und Ku nach Gl. (6.14) sind in Abb. 6.11
dargestellt. Die schwarze Kennlinie K resultiert aus der Addition der Kennlinien
K = τ ·Kg + (1− τ) ·Ku, (6.17)
wobei für τ = 0,8 gewählt wurde. Zum Vergleich ist die lineare 1:1 Kennlinie ebenfalls
mit eingezeichnet.
Ein gängiges Maß zur Quantifizierung der harmonischen Verzerrung ist der Klirrfaktor
(engl. Harmonic Distortion, HD). Für die i-te Harmonische berechnet sich der Klirrfaktor
aus der Wurzel des Verhältnisses der Leistung Pi der i-ten Harmonischen zur Leistung
P1 der ersten Harmonischen, d. h.
HDi =
√
Pi
P1
. (6.18)
In Abb. 6.12 sind die Spektren der Ausgangssignale des Exciters für die Parameter der
Varianten A und B gezeigt. Als Eingangssignal dient hier eine Sinusschwingung der Fre-
quenz 1000Hz und Amplitude 0,5. Der Hochpass im Parallelpfad ist nicht aktiv, d. h.
hhp = 1, dementsprechend ist die Verzögerung im Hauptpfad D = 0. Aus der Abbil-
dung geht hervor, dass der Klirrfaktor für die zweite Harmonische bei der Variante A ca.
11,94% beträgt. Bei den darüber liegenden ungeradzahligen Harmonischen nimmt der
Klirrfaktor stetig ab. Ähnlich verhält es sich bei der Variante B, mit dem Unterschied,
dass durch die größere Verstärkung am Eingang die Kennlinien deutlich stärker ausge-
steuert werden. Hierdurch weist die zweite Harmonische einen Klirrfaktor von ca. 28,79%
auf und auch die ungeradzahligen Harmonischen liegen etwa im gleichen Verhältnis über
den Klirrfaktoren der Variante A.
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Abbildung 6.11: Die Kennlinien Kg und Ku sowie die aus der Addition resultierende
Kennlinie K bei einem Mischungsverhältnis von τ = 0,8.
6.2.3 Ergebnis und Evaluierung
Der beschriebene Exciteralgorithmus wird in [10] hinsichtlich der erreichten Sprachqua-
lität und Sprachverständlichkeit mit einem Comparison Mean Opinion Score (CMOS)
Test evaluiert [33]. Beim CMOS Test handelt es sich um ein auditives Verfahren zur
Beurteilung von Sprachqualität oder Sprachverständlichkeit, d. h. menschliche Hörer be-
urteilen die Signale nach ihrem persönlichen Empfinden. Neben den auditiven Tests gibt
es verschiedene instrumentelle Verfahren, welche allerdings in der vorliegenden Arbeit
nicht zum Einsatz kamen. Ein umfassender Überblick über Sprachqualitätsmessungen
wird in [18] gegeben.
Der Test wird auf zwei grundsätzliche Fragestellungen ausgerichtet. Die erste Frage-
stellung ist, ob die Sprachqualität für Sprache mit bereits guter Qualität noch weiter
verbessert werden kann. Dabei werden die Parameter des Verfahrens so gewählt, dass das
Sprachsignal zwar hörbar aber noch nicht zu stark verändert wird. In diesem Bereich ist
die Sprachverständlichkeit nicht beeinträchtigt, sie beträgt also stets 100%. Die zweite
grundsätzliche Frage ist, ob mit dem Exciter die Sprachverständlichkeit erhöht werden
kann. Hier muss die Sprachverständlichkeit des unverarbeiteten Sprachsignals zunächst
deutlich unter 100% liegen, um eine Verbesserung feststellen zu können. Die Parameter
für den Exciter werden in ihrer Wirkung aggressiver gewählt. Die Sprachqualität ist hier
von untergeordneter Bedeutung.
Die Sprachqualität wird mit dem Parametersatz der Variante A in drei verschiedenen
Szenarien evaluiert:
S1: Ein klares Sprachsignal ohne Hintergrundgeräusch wird mit dem Exciter verarbei-
tet.
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(a) Variante A.
(b) Variante B.
Abbildung 6.12: Die Klirrfaktoren der Harmonischen, gemessen mit einem Sinussignal
der Frequenz 1 kHz und Amplitude 0,5.
S2: Ein Sprachsignal wird von Fahrgeräusch bei 140 km/h überlagert. Das geräuschbe-
haftete Signal erfährt zunächst eine ideale Geräuschreduktion um -14 dB, bevor es
mit dem Exciter verarbeitet wird. In einem ICC-System entspricht dieses Signal
dem Lautsprechersignal bzw. bei Freisprecheinrichtungen dem Uplink.
S3: Ein klares Sprachsignal wird zunächst mit dem Exciter verarbeitet und anschlie-
ßend von Fahrgeräusch bei 140 km/h überlagert. Im ICC-System entspricht dies
einem Lautsprechersignal, welches in geräuschbehafteter Umgebung wiedergegeben
wird bzw. bei der Freisprecheinrichtung dem Downlink.
Die Sprachverständlichkeit wird mit dem Parametersatz der Variante B in dem nachfol-
gend beschriebenen vierten Szenario evaluiert:
S4: Dieses Szenario ist ähnlich zu S3 mit dem Unterschied, dass Fahrgeräusch bei
190 km/h verwendet wird. Zudem wird der Sprachpegel vor der Überlagerung mit
dem Fahrgeräusch soweit abgesenkt, dass die Sprachverständlichkeit zwischen ca.
70% und 90% liegt.
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Im Hörtest wird jedes Szenario jeweils mit aktivem Exciter gegen das gleiche Szenario
ohne Exciter verglichen. Aus diesem Grund lautet die Fragestellung bei der Evaluierung
der Sprachqualität „Bewerten Sie, welches der beiden Sprachsignale besser klingt“ und
dementsprechend für die Sprachverständlichkeit „Bewerten Sie, bei welchem der beiden
Sprachsignale die Sprachverständlichkeit besser ist“. Um einen Vergleich zu ermöglichen,
werden etwaige Pegelunterschiede zwischen verarbeitetem und unverarbeitetem Signal
ausgeglichen, sodass die Signale A-gewichtet den gleichen Pegel haben. Die beiden Si-
gnale können schließlich mit der folgenden dreistufigen CMOS Skala bewertet werden:
• Signal a) wird bevorzugt.
• Kein Unterschied hörbar.
• Signal b) wird bevorzugt.
Die Probanden wissen nicht, welches der beiden Signale a) und b) mit dem Exciter
verarbeitet wurde und welches nicht. Jedes der vier Szenarien wird jeweils mit fünf ver-
schiedenen Sprechern präsentiert. Zwei der Sprecher sind männlich, drei weiblich. Jeder
Sprecher sagt zwei kurze, aufeinander folgende Sätze. Die Signale werden in zufälliger
Reihenfolge präsentiert.
Abbildung 6.13: Spektrogramme einer weiblichen Sprecherin aus dem Szenario S4 mit
und ohne Exciter.
In Abb. 6.13 ist beispielhaft ein Ausschnitt aus dem Spektrogramm einer weiblichen
Sprecherin aus Szenario S4 gezeigt. Es ist zu erkennen, dass mit und ohne Exciter tief-
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frequent das Hintergrundgeräusch jeweils stark dominiert. Hingegen ist bei den hohen
Frequenzen ab ca. 2 kHz zu sehen, dass nach der Verarbeitung mit dem Exciter in diesem
Frequenzbereich deutlich mehr Energie vorhanden ist, als ohne Exciter.
Die Audiodaten werden den Probanden über Kopfhörer präsentiert. Insgesamt nahmen
an dem Hörtest 18 normalhörende Probanden im Alter von 22 bis 44 Jahren teil, davon
4 weiblich und 14 männlich.
Abbildung 6.14: Das Ergebnis der drei Szenarien zur Evaluierung der Sprachqualität.
Das Ergebnis der Szenarien zur Evaluierung der Sprachqualität in den Szenarien S1,
S2 und S3 ist in Abb. 6.14 gezeigt. Da der Exciter aufgrund des Hochpasses vor allem
die hochfrequenten Anteile beeinflusst, werden die Ergebnisse für die männlichen und
die weiblichen Sprecher getrennt dargestellt.
In Szenario S1 erkennt man, dass die Verarbeitung der klaren Sprachsignale mit dem
Exciter im vorliegenden Fall keine Verbesserung der Sprachqualität bringt. Von den
Probanden bevorzugen sowohl bei den männlichen Sprechern als auch bei den weiblichen
Sprechern jeweils über 50% das unverarbeitete Signal (in der Abbildung als Original
bezeichnet). Lediglich rund 28% bevorzugen den Exciter bei den männlichen Sprechern
und 22% bei den weiblichen Sprechern. Knapp 20% nehmen keinen Unterschied zwischen
den beiden Varianten wahr.
In Szenario S2 zeigt sich ebenfalls, dass die Mehrheit der Probanden das unverarbei-
tete Signal gegenüber dem Exciter bevorzugt. Allerdings wird hier der Exciter besser
bewertet als in Szenario S1. So bevorzugen den Exciter ca. 44% bei den männlichen
Sprechern und ca. 39% bei den weiblichen.
Ähnlich ausgewogen ist das Bild im dritten Szenario S3. Hier bevorzugen bei den weib-
lichen Sprechern jeweils 42% der Probanden den Exciter und 42% das unverarbeitete
Signal. Die verbleibenden etwa 16% können keinen Unterschied wahrnehmen. Bei den
männlichen Sprechern liegt abermals das unverarbeitete Signal mit 48% vor dem Exciter
(ca. 43%).
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Abbildung 6.15: Das Ergebnis der Evaluierung des Szenarios S4 zur Ermittlung der
Sprachverständlichkeit bei der Wiedergabe in einer sehr lauten Ge-
räuschumgebung.
Deutlich besser fällt das Ergebnis zugunsten des Exciters aus, wenn man die Evalu-
ierung der Sprachverständlichkeit betrachtet. Dieses Ergebnis ist in Abb. 6.15 gezeigt.
Hier geben etwa 89% der Probanden an, die weiblichen Sprecher mit Exciter besser zu
verstehen, als ohne (ca. 6%). Auch bei den männlichen Sprechern gibt die Mehrheit von
ca. 57% an, dass die Sprecher mit Exciter besser verständlich sind als ohne (ca. 20%).
6.2.4 Zusammenfassung
Es wurde ein Verfahren vorgestellt, mit welchem ein Signal mit seinen Harmonischen
angereichert werden kann. Hierfür durchläuft das Signal zunächst zwei unterschiedliche,
nichtlineare Kennlinien. Anschließend wird das mit den Kennlinien verarbeitete Signal
gewichtet zum unverarbeiteten addiert. Hörtest zeigten, dass durch das Hinzufügen von
Harmonischen die Sprachverständlichkeit eines Sprachsignals bei der Wiedergabe in einer
stark geräuschbehafteten Umgebung deutlich verbessert werden kann. Subjektive Tests
im Demonstratorfahrzeug bestätigen dieses Ergebnis. Eine Verbesserung der Sprachqua-
lität konnte in dem Hörtest nicht nachgewiesen werden. Letzteres kann an der bereits
sehr hohen Qualität der Testsignale liegen.
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Zusammenfassung und Ausblick
Im Rahmen der vorliegenden Arbeit wurden verschiedene Algorithmen zur Verbesse-
rung der Stabilität von ICC-Systemen entwickelt. Darüber hinaus wurden Verfahren
beschrieben, mit welchen die Signale klanglich aufgewertet können und zudem auch die
Sprachverständlichkeit erhöht werden kann. Die Algorithmen wurden zunächst theo-
retisch untersucht, anschließend wurde die Funktionsweise in Simulationen verifiziert
und optimiert. Um die Algorithmen im realen Betrieb testen zu können, wurde ein
Demonstratorfahrzeug aufgebaut. Die akustischen Eigenschaften dieses Fahrzeugs wur-
den in Messungen ermittelt und auf Basis der Messungen die Anforderungen an die Si-
gnalverarbeitung abgeleitet. Für die Echtzeittests im Demonstratorfahrzeug wurden die
Algorithmen in das eigens entwickelte Rahmenwerk RACE implementiert. Dieses Rah-
menwerk wurde in zahlreichen Testfahrten erfolgreich eingesetzt, um die Performanz der
ICC-Systeme zu präsentieren. Zahlreiche weitere Algorithmen, die in dieser Arbeit zwar
nicht beschrieben werden aber für den Betrieb von ICC-Systemen notwendig sind, wur-
den im Rahmen studentischer Arbeiten entwickelt und in RACE integriert. Hierzu zählen
beispielsweise Geräuschreduktionen, Equalizer oder Kompressoren (vgl. AnhangB).
7.1 Zusammenfassung
Mit der in dieser Arbeit vorgestellten Schrittweitensteuerung für die adaptive Rück-
kopplungskompensation wird es ermöglicht, dass der NLMS-Algorithmus auch in einer
geschlossenen elektro-akustischen Schleife mit stark korrelierten Signalen konvergieren
kann. Dadurch können hohe Verstärkungen erzielt werden, ohne dass das System instabil
wird. Dies resultiert zugleich auch in einer besseren Klangqualität, da Rückkopplungsar-
tefakte kompensiert werden und damit nicht hörbar sind. Da die Schrittweitensteuerung
kurze Zeitpunkte ausnutzt, in denen die Signale nicht korreliert sind, sind im Gegensatz
zu gängigen Kompensationsansätzen keine weitere Dekorrelationsmaßnahmen notwen-
dig. Neben einer geringeren Rechenlast hat dies zudem den Vorteil einer natürlicheren
Klangqualität. Der Grund ist, dass die Dekorrelation in den Signalpfad integriert wer-
den muss, wodurch der Klang des Lautsprechersignals zwangsläufig beeinflusst wird. Die
Herausforderung bei der vorgestellten Schrittweitensteuerung ist die Schätzung des Sys-
temabstands und die damit zusammenhängende Detektion von Raumänderungen. Hier-
für wurden verschiedene Verfahren entwickelt und untersucht. Diese sind in der Lage,
auch bei starken Raumänderungen den Systemabstand korrekt zu schätzen und damit
Stabilität zu gewährleisten.
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Je geringer die verfügbare Rechenleistung, desto kürzer ist der Teil der Impulsant-
wort, der mit dem Rückkopplungskompensator abgebildet werden kann. Dies kann da-
zu führen, dass der Kompensator nicht den kompletten relevanten Teil der Impulsant-
wort abdeckt. Durch die nicht kompensierten späten Anteile der Impulsantwort können
Restrückkopplungen hörbar werden, die zum einen das Klangergebnis beeinträchtigen,
zum anderen aber auch das System zum Aufschwingen bringen können. Um diese Re-
strückkopplungen zu unterdrücken, wurde ein Postfilter entwickelt, welches abhängig
von der Länge und vom Abgleichzustand des Kompensators Restrückkopplungen mit
einem Wiener-Filter unterdrückt. Hierdurch kann der Klangeindruck deutlich verbessert
werden.
Eine weitere klangliche Verbesserung wurde durch eine automatische Entzerrung des
Lautsprechersignals am Zuhörerplatz erreicht. Hierbei werden Überhöhungen, bzw. Ver-
tiefungen im Frequenzgang, die beispielsweise vom Raum oder den Lautsprechern ver-
ursacht werden, abgeflacht. Nach der automatischen Entzerrung entsteht beim Zuhörer
der Eindruck eines flachen Frequenzgangs.
Die Sprachverständlichkeit des über die Lautsprecher des ICC-Systems wiedergege-
benen Sprachsignals ist aufgrund der Hintergrundgeräusche im Fahrzeug oftmals beein-
trächtigt. In dieser Arbeit konnte nachgewiesen werden, dass die Sprachverständlichkeit
durch gezieltes Hinzufügen von Harmonischen in bestimmten Szenarien verbessert wer-
den kann. Das vorgestellte Verfahren basiert auf dem oftmals in der Musikproduktion
verwendeten Exciter.
Sämtliche Algorithmen wurden im Hinblick auf eine echtzeitfähige Implementierung
entwickelt. Hierbei wurde darauf geachtet, dass die benötigte Rechenleistung gering ge-
halten wird, was beispielsweise durch die Verarbeitung im Teilband mittels Filterbänken
realisiert wurde. Damit für die verschiedenen Algorithmen jeweils die optimale Filter-
bank zum Einsatz kommt, wurde eine Struktur aus zwei verschiedenen Filterbänken
implementiert. Gleichzeitig wurde die Verzögerung im Signalpfad durch entsprechende
Blockgrößen der Filterbänke unter 15ms gehalten, um das klangliche Ergebnis nicht zu
beeinträchtigen.
Während vieler Testfahrten mit den Demonstratorfahrzeugen konnte das in dieser Ar-
beit entwickelte ICC-System im realen Betrieb erlebt werden. Hierbei konnte festgestellt
werden, dass die beiden eingangs gesetzten Ziele, nämlich die Vergrößerung der maxima-
len stabilen Verstärkung bei gleichzeitig verbesserter Klangqualität, mit den vorgestell-
ten Algorithmen erreicht werden. Auch bei Verstärkungen, die deutlich über denen auf
dem Markt verfügbarer ICC-Systeme liegen, arbeitet das System zuverlässig und stabil.
Dabei bleibt der Höreindruck stets natürlich ohne störende Artefakte.
7.2 Ausblick
Für den Einsatz des ICC-Systems in Serienfahrzeugen wird die benötigte Rechenleistung
weiter optimiert werden müssen, da die Algorithmen hierfür auf einem eingebetteten
System mit begrenzter Rechenkapazität implementiert werden. Dies kann u. a. dadurch
erreicht werden, dass sowohl für die Module als auch den Rückkopplungskompensator ei-
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ne einheitliche Filterbank verwendet wird. Da aufgrund fehlender Projektionen Overlap-
Add-Filterbänke mit einem gleitenden Fenster effizienter zu berechnen sind als Overlap-
Save-Filterbänke, kommen in Serienprodukten hauptsächlich erstere zum Einsatz. Hier
gilt es zu untersuchen, wie sich die schrittweitengesteuerte Rückkopplungskompensation
innerhalb einer solchen Filterbank verhält. Aufgrund der fehlenden Projektionen kann
es sein, dass die Schrittweitensteuerung den Nachhall hier weniger präzise detektiert. Da
gewichtete Overlap-Add-Filterbänke die zyklischen Faltungsfehler nicht vollständig un-
terdrücken, wird dies zudem Auswirkungen auf das Konvergenzverhalten des adaptiven
Filters haben.
Die hier vorgestellten Algorithmen wurden sowohl für Einwege- als auch bidirektionale
ICC-Systeme verwendet. Im Fall der bidirektionalen Systeme kommt eine Pegelwaage
zum Einsatz, welche den inaktiven Weg stumm schaltet, sodass immer nur ein Weg
zur gleichen Zeit aktiv ist. Schaltet die Pegelwaage schnell und präzise zwischen den
beiden Wegen um, stellt dies für eine natürliche Kommunikation kein Problem dar. Ein
gleichzeitiger Betrieb von zwei Wegen ist nur eingeschränkt möglich, da das System
hier bereits bei geringen Verstärkungen instabil wird. Der Grund ist, dass das System
zusätzlich zu den langen Pfaden auch über die kurzen Pfade zurück gekoppelt ist. Soll es
dennoch ermöglicht werden, dass beide Wege gleichzeitig aktiv sind, muss in zukünftigen
Arbeiten die Schrittweitensteuerung des adaptiven Filters weiterentwickelt werden.
Das Verfahren für die automatische Entzerrung bietet ebenfalls Raum für weitere
Verbesserungen, die im Rahmen dieser Arbeit nicht untersucht wurden. Beispielsweise
könnte man das Entzerrfilter mit der spektralen Einhüllenden des Hintergrundgeräusches
gewichten. Dadurch wird die Sprache in stark geräuschbehafteten Bändern stärker ange-
hoben, was sich in einem verbesserten SNR bemerkbar macht. Alternativ könnte man als
Wunschfrequenzgang auch den Frequenzgang vom Mund des Sprechers zum Zuhörerohr
ohne Rückkopplung vorgeben. Dafür müsste man diesen Frequenzgang einmalig vorab
messen. Auf diese Weise ist die Sprache am Ohr spektral genauso gefärbt wie der Di-
rektschall ohne ICC-System. Es ist zu untersuchen, ob dies in einem noch natürlicheren
Klangbild resultiert. Zur Verbesserung der Stabilität könnte man zudem die Überhö-
hungen des Rückkopplungspfades mit dem Entzerrer dämpfen. Dabei muss untersucht
werden, ob die Resonanzen dieses Pfades nahe bei denen des kurzen Pfades liegen, da
es sich um den gleichen Raum handelt. Ein solcher Mechanismus wäre nur notwendig,
wenn sich die Resonanzen von langem und kurzem Pfad unterscheiden würden.
Mit dem Exciter konnte zwar die Sprachverständlichkeit verbessert werden, eine Ver-
besserung der subjektiv empfundenen Sprachqualität konnte jedoch nicht nachgewiesen
werden. Normalerweise wird der Exciter in Musikproduktionen angewendet, wo es seine
Aufgabe ist, die Signale klanglich aufzuwerten. Hier könnte man in weiterführenden Ar-
beiten untersuchen, weshalb dies bei den im Hörtest verwendeten Sprachsignalen nicht
der Fall war. Ein Grund könnte sein, dass die im Hörtest verwendeten Sprachdaten
bereits von Grund auf eine hohe Qualität aufweisen, sodass jede zusätzliche Verarbei-
tung die Natürlichkeit beeinträchtigt. Dies entspricht der Tatsache, dass die Qualität
des Exciters besser bewertet wird, wenn das Sprachsignal vom Hintergrundgeräusch ge-
stört wird, während beim klaren Sprachsignal ohne Hintergrundgeräusch der Exciter am
schlechtesten bewertet wird. In weiterführenden Arbeiten muss daher untersucht werden,
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ob es mit dem Exciter möglich ist, Signale von minderer Qualität, wie sie im Fahrzeug
vorkommen können, aufzuwerten. In diesem Zusammenhang könnte der Exciter auch als
eine Art Bandbreitenerweiterung für bandbegrenzte Signale untersucht werden.
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Anhang A
Herleitung der optimalen Schrittweite
In Kap. 4 wird die Konvergenz des adaptiven Filters für die Rückkopplungskompensati-
on mittels Schrittweitensteuerung verbessert. Die detaillierte Herleitung der optimalen
Schrittweite wird aus Gründen der besseren Lesbarkeit an dieser Stelle beschrieben. Die
Herleitung ist angelehnt an [29, 31]. Dort wird die optimale Schrittweite für Signale
im Zeitbereich hergeleitet. Die nachfolgenden Überlegungen werden zwar im Teilband
durchgeführt, basieren jedoch auf den genannten Quellen.
Ausgangslage ist, wie in Abschn. 4.1 erläutert, Gl. (4.1)
Hˆ(µ, k + 1) = Hˆ(µ, k) + α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 . (A.1)
Diese Gleichung beschreibt die rekursive Aktualisierung der Filterkoeffizienten Hˆ(µ, k).
Die Differenz zwischen den Koeffizienten von realer Teilbandimpulsantwort H(µ) und
geschätzter Teilbandimpulsantwort Hˆ(µ, k) ist
H∆(µ, k) = H(µ)− Hˆ(µ, k). (A.2)
Setzt man Gl. (A.1) in Gl. (A.2) ein, so erhält man die rekursive Berechnung der Differenz
H∆(µ, k + 1) = H∆(µ, k)− α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 . (A.3)
Der Systemabstand der Teilbandimpulsantwort wird berechnet aus der quadratischen
Norm von (A.3)
‖H∆(µ, k + 1)‖2 =
M−1∑
m=0
|H∆m(µ, k + 1)|2, (A.4)
|H∆m(µ, k + 1)|2 = H∗∆m(µ, k + 1) ·H∆m(µ, k + 1). (A.5)
Für Gl. (A.3) folgt damit
‖H∆(µ, k + 1)‖2 = ‖H∆(µ, k)− α(µ, k) · E(µ, k) ·X
∗(µ, k)
‖X(µ, k)‖2 ‖
2 (A.6)
=
M−1∑
m=1
(
H∗∆m(µ, k)− α(µ, k) ·
E∗(µ, k) ·X(µ, k −m)
‖X(µ, k)‖2
)
·
(
H∆m(µ, k)− α(µ, k) · E(µ, k) ·X
∗(µ, k −m)
‖X(µ, k)‖2
)
. (A.7)
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Nach Ausmultiplizieren erhält man
‖H∆(µ, k + 1)‖2 =
M−1∑
m=0
H∗∆m(µ, k) ·H∆m(µ, k)
+ α2(µ, k) · E
∗(µ, k) ·X(µ, k −m) · E(µ, k) ·X∗(µ, k −m)
‖X(µ, k)‖4
−H∗∆m(µ, k) · α(µ, k) ·
E(µ, k) ·X∗(µ, k −m)
‖X(µ, k)‖2
− α(µ, k) · E
∗(µ, k) ·X(µ, k −m)
‖X(µ, k)‖2 ·H∆m(µ, k). (A.8)
Ersetzt man die Summation durch Vektorschreibweise, vereinfacht sich die Gleichung zu
‖H∆(µ, k + 1)‖2 = ‖H∆(µ, k)‖2 + α2(µ, k) · |E(µ, k)|
2 ·XT (µ, k) ·X∗(µ, k)
‖X(µ, k)‖4
− α(µ, k) · E(µ, k)H
H
∆(µ, k)X∗(µ, k)
‖X(µ, k)‖2
− α(µ, k) · E
∗(µ, k)XT (µ, k)H∆(µ, k)
‖X(µ, k)‖2 . (A.9)
Setzt man den ungestörten Fehler nach Gl. (4.9)
Eu(µ, k) = XT (µ, k) ·H∆(µ, k) (A.10)
ein, erhält man nach Vereinfachen
‖H∆(µ, k + 1)‖2 = ‖H∆(µ, k)‖2 + α2(µ, k) · |E(µ, k)|
2
‖X(µ, k)‖2
− α(µ, k) · E(µ, k)E
∗
u(µ, k) + E∗(µ, k)Eu(µ, k)
‖X(µ, k)‖2 . (A.11)
Ziel ist es, dass der Systemabstand nach Gl. (A.5) mit jedem Zeitschritt k kleiner wird,
d. h.
E
{
‖H∆(µ, k + 1)‖2
}
− E
{
‖H∆(µ, k)‖2
}
≤ 0. (A.12)
Aus Gl. (A.11) folgt damit
α2(µ, k) · E
{
|E(µ, k)|2
‖X(µ, k)‖2
}
− α(µ, k) · E
{
E(µ, k)E∗u(µ, k) + E∗(µ, k)Eu(µ, k)
‖X(µ, k)‖2
}
≤ 0,
(A.13)
was bedeutet, dass die Schrittweite im Intervall
0 ≤ α(µ, k) ≤
E
{
E(µ,k)E∗u(µ,k)+E∗(µ,k)Eu(µ,k)
‖X(µ,k)‖2
}
E
{ |E(µ,k)|2
‖X(µ,k)‖2
} (A.14)
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liegt. Leitet man den Systemabstand (A.11) nach der Schrittweite ab und setzt die
Ableitung gleich null, erhält man die optimale Schrittweite
∂E
{‖H∆(µ, k + 1)‖2}
∂α(µ, k)
!= 0. (A.15)
Auflösen von
0 = 2 · αopt(µ, k) · E
{
|E(µ, k)|2
‖X(µ, k)‖2
}
− E
{
E(µ, k)E∗u(µ, k) + E∗(µ, k)Eu(µ, k)
‖X(µ, k)‖2
}
(A.16)
nach der Schrittweite αopt(µ, k) führt schließlich auf
αopt(µ, k) =
1
2 ·
E
{
E(µ,k)E∗u(µ,k)+E∗(µ,k)Eu(µ,k)
‖X(µ,k)‖2
}
E
{ |E(µ,k)|2
‖X(µ,k)‖2
} . (A.17)
Der gestörte Fehler E(µ, k) kann berechnet werden aus der Überlagerung von unge-
störtem Fehler und lokalem Störer
E(µ, k) = Eu(µ, k) + S(µ, k). (A.18)
Eingesetzt in Gl. (A.17) ergibt sich
αopt(µ, k) =
1
2 ·
E
{
(Eu(µ,k)+S(µ,k))E∗u(µ,k)+(E∗u(µ,k)+S∗(µ,k))Eu(µ,k)
‖X(µ,k)‖2
}
E
{ |E(µ,k)|2
‖X(µ,k)‖2
}
= 12 ·
E
{
2|Eu(µ,k)|2+S(µ,k)E∗u(µ,k)+S∗(µ,k)Eu(µ,k)
‖X(µ,k)‖2
}
E
{ |E(µ,k)|2
‖X(µ,k)‖2
} . (A.19)
Die lokale Störung S(µ, k) und der ungestörte Fehler Eu(µ, k) werden als orthogonal
angenommen. D. h. es gilt
E{S(µ, k)Eu(µ, k)} = 0. (A.20)
Wird außerdem angenommen, dass sich die Norm des Anregungssignals ‖X(µ, k)‖2 zwi-
schen zwei aufeinanderfolgenden Blöcken nur wenig ändert, kann (A.19) vereinfacht wer-
den zu
αopt(µ, k) =
E
{|Eu(µ, k)|2}
E{|E(µ, k)|2} . (A.21)
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Anhang B
Echtzeit-Rahmenwerk RACE
Um die im Rahmen dieser Arbeit entwickelten Signalverarbeitungsalgorithmen im De-
monstratorfahrzeug testen zu können, wurde das Rahmenwerk RACE (engl. Realti-
me Automotive Communication Enhancement) entwickelt. Bei RACE handelt es sich
um eine PC-basierte Software, innerhalb welcher die Signalverarbeitung implementiert
ist. Dazu werden die im Fahrzeug verbauten Lautsprecher-Verstärker und Mikrofon-
Vorverstärker über eine Audio-Soundkarte mit dem PC verbunden. Über eine grafische
Abbildung B.1: Die grafische Benutzeroberfläche von RACE.
Benutzeroberfläche können die Algorithmen zur Laufzeit parametriert und Signale in
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Echtzeit visualisiert werden. Diese Benutzeroberfläche ist in Abb.B.1 dargestellt.
Die Software wurde mit der C++ Bibliothek JUCE [52] entwickelt, da diese sowohl die
Funktionalität für die Audio-Schnittstelle als auch für die grafische Benutzeroberfläche
bereitstellt. Für die Fouriertransformationen wurde die FFTW-Bibliothek [22] verwen-
det. Die Anbindung von Audio-Schnittstellen erfolgt mittels ASIO-Treiber, wodurch die
Latenzzeit minimiert und mehrkanalige Audioverarbeitung ermöglicht wird. ASIO (engl.
Audio Stream Input/Output) ist ein Audioprotokoll, welches von der Steinberg Media
Technologies GmbH speziell für Echtzeit-Audioanwendungen entwickelt wurde [63].
Signalverarbeitungseinheiten werden in RACE in Form von RACE-Audio-Modulen
eingebunden. Jedes Modul stellt zusätzlich zur Signalverarbeitung eine eigene grafische
Benutzeroberfläche zur Verfügung, über welche es parametriert werden kann. Für das
Modul zur Rückkopplungskompensation ist diese beispielhaft in Abb.B.2 gezeigt. Die
Abbildung B.2: Die grafische Benutzeroberfläche des Moduls für die Rückkopplungskom-
pensation.
Module werden im Prozessor-Graph als Blöcke dargestellt. Ein Modul kann zur Laufzeit
beliebig oft instanziert werden. Die Ausgänge eines Moduls können grafisch über Lei-
tungen mit den Eingängen der nachfolgenden Module verbunden werden. Dabei gibt es
drei verschiedene Arten von Leitungen (vgl. Abb.B.1):
• Reellwertige Zeitbereichsdaten
• Komplexe Frequenzbereichsdaten
• Steuerdaten
Damit können die verschiedenen Module flexibel zu einer Signalverarbeitungseinheit
kombiniert werden. Um zu gewährleisten, dass die zusammengeschalteten Module in der
korrekten Reihenfolge ausgeführt werden, wird in RACE eine automatische Topologie-
detekion durchgeführt. Diese ermöglicht es, dass der Ausgang eines Moduls auf seinen
eigenen Eingang zurückgekoppelt werden kann, was beispielsweise bei der Rückkopp-
lungskompensation relevant ist.
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Neue Module können über einen Codegenerator angelegt werden. Hierbei wird über
eine Eingabemaske festgelegt, wie viele Eingangs-, Ausgangs- und Visualisierungskanä-
le das neue Modul benötigt. Außerdem können auch die Parameter festgelegt werden,
welche über die Benutzeroberfläche einstellbar sein sollen. Der Codegenerator erzeugt
darauf basierend die Quelltextdateien, innerhalb welcher die Signalverarbeitung sowie
die grafische Benutzeroberfläche programmiert werden müssen. Die so erzeugten Quell-
textdateien werden beim Kompilieren von RACE automatisch erkannt und als neues
Modul integriert, ohne dass dazu am eigentlichen Rahmenwerk Änderungen vorgenom-
men werden müssen. So wird gewährleistet, dass verschiedene Entwickler neue Module
ohne Vorkenntnis über das Rahmenwerk integrieren können.
Auf diese Weise wurden im Rahmen der vorliegenden Arbeit die folgenden Module in
RACE implementiert:
• Feedback Compensation - Rückkopplungskompensator mit Nachhall-basierter Schritt-
weitensteuerung und Verstärkungsregelung, nach Kap. 4, bzw. [8].
• Feedback Suppression - Postfilter zur Unterdrückung der Restrückkopplungen, ge-
steuert über den geschätzten Systemabstand, nach Kap. 5, bzw. [24].
• Noise Suppression - Geräuschreduktion mit Wiener-Filter nach [43], geräuschab-
hängige Verstärkungsregelung und Noise Gate.
• Exciter - Der in Abschn. 6.2 bzw. [10] beschriebene Ansatz zur Erzeugung von
Harmonischen für die Verbesserung der Sprachverständlichkeit.
• De-Esser - Der in [41] beschriebene Ansatz zur Verringerung von Zischlauten.
• Frequency Shifter - Ein Frequenzversatz zur Dekorrelation der Signale wie in [76]
beschrieben.
• Loss Control - Pegelwaage zum adaptiven Umschalten zwischen zwei Kanälen.
• Mic Mixer - Mischer zum adaptiven Zusammenmischen zweier Mikrofonkanäle.
• Equalizer - Parametrischer Equalizer mit fünf Peak-Filtern und je einem Höhen-
und Tiefen-Shelving-Filter nach [80].
• Adaptive Notch Filter - Adaptives Kerbfilter wie in [55] beschrieben.
• Dynamic Range Control - Modul zur Dynamikverarbeitung mittels Expander,
Kompressor und Limiter nach [80].
Zusätzlich zu diesen RACE-Audio-Modulen können auch VST-Plugins in die Struktur
eingebunden werden. VST (engl. Virtual Studio Technology) ist ein gängiges Plugin-
Format in der Audiobranche und wurde ebenfalls von Steinberg entwickelt [63].
Für den Signalfluss gibt es sog. RACE Build-In Tools. Dazu gehören verschiedene
Module mit denen Signale aufgeteilt oder zusammengeführt werden können, Signalge-
neratoren, Verzögerungsglieder, etc. Die Soundkartenein- und -ausgänge sind ebenfalls
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als Module dargestellt. Parallel zu den Soundkartenein- und -ausgängen können auch
Audiodateien abgespielt bzw. aufgenommen werden.
Die RACE-Audio-Module können intern Signale für die Visualisierung zur Verfügung
stellen. Darüber hinaus gibt es zusätzlich Senken für jeden Leitungstyp. Verbindet man
eine Leitung mit der Senke, kann das Signal im Visualisierungsbereich gezeichnet werden.
Im Visualisierungsbereich stehen drei verschiedene Arten zur Echtzeitvisualisierung der
Signale zur Verfügung. Die Signale können hier entweder im Zeitbereich, als zeitabhän-
giges Spektrum oder als Spektrogramm angezeigt werden. Die Frequenzauflösung hängt
hierbei von der Blockgröße der Audio-Soundkarte ab. Die Visualisierungen können als
Bilddatei oder als Rohdaten abgespeichert werden, um sie auch außerhalb von RACE
weiterverwenden zu können.
Über eine Netzwerkverbindung kann RACE mit einem Smartphone ferngesteuert wer-
den. Dies ist insbesondere nützlich, um während Testfahrten nicht mit einem Laptop
hantieren zu müssen. Über das Smartphone können beliebige Parameter der Module ge-
steuert werden. Darüber hinaus kann auch die Verarbeitung angehalten bzw. gestartet
oder die Lautstärke an den Lautsprechern eingestellt werden. Für die Netzwerkkommu-
nikation zwischen Smartphone und PC kommt das OSC-Protokoll (engl. Open Sound
Control) zum Einsatz [20].
Mit RACE wurden im Rahmen der vorliegenden Arbeit zahlreiche verschiedene ICC
Demonstrationen durchgeführt. Das Rahmenwerk hat sich dabei stets als zuverlässiges,
unkompliziertes Werkzeug bewährt.
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