cosh(k)(10)
cosh(t) cosh(w)
.
We further define the transformations a = t + w, b = t − w such that t = a + b 2 , and w = a − b 2 where a ≥ |b|. Then, the variable k is given by k = 1 2 log cosh(a) cosh(b) .
Therefore, the expression in (10) becomes 
After a few manipulations on the product of the equations (8), and (9), one can check that the LHS of (5) is given by
Similarly, using equations (11), and (13), the RHS of (5) is given by
Therefore, we obtain that the inequality (5) is equivalent to . Then, by Lemma 5 in the Appendix, whenever a ≥ b ≥ 0,
Moreover, we have u ≥ v whenever a ≥ |b| by symmetry of the function f s (.) around zero.
As a result, we have reduced the inequality (5) to the following form:
But, we know this is true by Lemma 4 in the Appendix. This proves inequality (5) holds as 
where
where Y has the probability distribution q(y), and obtain (17) by simple manipulations.
Lemma 2: Given a channel W and ρ ≥ 0, let Z 1 and Z 2 be independent copies of the random variable Z defined in Lemma 1. Then,
where g(ρ, z) is given by (18).
Proof: From the definition of channel W − in (3), we can write
where we used (19). We can now define Z 1 = |∆(Y 1 )| and Z 2 = |∆(Y 2 )| where Y 1 and Y 2 are independent random variables with distribution q. From this construction, the lemma follows.
Lemma 3: Given a channel W and ρ ≥ 0, let Z 1 and Z 2 be as in Lemma 2. Then,
Proof: From the definition of channel W + in (4), we can write
Using (19), we have
where g(ρ, z) is defined in (18). and ∆(y 2 ) are of the same sign, we can easily see (noting that g(ρ, z) is symmetric about z = 0)
When ∆(y 1 ) and ∆(y 2 ) are of the opposite sign, we note that
Since we are interested in the sum of the above two parts, we can see that the construction we propose is still equivalent. This concludes the proof. 
Then, F s is a non-decreasing function.
Proof: Taking the derivative of F s (x) with respect to x, we have 
