We examine the convergence of product quadrature formulas of interpolatory type, based on the zeros of certain generalized Jacobi polynomials, for the discretization of integrals of the type
Introduction
The numerical solution of linear Fredholm integral equations of the second kind, (1.1) u(y)= i K(\x-y\)u(x)dx + h(y), 0<y<b<oo, Jo with weakly singular kernels K(\x -y\) containing terms like log|x -y\ or \x-y\" , v > -1 , has attracted the attention of several authors; see for instance [2, 10, 18, 22] . For this type of equation, the following theoretical result on the degree of smoothness of the unknown u(x) has been proved in [21] ; see also [7, 15, 17, 18] . As a consequence of this theorem, if we want, for example, to solve (1.1) using a numerical procedure of Nyström type, then we have to be able to deal efficiently with integrals of the form (1.2) |_ K(\x-y\)f(x)dx, where f(x) contains only endpoint singularities of the type (1 ± x)a or (1 ± x)CTlog(l ± x), since it is well known (see [19] ) that the rate of convergence of the numerical method coincides with that of the basic quadrature rule we choose to discretize (1.2).
One possible approach to (1.2) is to use the so-called composite product integration formulas on graded meshes (see [18] ); for these rules, optimal convergence results have been given in [18] .
In [10] , the third author has used whole interval product integration rules of interpolatory type, based on the zeros of Legendre polynomials, to construct a numerical scheme for the linear transport equation; furthermore, in [11] he has presented a general procedure for constructing interpolatory product rules based on any set of distinct knots. For quadratures of this type, the only known general convergence results refer to functions f(x) in (1.2) of class C"[-l, 1] (see also [13] ); however, these results appear, as confirmed by the case examined in [10] , to be very pessimistic when we apply them to functions f(x) which are smooth everywhere in (-1, 1) except at the endpoints, where they have mild singularities.
In this paper we consider product rules
with K(x, y) = |x -y\" , v > -1, or K(x, y) = log |x -y\, of interpolatory type, based on the zeros of some classes of generalized Jacobi orthogonal polynomials. For these we derive convergence estimates which are essential if, for example, we want to know the rate of convergence of the corresponding Nyström type method for (1.1). Further, we extend these estimates to product rules which include among their nodes also the endpoints ±1 . Our results of §3 generalize some of those presented in [3, 4, 8, 9] , and can be used, for
This procedure is often called product integration; see [18] , example, to obtain convergence estimates for quadrature rules of type (1.3) applied to functions f(x) admitting asymptotic expansions with singular terms like (l±x)CT plus a sufficiently smooth remainder.
2. Construction of some weighted Lx-approximation polynomials FOR THE FUNCTION (1 -x)°T hroughout this paper, the symbol "const" stands for a positive constant taking on different values on different occurrences.
The following lemmas are necessary to prove our main theorems.
Lemma 1. The integral
Fx(y)= (\/l -x + m~xj \x-yfdx, with -l<fl<l,A<0, i/>-1 and \y\ < I, admits the following bounds:
Moreover, when -1 < y < b < 1 and X/2 + v + 1 < 0, we have Thus (2.1) is proved when v = 0, hence also when v > 0 since in this latter case, |x -y\" < 2" . Next we examine the case -1 < v < 0. In particular, we
consider first I -m < y < 1 and then -1 < y < 1 -m For 1 -m~ < y < 1, we split F,(y) as follows:
• From this last bound we derive (2.1). When a < y < I -m~~, we proceed differently:
For the first integral in the last line we obtain 
and easily obtain the bound 0(w ~ "). The proof of (2.2) is not difficult; one needs only to consider a point c, b < c < 1 , and break the integral over (-1, 1) into the sum of two integrals:
The case -1 < y < a is simpler and we omit it.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use -1J one over (-1, c) and the other over (c, 1). Since (\/l -x + m ) < const for -1 < x < c and |x -y\" < const for c < x < 1, (2.2) follows easily. D
We omit the proof of the following lemma, since it is very similar to that of Lemma 1.
Lemma 2. The integral F2(y) = / Wl -x + m J | log|x -y\ \dx, with -1 < a < 1, X < 0 and \y\ < 1, admits the following bounds:
Moreover, when -1 < y < b < 1, we have
Lemma 3 (see [16] 
where const is independent of y and m. 
hence (2.5) follows.
Furthermore, from the Taylor expansion of Tm+s+i about the point x = 1 we obtain
Inserting the bound (2.4), with r = s and k -s' + 1, into this last relation, we derive (2.6).
Next, consider the integral The following lemma, which is a straightforward consequence of Statements 4.2, 5.4 and 5.5 in [6] , is necessary to prove our subsequent results. Remark. To our knowledge, the existence which satisfy the bounds given in Theorems 1-4 is new. Furthermore, when < const{ 1 m~2p-2 if -l<y<b<l, Remark. To our knowledge, the existence of polynomials tm , t*m, qm and q.
in Theorems 1 and 3 above we set v = 0 we obtain that the L,-errors of tm and qm are of the same order as the Lx -errors associated with the corresponding best L,-approximation polynomial (see [1, 3] ). Notice, however, that our polynomials tm and qm , which in general are not the best Lx -approximations, satisfy the extra properties (2.5), (2.6), (2.14) and (2.15), which are essential in our proofs of the following Theorems 5-8.
We are now ready to prove our main convergence results.
Convergence estimates for product rules (1.3)
Let w be a generalized smooth Jacobi weight (w G GJB), that is, Practical algorithms to construct the weights {wm k(y)} efficiently are presented in [11] .
Consider the error term of (1.3), i.e., (3.5) Rm(f-y) = j K(x,y)f(x)dx-Im(f;y).
Since the weights {wm k(y)} satisfy (see [19, 20] which, recalling [13] , holds even uniformly with respect to y, we have that Rm(f) = 0(m~") whenever / g C"[-l, 1]. Thus, in the following we may assume, without any loss of generality, f(x) = (1 -x)a , o > -1, and examine the behavior of Rm(f) ■ In (3.5) we have Rm(f) = 0 whenever / is a polynomial of degree m -1 ; hence, given any polynomial Pm_x of degree m -1, we can write
By a proper choice of the sequence of polynomials {Pm_x}, we will be able, at least in the two common cases K(x ,y) = \x -y\v and K(x, y) = log |x -y\, to derive upper bounds for the two terms *«(/; y) = ¡\ \Kix > y)\ l/W -pm-. (^)ldx. Before proceeding any further, we need another preliminary result.
For any x G (-1, 1), m G N, we denote by xc,,(w and recall (see [5] ) the following lemma. \g(x)-L{'-j)(w;g;x)\\x-yfdx Proof. Choosing the polynomial qm_x of Theorem 3, and proceeding as in the proof of the previous theorem, we derive (3.10). o
We also omit the proofs of the following theorems, since they are very similar to those of Theorems 5 and 6, making use of the polynomials t*m_x and q*m_x of Theorems 2 and 4. Finally, we observe that all previous results remain true with the term ( 1 +x)a instead of (1 -x)a , or with the term (1 -x )" ; however, in these cases the condition -1 < y < b < I should be replaced by -1 < b < y < 1 and \y\ < b < 1 , respectively.
Remark. In (1.3), we could also assume f(x) = (1 -x)p(l +xff0(x), f0(x) = (1 -x)' , and consider product rules of type 
