The sparse bounded degree sum-of-squares (sparse-BSOS) hierarchy of Weisser, Toh [arXiv:1607.01151,2016] constructs a sequence of lower bounds for a sparse polynomial optimization problem. Under some assumptions, it is proven by the authors that the sequence converges to the optimal value. In this paper, we modify the hierarchy to deal with problems containing equality constraints directly, without eliminating or replacing them by two inequalities. We also evaluate the sparse-BSOS hierarchy on a well-known bilinear programming problem, called the pooling problem.
Introduction
A polynomial optimization problem (POP) is a mathematical optimization problem in which all constraints and the objective function are multi-variate polynomials. POPs include non-convex quadratic programming problems, which were proved to be N P −hard by Pardalos and Vavasis [19] .
Many approaches are available for constructing lower bounds for the optimal value of a POP 5 (denoted by f * ). Kim, Kojima and Waki [11] proposed a relaxation of a POP using a generalized Lagrangian dual. Lasserre [14] introduced an LP hierarchy that constructs a sequence of lower bounds for f * . Using the Krivine positivstellensatz [12] , Lasserre showed that under some assumptions the sequence converges to f * . In the hope of getting a tighter lower bound, Lasserre, Toh, and Yang [15] extended the LP hierarchy to an SDP one, called the bounded degree sum-of-squares (BSOS) hierarchy. The advantage of the BSOS hierarchy is that it contains one semidefinite matrix variable, which has a fixed size that is independent of the level of the hierarchy. A major drawback of the BSOS hierarchy lies in the fact that the number of linear variables grows quickly when the level of the hierarchy increases. In an effort to resolve this issue, Weisser, Lasserre and Toh [23] introduced a modification of the BSOS hierarchy, called the sparse-BSOS hierarchy, for POPs with 15 a particular structural sparsity, which satisfies running intersection property (RIP).
The RIP is a well-known concept in graph theory. In the literature of positive semi-definite (PSD) matrices and polynomial optimization, exploiting a sparsity that satisfies RIP is done by studying the corresponding chordal graphs, see [8] for PSD matrices and [22] for polynomial optimization. The results in [23] can be seen as a combination of the results in the papers [15] and 20 [22] .
POPs have many real-life applications. Some of these applications were studied in the recent paper by Ahmadi and Majumdar [1] .
In this paper, we analyze the behavior of the sparse-BSOS hierarchy on a class of bilinear programming problems, called pooling problems. Solving the pooling problem is attracting considerable interest due to their applications in many real-life optimization 25 problems, like oil refinery planning, chemical process, and water-waste network design. There are many formulations for the pooling problem. Haverly [10] proposed a formulation, called the P-formulation. It was shown by Alfaki and Haugland [3] that the P-formulation problem is N Phard. One way of finding a lower bound for the P-formulation problem is by using the McCormick relaxation of each bilinear term, which can be reformulated as a Mixed Integer Linear Programing for pooling problems. Recently, Marandi, Dahl, and De Klerk [16] evaluated the BSOS hierarchy on pooling problems. They found that the BSOS hierarchy is successful in acquiring the optimal values of small-sized instances, but because of the number of variables, the hierarchy does not work well on moderate and large-sized instances. In this paper, we evaluate the sparse-BSOS hierarchy on the P-formulation of the pooling problem and compare the results with BSOS.
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The BSOS and sparse-BSOS hierarchies are applicable to POPs that do not contain any equality constraints. However, all pooling problem formulations contain many equality constraints. The standard way of dealing with equality constraints is elimination, or replacing them with two inequalities. A way of eliminating equality constraints in the P-formulation was proposed in [16] ; however, the elimination may destroy the sparsity pattern. On the other hand, replacing any equality con-50 straints with two inequalities keeps the sparsity pattern but increases the number of constraints in the problem, which is not desirable in the BSOS and sparse-BSOS hierarchies because it makes each level harder to solve. In this paper, we show how the hierarchies can be modified to deal with equality constraints directly so that the convergence results remain valid.
The remainder of the paper is organized as follows. Section 2 briefly defines the pooling problem 55 and the P-formulation. Section 3 describes the sparse-BSOS hierarchy proposed in [23] . Section 4 demonstrates the link between graph theory and polynomial optimization. In particular, in Section 4.1 we mention some well-known results in graph theory, and in Section 4.2 we construct a graph corresponding to a POP and exploit a sparsity that satisfies the RIP. In Section 5, we show how to modify the BSOS and sparse-BSOS hierarchies to deal with equality constraints directly. A 60 numerical evaluation of the results is provided in Section 6.
The P-formulation of the pooling problem
In this section, we describe the P-formulation of the pooling problem. The notation we are using is the same as in [9] . A pooling problem is a generalization of a network flow problem in which the inputs possess different specifications. The goal is to minimize the cost of mixing the inputs 
In this paper, we consider the standard pooling problem, which has no link between the pools and hence A ∩ L × L = ∅. Figure 1 shows an illustration of a standard pooling problem.
Let c ij be the unit cost of sending one unit of flow from i to j. Also, let y ij be the flow-rate 75 between units i and j, where the link between the two units has the transmission capacity of at most u ij . Also, each unit i may have a capacity C i . Let the concentration of the kth specification in input i be λ ik , and in the pool l be p lk . If the concentration in the jth output has the lower and upper bounds restrictions of µ min and µ max , respectively, then the P-formulation of the pooling problem is formulated as follows:
j∈L∪J :
i∈I∪L:
i∈I:
Here is a summarized interpretation of the constraints:
(1b): keeping the balance between the total incoming and outgoing flow-rates for each pool, In this paper, we use a sparsity pattern and the sparse version of the bounded degree sum-ofsquares hierarchy [23] to solve the P-formulation (1). For a general polynomial optimization problem
where x ∈ R n , n, m ∈ N and all f (x) and g j (x), j = 1, ..., m are n-variate polynomials, the running 95 intersection property is defined as follows. 
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• g j ∈ R[x; D ], for all j ∈ C , and ∈ [q],
, and
Assume that the running intersection property holds for (2). Let 
105 Theorem 1 introduces a non-decreasing sequence that converges to the optimal value of (2) under some assumptions. Instead of (3), we consider the following equivalent problem where the
The number of scalar variables in each level of (4) is smaller than the one in the same level of the BSOS hierarchy [15, equation (7)]. In the next proposition we show that all constraints in (4) are linearly independent, when the degree of the sums of squares equals to the degree of the whole equality constraint, but before it, we need to emphasize on the following remark.
is a symmetric matrix variable whose rows (columns) are corresponding to the members ofN
ω , then linear constraints
are linearly independent. This is because all the constraints in (5) involve different variables, i.e.,
110 no variable appears in two constraints in (5) . To see this, let β, γ ∈N
[n]
ω be fixed. Due to the construction of the constraints in (5), the variable M βγ appears only in the constraint corresponding to α = β + γ, and no other constraints.
Proposition 1. Consider problem (2). Let d be such that
Then, all equality constraints in (4) are linearly independent, if the polynomial equality is modeled by equating the monomials coefficients.
, where
is a positive semi-definite matrix variable, and n = |D |. So, Remark 1
implies that the equality constraints in (4) are linearly independent, if the polynomial equality is modeled by equating the monomials coefficients.
According to the proof of Proposition 1, if 2κ = max{d max j=1,.
the constraints corresponding to the monomials up to degree 2κ are linearly independent. If
and clearly the dth iteration of the hierarchy is infeasible, because there is no monomial with degree
The main assumption in Theorem 1 is the existence of a splitting that satisfies the running 125 intersection property. So, the question is how to exploit such a sparsity for a polynomial optimization problem. In the next section we answer this question.
Polynomial optimization and chordal graphs
In this section, we study the relation between polynomial optimization and graph theory. Specifically, we mention some results on chordal graphs and use them to exploit sparsity for a polynomial 130 optimization problem that satisfies the running intersection property.
Chordal graph and maximal cliques
In this subsection we recall some well-known results on chordal graphs and maximal cliques.
The notations we are using in this section is the same as in [5] . Definition 4. Let G = (V, E) be any graph. A clique of G is any subset of V for which the induced graph is complete in G. A maximal clique is a clique that is not properly contained in another clique. We denote by K G the set of all maximal cliques of G. For any vertex ordering φ of graph G = (V, E), let us add extra edges to G in order to make all
, and denote by E * φ the union of E with the extra edges. Then clearly
It is well-known that the Laplacian matrix of a graph G = (V, E), denoted by L, is positive semidefinite. We denote the permuted Laplacian matrix of a graph G according to a vertex ordering φ 
Exploiting sparsity in a polynomial optimization using chordal graphs
In this subsection, we construct a graph corresponding to problem (2) and use the results mentioned in Section 4.1 to exploit sparsity that satisfies the running intersection property. The graph is essentially the same as the one constructed in [22] .
Consider a general polynomial problem (2). A graph G = (V, E) associated to this problem can 165 be constructed as follows:
• the vertex set V := {x 1 , ..., x n }, Proof. By Theorem 3, there is a bijection Γ : satisfy the running intersection property. In the following lemma, we show that we do not need to know the ordering to solve problem (4). 
Proof. The summations in (6) are over ∈ [q], and may change the order of summations. In other words:
σ .
Theorems 1, 4 and Lemma 1 show that if:
• g j (x) ≤ 1 for any feasible solution x, j ∈ [m],
• for all ∈ [q], the ring of R[x; D ] is generated by {1, (g j ) j∈C },
• there exists M > 0 and j ∈ C such that g j = M − i∈D x then for a fixed κ ∈ N, {q κ d } is a non-decreasing sequence that converges to the optimal value of (2), when D and C are the outputs of Algorithm 1.
The result of this section can be applied to the P-formulation (1) by elimination of equality constraints proposed in [16] . The following example shows how Algorithm 1 works for "Haverly1" and "Adhya1", two pooling problem instances, after elimination of the equality constraints. 
For this problem, the Laplacian matrix corresponding to its graph G (Figure 2a) is
The output of the AMD algorithm is φ({x 1 , x 2 , x 3 , x 4 , x 5 }) = [5, 3, 1, 4, 2]. Using the Cholesky factorization, one finds out that there is no need to add any extra edge, so G is chordal with the
(a) Haverly1
Figure 2: The graphs corresponding to "Haverly1" and "Adhya1" after elimination of the equality constraints. The red dashed arcs are added to make the graph chordal.
where (7g) i is the constraint (7g) for x i , i = 1, ..., 5.
"Adhya1" is a pooling problem instance that has 5 inputs, 4 outputs, 2 pools where the inputs are characterized with 4 specifications. After elimination of the equality constraints, the problem contains 11 variables and 41 constraints. The graph in Figure 2b shows G where the red dashed
205
arcs are corresponding to the components of R + R T that are zeros in L φ . This means that the red dashed arcs are added to make the graph chordal. For G * , the maximal cliques are
Elimination of the equality constraints may destroy the sparsity pattern. So, in the following section we study algebraic sets with equality constraints and proof a positivstellensatz that deals 210 with equality constraints.
Problems with equality constraints
Consider the following algebraic set:
where
In the next theorem we show that one can slightly change the Krivine's positivstellensatz [12] in order to handle algebraic set F. , then there is an integer d such that
Proof. We prove this theorem by induction on T , the number of equality constraints. If T = 0,
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there is no equality constraints in F. So, the result follows directly from Krivine's positivstellensatz [12] . Now, assume that the result holds for all sets in the form of (8) with T equality constraints and we prove it for a set F with T + 1 equality constraints.
Setting g(x) := e T +1 (x), we can write F as follows:
So, by the induction hypothesis, there is an integer d such that
where,
So, f (x) can be written as
By using binomial theorem for (1 + g(x)) β00 , we have
where a j , j = 0, ..., β 00 , are the binomial coefficients and therefore positive. This means that
Let us fix β 0 , α, β, γ, θ such that k := β 0 + |α| + |β| + |γ| + |θ| ≤ d, and set
is the summation of some a j λᾱ ,β and 220 −a j λᾱ ,β corresponding to differentβ and j. If l = 0 and γ = 0, or l = 0 and T = 0, then, α 0 = α 00 = j = 0, which means the coefficient of g(x) 0 is nonnegative. Hence,
for someλ with real components such thatλ l,β0,α,β,γ,θ is nonnegative if l = 0 and γ = 0 or l = 0 and T = 0. So, combining the two summations completes the proof.
Theorem 5 asserts that the coefficients corresponding to the polynomial-multiplications
with γ = 0, are unrestricted. to any polynomial optimization problem with some equality constraints, and exploit the sparsity that satisfies the running intersection property, as described in Section 4.
For a pooling problem, let denote by G the graph of the P-formulation (1) constructed with the procedure in Section 4.2. All nodes in G are corresponding to a variable in the P-formulation (1).
Because of the constraint (1c), nodes corresponding to
for each i ∈ I. We denote by K i , i ∈ I, this type of cliques. The nodes corresponding to y ij , y lj , (i, j), (l, j) ∈ A, for each j ∈ J are connected because of (1e), and we denote the cliques by K j , j ∈ J . In the same way because of (1d), the nodes y il , y lj , (i, l), (l, j) ∈ A, makes the cliques 
Numerical result
In this section, we present the numerical evaluation of the sparse-BSOS hierarchy on the pooling problem instances and compare it with the BSOS hierarchy [15] . In the implementation of the BSOS hierarchy, we model the polynomial equality by equating the monomials coefficients. The detailed information of the instances is presented in Table 1 . The results in Sections 4 and 5 have been implemented in a Julia 0.5 package called "Polyopt", available on https://github.com/MOSEK/Polyopt.jl. The splitting can be specified by the user or by using the function "Polyopt.chordal embedding()", which is the implementation of the results in Section 4.2.
The GAMS files of the instances except DeyGupte4 can be found in the website http://www.ii.
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uib.no/~mohammeda/spooling/. The instance DeyGupte4 is constructed in [16] , and the details can be found in that paper. All computations in this paper were carried out with Julia 0.5 on an
Intel i7-4790 3.60GHz Windows computer with 16GB of RAM.
In our numerical evaluations, due to the suggestion in [23] , we consider κ = 2 in (4) for small and moderate-sized instances (Haverly1-3, Ben-Tal4, DeyGupte4, Foulds2 and Adhya1). However,
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for the large-sized instances (Ben-Tal 5, Foulds 3,4, Adhya2-4, RT2, sppA0) we consider κ = 1.
Also, to construct problems that satisfies the assumptions of Theorem 1, we add the constraints
, to the problem. Tables 2 and 3 compare the results of solving different pooling problem instances with the sparse-BSOS hierarchy (4) and BSOS hierarchy [15] . In each cell of the tables the following information 265 is presented:
, where the number of blocks is presented between parentheses, and the time contains the time for constructing the level of the hierarchy and solving it by Mosek 8 [18] .
The comparison has been made in two ways: the columns that are denoted by "with elimination" contain the result of applying the corresponding hierarchy to the pooling problem instances using the elimination method proposed in [16] . In the other columns, we use Theorem 5 to handle the 270 equality constraints directly. For the instances Foulds 3-4 and sppA0, the time that is mentioned in Table 3 is larger for the sparse-BSOS hierarchy than the one for the BSOS hierarchy. This is due to the overlap of the matrix variables in the sparse-BSOS hierarchy. The dash "-" in Table 3 means we cannot solve the corresponding level of the hierarchy, due to the size of the problem.
After elimination of equality constraints, the constraints and variables are reduced. This means 275 that in this case, applying Theorem 5 is not worthwhile with respect to the time, because the solver needs to solve a larger problem. Comparing the columns in Tables 2 and 3 shows that using Table 4 . To compare the results with Tables 2 and 3 , we use κ = 1 for Adhya4 and κ = 2 for the rest.
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According to the discussion in Section 5, the overlaps in the matrix variables of the sparse-BSOS hierarchy corresponding to the P-formulation (1) is related to the sparsity of the network of the pooling problem, Figure 1 . As one can see, for the three instances in Table 4 , the networks of the instances are highly sparse, and therefore the possibility that each level of the sparse-BSOS hierarchy can be solved faster than the same level in the BSOS hierarchy is high.
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For Adhya2, the network is the same as Adhya1, but because the number of specifications are much higher in Adhya2, the overlaps of the matrix variables in the sparse-BSOS hierarchy is much higher and more than 75% of their sizes.
Conclusion
In this paper, we studied the sparse-BSOS hierarchy introduced in [23] . We first showed how to 305 find a splitting of variables for a general polynomial optimization problem that satisfies the running intersection property. Then, we modified this hierarchy to handle the problems with equality constraints. The results in this paper has been implemented in a Julia 0.5 package "Polyopt" to solve a polynomial optimization problem.
In the numerical results we compared the sparse-BSOS hierarchy with the BSOS one. According Table 4 : The result of solving the pooling problem instances with sparse-BSOS hierarchy when the blocks are merged if the intersection size is larger than 75% of the size of smallest block (the number in the parentheses shows the number of blocks).
than the BSOS one if the network of the pooling problem is sparse enough, like the instance Foulds2.
The quality of the lower bounds we get from the sparse-BSOS hierarchy can sometimes be worse than the BSOS hierarchy. The modification we proposed to the BSOS and sparse-BSOS hierarchies to handle equality constraints was tested on the pooling problem instances, and it could sometimes 315 yield much better lower bounds than the original hierarchies, like the first and second levels of the hierarchies in the DeyGupte4 instance.
