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This paper considers a nonlinear stochastic control problem where the system
dynamics is a controlled nonlinear backward stochastic differential equation and
the state must coincide with a given random vector at the terminal time. A
necessary condition of optimality in the form of a global maximum principle as well
as a sufficient condition of optimality are presented. The general result is also
applied to backward linear-quadratic control problem and an optimal control is
obtained explicitly as a feedback of the solution to a forward]backward equation.
Finally, a nonlinear problem with additional integral constraints is discussed and it
is shown that the duality gap is zero under the Slater condition. Q 1999 Academic
Press
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1. INTRODUCTION
The stochastic maximum principle has been extensively investigated
w xsince the 1960s 1, 2, 7, 8, 10, 13, 16 . The research on the problem has
Ž .mainly focused on the dynamic systems governed by the Ito forward
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stochastic differential equations with initial states specified. However, in
Ž . Ž .studying among others the derivative securities or contingent claims
which are now becoming increasingly popular financial tools for invest-
ment and risk hedging, one typically encounters stochastic systems where
the terminal states are pre-determined, following the so-called backward
Ž .stochastic differential equations BSDEs . A good example is the option
pricing problem where the replication of the option follows a backward
equation. This calls for research on evaluating and optimizing the perfor-
mance of backward stochastic systems.
w xLinear BSDEs were initially introduced by Bismut 3 when he was
studying adjoint equations associated with the stochastic maximum princi-
w xple. The nonlinear extension was introduced by Pardoux and Peng 13 .
Research on BSDE theory and applications has been very active in recent
wyears. For a updated and systematic account of BSDE theory, see 15,
xChap. 7 .
In this paper, we study an optimal control problem where the dynamics
follows a BSDE and therefore the terminal state must coincide with a
prescribed random vector contingent on the terminal situation. This sort of
Ž .problem comes out naturally when we study a forward stochastic linear-
w xquadratic control problem 4 . More interestingly, it can be used to model
some optimal control problems of contingent claims. For example, part of
the control may represent the rate of capital injection or withdrawal from
a replication of a claim in order to achieve certain goal.
w xA control problem for a BSDEs was considered in 9 , where a necessary
condition of optimality was obtained for a system with a state-linear drift.
For a general controlled nonlinear BSDE, a stochastic maximum principle
w xin a local form was derived by Peng 14 . In this paper, we attempt to prove
the stochastic maximum principle in the global form. Note that the major
difficulty in doing this is that the state of a backward system consists of
Ž . Ž . Ž .two variables y t and z t . The second one, z t , is hard to handle
Ž .because there is no convenient pointwise in t estimation for it, as
Ž .opposed to the first variable y t . This calls for a more delicate estimation
Ž .of the variation of z t in some Banach space when carrying out the spike
variation approach that is typical for deriving a necessary condition. After
the maximum principle is derived, the result is applied to a backward
Ž .linear-quadratic LQ problem via a Riccati-like equation and optimal
control is presented in a closed form. Then we investigate when the
derived stochastic maximum principle becomes sufficient. Finally, we study
a problem with a finite number of additional integral constraints and show
under the standard Slater condition that the duality gap is zero. As a
consequence, necessary and sufficient conditions of optimality in a form of
duality equality are obtained.
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The rest of the paper is organized as follows. In Section 2 the optimal
control problem with BSDE dynamics is formulated. Section 3 is devoted
Ž .to the necessary conditions of optimality maximum principle . In Section 4
a linear-quadratic problem is studied as a special case. Section 5 deals with
the sufficient conditions of optimality. In Section 6 a constrained problem
is treated. Finally, Section 7 gives some concluding remarks.
2. PROBLEM FORMULATION AND PRELIMINARIES
Ž .Let T ) 0 be fixed. Consider a standard probability space V, F, P and
Ž . Ž Ž . .a standard d-dimensional Wiener process w t with w 0 s 0 which
 Ž . 4generates the filtration F s s w r : 0 F r F t augmented by all thet
P-null sets in F.
Let j be an n-dimensional F -measurable random vector. Consider theT
following control problem
T
Minimize J u ? s E g y 0 q E w t , y t , z t , u t dt , 2.1Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .H
0
dy t s f t , y t , z t , u t dt q z t dw t , t - T ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .
Subject to ½ y T s j .Ž .
2.2Ž .
Ž . Ž . Ž . Ž .Here u t s u t, v is an m-dimensional control vector, y t s y t, v an
Ž . Ž .n-dimensional vector, and z t s z t, v an n = d matrix, v g V. The
Ž . Ž Ž . Ž ..pair x t ’ y t , z t is the state process.
Ž . Ž . Ž . n n=d m nIn 2.1 and 2.2 , f t, y, z, u, v : R = R = R = R = V “ R ,
Ž . n n=d m Ž . nw t, y, z, u, v : R = R = R = R = V “ R, and g y : R “ R are
given measurable functions.
Ž .Assumption 2.1. The random functions f t, y, z, u, v and
Ž .w t, y, z, u, v are continuous for fixed v g V and are progressively
Ž . Ž .measurable with respect to F for fixed y, z, u . The function g y :t
Rn “ R is continuous.
k Ž . kAssumption 2.2. There exist continuous derivatives › g y r› y ,
k Ž . k k Ž . k k Ž . k› f t, y, z, u, v r› y , › f t, y, z, u, v r› z , › w t, y, z, u, v r› y , and
k Ž . k› w t, y, z, u, v r› z , k s 1, 2. Moreover, the following estimates hold
2 2< < < <w t , y , z , u , v q g y F C y q z q 1 ,Ž . Ž . Ž .0
›w ›w › g
f t , y , z , u , v q t , y , z , u , v q t , y , z , u , v q yŽ . Ž . Ž . Ž .
› y › z › y
< < < <F C y q z q 1 ,Ž .1
DOKUCHAEV AND ZHOU146
2› f › f › f
t , y , z , u , v q t , y , z , u , v q t , y , z , u , vŽ . Ž . Ž .2› y › z › yi
2 2› f › w
q t , y , z , u , v q t , y , z , u , vŽ . Ž .2 2› z › yi
2 2› w › g
q t , y , z , u , v q y F C ,Ž . Ž . 22 2› z › yi
where C ) 0 are constants, k s 0, 1, 2, and z are the columns of thek i
matrix z, i s 1, . . . , d.
pŽAssumption 2.3. There exists a number p ) 2 such that j g L V,
n.F , P; R .T
Let D be a given non-empty subset of Rm. Consider a right-continuous
and nondecreasing filtration A consisting of complete s-algebras sucht
that A : F .t t
Introduce a set U of admissible controls consisting of all functions
Ž . w x mu t, v : 0, T = V “ R which are progressively measurable with respect
Ž . T < Ž . < pto A , u t, v g D a.e. a.s., and EH u t, v - q‘, where the number pt 0
is defined in Assumption 2.3.
Notice that the possibility that A / F allows one to consider somet t
smaller but important classes of controls. For example, the case when A ist
 4the completion of V, B corresponds to a problem when only determinis-
tic controls are admissible. The case A s F corresponds to thet Ž tyh.k 0
problem with a time delay h ) 0 in control.
Let E be an Euclidean space and r ) 1 be a number. Introduce the set
ÄŽ . Ž . w xM E of all functions z t, v : 0, T = V “ E which are progressivelyr
5 5measurable with respect to F and such that z sM Ž E .t r
 Ž T 5 5 2 . rr241r r Ž .E H z dt - q‘. Let the Banach space M E be the com-E0 r
ÄŽ .pletion of M E . We also introduce the following space:r
Y s M Rn , Z s M Rn=d , X s Y = Z ,Ž . Ž .r r r r 2 2
r w x nC s L V , F , P; C 0, T “ R .Ž .Ž .r T
The following concerns the existence and uniqueness of solutions to the
Ž .BSDE 2.2 .
Žw x. Ž .THEOREM 2.1 9, p. 54 . For any u ? g U, there exists a unique pair
Ž Ž . Ž .. Ž . Ž .y ? , z ? g Y l C = Z such that 2.2 holds.p p p
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3. NECESSARY CONDITION OF OPTIMALITY
Ž 0Ž . 0Ž .. Ž 0Ž . 0Ž . 0Ž ..Assume that the process x ? , u ? ’ y ? , z ? , u ? is an optimal
Ž . Ž .solution of the control problem 2.1 and 2.2 . Consider the following
forward Ito equation
U U
› f ›w
dc t s y t c t q t dtŽ . Ž . Ž . Ž .½ 5ž / ž /› y › y0 0
U Ud › f ›w
q y t c t q t dw t ,Ž . Ž . Ž . Ž .Ý i½ 5ž / ž /› z › zi iis1 0 0 3.1Ž .
› g U0c 0 s y 0 .Ž . Ž .Ž .
› y
Ž . Ž . Ž 0Ž . 0Ž ..Here and after we use the notation that f t ’ f x t , u t for any0
Ž . Ž . Ž .function f ? . Furthermore, w t are the components of the vector w t ,i
Ž . Ž .and z t are the columns of the matrix z t .i
Ã w xIntroduce the function H: 0, T = D = V “ R:
U 0 0 0 0ÃH t , u J c t f t , y t , z t , u y w t , y t , z t , u .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ä Ãw x Ž .  Ž . < 4PROPOSITION 3.1 1 . The conditional expectation H t, u s E H t, u At
ÄŽ . w x Ž . Žexists, and there exists a ¤ariant H t, u : 0, T = D = V “ R of H t, u i.e.,
ÄŽ Ž . Ž . Ž .. . Ž Ž ..P H t, u s H t, u , ; t, u s 1 such that the process H t, u t is A -t
Ž .adapted for any u ? g U.
Ž . wThe function H t, u, v is the so-called regular conditional expectation 1,
x Ž . Ž .6 . We assume from now on that H t, u s H t, u, v is such as deter-
mined by Proposition 3.1.
Ž .THEOREM 3.1 Maximum Principle . The following equality holds:
0 w xH t , u t , v , v s max H t , ¤ , v , a.e. t g 0, T , P-a.s.Ž . Ž .Ž .
¤gD
3.2Ž .
The rest of this section is devoted to the proof of Theorem 3.1. Let m
Ž X X . Ž x ‘Ž m. XŽ .Xdenote an arbitrary pair t , ¤ g 0, t = L V, A , P; R such that ¤ vt
Ž . w X xg D, P-a.s. For each m and « G 0, introduce the set Q « s t , t9 q « .
Ž . w xSpecify a number « so small that Q « ; 0, T . Construct a variationm
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Ž < . 0Ž . Ž < . 0Ž . Ž xu ?,« m of u ? in the following way. Let u ?, 0 m ’ u ? . For « g 0, « ,m
let
u0 t if t f Q «Ž . Ž .
<u t , « m s 3.3Ž .Ž . X½ ¤ if t g Q « .Ž .
The resulting set of curves in the space U is called a ¤ariation bundle. The
0Ž .parameter m enumerates the curves, and the bundle vertex is at u ? .
« Ž . Ž < . « Ž . Ž « Ž . « Ž ..Let m be fixed. Denote u ? s u ?, « m and x ? ’ y ? , z ? the
Ž .corresponding solution of 2.2 . Furthermore, we shall employ the notation
Ž . Ž . Ž « Ž . « Ž .. Ž .f t ’ f x t , u t for any function f ? .«
Ã ÃŽ . Ž Ž . Ž ..Introduce the set X ; X such that any x ? ’ y ? , z ? g X is theÃ Ã Ã
Ž . Ž . Ž . Ž Ž . Ž ..solution of 2.2 for some u ? g U. By definition, for any x ? ’ y ? , z ?Ã
Ã Ž . Ž Ž . Ž .. Ž .g X, there exists a process y ? such that y ? , z ? g x and dy t s
ÃŽ . Ž . Ž .y t dt q z t dw t . Introduce the following functional L: X = U “ R:
T U
L x ? , u ? J E c t f t , y t , z t , u t y y t dtŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .H
0
T
y E g y 0 y E w t , y t , z t , u t dt. 3.4Ž . Ž . Ž . Ž . Ž .Ž . Ž .H
0
Ž .Note that in the above definition x ? is not necessarily the state corre-
Ž .sponding the control u ? . Then
J x 0 ? , u0 ? y J x « ? , u« ?Ž . Ž . Ž . Ž .Ž .Ž .
s L x « ? , u« ? y L x 0 ? , u0 ?Ž . Ž . Ž . Ž .Ž . Ž .
s L x « ? , u« ? y L x 0 ? , u« ?Ž . Ž . Ž . Ž .Ž . Ž .
q L x 0 ? , u« ? y L x 0 ? , u0 ? .Ž . Ž . Ž . Ž .Ž . Ž .
LEMMA 3.1. We ha¤e
1
« « 0 «L x ? , u ? y L x ? , u ? “ 0 as « “ 0 q .Ž . Ž . Ž . Ž .Ž . Ž .Ž .
«
Proof. Introduce the processes
U U
› f ›wÃc t J y t c t q t , i s 1, . . . , d. 3.5Ž . Ž . Ž . Ž . Ž .i ž / ž /› z › zi i0 0
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It can be easily found from Ito's formula that
T U U U
c t y t dt s c T y T y c 0 y 0Ž . Ž . Ž . Ž . Ž . Ž .H
0
T TU Uy dc t y t y c t z t dw tŽ . Ž . Ž . Ž . Ž .H H
0 0
d
T UÃy c t z t dt .Ž . Ž .Ý H i i
0is1
Ž .Hence 3.4 can be rewritten as
TU U U
L x ? , u ? s E yc T y T q c 0 y 0 q dc t y tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . H½ 0
d
T TU UÃq c t z t dv t q c t z t dtŽ . Ž . Ž . Ž . Ž .ÝH H i i
0 0is1
T Uq c t f t , y t , z t , u t dtŽ . Ž . Ž . Ž .Ž .H 50
T
y E g y 0 y E w t , y t , z t , u t dt. 3.6Ž . Ž . Ž . Ž . Ž .Ž . Ž .H
0
Let
« 0 Ã « 0h t J y t y y t , h t J z t y z t ,Ž . Ž . Ž . Ž . Ž . Ž .
Ã Ã Ž .and denote by h the columns of the matrix h. Then h T s 0, andi
L x « , u« y L x 0 , u«Ž . Ž .
TU U Us E c 0 h 0 y c T h T q dc t h tŽ . Ž . Ž . Ž . Ž . Ž .H½ 0
d
T TU UÃ Ã Ãq c t h t dw t q c t h t dtŽ . Ž . Ž . Ž . Ž .ÝH H i i
0 0is1
yg y « 0 q g y0 0Ž . Ž .Ž . Ž .
T U « « «q c t f t , y t , z t , u tŽ . Ž . Ž . Ž .Ž .ŽH
0
yf t , y0 t , z 0 t , u« t dtŽ . Ž . Ž .Ž . .
T
« « «y w t , y t , z t , u tŽ . Ž . Ž .Ž .ŽH
0
yw t , y0 t , z 0 t , u« t dtŽ . Ž . Ž .Ž . . 5
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T TU U U Ãs E c 0 h 0 q dc t h t q c t h t dw tŽ . Ž . Ž . Ž . Ž . Ž . Ž .H H½ 0 0
d › gT UÃ Ãq c t h t dt y y 0 h 0Ž . Ž . Ž . Ž .Ž .Ý H i i › y0is1
d› f › fT U Ãq c t t h t q t h tŽ . Ž . Ž . Ž . Ž .ÝH iž / ž /ž /› y › z0 i0 is1 0
d›w ›w Ãy t h t y t h t dt y a q a y aŽ . Ž . Ž . Ž .Ý i 0 1 25ž / ž /› y › zi0 is1 0
s ya q a y a ,0 1 2
where
› g
« 0a J E g y 0 q g y 0 y y 0 h 0 ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .0 ž /› y
T T
a J E a t dt , a J E a t dt ,Ž . Ž .H H1 1 2 2
0 0
U « « « 0 0 «a t J c t f t , y t , z t , u t y f t , y t , z t , u tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 ž
d› f › f Ãy t h t y t h t ,Ž . Ž . Ž . Ž .Ý iž / ž / /› y › zi0 is1 0
a t J w t , y « t , z « t , u« t y w t , y0 t , z 0 t , u« tŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .2
d›w ›w Ãy t h t y t h t .Ž . Ž . Ž . Ž .Ý iž / ž /› y › zi0 is1 0
Let us now introduce the following proposition.
Ž x Ž .PROPOSITION 3.2. For any r g 1, p , n g 0, 1 , there exists a constant
X XŽ .C s C r, n ) 0 such that
Ã X n5 5 5 5h q h F C« .C Zr r
w xProof. As in the proof of 9, Theorem 5.1 , for a small enough T ) 0 it
can be shown that
Tp p 0 0 «Ã5 5 5 5h q h F const f t , y t , z t , u tŽ . Ž . Ž .Ž .C Z Hr r ž 0
pn
p0 0 0yf t , y t , z t , u t dt .Ž . Ž . Ž .Ž . /
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Ž w xTo get this one only needs to slightly modify the proof in 9 by replacing
. Ž .the Cauchy]Schwartz inequality by the Holder inequality. By 3.3 ,
p p pnÃ5 5 5 5h q h F const « , ;« g 0, « ..C Z mr r
The general case of an arbitrary T ) 0 can be obtained by subdividing the
w xinterval 0, T into a finite number of small intervals, using the flow
Ž w x.property of the backward equation see 9, Proposition 2.5 . This com-
pletes the proof of Proposition 3.2.
Lemma 4.1 then follows immediately from the following result.
y1 < <PROPOSITION 3.3. For i s 0, 1, 2, « a “ 0 as « “ 0 q .i
Ž .Proof. For a scalar random process u t , introduce the process
xu t J 1 y u t x 0 t q u t x « t .Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž . Ž u Ž . « Ž .. Ž . Ž . Ž u Ž . 0Ž ..Denote f t ’ f x t , u t and f t ’ f x t , u t for anyu g
Ž .function f ? . It can be easily obtained from the mean-value theorem that
Ž .there exists a process u t such that
› f › fU
a t F c t t y t h tŽ . Ž . Ž . Ž . Ž .1 ½ ž / ž /ž /› y › yu 0
d › f › f Ãq t y t h t .Ž . Ž . Ž .Ý i 5ž / ž /ž /› z › zi iis1 u 0
< Ž . < < Ž . < < Ž . <Hence a t F a t q a t , where1 1 2
› f › fU
a t J c t t y t h tŽ . Ž . Ž . Ž . Ž .1 ½ ž / ž /ž /› y › y gu
d › f › f Ãq t y t h t ,Ž . Ž . Ž .Ý i 5ž / ž /ž /› z › zi i gis1 u
› f › fU
a t J c t t y t h tŽ . Ž . Ž . Ž . Ž .2 ½ ž / ž /ž /› y › yg 0
d › f › f Ãq t y t h t .Ž . Ž . Ž .Ý i 5ž / ž /ž /› z › zi igis1 0
X Ž . Ž . XŽ X .y1Furthermore, let r g 2, p , n g 1r2, 1 be arbitrary, r s r r y 1 ,
and R s 2 r. It can be easily seen that c g C for any p - p; hencep
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5 5c - q‘. By Proposition 3.2, we haveXC r
1rrr
2T T Ã5 5E a t dt F C c E h t q h t dtŽ . Ž . Ž .X Ž .H C H2 2 r ½ 5ž /0 0
2 X 2nÃ5 5 5 5 5 5 5 5F const c h q h F const c C R , n « .Ž .X XC C Z CŽ .r R R r
Hence
1 T
E a t dt “ 0 as « “ 0 q .Ž .H 2« 0
Furthermore, one has
T
E a t dtŽ .H 1
0
Ã5 5F 2 d c E h t q h tŽ . Ž .X Ž .C Hr ½ ž Ž .Q «
1rrr
› f › f
=d sup q dt 5ž / /› y › zt , v i
1rrr
Ã5 5F 2 dC c E h t q h t dtŽ . Ž .X Ž .C H2 r ½ 5ž /Ž .Q «
1rrrr2 rr2
2Ã5 5F const c E h t q h t dt dtŽ . Ž .X Ž .C H Hr ½ 5ž / ž /Ž . Ž .Q « Q «
nq1r2Ã '5 5 5 5 5 5F const c h q h « F const « s o « .Ž .XC Y ZŽ .r r r
Ž .Hence a s o « . This completes the proof of Proposition 3.3 for i s 1.1
The proof of i s 0 and i s 2 is similar. This completes the proof of
Proposition 3.3 and hence that of Lemma 3.1.
X w . « Ž .XLEMMA 3.2. Let ¤ g D, t g 0, T , and V g A be fixed. Let u ? Jm t
Ž < . Ž X.u ?, « m , where m s t, ¤ with
u0 tX , v if v f VŽ . mX¤ v JŽ . ½ ¤ if v g V .m
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Then
1
0 « 0 0L x ? , u ? y L x ? , u ?Ž . Ž . Ž . Ž .Ž . Ž .Ž .
«
“ H tX , u0 tX , v , v y H tX , ¤ , v as « “ 0 q , a.e. tX .Ž . Ž .Ž .
Ž .Proof. By 3.4 ,
L x 0 ? , u« ? y L x 0 ? , u0 ?Ž . Ž . Ž . Ž .Ž . Ž .
«
1 T 0 0 « 0 0 0s E c t f t , y t , z t , u t y f t , y t , z t , u tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .H
« 0
yw t , y0 t , z 0 t , u« t q w t , y0 t , z 0 t , u0 t dtŽ . Ž . Ž . Ž . Ž . Ž . 4Ž . Ž .
1 XŽ .t q« nT 0s P dv H t , u t , v , v y H t , ¤ , vŽ . Ž . Ž .Ž .Ž .H H
X« t Vm
“ P dv H t9, u0 tX , v , v y H t9, ¤ , v as « “ 0 qŽ . Ž . Ž .Ž .Ž .H
Vm
for a.e. tX, P-a.s. This convergence holds for any V g A X . This completesm t
the proof of Lemma 3.2.
Theorem 3.1 then follows from Lemmas 3.1 and 3.2.
4. APPLICATION: A LINEAR-QUADRATIC PROBLEM
In this section, we apply Theorem 3.1 to a linear-quadratic problem as a
Ž . Ž .particular case of the control problem 2.1 ] 2.2 .
Ž .Let T ) 0, the probability space V, F, P , and the d-dimensional Wiener
Ž .process w t be such as defined in Section 2. Let p ) 2 be a given number,
pŽ n.and j g L V, F , P; R be a given random vector.T
Consider the following control problem
TU U1Minimize J y ? , z ? , u ? s E y 0 Gy 0 q u t G t u t dt ,Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . H2 ž /0
4.1Ž .
¡ ddy t s A t y t q B t u t q Ý C t z t dtŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .is1 i i~Subject to 4.2Ž .qz t dw t ,Ž . Ž .¢y T s j .Ž .
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Ž . Ž . Ž . Ž .Here u t s u t, v is an m-dimensional control vector, y t s y t, v is
Ž . Ž .an n-dimensional vector, and z t s z t, v is an n = d dimensional
Ž . Ž . Ž . Ž Ž . Ž ..matrix with z t being the columns of z t . The pair x t ’ y t , z t isi
in the state process.
Ž . Ž . Ž . Ž . w x n=n Ž . Ž .In 4.1 and 4.2 , A t s A t, v : 0, T = V “ R , B t s B t, v :
w x n=m Ž . Ž . w x n=n Ž . Ž .0, T = V “ R , C t s C t, v : 0, T = V “ R , G t s G t, v :i i
w x m= m0, T = V “ R are bounded matrix processes which are progressively
n=n Ž .measurable with respect to F , and G g R is a given deterministict
matrix.
U Ž . Ž .UWe assume that G s G G 0, G t, v s G t, v G d I for all t, v,m
where d ) 0, and I is the unit matrix in Rm.m
Introduce a set U of admissible controls consisting of all functions0
Ž . w x mu t, v : 0, T = V “ R which are progressively measurable with respect
T < Ž . < pto F and such that EH u t, v dt - q‘.t 0
0Ž . Ž 0Ž . 0Ž ..Let u ? be an optimal control, and y ? , z ? be the corresponding
Ž .state process. Then the adjoint process c ? is the solution of the following
equations
d
U Uydc t s A t c t dt q C t c t dw t ,Ž . Ž . Ž . Ž . Ž . Ž .Ý i i
is1 4.3Ž .
c 0 s Gy0 0 .Ž . Ž .
0Ž .THEOREM 4.1. There is a unique optimal control u ? for the problem
Ž . Ž . 0Ž .4.1 ] 4.2 in the class U . Moreo¤er, u ? has the following representation0
Uy10u t s G t B t c t . 4.4Ž . Ž . Ž . Ž . Ž .
Ž .Proof. The cost function 4.1 is a positive quadratic functional of
Ž .controls because of the assumptions on G and G t . Hence by standard
convex optimization theory an optimal control exists. Moreover, in the
Ž . Ž .present case, the adjoint equation 3.1 has the form 4.3 . By Theorem 3.1,
U U U U0 0 0c t B t u t y u t G t u t G c t B t ¤ y ¤ G t ¤ ,Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .
;¤ g Rm .
Ž . Ž .This implies 4.4 . Hence 4.4 is the only control which satisfies the
necessary conditions of optimality. It then must be the optimal control.
This completes the proof of Theorem 4.1.
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Ž .Assume now that there exists a random n = n matrix process P t s
Ž .P t, v with the following properties:
Ž . Ž .i P t is progressively measurable with respect to F ;t
Ž . 2Žw x n=n.ii P g L 0, T = V; R ;
Ž .iii the following equation holds
U Uy1dP t s y P t A t q A t P t q P t B t G t B t P t dtŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .
d
Uy C t P t dw t ,Ž . Ž . Ž .Ý i i
is1
4.5Ž .
P 0 s G.Ž .
This equation will play a role similar to the Riccati equation in forward
LQ control theory. Note, however, that this equation does not have the
symmetric property and the solvability of it in general remains open.
However, the following gives a sufficient condition for the existence of its
solutions.
Ž . Ž .LEMMA 4.1. Let C t, v s c t, v I , where I is the unit matrix ini i n n
n=n Ž . Ž . w xR , and c t s c t, v : 0, T = V “ R, are bounded scalar processesi i
Ž .which are progressi¤ely measurable with respect to F . Then there exists P tt
Ž . Ž .satisfying the conditions i ] iii abo¤e.
Proof. Introduce the processes
d
t
q t s q t , v s exp y c s, v dw s ,Ž . Ž . Ž . Ž .Ý H i i½ 50is1
y1
G t s G t , v s q t , v G t , v .Ž . Ž . Ž . Ž .q q
Ž . Ž .For fixed v, let Q t s Q t, v be the solution of the following conven-
tional Riccati equation
dQ U Uy1s yQ t A t y A t Q t y Q t B t G t B t Q tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .qdt
d1
y c t Q t ,Ž . Ž .Ý i2 is1
4.6Ž .
Q 0 s G.Ž .
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Ž . Ž .This equation has a solution Q t s Q t, v ) 0. Furthermore, it can be
easily seen that
d
t U 10 F Q t F G y Q s A s q A s Q s y c s Q s ds.Ž . Ž . Ž . Ž . Ž . Ž . Ž .ÝH i2
0 is1
Ž . Ž . Ž .Hence any solution Q t s Q t, v of 4.6 is uniformly bounded, and it
Ž .can be easily seen that Q t is progressively measurable with respect to F .t
Ž . Ž . Ž .Let P t s q t Q t . It can be verified directly that this matrix process
Ž . Ž .satisfies i ] iii . This completes the proof of Lemma 4.1.
Ž .THEOREM 4.2. Assume that there exists P t such that the conditions
Ž . Ž . 0Ž . Ž . Ž .i ] iii abo¤e hold. Then the optimal control u ? for the problem 4.1 ] 4.2
can be represented as
Uy10u t s G t B t P t y t , 4.7Ž . Ž . Ž . Ž . Ž . Ž .Ä
Ž .where y t is the solution of the equationÄ
d¡ Uy1y t s A t q B t G B t P t y t ,Ž . Ž . Ž . Ž . Ž . Ž .Ä Ä~ dt 4.8Ž .¢ 0y 0 s y 0 .Ž . Ž .Ä
ÄŽ . Ž . Ž .Proof. Let c t J P t y t . We haveÄ
Ädc t s dP t y t q P t dy tŽ . Ž . Ž . Ž . Ž .Ä Ä
U Uy1s y P t A t q A t P t q P t B t G t B t P t dtŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .½
d
Uy C t P t dw t y tŽ . Ž . Ž . Ž .ÄÝ i i 5
is1
Uy1q P t A t q B t G B t P t y tŽ . Ž . Ž . Ž . Ž . Ž .ÄŽ .
d
U Us y A t P t y C t P t dw t y tŽ . Ž . Ž . Ž . Ž . Ž .ÄÝ i i½ 5
is1
d
U UÄ Äs yA t c t dt y C t c t dw t .Ž . Ž . Ž . Ž . Ž .Ý i i
is1
Ä ÄŽ . Ž . Ž . Ž .So c t satisfies the same equations as c t . Hence c ? s c ? by the
uniqueness. This completes the proof of Theorem 4.2.
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Ž Ž . 0Ž . 0Ž ..Note that y ? , y ? , z ? satisfies the following so-called forward]Ä
Ž .backward stochastic differential equation FBSDE
d Uy1y t s A t q B t G B t P t y t ,Ž . Ž . Ž . Ž . Ž . Ž .Ä Ä
dt
Uy10 0dy t s A t y t q B t G t B t P t y tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Äž 4.9Ž .
d
q C t z t dt q z t dw t ,Ž . Ž . Ž . Ž .Ý i i /
is1
y 0 s y0 0 , y0 T s j .Ž . Ž . Ž .Ä
Ž .Therefore, the optimal control 4.7 is a ``feedback'' of the solution to the
Ž .equation 4.9 .
The following result is straightforward.
Ž . Ž . Ž .COROLLARY 4.1. If C ’ 0 ; i and A t , B t are deterministic, then thei
Ž . Ž . 0Ž .matrix P t is deterministic and y t s E y t .Ä
5. SUFFICIENT CONDITION OF OPTIMALITY
In this section, we examine when the necessary condition of optimality
Ž . 0Ž .3.2 becomes sufficient. We assume that A ’ F . Let u ? be an admissi-t t
0Ž . Ž 0Ž . 0Ž ..ble control and x ? ’ y ? , z ? be the corresponding state process.
w x n n=d mIntroduce the function H : 0, T = R = R = R = V “ R:
U
H t , y , z , u , v J c t f t , y , z , u , v y w t , y , z , u , v .Ž . Ž . Ž . Ž .
ÃŽNote the natural relationship between H and H that appears in the
.maximum principle.
Before stating the main result, we need to have some more notation. Let
¤ : X “ R be a locally Lipschitz continuous function, where X is a convex
set in Rn. The Clarke generalized gradient of ¤ at x g X , denoted byÃ
Ž .› ¤ x , is a set defined byÃx
› ¤ x J p g Rn : pUj F ¤ 0 x ; j , ;j g Rn , 4Ž . Ž .Ã Ãx
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where
¤ x q hj y ¤ xŽ . Ž .
0¤ x ; j J lim sup .Ž .Ã
hxgX , xqhjgX , x“x , h“0Ã
THEOREM 5.1. Let D be either an open set or a con¤ex set in Rm. Assume
Ž . Ž .that the function g ? is con¤ex, and the function H t, y, z, u, v is conca¤e
Ž . Ž . 0Ž .and Lipschitz continuous in y, z, u for fixed t, v . Then u ? is an optimal
Ž . Ž . Ž .control of the problem 2.1 ] 2.2 if it satisfies 3.2 .
Ž . Ž . Ž Ž . Ž ..Proof. Let u ? be an arbitrary admissible control, x ? ’ y ? , z ? be
the corresponding state process, and
0 Ã 0h t s y t y y t , h t s z t y z t ,Ž . Ž . Ž . Ž . Ž . Ž .
d f t s f t , y t , z t , u t y f t , y0 t , z 0 t , u0 t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž .We have h T s 0, and
U U
c T h T y c 0 h 0Ž . Ž . Ž . Ž .
d
T U U UÃ Ãs dc t h t q c t dh t q c t h t dt ,Ž . Ž . Ž . Ž . Ž . Ž .ÝH i iž /0 is1
Ã Ã ÃŽ . Ž . Ž .where h t is the column of the matrix h t , and the process c t isi i
Ž .defined in 3.5 . Hence
UyEc 0 h 0Ž . Ž .
› f ›wT U Us E yc t t h t q t h t q c t d f tŽ . Ž . Ž . Ž . Ž . Ž . Ž .H ½ ž / ž /› y › y0 0 0
d › f ›wU Ãy c t t y t h t dtŽ . Ž . Ž . Ž .Ý i 5ž / ž /ž /› z › zi iis1 0 0
or
›HTUyEc 0 h 0 s E y t h tŽ . Ž . Ž . Ž .H ½ ž /› y0 0
d ›H UÃy t h t q c t d f t dt.Ž . Ž . Ž . Ž .Ý i 5ž /› ziis1 0
Ž . Ž .Denote by › H t , etc., the Clarke generalized gradients of H evalu-Ž x, u. 0
Ž 0Ž . 0Ž .. Ž 0Ž . 0Ž . 0Ž .. Ž .ated at x t , u t ’ y t , z t , u t . The maximum principle 3.2
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Ž . Ž . w x ŽŽ . Ž . .yields 0 g › H t , a.e. t, P-a.s. By 17, Lemma 2.3 , › H t , 0 gu 0 x 0
Ž . Ž . w Ž .x› H t for a.e. t, P-a.s. It then follows from 17, Lemma 2.2 4 thatŽ x, u. 0
H t , y t , z t , u t y H t , y0 t , z 0 t , u0 tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
d
ÃF › H t h t q › H t h t .Ž . Ž . Ž . Ž .Ž . Ž .Ýy z i0 i 0
is1
Hence
yEc 0 h 0Ž . Ž .
T
F E yH t , y t , z t , u tŽ . Ž . Ž .Ž .ŽH
0
U0 0 0qH t , y t , z t , u t q c t d f t dtŽ . Ž . Ž . Ž . Ž .Ž . .
T 0 0 0s E w t , y t , z t , u t y w t , y t , z t , u t dt.Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .H
0
Furthermore,
› g U0g y 0 y g y 0 G h 0 s c 0 h 0 ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . ž /› y 0
Ž .due to the convexity assumption on g ? . Therefore,
E g y 0 y g y0 0Ž . Ž .Ž . Ž .Ž .
T 0 0 0q E w t , y t , z t , u t y w t , y t , z t , u t dt G 0.Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .H
0
This completes the proof of Theorem 5.1.
6. PROBLEM WITH INTEGRAL CONSTRAINTS
 Ž . 4 Ž . Ž .In this section, we assume that s w s , s F t ; A ; t , where w t is1 t 1
Ž . Ž .the first component of the Wiener process w t in 2.2 . In particular, this
assumption excludes the case of only deterministic controls.
Consider the following functionals
T
F u ? s E g y 0 q E w t , y t , z t , u t dt ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Hi i i
0
i s 0, 1, 2, . . . , N , 6.1Ž .
Ž . Ž . Ž Ž . Ž ..where u ? g U is a control, and the pair x t ’ y t , z t is the state
Ž .process which evolves correspondingly to the equation 2.2 . We assume
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that the functions g and w have similar properties as specified ini i
Assumptions 2.1 and 2.2.
Consider the following problem
Minimize F u ? over u ? g U,Ž . Ž .Ž .0
6.2Ž .
Subject to F u ? F 0, . . . , F u ? F 0.Ž . Ž .Ž . Ž .1 N
We assume the following Slater condition:
’u ? g U: F u ? - 0, . . . , F u ? - 0. 6.3Ž . Ž . Ž . Ž .Ž . Ž .1 N
Set
U s u ? g U: F u ? F 0, . . . , F u ? F 0 , 4Ž . Ž . Ž .Ž . Ž .1 1 N
and introduce the Lagrangian
N
Ł u ? , m s F u ? q m F u ? ,Ž . Ž . Ž .Ž . Ž . Ž .Ý0 i i
is1
Ž . nwhere m s m , . . . , m g R . We write m G 0 if m G 0, ; i s 1, . . . , n.1 n i
Ž .THEOREM 6.1. i The following relation holds:
inf F u ? s inf sup Ł u ? , m s sup inf Ł u ? , m .Ž . Ž . Ž .Ž . Ž . Ž .0
Ž . Ž . Ž .u ? gU u ? gU u ? gUmG0 mG01
6.4Ž .
Ž . Ž .ii The supremum on the right-hand side of 6.4 is achie¤able for a
finite m.
Ž . Ž Ž .. Ž .iii Each pair m, ¤ ? achie¤ing sup inf in 6.4 with
N
u ? g U , m F ? s 0 6.5Ž . Ž . Ž .Ý1 i i
is1
is a saddle point of the problem, i.e., it is the solution of the problem inf sup
Ž .as well as the solution of the minimization problem with constraints 6.2 .
Ž . Ž . Ž .iv For each optimal control u ? of the problem 6.2 , there exists a
Ž Ž ..finite m G 0 so that m, u ? is the solution of the problem
sup inf Ł u ? , m , 6.6Ž . Ž .Ž .
Ž .u ? gUmG0
Ž .and 6.5 holds.
The proof of this theorem will be given later in this section. Notice that
Ž .the second equality in 6.4 shows that the so-called ``duality gap'' is zero
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Ž .for the constrained problem 6.2 . Theorem 6.1 not only establishes the
existence of Lagrange multipliers, but also shows how to calculate them.
Moreover, Theorem 6.1 gives necessary and sufficient conditions of opti-
Ž Ž . Ž .mality items iv and iii , respectively.
Ž . Ž .COROLLARY 6.1. Let u ? be an optimal control for the problem 6.2 .Ã
Then there exists m G 0 such that the following hold:
Ž . Ž .i m is a solution of the problem 6.6 .
Ž . Ž . Ž . Ž .ii 6.5 holds with u ? s u ? .Ã
Ž . Ž . Ž . Ž .iii The maximum principle 3.2 holds with H ? , c ? defined for the
Ž . Ž .following g ? , w ? :
N
g y s g y q m g y ,Ž . Ž . Ž .Ý0 i i
is1
N
w t , y , z , u , v s w t , y , z , u , v q m w t , y , z , u , v .Ž . Ž . Ž .Ý0 i i
is1
To prove Theorem 6.1, we employ the method which was originally
w xproposed in 5 for optimal stopping with constraints. To start with, let us
Ž Ž .. Ž Ž Ž .. Ž Ž .. Ž Ž ..introduce the vector function F u ? J F u ? , F u ? , . . . , F u ? .0 1 N
Ž . Ž . Ž .LEMMA 6.1. For any u ? g U, u ? g U and d ) 0, there exists u ? g U1 2
such that
2F u ? y F u ? y F u ? F d . 6.7Ž . Ž . Ž . Ž .Ž . Ž . Ž .1 2
Proof. For « ) 0, let
u t , v if t G «Ž .2u ? J u ? , u t , v JŽ . Ž . Ž .1, « 1 2, « ½ u t , v if t - « .Ž .1
It can be easily seen that
F u ? “ F u ? as « “ 0 q .Ž . Ž .Ž . Ž .2, « 2
Ž .Hence it suffices to prove that for any « ) 0, d ) 0 there exists u ? g U
such that
2F u ? y F u ? y F u ? F d . 6.8Ž . Ž . Ž . Ž .Ž . Ž . Ž .1, « 2, «
Ž . Ž .Now fix « ) 0. Consider the random number j J w « , where w t is the1 1
Ž . Ž . Ž Ž . Ž . Ž ..first component of the process w t . Set w ? J w ? , w ? , . . . , w ? ,0 1 N
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Ž . Ž Ž . Ž . Ž ..g ? J g ? , g ? , . . . , g ? . Let0 1 N
T
G u ? J g y 0 q w t , y t , z t , u t dt , 6.9Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .H i
0
Ž . Ž . Ž Ž . Ž ..where u ? g U, and the pair x t ’ y t , z t is the state process corre-
Ž .sponding to u ? .
Ž . Nq1Let Z x : R “ R be defined asi
<Z x J E G u ? j s x r x , i s 1, 2, 6.10 4Ž . Ž . Ž . Ž .Ž .i i , «
Ž . Ž .where r x is the probability density function of w « . In view of our1
Ž Nq1.assumptions, Z g L R; R .i 1
Ž . Ž . w Ž . Ž .xConsider the 2 N q 2 -dimensional function Z x J Z x , Z x . By1 2
w x5, Lemma 5.1 , there exists a set D ; R such that
d
2 Z x dx y Z x dx F ,Ž . Ž .H H1 1 2D R
6.11Ž .
d
2 Z x dx y Z x dx F .Ž . Ž .H H2 2 2R_ D R
Set
u t , v if j g D ,Ž .1, « w xu t , v J for t g 0, T .Ž . ½ u t , v if j f D ,Ž .2, «
Ž . Ž . Ž .Then u t, v s u t, v for t - « ; hence u t, v is progressively measur-1, «
Ž .able with respect to A , and u ? g U. Furthermore,t
<F u ? s E G u ? j s x r x dx 4Ž . Ž . Ž .Ž . Ž .H
R
< <s E G u ? jsx r x dxq E G u ? jsx r x dx 4  4Ž . Ž . Ž . Ž .Ž . Ž .H H
D R_ D
s Z x dx q Z x dx , 6.12Ž . Ž . Ž .H H1 2
D R_ D
and
F u ? s Z x dx. 6.13Ž . Ž . Ž .Ž . Hi , « i
R
Ž . Ž . Ž .Then 6.11 ] 6.13 yield 6.8 . This completes the proof of Lemma 6.1.
STOCHASTIC CONTROLS WITH TERMINAL CONDITIONS 163
Ž .  Ž Ž .. Ž .Let us denote by F U the closure of the set F U ’ F u ? : u ? gŽ .
4 Nq1U ; R .
LEMMA 6.2. The set F U is con¤ex.Ž .
Ž .Proof. Let z , z g F U , a g 0, 1 be arbitrary. It suffices to proveŽ .1 2
Ž .that for any d ) 0 there exists u ? g U such that
a z q 1 y a z y F u ? F d . 6.14Ž . Ž . Ž .Ž .1 2
Ž .By definition of a closure, there exist u ? g U such thati
d
F u ? y z F , i s 1, 2. 6.15Ž . Ž .Ž .i i 4
q‘ yi  4Let a s Ý c 2 , where c g 0, 1 . Introduce the numbers a Jis1 i i q
Ýq c 2 i, q s 1, 2, . . . . We have a “ a as q “ q‘. Let k be such thatis1 i q
d
a y a F u ? q F u ? F . 6.16Ž . Ž . Ž .Ž . Ž .Ž .k 1 2 4
Introduce the sets
m
yi  4A J a g 0, 1 : a s c 2 , c g 0, 1 ,Ž .Ã Ã ÃÝm i i½ 5
is1
Ã Nq1Z J z g R : z s a F u ? q 1 y a F u ? , a g A ,Ž . Ž . Ž . 4Ž . Ž .Ã Ã Ãm 1 2 m
m s 1, 2, . . . , k .
ÃAny element of Z can be presented as either the middle or one of them
Ãedges of an interval connecting points which belong to Z . The numbermy 1
Ãof elements in Z is finite. It can be easily seen from Lemma 6.1 that fork
Ã Ž . Ž . < Ž Ž .. <any z g Z there exists u ? ’ u ?, z g U such that F u ?, z y z F dr4.k
Ž .Hence there exists u ? g U such that
d
a F u ? q 1 y a F u ? y F u ? F . 6.17Ž . Ž . Ž . Ž . Ž .Ž .Ž . Ž .k 1 k 2 4
Ž . Ž . Ž . Ž .By 6.15 ] 6.17 , the inequality 6.14 holds for this u ? . This completes
the proof of Lemma 6.2.
wConsequently, Theorem 6.1 follows from Lemma 6.2 and 5, Theorem
x Ž w x.1.1 see also 11, Theorem 0.1 .
Remark. It can be seen that the proof of Theorem 6.1 does not really
Ž .depend on the specific structure of the equation 2.2 . Hence this approach
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can be easily extended for a wide class of stochastic optimization problems
with constraints.
7. CONCLUDING REMARKS
Study on controls of BSDE systems remains a relatively new endeavor
and many research problems are open. For example, for the backward LQ
problem we derived a Riccati-like equation which, however, lacks the
symmetry property. What is a more appropriate Riccati equation? Can we
Žhave an optimal state feedback control in the conventional sense i.e., the
Ž ..control is a function of the state y, z ? Also, possible applications to
contingent claims in finance promise great potential of the BSDE control
problems.
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