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¡Ser organizado!
“Toma de contacto” con SPSS
• Introducir datos en SPSS (pestaña Archivo: importar datos)
• Tipos de archivos: .sav, .spv
• Nombre y características de las variables (pestaña Vista de variables)
• Escala  variable numérica continua
• Nominal  variable cualitativa/categórica (nominales o binarias/dicotómicas)
• Ordinal  variable categórica (ordinales)
• Ayuda
• Manuales SPSS
• Soporte del programa (pestaña Ayuda)
• Foros SPSS en internet
• Archivo: ensayo_inoculación.xlsx
• Preguntas de investigación
• Los plantones micorrizados en vivero se producen sin fertilización, pero su 
tamaño final es pequeño
• ¿La dosis de fertilización X mejora el crecimiento de los plantones?
• ¿Afecta negativamente a la micorrización?
Ejemplo 1: efecto de fertilización sobre micorrizas
Con fertilizante
n=23
Sin fertilizante
n=23
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• Introducir datos en SPSS (pestaña Archivo: importar datos)
• Tipos de archivos: .sav, .spv
• Nombre y características de las variables (pestaña Vista de variables)
• Escala  variable numérica continua
• Nominal  variable cualitativa/categórica (nominales o binarias/dicotómicas)
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• Manuales SPSS
• Soporte del programa (pestaña Ayuda)
• Foros SPSS en internet
Primeras comprobaciones
• Comprobación visual del archivo de datos
• Separación decimales
• Equivalencia con archivo original (.xls)
• Errores de transcripción (valores absurdos)
• Codificación de los valores ausentes/no disponibles
• Resumen de descriptivos
• Atención a variables codificadas con texto
• Creación de nuevas variables
• Relaciones entre variablesBoxplot
• Coeficiente de correlación (Analizar: Correlacionar: Bivariadas)
• Gráficos de dispersión (Generador de gráficos)
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• Separación decimales
• Equivalencia con archivo original (.xls)
• Errores de transcripción (valores absurdos)
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• Resumen de descriptivos (Analizar: Estad descr: Frecuencias, Descriptivos)
• Atención a variables codificadas con texto
• Creación de nuevas variables (Transformar: Calcular variable)
• Relaciones entre variables (Analizar: Estad descr: Explorar)
• Boxplot
• Coeficiente de correlación (Analizar: Correlacionar: Bivariadas)
• Gráficos de dispersión (Generador de gráficos)
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Análisis estadístico
• ANOVA/regresión:
• ¿La fertilización X mejora el crecimiento de los plantones?
Vars. explicativas Var. respuesta
Var. dependiente
Y
Var. independientes
X
Factores fijos
Covariables
Análisis estadístico
• ANOVA/regresión:
• ¿La fertilización X mejora el crecimiento de los plantones?
• Peso de plantón  var. respuesta
• Numérica continua
• Fertilización (con/sin)  var. explicativa
• categórica (dicotómica) 
• Analizar: Comparar medias: ANOVA de un factor
• Analizar: Modelo lineal general: Univariado
Vars. explicativas Var. respuesta
ANOVA
Var. dependiente
Y
Var. independientes
X
Factores fijos
Covariables
Supuestos del modelo lineal general
(ANOVA, regresión convencionales)
• Que la relación entre x-y sea lineal  Linealidad
• Que los errores en la medición de las variables explicativas sean 
independientes entre sí  Independencia
• Que los errores del modelo estadístico tengan varianza constante en 
todo el rango de la variable respuesta  Homocedasticidad
• Que los errores del modelo estadístico sigan una distribución normal 
(gaussiana)  Normalidad 
Pestaña “Modelo lineal general: Univariado”
• Modelo
• Factorial completo (con todas las interacciones posibles)
• Construir términos
• Post-hoc
• DMS, Tukey, Bonferroni
• Medias marginales estimadas
• Guardar
• Residuos no estandarizados (Analizar: Estad. descr: Explorar: Gráficos  histograma, 
gráfico con pruebas de normalidad)
• Para regresión: Valores pronosticados no estandarizados (dibujar gráfico de residuos)
• Valores atípicos (Guardar: Diagnóstico: distancia de Cook, valor de influencia)
• Opciones
• Para ANOVA: prueba de homogeneidad (Levene)
• Para regresión: Gráfico de residuos (muy pobre, mejor crearlo con datos de “Guardar”)
• Para regresión: Estimaciones de los parámetros (pendiente, término independiente)
Interpretación de resultados
• Estadístico F para la variable explicativa
• Si P<0.05  Variable explicativa tiene un efecto significativo sobre respuesta
• R2
• Proporción de la variabilidad en la respuesta que puede explicarse por la 
variabilidad de las variables explicativas
• En regresión: pendiente y término independiente
Supuestos del modelo
• Homogeneidad de la varianza (homocedasticidad)
• Para ANOVA: Test de Levene: si P>>0.05  varianzas homogéneas
• Para regresión: gráfico de residuos (residuo vs. valor pronosticado)
• Normalidad
• n<120: Test de Shapiro-Wilks: si P>>0.05  residuos normales
• n>120: gráfico Q-Q de residuos, histograma de residuos vs. distr. normal
• Linealidad
• Independencia (a tener en cuenta al diseñar el experimento y la toma 
de datos en campo)
• Detectar valores atípicos e influyentes (outliers)
Transformaciones más habituales
• Transformaciones de la respuesta
• Logarítmica: log(y)
• log(y+c) en el caso de que y tenga algún cero o valores negativos
• Raíz cuadrada: (y+c)0.5 (c=0.5 o c=1, habitualmente)
• Arcoseno (para porcentajes): arcsen(y0.5)
• y debe introducirse en tanto por uno
• Archivo: ensayo_inoculación2.xlsx
• Preguntas de investigación
• ¿La dosis de fertilización usada convencionalmente en el vivero X mejora el 
crecimiento de los plantones inoculados con trufa?
• ¿Afecta negativamente a la micorrización?
• ¿Hay diferencias entre la encina y el quejigo?
Ejemplo 1b: efecto de fertilización sobre micorrizas
Encina
Osmocote
n=12
Quejigo
Sin fertilizante
n=12
Quejigo
Osmocote
n=12
Encina
Sin fertilizante
n=12
