We address the problem of pollution attacks in coding based distributed storage systems proposed for wireless sensor networks. In a pollution attack, the adversary maliciously alters some of the stored encoded packets, which results in the incorrect decoding ofa large part of the original data upon retrieval. We propose algorithms to detect and recover from such attacks. In contrast to existing approaches to solve this problem, our approach is not based on adding cryptographic checksums or signatures to the encoded packets. We believe that our proposed algorithms are suitable in practical systems.
Introduction
In many wireless sensor network (WSN) applications, there are multiple, distributed sources that generate data that must be stored efficiently in multiple storage nodes, each having constrained communication, computation, and storage capabilities. Using the principles of network coding [1, 6, 8, 13] and storing encoded data instead of raw data can help to increase the efficiency of the system. Suppose we have k source nodes and n storage nodes. Instead of storing raw data packets, each storage node stores a linear combination of a subset of the k data packets. The random coding techniques (distributed erasure codes, fountain codes) introduced in [2, 3, 4, 5] ensure that, for appropriately selected parameters, a collector node can reconstruct all the k data packets with high probability by downloading the encoded packets from any k storage nodes and solving a system of linear equations (s.l.e.). Thus, the collector node can retrieve the interested data from k nearby nodes, which results in decreased energy consumption, and hence, longer network lifetime. Note that these are primary design criteria in WSNs.
While coding may increase the efficiency of distributed storage systems in a benign environment, it has a potential problem in hostile environments, where an adversary 978-1-4244-2575-4/08/$20.00 @2008 IEEE 821 may attack the storage nodes. In particular, the problem that we are interested in in this paper is the so called pollution attack, whereby the adversary modifies some of the stored encoded data, which results in erroneous decoding of a large part of the original data upon retrieval. Note that coding schemes mix (typically, linearly combine) blocks of the original data, therefore, a single corrupted encoded block can affect the decoding of multiple data blocks. This amplification effect of the pollution attack is particularly annoying and undesirable.
The latest important result for correcting errors introduced by a Byzantine adversary in network coding based communication systems is presented in [10] . In that paper, the authors introduce an information-theoretically rate optimal code. The packets from the adversarial nodes are intuitively considered as packets coming from a second source, and the packets arriving at the destination are linear combinations of the source's batch of packets and the adversary's batch of packets. Compared to that work, the model we have apopted is different, because we assume k independent sources each producing one packet (per time epoch). In addition, we do not assume any encoding of packets at the source nodes.
Cryptographic techniques have also been proposed to detect attacks in coding based communication and storage systems. An approach to prevent the pollution attack is to require the source nodes to digitally sign [11] (or hash [9] ) the data blocks before they are injected in the system. The digital signature scheme must have some homomorphic properties, similar to the case of homomorphic hash functions. Recently, a homomorphic digital signature scheme has been proposed for network coding based content distribution in [12] based on an elliptic curve.
Unfortunately, homomorphic signature schemes are computationally expensive, and they need a public key infrastructure (PKI) for the management of the signature verification keys. These problems hinder their usage in practical applications; in particular, due to the large computational complexity they cannot be used in sensor networks.
Our main contribution in this paper is a novel noncryptographic approach to counteract pollution attacks in coding based distributed storage systems in WSNs. Compared to other approaches in the same vein, we do not add redundancy to the data packets, but rather, we take advantage of the inherent redundancy provided by the coding scheme itself. This redundancy comes from the fact that the content of each storage node corresponds to the same data block vector. To the best of our knowledge, our proposal is the first error detection/correction method that does not require any new functionality at the source nodes or at the storage nodes. We believe that our proposal is much more practical than the approach based on homomorphic digital signatures. First of all, we need neither a PKI, nor any cryptographic key management scheme, as we do not use cryptography at all. The practical value of this feature should not be underestimated. Second, while our approach also requires intensive computational effort, this is required only for the entity that retrieves information from the distributed storage system. In wireless sensor networks, where the computational overhead really matters, this entity is typically the base station, which is usually assumed to be powerful enough. In contrast to this, in the approach based on homomorphic digital signatures, the source nodes and the storage nodes need to perform intensive computation, and those are typically resource constrained sensor nodes.
The remainder of the paper is organized as follows: In Section 2, we introduce the system model and the adversary mode1. In Section 3, we describe our proposed attack detection algorithm, together with the analysis of its error probability and complexity. In Section 4, a recovery algorithm is proposed and analyzed. Finally, in Section 5, we draw some conclusions.
Model
System model: The general model of the distributed storage systems that we consider in this paper is taken from [3] .
The system consists of k source nodes, n storage nodes, and one or more collector nodes. Note that these are roles, and therefore, the sets of source nodes, storage nodes, and collector nodes may overlap.
Each source node i generates a data block Xi, and transfers it to some randomly selected subset of the storage nodes. Each storage node j computes a random linear combination of all the data blocks that it receives; the result is a single code block Yj. Formally Adversary model: We assume that the adversary has access to t storage nodes, and she can observe and modify the equations stored by them. This means that if the adversary has access to storage node j, then she can modify both G j and Yj stored by node j. Let G* == G + f:j.G and Y* == Y + f:j.Y be the modified generator matrix and the modified code block vector after an attack, where the modifications made by the adversary are contained in matrix f:j.G and vector f:j.Y. We assume that the adversary modifies the content of each compromised node independently.
Note that the adversary has no access to the source nodes, neither she can attack the communication between the source nodes and the storage nodes. This assumption is plausible, because storage nodes are exposed to attacks for an extended period of time, whereas the source nodes, and the communication between them and the storage nodes must be attacked during the limited time period of data generation and distribution.
The adversary has no information about which k storage nodes will be chosen by the collector node for reconstruction, neither has the collector node information about which storage nodes are compromised. In the sequel, we will assume without loss of generality that the adversary randomly chooses the t storage nodes to be compromised, and the collector node downloads the equations of the first k storage nodes, where the order of the storage nodes is defined randomly by the collector node. Thus, the set of equations downloaded by the collector node is Principle: The basic idea of our attack detection mechanism is the following: We observe that it is very unlikely that the adversary will compromise all the first k equations.
Indeed, the probability of this event is around (t/ n) k. Thus, some parts of Yt.k and Gi ..k are not controlled by the adversary, and for this reason, she cannot enforce a particular solution X* == Yt.k( Gi ..k)-l. Indeed, X* will be a random vector in most of the cases, except if all the first k equations are intact, in which case X* == X will hold. Now, suppose that we have an additional intact equation:
Yk+1 == XGk+1 (i.e., the collector downloaded Zk+1 == (Gk+l, Y k + 1 )). If X* is random, then it will not satisfy the additional intact equation with high probability, while it will satisfy it with probability 1 if X* == X. Thus, we can detect if the decoded data block vector X* is polluted with the help of an additional intact equation.
(2)
Probability of a false negative decision: Let us assume for the moment that the adversary does not modify the coefficient vectors, meaning that G* == G. In this case, the collector obtains the solution X* == X +~Yl..kG~~k ==
X+~X.
If we further assume that the additional equation that we use for detection is intact, then we have
In this case, the false negative error probability, denoted by P jneg , can be computed as follows:
where in the last step we used that Y k +1 == X Gk+ 1.
If~Yl..k has a non-zero element in the i-th row (and Gl..k is intact), then~X also has some non-zero elements in the i-th row. Otherwise, if the i-th row of~Yl..k contains only zeros, then the i-th row of~X contains only zeros too. We can write the i-th element of~XGk+1 as
By the argument above, (2) is a non-trivial linear combination of the elements of Gk+ 1. However, the elements of G k + 1 are chosen randomly, therefore, the probability of (2) being 0 is equal to 1/q. >From this, it follows that
where t f is the number of rows in~Yl..k that contain nonzero elements. Clearly, in order to maximize the error probability (and hence minimize the success probability) of the detection, the adversary must make all modifications to the code blocks in a single row l .
1Note that if the code blocks contain standard error detection elements, such as a CRC checksum, then at least 2 rows must be changed by the adversary in every attacked code block. affected, however the effect is limited to the rows of X that correspond to a nonzero row in~Y.
These observations illustrate the amplification effect of the pollution attack: a small amount of modifications in the stored coded information can result in a large amount of modifications in the decoded data. In the worst case all data blocks are entirely destroyed. Below, we address this problem by proposing mechanisms to detect and recover from such attacks.
The conclusion of this analysis is that the probability P fneg of false negative detection is maximized if the adversary makes modifications only in a single row of the code block matrix Y and leaves the coefficient matrix G intact.
In this case, Pfneg == 1/q. Hence, if q is chosen sufficiently large (in the order of 260), then the probability of not detecting a pollution attack is negligible.
Probability of a false positive decision: Let us close this section with the analysis of the probability of a false positive decision. A false positive decision may occur only if the first k equations downloaded by the collector node are intact (Z* == Zl. .k) and the additional equation downloaded for l..k . attack detection is not intact. From this, a good apprOXImation of the probability of a false positive decision, denoted by Pfpos, is the following:
Given that the first k equations are intact, the probability that the (k + 1)-st equation is also intact is Next, we keep the assumption that the adversary does not modify the coefficient vectors (hence G* == G), but we assume that the code block of the additional equation that we use for detection is attacked, meaning that Zk+l == (Gk+l, Yk*+l) == (Gk+1 , Yk+l +~Yk+l). In this case, a simple derivation similar to the previous case can be used to arrive to the following result:
Pfneg == Pr{~XGk+l ==~Yk+ll~Yl..k -# O} (4) Note that the i-th row of~X contains only zeros if the ith row of~Yl..k contains only zeros. In this case, the i-th element of~XGk+l must be a zero too. Thus, if the i-th element in~Y k +1 is not zero, then the above error probability is 0 (Le., we can detect the attack even though the additional equation used for detection is not intact). On the other hand, if~Yk+ 1 contains zeros in every row wherẽ Yl..k contains only zeros, then due to the randomness of G k+ 1, we get again that Pfneg == 1/qt' , where t' is the number of rows in~Yl..k that contain non-zero elements. Let us denote the set of equations downloaded for cleaning by 0, and let e be an additional equation. We use the equations in 0 to replace a subset of size~101 of the equations in S. We denote the resulting new set of equations by S'. Then, we run our attack detection mechanism on S' with equation e used for testing. If no attack is detected, then we accept the solution of the s.l.e. determined by S' as the correct data block vector. Otherwise, we take S again, replace another subset of size~101 of its equations, and run the attack detection again. We repeat these steps until either the cleaning succeeds or all possible replacements of subsets of o have been tried.
In the rest of this section, we propose a specific recovery algorithm based on the principle described above. As we will see, the algorithm is optimal with respect to success probability and communication complexity. However, the price of this optimality is the increased computational complexity. Nevertheless, the algorithm is still usable for practical systems.
We also developed other approaches for recovery purposes. We designed an algorithm that has improved computational complexity, but it has higher communication complexity and it is prepared to clean at most a pre-defined number of attacked equations in S. Due to space limitations we do not detail that algorithm here. 4 Recovery from attack where t is the number of randomly chosen storage nodes that are attacked by the adversary. From this, we get that While Pfpos is not negligible, false positive decisions do not have serious effects. Indeed, when the attack detection algorithm signals an attack, the recovery procedure described in the next section is executed. This procedure tries to recover the original data block vector, and as we will see, it succeeds in a few steps when the number of attacked equations is small. Success probability: It is easy to see that the algorithm succeeds iff the number t' of the attacked equations in 8 == Zi..k is smaller than the number of the intact equations in the remaining set Zk+I ..n. On the one hand, if this condition holds, then we have at least t' + 1 intact equations in Zk+I ..n' and therefore, as we continue downloading more and more equations for cleaning, we eventually reach a state where the cleaning set G contains at least t' intact equations and the last downloaded equation e used for attack detection is also intact. In this case, eventually, all the attacked equations in 8 will be replaced by intact equations from G, hence 8 will be cleaned. In addition, as e is intact, the attack detection mechanism will indicate no attack, and we can actually realize that 8 is cleaned.
On the other hand, if t' is not smaller than the number of the intact equations in Zk+l..n' then either the cleaning set G contains fewer than t' intact equations, and hence, 8 cannot be cleaned, or C contains exactly t' intact equations and S can be cleaned, but we have no more intact equation for attack detection purposes, and therefore, we cannot realize that S is cleaned.
Given that there are t attacked equations all together, and t' of them are in Zi..k' we get that the number of intact equa-
). Hence, the algorithm succeedsifft' < (n-k)-(t-t'),orequivalently,t < n-k. (9) with respect to success probability.
Communication complexity: Recall that we measure the communication complexity in the number of the downloaded equations. As the algorithm downloads a new equation in every iteration, its communication complexity depends on the number of the iterations it performs. More precisely, if the algorithm performs R iterations, then its communication complexity is (k + 1) +R, because it downloads k + 1 equations at the beginning before the iterative phase is started. As k is a fixed parameter, we are interested in the characterization of R.
The algorithm stops as soon as the following two conditions hold: (a) the number of intact equations in the cleaning set G is equal to the number of attacked equations in 8, and (b) the last downloaded equation e used for attack detection is intact. Thus, R is the number of equations needed to be downloaded to satisfy the two conditions above.
It must be clear that if 8 contains t' attacked equations, then G U {e} must contain at least t' + 1 intact equations, as otherwise, we cannot clean S and realize that it has been cleaned at the same time. Thus, R is minimal in the sense that for R' < R downloaded equations, G U {e} contains fewer than t' + 1 intact equations, and hence, the algorithm cannot succeed. This means that our algorithm is optimal in terms of communication complexity.
We give an estimation of R in the following way. Let p == t jn, and let WI denote the number of equations that need to be downloaded in order for the downloaded set of equations to contain exactly the same number of intact equations on average, as the number of attacked equations in S. The average number of attacked equations in set S is approximately kp. The average number of intact equations among the WI equations is approximately WI (1 -p) .
Hence, we get that WI~kp j (1 -p) . Furthermore Computational complexity: Recall that we measure the computational complexity in the number of s.1.e.'s that need to be solved. In our case, each call to the attack detection algorithm requires the solution of an s.1.e.
For the derivation of the average case computational complexity Pavg' we assume that the number of the attacked equations in S is t', where the average value of t' is kt jn.
We make the following observations:
Note that if t~n -k then it is theoretically impossible to recover from an attack, hence, our algorithm is optimal 825
• All but the last iterations of the algorithm execute fully.
(term (10) in the sum below)
• In the last iteration, the loops that try to clean S with
f equations from C also execute fully. (term (11) in the sum below)
• When we use T == t f equations from C for cleaning, we have to process on average half of the possible selections of t f equations from C until we end up with the subset that contains the t f intact equations of C. For all those selections, the inner loop executes fully and we must process all the possible selections of t f equations from S. (term (12) in the sum below)
• Finally, when we select the subset of C that contains the t f intact equations, we have to process on average half of the possible selections of t f equations from S until we end up with the t f attacked equations of S.
(term (13) in the sum below)
Thus, we get that
% (~)(~)+ (11) ( : ) ( ;, ) + (12) ( ;, ) As we noted before, the price of the optimality of the success probability and the communication complexity is 826 the increased computational complexity. However, for practical system sizes of k in the range of 10 to 50 and n in the range of 100 to 500, our algorithm is still feasible in terms of computational complexity. Extension of the algorithm: In this paper we considered an attacker which compromises storage nodes independently. The recovery algorithm can be extended to a more general adversary while retaining its principles. Such an adversary collects the content from all the compromised nodes, processes the obtained information, and according to the output of this processing she reloads the compromised nodes. It is not hard to see that, in this case, the theoretical limit for successful recovery from the attack is t < n/2. This limit is achieved by our extended algorithm. Due to space limitations here we give only the main idea of the extension. First, the presented recovery algorithm is executed. The next step is a checking for consistency. If the output of the execution (k output data blocks) is consistent with at least n/2 downloaded equations then we can be sure that the output is not compromised. Otherwise, we drop all the equations which are consistent with the output, and execute the algorithm recursively over the remaining set of equations.
Conclusion
In this paper, we addressed the problem of pollution attacks in coding based distributed storage schemes in WSNs, and we proposed specific algorithms for detecting and recovering from such attacks. A salient feature of the proposed algorithms is that they are not based on cryptographic checksums or digital signatures, which are traditionally used for providing integrity services. Instead, we take advantage of the inherent redundancy in such distributed storage systems. In addition, our approach does not require the storage nodes to perform additional coding on or to add additional information to the encoded packets. Only the collector node needs to perform a substantial amount of computation. For this reason, we believe that our approach is particularly suitable for wireless sensor networks, where the storage nodes are energy constrained sensors, while the collector is a powerful base station. Detailed comparison with cryptographic approaches is part of our future work.
While we presented our approach in the context of WSNs, it is, in fact, general, and can be applied in any coding based distributed storage systems, in particular, in the domain of P2P file distribution [7] .
