Abstract ⎯ In the process of power load forecasting, electricity experts always divide the forecasting situation into several categories, and the same category uses the same forecasting model. There exists such a situation that some load curve which domain experts consider belonging to the same category has shown the different characteristics, but some load curve which belongs to different category seems very similar, and usually able to gather into a category by clustering. For this problem, the definition of associated matrix was proposed in this paper, and based on this conception the associated clustering-classification algorithm was proposed, We applied this algorithm to data sample classification for power load prediction, the experiment showed that the classification results obtained by our method were more reliable.
Introduction
Load forecasting is an important component for power system energy management system. Precise load forecasting helps the electric utility to make unit commitment decisions, reduce spinning reserve capacity and schedule device maintenance plan properly. Besides playing a key role in reducing the generation cost, it is also essential to the reliability of power systems. The system operators use the load forecasting result as a basis of off-line network analysis to determine if the system is vulnerable. If so, corrective actions should be prepared, such as load shedding, power purchases and bringing peaking units on line.
Classification and clustering are two important research areas of data mining. To map data into some given classes, classification depends on prior knowledge, and clustering is to make samples in the same cluster similar enough, while samples belonging to different clusters should have enough difference. Recently, [1] ~ [2] use granularity computation to solve classification problems, and with the improvement of granularity computation theory these methods will develop further. [3] ~ [4] use ant colony optimization etc. to search the classification rules, these algorithms are the combination of data mining and intelligence computation. [5] proposes a new classification algorithm based on the combination of supported vector machine and non-supervisor clustering, and gets better results when it is applied in web page classification. [6] systematically summarizes the clustering method. All these researches represent the newest development in this area.
In the process of power load forecasting, electricity experts always divide the forecasting situation into several categories, the same category uses the same forecasting model. There exists such a situation that some load curve which domain experts consider belonging to the same category has shown the different characteristics, but some load curve which belongs to different category seems very similar, and usually able to gather into a category by clustering. In other words, the prior knowledge is very likely uncoordinated with similarity measure. [7] analyzed this issue by granularity theory and put forward classification algorithm based on information granularity principle. This has strong theoretical and practical significance. Aimed at the above problem, this paper proposes the Associate Clustering-Classification Algorithm to ensure the consistency of classification and clustering. The algorithm in sample classification of power system load forecasting is applied, and better results are obtained. The detail of the Associate clustering-classification method will be described in the following.
Associated Clustering and Classification method
be a sample set, δ be a cluster operation, and it forms into a Cluster Genealogy G under action of δ . We cut Cluster Genealogy G , divide U into independent subset , and get 
Algorithm.1 Associated Clustering and Classification Algorithm
Step1. Classify C according to prior-knowledge, and get the initial classification Step5. Analyze each row In step5, if a row 
Two kinds of standards are involved here. One is the priori knowledge of domain experts.
Because many complex factors affect the change of power load, and some reasons which cause power load changing is not clear, the priori knowledge used by experts on power, often just reflect the variation of load roughly. The other is that characteristics of load change can be objectively identified by clustering, but the reasons why the samples cluster into a class are not yet determined.
This makes the clustering method can not be directly used on predicting. For this reason, the next best thing is to take a relatively compromise. Associated clustering-classification algorithm is an exactly compromise method between classification and clustering.
Description of the problem of power system load forecasting
Load forecasting is a traditional research field of power system [9] ~ [11] . In the process of power load forecasting, electricity experts always divide the forecasting situation into several categories, the same category uses the same forecasting model. So a reasonable classification is the basis for effective forecast. Generally, domain experts classify the samples relying on their experience. In this paper, 96-points data samples of a Chinese power company in recent years were classified by the expert's experience and associated clustering-classification algorithm described in the previous section. Here, the forecasting models used by the different classification methods are the same.
First of all, the samples are classified. For different categories, Daubechies wavelets are used to extract the feature of load data.
Let { ( )} 1,...,96 p t t = be the load value of 96 points one day. Let 0 ( ) ( ) C t p t = , wavelet decomposition is shown as follows: [ ] 
Forecasting results of different classification methods
Classify the samples by date type according to prior knowledge, denote is unknown, a specific forecast can only start from a priori knowledge.
Forecast should be taken as follows on the corresponding situation of the row:
To verify the effectiveness of the method described in this paper, we use the historical data of the previous two years as the learning sample, and respectively predict the load of next year by different classification methods. In the process of load forecasting, for some special holidays such as the Chinese Spring Festival and New Year's Day, it has no sense to regress for lacking of historical data, and the forecast can only be made by historical trends. and 3% ,the percentage of points whose errors are larger than 3% and the average of error respectively, in the forecast data points.
From Table 1 certain extent, and forecast accuracy has been improved significantly. It also validated that the method proposed in this paper better solved the inconsistent problem between the priori knowledge and the similarity measure function.
Conclusion
Classification and clustering are two important research areas of data mining; however in the process of power load forecasting, the classification results based on priori knowledge and the clustering results are not consistent. For this problem and the practical application background of power system, the definition of associated matrix has been proposed in this paper, and based on this concept, the associated clustering-classification algorithm has been proposed. We applied this algorithm to data sample classification for power load prediction, the experiment showed that the classification results obtained by our method were more reliable.
