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Abstract 
The Isle of Wight is a small island off the south coast of England. As with much of the 
developed world the island’s water supply is effectively universal, and is secure against all but 
the worst droughts. However, the frequency and magnitude of future droughts are anticipated 
to be worse than those on historic record due to the influence of climate change. While 
preparations against future water shortage are important, such measures must be efficient in 
terms of cost and abstractions due to pressure to keep costs to consumers low and minimize the 
impact on the environment. The development of a representation of future climate change 
which balances precision with the need to fully represent uncertainty is fundamental to water 
planning where such efficiency is required. In this, the Isle of Wight can also represent a useful 
case study for climate change forecasting methodology applicable to the wider UK and beyond. 
A second challenge is presented by the geological and hydrological complexity of the island. 
Erosional and tectonic forces have altered the island’s geology and, as an island, a dense 
network of small catchments determines drainage to sea. This Thesis presents a complete 
modelling process for the assessment of changing water resource availability in such a case of 
high heterogeneity in which few assumptions can be made regarding hydrological processes. 
Empirical techniques are employed to determine functional groundwater units and detect 
correlations between river flows and groundwater elevations.  Projections of climate change 
are reconciled against the distribution of historic observations. Finally, a modified drought 
index is introduced, allowing the impact of changed drought distributions on multiple water 
sources to be compared with historic events.  
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1. Introduction 
 
It is not intuitive to think of England as a country short of water. A temperate climate with cool 
summers (Kottek et al 2006) ensures that rainfall totals are high and potential 
evapotranspiration is low, and the supply of treated water is effectively universal (WHO & 
UNICEF 2014). However, in the south and east of England, high population density results in 
per capita water availability comparable with arid regions of the world (DEFRA 2008). The 
perception of abundant water leads to pressure for water charges to be kept low, and 
interruptions to supply are not considered politically acceptable. Certainly the consequences of 
extended water shortage would be significant, with the potential cost of severe interruption to 
London’s supply put at £7bn (Dines 2013). Human demand for water use is set against the need 
for water for ecosystems (Acreman 2001). Therefore the challenge in UK water engineering is 
increasingly one of efficiency rather than quantity of supply. 
Water resource planning is required to determine future water needs. Uncertainties are present 
in future demands components such as population growth and usage patterns. On the supply 
side, climate change is expected to alter patterns of rainfall, wind speed and temperature in 
space and time, with significant uncertainty surround the consequences of this on future water 
levels in rivers and aquifers and their impact on available water. Efforts to develop climate 
models are ongoing, and time series generated by more sophisticated weather generators 
downscaling the output of advanced global circulation models contribute significantly to water 
resource projections (Environment Agency et al 2012). As part of the effort to improve 
forecasts of water supply, detailed hydrological and hydrogeological models allow the outputs 
of climate models to be assessed with greater accuracy, and remaining uncertainties to be 
sensibly determined. 
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Here, the Isle of Wight is used in part as a case study for the assessment of water resource 
supply modelling. A small island off the south coast of England, the Isle of Wight is the twelfth 
largest by area in the British Isles, and the fourth most populous. The Isle of Wight forms its 
own water supply zone (Southern Water 2009), meaning that, excluding bulk transfers, its 
water supply is independent and not connected to other water resource zones. Supply is 
abstracted from groundwater and surface water sources, and the availability of new sources is 
unclear. The island’s population is anticipated to grow in the coming decades (Maurice et al 
2011), therefore demand is expected to rise. Precise estimates of water resources are therefore 
important for the determination of future strategies for optimal planning of abstraction limits, 
demand and leakage reduction campaigns and, if necessary, high cost alternatives such as 
desalination. Techniques developed for the determination of future climate impacts on water 
resources may be applicable elsewhere in the world and in particular across the UK. 
Modelling the water resources of islands presents its own challenge (Robins 2013), with 
heterogeneous geology and many small catchments making traditional hydrological 
approaches difficult to apply. Developing a model which can integrate observations into a 
plausible representation of the island is not straightforward and previous attempts to model the 
island have not been regarded as successful (Maurice et al 2011; Atkins 2008). However, this 
presents an opportunity to develop models which are capable of operating in such an 
environment and to explore unorthodox solutions to groundwater modelling, groundwater-
surface water interaction and the effects of climate change on water resource systems. In 
engaging with the global debate on modelling such systems a positive contribution to research 
and knowledge can be made.  
 
1.1 Research Questions and Objectives 
The core research questions addressed in this thesis are as follows: 
1) What are the likely consequences of climate change on the groundwater and surface 
water of groundwater-dominated water resource systems such as the Isle of Wight, and 
how can these consequences be quantified? 
 
2) How can small island systems such as the Isle of Wight be represented in a 
hydrological/hydrogeological model? 
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3) How can groundwater-surface water interaction be quantified in a multiple-aquifer, 
multiple-catchment system? 
 
4) How can the effects of climate change on water resources be quantified where only 
partial information on the relationship between environmental hydrology and water for 
supply is available? 
 
1.2 Thesis Structure 
This thesis consists of six chapters. This chapter contains introductory material and provides a 
review of the context of known physical properties of the Isle of Wight. 
Chapter 2 outlines the data acquired for the thesis, including information on the sources, 
preliminary statistical information, details of data which were excluded and information on 
known shortcomings of the data. A water balance model of the island is included. 
Chapter 3 considers the use of empirically derived functional units in groundwater modelling. 
Beginning with a review of empirical methodologies used in hydrogeology, the use of current 
practice in cluster analysis is explored, both within water science and other fields. In response 
to the problem of identifying spatially adjacent clusters, a novel methodology for achieving 
this is proposed. Several methodologies for the application of cluster analysis are described 
and implemented, and the results of the most skilful model are considered.  
Chapter 4 examines groundwater-surface water models and the use of stepwise regression and 
data mining techniques in water resource modelling.  Groundwater-surface water modelling 
approaches are reviewed. As a set of powerful but often criticised modelling tools, the 
advantages and disadvantages of data mining approaches are discussed. The use of stepwise 
regression to identify groundwater contributions from multiple aquifers to surface water flows 
is presented as a novel methodology.  
Chapter 5 uses hydrological model inputs from the Future Flows Climate (Prudhomme et al 
2012) data sets to assess changes to the sequences of groundwater elevation and river flow for 
areas of the Isle of Wight from which water is abstracted. Distributions of pre-2015 Future 
Flows variables and observations are compared, resulting in a magnitude-dependent bias 
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correction which is used to alter the Future Flow records from 2015-2049 and 2050-2098. The 
modified series of precipitation and potential evapotranspiration are used to drive a complete 
model of the Isle of Wight developed from the outputs of Chapter 4 (described further in 
Appendix 2). A copula-based drought index is applied to the resulting sequences of 
groundwater and streamflow. Suggestions for a modified version of the drought index are 
made, with the modified drought index run and the results compared with those from the 
published index.  
Chapter 6 contains general conclusions from the thesis and details novel contributions made 
by this work. Recommendations for future research are set out.  
Two appendices cover work which links other chapters without contributing to the novel work 
described in the thesis. Appendix 1 details the conventional surface water models that were 
constructed for gauged sub-catchments of the Isle of Wight, the separation of baseflow from 
total flow for each river time series and the extension of the model to ungauged areas of the 
island which overlie groundwater. Appendix 2 describes the integration of these surface water 
models with the groundwater-surface water model developed in Chapter 4 and a set of 
calibrated stores used to represent recharge transmission through the unsaturated zone, 
resulting in a model which takes precipitation and potential evapotranspiration as input and 
returns groundwater levels and surface water flow. 
 
1.3 Review of the Geology and Hydrogeology of the Isle of Wight 
The hydrogeology of the Isle of Wight has historically proven difficult to model (Maurice et al 
2011), to such an extent that groundwater and surface water sources are typically modelled as 
separate systems in operational use (e.g. Environment Agency 2003). In preparation for 
modelling work, a review of published information on the geology and hydrogeology of the 
island was conducted to develop understanding aquifer system and aid perceptualisation of the 
islands’ hydrology during modelling.  
 
 
1.2.1 Geology 
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The Isle of Wight forms part of the Wessex-Channel Basin geological structure (Insole et al 
1998). Although the wider basin is somewhat homogenous at the catchment scale, the Isle of 
Wight is at the convergence of several folding structures and therefore has a varied and 
complex geology (Melville & Freshney 1982, Figure 1.1). Two asymmetric anticlines (the 
Sandown and the Brighstone) strongly distort the stratigraphy, both with north limbs far steeper 
than south (Insole et al 1998, Figure 1.2). This results in a steeply dipping overall structure 
known as the Isle of Wight monocline, with near-vertical stratigraphic sequence (IGS & SWA 
1979, Figure 1.3). The monocline bisects the island along an east-west axis, with Cretaceous 
deposits to the south and Palaeogene to the north.  Erosion of the anticlinal cores has isolated 
a significant Selborne and Chalk outcrop on the south of the island and exposed the underlying 
Lower Greensand elsewhere (Figure 1.4). From a groundwater resourcing point of view the 
island therefore divides into four units: the Selborne and Chalk in the south; the exposed Lower 
Greensand in the centre; a further Selborne and Chalk outcrop running east-west along the 
monocline and the various Palaeogene groups to the north of the island (Maurice et al 2011). 
Two further outcrops of low-permeability Wealden group material are present on the east and 
west of the island (Figure 1.5).  
Geophysical surveys of the Isle of Wight provide imaging of local geology to a depth of 33km, 
encompassing Precambrian strata (Insole et al 1998). This information is of limited use in a 
hydrological study; the interaction of water at this depth with that available to the surface is 
widely considered negligible as indicated through omission from Maurice et al (2011), 
Environment Agency (2004), and IGS & SWA (1979). The strata detailed here are those at the 
near surface, regarded in previous studies as hydrogeologically active. These are presented 
chronologically, starting with the Wealden deposits from the early Cretaceous, in line with 
earlier convention.  
Accounts of the geology of the Isle of Wight and Wessex/Channel Basin vary. Partly this is 
due to heterogeneity as strata present in some locations may be absent elsewhere following 
localised episodes of erosion. The nature of several strata has also been revised following new 
field observations and reinterpretations of the wider Cretaceous/Paleogene deposition 
sequence. The sequence and nature of the Cretaceous stratigraphy used here is after  
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Figure 1.1. The geological groups (informal) of the Isle of Wight in the context of the wider Hampshire basin 
(from Melville & Freshney 1982). 
 
Figure 1.2. Folding structures of the Isle of Wight (from Insole et al. 1998). 
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Figure 1.3. North-south section of Isle of Wight showing hydrogeologically important groups and formations 
(from IGS & SWA  1979). 
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Figure 1.4. Development of the Isle of Wight showing the reactivated fault structure at the centre of the Isle of 
Wight monocline and later erosion (from Insole et al. 1998) 
 
 
Figure 1.5. Geological groups (informal) of the Isle of Wight (from Insole et al. 1998). 
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Hopson (2005) and Hopson et al (2008), incorporating elements of that used by Insole et al 
(1998) where this refers to specific outcrops on the island. Supplementary lithographical detail 
is taken from Melville & Freshney (1982). Paleogene stratigraphy is after Insole et al (1998), 
again supplemented with detail from Melville & Freshney (1982). Much of the geology is listed 
by chronostratigraphic group, however the groups of the Paleogene and Quaternary 
(chronostratigraphic systems) are presented collectively in keeping with earlier studies. This 
reflects the comparatively limited work done on these strata and their lesser value as 
groundwater sources.  
The Wealden group formations are the oldest geological outcrops present on the Isle of Wight. 
Each indicates the core of an anticline, exposed following erosion of more recent overlying 
material. On the Isle of Wight, the Wealden divides into the lower Wessex formation 
(previously known as the Wealden Marls or Variegated Clays) and the upper Vectis formation 
(previously known as the Wealden Shales). The Wessex formation comprises around 580m of 
various clays and marls with bands of sandstone, sand and limestone. The Vectis formation is 
clay with clay ironstone, sandstone and limestone bands, noticeably more evenly bedded than 
the Wessex (Melville & Freshney 1982) and up to 66m thick. It further divides into three 
members. The lowest of these is the Cowleaze Chine Member (7-10m thick), made up of thin 
layers of sand and mudstone, with a 1m thick bed of sandstone at its base in places. Above this 
is the Barnes High Sandstone Member (2.5-7m), comprising yellow to grey sandstones. The 
transition from Cowleaze Chine Member can be abrupt or gradual depending on location. The 
Barnes High Sandstone outcrop along the Sandown anticline is homogenous; at the east end of 
the Brighstone anticline it is homogenous but develops two units of laminated mudstone to the 
west, dividing the sandstone in three. Overlying the Barnes High Sandstone is the Shepherd’s 
Chine Member (50m). This consists of about 65 repeated units, each with a base of sand and 
silt, fining upwards to clay. Towards the top of the member some thin limestone banding 
occurs. 
The next major group is the Lower Greensand. Melville & Freshney (1982; p. 67) note of the 
units in this group that ‘many are not sand’; the name having arisen following confusion with 
the comparatively homogenous and sandy Upper Greensand (Casey 1961). It is thickest near 
Atherfield Point at the south of the island; north of the southern Chalk outcrop it is heavily 
eroded, plunging sharply at the monocline (IGS & SWA 1979). The Lower Greensand is 
divided into four formations; the Atherfield Clay, Ferruginous Sands, Sandrock and Monk’s 
Bay Sandstone.  
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The lowest member of the Atherfield Clay formation is the Perna (1.8m), comprising a thin, 
fossiliferous layer of grit overlain by coarse sandstone with calcareous nodules. Subsequent 
members of the Atherfield Clay are only clearly distinguished at the far south of the island 
(Insole et al 1998), where the Chale Clay (18m), Lower Lobster (11.6m), Crackers (6m) and 
Upper Lobster (14.5m) members are identified. The lower two contain mudstone with some 
calcareous nodules; the Crackers Member comprises two units of sandstone and the Upper 
Lobster is sandy mudstone divided by two units of sandstone. Elsewhere these cannot be clearly 
identified, with the upper Atherfield Clay considered a homogenous mud and silt unit with 
occasional calcareous concretions (Insole et al 1998).  
Over the Atherfield Clay lies the Ferruginous Sands Formation. Historically this has been 
divided into many members on the Isle of Wight (Melville & Freshney 1982; Insole et al 1998). 
However, Hopson et al (2008) consider this as a single member (up to 161m), comprising 11 
repeated units of grey sandy muds coarsening up to fine-to-medium sands.  Insole et al (1998) 
acknowledge that their listed members are not readily identifiable even at the type site of Chale 
Bay due to similar content and extensive bioturbation.   
The next formation present is the Sandrock. Again this is a single-member (up to 70m) 
formation containing a series of sedimentary rhythms; in this case a sequence of pebbles, 
mudstone, fine sand and coarse quartz sand is repeated. At the south of the island four 
repetitions of this sequence can be identified; at the monocline only the lower two of these are 
present (Insole et al 1998).  
The final formation of the Lower Greensand Group is the Monk’s Bay Sandstone Formation. 
Previously known as the Carstone, Hopson et al (2008) propose this change of name to avoid 
confusion with the separate Carstone of the East Midland Shelf. A gritty, iron-rich sand with 
phosphatic nodules concentrated at the base, the Monk’s Bay Sandstone forms a single member 
2m thick at the west of the island, thickening eastward to 22m. 
The term ‘Selborne’ is introduced by Hopson et al (2008) to formalise the association of the 
Gault and Upper Greensand units. The lower Gault Formation (30m thick in the east, thinning 
to 20m in the west) is a homogenous unit, comprising clay and mudstone with occasional seams 
of glauconitic or phosphate-rich materials. Overlying the Gault is the Upper Greensand. 
Essentially a fine sand and sandstone formation up to 45m thick, identifiable members of the 
Upper Greensand vary geographically. On the Isle of Wight, Insole et al (1998) informally 
recognise the ‘Passage Beds’, containing silts and silty muds; the ‘Malm Rock’, sand and 
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sandstone with nodule-rich horizons; and the ‘Chert Beds’, the thickest division of the Upper 
Greensand, containing siltstones and sandstones with further concretionary banding. 
Following revision of the Chalk stratigraphy proposed by Rawson et al (2001) the Chalk Group 
is divided into the lower Grey Chalk Subgroup (equivalent to the historical ‘Lower Chalk’ 
formation) and upper White Chalk Subgroup (the ‘Middle Chalk’ and ‘Upper Chalk’ 
formations). The only reallocation made is that of the Plenus Marl Member from the Lower 
Chalk to the White Chalk, where it forms part of the Holywell Nodular Chalk Formation.  
The Grey Chalk comprises the West Melbury Marly Chalk and Zig Zag formations. At the base 
of the West Melbury Marly Chalk is the Glauconitic Marl Member (up to 2m thick), a unit of 
glauconitic calcareous sand and a unit of glauconitic sandy marl. At the east and west of the 
island these members are of equal thickness, with the lower sand unit reducing towards the 
centre of the island. Above this are a sequence of repeating units of grey marl and white 
limestone. The marl and clay content of these reduces upwards. The sequence continues into 
the Zig Zag formation with the division difficult to recognise. This transition occurs earlier in 
the sequence than in the analogous historical transition from Chalk Marl to Grey Chalk.  
Recorded thicknesses of the West Melbury Marly Chalk vary from 15m to 25m with the Zig 
Zag reaching 75m thick.  
The White Chalk group has recently been formalised following significant debate.  As with the 
West Melbury Marly Chalk/Zig Zag transition in the Grey Chalk subgroup, many strata are not 
simply renamed but also have their boundaries redefined from the comparable historical units. 
In practice, this highlights the relatively subtle transitions present in what is substantially a 
repeating sequence of pure chalk with varying nodular content divided by regular softer marly 
seams (Insole et al 1998). This is particularly true in the lower strata; unit names and divisions 
above the Seaford Chalk formation have been comparatively consistent barring the recent 
promotion of members to formation status (Hopson 2005). 
At the base of the White Chalk Subgroup, the Holywell Nodular Chalk Formation (25-35m 
thick) begins with the Plenus Marl member (up to 2m) comprising grey marls and some soft 
limestone. The Melbourn Chalk Rock unit, present above the Plenus Marl in much of the south 
of England, is absent on the Isle of Wight (Melville & Freshney 1982). The remainder of the 
Holywell Nodular Chalk is a repeating series of heavily concretionary white limestone 
interspersed with marly units. Over this lies the New Pit Chalk formation (35-50 m), similarly 
in structure to the Holywell with fewer nodules. This is succeeded by the Lewes Nodular Chalk 
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formation (35-80 m), again containing regular units of hard nodular chalk divided by softer 
marly chalk beds. The base of the Lewes, the division between the ‘Middle’ and ‘Upper’ chalks 
of the previous nomenclature, contains the 5m thick Chalk Rock Member, an extremely hard 
bed of chalk and chalkstone. Overlying the Lewes is the Seaford Chalk formation (50-80m), 
softer than the underlying beds and with nodular layers in place of the marly banding of lower 
units (Insole et al 1998).  The subsequent Newhaven Chalk formation (45-75m) sees the chalk 
soften further, with both nodular flint and marly units interleaving the chalk units. The 
overlying Culver Chalk formation (65-75m) contains very little marl, with the soft chalk 
divided by flint bands.  In the lower Tarrant Chalk member (35-45m) flints are nodular; the 
upper Spetisbury member (30m) contains both nodular and tabular flints. The uppermost Chalk 
formation is the Portsdown Chalk (60m) is similar in structure to the Culver with a lower flint 
content. At the west of the island the upper 25m of the Portsdown make up the Studland Chalk 
member, containing no marl seams but a large amount of flint.   
Paleogene strata cover the northern half of the Isle of Wight to a maximum thickness of 650m. 
Although less productive as a groundwater source than the Selborne/Chalk or Lower 
Greensand aquifers there are several hydraulically conductive strata from which limited 
resources are drawn. The Paleogene deposits are primarily muds with some sand.  
At the base of the Paleogene is the Lambeth group, represented solely by the Reading 
formation, a repeating series of muddy units with a base of pebbles and flint nodules. Over the 
Reading formation lies the Thames group, containing the London Clay formation (70-140m), 
a heterogeneous series of four upwards-coarsening units with a sandy base unit known as the 
London Clay Basement bed (3-5m). Notable here are the third unit, (the Portsmouth Sands), a 
series of thin units of sands and muds, and the fourth unit (Whitecliff Sands), a homogenous 
sandy unit. Together these units were previously identified as the Bagshot Sands. Over this, 
the Bracklesham group (120-230m) is a further sequence of repeating units of sands and muds. 
The Bracklesham group varies considerably from east to west on the Isle of Wight with 
localised sandy horizons.  Above the Bracklesham group is the Barton group, containing the 
Boscombe Sand, Barton Clay, Chama Sand and Becton Sand formations, These comprise 
somewhat homogenous units of fine sand, silty mud, sandy mud and quartz sands respectively. 
The overlying Solent group, the youngest extensive strata on the Isle of Wight, divides into the 
lower Headon Hill formation and the upper Bouldnor formation, divided by a 1-6m thick 
limestone unit (the Bembridge Limestone formation). The Headon Hill formation is 
heterogeneous, containing sand and clay units with some ironstone banding (IGS & SWA 
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1979). The Bouldnor formation divides into the Bembridge Marls, Hampstead and Cranmore 
members. Of these, the Bembridge Marls member is shelly clay, the Hampstead is a widespread 
clay member with occasional sandy horizons, notably the “White Sand” horizon, and the 
Cranmore is a shelly mud unit. 
There are no extensive Quaternary strata on the Isle of Wight, although some surface deposits 
are present and provide some water supply. These generally take the form of muds and gravels, 
notably the Older River Gravel and River Terrace gravel units and the Steyne Wood and 
Newtown Complex clays. Area of the chalk outcrops are overlain by Angular Flint Gravel 
units, comprising pebbles in a muddy sand. 
1.2.2 Hydrogeology 
The Wealden Group is not regarded as a groundwater source. Historically some domestic 
supply has been abstracted from the limestone and sandstone beds. However, typical yields are 
less than 0.5ls-1, considered uneconomical for exploitation (IGS & SWA 1979).   
The Lower Greensand Group provides significant groundwater for the Isle of Wight, with 
yields up to 39 ls-1 (Maurice et al 2011). However, sediments are much finer than those in the 
Lower Greensands of the mainland, resulting in comparably lower yields (Maurice et al 2011). 
Water yielded is rich in iron, reducing the operational life of abstraction boreholes to a 
maximum of 20 years (IGS & SWA 1979). 
The hydrogeology of the Lower Greensands Group is not straightforward. Packman, (1996, 
cited in Maurice et al 2011) reassessed the group’s stratigraphy from a groundwater resource 
perspective through identification of hydrogeologically distinct facies (Figure 1.6). While 
acknowledging that further identification work is required, it is suggested that these facies are 
laterally extensive. Packman (1996) details various laboratory and field tests results from the 
Lower Greensand, noting that the range of recorded values from 0.1 to 10 m day-1 is recorded 
both at the laboratory and field scale, suggesting that the Lower Greensand is isotropically 
homogenous with intergranular flow dominant. This lack of large-scale rapid response 
structures is further evidenced by the observed lag in the annual peaks and troughs in the 
phreatic surface of the Lower Greensand compared to that of the adjacent Chalk (Maurice et al 
2011), which also provides evidence for significant storage. Step-drawdown and constant rate 
pumping tests give a range of transmissivity values from 33-588m2day-1 with an average of 
220 m2day-1. 
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Both of the principal watercourses of the Isle of Wight (the Eastern Yar and the Medina) flow 
across the Lower Greensand. While both receive baseflow from Lower Greensand springs there 
is also a significant surface contribution from the Lower Greensand, suggesting limited 
infiltration. Lower Greensand springs are not widespread but some are used for domestic 
supply (Maurice et al 2011). 
The Upper Greensand Formation shares groundwater chemistry and water levels with the 
overlying Chalk, leading the two to be considered as a single aquifer, although flow may be 
locally interrupted at the Selborne/Chalk interface. This is true both in the southern and central 
Selborne/Chalk outcrops. The central outcrop follows the monocline, and as such the two 
groups run vertically (Figure 1.3), resulting in saturation in both. At the southern outcrop the 
groups remain in horizontal sequence, with the isolated chalk not reaching saturation. The 
Upper Greensand is therefore widely used for abstraction both for its own water resources and 
those of the Chalk. Water is also abstracted directly from the central Chalk; this is not the case 
in the south where the Upper Greensand provides the only sources for abstraction (Maurice et 
al 2011).  
In comparison with the Lower Greensand aquifer, groundwater levels in the Selborne/Chalk 
aquifers show a fast response to changing seasonal precipitation. This suggests that flow is 
principally through fractures, with little intergranular flow, and that storage is limited in both 
cases. Few transmissivity data are available for the Upper Greensand on the Isle of Wight, with 
a value of 1500 m2day-1 taken from a borehole open to both Chalk and the Selborne, measured 
at an inflowing Upper Greensand horizon. Shaw & Packman (1988, cited in Maurice et al 2011) 
calculate hydraulic conductivity and transmissivity of the Upper Greensand as 0.7m2 day-1 and 
20 m2 day-1 respectively, with both transmissivity figures within the 1.2m2 day-1 to 1565m2 
day-1 range calculated for the UK  (Maurice et al 2011). Transmissivity tests from two 
boreholes on the central chalk gave values of 220 m2day-1 and 280 m2day-1. In both aquifers 
transmissivity values fluctuate annually as fractures fill and empty. In general, the Chalk 
provides a poorer groundwater source on the Isle of Wight than on the mainland, with typical 
borehole yields around 1-2Ml day-1 (often in excess of 10Ml day-1 on the mainland). The steeply 
sloping strata of the central chalk and the unsaturated nature of the southern chalk may 
contribute, along with low recharge areas in both cases. The Selborne/Chalk aquifers are both 
effectively ‘full’ - attempts to raise summer groundwater levels through reduce winter 
abstractions merely resulted in increased spring flow (Maurice et al 2011).  
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The Gault is a low permeability formation, which, along with the silty Passage Beds at the base 
of the Upper Greensand, provides an effective barrier between the conductive facies of the 
Lower Greensand and the Selborne/Chalk aquifers. Along the interface between the permeable 
and impermeable units of the Upper Greensand there are a number of springs providing some 
domestic supply, with flows up to 22 ls-1 (Maurice et al 2011).  
The various hydraulically conductive units of the Paleogene are considered a series of minor 
aquifers. Of these, the upper units of the London Clay (those formerly known the Bagshot 
Sands), the Bracklesham group, the Barton Sands, Chama Sands and Becton Sands formations 
of the Barton group and the Bembridge Limestone formation of the Solent group are known to 
contain significant water, with some lesser supply from horizons in other units (IGS & SWA 
1979). Of these, the Becton Sands and Bembridge Limestone have been used for domestic 
supply, along with horizons within the Headon Hill and Bouldnor formations. Historically, 
boreholes have been drilled to the Barton Sands, however these were not sustainable through 
clogging caused by high levels of iron and fine silt in the water. Laboratory measurements of 
the hydraulic conductivity of the Barton Sands show values ranging from 8x10-3 to 15 m day-
1.  
Transmissivity values are not known for the Paleogene on the Isle of Wight, with values from 
the mainland ranging from 1 to 1600 m2day-1 (Maurice et al 2011). 
As with the Paleogene, some abstraction from the Quaternary River Terrace gravels has 
occurred historically, although this has been frustrated by the susceptibility of these shallow 
deposits to contamination (Maurice et al 2011).  
The Isle of Wight is highly geologically heterogeneous, with considerable complexity in the 
structure and variety of the aquifers present. This is of importance when building a model of 
the island and assessing heterogeneity between sub catchment properties. The two principle 
aquifers, the Lower Greensand and the Selborne/Chalk have very different properties. 
However, within each of these there is huge variety in conductivities and storage properties, 
with inter-aquifer and intra-aquifer variation potentially similar. This section illustrates the 
complexity both of the geological system and a previous attempt to perceptualise this system.  
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Figure 1.6. Hydrogeological Facies as perceptualised by Packman (1991, cited in Osborn 2000; from Packman 
1991, reproduced by Osborn 2000). 
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Conventional descriptions of the groundwater systems of the Isle of Wight set out three 
principal aquifers and several minor aquifers which are currently unused. These are the central 
chalk, southern chalk, lower greensand and several units of the Paleogene (Figure 1.7, Figure 
1.8). The central chalk is notable for its steep south-north dip as a result of deformation driven 
by the Isle of Wight monocline (Mortimore 2011). This results in an extremely narrow strip of 
chalk stretching across most of the island, with a larger chalk outcrop in the centre-west of the 
island. The southern chalk is isolated due to erosion and is free flowing as spring features on 
the north and south edges where the chalk meets underlying clay. This aquifer provides a 
groundwater source due to storage in a shallow upper greensand aquifer underlying the chalk 
and in hydraulic connection with the chalk. The largest aquifer unit on the island is the lower 
greensand, historically identified as a complex structure with multiple facies (Packman 1991). 
This aquifer underlies the southern chalk and to a lesser extent the central chalk. While the 
aquifers are analogous to equivalent formations on the mainland, the ability to directly infer 
their properties is perturbed by locally specific features. The steep angle of the central chalk 
(with stratigraphically significant layers running in parallel to the dip angle) and the truncated 
boundaries of the southern chalk strongly influence their hydraulic properties (Maurice et al. 
2011). Further, the very small scale of these aquifers lead local interruptions to intervening 
aquiclusional layers to become prominent drivers of groundwater flow. The fundamental 
purpose of subsequent analysis of the groundwater elevations in observation borehole time 
series is to objectively identify where contributions to point measurements of groundwater can 
be attributed to recharge areas in what is widely considered to be a highly fractured multiple 
aquifer system (Packman 1991, Insole et al 1998, Hopson et al 2008, Maurice et al 2011).  
 
A perceptualisation of the directions of groundwater flow is possible from the developed 
understanding of the geology. This is set out in Figure 1.8. Flow in the Central Chalk is driven 
by the dip in the chalk, increasing in proportion to the dip angle as it increases to the north. At 
the southern extent of the Central Chalk the aquifer is essentially horizontal, spring activity 
occurs where the Chalk and Upper Greensand meets the underlying clay.  In the south, the 
Southern Chalk is free flowing on both sides with some recharge contribution to storage in 
underlying sandstone. Movement in the Lower Greensand is less straightforward to 
characterise due to regular but incomplete layers of impermeable material as a consequence of 
erosion and fault activity. Broadly, this system is considered to consist of multiple largely 
separated layers (Packman 1991, Figure 1.6). 
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Figure 1.7. Cross sections of the geology of the Isle of Wight in plan. Section 1 in yellow, section 2 in blue. 
Aquifers: Southern Chalk in orange, Central Chalk in red, Lower Greensand in blue, minor aquifers in brown. 
Groundwater elevation time series are compared from across the island to illustrate similarity 
between time series and characteristic properties. Attribution of time series to specific aquifer 
units is challenging as depth to screen is not provided, therefore bedrock geology at the 
borehole location is used to ascribe aquifers. Figure 1.9 shows the location and attribution of 
boreholes. 
Borehole time series are illustrated in Figure 1.10. This illustrates the two properties of 
groundwater time series to be used subsequently to classify the boreholes in a cluster analysis. 
Firstly, the movement of groundwater about the mean is indicative of the response in the 
groundwater surface to recharge. Where porosity is high, travel times of recharge are diffused 
and the response to recharge is attenuated, as is seen in the Lower Greensand boreholes. In the 
Chalk, porosity is much lower and so response to recharge events is greater. A second 
difference is the asymmetry in Chalk time series, as a consequence of greater heterogeneity in 
the chalk structure than in sandstone. Also observable in Figure 1.10 is the presence of outliers 
within each identified set of time series shows that either the classification on surface geology 
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is not definitive or that the geologically defined aquifer units themselves are insufficient to 
describe the range of hydrogeological conditions determining the behaviour of groundwater 
elevations.  
All rivers on the Isle of Wight receive significant contribution from groundwater. Drainage 
densities above the chalk aquifers in comparison with those over the sandstone and 
impermeable geology illustrate the importance of recharge and groundwater flow in these chalk 
catchments (Figure 1.11). While topography determines the surface hydrology catchments, 
subsurface hydrology is more challenging to demarcate. However, understanding of the 
hydrogeology and the river network allows a perceptual model of groundwater movement to 
be developed. 
 
Figure 1.6 shows perceived flow directions in the west of the island. Along the western limb 
of the Central Chalk, groundwater flows downward and north following the steeply dipping 
chalk layers.. In the central mass of the Central Chalk, much of the water also flow north with 
a groundwater divide around 500-1000m north of the southern edge of the chalk (see Figure 
1.2). Southward flow from the Central Chalk contributes to both the Atherfield Brook and the 
River Medina. Much of the groundwater of the western Lower Greensand flows across the 
impermeable Wealden outcrop or joins the Atherfield Brook. Groundwater contributes to the 
River Medina from the central section of the Lower Greensand.    
 
Figure 1.7 shows perceived groundwater flow in the east of the island. The eastern limb of the 
Central Chalk has the same dipping structure as the western limb, with recharge moving north 
and downward. When groundwater levels are high, some spring activity along the south edge 
is possible (Maurice et al. 2011). In the Southern Chalk, groundwater flows predominantly 
south with some contribution to the upper reaches of the Medina and Eastern Yar. Much of the 
remaining groundwater flow is drainage toward the Eastern Yar, and its tributaries, the 
Merstone Stream and Scotchell’s Brook.   
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Figure 1.9. Boreholes as associated with bedrock geology. Central Chalk is coloured red, Southern Chalk is 
coloured orange, Lower Greensand is coloured blue, other boreholes are coloured white. 
 
Figure 1.10. Time series associated with each geology group presented to illustrate variation in symmetry and 
range. In order to present the series for comparison, the series are centred on means with 5m spacing. Ranges 
and variation remain constant.  
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Figure 1.11. Interaction between aquifers and river networks. 
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Figure 1.12. Groundwater flows (West) 
 
Figure 1.13. Groundwater flows (East) 
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2. Data, Data Processing and Water Balance 
 
The acquisition of data for water resource modelling of small islands is typically challenging 
due to environmental heterogeneity (Robins, 2013) and the large numbers of small catchments 
present (Falkland, 1991). While no fieldwork or direct environmental observation was 
undertaken in this study, the acquisition and interpretation of data from multiple sources for a 
small island is not straightforward both in terms of the difficulty in verifying data from a highly 
heterogeneous system and the challenge of processing non-stationary time series influenced by 
the high ratio of abstractions to river flows inherent in a small island system. Correct data 
processing is an essential component of modelling, contributing both to successful modelling 
outcomes and perceptualisation of the system studied (Isaaks & Srivastava, 1989). A useful 
exercise prior to modelling is the water balance, which provides an estimate of overall error, 
gives some indication of the quantities of water involved in unquantified processes and allows 
a simple form of data validation to the order-of-magnitude scale. 
Sources for all data acquired for subsequent modelling are provided, along with reviews of 
metadata, assessments for identifiable spurious values in the data and discussion of identified 
disagreement between data and metadata sources. Some simple statistical assessment of the 
data is also included. Where appropriate, data are converted from gauged time series to time 
series for individual derived sub-catchments. Finally, a water balance for the area of the Isle of 
Wight within surface water gauged sub-catchments is conducted.  
 
2.1 Geology and Groundwater 
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The geology of the Isle of Wight is complex, as a consequence of the tectonic processes which 
formed the island (Insole et. al, 1998). This is common in small islands, which typically have 
greater heterogeneity in geological properties than would be expected for their surface area 
(Robins, 2013). The island’s geological complexities have implications for hydrology and 
water resources (Environment Agency 2003; Maurice et. al 2011). A detailed review of the 
creation, present geology and hydrogeology of the island is given in Chapter 1. 
2.1.1. Geology 
Bedrock geology maps at 1:50,000 scale were acquired from the British Geological Survey via 
EDINA Digimap Ordnance Survey Service for the Isle of Wight (British Geological Survey 
/EDINA, 2013). Lithostratigraphical units were identified with reference to the British 
Geological Survey’s ‘Lexicon of Named Rock Units’ resource (British Geological Survey, 
2013). From this, a 2D map of the principal aquifer units of the island is derived (Figure 2.1). 
 
2.1.2 Groundwater Elevation 
Time series of groundwater elevations recorded at 108 boreholes across the Isle of Wight were 
acquired from the Environment Agency. Each of these was assigned a three letter code, in each 
case an abbreviation of the borehole’s geographical name. Although the received file format 
provides daily mean groundwater elevation in metres above ordnance datum, in practice many 
of the boreholes provide data at greater intervals (i.e., monthly or quarterly), with missing 
values recorded in between such observations. Additionally, many boreholes switch between 
recording intervals. No explanation is provided for this, and the possibility for non-stationarity 
in observation as a consequence of equipment replacement or monitoring regime alteration is 
noted. The metadata for each borehole additionally contains information on the certainty 
associated with the data by way of a quality control code, which are rated as either ‘good’ or 
as one of 30 codes for lower quality data, henceforth referred to as ‘high’ and ‘low’ quality 
data respectively. Plots of the extent of the data in terms of both availability and quality flag 
are given in Figure 2.2. As the sources of low quality data flags are numerous and the overall 
availability of data is low, all data are considered of equal quality in subsequent analysis. 
Several records were observed to be of uncertain quality and were not used in modelling for 
reasons described subsequently; the records discarded and reasons are given in Table 2.1. 
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A bar chart of the number of observations present in each of the 108 records is given in Figure 
2.3, which shows that 6 of the records have less than 30 data points available. This is 
subjectively selected as a threshold below which records will be discarded. Of the remaining 
102 records, four are part of pairs which are termed ‘Deep’ and ‘Shallow’. As there is no 
information available on the depth to screen of the boreholes and the models implemented have 
no capacity to resolve either multiple layers in groundwater or multiple boreholes at the same 
spatial location, the ‘Deep’ wells are discarded. The ‘Highwood Lane’ and ‘Highwood’ 
boreholes both feature the same co-ordinates and serial number although different data are 
recorded. Of the two, the ‘Highwood’ record a more consistent signal than ‘Highwood Lane’ 
and is therefore used in preference.  
A visual inspection of data was conducted to determine the extent to which pumping tests and 
abstractions may have influenced observations as a prerequisite for application of a filter to 
remove extraneous results and, where necessary, the removal of borehole time series from the 
modelling dataset.  Abrupt changes in recorded groundwater elevations have been noted by 
Maurice et. al (2011), who attribute this feature to the proximity of the boreholes to abstraction 
wells or as a consequence of pumping tests. Data inspection led to the removal of seven records 
altogether. The presence of unexpectedly low values in 22 records necessitated the application 
of a filter to time series, treating observations as missing if the recorded value is more than 
three standard deviations below the series mean. As a consequence of analysis of the borehole 
data, 92 of 108 borehole time series records are used in subsequent modelling.  
Taking the geological map and groundwater elevation information together (Figure 2.4), there 
is a clear, expected and significant influence of surface geology on the fluctuation of the 
phreatic surface (Kruskal-Wallis p-value<<0.05). However, there are outliers from all three 
aquifer systems, suggesting that surface geology gives an incomplete understanding of 
groundwater processes, as suggested in previous studies (e.g. Maurice et. al 2011). 
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Figure 2.1 Hydrogeological Units of the Isle of Wight 
 
Figure 2.2. Extent of borehole records by observation borehole. Black records are low confidence, red are high 
confidence. 
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Table 2.1. Borehole records removed from analysis due to anomalous or sparse data 
.  
Figure 2.3. Bar chart of observation datapoints per borehole record, showing the threshold below which records 
are discarded. 
 
 
Code Name Location (NGR) Comment
LDC Lower Dolcoppice SZ50457990 All observations are -777 mAOD
SCD Scotchells Deep SZ57758333 Deep Borehole
BVD Blackwater Verge Deep SZ50928629 Deep Borehole
BWD Blackwater Deep SZ50618643 Deep Borehole
GHD Godshill Deep SZ52428267 Deep Borehole
HOD Horringford Deep SZ54388543 Entire record shows recovery from pumping test
HLG Highwood Lane SZ50678440 Matches HWG
LOY Lower Yard Godshill SZ52008326 Record appears influenced by numerous abstractions
LSF Lessland Farm SZ54168283 Record appears influenced by numerous abstractions
SCS Scotchells Shallow SZ57768334 Record shows continuous increase in groundwater level
NOS No. 2 Span Cott SZ54577928 Short Record (11 Observations)
GBB Great Budbridge SZ52928357 Short Record (12 Observations)
SWE Sweetwater SZ41338661 Short Record (17 Observations)
SWG SWA Whitwell SZ51567768 Short Record (26 Observations)
WIN Winstone Cottage SZ55118101 Short Record (28 Observations)
KNO Knighton Old Mill SZ56958646 Short Record (5 Observations)
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Figure 2.4. Boxplots of Standard Deviations of Groundwater Elevation Time Series by Surface Geology. 
 
2.2 Hydrology and Land Surface 
Similarly to the groundwater hydrology, the surface water hydrology of the Isle of Wight is 
primarily influenced by its island status. Surface water catchments are extremely small 
compared to their mainland counterparts, with catchment travel times typically one day or less 
(Atkins 2008; Robins 2013).   
2.2.1 Precipitation 
47 rainfall time series were supplied by the Environment Agency, representing 22 gauging sites 
recorded at different intervals, slightly more than the 19 listed in the Environment Agency 
documentation. Each of these was assigned a three letter code, in each case an abbreviation of 
the gauge’s geographical name. Data were provided as total daily rainfall depth. As records are 
provided in multiple files, the possibility of non-stationarity in observation as a consequence 
of equipment replacement or monitoring regime alteration is noted. The metadata for each 
gauge additionally contains information on the certainty associated with the data by way of a 
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quality control code, which are rated as either ‘good’ or as one of 30 codes for lower quality 
data, henceforth referred to as ‘high’ and ‘low’ quality data respectively. Plots of the extent of 
the data in terms of both availability and quality flag are given in Figure 2.5. As with the 
borehole records information on observation quality is discounted and the entire rain gauge 
sequences are used. It is noted that early records contain mean monthly values rather than daily 
values. Of these, eight contained records of suitable duration for modelling (subjectively set be 
10000 records present). A bar chart of the number of observations present in each of the 22 
records is given in Figure 2.6. Five gauges are in the southern half of the island, where borehole 
data are available, and are selected for modelling use. The long record from Cowes rain gauge 
on the north coast of the island is also processed for use in model extrapolation (Chapter 5).  
2.2.2 Evapotranspiration 
In comparison to easily-observable and consequentially well-modelled precipitation, 
evaporation and transpiration are cryptic processes, difficult to quantify, rarely directly 
observed and therefore under-studied and poorly understood (Falkland, 1991). While this is in 
part a reflection of the limited sensitivity of hydrological models to evapotranspiration (Oudin 
et. al 2005), where models are concerned with the response of a hydrological regime to 
significant changes in climate it is necessary that the influence of evapotranspiration, the 
principal representative of temperature and wind speed within such a model, should be suitably 
incorporated. 
Potential evapotranspiration rates are provided by the Environment Agency as generated by 
‘Penman equations applied to data from South East England’ (PENSE) software. This applies 
the Penman-Monteith equation to a regression-based interpolation of environmental variables 
in order to generate estimates of potential evapotranspiration at any given location within the 
South East of England (WRA 1998). Daily data are generated from 1918 to 2001. For the 
periods 1918-1934 and 1945-1947 calculated monthly values are disaggregated to average 
daily values by month; at other times the daily values are directly calculated (Byrne 2011). 
Five sites are selected for generation of PENSE time series – four lowland locations across the 
island and one upland location. Plots of the average monthly potential evapotranspiration 
values for these are given in Figure 2.7.  
 
2.2.3 Land Surface Elevation 
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The Ordnance Survey Land-Form PROFILE Digital Terrain Map (DTM) was acquired for the 
Isle of Wight from EDINA Digimap. This provides elevation data to within ±5m for the island 
as a grid with 10m x 10m cells. 
2.2.4 Surface Water 
Ordnance Survey Meridian 2 hydrology vectors were acquired for the Isle of Wight from 
EDINA Digimap. These show river and coast locations as vector data. No information on 
resolution accuracy or the month for which the data are calculated is available for these. These 
are shown in Figure 2.9. 
2.2.5 Streamflow 
Streamflow records are acquired from the Environment Agency, comprising 27 gauging 
stations. Of the 27 gauges, 8 only record stage with no recorded information on channel 
geometry and are therefore discarded. 3 also refer to “abstraction” or “intake” flows and are 
similarly removed. It is not clear whether these are before or after public water abstractions, or 
the quantity of water abstracted itself, and so they are not subsequently used in the analysis. 
Three of the remaining gauges give instantaneous data rather than daily mean values and are 
also excluded. In order to disaggregate river data to sub-catchments it is necessary to have data 
simultaneously recorded at an upstream station; hence the two gauges downstream of other 
gauges but without suitable overlap in the recording interval are rejected. The stations at Shide 
and Upper Shide are considered as a single station by the NRFA, while EA data and Southern 
Water’s Sustainability Study separate the two – these are considered here as a single gauge. 
The remaining 11 gauging stations used are given in Table 2.2. 7 are reviewed in detail by the 
National River Flow Archive (NRFA; Centre for Ecology and Hydrology 2013), where flow 
and sub-catchment statistics are also available. 2 of these 5 gauging stations are also reviewed 
in the Southern Water’s Sustainability Study (Atkins, 2008), with a third gauging station in that 
report at Blackwater not attributable as the Blackwater gauging station for which data are 
available due inconsistency between the recording intervals of the two. Information from these 
sources as well as metadata on the gauges is summarised below. Data availability is illustrated 
in Figure 2.8. It is noted that limited data availability prevents calibration of the complete 
island-wide model to the same input data interval. A plot of these gauges is given in Figure 2.9. 
Eastern Yar 
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The Eastern Yar is the longest river on the Isle of Wight, running 27km from Niton to the 
island’s east coast at Brading. Wroxhall Stream and Scotchell’s Brook are tributaries, although 
as Scotchell’s Brook joins the Eastern Yar downstream of the lowest gauge on the main river 
at Burnt House it is modelled separately. The catchment is heavily modified with many 
straightened and dredged channels (Environment Agency, 2003). Three gauging stations on the 
river have suitable available data along with the Wroxhall Stream tributary; of these the 
Budbridge, Burnt House and Wroxhall at Waightshale stations are selected as they record 
concurrently. The sub-catchments of the Eastern Yar are shown in Figure 2.10. 
Eastern Yar at Budbridge 
The Budbridge gauging station recorded data using a flat v weir. Data are available between 
1982 and 2011; the station is believed to still be in operation. The sub-catchment area is 22.5 
km2, baseflow index is 0.59 and mean flow is 0.216 m3/s. Flow is influenced by private and 
public abstraction, groundwater abstraction and an augmentation scheme. A photograph of the 
station is given in Figure 2.11 (Centre for Ecology and Hydrology 2013).  
Waightshale at Wroxhall Stream 
The Waightshale gauging station recorded data using a flat v weir between 1982 and 1994. The 
sub-catchment area is 15.8 km2, baseflow index is 0.46 and mean flow is 0.137 m3/s. Flow is 
influenced by public groundwater abstraction and private abstraction for industry and 
agriculture. A photograph of the station is given in Figure 2.11 (Centre for Ecology and 
Hydrology 2013).  
Eastern Yar at Burnt House 
The Burnt House gauging station uses a flat v weir. Data are available from 1982 to 2011 with 
the station believed to still be in operation. The weir is known to have been replaced in 2001 
(Rennie, 2002; cited in Atkins, 2008). The sub-catchment area is 59.6 km2, baseflow index is 
0.38 and mean flow is 0.525 m3/s.  Flow is influenced by public abstraction and by groundwater 
abstraction. Additionally, an augmentation scheme influences flow. A photograph of the station 
is given in Figure 2.13 (Centre for Ecology and Hydrology 2013). High flows are known to be 
truncated at around 7.9 m3/s (Centre for Ecology and Hydrology 2013). The Isle of Wight 
Rating Review Draft v2.0 (Rennie, 2002; cited by Atkins, 2008) also notes this and additionally 
comments that the station underestimates low flows and overestimates high and medium flows. 
In calibration tests, only 8 of 40 station observations were found to be within 10% of flow spot 
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gaugings. Southern Water’s Sustainability Study (Atkins, 2008) suggests that the overall 
quality of the data is not high. 
Scotchells Brook at Scotchells Brook (station) 
The Scotchells Brook gauging station used a flat v weir to record data between 1982 and 1995 
(Centre for Ecology and Hydrology 2013). The sub-catchment area is 9.2 km2, baseflow index 
is 0.28 and mean flow is 0.176 m3/s. Flow is influenced by public groundwater abstraction and 
private abstraction for industry and agriculture. A photograph of the station is given in Figure 
2.14 (Centre for Ecology and Hydrology 2013). Perhaps the most heavily modified sub-
catchment considered, Scotchells Brook has a low baseflow index when compared with 
relatively pristine catchments such as Carisbroke. This may also be a consequence of sub-
catchment geology, which is in part impermeable Gault Clay, however urban runoff and river 
augmentations are present. 
Medina 
The Medina runs north from sources near Chale to Newport (Environment Agency, 2003). It 
is gauged at Blackwater, Shide and Upper Shide, with the Merstone Stream tributary gauged 
as it joins the Medina. The later tributary Lukely Brook joins the Medina at Carisbrooke, 
downstream of Shide and is modelled separately.   
The Blackwater gauging station has suitable available data. The other gauging site at Shide 
/Upper Shide is variously considered as one or two stations. In order to model using concurrent 
data however, only the Shide record is required as this provides data for the same interval as 
Blackwater and Merstone Stream. The sub-catchments of the Medina are shown in Figure 2.15. 
Medina at Blackwater 
The Blackwater gauging station record provides data from 1983 to 1995. There are known to 
be three other gauging sites with similar names in the area, referred to as Blackwater 
Abstraction, Blackwater Brick Weir and Blackwater Intake. The first and third of these are 
named as abstraction points and are discounted as set earlier in this section. Blackwater Brick 
Weir provides stage data only and is therefore discounted. The Blackwater gauge described in 
Southern Water’s Sustainability Study is described as providing data between 1989 and 2005, 
matching none of the recorded intervals of gauges available. Nevertheless, as the quality of 
data from the Blackwater gauge is questioned in the Sustainability Study, which highlights 
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gaugeboard discrepancy, increased error at low flows and the presence of a bypass channel 
(Rennie 2002; cited in Atkins 2008), the available data for Blackwater are also assumed to be 
uncertain. 
Merstone Stream at Merstone Stream (station) 
Merstone Stream station measured daily mean flows from 1985 to 1995. No station details are 
available in EA, NRFA or Southern Water reports. 
Medina at Shide/Upper Shide 
The Environment Agency and this study consider Upper Shide and Shide as separate stations 
recording from 1965 to 1997 and 1997 to 2011 respectively. The NRFA describe them as a 
single station; Southern Water’s Sustainability Study uses Shide data only (1997 to 2005).The 
NRFA lists two events in the station’s history; the replacement of the station’s trapezoidal 
critical depth flume and installation of an ultrasonic gauge in 1996  and the 2005 relocation of 
the station 300m downstream. GIS analysis of the two points given as Shide and Upper Shide 
by the Environment Agency show the two to be 760m apart; Ordnance Survey maps of the area 
indicate the presence of a Weir 300m downstream of the Upper Shide location. The location 
and sub-catchment geometry associated with Shide station by the NRFA agree with the Shide 
station location given by the EA. Statistical tests show that there is a significant difference 
between the records for Upper Shide and Shide (Mann-Whitney U test p<<0.05). The Shide 
record is selected as a representative series for use. 
The station is believed to be still in operation; acquired data run to 2011. The sub-catchment 
area is 29.8 km2, baseflow is 0.65 and mean flow is 0.303 m3/s. Flow is influenced by private 
and public abstraction. A photograph of the station, believed to be Upper Shide is given in 
Figure 2.16 (Centre for Ecology and Hydrology 2013). The Isle of Wight Rating Review Draft 
v2.0 (Rennie, 2002; cited by Atkins, 2008) gave three comments on the performance of the 
Shide gauging station: that error in the gauged flows is low, that the gauge slightly 
overestimates flows and that this effect is increased at high flows. The report states that more 
than half of the validations conducted indicated error of less than 10% of flow.  
 
Lukely Brook at Carisbrooke 
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The Carisbrooke gauging station uses a compound crump weir. It is believed to still be in 
operation with data available from 1980 to 2011. The sub-catchment area is 16.2 km2, baseflow 
index is 0.84 and mean flow is 0.108 m3/s. Flow is influenced by private and groundwater 
abstraction. A photograph of the station is given in Figure 2.17 (Centre for Ecology and 
Hydrology 2013). The Lukely Brook is the most clearly baseflow-dominated river gauged, 
perceptually this may be a consequence of its proximity to the central chalk; further evidence 
for this is provided by the surface water map. The NFRA notes that the sub-catchment has 
experienced significant development over time, with possible consequence for stationarity in 
the flow record. 
Other 
Various data are available for rural or tributary flows. Sub-catchments of these are shown in 
Figure 2.18. 
Atherfield Brook at Atherfield Brook (station) 
Atherfield Brook is a small rural catchment to the Southwest of the Isle of Wight with two 
available gauging stations, both with suitable concurrent data. As the main tributary of the 
Atherfield Brook at Shepherd’s Chine joins the river after the Atherfield Brook station it is 
modelled separately. Atherfield Brook station measured daily mean flows from 1991 to 2011. 
No station details are available in EA, NRFA or Southern Water reports. 
Atherfield Brook at Shepherds Chine 
Shepherds Chine station measured daily mean flows from 1997 to 2004. No station details are 
available in EA, NRFA or Southern Water reports. 
Caul Bourne at Calbourne 
Calbourne station measured daily mean flows from 2006 to 2010. No station details are available in 
EA, NRFA or Southern Water reports. Located in the northwest of the island, the Caul Bourne is among 
the least developed sub-catchments studied here. 
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Figure 2.5. Extent of rain gauge records by observation borehole. Black records are low confidence, red are high 
confidence 
 
Figure 2.6. Bar chart of observation datapoints per rain gauge, showing the threshold below which records are 
discarded. 
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Figure 2.7. (Left) Comparison between Isle of Wight lowland potential evapotranspiration record annual pattern 
(boxplots, 2.5-30mAOD) and Isle of Wight upland potential evapotranspiration at Chillerton Down (black line, 
167mAOD); (Right) Comparison between Isle of Wight lowland potential evapotranspiration record mean 
annual rainfall (boxplot) and Chillerton Down average annual potential evapotranspiration (black x). This shows 
significant difference between the two. 
 
 
Table 2.2.Details of gauging stations present on the Isle of Wight used in this study. 
 
Name River River System NFRA Listed
IOW Sustainability 
Study Listed
Budbridge Eastern Yar Eastern Yar Yes No
Waightshale Wroxhall Stream Eastern Yar Yes No
Alverstone Eastern Yar Eastern Yar Yes No
Burnt House Eastern Yar Eastern Yar Yes Yes
Blackwater Medina Medina No No
Merstone Stream Merstone Stream Medina No No
Shide/Upper Shide Medina Medina Yes Yes
Atherfield Brook Atherfield Brook Atherfield Brook No No
Scotchells Brook Scotchells Brook Scotchells Brook Yes No
Carisbrooke Lukely Brook Lukely Brook Yes No
Shepherds Chine Atherfield Brook Shepherds Chine No No
Calbourne Caul Bourne Caul Bourne No No
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Figure 2.8. Time series data availability for river gauging stations. Blue series are part of the Eastern Yar 
system, red are part of the Medina system. 
 
Figure 2.9. Sub-catchments to river gauging stations. Blue dots are river gauging stations, blue lines represent 
surface water data. 
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Figure 2.10. River Gauges and Sub-Catchments of the Eastern Yar. 
 
 
Figure 2.11. V-weir of Budbridge gauging station. Image taken from the NRFA (Centre for Ecology and 
Hydrology 2013).
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Figure 2.12. Flat V-weir of Waightshale gauging station. Image taken from the NRFA (Centre for Ecology and 
Hydrology 2013). 
 
 
Figure 2.13. V- weir and depth board of Burnt House gauging station. Image taken from the NRFA (Centre for 
Ecology and Hydrology 2013).
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Figure 2.14. Flat V-weir of Scotchell’s Brook gauging station. Image taken from the NRFA (Centre for Ecology 
and Hydrology 2013).  
 
Figure 2.15. River Gauges and Sub-Catchments of the Medina.
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Figure 2.16. Trapezoidal weir and depth board of Upper Shide gauging station. Image taken from the NRFA 
(Centre for Ecology and Hydrology 2013). 
 
Figure 2.17. Crump weir and depth board of Carisbrooke gauging station. Image taken from the NRFA (Centre 
for Ecology and Hydrology 2013). 
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Figure 2.18. Other River Gauges and Sub-Catchments. 
2.3 Anthropogenic Influences 
Much of the hydrology of the Isle of Wight is modified through abstraction and discharge from 
groundwater and surface water. This is done for public water supply as well as for agriculture, 
industry and other private requirements. The Solent transfer pipeline carries significant 
quantities of water to the Isle of Wight from Hampshire for public supply.  The island’s power 
station at Cowes has a large water requirement (licensed at 300m Ml/year), however this is 
abstracted and discharged directly to the sea (Atkins 2008). In order to meet flow requirements, 
two inter-catchment transfer schemes operate on the island. These operate with complex 
operating rules which are not modelled here; instead water balance gains or losses are 
considered in discussion.  
A significant source of complexity in anthropogenic influences is the changing regimes in 
operation over the course of data observations. Notably, the legal requirements for discharge 
have changed, resulting in many effluent discharge licences being revoked and replaced 
through discharge direct to sea. The augmentation schemes, which represent significant 
abstractions and the majority of onshore discharge, began operation in 1991.  
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In using abstraction and discharge data for modelling, the values of interest are those within 
the modelled area. Surface abstractions are used if they are within the gauged area of the island 
(Figure 2.9); Groundwater abstractions are used if they are within the principal aquifers of the 
island (Figure 2.1). 
2.3.1 Public Abstractions 
78% of the abstractions on the island are for public supply, with a further 9% abstracted for 
river augmentation schemes (Environment Agency, 2003), implemented by Southern Water to 
maintain river flows. Southern Water’s Sustainability Study (Atkins, 2008) details abstractions 
for the Eastern Yar and Medina catchments, including all tributaries. Qualitative data on 
abstractions in the Atherfield Brook and Caul Bourne are detailed in the Environment Agency’s 
CAMS report (2003).  Licensed abstractions in Eastern Yar and Medina total 38 megalitres/day 
or 8627 megalitres/year. It is noted that daily abstraction licences are not scaled equivalents of 
annual licences. Working with the known quantities of licensed abstraction for public water 
supplies in the Eastern Yar and Medina catchments and total licensed abstraction for 
augmentation for the Isle of Wight it should be possible to derive a figure for total licensed 
public abstraction, however the discrepancy between daily and yearly abstraction licences 
mean that two significantly different figures are returned. Available sources variously list 15 
public abstraction points; these indicate that the more significant abstraction points are 
described most comprehensively. Details of these are provided in Table 2.3. Unquantified 
named abstractions are assumed to have the mean annual licence of other abstraction points of 
similar origin. Unquantified unnamed abstractions are discarded. Applying this methodology 
to both public supply and augmentation abstractions suggests that augmentation abstractions 
account for 9% of the public abstraction total, compared with the value of 10% given in 
Environment Agency statistics (2003). 
The Environment Agency’s Catchment Abstraction Management report (2003) and Isle of 
Wight Abstraction Licensing Strategy (2013) suggest that there are six abstraction boreholes 
in the Lower Greensand Groundwater Scheme with a further unspecified number of boreholes 
operating as the Eastern Yar Transfer scheme; this is contradicted by the Southern Water 
Sustainability Study (Atkins, 2008) which attributes four boreholes to the Lower Greensand 
Groundwater Scheme and two to the Eastern Yar Transfer scheme. As the latter report is more 
specifically concerned with modelling the transfer schemes and is produced in collaboration 
with the scheme operator, this is the system described here. Details of abstractions for 
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augmentation are given in Table 2.4. Similarly, while NRFA gauging station reports suggest 
that an ‘Isle of Wight Conjunctive Use Scheme’ has been operational in the Shide, Burnt 
House, Budbridge and Waightshale sub-catchments since 1989 (Centre for Ecology and 
Hydrology 2013), Southern Water’s Sustainability Study (Atkins, 2008) puts the start of river 
augmentation operations in 1991, which is again selected as the actual date given the focus of 
that report on the river level augmentation.  
Conversion from the licensed quantity to actual values is approached using the methodology 
described in Southern Water’s Sustainability Study (Atkins, 2008). An uptake factor of 0.65 is 
applied to all licensed abstractions to convert to estimated actual uptake. This suggests total 
public abstraction for the island is around 24000 Ml/year. 
While data on the location of public abstractions is restricted (Matthews 2011), for the purposes 
of modelling an approximate location can be derived from the name of the abstraction. 
Following this methodology, all public abstractions are within the modelled area. 
2.3.2 Public Discharges 
Public discharges include water released to rivers from sewage treatment works as well as the 
aforementioned augmentation schemes. Leakage from the distribution network is also 
considered. The majority of treated effluent is discharged to sea at Sandown (Environment 
Agency, 2003), as part of a scheme implemented in the mid-1990s by Southern Water (Clayton 
& Bircumshaw, 1994). The dominant sources of discharge to river are the abstraction schemes. 
The Solent transfer scheme has a daily transfer capacity of 14 Ml/d, increased from 12Ml/d in 2008 
(Southern Water, 2009). No data have been identified regarding the commencement of the Solent 
transfer pipeline, however as it is known to provide around a quarter of the island’s water supply 
(Environment Agency, 2003) this is likely be operating at near capacity of 5110 Ml/year. This estimate 
puts total water for supply at around 25000 Ml/year; using Southern Water’s leakage estimate of 15% 
(Southern Water, 2009) this implies a further 3750 Ml/year discharged to groundwater. There is a single 
official discharge to groundwater at Chillerton Wastewater Treatment Works in the Medina catchment; 
previous studies have modelled this as a discharge to river due to the impermeable local geology 
(Atkins, 2008), which is followed here. Of 19 wastewater treatment works with a consented inland 
discharge greater than 10m3/day (2003 figures; Environment Agency 2003), 11 are within the Eastern 
Yar or Medina catchments, 3 are in other Cretaceous areas and 5 are in other Palaeogene areas. The 
data for calculating public discharges are adapted from those set out in Atkins (2008). The total 
consented annual discharge for the five known wastewater treatment works is 806 Ml/year (Table 2.5). 
Assuming that the mean of these represents mean discharge from island wastewater treatment works, 
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total discharge from wastewater treatment works is estimated at 2257 Ml/year. Augmentations schemes, 
previously calculated to abstract 3309 Ml/year, are assumed to return this quantity to rivers. Along with 
the 3750Ml/year estimate for leakage, the total onshore public discharge is estimated at 9316 Ml/year. 
All of this is assumed to discharge to the modelled area. 
2.3.3 Private Abstractions 
Data on 65 current abstraction licences and some returns for private water use were provided 
by the Environment Agency, of which 22 are groundwater and 43 are surface water. It is noted 
that abstractions for trickle irrigation do not required licences to operate, and that these are used 
extensively over several hectares on the island. As partial returns are in many cases limited in 
extent, these are used to infer annual abstraction quantities, to which demand profiles taken 
from Southern Water’s sustainability study (Atkins, 2008) are applied. Where no returns are 
given, abstracted quantity is determined using the uptake coefficients from Southern Water’s 
sustainability study (Atkins, 2008). Taking the location of discharges into account, this analysis 
suggests that private abstractions account for 850.65 Ml/year (Table 2.6). 
2.3.4 Private Discharges 
Private discharges are of little importance to the water balance of the Isle of Wight due to low 
consented volumes (Bolding, 2011). Applying consumptiveness factors to private abstractions 
suggests returns to surface water of which 155.92Ml/year. Consumptiveness factors are taken 
from Southern Water’s sustainability study (Atkins, 2008); where no consumptiveness 
coefficients are provided for a purpose code these are assigned coefficients for the closest 
related code. 
 
Abstraction Point Area GW/SW Annual Licence (Ml/year) Daily Licence (Ml/day) Utilised Annual Licence (Ml/year)
Niton Eastern Yar GW 120 0.3 120
Chillerton Medina GW 1136 5 1136
Knighton Eastern Yar GW 3032 13 3032
Blackwater Medina SW 1250 15 1250
Burnt House (Sandown) Eastern Yar SW 5475 18 5475
Carisbrooke Lukely Brook GW 5620 22 5620
Bowcombe Lukely Brook GW ? ? 3263
Calbourne Caul Bourne (?) GW ? ? 3263
Shalcombe Far West GW ? ? 3263
Ventnor South Downs Chalk GW ? ? 3263
Ashey Central Chalk East GW ? ? 3263
South Downs 2 South Downs Chalk GW << Ventnor << Ventnor 0
South Downs 3 South Downs Chalk GW << Ventnor << Ventnor 0
South Downs 4 South Downs Chalk GW << Ventnor << Ventnor 0
South Downs 5 South Downs Chalk GW << Ventnor << Ventnor 0
Total (GW) 26223
Total (SW) 6725
Total (Both) 32948
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Table 2.3. Public Abstractions 
 
 
Table 2.4. Public River Augmentation Schemes (after Atkins 2008) 
 
 
Table 2.5. Quantified Public Discharges from Wastewater Treatment Works 
 
 
 
 
Scheme Name
Source GW/SW Destination GW/SW
Licensed Daily 
Quantity (Ml/day)
Licensed Annual Quantity 
(Ml/year)
Lessland Lane GW Eastern Yar at Lessland Lane SW 1.4 172
Godshill GW Eastern Yar at Godshill SW 2.7 331
Lower Yard GW Eastern Yar at Lower Yard SW 3.2 392
Birchmore GW Merstone Stream at Birchmore SW 3.5 429
Marvel Farm GW Eastern Yar at Bohemia Corner SW 3.5 429
Blackwater GW Eastern Yar at Bohemia Corner SW 2.5 306
Medina at Blackwater SW Eastern Yar at Bohemia Corner SW 15 1250
Total 3309
Lower Greensand Groundwater
Medina Yar Transfer
Wroxhall 319
Godshill 201
Roud 191
Chale 58
Chillerton 37
Total 806
Consented Discharge (Ml/year; 
converted from m3/day)
Wastewater Treatment Works
Groundwater Surface Water Total
Agriculture (General) 37.47 0 37.47
Agriculture (Spray Irrigation) 229.67 385 614.67
Horticulture 88.31 0 88.31
Fish Farm 0 33.04 33.04
Other Industry 74.92 2.24 77.16
Total 430.37 420.28 850.65
Purpose
Modelled Area Abstracted Quantity (Ml/Year)
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Table 2.6. Private Abstractions and Returned Quantities (uptake, modelled area only) by Purpose and Source. 
Returned ‘source’ refers to the abstraction of the water; all returned quantities are assumed to be to surface 
water. 
2.4 Data Processing 
For modelling conducted in Chapter 4, time series collected from gauges are converted to 
provide time series for surface water sub-catchments. 
2.4.1 Sub-catchment Derivation  
Of the eleven sub-catchments required, five are available as pre-calculated sub-catchments 
from the NRFA website (Centre for Ecology and Hydrology 2013). Four of the remaining six 
were derived through GIS analysis with GRASS GIS, using the DTM described in Section 
2.2.3. The remaining two sub-catchments could not be automatically derived, assumed to be a 
consequence of the heavily modified water course at their location. These were calculated 
manually, again using GRASS GIS. The sub-catchments are to be modelled as areas providing 
unique contribution to streamflow; areas of the sub-catchment upstream of gauges which are 
upstream of the sub-catchment gauge are removed. Sub-catchments are shown in Figure 2.19. 
2.4.2 Sub-catchment Precipitation  
Precipitation to sub-catchment is derived using a nearest neighbour approach, in which the time 
series for the rain gauge closest to the centroid of the derived catchment is considered 
representative of the sub-catchment. This is done for simplicity and is justifiable due to the 
small sub-catchments modelled (which vary in size from 1.5 km2 – 23.9km2). While spatial 
distribution of rainfall differs from point rainfall as an interpolated series displaying conditional 
bias (Isaaks & Srivastava, 1989), this is considered to be of limited influence over small sub-
catchments. 
2.4.3 Sub-catchment Potential Evapotranspiration 
Groundwater Surface Water Total
Agriculture (General) 14.99 0 14.99
Agriculture (Spray Irrigation) 0 0 0
Horticulture 35.32 0 35.32
Fish Farm 0 32.94 32.94
Other Industry 72.67 0 72.67
Total 122.98 32.94 155.92
Purpose
Modelled Area Returned Quantity (Ml/Year)
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Potential evapotranspiration is determined for each sub-catchment via an approach based on 
the Thiessen polygon methodology. Thiessen polygons are generated for the four lowland 
points for which potential evapotranspiration have been calculated, with an additional polygon 
generated for upland areas over 90mAOD representing the influence of the upland time series. 
The proportion of each sub-catchment underlying each polygon is used as a weighting 
coefficient (Figure 2.20). 
2.4.3 Sub-catchment River Flow 
The flow generated by individual sub-catchments is derived by subtracting upstream recorded 
flows from downstream recorded flows. This is necessary for two sub-catchments, i) Burnt 
House, which is calculated as the measured time series less flows at Budbridge and 
Waightshale, and ii) Upper Shide, which is calculated as the measured time series less flows at 
Merstone Stream and Blackwater. Where this results in negative values, only positive values 
in the time series will be used for model calibration. 
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Figure 2.19. Rain gauge data attribution to derived sub-catchments. A nearest neighbour approach is used. 
Colours represent rain gauge time series allocated to each sub-catchment. Red dots represent rain gauges. 
 
Figure 2.20. Potential Evaporation polygons for data attribution to derived sub-catchments. 
 
2.5 Water Balance 
A water balance is a useful precursor to modelling in that it allows the modeller to assess 
whether all inputs and outputs can be said to be accounted for; in practise the water balance is 
an exercise in quantifying the extent to which inputs and outputs are unknown and as a basic 
assessment of uncertainty. Water balances are often used to determine the flux associated with 
an unknowable process, with values for all fluxes but one determined a priori and the error 
being assigned to the unknown flux. This is not a robust method unless uncertainties in the 
‘known’ quantities are clearly understood, in any case the assumption that all physical 
processes are accounted for is not easily tested (Falkland, 1991). The water balance is 
calculated for the surface-water-gauged area of the island as a single value for one year. Water 
Balance terms are given as a depth in millimetres as this is more easily comparable with other 
studies than a volume for the island.  
2.5.1 Inputs 
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Falkland (1991) lists inputs to an island water balance, of which precipitation and surface water 
importation are relevant for the Isle of Wight. In this case, the model is concerned exclusively 
with environmental processes so surface water importation is considered in terms of discharges 
to the island rather than importation via the Solent transfer scheme.  This is used as an unknown 
but large percentage of discharges flow directly to sea. The annual precipitation value used is 
the mean annual value of the six gauges processed in Section 2.2.2. The annual potential 
evaporation value used is the mean annual value of the five series used in Section 2.2.3. 
Discharge uses values for downstream gauges from Section 2.2.5 divided by the gauged area 
of the island.  
2.5.2 Outputs 
Falkland (1991) lists outputs from an island water balance, of which evapotranspiration, 
surface water outflow, abstraction, increase in soil storage, increase in groundwater storage, 
and coastal outflow are relevant for the Isle of Wight. Here, evaporation at this stage is 
calculated potential evaporation rather than actual evaporation (this is derived later as part of 
the island modelling in Appendix 1), and is calculated as the mean of the five time series 
available. Surface water outflow is calculated from the sum of annual flow of furthest 
downstream river gauges in each catchment divided by the total gauged area of the island. 
Abstractions are handled as annual quantities divided by the total gauged area of the island. 
Changes in groundwater and surface water storage over the course of a year are presumed 
negligible. Coastal outflow is considered an unknown term, however as described above it does 
not necessarily follow that all error can be ascribed to immeasurable terms. 
2.5.3 Calculation 
Input and output volumes are given in Figure 2.21. Input totals to 907 mm/year, output totals 
to 948 mm/year. This suggests an error of -41 mm/year, representing a volume of -5141 
Ml/year over the gauged area of the catchment, an error of around 4%. This is problematic in 
that the largest perceived unquantified process is a loss rather than a gain (through coastal 
flow), and so the error this would be expected to be positive. However, as this water balance is 
based on the annual mean figures across the island, given the number of assumptions made in 
the calculation of abstractions and discharges and in particular the use of potential 
evapotranspiration rather than actual evapotranspiration, the error of 4% suggests that the 
dominant hydrological processes of the island are accounted for and data are correct to order 
of magnitude scale. 
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time series available. Figure 2.22 shows the range of mean annual rainfalls recorded by the 
complete set of rain gauges for the island. 
Evapotranspiration data are derived from interpolated figures from the Penman Monteith 
equation (Byrne 2011). Uncertainty is based on the error associated with this method, which is 
estimated by Long et al (2014) at +- 32%. 
River data on the island are prone to error, as set out in the Isle of Wight Sustainability Study 
(Atkins 2008), which specifies that ‘Errors have been consistently large over the period of 
gaugings with only 8 out of 40 gaugings within 10% of recorded flow’. Assuming that this 
error is consistent with a normal distribution at 20% confidence, 95% of gaugings will be 
within 77% of the recorded value. No estimates of error were identified for abstraction or 
discharge figures, from reports or literature. Error in these smaller sources is not considered. A 
plot of error associated with each source is given in Figure 2.23.  
The purpose of the water balance calculation is to identify whether inputs and outputs to the 
water system reconcile within the probable bounds of error. This is demonstrated here by the 
relatively close sums of inputs and outputs, and the associated errors. Relative to the quantities 
of water concerned, the values of error are large, as suggested by other assessments of the 
islands water system (Maurice et al 2011). 
Figure 2.22. Range of mean annual rainfall figures for the complete set of Isle of Wight rain gauges, 
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grouped by nearest neighbour gauges used in the hydrological model. The red line is the figure used in 
the water balance model. 
 
 
Figure 2.23 – Uncertainty in water balance terms 
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3. Statistical Identification of Functional 
Groundwater Units 
 
Groundwater science is predominantly allied with geology and is driven by a physically based 
philosophy which seeks to represent physical processes within a deterministic model. This 
complex approach is most usefully applied in simple systems, where dominant processes can 
be successfully perceptualised. For systems with high complexity and/or significant 
heterogeneity, these models may not be able to suitably reproduce field observations. This is 
largely attributed to an inability to correctly perceptualise the system, however it may also be 
a consequence of a physical system which is fundamentally too complex to successfully model 
without radically increasing the quantity of data available. 
The use of empirical methodologies to model groundwater systems, either as a means of 
generation perceptual insight for further physical modelling or for groundwater modelling in 
itself, has not been widely adopted in groundwater science, despite wide acceptance in the 
closely-related modelling of oil and gas reservoirs. Similarly, problems of uncertainty which 
have been addressed in hydrology are not frequently considered in hydrogeological modelling. 
Reasons for this are considered, along with criteria for determining where such approaches 
could most usefully be added to the groundwater modelling process. 
Cluster analyses are statistical techniques used to split a number of observations into groups or 
‘clusters’. Widely applied in social and biological sciences, these approaches are increasingly 
applied to hydrology and hydrogeology, with extensive use in the interpolation of 
hydrochemical and hydrogeochemical data. In this chapter the use of empirical models in 
groundwater science and the state-of-the-art in cluster analysis are reviewed; a new technique 
for the application of cluster analysis to multivariate data which include spatial data is outlined; 
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and the application of the new clustering technique is applied to observed borehole time series 
for the Isle of Wight. 
 
3.1 The Use of Empirical Methodologies in Groundwater Hydrology 
Making an assessment of current practise in applied hydrogeology is challenging due to limited 
access to operational reports on applied modelling cases (Carrera et. al 2005; Maurice et. al 
2011). Literature on the subject make the following generalizations: i) modelling boundaries 
and groundwater units are determined spatially on the basis of an understanding of geological 
units (Carrera et. al 2005); ii) groundwater elevation, recharge, storage coefficients and 
boundary conditions are considered uniformly or interpolated via a mesh-based approach; iii) 
one or more of these are calibrated to reconcile model output with observed values (Fitts 2013). 
This model structure is simple but applicable in the vast majority of cases; such models have 
been applied extensively and generally with success since the development of computer models 
in the 1960s (de Marsily et. al 2005). Assumptions in this perceptual system are extensive. 
Geological boundaries are rarely sufficiently abrupt to allow their use in the demarcation of 
groundwater zones (Carrera et. al 2005), aquifer processes are not well represented by smooth 
averaging functions of observations (Isaaks & Srivastava 1989; Carrera et. al 2005) and 
heterogeneous features such as karsts do not necessarily conform to the distributions 
determined a priori by modelled meshes (de Marsily et. al 2005). These weaknesses become 
apparent in hydrogeological models of contaminated groundwater and models used by the 
petrochemical industry to determine oil recovery sites (de Marsily et. al 2005), in both cases as 
a consequence of the relative significance of the violation of these assumptions to a transport 
(rather than a flow) model.   
Responses to this problem are varied and interesting. The intuitive response to develop a more 
representative physical model has been explored, beginning with Koltermann & Gorelick’s 
(1992) model of the San Francisco bay, developed using climatological data to drive a 
depositional model, allowing the geology of the area to be deterministically represented. This 
is of course hugely time consuming, requiring profound understanding of the spatial and 
temporal processes generated by environmental change over millions of years; it is expensive, 
in that data requirements are extensive; and it is difficult to validate. 
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The other alternative is the introduction of stochastic processes to represent unknown processes 
within the study area. The best-known and most widely applied method for this is kriging, in 
which the property or properties to be modelled is considered as a random process, with 
correlations between point observations used to fit a variogram to the field, and probabilistic 
interpolative values calculated where required (Isaaks & Srivastava 1989). However, a purely 
kriging-driven approach is limited in that it does not individual heterogeneities within the 
modelled area. Boolean models (Kelkar 2002) offer a solution to this through repeated random 
generation of features of either high or low permeability, of which the models most 
representative of observed values are determined via an objective function. While both of these 
approaches have gained popularity and are used in applied geological modelling, their lack of 
physical representation is often questioned and as a consequence these models are not 
universally used in hydrogeology (de Marsily et. al 2005). 
As a compromise between these empirical models and the established conceptual approach, a 
zonation approach can be introduced to apply empirical methodologies to discretised regions 
within the modelled area. While these are typically determined a priori and based on 
supplementary geological information (Carrera et. al 2005), they have also been derived 
empirically (Gervais-Couplet, et. al 2007). 
 
3.2 Basic approaches in Cluster Analysis  
The two most commonly used forms of cluster analysis are hierarchical and partition clustering. 
Each describes a range of clustering approaches. As a consequence, within given forms of 
clustering the generated clusters may be radically different. This is especially true for stochastic 
methods such as partition clustering. 
In hierarchical clustering, the complete distance between all nodes is sorted into a map of node 
relatedness or ‘dendrogram’. This requires the selection of a) a distance function, to determine 
how related pairs of nodes are and b) a linkage function, to identify the distance between groups 
of nodes. In order to identify clusters the dendrogram is simplified to a number of divisions 
(‘cluster number’) which can be identified from visual inspection of the dendrogram or a priori. 
The distance threshold with the desired number of divisions is identified; groups of nodes 
separated by distances less than this threshold are considered to be within a cluster.  
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Distances are typically the Euclidean distances between the nodes when plotted in an n-
dimensional space in which n is the number of variates present, such that the distance d between 
nodes p and q is: 
𝑑 = √∑(𝑞𝑖 −  𝑝𝑖)2
𝑛
𝑖=1
 
Linkage functions find the distances between groups of nodes. The two nodes separated by the 
same distance are joined first, after this the next two are joined and so on. A linkage function 
must be selected in order to determine the distance between clusters (i.e. groups of nodes) and 
individual nodes or between clusters and other clusters.  Single linkage is one of the most basic 
linkage functions  in which the distance between a cluster and a node would be the shortest 
distance between the node and any node in the cluster, where the revised distance d’ between 
clusters A and B is: 
𝑑′ = min[𝑑(𝑎, 𝑏)] 
in which a ϵ A and b ϵ B. Another simple linkage function is Unweighted Pair Group Method 
with Arithmetic Mean (UPGMA) linkage, the mean distance between clusters: 
𝑑′ =
1
𝑛𝐴𝑛𝐵
∑𝑑(𝑎, 𝑏) 
where 𝑛𝐴 is the number of nodes contained in cluster A. A more widely used but more complex 
linkage method is Ward’s Method, which minimises the change in within-cluster variance 
caused by nodes being added by calculating the cost Δ of merging two clusters: 
∆(𝐴, 𝐵) =  
𝑛𝐴𝑛𝐵
𝑛𝐴+𝑛𝐵
 (𝑚𝐴 −𝑚𝐵)
2 
where 𝑚𝐴  is the centroid of cluster A. The two clusters with the lowest Δ are joined at each 
step. 
Partition clustering involves a number of points equal to the number of clusters required to be 
randomly selected from within the data sample space. These are considered as the cluster 
centroids. Using a distance metric, points from the data are associated with the nearest cluster 
centroid. The cluster centroids can be recalculated based on the points now associated with 
each cluster. This process is continued iteratively until a criterion is achieved, either a number 
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of iterations having elapsed or the centroid movement being below a threshold. The typical 
implementation of partition clustering is k-means clustering (in which k refers to the number 
of clusters), where the cluster centroids are placed to a point identified as the mean of all values 
within the cluster. Alternative approaches are the k-medians method, which uses the median of 
all values within the cluster to update the centroid, and the k-medoids method, which restricts 
the cluster centroid locations to points present in the dataset (Everitt, 2011).  
 
3.3 Contemporary Practise in Cluster Analysis 
As an empirical technique, cluster analysis can be applied to a wide range of problems. The 
range of techniques available for clustering is extensive. In hydrology, simpler techniques for 
cluster analysis are commonly used, whereas both cluster analysis theory and applied cluster 
analysis in other fields make wider use of more sophisticated techniques for the assessment of 
data suitability for clustering, cluster analysis application and the validation of cluster analysis 
outcomes. 
Several methodologies exist for determining prior to modelling whether there are cluster 
structures present in the data. Simple graphical techniques such as histograms (for univariate 
data) or scatterplots (for bivariate data) are useful tools for identifying whether data clusters 
are present. As the number of variates used increases, methods such as principal component 
analysis (Handl et al, 2005; Everitt, 2011) can be used to reduce the dimensionality of the data 
and make plotting in two or three dimensions for visual inspection practical.  
Individual variates within multivariate data are not necessarily to scale with each other. This 
introduces bias to clustering of unprocessed data, as data across large ranges (for example, 
spatial co-ordinates) will unduly influence many distance metrics. Similarly, the distribution 
of data are significant, as data which are normalised but still containing a significant outlier 
will effectively be distributed across a smaller range. Z-scale transformation (Everitt, 2011), 
which standardises a variate 𝑥 through centring the data on the mean 𝜇𝑥 and dividing values 
by the standard deviation 𝜎𝑥: 
𝑓(𝑥) = (𝑥 − 𝜇𝑥)/𝜎𝑥 
are not well suited to cluster analysis as the process does not remove all outliers, which may 
bias subsequent clustering. Nevertheless, assuming the variate is approximately normally 
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distributed the influence of this bias will be minor, and this approach is widely followed in 
practise. A more suitable approach is range scaling standardisation which transforms the data 
using the filter: 
𝑓(𝑥) = 
(𝑥−𝑚𝑖𝑛𝑥)
(𝑚𝑎𝑥𝑥−𝑚𝑖𝑛𝑥)
 
This approach is widely used in cluster analysis, although in some cases a simpler form, 
maximum scaling standardisation, is used: 
𝑓(𝑥) = 
𝑥
𝑚𝑎𝑥𝑥
 
Maximum scaling standardisation does not address bias introduced if the variate minimum is 
less than zero (in which the transformed range will not be between zero and one as intended) 
or if the minimum value is much greater than zero (in which case bias will be introduced as the 
range of transformed data may be significantly less than one). 
Developments in advanced theoretical methodologies for cluster analysis exist well beyond the 
current range of models used in applied clustering. A comprehensive review of these is 
provided by Han et al (2012); while there is significant potential for research into the 
application of advanced clustering techniques, this is beyond the scope of this work. Within 
the basic techniques of hierarchical and partition clustering, the selection of cluster number, 
distance metric and linkage functions represent significant choices with influence on the 
clustering results. 
The selection of the number of clusters to be derived is decided to modelling in the most widely 
applied clustering techniques. In hierarchical clustering this is typically decided using a 
recursive approach, in which an extended dendrogram is produced by an initial clustering 
which is then examined and used to determine the cluster selection for a second clustering 
using a set cluster number. In partition clustering the visual analysis of dendrograms is not 
possible as are not produced. The neural-network based self-organising maps clustering 
approach (Kohonen, 2001) is advocated on its ability to detect and select clusters automatically, 
however further subjective choice in the number of ‘neurons’ to use within such a model negate 
any change in overall model objectivity. A successfully and widely applied technique is to 
recursively apply a cluster model and cluster validation to objectively assess the success of a 
range of cluster numbers. Clearly, as the number of clusters approaches the size of the dataset 
clustering success will improve, so an indication of efficiency is required to assess the cluster 
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number given the best representation of the data with the minimum clusters (Handl et al, 2005). 
Tibshirani et al (2001) use this in their gap statistic, which automatically identifies the number 
of clusters most clearly identifiable as a ‘knee’ (i.e., an increase in performance) in the plot of 
clustering skilfulness against cluster number. This has the additional benefit of objectively 
identifying whether or not the data are suitable for clustering, should a cluster number of one 
be identified as optimal. The gap statistic has been widely adopted within bioinformatics 
(Handl et al, 2005) yet remains to be widely applied in environmental science.  
Distance function is the aspect of cluster analysis which most closely resembles a consensus, 
with the majority of applied examples utilising a Euclidean distance approach for determining 
the relationship between nodes. 
The choice of clustering algorithm has significant potential to influence the structure of clusters 
generated (Handl et al, 2005). In hierarchical clustering, while the use of single linkage or 
complete linkage may be arbitrary, cluster sets derived using single linkage typically feature 
one or two large clusters with many outlying single-node clusters, whereas complete linkage 
biases towards several equally-sized clusters. Within partition clustering, the k-means approach 
is susceptible to outliers, leading to the development of k-median and k-medoid methods for 
robust clustering (Nagpaul, 1999). As partition clustering is susceptible to local optima, a range 
of modern objective functions for iterative hill-climbing have been applied (Everitt, 2011); 
despite this, a uniform random sampling approach still gives competitive results (Steinley, 
2003). 
As a consequence of the large range of methodological decisions to be made prior to cluster 
analysis, the selection of a scoring criterion is critical to determining the best approach. A range 
of techniques have been developed for the assessment of a variety of cluster qualities. These 
can be considered as either external or internal methods (Theodoridis & Koutroumbas, 1999), 
of which external methods require a set of data for which the true cluster structure is known, 
while internal methods compare the clustered data to structures present within the original data. 
Handl et al, (2005) further identify a series of approaches between each of these, which are 
summarised here. 
External methods can be unary or binary; unary measures consider cluster ‘purity’ and 
‘completeness’, where purity is the percentage of a derived cluster which matches the true 
cluster and completeness is the percentage of the true cluster which is contained within derived 
cluster. To illustrate this, a complete division of the dataset into single points would give high 
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purity but minimal completeness while a single large cluster would have high completeness 
with minimal purity. Unary measures are based on an amalgamation of the two indices. Binary 
approaches directly compare the true and derived clustering, performing a pairwise assessment 
which may take the form of a distance metric. 
Internal methods are based on compactness, connectedness, separation, stability or partitioning 
compliance. Compactness measures quantify the homogeneity of clusters, considering for 
example the pairwise distance between nodes in each cluster or the intra-cluster variance. As 
with unary cluster purity, care must be taken with this approach as entirely dividing the cluster 
set into singleton clusters would score highly, so this approach would bias towards high cluster 
numbers and favour clustering strategies creating many single node clusters. Connectedness 
measures the extent to which nodes are close to each other in the variate space, again with 
parallels in unary cluster validation, in that clustering approaches which favour inclusive 
clustering with large clusters and minimal outliers will result in disproportionately high scores. 
Separation methods consider the distances between the clusters themselves, considering for 
example the minimum distance between clusters or the total distance between centroids. 
Stability methods are different in that they use repeated reclusterings of subsets of the data to 
assess clustering certainty. Partitioning compliance uses a cophenetic matrix, containing 
information on the clustered relationship between nodes, which is compared to the distance 
matrix using measures such as correlation. As a response to the tendency of some cluster 
scoring criteria to favour certain structures within the derived cluster set, these are frequently 
used in combination. 
3.4 Surface Water Modelling 
As part of the total water resource model of the Isle of Wight, a surface water model is 
developed. Surface processes can be more determined more easily than groundwater (Falkland 
1991), and an extensive selection of UK water resource research is available to inform the 
model. In order to keep the final model within the context of existing and comparable studies 
no new techniques are included in this process, therefore the work is included as an appendix 
for completeness. 
Developing a surface water model of the Isle of Wight requires the balancing of the need to 
represent many highly heterogeneous small catchments with varying land use, vegetation, 
superficial geology and soil, with the limited availability of data on the distribution and 
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properties of these available. The surface water model must represent these processes and meet 
three objectives – the conversion of precipitation and evaporation time series to hydrologically 
effective rainfall; the identification of fast flows and infiltration components of that rainfall; 
and the extension of the model beyond gauged areas of the island to all parts of the island 
considered influential in providing water supply. 
The widely used and versatile Probability Distribution Model (PDM, Moore 2007) is used to 
represent surface storage and hydrological processes. PDM is selected as it has been widely 
and successfully implemented in the UK (Pechlivanidis et al. 2010) and is particularly suited 
for ungauged catchment studies (Lee et al. 2006). In PDM the distribution of available surface 
water storage is represented by a Pareto distribution, with calibrated values of maximum and 
initial storage. This allows calculation of effective rainfall, which is partitioned into runoff and 
infiltration. Typically, PDM is implemented with two parallel stores to represent fast and slow 
residence within the catchment.  
As the objective is to identify fast flows and infiltrations at this stage rather than the complete 
flow through the PDM, fast flows rather than total flows are used for calibration. Baseflows 
are derived using the BFLOW algorithm (Arnold & Allen 1999) 
𝑄𝑡
𝑏 = {
𝑄𝑡                                                   𝑡 = 1         
𝛽𝑄𝑡−1
𝑏 +
1 − 𝛽
2
(𝑄𝑡 + 𝑄𝑡−1)     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 
in which 𝑄𝑡
  is the total flow at time t, 𝑄𝑡
𝑏 is baseflow at time t and β is a parameter given as 
0.925 by Arnold and Allen (1999). This technique is identified as by Eckhardt (2008) as an 
efficient and straightforward approach, producing similar results to more complex 
methodologies.  
As the Isle of Wight features many small catchments, much of the island’s surface is ungauged. 
Disregarding areas featuring Palaeogene and Wealden deposits, gauged sub-catchments 
account for only 62% of the remaining island (123km2 of 199km2). In order to extend the model 
to the entirety of the area covered by major aquifers, ungauged catchment modelling techniques 
are used. Popular techniques use environmental variables as predictors of model parameter 
distribution, either in regression (Falkland 1991) or via a Euclidean distance (Kay et al. 2007). 
A more simple approach is the hydrological similarity methodology identified by Falkland 
(1991). 
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3.5 The Application of Cluster Analysis in Hydrology and 
Hydrogeology 
Cluster analysis has been employed to address a range of problems in hydrology, including the 
disaggregation of water quality (Panda et al 2006; Ke et al 2011), catchment characteristic 
(Ramachandra Rao & Srinivas 2006; Lin & Wang 2006), rainfall (Lin & Chen 2006) and 
groundwater elevation (Abedini et al 2008, Gao et al 2010, Upton & Jackson 2011) datasets. 
The majority of applications are to groundwater chemistry datasets (Steinhorst & Williams 
1985; Stahl & Demuth 1999; Meng & Maynard 2001; Woocay & Walton 2007; Lin et al 2012; 
Gentry 2013). 
While these works individually acknowledge some of the shortcomings in the application of 
basic cluster analysis, they collectively convey the lack of an established methodology for 
conducting a genuinely objective analysis, specifically through the lack of data-driven (i.e. 
validated) approaches to data assessment, data preparation, and the choice of linkage functions, 
distance functions, calibration criteria and cluster numbers. A comparison of approaches taken 
in these cases is provided in Table 3.1. As cluster analysis is widely applied, the examples 
reviewed only represent a small fraction of the available literature on the topic; Olden et al 
(2009) review 43 streamflow classification analysis case studies, 29 of which use some form 
of cluster analysis.  
Of the 14 papers assessed, none describes the preliminary assessment of the data specifically 
for the purposes of cluster identification. However, Panda et al, (2006), Woocay & Walton, 
(2007) and Upton & Jackson (2011) use cluster analysis as part of wider statistical analysis. 
The range scaling approach recommended by Everitt (2011) is applied by Lin & Chen (2006) 
and Ramachandra Rao & Srinivas (2006). Ramachandra Rao & Srinivas (2006) also apply 
logarithmic transform to skewed variates, which may correct the skewness but will also alter 
the relative distances between points. Lin & Wang (2006) use the proportions of coverage of 
various lithological formations of their catchments as variates; however as these are not 
independent they are not uniformly distributed and may not range from zero to one. For similar 
reasons, the use of untransformed principal components and other dimensionally-reduced data 
by Panda et al, (2006), Woocay & Walton (2007), and Upton & Jackson (2011) may introduce 
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bias. Ke et al (2011) and Gentry (2013) use maximum scaling, which may bias clustering if the 
minimum value of the variates is not zero (Section 3.3). Steinhorst & Williams (1985), Panda 
et al (2006) and Gao et al (2010) all use values transformed to z-scores, where 
𝑧 =
𝑥 − ?̅?
𝑠
 
in which 𝑧 are the transformed observations 𝑥, ?̅? is the mean of 𝑥 and 𝑠 is the standard deviation 
of 𝑥 (Steinhorst & Williams 1985). This may allow outliers to bias clustering (Everitt 2011). 
The other works reviewed do not describe data standardisation procedures. Of the studies 
reviewed, the most commonly used technique to determine cluster number is a posteriori 
review of cluster structures generated by a preliminary clustering (Steinhorst & Williams 1985; 
Meng & Maynard 2001; Ramachandra Rao & Srinivas 2006; Gentry 2013). An interesting 
approach is the hybrid clustering of Ramachandra Rao & Srinivas (2006), who use a 
hierarchical clustering to determine cluster number and starting locations for cluster centroids 
followed by partition clustering approach. This scores well in skilfulness assessments but has 
not been widely adopted. Woocay & Walton (2007) and Upton & Jackson (2011) use the results 
of correspondence and principal components analyses to determine cluster number. The neural 
network approaches of Lin & Chen (2006) and Lin & Wang (2006) calculate cluster number 
as an intrinsic element of the cluster analysis. Stahl & Demuth (1999) consider the order of 
cluster separation and the distance between pairs (to an extent equivalent to a review of a 
preliminary dendrogram) and also use GIS to examine spatial relationships between clusters to 
determine cluster number. Gao et al (2010) conduct their cluster analysis with 2,3 and 4 clusters 
and compare and discuss the results. The remaining four studies do not discuss determination 
of cluster number. 
Ten of the studies considered employ Euclidean distance to determine the relationship between 
nodes. Lin et al (2012) use squared Euclidean distance which will bias towards clusters which 
are close across variates and away from pairing between nodes which are closer in several 
variates but have a small number of large distances between variates. This may be useful in 
high dimensional data such as the hydrogeochemical sets they consider. Upton and Jackson 
(2011) use Pearson correlation to determine distance between time series. Correlation-based 
indicators of distance can only be applied to commensurate data, and as they specifically 
consider the order in which events occur rather than their actual relative magnitude, such use 
must be carefully considered as results may be dissimilar to those determined using Euclidean 
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distance (McShane et al 2002). Pearson correlation, while powerful, also makes an assumption 
of normally distributed data which may be violated in time series. Meng & Maynard (2001) 
use a cosine-theta function, using the angles between nodes in the sample space to determine 
distance. Gao et al (2010) and Ke et al (2011) do not specify a distance metric. 
Cluster analyses using hierarchical or partition clustering must select a linkage mechanism to 
determine how the information provided by a distance metric is translated into a set of clusters. 
Of the 9 studies reviewed using hierarchical clustering, two (Steinhorst & Williams 1985; 
Upton and Jackson 2011) use complete clustering and one (Meng & Maynard 2001) uses 
Unweighted Pair Group Method with Arithmetic mean (UPGMA) or average clustering. In 
UPGMA, the distance between clusters 𝑎 and 𝑏 is the mean of the distances between all nodes 
in cluster 𝑎 and all nodes in cluster 𝑏. These are straightforward conceptually, with complete 
clustering creating bias in favour of singleton clusters. UPGMA is a relatively unbiased 
algorithm with derived clusters approximating those generated by Ward’s method clustering. 
Ward’s method itself, used in five studies (Stahl & Demuth 1999; Panda et. al 2006; Ke et. al 
2011; Lin et al 2012; and the hybrid clustering of Ramachandra Rao & Srinivas 2006), 
considers the within-cluster sum of squares, in effect biasing against extreme outliers in a single 
variate which score well in other variates. To an extent this will bias towards singleton clusters, 
however this is only likely in high dimensional datasets. Gao et al (2010) state that their 
clustering uses hierarchical clustering but do not specify a linkage method. Of the three 
clustering methodologies reviewed which use partition clustering (Woocay & Walton 2007; 
Abedini et. al 2008; and the hybrid clustering of Ramachandra Rao & Srinivas 2006), all use 
k-means clustering, the most straightforward implementation of partition clustering. Gentry 
(2013) implements a fuzzy c-means clustering algorithm, in effect k-means clustering using 
fuzzy principles to allocate nodes to clusters non-deterministically. The neural network 
approaches of Lin & Chen (2006) and Lin & Wang (2006) do not use a linkage function. 
Techniques for assessing cluster skilfulness both for purposes of calibration and validation are 
the most variable of all clustering choices within the selection of papers considered. Seven of 
the fourteen papers reviewed do not mention any form of cluster validation or skilfulness 
assessment. Of the remaining eight, Ramachandra Rao & Srinivas (2006) considers a range of 
skilfulness scores, using a set of four validation techniques to determine the most successful 
clustering. As such, this represents a significantly closer adherence to the suggested 
implementation of cluster analysis validation set out in the statistical literature than the 
validation methodologies described in the other studies considered (Handl et al 2005; Everitt 
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2011). This is not to say that the other methodologies used are necessarily bad; the various 
cross-validation approaches implemented by Stahl & Demuth (1999), Lin & Wang (2006) and 
Abedini et al (2008) all attempt to reconcile cluster outcomes with observations, which allows 
the models to be considered not just on the neatness of cluster structures but places emphasis 
on the empirical veracity of model results. Meng & Maynard (2001) introduce a GIS-based 
data analysis to assess the physical plausibility of the results based on expert interpretation; 
again this has benefits when considering model output holistically but may introduce bias 
towards modeller presupposition (Handl et al 2005). In the other two studies, Lin & Chen 
(2006) use a heterogeneity index, effectively a connectedness measure. As only within–cluster 
heterogeneity is considered this may bias towards singleton clusters. Steinhorst & Williams’ 
(1985) use of Multivariate analysis of variance (MANOVA) is of interest as this will not only 
quantify the distances between clusters but also allows p-values to be determined, introducing 
an established significance testing methodology to clustering. MANOVA allows linear 
combinations of independent variables to be recursively tested for the significance of their 
contribution to one or more dependent variables (Tabachnick & Fidell 2007) 
In conclusion, cluster analysis in applied hydrological science is widely applied using a diverse 
set of methodological choices. It is rare that the selection of a particular methodology over 
other possible choices is presented, and rarer still that this is done with reference to the data or 
the specific nature of the problem. The most widely explained choices in reports of clustering 
are the distance function and the linkage method to use, which typically takes the form of a 
reference to the wide use of these approaches within the field. This is perhaps justifiable when 
faced with a broad selection of somewhat abstract alternatives, and, in recognising that ‘those 
in glass houses should not throw stones’ is used widely elsewhere in this and other more 
traditional approaches to water resources modelling. However, cluster analysis are empirical 
data-mining techniques, capable of generating clusters for even randomly generated data, and 
this should be borne in mind when reviewing cluster analysis results. In practical terms, it is 
suggested that the comparison of several methodologies using an established technique for 
cluster analysis skilfulness scoring criterion is a necessary step in any cluster analysis. 
This good intention is confounded by the range of available cluster skilfulness scoring criteria, 
with the selection of one of these becoming a component of the modelling methodology. The 
possibility of using a suite of these in combination (Handl et al 2005; e.g. Ramachandra Rao et 
al 2006) is only sensible if the subtle differences between resulting scores can be meaningfully 
determined by the modeller. However, by this stage the technical understanding required 
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moves the work away from an applied technique and towards the theoretical literature. It is 
noted that within individual skilfulness scoring techniques a range of options exists for which 
some further expertise in selection and assessment is required for their objective 
implementation (Mojgan et al 2010). 
As a compromise, in the subsequent application of cluster analysis (Section 3.6), a single 
widely used clustering skilfulness evaluation criterion is applied. This is recognised as less than 
a fully implemented and justified comparison of the full range of skilfulness scoring 
methodologies but nonetheless presents an objective disaggregation of skilfulness presented by 
a suite of commonly used methodologies as implemented using a novel distance function 
(Section 3.5) conditional on the assumption of a single clustering success metric successfully 
providing a full evaluation of that success. 
???
?
?
????????????????????????? ?????????????????????????????????????????????????????????????????????????????
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3.6 A Novel Method for Generating Spatially Discrete Clusters from 
Cartesian and Non- Cartesian Data 
While developments in theoretical cluster analysis allows an improved cluster set to be 
determined from available data, there is further scope for cluster analysis advancement through 
improvement of data preparation techniques reflecting awareness of the assumptions intrinsic 
in cluster analysis. Here, a novel methodology for the incorporation of Cartesian data into 
analysis where spatially discrete clusters are required is presented.  
For demonstration purposes an example is given. A random set of four dimensional data is 
generated, with variates i and ii representing Cartesian data and iii and iv representing non-
Cartesian data, recorded at 30 nodes (Figure 3.1). In order to demonstrate the lack of 
preparation required for non-Cartesian data, Variate i is sampled from the uniform distribution 
𝑈(2000,3000), variate ii is sampled from the uniform distribution 𝑈(5000,10000), and 
variates iii and iv are sampled from the uniform distribution 𝑈(0,1). 
Spatially discrete clusters are defined as those where all members of all non-singleton cluster 
sets are adjacent to at least one member of the same cluster set. In many cases the desired 
outcome of a cluster analysis is an optimal fit of clusters to the data present. However, there 
are cases in which a secondary consideration is the generation of spatially discrete clusters, for 
example where a single node representing a gauging site is to be selected to represent a number 
of other nodes (Lin & Chen 2006) or when cluster analysis is implemented as a precursor to 
interpolation (Abedini et al 2008). While it is accepted that this represents a departure from the 
optimal empirical cluster set, the use of spatially discrete clusters reduces the complexity in 
further analysis and may represent a more physically representative clustering where data with 
high noise is being evaluated. Even where spatially discrete clustering is not a stated objective, 
cluster analyses frequently incorporate Cartesian data for this purpose. The inclusion of two 
variables providing information based on the same observation introduces a bias towards this 
information in clustering, as well as compromising independence in input error. Scaling of 
Cartesian data is not straightforward, as the variables should not be scaled separately as this 
distorts their information content - a unit of distance in one variable will not necessarily be 
consistently scaled in another variable. Jointly scaling the data is not straightforward and care 
must be taken to preserve the relationship between the variables. In none of the papers reviewed 
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where spatial data were included was this practise followed. Abedini et al (2008) implement 
an iterative weighting algorithm, which generates spatially discrete clusters at a cost of 
introducing bias to the clustering, yet this methodology does not guarantee spatially discrete 
clusters. 
A straightforward approach which ensures spatially discrete clustering, does not introduce bias 
and reduces the complexity of the clustering problem through reduced the problem dimensions 
is introduced here. The methodology is in effect a modified distance metric, applicable to 
hierarchical clustering or the k-medoids approach. 
i) The data 𝐷 are separated into Cartesian (𝐷𝐶) and non-Cartesian (𝐷𝑛) data subsets, 
where all data refer to set of nodes Ν. 
ii) Cartesian data are used to generate a Delaunay triangulation map 𝐷𝑇(𝐷𝐶) (Figure 
3.2). 
iii) The Delaunay map is used to determine adjacency between nodes, with node pairs 
sharing an edge being ascribed an adjacency of 1, with adjacency being 0 in all 
other cases, such that 
 
𝑎(𝑥, 𝑦) = {
1          𝑖𝑓 (𝑥, 𝑦) ∈ 𝐷𝑇(𝐷𝐶)
0                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
where x and y are members of Ν. 
iv) The data are then considered in (variable iii, variable iv) space representative of the 
non-Cartesian data (Figure 3.3).  
v) A modified Euclidean distance is applied such that the distance between nodes is 
the Euclidean distance for those with an adjacency of 1 and the minimum distance 
passing through only nodes connected in Cartesian space in all other cases, such 
that 
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𝑑(𝑥, 𝑦) =
{
 
 
 
 
 
 
 √∑(𝑥𝑖 − 𝑦𝑖)2
𝑛
𝑖=1
                                   𝑖𝑓 𝑎(𝑥, 𝑦) = 1
𝑚𝑖𝑛
[
 
 
 
∑(√∑(𝑧𝑗,𝑖 − 𝑧𝑗−1,𝑖)
2
𝑛
𝑖=1
)
𝑚
𝑗=2
]
 
 
 
          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
in which 𝑧 is a subset of the set of nodes Ν where 𝑚 is the number of nodes in the 
subset, indexed as 𝑗 = (1. . . 𝑚), where 3 < 𝑚 < 𝑛, 𝑧𝑗=1is 𝑥; 𝑧𝑗=𝑚is 𝑦. It is a 
requirement that 𝑎(𝑧𝑗 , 𝑧𝑗−1) = 1 for all values of 𝑗 between 2 and 𝑚.  
 
vi) The distance metric can subsequently be used to cluster the data in (variate iii, 
variate iv) space (Figure 3.4), and reprojected into (variate i, variate ii) space 
(Figure 3.5). 
 
In the practical application of this method, setting the maximum 𝑚 to the total number of nodes 
can result in a significant challenge in terms of process time with little benefit. Here, a 
maximum value of 5 was used, with no discernable loss of model skilfulness. However, 
hypothetically this may bias toward linking points which are close in Cartesian space but 
further apart in non-Cartesian space.  
In cases such as the Isle of Wight dataset, where spatial locations are not random but are 
restricted to the onshore regions of the mapped area, a maximum edge length/minimum triangle 
angle filter can be applied to the Delaunay triangulation results to remove linkages considered 
unrealistic, in this case those crossing the sea.  This distance metric is limited in compatibility 
to clustering methodologies accepting a distance matrix derived a priori rather than one 
requiring ad hoc recalculation of distance between points sampled from the continuous 
projection space between variables, which in essence includes hierarchical approaches but 
excludes many partition approaches. k-medoids is a notable exception and is used to compare 
clustering results with those from the  hierarchical Ward’s method approach. 
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Figure 3.1. Example data plotted in four dimensions. Variable IV is shown on the colour bar. 
  
Figure 3.2 Variables I and II of the example data plotted and linked using Delaunay triangulation. 
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Figure 3.3. Variables III and IV plotted showing linkage generated in Figure 3.2. 
 
Figure 3.4. Information from Figure 3.3 is clustered, with colours representing clusters. 
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Figure 3.5. Nodes are plotted in Variable I, II space, and are again coloured by cluster. Note that every node is 
linked to at least one of the same colour while incorporating the information in Variables III and IV in the 
clustering. These can now be considered as groups of point information or interpolated. Care must be taken as 
even these random data generate clusters. 
 
3.7 Cluster Analysis of Borehole Time Series for the Isle of Wight 
A fundamental cornerstone of a representative groundwater-surface water model of the Isle of 
Wight is a suitable groundwater model. Central to this is the development of a set of 
representative, functional groundwater units which can subsequently be considered sub-
models, receiving recharge from a land surface model and returning baseflow to a river model, 
while providing reasonable agreement with the point measurements provided by borehole 
observations.  The use of distributed, geologically-based models to represent groundwater on 
the island has not previously been successful (Environment Agency 2009; Maurice et al 2011), 
perhaps as a consequence of the heterogeneity introduced by the same processes that make it 
an island (Maurice et al 2011; Robins 2013). As a consequence, the use of an empirical 
modelling approach, as advocated by de Marsily (2005), is used to determine properties of the 
groundwater system to be used in later modelling. Following similar work by Abedini et al 
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(2008), spatially discrete clusters of groundwater are determined, although the clustering 
methodology outlined in Section 3.6 is utilised, and the resulting clusters are considered proxies 
for lumped groundwater units, as used in other groundwater models (Bloomfield et al 2011), 
rather than to improve interpolation between points. 
Boreholes from the Isle of Wight are clustered using insights into best practise from the cluster 
analysis literature review along with the clustering methodologies demonstrated in Section 3.7. 
The data used are the time series from the 91 selected boreholes as outlined in Chapter 2, 
filtered as there described. As the data are non-overlapping time series, the use of correlation 
methods are not applicable, so descriptive statistics of the time series are employed to allow 
comparison between boreholes. While the assumption of stationarity this requires is not robust, 
this is considered an unfortunate consequence of the limited data availability. 
 Direct comparison of the groundwater elevation is not suitable as the short and sporadic nature 
of the records limit the dates on which all series are observable. To circumvent this, statistics 
of the time series are used to compare series. The sporadic nature of observations make 
statistics based on changes and autocorrelation (e.g. Crosbie et al. 2005, Borgomeo et al. 2015) 
in the time series difficult to apply. Two aspects of the time series with plausible physical 
interpretation are movement about the mean, which can be associated with the porosity of the 
aquifer medium, and the symmetry of the time series about the mean, which can be associated 
with homogeneity in the aquifer medium. While the range could be used as a metric, the 
standard deviation is more robust to outlying values and has been applied by Hannah et al. 
(2000) and Borgomeo et al. (2015) to hydrological time series. The selected metric for 
symmetry is the data skewness.  
These variables are standardised using range scaling standardisation. Plotting the distributions 
of standardised deviation and skewness shows the non-uniformity of both (Figure 3.6). As the 
number of dimensions used for the cluster analysis is low, the use of multidimensional analysis 
for cluster structure detection is not applicable. Cluster numbers between 8 and 20 are 
considered, this range being the numbers of clusters between which the 91 nodes could sensibly 
be divided. The distance metric used is as described in Section 3.5, assessed using both partition 
(k-medoid) and hierarchical (Ward’s method) clustering. The clustering skilfulness metric 
‘Average Silhouette Width’ is used (Rousseeuw 1987). This metric provides a combination of 
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compactness and separation (Handl et al 2005). For each cluster the ‘silhouette width’ includes 
two measures, firstly 𝑎, the average dissimilarity between nodes within the cluster,  and also 𝑏, 
the average dissimilarity between nodes within the cluster and nodes within the nearest 
neighbouring cluster. For a set of nodes 𝑧, the average silhouette width ?̅?(𝑧) is given as 
?̅?(𝑧) =  
1
𝑛
∑
𝑏𝑖 − 𝑎𝑖
𝑚𝑎𝑥{𝑎𝑖, 𝑏𝑖}
𝑛
𝑖=1
 
in which 𝑖 = (1…𝑛) indexes the nodes in 𝑧. The denominator 𝑚𝑎𝑥{𝑎𝑖, 𝑏𝑖} standardises the 
average silhouette width to the range of (-1,1), -1 being the worst case and 1 being the best 
case. Average silhouette width is also used to determine optimal cluster number. 
The distance matrix is calculated using the methodology described in Section 3.5. 7 spurious 
links, formed as a consequence of the non-uniform distribution of boreholes resulting in long 
links connecting distant points, are removed. As the partition approach is stochastic, 10000 
runs of the algorithm are completed for each cluster number with the best-scoring result 
selected as representative. Plots of the influence of changing cluster numbers for both the 
hierarchical and partition approaches are shown in Figure 3.7. Of these, partition clustering is 
most successful with 10 clusters and hierarchical clustering with 14 clusters. On the basis of 
the average silhouette metric, partition clustering is the more successful method in general. For 
comparison the boreholes are plotted onto a map of the Isle of Wight and Thiessen polygons 
used to extrapolated the extent of clustered regions (Figures 3.8 and 3.9). These show 
reasonable but not complete agreement with formations identified in the geological map and 
with each other. Both divide the lower greensand unit, the hierarchical method into 5 units and 
the partition method into 3, plus 2 and 1 singleton clusters respectively. Both split the south 
chalk aquifer, with a western section amalgamated with the southern lower greensand, identify 
the same borehole in the centre of the southern chalk as a singleton unit and consider the eastern 
end of the southern chalk as a separate unit. In each, the middle area of the central chalk strip 
is included with the northern lower greensand, with the furthest east chalk forming two 
independent units. The central block of the central chalk aquifer and the  
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Figure 3.6. Standardised and non-standardised descriptive statistics of Isle of Wight borehole time series. 
 
Figure 3.7. Average Silhouette Width scores for cluster numbers between 8 and 20. 
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Figure 3.8. Plot of the Isle of Wight showing Thiessen polygons generated on Partition clustering using 10 
clusters. Observation boreholes are shown as white dots. Major lithological units are outlined in black. 
western chalk strip are distinct in both, divided into two in the partition model and three by the 
hierarchical. Of the two models outputs, those from the partition model are chosen due to the 
higher clustering skilfulness scoring.  
The results of the cluster analysis do not in themselves give a physical explanation for 
groundwater behaviour on the Isle of Wight. By rationally associating those boreholes whose 
statistics can be shown to be most similar, the resulting clusters may be described as the most 
logical way of grouping alike observations. Physical plausibility is introduced through the use 
of a method which only allows neighbouring boreholes to be associated. The use of techniques 
to select the optimal cluster number identifies the borehole grouping which most closely fits 
the data. The interpretation of these clusters is therefore as functionally isolated areas of 
groundwater storage, effectively as independent aquifers.  While this is impossible to prove 
beyond their physical and statistical plausibility, it is argued that this data-driven grouping of 
boreholes has as strong a basis as a perceptual model supported by geological modelling. 
Support for such data-driven approaches is present within climatological (Young et al. 1996), 
hydrological (Beven et al 2012) and hydrogeological practice (Bloomfield et al 2011) and may 
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provide a more skilful predictive model even where the physical truth is not identified (Wheater 
et al 1993). 
The resulting clusters have similarities with and difference from the previous conceptual 
hydrogeological model. The divide between the Central Chalk and the Lower Greensand is 
especially noticeable, with two clusters present along the eastern limb of the Central Chalk. 
The western limb of the Central Chalk is associated with half of the central mass of the Central 
Chalk. The eastern half of the central mass is separate .Three boreholes associated with other 
geological units are included within the chalk units. This is consistent with the groundwater 
flow model established in Chapter 1, with divisions in the chalk aquifer plausibly explained by 
groundwater divides parallel to flow. The Southern Chalk consists of one singleton cluster in 
the centre of the aquifer, an eastern block of the aquifer which includes one borehole from the 
Lower Greensand. The single borehole from the west of the Southern Chalk is included in a 
cluster which is predominantly Lower Greensand boreholes. Again, the association of 
boreholes with the adjacent sandstone aquifers in the perceived direction of flow is borne out 
by the original conceptual model. Single and outlying clusters can be explained by the 
heterogeneity at the base of the Southern Chalk aquifer. The Lower Greensand is the most 
revised by the cluster analysis. Four new divisions in the Lower Greensand are identified. 
These are neither supported not disputed by the conceptual model but the existence of complex, 
independent aquifer structures is proposed by Packman (1991). Given the broad agreement of 
the clustering results with the proposed groundwater perceptual model, these divisions in the 
Lower Greensand are suggested as a useful and empirical grouping of groundwater dynamics 
in the Lower Greensand and potentially as novel insight into the reality of the Lower Greensand 
structure. 
Unexpected results include the two singleton clusters and the nodes which are not associated 
with their underlying geology. The singleton clusters represent the furthest outlying borehole 
time series, of those remaining after the initial screening for clearly implausible data. These 
may be due to local heterogeneity through karsts or similar geology anomalies such as 
fractures, faults or chert banding. Nevertheless, these points may represent important 
hydrogeological processes in small catchments such as those present on the Isle of Wight. The 
consideration of these clusters in subsequent groundwater-surface water modelling allows 
these anomalous features to be included or excluded on the basis of the strength of their 
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correlation with surface water baseflow. The unexpected inclusion of boreholes from different 
geological formations in the same cluster is not in line with existing conceptualisation of 
aquifers as lumped groundwater units but is consistent with the groundwater flow model set 
out in Figures 1.12 and 1.13. 
The review of literature on cluster analysis in section 3.3 details the many choices made in 
implementing a cluster analysis. The impacts of some choices can be straightforward to identify 
(single linkage clustering favours a few large clusters with many singleton clusters, complete 
linkage clustering biases towards clusters of uniform size), or more difficult to determine (in 
the case of partition or hierarchical clustering). Some clustering choices are straightforward to 
validate, for example the number of clusters, which can be directly compared with a cluster 
metric, with others more challenging, as is the case with data preparation choices in which the 
validation data itself is not constant. Where possible, choices made here are explained and 
rationalised through comparison of clustering options using the Silhouette Width cluster 
skilfulness test. As the cluster test is itself subjective, a different cluster metric may have 
yielded different results. An ideal solution would be to further validate the data through cross-
validation on an additional metric, however, none is available in this case. Ultimately the 
clusters generated are plausible, concurring largely with the physical understanding of the 
island with some unexpected results suggesting groundwater flow processes may be significant 
in our understanding the island’s groundwater resources. 
The external uses for the work presented are twofold. Firstly, the use of cluster analysis to 
identify groundwater units in complex systems on the basis of time series statistics is broadly 
applicable in highly complex groundwater systems, such as those with multiple layers or 
fractures. Cluster analysis is extensively used in hydro-geochemistry (section 3.3) and the 
integration of groundwater elevation and chemistry data would be straightforward. This 
approach would be better applied where time series are available in more complete form, 
allowing autocorrelations and direct comparison of correlation between sites to be explored. 
Ultimately the use of data-driven modelling approaches makes the most complete use of 
observation information to support the development of understanding of groundwater systems 
rather than complete reliance on models based on geological models. The second application 
for this work is a demonstration of cluster analysis as a two-stage process, separating the 
clustering variables into two sets to allow priorities to be set within clustering. Implicit in this 
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is the identification of the use of spatial data in clustering as a likely source of bias requiring 
more careful analysis than that used in many applied clustering studies, including some in the 
literature review. Explicitly making choices about the priority ordering of clustering variables 
removes a potentially significant source of bias. Drawbacks of this process relate to 
falsifiability and the challenge in identifying where the process has generated clusters on the 
basis of insignificant noise in the data. However, a contention of this thesis is that the 
falsifiability criticisms applied to data driven methods should be applied equally to process-
based methods which are heavily dependent on perceptual models, often without evidence-
based support.  
3.8 A Surface Water Model of the Isle of Wight 
For each river gauge, data are filtered to remove small series of missing values. A linear 
interpolation is applied to any series of missing values over ten or less consecutive days. 
Following this, the longest continuous sequence of data without missing values is identified 
and other records are discarded. 
The BFLOW algorithm was applied to each gauged river time series to create a separated time 
series of fast flow. Precipitation and potential evaporation time series are allocated to each sub-
catchment as described in Chapter 2. These time series are used to calibrate a set of PDM 
parameters for each gauged catchment. 
PDM calibration is achieved via a uniform random sampling approach with a sample size of 
30,000, based on the strategy of Pechlivanidis et al (2010). The Root Mean Square Error 
(RMSE) objective function is used to compare modelled and observed fast flows. Two 
parameters are calibrated; the maximum storage capacity and fraction of flow through fast flow 
reservoir. No flow storage is used due to the small sizes of the sub-catchments. The Pareto 
function’s shape parameter is kept constant in accordance with low model sensitivity to this 
value identified by Lee et al (2006). Parameter ranges are those used by Pechlivanidis et al 
(2010). 
Predictive ability of the two correlative methods of ungauged catchment modelling is assessed 
for suitability via a cross-validation approach (Isaaks & Srivastava 1989).  Drainage densities 
are calculated via GIS, using a 100m grid for which cells interacting with the surface water 
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map are selected. The proportion of such cells within a sub-catchment is identified as the 
drainage density (Figure 3.9, Table 3.2).  
Ungauged areas overlying aquifers were divided into three units - the coastal catchments to the 
south, the narrow strip to the north and the Chalk-dominated area with low drainage density to 
the west (Figure 3.10). The appropriate PDM parameters for each of these were derived using 
the ungauged catchment model identified as the most appropriate. 
PDM parameters are given in Table 3.3. 
Cross-validation results are given in Table 3.4. Neither the regression nor the Euclidean 
Distance methods outperform the nearest neighbour approach for either PDM parameter. 
 
 
Figure 3.9. Drainage Density Map 
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Table 3.2. Derived Drainage Densities for Sub-Catchments 
 
 
 
Figure 3.10. Ungauged Sub-Catchments and Associated Gauged Sub-Catchments for PDM parameter 
extrapolation 
 
Sub-Catchment Number of Cells Cells Interacting with Surface Water Drainage Density
Atherfield Brook 584 135 0.23
Blackwater 2119 475 0.22
Budbridge 2391 567 0.24
Burnt House 1828 480 0.26
Carisbrooke 1488 69 0.05
Caul Bourne 362 12 0.03
Merstone Stream 611 148 0.24
Scotchell's Brook 931 288 0.31
Shepherd's Chine 377 88 0.23
Upper Shide 146 50 0.34
Waightshale 1695 374 0.22
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Table 3.3. PDM Parameters by Sub-Catchment 
 
 
Table 3.4. Cross-validation RMSE for each ungauged catchment method 
 
3.9 Conclusions 
A framework for the assessment of cluster analysis implementation decision making has been 
applied to the borehole time series dataset for the Isle of Wight, making use of a novel distance 
technique incorporating cartesian and non-cartesian data. Through the use of a clustering 
skilfulness metric, the objective selection of the optimal clustering methodology is achieved. 
This in turn allows the empirical demarcation of zones within the Isle of Wight’s groundwater 
system, identified solely on the basis of the location and descriptive statistics of the borehole 
time series. Calibrated PDM models are derived and the extrapolation to associated ungauged 
areas are used in the Isle of Wight model as described in Appendix 1. 
A shortcoming of this approach is the inability to objectively identify a clustering skilfulness 
metric. This would require a review of the range of metrics currently available, with particular 
note of any inherent bias. However, the focus of this work is on the demonstration of informed 
Sub-Catchment Maximum Storage Capacity (mm) Fast Flow Fraction
Atherfield Brook 94 0.326
Blackwater 955 0.095
Budbridge 845 0.272
Burnt House 178 0.175
Carisbrooke 346 0.32
Caul Bourne 907 0.042
Merstone Stream 692 0.085
Scotchell's Brook 98 0.263
Shepherd's Chine 6 0.033
Upper Shide 154 0.988
Waightshale 519 0.019
Method RMSE (Maximum Storage Capacity, mm) RMSE (Fast Flow Fraction)
Regression 555.0562 0.2396
Euclidean Distance 593.5612 0.124
Nearest Neighbour 470.2318 0.0603
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decision making within applied cluster analysis itself rather than the metric selection, and as 
such the application of a commonly applied metric in the form of silhouette width is 
appropriate. Beyond the metrics available within the literature, an ideal approach would be a 
fully validated technique placing clustering within an environmental model, such that the 
consequence of employing various cluster sets could be compared by processing novel data 
using the complete model and deriving skilfulness scores from the outcomes, however in this 
case this would be extremely complex as groundwater-surface water model development 
presented in Chapter 4 is dependent on the cluster set developed here. 
The assumption that areas of the groundwater which share groundwater time series properties 
are analogous to functional groundwater units within the water system is not certain. Here the 
question arises – how are functional groundwater units defined? An ideal groundwater unit 
within a lumped model has two qualities; it should be hydraulically discrete in terms of lateral 
flow and be homogeneous in aquifer properties. The former allows it to be considered in 
isolation from other groundwater units; the latter allows it to be represented by a single set of 
time series for input, storage and output. Neither of these qualities are widely applicable for 
the Isle of Wight, yet without a complete understanding of the island’s hydrogeology some 
demarcation of groundwater must be made. The first of these criteria presents a significant 
challenge to modelling, which may ultimately addressed using an implementation of Boolean 
modelling (Kelkar 2002) or the depositional model used by Koltermann & Gorelick (1992), 
although both of these approaches require significant additional data. In defining the 
groundwater units on the basis of aquifer properties, this model follows the philosophy of the 
conventional groundwater model, discretised by lithology, the real difference being that the 
lithology is not taken as a direct proxy for aquifer properties. Thus, the approach taken here 
makes fewer, not more, assumptions than a typical hydrogeological model. 
A consequence of the use of data mining techniques is the ability to generate answers regardless 
of the data. This is demonstrated by the illustration of the novel technique in Section 3.5 – data 
sample from a four dimensional uniform distribution space clusters neatly, which is useful for 
explaining the technique but somewhat undermines the significance of generated clusters. In 
this case, the use of the novel distance technique proves a hindrance as skilfulness scores 
generated on data using this metric are not comparable with those generated on Euclidean 
space, for example scores from other studies. Conversely, and to the authors knowledge 
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uniquely in the case of cluster analysis incorporating Cartesian data, we can be certain that the 
clusters generate are not influenced by the physical distance between observation points, only 
by their binary adjacency. In resolving the former issue, the relative agreement between the 
geological map and the generated clusters forms a partial validation, although this dilutes the 
objectivity of the work (Handl et al 2005) and as such partly undermines the motivation for the 
exercise. 
Cluster analysis is widely applicable to problems in environmental science as a technique 
which effectively reduces continuous data to discrete lumped units. It is easily applied and 
produces clear results. It is clear, however, from the range of available reports on cluster 
analysis implementations that consistency in application is not complete, and that the 
motivations for selecting any of the various methodological options are not universally 
provided in publication, which is unfortunate given the bias and influence of these choices on 
modelling outcomes. While statistics research provides an ever-increasing library of advanced 
techniques for analysis, perhaps the fundamental goal in applied cluster analysis should be the 
application of existing techniques within a model within which these choices can be fully 
validated. Nevertheless, in cases where the traditional approaches to modelling the 
environment are not successful, cluster analysis presents a viable alternative. 
The PDM models for the gauged sub-catchments are not notably successful. This is considered 
to be a result of the relatively large time step relative to the travel time of the rivers and high 
uncertainty associated with the data, especially at the extreme flows which are used to calibrate 
such a model. Low sub-catchment travel times are indicated by the fast flow hydrographs, 
which are very flashy with negligible recession curves. While this is to be expected to an extent 
from the fast flow component, a fast flow residence time of up to twelve days is considered 
feasible elsewhere in the UK (Pechlivanidis et al. 2010), reflecting slower surface water 
response to precipitation. The high uncertainty is a possible contribution although the overbank 
flow typical in such cases would response in underestimation rather than the overestimation 
which would explain the high hydrograph flashiness. Methods to improve the model fit might 
include running the model at an hourly time step using disaggregated data or truncating the 
objective function to a percentile of flows (Pechlivanidis et al. 2010), however as the model is 
ultimately to be run at the monthly time step and given the high uncertainty associated with the 
data this is considered unnecessary. 
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Of the methods for extrapolating PDM parameters to the ungauged island areas, the nearest 
neighbour method gave best results. While in effect this is not dissimilar from the drainage 
density environmental predictor, the very small sample size and high heterogeneity on the Isle 
of Wight suggests that any regression is likely to suffer in comparison with using values for 
the adjacent area. 
Constraining a surface water model of the Isle of Wight is not straightforward; the data quality 
is low (Chapter 2) and the surface water fractions are generally small components of already 
small streamflows. Ultimately the conclusions reached here are simplifications – the very 
flashy hydrographs suggest a low residence time which necessitates a simplified the PDM, 
regression relationships are not sufficient to allow sophisticated ungauged catchment 
modelling – which is in line with previous conclusions on the island’s hydrogeology. In the 
small, highly heterogeneous sub-catchments typical on small islands the perceptual model 
breaks down and we have to rely on the data alone. In this case the data quality is not sufficient 
to identify whether shortcomings are in the perceptual model or a product of uncertainties in 
recorded flows. 
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4. Identification of Groundwater/Surface   
Water Exchange through Stepwise 
Regression 
 
The groundwater/surface water systems of small islands are challenging to model due to their 
size and relative heterogeneity. Islands feature many small catchments draining outward from 
one or more points in the interior, resulting in many small streams and as a consequence many 
catchments. The geological anomalies which created the island often result in complex 
groundwater systems, fed by and feeding multiple catchments. Perceptual and qualitative 
assessment of this complexity is challenging; the requisite data on storage and transport of 
water are not routinely available. The review of the hydrogeology of the Isle of Wight in 
Section 1.3 illustrates that the data collected on the island’s geology do not allow a verifiable 
perceptual model to be developed; its extreme complexity means that such a model may not be 
possible without recourse to detailed geophysical assessment and data-mining techniques. 
A methodology for the development of a model representing a whole island as a set of 
groundwater/surface water exchanges is presented in this chapter. Catchments derived in 
Chapter 2 and groundwater units developed in Chapter 3 are used to determine representative 
sets of groundwater and baseflow hydrographs. These inform a multiple regression model, 
which generates a plausible set of groundwater/surface water exchanges. Conscious of the 
discussion around non-linearity in groundwater elevation-storage and storage-discharge 
relationships, this is repeated using two polynomial implementations of the linear stepwise 
model. These models are validated against novel data, and the implications and further uses of 
the model are discussed. 
 
4.1 Island Water Resource Systems 
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Many small islands face challenges relating to water security, with a lack of natural storage 
and limited options for water importation limiting water resource options. (Falkland 1991; 
Greene 2009; Chase et al 2012). In many cases such processes may be worsened by climate 
change; in any case the uncertainty surrounding climate change magnitude and direction makes 
them vulnerable. Modelling such islands is challenging due to their typically geological 
complexity and high density of catchments. These features mean that both model 
perceptualisation and hydrometric data acquisition are difficult (Robins 2013). While the 
physical problems in modelling the water resources of small islands are universal, levels of 
economic development in such cases varies enormously, with many small island developing 
nations regularly facing catastrophic impacts to drinking water supply and agriculture 
following abnormal rainfall or weather events (FAO 2008). In the case of developed islands 
such as those that are part of the United Kingdom, water security for small islands has long 
term consequences for the viability of their food production, industries and environments, as 
climate change and population growth increase pressure on water resources (Robins 2013). 
In order to address such problems, the development of a hydrological model is a necessary first 
step (Beven 2009). This is achieved through successful modelling of both groundwater and 
surface water systems of an island. Historically, groundwater and surface water have generally 
been considered as independent resources (Winter et al 1998; Herron & Croke 2009), even 
though their physical connection has long been understood (e.g. Boussinesq, 1877; cited in 
Winter 1995). While this is convenient given the intrinsic complexity of modelling the system 
due to the different spatial and temporal scales involved (Sophocleous 2002; Fleckenstein et al 
2010) and the cryptic nature of the groundwater system (Winter et al. 1998), an integrated 
groundwater surface-water model is likely to be better physically supported and thus better 
able to represent processes, resulting in improved model performance during periods of low 
water availability (Herron & Croke 2009). 
4.2 Storage-Discharge Modelling 
Many studies make use of a calibrated storage-discharge relationship to represent the 
connection between groundwater storage and baseflow. In its simplest form, this is considered 
in linear form 
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𝑄𝑏 = 𝛼𝑆 
in which α is a calibrated coefficient, 𝑄𝑏 is groundwater-driven discharge and 𝑆 is storage. 
Groundwater elevation may be considered as a component of this, in what may be considered 
an elevation-discharge relationship  
𝑄𝑏 = 𝛼𝑆 = 𝛼𝑘𝑧 
where k is a storage coefficient and z is the groundwater elevation. While k and α may be 
considered as a single coefficient (e.g. Lischeid et al 2010), their separation allows the 
individual effects of elevation, storage and discharge to be considered. In some cases a simple 
model assuming parameter homogeneity in space and time can provide good approximations 
to observations (Brutsaert 2005), however a satisfactory perceptual model may be elusive (Lo 
et al. 2008).  
One method for introducing heterogeneity to aquifer properties is to implement semi-
distributed parameters, splitting an aquifer vertically (e.g. Fleckenstein et al 2010) or 
horizontally (e.g. Yusoff et al 2002). This is analogous to the two-store model commonly used 
in conceptual hydrological models (Wittenberg 1999), in that it goes some way to representing 
the physical processes involved, although the implicit increase in the number of parameters 
makes the model more difficult to satisfactorily  validate.  In reality it may be difficult to 
capture the hydrogeological truth, as functional groundwater units often exists at the sub-
aquifer scale (Fleckenstein et al. 2010), with influential features often at the scale of tens or 
hundreds of metres, far more compact than observable by more observation borehole networks 
(Lischeid et al. 2010). The calibrated approximation of the aquifer structure may therefore be 
both physically inaccurate and empirically representative. Accepting this, Wittenberg (1999) 
introduces implements a nonlinear parameterisation 
𝑄𝑏 = 𝛼𝑆
𝛽 
in which β is a calibrated exponent. A parameterised nonlinear model exchanges some of the 
physical representation of the semi-distributed model for a reduction in the number of 
parameters required.  
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Several perceptualised features of the groundwater-surface water exchange suggest a nonlinear 
relationship. Exponential storage-elevation relationships may arise where porosity is not 
constant vertically (Ireson & Butler 2011), potentially as a consequence of compaction of 
storage media at depth (Botter et al. 2009). Similarly, nonlinear elevation-discharge arises 
where paths to the surface are non-uniformly distributed, activating nonlinearly as the water 
table rises (Botter et al. 2009).  
Such relationships have been identified and validated from case studies comparing between 
baseflow and groundwater (Mishra et al. 2003) and in direct observation of storage media  
(Ireson & Butler 2011). A notable conclusion by Botter et al (2009) is that the form of nonlinear 
relationship may vary and can be either convex (where β>1) or concave (β<1), depending on 
catchment properties, although this is disputed by Wittenburg (1999) who, following 
experimental results, finds β to be between one and two in unconfined conditions. In either 
case, the possibility of β being equal to one is not excluded, which explains the success of a 
linear approximation in some applications. Aulenbach et al (2012) present data which follow a 
concave relationship, although in that case they fit a logarithmic model. 
 
4.3 Regression Modelling  
Regression models are widely used statistical methods which derive an equation for the 
relationship between two or more variables. These models make minimal assumptions of 
process or causality. In the simplest cases, linear univariate regression finds a relationship of 
the form 𝑦 = 𝑎𝑥 + 𝑏 between the explanatory variable x and the response variable y, using the 
fitted coefficient and constant 𝑎 and 𝑏. Such models are straightforward to apply, but the 
inclusion of single explanatory and response variables is limiting and the assumption of a linear 
relationship is not always robust (Wittenberg 1999). 
Linear univariate models are typically fitted using a least squares algorithm, in which fitted 
values of 𝑎 and 𝑏 (?̂? and ?̂?) are found using 
?̂? =
∑ (𝑥𝑖 − ?̅?)
𝑛
𝑖=1 (𝑦𝑖 − ?̅?)
∑ (𝑥𝑖 − ?̅?)2
𝑛
𝑖=1
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and 
?̂? = ?̅? − ?̂??̅? 
thus analytically identifying the values of a and b (Holder 1985). 
More complex implementations of linear regression are multiple regression, which associates 
a single response variable with multiple explanatory variables, and multivariate regression, 
which has multiple explanatory and response variables. Simple multiple regression models 
incorporate all presented explanatory variables. This may not be the most appropriate use of 
the data, with some variables ascribed very small parameter values, representing their lack of 
explanatory value in the model. As a response to this, the set of explanatory variables can be 
rationalised via an objective function or statistical test. 
Stepwise regression uses this approach, selecting a set of variables one at a time from the total 
set of explanatory variables. The process can also be reversed, with explanatory models 
rejected one at a time from the complete set to leave a subset of significant variables. 
The statistical test or objective function chosen influences the result of the stepwise regression. 
A widely used criterion is the statistic coefficient of determination (‘R2’, Piegorsch & Bailer 
2005), 
𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑓𝑖)
2𝑛
𝑖=1
∑ (𝑦𝑖 − ?̅?)2
𝑛
𝑖=1
 
in which f is the fitted line to be evaluated, which provides information not only on the success 
of fit but also on the model performance overall, allowing the final model itself to be accepted 
or rejected. A comparison between models can be made by comparing R2 values. In hydrology, 
R2 is often referred to as the Nash-Sutcliffe Efficiency (NSE). The similar f-ratio, 
𝐹 =
(∑ (𝑦𝑖 − 𝑓1𝑖)
2𝑛
𝑖=1 − ∑ (𝑦𝑖 − 𝑓2𝑖)
2𝑛
𝑖=1 )/(𝑝1 − 𝑝2)
∑ (𝑦𝑖 − 𝑓2𝑖)2
𝑛
𝑖=1 /(𝑛 − 𝑝2)
 
improves on the R2 by incorporating information on the available degrees of freedom, allowing 
the significance of the fit to be determined. Additionally, it allows two models for the data y to 
be compared. Here, f1 represents an original fitted line and f2 is a second line to be evaluated. 
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The corresponding 𝑝1 and 𝑝2 are degrees of freedom for each fit. Significance, or the model’s 
probability of representing a true improvement, can be determined through comparison with 
the F distribution. A stepwise regression will typically utilise this probability to determine 
whether to include or reject a given explanatory variable from the final model, testing a new 
fitted line incorporating a new explanatory variable with the existing model.  
Stepwise regression has been extensively criticised on several counts. A major criticism is that, 
if given sufficient explanatory variables, a stepwise regression model can select a subset which 
can reproduce almost any response variable (Flom & Cassell 2007). Another is that no account 
is taken of correlations between the explanatory variables (‘multi-collinearity’). This can lead 
to extreme parameter values, unrealistically positive or negative, as several similar variables 
attempt to cancel each other (Helsel & Hirsch 2002). While multi-collinearity is a challenge 
for all multiple regression models its effects are exacerbated in stepwise regression (Flom & 
Cassell 2007). It has been suggested that stepwise modelling is outdated as, except in cases 
where large set of explanatory variables are required (which is itself problematic), there is no 
longer a reason not to test every possible combination of variables and select that which 
performs best (Helsel & Hirsch 2002). A fourth criticism is that the f-ratio is a poor objective 
function as it does not directly assess model parsimony (Helsel & Hirsch 2002). The repeated 
testing by the f-ratio leads to unjustifiably low p-values (Piegorsch & Bailer 2005), which can 
lead to unrealistically narrow confidence intervals (Flom & Cassell 2007). 
Several authors suggest improvements or alternative methods to mitigate one or more of these 
limitations. Helsel and Hirsch (2002) recommend the variance inflation factor (VIF) as an 
assessment of multi-collinearity in a set of explanatory variables. For variable j in an 
explanatory set: 
𝑉𝐼𝐹𝑗 = (1 − 𝑅𝑗
2)−1 
In which Rj2 is the R2 of variable j regressed against all other variables in the set. Ideally close 
to 1, a VIF greater than 10 is considered indicative of problematic multi-collinearity. As this 
assesses the existence of multi-collinearity for each variable, they suggest removing variables 
with high VIF. Helsel and Hirsch (2002) also provide three objective functions for conducting 
improved stepwise regression, Mallow’s Cp, Predicted Residual Sum of Squares (PRESS) and 
adjusted R2. Mallow’s Cp and adjusted R2 test specifically for both model performance and 
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parameter parsimony. PRESS uses a resampling algorithm to assess model sensitivity to 
individual explanatory variables. Flom and Cassell (2007) suggest retaining all explanatory 
variables in the final model to remove problems associated with repeated statistical testing. 
They recommend the use of an expert assessment of the model to determine the model’s 
plausibility. The use of a weighted ensemble of models is suggested, using a likelihood statistic 
such as Akaike’s Information Criterion (AIC) as a weighting metric (Helsel & Hirsch 2002).  
Cross validation is also suggested as an indicator of model stability, similar to PRESS.  Narula 
(1979) gives several benefits of a regression methodology based on orthogonal components of 
the explanatory set using principal components analysis, including eliminating multi-
collinearity. 
While some of the suggested techniques are valuable, many are of limited use. Ripley (2002) 
identifies limitations in cross-validation and the related PRESS in that the most common 
‘leave-one-out’ implementation has limited influence, with implementations leaving out 
multiple variables sensitive to the set partitioning algorithm. He notes that AIC and Mallow’s 
Cp have a tendency to over fit the model by adding superfluous variables. As with Flom and 
Cassel (2007)’s suggestion that leaving in all variables is a valid option, this is suggested as 
acceptable if a predictive model is sought. However, the downside is that it reduces the 
explanatory ability of the model. The principal components approach has been criticised for 
potentially concealing models which are identifiable from the original variables but not from 
their components (Flom & Cassell 2007). Piegorsch and Bailer (2005) note that the benefits of 
principal components can be matched with sensible steps such as multi-collinearity testing and 
expert validation. 
When a linear relationship between the explanatory and response variables is not certain, a 
polynomial multiple regression model can be implemented. Each of the explanatory variables 
can be included in the model raised to a series of powers up to and including the order of the 
polynomial model, which can be fitted using similar methodologies to those used to assign 
linear models (Holder 1985). Polynomial multiple regression models can give a useful 
approximation to nonlinear processes, although models greater than third order are rarely 
representative of natural processes without justification through the perceptual model 
(Piegorsch & Bailer 2005). Polynomial regression has been considered for some time 
(Schumpeter 1939), and has been viewed with some scepticism since its inception. Brill (1988) 
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summarises these criticisms, which echo much of the caution regarding stepwise regression in 
that polynomial regression allows automated fitting using a high parameter model, and without 
significant rational supporting evidence (or, presumably, a formal validation approach), the 
model can generate seemingly precise models with no basis in reality. Brill (1988) quotes 
Schumpeter (1939): “The apparent exactness and objectivity of the results . . . [are] almost 
amusing. . . . But this is the natural consequence of the indefiniteness of the purpose” 
Two mechanics which are given by Brill (1988) as not represented in an additive polynomial 
model are time variance and serial correlation. An analogous environmental polynomial 
regression model therefore assumes long-term and periodic trends and hysteresis are not 
significant in the modelled system. 
Stepwise polynomial regression is a logical extension of stepwise regression to include 
polynomial terms which has existed for more than forty years (Snedecor & Cochran 1967; 
Payne 1970). Taylor (1988) makes a robust defence of both stepwise and non-stepwise 
polynomial regression. He agrees largely with earlier criticism, but makes the case that these 
methodologies create strictly empirical models, and are therefore tools to identify patterns in 
the data without assertion of causality. Such models are not dissimilar to deductive models in 
that they require an assessment of plausibility before being accepted as representative models, 
and even in such cases no implication of predictive skill is made. Taylor (1988) points out that 
the assumptions of negligible time variance and serial correlation made by stepwise polynomial 
models are made elsewhere in his field of economics, and this is also the case in environmental 
science. Navidi (2011) states that, without physical justification, all polynomial terms 
associated with a given explanatory term should be included in such a model. 
Stepwise regression approaches are applied to a range of environmental and hydrological 
problems. Brown (1993) used stepwise regression to determine a simplified model to predict 
porosity from a set of geological variables. Ssegane et al (2012) compare stepwise regression 
to several recent techniques for identifying an optimal variable set for identification of flow 
percentiles for forty watersheds in the United States from an initial set of 92 explanatory 
variables. They report the stepwise approach performing well overall but poorly when they 
reduce the number of watersheds included in the model to 10. Bloomfield et al (2009) use 
stepwise regression to predict baseflow index using geological variables. More significantly, 
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using known information on hydraulic conductivity in conjunction with regressed parameters, 
they show their model of groundwater contribution to baseflow to be not just predictive but 
also physically meaningful. 
 
4.4 Methodology 
Three stepwise regressions are conducted on each baseflow from Appendix 1, one linear and 
two polynomial, using representative groundwater hydrographs from the functional 
groundwater units identified in Chapter 3 as explanatory variables. The first set of polynomial 
regressions are conducted using third order models as suggested by Piegorsch and Bailer 
(2005). Reflecting physical properties of the geology (Botter et al 2009, Section 4.2), a second 
set of polynomial models use powers 0.5, 1 and 2. This set includes convex, concave and linear 
components and allows each of these terms to be included with a calibrated coefficient.  
As many of the groundwater hydrographs are incomplete and the longest possible series is 
required for the regression model, a representative hydrograph for each groundwater unit is 
selected. Figure 4.1 shows the locations of boreholes selected to represent each cluster. Each 
is selected on the basis of the length of time series available. Four of the selected boreholes are 
on or very near the Central Chalk, two are on the Southern Chalk and four are on the Lower 
Greensand. Selection of the boreholes associated with the longest available groundwater time 
series and increases the robustness of the comparisons between groundwater time series and 
the baseflow time series in associated rivers.  
Figure 4.2 presents an example of the relationship between normalise groundwater elevation 
time series and baseflow in associate sub-catchments. Further groundwater and baseflow 
comparisons are provided in Appendix A2. All time series are normalised using the range 
scaling approach described in Chapter 3. Due to the short nature of several time series, where 
necessary these are extended using a lag-12 filter approach. Groundwater units are associated 
with sub-catchments on the basis of the perceptual model of groundwater flow.  
A relationship between groundwater elevation and baseflow discharge is proposed as part of 
the island’s hydrological cycle. This association follows the use of methodologies comparing  
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Figure 4.1. Observation boreholes selected as representative of clusters. Selected boreholes are in blue, other 
boreholes are in white.  
 
Figure 4.2 Example comparison between Normalised Baseflow and Normalised Groundwater Elevation. 
Normalised groundwater values are separated by a gap of 1 unit. 
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groundwater levels and river flows elsewhere (e.g. Winter 1995, Lo et al 2008). While 
groundwater is measured as elevation and baseflow is a flow, the two can be linked 
conceptually. As groundwater elevations rise, addition paths to the river channel are activated, 
allowing increased flow. Also, the chalk aquifers of the island fill quickly, with increase in 
groundwater surface elevation adding to spring activity. 
Boreholes associated with each groundwater unit are given in Table 4.1; hydrograph data are 
plotted in Figure 4.3. As the majority of observations are monthly, the hydrographs are 
aggregated to time step by taking the mean of all present observations per month. A lag-12 
filter is then used to identify the annual component, which is then used to infill missing values 
within the first and last observation for each hydrograph. The resulting monthly hydrographs 
are shown in Figure 4.4. Groundwater hydrographs are matched to baseflow time series as 
explanatory variables on the basis of interaction between the groundwater unit geometry 
determined in Chapter 3 and the surface sub-catchments identified in Chapter 2 (Figure 4.5 and 
Table 4.2). Records are truncated such that the longest possible time series for each sub-
catchment is used, with no missing data for any variable. Variables are normalised using the 
range scaling standardisation described in Chapter 3. 
The variance inflation factor (Helsel & Hirsch 2002) is used to detect multi-collinearity in the 
explanatory variables set, excluding multiple components based on the same hydrograph in the 
polynomial models. As a split sample validation is used, a third of the data are set aside for 
groundwater/surface water sets longer than 96 months, with 18 months of data set aside in other 
cases.  
Stepwise regression models are fitted using the f-ratio criterion; inclusions are permitted where 
a p-value is less than 0.05 and exclusions are enforced for p-values greater than 0.1. Negative 
coefficients are excluded on the basis of plausibility. The NSE is used to assess model 
performance. Third order polynomial models are referred to as Polynomial Model A, those 
with powers 0.5, 1 and 2 are referred to as Polynomial Model B. 
4.5 Results 
The mean VIFs calculated for the set of groundwater hydrographs associated with each 
baseflow series show little evidence of dependence (Table 4.3). Of the eleven models derived, 
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one (Upper Shide sub-catchment) did not converge to a significant model for the linear or 
polynomial models. The other ten models all converged to a model (Figures 4.6 – 4.7) with a 
positive NSE during the calibration period (Table 4.4) in linear and polynomial cases. Not all 
the models performed as well during the validation period, with models for Burnt House, Caul 
Bourne and Carisbrooke performing worse than the mean observed value (NSE<0). The best 
model fits by sub-catchment are given in Figure 4.9 and validation NSE scores are shown in 
Figure 4.11. 
 
Table 4.1. Representative Boreholes for each groundwater unit 
Cluster Borehole Name
1 Duxmore Quarry
2 Littleton Down
3 Brighstone Forest
4 Week Farm
5 Youngwoods Copse
6 Carisbrooke Castle
7 Berryfield Cottage
8 Roud WTW
9 Blackwater Shallow
10 Brading Reservoir
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Figure 4.3. Plots of Representative Groundwater Hydrographs for each groundwater unit 
 
 
Figure 4.4. Groundwater hydrographs aggregated to mean monthly values and infilled with lag-12 filter. 
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Figure 4.5. Interaction between groundwater units (coloured blocks) and surface water sub-catchments (black 
outlines). Non-active areas are in grey. 
 
 
 
Table 4.2. Interaction between groundwater units and surface water sub-catchments. 
 
1 2 3 4 5 6 7 8 9 10
Atherfield Brook
Blackwater
Budbridge
Burnt House
Carisbrooke
Caul Bourne
Merstone Stream
Scotchell's Brook
Shepherds Chine
Upper Shide
Waightshale
Groundwater Unit
Baseflow
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Figure 4.6. Example calibration and validation periods of linear model of baseflow (Blackwater sub-catchment) 
 
Figure 4.7. Example calibration and validation periods of polynomial model A of baseflow (Blackwater sub-
catchment) 
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Figure 4.8. Example calibration and validation periods of polynomial model B of baseflow (Blackwater sub-
catchment) 
 
Figure 4.9. Example linear and polynomial models (Blackwater sub-catchment) 
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Table 4.3. Mean VIF for each gauged sub-catchment 
 
 
Table 4.4. Nash-Sutcliffe Efficiency for Calibration and Validation periods by gauged sub-catchment and 
linear/polynomial models. Third order polynomial models are referred to as Polynomial Model A, those with 
powers 0.5, 1 and 2 are referred to as Polynomial Model B. 
 
 
Gauged Sub-Catchment Mean VIF
ATH 1.4
BW 2
BUD 1.6
BH 2.7
CAL 1.1
CAR 1.5
MER 1.6
SCO 1.1
SHEP 2
US 1.3
WAI 1.8
Linear Model Polynomial Model A Polynomial Model B Linear Model Polynomial Model A Polynomial Model B
Atherfield Brook 0.3484 0.3665 0.3665 0.002 0.0258 0.0258
Blackwater 0.6669 0.7082 0.6926 0.4601 0.4145 0.45
Budbridge 0.4025 0.4626 0.4436 0.3403 0.381 0.35
Burnt House 0.3639 0.6509 0.5596 -0.1246 -0.0531 -0.0299
Caul Bourne 0.406 0.406 0.5031 -4.1681 -4.1681 -1.1914
Carisbrooke 0.4567 0.5346 0.5188 -4.2074 -5.4282 -2.8675
Merstone Stream 0.4331 0.4456 0.4456 0.6756 0.6353 0.6353
Scotchells's Brook 0.0511 0.0511 0.0511 0.0498 0.0498 0.0498
Shepherds' Chine 0.2653 0.2653 0.2653 0.4192 0.4192 0.4192
Upper Shide
Waightshale 0.4607 0.476 0.4743 0.1579 0.1444 0.1765
Gauged Sub-
Catchment
No Significant Model
Validation Period NSECalibration Period NSE
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Figure 4.10. Best Fitting Models 
 
Figure 4.11. Validation NSE Scores of Best Fitting Models 
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The stepwise models generated use combinations of groundwater elevation to fit baseflow for 
each gauged sub-catchment. The resulting equations are given in in Table 4.5. An example plot 
of the fit of a baseflow model to a normalised baseflow is given in Figure 4.12. A full set of 
plots of model fits are provided in Appendix 2. Residuals are shown in Figure 4.13, with 
autocorrelations plotted in Figure 4.14. 
The range of equations given shows the importance of nonlinear terms, with square root and 
second and third order polynomial terms identified by stepwise regression as optimal for 
modelling baseflow. These are plausible in line with understandings of groundwater flow 
processes set out in section 4.2 and with the conceptual model set out in Chapter 1.  
Model fits vary in quality, as suggested by visual inspection of fits given in Appendix 2 and 
NSE values from Table 4.4. Along with the residual and autocorrelation plots this suggests that 
the complete picture of groundwater flows is not yet established for the island. This may be 
due to the parsimonious approach driven by cluster analysis, which may be better addressed 
through adding the complete set of borehole time series as explanatory variables for each 
baseflow series. However, further screening would be required to remove models which are 
not physically justifiable. Further, the cluster analysis used here as a precursor to modelling 
addresses problems of sparse data. As with the cluster analysis from Chapter 3, further data 
collection at both each borehole and as further boreholes would very likely improve model fit.  
Residual autocorrelation structures can be divided into three categories (Figure 4.14).  These 
categories are spread across the island and there is no obvious candidate for further 
unquantified groundwater structures. 
Category 1 includes Atherfield Brook, Blackwater, Merstone Stream and Waightshale. These 
structures show a sinusoidal autocorrelation, suggesting that a seasonal influence remains on 
the data. In category 2, Scotchell’s Brook, Shepherd’s Chine and Carisbroke each show high 
autocorrelation at low lag reducing essentially monotonically towards zero. This suggests a 
non-seasonal, long memory system which may be associated with deeper storage with longer 
residence time. Finally, category 3 contains Budbridge and Burnt House, where autocorrelation 
is essentially limited and a stronger case can be made that they remaining system is well 
understood. An alternative suggestion, applicable in the case of Burnt House, is that the systems 
are driven by other processes which have no autocorrelation structures of their own, such as 
sporadic abstractions in this highly developed sub-catchment.   
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Atherfield Brook 1.2239 ∙ 𝐺8
2 + 1.4228 ∙ 𝐺6 + 0.23 
Blackwater 0.4462 ∙ 𝐺9 + 0.123 
Budbridge 0.3886 ∙ 𝐺7
3 + 0.1116 ∙ 𝐺2 + 0.019 
Burnt House 1.0328 ∙ 𝐺1 + 0.6944 ∙ 𝐺8
0.5 − 0.038 
Carisbroke 0.4515 ∙ 𝐺6
2 + 0.349 
Merstone Stream 0.5290 ∙ 𝐺7 + 0.281 
Scotchell’s Brook 0.4884 ∙ 𝐺2 + 0.3651 ∙ 𝐺5 + 0.344 
Shepherd’s Chine 0.6179 ∙ 𝐺6 + 0.39 
Waightshale 0.3814 ∙ 𝐺2
2 + 0.6144 ∙ 𝐺4 + 0.1507 ∙ 𝐺5
0.5 + 0.067 
Table 4.5. Equations for baseflow models for each groundwater unit. 𝐺𝑖 is groundwater unit number 𝑖. 
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Figure 4.12. Example fit of modelled baseflow.to normalised baseflow. Modelled baseflow.in red, normalised 
baseflow.in blue.  
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Figure 4.13. Residual structures from baseflow modelling. Entries distributed along the y axis, shifted by one unit.    
 
 
Figure 4.14. Autocorrelations. Top row, left to right- Atherfield Brook, Blackwater, Budbridge; second row, left 
to right - Burnt House, Carisbroke, Merstone Stream; bottom row, left to right - Scotchell’s Brook, Shepherd’s 
Chine, Waightshale. 
 
 
4.6 Discussion and Conclusions 
Stepwise regression has been used to assess the relationship between baseflow and 
groundwater hydrographs. While this relationship is understood in the context of comparing a 
single baseflow/groundwater hydrograph pairing, the use of multiple explanatory hydrographs 
in a multiple regression model is a novel approach to the disambiguation of a multi-aquifer, 
multi catchment system, particularly relevant for small islands and areas of high heterogeneity. 
In general, model skilfulness as assessed from calibration scores are acceptable to good, but a 
126 
 
 
split sample validation shows that some of this skilfulness  may be a consequence of model 
over-fitting. As with earlier results, models of the Isle of Wight are hindered by questionable 
and short data sets, meaning that the model cannot be satisfactorily proven as an assessment 
methodology. Nevertheless, several skilfulness scores remain high in validation, and insights 
may later be drawn on relationships between groundwater and surface water on the island.  
The stepwise framework allows members of the explanatory set to be rejected. This is useful 
in this context as there is a defined set of candidate variables – the hydrographs of groundwater 
units geometrically interacting with the surface catchment – but no certainty that any physical 
exchange occurs. While based on a significance test, the threshold for inclusion and in 
particular the threshold for exclusion have no meaningful value, although their inclusion of 
both the goodness-of-fit and the number of observations is advantageous as compared to single 
criterion methods such as assessment of residuals. Two considerations are whether this is 
appropriate with varying lengths of times series and whether a different threshold would have 
produced significantly difference results. In the first case, while using a simpler technique for 
determining inclusion and exclusion would have added more terms in those catchments with 
shorter time series, the validity of these additional terms in the context of the short training 
period may not have contributed results with predictive or physical meaning (although 
hopefully this would have been revealed in the validation period). The choice of threshold, 
while arbitrary, gave some models which were poorly validated but found no significant model 
in other cases, so a balance between over-fitting and under-fitting was potentially achieved 
(there are possibly other explanations for the poor validation scores) 
The use of NSE as an assessment of model performance is widely practised. The squared terms 
within NSE bias the result, in that a model fit with fewer, large residuals would score worse 
than one with poor overall performance, which preferentially fits to ‘peaks’ in a time series, 
assuming that relative error in prediction is proportional to modelled quantities. In water 
resources modelling, where the low flows are of greater interest, this is not appropriate, 
although in surface water modelling the large information content in peaks means that such a 
fit can give useful insight into general system properties. Here, where monthly baseflow are 
modelled, these peaks are already truncated.  While solutions to this exist, such as the use of 
objective functions which target lower flows (Pechlivanidis et al. 2010), these are not 
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implemented here, as inspection of the modelled and observed hydrographs shows the NSE to 
correlate well with successful and unsuccessful model performance. 
VIF provides a simple and useful method for assessing multi-collinearity. Other methods such 
as a principal component analysis could have provided a more complete quantification of 
dependence between explanatory variables, but had such a dependence been identified they 
would not, by themselves, by able to resolve the problem as the disaggregation of components 
would still be required. 
Does the use of the polynomial models contribute to the predictive ability of the models? In 
many cases, the polynomial models are an improvement in terms of calibrated NSE over the 
linear cases, although this is rarely a large improvement. A greater range of exponents or a 
calibrated exponent could have improved model fit, however the risk of overfitting the model 
to the data increases as fitting options increase. In some cases the validation results for the 
polynomial models are an improvement on those of the linear model, so some increase in 
options for model fit may be justifiable. In terms of the groundwater system processes, sub-
catchments near the central Chalk had the worst validation NSE, although in most cases these 
were better fitted by the polynomial model B. This suggests that nonlinearity in the Chalk 
groundwater elevation-storage and storage-discharge relationships may be significant in poor 
model performance, and that the exponents less than 1, included in polynomial model B, may 
be more representative of the chalk processes. Elsewhere an even split between polynomial A 
and the linear model was observed, with the model performing better in areas adjacent to Lower 
Greensand and the Southern Chalk (NSE>0, Figure 5.8).  
The poor performance of the models under validation is disappointing. This may be a 
consequence of limited representation of the groundwater-surface water system. However, 
shortness of the available time series and high data uncertainty may also contribute to this 
result. In several cases the linear model is outperformed by the polynomial models in the 
calibration phase but is more successful that the polynomial models in validation. This may be 
an effect of non-stationarity in the data or equifinality in the competing fitted models. As we 
are interested in the best possible model, with predictive skill a greater priority than the physical 
processes, the validation results can be used to identify the ‘best’ model for each sub-
catchment. This effectively turns the validation process into an extension of the training period 
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and leaves the model unvalidated, although as some time series are short this is a necessary 
compromise.  
The stepwise model contributes to our understanding of the groundwater systems through 
providing an evidence–based analysis of correlations between groundwater and baseflow 
without recourse to a prior perceptual model. Processes which are not well understood can be 
detected and, if not explained, then associations between explanatory and dependent variables 
can at least be used as the basis for discussion and more detailed investigation. In heavily 
modified catchments such as those in the east of the Isle of Wight, an empirical model can 
identify both natural processes such as karst flows and anthropogenic processes such as 
transfers, which may otherwise be very difficult to quantify.  
Groundwater-surface water processes are challenging to constrain, especially in the highly 
heterogeneous systems. The Isle of Wight’s hydrological system has presented a challenge to 
groundwater modellers for many years; on the basis of the validation results presented it cannot 
be said to be fully resolved. Factors identified in Chapter 1 including high abstraction from 
groundwater and surface water, complex hydrogeology and the very small surface water 
catchments mean that, short of a highly detailed and physically representative model, the island 
is unlikely to be modelled with complete success soon. However, validation results for the best 
models in the majority of sub-catchments are reasonable and when abstraction data and other 
knowledge of the water resource system are taken into account the model may still provide the 
basis for a water resource model (Appendix 2). 
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5. Water Resource Impact under Climate 
Change  
In this chapter both the impacts of climate change on the hydrology of the Isle of Wight and 
the consequences for water supply availability are addressed. Following the development of a 
representation of the environmental water system in Appendix 2, climate model outputs in the 
form of precipitation and potential evapotranspiration variables are acquired for each of the 
sub-catchments for the periods 1950-2014, 2015-2049 and 2050-2098. The climate change data 
used is the ‘Future Flows Climate’ data set, recently made available to the water modelling 
community and recommended for use by water companies in the Environment Agency’s Water 
Resource Planning Guidelines (Environment Agency et al. 2012). Comparisons between the 
historic modelled period and observations show the need to reconcile modelled and observed 
distributions of precipitation and potential evapotranspiration, which is achieved through 
magnitude dependent bias correction. These are then used to produce time series of 
groundwater levels and river flows.  
A drought index is used to quantify the relative severity of environmental water shortage events 
as anticipated under the modelled climate change scenarios. Finally, the index values are 
interpreted in terms of historic events and consequences for the island’s water supply. 
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5.1 Climate Change and Future Flows 
Securing adequate future water resource availability is a necessity for the maintenance of a 
functioning economy and sustained urban society. As modern infrastructure planning and 
building horizons can be in the order of decades, some level of forecast is in turn necessary for 
plausible planning of water resources. Under the influences of climate change, environmental 
hydrology cannot be assumed to operate to steady-state conditions (Bates et al. 2008) and 
significant effort has gone into translating the output of GCMs to point scale hydrological time 
series representative of hydrological time series at a daily time step for the next century 
(Maraun et al. 2010). While agreement between the mean conditions depicted by modelled and 
observed data is of interest, the occurrence, correlations and severity of low flows are the most 
significant for water resource planning.  
A degree of model validation is provided by assessing historic observation against model 
output in trying to recreate historic conditions. While the scale of the underlying climate model 
make daily conditions impossible to predict, the distribution of a modelled time series of 
sufficient length should reconcile with observations from nature, barring exogenous factors 
(i.e. non-stationary abstractions and discharges). Many processes at the sub-GCM-grid scale 
are unavoidably missed from raw downscaled data, and care must be taken when integrating 
modelled and observed data to avoid the under- or over- estimation of future water supply 
potential. One method for addressing this problem is through statistical post-processing of data 
in order to bring model results and observations into agreement. 
The project “Future Flows and Groundwater Levels” performs the important role of developing 
a spatially and temporally consistent set of precipitation and potential evaporation time series 
allowing hydrological, hydrogeological and integrated catchment modelling to be conducted 
at the catchment or national scale by practitioners unfamiliar with downscaling (disaggregation 
in space) and weather generation (disaggregation in time) techniques. The model uses the 
results of the HadRM3-PPE-UK experiment, using 1 unperturbed and 10 perturbed runs of 
HadRM3 RCM, itself using outputs of the HadGM3 GCM. The resulting 11 member ensemble 
is considered to give a partial but illustrative representation of uncertainty resulting from the 
climate model. Throughout Future Flows the SRES A1B medium emission scenario is used. 
The modelled period is 1951 to 2098. Noted mean biases in the RCM representation of climate 
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versus gridded observations at the 25km grid scale are corrected using a linear additive 
approach for temperature and a distribution mapping approach for precipitation. Precipitation 
is downscaled to a 1km grid, and temperature was downscaled to a 5km grid, with temperature 
converted to potential evapotranspiration via the Penman-Monteith approach. A correction for 
snow processes is applied (Prudhomme et al. 2012). 
 
5.2 Bias Correction Approaches 
Numerous approaches have been applied to transform the distribution of one time series to fit 
a set of desired properties (Watanabe et al. 2012). Linear Scaling (Teutschbein & Seibert 2012), 
one of the methods employed in Future Flows, is perhaps the most ubiquitous, employing a 
simple scaling factor to adjust the time series mean, typically additive for temperature matching 
and multiplicative in precipitation matching (Johnson & Sharma 2011) such that either 
ymod
∗ = ymod ∙ (
E(ymod)
E(yobs)
) 
or 
ymod
∗ = ymod + E(yobs) − E(ymod) 
in which ymod is the modelled variable, yobs is a corresponding observation, and ymod
∗  is the 
modelled variable following correction. Anandhi et al. (2011) state that the application of 
multiplicative change is preferred in that relative change is considered better represented in the 
current climate models, however the additive correction is better applied when working with 
data with a relative scale, such as temperature with units in Celsius. 
More complex approaches incorporate nonlinearity via power transform (Leander & Buishand 
2007), where 
ymod
∗ = aymod
b 
in which b is identified through comparing modelled and observed data, with a subsequently 
identified as  
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a =
E(ymod
b)
E(yobs)
 
An advanced technique used in Future Flows for precipitation downscaling is distribution 
matching. The approach of Piani et al. (2010) is followed, using gamma distributions fitted to 
modelled and observed data and analytically identifying a transfer function to fit modelled 
values to observations. While their parametric approach requires distribution fitting, this is not 
an integral feature of distribution matching, which can also be applied to the empirical data 
distribution (Piani et al. 2010;  Johnson & Sharma 2011; Gudmundsson et al 2012). Removing 
the requirement for a formal distribution allows the derived distribution significantly more 
freedom to match historic observation. 
A fourth approach is the delta-change methodology (Teutschbein & Seibert 2012). Unlike 
previous methods which alter an existing modelled data set based on information from 
observations, the delta change approach modifies the observed data based on information from 
the modelled data thus 
ymod
∗ = yobs ∙ (
E(yobs)
E(ymod)
) 
or 
ymod
∗ = yobs + E(ymod) − E(yobs ) 
Here, ‘the observation data’ represent a form of extrapolation or synthetic information based 
upon recorded time series. The fundamental difference between the approaches is that one 
places greater belief in the precision of the modelled information while wanting to include 
broader properties of observations while the other is more reliant on extrapolated data for 
relative values and autocorrelations, modified to include characteristics of the model output. 
An identified weakness of several bias-correction methods is the uniformity of the change 
factor applied regardless of the state of nature (Teutschbein & Seibert 2012). While the 
nonlinear transform approaches previously described provide a solution to this, there is no 
certainty that the required function follows a power law, or any other form determined a priori. 
An empirical solution is to divide the data into bins, each of which can be fitted with their own 
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bias corrective parameters (Anadhi et al 2010). This has similarity with an empirical 
distribution matching approach, although in the latter methodology a linear interpolation 
between quantiles is used (Gudmundsson et al. 2012). These approaches are collectively known 
as magnitude dependent correction techniques. 
 
The choice of the number of bins used is significant, yet is not always discussed. Boé et al. 
(2007), Themeßl et al. (2011) and Gudmundsson et al. (2012) do not mention the number of 
bins used. Anandhi et al. (2011) cover the topic in detail and describe not only bin counts, 
which range in their study from 1 to 100, but also use bins of different sizes, capturing areas of 
greater interest, specifically at the upper and lower distribution tails. 
 
A well-established non-parametric statistical method for assessing the success of bias 
correction through goodness-of-fit is the two-sample Kolmogorov-Smirnov test (KS, Helsel & 
Hirsch 2002). KS computes the maximum distance between points on the Cumulative 
Distribution Functions (CDF) in the y dimension. It is especially suited to identifying 
differences between distributions which are hidden by the reliance of other comparative 
statistical tests on comparisons between moments.  
 
5.3 Drought Indices and the Joint Deficit Index 
A drought is a defined period of water shortage. The term can be equally applied to deficits in 
‘input’ to the hydrosphere, through rainfall shortage, storage within the natural or built 
environment such as soil moisture or reservoir depth, or ‘outputs’ such as streamflow rates. 
The term can also be applied to the consequences of drought, for example on agriculture (Watts 
2011). Drought is usually identified with anomalous shortage in natural supply rather than as 
a consequence of exceptional demand, in part because the environmental processes causal to 
drought are typically less stable over time than demands. Demographic change and societal 
demand for water may ultimately be the principal factor in a shortfall, although these are more 
likely to be considered as problems of long-term water resource shortage than the cause of a 
specific event (Taylor et al. 2009). As such, despite existing as a consequence of both shortage 
of supply and excessive demand, droughts are widely considered a very slowly evolving natural 
hazard rather than an economic failure. As natural hazards, droughts are among the most severe 
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natural events due to their duration, potential scale and impact on food production. As a driver 
of famine, historical drought events have been among the most fatal in the world (Mishra & 
Singh 2010). In the UK, major famine is associated with disease and high rainfall rather than 
water shortfall, with historic records of drought noting the price of water rather than fatalities, 
although possible association with water quality and disease outbreaks are identified (Cole & 
Marsh 2006). The impact of all but the most extreme droughts on the UK would be financial, 
with Thames Water estimating that a three-year drought affecting London could cost £7bn 
(Dines 2013). 
 
Developing a strategy for drought mitigation requires a quantification of drought probabilities 
and ultimately the quantification of drought events themselves. Methodologies for such 
quantification are known as ‘drought indices’, with the earliest such indices developed in the 
early 20th century (Kao & Govindaraju 2010). As well as the many variables which can be 
used to identify drought, the length of drought, intensity (maximum increase in deficit) and 
severity (maximum deficit) can be considered indicative of drought magnitude (Cancelliere & 
Salas 2004). The relative practical importance of drought length, severity and intensity varies 
depending on the local water resource system (Southern Water 2009). 
 
As the influence of drought variables is not universal and the various consequences of drought 
impact on user communities vary, the number of drought indices has become large. The 
challenges of selecting and interpreting available variables and the drought-influencing 
properties of these variables are resolved differently by different drought indices. The two most 
widely used drought indices are the Palmer Drought Severity Index (PDSI, Palmer 1965) and 
the Standardised Precipitation Index (SPI, Mckee et al. 1993). PDSI is the most widely used 
and well established drought index (Mishra & Singh 2010). Unlike the majority of drought 
indices which are essentially empirical, PDSI incorporates a simple soil model, and uses a 
series of factors to classify droughts on a scale from -4 to 4. SPI is entirely based on 
precipitation, mapping a distribution fitted to observations to a normal distribution. This allows 
precipitation values to be easily interpreted in terms of probability. The fitted distribution is 
typically a gamma distribution. 
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Both of these widely-used indices have been criticised. PDSI is difficult to interpret from a 
statistical perspective and is considered more appropriate for agricultural drought than 
hydrological drought due to its slow response to changing conditions. The equations used can 
be considered arbitrary (Alley 1984) and are sensitive to different variables depending on 
season (Mishra & Singh 2010). Standardised Precipitation Index is considered more robust 
although, as a single variable statistic, it is less informative than the PDSI. The SPI does not 
take into account seasonality, or the effect of the sample time step, means that values based on 
sub-annual observations are not comparable, nor values based on time series with different 
time steps (Kao & Govindaraju 2010). In addition SPI is dependent on the identification of a 
representative distribution (Mishra & Singh 2010).  
 
Many other drought indices have been developed, none of which has been acknowledged as a 
solution to the complex problem of drought identification (Kao & Govindaraju 2010). Morid 
et al.(2006) and Keyantash & Dracup (2002) compare drought indices using different criteria. 
Morid et al. (2006) identify the emerging drought index, a measure of rainfall deficit, as the 
most successful, while Keyantash and Dracup (2002) find the SPI optimal. As a consequence 
of such disagreement, summary ensembles of several indices are used to give an overall 
representative score for operational purposes (Svoboda et al. 2002). Bloomfield & Marchant 
(2014) adapted the SPI to model groundwater, calling their index the Standardised 
Groundwater Index (SGI). While this index provides a robust assessment of groundwater 
levels, the authors suggest that rate of groundwater change provides an alternative metric for 
groundwater drought which is more analogous to the SPI and more appropriate for comparing 
groundwater shortages across timescales. 
 
While the popular drought indices provide a useful metric for comparing historical events, they 
lack a physical interpretation for the purposes of water resource assessment. Szalai et al. (2000) 
assessed the relationship between SPI and both streamflow and groundwater levels, finding 
that different time steps in SPI record gave optimal correlation with the hydrological variables. 
A modified version of the PDSI, the Palmer Hydrological Drought Index (PHDI) presents a 
longer-term component of the PDSI as an index in itself, in order to better represent 
hydrological conditions. Neither of these solutions allow quantification of the consequences 
for water resource managers. By contrast, the operationally based Surface Water Supply Index 
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(SWSI, Doesken et al. 1991), or rather family of indices, use expert judgement to identify the 
relative importance of a series of locally important relevant variables. Thus the Colorado SWSI, 
Montana SWSI and Oregon SWSI each use different weighting factors for streamflow, 
snowmelt and reservoir levels, while the Roos SWSI uses an arbitrary 70% reservoir capacity 
threshold to identify the beginning of drought events. Proposals to address seasonal trends and 
component weightings in SWSIs in the 1990s mitigate factors discussed in the meteorological 
drought index literature today (cf. Kao & Govindaraju 2010).  
 
In the context of UK water resource modelling there are some examples of the use of drought 
indexing for water resource assessment. The relative Aridity Index (AI), a simple rainfall and 
temperature based index implemented for the Thames basin showed a good predictive ability 
of reservoir storage and was subsequently used to identify a regression relationship between 
annual deployable output and the index (von Christierson et al. 2013). Southern Water (2013) 
use the SPI as an indicator of developing drought without developing a relationship between 
their SPI values and available water. However, such drought indices are perceived as complex 
to develop (von Christierson et al. 2013) and the widespread use of a drought index which is 
both statistically valid and informative of the water resource situation has not yet been realised 
by the UK water industry.   
 
Much recent work in drought indexing has focussed on the integration of copulas into novel 
approaches to drought indexing. A copula quantifies the joint probability of two or more 
random variables 𝑋1…𝑋𝑛. Each variable in 𝑋 has a marginal univariate CDF 𝑢, and for 𝑋1…𝑋𝑛 
there is a joint CDF 𝐻𝑋1…𝑋𝑛. The copula of these variables, 𝐶𝑈1,…,𝑈𝑛, is used to calculate the 
joint CDF from 𝑢 as 
 
𝐻𝑋1…𝑋𝑛(𝑥1…𝑥𝑛) = 𝐶𝑈1,…,𝑈𝑛(𝑢1…𝑢𝑛) 
 
The advantage of this is the insight given into the correlation between multiple variables, which 
may be influential in modelling complex system responses. For example, Chun et al. (2012) 
find that correlations between weather variables are significant in calculating evaporation 
climate chagne model output. As there are many such time series within hydrological 
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modelling, copula models have been extremely popular. In particular, they have been used for 
frequency analysis of events (Chen et al. 2013) and drought indexing (Mishra & Singh 2011).  
 
A variety of parametric functions exist for the determination of copulas. The advantage of such 
functions is that they can easily be evaluated at any point, allowing the probability of events 
within and beyond the sample space of the original data. However, each additional variable 
adds a further dimension to the copula structure, and therefore parametric copulas are 
computationally challenging with many variables (Kao & Govindaraju 2010).  
 
Empirical or non-parametric copulas draw their probabilities directly from samples of the data. 
Considering the two-dimensional case (n=2) 
𝐶𝑢1(𝑗1),𝑢2(𝑗2) =
1
𝑖
∑𝐼 (
𝑅𝑗1
𝑖
≤ 𝑢𝑗1,
𝑅𝑗2
𝑖
≤ 𝑢𝑗2)
𝑖
𝑗=0
 
where 𝑖 is the sample size and 𝑅𝑗1is the 𝑗th ranked observation of the set of observations 𝑈, 
formed of observations 𝑢1…𝑢𝑖 . 𝐼 is a logical operator such that 𝐼(𝐴) = 1 where 𝐴 is true and 
𝐼(𝐴) = 0 if  𝐴 is false (Mirabbasi et al. 2013). This allows a copula to be constructed which 
identifies the cumulative probabilities of the 𝑗th ranked events of both 𝑢1 and 𝑢2. The Kendall 
distribution function K is used to turn the copula into the new composite CDF, in which 
 
𝐾(𝑠) = 𝑃[𝐶 ≤ 𝑠] 
where 𝑃[𝐶 ≤ 𝑠] is the probability that a given value in 𝐶 is less than or equal to 𝑠, evaluated 
such that 0 ≤ 𝑠 ≤ 1. 𝐾 is thereafter considered an approximation of the CDF 𝑈1...𝑛 (Mirabbasi 
et al. 2013). 
 
While the simple formulation of empirical copulas make them easier to evaluate in higher 
dimensional problems, the large number of calculations required make the complete evaluation 
of the copula challenging, as this requires 𝑖𝑛 values to be determined. In order to bypass this 
issue, the Kendall function is directly evaluated (Genest et al. 2009). Firstly, a cumulative 
probability 𝜓 is assigned to each observation, such that 
𝜓𝑗 =
1
𝑖
∑ 𝐼(𝑢1,𝑗 < 𝑢1,𝑘, … , 𝑢𝑛,𝑗 < 𝑢𝑛,𝑘)
𝑗
𝑘=1
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 These are then sampled as 
 
𝐾(𝑠) =
1
𝑖
∑𝐼(𝜓𝑖 ≤ 𝑠)
𝑖
𝑗=1
 
 
This empirical copula function is criticised as not being a true a copula function but rather an 
approximation (Genest et al. 2009), and it is true that it gives little insight beyond the 
observation set, but it also allows copula-type problems to be addressed in far higher 
dimensions than could otherwise be attempted, especially with larger sets of time series (Kao 
& Govindaraju 2010). 
 
Kao and Govindaraju (2010) proposed a novel dought index based on the use of empirical 
copulas. Their Joint Deficit Index (JDI) uses twelve dimensional copulas to assess individual 
monthly time series, assigning a value to each historical observation based on the probability 
of the previous twelve monthly values.  
 
Firstly, in order to identify shortages of various lengths to up to twelve months, a series of 
cumulative totals of the variable are identified from the observation set 𝐴, such that  
 
𝐵𝐷,𝑡 = ∑𝐴𝑡−𝑑+1
𝐷
𝑑=1
 
 
in which 𝐷 = 12 and 𝑡 = 1… 𝑖. 𝐵 is therefore a set of moving sums of the previous months’ 
scores. 
 
The JDI then addresses the annual periodicity shown by many environmental variables by 
considering each set of monthly observations only in comparison with data from the same 
month in other years. Kao and Govindaraju also cite the reduction in autocorrelation caused by 
this process as beneficial. The SPI, here used as a Standardised Index or SI as it is not 
exclusively applied to precipitation, is used to transform the data to an 𝑁(0,1) distribution. A 
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distribution is fitted to the derived time series 𝐵, and the normal inverse of each fitted value is 
found. 
 
These standardised totals from 1-monthly to 12-monthly values for each month are then used 
to evaluate the joint deficit status for each observation. The JDI expresses these values on the 
normal distribution (Kao & Govindaraju 2010), such that 
 
𝐽𝐷𝐼(𝑡) = 𝜙−1(
1
𝐽
∑𝐼(𝐵𝑗,1 ≤ 𝐵𝑡,1, … , 𝐵𝑗,12 ≤ 𝐵𝑡,12)
𝐽
𝑗=1
) 
In which t and j independently index the time series B , and 𝜙−1 represents inverse normal 
transformation, converting a series of probabilities to the distribution 𝑁(0,1).  
 
Kao and Govindaraju (2010) apply their methodology to multiple sources both through 
repeated application of the emprical copula, considering the set of indexed variables as inputs 
to a new empirical copula, and as an entire set, comaparing cumulative monthly totals between 
variables in an extremely large copula. Their paper addresses many existing problems in 
drought indexing, as the JDI manages to intergrate assessment of severity, intesity and duration 
in a more nuanced manner by considering previous monthly values; by removing the 
seasonality of environmental variables and by combining the statistical relevance and 
objectivity of the SPI with the ability to consider multiple sources, as achieved by the PDSI. 
 
5.4 Data 
Data from the Future Flows Climate set were acquired for each of the sub-catchments, both 
gauged and ungauged. 
Water for the Isle of Wight public supply comes from surface water and groundwater, as well 
as a transfer from the mainland. Southern Water’s Water Resource Management Plan (WRMP, 
Southern Water 2009) states that there are 15 groundwater sources and one surface water 
source, and gives total minimum and peak deployable outputs for groundwater, surface water 
and the mainland transfer. Information supplied by Southern Water names 11 groundwater 
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sources and provides time series for these and the transfer from the mainland at a daily time 
step.  
From these information sources, several assumptions are made. The 11 groundwater sources 
are presumed to represent the entire groundwater abstraction on the Isle of Wight, with the 4 
additional sources noted in the WRMP assumed to be minor or co-located with one of the other 
11 locations. The 11 names associated with the groundwater abstractions are assumed to be 
broadly indicative of the location of the associated abstraction sites. The single surface water 
intake is assumed to be the Burnt House Abstraction Intake, as identified in Chapter 2. 
None of the available time series for groundwater abstraction are recorded concurrently with 
available environmental observations. The surface water abstraction briefly coincides with the 
modelled period for the Burnt House sub-catchment (3 years), but there is no significant 
correlation between flows and abstractions during this time. This is attributed to the short 
period of coincidence and the influences of dynamic demand for water, as well as river level, 
influencing the rate of abstraction.  
Mean abstractions for each of the sources are identified. Groundwater and transfer mean values 
are determined from data supplied by Southern Water. Abstraction from the Burnt House 
surface water abstraction is listed for the Isle of Wight in the WRMP (Southern Water 2009). 
 
5.5 Methodology 
Future Flows Climate data are divided into subsets of Future Flows History Matching (pre-
2010,FFHM), Future Flows Forecasting 2010-2049 (FFF1) and Future Flows Forecasting 2050-
2100 (FFF2). Model output based on historic observations is denoted HMod. The KS statistics 
of the Future Flows history matching and historical observed data were derived to assess the 
success of Future Flows in history matching. As some modelled and observed data are non-
Gaussian, a non-parametric statistical approach is used. 
As the objective is to use observational data to improve the fit of modelled data while 
preserving the structures within those data, an approach based on correcting the model outputs 
rather than series derived from observations are used. While multiple runs are present for each 
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Future Flows gauge, the spread of climate uncertainty should be preserved as a useful property 
of these data. The unperturbed Future Flows data are therefore used for the derivation of scaling 
parameters for all of the perturbed model runs. An empirical version of the distribution fitting 
model is implemented, using a piecewise linear function (Piegorsch & Bailer 2005) as used by 
Gudmundsson et al. (2012) to determine values on the empirical CDF of the modified data 
from the CDF of the published Future Flows values. 
For each catchment, the unperturbed FFHM are matched to the corresponding HMod. Firstly, bin 
sets Q(HMod) and Q(FFHM) are derived for 1000 quantiles so that 
y∗
mod
(i) = αpymod(i) + βp 
subject to  
Qp−0.1(y) < y(i) < Qp+0.1(y) 
in i = 1: N, where N is the length of y, Qn(x) is the nth quantile of x such that n% of values of 
the series x are greater than or equal to Qn(x), and p being the value which minimises 
|Qp(y) − y(i)| where   p ϵ {0.1,0.2…100}. zp is the subset of all y for which Qp−0.1(y) <
y(i) < Qp+0.1(y). 1000 bins are selected due to the large number of data available and the 
resulting smooth fit this generates. 
Parameters sets α and β are defined as  
αn= 
Qn+0.1(yobs)−Qn−0.1(yobs)
Qn+0.1(ymod)−Qn−0.1(ymod)
 
βn = Qn(yobs) − αnQn(ymod) 
Where ymod is not within the bounds of the maximum and minimum Qn, α is truncated to  
α =
Qmin+0.1(yobs) − Qmin(yobs)
Qmin+0.1(ymod) − Qmin(ymod)
 
or 
α =
Qmax(yobs) − Qmax−0.1(yobs)
Qmax(ymod) − Qmax−0.1(ymod)
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as appropriate.  
Published and modified data are assessed for distributional similarity to the observed 
distribution. A KS test is performed to compare the published and corrected environmental 
variables with the historic observations. 
Climate variables are used as model input to the Isle of Wight model developed in Appendix 
2. Monthly values of groundwater elevation and streamflow are identified for the periods 1950 
– 2014, 2015 - 2049 and 2050 – 2098. Using the identified locations of abstractions for the Isle 
of Wight, groundwater values for ten groundwater abstractions and one surface water 
abstraction are identified. As the surface water values output by the Isle of Wight model 
specifically list flows uniquely generated by sub-catchment, the surface water time series used 
is the sum of values for the sub-catchment and two upstream sub-catchments. 
The JDI is applied to time series for IOWHM, the Isle of Wight model outputs as based on the 
non-perturbed Future Flows set FFHM as corrected. In order to assess the impact of future 
change on the island, this set is used to identify the probabilities against which model output 
based on future projections of climate impacts will be assessed. This is implemented as 
𝐽𝐷𝐼(𝑡) = 𝜙−1(
1
𝐽
∑𝐼(𝐵𝐻𝑀,𝑗,1 ≤ 𝐵𝑡,1, … , 𝐵𝐻𝑀,𝑗,12 ≤ 𝐵𝑡,12)
𝐽
𝑗=1
) 
in which 𝐵𝐻𝑀 is the set of standardised observations as prepared for 𝐵, as developed from the 
set IOWHM. A JDI is developed for each of the 12 sources identified for the Isle of Wight. The 
use of a second empirical copula to index the 12 sources as a single normalised index is 
implemented, as described by Kao and Govindaraju (2010).  
These values for JDI are compared with the results from a modified implementation of the JDI, 
which is altered for water resource assessment purposes. Here, the input set 𝐴𝑚𝑜𝑑is derived as 
the difference in groundwater and streamflow level per time for model inputs, such that  
𝐴𝑚𝑜𝑑,𝑡 = 𝐴𝑡 − 𝐴𝑡−1 
 
Also, the final stage in which output sources are combined is assessed as a weighted sum as 
used by Doesken et al. (1991), with the mean deployable output for each source used to 
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determine the weighting. As in the JDI, the final results are again standardised using the inverse 
normal transformation.  
Gamma distributions are found to be appropriate for all sources in implementing the original 
JDI. When the differences are used the normal distribution is a better fit, and is used in the 
modified JDI. 
 
5.6 Results 
Figure 5.1 and Table 5.1 show the influence of the bias correction derived from the comparison 
of future flows data from the observation period 1950-2014 as applied to Future Flows Climate 
data for the observation period and for the periods 2015-2049 and 2050-2098. Figure 5.2 shows 
the effect of similar bias corrections on potential evapotranspiration. Table 5.1 shows the 
results of the KS tests. Figure 5.3 shows the effects of using modified and unmodified data on 
groundwater levels for each period and Figure 5.4 shows the corresponding river flow 
distributions. Figure 5.5 shows the interval of one standard deviation from the mean around 
each point on the CDF of future rainfall for modified and unmodified Future Flows figures in 
the period 2015-2049 and 2050-2098. Figure 5.6 shows the same intervals on potential 
evapotranspiration. Figure 5.7 shows the same intervals on groundwater elevation and Figure 
5.8 shows the same interval on river flows. Figure 5.9 shows these intervals for JDI and 
modified JDI for the Isle of Wight using exclusively the bias corrected values for 1950-2014, 
2015-2049 and 2050-2098.  
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Figure 5.1a. CDF of Daily Rainfall Depth for gauged sub-catchments. Blue: 1950-2014 (Historical 
Data/Training Period);  Red: 2015-2049; Green: 2050-2098. Dashed lines are bias corrected. Example from 
Atherfield Brook sub-catchment. 
 
Figure 5.1b. CDF of Daily Rainfall Depth (detail). Colour order as in Figure 5.1a. Example from Atherfield 
Brook sub-catchment. 
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Figure 5.2. CDF of Daily Potential Evapotranspiration.. Colour order as in Figure 5.1a. Example from 
Atherfield Brook sub-catchment. 
 
Figure 5.3. CDF of Monthly Groundwater Elevation. Colour as in Figure 5.1a. Example from Unit 1. 
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Figure 5.4. CDF of Monthly River Flow. Colour order as in Figure 5.1a. Example from Atherfield Brook sub-
catchment. 
 
 
Table 5.1. Results of the KS tests comparing observations with original and bias corrected environmental 
variables 
Variable
Bias Corrected? Original Bias Corrected Original Bias Corrected
Ath 0.088 0.033 0.224 0.002
BH 0.097 0.032 0.234 0.019
Bud 0.096 0.033 0.240 0.057
BW 0.096 0.035 0.230 0.011
Car 0.102 0.039 0.239 0.089
Cal 0.097 0.033 0.245 0.067
Mer 0.091 0.034 0.236 0.007
Sco 0.091 0.048 0.230 0.013
Shep 0.089 0.033 0.224 0.016
US 0.107 0.042 0.243 0.006
Wai 0.093 0.048 0.240 0.052
Precipitation PE
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Figure 5.5a. CDF of Rainfall intervals under climate model run ranges. Blue: 2015-2049; Cyan: 2015-2049, bias 
corrected; Red: 2050-2098; Green: 2050-2098, bias corrected. Example from Atherfield Brook sub-catchment. 
 
Figure 5.5b. CDF of Rainfall intervals (detail) under climate model run ranges. Blue: 2015-2049; Cyan: 2015-
2049, bias corrected; Red: 2050-2098; Green: 2050-2098, bias corrected. Example from Atherfield Brook sub-
catchment. 
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Figure 5.6. CDF of potential evapotranspiration intervals under climate model run ranges. Colour order as in 
Figure 5.5a. Example from Atherfield Brook sub-catchment. 
 
Figure 5.7. CDF of groundwater elevation intervals under climate model run ranges. Colour order as in Figure 
5.5a. Example from Unit 1. 
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Figure 5.8. CDF of river flow intervals under climate model run ranges. Colour as in Figure 5.5a. Example from 
Atherfield Brook sub-catchment. 
 
Figure 5.9 CDFs of Mean (historic) and Intervals (projections) of drought indices for the Isle of Wight under 
Climate Change. Blue: 1950-2014; Green: 2015-2049; Red: 2050-2098. 
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5.7 Discussion and Conclusions 
The bias correction model shows both that there is a disagreement between the Future Flows 
Climate data and the modelled or observed values used in the Isle of Wight model and that the 
bias correction does a robust job of reducing this disagreement (Figure 5.1 and Table 5.1). The 
use of this correction factor is significant in terms of the forecast change to the hydrology of 
the Isle of Wight, however the change over time has a stronger influence on forecast change 
than the bias correction in all cases except potential evapotranspiration.  
The single standard deviation interval around the data contains a proportion of the uncertainty 
deemed ‘likely’ (Mastrandrea 2010). This choice is otherwise arbitrary and an interval based 
on two standard deviations would have been justifiable. These intervals are derived from the 
spread of CDFs at each point on the y-axis (each probability threshold), and are therefore 
indicative of the probability that a given value on the y-axis relates to a point on the x-axis, for 
example in the Atherfield Brook sub-catchment in the period 2050-2098 using the bias 
corrected model it would be correct to say that the quantity of rainfall with 97% probability of 
non-exceedance would likely be in the range 24mm-29mm. This is done in preference to fitted 
intervals on the y-axis, which would return a range for the probability of a given quantity of 
rain. This approach is considered more suited to assessing changes in availability of water 
resources. Intervals are fitted to CDFs rather than the entire data set as these many values 
cannot be considered to be independent of each other. These intervals are broad and typically 
more significant than both the influence of bias correction and the change in climate signal 
over time. 
The Future Flows Climate dataset simplifies the forecasting of the consequences of 
hydrological response to climate change. The presented methodology for improving the 
modelled distribution of low flows illustrates how these data can be used to inform strategic 
water resource planning in the short and medium term by reconciling past and forecast weather 
variables into coherent transient time series, providing a more precise and usable representation 
of future water resource availability and uncertainty for the UK. Bias correction can serve as a 
useful tool for water resource projection through improved matching of precipitation and 
evaporation time series. Perhaps the best use of bias correction techniques such as those 
discussed here would be to broaden the range of uncertainties to include both the published 
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Future Flows results and our own bias corrected simulations. However, as a degree of 
continuity is required between our current understanding of the UK’s water resource system 
and anticipated changes in the next 80 years, it seems clear that a correction to bring modelled 
change into line with observations is essential. 
While multiple Future Flows runs could have been considered independently, it is the overall 
fit of the spread of these models to the observations that is of interest, hence the future flows 
results are pooled. Had the multiple Future Flows runs been considered via Kruskal Wallis or 
multi-nominal KS (Böhm & Hornik 2012) the spread of Future Flows runs would have been 
tested as well which is of lesser interest. Ideally each parameterised set of climate physics 
realities would be able to skilfully match historic data, however correcting to the pooled set is 
conservative as it generates a wider range of Future Flow scenarios. The rationale behind this 
is that cannot have total confidence in the historic data set (Sunyer Pinya et al. 2013). The ideal 
case would be to correct each run to historic data and separately account for uncertainty in 
observations (Kirchner 2006). Further, the uncertainty captured by Future Flow is 
representative of a single aspect of the climate model, and further analysis of a broader range 
of uncertainties, such as model runs beyond the SRES A1B medium emission scenario, could 
give greater insight for water resource planning. 
A limitation of the presented approach is that it assumes stationarity in the variable time series 
between 1950 and 2014, which is a weak assumption. However, the construction of a non-
stationary empirical CDF of flows representative of change to the annual level would be 
impractical due to the low probability of capturing extreme values. Similarly, the representation 
of the Future Flows scenarios as a time series only lasting for 35 or 50 years introduces the 
possibility of simulated drought events in these series distorting the overall picture of projected 
change.  
Results from the JDI and modified JDI are similar, with the use of normal distributions and a 
weighted combination of values rather than an asymmetric distribution and a second copula 
ensuring that the modified JDI returns a smoother curve. The more severe drought events are 
not reported well by the JDI. The JDI struggles to index several water resource sources which 
are weakly correlated. By contrast, combining the outputs of modified JDIs based on normal 
distributions as a weighted sum allows these events to be more clearly identified. 
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The JDI model output shows an unclear picture of the future effects of climate change on water 
resources. In general, more water is shown to be available under most conditions, with the 
2015-2049 window lower interval crossing the historic observation CDF at around p=0.5, 
suggesting that in the worst cases there would be less fewer high groundwater events but also 
fewer low groundwater events. CDFs of the other intervals suggest more high groundwater and 
fewer low groundwater events. This is sensible as the climate model inputs in general show 
increased rainfall extremes; while potential evaporation is projected to increase the fixed 
routing coefficient set in Appendix 2 would divert a potentially large proportion of large 
rainfall events as recharge, with minimal influence of evaporation. By contrast, each climate 
model using the modified JDI shows a reduction in all but the largest modified JDI scores. This 
represents the distribution of correlations in the rates of change in the groundwater across the 
preceding 12 months, which counterintuitively may support the observations in the original 
JDI. As this correlation drops, the probability of the sharpest drops in groundwater level 
coinciding with the steepest 12-month recessions (and intervals between) decreases. This is 
indicative of changed autocorrelation in the drought time series. This may be an accurate 
representation of climate change, but it may also represent a weakness in the climate model, 
and would not be resolved by bias correction. It would explain the changes noted by the JDI as 
the lowest levels of groundwater depth would not necessarily be reached. Interestingly, the 
combination of these two figures provides more information than either individually, and the 
potential for an index combining rate of change in groundwater elevation with absolute 
groundwater levels would be of interest. 
The JDI sets out to bring clear benefits over other drought indexing techniques. The 
simultaneous assessment of multiple deficit periods provides a more nuanced assessment of 
drought severity, intensity and duration. Normalising the index value allows probabilities to be 
expressed more clearly than in the PDSI and the use of multiple sources allows a broader 
picture of drought to be developed than for the SPI or SGI. However, these goals are neither 
straightforward to achieve nor entirely met and there is scope to develop the JDI further.  
Limitations to the JDI relate to difficulties in comparing transient variables such as 
precipitation and potential evaporation with cumulative stores such as groundwater and soil 
moisture. Here, streamflow is an interesting case as it is both a measure of flow and, in areas 
of high baseflow, a metric of storage levels in associated aquifers. As baseflow is a dominant 
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process on the Isle of Wight, and surface abstractions are a small percentage of supply, the 
surface flows are also included using the differencing method, however fast flow and baseflow 
are separated within the Isle of Wight model and could be indexed separately. The use of 
differenced variables can be justified in that the fundamental purpose of the JDI is to determine 
deficit, whereas information on the groundwater level 12 months previous to the time step of 
interest has little information not contained within the groundwater level itself. A further use 
of the JDI is to estimate the probability of further drought and the probability of a return to 
normal conditions within a given number of months, which is incompatible with instantaneous 
readings of groundwater levels. The use of recharge would be a further candidate for JDI 
monitoring, but this is inconvenient to assess directly.  
The choice of fitted distribution influences the output of the JDI. Kao and Govindaraju (2010) 
use the gamma distribution for precipitation and the general extreme value distribution for 
streamflow. These are suited for reasonably correlated sequences such as averaged series of 
observations of a single variable, but are less suited to potentially less correlated sequences 
such as sets of variables. As the correlation drops, the number of events which reach the 
minimum value in the distribution (𝜓𝑗 =
1
𝑖
) increases, leading to the number of low values 
seen in the published JDI. The normal distribution is a better fit to the differenced data, and as 
it is not truncated to a lower bound this problem is removed. Similarly, when using a previous 
set of training values to assess a new set of data (as implemented here for the assessment of 
climate change scenarios) new observations below the minimum value in the training set gives 
a probability of 0. As a consequence the JDI range becomes truncated at the lowest value in 
the training set. The straightforward solutions to this problem would be to fit a parametric 
copula, although the large number of dimensions of dimension in which this problem would 
have to be resolved make this challenging. While the limit of this methodology to the lowest 
recorded drought is frustrating, it is perhaps less significant for two reasons. Firstly it identifies 
the limit of the model, since such an empirical model of correlation between observations does 
not necessarily hold beyond the historical observed range, and secondly the occurrence of very 
large droughts beyond those recorded may be of less interest operationally than the probability 
of 1-in-10 and 1-in-20 year events. 
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By assessing twelve windows of observation the JDI can provide more insight than the 
combination of drought intensity, severity and depth. Trade-offs are the limitations introduced 
by the 12-dimensional copula, which is difficult to map and cannot be sensibly extrapolated. 
Within the JDI the months examined are weighted equally, however this could be changed 
when the monthly data are summed through the introduction of a weighting scheme. By 
contrast neither of the methodologies presented by Kao and Govindaraju (2010) for assessing 
multiple sources with the JDI are satisfactory – using a single copula to map 12 months of 
historic data for multiple sources leads to very low probabilities. Using a separate copula to 
assess correlation between sources addresses this problem, however both methodologies apply 
equal weighting to each source. Mirabbasi et al. (2013) resolve this by presenting mapped, 
spatially interpolated JDIs. There is a fundamental trade-off between equal evaluation of each 
source (examining joint probability of supply availability) and examining the quantity of 
available water (effectively the sum at any time step). The solution proposed here is simply to 
reject the copula methodology for combining sources and use the sum of index values weighted 
by water availability, as used by Doesken et al. (1991). 
The potential for climate change to influence the water resources of the Isle of Wight is not 
clear. Evidence for reduced overall storage, changed distributions of extreme high and low 
flows and altered autocorrelation in time series, each with uncertainties attached, make future 
scenarios of change complex. One interpretation of the disagreement between thee JDI and 
modified JDI is that autocorrelation in the time series changes, with correlations in the absolute 
values of groundwater over the preceding twelve months staying constant but correlations in 
the changes in groundwater elevation altered. 
Drought indexing provides the ability to compare droughts across space and time, and in some 
cases allows different types of drought to be compared. While new indices allow more variables 
to be compared and may contain more information, the complexity of established drought 
indices hinders their uptake (von Christierson et al. 2013). It is noticeable that both the UK 
water industry and the international drought community remain attached to metrics of shortage 
which have demonstrably been superseded (DO and PDSI respectively), yet they remain not 
just popular but have legal and regulatory meaning. Acceptance of a new system of 
quantification is clearly a challenge, not least because these figures develop meaning over time.   
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The lack of time series of available water and environmental data available for the same time 
periods limits the ability of this work to assess the relationship between deployable output and 
environmental water conditions. Even where abstraction data are available the difference 
between abstracted water and available water is unquantifiable. Limitations to abstraction can 
be introduced by demand as well as availability of supply, and without knowing which is the 
limiting factor at any point the conclusions that can be drawn from such data are limited. The 
use of weights to represent the sources based on their mean non-zero output does not convey 
information on their available water at any time as this is certainly a set of unique non-linear 
processes. Should data on available water become accessible for the same time period as 
groundwater or streamflow data the fitting of a parametric copula function to relate 
environmental water metric to available output would be useful and informative. The 
combination of data on water availability over time in an empirical copula would provide 
interesting information on the probability of source shortfall, although as the empirical copula 
weights all sources equally this would have to be considered alongside traditional metrics such 
as deployable output. A drought index which could provide information on both the availability 
of water and the joint probability of source failure would be a clear candidate to succeed the 
Deployable Output, although how this might be achieved in a single figure value is not clear.  
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   6. Conclusions 
6.1 Summary of Thesis 
This thesis seeks to give insight into the unsolved questions around the environmental water 
resource system of the Isle of Wight and its potential for future change. In doing so, the 
techniques used and developed are anticipated to contribute more broadly to the fields of 
hydrology, hydrogeology and applied environmental statistics. However, an applicable set of 
model outputs which may be of use for future research into the island’s water system have also 
been achieved, and the research questions and aims posed in Chapter 1 have been answered 
and achieved within reason.  
The thesis reports on the implementation and resulting performance of a series of published 
and novel methods for empirical assessment of water resources and contributing processes. 
Consistently, several questions are asked: how is a given methodology implemented in practice 
in hydrology? How has it been developed recently in the theoretical literature, and how is it 
applied in other applied fields? How can advances from other fields be used to develop the 
methods used in practise in hydrology? In evaluating the application of methodologies 
developed outside hydrology, their value can be demonstrated and the gap between applied and 
theoretical work can be narrowed.  
The analysis of the groundwater and surface water systems of the Isle of Wight gives extensive 
and evidence-based new insight into the movement and storage of water around the island. 
Chapter 3 groups groundwater observations into units, which can also be interpreted as the 
identification of divisions within the groundwater Figures 6.1-6.4 show how new groundwater 
structures can be implied from the cluster analysis results. The cluster analysis suggests 
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groundwater divides across both chalk structures. These are logical as both are parallel to 
conceptually identified groundwater flow. The identification of possible structures in the 
Lower Greensand, principally one north-south and one east-west divide, warrants further 
investigation. Division of the eastern limb of the Central Chalk into three groups is also not 
unexpected due to hydrogeological understanding of the island suggesting that water flows in 
parallel with chalk stratigraphy. However, that one of these groups is more closely associated 
with the Lower Greensand than the other chalk aquifer units suggests that the aquifer may fill 
more rapidly than anticipated, draining through springs or subsurface interruptions to the clay 
to provide water to the central sandstone aquifer.  
Figures 6.1-6.4 illustrate new insights into groundwater flow developed in Chapter 4. These 
show two aspects of the groundwater-surface water models. Firstly, the magnitude of the 
coefficient applied to each term in sub-catchment models is illustrated, giving an understanding 
of the relative important of each component to baseflow. Secondly, the polynomial order of the 
term identified by the model allows insight into nonlinearity in groundwater flow, indicative 
of dynamic flow patterns. Neither can strictly be associated with absolute flow magnitude. 
In the east of the island (Figure 6.1), very little influence from the Central Chalk is identified. 
The exception to this is flow into Burnt House sub-catchment, which makes up the majority of 
flow into this reach. The Southern Chalk contributes extensively to the Scotchell’s Brook and 
the Waightshale sub-catchments. Of interest is flow from the identified central unit of the 
Southern Chalk across the identified groundwater divide into the Waightshale and Budbridge 
sub-catchments, although this may easily represent geological anomalies in the chalk or 
inaccuracy in the groundwater divide line, which may not be a linear feature. The Lower 
Greensand is more complex, with a mixed picture of contributions connecting faintly connected 
groundwater units and sub-catchments, and in three cases crossing groundwater divides. This 
supports the conceptualisation of Packman (1991) which emphasises the importance of 
groundwater layers, which were not addressed in this study due to data limitations.  
Flow on western side of the island is dominated by groundwater units associated with the 
Central Chalk. The groundwater profile for the eastern unit of the Central Chalk is a major 
contributor to the Carisbroke, Shepherd’s Chine and Atherfield Brook sub-catchments. The 
mixed Lower Greensand/Southern Chalk unit contributes to the Atherfield Brook sub-
catchment. Unexpectedly, only a single unit associated with the central Lower Greensand 
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contributes to the large Blackwater sub-catchment. Unlike the east of the island, flows are more 
intuitive. This is influenced by the larger identified groundwater units but both analyses suggest 
that the western side of the island is less complicated in terms of hydrogeology and 
groundwater. 
Nonlinear terms dominate the stepwise analysis. There is no association between the order of 
the flow term and its associated geology, and the same groundwater unit can contribute 
different order terms to different sub-catchments. Similarly, sub-catchment does not control 
the order of the groundwater terms, a possibility if the local conditions were determining 
baseflow response.  
The methods presented in this thesis use alternative solutions to model the influences of climate 
change on complex, data sparse and/or small scale integrated groundwater-surface water 
systems. Complexity is a recurring problem in environmental modelling and the demonstration 
of empirical techniques for environmental modelling alongside the fundamental requirements 
and their assumptions and the decisions required for their correct implementation is balanced 
by the observation that conventional physically base approaches are also dependent on many 
assumptions which often go untested. Nevertheless, the use of statistical techniques applied is 
not always well considered in applications from the hydrological and hydrogeological 
literature. Data-driven approaches to the modelling of complex systems, especially where 
conceptualisation of the system is challenging, are strongly supported by recent developments 
in literature and may contribute significantly to environmental modelling in future. Data sparse 
conditions are extremely prevalent and the use of grouping or clustering techniques can be used 
to use shorter records to support the broader application of longer and more complete time 
series. Ultimately the best solution to data sparse conditions is to gather more data and this 
must be considered for areas as wealthy and accessible as the Isle of Wight. Small scale 
hydrological situations such as the Isle of Wight are overlooked because of their small scale, 
however these smaller areas, in particular islands, present interesting and challenging problems 
for modelling and in these cases data driven techniques may be most broadly applied.    
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Figure 6.1. Coefficient magnitudes for groundwater-surface water flow models. Eastern Isle of Wight. Proposed 
groundwater divides are in white, flows are in yellow. Flow line width is proportional to the ascribed coefficient 
magnitude from Chapter 4. 
 
Figure 6.2. Power orders for groundwater-surface water flow models. Eastern Isle of Wight. Proposed 
groundwater divides are in white, flows are in yellow. Flow line width is proportional to the ascribed power order 
from Chapter 4. 
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Figure 6.3. Coefficient magnitudes for groundwater-surface water flow models. Eastern Isle of Wight. Proposed 
groundwater divides are in white, flows are in yellow. Flow line width is proportional to the ascribed coefficient 
magnitude from Chapter 4. 
 
Figure 6.4. Power orders for groundwater-surface water flow models. Eastern Isle of Wight. Proposed 
groundwater divides are in white, flows are in yellow. Flow line width is proportional to the ascribed power order 
from Chapter 4. 
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In the first chapter, four research questions were set out. These were: 
1) What are the likely consequences of climate change on the groundwater and surface 
water of groundwater-dominated water resource systems such as the Isle of Wight, and 
how can these consequences be quantified? 
 
2) How can small island systems such as the Isle of Wight be represented in a 
hydrological/hydrogeological model? 
 
3) How can groundwater-surface water interaction be quantified in a multiple-aquifer, 
multiple-catchment system? 
 
4) How can the effects of climate change on water resources be quantified where only 
partial information on the relationship between environmental hydrology and water for 
supply is available? 
These are answered as follows: 
1) New methodologies for modelling groundwater, groundwater-surface water interaction 
and water resource assessment are presented as part of this thesis. Convention 
approaches to surface modelling and the integration of the components are used to 
develop a complete integrated model. An indexing approach introduced as part of the 
water resource assessment completes this process, allowing quantitative comparison of 
simulated historic and future projected sets of climate data.  
 
2) The small island system is modelled through a series of component models as set out 
in Chapter 3 (groundwater system), Chapter 4 (groundwater-surface water interaction), 
Appendix 1 (surface water) and Appendix 2 (the whole island model; an integration of 
the other 3). The rationale for this complex and unconventional set of models is 
specifically tailored to the complexity and poor data availability for the Isle of Wight, 
however there may be other situations where such empirical hydrological, 
hydrogeological and integrated water resource models are required. 
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3) Chapter 4 details how this is achieved. The linear regression techniques used act as a 
data mining process and seek optimal efficient models through identification of 
correlations between groundwater levels and baseflows. This produces a set of models 
of groundwater-baseflow models which are used across the island in the island-wide 
model (Appendix 2). The potential for nonlinear relations between groundwater 
elevation, storage and discharge to baseflow is addressed through the assessment of 
nonlinear regression models. 
 
4) The consequences of climate change can be quantified through a drought index. Two 
drought indices, the JDI and a modified JDI, were implemented to assess climate 
change. The JDI assesses absolute groundwater levels and a river flow, and compares 
these as equally weighted. The modified JDI specifically indexes changes in 
groundwater elevation and weights groundwater levels and river flows according to 
their importance as water sources. In introducing this weighting term, information on 
the relative significance of various groundwater and surface water model components 
are included, even though a relationship between environmental conditions and the 
available water cannot be determined. 
 
 
6.2 Novel Contributions 
A series of contributions to knowledge have been made by this thesis. 
1) A methodology for the integration of spatial variables with non-spatial variables in a 
cluster analysis (Chapter 3). 
 
2) A framework for the comparison of methodologies for clustering multivariate 
environmental data, evaluating choices made within cluster analysis using the data-
driven cross-validation approach (Chapter 3). 
 
3) A new model of the hydrology and hydrogeology of the Isle of Wight (Chapters 3 and 
4, Appendices 1 and 2). 
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4) A method for determining the relationship between groundwater levels and baseflow, 
specifically suited to small island modelling (Chapter 4). 
 
5) An assessment and critique of the Future Flows Climate data set (Chapter 5). 
 
6) A new drought index, based on the JDI, better suited to multiple data sources and water 
resource assessment (Chapter 5). 
 
7) A set of climate projections for the Isle of Wight, detailing both the groundwater and 
surface water time series and indexed representation of the whole island’s state from 
1950-2014, plus eleven scenarios, means and intervals for the period 2015-2098 
(Chapter 5). 
 
6.3 Further Work 
Several potential avenues for further work have been identified during the development of this 
thesis. These are 
i. The use of data-driven models such as data-based mechanistic approaches to 
develop models of complex groundwater and groundwater-surface water systems 
without recourse to predetermined model structures 
ii. Comparison of a broader range of clustering algorithms than that presented in 
Chapter 3 for assessment of optimal approaches 
iii. A fully nonlinear stepwise approach to comparing groundwater and baseflows 
iv. Separate evaluation of the differencing and weighted averaging changes made as 
part of the modified JDI. 
v. Further data collection. As with any environmental model, the best way to improve 
the robustness of model output through better model development, calibration and 
validation is to expand the series of recorded events. While there are many river 
gauges and groundwater observation wells on the Isle of Wight, the records are not 
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complete. It is difficult to see how a more thorough model of the island could be 
constructed without improved access to continuously recorded data. 
vi. A review of existing modelling work conducted. Maurice et al (2011) and Osborne 
(2000) do good work in presenting summaries of modelling work conducted for 
commercial or regulatory purposes. While much of this is confidential due to the 
classified status of public water sources, some detailed information on the Isle of 
Wight is simply not published. Further exchange of ideas between the academic, 
private and government spheres would allow a more informed model of the Isle of 
Wight to be developed. 
vii. Geological/geophysical investigation. Novel geophysical techniques may give 
good insight into the geology and hydrogeology of the Isle of Wight. Tracer test 
results could better inform the hydrological model. Groundwater losses to sea could 
be better determined. 
viii. Development of the land surface model. The surface water model is given brief 
consideration here in Appendix 1 due to the limited data and relatively low 
significance of both the fast routing component and the surface water component of 
deployable output. However, land use, soils, vegetation and superficial geology 
may all contribute to the contribution of precipitation and potential 
evapotranspiration to recharge and fast flow. These can also be considered non-
stationary and may change over time, particularly under climate change 
ix. A representation of the agriculture and private abstractions of the island. Private 
abstraction data were limited, yet agriculture is a significant water user on the 
island, and again may be non-stationary (as a special case of land use). How this 
may change over time, especially if abstraction reform occurs, could have 
significant effect on the island’s future water. 
x. Extension of the model to deployable output. Limited data were received on public 
abstraction. If data on the daily availability at each source could be acquired and 
modelled against groundwater and surface water data a more comprehensive picture 
of the effects of low flows and future change could be derived. 
xi. Detailed projections of future demand. Population growth is expected to occur on 
the Isle of Wight, and peak factors in demand due to summer use and tourism are 
significant. Projections of this and the associated uncertainty would allow a more 
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detailed model of future change to be constructed, although this is done to an extent 
by Southern Water (2009) for regulatory purposes.  
xii. A set of adaptation pathways, investigating the options for future water provision 
on the island. Again this is done in the Water Resource Management Plan of 
Southern Water (2009), but there may be scope to introduce new methodologies 
and a more comprehensive appraisal of risk. 
 
6.4 Closing Remarks 
This thesis and the research conducted for its preparation end with an unclear picture of future 
change for the Isle of Wight. Uncertainties in the projections make discerning climate change 
a real challenge, and it is not especially surprising that no clear signal emerges. Nonetheless, 
the modelling of the Isle of Wight is an ongoing process and, as the understanding of the Isle 
of Wight from previous studies has contributed to this research, so hopefully the components 
of the model developed here can influence future research. The conclusion that future change 
is uncertain and the direction of change is unclear is not the same as there being no significant 
result, and in fact the absence of a sharp decrease in modelled water available is good for the 
Isle of Wight, but the difficulties in proving the effectiveness of techniques demonstrated is 
unfortunate. Nevertheless, a range of novel techniques for statistical hydrology, hydrogeology 
and water resource assessment are demonstrated, and some problems illustrated in the recent 
literature have been addressed and potentially solved. The impact of this research on other 
research and operational management of the Isle of Wight and beyond can only be determined 
in time, but many of the results presented make a strong case that empirical modelling of 
complex systems is at least a potential solution to the challenges posed by environmental 
heterogeneity, sparse data and future uncertainty. 
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Appendix 1. The Integrated Model 
This section combines the models from of  Chapter 3 and Chapter 4 into a water resource model 
of the Isle of Wight capable of transforming distributed rainfall and evaporation data into a set 
of river flow and groundwater elevation time series. These are simulated by extending the 
driving data set from the truncated records used for model calibration, in which all relevant 
variables must be present, to the full extent of the rainfall and evaporation time series, two of 
the longest sets of derived environmental observations for the Isle of Wight. Multiple 
uncertainties in the model contribute to difficulty in reconciling derived infiltrations and the 
observed groundwater levels. Multiplicative bias correction is used to identify and resolve 
differences between time series of modelled groundwater storage and observations of 
groundwater elevation. 
 
A1.1 Methodology 
Figure A1.1 gives the outline of a basic unit of the model. Precipitation and potential 
evapotranspiration are transformed into effective precipitation as described in Appendix 1 and 
routed to surface water and groundwater. The routing parameter divides this into infiltration to 
the groundwater linear store and the surface linear store. In gauged areas, output from the 
surface linear store is transferred immediately to river flow in the gauged river. Surface fast 
flow in ungauged areas is assumed to flow directly to sea. Flows to groundwater contribute to 
the underlying groundwater unit, which return water to baseflows using the coefficients derived 
in Chapter 4. The model therefore represents the exchanges between groundwater and surface 
water across the island, allowing for lateral flow (Figure A1.2). 
The groundwater component from the surface sub-catchments is calibrated to observations of 
groundwater surface elevation using parameters for travel time from the surface to the 
groundwater and residence time within the aquifer. This model is comparable to the second 
store in a parallel storage conceptual model (Wagener et al 2004), with the calibration of 
groundwater storage and the travel time parameter both making better use of available data and 
allowing the model to realistically represent groundwater and surface water as reconciled to 
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observations. Coefficients of determination are used to calibrate the models. As the sets of 
feasible delays and residence times were small, a complete sampling strategy was used. In order 
to provide a ‘spin-up’ time, any sub-catchment for which observations began less than five 
years after model input time series was calibrated to the second half of the observed time series.  
Groundwater contributions to baseflow in specific rivers are allocated using the formulae 
derived in Chapter 4. At this stage a multiplicative mean bias correction is used to reconcile 
the modelled baseflow signal with the outputs of baseflow separations from Chapter 3 for each 
surface water sub-catchment.  
 
A1.2 Results 
Calibrated parameters and coefficients of determination for groundwater model calibration are 
given in Table A1.1. Plots of calibration are shown in Figure A1.3 and model fits are illustrated 
in Figure A1.4. 
As there is no overlap between rainfall data and groundwater observation data for the Calborne 
sub-catchment this cannot be calibrated. Similarly, as no model could be found for the Upper 
Shide sub-catchment in the groundwater-baseflow regression modelling in Chapter 4, this sub-
catchment is not included here. For the other nine sub-catchments, Figure A1.5 shows the fit 
of combined modelled fast flow and modelled baseflow with observed total  
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Table A1.1. Calibrated optimal residence times and travel times with coefficients of determination for 
groundwater units (clusters). 
 
 
Figure A1.5. Comparison between observed (green) and modelled (blue) total flow for each sub-catchment. No 
model available for Upper Shide. No overlap in observed and modelled period for Calborne. 
 
 
Cluster
Residence Time 
(Months)
Travel Time 
(Months)
CoD
1 6.4 3 0.38
2 1.1 4 -0.90
3 1.8 4 0.06
4 4.6 5 0.17
5 13.4 2 0.87
6 14.3 6 -0.43
7 22.4 5 -0.06
8 20.7 4 0.42
9 3.1 3 -0.08
10 3.9 4 0.52
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Table A1.2. Coefficients of Determination for model fits from Figure A1.5 
 
flow following bias correction. Table A1.2 gives the coefficients of determination for these 
comparisons. 
A1.3 Discussion 
As a suitable perceptual model remains elusive, approaching the modelling of the Isle of Wight 
as a series of empirical relationships is logical, but risks producing a series of relationships 
which are not borne out in the context of more data and as these relationships are tested in 
series. Here, the models perform adequately overall when the individual components of the 
empirical modelling in Chapters 3 and 4 are concatenated into a set of derivations of 
groundwater elevations and flows from rainfall and potential evapotranspiration. 
The groundwater model assumes that the source of nonlinearity in the storage-discharge 
relationships is entirely within the elevation-discharge components and that the storage-
elevation relationship is linear. This is not necessarily the case, however here the relationship 
appears to hold. There is scope for examining this in greater detail, however the limited quality 
and length of suitable data makes this a low priority here. However, the coefficient of 
determination does not give large weight to low values, and in several cases the low flows are 
Sub-Catchment CoD
Atherfield Brook 0.37
Blackwater 0.47
Budbridge 0.65
Burnt House 0.64
Calborne -
Carisbrook 0.32
Merstone Stream 0.14
Scotchells Brook 0.40
Shepherds Chine 0.36
Upper Shide -
Waightshale 0.65
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missed by the model, which is where a more robust representation of nonlinearity would be 
expected to have high impact (cf. Chapter 4). 
Appendix 2 summarises the implementation of practical steps linking one chapter with another. 
The resulting coefficients of determination, if not revelatory, are satisfactory and validate the 
use of the resulting model in Chapter 6 with perturbed inputs from precipitation and potential 
evapotranspiration as a consequence of climate change. 
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Appendix 2. Additional Plots 
Additional plots are provided here for two occasions in the text where multiple plots provide 
essentially similar information.  
 
A2.1 Further comparison of groundwater and surface water time series 
(after Figure 4.2)  
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A2.2 Example fit of modelled baseflow.to normalised baseflow (after 
Figure 4.12).  
 
Atherfield Brook. Modelled baseflow in red, normalised baseflow in blue. 
 
Blackwater. Modelled baseflow in red, normalised baseflow in blue. 
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Budbridge. Modelled baseflow in red, normalised baseflow in blue. 
 
Burnt House. Modelled baseflow in red, normalised baseflow in blue. 
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Carisbroke. Modelled baseflow in red, normalised baseflow in blue. 
 
Merstone Stream. Modelled baseflow in red, normalised baseflow in blue. 
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Scotchell’s Brook. Modelled baseflow in red, normalised baseflow in blue. 
 
Shepherd’s Chine. Modelled baseflow in red, normalised baseflow in blue. 
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Waightshale. Modelled baseflow in red, normalised baseflow in blue. 
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A2.3 Climate change impacts on environmental variable distributions 
(after Figures 5.1-5.8) 
 
 
CDFs of Daily Rainfall Depth for gauged sub-catchments. Blue: 1950-2014 (Historical Data/Training Period);  
Red: 2015-2049; Green: 2050-2098. Top row, left to right: Atherfield Brook, Blackwater, Budbridge, Burnt 
House. Middle row, left to right: Calborne, Carisbrooke, Merstone Stream, Scotchell’s Brook. Bottom row, left 
to right Shepherd’s Chine, Shide, Waightshale. 
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CDFs of Daily Rainfall Depth (detail) for gauged sub-catchments. Colour and figure order as in Figure 5.1a. 
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CDFs of Daily Potential Evapotranspiration Depth for gauged sub-catchments. Colour and figure order as in 
Figure 5.1a. 
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CDFs of Monthly Groundwater Elevation for functional groundwater units. Colour as in Figure 5.1a. Top row, 
left to right: 1, 2, 3, 4. Middle row, left to right: 5, 6, 7, 8. Bottom row, left to right: 9, 10. 
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CDFs of Monthly River Flow for gauged sub-catchments. Colour and figure order as in Figure 5.1a. 
 
 
 
205 
 
 
 
CDFs of Rainfall intervals under climate model run ranges for gauged sub-catchments. Blue: 2015-2049; Cyan: 
2015-2049, bias corrected; Red: 2050-2098; Green: 2050-2098, bias corrected. Figure order as in Figure 5.1a. 
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CDFs (detail) of Rainfall intervals under climate model run ranges for gauged sub-catchments. Colour and 
figure order as in Figure 5.5a. 
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CDFs potential evapotranspiration intervals under climate model run ranges for gauged sub-catchments. Colour 
and figure order as in Figure 5.5a.  
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CDFs of groundwater elevation intervals under climate model run ranges for functional groundwater units. 
Colour order as in Figure 5.1a, figure order as in Figure 5.3. 
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CDFs of river flow intervals under climate model run ranges for gauged sub-catchments. Colour and figure 
order as in Figure 5.1a. 
 
