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a b s t r a c t
Here we study the multivariate quantitative approximation of real and complex valued
continuous multivariate functions on a box or RN , N ∈ N, by the multivariate quasi-
interpolation hyperbolic tangent neural network operators. This approximation is derived
by establishing multidimensional Jackson type inequalities involving the multivariate
modulus of continuity of the engaged function or its high order partial derivatives. Our
multivariate operators are defined by using a multidimensional density function induced
by the hyperbolic tangent function. The approximations are pointwise and uniform. The
related feed-forward neural network is with one hidden layer.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The author in [1–3], see chapters 2–5, was the first to establish neural network approximations to continuous functions
with rates by very specifically defined neural network operators of Cardaliagnet–Euvrard and ‘‘squashing’’ types, by
employing the modulus of continuity of the engaged function or its high order derivative, and producing very tight Jackson
type inequalities. He treats there both the univariate and multivariate cases. Defining these operators, ‘‘bell-shaped’’ and
‘‘squashing’’ functions are assumed to be of compact support. Also in [3] he gives the Nth order asymptotic expansion for
the error of weak approximation of these two operators to a special natural class of smooth functions, see chapters 4–5
there.
For this article the author is motivated by the article [4] by Chen and Cao, also by [5,6].
The author here performs multivariate hyperbolic tangent neural network approximations to continuous functions over
boxes or over the whole RN , N ∈ N, then he extends his results to complex valued multivariate functions. All convergences
here are with rates expressed via the multivariate modulus of continuity of the involved function or its high order partial
derivative, and given by very tight multidimensional Jackson type inequalities.
The author here comes up with the ‘‘right’’ precisely defined multivariate quasi-interpolation neural network operators
related to boxes orRN . Our boxes are not necessarily symmetric to the origin. In preparation to prove our resultswe establish
important properties of the basic multivariate density function induced by the hyperbolic tangent function and defining our
operators.
Feed-forward neural networks (FNNs) with one hidden layer, the only type of networks we deal with in this article, are
mathematically expressed as
Nn(x) =
n−
j=0
cjσ

aj · x
+ bj , x ∈ Rs, s ∈ N,
where for 0 ≤ j ≤ n, bj ∈ R are the thresholds, aj ∈ Rs are the connection weights, cj ∈ R are the coefficients,

aj · x

is
the inner product of aj and x, and σ is the activation function of the network. In many fundamental network models, the
activation function is the hyperbolic tangent. For information on neural networks see [7–9].
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2. Basics
We consider here the hyperbolic tangent function tanh x, x ∈ R :
tanh x := e
x − e−x
ex + e−x .
It has the properties tanh 0 = 0,−1 < tanh x < 1, ∀x ∈ R, and tanh (−x) = − tanh x. Furthermore tanh x → 1 as x →∞,
and tanh x →−1, as x →−∞, and it is strictly increasing on R.
This function plays the role of an activation function in the hidden layer of neural networks.
We further consider
9 (x) := 1
4
(tanh (x+ 1)− tanh (x− 1)) > 0, ∀x ∈ R.
We easily see that9 (−x) = 9 (x), that is9 is even on R. Obviously9 is differentiable, thus continuous.
Proposition 1 ([6]). 9 (x) for x ≥ 0 is strictly decreasing.
Obviously9 (x) is strictly increasing for x ≤ 0. Also it holds limx→−∞9 (x) = 0 = limx→∞9 (x).
In fact9 has the bell shape with horizontal asymptote, the x-axis. So the maximum of9 is zero,9 (0) = 0.3809297.
Theorem 2 ([6]). We have that
∑∞
i=−∞9 (x− i) = 1, ∀x ∈ R.
Thus
∞−
i=−∞
9 (nx− i) = 1, ∀n ∈ N, ∀x ∈ R.
Also it holds
∞−
i=−∞
9 (x+ i) = 1, ∀x ∈ R.
Theorem 3 ([6]). It holds
∞
−∞9 (x) dx = 1.
So9 (x) is a density function on R.
Theorem 4 ([6]). Let 0 < α < 1 and n ∈ N. It holds
∞−

k = −∞
: |nx− k| ≥ n1−α
9 (nx− k) ≤ e4 · e−2n(1−α) .
Denote by ⌊·⌋ the integral part of the number and by ⌈·⌉ the ceiling of the number.
Theorem 5 ([6]). Let x ∈ [a, b] ⊂ R and n ∈ N so that ⌈na⌉ ≤ ⌊nb⌋. It holds
1
⌊nb⌋∑
k=⌈na⌉
9 (nx− k)
<
1
9 (1)
= 4.1488766.
Also by [6] we get that
lim
n→∞
⌊nb⌋−
k=⌈na⌉
9 (nx− k) ≠ 1,
for at least some x ∈ [a, b].
In this article we will use
2 (x1, . . . , xN) := 2 (x) :=
N∏
i=1
9 (xi) , x = (x1, . . . , xN) ∈ RN , N ∈ N. (1)
It has the properties:
(i) 2 (x) > 0, ∀x ∈ RN ,
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(ii)
∞−
k=−∞
2 (x− k) :=
∞−
k1=−∞
∞−
k2=−∞
· · ·
∞−
kN=−∞
2 (x1 − k1, . . . , xN − kN) = 1,
where k := (k1, . . . , kn), ∀x ∈ RN .
(iii)
∞−
k=−∞
2 (nx− k) :=
∞−
k1=−∞
∞−
k2=−∞
· · ·
∞−
kN=−∞
2 (nx1 − k1, . . . , nxN − kN) = 1,
∀x ∈ RN ; n ∈ N.
(iv) ∫
RN
2 (x) dx = 1,
that is2 is a multivariate density function.
Here ‖x‖∞ := max {|x1| , . . . , |xN |}, x ∈ RN , also set∞ := (∞, . . . ,∞),−∞ := (−∞, . . . ,−∞) upon themultivariate
context, and
⌈na⌉ := (⌈na1⌉ , . . . , ⌈naN⌉) ,
⌊nb⌋ := (⌊nb1⌋ , . . . , ⌊nbN⌋) ,
where a := (a1, . . . , aN), b := (b1, . . . , bN).
We obviously see that
⌊nb⌋−
k=⌈na⌉
2 (nx− k) =
⌊nb⌋−
k=⌈na⌉
N∏
i=1
9 (nxi − xi)
=
⌊nb1⌋−
k1=⌈na1⌉
· · ·
⌊nbN ⌋−
kN=⌈naN ⌉
N∏
i=1
9 (nxi − ki) =
N∏
i=1
 ⌊nbi⌋−
ki=⌈nai⌉
9 (nxi − ki)

.
For 0 < β < 1 and n ∈ N, fixed x ∈ RN , we have that
⌊nb⌋−
k=⌈na⌉
2 (nx− k) =
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ ≤ 1nβ
2 (nx− k)+
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ > 1nβ
2 (nx− k) .
In the last two sums the counting is over disjoint vector sets of k’s, because the condition
 k
n − x
∞ > 1nβ implies that there
exists at least one
 kr
n − xr
 > 1nβ , r ∈ {1, . . . ,N}.
We treat
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ > 1nβ
2 (nx− k) =
N∏
i=1

⌊nbi⌋−

ki =

nai
 kn − x
∞ > 1nβ
9 (nxi − ki)

≤
 N∏
i=1
i≠r
 ∞−
ki=−∞
9 (nxi − ki)
 ·

⌊nbr ⌋−

kr = ⌈nar ⌉ krn − xr
 > 1nβ
9 (nxr − kr)

=

⌊nbr ⌋−

kr = ⌈nar ⌉ krn − xr
 > 1nβ
9 (nxr − kr)

≤
∞−

kr = −∞ krn − xr
 > 1nβ
9 (nxr − kr)
(by Theorem 4)≤ e4 · e−2n(1−β) .
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We have proved that
(v)
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ > 1nβ
2 (nx− k) ≤ e4 · e−2n(1−β) ,
0 < β < 1, n ∈ N, x ∈
∏N
i=1 [ai, bi]

.
By Theorem 5 clearly we obtain
0 <
1
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
= 1
N∏
i=1

⌊nbi⌋∑
ki=⌈nai⌉
9 (nxi − ki)
 < 1
(9 (1))N
= (4.1488766)N .
That is,
(vi) it holds
0 <
1
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
<
1
(9 (1))N
= (4.1488766)N ,
∀x ∈
∏N
i=1 [ai, bi]

, n ∈ N.
It is also clear that
(vii)
∞−

k = −∞ kn − x
∞ > 1nβ
2 (nx− k) ≤ e4 · e−2n(1−β) ,
0 < β < 1, n ∈ N, x ∈ RN .
Also we get that
lim
n→∞
⌊nb⌋−
k=⌈na⌉
2 (nx− k) ≠ 1,
for at least some x ∈
∏N
i=1 [ai, bi]

.
Let f ∈ C
∏N
i=1 [ai, bi]

and n ∈ N such that ⌈nai⌉ ≤ ⌊nbi⌋, i = 1, . . . ,N .
We introduce and define the multivariate positive linear neural network operator

x := (x1, . . . , xN) ∈
∏N
i=1 [ai, bi]

Fn (f , x1, . . . , xN) := Fn (f , x) :=
⌊nb⌋∑
k=⌈na⌉
f
 k
n

2 (nx− k)
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
:=
⌊nb1⌋∑
k1=⌈na1⌉
⌊nb2⌋∑
k2=⌈na2⌉
· · ·
⌊nbN ⌋∑
kN=⌈naN ⌉
f

k1
n , . . . ,
kN
n
 N∏
i=1
9 (nxi − ki)

N∏
i=1

⌊nbi⌋∑
ki=⌈nai⌉
9 (nxi − ki)
 . (2)
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For large enough nwe always obtain ⌈nai⌉ ≤ ⌊nbi⌋, i = 1, . . . ,N . Also ai ≤ kin ≤ bi, iff ⌈nai⌉ ≤ ki ≤ ⌊nbi⌋, i = 1, . . . ,N .
We study here the pointwise and uniform convergence of Fn (f ) to f with rates.
For convenience we call
F∗n (f , x) :=
⌊nb⌋−
k=⌈na⌉
f

k
n

2 (nx− k)
:=
⌊nb1⌋−
k1=⌈na1⌉
⌊nb2⌋−
k2=⌈na2⌉
· · ·
⌊nbN ⌋−
kN=⌈naN ⌉
f

k1
n
, . . . ,
kN
n
 N∏
i=1
9 (nxi − ki)

, (3)
∀x ∈
∏N
i=1 [ai, bi]

.
That is
Fn (f , x) := F
∗
n (f , x)
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
, (4)
∀x ∈
∏N
i=1 [ai, bi]

, n ∈ N.
Hence
Fn (f , x)− f (x) =
F∗n (f , x)− f (x)
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
⌊nb⌋∑
k=⌈na⌉
2 (nx− k)
. (5)
Consequently we derive
|Fn (f , x)− f (x)| ≤ (4.1488766)N
F∗n (f , x)− f (x) ⌊nb⌋−
k=⌈na⌉
2 (nx− k)
 , (6)
∀x ∈
∏N
i=1 [ai, bi]

.
We will estimate the right hand side of (6).
For that we need, for f ∈ C
∏N
i=1 [ai, bi]

the first multivariate modulus of continuity
ω1 (f , h) := sup
x,y∈∏Ni=1[ai,bi]‖x−y‖∞≤h
|f (x)− f (y)| , h > 0. (7)
Similarly it is defined for f ∈ CB

RN

(continuous and bounded functions on RN ). We have that limh→0 ω1 (f , h) = 0.
When f ∈ CB

RN

we define,
F n (f , x) := F n (f , x1, . . . , xN) :=
∞−
k=−∞
f

k
n

2 (nx− k)
:=
∞−
k1=−∞
∞−
k2=−∞
· · ·
∞−
kN=−∞
f

k1
n
,
k2
n
, . . . ,
kN
n
 N∏
i=1
9 (nxi − ki)

, (8)
n ∈ N, ∀x ∈ RN , N ≥ 1, the multivariate quasi-interpolation neural network operator.
Notice here that for large enough n ∈ Nwe get that
e−2n
(1−β)
< n−βj, j = 1, . . . ,m ∈ N, 0 < β < 1. (9)
Thus be given fixed A, B > 0, for the linear combination

An−βj + Be−2n(1−β)

the (dominant) rate of convergence to zero
is n−βj. The closer β is to 1 the faster and better the rate of convergence to zero.
Let f ∈ Cm
∏N
i=1 [ai, bi]

,m,N ∈ N. Here fα denotes a partial derivative of f , α := (α1, . . . , αN), αi ∈ Z+, i = 1, . . . ,N ,
and |α| :=∑Ni=1 αi = l, where l = 0, 1, . . . ,m. We write also fα := ∂α f∂xα and we say it is of order l.
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We denote
ωmax1,m (fα, h) := max
α:|α|=m
ω1 (fα, h) . (10)
Call also
‖fα‖max∞,m := max|α|=m {‖fα‖∞} , (11)
‖·‖∞ is the supremum norm.
3. Real multivariate neural network approximations
Here we present a series of multivariate neural network approximations to a function given with rates.
We first give
Theorem 6. Let f ∈ C
∏N
i=1 [ai, bi]

, 0 < β < 1, x ∈
∏N
i=1 [ai, bi]

, n,N ∈ N. Then
(i)
|Fn (f , x)− f (x)| ≤ (4.1488766)N ·

ω1

f ,
1
nβ

+ 2e4 ‖f ‖∞ e−2n(1−β)

=: λ1, (12)
(ii)
‖Fn (f )− f ‖∞ ≤ λ1. (13)
Proof. We see that
1 (x) := F∗n (f , x)− f (x)
⌊nb⌋−
k=⌈na⌉
2 (nx− k)
=
⌊nb⌋−
k=⌈na⌉
f

k
n

2 (nx− k)−
⌊nb⌋−
k=⌈na⌉
f (x)2 (nx− k)
=
⌊nb⌋−
k=⌈na⌉

f

k
n

− f (x)

2 (nx− k) .
Thus
|1 (x)| ≤
⌊nb⌋−
k=⌈na⌉
f  kn

− f (x)
2 (nx− k)
=
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ ≤ 1nβ
f  kn

− f (x)
2 (nx− k)+ ⌊nb⌋−
k = ⌈na⌉ kn − x
∞ > 1nβ
f  kn

− f (x)
2 (nx− k)
≤ ω1

f ,
1
nβ

+ 2 ‖f ‖∞
⌊nb⌋−

k = ⌈na⌉ kn − x
∞ > 1nβ
2 (nx− k)
≤ ω1

f ,
1
nβ

+ 2e4 ‖f ‖∞ e−2n(1−β) .
So that
|1(x)| ≤ ω1

f ,
1
nβ

+ 2e4 ‖f ‖∞ e−2n(1−β) .
Now using (6) we prove claim. 
Next we present
Theorem 7. Let f ∈ CB

RN

, 0 < β < 1, x ∈ RN , n,N ∈ N. Then
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(i) F n (f , x)− f (x) ≤ ω1 f , 1nβ

+ 2e4 ‖f ‖∞ e−2n(1−β) =: λ2, (14)
(ii) F n (f )− f ∞ ≤ λ2. (15)
Proof. We have
F n (f , x) :=
∞−
k=−∞
f

k
n

2 (nx− k) .
Thus
En (x) := F n (f , x)− f (x) =
∞−
k=−∞
f

k
n

2 (nx− k)− f (x)
∞−
k=−∞
2 (nx− k)
=
∞−
k=−∞

f

k
n

− f (x)

2 (nx− k) .
Hence
|En (x)| ≤
∞−
k=−∞
f  kn

− f (x)
2 (nx− k)
=
∞−

k = −∞ kn − x
∞ ≤ 1nβ
f  kn

− f (x)
2 (nx− k)+ ∞−
k = −∞ kn − x
∞ > 1nβ
f  kn

− f (x)
2 (nx− k)
≤ ω1

f ,
1
nβ

+ 2 ‖f ‖∞
∞−

k = −∞ kn − x
∞ > 1nβ
2 (nx− k)
≤ ω1

f ,
1
nβ

+ 2e4 ‖f ‖∞ e−2n(1−β) .
Thus
|En (x)| ≤ ω1

f ,
1
nβ

+ 2e4 ‖f ‖∞ e−2n(1−β) ,
proving the claim. 
In the next section we discuss high order of approximation by using the smoothness of f .
We give
Theorem 8. Let f ∈ Cm
∏N
i=1 [ai, bi]

, 0 < β < 1, n,m,N ∈ N, x ∈
∏N
i=1 [ai, bi]

. Then
(i) Fn (f , x)− f (x)−
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!
 Fn

N∏
i=1
(· − xi)αi , x


≤ (4.1488766)N ·

Nm
m!nmβ ω
max
1,m

fα,
1
nβ

+

2e4 ‖b− a‖m∞ ‖fα‖max∞,m Nm
m!

e−2n
(1−β)

, (16)
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(ii)
|Fn (f , x)− f (x)| ≤ (4.1488766)N

m−
j=1
−|α|=j
 |fα (x)|N∏
i=1
αi!


1
nβj
+

N∏
i=1
(bi − ai)αi

· e4e−2n(1−β)

+ N
m
m!nmβ ω
max
1,m

fα,
1
nβ

+

2e4 ‖b− a‖m∞ ‖fα‖max∞,m Nm
m!

e−2n
(1−β)

, (17)
(iii)
‖Fn (f )− f ‖∞ ≤ (4.1488766)N

m−
j=1
−|α|=j
‖fα‖∞N∏
i=1
αi!


1
nβj
+

N∏
i=1
(bi − ai)αi

e4e−2n
(1−β)

+ N
m
m!nmβ ω
max
1,m

fα,
1
nβ

+

2e4 ‖b− a‖m∞ ‖fα‖max∞,m Nm
m!

e−2n
(1−β)

, (18)
(iv) Assume fα (x0) = 0, for all α : |α| = 1, . . . ,m; x0 ∈
∏N
i=1 [ai, bi]

. Then
|Fn (f , x0)− f (x0)| ≤ (4.1488766)N

Nm
m!nmβ ω
max
1

fα,
1
nβ

+

2e4 ‖b− a‖m∞ ‖fα‖max∞,m Nm
m!

e−2n
(1−β)

, (19)
notice in the last the extremely high rate of convergence at n−β(m+1).
Proof. Consider gz (t) := f (x0 + t (z − x0)), t ≥ 0; x0, z ∈∏Ni=1 [ai, bi] .
Then
g(j)z (t) =
 N−
i=1
(zi − x0i) ∂
∂xi
j
f
 (x01 + t (z1 − x01) , . . . , x0N + t (zN − x0N)) ,
for all j = 0, 1, . . . ,m.
We have the multivariate Taylor’s formula
f (z1, . . . , zN) = gz (1) =
m−
j=0
g(j)z (0)
j! +
1
(m− 1)!
∫ 1
0
(1− θ)m−1 g(m)z (θ)− g(m)z (0) dθ.
Notice gz (0) = f (x0). Also for j = 0, 1, . . . ,m, we have
g(j)z (0) =
−
α:=(α1,...,αN ), αi∈Z+,
i=1,...,N, |α|:=∑Ni=1 αi=j
 j!N∏
i=1
αi!


N∏
i=1
(zi − x0i)αi

fα (x0) .
Furthermore
g(m)z (θ) =
−
α:=(α1,...,αN ), αi∈Z+,
i=1,...,N, |α|:=∑Ni=1 αi=m
 m!N∏
i=1
αi!


N∏
i=1
(zi − x0i)αi

fα (x0 + θ (z − x0)) ,
0 ≤ θ ≤ 1.
So we treat f ∈ Cm
∏N
i=1 [ai, bi]

.
Thus, we have for kn , x ∈
∏N
i=1 [ai, bi]

that
f

k1
n
, . . . ,
kN
n

− f (x) =
m−
j=1
−
α:=(α1,...,αN ), αi∈Z+,
i=1,...,N, |α|:=∑Ni=1 αi=j
 1N∏
i=1
αi!


N∏
i=1

ki
n
− xi
αi
fα (x)+ R,
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where
R := m
∫ 1
0
(1− θ)m−1
−
α:=(α1,...,αN ), αi∈Z+,
i=1,...,N, |α|:=∑Ni=1 αi=m
 1N∏
i=1
αi!


N∏
i=1

ki
n
− xi
αi[
fα

x+ θ

k
n
− x

− fα (x)
]
dθ.
We see that
|R| ≤ m
∫ 1
0
(1− θ)m−1
−|α|=m
 1N∏
i=1
αi!


N∏
i=1
kin − xi
αi

×
fα x+ θ  kn − x

− fα (x)
 dθ ≤ m ∫ 1
0
(1− θ)m−1
×
−|α|=m
 1N∏
i=1
αi!


N∏
i=1
kin − xi
αi

ω1

fα, θ
 kn − x
∞
 dθ ≤ (∗) .
Notice here that kn − x
∞ ≤ 1nβ ⇔
kin − xi
 ≤ 1nβ i = 1, . . . ,N.
We further see that
(∗) ≤ m · ωmax1,m

fα,
1
nβ
∫ 1
0
(1− θ)m−1
−|α|=m
 1N∏
i=1
αi!


N∏
i=1

1
nβ
αi
 dθ
=
ωmax1,m

fα, 1nβ

(m!) nmβ

−|α|=m m!N∏
i=1
αi!
 =
ωmax1,m

fα, 1nβ

(m!) nmβ
Nm.
Conclusion: When
 k
n − x
∞ ≤ 1nβ , we proved that
|R| ≤

Nm
m!nmβ

ωmax1,m

fα,
1
nβ

.
In general we notice that
|R| ≤ m
∫ 1
0
(1− θ)m−1
−|α|=m
 1N∏
i=1
αi!


N∏
i=1
(bi − ai)αi

2 ‖fα‖∞
 dθ
= 2
−
|α|=m
1
N∏
i=1
αi!

N∏
i=1
(bi − ai)αi

‖fα‖∞
≤

2 ‖b− a‖m∞ ‖fα‖max∞,m
m!
−|α|=m m!N∏
i=1
αi!
 = 2 ‖b− a‖
m
∞ ‖fα‖max∞,m Nm
m! .
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We proved in general that
|R| ≤ 2 ‖b− a‖
m
∞ ‖fα‖max∞,m Nm
m! := λ3.
Next we see that
Un :=
⌊nb⌋−
k=⌈na⌉
2 (nx− k) R =
⌊nb⌋−
k=⌈na⌉
:
 kn−x∞≤ 1nβ
2 (nx− k) R+
⌊nb⌋−
k=⌈na⌉
:
 kn−x∞> 1nβ
2 (nx− k) R.
Consequently
|Un| ≤

⌊nb⌋−
k=⌈na⌉
:
 kn−x∞≤ 1nβ
2 (nx− k)
 Nmm!nmβ ωmax1,m

fα,
1
nβ

+ e4λ3e−2n(1−β)
≤ N
m
m!nmβ ω
max
1,m

fα,
1
nβ

+ e4λ3e−2n(1−β) .
We have established that
|Un| ≤ N
m
m!nmβ ω
max
1,m

fα,
1
nβ

+

2e4 ‖b− a‖m∞ ‖fα‖max∞,m Nm
m!

e−2n
(1−β)
.
We observe that
⌊nb⌋−
k=⌈na⌉
f

k
n

2 (nx− k)− f (x)
⌊nb⌋−
k=⌈na⌉
2 (nx− k)
=
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!

 ⌊nb⌋−
k=⌈na⌉
2 (nx− k)

N∏
i=1

ki
n
− xi
αi
+
⌊nb⌋−
k=⌈na⌉
2 (nx− k) R.
The last says that
F∗n (f , x)− f (x)
 ⌊nb⌋−
k=⌈na⌉
2 (nx− k)

−
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!
 F∗n

N∏
i=1
(· − xi)αi , x
 = Un.
Clearly F∗n is a positive linear operator.
Thus (here αi ∈ Z+ : |α| =∑Ni=1 αi = j)F∗n

N∏
i=1
(· − xi)αi , x
 ≤ F∗n

N∏
i=1
|· − xi|αi , x

=
⌊nb⌋−
k=⌈na⌉

N∏
i=1
kin − xi
αi

2 (nx− k)
=
⌊nb⌋−
k=⌈na⌉
:
 kn−x∞≤ 1nβ

N∏
i=1
kin − xi
αi

2 (nx− k)+
⌊nb⌋−
k=⌈na⌉
:
 kn−x∞> 1nβ

N∏
i=1
kin − xi
αi

2 (nx− k)
≤ 1
nβj
+
N∏
i=1
(bi − ai)αi

⌊nb⌋−
k=⌈na⌉
:
 kn−x∞> 1nβ
2 (nx− k)

≤ 1
nβj
+

N∏
i=1
(bi − ai)αi

e4e−2n
(1−β)
.
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So we have proved thatF∗n

N∏
i=1
(· − xi)αi , x
 ≤ 1nβj +

N∏
i=1
(bi − ai)αi

e4e−2n
(1−β)
,
for all j = 1, . . . ,m.
At last we observe thatFn (f , x)− f (x)−
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!
 Fn

N∏
i=1
(· − xi)αi , x


≤ (4.1488766)N ·
F
∗
n (f , x)− f (x)
⌊nb⌋−
k=⌈na⌉
2 (nx− k)−
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!
 F∗n

N∏
i=1
(· − xi)αi , x

 .
Putting all of the above together we prove the theorem. 
4. Complex multivariate neural network approximations
Wemake
Remark 9. Let X =∏ni=1 [ai, bi] or RN , and f : X → Cwith real and imaginary parts f1, f2 : f = f1 + if2, i = √−1. Clearly f
is continuous iff f1 and f2 are continuous.
Given that f1, f2 ∈ Cm (X),m ∈ N, it holds
fα (x) = f1,α (x)+ if2,α (x) , (20)
where α denotes a partial derivative of any order and arrangement.
We denote by CB

RN ,C

the space of continuous and bounded functions f : RN → C. Clearly f is bounded, iff both f1, f2
are bounded from RN into R, where f = f1 + if2.
Here we define
Fn (f , x) := Fn (f1, x)+ iFn (f2, x) , x ∈

n∏
i=1
[ai, bi]

, (21)
and
F n (f , x) := F n (f1, x)+ iF n (f2, x) , x ∈ RN . (22)
We observe here that
|Fn (f , x)− f (x)| ≤ |Fn (f1, x)− f1 (x)| + |Fn (f2, x)− f2 (x)| , (23)
and
‖Fn (f )− f ‖∞ ≤ ‖Fn (f1)− f1‖∞ + ‖Fn (f2)− f2‖∞ . (24)
Similarly we getF n (f , x)− f (x) ≤ F n (f1, x)− f1 (x)+ F n (f2, x)− f2 (x) , x ∈ RN , (25)
and F n (f )− f ∞ ≤ F n (f1)− f1∞ + F n (f2)− f2∞ . (26)
We present
Theorem 10. Let f ∈ C ∏ni=1 [ai, bi] ,C, f = f1 + if2, 0 < β < 1, n,N ∈ N, x ∈ ∏ni=1 [ai, bi]. Then
(i)
|Fn (f , x)− f (x)| ≤ (4.1488766)N ·

ω1

f1,
1
nβ

+ ω1

f2,
1
nβ

+ 2e4 (‖f1‖∞ + ‖f2‖∞) e−2n(1−β)

=: 81, (27)
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(ii)
‖Fn (f )− f ‖∞ ≤ 81. (28)
Proof. Using Theorem 6 and Remark 9. 
We give
Theorem 11. Let f ∈ CB

RN ,C

, f = f1 + if2, 0 < β < 1, n,N ∈ N, x ∈ RN . Then
(i)
F n (f , x)− f (x) ≤ ω1 f1, 1nβ

+ ω1

f2,
1
nβ

+ 2e4 (‖f1‖∞ + ‖f2‖∞) e−2n(1−β) =: 82, (29)
(ii) F n (f )− f ∞ ≤ 82. (30)
Proof. By Theorem 7 and Remark 9. 
In the next section we discuss high order of complex approximation by using the smoothness of f .
We give
Theorem 12. Let f : ∏ni=1 [ai, bi] → C, such that f = f1 + if2. Assume f1, f2 ∈ Cm ∏ni=1 [ai, bi], 0 < β < 1, n,m,N ∈ N,
x ∈ ∏ni=1 [ai, bi]. Then
(i) Fn (f , x)− f (x)−
m−
j=1
−|α|=j
 fα (x)N∏
i=1
αi!
 Fn

N∏
i=1
(· − xi)αi , x


≤ (4.1488766)N ·
 Nmm!nmβ

ωmax1,m

f1,α,
1
nβ

+ ωmax1,m

f2,α,
1
nβ

+
2e4 ‖b− a‖m∞
f1,αmax∞,m + f2,αmax∞,mNm
m!
 e−2n(1−β)
 , (31)
(ii)
|Fn (f , x)− f (x)| ≤ (4.1488766)N ·

m−
j=1
−|α|=j

f1,α (x)+ f2,α (x)
N∏
i=1
αi!

×

1
nβj
+

N∏
i=1
(bi − ai)αi

· e4e−2n(1−β)

+ N
m
m!nmβ

ωmax1,m

f1,α,
1
nβ

+ ωmax1,m

f2,α,
1
nβ

+
2e4 ‖b− a‖m∞
f1,αmax∞,m + f2,αmax∞,mNm
m!
 e−2n(1−β)
 , (32)
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(iii)
‖Fn (f )− f ‖∞ ≤ (4.1488766)N ·

m−
j=1
−|α|=j

f1,α (x)∞ + f2,α (x)∞
N∏
i=1
αi!

×

1
nβj
+

N∏
i=1
(bi − ai)αi

· e4e−n(1−β)

+ N
m
m!nmβ

ωmax1,m

f1,α,
1
nβ

+ ωmax1,m

f2,α,
1
nβ

+
2e4 ‖b− a‖m∞
f1,αmax∞,m + f2,αmax∞,mNm
m!
 e−2n(1−β)
 , (33)
(iv) Assume fα (x0) = 0, for all α : |α| = 1, . . . ,m; x0 ∈
∏N
i=1 [ai, bi]

. Then
|Fn (f , x0)− f (x0)| ≤ (4.1488766)N ·

Nm
m!nmβ

ωmax1,m

f1,α,
1
nβ

+ ωmax1,m

f2,α,
1
nβ

+
2e4 ‖b− a‖m∞
f1,αmax∞,m + f2,αmax∞,mNm
m!
 e−2n(1−β)
 , (34)
notice in the last the extremely high rate of convergence at n−β(m+1).
Proof. By Theorem 8 and Remark 9. 
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