Penalized methods are applied to quasi likelihood analysis for stochastic differential equation models. In this paper, we treat the quasi likelihood function and the associated statistical random field for which a polynomial type large deviation inequality holds. Then penalty terms do not disturb a polynomial type large deviation inequality. This property ensures the convergence of moments of the associated estimator which plays an important role to evaluate the upper bound of the probability that model selection is incorrect.
Introduction
Regularization methods, that impose a penalty term on a loss function, provide a tool for variable selection. The method is useful because it performs estimation and variable selection simultaneously. Penalized estimators are generally expressed in the following formθ
where Θ is a parameter space, L n is a log likelihood function or −L n is equal to the sum of squared residuals and p is a penalty term. One of the most simple regularization methods is the Bridge (Frank and Friedman 1993) that imposes the penalty term
on the least square loss function, where q > 0 is a constant, p is a dimension of an unknown parameter θ and λ > 0 is a tuning parameter. For q ≤ 1, the estimator performs variable selection. Especially, when q = 1, the estimator is called the Lasso (Tibshirani 1996) . Other than Bridge, various regularization methods have been proposed, e.g. the smoothly clipped absolute deviation (SCAD; Fan and Li 2001) and the minimax concave penalty (MCP; Zhang 2010) . These methods are widely studied and extended in the regression analysis. Knight and Fu (2000) derived a √ n-consistency of the Bridge estimatorθ Bridge and studied the limit distribution of √ n(θ Bridge − θ * ) where θ * is the true value of θ. Zou (2006) proposed the adaptive Lasso and derived its oracle property. These results clarified the advantage of Bridge estimator with q < 1 and adaptive Lasso estimator compared to Lasso estimatorθ Lasso in the sense of asymptotic efficiency because the limit distribution of √ n(θ Lasso − θ * ) has a redundant term. Applications of regularization methods to the quasi likelihood analysis (QLA) for stochastic models have been recently studied. The penalized quasi maximum likelihood estimator is defined bŷ PLDI can be derived form tractable conditions under the locally asymptotically quadratic (LAQ) settings (Yoshida 2011) . Actually, PLDI is obtained with LAQ on many kinds of models, e.g. Clinet and Yoshida (2017) , Masuda (2013) , Ogihara and Yoshida (2014) and Uchida and Yoshida (2013) .
In this paper, we consider the quasi likelihood function H T with LAQ and PLDI, and we study the penalized maximum likelihood estimator defined in (1). Our penalty term can deal with many kinds of penalties including the Lasso, the Bridge and the adaptive Lasso. The objective in this paper consists of two parts. One is to derive a polynomial type large deviation inequality for the penalized quasi likelihood random field and another is to study asymptotic behavior of the penalized quasi maximum likelihood estimators.
The rest of the paper is organized as follows. Section 2 describes our basic settings. Section 3 provides the polynomial type large deviation inequality for the penalized quasi likelihood function. Section 4 and 5 contain the basic property of the proposed estimator. Section 6 and 7 give more advanced results, derived from the polynomial type large deviation inequality, for our estimator. We apply our results to a stochastic differential model in Section 8 and report the results of simulations in Section 9.
Penalized quasi likelihood estimator
Let Θ be a bounded open set in R p . We denote by θ * ∈ Θ the true value of an unknown parameter θ ∈ Θ. Given a probability space (Ω, F , P ), we consider a sequence of random fields H T : Ω × Θ → R, T ∈ T, where T is a subset of R ≥0 with sup T = ∞ and Θ is a closure of Θ. We assume H T (θ) is continuous for all ω ∈ Ω, where H T (θ) denotes the mapping Θ ∋ θ → H T (θ, ω) for each ω ∈ Ω. We call H T (θ) a quasi likelihood function and define the quasi maximum likelihood estimator (QMLE)
Here we use this expression in the sense thatθ QMLE T : Ω → Θ is a measurable mapping satisfying
If θ * has sparsity, we can construct an estimator which performs parameter estimation and variable selection simultaneously by adding a penalty term to the quasi likelihood function. Let us consider the penalized quasi likelihood function
and the penalized estimatorθ
where p T : Θ → R ≥0 is a penalty function for every T ∈ T. In this paper, we assume that p T has the following expression
where ξ j T are (possibly random) positive sequences and p : R → R ≥0 is a function satisfying p(0) = 0. Indeed, this function is defined on R p , but we consider the restriction to Θ.
In the following sections, we will denote {j; θ * j = 0} and {j; θ * j = 0} by J (0) and J (1) , respectively. Furthermore, for a vector x ∈ R p and a matrix A ∈ R p×p , the vector (x j ) j∈J (k) and the matrix (A ij ) i∈J (k) ,j∈J (l) will be denoted by x (k) and A (kl) , respectively, and we will express x as (x (0) , x (1) ). We write s(A, x) = Ax, s j (A, x) = (Ax) j and s (k) 
We denote by u ⊗r = u ⊗ · · · ⊗ u the r times tensor product of u.
Polynomial type large deviation inequality
We make use of the quasi likelihood analysis (QLA) of Yoshida (2011) to examine the moment convergence of estimators for θ and to derive a central limit theorem of it. Let a T ∈ GL(p) be a deterministic sequence satisfying ||a T || → 0 as T → ∞ and
Here ||A|| denotes the square root of the maximum eigenvalue of A ′ A for A ∈ R p×p and A ′ is the transpose of A. Based on QLA, we define the random fields Z T and Z † T on U T by
and
Let L > 0 and V T (r) = {u ∈ U T ; r ≤ u} for r > 0. We assume a polynomial type large deviation inequality (PLDI) in Yoshida (2011) for Z T .
[A1] There exist constants C L > 0 and ε L ∈ (0, 1) such that
for all r > 0, T > 0.
Here the supremum of the empty set should read −∞ by convention. In this paper we assume that a T is a diagonal matrix, and write
Note that 1≤j≤p α j T = 0 for all T ∈ T. Let c 0 be a positive constant. In order to estimate Z † T , we consider the following three conditions for the penalty term.
[A2] p is differentiable except the origin.
[A3] For some positive constant ε,
[A4] For all j ∈ J (1) ,
Remark 1. Given ξ T , we can construct ξ ′ T satisfying [A4] by taking ξ ′ T such that
Example 1 (LASSO). Define ξ j T by ξ j T = |α j T | −1 and p by p(x) = |x|, then the penalty term p T (θ) = p j=1 |α j T | −1 |θ j | satisfies [A2]-[A4].
In the above setting, we can derive the PLDI for Z † T .
Theorem 1. Given L > 0, assume Conditions [A1]-[A4]. Then there exist constants C ′ L > 0 and ε ′ L ∈ (0, 1) such that P sup
Proof. By [A1], there exist constants C L > 0 and ε L ∈ (0, 1) satisfying (3) for all r > 0, T > 0. Let ε ′ L ∈ (ε L , 1). For every T > 0 and r > 0, we have
Conditions [A2] and [A3] imply
for some K > 0 which does not depend on T and r. Then we have
for all n ∈ N and r ≥ R 1 . By this inequality and [A1], we obtain
PLDI derives the L m -boundedness ofû T (Proposition 1 of Yoshida (2011)).
for all T > 0 and r > 0. Then it holds that
In particular,û T = O p (1) as T → ∞ (i.e., for every ǫ > 0, there exist T ∈ T and
Consistency of variable selection
In this section, we will derive the selection consistency ofθ T . Let q ∈ (0, 1], we consider the conditions for p.
[A5] There exists λ > 0 such that
[A6] For every j ∈ J (0) ,
LASSO penalty in Example 1 derives PLDI, however, it does not satisfy [A6]. We give another example for [A6].
Example 2 (Bridge type). Let q < 1 and q ′ ∈ (q, 1]. Define ξ j T by ξ j T = |α j T | −q ′ and p by p(x) = |x| q , then the penalty term p
as T → ∞. We usually assume [A6] to ensure this convergence in this paper.
Remark 3. Condition [A7] is a technical one, however, we can derive it easily from the differentiability of H T .
[A7 ′ ] For some R > 0, the following conditions hold:
Proposition 2. Assume [A6] and [A7 ′ ], then [A7] holds.
for every T > T M and every u, v ∈ R satifying |u|, |v| < M , where
However, [A7 ′ ](ii) and (6) implies
as T → ∞. From (7), (8) and (9), we have the desired result.
The following theorem ensures thatθ T enjoys the consistency of variable selection.
By definition,
Therefore from [A1], we have
. Therefore it suffices to estimate the following three probabilities:
, for every ǫ > 0, there exist constants M > 0 and T ∈ T such that P 2 + P 3 < ǫ for every T > T .
Limit distribution
In this section, we consider the central limit theorem ofθ T .
For convenience, we extend Z T to R p so that the extension has a compact support and sup
. In order to describe the limit distribution ofũ T , we consider the following two conditions.
[A8] For all M > 0, sup u∈UT |u|<M
as T → ∞.
[A9] For all M > 0, 
Proof. By assumption and the definition ofũ T ,
therefore it suffices to prove thatũ
Moreover define P 1 , P 2 and P 3 (R) by
Then for every M > 0 and T ∈ T,
By [A1]
,
for every R > 0, M > 0 and T ∈ T. Take R ′ > 0 satisfying B R ′ (θ * ) ⊂ Θ and take T R satisfying sup T >TR ||a T ||R < R ′ , then for every R > 0, M > 0 and T > T R , (0,û (11), by definition of C T,R , for every u (0) and u (1) T such that (0,û
(1)
Then we have 
for every T > T 3 (δ, R, M ). From (12), for every δ > 0, there exist R 1 > 0 and T 4 > 0 such that
for every T > T 4 . Moreover, [A8] implies that for every δ > 0, there exist constants T 5 > 0 and M 1 > 0 such that
for every T > T 5 and M > M 1 . We have the desired result from (13), (14) and (15).
We write B(R) = {u ∈ R p ; |u| ≤ R}. In order to describe the limit distribution of u T , we introduce the local asymptotic quadraticity of H T .
Definition 1. The family H T is called locally asymptotically quadratic (LAQ) at θ * if there exist random vectors ∆ T , ∆ ∈ R p , random matrices Γ T , Γ ∈ R p×p and random fields r T :
Remark 4. One needs a certain global non-degeneracy of the random fields H T as well as the LAQ property to prove the PLDI. Therefore [A1] is not redundant under [A10]. Moreover, the LAQ property will be used to identify the limit distribution of the estimators.
Let
and letĈ(R p ) = {f ∈ C(R p ); lim |u|→∞ |f (u)| = 0}. EquipĈ(R p ) with the supremum norm. It is possible to extend Z T from U T to R p in such a way that the extended Z T takes values inĈ(R p ) and
We will write Z T for the extended random field on R p .
Proposition 4. Given L > 0, suppose that [A1] and [A10] are fulfilled. Let m ∈ (0, L), then
, we see that for any ǫ > 0,
Now the desired result follows from Theorem 4 of Yoshida (2011).
Remark 5. As a matter of fact, for Proposition 4, the inequality of [A1] can be weakened. See Yoshida (2011) for details.
[A11] For every j ∈ J (1) , there exists a constant β j ∈ R such that
Here ψ is some p-dimensional vector such that ψ j = β j d dx p(θ * j )
for j ∈ J (1) . In the above setting, we estimate the asymptotic distribution ofũ T . 
as T → ∞. 
as T → ∞, for every n ∈ N and u 1 , . . . , u n ∈ R.
For δ > 0 and R > 0, definew T (δ, R) bỹ 
for each R > 0 and ǫ > 0. From (17) and (18), it follows that 
For m > 0, we denote E[|c T,R | m ||G (00)
Remark 7. The sequence c T (m, R) is expected to be small as T → ∞. We will estimate it at the end of this section.
Theorem 5. Given m > 0, suppose that the inequality (5) 
for every T ∈ T.
Proof. By [A5], there exists a positive constant R 1 such that p(x) > λ|x| q /2 for every
By (11) and definition of R 3 and c T,R ,
Therefore it suffices to estimate the following two probabilities:
and P 2 := P (S c T ).
By Markov's inequality,
for every T ∈ T. From (5), (20) and (21), we have (19) for some D m,m0,R .
Theorem 5 gives an upper bound of the probability of overfitting, however, we need to estimate the probability of underfitting. Letθ
(1) T = min j∈J (1) |θ T,j |. Theorem 6. Given m > 0, suppose that the inequality (5) is fulfilled. Then there exists a positive constant D m such that
Proof. Let θ * (1) = min j∈J (1) |θ * j |, then
Moreover, by Markov's inequality,
for all T ∈ T. Therefore from assuption, we have (22).
We obtain the following corollary from Theorem 5 and Theorem 6:
Corollary 1. Given m > 0, suppose that the inequality (5) is fulfilled. Moreover assume that Condition [A5] holds. Then for every R > 0 and m 0 > 0, there exists a positive constant D m,m0,R such that
6.1 Estimation of c T (m 0 , R)
In this subsection, we assume that G T is deterministic for simplicity and denote G [A12] (i) For every T ∈ T, H T is almost surely thrice differentiable with respect to θ on
Proposition 5. Assume that Condition [A12] holds. Then there exist positive constants R 0 > 0 and K > 0 such that
for every T ∈ T satisfying ||a T || ≤ 1.
Proof. Take R 0 ≤ R * 0 satisfying that B R0 (θ * ) ⊂ Θ, then θ * + a T u ∈ B * for every u satisfying that |a T u| < R 0 . Similarly to the proof of Proposition 2, we have
If both |a T u| and |a T v| are less than ||a T || 1−η R 0 , then
If ||a T || ≤ 1, then Conditions [A12](ii), (iii) and (iv) imply
for some K ′ > 0, respectively. Let K > 3 m1 K ′ , we have the desired result. Proposition 6. Assume that Condition [A12] holds. Then for every m 2 > 0, there exist positive constants R 0 > 0 and K > 0 such that
qm 1 qm 1 +m 2 for every T ∈ T satisfying ||a T || ≤ 1.
Proof. Similarly to the proof of Proposition 5, there exist constants R 0 > 0 and K ′ > 0 such that
for every T ∈ T satisfying that ||a T || ≤ 1. Therefore from Hölder's inequality, we have
qm 1 qm 1 +m 2 where m 0 = m 1 m 2 /(qm 1 + m 2 ).
Example 5. In example 4, we have g T = ||a T || (q ′ −q)/q . Here we assume that there exist positive constants m 2 and K ′ such that E[||G 
Moment convergence
In this section, we will study the moment convergence ofû T . The following theorem is a consequence of PLDI:
Theorem 7. Given m > 0, suppose that (5) holds. Moreover assume that the conclusion of Theorem 4 holds. Then we have
as T → ∞ for any continuous function f :
Proof. Condition (5) implies an uniform integrability of {f (û T )} T ∈T . By assumption, u T d →ũ ∞ as T → ∞. Therefore we can obtain the desired result.
Theorem 7 suggests that lim T →∞ E |(a (00)
T | m = 0 for m ∈ (0, L). From Theorem 5, we have another estimation ofθ (0) T . Let Ψ T ∈ GL(|J (0) |) be a deterministic sequence of positive matrices. For m > 0, we consider the condition
Theorem 8. Given m, m * , m 0 > 0, suppose that Condition [A13] and the inequality (19) hold. Then
Therefore, from [A13], we have the desired result.
Application
In this section, we apply our results to stochastic differential models. Consider a stochastic regression model specified by the stochastic integral equation
Here given a stochastic basis (Ω, F , (F t ) t∈[0,T ] , P ), w is an r-dimensional standard Wiener process, and b and X are progressively measurable processes taking values in R m and R d , respectively. The function σ :
, then Y can be a time-inhomogeneous diffusion process. We want to estimate θ from the observations (X tj , Y tj ) j=0,...,n , t j = jh for h = h n = T /n. No data of b t is available. High frequency data under finite time horizon will be treated, that is, T is fixed and n tends to ∞. This is a standard setting in finance. We will consider the penalized quasi likelihood analysis for the volatility parameter θ. To apply the results in Sections 2-7, we will use n for T of Section 2, while T denotes the fixed terminal of the observations in what follows.
Let S(x, θ) = σ(x, θ) ⊗2 = σ(x, θ)σ(x, θ) ′ . For estimation, we use the quasi log likelihood function
Then the quasi maximum likelihood estimator (QMLE) θ M n is any estimator that satisfieŝ
The quasi Bayesian estimator (QBE)θ B n with respect to the quadratic loss and a prior density π : Θ → R + is given bŷ
The prior density π is assumed to be continuous and to satisfy 0 < inf θ∈Θ π(θ) ≤ sup θ∈Θ π(θ) < ∞.
the set of all functions f : R d × Θ → R m satisfying the following conditions. (i) f (x, θ) is continuously differentiable with respect to x up to order k for all θ. (ii) For |n| = 0, 1, . . . , k, ∂ n x f (x, θ) is continuously differentiable with respect to θ up to order l for all x. Moreover, for |ν| = 0, 1, . . . , l and |n| = 0, 1, . . . , k, ∂ ν θ ∂ n x f (x, θ) is of at most polynomial growth in x uniformly in θ. We denote by → ds(F ) the F -stable convergence in distribution. Suppose that Θ has a Lipschitz boundary.
The following Condition [H1] is Condition [H1 ♯ ] of Uchida and Yoshida (2013) .
[H1] (i) sup 0≤t≤T b t p < ∞ for all p > 1.
The process X has a representation
whereb, a andã are progressively measurable processes taking values in R d , R d ⊗ R r and R d ⊗ R r1 , respectively, and satisfy
A key index χ 0 is defined by
Non-degeneracy of χ 0 plays an important role in the discussion.
[H2] For every L > 0, there exists a constant c L such that
Define the random field Z n on U n by
for u ∈ U n . Then following the proof of Theorem 3 of Uchida and Yoshida (2013) , we see that Condition [H2] together with [H1] implies that for every L > 0,
for some constant C L and some ǫ ∈ (0, 1). Thus Condition [A1] is fulfilled for a n = n −1/2 I p×p in the present situation. Let 
as n → ∞ for all continuous functions f of at most polynomial growth, where ζ is a p-dimensional standard Gaussian vector independent of F .
Then, for u ∈ R p and large n, we have
Lemma 1. (Lemma 7 of Uchida and Yoshida (2013) ) Assume [H1]. Then, for every q > 0,
Then [A12](iv) is verified by using Lemma 1 for Γ = Γ(θ * ) under the Condition [A6]. It is not difficult to check [A10](iii) and (iv) with stability of the convergence if one follows the proof of Lemma 9 of Uchida and Yoshida (2013 
Simulation study
In this section, we report the resutl of the simulation study to check the performance of the variable selection based on our penalized method. The model is a volatility regression model in section 8. Let p = d, a n = n −1/2 I p×p , q < 1, σ(θ, x) = exp p k=1 θ k sin(x k s ) and
where w 1 , . . . , w d are independent standard Brownian motions.
Obviously, Condition [H1] is fulfilled. Following the section 8, we define H n by
Similarly to the proof of Theorems 5 of Uchida and Yoshida (2013)), we have [A1]. Moreover we have [A10] and [A13] as discussed in section 8. Define p by p(x) = |x| q and ξ j n by ξ j n = n q ′ /2 . By definition, we have [A2-6], [A11] and [A14]. We set q = 0.3, q ′ = 2/3, p = d = 10 and T = 1. The true value θ * of an unknown parameter θ is θ * = (0, 1, 0, 1, 2, 0, 1, 1, 1, 0) ′ . Four cases of n are considered: n = 1000, 2000, 3000 and 10000. We used the local quadratic approximation in Fan and Li (2001) for the optimization of the penalized quasi likelihood function. Table 1 compares the averages and standard deviations (parentheses) of quasi maximum likelihood estimator (QMLE) and penalized estimator (p-QL) over 1000 iterations for each cases. Table 1 also shows the probability that correct model is selected is selected: P (θ n.j = 0) for j ∈ J (0) and P (θ n.j = 0) for j ∈ J (1) . Under model is the probability that the estimator selects an under model: P {j;θ n,j = 0} ⊃ J (0) and Over model is the probability that the estimator selects an over model: P {j;θ n,j = 0} ⊂ J (0) . True model is the probability that the true model is selected: P {j;θ n,j = 0} = J (0) .
From Table 1 , it can seen that when sample size n is large , penalized method performs variable selection very well. Moreover, the bias of non-zero parameters decrease as the sample size increases.
