The exchange-correlation energy in Kohn-Sham density functional theory can be expressed exactly in terms of the change in the expectation of the electron-electron repulsion operator when, in the many-electron hamiltonian, this same operator is multiplied by a real parameter λ varying between 0 (Kohn-Sham system) and 1 (physical system). In this process, usually called adiabatic connection, the one-electron density is kept fixed by a suitable local one-body potential. The strong-interaction limit of density functional theory, defined as the limit λ → ∞, turns out to be, like the opposite noninteracting Kohn-Sham limit (λ → 0) mathematically simpler than the physical (λ = 1) case, and can be used to build an approximate interpolation formula between λ → 0 and λ → ∞ for the exchangecorrelation energy. Here we extend the exact treatment of the λ → ∞ limit [Phys. Rev. A 75, 042511 (2007)] to the next leading term, describing zero-point oscillations of strictly correlated electrons, with numerical examples for small spherical atoms. We also propose an improved approximate functional for the zero-point term and a revised interpolation formula for the exchange-correlation energy satisfying more exact constraints.
I. INTRODUCTION

Kohn-Sham (KS) density functional theory (DFT)
[1, 2, 3] is a very successful method for electronic structure calculations thanks to its unique combination of low computational cost and remarkable accuracy. In the Kohn-Sham formalism, the ground-state energy of a many-electron system in a given external potential V ext = N i=1 v ext (r i ) is rewritten as a functional of the one-electron density ρ(r),
where
with the operators (in Hartree atomic units e = m = = a 0 = 1 used throughout)
In Eq. (2) the minimum search is carried over all antisymmetric wavefunctions yielding a given density ρ [4] . The universal functional F [ρ] of Eq. (2) is further divided into
where the non-interacting kinetic energy functional T s [ρ] is obtained by replacingV ee with zero in Eq. (2),
and the Hartree functional U [ρ] is the classical electrostatic repulsion energy
The only quantity that needs to be approximated is the functional for the exchange-correlation energy, E xc [ρ], defined as the quantity needed to make Eq. (5) exact. The great success of KS DFT in solid state physics stems from the fact that even the simplest approximation for E xc [ρ], the local-density approximation (LDA), already gives remarkable results for basic properties of simple solids. A fundamental step forward to improve the solidstate physics results, and to spread the use of KS DFT into the quantum chemistry world, has been the advent of generalized gradient approximations (GGA), which are, to a large amount, due to the work of John P. Perdew and his coworkers [5, 6, 7] . Despite its success in scientific areas now ranging from material science to biology, KS-DFT is far from being perfect, and a huge effort is put nowadays in trying to improve the approximations for E xc [ρ] (for recent reviews see, e.g., [8, 9] ). The focus of a large part of the scientific community working in this area has shifted from seeking explicit functionals of the density (like the GGA's), to implicit density functionals that construct the exchange-correlation energy from the KS orbitals. For example, predicted atomization energies of molecules have been improved by meta-GGA's (MGGA) [10, 11] which make use of the orbital kinetic energy density, by hybrid functionals (see, e.g., [12, 13] ) which mix a fraction of exact exchange with GGA exchange and correlation, and by range-separated hybrids, in which only exact long-or short-range exact exchange is used (see, e.g., [14, 15, 16, 17, 18] ). The next step [19] towards higher accuracy could be fully non-local functionals, which use 100% of exact exchange (for a recent review, see [20] ). Despite several attempts and the increasing understanding of the crucial problems [21] , the construction of a fully non-local correlation energy functional compatible with exact exchange is still an issue. A possible way to address this problem is to use the information contained in the strong-interaction limit of DFT [22] . To explain this strategy, we have first to recall an exact formula [23] 
The integrand W λ [ρ] is given by
where Ψ λ [ρ], for a given value of λ ≥ 0, is the wavefunction that minimizes Ψ|T + λV ee |Ψ and yields the density ρ.
is the ground state of a fictitious N -electron system with the Hamiltonian
where the λ-dependent external potential,
ensures thatĤ λ [ρ] have the same given (λ = 1) groundstate density ρ(r) for all λ. When λ = 0, the Hamiltonian of Eq. (10) becomes the KS Hamiltonian, and v λ=0 ext ([ρ]; r) = v KS (r), the familiar KS potential, while for λ = 1 we recover the Hamiltonian of the physical system.
We can use perturbation theory to obtain an expansion of W λ [ρ] in powers of λ starting from λ = 0,
where E x [ρ] is the exchange energy and E
GL2 c
[ρ] is the second-order correlation energy in Görling-Levy [24] perturbation theory. This perturbation series expansion, however, seems to have a finite radius of convergence (λ c ) which for many atoms and molecules is less than 1, λ c < 1 [22, 25] . Moreover, evaluating terms of ever higher order becomes impracticably expensive. Nevertheless, the exact lowest-order terms E x [ρ] and E
[ρ] can be used for an alternative approach [22] , called interactionstrength interpolation (ISI), to approximate the integrand in Eq. (8) . The basic idea of ISI is to combine the λ → 0 limit of Eq. (12) with the information from the opposite strong-interaction limit, λ → ∞, to construct an interpolation formula for W λ [ρ] . This way, the information on the physical system at λ = 1 is extracted from an interpolation between λ → 0 and λ → ∞.
In the strong-interaction limit, λ → ∞, we will show in the next sections that W λ [ρ] has the asymptotic expansion
where p ≥ 5 4 . The expansion (13) was justified from physical arguments in Refs. [26, 27] , and a simple approximation for the two functionals W ∞ [ρ] and W ′ ∞ [ρ], the point-charge plus continuum (PC) model [28] , has been used for the ISI, yielding atomization energies with errors within 4.3 kcal/mol [22] . In a recent paper [29] , the functional W ∞ [ρ] of Eq. (13) has been constructed exactly. The main object of the present work is the extension of the exact treatment of Ref. [29] to the next term,
The paper is organized as follows. In the next Sec. II, we briefly review the results of Ref. [29] , recalling that the strong-interaction limit of DFT reduces to a 3N -dimension classical equilibrium problem whose minimum is degenerate over a three-dimensional subspace. In Secs. III and IV we define local curvilinear coordinates based on the local normal modes around the degenerate minimum. These local curvilinear coordinates will be used, in Sec. V, to expand the Hamiltonian of Eq. In Sec. VIII we revise the interpolation formula for the ISI functional in order to satisfy the exact expansion of Eq. (13) up to O(λ −1 ). The last Sec. IX is devoted to conclusions and perspectives. More details of the derivation of our expansion are given in Appendix A, and a fully analytic example is reported in Appendix B.
II. STRICTLY CORRELATED ELECTRONS (SCE)
In the λ → ∞ limit it has been shown [26, 29] that, in order to keep the N electrons in the given density ρ, the external potential in Eq. (10) must compensate the infinitely strong interelectronic repulsion, thus becoming proportional to λ,
with a smooth finite function v SCE ([ρ], r). (For brevity, the argument [ρ] will be often dropped in the following).
The leading term in Eq. (10) when λ → ∞ is then a purely multiplicative potential-energy operator,
The square |Ψ λ→∞ [ρ]| 2 of the corresponding wavefunction is a distribution that is zero everywhere except for electronic configurations for whichV ee +V SCE has its global minimum. In order to guarantee a given smooth density ρ(r) in such a "classical" state,, this global minimum must be degenerate over a three-dimensional subspace of R 3N [29] (otherwise, the density would be a sum of delta peaks centered in the equilibrium positions of the N electrons). We call this classical state with a smooth density "strictly correlated electrons" (SCE). The square of the SCE wavefunction
where f 1 , .., f N are "co-motion functions", with f 1 (r) = r, and P denotes a permutation of {1, ...N }. This means that the N points r 1 , ..., r N in 3D space found upon simultaneous measurement of the N electronic positions in the SCE state always obey the N − 1 relations
If the N − 1 co-motion functions f i (s) satisfy the differential equation
together with special transformation properties [29] (see also Ref. [30] ), the SCE wavefunction of Eq. (16) yields the given density ρ(r). One has then to find the initial conditions for the integration of Eqs. (18) is determined by zero-point oscillations around the degenerate SCE minimum. In the following, we give a formal justification to this physical argument.
III. THE SCE POTENTIAL-ENERGY MINIMUM
Writing r ≡ (r 1 , ..., r N ) ∈ R 3N ≡ Ω , we consider the asymptotic potential-energy function (Ω → R),
As said, the SCE external potential v SCE (r) has the very special property that the function E pot (r) has a degenerate minimum E SCE on the 3D subset
In other words, for all r ∈ Ω 0 , the function E pot (r) assumes the same constant value
which, in particular, is its global minimum within Ω . For illustration, see the analytical example of Eq. (B5) in Appendix B.
In the very limit λ → ∞,
, which is strictly zero almost everywhere in Ω except for the 3D subset Ω 0 where E pot (r) is minimum [29] ,
For large, but finite λ ≫ 1, the electrons are expected to perform small zero-point oscillations about the SCE configurations r ∈ Ω 0 , within a narrow 3N -D "envelope" Ω ǫ (with a small width ǫ > 0) of the 3D subset Ω 0 ⊂ Ω ,
Here, for a given r ∈ Ω , the quantity
is the minimum 3N -D distance between r and any f (s)
Since E pot (r) is minimum at r = f (s), there are no firstorder terms. [The dots represent the terms of third and higher orders.] For any given s ∈ R 3 , the Hessian matrix M µν (s) in the second-order term has 3N non-negative eigenvalues ω µ (s) 2 which can be labeled such that
The corresponding 3N -D normalized eigenvectors e µ (s), with components e µ σ (s) (σ = 1, ..., 3N ), are pairwise orthogonal,
The first three eigenvectors, with zero eigenvalues, lie in the space "tangential" to Ω 0 , the remaining 3N − 3 eigenvectors are "orthogonal" to Ω 0 ,
where α = 1, 2, 3 denotes the three cartesian components (x, y, z) of s.
IV. LOCAL NORMAL MODES
For sufficiently small ǫ > 0, we use these eigenvectors to introduce a set of 3N curvilinear coordinates in Ω ǫ . A given point r = (r 11 , r 12 , r 13 , ..., r N 1 , r N 2 , r N 3 ) ∈ Ω ǫ , is written in terms of these local curvilinear coordinates as follows. The first three curvilinear coordinates are the cartesian coordinates s 1 , s 2 , s 3 of the minimizing vector s in Eq. (24) , fixed by the condition that the 3N -D vector r − f (s) in Ω is orthogonal to Ω 0 in the point f (s),
The remaining 3N − 3 coordinates are the projections q 4 , ..., q 3N of r − f (s) onto the local eigenvectors e 4 (s), ..., e 3N (s),
The first three eigenvectors e 1,2,3 (s) are not needed, since they are tangential to Ω 0 at the point f (s) and therefore orthogonal to r − f (s). Inverting Eq. (30) yields
For these new curvilinear coordinates, we also write
Notice that r has 3N components, while q has only 3N −3 ones. In this notation, Eq. (30) reads
This is the transformation formula between the cartesian coordinates r and the "local normal modes" (s, q) in the 3N -D configuration space Ω . In terms of the q µ , the second-order contribution in the Taylor expansion (25) becomes diagonal,
Here, the third-order term is derived from the corresponding term in Eq. (25) (in the present notation),
Using here Eq. (33) for r ν − f ν (s), we find
(36) Substituting Eq. (33) for r in the wave function Ψ λ (r) that represents the state Ψ λ [ρ] yields the transformed wave function Ψ λ (s, q). While the original wave function obeys
the transformed one is normalized according to
where J(s, q) is the Jacobian associated with the coordinate transformation (33), see Eq. (A12) in Appendix A.
For sufficiently large λ ≫ 1, the wave function Ψ λ (s, q) strongly suppresses all configurations r ∈ Ω except for the ones inside the narrow envelope Ω ǫ of the 3D subset Ω 0 . This means that Ψ λ (s, q) is essentially different from zero only for (q 2 4 + ... + q 2 3N ) 1/2 < ǫ, where ǫ decreases with growing λ ≫ 1 and goes to zero in the limit λ → ∞.
More precisely, since the quadratic term in Eq. (34) is multiplied by λ in the Hamiltonian (10), the scale of the quantum fluctuation is ǫ ∼ λ −1/4 ≡ α for λ → ∞. Therefore, it will be useful to switch for a given value of λ ≫ 1 from the present curvilinear coordinates (s, q) to scaled coordinates (s, u) where
This second transformation yields the wave function
According to Eq. (38), we now have
with the scaled Jacobian
Later on, we shall make use of the expansion
whose derivation is reported in Appendix A.
V. EXPANSION OF THE HAMILTONIAN
To obtain an expansion for large λ ≫ 1 (or,
and treat these separately now.
A. Kinetic energy (first term)
For the kinetic-energy operatorT , the 3N -D Laplacian is obtained in Appendix A in terms of the curvilinear coordinates q µ from the general transformation rule
(45) (To simplify the notation, we write s µ ≡ q µ for µ = 1, 2, 3 in this subsection.) Here, the matrix G µν is the inverse of the metric tensor G µν , defined by
and G is its determinant, G = det(G µν ). Switching in a second step from the q µ to the scaled coordinates u µ yields the expansion (see Appendix A)
The operatorsT (n) are independent of λ (or α ≡ λ −1/4 ),
where X µ (s) is reported in Appendix A. Notice that the α 2 term is constant, since α 2 √ λ = 1.
B. SCE potential energy (second term)
For the second term in Eq. (44), we use the Taylor expansion (34) , with q µ = αu µ , to find
C. The remaining external potential (third term)
For the last term in Eq. (44), we make an ansatz that will later on turn out to be consistent,
Using Eq. (30) for r and q µ = αu µ , we may expand
Here, the coefficients V
Now, Eq. (51) yields the expansion
with α-independent (multiplicative) operatorŝ
D. Full Hamiltonian
Eventually, combining Eqs. (47), (50), and (54), we obtain the expansion (recall that α = λ −1/4 ) (56) with α-independent operatorsĤ (n) . The first two terms read
VI. EXPANSION OF THE GROUND STATE
Due to Eq. (56), the lowest eigenvalue E λ [ρ] ofĤ λ [ρ] (i. e., its ground-state energy) has the expansion
as the lowest eigenvalue of the operator
Since E SCE is a constant,
, with α = λ −1/4 , have the same ground state
For the α-dependent normalization constant,
we obtain
when Ψ (0) is normalized according to
Collecting terms of equal orders O(α n ) in the eigenvalue equationĤ
is given by Eq. (57). For a given fixed s ∈ R 3 , the HamiltonianĤ (0) describes an uncoupled set of 3N − 3 harmonic oscillators in 1D. To be more precise, these oscillators are coupled via the dynamical variable s, but the dynamics of s is much slower, only appearing at orders O(λ 0 ). Consequently, the leading term in the wave function factorizes into a product of Gaussians Φ ω (u) = (
2 /2 , with
Since V (0) (f (s)) is a pure multiplicative operator, the resulting eigenvalue ofĤ (0) is
Due to Eq. (59), this expression cannot depend on the variable s, implying a condition on the n = 0 coefficient V (0) (r) in our ansatz (51),
In particular, we have
The role of the external potential at the order √ λ in Eq. (10) is thus to keep the degeneracy of the SCE minimum (found at the order λ) through the order √ λ. This is necessary in order to keep the given smooth density ρ(r): if one of the SCE configurations (i.e., a given particular s 0 ) had a lower energy than the others, the SCE wavefunction would collapse in that particular s 0 , and the density would become a sum of delta peaks centered in f i (s 0 ) (with i = 1, ..., N ).
In order to determine the prefactor C (0) (s) of the wave function (65) we observe that in the wave function Ψ λ (s, q), the coordinate s ∈ R 3 has the probability distribution
where α = λ −1/4 . Using Eqs. (61) and (63), we find
In the limit λ → ∞ when ρ λ (s) must become rigorously proportional to the electron density ρ(s),
the terms O(α) in Eq. (70) can be dropped and Eq. (65) yields
Since Φ ω (u) is a normalized Gaussian, the µ-th factor of the product in Eq. (72) approaches the δ-function δ(q µ ) as λ → ∞. Therefore, the right-hand side of Eq. (72) equals |C (0) (s)| 2 J(s, 0), implying the result
The next order in the perturbative treatment of the ground-state energy of Eq. (60) leads to
The same argument used for Eq. (67) yields
independent on s. The important point here is that the terms coming fromT andV ee in the HamiltonianĤ
of Eq. (58) have zero expectation on the ground-state of the harmonic oscillator, so that there is no contribution to this order to the large-λ expansion of W λ [ρ]. As we shall see in the next Sec. VII, the order
Notice that, in our treatment of the strong-interaction limit of DFT, we did not consider the effect on the energy of the spin state or, more generally, of the statistics. This is because the electrons are always localized in different regions of space well separated from each other. The effect on the energy of the spin state or of statistics in the λ → ∞ limit can be estimated as being of the order O(e −λ 1/4 ), which is the order of magnitude of the overlap between two different gaussians of Eq. (65).
VII. THE COEFFICIENT
From the expansion of E λ [ρ] of the previous Sec. VI, we can easily compute W λ [ρ] using the Hellmann-Feynmann theorem:
From Sec. VI, we obtain, in the λ → ∞ limit,
By differentiating both sides with respect to λ, from Eq. (76) we obtain the expansion for W λ [ρ] of Eq. (13) with
in agreement with the results of Ref. [29] , and the exact expression for the next leading term,
This result generalizes (and proves) Eq. (35) of Ref. [26] for spherical two-electron densities.
As shown by Eq. (74), there is no
. There is also no term ∝ λ −1 , which would imply a term ∝ log(λ) in E λ [ρ] and thus in the kinetic energy Ψ λ |T |Ψ λ . Such a term would violate the known high-density scaling of Ψ λ |T |Ψ λ [31] (see also the erratum of Ref. [28] ).
As an example of application, we have computed W Table I we compare our results with the approximate PC functional [28] ,
where C = 1.535, D = −0.02558. As explained in Ref. [29] , the SCE minimum for spherical densities is constructed from a set of radial co-motion functions and the angular minimization is done numerically. When one of the electrons is close to the nucleus, the numerical minimization displays instabilities in the smallest (but non-zero) eigenvalues of the hessian. However, as shown by Eq. (79), such configurations are weighted by the density (in the spherically symmetric case by 4π s 2 ρ(s)) so that the error they introduce is relatively small. This error, however, increases with the number of electrons. The number of digits in our results of Table I (80) was fixed by the condition that the PC value for the He atom be equal to the one obtained from the MGGA functional of Ref. [10] . Now that we have exact values, it seems natural to change D in order to make the PC model equal to the SCE result for the He atom. This gives D = −0.028957. The values for the other atoms obtained with the revised PC model are reported in Table II: we see that the error is now substantially reduced.
VIII. REVISED ISI
In Refs. [22, 28] an expression for W λ [ρ] that interpolates between the two limits of Eqs. (12) and (13) has been proposed and tested using the PC approximation for the functionals
of Refs. [22, 28] , however, contains a spurious term ∝ λ −1 in its λ → ∞ expansion [28] , which, as explained after Eq. (79), has the wrong scaling behavior in the highdensity limit. Here we propose a revised ISI functional which does not have this problem.
Instead of modeling W λ [ρ], we use the same ISI interpolation formula of Ref. [22] 
satisfying the exact λ → 0 and λ → ∞ asymptotic behaviors, 
(83)
The final formula for the revised ISI functional is obtained by putting λ = 1 in Eq. (82),
For the correlation energy of the neutral atoms considered here, this revised ISI gives essentially the same results of the original ISI of Ref. [22] .
IX. CONCLUSIONS AND PERSPECTIVES
We have presented an exact treatment of the stronginteraction limit of density functional theory up to the second leading term, describing zero-point oscillations of strictly correlated electrons. We have evaluated numerically this zero-point contribution for small atoms, and we have used our results to improve a previous approximate functional for this term. A new interpolation formula for the exchange-correlation energy, satisfying more exact constraints, has been proposed, and will be tested elsewhere.
Besides the possibility of constructing an interpolation formula for E xc [ρ], the two functionals W ∞ [ρ] of Ref. [29] and W ′ ∞ [ρ] evaluated in this work, are of valuable interest for the development of Kohn-Sham DFT. They are an example of exact implicit density functionals for systems in which the electron-electron repulsion largely dominates over the kinetic energy. They can be used to test properties of the exact exchange-correlation functional like the Lieb-Oxford bound [32, 33] , and to test how approximate functionals perform in this limit [34, 35] .
Several issues still need to be addressed and will be the object of future work. The main problem of the ISI functional is the lack of size consistency. In order to be size-consistent, the interpolation of Eq. (82) should be done locally, using energy densities all defined in the same gauge. A first step in our future work will be the analysis of exact energy densities for the functionals W ∞ [ρ] and W ′ ∞ [ρ] (see also Ref. [36] ), and the construction of corresponding approximations. Another important problem is the development of a reliable algorithm to solve the SCE problem for a given non-spherical density. Other promising research lines are the study of the next leading term, which is of purely kinetic origin, and the construction of approximations to describe the effect of the spin state on the energy.
In this case, the SCE external potential, fixed by the conditions 
In the example (B2), Ω 0 is given by the two branches of the hyperbola x 2 = f (x 1 ) ≡ − 1 x1 in the x 1 x 2 -plane Ω . In the following, we focus on the branch Ω + 0 with x 1 > 0 and x 2 < 0, Ω + 0 = {f (s)|s ∈ R + }. The asymptotic potential-energy function, cf. Eq. (19) ,
assumes its highly degenerate minimum for all x ∈ Ω 0 . Consequently, the first partial derivatives, 
