Abstract-This paper investigates the role persistent arcs play for averaging algorithms to reach a global consensus under discrete-time or continuous-time dynamics. Each (directed) arc in the underlying communication graph is assumed to be associated with a time-dependent weight function. An arc is said to be persistent if its weight function has infinite 21 or £1 norm for continuous-time or discrete-time models, respectively.
fast, respectively. For the discrete-time case, a necessary and sufficient condition is obtained on E-agreement under general stochasticity, self-confidence, and arc balance assumptions. Then for the continuous-time case, two necessary and suffi cient conditions are established on global agreement and E agreement, respectively. In this way, we precisely state how the persistent graph plays a fundamental role in consensus seeking. Additionally, comparisons of our new conditions are given with existing results and the relations between the discrete-time and continuous-time evolutions are highlighted.
The rest of the paper is organized as follows. In Section II, we introduce the network model and define the problem of interest. Then in Sections III and IV, the main results and convergence analysis are presented for discrete-time and continuous-time dynamics, respectively. Finally concluding remarks are given in Sections V.
II. PROBLEM DEFINITION
In this section, we present the network model and define the considered problem. To this end, we first introduce some basic graph theory [4] .
A (simple) digraph Q = (V, c) consists of a finite set V = {1, ... ,n} of nodes and an arc set c, where each arc (i, j) E c is an ordered pair from node i E V to another node j E V.
If the arcs are pairwise distinct in an alternating sequence VOel VIe2v2 ... ekVk of nodes Vi and arcs ei = (Vi -I, Vi ) E c for i = 1, 2, ... ,k, the sequence is called a (directed) path with length k. A path from i to j is denoted i � j, and the length of i � j is denoted Ii � jl. A path with no repeated nodes is called a simple path. If there exists a path from node i to node j, then node j is said to be reachable from node i. Each node is thought to be reachable by itself. A node V from which any other node is reachable is called a center (or a root) of Q. Q is said to be strongly connected if it contains path i � j and j � i for every pair of nodes i and j; Q is said to be quasi-strongly connected if Q has a center [5] , [25] .
The distance from i to j, d(i,j), is defined as the length of a shortest (simple) path i � j when j is reachable from i, and the diameter of Q as do = max{d(i,j)li,j E V, j is reachable from i}.
In this paper, we consider a network model with node set V = {1, ... , n}. Let the digraph Q* = (V, c*) denote the underlying graph. The underlying graph indicates all potential interactions between nodes. Node j is said to be a neighbor of i at time t when there is an arc (j, i) E c*; each node is supposed to be a neighbor of itself. Let M = { i} U {j : (j, i) E c*} denote the neighbor set of node i.
Fig. I.
The underlying graph consists of persistent arcs (solid) and vanishing arcs (dashed). The persistent graph is shown to play a fundamental role for the convergence to an agreement.
Let Xi(t) E· be the state of node i at time t. Time is either discrete or continuous. The initial time is to 2: 0 in both cases and each node is equipped with an initial value Xi(tO)' The consensus algorithm is in discrete time:
and in continuous time:
Here Wij(t) : [0,00) -+ [0,00) is a nonnegative scalar function which represents the weight of arc (j, i). Clearly Wij(t) describes the strength of the influence of node j on i. Since Wij(t) = 0 may happen from time to time, the graph is indeed time-varying.
We define
as the minimum and maximum state value at time t, respec tively. Then we introduce
The considered global agreement and E-agreement for both the discrete-time and continuous-time updating rules are defined as follows. Definition 2.1: (a) Global agreement is achieved if for any
(b) Global E-agreement is achieved if there exist two constants 0 < 10 < 1 and To > 0 such that for any x(to) E • nand t 2: to, we have
(4) The goal of this paper is to distinguish the arcs from the underlying graph that are persistent over a long time range and how they influence global agreement. To be precise, we impose the following definition for persistent arcs and persistent graphs based on the 21 or £ 1 norms of the weight functions (see Fig. 1 ). Next, in Sections III and IV, we will investigate the discrete-time and continuous-time updating rules, respec tively. We will establish sufficient and necessary conditions on global agreement and E-agreement, which illustrate that the notion of persistent graphs is critical to the convergence.
III. DISCRETE-TIME SYSTEMS
In this section, we focus on the discrete-time model (1). In order to obtain the main result, we need the following assumptions.
A3 (Arc Balance) There exists a constant A > 1 such that for any two arcs (j, i), (m, k) E £P and t 2: 0, we have
The main result for the discrete-time updating rule (1) on global E-agreement is as follows. 
£P.
In fact, if (a) and (b) hold, then we have
for all t 2: to, where do represents the diameter of QP.
Before we state the proof, we introduce some more notations, which will be used throughout the rest of the paper.
For two sets S l and S2, S l \ S2 is defined as S l \ S2 = {z : z E S1, Z t/:. S2}. In the following two subsections, we prove the necessity and sufficiency parts of Theorem 3.1, respectively.
A. Necessity
We need to show that a global E-agreement cannot be achieved without either condition (a) or (b).
The upcoming analysis relies on the following well-known lemmas.
Lemma 3.1: Suppose 0 :S Pk < 1 for all k. Then L�oPk = 00 if and only if D%" = o (l-Pk) = o. Lemma 3.2: 10g(1 -t) � -2t for all 0 :S t :S 1/ 2.
We have the following proposition indicating that gP being quasi-strongly connected is not only a necessary condition for (1) to reach global E-agreement, but also necessary for (simple) global agreement, even in the absence of assump tions A2 and A3.
Proposition 3.1: Suppose Al holds. If global agreement is achieved for (1), then gP is quasi-strongly connected.
We are now in a place to present the following conclusion, which shows the necessity of condition (b) in Theorem 3.1. The necessity claim in Theorem 3.1 follows from Propo sitions 3.1 and 3.2. We refer to [45] for technical details of the proofs.
B. Suffi ciency
We establish a lemma on the upper and lower bounds for some particular nodes. 
. (10) s=t Proof: When xm(t) = 1-£1jJ(t) + (1 -1-£)\l1(t), for time t + 1, we have Xm(t + 1) :S 1-£(1 -e+(t; m)) · 1jJ(t) + (1 -1-£(1 -e+(t; m)) )\l1(t). ) . \l1(t). (12) s=t Continuing, we obtain (9). In equality (10) can be easily obtained using a symmetric analysis as for (9).
0 We now present the sufficiency proof of Theorem 3.1. In fact, we are going to prove a stronger statement which does not rely on the arc balance assumption A3. to + T -l xio(to+T):S "2 II (l-e+(s;io)) ·1jJ(to) s=to (13) 1 to + T -l
for all T = 0, 1, ....
Denote VI as the node set consisting of all the nodes of which io is a neighbor in gP, i.e., VI = {j : (io,j) E [Pl.
Note that VI is nonempty because io is a center. For any il E VI, there exists an instance fl E �o, to + T* -1] such that Wi l i � (f l) � a*/T* because L:�t;;·-1 Wi l io(t) � a*. 
Based on Lemma 3.3, we can further conclude Xil (to + Ql + T) :S TJ{! l + T -l . ;;* · 1jJ(to) + ( 1 -TJ{! l +T-l . a* )\l1(to) (16) 2T* for all T = 1, 2, ... + (1 -TJ T . +K . � )\l1(to) (17) 2T* Next, since gP is quasi-strongly connected, we can denote V2 as the node set consisting of all the nodes each of which has a neighbor in {io} U VI within gp. For any i2 E V2, there exist a node i* E {io} U VI and an instance f2 = to + T* + Q2 
With (19), we eventually have
For the opposite case of (13) with 1 1 Xio(tO) > "2 �(to) + "2 w(to), (19) 
IV. CONTINUOUS-TIME SYSTEMS
In this section, we turn to the continuous-time updating rule. We need an assumption on the continuity of each weight function Wij (t) for the existence of trajectories of (2).
A4 (Continuity) Each Wij(t), (j, i) E E* is continuous except for a set with measure zero.
With assumption A4, each solution of (2) is considered in the sense of Caratheodory in the following [3] , [9] .
The upper Dini derivative of a function h : (a, b) --+. at t is defined as
The next result is useful for the calculation of Dini deriva tives [6] , [25] .
.. , n , be 0 1 and V(t, x) = maxi=1, ... ,n Vi(t, x). If I(t) = {i E {I, ... , n } : V(t,x(t)) = Vi(t,x(t))} is the set of indices where the I? aximum is reached at t, then D+V(t,x(t)) = max iEI(t) Vi(t,x(t)).
The following lemma establishes the monotonicity of w(t) and �(t). Let Io(t) represent the set containing all the agents that reach the maximum in the definition of w(t) at time t, i.e., I(t) = {i E VI Xi(t) = w(t)}. Then according to Lemma 4.1, we obtain
.
JEN;
::; 0,
which completes the proof. 0 Lemma 4.2 implies, 1-l(t) is non-increasing for all t ?: to, and therefore each (Caratheodory) trajectory of (2) is bounded within the initial states of the nodes. As a result, the trajectories exist in [to, 00) for any initial condition.
The main result on global consensus and E-consensus is stated in the following two theorems. below that (2) will reach a global agreement in finite time when t tends to T.
A. Preliminaries
We establish two lemmas which describe the boundaries of how much each individual arc affects the nodes' dynamics. We refer to [45] for the technical proofs. -(n-1)A
On the other hand, we also have (29) Thus, we know from (29) and the definition of tl that 2(n -1)A"
Equations (28) and (30) result in (30) A mo mo Xi 1 (h) :::; 2 'lj;(to) + (1 -2 )w(to) (31) for all il E VI, where mo = (�)
Since gP has a center, we can proceed the estimation to nodes in V2, ... , h until ( UJ= l Vj) U {io} = V with t2, ... ,tk such that for all i E V, which leads to (33) We see that io can be chosen so that k :::; do always holds, where do is the diameter of gPo Denoting tl = tk, we eventually arrive at (34) Although the analysis up to now is based on assumption (25), we see that (34) also holds for the other case with Xio(tO) > �'lj;(to) + �w(to) using a symmetric argument by investigating the lower bound of'lj;(tl).
Similar estimate can be carried out for tk, k = 2,3, ... , which leads to 1i(tk + l ) :::; (1 -m t )1i(tk) for all tk, k = 1, 2, ... , which yields (35) (36) Therefore, we can now conclude that lim t -tCXl 1i(t) = 0 because 1i(t) is non-increasing and 0 < mo < 1. The sufficiency statement of Theorem 4.1 is thus proved.
The necessity part follows the same line as the proof of Proposition 3.1, and therefore omitted.
C. Proof of Theorem 4.2
The necessity statement follows from a similar argument as the proof of Proposition 3.2. The sufficiency part can be obtained based on the convergence analysis in Theorem 4.1. We refer to [45] for technical details.
V. CONCLUSIONS
This paper studied persistent graphs under discrete-time and continuous-time consensus algorithms. Sufficient and necessary conditions were established on the persistent graph for the network to reach global agreement or f-agreement. It was shown that the persistent graph essentially determines both the convergence and convergence rate to an agreement.
