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Abstract
Models for physical systems often take the form of implicit or behavioral models. One important problem is the
identification of which combinations of variables are good candidtates for control variables. This paper first provides one
solution to this problem for linear time varying systems. The solution is shown to be related to a general optimization
problem. It is then shown how these same algorithms can be extended to a large and important class of nonlinear systems.
1 Introduction
For many types of problems the initial formulation consists of a number of equations relating various variables and some of
their derivatives. The result is a differential aglebraic equation (DAE) [6]
        (1.1)
System (1.1) is also sometimes referred to as a behavioral model [16]. Usually only some of the variables appear differen-
tiated so that we actually have a system in the form
            (1.2)
The variables   are sometimes referred to as differential variables and the   variables as algebraic variables.
The next step in many design procedures is to choose some portion of the variables to be control variables. Several
considerations drive this choice of control variables. One is that the variables need to correspond to quantitites that are
physically reasonable to use as controls. Often this includes such quantities as orientation angles, torques, etc. A second
consideration is that the response of the system to the control should be nice in some sense. This second criteria usually
rules out choosing part of   as a control since it becomes differentiated when entering the system.
If some portion of the algebraic variables   are choosen as control variables and denoted , and the remaining portion
of   denoted , we wind up with the system
            (1.3)
The equation (1.3) is interpreted as a DAE in    with a forcing or input function . That is, it is a controlled DAE.
Physical considerations may rule out some choices of control variables, but an important question is whether there is a
choice of control for which the DAE in (1.3) is solvable index one. In this case     will be at least as smooth as 
and there will be no constraints on the control variable. That is, for every piecewise continuous , there will exist    
satisfying (1.3) and    are uniquely determined by there intial values. The control can be free to achieve desired control
objectives. We shall refer to this problem of identifying a good control as the control selection problem and it is the problem
that we consider here. For the sake of brevity we assume that the reader has some familiarity with optimal control and the
basic theory of DAEs [6].
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In the simplest case,   can be chosen by a partitioning of   which in turn comes from a partitioning of . However,








      
This is especialliy likely in problems where different subsystems are defined in terms of local coordinate systems.
Another factor complicating the control selection problem is that the systems can be large with complicated equations
and hidden structure. Thus it is desirable to have a computational algorithm for the control selection problem.
It is interesting to note that while we think of  and  in (1.3) differently from a control, or equivalently an input-state,




      (1.4a)
            (1.4b)
From the point of view of this optimization problem, there is no difference between   and . This fact is exploited, for
example, by the optimal control code SOCS [4, 5] developed at the Boeing Company. It can solve problems of the form
(1.4) provided the DAE in (1.4b) is index one.
It has been noted by a number of authors that if one writes down the Euler Lagrange necessary conditions for (1.4),
then one gets a DAE in      	 and this DAE can be index one when the original DAE (1.4b) has index above one.
In fact, these Euler Lagrange equations can result in a solvable DAE even if the dynamics (1.4b) are not solvable. In
general, the addition of a cost criteria (1.4a) can result in a Euler Lagrange DAE which has higher or lower index than
the original DAE (1.4b). A recent analysis [12] provides conditions and analysis which amount to characterizing when the
Euler Lagrange equations are a solvable index one DAE. In this note we show that this characterization of when the Euler
Lagrange equations are index one provides a characterization of a control selection that results in an index one plant.
Before proceeding we give two simple, but informative, examples.
Example 1.1 Consider the system
           (1.5a)
      (1.5b)
If we choose the control variable to be , then we get an index two DAE in    and the response in  involves derivatives
of . On the other hand, if we choose the control to be , then we get a solvable index one DAE in   . Also,    are
one order somoother than .
Example 1.2 Consider the system
           (1.6a)
          (1.6b)
      (1.6c)
Here    are differential variables. For this problem any choice for the control of the form   
   
, and
remaining state of the form   
  
, results in an index two DAE in    .
The control selection problem is not new. What is new here is relating it to an optimal control problem and giving an
algorithm that can determine a projection of the state that can be used as a control and also determine the rest of the state.
Also, our results are applied to both linear time varying and a large class of nonlinear systems.
It should be pointed out that the question examined here is different ¿from that examined in the literature on feedback
regularization of descriptor (DAE) systems. That literature, see [8, 9, 11, 17] for example, starts with a system of the form
(1.3) along with an output equation. Then a feedback control is sought so that the resulting closed loop system is index one.
In this feedback approach the way the control enters the system is fixed, the state is fixed, and a feedback loop is attached.
Physically this means that extra connections are added to the original system. Also, what are considered state variables are
not changed. The dynamics is changed. In contrast, in the problem we consider no extra feedback loops are added to the
system. We are asking about what choices of inputs and state lead to the original system being index one.
2
2 Linear Time Invariant Case
We shall first briefly discuss the linear time invariant case since it is then easier to see what is happening. The next section
concerns the technically more complicated linear time varying case. Finally in Section 5 we consider nonlinear systems.
We assume that we have a process in the form of
      (2.1)
Note that considering       where  are some source terms does not change the analysis so we omit these source







where  is positive semi-definite. By performing a constant coordinate change in (2.1) we may assume without loss of
generality that we have
              (2.3a)
         (2.3b)







            	       
which results in the necessary conditions
            (2.4a)





 	       (2.4c)
      	    
 
	     (2.4d)
The system (2.3) has a control selection which results in an index one plant if and only if    is full row rank. In this
case there exists invertible, in fact orthogonal matrices,  so that
  
       (2.5)
where   is nonsingular. If we let   , then we get that (2.3) becomes
                  (2.6a)
            (2.6b)
Since   is invertible, if we choose  as the control variable, we get (2.6) is an index one DAE in     . For this choice
we have that the state will generally have the same level of smoothness as the control since they are linked algebraically. If
we choose  so that we also have    , then the state depends on an integral of the control.
The requirement that   be invertible in (2.5) does not uniquely determine either  or its action on any subspace.
When we add the requirement that    , then   must send the subspace 
  to .


























This matrix will be invertible if and only if 
  . That is, the weighting matrix  is positive definite on the subspace
chosen for the control variable.
Proposition 2.1 There exists a control selection for (2.3) which gives an index one DAE if and only if the Euler Lagrange
equations for problem (2.2) are index one for any positive definite weighting matrix  .
The particular choice of  is not important.
3 Linear Time Varying Case
We now turn to the more difficult linear time varying case. Suppose that, instead of (2.1), we have
           (3.1)
where we again have ommitted any source terms since they do not affect the solution of the control selection problem. If
we wish to consider solutions where only some components of  are smooth, it is convenient to consider
             (3.2)
instead of (3.1). The problems to be solved include: characterizing when there exist a proper control selection for (3.1) and
(3.2), giving an algorithm for computing these subspaces, and characterizing when we can get the response is smoother than
the control.
In the linear time invariant case we first separated out the differential variables and then the algebraic variables. Now
we suppose that, instead of (2.1), we have
                
   (3.3)
with continuous in  matrix coefficients. The weighting matrix in the cost now depends continuously on . System (3.3)
contains 
 equations,    , and   has size 
    is      is 
 . For continuously differentiable
, note that      . Letting   , where  is the Moore-Penrose generalized
inverse [10] of , we see that equation (3.2) can be considered a special case of (3.3).
The weighting matrix    in (2.2) is supposed to be symmetric and positive semi-definite for all   .    is
  
  .
The leading term in the DAE (3.3) is assumed to be stated properly. That is, the coefficients  and  are well-matched
so that there is no gap and no overlap between the subspaces 
 , which is the nullspace of  , and   which
is the range of   in . More precisely, we assume

          (3.4)
  denotes the direct sum) and suppose these two subspaces are spanned by continuously differentiable basis functions.
This will happen, for example, if  are continuously differentiable and have constant rank.
Let   denote the    projector matrix onto   along 
 . That is,     , 
  

  for   . Then   is also continuously differentiable in .
Under these assumptions    and the product   
   have common constant rank on , say , where
  . As pointed out in Theorem 4.5 of [2], in view of Hamiltonian properties in the inherent explicit ODE, it is preferable
to model the problem with    
       . In the following we drop the argument  almost everywhere.
Then the relations are meant pointwise for each   . A solution of (3.3) is a continuous function  
    , such that
 is continuously differentiable, and (3.3) is satisfied for all   . Let     




       
      
Define     	
  by
     

   
     
	   

   

      

    	 
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To understand the important role that these time varying matrices will play, note that     . If we let    
and   , then (3.3) becomes
  
          (3.5)
Also, if we multiply (3.5) by 	, then we get 	        . We will see that 	  also plays an important
role.
In terms of the linear time invariant matrix pencil    from (2.1), we have that if   are square, then    
        being full rank is just the usual condition for the pencil to be is index one and regular where regular
means that       is not identically zero.
The orthoprojectors  	 are continuous in  since  is continuous and has constant rank. Observe that
    	  










with invertible factors 

   and 	 

 . Therefore, all three matrices  
  and 	  have the same
rank. Below, the conditions for   to have full row rank 
 will play an important role. It means that there are no redundant
equations in (3.3). In the context of (time invariant) controlled descriptor systems this is controllability at infinity [2, 3].
The problem of minimizing the cost (2.2) subject to the DAE (3.3) and the initial condition
       (3.6)
where        is given, is closely related to the boundary value problem
       (3.7a)
 	   	   (3.7b)
       (3.7c)
  	    (3.7d)
This BVP states a sufficient optimality condition, which is also a necessary condition if it is also assumed that    has
full row rank (Proposition 3.2 below). We will refer to the DAE (3.7a), (3.7b) as the optimality DAE. Notice that it also has
a properly stated leading term. From Theorem 3.3 of [2] we have
Proposition 3.1 The optimality DAE (3.7a), (3.7b) is regular with (tractability) index one if and only if
(i)   has full row rank 
 on , and





 has full row rank .
Note that  
	   	  






      for all   
  
	     (3.8)
that is,  is strictly positive definite on this subspace.
Proposition 3.2 If       
 	   
 
 
   are a solution of the BVP (3.7), then   is a minimizer for
(2.2),(3.3),(3.6). Conversely, if   has full row rank 
, and       




   such that   	  solve the BVP (3.7).
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Proof: We prove the first statement first. Let   	  solve the BVP (3.7) and let      
 satisfy the DAE (3.3) as































           	    
Taking into account the positive semidefiniteness of  we find that        and   is a global minimum.
We now prove the second statement. Let       
 be a minimizer of the cost (2.2) subject to (3.3),(3.6). Since

    	  has full row rank 
, there is a (continuous in ) orthogonal  matrix  such that
















































  is the orthoprojector
onto 









so that (3.3) becomes
            !    (3.11)
which looks like a controlled DAE. Because of   
  

       

   , the smooth part of the variables
in (3.11) is   . The DAE (3.11) has a properly stated leading term, and, considered as a controlled DAE with   being the
control, (3.11) is regular with (tractability) index one. Namely, we have
 
  
    	        











































  is invertible, and so is    








  and (3.9) holds, it follows that













This means that the control   in (3.11) is just directed to the explicit inherent ODE. Consequently, for each given control     , the initial value problem for (3.11) with the initial condition
          (3.12)
























   is now an optimal pair for (3.13) subject to (3.11),(3.12). By Theorem 2.12 of [1], there is a function 	        such that     	     form a solution of the BVP
            !    (3.14a)
    	       	  "    (3.14b)
 " ! 	      (3.14c)
          (3.14d)    	    (3.14e)










and scale by  , which leads to
  	    	  
that is, to (3.7b). Now we realize that 	  
  	  satisfies equation (3.7b) for    . Since
  	       
 	  






this function 	  satisfies the end conditions (3.7d), too.  
At this place it is worth mentioning that, if the full rank condition for    does not hold, then a corresponding 	 
satisfying (3.7b), (3.7d) does not necessarily exist although there is a minimizer   . See Example 2.11 of [1].
The proof of the second assertion in Proposition 3.2 has its own value with respect to a good control selection in (3.3).
Actually, we have proved
7
Proposition 3.3 If        in (3.3) has full row rank 




continuous and orthogonal, such that the resulting controlled DAE (3.11) is regular with index one, and the responses   are
smoother than the controls      
 
for    ).
In Example 1.2 above, where no good control selection (leading to an index one DAE) exists, the corresponding matrix
  is
  
	      
   
 
and it obviously does not have full row rank. The next assertion says that this is also the general situation: The full rank
condition for   is necessary for an index-one control selection.







for (3.3), invertible, such that         

      !, and the resulting controlled DAE
            !   
is regular with (tractability) index one, then   has full row rank 
.
Proof: Due to the index-one property, the 
  
 matrix    	    is invertible. Compute   	     
	 
       	    	  ! . Hence #
  	    #
    	    
 Also  	  has
#
 
, and so does    
In summary we have shown that if there is a good (index-one) control selection for the DAE (3.3), then the optimality
DAE (3.7a),(3.7b) has index one for all weighting matrices  being positive definite on the subspace 
   
	  .
We have also shown that conversely, if the optimality DAE (3.7a),(3.7b) has index one, then there is a good control selection,
and  is positive definite on the subspace 
  
	  .
4 Practical realization of the control selection
The preceding analysis provides the basis for a control selection algorithm. In general, if one has a continuous matrix
function   and takes its singular value decompostion (SVD) the factors do not vary continuously in  due to discrete
numerical decisions in the implementations. It is possible to get continuous factors by using a continuous SVD [7, 13, 15].







   is    and invertible (4.15)
























































    is  
     











































Note that to actually carry out this procedure only requires first computing (4.15) and noting the size of . Then   
is computed and   extracted. Then we do (4.16) and finally (4.17).
The analysis and algorithms greatly simplify if we have a semi-explicit DAE such as
              
  (4.18a)
         
 (4.18b)
as a special case of (3.3) with time varying   , 
  
   
     
  We merely have to choose an orthogonal
(continuous)   
    














Suppose now that we have a nonlinear system of the form
           (5.1)
If we have a trajectory   and linearize around  , we get a linear time varying DAE in Æ   . If we have a continuous
invertible function  , it is straight forward to show that performing the change of coordinates    either before or
after the linearization results in the same linear time varying DAE. What happens if we apply the control selection algorithm
to the linearization and then use this control choice for the nonlinear system?
It is easy to see that if the original DAE is semi-explicit, then the control selection computed by the algorithm of this
paper will provide a local control selection for the original nonlinear DAE. The only thing that might be lost is the state
being smoother than the control. In the following we show the same to be true for a further large class of nonlinear DAEs.
Let the function  in (5.1) be given as
 $      $  %      $      (5.2)
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where    is a 
   matrix, %    . Let   and    be well-matched, that is,

              (5.3)
and 
   is independent of .  is assumed to be continuous with continuous partial derivatives  	   and 
.
The two subspaces involved in (5.3) are assumed to be spanned by continuously differentiable basis functions. In summary,
equation (5.1) is now a quasi-linear DAE of the form
        %     
that has a properly stated leading term [14]. The homogeneous part of the linear DAE resulting from linearization along a
given function (not necessarily a solution)       
 is [14]
    Æ 
     Æ       (5.4)
where





Observe that the linearized DAE (5.4) also has a properly stated leading term. Hence, we may apply the results given in
Sections 3 and 4.
We continue using the orthoprojections
    
        
as well as the continuous matrices
                     
introduced in Section 3 for the linear DAE (3.3). Here by  we indicate the application of these ideas to the linearized
DAE (5.4). Additionally we introduce for the nonlinear DAE (5.4) the matrices       $  , which are defined
pointwise for $         by
       
  $        
 $   
By construction it follows that
               
          (5.5)
Next, assuming     to be of full row rank 
, we compute a good (continuous) control selection           for
the linearized DAE (5.4) as described in Sections 3 and 4. Recall that we then have              




     is the orthoprojector of 
 onto 
  . Moreover,    
           remains nonsingular due








to the nonlinear DAE (5.1) and taking into account that     holds, we obtain
      
             (5.7)
which we can consider to be a controlled DAE. Note that (5.7) is again a DAE with properly stated leading term. We will now
show this DAE is regular with index one locally around the transformed functions                 
 
   .
The corresponding test matrices for the controlled nonlinear DAE (5.7) are [14]
               
  $         
 $             
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for $           .
The 
  
 matrix   $    depends continuously on its arguments, and we have
        
                        
                   
Since     remains nonsingular on , there is a neighbourhood of the trajectory &   
              

   in       , where   $    is nonsingular and, hence, the DAE (5.7) has index one.
Proposition 5.1 Suppose that the nonlinear DAE (5.1) has a full-row-rank matrix    $   for all  $ . Then for each
arbitrary reference function       
, there is a continuous linear control selection   which transforms the DAE
(5.1) locally into a contolled regular index one DAE.
Proof: Since      has uniformly rank 
, relation (5.5) ensures the full-rank property for     , which is needed for
computing the control selection  .  
If the nonlinear function defining the DAE (5.1) is not given globally on       but on a subset 
   
 
   open, one can proceed similarly, keeping all function values     etc. in the right domains.
6 Conclusion
We have presented a solution of the control selection problem which leads to computational algorihtms for determining a
good control selection for both linear and many nonlinear system. The algorithm not only computes such a good control
selection when it exists but also tells us when no such selection exits. Application of the algorithm does not require any
prior manipulation of the system to put it into some special form. The algorithms for control selection presented here may
be applied directly to the original system.
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