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ABSTRACT 
Unmanned vehicles (UV’s) are increasingly being employed in 
civil and military domains often for operations in dangerous 
environments. Typically these vehicles require some level of 
human supervision and therefore require a user interface to 
enable tasking and feedback. Most existing interfaces are 
specific to the UV and may require significant user training. 
One potential solution to this is to exploit proven videogame 
interfaces to improve UV control. There is however a lack of 
organised means by which these approaches can be evaluated. 
This paper describes an interface developed to serve as an 
experimental platform for investigating the potential benefits of 
various videogame based interfaces for remote vehicle tasking.  
Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – graphical user interfaces, input devices and 
strategies, interaction styles, screen design, Evaluation / 
methodology, Benchmarking. 
General Terms 
Management, Measurement, Performance, Design, Human 
Factors, Standardisation. 
Keywords 
Situation awareness, human robot interaction, videogame 
interfaces, metrics. 
1. INTRODUCTION 
UV interfaces are a bidirectional tool. They facilitate both a 
means by which operators can task a UV and also provide 
information about the state of the UV conveying situation 
awareness (SA) to the operator. SA and performance metrics 
are well researched methods of quantitatively evaluating the 
effectiveness of an interface [1]. Given the researched validity 
of these methods a generic interface (GI) has been developed to 
facilitate the three most common approaches to SA and 
performance measurement. Despite these metrics there is a large 
taxonomy of researcher’s interface proposals created purely 
with a qualitative approach to interface design.  
This paper describes an experimental architecture designed to 
evaluate the potential SA and performance benefits to operators 
of a videogame inspired interface for remote vehicle tasking. 
The GI developed as part of this work is capable of tasking 
multiple vehicles of differing types through a single interface 
which exploits the approaches to interface design employed by 
videogame developers. 
Videogame interfaces have matured into a proven set of 
standardised tasking interfaces. Poorly designed and unintuitive 
interfaces are quickly rejected by the market regardless of the 
quality of other aspects of the game. Modern computer games 
offer the players a great level of control and provide vast SA 
information in complex dynamic environments. Videogame 
architectures also address the control of different types of craft 
each with different SA needs elegantly through the one 
interface. 
One of the fundamental problems in existing research is the 
inability to directly compare one interface with another. This is 
problematic due to the application specific requirements of 
differing dynamic environments. As a result very different 
interfaces have been developed to satisfy individual purposes 
resulting in a significant learning curve when operators switch 
from one interface to another. Videogames provide generic 
interfaces for controlling many different kinds of vehicles. The 
GI is designed to exploit these interfaces to investigate the 
potential benefits of a videogame based approach to interface 
design for real world problems.  
A background into SA metrics and their reason for 
implementation into the GI is discussed in section 2. Section 3 
presents a dynamic model for conveying SA to operators which 
is implemented in the GI architecture. The GI architecture 
design and functionality along with the implementation of the 
proposed dynamic model for SA is discussed in section 4. 
Finally, future experimentation is presented in section 5. 
2. BACKGROUND 
Given the complex nature of SA and the subjective effort to 
define it, researchers have come up with contrasting definitions. 
Although the work of Endsley is typically pertinent to the 
aviation industry her generalised definition of SA is largely 
accepted throughout the human robot interaction (HRI) domain. 
Endsley’s SA definition is as follows: “The perception of 
elements in the environment within a volume of time and space, 
the comprehension of their meaning and the projection of their 
status in the near future” [3].  
There are three well researched approaches to metricating SA 
each of which directly of otherwise address Endsley’s 
definition. These approaches are subjective based SA 
measurement, observer based awareness measurement and 
performance based measurement.  
Subjective techniques call upon operators to rate their own 
performance post examination typically on a linear Likert scale. 
The popularity of subjective SA awareness can be attributed to 
many factors. Ease of implementation and administration, low 
cost, non-intrusiveness and the ability to use these measures in 
real world controlled environments are all reasons for this 
metrics adoption for HRI analysis. The inherent nature of 
subjective assessment ultimately prevents any subjective scale 
from having both complete accuracy and reliability although the 
process does reveal a cognitive insight into operators thought 
processes when the examination questions are verbally 
answered.  
Observer SA measurement attempts to remove operator 
subjectivity by introducing an external examiner familiar with 
all aspects of the system. Endsley’s SA global assessment test 
(SAGAT) [2] is a popular observer metric with well researched 
validity. The process involves operators undergoing a simulated 
test which will pause periodically at which point the test subject 
will be questioned about the state of the environment in an 
attempt to elicit a quantifiable level of SA. Observer metrics 
utilising the SAGAT approach are easily implemented with the 
GI as it is capable of pausing the simulation environment at 
designated or random intervals for operator testing. Care 
however needs to be taken to ensure that the questions asked 
are pertinent to the current situation and the near future of the 
tasked vehicles. 
Performance based measurement of SA differs from subjective 
and observer metrics because testing is based purely on 
outcomes. There is a probabilistic relationship between an 
operator’s performance and their SA. A direct relationship is 
not guaranteed due to the possibility of an operator making a 
poor decision despite adequate SA, resulting in a poor 
performance outcome.  This approach is included in the suite of 
SA metrics since the ultimate performance of the system is of 
primary concern and limitations to performance need to be 
identified. Given its rich programming environment, the GI can 
easily be augmented to monitor system outcomes for inclusion 
into a performance metric. Test subject operators of the GI will 
be required to complete a series of missions with simulated 
vehicles designed to reflect real world scenarios. GI 
performance metrics can be constructed by monitoring the time 
taken to complete a mission, the errors made and the collisions 
between simulated craft and objects within the environment. 
 
Figure 1. SA Measurement Points [6] 
Pritchett & Hansman [6] during their work on performance 
based measurement of SA constructed a workflow of the 
decision making process shown in Figure 1. This illustrates the 
potential SA measurement points over the entire input, decision 
and action process. This is an iterative process performed many 
times throughout a training session. Observer, subjective and 
performance measures respectively are represented by the three 
arrow sets in the diagram. Only when the test methods are 
combined is the entire decision making spectrum covered which 
is why variants of all three have been chosen as metrics for 
inclusion into the GI SA test suite. 
3. A DYNAMIC MODEL FOR SA 
Given the subjective definition of SA, the specific requirements 
of an interface offering awareness to satisfy a given model are 
unclear. Researched approaches to defining awareness 
requirements usually involved the formulation of a 
requirements list. Once these requirements are determined an 
interface is designed to facilitate them [4]. The problem with 
these static approaches to interface design is clutter. If an 
interface presented all information all the time there would be 
too many distractions affecting end user concentration. As a 
result this would hinder operator performance. Conversely over 
simplification may result in a distinct lack of SA or an 
underutilisation of human cognitive resources.  
Environments in which UV interfaces are utilised are dynamic. 
As such the SA requirements are also changing with both time 
and circumstance. To facilitate this, a model for SA should aim 
to address pressing awareness requirements and remove 
unnecessary data from the interfaces view ports. This approach 
is exercised extensively with computer game architectures 
where dynamic customisation of the heads up display (HUD) is 
programmatically a nontrivial process. HUD customisation is 
not feasible for many interfaces particularly where video feed is 
used as the primary display. Augmenting live video streams is 
not necessarily possible due to limitations of video feed 
rendering APIs. Displays utilising video feed typically have a 
window of video feed as a primary view port surrounded by 2D 
operating system rendered graphics as information aids.  
Gaming technology however provides seamless integration of 
2D and 3D graphics as customisable overlays over a rendered 
3D environment. This high level of customisation facilitates the 
implementation of a complex dynamic SA model. To formulate 
a dynamic model however, the requirements need to be 
decomposed into hierarchical taxonomies.  
A dynamic SA model can be constructed from a static 
hierarchical model. SA requirements have a set of associated 
thresholds governing their display status. An example of this 
would be an altitude warning graphical aid for flying craft. To 
avoid information overload the aid should not be displayed 
until a predetermined threshold distance from the ground is 
breached. Some graphical aids such as a compass or remaining 
ammunition may be desirable at all times and as such should 
have a zero threshold. To construct an Initial Static Model, 
hereby referred to as the ISM, existing proposals from HRI 
researchers were used as a base case. These were aggregated 
then augmented where required. Models addressing both the 
general SA cases as well as models specifically for HRI 
applications were considered. Aspects of general case 
awareness models were omitted where irrelevant or altered to 
suit HRI SA. Once the ISM is completed the dynamic version 
can be integrated into the interface by traversing the ISM 
hierarchy for breaches of each requirements display thresholds. 
This behind the scenes traversal and resultant display should be 
seamless to the operator of the interface. 
Since different types of UVs tasked by the interface will have 
different SA requirements, a hierarchical extensible ISM is 
desirable. When the interface queries the model for 
requirements, only a limited subset of the models hierarchy is 
checked, depending on the type of vehicle. The GI will facilitate 
different modes of operation: Real time strategy (RTS), 1st 
Person and 3rd Person. Each vehicle will need to display the 
appropriate SA data for each mode. In RTS mode with several 
vehicles viewable on the primary display the data is minimised 
to avoid clutter. To reduce clutter a minimal data set is 
displayed until a vehicle or vehicles are selected. Once a vehicle 
is selected, additional SA data for that vehicle will be presented 
to the operator, a process synonymous with RTS game interface 
design. 
Input is provided with standard gaming hardware and control 
paradigms. As such the hypothesis is that the cognitive burden 
will be significantly diminished using a familiar gaming input 
mechanism as opposed to the learning of a new control widget. 
Construction of the ISM hierarchy starts with the most basic 
vehicle and is extended to facilitate more dynamic and complex 
entities. The hierarchy will be designed such that a vehicle will 
automatically inherit all the SA requirements of its ancestors. 
Extensibility and Inheritance are also synonymous with the 
Object Oriented Programming (OOP) model. 
The relationship between the ISM hierarchy and OOP is 
fortunate for two reasons. First of all having a sound 
understanding of the OOP allows the same elegant hierarchical 
design skills to facilitate the implementation of complex 
dynamic SA constructs. Secondly, the design should translate 
seamlessly into a class diagram for implementation of the 
hierarchy in code. Researchers typically analyse SA from the 
viewpoint of information presented by an interface. SA should 
not end there however. It should also encompass the process of 
input. Operators should be aware of how to task a vehicle, 
switch interface type, issue commands, respond to 
circumstances and perform other input tasks. In other words an 
operator should have SA of their own input environment in 
addition to the environment in which the tasked vehicles exist. 
Ideas about what constitutes a SA requirement are ambiguous 
and subjective. Several awareness models and decompositions 
have been proposed by HRI researchers. These decompositions 
were designed to address SA issues for different types of 
vehicles under differing operational conditions. The following 
is a discussion of identified SA requirements pertinent to HRI 
and a methodological evaluation of how each should be 
incorporated into the ISM. 
3.1 Identified SA requirements from 
researched proposals 
Figure 2 is a summary of SA requirements chosen for inclusion 
in the GI. This list was constructed following an extensive 
review of 26 published research works on HRI interfaces. Some 
of the interface requirements proposed were very application 
specific, particularly in the areas of search and rescue robotics. 
To avoid bloating the list points have been removed, altered or 
added  where appropriate to better facilitate a generic SA 
requirements model. 
1. 3D spatial  
a. Vehicle orientation in terms of heading, 
pitch and rotation 
b. Location relative to the environment and 
surrounding objects, including other UVs 
c. Predicted 3D spatial relationship, as above 
but in the near future as a result of non zero 
velocity 
d. Navigational bounds of the environment 
2. Weather 
a. Currently Surrounding the vehicle 
b. Near the vehicle 
3. Health 
a. Operational status of Craft 
b. Operational status of Subsystems 
4. Status & Logic 
a. Understanding of the status of the vehicle 
(in addition to health) 
b. Understanding of internal logic behaviour 
5. Threats 
a. Enemy Proximity 
b. Navigational threats (depending on vehicle 
type) 
6. Mission & Progress 
a. Goals and intelligence information 
b. Progress towards completion 
7. Trustworthiness 
a. Probability of issued task execution 
b. Communications latency 
8. Capabilities 
a. Understanding of the capabilities of the 
vehicle 
Figure 2. Proposed SA requirements 
Each of the identified SA requirements from Figure 2 will have 
an associated threshold. When the threshold is breached the 
associated aid is presented to the operator via the interface. 
Each of the requirements however may present themselves 
differently depending on the current interface type (RTS, 1st 
Person or 3rd Person). As such, requirements will have a 
different aid for each interface type. In some cases an aid may 
facilitate more than one interface type. This means there will be 
at least one aid and at most n aids where n is the number of 
interface types offered. In this case, n is equal to three (RTS, 1st 
Person and 3rd Person). 
Under some circumstances, one interface type may 
communicate particular awareness information better than 
another. An example of this is the spatial relationship of one 
vehicle to other nearby vehicles. With a birds eye view RTS 
interface the relationship is easy to see. This is not however the 
case for 1st and 3rd person interfaces. As such the 
aforementioned thresholds for aid display are dependent on 
interface type. This means that for each aid there will need to be 
an associated threshold, as opposed to a threshold for each 
requirement.  Figure 3 shows this relationship. A SA 
requirement has associated with it an aid and its corresponding 
threshold for each interface type. Note that each aid/threshold 
pair, if appropriate, may facilitate more than one interface type. 
SA Requirement
RTS Aid
RTS Threshold
1st Person Aid
1st Person Threshold
3rd Person Aid
3rd Person Threshold
 
Figure 3. A SA Requirement containing interface aids 
To construct the ISM, SA requirements identified in Figure 2 
are decomposed into version 1.0 of the ISM. 
STATIC
3D Location
3D Spatial
Health
Status
Threats
Trust
Examples: Buildings and other static
structures would extend this asset
DYNAMIC
Orientation
Capabilities
Examples: Fixed position weapons such as
sentry guns would extend this asset
VEHICLE
3D Predicted
Velocity
Navigational Threats
Mission Data
Fuel
Bounds
Examples: Vehicular craft would extend this
asset
AIR
Altitude
Weather
Examples: Planes, Helicopters, Air ships
etc would extend this asset
 
Figure 4. Initial Static Model (ISM) v1.0 
The ISM in Figure 4 is hierarchically comprised of increasingly 
complex vehicle types. Any vehicle’s SA requirements could 
potentially be satisfied by adopting one of these classifications. 
If not, the classification can be extended to facilitate the 
additional lacking SA requirements.  
4. THE GENERIC INTERFACE 
A remote vehicle tasking interface based on videogame 
paradigms presents many potential improvements over existing 
approaches. Benefits include: 
1. Intuitive and familiar input mechanisms 
2. Network architecture facilitates collaborative tasking 
3. Provision of a 3D rendered representation of the 
remote environment facilitates tasking under any 
visibility conditions, reduces communications latency 
and seamlessly integrates 2D graphical aids overlaid 
on the 3D environment 
4. The ability to manually switch interface type to suit 
task / conditions 
5. Affords the operator response automation as opposed 
to task automation 
6. Can be used for simulation and training. Deployment 
and simulation environments are effectively the same 
To test the validity of these claims, an architecture to serve as a 
research platform is required. No interface exists that allows the 
runtime switching of interface types or the easy implementation 
of the dynamic SA model presented in section 3. As a result the 
GI has been developed using the Delta3D simulation and game 
engine specifically for this research. 
The GI provides operators with the three main interfaces for 
vehicle tasking from the videogame domain: RTS, 1st Person 
and 3rd Person. A mock simulation environment with three 
controllable vehicles (Helicopter, Armoured Personnel Carrier 
and Hummer) has been created in the following screenshots to 
demonstrate what the operator will see when in each of the 
three different modes. Note that the same environment and 
location of vehicles is presented in each screenshot as a means 
of comparison.  
By default the RTS interface is presented (see section 4.1). To 
switch to 1st and 3rd person modes (sections 4.2 and 4.3 
respectively), an individual vehicle must be selected and “V” 
for vehicle mode is pressed on the keyboard to then cycle to 1st 
person and then 3rd person modes. If “V” is pressed again then 
the operator cycles back to the default RTS interface. 
4.1 RTS Interface 
 
Figure 5. GI in RTS mode 
The RTS interface is a top down view of the environment. It 
operates on a “point and click” strategy and is controlled 
primarily with the mouse, although it can be augmented with 
keyboard shortcuts. Facets of the interface design have been 
drawn exclusively from RTS videogames. In particular design 
strategies reflect those of the most popular RTS games from 
Blizzards Craft series [10, 12] and Westwood Studios 
Command and Conquer titles [7] which have evolved into a 
standard widely accepted by the genera. The tasking procedure 
is a three step process: 
1. Select the vehicle or vehicles to task 
2. Select a task to perform 
3. Select an object to perform the task on 
For example:  
1. Select the helicopter vehicle by clicking on it (item #1 
from Figure 5) 
2. Select “move” from commands panel either with the 
mouse or the keyboard shortcut (item  #7 from Figure 
5) 
3. Select a location to move to by clicking the mouse on 
the terrain surface 
There are numerous graphical aids on screen which are 
synonymous with videogame RTS design. Each of the 
numbered items from the RTS interface screenshot (Figure 5) is 
explained in Table 1.  
Table 1. RTS interface features 
Item Number Purpose 
1 The selection graphic shows which vehicle is 
currently selected. Selection occurs by clicking 
an individual vehicle or dragging a selection 
rectangle over multiple vehicles (see item #3). 
Once a vehicle is selected its data is displayed 
in the statistics panel (item #6) and the tasking 
operations that can be performed are listed in 
the control panel (item #7). Note that the stats 
are reflected in miniature next to the selected 
vehicle so attention is not directed away from 
the main display. 
2 The Armoured Personnel Carrier (APC) 
vehicle. (Unselected in this example). 
3 Operator selects the Hummer vehicle by using 
the mouse to left click drag a selection 
rectangle around the vehicle. This also is the 
method used for selecting multiple vehicles. 
4 A compass to reinforce spatial SA. Clicking the 
compass automatically reorients the display to 
north. 
5 A mini map is almost always presented on RTS 
interfaces. The map can be clicked on to move 
the camera to that point of interest. The white 
square on the mini map shows the current area 
the camera is pointed to. 
6 Statistics for the currently selected vehicle. 
Note that the only statistics displayed are those 
for SA requirements with a zero threshold. 
Display of SA requirements with nonzero 
thresholds is not shown on the RTS interface 
because those requirements are managed 
automatically by the high LOA provided by 
RTS interfaces. 
7 This is the tasking panel where tasks for the 
currently selected vehicles are listed. If a 
vehicle doesn’t support the selected task it is 
ignored for that vehicle. Eg if a building and a 
hummer were selected choosing “move” would 
only effect the hummer. Notice that each task 
has a keyboard shortcut shown in brackets. 
8 These are the areas at the very edge of the 
screen that will cause the camera to pan in the 
direction of the mouse when moused over. 
4.2 1st Person interface 
 
Figure 6. GI in 1st person mode 
Figure 6 shows the view after pressing “V” to switch to vehicle 
mode when the APC is selected. Note the position of the 
Hummer in the screenshot compared with the RTS screenshot. 
This mode of operation is used for low level tasking of a vehicle 
when fine control is desired.  
To be synonymous with videogame 1st person interfaces the 
vehicle is controlled with either a game pad or by using 
traditional keyboard and mouse 1st person controls. Every effort 
has been made to adopt the interface design strategies employed 
by popular 1st person videogames such as Epics Unreal 
Tournament series [11] and the Half-life titles from Valve 
software [8]. The primary advantage of this interface over 3rd 
person interfaces is that the crosshair denotes exactly where the 
APC gun turret is pointed. This is not possible with the 3rd 
person interface below however the 3rd person interface offers 
improved local spatial SA than the 1st person interface does.  
There are numerous graphical aids on screen which are 
synonymous with videogame 1st person design. Each of the 
numbered items from the 1st person interface screenshot (Figure 
6) is explained in Table 2. 
Table 2. 1st person interface features 
Item Number Purpose 
1, 2 & 3 These are examples of when SA requirements 
from the dynamic SA model are displayed as a 
result of their thresholds being breached. Each 
time they are displayed they will appear in the 
same location on screen to draw upon an 
operator’s spatial memory. Additionally the 
colour of the aid denotes the urgency / severity 
from green through orange to red. This 
approach informs a cognitively burdened 
operator which requirement is breached and 
how severe the problem is purely with 
peripheral vision. Finally a graphic 
accompanies the text for identification of the 
requirement. Text alone may be time 
consuming to read and perceive. A graphic 
alone facilitates rapid perception unless the 
graphic is unfamiliar. Displaying both 
facilitates both scenarios and provides the 
operator some flexibility regarding how to 
perceive that information. 
4 Again a mini map is provided. A green arrow 
shows the location and direction of the current 
vehicle. Green dots show the location of other 
friendly vehicles. 
5 In this mode the camera can pan and tilt 
independently of the vehicle. Because of this it 
is easy to lose orientation SA. This graphic 
aims to quickly show the orientation of the 
camera (in the APC’s case also the orientation 
of the turret) with relation to the body of the 
craft. This aid is also a zero threshold SA 
requirement. 
6 Speedometer, also a zero threshold SA 
requirement. 
7 Additional zero threshold requirement aids.  
8 Denotes the direction of the camera on the 
vehicle. Since this vehicle is capable of firing 
the direction of the crosshair is where the 
weapon will be fired. On vehicles that do not 
have a weapon such as the Hummer the 
crosshair simply denotes the direction of the 
camera.  
4.3 3rd Person interface 
 
Figure 7. GI in 3rd person mode 
The 3rd Person interface is almost identical to the 1st person 
interface from Figure 6 the only difference being that the 
camera is not mounted on the vehicle but instead chases it.   
This facilitates better spatial SA with relation to other nearby 
objects or vehicles and could potentially reduce collisions. This 
interface type is designed to mimic vehicular videogames such 
as Microsoft’s Project Gotham series [9]. Notice that the field 
of view is also wider as the helicopter is now visible. Each of 
the numbered interface graphics performs the same function as 
under 1st person control. The only difference is that the 
crosshair is not provided in this mode. Again every effort has 
been made to make this mode of operation synonymous with 3rd 
person videogame interfaces.  
4.4 Traditional Interface 
 
Figure 8. Traditional approach to interface design 
Some of the experiments comprising this investigation require 
comparison of the GI to a traditional interface. The traditional 
interface will appear similar to that shown in Figure 8. This 
interface aims to mimic the traditional taxonomy of reviewed 
HRI interfaces. It consists of 3 parts: 
Table 3. Traditional interface features 
Item  
Number 
Purpose 
1 This is the primary display and is essentially a 
live camera feed from a camera mounted on the 
remote vehicle. Note that the camera can pan 
and tilt independently to the orientation of the 
vehicle. 
2 Data is presented on this panel which is 
presented without any graphical aids such is 
icons and colour.  
3 Mini map displaying birds eye view of 
environment. 
Notice that the three parts are competing for screen space and as 
such the live camera feed is smaller to make room for the 
statistics and mini map panels. Additionally the quality of live 
video under some conditions will be affected by 
communications latency which will be simulated during 
experimentation. Luck [5] conducted an experiment to 
investigate the effects of communications latency, he found that 
latency did have a negative effect on performance but the type 
of latency was not important (operator to vehicle, vehicle to 
operator, length of latency). As such for this interface type, 
fixed length latency is introduced. Latency will not be 
introduced into the GI since videogame communications 
technology has been designed to achieve almost negligible 
latency i.e. less than 100ms. 
5. FUTURE EXPERIMENTATION 
The GI will serve as an experimental tool for evaluating the 
potential videogame benefits to interface design presented in 
sections 4.1, 4.2 and 4.3 versus traditional approaches 
illustrated in section 4.4. Experiments will call upon test 
subjects to use the GI for a pre constructed set of typical remote 
tasking scenarios. Examples of tasks include navigation, search, 
identification and destruction of objects in the environment. A 
particular scenario might call upon test subjects safely navigate 
the hummer from one location to another along a route 
obstructed by land mines. The helicopter must be used to locate 
land mines then the tank can be tasked to destroy them. 
Resultant metrics will be investigated to determine the benefits 
of the GIs videogame architecture as an alternative to traditional 
approaches to interface design.  
All experiments involve humans in the loop. Conclusions about 
interface SA and performance will be deduced from human 
interaction with the interface. Experiments will be designed to 
investigate the implications of the following videogame 
interface phenomena on operator SA and performance: 
1. The flexibility offered by switching interface types 
2. The ability to control multiple vehicles of differing 
types simultaneously 
3. Dynamic interfaces utilising the dynamic SA model  
4. The difference between operators with and without 
videogame experience 
Experiments targeting these phenomena can be categorised into 
three distinct classes of experimentation: 
1. Experiments evaluating useability, intuitiveness and 
efficiency of the GI 
2. Experiments investigating the tasking of multiple 
vehicles of differing types simultaneously 
3. Experiments aiming to evaluate the dynamic model of 
SA as opposed to traditional static approaches 
The benefits of videogame HRI architectures may only hold 
true for operators with gaming experience. As such the 
experiments will be conducted using a cross section of test 
subjects both with and without relevant gaming experience. 
Each of the experiments will require the test subject to complete 
a predefined set of goals in an emulated environment. SA data 
will be extracted from the experiment by combining variants of 
the subjective, observer and performance metrics discussed in 
section 3. The results of these experiments will be used to guide 
future versions of the GI. Furthermore we expect these results 
to have implications for the future design of UV interfaces. 
6. CONCLUSION 
The GI architecture is designed specifically to address problems 
with traditional approaches to interface design and provide a 
research platform to investigate the SA benefits of a videogame 
based approach to HRI. The GI emulates the most common 
videogame vehicle tasking interface types by providing 1st 
person, 3rd person and RTS modes of operation. Experiments 
utilising the GI are designed to investigate the hypothesis that 
videogame infrastructures offer operators heightened useability, 
intuitiveness, simultaneous vehicle management capability and 
SA. Additionally the implications of a dynamic SA model 
presented in section 3 will be investigated in contrast with static 
approaches to interface design. Each experiment utilises a cross 
section of test subjects both with and without videogame 
experience. It is entirely plausible that benefits are only seen for 
test subjects with videogame experience. Even if that is the case 
this architecture is designed to facilitate the tasking of different 
types of vehicles using a similar set of input characteristics.  
This research is unique to other researched methods for two 
distinct reasons making it a significant contribution to HRI 
knowledge. Researchers typically present interface designs 
based on qualitative approaches to design. The GI however 
differs from this traditional approach by facilitating emulation 
of other proposed architectures enabling a quantitative means of 
direct comparison of different interfaces over the same scenario. 
Secondly the GI as stated offers multiple modes of operation for 
all tasked craft. This affords operators the flexibility to choose 
which mode of operation is best suited to the impending 
situation.  
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