Introduction
Let X P(V ) be an irreducible projective algebraic variety, where V is a vector space of dimension N over an in nite eld K. Most linear subspaces P(W ) P(V ) of codimension dimX + 1 are disjoint from X. Such linear subspaces, whose de ning equations are called systems of parameters for the coordinate ring of X, are important from both the computational and theoretical points of view; see ES, S2, L] and their references. For instance, they can be used to compute cohomology of the coherent sheaves O X (n) on X.
From a computational point of view, it is most convenient and e cient to work with a description of P(W ) in terms of sparse data. For example, xing homogeneous coordinates X i for P(V ), P(W ) can be described as the common vanishing set of a collection of linear functionals Y i = P N j=1 ij X j on V . This data is sparse if many of the coe cients ij are zero. The minimal number of non-zero ij that are required as we range over all linear systems of parameters fY i g for X is the Noether complexity, a measure of how complex X is with respect to the chosen coordinates. Introduced by Eisenbud and Sturmfels in ES] , the Noether complexity is most interesting from the point of view of computational algebraic geometry, combinatorics, or coding theory, where data is usually presented in terms of a xed and immutable choice of coordinates. But even from a theoretical point of view, this number is interesting for varieties that come equipped with a natural set of coordinates; see, for example, KSZ] . This paper investigates sparse systems of parameters for determinantal varieties. Determinantal varieties have a preferred choice of coordinates; their rich combinatorial structure and important role throughout mathematics makes them an especially interesting example. We describe systems of parameters for determinantal rings that are both highly symmetric and which are sparse. We give formulas for the complexity of certain determinantal varieties, for several variants of the notion of Noether complexity.
An auxiliary investigation for monomial rings was necessary in this study. We describe a nice combinatorial criterion for systems of parameters for monomial rings Supported by the National Science Foundation.
Typeset by A M S-T E X in Section 3. As pointed out by Eisenbud and Sturmfels, the Noether complexity of a projective variety is bounded above by the Noether complexity of the initial ideal (with respect to any term order) of its de ning ideal. Our work indicates that determinantal varieties are \maximally complex" in the sense that the Noether complexity is actually equal to the upper bound provided by the complexity of the initial ideal, though we are able to prove this only for certain cases.
In the course of our investigation we discovered a variety Z such that every linear space of disjoint from Z has maximal complexity with respect any of the four variants of complexity introduced in ES] . That is, all linear spaces of maximal dimension disjoint from Z have the same complexity, and this is equal to the maximal possible complexity of an arbitrary linear space of that dimension. This is so regardless of the variant of complexity we use. See Section 4.
A nal, more theoretical, reason to study the Noether complexity of projective varieties in general is to gain information about the Chow form. The linear spaces of codimension d = dim X + 1 which intersect X P(V ) non-trivially form a hypersurface in the Grassmannian G r d (V ) of codimension d subspaces of V . This hypersurface constitutes the point corresponding to X on the Chow variety of d ? 1 dimensional subvarieties in P(V ). The Chow form is the equation, in Pl ucker coordinates, of this hypersurface. Eisenbud and Sturmfels pointed out that the Noether complexity can be \read o " the Chow form ES, 2.7] . In Section 3, we record the Chow form for monomial varieties. In practice, however, Chow forms are notoriously di cult to compute, and there is no formula known for the Chow form of determinantal varieties. For the case of maximal minors, however, the Chow form can be expressed as an m n (n ? m ? 1) \hyperdeterminant;" see GKZ2, 4 .13]. Our study of systems of parameters for determinantal varieties is partially motivated by this connection with the Chow form.
The question of studying sparse systems of parameters for determinantal varieties was raised during a talk of Bernd Sturmfels, at a special session in computational algebraic geometry sponsored by the American Mathematical Society in Syracuse New York. The authors are grateful to him for encouraging the pursuit of this problem. We are also indebted to Mel Hochster for some fun and productive conversations which led to the discovery of Example 7.13. (3) follow by computing the maximal minors in each of these extreme cases.
We now turn our attention to the speci c instance arising in computational algebraic geometry: the linear subspaces disjoint from a projective variety. A parameter matrix for R remains a parameter matrix after multiplication on the left by any element of GL(d; K); the ideal of R generated by the corresponding linear functions is unchanged. This leads to the following relationship between the Noether basis and cobasis complexities. Essentially, we relate these complexities when some minimally complex parameter matrix can be \solved" without increasing its complexity. Geometrically, the Lemma implies that the Noether complexity of a scheme in projective space is the same as the Noether complexity of the associated reduced subscheme, the variety obtained as the union of its irreducible components.
This has a particularly nice application to monomial rings. If I is a monomial ideal, then it has a primary decomposition This condition translates directly into the rank condition of Proposition 3.2. 3.2.1. Proposition 3.2 allows one to easily check whether any set of linear forms is a system of parameters for a given equidimensional monomial ring, at least in theory. This does not mean that we have an explicit formula for Noether complexity, though it is clearly possible to describe it in terms of combinatorial data about how much over lapping occurs between the minimal primes.
We also note from Proposition 3.2 that the Pl ucker cobasis complexity for an equidimensional monomial ring is at least as large as the number of its minimal primes. This inequality relationship might be strict. For instance the Pl ucker complexity of the union of the coordinate spaces spanned by X 1 ; X 2 and X 3 ; X 4 is larger than two.
3.2.2. The Chow form. For any equidimensional projective variety X P(V ) of dimension d + 1, the codimension d planes in P(V ) that intersect X form a hypersurface in the Grassmannian G r d (V ) of all codimension d-planes in P(V ).
We denote the Pl ucker ( The hypersurface in G r d (V ) of planes intersecting X non-trivially is the vanishing set of a single polynomial F X in Pl ucker coordinates: F X is a Chow form of X. Technically speaking, this makes sense as stated only up to radical, but for reduced X, the Chow form has no repeated factors. The degree of polynomial F X is the degree of the variety X in P(V ). The form F X 2 P(Sym r (^dV )) is the point corresponding to X on the Chow variety parametrizing all degree r and dimension d ? 1 subvarieties of P(V Let J fi 1 ;i 2 ;:::;i t g = (X 1 ; X 2 ; : : : ;X i 1 ; : : : ;X i t ; : : : ; X N ) be the ideal of S generated by all the variables X i except X i 1 ; X i 2 ; : : : ; X i t : One easily checks that the minimal primes of I are exactly the prime ideals J fi 1 ;i 2 ;:::;i t g as fi 1 ; i 2 ; : : : ; i t g ranges over all possible t?uples of integers 1 i 1 < i 2 < < i t N. Because I is radical, the intersection of these ideals is a primary decomposition for I. Also, because the height of each such J fi 1 ;i 2 ;:::;i t g is N ? t, we see that R(t; N) = S=I is equidimensional of dimension t.
In other words, the variety Z t P(V ) is the union of all the t ? 1-dimensional coordinate planes in P(V ). This variety is of pure dimension t ? where the B i are arbitrary matrices of the indicated sizes, Id(r r) is an r r identity matrix, and the 0's are zero matrices of the indicated sizes. The space W therefore contains the vector appearing as the last column of this matrix, and it has complexity at most t.
Conversely, if W contains a vector of complexity at most t, then we choose a basis for W containing this vector: the corresponding basis matrix B 0 has a column with at least N ? t zeros. Thus some N ? t minor of B 0 is zero, and because B and B 0 are column equivalent, we conclude that B has the same property. As in the proof of 4.1, the complexity of any N N ? t matrix B in which all maximal minors are non-zero is at least (t + 1)(N ?t). Because this number is also an obvious upper bound on the basis complexity of W, we conclude that the basis complexity of every linear space of maximal dimension that is disjoint from Z t is exactly (t + 1)(N ? t). 4.3. Corollary. The variety Z t P(V ) is maximally complex in every sense:
(1) The Noether (cobasis) complexity is Nt ? (t ? 1)t; (2) The Noether basis complexity is (t + 1)(N ? t);
(3) The Noether Pl ucker complexity, both basis and cobasis, is ? N t .
All of these are maximal possible for an arbitrary linear space in P(V ) of codimension t.
Sparse Systems of Parameters for Determinantal Varieties
The purpose of this section is to describe a sparse, and convenient, system of parameters for determinantal varieties. It is also a system of parameters for the variety de ned by the monomial ideal of leading terms in the standard diagonal term order. We prove that this system of parameters is maximally sparse among those that admit a convenient symmetry of being \partitioned along diagonals." In Section 7, we will show that in certain cases it is sparsest possible among all system of parameters, but we also give an example to show that it is not sparsest possible in general. On the other hand, in Section 6, we prove that the linear subspace of projective space it de nes is sparsest possible in the basis sense.
5.1. Notation. Let V be the vector space of m n matrices with coe cients in K, and suppose m n. Fix the standard basis fe ij g for V of matrices: e ij has zeros in each position except the ij th position, where there is a 1. Let X ij be the dual basis of coordinates. The determinantal variety X t = X t (m; n) A (V ) (or P(V )) is the subvariety of matrices of rank less than or equal to t. The variety X t is de ned by the vanishing of the size t + 1 minors of the m n matrix X ij . The coordinate ring R t (m n) for X t is the quotient of the polynomial ring K X ij ] by the determinantal ideal I t+1 (m n) generated by the size t + 1 subdeterminants of X ij .
It is easy (see, e.g., H p151]) to check that the codimension of X t P(V ) is (m?t)(n?t). We set d = mn?(m?t)(n?t) = nt+mt?t 2 ; this is the dimension of the a ne cone over X t in A (V ).
5.1.1. The monomials of the polynomial ring k X ij ] can be ordered by the \di-agonal term order:" the lexicographic ordering given by the ordering X 1n < X 1(n?1) < < X 11 < X 2n < X 2(n?1) < < X m2 < X m1 of the variables. In this case, the t + 1 minors of (X ij ) are a Gr obner basis for the ideal I t+1 (m; n) A, S1].
The Noether complexity of I is bounded above by the Noether complexity of the initial ideal of I in general, because a system of parameters for S=init(I) can be suitably lifted to a system of parameters for S=I of the same complexity ES, 2.8].
Interestingly, determinantal varieties seem to be as complex as they can possibly be in this respect, and we believe that the Noether complexity of a determinantal ideal may equal to the Noether complexity of its initial ideal, though we have proved this only for t = 1; 2; m ? 1.
We now describe a family of linear forms, S, that are systems of parameters for K X ij ] I t+1
, and also for K X ij ] init(I t+1 ) . 5.1.2. A partition. The set S of parameters will be \partitioned along diagonals," in the following sense. The linear forms Y i making up the system of parameters will be partitioned into sets S k of forms made up of variables lying only on the k th diagonal D k of X ij . More precisely, the variables X ij are partitioned into sets We rst describe S k for k t and k n ? m ? t, corresponding to the \top-left" and \bottom-right" corners of X ij . Fix any jD k j jD k j matrix with non-zero determinant, where jD k j denotes the cardinality of D k . Then S k is the set of linear forms in the elements of D k whose coe cients are the rows of this matrix. Each such S k has the same cardinality as D k . For example, a maximally sparse way to do this is to choose the jD k j jD k j identity matrix; in this case, each S k = D k . The elements in these S k 's contribute a total of t(t + 1) elements to the set S.
Each of the remaining sets S k is de ned as follows: take any t jD k j matrix with the property that no t-minor vanishes. The elements of S k are the linear forms Y 1 ; : : : ; Y t whose coe cients are the rows of this matrix. Thus for each k, t < k < n + m ? t, the set S k has has cardinality t and consists of linear forms in the variables of D k . For example, the maximally sparse ways of doing this are discussed in 4.1 (see matrix 4.1.1).
5.2. Theorem. The elements of the set S = S n+m?1 k=1 S k form a system of parameters for the determinantal ring R = K X ij ] I t+1 . Every ideal generated by a system of parameters that can be partitioned along the diagonals of X ij is generated by a system of parameters of this form. We accomplish this \diagonal by diagonal," using induction on k, the index for the diagonal sets.
For k t and k n + m ? t, this is easy. The ideal generated by S k is the same as the ideal generated by D k , since we can left-multiply the matrix whose rows de ne S k by its inverse without a ecting the ideal. So the T variables X ij in D k are in the set S, and whence are certainly nilpotent modulo I t+1 + (S). shows that R k =(S k ) is zero dimensional; therefore, because R k has dimension t, the cardinality of each D k is at least t. Similarly, the remaining S t must have cardinality at least jD k j. A dimension count now shows that the cardinality of each S k is exactly t for t < k < m + n ? t, and exactly S k for the remaining choices of k. In both cases, the elements of S k therefore form a system of parameters for R k (which is interpreted as simply a polynomial ring in the variables of D k when t > jD k j), and the proof is complete.
The above procedure gives a natural way to choose sparse systems of parameters for the determinantal ideal I t+1 (m n). The added symmetry of diagonal partitioning is helpful in computations. The next proposition shows that it is sparsest possible among all systems of parameters that can be partitioned in this way. This is the complexity of every linear space cut out by a system of parameters partitioned along the diagonals.
Let A be a parameter matrix of complexity tmn ? (t ? 1)d. If A is partitioned along diagonals, then A has block diagonal form, in which appears a single (t + 1)t t(t + 1) full rank identity matrix (grouping together all the \corner" S k 's) and blocks of size t jD k j, for k = t + 1; : : : ; m + n ? t, each block corresponding to the remaining diagonals of X ij . Each of these blocks has minimal complexity among all row-equivalent blocks by 4.1, and so A has minimal complexity among all row-equivalent matrices. Thus, the cobasis complexity of the linear space de ned by the linear forms S is exactly tmn ? The method explained here for coming up with a sparse system of parameters for determinantal rings also works for similar rings, e.g. ladder determinantal rings.
Finally, we point out the linear forms S are also a linear system of parameters for the associated variety V(init(I)) formed from the initial ideal of I t+1 (m n) with respect to the diagonal term order described in 5.1.1.
Recall that the t + 1-minors of X ij are a Gr obner basis with respect to the diagonal term order. This means that the ideal init(I) is generated by the degree t + 1 square-free monomials X i 1 j 1 X i 2 j 2 : : : X i t+1 j t+1 where the sequence i 1 ; : : : i t+1 is strictly decreasing and the sequence j 1 ; j 2 ; : : : ; j t+1 is strictly increasing.
5.4. Proposition. The linear forms S described in 5.1.3 are a system of param-
of minimal complexity among those that can be partitioned along diagonals. In particular, the Noether complexity of this ring is at most mnt?(t?1)d.
Proof. The fact that the elements of S are a system of parameters for K X ij ] initI t+1 is easy to see. Note that K X ij ] initI t+1 is a homomorphic image of the ring S = m+n?1 k=1 R k where R k = K variables in D k ] (all square-free degree t + 1 monomials) is the ring studied in Section 4 (or for k t, it is the polynomial ring in k variables).
Here, k indexes the diagonals of X ij and ranges from 1 to m + n ? 1. Each set S k is de ned to be a system of parameters for R k , so that obviously their union is a system of parameters for the tensor product.
By computing the dimension of S we see that it is the same as the dimension of K X ij ] initI t+1
; so their images under the natural surjection form a system of parameters
Each S k is a minimally complex system of parameters for R k , as proved in 4.1.
But now any system of parameters for K X ij ] initI t+1 that is partitioned along diagonals must lift to a system of parameters for S. Indeed, as in the proof of Proposition 5.2, the parameters involving elements of the k-th diagonal must be a system of parameters for the ring obtained by killing all variables not on this diagonal. So again by the results of Section 4, we conclude that S is a sparsest possible system of parameters among systems of parameters partition along the diagonals. It is tempting to believe that Noether complexity is additive in tensor products. This is false! See example 7.12.
Basis Complexity for Determinantal Varieties
The purpose of this section is prove the following formula for the basis complexity of determinantal varieties.
6.1. Theorem. Let X t (m n) be the variety of m n matrices of rank at most t. The Noether basis complexity of X t (m; n) is (m ? t)(n ? t)(t + 1). The Noether basis complexity of the variety de ned by the initial ideal of I t+1 (m n) is at most (m ? t)(n ? t)(t + 1).
An explicit (and sparsest possible) basis for a linear space (of maximal dimension) disjoint from X t , is as follows: 
For each pair (k; r) with t k < m+n?t and 0 r < jD k j?t, let (0) k;r ; : : : ; (t) k;r be suitably generic members of K and de ne the matrix A k;r to be the m by n matrix that is zero o the kth antidiagonal D k , whose entries X k?r;r+1 ; : : : ; X k?r?t;r+t+1 on D k are (0) k;r ; : : : ; (t) k;r respectively, and whose other entries on D k are zero. That is, A k;r is the m n matrix with zeros everywhere except on a single antidiagonal, on which exactly t + 1 contiguous non-zero entries appear. The precise meaning of \suitably generic" is: for each set of basis elements A k;r involving non-zero elements on the same diagonal D k , the (jD k j?t) jD k j matrix formed from them must have all its maximal minors non-zero. The m n matrices A k;r are a collection of (n ? t)(m ? t) matrices of rank t + 1; we will check below that they span a linear space of maximal dimension disjoint from X t .
The linear space spanned by the matrices above is easily seen to be de ned by a system of parameters S partitioned along diagonals, as described in 5.1.3. So S gives a cobasis representation for a minimally complex linear space (with respect to basis representation).
Proof. The variety X t (m; n) A (C m n ) consists of exactly the matrices of rank less than or equal to t. Thus, if W V = C m n intersects X t trivially, then every non-zero matrix in W has rank at least t + 1. Because X t has codimension (n ? t)(m ? t), there is some such W of dimension (n ? t)(m ? t). Any basis for W consists of (n ? t)(m ? t) matrices of rank at least t + 1. Thus an obvious lower bound on the basis complexity of W is (t + 1)(n ? t)(m ? t).
This lower bound is also an upper bound on the complexity, because the linear space W given by the vanishing of the elements of S described in 5.1.3 decomposes as W = L m+n?1 k=1 W k , where the W k are indexed by the diagonals of X ij . Each W k is a subspace of the vector space V k spanned by the vectors e ij (standard matrix notation) where the index ij is on the k th diagonal. Because the elements of W all have rank greater than t, the subspace W k of diagonal matrices contains only the linear subspace of vectors in V k of complexity greater than t. In fact, computing its dimension, we see that it is a linear subspace of V k of maximal dimension containing no element (except zero) of complexity less than t + 1. C.f., Section 4. We have seen that such a space is a linear subspace of maximal dimension disjoint from the varieties Z t P(V k ). From 4.2, we know that W k has complexity exactly (t + 1)(jD k j ? t) for k > t. For k t, W k = 0, since no matrix in this set has rank greater than t. Summing up over k, we arrive at the complexity (t + 1)(n ? t)(m ? t) for W. This shows that the Noether basis complexity for determinantal variety X t (m n) is precisely (t + 1)(n ? t)(m ? t).
The matrices A k;r described in 6.1 for each xed k are a basis for each W k , by Theorem 4.2, assuming the correct genericity assumption on the entries as described. We can conclude that all the A k;r for all k are a basis for W. This basis has complexity (t + 1)(m ? t)(n ? t), and the proof is complete.
By the construction, it is clear that the space W we have described is also disjoint from the variety de ned by the initial ideal of I t+1 (m n). Thus the Noether basis complexity of K X ij ] init (I) is at most (t + 1)(m ? t)(n ? t).
Noether Complexity of Determinantal Varieties
In this section, we prove that the systems of parameters described in Section 5 are sparsest possible in certain cases. We also provide Example 7.13 to show that, by breaking the diagonal symmetry in the systems of parameters, we can construct even sparser systems. . The same formula applies for the variety de ned by the initial ideal of I t+1 (m n).
We rst focus on the proof of Theorem 7.1 in the cases t = 1 and t = 2. The following lemma will be useful.
7.2. Lemma. Let I be a homogeneous ideal of K X 1 ; : : : ; X N ] that is contained in the ideal J fi 1 ;i 2 ;:::;i t g generated by all the variables X i except X i 1 ; X i 2 ; : : : ; X i t .
Then any parameter matrix A for I has the property that the d t submatrix of A determined by the columns indexed i 1 ; i 2 ; : : : ; i t has rank t.
Proof. Let A = ( ij ) be any parameter matrix for I. where J fi 1 ;:::;i t g is the ideal generated by all the variables except the designated set fX i 1 ; X i 2 ; : : : ; X i t g of t variables. Any parameter matrix must have full rank in the submatrix formed by the t-columns indexed by 1 i 1 < i 2 < < i t N. Now note that I t+1 is contained in each ideal J fi 1 ;:::;i t g for every set of indices 1 i 1 < i 2 < < i t N. Indeed, the generators of I t+1 are sums of squarefree monomials of degree t + 1, so the ideal generated by these monomials. This monomial ideal, and therefore the ideal I t+1 (m n), is contained in the ideal J fi 1 ;:::;i t g , as every degree t + 1 square-free monomial is divisible by t + 1 distinct variables, and hence divisible by some variable not in the designated set.
This means that every parameter matrix for determinantal varieties satis es the t th Maximal Rank Property, M t .
We get some bounds on the Noether complexity of any rings whose parameter matrices satisfy Condition M t . 7.5. Proposition. Let In particular, if A is a parameter matrix of minimal complexity for the ring R, then denoting the Noether complexity of R by NC(I), we see that (7:5:1:) NC(I) l 1 (A) + l 2 (A) + + l k (A); for any k d = the dimension of R.
The rst assertion of Proposition 7.5 is now easy to prove. If A has the First Maximal Rank Property M 1 , then every d 1 submatrix of A has rank 1. This means that each column of A has a non-zero entry, so that l 1 (A) = N for all parameter matrices A. In particular, we conclude that NC(I) N.
The second assertion requires more work. Fix a parameter matrix A for R which has minimal complexity. It su ce to prove that if A satis es the Second Maximal Rank Property M 2 , then its complexity is at least 2N ? d.
First an observation about A: if some row (say row i) has exactly one non-zero entry (say ij ), then the column in which this entry appears (column j) also has exactly one non-zero entry. Indeed, if the i th row is (0; 0; : : : ; 0; ij ; 0; : : : ; 0), then one may the perform elementary row operations of adding multiples of this row to the others without increasing the complexity of A. The assumption of minimality on the complexity of A therefore forces all the entries of column i to be zero except ij . Let h denote number of rows in which exactly one element appears. The argument of the preceding paragraph enables us to assume, after suitable reordering of the X j 's and Y i 's, that the minimally complex parameter matrix has the form I t+1 (m n) can contain t + 1 parameters from any one row or column. In particular, no system of parameters can contain more than mt singletons. Proof. This is the case l = 0; k = 1 (or k = 0; l = 1) from Lemma 7.7. There would be t + 1 > t(k + l) parameters involving variables from row just one row (or column). Furthermore, if there are more than mt parameters of the form X ij (singletons), then at least one of the m rows must contribute more than t of them, a contradiction.
This can be used to derive some useful bounds on the Noether complexity of determinantal rings, which yields the exact lower bound on the Noether complexity in the maximal minor case. Comparing these bounds we get the desired result.
Combining Corollaries 7.10 and 7.6, the proof of Theorem 7.1 is complete.
We point out a related result, describing the complexity of systems of parameters achieved using a \greedy algorithm." 7.11. Proposition. The complexity any system of parameters for k X]=I t+1 (X) which contains mt singletons is tmn?(t?1)d. That is, any linear space of codimension d in P(V ), disjoint from X t and contained in a \coordinate plane of codimension mt" V(mt of the variables X ij ), must have cobasis complexity tmn ?d(t ? 1).
Proof. Fix a system of parameters Y 1 ; : : : ; Y d for k X]=I t+1 (X) and consider the singletons Y k = X ij in it. As noted in 7.8, there are at most mt singletons, no t + 1 of which are in a single row.
If is a system of parameters for S 1 K S 2 with respect to the coordinates X 1 ; : : : ; X n 1 ; X 0 1 ; : : : ; X 0 n 2 : The corresponding parameter matrix is quite sparse, and has a nice symmetry that may be useful in practice:
where 0(a b) denotes an a b matrix of zeroes, A is a maximally sparse parameter matrix for S 1 and B is maximally sparse parameter matrix for S 2 . However, this need not be a maximally sparse system of parameter for S 1 S 2 . In particular, NC(S 1 S 2 ) 6 = NC(S 1 ) + NC(S 2 ) in general.
We now give an explicit example of this phenomenon, and use it to construct a system of parameters for a determinantal variety X 4 (9 n), where n 9, which is more sparse than the nice system of parameters constructed in Section 5. One can verify that for generic values of indeterminates a; b; : : : ; p, this matrix has every 4-minor non-zero. Thus it is a parameter matrix for a ring R = R(4; 9) described in Section 4. The Noether cobasis complexity for R is 24, as we have seen.
On the other hand, the ring R X] = R K X] has Noether cobasis complexity at most 24. To see this, we exhibit a system of parameters of complexity 24: U 1 = X + (X 1 + X 2 + X 3 ) U 2 = X ? (X 4 + X 5 + X 6 ) U 3 = X ? (X 7 + X 8 + X 9 )
where Y i is the linear form in X 1 ; : : : ; X 9 determined by the i th row of the above matrix. Indeed, the di erence U 1 ?U 2 is Y 2 , and the di erence U 1 ?U 3 is Y 1 , so the ideal these generate contains all the Y i . But then because all the X i are nilpotent modulo the Y i , the radical of the ideal generated by U 1 ; U 2 ; U 3 ; Y 3 ; Y 4 contains X as well, and so fU 1 ; U 2 ; U 3 ; Y 3 ; Y 4 g form a system of parameters. On the other hand, the complexity of this system of parameters is 24, not 25.
We now show how to use this to create a system of parameters for a determinantal ring of smaller complexity than would be predicted by 7.1. Consider a 9 n matrix, with n 0, and let S = is the ring studied in Section 4 (or for k t, or k mn?1?t, it is the polynomial ring in k variables).
The product R 1 R 9 has a system of parameters of complexity 24, by Example 7.13. The remaining R k have systems of parameters as determined in Section 4. The union of these elements is a system of parameters for S. The total complexity of the union of these parameters is 36n?3(4n+20)?1 = tmn?(t?1)d?1, which is one less than expected. Obviously, if n 9, we can make the complexity drop signi cantly, by regrouping several sets of variables in the ring S.
