In nature, large autonomous networks of organisms form swarms adopting strategies that are highly adaptable and can sene as an inspiration for the design offuture sensor networks. The technique we propose in this paper is inspired by the "integrate-and-Jire" model applied the analysis of many biological swarms. This fechnique, which we call Opponunistic Large Arrays (OM), allows to eficiently jiood a wireless network with information and, at the same time, permits to transmit reliably to far destinations that the individual nodes are not able to reach (the reachback problem). The idea is that the leader will ignite an avalanche of signalsfrom the other nodes and the resulting distributed activity will constitute specijicpattems embedding informationfrom the leader and the nodes themselves. An adaptive receiver that acquires the resulting pattern, will be used to extract the information produced. We show, through numerical simulations, that in broadcasting applications our system gains in both energy-savings and broadcasting delay.
INTRODUCTION
Conventional communication systems are mostly based on point-to-point transmission among costly individual nodes. With the increased functionality of individual communication nodes, it is conceivable that future communication networks will be formed with multiple fully decentralized nodes acting in cooperation. Interestingly, many existing biological systems are formed by distributed agents that achieve sophisticated forms of intercommunication which are at the origin of swarm intelligence [l] .
Most studies on swarm intelligence are aimed at emulating its ability of distributed processing. Instead, we try to utilize the same principles that are at the basis of their communication architecture, because they have a remarkable ability to provide designs that scale. In particular, we introduce a form of cooperative transmission performed by a set of asynchronous transceivers that readily scales to large networks. Coordination is obtained with fully decentralized algorithms acting only on local information.
In [2, 31, it is shown tbat cooperation between source and relay can produce large gains in both capacity and robustness. However, the forms of cooperation analyzed in 12, 31 require scheduling and synchronization between users, thus, they are difficult to apply to large scale networks. In this paper, we utilize a technique proposed in [4] which extends this cooperation among the entire network with mild synchronization requirements. Compared to [4] , the main contribution of this paper is in drawing an analogy between the physical layer flooding and the principles tbat are at the basis of natural swarm networking. This parallel opens a new vast set of possibilities for building revolutionary distributed communication networks. Our performance analysis shows how the distributed algorithm we implement can compete and outperform network flooding techniques that operate in very ideal scenarios and, most of all, scales up gracefully.
The idea we explore in this paper is based on the Opportunistic Large Array (OLA) system proposed in [4] [5], where we showed that a network of uncoordinated relays with smart receivers can be utilized as a distributed modem for one or few sources tbat are effectively sending data to a far destination. Each node in OLA operate under the "integrate-and-fire'' model similar to many biological systems such as spiking of neurons or biological oscillators [6]. In this sense, the OLA is a form of swarm intelligence. Its stmcture can be extended to the entire network or can be replicated through the network by a clustering strategy.
SWARM INTELLIGENCE IN OLA
A swarm is defined [7] as a set of "agents" that are liable to communicate directly or indirectly with each other, and achieve a complex collective behavior with simple activities from distributed agents. Such systems appear in many levels of living scenarios, such as bacteria, neurons, ants, and even human society. The coordination among agents is achieved by the principle of stigmergy. There are basically two kinds of stigmergy 181, one is called sematectonic stigmergy which involves physical changes in the environ-ment without direct interaction among agents, and the other is the sign-based stigmergy, where something is deposited into the environment to influence subsequent behaviors of other swarming agents.
The concept of stigmergy defines a simple transmission strategy at each individual node and constitutes the communication structure of the entire network. No higher-layer protocol designs or complicated cooperation strategies are required on top of this simple transmission strategy. In many biological swarms such as neurons, pacemaker cells in the heart, or flashing fireflies etc, the integrate-and-fire strategy is often adopted to obtain simple transmission strategies at each node. Each node simply integrates the received signal and fires when the accumulation of signals allows it to reach a certain threshold value. This strategy does not depend on the size of the network, therefore, it is scalable for swarms with large populations. This mentioned integrateand-fire model lies at the heart of the OLA system.
In wireless ad hoc networks with large node density, the transport capacity decreases as the network size scales up
[9]. When nodes always function as individual transmitters and information sources, crowding the network with nodes resulting in greater interference and congestion. Since the per node capacity of a large network decreases asymptotically to zero as the number of nodes increases, it is natural to group the nodes into clusters to decrease the number of sources transmitting. Although the per node capacity still tends to zero, the per cluster capacity will not. The method we propose is analogous to the behavior of a group of slime molds [ll] . In an environment with sufficient food, slimemold cells exist independently as tiny amoebas. These nodes act as individuals moving around feeding on bacteria and even reproducing. However, when the food in the environment is not sufficient for every individual cell to feed on, the slime-mold cells simply move towards one another, forming a cluster and, further on, acting as a unified whole instead of multiple individual cells. In the large network scenario, the capacity of the network is analogous to the food in the environment, and as the number of nodes increase, the capacity will not be enough to share among these nodes. This idea is at the basis of our clustering strategy.
The beauty of swarm intelligence is that it is entirely decentralized and self-organized. These characteristics are exactly what we desire in an ad hoc network. In the next section, we describe the basic model for OLA and emphasize the common trademarks between OLA and swarms.
THE OLA SYSTEM MODEL
Let there be N nodes randomly placed in a specified region with a uniform distribution. Each node is part of a multiple stage relay of a single source broadcasting information to a subset of other nodes in the network. Let the source transmit a symbol pulse p(")(t) out of an Mary set of waveforms and that the pulses have an average energy of 1, i.e. & C$:t 1 lp("') lzdt = 1. Assume that, on a symbol-by-symbol basis', all the other nodes receive, correctly detect and rebroadcast the same symbol pulse. The resulting signal at the i-th node is r,(t) = s!"'(t) +ni(t),
(1)
is the network generated signature corresponding to the mth symbol and ai(t) is the ith receiver AWGN with variance
No. In (Z), T+, is the arrival time of the pulse from node n, E, is the energy transmitted by node a, and Ai,= is the channel gain between node i and node n. The channel gain is determined by the path loss model l/d' where d is the distance between the transmitting and receiving nodes, and a is the path loss exponent ranging from 2 -4.
The combination of the received pulses form a network signature waveform, s!"'(t), that embeds the broadcasted information. If the mobility of the transmitters is limited, or at least the large part of the nodes do not change their position and behavior, i.e. A;,n and T,,,, are constant over multiple symbol durations T,, then the signature will have modest variations that the receiver can track adaptively with standard signal estimation methods using maximum likelihood or blind techniques. The energy received at node i is thus the integral over the square of the signature waveform, i.e. 1 ls,_(t)l2dt, and therefore, we can define the energy phase $ ; (~, p ( ' " ) , t )
as the accumulated signal energy received at node i at time t , i.e. 
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The energy embedded in the signal received in the receive phase must be sufficient for the receiver to detect the symbol reliably. We define the connectivity of a node as follows: A realization of the energy phase is illustrated in Fig.   1 . During every symbol period, we can consider two main intervals tied to the evolution of the network signature: 1) the earlier receive phase, when the receiver integrates over the upstream waves of signals approaching the node and, 2) the period after thefiring instant, which we call the resf phase, where the energy phase is reset to zero and the receiver is shut down to avoid cycles of signals within the network. The rest phase is similar to the refractory period in the integrate-and-fire model of neurons. OLA utilizes semantic interactions in the form of integrate-and-fire models, therefore, it has the scalability of many biological swarms. The protocol requirement in Definition 1 allows to limit the effect of error propagation [5] that may perturb the realization of the network signature. For a node in the OLA network, the received signal is the superposition of multiple pulses, as shown in (1) and (2). hence, we expect a significant decrease in the average power required to guarantee connectivity and the end-to-end delay of the network broadcasting, as opposed to that of the conventional pointto-point multi-hop network.
OLA FLOODING ALGORITHM
In this section, we show the performance of the OLA flooding algorithm through numerical simulations and indicate what are the main advantages of this technique. We expect that the elimination of the Networking and MAC layers will allow :o achieve fastjlooding speed and increased power eficiency. The simulation parameters used are specified as follows: The networkarea is 350 x 350 m2, the radius of transmission is 100 m, where an S N R of lOdB can be reached with a single transmitter, the payload is 64 hyteslpkt, the number of trials is 100 (i.e. the results are averaged over 100 random networks), the modulation is BPSK and the bandwidth (as in the IEEE 802.1 Ib standard) is 83.5
Mbps. In our experiment each node-to-node transmission is assumed to experience independent Rayleigh fading with variance 1, and the path loss exponent a = 2. The broadcasting node is randomly selected among the N nodes in the network, which are randomly placed in the area with a uniform distribution. In these experiments, it is assumed that all nodes transmit with equal power, and that there is no error propagation in the retransmissions.
The parameters we analyze to describe the advantages of OLA are the power gain over conventional networks based on point-to-point communications and end-to-end delay, which are explicitly defined in the next two subsections.
Power Gain
In the traditional network, the connectivity between the transmitting node i and the receiving node j is determined by the point-to-point SNR, S N R i j . With a predetermined SNR threshold (, we say nodes i and j are connected if SNR,, > E. However, the connectivity in the OLA system is determined differently hecause the signals coming from multiple transmitting nodes will conuibute to the connectivity of a single receiving node. In a way we can define OLA as a multipoint to multipoint transmission or a MIMO system, where the transmit and receive antennas lack coordination. Clearly, the point-to-point SNR cannot be used to define connectivity in the OLA scenario2, and some form of diversity gain is expected. We define the connectivity as in Definition 1.
In certain scenarios where there does not exist a multihop link to a far destination (the reach-back channel), OLA is a distribute scheme to achieve longer range connectivity, thanks to the accumulation of signals from all the network nodes. We quantify the energy savings in the following numerical simulation. We consider a network with all nodes using the same transmission power. This transmission power is chosen as the minimum power such that the network is fully connected (i.e., every node can communicate with every other node in multi-hop fashion). Let P, , , denote the minimum transmission power of the nodes in the non-cooperative network, and P o~a the minimum transmission power in the OLA. The power gain is defined as the ratio of P,, to P o~a . ' Note that, hecause of the signal enhancement in OLA SNR,,. is higher than the S N R at equal distances Given the simulation parameters specified above, Fig. 2 shows the power gain of OLA over conventional networks versus the number of nodes in the network. Although the power needed to achieve 100% connectivity decreases with the node density for both network scenarios, Po~.a decreases much faster than that of the conventional network, P n , , therefore, we observe an increasing power gain as the node density increases. We call this gain Cooperative Wireless Advantage (CWA) and an in depth analysis of the gains achievable thanks to CWA is in [12] .
End-to-end Delay
The end-to-end delay is the time that is required for a signal that originates from the broadcasting node to reach the last node in the network, i.e. the largest firing time.
A major source of delay in traditional networks is the delay necessary to resolve contention in the MAC layer.
Nodes that are available to transmit need to wait until the receiving nodes that are within their interfering range stop receiving. This is clearly inefficient because the signals that are causing this delay are actually conveying the same information that the node is trying to transmit, therefore, redundant symbohare creating the congestion and slowing down the information delivery. Instead, the OLA system utilizes the "interfering" signals by combining them at the physical layer to improve the reception. Therefore, OLA eliminates the congestion caused by simultaneously transmitting. users. Instead of comparing ourselves to an arbitrary packet network in terms of the end-to-end delay performance, we chose to compare it with its minimum hound which is given by the delay considering the speed'of light as propagation speed (Electromagnetic(EM) propagation delay).
The end-to-end delay and propagation delay with re- Fig. 3 . End-to-end delay vs. number of nodes spect to the number of nodes in the network is shown in Fig. 3 . This simulation is done using the same parameters described before. We can see that, as the node density increases, the end-to-end delay of OLA decreases. This is due to the fact that with increased density, interference caused by the nodes will act as a form of signal enhancement in OLA. With such signal enhancement, the nodes in OLA can detect and rebroadcast the signal at a much earlier time. Another observation is that, the end-to-end delay in OLA is close to the EM propagation time from the leader to the farthest node. Note that the processing time necessary at the node to actually perform the decision has been neglected, i.e. as soon as the energy level is reached we assume that the nodes are capable of transmitting the pulse instantaneously. As expected, the end-to-end delay of OLA is essentially a function of the delay spread and must depend only on the geographical extension of network, hut it is not a function of the number of nodes. This implies that the OLA procedure scales up.
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Time Synchronization and Cooperative Reachback
The OLA scheme utilizes the integrate-and-fire model similar to that of swarms of spiking neurons. The advantage of OLA lies in the fact that with the superposition of signals from multiple transmitting nodes, one can reach a distant receiver cooperatively while it is not possible to do so alone. This method allows to flood the network with information coming from a source node but, furthermore, effectively solves the reach-back problem. In order to increase the distance that the group of OLA nodes can reach, it is necessw to synchronize the transmission of nodes such that the simultaneously transmission of nodes can add up coherently at the distant receiver.
In Eqn. 3, the integrate-and-fire model includes only the received signals from other nodes causing a coupling between the nodes with the coupling strength proportional to the received signal energy. If we were to add upon the integration a self-accumulating energy phase, each node would result in a periodic firing by itself. The system we obtain with this addition, results in a structure similar to the network of pulse-coupled oscillators that are well-recognized in the biological world such as the flashing of fireflies [13] or the firing of pacemaker cells in the heart. Many studies [6] on this subject have shown that the system of pulsecoupled oscillators often result in synchrony. We study, in Fig. 4 , a network of 20 and 40 nodes randomly distributed in a 10 x 10 square area while each node transmits with unit power. The result is averaged over 100 different network realizations. By applying the Peskin's pulse coupled oscillator model studied in [6], we observe, from Fig. 4 , that the timing of each node is reached after a few tens of cycle periods and that a longer time is necessary for the synchronization of a larger population. We note that a cycle period is a controllable parameter, and can be made very small.
The result of this synchronized transmission allows the transmitted signals to add up coherently at the distant receiver. In Fig. 5 , we show the evolution of the superposition of signals received at a distant node where the amplitude is normalized by the amplitude received when only a single node is transmitting. The experiment is done for a network of 100 nodes randomly distributed in a 100 x 100 area, and that each node transmits a square pulse with one tenth the duration of a cycle period. We can induce from this figure that a cooperative transmission by synchronized transmitters allows the network to transmit to a distance 100 times further than one could reach with a single transmitter node.
PHYSICAL LAYER CLUSTERING IN OLA
In the OLA scheme, we transmit data to the network nodes or even to far destinations by flooding the entire network. This is sometimes undesirable because it utilizes the bandwidth of the network inefficiently. Therefore, we propose an algorithm for the leader of the OLA network to recruit only the sufficient amount of nodes to support ,the information flow. It is normal to generalize this concept and consider the network as covered by multiple coalitions, each using the physical layer broadcast technique to communicate to its members and to the neighboring clusters. This technique has the advantage of reducing the duty cycle of the network nodes by limiting the scope of the broadcasting activity.
In this scheme, we assume that the nodes have prior knowledge of their own position. To form the cluster, the leader transmits its own position and the desired cluster ra- dius. The nodes are asleep until they have received and processed the message from the first leader and, if their position falls within the radius the leader advertises, they are recruited otherwise they stay asleep (see Fig. 6 ). Nodes that have been recruited start relaying the signal from the leader of their cluster like in the basic OLA. If the position of the nodes is unknown, the information on the position can be encoded in a hop-count variable, that is physically encoded in a L different tones. Nodes that are recruited simultaneously increase by one the hop-count tone index and broadcast the new tone to recruit other nodes. The operation is repeated for a number of times and the number of nodes will increase until it reaches a saturation; because there is no feedback the number of iterations should be based on open-loop parameters such as the radius of the cluster itself. Nodes that are in the area where the cluster signals are received but that are too far away to be recruited can then form other clusters by acting like leaders and performing exactly the same procedure. However, only nodes that have not been recruited already are available for recruiting and, therefore, this ensures that the cluster will cover a different region of the network and that there will be no ambiguity in who is the leader to follow. Except in the case of frequent and significant migrations of nodes, the retraining can be done with a very low duty cycle, since the absence or the participation of few nodes will cause negligible changes in the cluster signaling.
Clustering requires some additional overhead compared to the pure OLA strategy, but physical layer clustering offers two main advantages over Network layer clustering: 1)There is no other information that each node should store besides the position of their own leader and the fact that they are recruited. 2)The initialization of the cluster may require several iterations in the recruiting phase depending on how large is the desired cluster size but, interestingly, the complexity does not increase with the density of the nodes, it only increases with the radius to cover.
Once the clustered structure is set up, different clusters communicate at the packet level and therefore inter-cluster networking can he done over a limited size network of clusters. The size of the cluster can be chosen to satisfy the best compromise in terms of physical layer versus network layer processing. There are some important issues that need to be addressed but go beyond the scope of this paper: 1) Finding good strategies to choose cluster-leaders; 2) Mitigating the effect of inter-cluster interference; 3)Dealing with Multiple Access within every cluster. 
