Abstract. In this paper we consider the Martin compactification, associated with the operator L = ∆ − 1, of a complete non-compact surface Σ 2 with negative curvature. In particular, we investigate positive eigenfunctions with eigenvalue one of the Laplace operator ∆ of Σ 2 and prove a uniqueness result: such eigenfunctions are unique up to a positive constant multiple if they vanish on the part of the geometric boundary S∞(Σ 2 ) of Σ 2 where the curvature is bounded above by a negative constant, and satisfy some growth estimate on the other part of S∞(Σ 2 ) where the curvature approaches zero. This uniqueness result plays an essential role in our recent paper [CH] in which we prove an infinitesimal rigidity theorem for deformations of certain three-dimensional collapsed gradient steady Ricci soliton with a non-trivial Killing vector field.
Introduction
In this paper, we consider the Martin compactification of a complete non-compact surface (Σ 2 , ds 2 ) with negative curvature. In particular, we investigate positive eigenfunctions with eigenvalue one of the Laplace operator ∆ of (Σ 2 , ds 2 ) and prove
2000 Mathematics Subject Classification. 53C21, 58G20, 31C35, 33C05, 34B25 The research of the first author was partially supported by NSF Grant DMS-0909581. a certain uniqueness result. The problem arises in our study of deformations of three-dimensional collapsed gradient steady Ricci solitons [CH] .
A classical result due to G. Herglotz [He] says that any positive harmonic function u on the unit disk D 2 has an integral representation
where K(x, Q) is the Poisson kernel of D 2 and σ is a finite positive Borel measure. A fundamental generalization of the above formula to bounded domains in R n was given by R. Martin in [Ma] . He showed that an analogue of the above representation formula holds in complete generality, where the integral is taken over an ideal boundary, called the Martin boundary, defined in terms of the limiting behavior of a Green's function. Later, Martin's results were extended to the second order elliptic differential operators on complete Riemannian manifolds, see, e.g., [Ta] and the references therein.
On a Riemannian manifold of non-positive curvature, there is a well-known compactification by attaching its geometric boundary that is determined by the asymptotic behavior of geodesics at infinity, see [EO] . A celebrated result by M. Anderson and R. Schoen [AS] states that on a negatively curved manifold (M n , g), its Martin boundary with respect to the Laplace operator is homeomorphic to its geometric boundary, provided the sectional curvature is pinched between two negative constants. Thus the Martin compactification of such a manifold associated to the Laplace operator coincides with its geometric compactification. Anderson-Schoen's result has been generalized by A. Ancona in [An1] to weakly coercive elliptic operators L using different techniques. In [Ba3] , W. Ballmann constructed examples of non-positively curved manifolds containing flats of dimension k ≥ 2 such that the Martin compactification agrees with the geometric compactification.
The Cartan-Hadamard surface (Σ 2 , ds 2 ) we are concerned with is diffeomorphic to the upper half-plane R × (0, ∞) with the length element given by (1.1) ds 2 = e 4y + 10e 2y + 1 4(e 2y − 1) 2 dx 2 + dy 2 for (x, y) ∈ R × (0, ∞). We are especially interested in characterizing non-negative functions W = W (x, y) on Σ 2 such that Note that the Laplace operator of (Σ 2 , ds 2 ) is given by ∆ = P −1 (y)(∂ This problem of characterizing non-negative solutions of (1.2) arises in our study of the infinitesimal rigidity of deformations of the collapsed 3D cigar soliton N 2 ×R, the product of Hamilton's cigar soliton N 2 and the real line R with the product metrics, as follows: consider any one-parameter family of complete three-dimensional gradient steady Ricci solitons (M 3 (t), g(t), f (t)) (0 ≤ t < ε), with (M 3 (0), g(0), f (0)) being the 3D cigar soliton N 2 × R, satisfying the following two conditions:
• the metric g(t) admits a non-trivial Killing vector field for all t ∈ [0, ε),
• the scalar curvature R(t) of g(t) attains its maximum at some point on M 3 (t) for each t ∈ [0, ε).
Then, the first variation of the sectional curvatures of (M 3 (t), g(t), f (t)) produces a certain non-negative function W = W (x, y) on Σ 2 satisfying (1.2). The infinitesimal rigidity of the deformation essentially reduces to proving the uniqueness of such nonnegative eigenfunctions up to a positive constant multiple; see [CH] for the details. This led us to consider the Martin compactification of (Σ 2 , ds 2 ) associated with the operator L = ∆ − 1.
It turns out that the Gauss curvature of (Σ 2 , ds 2 ) is negative, bounded from below, but approaches zero along some paths to infinity. So we cannot apply the results of Anderson-Schoen [AS] and Ancona [An1] in this case. Nevertheless, we shall see that the Martin boundary with respect to the operator L is the same as the geometric boundary of (Σ 2 , ds 2 ). Our first results are the following Martin and geometric compactifications of Σ 2 .
Theorem 1.1. The Martin compactification of Σ 2 associated with the operator L = ∆−1 is homeomorphic to the closed half diskΣ = (u, v) ∈ R 2 : u 2 + v 2 ≤ 1, v ≥ 0 .
On the Martin boundary ∂Σ we have (1) the real line (x, y) ∈ R 2 : y = 0 is identified with {−1 < u < 1, v = 0}; (2) the y-axis with y → ∞ is identified with the point (0, 1); (3) the asymptotic ray y = x tan θ is identified with the point ω θ on the semicircle {ω θ = (cos θ, sin θ) : θ ∈ (0, π/2) ∪ (π/2, π)} ⊂ ∂Σ. These two points can be approached by geodesics which are asymptotic to y = log |x| as |x| → ∞. (c) We show that ∂Σ is the minimal Martin boundary and determine the kernel function K(·, ω), see Proposition 6.1 and Theorem 6.6. Theorem 1.3. The geometric compactificationΣ of Σ 2 with the metric in (1.1) is homeomorphic to the Martin compactificationΣ.
The detailed description ofΣ is given in Theorem 3.5.
Remark 1.4. In [CL] , using an elementary method, L. A. Caffarelli and W. Littman showed that for any positive solution u to the equation (∆ − 1) u = 0 on the Euclidean space R n there exists a unique non-negative Borel measure µ on the unit sphere S n−1 such that u(x) = S n−1 e x·ω dµ(ω).
It follows that the (minimal) Martin boundary of R n with respect to ∆ − 1 is S n−1 . This is similar to the semi-circle part of ∂Σ when n = 2; note that, on Σ 2 , along the ray y = x tan θ the Gauss curvature approaches zero as |x| → ∞. The geometric boundary of R n with the flat metric is also S n−1 , i.e., any point on the Martin boundary can be reached by a geodesic.
Remark 1.5. Since Σ 2 , ds 2 is conformal to the hyperbolic plane, the Martin boundary of Σ 2 associated with the Laplace operator ∆ is given by the union of the real line {y = 0} and {∞}, the point at infinity, thus is different from the geometric boundary ∂Σ. Note that the Laplace operator ∆ has zero as the bottom of the L 2 -spectrum, i.e., λ 1 (Σ 2 ) = 0 (see Remark 2.6), and is not weakly coercive.
The Martin compactification of a complete Riemannian manifold M with respect to an operator L is also related to the Dirichlet problem at infinity, i.e., given a continuous function f on the geometric boundary S ∞ (M ) of M , whether there is a unique L-harmonic function w on M such that w = f on S ∞ (M ). When L is the Laplace operator ∆, the Dirichlet problem at infinity is always solvable if M has negatively pinched curvature −b 2 < K M < −a 2 (which was first proved independently by M. Anderson [And] and D. Sullivan [Su] ), or if M is one of the examples in [Ba3] . Note that in both cases, as we mentioned before, there holds the stronger conclusion that Martin and geometric compactifications are homeomorphic. We remark that the Dirichlet problem at infinity for ∆ on a symmetric space M of noncompact type was investigated by H. Fürstenberg [Fu] ; in particular, he showed that the problem can be solved if and only if M has rank one. See also the earlier work of L.-K. Hua [Hu1, Hu2, Hu3] on bounded symmetric domains. For more general Cartan-Hadamard manifolds of rank one (in the sense of [Ba1, BS] ), the solvability of the Dirichlet problem at infinity was proved by Ballmann [Ba2] . Moreover, the Poisson integral representation formula was established by BallmannLedrappier [BL] . Meanwhile, H. I. Choi [Ch] , Ding-Zhou [DZ] , and E. P. Hsu [Hs] have shown that the Dirichlet problem at infinity for the Laplace operator ∆ is solvable on certain negatively curved manifolds whose curvature approaches zero with certain rate. Very recently, R. Neel [Ne] has shown that the asymptotic Dirichlet problem for the Laplace operator on a Cartan-Hadamard surface is solvable under the curvature condition K ≤ −(1 + )/(r 2 log r) (in polar coordinates with respect to a pole) outside of a compact set, for some > 0.
However, in our case, Theorem 1.3 and Remark 1.5 imply the following Corollary 1.6. The Dirichlet problem at infinity for the Laplace operator ∆ on Σ 2 is not always solvable.
Remark 1.7. (a) We also characterize those functions f ∈ C 0 S ∞ (Σ 2 ) for which the Dirichlet problem at infinity has a unique solution, see Remark 6.9.
(b) Corollary 1.6 gives a new example of a Cartan-Hadamard manifold for which the Dirichlet problem at infinity is not solvable in general. Note that the curvature of Σ 2 is bounded from below by a negative constant, but approaches zero exponentially fast as y → ∞ for each fixed x (see Remark 3.2). Previously, when the curvature of a Cartan-Hadamard manifold is assumed to be bounded from above by a negative constant but not from below, Ancona [An2] constructed a counterexample to the solvability of Dirichlet problem at infinity. See also the work of Borbély [Bo2] . On the other hand, there are several papers on the solvability of the Dirichlet problem at infinity when the curvature lower bound has a quadratic growth condition [HM] , or certain exponential growth conditions [Bo1, Hs, Ji] .
An eigenfunction w ∈ C ∞ (Σ) of the Laplace operator ∆ with eigenvalue one is also referred as an L-harmonic function since Lw = 0. Each boundary point ω ∈ ∂Σ associates a kernel function K(·, ω) that is positive on Σ and L-harmonic. The Martin integral representation theorem implies that for any positive L-harmonic function w, there is a (unique) finite non-negative Borel measure ν on ∂Σ such that
From this integral representation we derive the following uniqueness result of positive eigenfunctions.
Theorem 1.8. Suppose that W is a non-negative L-harmonic function on Σ which vanishes on the boundary {y = 0} and satisfies the following inequality:
for some point (a, b) ∈ Σ 2 . Then either W = 0, or it is a positive constant multiple of
Remark 1.9. (a) Theorem 1.8 is used in [CH] to prove an infinitesimal rigidity result of the gradient steady Ricci soliton M 3 = N 2 ×R, where N 2 is Hamilton's cigar soliton [Ha] . (b) In [CH] we used the statement of Theorem 1.8 with (1.4) replaced by the inequality
which is a stronger assumption. Now we outline the main steps in the proofs. Since the metric of Σ 2 is explicit we obtain an integral formula of Green's function G(x, y) of L by the classical work of E. Titchmarsh in [Ti2] . The Martin kernel function is derived by asymptotic expansions of G along various paths. In turn, it determines the Martin compactification of Σ. See Theorem 6.6 for Theorem 1.1 and Theorem 3.5 for Theorem 1.3, while Corollary 1.6 is proved at the end of Section 6, and Theorem 1.8 is proved in Section 7. We refer to the table of contents for an overview of the paper's organization.
Preliminaries
In this section we collect some basics of positive solutions to linear elliptic equations on complete Riemannian manifolds and Martin compactification of a complete Riemannian manifold (M n , g) with respect to an elliptic operator L.
2.1. Martin compactification of complete Riemannian manifolds. Let (M n , g) be an n-dimensional complete non-compact Riemannian manifold and consider the operator L = ∆ − 1. The results in this subsection hold for any second order linear elliptic operator L with uniformly Hölder continuous coefficients and L(1) ≤ 0, see for example [Ta] .
for any smooth function φ with compact support on M .
be an exhaustion of M by relatively compact subsets with C 2 boundary, and let G i be the unique Green's function of L on U i with the Dirichlet boundary condition, then we have
whenever the Green's function G exists, see for example [Ta, Proposition 5.6] . Such a Green's function is called minimal, see [LT] when L = ∆.
We assume that L admits a Green's function G. In the following we describe the Martin compactification from the limiting behavior of the Green's function G, see also [Ba3] . Fix a reference point x 0 ∈ M and consider the normalized Green's function
For any fixed y ∈ M , the function K(·, y) is harmonic on M \ {y} and equals to 1 at x 0 . By the Harnack principle, any sequence {x i } ⊂ M with dist(x 0 , x i ) → ∞ has a subsequence {x i k } such that {K(·, x i k )} converges. The limit is a positive L-harmonic function on M with value 1 at x 0 . Now consider the space of all sequences {x i } in M with dist(x 0 , x i ) → ∞ such that {K(·, x i )} converges. Two such sequences {x i } and {x i } in M are equivalent if their corresponding limit functions coincide. The Martin boundary ∂ L M is defined as the space of equivalence classes. The Martin topology onM L = M ∪ ∂ L M induces the given topology on M and is such that a sequence {x n } ⊂M L converges to ω ∈ ∂ L M if and only if {K(·, x i )} converges to K(·, ω). The spaceM L is compact with respect to the Martin topology and is called Martin compactification of M . The Martin topology onM L is equivalent to the one induced by the following metric:
where f : M → (0, 1] is any positive continuous function and integrable on M . Recall
the set of all minimal boundary points.
Next we collect some basic results on Martin kernels and Martin integral representations, see, e.g., [Mu, Theorem 1.10] and [Ta, Section 6] .
) be a complete Riemannian manifold and L an elliptic operator on M with the Green's function G. Then, (i) Any positive minimal L-harmonic function is a positive constant multiple of
2.2. Positive L-harmonic functions and Green's function. Let U ⊂ M be a bounded domain. Then, the first eigenvalue of ∆ on U with the Dirichlet boundary condition is given by
Denote λ 1 (M ) the bottom of the L 2 -spectrum of ∆, then we have
where
is any exhaustion of M by relatively compact subsets with C 2 boundary. We recall the following well-known result of existence of positive L-harmonic function for L = ∆ + λ, see for example, [FS, Theorem 1] .
Proposition 2.5. The equation Lu = ∆u + λu = 0 for λ ∈ R has a positive solution u on M if and only if λ ≤ λ 1 (M ).
Remark 2.6. Note that on the surface Σ 2 , the metric defined by (1.1) is asymptotic to the flat one as y approaches infinity, so we have
For an elliptic operator L, while a Green's function always exists locally, the existence of global Green's function requires extra conditions. The result below follows from [Ta, Corollary 5.13 ].
Proposition 2.7. A Riemannian manifold (M n , g) admits a Green's function if either one of the following conditions holds:
(1) The function 1 is not L-harmonic, or (2) there are two non-proportional positive L-harmonic functions on M .
In some special case where M n is diffeomorphic to R n and Lu = 0 is a separable equation, Titchmarsh showed that the Green's function of L has an explicit integral form, see [Ti1] or [Ti2, Chapter 15] .
Theorem 2.8. Let q(x, y) = q 1 (x) + q 2 (y) be a continuous function on R 2 = {(x, y) : x, y ∈ R}. Denote the Green's functions G 1 (x, ξ, λ) and G 2 (y, η, λ) of the differential operators L 1 and L 2 respectively with
Assume that the spectra of L 1 , L 2 are bounded below at λ = α and λ = β respectively. Then for (λ) < α + β, the Green function G(x, y, ξ, η, λ) associated with the operator
∂y 2 − q(x, y) + λ has the following integral form
where the integral is taken along a straight line {c + iy} with (λ) − β < c < α. In this section we determine all geodesics on Σ 2 and then the geometric compactification of Σ 2 , see Proposition 3.3 and Theorem 3.5.
Recall that the surface Σ 2 = {(x, y) ∈ R × (0, ∞)} has the length element, see (1.1), of the form ds 2 = P (y) dx 2 + dy 2 with (3.1) P (y) = e 4y + 10e 2y + 1 4(e 2y − 1) 2 .
Clearly, ds 2 is a positive definite warped product metric on R × (0, ∞) so it is complete in x-direction for any fixed y. It is also complete as y → ∞ since P (y) converges to 1 4 . When y → 0 we have
hence it follows that the metric is also complete as y → 0. Therefore, (Σ 2 , ds 2 ) is a complete surface. Moreover, its Gauss curvature is given by (3.2) K(y) = − 96e 2y e 8y + 2e 6y + 18e 4y + 2e 2y + 1 (e 4y + 10e 2y + 1) Note that the minimal value K min = − 5 3 of K(y) is achieved at y = log(2 + √ 3). To summarize, we have the following Proposition 3.1. (Σ 2 , g), with the metric g given by (1.1), is a complete surface with negative Gauss curvature bounded below by − 5 3 . Remark 3.2. Let r(y) denote the distance function to a fixed horizontal line l, say l = {(x, 1) : x ∈ R}. Then, by (3.1) and (3.2), we have the following asymptotic properties:
as y → ∞. In particular, K(y) approaches zero exponentially fast when y → ∞. Figure 3 .1 shows the typical geodesics on Σ 2 . We sketch the geodesics passing through the y-axis at the point (0, a) with a > 0. The others can be obtained by translation in x-direction.
• The vertical dashed blue line is of type (i) and it has constant value of x.
• The red curves are of type (ii) and they have horizontal tangent vector.
• The green curves are of type (iii) and they are asymptotic to y = log |x| for large |x|.
• The purple curves are of type (iv) and they are asymptotic to the rays y = x tan θ for large |x| with 0 < θ < π. For the analytic formula of the geodesics of each type, see Proposition 3.3 below. Proposition 3.3. All geodesics of Σ 2 can be obtained by translation in x-direction, the reflection about the y-axis or their combinations from the following ones through some point (0, a) with a > 0:
(i) The y-axis.
(ii) The geodesic has the horizontal tangent vector at (0, a) and it is given by the following formula
with y ∈ (0, a]. (iii) The geodesic has the slope of the tangent vector m = √ 3 sinh a at (0, a) and it is given by the following formula
with y ∈ (0, ∞). (iv) The geodesic has the slope of the tangent vector m > √ 3 sinh a at (0, a) and it is given by the following formula
with y ∈ (0, ∞) and
Remark 3.4. The geodesics of type (i), (iii) and (iv) have no horizontal tangent vector at any point. If a geodesic has a horizontal tangent vector somewhere, then it can be obtained by translation in x-direction from a geodesic of type (ii).
Proof. First of all, the nonzero Christoffel symbols at any point (x, y) are given by
e 6y + 9e 4y − 9e 2y − 1 .
So the geodesic equations are given by
It is obvious that all vertical (half) lines are geodesics. Next, for any x 0 ∈ R and a > 0 we consider the geodesic γ(t) passing through γ(0) = (x 0 , a) ∈ Σ 2 with tangent vector γ (0) = (1, m). Since the metric is invariant under the translation in x-coordinate and the reflection about the y-axis, we may assume that x 0 = 0 and m ≥ 0.
From equation (3.7) we get (3.9) x (t) = C 1 (e 2y − 1) 2 e 4y + 10e 2y + 1 for some constant C 1 . Since x (0) = 1 and y(0) = a we have When m = 0, since y (0) = 0 with y(0) = a the denominator of s(a) vanishes and thus we have
Equations (3.9) and (3.10) imply that
Integrating the equation above yields the formula (3.3).
When m > 0, the constant C 2 can be solved from equation s(a) = 1/m 2 as
and we have dx dy = 10 + 2 cosh(2a) sinh(y)
We separate the discussion into three different cases according to the sign of the
, then equation (3.12) has the solution x(y) = H(y) − H(a) with y ∈ (0, y 0 ] and the function H is given by
Note that the geodesic γ has horizontal tangent vector at (x(y 0 ), y 0 ) and it can be obtained by translation in x-direction x → x + x(y 0 ) from the geodesic in case (ii) with a = y 0 .
, then equation (3.12) has the solution x(y) given in case (iii).
, then equation (3.12) has the solution as in case (iv). This finishes the proof.
Theorem 3.5. The geometric compactification of Σ 2 is homeomorphic to the half
∂Σ we have
(1) the geodesics that approach to points of the real line (x, y) ∈ R 2 : y = 0 are identified with points of the interval {−1 < u < 1, v = 0}, (2) the vertical half lines with y → ∞ are identified with the point (0, 1), (3) the geodesics asymptotic to x = ± 1 √ 3
(cosh y − cosh a) for some a > 0 are identified with the point (±1, 0), (4) the geodesics asymptotic to x = ± (F (y) − F (a)) with F given in equation (3.6) for some a > 0 are identified with the point
and m > √ 3 sinh a . Proof. Without loss of generality we consider the geodesic γ(t) starting from the point (0, 1) ∈ Σ, i.e., γ(0) = (0, 1). We choose the parameter t such that |γ (0)| = 1. If γ (0) = (0, 1), then γ(t) with t > 0 is the y-axis with y > 1. If γ (0) = (0, −1), then it approaches to (0, 0) ∈ R 2 along the y-axis with 0 < y < 1. Next we assume that γ (0) is not parallel to the y-axis. Denote by φ the angel from the positive x-axis to γ (0) and m = tan φ. We consider the case when φ ∈ (−π/2, π/2). The argument for φ ∈ (π/2, 3π/2) is similar.
From the proof of Proposition 3.3, we see that when m < √ 3 sinh(1) , γ(t) approaches to the positive x-axis as t → ∞ and the limits lim t→∞ γ(t) cover the whole positive
and it is asymptotic to the curve y = log x for large x > 0. When m > √ 3 sinh(1) , the geodesic is given by x = F (y) − F (1) as F in equation (3.6). It is asymptotic to the ray y =
x for large x > 0. So we have the homeomorphism from the directions at (0, 1) ∈ Σ to S ∞ (Σ) such that φ = −π/2 is identified with (1) with (0, 1), and m ∈ ( √ 3/ sinh(1), ∞) with (cos θ, sin θ)(0 < θ < π/2) by equation (3.13) with the plus sign.
The minimal Green's function of the operator
In this section we prove an integral formula of the Green's function G(x, y, ξ, η) of L = ∆ − 1, see Theorem 4.4. Recall that the Laplace operator of (Σ 2 , ds 2 ) is given by
so we have
). Here and in Section 5 we shall use various properties of certain special functions, e.g., the Gamma function, the Gauss hypergeometric function, etc. We refer the reader to [DLMF] and [OLBC] for more details.
First of all, we define a few relevant functions for the rest of the paper. These functions arise in the study of the spectral properties of the differential operator A = −D and define the function
If we use the phase angle θ ∈ [0, 2π) instead and write
with r > 0 and θ ∈ [0, 2π), then we have
The function α(λ) has branch cut along [ 1 4 , ∞). Using α = α(λ) we define the following functions for λ ∈ C and y > 0:
Here F (a, b, c; z) = 2 F 1 (a, b, c; z) is the Gauss hypergeometric function. We also denote
The Wronskian of w a and w b is computed in the proof of Theorem A.2 and is given by
We define the following differential operators:
Proof. The Green function G 1 of L 1 is well-known. We now show the formula of G 2 . From the proof of Theorem A.2, we know that L 2 (w a (λ, y)) = L 2 (w b (λ, y)) = 0, w a is square integrable near y = 0, and w b is square integrable near y = ∞. Thus, we have
and it gives the desired formula after the substitution by w 1 and w 2 .
In the following we determine the singularities of G 2 (y, η, λ) for fixed y, η ∈ (0, ∞). First we prove an identity of hypergeometric functions in w 1 and w 2 .
Lemma 4.2. We have the formula
for any z ∈ C and y ∈ (0, ∞). Here the function (cosh y) −z is defined by
Proof. It follows from the connection formula [DLMF, 14.9 .15] of Legendre functions that
where µ, ν ∈ C and x ∈ R. From [DLMF, , when x ∈ (1, ∞) the Legendre functions can be represented by the hypergeometric functions as
In the equation of Q µ ν (x), it is assumed that µ + ν = −1, −2, . . .. Applying the connection formula with µ = z, ν = 1 2 and x = coth y, we obtain e
The transformation formula
which gives us the desired identity. When z + 1 2 = −1, −2, . . ., the first term on the left hand side vanishes as Γ(3/2 + z) goes to infinity and the identity still holds where the hypergeometric functions reduces to polynomials. Lemma 4.3. For any fixed y, η ∈ (0, ∞), the Green function G 2 (y, η, λ) has the branch cut along [ 1 4 , ∞) and is analytic on the principal branch. Proof. Since G 2 is the Green function of the differential operator L 2 , it is analytic for non-real λ ∈ C\R. We discuss the singularities of G 2 on the real axis.
From the formulas of w 1 , w 2 and a(λ) given in (4.3)-(4.5), it has branch cut along λ ∈ [ 1 4 , ∞). By Lemma 4.2, G 2 can be written as
Since sin(πα) = 0 when α is an integer and the Gamma and hypergeometric functions have only simple poles, the possible poles of G 2 are given by 3/2 + α = −n for n = 0, 1, 2, . . ., i.e., α = −(n + 3/2). Note that iα = √ re 
y − P (y) has the following integral form:
(4.14)
ds for y, η ∈ (0, ∞) and x, ξ ∈ R with (x, y) = (ξ, η), and the integral in (4.15) takes the principal value. Here, for s ≥ 0,
for y ∈ (0, ∞).
We need a lemma that will be used in the proof of Theorem 4.4.
Lemma 4.5. We have the following asymptotic expansions:
Proof. We show the first formula which involves gamma functions. Since
we have
.
It follows that when |z| → ∞ we have
In the last step we have used the following expansion for large |z| with |arg z| < π:
Next we consider the hypergeometric function. From the transformation formulas we have
e −2y − 1
Write z = u + iv with u, v ∈ R. Then we have 1 1 − e 2y < 0 < 1 2 (y > 0) and |1 + z + n| = (n + 1 + u) 2 + v 2 ≥ 1 for all n = 0, 1, 2, . . .. So from [DLMF, Section 15.12] we have the following asymptotic expansion
for any fixed m = 1, 2, . . .. Letting m = 2 in the formula above gives us the desired expansion.
Proof of Theorem 4.4. First we show that formulas (4.14) and (4.15) are equivalent. Note thatā(s) = a(−s) andw(s, y) = w(−s, y). It follows that the real part of a(s)w(s, y)w(s, η) +w(s, y)w(s, η)
is an even function in s and its imaginary part is odd in s. So the two integral formulas are equal.
In the following we show formula (4.14). We first assume that y ≤ η. Consider the simple closed contour Ω in Figure 4 .1. It consists of the circular arcs C 1 and C 2 with radius R centered at 1 4 , the vertical line from c − i∞ to c + i∞ cut by the arcs C 1 and C 2 , the small circle C ε with radius centered at 1 4 , and the horizontal line segments Γ 1 , Γ 2 . Since the Green functions G 1 and G 2 have no singularities in the region bounded by Ω, the Cauchy Theorem implies that (4.18)
On the circle C ε we have
with θ ∈ [0, 2π) and φ ∈ [−π, π). As ε → 0 we have r ≈ 1 4 and φ ≈ 0. It follows that
and then
So we have |G 1 (x, ξ, −λ)| ≤ c 1 for some constant c 1 as ε → 0. For the Green function G 2 , we have α = −i √ εe 
and the integral along C ε converges to zero as ε → 0. This finishes the proof of the claim on C ε .
Claim. We have
On the arcs C 1 and C 2 we have λ = (1−α)y (e 2y − 1)
∼ e −αy 1 − 3 4(1 + α)
sin ( = exp i(y + η)
We also have
The real part is given by
On the arc C 1 since θ 1 ≈ 0 and θ 2 ≈ It follows that for large R > 0 we have sin πα cos πα < c 3 for some constant c 3 > 1. Combining these estimates, we have
Write λ = re iφ with φ ∈ [−π, π) and we have r ∼ R and −
2 √ r and then we have
2 . Note that η − y ≥ 0 by assumption and sin θ 2 ≥ 0, so we have
for some constant k > 0 when R is large. On the other hand we have |dλ| = Rdθ and so we have exp −c
which converges to zero as R → ∞. A similar argument shows that the integral converges to zero on the arc C 2 . Apply this convergence in equation (4.19) by taking c = η + y and c = η − y and then we have
This finishes the proof of the claim on C 1 ∪ C 2 . The identity (4.18) implies that
Let λ = 1 4 + s 2 with s ∈ (0, ∞). Then on Γ 1 and Γ 2 we have
2 s 2 + 1/4 .
On Γ 1 we have α = −is and then the Green function G 2 is given by
On Γ 2 we have α = is and the Green function G 2 is given by
So we have s 2 + 1/4 ds which gives formula (4.14) when y ≤ η.
Since the real part of a(s)w(s, y)w(s, η) +w(s, y)w(s, η) is even in s, the kernel of the integral is symmetric in y and η. Therefore the same formula holds when y ≥ η.
Asymptotic expansions of the Green's function
For each fixed (x, y) ∈ Σ 2 , the Green's function G(x, y, ξ, η) has the limit zero as (ξ, η) diverges to infinity. In this section we determine the asymptotic expansions along various paths when (ξ, η) diverges to infinity, see Theorems 5.2, 5.4 and 5.7. For the techniques of asymptotic expansion of integrals, we refer to the book [Wo] .
First we derive a new formula of the integrand in the Green's function. Let 
By the transformation formula
which gives us the formula of k(s, y, η).
For the real part of k(s, y, η), we have
and
So they give us the desired formula of k(s, y, η). Theorem 5.2. For any fixed (x, y) ∈ Σ 2 and ξ = x, the Green function G(x, y, ξ, η) has the following expansion near η = 0: Proof. For any c = a + b + m with m = 2, we recall the following formula for z ∈ (0, 1):
Asymptotic expansion at
It follows from the above formula and (5.1) that
Here we have also used the identity Γ(−1/2)Γ(−1/2 + is) = 16 1 + 4s 2 Γ(3/2)Γ(3/2 + is).
So we have
and then k(s, y, η) = a(s)e −isy f (s, y) + e isyf (s, y) e −isη f (s, η)
where the function in {· · · } has pure-imaginary value and is given by
It follows that
which can be further simplified to
The expansion formula of G(x, y, ξ, η) follows by combining the above identity with the expansion e
5.2. Asymptotic expansion at η = ∞.
Theorem 5.4. For fixed (x, y) ∈ Σ 2 and fixed ξ > 0, the Green function G(x, y, ξ, η) has the following expansion as η → ∞:
(e 2y − 1)
We need some preparations and first consider the asymptotic expansion of the following integral as η → ∞,
where A = |x − ξ| ≥ 0. We may assume η − y is bounded below, say η − y ≥ 2. For fixed ξ > 0, define the following functions on the complex plane: .
Following the proof of Lemma 5.1, the function q(z) can be simplified as
We specify the branch of z 2 − 1 4 we choose: write
with r 1 ≥ 0 and θ 1 ∈ [0, 2π)
with r 2 ≥ 0 and θ 2 ∈ [−π, π), then we take
and it has the branch cut (−∞,
In particular, when z = is with s ∈ R, we have θ 1 + θ 2 = π and (is) 2 − 1 4 = i s 2 + 1 4 .
It follows that
Proposition 5.5. The integral I(η) has the following form In the following we show that the integral p(z)e −ηz dz vanishes on both C ε and C 1 ∪ C 2 as ε → 0 and R → ∞ respectively. A similar argument as in the proof of Theorem 4.4 shows that lim ε→0 Cε p(z)e −ηz dz → 0.
On the arcs C 1 ∪ C 2 we have z = Re iθ with θ ∈ (0, Next we consider the asymptotic expansion of q(z) for large R > 0. From the formula of q(z) in (5.10) and the asymptotic expansion of hypergeometric function in [DLMF, Section 15.12] we have
where I ν is the modified Bessel function and A 1 (y) = 3 8y − 3 8 coth y < 0.
On the arc C 1 , we have arg z = θ ∈ [0, π/2] and so 
Note that e −2R cos θ sin θdθ
and hence
On the arc C 2 we have different signs in the formulas of I 0 (zy) and I 1 (zy). The argument above carries through and the limit on C 2 also vanishes. This finishes the proof of the claim. Thus, (5.11) and (5.13) imply that
Note that when z = u ≥ on Γ 2 .
This finish the proof of Proposition 5.5.
Proposition 5.6. For fixed A = |x − ξ| and η > 0 large we have the asymptotic formula (5.14) 
To apply Watson's Lemma, see for example [Wo] , we only need to show that there exist constants M 1 = M 1 (y) > 0 and M 2 = M 2 (y) > 0 independent of t such that
for large t > 0.
Since t ≥ 1 2 , we have arg t = 0 and the asymptotic expansion of the modified Bessel function has a simpler form, i.e., the e −zξ term does not appear. So for large t we have
For example, we can take M 1 = √ 2e 
Using the asymptotic expansion of I(η) in Proposition 5.6, we have
π (e 2y − 1)(e 2η − 1) Theorem 5.7. For each m > 0, the Green function has the following asymptotic expansion along the ray η = m |ξ| with |ξ| → ∞:
Proof. We first assume that ξ > 0 so that |ξ − x| = ξ − x for large ξ. From Lemma 5.1,
We consider the real part of the following integral
for z ∈ C. So the integral can be written as
where C denotes the positive real axis.
Claim. For ξ → ∞, we have the asymptotic expansion
We show the above asymptotic expansion by the method of the steepest descent, see for example [Wo, II.4] . Write z = u + iv and let z 0 = −iv 0 with
Let C 2 be half of the hyperbola defined by the equation
Denote C 1 the line segment from z = 0 to z 0 on the z-axis and C R the circular arc centered at the origin with radius R connecting C 2 and the positive z-axis, see Figure 5 .3. Since g(x, y, z)e ξφ(z) is analytic in the region bounded by z-axis, C 1 , C 2 and C R , the Cauchy Theorem implies that
Im z
It can be shown that for any fixed ξ > 0 the integral along C R vanishes as R → ∞. So we have
The integral along C 1 can be written as
Note that g(x, y, −iv) is a real-valued function and φ(−iv) is also a real-valued function since v 0 < 1 2 . So we have I 1 (ξ) = 0 for any ξ > 0. Next we consider the integral along C 2 . We have
From the formula of the principal square root of a complex number
Along the curve C 2 , let
and we have τ ∈ [0, ∞). Around z = z 0 we have the following expansion
and so we have the following asymptotic expansion as η → ∞:
This finishes the proof of the claim. The asymptotic expansion of the Green function follows from the one of I(ξ)
for ξ > 0. When ξ < 0 we have a similar expansion, except the factor exp
So we have finished the proof of Theorem 5.7.
The Martin kernel and Martin boundary
In this section, we first determine the Martin compactificationΣ of Σ with respect to the operator L = ∆ − 1, see Theorem 6.6. Then we prove Theorem 1.8 in the introduction at the end of the section.
Fix a reference point (x 0 , y 0 ) ∈ Σ, then the Martin kernel is given by
From the asymptotic expansion of the Green function along various paths in the previous section we can determine Martin kernel functions of such cases. For any ξ ∈ R, denote ω ξ = (ξ, 0) on the boundary {η = 0}, and ω ∞ = lim η→∞ (ξ 0 , η) while fixing ξ 0 > 0. Recall the short notation of Gauss hypergeometric function
Using Theorems 5.2, 5.4 and 5.7, we immediately obtain Proposition 6.1. The limits of the Martin kernels as (ξ, η) diverges to infinity are given by the following cases.
(a) For any ξ ∈ R, when η → 0 the Martin kernel is given by (6.1) (b) When ξ > 0 is fixed and η → ∞, the Martin kernel is given by
where A(y 0 ) > 0 is a constant such that K(x 0 , y 0 , ω ∞ ) = 1. (c) Along the ray η = ξ tan θ with θ ∈ (0, π/2) ∪ (π/2, π), when η → ∞ the Martin kernel is given by (6.3)
where A(x 0 , y 0 , θ) is a constant such that K(x 0 , y 0 , θ) = 1. Lemma 6.3. For any fixed (x, y) ∈ Σ, we have the following limits.
Proof. The first identity follows from the defining equations of K(x, y, θ) and K(x, y, ω ∞ ) in Proposition 6.1. Next we show the second identity. The third one follows by a similar argument.
We assume that ξ > x and denote A = ξ − x > 0. Let
The Martin kernel can be written as
Denote by Ψ(x, y) = lim ξ→∞ K(x, y, ω ξ ).
Since for any ξ ∈ R, K(x, y, ω ξ ) is a positive L-harmonic function on Σ 2 and has value 1 at (x 0 , y 0 ), so is Ψ(x, y).
In the following we consider the asymptotic expansion of I(A, y) as A → ∞. Let Suppose that h(s, y) has the following expansion at s = 0:
with h 0 (y) = 0 for y > 0, then we have
and the following asymptotic expansion as A → ∞ from Watson's lemma
, and hence Ψ(x, y) = K(x, y, 0).
Remark 6.4. It can also be shown explicitly that the function (1 − e −2y ) Recall the following definition of Martin compactification that is equivalent to the one with minimal Martin boundary in Section 2, see [Ta, Definition 6 .2]. Here we exclude the case where all positive solutions to Lw = 0 are proportional. Note that a topological space is said to be σ-compact if it is the union of countably many compact subspaces. This property holds for any Riemannian manifold. In the notions of Martin compactification and Martin boundary, we drop the letter L.
Definition 6.5. Let M be a complete smooth manifold that is σ-compact and L be a second order strictly elliptic partial differential operator with smooth coefficients for which L1 ≤ 0. The Martin compactification is the compactificationM such that (1) the normalized Green functions, i.e., the Martin kernel functions K(p, q), extend continuously toM for each p ∈ M ; and (2) the extended functions separate the points of the ideal boundary ∂M = M \M .
The ideal boundary of the compactification satisfying condition (2) in Definition 6.5 is the minimal Martin boundary ∂ e M , see [BJ, Remark I.7.7] .
Theorem 6.6. The Martin compactification of Σ 2 is homeomorphic to the half diskΣ = (u, v) ∈ R 2 : u 2 + v 2 ≤ 1, v ≥ 0 and ∂Σ = ∂ e Σ is the minimal Martin boundary. Moreover we have
(1) the real line R ⊂ S ∞ (Σ) is identified with the interval (−1, 1) of u with v = 0, (2) the vertical half line ξ = ξ 0 > 0 is identified with the point (0, 1), (3) the asymptotic ray η = ξ tan θ is identified with the semi-circle {ω θ = (cos θ, sin θ) : θ ∈ (0, π/2) ∪ (π/2, π)} ⊂ ∂Σ, (4) for any ω ∈ ∂Σ\ {ω ξ } we have
Proof. Denote S ∞ = S ∞ (Σ). First note that L = ∆ − 1 is coercive, see [An1, p. 498] . Since any ω ξ (ξ ∈ R) can be approached by the geodesic γ(t) = (ξ, t) with t ∈ (0, 1] and the curvature of the subset R × (0, 1] ⊂ Σ is pinched by two negative constants, it follows from [An1, Corollary 16 ] that ω ξ is a minimal point on the Martin boundary and the limit in equation (6.4) for ω ∈ S ∞ \ {ω ξ }. In the Martin compactification each ω ξ admits a basis of neighborhoods consisting of geodesic cones that agree with the basis of neighborhood in the topology ofΣ. It follows that the collection of all ω ξ that is R ⊂ S ∞ embeds into the Martin compactification. The previous Lemma 6.3 shows that Martin kernel functions K(x, y, ξ, η) extend continuously toΣ for any (x, y) ∈ Σ, and it is clear to see that extended functions separate the points ofΣ. From Definition 6.5Σ is the Marin compactification and ∂Σ is the minimal Martin boundary.
In the following we show equation (6.4) for other points ω ∈ ∂Σ. If ω = ω θ is an asymptotic ray y = x tan θ with θ ∈ (0, π), then we have y → ∞ as (x, y) approaches ω θ . Note that f (s, y) → 1 as y → ∞. The rest part of the integral with y in the numerator of K(x, y, ω ξ ) is the Fourier coefficient of the following L 2 (−∞, ∞)-function in s:
So it converges to zero as y → ∞ and thus we have lim (x,y)→ω θ K(x, y, ω ξ ) = 0.
Next we consider the case when y → 0 and |x| → ∞. We assume that x = ξ when x → ±∞. We have the following Taylor expansions:
and hence K(x, y, ω ξ ) converges to zero as y → 0. This finishes the proof of Theorem 6.6.
Remark 6.7. It follows from Theorem 3.5 that the Martin compactificationΣ is homeomorphic to the geometric compactificationΣ. The Martin kernel function is given by K(x, y, 0) and K(x, y, π) along the geodesics asymptotic to η = log ξ (ξ → ∞) and η = log(−ξ) (ξ → −∞) respectively.
Remark 6.8. From equation (6.4) we know that lim (x,y)→ω ξ K(x, y, ω ξ ) = 0 if the limit exists. Otherwise, K(x, y, ω ξ ) is the trivial function by the maximal principle which contradicts the fact that K(x 0 , y 0 , ω ξ ) = 1.
We finish this section by showing Corollary 1.6.
Proof of Corollary 1.6. We argue by contradiction. Assume that the Dirichlet problem at infinity is solvable for the Laplace operator ∆. Let f ≥ 0 be a continuous function on S ∞ (Σ) such that f = 0 on the part {v = 0} and f > 0 on the part {ω θ : 0 < θ < π}. Then there is a harmonic function F on Σ 2 such that the following properties hold:
(1) F (x, y) = 0 as y approaches 0;
as (x, y) approaches infinity along the type (ii) geodesic, i.e., x fixed and y → ∞; (3) F (x, y) = f (ω θ ) as (x, y) approaches infinity along the type (iv) geodesic. It follows that F is bounded and positive on Σ 2 by the maximum principle. Since (Σ 2 , ds 2 ) is conformal to the half-plane with the hyperbolic metric g H , F is also a positive harmonic function with respect to the metric g H . Since F vanishes on the boundary {y = 0}, it is a positive constant multiple of h ∞ = y, the Martin kernel function at ∞ ∈ ∂ ∆ Σ, see for example [An1, Remark 4.1] . This contradicts the previous conclusion that F is bounded.
Remark 6.9. From the proof of Corollary 1.6, it is easy to see that the Dirichlet problem at infinity for the Laplace operator ∆ has a unique solution only when f ∈ C 0 (S ∞ (Σ)) is constant on the semi-circle {ω θ : 0 ≤ θ ≤ π}.
7. Proof of Theorem 1.8
Proof of Theorem 1.8. We assume that W is not the trivial solution so that W is positive on Σ. From Theorem 2.4, there is a unique Borel measure ν on ∂Σ with ν(∂Σ) = 1 such that
By Proposition 6.1 and Lemma 6.3, the proof now follows from the following Claim. The measure ν is supported by the one-point set {θ = π/2}, i.e.,
We show the claim in two steps: first ν (R) = 0 by the boundary condition W (x, 0) = 0 for all x ∈ R, and then ν is concentrated at θ = π/2 by the inequality (1.4).
For the first step, we follow a similar argument in [Br, p. 65] . It is sufficient to show that if a finite Borel measure ν on R has ν(R) > 0, then
cannot vanish on the x-axis. When ν(R) > 0, there is a number r > 0 such that the ν-measure of the interval [−r, r] is positive. Let
Then h * is non-negative and L-harmonic on Σ 2 . It is majorized by h, i.e., h
be a sequence of points such that |x j | + y j → ∞ as j → ∞. For fixed j since K(x j , y j , ω ξ ) is continuous in ξ, it achieves the maximal value on [−r, r]. Let ξ j ∈ [−r, r] with
and so we have h
It follows from the compactness of [−r, r] that the limit of K(x j , y j , ω ξj ) is zero as j → ∞. So we have h * (x j , y j ) → 0 as j → ∞, i.e., h * (x, y) → 0 as |x| + y → ∞. It follows that h * (x, y) cannot vanish on the x-axis. Otherwise we would have h * (x, y) = 0 everywhere that contradicts the fact h * (x 0 , y 0 ) > 0. So the function h(x, y) cannot vanish on the x-axis. Therefore, the Borel measure ν in the claim must have ν (R) = 0 because W (x, 0) = 0 for all x ∈ R. Now we proceed to the second step. Since ν(R) = 0, the integral formula (7.1) can be written as
Inequality (1.4) is equivalent to
Then, we have J(x, y, θ) = J(0, y, θ)e cos θ 2 x . It follows that
We may assume that a = 0, otherwise e a cos θ 2 dν(θ) defines another finite nonnegative Borel measureν on the semi-circle and the argument below also holds using the measureν.
From the asymptotic expansion of K(0, y, θ) in Remark 6.2, we have J 0, y, π 2 > 0 and lim
Also, for θ = π 2 , J(0, y, θ) → −∞ at least linearly, as y → ∞.
Assume that ν is not concentrated at θ = π 2 . Then there exists some ε ∈ (0, π/2) such that ν(I ε ) = ν 0 > 0 with I ε = [0,
From the asymptotic behavior of J(0, y, θ), there exist δ > 0 and N > 0 such that when y > N we have
The integral formula (7.3) yields
This contradicts inequality (7.2) for y ≥ max {N, b} and we finish the proof.
Appendix A. Singular Sturm-Liouville problem and a Spectral Theorem
In this section we consider the Sturm-Liouville problem of the operator −D 2 x + P (x) on (0, ∞), i.e., the spectrum of this operator. It is related to the Green's function G 2 (y, η, λ) of the operator L 2 = D 2 y − P (y) + λ in Section 4. For the basics of Sturm-Liouville problem, see for example [Jo] and [Ko] and the references therein.
Recall the positive function
4(e 2x − 1) 2 and consider the following 2nd order differential operator
with the domain
Here AC loc (0, ∞) stands for the set of all locally absolutely continuous functions on (0, ∞). Equation Aw = 0 has the following two linearly independent solutions e x/2 √ e 2x − 1 and e 2x + 1
Since the second function is not square-integrable near x = 0 and x → ∞, we have limit-point case for x = 0 and x = ∞. In particular, the operator A with domain D(A) is self-adjoint. The differential equation Aw = λw for any λ ∈ C is solved in Appendix B and the two linearly independent solutions are denoted by w 1 (x) and w 2 (x), see Proposition B.1. Note that a number λ ∈ C is in the discrete spectrum σ d (A) of A if the equation Aw = λw has a solution w ∈ L 2 (0, ∞).
Theorem A.1. The discrete spectrum σ d (A) of A is empty.
Proof. Since A is self-adjoint, the spectrum σ(A) is in R. We separate our discussion into different intervals of R. When λ = 0, the two linearly independent solutions of Aw = 0 are not square integrable near x = 0. In the following we assume that λ = 0. Case 1: λ > 1 4 . Write λ = 1 4 + s 2 with s > 0. Then the linearly independent solutions of Aw = λw are given by
and w 2 (x) = w 1 (x), the complex conjugate. Since
we have the following asymptotic expansion as x → ∞:
and so no linear combination of w 1 (x) and w 2 (x) is square-integrable near x = ∞. Case 2: λ = 1 4 − α 2 with α > 0 not an integer and α = 1 2 . When α is not a half integer, neither w 1 (x) nor w 2 (x) in Proposition B.1 is square integrable near x = 0. If α is a half integer, then w 2 (x) is given by the Jacobi polynomial. The solution w 1 (x) is not square integrable near x = 0. When x → ∞, we also have 1−e −2x
is not square integrable near x = 0. The second solution is given by
1 − e −2x .
with w 2 (0) = 0. As x → ∞, we have w 2 (x) approaches Q m 1 2
(1) which is unbounded by the asymptotic expansion Q 
for s, x ∈ [0, ∞).
where the kernel is given by
Proof. Suppose λ is a complex number on the upper half plane, i.e., λ > 0. Denote α = 1 4 − λ the principal square root of 1 4 − λ, see also equation (4.1). Since α is not a real number, by Proposition B.1 the two linearly independent solutions are given by
w 2 (λ, x) = e (1+α)x e 2x − 1
The Wronskian of w 1 and w 2 is given by W (w 1 , w 2 ) = w 1 (λ, x)∂ x w 2 (λ, x) − w 2 (λ, x)∂ x w 1 (λ, x) = 2α. Write α 2 = 1 4 − λ = re iφ . We have (α 2 ) < 0 and then φ ∈ (−π, 0). It follows that φ 2 ∈ (−π/2, 0) and α = √ r cos(φ/2) + i √ r sin(φ/2). So the real part α > 0. It follows that any square integrable solution near x = ∞ is a multiple of w b .
We follow the construction in [Jo, Section 12 ] (see also [Ko] ). Take a regular point c ∈ (0, ∞) and consider the fundamental system u 1 (λ, x) and u 2 (λ, x) with the following boundary conditions: The characteristic matrix (G jk (λ)) and the matrix function (ρ jk (λ)) are defined for λ ∈ R as in [Jo, Section 12] . If λ ≤ 1 4 , then α ≥ 0 is a real number. So (m jk ) and then (G jk ) are real matrices and thus ρ jk = 0 (j, k = 1, 2). Note that the discrete spectrum σ d (A) is empty by Theorem A.1. Let
Then we have α = −is and a(s 2 + 1/4) = a(s), w 2 (s 2 + 1/4, x) = w(s, x). A straightforward computation shows that the product of the five 2 × 2-matrices above equals to −4s 2 a 1 1ā . Now the eigenfunction expansion follows from [Jo, 12.10] or [Ko, Theorem 1.13] .
So we have
Appendix B. A second order linear ordinary differential equation
In this section we solve equation Aw = λw given in (A.1) using special functions. First, let us recall the following special functions:
• The hypergeometric function • The Jacobi polynomial P (α,β) n (z) is a solution of the equation
(1 − z 2 )w (z) + (β − α − (α + β + 2)z) w (z) + n (n + α + β + 1) w(z) = 0 with positive integer n and constants α, β ∈ C. For detailed discussions and properties of these special functions, see [DLMF] and [OLBC] . (1 − 2z).
In particular we have F − is a linear combination of w 1 (x) and w 2 (x) given in the proposition.
Proof. We start with the first case as λ = 
