We study pattern dynamics in a one-dimensional anisotropic XY model driven by a rotating external field. We find that the dynamical properties change qualitatively through a dynamic phase transition, which is a bifurcation of the spatially uniform states under a periodic external field. When two stable uniform limit cycles coexist, we observe a domain wall structure. Furthermore, there is a domain wall connecting domains of different phases of one limit cycle attractor. We find a periodic structure which is caused by the collapse of the domain wall. We derive approximate equations that describe the long time behavior of the domain walls and find that some results based on this approximation are qualitatively in agreement with those of numerical simulations. The properties of the interaction between the two domain walls depend on the symmetry of the wall. We observe a propagation of the phase wave in the quasi-periodic phase. This result implies the possibility of a phase description in non-autonomous systems. We find two chaotic patterns with different statistical properties in the symmetry-broken chaos region. §1. Introduction
§1. Introduction
The dynamical properties of the nonlinear response m(t) to a periodic external field H(t) with symmetry H(t + T/2) = −H(t) has attracted interest over the last few decades. A dynamic phase transition (DPT) is a transition of the temporal oscillation of m(t) between symmetry-restoring oscillation (SRO), which maintains the symmetry m(t + T/2) = −m(t), and symmetry-breaking oscillation (SBO), without this symmetry. DPTs in ferromagnetic systems have been studied using the mean field theory, 1)-7) Monte Carlo methods, 8)-15) and laboratory experiments. 16)-18) Recently, DPTs have been studied in a CO oxidation process on a catalytic surface, 19) in the electrochemical deposition of Ag on an Au(100) surface, 20) in two-dimensional (2D) fully frustrated Josephson-junction arrays, 21) in the Blume-Capel model, 22) in the Blume-Emery-Griffiths model, 23) and in the spin-3/2 Ising model. 24) DPTs in stochastic external fields have been studied in Refs. 25) and 26). In association with DPTs, time-delayed feedback methods to stabilize an unstable SRO in the SBO regime have been proposed. 27) Very recently, Robb et al. introduced a bias field conjugate to the dynamic order parameter and reported a fluctuation-dissipation relation. 15) The DPTs in ferromagnetic systems are reviewed in Refs. 28) and 29) .
The DPT in the anisotropic XY model has been studied using the time-dependent Ginzburg-Landau (TDGL) equation with a periodic external field H(t), ψ(t) = ψ − |ψ| 2 ψ + γψ * + H(t), (1 . 1) where ψ(t) = X(t) + iY (t) is a complex order parameter whose real and imaginary parts represent the X and Y components, respectively. Yasui et al. 5) reported a new DPT, the emergence of a component perpendicular to a linearly polarized field H(t) = h cos(Ωt), and Fujiwara et al. 7) elucidated DPTs between limit cycles, quasiperiodic oscillation, and chaotic oscillations in a rotating field H(t) = he iΩt . Domain wall dynamics associated with the DPT in a linearly polarized field is studied in Ref. 30) .
In this article, we consider the case that oscillators exhibiting a DPT are spatially distributed with diffusive coupling, and we study the dynamics of the spatial structures in the rotating external field associated with the DPT, following Ref. 7) . We find that this system exhibits various patterns, due to a DPT of the uniform state. In this study, we consider a spatially 1D system described by
where θ(t) = Ωt mod 2π represents the phase of the external field. The real and imaginary parts of ψ obey the equations of motion
(1 . 3b)
Because Eq. (1 . 3) is invariant under the transformation {γ → −γ, X → −Y, Y → X, t → t + T/4}
, we consider γ > 0 in this paper. Here, T = 2π/Ω denotes the period of the external force. We briefly mention the difference between the present equation and the socalled parametrically driven equations. Autonomous amplitude equations describing oscillatory media with natural frequency ω c in the presence of a parametric forcing at a frequency near ω c /n have been derived. 31)- 35) In the present study, we treat a non-autonomous equation of motion in which a periodic forcing term explicitly appears. Another difference is that the local element settles down to a stable fixed point in the absence of an external field.
The present paper is organized as follows. In §2, we briefly review the DPTs of the uniform solution reported in Ref. 7) . We study the domain wall solutions in §3. Numerical results for the structure transition of the domain wall in the SBO-1 state are reported in §3.1. In §3.2, we derive effective equations which describe the long time-scale behavior of the domain wall. Interaction of the domain walls is discussed in §3. 3 . Patterns in the quasi-periodic and chaotic phases are reported in §4. The results are summarized in the last section. §2. Dynamic phase transitions in a rotating external field
In this section, we review the DPTs in this model, reported in Ref. 7) . We consider spatially uniform oscillation of Eq. (1 . 2), described bẏ
In this model, the DPT is regarded as a bifurcation between states with different symmetry or periodicity. We can classify the uniform oscillations on the basis of invariance of Eq. (2 . 1) under the transformation
where n is an odd number. Reflecting this symmetry, we find that there exist trajectories possessing the symmetry
which correspond to the SRO. A limit cycle oscillation without this symmetry belongs to an SBO state.
Here we discuss the periodicity of the limit cycle oscillations. A limit cycle satisfying
is called a period-n limit cycle. A period-n limit cycle with (without) the symmetry (2 . 3) is called a period-n SRO (SBO), and is denoted SRO-n (SBO-n). In order to satisfy Eq. (2 .
3), an SRO should have odd n. By contrast, n should be taken as either an even or odd integer for SBO limit cycles. Trajectories of periodic oscillations are shown in Figs. 
1(a)-(d).
There exist n different state points on one period-n limit cycle attractor for the same value of θ. Representing these points by
The green points in Figs. 1(a), (d), and (e) represent ψ k {θ}. Because of the symmetry (2 . 2), if an SBO limit cycle ψ + (t) exists, then a limit cycle ψ − (t) satisfying the relation ψ − (t) = −ψ + (t + T/2) also exists. The limit cycle attractor whose X component has a positive time average is denoted by ψ + and that with a negative time average by ψ − . We thus find that there are two limit cycle attractors, ψ ± , in SBO-n, on which there exist 2n state points for a certain θ denoted by ψ For small γ, there exists the quasi-periodic (QP) motion shown in Fig. 1(e) . In the QP region, the behavior of the spatio-temporal dynamics is similar to that of coupled limit cycle oscillators, due to the existence of a null Lyapunov exponent. This is studied in §4. There are infinitely many state points ψ k {θ} for the QP phase with
We observe chaotic motion for intermediate values of γ. The largest Lyapunov exponent for the trajectory in Fig. 1(f) is positive. There are two statistically different chaotic attractors, symmetry-restoring chaos (SRC) (whose trajectory is shown in Ref. 7) ) and symmetry-breaking chaos (SBC) [ Fig. 1(f) ]. The long time average of ψ vanishes for SRC, and it is finite for SBC. Since these chaotic attractors do not form closed orbits, the state points ψ ± k {θ} of the SBC consist of infinitely many points, as in the QP case.
In this paper, we focus on the spatial structures for γ = 0.3 and γ = 0.05. The phase diagrams of these parameter regions are shown in Fig. 2 . In Fig. 2(a) , the transition point of the domain wall solution, which is discussed in the next section, is shown in the SBO-1 region. §3.
Domain walls
We outline the temporal oscillation and the symmetry-breaking transition of the domain wall oscillation in this section. Although domain wall structures exist in all SBO-n states, we report the domain walls in the SBO-1 and the SBO-2 phases. We also study the domain wall in the SRO-3 phase.
In the absence of the external field, i.e. for h = 0, either of two domain walls with different symmetries can exist stably, depending on the control parameter. 31), 36) One is the Néel (Ising) wall,
which possesses the symmetry
and the other is the Bloch wall, for which the symmetry (3 . 2) does not hold:
where p and q are either +1 or −1. The Néel wall is stable for |γ| > 1/3, and the Bloch wall is stable for |γ| < 1/3.
Numerical results
Here, we report the results for the domain wall dynamics in the case h = 0. In the present paper, a spatial structure that connects two oscillating uniform states is called a domain wall. The numerical integration was performed using the central finite difference method in space and the fourth-order Runge-Kutta method in time. The time step was less than 0.01, and the spatial mesh size was 0.25. We adopted Neumann-type boundary conditions,
, in the simulations reported in this section. The system size L is taken to be much larger than the domain wall size. The domain wall connecting two uniform states ψ a and ψ b is generated with the initial conditions ψ(z,
Throughout this paper, · · · denotes the time average for one period if the uniform state exhibits periodic motion, and a long time average if the uniform state exhibits quasi-periodic or chaotic motion.
When uniform solution exhibits SBO-1 oscillation, we found that there are two types of domain walls. One is invariant under spatial inversion about its center z 0 and a π shift of the phase of the external field: Note that z 0 is independent of time. This relation is an extension of (3 . 2), and a wall satisfying Eq. We confirmed that a transition between the Néel and Bloch walls occurs when either h or Ω is changed. In order to characterize this transition, we use the quantity of χ(t) on h for γ = 0.3 and Ω = 0.5 is shown in Fig. 5 . This figure indicates that the Bloch wall is stable for h < h 0 ≈ 0.089 and the Néel wall is stable for h > h 0 . Furthermore, Fig. 5 shows that the relation
holds near the transition point. Transition points between Néel and Bloch walls for γ = 0.3 are plotted in Fig. 2(a) . The Bloch wall is observed for smaller h, and the Néel wall is stable for larger h. We confirmed that the transition between Néel and Bloch walls occurs for γ < 1/3, and only the Néel wall is observed for γ > 1/3.
In the SBO-2 phase, two different domain walls were observed. Figure 6 (a) shows the wall connecting different limit cycles [e.g., ψ Fig. 1(c)] , and those connecting different points of the same limit cycle [e.g., ψ Fig. 1(c) ] are depicted in Fig. 6(b) . The latter domain walls are permitted in the case that the limit cycle is entrained to subharmonics of the external field, and the relation ψ(z−z 0 , t) = ψ(z 0 − z, t + T ) holds, where z 0 is the center of the wall.
In the case that the uniform solution belongs to the SRO-3 phase [ Fig. 1(d) ], a domain wall connecting two uniform states ψ k {θ} (k = 1, 2, 3) exists. For γ = 0.3 and Ω = 0.5, we observed this pattern in the region 0.5045 h 0.5387. In this case, the domain wall temporally oscillates, and we observed drift motion of the domain wall, as shown in Fig. 7 . Because the two domains belong to the same attractor and are equally stable, the emergence of the drift motion is counterintuitive. We will investigate this phenomenon using an effective equation in §3.2.
Although the uniform SRO-3 solution is linearly stable for γ = 0.3, Ω = 0.5, and 0.5025 h 0.5045, a domain wall solution, like that in Fig. 7 , is not always stable. Figure 8 shows that a periodic pulse-like pattern emerges after the initial transient. This pattern shows the sensitivity to the initial conditions in the transient process. However, the largest Lyapunov exponent of this periodic structure, which is calculated with the method described in the Appendix, converges to 0 as t → ∞, and the periodic pulse pattern is linearly stable.
We found that the wavelength of the pulse-like periodic pattern depends on the system size, L. Let z i (t) (z 1 < z 2 < · · · < z N (t) ) be the points where X(z i , t) = 0 is Fig. 1(c) . satisfied. Here, the integer N (t) is the number of zero points at time t. There exists the quantity N * = lim t→∞ N (t), determined by the initial conditions. We found that the distribution of l i (t) = z i+2 (t) − z i (t) at sufficiently large t has a sharp peak at l * , corresponding to the wavelength of this pattern. In order to satisfy the Neumanntype boundary conditions, l * must depend on the system size as l * = 2L/N * . We observed that l * satisfies 25 < l * < 29.
Effective equations of motion for domain walls
In this subsection, we derive effective equations which describe the long time behavior of a domain wall connecting two domains ψ a (t) and ψ b (t) (ψ a = ψ b ). The variables ψ a and ψ b satisfy the equation of motion for the uniform solutions (2 . 1). First, we introduce a complex variable A(z, t) through
Note that A = +1 and A = −1 correspond to the states ψ = ψ a and ψ = ψ b , respectively. The correspondence between ψ and A for a domain wall structure is shown in Fig. 9 . Although ψ oscillates in the entire space, a large-amplitude oscillation of A is observed only in the domain wall region. In the region away from the domain wall, i.e., for A ≈ ±1, the oscillation of A is weak.
Substituting Eq. (3 . 7) into Eq. (1 . 2), we obtain the time evolution equation for A as
where the time-dependent coefficients are Here, we derive effective equations. In order to describe the long time-scale behavior of the domain wall, we replace the coefficients in Eq. (3 . 8) with their time averages. In the region A ≈ ±1, this replacement is valid, because A takes a nearly constant value. Therefore, the derived equations approximate the domain wall motion using the information of the homogeneous regions.
We now derive the effective evolution equation for the SBO-1 domain wall. The relations ψ a (t + T ) = ψ a (t) and ψ a (t + T/2) = −ψ b (t) lead to
Thus, the time averages of c 0 , c 3 , and c 4 vanish. Therefore, we obtain the effective equation for the SBO-1 domain wall as
where α 1 = Re(c 1 ), α 2 = Re(c 2 ), and β 1 = Im(c 1 ) are real coefficients. In this way, the non-autonomous equation of motion (1 . 2) is reduced to the autonomous equation (3 . 11). We numerically determined α 1 , α 2 , and β 1 through the time average of the uniform states and numerically integrated Eq. (3 . 11) using these coefficients. We found that the domain wall solution of Eq. (3 . 11) settles down to a stationary state. In the following, we compare the steady state solution of Eq. (3 . 11) and A of Eq. (3 . 8), which is equivalent to Eq. (1 . 2). The domain walls obtained with these equations are shown in Fig. 10 .
The domain wall solutions of the approximate equation (3 . 11) possess certain properties that are qualitatively the same as that of the original equation (1 . 2). We observed a domain wall structure transition between Néel and Bloch walls in the Fig. 10(a) ], while Im(A) is finite for the wall in the TDGL equation. Another difference is that the transition point between the Néel and Bloch walls is shifted from that found numerically [ Fig. 2(a) ].
We next derive the effective equation for the domain wall in the SRO-3 phase. In this case, the uniform solutions satisfy ψ a (t + T ) = ψ b (t) and ψ b (t + 2T ) = ψ a (t). Thus, the time average
is purely imaginary. Then we obtain the effective equation for the SRO-3 domain wall as 12) where
Because this equation includes A 2 and |A| 2 terms, the Jacobian matrix in Eq. (3 . 12) includes terms of odd order in A. Therefore, the eigenvalues of the Jacobian matrices for the steady states A = +1 and A = −1 are different. This implies that drift motion of the domain wall occurs and broadens the stable domain. Figure 11 shows the drift motion of the domain wall with the same parameter set as in Fig. 7 . The drift velocity is v ∼ 0.07, which is less than half the drift velocity in the case of Eq. (1 . 2) .
In summary, the approximate equation qualitatively explains the domain wall transition and behavior of the chirality parameter near the transition point in the SBO-1 domain wall and drift motion of the SRO-3 domain wall. Quantitative differences result from the fact that this approximation ignores the motion of the domain wall. is shown in the figure. The system size is L = 50, and the evolution from t = 50 to t = 200 is shown.
Interaction of domain walls
In this subsection, we study the interaction between two domain walls in the SBO phases. We chose the initial conditions so as to obtain two domain walls with a separation of about d 0 .
In the SBO-1 phase, the Néel walls [ Fig. 12(a) ] experience a repulsive interaction [ Fig. 12(b) ] for γ = 0.3, which is opposite to the attractive interaction of two Néel walls in the absence of the field. 37) This result implies that the interaction of the Néel wall qualitatively changes as a result of the oscillation of the wall with large amplitude. In fact, for γ = 0.34, we observed a transition between Néel walls with an attractive interaction and those with a repulsive interaction at finite h.
We found that the Bloch walls that have the same sign of the Y component in the core regions [ Fig. 12(c) ] have an attractive interaction [ Fig. 12(d) ], and those with different signs [ Fig. 12 (e) ] have a repulsive interaction [ Fig. 12(f) ]. This property is qualitatively the same as the interaction of the Bloch walls for h = 0. 38) The amplitude of the oscillation of the Bloch wall is smaller than that of the Néel wall, because they are observed for smaller h. Therefore, the external field does not qualitatively affect the interaction of the Bloch walls.
The distance d(t) exhibits logarithmic time dependence in each case. The line in Fig. 12(b) represents the function 13) and lines in Figs. 12(d) and (f) represent 14) where the coefficients ξ and τ were estimated with the least-squares method. We assumed these relationships phenomenologically, by analogy to those describing the domain wall dynamics for h = 0. 37), 38) Figure 12 shows that the numerical results are consistent with these equations. We consider the interaction between two SBO-2 domain walls and observed the formation of a bound state. The mutual interaction dynamics of the two domain We observed spatio-temporal dynamics similar to those in an autonomous limit cycle oscillator system, namely propagation of a phase wave, when the uniform solution exhibits QP oscillation. Note that phase turbulence is not observed, because we take the diffusion constant to be unity, and the Benjamin-Feir instability does not occur. We also note that a rotating spiral pattern was observed in a spatially 
2D system.
The similarity between the dynamical properties of the non-autonomous QP oscillator ψ 0 and the autonomous limit cycle oscillator can be understood as follows. The dynamics of uniform QP oscillation are described using two constantlyincreasing phase variables:
where θ = Ωt mod 2π is the phase of the external field, and φ evolves as φ = Ω t.
Note that Ω and Ω are incommensurate. In a limit cycle system, the dynamics of a coupled system can be described using one phase variable, and the time evolution equation for the phase can be derived using phase reduction 39) for the case of weak coupling. In the same way, because φ is marginally stable, it is expected that the perturbed dynamics of a QP oscillator system will exhibit properties similar to those of an autonomous coupled limit cycle system. Propagating phase waves in a coupled QP oscillator system under periodic boundary conditions are shown in Fig. 14 . The projection of the propagating wave pattern shown in Fig. 14(a) at θ = 0 onto the X-Y plane in Fig. 14(b) lies close to the Poincaré section of the uniform solution ψ k {θ = 0}. This implies that the state of the phase wave can be specified using the phase variables θ and φ as
Furthermore, Eq. (4 . 2) suggests the possibility of deriving an evolution equation for φ similarly to the phase reduction in the case of an autonomous limit cycle system. The phase reduction of the coupled QP oscillator system will be studied in the future. The projection of a phase wave with a larger wave number [ Fig. 14(c) ] onto the X-Y plane deviates from the Poincaré plot of uniform states, as shown in Fig. 14(d) .
When the uniform solution belongs to the chaotic phase, the spatio-temporal dynamics are sensitive to the initial conditions. We observed two types of chaotic patterns with different symmetries. In order to quantify the symmetry, we measured the spatial average
We obtained the chaotic state with a spatially strong inhomogeneity (Fig. 15) in the SBC state with the initial condition ψ(z, t = 0) = ψ 0 + (z), where ψ 0 belongs Fig. 16 is much smaller than that in Fig. 15 . The trajectory of ψ shown in Fig. 16(b) is chaotic and asymmetric. Inhomogeneity due to the chaotic nature of the uniform solution is suppressed by the diffusion coupling. §5. Summary and discussion
In the present paper, we studied the pattern dynamics of a non-autonomous system. We analyzed the spatially one-dimensional TDGL equation with a rotating external field and found that the transition of the oscillation of the spatial structure is accompanied by a dynamic phase transition. Because the uniform solutions of Eq. (1 . 2) settle down to fixed points for h = 0, these patterns are induced by the periodic external force.
In the case that the uniform solution belongs to the SBO-1 phase, we observed a domain wall structure transition between Néel and Bloch walls. When the SBO-2 oscillations are stable, there exist two types of domain walls. The first is the wall connecting two different limit cycle attractors, and the second is that connecting two different points in the same attractor. In the SRO-3 regime, we observed a domain wall between three different phases in one attractor. The domain wall structure destabilizes in some parameter regime in the SRO-3 phase. We derived effective equations to approximate the long time behavior of the domain wall. These equations are capable of explaining some features of the domain wall, e.g., the symmetry breaking of the wall in the SBO-1 regime and the drift motion of the wall in the SRO-3 regime. We also studied the interaction of two domain walls. We found that the interaction properties of Bloch walls are qualitatively the same as those in the absence of the external field. We found that the Néel walls exhibit qualitatively different interaction properties, namely, a repulsive interaction for γ = 0.3. Two domain walls connecting SBO-2 states form a bound state. Details concerning the interaction of domain walls and the ordering process should be studied in the future.
In the quasi-periodic phase, we found propagation of a phase wave that is observed in autonomous coupled limit cycle oscillator systems. This result indicates the possibility of the phase description when the system is driven by a periodic external field. Phase reduction of QP oscillator systems will be developed in the near future.
We observed two statistically different chaotic structures in the chaotic dynam-ical phase. If the fluctuation of the initial conditions is large, we observe a spatially strong spatio-temporal chaos. On the other hand, if a weak inhomogeneous noise is added to an SBC strange attractor, then the observed chaotic state is weakly inhomogeneous, with the symmetry of the homogeneous chaotic state being conserved.
We define l(t) and its growth rateλ(t) as
If δψ is so small that its time evolution is described by the linearized equation (A . 2), the asymptotic behavior of l(t) is characterized by the largest Lyapunov exponent λ as l(t) ∼ e λt l(0) for t → ∞. Thus, we obtain In the case λ > 0, the pattern is linearly unstable. When an obtained pattern is stable, the largest Lyapunov exponent vanishes, due to the translational symmetry of the system.
