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A Method for Building a Linear Model by Employing Pairwise 
Comparison Matrices and Fundamental Statistics




















　 In multivariate analysis or machine learning, one of the well-known problems is how to build a 
linear model ∑
n
k＝1 wkxk＋w0 based on the known data for resolving issues such as prediction, 
identification, and so on.  In this paper, it is considered how to compute the coefficients w1, w2, …, wn 
(called weights) and w0 (called intercept) based on the questionnaire data for evaluating importance 
between pairs of variables.  Specifically, the new methods are respectively proposed for deciding a 
pairwise comparison matrix based on fundamental statistics of questionnaire data, and for building a 
linear model using the weights to be obtained by applying the known technologies of computing 
weights based on the pairwise comparison matrix in Analytic Hierarchy Process (AHP).  Moreover, 
the validity and the practical application in the proposed method are also discussed.
























































































つとして最小2乗法（Least Squares Method LSM）が挙げられる［9, 47］。LSMによる重みw1，w2，…，
wnの求め方は次のようである。1組のデータ〈d1（k），d2（k），…，dn（k）〉を説明変数x1，x2，…，xnに与え，式（1）
を用いてその目的関数の値 f（d1（k），d2（k），…，dn（k））は式（3）のように算出される。




























































































































































j＝i＋1（aji wiwj＋aij wjwi）＝n2　　→　　λmax＝n （10）　
　しかし，実際に得られた一対比較行列には完全に整合性をもつものが少ない。そこで，できだ
け整合性をもつような（すなわち，CIの値を小さくする）重みの解法に関して様々な研究が行































　以下では，この処理によりm個の一対比較行列A（1）＝（a（1）ij ），A（2）＝（a（2）ij ），…，A（m）＝（a（m）ij ）から条
件（11）を満たさないものを削除した後，s個の一対比較行列を残したとする。簡単のためにこの




　まず，このデータ系列の基本統計量を求める8）。以下では，算術平均値average（a（1）ij ，a（2）ij ，…，a（s）ij ）
をAverageijと，最大値max（a（1）ij ，a（2）ij ，…，a（s）ij ）をMaxijと，最小値min（a（1）ij ，a（2）ij ，…，a（s）ij ）をMinijと，標
準偏差 stdv（a（1）ij ，a（2）ij ，…，a（s）ij ）をstdvijと，中央値median（a（1）ij ，a（2）ij ，…，a（s）ij ）をMedianijと，歪度 skew（a（1）ij ，
a（2）ij ，…，a（s）ij ）をSkewijと記す。
　本稿では意思決定参加者の多数意見にしたがって要素aijの値を決定するという基本的な考え













































 S2＝｛a（q）ij     a（q）ij ≤Medianij; q＝1，…，s｝





 S3＝｛a（q）ij     a（q）ij ≥Medianij; q＝1，…，s｝
 aij＝averageS3－ stdvS3 （15）
　Case 4は，平均以上のデータが半分以上である。平均以上のデータの集合をS4とし，S4の平
均値averageS4と標準偏差 stdvS4の差を要素aijの値とする（式（16）参照）。
 S4＝｛a（q）ij     a（q）ij ≥Averageij; q＝1，…，s｝ 















































として使う。データの正規化は次の式（18）によって行なえる15）。ここで，d（1）k ，d（2）k ，…，d（s）k は説明変
数（評価項目）xkの既知データ系列であり，average（d（1）k ，d（2）k ，…，d（s）k ）はデータ系列d（1）k ，d（2）k ，…，d（s）k の平
均値を表し，stdv（d（1）k ，d（2）k ，…，d（s）k ）はデータ系列（d（1）k ，d（2）k ，…，d（s）k ）の標準偏差を表す。
 Ck＝ xk－average（d
（1）
k ，d（2）k ，…，d（s）k ）
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