Abstract. We obtain an asymptotic formula for the average value of the divisor function over the integers n ≤ x in an arithmetic progression n ≡ a (mod q), where q = p k for a prime p ≥ 3 and a sufficiently large integer k . In particular, we break the classical barrier q ≤ x 2/3 for such formulas, and generalise a recent result of R. Khan (2015) , making it uniform in k .
1. Introduction 1.1. Background. For a positive integer n, let d(n) be the classical divisor function, which is the number of divisors of n. Let a and q be integers with q ≥ 1 and gcd(a, q) = 1. For X ≥ 2, define D(X; q, a) := n≤X n≡a mod q d(n).
and also E(X; q, a) := D(X; q, a) − 1 ϕ(q) n≤X gcd(n,q)=1
d(n).
In unpublished works, it has been discovered independently by Selberg and Hooley that for any ε > 0 there exists some δ > 0 such that for a sufficiently large X (1.1) |E(X; q, a)| ≤ X 1−δ /q holds uniformly for q ≤ X 2/3−ε . This follows from Weil bound for Klooterman sums, see [16] .
When q is large, there are various results on the average bound of E(X; q, a). Fouvry [3, Corollary 5] has studied the average over q and shown that for any ε > 0 there exist some constant c > 0 such that for a sufficiently large X for any a ∈ Z with |a| ≤ exp(c √ log X) we have X 2/3+ε ≤q≤X 1−ε gcd(q,a)=1
|E(X; q, a)| ≤ X exp(−c log X)
Banks, Heath-Brown and Shparlinski [1] have considered the average over a and proved that for any ε > 0 there exists some δ > 0 such that for a sufficiently large X 1≤a≤q gcd(a,q)=1 |E(X; q, a)| ≤ X 1−δ holds uniformly for q < X 1−ε . For other examples, see [2, 4, 6, 7, 15] . Irving [8] first has broken through the range given by Weil bound (see [9, Corollary 11.12] ) for some special individual modulus q and proved that, for any ̟, ̺ > 0 satisfying 246̟ + 18̺ < 1, there exists some δ > 0, depending only on ̟ and ̺ such that (1.1) holds uniformly for any x ̺ -smooth, squarefree moduli q ≤ X 2/3+̟ . Khan [10] has considered another important case: the prime power moduli and proved that for a fixed integer k ≥ 7, there exists some constant ρ > 0, depending only on k , such that (1.1) holds uniformly for X 2/3−ρ < q < X 2/3+ρ with q = p k , where p is a sufficiently large prime number.
1.2. Our results. In this paper, we focus on the prime power moduli case.
Before we formulate our result we need to recall that the notations U ≪ V and U = O(V ), are equivalent to |U| ≤ cV ) for some constant c > 0. We write ≪ ρ and O ρ to indicate that this constant may depend on the parameter ρ. Theorem 1.1. There exist absolute constants k 0 ≥ 1 and σ > 0 such that
holds uniformly for q ≤ X 2/3+σ with q = p k for an odd prime p and integer k ≥ k 0 .
The key in our proof of Theorem 1.1 is the following average estimate for Kloosterman sums S(n, a; q) := * b mod q e nb + ab q , with prime power moduli, where gcd(a, q) = 1 and * means summing over reduced residue classes. The proof borrows from some ideas from [17, 18] reworked and adjusted to the case which is relevant to Kloosterman sums. Theorem 1.2. For any q λ ≤ N ≤ q with λ > 0, there exist constants k 0 and τ > 0, depending only on λ such that 1≤n≤N S(n, a; q) ≪ λ Nq 1/2−τ holds uniformly for any integers a satisfying gcd(a, p) = 1 and any q = p k with p an odd prime, k ≥ k 0 .
Using that for any integers a, m and n with gcd(m, p) = 1 we have S(mn, a; q) = S(a, mn; q) = S(n, am; q).
Now we reformulate Theorem 1.2 in the form in which we apply it in the proof of Theorem 1.1:
For any q λ ≤ N ≤ q with λ > 0, there exist constants k 0 and τ > 0, depending only on λ such that 1≤n≤N S(mn, a; q) = 1≤n≤N S(a, mn; q) ≪ λ Nq 1/2−τ holds uniformly for any integers m, a satisfying gcd(ma, p) = 1 and any q = p k with p an odd prime, k ≥ k 0 .
Remark 1.4.
Comparing with the result of Khan [10] , in which the condition k fixed and p sufficiently large is required, Theorem 1.1 gives a uniform result for all modulus of the type q = p k with p an odd prime and k sufficiently large. Remark 1.5. In Theorem 1.2, since λ > 0 can be taken arbitrary small, our result shows that Weil bound for sums of Kloosterman sums can be improved on average over a very short interval for prime power modulus.
1.3. Notation. As usual, N, Z, R and Z p are the set of natural numbers, integers, real numbers and p-adic integers, respectively. We use e(x) to denote e 2πix and ⌊x⌋ to denote the largest integer not exceeding x. For a prime number p and any n ∈ Z, p r n means p r |n and p r+1 ∤ n. For a p-adic integer α ∈ Z p , denote its p-adic order as v p (α). For a polynomial f (x) with integer coefficients, denote ord p f as the p-adic order of the largest common divisor of all the coefficients of f (that is, the largest power of p which divides all the coefficients of f ).
Proof of Theorem 1.1
We now assume that Theorem 1.2 holds, and then prove it in Section 3. In particular, here we use Corollary 1.3.
By the definition of d(n), we have
Let ε > 0 be sufficiently small and ∆ = 1 + x −2ε . Suppose U, V are parameters of the form ∆ i and ∆ j for i, j ≥ 0, separately. Then we have
The number of these pairs is at most O x 4ε log 2 x . Removing the condition uv ≤ x in the inner sum on the right hand side,
It is obvious that the error term is O ε
. We can restrict the range of the sum over in the first term to x 1−2ε < UV ≤ x up to an acceptable error term, since
Hence we have
Now we smooth the inner sum over u and v . Suppose f and g are smooth functions and compactly supported on the interval [1, ∆] with derivatives satisfying
for any j ≥ 0 and f, g equals 1 in the interval
Replacing the 1 in the inner sum on the right hand side of (2.1) by f
, it is easy to prove that the contribution of the error terms produced in this process can be absorbed by the O -term. Then we have
where I(U, V ; q, a) is defined by
By a similar argument, we can get
with I(U, V ) given by
Thus we have
Now by the symmetry of U and V , we only need to prove
for any U and V satisfying
Thus, we now fix U and V with this condition. By the orthogonality of additive characters, we have
Denote the term for h = q by
By the definition of g , the inner sum over v is
q .
Similarly, we have
To remove the condition gcd(v, q) = 1 in the sum over v , we use the formula
and get
It follows that
where we used
Thus we obtain 1
Recall that U ≤ x 1/2 , then for sufficiently small ε, we get
q from (2.2) and (2.3). Now we only need to estimate the sum
and show that there exists an absolute constant σ > 0 such that
holds uniformly for q ≤ x 2/3+σ . Note that since the functions f and g are compactly supported, the sum over u and v is actually finite.
Noting q = p k with p an odd prime, write
The inner sum for u, v can be written as
Applying Poisson summation (see [5, Lemma 2.1]), it equals to
Summing over s, we get
By partial integration, the sums over m and n can be restricted to
up to an error term O (x −100 ). Break the sum over r into two sums (2.6)
where
For large r , we apply the Weil bound for Kloosterman sums (see [9, Corollary 11.12] ) and derive
which is small enough. Now we only need to bound E 1 . Note that for gcd(a, p) = 1 and p
Our cancellation comes from the sum over n. By (2.5), we only deal with
The contribution of the part n ≤ −1 can be treated similarly. Denote the sums over 1 ≤ n ≤ q 1/10 and n > q 1/10 by G n≤q 1/10 and G n>q 1/10 , respectively. Then Weil bound for Kloosterman sums (see [9, Corollary 11.12] 
which is acceptable. For G n>q 1/10 , it follows from partial summation that
Note that f (t) ′ ≤ 1 for any t ∈ R, then
Now by Corollary 1.3 there exists a constant ρ > 0 (which does not depend on ε), such that
Let C 2 denote the contribution of G n>q 1/10 to E 1 , then we have (2.9)
Since ε is arbitrary, combining (2.6), (2.7), (2.8) and (2.9) with (2.4), we complete the proof of Theorem 1.1.
3. Proof of Theorem 1.2 3.1. Preparations. We start with the following well-known elementary statement.
Lemma 3.1. Let p be a prime number and n ∈ N, then we have
We also need the following technical result.
Lemma 3.2. For every integer
Proof. Noting that
Terms in the above sum vanish when j > J , where
with |E(i, p)| ≤ 3J ≤ 3 log(2i)/ log p. Then the result follows from extending the range of the summation. ⊓ ⊔ Lemma 3.3. Let p be an odd prime and k ≥ 2 be a positive integer. If (a, p) = 1 and p|n, then the Kloosterman sums S(n, a; p k ) = 0.
Proof. By assumption, we may suppose n = p r m with (m, p) = 1 and r ≥ 1. If r ≥ k , then S(n, a; p k ) = S(0, a; p k ) is a Ramanujan sum and equals to 0, since (a, q) = 1 and k ≥ 2. If 1 ≤ r < k , noting
Summing over x, we get Proof. This is [9, Equation (12.39 
. Let r be defined by the relation P r = p µ and µ log p > 10 8 rd log d. Then if 1 ≤ r ≤ d/300, there exists an absolute constant c > 10
where R is the maximum number of solutions of the congruence
Proof. This is [14, Theorem 2] . Proof. This is the main result of [12] . ⊓ ⊔ Lemma 3.7. Let Q, µ be positive integers, p be a prime number. Sup-
with the coefficients satisfying gcd(a 0 , ..., a d , p) = 1. Then for the number of solutions R(Q, p µ ) of the congruence
holds , where the implied constant in ≪ is absolute.
Proof. By Lemma 3.6, we have R(p µ , p µ ) ≪ dp
If Q < p µ , there exists a unique non-negative integer ω such that
It is clear that ω ≤ µ and p ω ≤ pQ, which yields
Now the result follows from the above two estimates. ⊓ ⊔ Remark 3.8. We remark that for a fixed d, Konyagin and Steger [13] give stronger estimates on R(Q, p µ ) than that of Lemma 3.7, but we prefer to us to keep the dependence on d explicit. This maybe useful if one needs to derive a version of Theorem 1.2 with λ which is a slowly decreasing function of q .
3.2.
Concuding the proof. Let gcd(a, p) = 1, q = p k with p an odd prime and k ≥ 2 a positive integer. For a given λ > 0, we may suppose 10 ≤ q λ ≤ N ≤ q without loss of generality, and consider the upper bound of the sum
S(mn, a; q).
Take (3.1)
s := log N B log p with a sufficiently large constant B > 0 (depending on λ) and T := ⌊N/p s ⌋.
Then Weil bound for Kloosterman sums (see [9, Corollary 11.12] 
When q λ ≤ N ≤ q , the O -term can be estimated trivially as
which is small enough, hence we only need to bound S(p s T ). By Lemma 3.3, the sum over n with p|n vanishes, thus
Now we apply Lemma 3.4. Since there are two solutions for the quadratic congruence of l , it's necessary to note that the expression for Kloosterman sums doesn't depend on which solution we choose. Hence we may write
where l 2 ≡nma mod q means summing over the two solutions of the congruence l 2 ≡ nma mod q . Classify n by the remainder of mna mod p s ,
To solve the quadratic congruence in the inner sum, we use the following argument, which is similar to that in [10] . Since (ma, q) = 1, suppose maξ ≡ 1 mod q and ϑ ≡ ξ mod p s with 1 ≤ ϑ < p s , s ≥ 1. From nma ≡ α mod p s , we have n ≡ ϑα mod p s , which implies that there exists t ∈ Z, such that n = ϑα + p s t. Now we have
with ϑακ ≡ 1 mod q . Note that maϑ ≡ 1 mod p, then maϑα p = 1.
By Hensel's lemma, there exists ω ∈ Z, such that ω 2 ≡ maϑα mod q.
We remark that ω is determined by m, a, α, p s and does not depend on n. Consider 1 + κp s t in the p-adic field Q p . By Taylor's expansion (see [11, Chapter IV .1]), we have
for s ≥ 1. Here the coefficients
with i ≥ 1 happen to be p-adic integers, since p is an odd prime. Then we have
where g(0) = 1 and g(i) with 1 ≤ i ≤ ⌊k/s⌋ are integers given by
Thus we get two solutions for the quadratic congruence of l in the inner sum of (3.2). l ≡ ±ωf (t) mod q, where
Choosing the solution l ≡ ωf (t) mod q and noting that f (t) ≡ g(0) ≡ 1 mod p, we have
which gives
Recalling 1 ≤ ϑ < p s , we have
Since B > 0 in (3.1) is fixed and sufficiently large and q λ ≤ N ≤ q , the contribution of the above O -term is
which is small enough. Hence we only need to deal with the first term in (3.5) . Denote the inner sum over t as
Applying Lemma 3.5 to M , we obtain
Here c > 10 −13 is an absolute constant, r is given by T r = p k , d := ⌊k/s⌋ is the degree of f (t) and R is the maximal number of solutions of the congruences
for 25r ≤ u ≤ 27r , where β := ⌊k/10⌋ + 1. Note that
Let F 1 denote the contribution of the term 3T ( 1− c r 2 ) in (3.6) to S(p s T ), then
Now we estimate the contribution of dR in (3.6) to S(p s T ). To this aim, we give the upper bound for d = k/s first, which is Let F 2 denote the contribution of the first term on the right hand side to S(p s T ). Then
Further, using the lower bound (3.8) of T and the upper bound (3.10) of d, . Therefore, for u ≤ i ≤ d, we have ν p 1/2 i ≤ 3 log(2d) log p ≤ 3 log(4B/λ) log 3 , which implies
