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Abstract
Surface tension-driven convection occurs in crystal growth melts due to a gra-
dient in temperature along the free surface of the melt. This phenomenon is also
called thermocapillary convection. The stability of this mechanism is an important
factor in the quality of the single crystal that grows from the melt. Prospects of
manufacturing single crystals in microgravity, where natural convection is elimi-
nated, heightens the importance of understanding the effects of thermocapillary
convection on the crystal growth process.
This thesis investigates the characteristics of thermocapillary convection in a
two-dimensional cavity with differentially heated side walls. This is done through
time-dependent, direct numerical computations based on the spectral element
method. We consider Reynolds and Prandtl numbers in the ranges: Re ~ 1 X 105
for PI = 0.01, and Re ~ 3 X 103 for PI = 1. We also consider buoyancy effects with
Grashof numbers in the range GI ~ 1 X 104 . Our model incorporates the flexibility
of the free surface, using the capillary numbers Ca = 0.05 and 0.25. We find that
oscillatory steady-state flows do not occur within these ranges of parameters.
We discuss control strategies for crystal growth processes which are adversely
affected by thermocapillary convection. Characteristics of the melt that are impor-
tant to control include stability, flow pattern (in connection with mass transport of
dopants and contaminants), and the structure and dynamic behavior of the ther-
mal field. This study represents a first step toward formulating control ideas and
objectives.
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1. Introduction
Surface tension is an important factor in processes of crystal growth that are
commonly applied in the microelectronics industry. The float-zone method, for
example, relies on the surface tension of the melt to contain the melt within a
cylindrical volume (Fig. la). This is explained by surface tension generating a
capillary force that acts perpendicularly to the curved interface between the melt
and the air.
However, the presence of surface tension in crystal growth also has an important
iii drawback. The variation in temperature along the free surface of the melt causes
a variation in the surface tension. Liquid particles at the surface are consequently
pulled toward areas of higher surface tension, and drag the particles beneath them
due to viscosity. This generates a flow called thermocapillary convection, which is
believed to be unstable in melts subjected to conditions commonly encountered in
crystal growth processes.
The thermocapillary instability may be principally responsible for striations of
dopant that appear in metallic and semiconductor crystals grown from melts such
as silicon (Si) and gallium arsenide (GaAs), which are characterized by low Prandtl
numbers. These striations, or micro-inhomogeneities, as well as other crystal defects
and impurities, render large portions of single crystals unacceptable for industrial
use.
Natural convection, driven by b~oyancy in combination with thermal expan-
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slOn, also contributes to the flow field, thus complicating the study of the hydro-
dynamics. It is generally the dominant driving mechanism of the basic flow field
under terrestrial gravity, unless the volume of the melt is made impractically small.
Crystals of high quality can be produced in a microgravity environment (10-39 to
10-6 g) aboard spacecraft, because natural convection and its associated instabil-
ities are effectively eliminated. Thermocapillary convection, however, remains in
microgravity. Therefore an understanding of its transition to time-dependent os-
cillatory modes, and the role this has in creating crystal imperfections, is greatly
desired.
The crystal growth methods of interest are the float-zone, Czochralski, and
Bridgman techniques. Float zones (Fig. 1a) do not require a container and are
likely to produce crystals of the highest quality in microgravity. On earth, this
technique requires a large surface tension which precludes certain materials such as
GaAs. In the Czochralski technique (Fig. 2), the melt is contained in a crucible, and
the crystal is pulled out as it grows at the free melt surface. Modelling of Czochralski
growth is discussed in Brown et al. (1989). A discussion on instabilities, transition,
and turbulence in the melt is provided by Ristorcelli and Lumley (1992). In the
Bridgman technique (Figs. 3a,b), the melt is contained in a crucible which is moved
through a temperature gradient, causing the melt to solidify from one end to the
other. This has the disadvantage of the melt-crystal interface being in contact with
the crucible.
3
(a) Overview of Experimental Studies
Instabilities of thermocapillary-dominant flows have been verified for various
liquids, thermal conditions, and geometries. The onset of instability for a given
configuration is identified with .6..Tc , the critical value of the applied temperature
difference between appropriate boundaries. For.6..T ~ .6..Tc , oscillatory behavior has
been observed in readings from thermocouple probes, motions of tracer particles,
and motions of the free surface. Many researchers have further used the value of
the dimensionless Marangoni number M a (see Table 1 for its definition) for which
.6..T = .6..Tc to mark the onset of the instability. The cr~terion for unsteady flow is
then M a ~ Mac. For a given geometry and heating method, Mac is generally a
function of the other dimensionless parameters such as the Prandtl number, Grashof
number (if gravity is present), capillary number (a measure of the free surface
flexibility), and aspect ratio. One should bear in mind that values of Mac are
often compared between different flow configurations, without knowing how those
differences affect Mac.
Most experimental studies of thermocapillary convection have been performed
on float-zones. The oscillatory behavior in simulated half-zones (Fig. 1b), in which
a column of liquid is vertically suspended between the ends of two differentially
heated rods, has been investigated by Preisser et ai. (1983), Schwabe et ai. (1990),
and Velten et ai. (1991). These earth-based studies used small zones (3 mm radius)
to reduce the effects of buoyancy-driven natural convection. They also compared
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the results of heating from above and heating from below, in which natural con-
vection is stabilizing and destabilizing, respectively. The former case reduces the
effects of buoyancy and is a good representation of the bottom half of an <;1ctual
float-zone (Fig. 1a). The onset of oscillatory flow was associated with a criti-
cal Marangoni number Mac on the order of 104 , which increases with increasing
Prandtl number Pro They used melts of KCL (Pr = 1.0), NaN03 (Pr = 7.0),
and C24 Hso (Pr = 49.2). By extrapolating the data, a Si melt with Pr = 0.03
would have Mac = 300. Experiments with N aN03 zones in microgravity, reported
by Schwabe and Scharmann (1984), revealed that the value of Mac and the oscilla-
ti~n frequency are nearly the same as in normal gravity, thus supporting the view
that the instability is a purely thermocapillary phenomenon, rather than a coupled
buoyant-thermocapillaryone. The observed flow pattern in these half-zones is pe-
riodic in both space and time, and is three-dimensional with a strong azimuthal
component.
Kamotani et al. (1984) investigated the onset of oscillations in small half-zones
of hexadecane (Pr = 42) and flourinert FC-43 (Pr = 64). The critical Marangoni
numbers were also on the order of 104 . An apparent prerequisite for instability is
an S-shaped surface temperature profile, in which the profile is flat along much of
the surface, between areas of large temperature gradient near the top and bottom
boundaries. This occurs for sufficiently high Marangoni numbers. They postulated
that the instability is the result of a complex interaction among the flexibility of the
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free surface, the velocity field, and the surface temperature profile. The Marangoni
number itself gives no information about the surface flexibility. Therefore the sim-
ple criterion for the onset of instability based on Mac may be inadequate, in the
sense that it fails to fully reflect the underlying physical phenomenon. It would
then be desirable to include a parameter that measures surface flexibility in that
criterion. Monti (1987) agreed with that assessment. He compared experimental
results of small zones on earth to larger zones (diameters of 10, 18, and 60 mm) un.,
der microgravity. The values of Mac for the larger zones were significantly higher
than the values that were predicted by extrapolation from data on small zones.
Therefore Mac does not correlate well with zone size. He suggested that a more
sound criterion for the onset of oscillations is based on the critical value of the
dynamic Weber number, which is the ratio of the dynamic pressure (pU 2 /2) to the
surface rigidity ((J / L).
Kamotani and Lee (1989) investigated convection in a simulated float zone
(Fig. 1a), also called a full-zone to differentiate it from a half-zone. Silicone oil with
Pr = 27 in a zone of 4 mm diameter was heated by a ring heater at mid-height.
~T is the maximum temperature difference along the free surface. Oscillations were
found, and approximate values of ~Tc were comparable to those of previous half-
zone studies. It was postulated that the instability is triggered when the thermal
boundary layer along the free surface near the ring heater becomes sufficiently thin
compared to the surfa.ce deforma.tion caused by steady fluid motion.
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There have been few experimental studies dealing with low Prandtl number
liquids (0.01 < Pr < 1), which are of interest to the electronics industry. This
is due to difficulties associated with high melting points, opaqueness of the melts,
and chemistry. However, Jurisch (1990) verified the transition to an oscillatory
state by measuring surface temperatures in a small full-zone of molten molybdenum
(Mo) with Pr = 0.025, which was heated by an electron beam. The frequencies
and their dependence on zone dimensions agreed well with those found in high
Prandtl number liquids. But the surface temperature profile was not S-shaped
during oscillations, in contrast with high Prandtl number liquids, possibly indicating
a different instability mechanism. The value of Mac was approximately 800. Croll
and Miiller-Sebert (1988) studied a full-zone of Si with a partially confined melt
surface, and estimated Mac to be 200.
Kamotani et al. (1992) studied oscillatory thermocapillary convection in a
cylindrical container in which 2 cS silicone oil (Pr = 27) is heated by a wire placed
along the central axis. The applied temperature differences (between hot and cold
boundaries) at which oscillations were triggered are about four times those in half-
zones. They were also independent of the size of the container for fixed aspect ratio.
This behavior is incompatible with the concept of a critical Marangoni number. Os-
cillatory motions were three-dimensional, and had a strong azimuthal component as
revealed by tracer particles and surface temperature oscillations. The surface was
observed to move up and down in a wavelike pattern that, along with its thermal
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image, traveled in the azimuthal direction.
Metzger and Schwabe (1988) investigated coupled natural and thermocapillary
"
convection of ethanol (Pr = 17) in a rectangular cavity with dimensions of a few
centimeters, subjected to a temperature difference 6.T between the side walls. The
flow configuration changed in a complicated way with increasing 6.T. Oscillatory
flow was observed for sufficiently high Marangoni numbers. They devised a way
to reduce the effects of buoyancy by applying the temperature difference only to
the top portions of the side walls which are in contact with the free surface.' The
resulting flow was similar to numerical simulations of pure thermocapillary convec-
tion, i. e. Strani et al. (1983) and Zebib et al. (1985), although the unusual thermal
conditions on the walls tended to obscure any comparisons. However, a numerical
simulation of this specific configuration was performed by Buckle and Perit (1992),
who then compared their results with the experimental observations.
Lee and Kamotani (1991) investigated oscillatory convection of silicone oils in
a rectangular container, in which the heat source was a straight wire in contact with
the free surface (Fig. 4). Although the container size (1 cm by 6 cm) signified the
importance of natural convection, its effects were minimized by heating the fluid
from above. In fact, a numerical simulation showed that adding buoyancy to the
steady thermocapillary flow slowed down the flow. As in other geometries, the flow
became oscillatory for sufficiently high differential heating. The rms level of tem-
perature oscillations was highest in the return flow (opposite the surface flow) where
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a large vertical temperature gradient existed. The flow was observed to develop an
up and down wavy motion in that region after oscillations appeared. A standing
capillary wave at the free surface was also observed, and was connected to the re-
turn flow oscillations through the recirculation of the bulk flow. Thermocapillarity
was probably the cause of oscillations.
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Table 1
Material Properties
p
j.£
v
k
(3
he
er
'Y = -der/dT
density
dynamic viscosity
kinematic viscosity
thermal conductivity
specific heat
thermal diffusivity
thermal expansion coefficient
convection coefficient at free surface
surface tension
temperature coefficient of surface tension
Physical Constants
9 gravitational acceleration
Characteristic Quantities
L cavity length (or zone length)
H cavity height (or zone diameter)
8.T temperature difference
U ='Y8.T/ j.£ speed (thermocapillary)
Dimensionless Parameters
Pr =v/a
Re =UL/v
Ma= RePr
=L'Y8.T/j.£a
Gr ={3gL3 8.T/v2
5 = eroh8.T
Ca = 1/5
Bo = pogL2/ero
Bi = heL/k
A= H/L
Prandtl number
Reynolds number
Marangoni number
Grashof number
surface tension number
capillary number
static Bond number
Biot number for cooling of the free surface
aspect ratio
Independent Variables
x,Y
t
Dependent Variables
v
u,v
T
p
T
h
R
Unit Vectors
i, j
n
m
Subscripts
o
1
c
Superscripts
*
Cartesian coordinates
time
velocity
velocity components
temperature
pressure
stress tensor
free surface position
radius of curvature
Cartesian unit vectors
unit normal to the free surface
unit tangent to the free surface
static reference state
deviation from static state
critical value
non-dimensionalized quantity
a/ax
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(b) Overview of Numerical Studies
Many numerical studies of thermocapillary convection have been performed.
Most of these have dealt with two-dimensional flows in rectangular cavities, which
are more closely related to open-boat methods than to the float-zone method.
Among those that model float-zones, but do not consider time-dependent behavior,
is Hyer et al. (1991). They simulated half-zones of N aN03 and full-zones of Si,
including natural convection and gravity-induced surface deformation, to compute
the thermal and flow fields under both terrestrial and microgravity conditions.
Kazarinoff and Wilkowski (1989) conducted numerical, time-dependent, ax-
isymmetric simulations of a full-zone of Si in the absence of gravity. They allowed
the free surface to deform, and found that this was necessary for oscillations to
appear. Kazarinoff and Wilkowski (1990) extended their analysis of the oscillatory
and transitional behavior. These two-dimensional oscillations are relevant to ax-
isymmetric modes observed in full-zones. For an aspect ratio A (radius/length) of
unity with dimensions of 1 cm they calculated Mac = 282, and doubling the radius
gave Mac = 1906. They suggested using a capillary number, which they defined as
C = Ay6.T/ (Jo (see Table 1 for definitions), to identify transition to the unsteady
state (C > Cc ). They calculated Cc = 3 X 10-4 for Si.
Rupp et al. (1989) carried out three-dimensional, time-dependent simulations
of half-zones in the absence of gravity. The free surface was assumed to be adiabatic
and non-deformable. Three-dimensional oscillations were found for a wide range of
13
Prandtl numbers. Calculated values of Mac for the high Prandtl number liquids
I<GL, NaN0 3 , and G24 Hso were off by a factor of .about 2 from experimentally
determined values. Calculated values for Si (Pr = 0.02) and GaAs (Pr = 0.068)
were 300 and 1800 respectively. Microgravity experiments on float zones of GaAs
have yet to be reported, but unsteady flow was predicted for zone diameters 2: 15
mm.
Many numerical studies of steady two-dimensional thermocapillary flow in rect-
angular cavities (Fig. 5) have been performed. The cavities are assumed to have
differentially heated side walls and an adiabatic bottom wall. The upper boundary
of the liquid is the free surface, where the surface tension is assumed to increase
linearly with decreasing temperature. Various thermal conditions at the free surface
have been used. The flow fields and temperature distributions in liquids with low
Prandtl numbers are generally insensitive to the type of surface thermal condition.
J
Sen and Davis (1982) developed thermocapillary solutions for long, shallow
cavities (A = height/width ~ 1) using asymptotic theory valid for A --+ O. Two
commonly applied conditions at the solid-liquid-gas contact points were considered:
a prescribed contact angle, and a pinned free surface (such that the liquid sticks to a
sharp corner in the wall). Ben Hadid and Roux (1990) also considered long, shallow
rectangular cavities in the absence of gravity. They directly computed solutions for
a low Prandtl number (Pr . 0.015) and a perfectly flat, rigid free surface. Multi-
vortex patterns appeared for sufficiently large Reynolds number, Re (see Table 1),
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and sufficiently small A. They found no evidence of oscillatory behavior in time-
dependent calculations, which covered the range 0 < Re < 5 x 104 , in agreement
with the experimental study of Camel et al. (1986).
Zebib et al. (1985) examined time-independent solutions in a square cavity,
assuming an adiabatic, rigid free surface. The same group continued their analysis
in Carpenter and Homsy (1990). They showed that the magnitude and structure
of thermocapillary flows are extremely sensitive to the Prandtl number, due to its
strong influence on the surface temperature distribution. In the limit Pr --+ 0 heat
transfer is purely conductive, therefore the temperature decreases linearly from the
hot wall to the cold wall. With increasing Pr the isotherms are convected by the
surface flow toward the cold wall, and become closely packed near the upper right
(cold) corner of the cavity. The thermal energy carried by the return flow can also
affect the temperature field in the upper left corner. The same situation occurs in
float-zones, as illustrated by the previously mentioned S-shaped surface temperature
profiles. The effect of large gradients in surface temperature (and hence in the
tangential surface velocity) on the flow stability is unknown. The linear stability
of their solutions at large Marangoni numbers (Ma = 1 X 105 with Pr = 10 and
Pr = 30) was examined, again with the assumptions of two-dimensionality and
inflexibility of the surface. No instability was found, contrary to experimental
evidence. However, as discussed previously, the flexibility of the free surface may
be an important factor in the onset of unsteady two-dimensional flow.
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Numerical studies of combined thermocapillary and natural convection in rect-
angular cavities, which assume inflexibility of the free surface, include Bergman and
Keller (1988) and Ramaswamy and Jue (1992). Chen et al. (1990) studied pure
thermocapillary convection in a rectangular cavity, using a boundary-fitted tech-
nique whereby the shape of the free surface was prescribed, thus eliminating the
need to enforce normal stress balance on the surface. Cuvelier and Driessen (1986)
investigated how the shape of the free surface is influenced by various dimensionless
parameters. They considered only time-independent solutions in a square cavity.
Kamotani and Platt (1992) investigated how the shape of the free surface affects
the flow and thermal fields in a square cavity. Chen and Kuan (1992) studied the
influence of surface contamination on thermocapillary convection in a square cavity.
They surmised that the presence of an insoluable surfactant can stabilize the flow.
(c) Thermocapillary Instabilities
Temperature gradients along the free surfaces of crystal-growth melts are in-
evitable. The resulting thermocapillary flows can be controlled to some extent by
various means. However, any actions taken toward that end would affect the quality
of the grown crystal and the efficiency of the growth process. Clearly, the practical
control of thermocapillary instabilities will not come easily as long as the physical
mechanisms behind the instabilities are not understood.
A review of the theory on thermocapillary instabilities was gIven by Davis
(1987). The theory is built on a model consisting of a horizontal liquid layer on
16
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a rigid plane, neglecting vertical boundaries. The upper boundary is the interface
between the liquid and a passive gas (having negligible viscosity and density). In
the case of an imposed horizontal temperature gradient in the gas, the induced
surface-tension gradient drives motion in the liquid. Under the assumption of a flat
interface (Ca ~ 0), the basic state flow is one-dimensional. Two solutions exist:
1) a linear-flow state having a linear vertical velocity profile, and 2) a return-flow
state having a quadratic vertical velocity profile. The latter case simulates the
center region of a long, shallow cavity in which the endwalls cause the surface flow
to return near the bottom of the cavity.
Smith and Davis (1983a,b) analyzed the linear stability of three-dimensional,
time-oscillatory perturbations of these states. They found two classes of instability.
One class comprises hydrothermal instabilities which arise in the bulk of the liquid
and are insensitive to the deformation of the free surface: The other class comprises
surface-wave instabilities which are not thermal in nature.
The hydrothermal waves for large Pr derive their energy from the flow-induced
vertical distribution of temperature, whereas for small Pr the main source of en-
ergy is the imposed horizontal temperature gradient. These findings and the ex-
planations given by Smith and Davis may provide some insight into instabilities of
ther!ll0capillary flows in cavities, however it is likely that the onset of instability is
associated with temperature gradients near the corners, or with temperature fields
generated by circulating cavity flows. The surface-wave instabilities seem even less
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relevant to cavity flows. Long-wavelength surface waves are influenced by endwalls,
and short-wavelength surface waves probably undergo non-linear damping (as sug-
gested by observations of liquid columns or streams).
(d) Formulation
We are interested in testing the stability of two-dimensional thermocapillary
flows of low Prandtl number liquids (0.01 ::; Pr ::; 1) in a cavity, taking into account
the flexibility of the free surface.
We consider a Newtonian liquid that fills a square (A = 1) cavity with differ-
entially heated side walls, as shown in Fig. 5. The bottom wall is insulated, and
the upper free surface is either adiabatic or convectively cooled by an isothermal
passive gas. We allow the free surface to deform and assume that its contact points
with the side walls are fixed. Cases of pure thermocapillary convection as well· as
combined thermocapillary and natural convection are considered.
In section II we present the mathematical formulation. The governing time-
dependent equations are solved by direct numerical simulation. We use NEKTON, a
software package developed at M.LT. that is based on the spectral element method.
This technique is described in section III. The results of numerical simulations are
presented in section IV and a discussion is provided in section V.
18
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II. The Mathematical Model
(a) The Governing Equations
We assume that density variations are negligible except for the buoyancy force
which results from thermal expansion. The liquid is Newtonian with constant dy-
namic viscosity /1, thermal conductivity k, and specific heat cpo
Convection occurs if the cavity is heated to produce a temperature gradient
in the liquid. Both natural convection, driven by buoyancy, and thermocapillary
convection, driven by the surface tension gradient, are possible. The static state,
for which convection is absent, has constant temperature To, constant density po,
and hydrostatic pressure po = -pogy + constant.
In the case of time-dependent convection, we write T(x, y, t) = To + TI(x, y, t),
p(x,y,t) = Po(Y) +Pl(X,y,t), and p(x,y,t) = po + PI(X,y,t). Assuming that the
dependence of density on pressure is negligible, the density variation has the form
(1)
where f3 is the coefficient of thermal expansion, assumed to be a constant. The
quantities PI, TI, and PI are small compared to po, To, and Po respectively.
Let the velocity field be v = ui +vj. Conservation of mass is expressed by
" ,'-./ .
I
l
V·v =0. (2)
Conservation of momentum is expressed by the Navier-Stokes equation in the
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i,
form
8v 1 2
- +v· Vv = --VPI +vV v - (3gTI ,8t po
where v = p,/Po is the kinematic viscosity.
Conservation of energy, neglecting viscous heating, is described by
where a = k / pocp is the thermal diffusivity.
(3)
(4)
In seeking a dimensionless formulation we use the cavity length L, speed U,
and temperature difference between vertical walls 6.T. U will be expressed in terms
of known quantities in the next section. We define the dimensionless independent
variables
(,!
x*
and dependent variables
x
L'
y
Y*
- L'
U
t* =-t
L' (5)
u*
u
U'
v*
v
U'
T* = TI
6.T'
* LP = p,UPI. (6)
We consider motions that are confined to the two dimensions in x and y. The
governing equations become
8u* 8v*
-+--08x* 8y* - ,
(
8u* 8u* 8U*) 8p* 82u* 82u*Re -+u*--+v*- =--+--+--8t* 8x* 8y* 8x* 8x*2 8y*2 '
(
8v* 8v* 8V*) 8p* 82v* 82v* Gr
Re -+u*-+v*- - -+--+--+-T*8 8 8 - - 8 * 8 *2 8 *2 R 't* x* y* y x y e
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(7)
(8)
(9)
(
8T* 8T* 8T* ) 82T* 82T*RePr -- +u*-- +v*-- = --+--8t* 8x* 8y* 8x*2 EJy*2 .
The dimensionless groups appearing above are
(10)
Re= UL ,
v
vPr --
- ,
a
(11)
These are the Reynolds number, Prandtl number, and Grashofnumber, respectively.
The commonly used Marangoni number is Ma = ReP, = L,6.T/ap,.
(b) Boundary Conditions
The thermal boundary conditions are as follows:
T* = 1 at * 1 (12)x =--2'
T* = 0 1 (13)at x* = +-2'
8T*
y* = 0, (14)-=0 at8y*
n . V*T* = BiT* at y* = A + h*(x*, t*). (15)
A is the aspect ratio (see fig. 5). n is the outward unit vector normal to the
free surface. Bi is the Biot number associated with convective heat transfer from
the liquid to the gas, where the temperature of the gas is assumed to be equal
to the temperature of the cold wall, To. The free' surface position is specified by
y* = A + h*(x*, t*). Our numerical computations use the condition h* = 0 at
x* = ±1/2, such that the surface is pinned at sharp corners.
No-slip conditions apply at the three cavity walls, thus
u* = v* = 0 at * 1 *x =±2' y =0.
22
(16)
The kinematic condition at the free surface is
8h* 8h*
v'" = m* + u* 8x* .
The balance of stresses acting on the free surface is expressed by
(17)
(18)
where T is the stress tensor, cr is the surface tension, and ill is the streamwise unit
vector tangential to the surface. R is the radius of curvature, given by
L 1 .. ( . 2) -3/2
- = - = -h* 1 + h*R R* '
where it = 8h/8x and h = 82 hj8x 2 . The unit vectors in equation (18) are
(19)
n= (20)
In arriving at equation (18) we have neglected the shear stress of the ambient
gas. Furthermore, we have set the gas pressure equal to zero for convenience, since
an additive pressure constant does not affect the solution.
In terms of indicial notation, the stress tensor for a Newtonian liquid is
(21)
Then the normal and tangential components of the surface stress equation (18)
become
23
(22)
and
[
. 2 (8U 8v) . 8u] ( . 2) 1/2 (80- . 80-)p (1 - h) - + - - 4h- = 1 + h - + h- .8y ax 8x 8x 8y (23)
In modeling thermocapillarity, the surface tension is assumed to decrease lin-
early with increasing temperature, thus
0- = 0-0 - ,(T - To),
where
do-
,- -- - constant > O.
- dT-
(24)
(25)
When thermocapillarity is the dominant mechanism driving the flow, the charac-
teristic speed is naturally
u = ,IlT.
p
Then dividing (21) by pU gives the dimensionless surface tension
0-* - S - T*
- ,
where
S=~.
,IlT
(26)
(27)
(28)
is the surface tension number. Also seen in the literature is the capillary number,
Ca = l/S.
In converting (22) and (23) to dimensionless form, we apply (2) and introduce
the static Bond number, Eo = pogL2 /0-0 ' \V'e get
* 0-* Sh* (2 )[( '*2)8u* .*(au* .. 8V*)]p - - - Eo . = - . 1 - h - +h - + -
R* 1+ h*2 8x* ay* 8x*
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(29)
and
(1_. h*2) (OU* + OV*) _ 4h* ou* = _ (1 +h*2) 1/2 (OT* +h* OT*) (30)oy* ox* ox* ox* oy*
at y* = A + h*. In (29) we have taken the pressure difference between the liquid
and the gas to be zero in the static state, in accordance with the condition that
the liquid fills the cavity up to the rim such that the free surface is perfectly flat in
the static state. If the free surface is very flat (h *2 ~ 1), these equations may be
approximated by
* h"*(S T*) B Sh* ov* h'* (ou* OV*)p + - - 0 = 2- +2 - + - ,
oy* oy* ox*
( OU* + OV*) _ 4h*ou* = _ oT* _ BiT*h*.oy* ox* ox* ox*
(29a)
(30a)
For the steady state problem with h* = 0 imposed, the free surface conditions
reduce to v* = 0, ou* /oy* = -oT* /ox*, and oT* /oy* = BiT* at y* = A.
(c) Global Energy Balance
Consider the physics of the free surface in terms of energy. Surface tension
is an energy per unit area of thesurface. Non-uniform heating causes the surface
energy to vary along the surface. The potential thus created drives a thin layer at
the surface into motion, and therefore does work on the liquid. Opposing this work
is the work done by viscous shear along the free surface, whereby the bulk flow is
generated.
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Conservation of energy within the volume of liquid, neglecting viscous heating,
must be satisfied by a balance among: 1) Q, the net rate of thermal energy absorp-
tion, 2) WiT, the work performed by surface tension to drive the surface flow, and
3) Wn the work performed by viscous shear, such that
(31)
In our problem, the cavity represents an infinite channel, hence we evaluate these
quantites per unit length.
If we denote by V m the magnitude of the tangential velocity at the surface 5,
and by s the unit of measure along 5, then
J dO"WiT = vm-dsds
s
and
(32)
(33)J (8Vi 8Vj)Wr = /-LVi 8Xj + 8 Xi njds.
s
During a time-independent state, there is no local acceleration in the flow and
consequently the balance WiT = Wr occurs. Thermal energy is not being converted
into mechanical energy at the free surface, although it is responsible for the gradient
in 0". In our problem, the work per unit length performed by the surface tension
gradient, as well as by the opposing viscous shear, in a time-independent state can
be shown to be
11 . 1/2 [ (8T* . 8T*)]TtV = _fl,U2 (1 +h*2) u* -8* +h*-8* dx*.o x Y Y*=I+h*
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(34)
Of greater interest is an energy analysis of time-dependent states, particularly
steady (non-transient), oscillatory states. The interplay between W t7 and W., may
then reflect the nature of an instability.
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III. Numerical Method
We employ time-dependent, direct numerical simulations in order to study the
flow stability. This is achieved through the use of NEKTON (NEKTON User's
Guide V2.8, 1991), a numerical simulation package developed at M.LT. This pack-
age uses the spectral element method, a high-order finite element technique that
spatially discretizes the computational domain into quadrilateral macro-elements
and approximates the solution by Legendre polynomials of order (N - 1) within
each el~ment. The user creates the mesh and chooses the value of N. The program
determines the locations of the N 2 Gauss-Lobatto collocation points within each
element. The mesh used in most of our computations is shown in fig. 6. We use
values of N from 5 to 9 according to the desired spatial accuracy. The continuity
of v(x,y,t) and T(x,y,t) at the interfaces between the elements is imposed. The'
continuity of derivatives at the interfaces is achieved by refining the elemental mesh
or increasing the polynomialotder.
The method is capable of modeling unsteady incompressible viscous flows with
free surfaces as described by Ho and Patera (1990). An arbitrary-Lagrangian-
Eulerian description is adopted for an accurate representation of moving boundaries.
In that description, a Lagrangian velocity is defined for each point in the mesh,
and is independent of the fluid velocity so that it can be selected to minimize the
deformation.
A semi-implicit time-stepping approach is used in which the convective, body-
28
"
"...
force, and free-surface terms, which are not amenable to fast iterative solvers, are
treated explicitly. The time step 6.t must be sufficiently small for numerical stability
to be achieved. The criterion for this stability is the requirement that 6.t satisfy
two conditions. One of them is the ordinary Courant condition,
(35)
where C is the Courant number, 6.xi are the distances between mesh nodes, Vi is the
fluid velocity, i = 1,2 signifies the (x, y) directions, and minn denotes the minimum
over the liquid domain. The other condition derives from the determination of mesh
locations when surface tension effects are included. It is
[
3] 1/2
6.t < mjn ~ ( ~s ) (36)
where 6.8 is the distance between mesh points on the free surface and mins is the
minimum over the free surface.
We find that the latter criterion (36) is the condition that limits t:1t in all of
our simulations. It is interesting to note that, for fixed values of dimensionless
parameters, increasing the ratio p/(J increases not only t:1t, but also the transient
time for which the computation must pass to reach a steady solution. This occurs
such that the computational burden is unchanged. However, increasing the capillary
number ea (or decreasing S) while holding the other dimensionless parameters
fixed, increases only t:1t and thus reduces the computational burden. The two
values of ea that we use~ 0.05 and 0.25', are larger than typical values in crystal
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growth processes, especially of melts such as Si which have a high surface tension.
The choiceof larger Ca is motivated partly by the desire to ease the computational
effort, as explained above. The other motivation to use larger Ca, and hence higher
surface flexibility, is to (probably) promote the onset of instability in order to boost
the chances of simulating oscillatory steady states.
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(a)
free surface
hot
wall
insulated bottom wall
cold
wall
Q e 0 ~ ~
'"(b) T I 1I
I 11
11 ~ U~
Fig. 6. (a) The mesh of macro-elements used in most of our computations. (b) An example of the
collocation points in a macro-element with N =5.
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IV. Results
We consider two-dimensional flow in a channel of square cross-section, i. e. with
aspect ratio A = 1. We have run simulations for the cases listed in Table 2. A major
result of this work is that none of these simulations exhibit persistent oscillatory
motions that would indicate an instability. All of them have been computationally
driven close enough to a time-independent state, for a given mesh resolution, such
that any deviation from the fully converged solutions would be either unnoticeable
or insignificant as presented in the graphical figures. Furthermore, in most but
perhaps not all simulations, the mesh resolution is sufficient to ensure that any
differences from the exact solutions are also either unnoticeable or insignificant as
presented in the graphical figures. The numerical accuracy of some simulations
deserves further investigation.
The organization of this section is as follows. In part (a) we present contour
plots of the streamfunction, temperature, speed, and (in some cases) vorticity, for
solutions with an adiabatic free surface (Bi = 0). These illustrate the global effects
of changing Re, Pr, and Gr. Also presented are profiles of temperature, speed,
, surface deflection, and (in some cases) pressure along the ~ree surface. In part (b)
we discuss the heat transfer characteristics. The effects of free surface cooling on
thermocapillary convection are discussed and presented graphically.
(a) Solutions for an Adiabatic Free Surface
Here we present steady solutions with Bi = 0, starting with conditions of no
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gravity (Gr = Eo = 0) and low Prandtl number (Pr = 0.01). Contour plots of
the dimensionless streamfunction 'ljJ*, temperature T*, speed Ivl*, and vorticity w*
are shown in Figs. 7 and 8 for Ca = 0.05 and three different Reynolds numbers:
Re = 1 X 103, 1 X 104 , 4 X 104 . In all contour plots, the difference between
adjacent contours is 1/15 of the full range of the scalar being plotted. Fig. 9(a-d)
shows profiles of the dimensionless temperature T*, speed Ivj*, surface deflection
h*, and pressure p*, for the same cases. We note that t~e waviness or rippling that
appears in some high-Re plots is caused by numerical inaccuracy. Fig. 10 gives
contour plots for Ca = 0.25 and Re = 4: x 104, 1 x 105 . Surface profiles for these
cases are s'hown in Figs. 11 and 12a.
The streamfunction is defined by
o'ljJ
U=-,oy
o'ljJ
v=--ox (37)
and'ljJ = 0 at the solid walls. In each plot, the streamlines trace out a single vortex
in which 'ljJ < O. Actually, a higher contour resolution reveals that for the cases
with Re = 4 X 104 and Re = 1 X 105, additional much weaker vortices exist in the
lower right and left corners. This will be discussed later. With increasing Re, the
main vortex moves downward and fills more of the cavity. Furthermore, a transition
to boundary layer flow along the cold wall, and to shear layer flow along the free
surface, is ·apparent.
The vorticity is
(38)
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The vorticity is largest at the cold wall in the upper right corner where the surface
flow is deflected downward. Fig. 8 shows how this region of large w becomes smaller,
more compact, and more differentiated from the rest of the vorticity field as Re
increases. Some w-contour lines are broken or wrinkled due to insufficient numerical
accuracy, particularly in the upper right corner where refinement of the spatial mesh
is crucial.
Increasing the Reynolds number causes the dimensionless flow speed, as well
as the range of the dimensionless streamfunction, to be reduced. Figs. 9b and llb
clearly show this effect. It is due to the characteristic thermocapillary speed, U,
increasing by a greater proportion than does the actual speed, lvi, as Re increases.
This suggests that U is not an ideal reference quantity for velocity. In order to
represent this behavior in a different way, let us define a new Reynolds number,
Remax = IvlmaxL/v, based on the maximum speed which occurs at some point
on the free surface. Fig. 13a gives a log-log plot of Remax as a function of Re,
separately for Pr = 0.01 and Pr = 1. The ratio Remax / Re = Ivl~ax is plotted in
Fig. 13b as a function of log(Re), and decreases in each case. We could have used
the speed at any other point in the flow field to obtain a similar result.
In low-Pr liquids the temperature field is not severely affected by the flow field,
but the principal affect is still important. Figs. 7 and 10 show the isotherms near
the free, surface being increasingly convected toward the cold wall with increasing
Re. Consequently the temperature gradient becomes higher near the cold wall.
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This is also evident in Figs. 9a and lla. Since the flow speed at the surface is
proportional to the temperature gradient along the surface, the region of large Ivl
also shifts 'toward the cold wall. This behavior is evident in Figs. 9b and 11b.
The increase in the capillary number from 0.05 to 0.25 has very little affect on
the global solution. The surface deflection is increased, as shown in Fig. 12b. This
lengthens the surface, and thus reduces the temperature gradient along it. This
causes a very slight decrease in the flow speed.
Next we discuss the higher Pi cases with Pi = 1, Ca = 0.05, and Gi = Bo =
Bi = O. Figs. 14(a-c) depict solutions for Re = 200, 1000, and 3000. Surface
profiles of the temperature and speed for these cases are shown in Fig. 15. Effects
of increasing Pi from 0.01 to 1 are depicted in Fig. 16, which plots the surface
temperature and speed for Re = 1000.
Convection of the thermal field is much more significant for the larger Pi.
Isotherms are increasingly convected by the flow as Re increases, until their com-
pactness in the upper right corner becomes a concern in terms of the resolution of
the spatial mesh. Fig. 15b shows that the surface speed develops a double-peaked
distribution. The peak near the cold wall becomes spiked. Fig. 16b shows that the
surface speed is reduced over most of the surface when Pi in increased. This is
caused by the weakening of the temperature gradient along much of the free surface,
as revealed by the flattening of the temperature profile in Fig. 16a.
Next .we present solutions of mixed thermocapillary and natural convection.
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Buoyancy now represents a second driving force. It drives flow in the same clockwise
direction as does thermocapillarity, because the hot liquid near the left wall rises
\
while the cool liquid near the right wall falls. The presence of gravity also affects
the balance of normal stresses acting on the free surface, due to the variation of
pressure with height. However, in this initial investigation of combined buoyancy
and thermocapillarity, we do not incorporate that effect. This neglect is equivalent
to setting Eo = O.
Figs. 17 and lS give contour plots for Pr = 0.01, Re = 1000, Ca = 0.05,
and two different Grashof numbers: Gr = 1 X 103 and 1 X 104 . The corresponding
plots for Gr = 0 were given in Figs. 7a and Sa. Surface profiles for these cases are
plotted in Fig. 19(a-d). Differences between the Gr = 0 and Gr = 1 X 103 solutions
appear to be slight. Increasing Gr to 1 x 104, however, appears to have a more
profound impact on the flow field, as the vortex widens and the speed increases
significantly. The ratio Gr/Re, also called the dynamic Bond number, measures
the relative importance of natural convection. For Gr / Re = 1 thermocapillarity
dominates, whereas for Gr/ Re = 10 both driving mechanisms are significant.
Fig. 20 depicts solutions for Pr = 1, Gr = 1 X 104 , Ca = 0.05, and two
different Reynolds numbers: Re = 1000 and 3000. The corresponding plots for
Gr = 0 were given in Figs. 14b and 14c, respectively. Fig. 21 shows the surface
temperature and speed. Comparing these with Fig. 15, we see that the addition
of natural convection has little affect on the profile shapes, although an increase
in flow speed is noticeable. This implies that the response of the thermocapillary
mechanism to changes in Re is not significantly altered by natural convection.
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Re Pr
Table 2
Gr Bi Ca Remax Ivl~ax
200· 1
200 1
1,000 0.01
1,000 0.01
1,000 0.01
1,000 1
1,000 1
1,000 1
1,000 1
1,000 1
3,000 1
3,000 1
3,000 1
3,000 1
3,000 1
3,000 1
10,000 0.01
40,000 0.01
40,000 0.01
100,000 0.01
o
o
o
1,000
10,000
o
o
o
o
10,000
o
o
o
o
10,000
10,000
o
o
o
o
o 0.05
0.4 0.05
o 0.05
o 0.05
o 0.05
o 0.05
0.4 0.05
2.5 0.05
12.5 0.05
o 0.05
o 0.05
0.4 0.05
2.5 0.05
12.5 0.05
o 0.05
0.4 0.05
o 0.05
o 0.05
o 0.25
o 0.25
21.6
20.4
109
112
136
90.2
85
66
77.7
101
249
240
207
171
265
261
585
1610
1608
3320
0.108
0.102
0.109
0.112
0.136
0.0902
0.085
0.066
0.0777
0.136,
0.0829
0.0801
0.069
0.057
0.0882
0.0870
0.0585
0.0403
0.0402
0.033
I 1
* - Rema",
v rna",- Re
37-
(a)
(b)
(c)
I I I
,
I I
I
Fig. 7. Streamlines (left) and isotherms (right) for Pr = 0.01, Ca = 0.05, Gr = 0, Bi = a, and (a)
Re = 1 X 103 , (b) Re = 1 x 104, (c) Re = 4 x 104 • The respective values of 1/J:nm at the vortex centers are
-9.29 X 10- 3 , -4.96 X 10- 3 , and -2.76 x 10- 3 .
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Fig. 8. Contour plots of the speed (left) and vorticity (right) for Pr = 0.01, en =0.05, Gr = a, Bi = a,
and (a) Re = 1 x 103 , (b) Re = 1 x 104 , (c) Re =4 x 104 • In case (a) Ivl:naz = 0.109 and -1.10::; w' ::; 1.84.
In (b) Iv\:naz = 0.0585 and -1.68::; w· ::; 3.89. In (c) Iv\:naz = 0.0403 and -2.56 ::; w' ::; 7.06.
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Fig. 10. Streamlines (top), isotherms (middle), and speed (bottom) for Pr =0.01, ea =0.25, Gr = 0,
Bi =0, and (a) Re =4 x 104 , (b) Re = 1 x 105 • In (a) ,p;"in = -2.99 X 10- 3 and jvl:na: =0.0402. In (b)
,p;"in =-1.56 X 10- 3 and Ivl;"a: =0.033.
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(a) (b)
Fig. 14· Streamlines (top), isotherms (middle), and speed (bottom) for Pr = 1, Gr = 0, Ca = 0.05,
Bi =0, and (a) Re =200, (b) Re =1000, (c) Re =3000. In (a) 1fi;"in =-8.52 X 10- 3 and Ivl;"a: =0.108.
In (b) 1fi;"in =-4.64 X 10-3 and Ivl;"a: =0.0902. In (c) 1fi;"in =-3.75 X 10- 3 and Ivl;"a: =0.0829.
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(a)
(b)
Fig. 17. Streamlines (left) and isotherms (right) for Re = 1 x 103 , Pr = 0.01, ea = 0.05, Bi = 0, and
(a) Gr =1 x 103 , (b) Gr =1 x 104 • 1fi:nin = -0.0102 and -0.0207 respectively.
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o (a)
(b)
Fig. 18. Contour plots of the speed (left) and vorticity (right) for Re = 1 x 103 , Pr = 0.01, Ca =0.05,
Bi = 0, and (a) Gr = 1 x 103 , (b) Gr = 1 x 104 • In (a) Ivl:na:z: = 0.112 and -1.11 ~ w· ~ 1.90. In (b)
Ivl:na:z: =0.136 and -1.18 :; w· ~ 2.49.
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(a) (b)
Fig. 20. Streamlines (top), isotherms (middle), and speed (bottom) f~r Gr = 1 X 101 , Pr = 1, ea =0.05,
Bi =0, and (a) Re = 1 x 103 , (b) Re = 3 x 103• In (a) 1/J:nin = -7.86 x 10- 3 and !v!:na: = 0.136. In (b)
1/J:nin = -3.82 x 10- 3 and Ivl:na: = 0.0882.
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(b) Heat Transfer Characteristics and Effects of Free Surface Cooling
As discussed in section II( c), the statement of global energy balance in a time-
independent state is Q = 0, or that there is no net absorption or creation of thermal
energy within the liquid domain. In our problem, therefore, the rate of conductive
heat transfer through the hot wall equals the sum of the rates of conductive heat
transfer through the cold wall and the free surface. (The bottom wall is insulated
in all cases).
The local Nusselt numbers along the hot wall, cold wall, and free surface are,
respectively,
and
[ 8T*]NUH = ---8x* X*=-1/2'
[ 8T* ]Nuc = --8x* X*=+1/2'
( . *2)-1/2 [8T* . *8T*]Nus= l+h --h - .8y* 8x* y*=l+h*
(39)
(40)
(41)
The sign convention is such that a positive Nusselt number indicates an inward heat
flux. The rates of inward heat flow per unit length of the channel through the hot
wall, cold wall, and free surface are, respectively,
Qc = k!J.T /,1 Nllcdy',
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(42)
(43)
and
(44)
Conservation of energy requires
(45)
For the purpose of checking the accuracy of numerical simulations, we define
the quantity
(46)
Our simulations of cases with Pr = 0.01, Gr = 0, Ca = 0.05, and Bi = 0 are the
most accurate in terms of satisfying condition (46). Among those cases, lEI < 0.2%.
Among other cases with Pr = 0.01, discrepancies of 1% to 3% are attributable to
incomplete convergence in time, which can thus be easily reduced by further compu-
tation. Among cases with Pr = 1, there is a persistent tendency for computations
to simulate an excess of heat loss from the liquid, even for those that are fully
converged in time. The simulations with Re = 200, for example, have a constant
E = -1.5%. This discrepancy must be due to coarseness of the spatial mesh. At
higher Re, the mesh resolution is apparently much more of a problem, since some
values of E are on the order of -10%. This warrants further investigation.
Wall profiles of -NUH and Nuc are plotted in Fig. 22 for Bi = 0, Re = 1000,
Gr = 0, Ca = 0.05, and two different Prandtl numbers: Pr = 0.01 and Pr = 1.
Higher heat transfer rates occur in the Pr = 1 case, which has more significant
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thermal convection. The flow pattern steepens thermal gradients over most of the
hot wall and, by the greatest amount, at the upper part of the cold wall. Higher
heat transfer rates also occur for larger Re, since it is the product RePr that
measures the magnitude of thermal convection relative to conduction. Note that
thermal convection is absent in a perfectly conducting liquid (Pr = 0). If in this
special case the free surface is adiabatic (Bi = 0), then the profiles of -NUH and
N uc are constants equal to -1 due to the temperature distribution T* = 1/2 - x*.
Fig. 23 depicts the Re-dependence of the averaged Nusselt number of the hot wall,
HUH = QHlk6.T, for Bi = 0, Gr = 0, ea = 0.05, and the two cases Pr = 0.01
and Pr = 1.
Profiles of -NUH and Nuc are plotted in Fig. 24 for Pr = 1, Re = 1000,
Gr = 0, ea = 0.05, and two different Biot numbers: Bi = 0.4 and Bi = 2.5. The
cooling of the free surface causes an increase in the heat flux across the hot wall in
the vicinity of the free surface. This effect becomes more dramatic with increasing
Bi, i. e. with increasingly significant surface cooling. At higher Bi, the heat flux at
all points across the cold wall is less, as a greater proportion of the heat loss occurs
through the free surface. The influence of Bi on the heat transfer rates through
each of the three relevant surfaces is depicted in Fig. 25 for Pr = 1, Re = 1000,
Gr = 0, and ea = 0.05.
The solutions for Bi = 0.4, 2:5, and 12.5 are depicted in the contour plots of
Figs. 26, 27, and 28, respectively, for both Re = 1000 and Re = 3000. Profiles of the
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temperature and speed along the free surface for these cases are plotted in Fig. 29.
Large Biot numbers have a strong influence on the entire solution. With increasing
Bi, the region at the free surface where most of the flow is generated shifts toward
the hot wall, while the peak in the surface speed near the cold wall weakens and
eventually disappears. The region of highest vorticity switches from the upper cold
corner to the upper hot corner. The magnitude of the flow speed, however, is not
appreciably changed. At high Bi the vertical gradient in temperature near the free
surface is large, and may have significant consequences on the flow stability.
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Fig. 22. Wall profiles of the local Nusselt numbers along the hot wall (left) and cold
wall (right) for Re = 103 , Bi = 0; Pr = 10-2 (top) and Pr = 1 (bottom).
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Fig. 24. Wall profiles of the local Nusselt numbers along the hot wall (left) and cold
wall (right) for Re = 103 , Pr = 1; Bi = 0.4 (top) and Bi = 2.5 (bottom).
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15.0
(a) (b)
Fig. 26. Streamlines (top), isotherms (middle), and speed (bottom) for Bi = 0.4, Pr = 1, Gr = 0,
Ca = 0.05, and (a) Re = 1000, (b) Re = 3000. In (a) 1/J:n'n = -5.2 x 10- 3 and Ivl:nax = 0.085. In (b)
1/J:n'n =-3.83 x 10- 3 and Ivl:nax = 0.0801.
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Fig. 27. Streamlines (top), isotherms (middle), and speed (bottom) for Bi = 2.5, Pr = I, Gr = 0,
Ca = 0.05, and (a) He = 1000, (b) Re = 3000. In (a) 1/J;"'tn = -6.3 x 10- 3 and lvI;"'ux = 0.066. In (b)
1/J;"'in = -3.8 x 10- 3 and Ivl;"'ux = 0.069.
p
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Fig. 28. Streamlines (top), isotherms (middle), and speed (bottom) for Bi = 12.5, Pr = 1, Gr = 0,
en = 0.05, and (a) Re = 1000, (b) Re = 3000. In (a) 1/J:nin = -7.02 x 10- 3 and [vl:nax = 0.0777. In (b)
1/J:nin = -3.8 x 10- 3 and Ivl:nax = 0.057.
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VI. Discussion
We have compiled various thermocapillary flow solutions and investigated their
fundamental time-independent properties. This work represents a first step toward
formulating control ideas for producing higher quality crystals in processes which
are adversely affected by thermocapillarity. Characteristics of the melt that are
important to control include stability, flow pattern (in connection with mass trans-
port of dopants and contaminants'), and the structure and dynamic behavior of the
thermal field.
From the perspective of fluid mechanics, our simulations of high-Re cavity
flows are interesting. The solution for our case with Re = 105 and Pr = 10-2
reveals that the center region of the main vortex is characterized by a nearly uniform
vorticity, which behaves as if it were a function of the streamfunction, i. e. w ~ w( 'ljJ).
According to the Prandtl-Batchelor theorem, this describes the behavior of a viscous
flow in a region of closed streamlines in the inviscid limit (p ---+ 0).
Secondary vortices (not revealed in the contour plots of section IV) appear in
the lower corners of the cavity in our Re = 4 X 104 and Re = 1 X 105 simulations
with Pr = 10-2 . The locations of the separation points for these secondary vor-
tices should be independent of Re in the asymptotic limit. The numerical work of
Carpenter and Homsy (1990) indicates this asymptotic behavior.
Our Re = 105 simulation reveals an additional, third-generation vortex in the
lower cold corner which is barely resolved, as shown in Fig. 30. In theory, there is an
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infinite number of progressively smaller vortices in the corner. The same simulation,
upon close examination, also exhibits a tiny separation bubble on,the hot wall near
the free surface. The streamlines near that region, as shown in Fig. 10, give a clue
to its presence. The same feature was reported by Carpenter and Homsy (1990),
who find that the boundary layer separation in that region occurs at Re = 4 X 104
if PI = 10-3 and at Re = 1.3 x 105 if PI = 1. They also report that this
upper secondary vortex has a negligible influence on the linear stability of the flow,
assuming no surface deflection and two-dimensional perturbative motions.
Within the ranges of parameters that are covered in our direct time-dependent
- --_._----
simulations, the occurence of an instability was not encountered. Without a means
to study the onset and nature of an instability, any theoretical development of
control ideas aimed at suppressing instabilities remains speculative. Nevertheless,
we mention a control approach that has been given little attention. This is feedback
control, whereby the detection of oscillations from, say, thermocouple probes, might
be used to strategically apply a boundary perturbation through the use of active
feedback controllers, such as heating wires placed near the free surface, in order to
promote stabilization. It may require considerable experimental ingenuity, however,
if such control can be realized.
Temperature gradients are important from a control perspective for various
reasons. The variation of temperature is responsible not only for generating surface
tension-driven flows, but probably also for providing the energy that drives insta-
,
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bilities. Furthermore, the symmetry of the thermal field affects the shape of the
crystal-melt interface, the thermal stresses in the crystal, and the growth dynamics.
The characteristics of heat transfer along the free surface can also have important
consequen~es to thermocapillarity, as our study shows.
In designing a control strategy when dealing with transitional flows, which
exhibit non-turbulent oscillations, it is desirable to have a low-order model of the
flowSdynamics. Such a model contains a small number of ordinary differential equa-
tions that describe the low-dimensional dynamics of an otherwise large dynamical
system resulting from discretization. One promising way of developing such a low-
dimensional representation is through the use of the Karhunen-Loeve expansion,
a method also known as "proper orthogonal decomposition" and "the method of
empirical eigenfunctions". For an example of the application of this method, we
refer the reader to Deane et al. (1991).
Future numerical work should concentrate on discovering oscillatory steady-
state solutions. However, there are practical limitations in using NEKTON for this
problem, mainly due to a time step, given by equation (36), that is very small
in comparison to transient intervals. Therefore, improvements in the numerical
method may be necessary. Another consideration is a linear stability analysis of
time-independent solutions, such as that reported by Carpenter and Homsy (1990),
except with the allowance of free surface deformation.
Another possible direction for future work is modeling solidification. The in-
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fluence of the flow field and temperature gradients on a movmg crystallization
boundary can be investigated by direct time-dependent simulations.
------~-.._~~_.~~~
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Fig. 30. Streamlines in the lower cold corner for the case Re = 105 and Pr = 10-2.
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