Abstract. An ontology matching method (or a matcher) aims at matching every entity (or concept) in one ontology to the most suitable entity (or entities) in another ontology. Usually it is almost impossible to find a perfect match in the second ontology for every entity in the first ontology, so a matcher generally returns a set of possible matches with some weights (uncertainty) attached to each pair of match. In order to improve a matching result, several matchers can be used and the matched results from these matchers are combined with suitable approaches. In this paper, we first propose two new matchers among three matchers we use. We then address the need of dealing with uncertainties in mapping by investigating how some uncertainty reasoning frameworks can be used to combine matching results. We apply both the Dempster Shafer theory of evidence (DS theory) and Possibility Theory to merge the results computed by different matchers. Our experimental results and comparisons with related work indicate that integrating these theories to deal with uncertain ontology matching is a promising way to improve the overall matching results.
Introduction
Ontology mapping (or matching) is a very important task in the Semantic Web and it has attracted a large amount of effort (e.g., [1, 2, 3, 4, 5, 6] ). Good surveys on recent developments of ontology mapping can be found in [7, 8] . Most of the earlier work in this area did not consider uncertainty or imprecision in a mapping, however, in most cases, the mappings produced are imprecise and uncertain. For instance, most automatic ontology mapping tools use heuristics or machine-learning techniques, which are imprecise by their very nature. Even experts are sometimes unsure about the exact matches between concepts and typically assign some certainty rating to a match [9] , so a matching result is often associated with a weight which can express how close the two entities are as a match. The need to consider the uncertainty in a mapping began to emerge in a number of papers (e.g., [10, 11, 12, 13, 14] ) in which Dempster Shafer theory, Bayesian Networks, and rough sets theory are used to deal with different aspects of mapping or ontology descriptions (e.g., concept subsumptions).
In this paper, we further investigate how to combine the weights associated with matchers. We first propose two new matchers, a linguistic-based matcher which extends Lin's approach [15] by considering the path length of two words in the WordNet as a punishment coefficient to adjust a similarity measure from Lin's approach, and a structure-based matcher which utilizes the similarity measures between two words (w 1 and w 2 ), a father node of w 1 with w 2 and all the child nodes of w 1 with w 2 . This matcher takes both the semantics and the structure of an ontology into account. We then discuss how the mapping results from different matchers can be combined. We consider both the Dempster Shafer theory of evidence (DS theory) and Possibility Theory and apply them to combine the outcomes obtained by three different and independent matchers (the above two plus the standard edit distance-based matcher ).
Each matcher returns a match with a weight. We interpret these weights in terms of both DS theory and Possibility Theory and then use their corresponding merging operators to merge the matched results. Our study shows that these two theories are suitable for different situations and using both theories significantly improves the matching results in terms of precision and recall, as illustrated in our experiments. Therefore, integrating uncertainty merging methods into ontology mapping is promising to improve the quality of mapping.
The rest of the paper is organized as follows. Section 2 introduces the basic concepts. Section 3 describes the main ideas in our approach and the mapping matchers used. Section 4 gives the background information about the experiments and the results. Section 5 discusses related work. Section 6 concludes the paper with discussions on future research.
Background

Ontologies and Ontology Mapping
There are many definitions about ontologies and a commonly used one is "An ontology is a formal, explicit specification of a shared conceptualization." [16] . We use the following notation to formally define an ontology. An ontology O is defined as a tuple: O = (C, R, F, A, I) where C is a set of concepts, such as cars or persons; R is a set of relations, such as mother − of (x, y) denotes that y is x's mother; F is a set of functions; A is a set of axioms and I is a set of instances, namely objects appearing in concepts in C, such as Alan. In this paper an entity of an ontology is defined as follows: e ij are entities of O i with e ij ∈ {C i , R i , I i }, and entity index j ∈ N [1].
The overall objective of ontology mapping can be described as in [6] : given two ontologyies O 1 and O 2 , for each entity e (or element, concept) in ontology O 1 finding the corresponding element(s) in ontology O 2 , which has/have the same or similar semantics with e, and vice versa. Ontology mapping functions and some relative functions that will be used are:
representing the mapping function between the two ontologies -map(e i1j1 ) = e i2j2 : representing the mapping of two entities
