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COMPUTATIONAL COMPLEXITY OF
SMOOTH DIFFERENTIAL EQUATIONS ∗
AKITOSHI KAWAMURA, HIROYUKI OTA, CARSTEN RO¨SNICK, AND MARTIN ZIEGLER
Abstract. The computational complexity of the solution h to the ordinary differential
equation h(0) = 0, h′(t) = g(t, h(t)) under various assumptions on the function g has been
investigated. Kawamura showed in 2010 that the solution h can be PSPACE-hard even if g
is assumed to be Lipschitz continuous and polynomial-time computable. We place further
requirements on the smoothness of g and obtain the following results: the solution h can
still be PSPACE-hard if g is assumed to be of class C1; for each k ≥ 2, the solution h can
be hard for the counting hierarchy even if g is of class Ck.
1. Introduction
Let g : [0, 1]×R→ R be continuous and consider the differential equation
h(0) = 0, Dh(t) = g(t, h(t)) t ∈ [0, 1], (1.1)
where Dh denotes the derivative of h. How complex can the solution h be, assuming that g
is polynomial-time computable? Here, polynomial-time computability and other notions of
complexity are from the field of Computable Analysis [10, 20] and measure how hard it is to
approximate real functions with specified precision (Section 3).
If we make no assumption on g other than being polynomial-time computable, the
solution h (which is not unique in general) can be non-computable. Table 1 summarizes
known results about the complexity of h under various assumptions (that get stronger as
we go down the table). In particular, as the third row says, if g is (globally) Lipschitz
continuous, then the (unique) solution h is known to be polynomial-space computable but
still can be PSPACE-hard [4]. In this paper, we study the complexity of h when we put
stronger assumptions about the smoothness of g.
In numerical analysis, knowledge about smoothness of the input function (such as being
differentiable enough times) often helps to apply certain algorithms or simplify their analysis.
However, to our knowledge, this casual understanding that smoothness is good has not been
rigorously substantiated in terms of computational complexity theory. This motivates us to
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Table 1: Complexity of the solution h of (1.1) assuming g is polynomial-time computable
Assumptions Upper bounds Lower bounds
— — can be all non-computable [15]
h is the unique solution computable [2] can take arbitrarily long time
[9, 12]
the Lipschitz condition polynomial-space [9] can be PSPACE-hard [4]
g is of class C(∞,1) polynomial-space can be PSPACE-hard
(Theorem 1)
g is of class C(∞,k)
(for each constant k)
polynomial-space can be CH-hard (Theorem 2)
g is analytic polynomial-time [13, 11, 3] —
ask whether, for our differential equation (1.1), smoothness really reduces the complexity of
the solution.
At one extreme is the case where g is analytic: h is then polynomial-time computable
(the last row of the table) by an argument based on Taylor series1 (this does not necessarily
mean that computing the values of h from those of g is easy; see the last paragraph of
Section 5.2). Thus our interest is in the cases between Lipschitz and analytic (the fourth
and fifth rows). We say that g is of class C(i,j) if the partial derivative D(n,m)g (often also
denoted ∂n+mg(t, y)/∂tn∂ym) exists and is continuous for all n ≤ i and m ≤ j;2 it is said to
be of class C(∞,j) if it is of class C(i,j) for all i ∈ N.
We will show that adding continuous differentiability does not break the PSPACE-
completeness that we knew from [4] for the Lipschitz continuous case:
Theorem 1. There exists a polynomial-time computable function g : [0, 1]× [−1, 1]→ R of
class C(∞,1) such that the equation (1.1) has a PSPACE-hard solution h : [0, 1]→ R.
The complexity notions (computability and hardness) in this and the following theorems
will be explained in Section 3. When g is more than once differentiable, we did not quite
succeed in proving that h is PSPACE-hard in the same sense, but we will prove it CH-hard,
where CH ⊆ PSPACE is the counting hierarchy (see Section 2):
Theorem 2. Let k be a positive integer. There is a polynomial-time computable function
g : [0, 1]× [−1, 1]→ R of class C(∞,k) such that the equation (1.1) has a CH-hard solution
h : [0, 1]→ R.
In Theorems 1 and 2, we said g : [0, 1] × [−1, 1] → R instead of g : [0, 1] × R → R,
because the notion of polynomial-time computability of real functions in this paper is defined
only when the domain is a bounded closed region.3 This makes the equation (1.1) ill-defined
1 As shown by Mu¨ller [13] and Ko and Friedman [11], polynomial-time computability of an analytic
function on a compact interval is equivalent to that of its Taylor sequence at a point (although the latter is a
local property, polynomial-time computability on the whole interval is implied by analytic continuation; see
[13, Corollary 4.5] or [3, Theorem 11]). This implies the polynomial-time computability of h, since we can
efficiently compute the Taylor sequence of h from that of g.
2Another common terminology (which we used in the abstract) is to say that g is of class Ck if it is of
class C(i,j) for all i, j with i + j ≤ k.
3Although we could extend our definition to functions with unbounded domain [6, Section 4.1], the results
in Table 1 do not hold as they are, because polynomial-time compubable functions g, such as g(t, y) = y + 1,
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in case h ever takes a value outside [−1, 1]. By saying that h is a solution in Theorem 1, we
are also claiming that h(t) ∈ [−1, 1] for all t ∈ [0, 1]. This is no essential restriction, because
any pair of functions g : [0, 1]×R→ R and h : [0, 1]→ R satisfying the equation could be
scaled down in an appropriate way (without affecting the computational complexity) to
make h stay in [−1, 1]. In any case, since we are making stronger assumptions on g than
Lipschitz continuity, the solution h, if it exists, is unique.
Whether smoothness of the input function reduces the complexity of the output has been
studied for operators other than solving differential equations, and the following negative
results are known. The integral of a polynomial-time computable real function can be
#P-hard, and this does not change by restricting the input to C∞ (infinitely differentiable)
functions [10, Theorem 5.33]. Similarly, the function obtained by maximization from a
polynomial-time computable real function can be NP-hard, and this is still so even if the
input function is restricted to C∞ [10, Theorem 3.7]4. (Restricting to analytic inputs renders
the output polynomial-time computable, again by the argument based on Taylor series.) In
contrast, for the differential equation we only have Theorem 2 for each k, and do not have
any hardness result when g is assumed to be infinitely differentiable.
Theorems 1 and 2 are about the complexity of each solution h. We will also discuss the
complexity of the final value h(1) and the complexity of the operator that maps g to h; see
Sections 5.1 and 5.2.
Notation. Let N, Z, Q, R denote the set of natural numbers, integers, rational numbers
and real numbers, respectively.
We assume that any polynomial is increasing, since it does not change the meaning of
polynomial-time computable or polynomial-space computable.
Let A and B be bounded closed intervals in R. We write |f | = supx∈A f(x) for
f : A→ R. A function f : A→ R is of class Ci (or i-times continuously differentiable) if all
the derivatives Df,D2f, . . . ,Dif exist and are continuous.
For a function g of two variables, we write D1g and D2g for the derivatives of g with
respect to the first and the second variable, respectively, when they exist. A function
g : A×B → R is of class C(i,j) if for each m ∈ {0, . . . , i} and n ∈ {0, . . . j}, the derivative
Dm1 D
n
2 g exists and is continuous. This derivative D
m
1 D
n
2 g is then written D
(m,n)g (and is
known to equal De1 . . . Dem+ng for any sequence e1 . . . em+n of m 1s and n 2s). A function
g is of class C(∞,j) if it is of class C(i,j) for all i ∈ N.
2. The Counting Hierarchy
We assume that the reader is familiar with the basics of complexity theory, such as the
classes P and PSPACE and the notions of reduction and hardness [19]. We briefly review
the class CH.
could yield functions h, such as h(t) = exp t−1, that grow too fast to be polynomial-time (or even polynomial-
space) computable. Bournez, Grac¸a and Pouly [1, Theorem 2] report that the statement about the analytic
case holds true if we restrict the growth of h appropriately.
4In the last part of the proof of this fact in the book [10, Theorem 3.7], the definition of f needs to be
replaced by, e.g.,
f(x) =
{
us if not R(s, t),
us + 2
−(p(n)+2n+1)·n · h1(2p(n)+2n+1(x− ys,t)) if R(s, t).
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The counting hierarchy CH is defined analogously to the polynomial-time hierarchy PH
[19, Kapitel 10.4] using oracle machines corresponding to the class PP [19, Kapitel 3.3] instead
of NP: thus, CH =
⋃
n∈N CnP, where each level CnP is defined inductively by C0P = P and
Cn+1P = PP
CnP. We leave the details of this definition to the original papers [18, 14, 17].
All we need for our purpose is the fact (Lemma 3 below) that CnP is characterized by the
following complete problem CnBbe: given n lists X1, . . . , Xn of propositional variables, a
propositional formula φ(X1, . . . , Xn) with all free variables listed, and numbers m1, . . . , mn
in binary, determine whether
CmnXn . . .C
m1X1φ(X1, . . . , Xn) (2.1)
is true. Here, Cm is the counting quantifier : for every formula φ(X) with the list X of l free
variables, we write
CmXφ(X) ⇐⇒
∑
x∈{0,1}l
φ(x) ≥ m, (2.2)
where formula φ is identified with the function φ : {0, 1}l → {0, 1} such that φ(X) = 1 when
φ(X) is true.
Lemma 3 ([18, Theorem 7]). For every n ≥ 1, the problem CnBbe is CnP-complete.
By this, we mean that any problem A in CnP reduces to CnBbe via some polynomial-time
function F in the sense that v ∈ A if and only if F (v) ∈ CnBbe.
Note that this is analogous to the polynomial hierarchy PH, whose nth level Σpn has
the complete problem that asks for the value of a formula of the form ∃Xn∀Xn−1∃Xn−2 . . .
φ(X1, . . . , Xn) with n alternations of universal and existential quentifiers. Note also that the
counting quantifier generalizes the universal and existential quentifiers, and hence PH ⊆ CH
– in fact, it is known [16] that PH is contained already in PPP and thus in the second level of
the counting hierarchy.
3. Computational Complexity of Real Functions
We review some complexity notions from Computable Analysis [10, 20]. We start by fixing
an encoding of real numbers by string functions.
Definition 4. A function φ : {0, 1}∗ → {0, 1}∗ is a name of a real number x if for all n ∈ N,
φ(0n) is the binary representation of bx · 2nc or dx · 2ne, where b·c and d·e mean rounding
down and up to the nearest integer.
In effect, a name of a real number x takes each string 0n to an approximation of x with
precision 2−n.
We use oracle Turing machines (henceforth just machines) to work on these names
(Fig. 1). Let M be a machine and φ be a function from strings to strings. We write Mφ(0n)
for the output string when M is given φ as oracle and string 0n as input. Thus we also
regard Mφ as a function from strings to strings.
Definition 5. Let A be a bounded closed interval of R. A machine M computes a real
function f : A→ R if for any x ∈ A and any name φx of it, Mφx is a name of f(x).
Computation of a function f : A → R on a two-dimensional bounded closed region
A ⊆ R2 is defined similarly using machines with two oracles.
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Figure 1: A machine M computing a real function f
A real function is (polynomial-time) computable if there exists some machine that
computes it (in polynomial time). Polynomial-time computability of a real function f means
that for any n ∈ N, an approximation of f(x) with error bound 2−n is computable in time
polynomial in n independent of the real number x.
By the time the machine outputs the approximation of f(x) of precision 2−n, it knows x
only with some precision 2−m. This implies that all computable real functions are continuous.
If the machine runs in polynomial time, this m is bounded polynomially in n. This implies
(3.2) in the following lemma, which characterizes polynomial-time real functions by the usual
polynomial-time computability of string functions without using oracle machines.
Lemma 6. A real function is polynomial-time computable if and only if there exist a
polynomial-time computable function φ : (Q∩[0, 1])×{0, 1}∗ → Q and polynomial p : N→ N
such that for all d ∈ Q ∩ [0, 1] and n ∈ N,
|φ(d, 0n)− f(d)| ≤ 2−n, (3.1)
and for all x, y ∈ [0, 1], n ∈ N,
|x− y| ≤ 2−p(n) ⇒ |f(x)− f(y)| ≤ 2−n, (3.2)
where each rational number is written as a fraction whose numerator and denominator are
integers in binary.
To speak about hardness of a real function, we define the notion of a language to it. A
language L ⊆ {0, 1}∗ is identified with the function L : {0, 1}∗ → {0, 1} such that L(u) = 1
when u ∈ L.
Definition 7. A language L reduces to a function f : [0, 1]→ R if there exist a polynomial-
time function S and a polynomial-time oracle Turing machine M (Fig. 2) such that for any
string u,
(i) S(u, ·) is a name of a real number xu, and
(ii) for any name φ of f(xu), we have that M
φ(u) accepts if and only if u ∈ L.
This reduction may superficially look stronger (and hence the reducibility weaker) than
the one in Kawamura [4] in that M can make multiple queries adaptively, but it is not hard
to see that this makes no difference.
For a complexity class C, a function f is C-hard if all languages in C reduce to f .
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Figure 2: Reduction from a language L to a function f : [0, 1]→ R
4. Proof of the Main Theorems
The proofs of Theorems 1 and 2 proceed as follows. In Section 4.1, we define difference
equations, a discrete version of the differential equations. We show that these equations with
certain restrictions are PSPACE- and CH-hard. In Section 4.2, we show that these classes of
difference equations can be simulated by families of differential equations satisfying certain
uniform bounds on higher-order derivatives. In Section 4.3, we prove Theorems 1 and 2
by putting these families of functions together to obtain one differential equation with the
desired smoothness (C(∞,1) and C(∞,k)).
The idea of simulating a discrete system with limited feedback by differential equations
was essentially already present in the proof of the Lipschitz version of these results [4]. We
look more closely at this limitation on feedback, and express it as a restriction on the height
of the difference equation. We show that a stronger height restriction allows the difference
equation to be simulated by smoother differential equations (see the proof of Lemma 10 and
the discussion after it), leading to the CH-hardness for C(∞,k) functions.
4.1. Difference equations. In this section, we define difference equations, which are a
discrete version of differential equations. Then we show the PSPACE- and CH-hardness of
families of difference equations with different height restrictions.
Let [n] denote {0, . . . , n−1}. LetG : [P ]×[Q]×[R]→ {−1, 0, 1} andH : [P+1]×[Q+1]→
[R]. We say that H is the solution of the difference equation given by G if for all i ∈ [P ]
and T ∈ [Q] (Fig. 3),
H(i, 0) = H(0, T ) = 0, (4.1)
H(i+ 1, T + 1)−H(i+ 1, T ) = G(i, T,H(i, T )). (4.2)
We call P , Q and R the height, width and cell size of the difference equation. The equations
(4.1) and (4.2) are similar to the initial condition h(0) = 0 and the equation Dh(t) = g(t, h(t))
in (1.1), respectively. In Section 4.2, we will use this similarity to simulate difference equations
by differential equations.
We view a family of difference equations as a computing system by regarding the value
of the bottom right cell (the gray cell in Fig. 3) as the output. A family (Gu)u of functions
Gu : [Pu] × [Qu] × [Ru] → {−1, 0, 1} recognizes a language L if for each u, the difference
equation given by Gu has a solution Hu and Hu(Pu, Qu) = L(u). A family (Gu)u is uniform
if the height, width and cell size of Gu are polynomial-time computable from u (in particular,
they must be bounded by 2p(|u|), for some polynomial p) and Gu(i, T, Y ) is polynomial-time
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Figure 3: The solution H of the difference equation given by G
computable from (u, i, T, Y ). A family (Gu)u has polynomial height (and logarithmic height,
respectively) if the height Pu is bounded by |u|O(1) (and by O(log |u|), respectively). With
this terminology, the key lemma in [4, Lemma 4.7] can be written as follows:
Lemma 8. There exists a PSPACE-hard language L that is recognized by some uniform
family of functions with polynomial height5.
Kawamura [4] obtained the hardness result in the third row of Table 1 by simulating the
difference equations of Lemma 8 by Lipschitz continuous differential equations. Likewise,
Theorem 1 follows from Lemma 8 by a modified construction that keeps the function in
class C(∞,1) (Sections 4.2 and 4.3).
We show further that difference equations restricted to logarithmic height can be
simulated by C(∞,k) functions for each k (Sections 4.2 and 4.3). Theorem 2 follows from
this simulation and the following lemma.
Lemma 9. There exists a CH-hard language L that is recognized by some uniform family
of functions with logarithmic height.
Proof. We define the desired language L by
〈02n , w〉 ∈ L ⇐⇒ w ∈ CnBbe, (4.3)
using the CnP-hard language CnBbe from Lemma 3. Then L is obviously CH-hard.
We construct a logarithmic-height uniform function family (Gu)u recognizing L. We will
describe how to construct Gu for a string u of the form 〈02n , 〈φ(X1, . . . , Xn),m1, . . . ,mn〉〉,
where φ is a formula, and X1, . . . , Xn are lists of variables with lengths m1, . . . , mn,
respectively.
We write li = |Xi| and si =
∑i
j=1(lj + 1). For each i ∈ {0, . . . , n} and xi+1 ∈
{0, 1}li+1 , . . . , xn ∈ {0, 1}ln , we write φi(xi+1, . . . , xn) for the truth value (1 or 0) of CmiXi . . .
Cm1X1φ(X1, . . . , Xi, xi+1, . . . , xn). Note that φ0(x1, . . . , xn) = φ(x1, . . . , xn), φn() = L(u),
and the relation between φi−1 and φi is given by
φi(xi+1, . . . , xn) = C
mi
( ∑
xi∈{0,1}li
φi−1(xi, xi+1, . . . , xn)
)
, (4.4)
where we define Cm : N→ {0, 1} by
Cm(k) =
{
1 if k ≥ m,
0 if k < m.
(4.5)
5In fact, this language L is in PSPACE, because a uniform family with polynomial height can be simulated
in polynomial space.
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For T ∈ N, we write Ti for the ith digit of T written in binary (T0 being the least significant
digit), and T[i,j] for the string Tj−1Tj−2 · · ·Ti+1Ti.
For each (i, T, Y ) ∈ [n+ 1]× [2sn + 1]× [2|u|], we define Gu(i, T, Y ) as follows. The first
row is given by
Gu(0, T, Y ) = (−1)Ts1φ(T[1,s1], T[s1+1,s2], . . . , T[sn−1+1,sn]), (4.6)
and for i 6= 0, we define
Gu(i, T, Y ) =
{
(−1)Tsi+1Cmi(Y ) if T[1,si+1] = 10 · · · 0,
0 otherwise.
(4.7)
This family (Gu)u is clearly uniform, and its height n+ 1 is logarithmic in |u|.
Let Hu be the solution (as defined in (4.1) and (4.2)) of the difference equation given
by Gu. We prove by induction on i that Hu(i, T ) ∈ [2li + 1] for all T , and that
Gu(i, V,Hu(i, V )) = (−1)Vsi+1φi(V[si+1,si+1], . . . , V[sn−1+1,sn]) (4.8)
if V[1,si+1] = 10 · · · 0 (otherwise it is immediate from the definition that Gu(i, V,Hu(n, V )) =
0). For i = 0, the claims follow from (4.6). For i > 0, suppose that the induction hypothesis
Gu(i− 1, V,Hu(i− 1, V )) = (−1)Vsiφi−1(V[si−1+1,si], . . . , V[sn−1+1,sn]) (4.9)
holds. Since Hu is the solution of the difference equation given by Gu, we have
Hu(i, T ) =
T−1∑
V=0
Gu(i− 1, V,Hu(i− 1, V )). (4.10)
Since the assumption (4.9) implies that flipping the bit Vsi of any V reverses the sign of
Gu(i−1, V,Hu(i−1, V )), most of the summands in (4.10) cancel out. The only nonzero terms
that can survive are the ones corresponding to those V that satisfy V[1,si−1+1] = 10 · · · 0
and lie between the numbers whose binary representations are Tsn . . . Tsi+100 . . . 0 and
Tsn . . . Tsi+101 . . . 1. There are at most 2
li such terms, and each of them is 0 or 1, so
Hu(i, T ) ∈ [2li + 1]. In particular, if V[1,si+1] = 10 · · · 0, we have
Hu(i, V ) =
∑
x∈{0,1}li
φi−1(x, V[si+1,si+1], . . . , V[sn−1+1,sn]). (4.11)
By this and (4.4), we have
Cmi(Hu(i, V )) = φi(V[si+1,si+1], . . . , V[sn−1+1,sn]). (4.12)
By this and (4.7), we have (4.8), completing the induction step.
By substituting n for i and 2sn for V in (4.8), we get Gu(n, 2
sn , Hu(n, 2
sn)) = φn() =
L(u). Hence Hu(n+ 1, 2
sn + 1) = L(u).
Note that for CH-hardness, we could have defined L using a faster growing function than
2n in (4.3). This would allow the difference equation in Lemma 9 to have height smaller
than logarithmic. We stated Lemma 9 with logarithmic height, simply because this was the
highest possible difference equations that we were able to simulate by C(∞,k) functions (in
the proof of Lemma 10 below).
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4.2. Simulating difference equations by real functions. We show that certain families
of smooth differential equations can simulate PSPACE- and CH-hard difference equations
from the previous section.
Before stating Lemmas 10 and 11, we extend the definition of polynomial-time com-
putability of real functions to that of families of real functions. A machine M computes a
family (fu)u of functions fu : A→ R indexed by strings u if for any x ∈ A and any name
φx of x, the function taking v to M
φx(u, v) is a name of fu(x). We say a family of real
functions (fu)u is polynomial-time if there is a polynomial-time machine computing (fu)u.
Lemma 10. There exist a CH-hard language L and a polynomial µ, such that for any k ≥ 1
and polynomial γ, there are a polynomial ρ and families (gu)u, (hu)u of real functions such
that (gu)u is polynomial-time computable and for any string u:
(i) gu : [0, 1]× [−1, 1]→ R, hu : [0, 1]→ [−1, 1];
(ii) hu(0) = 0 and Dhu(t) = gu(t, hu(t)) for all t ∈ [0, 1];
(iii) gu is of class C
(∞,k);
(iv) D(i,0)gu(0, y) = D
(i,0)gu(1, y) = 0 for all i ∈ N and y ∈ [−1, 1];
(v)
∣∣D(i,j)gu(t, y)∣∣ ≤ 2µ(i,|u|)−γ(|u|) for all i ∈ N and j ∈ {0, . . . , k};
(vi) hu(1) = 2
−ρ(|u|)L(u).
Lemma 11. There exist a PSPACE-hard language L and a polynomial µ, such that for any
polynomial γ, there are a polynomial ρ and families (gu)u, (hu)u of real functions such that
(gu)u is polynomial-time computable and for any string u satisfying (i)–(vi) of Lemma 10
with k = 1.
In Lemmas 10 and 11, we have the new conditions (iii)–(v) about the smoothness and
the derivatives of gu that were not present in [4, Lemma 4.1]. To satisfy these conditions,
we construct gu using the smooth function f in following lemma.
Lemma 12 ([10, Lemma 3.6]). There exist a polynomial-time function f : [0, 1] → R of
class C∞ and a polynomial s such that
• f(0) = 0 and f(1) = 1;
• Dnf(0) = Dnf(1) = 0 for all n ≥ 1;
• f is strictly increasing;
• Dnf is polynomial-time computable for all n ≥ 1;
• |Dnf | ≤ 2s(n) for all n ≥ 1.
Although the existence of the polynomial s was not explicitly stated in [10, Lemma 3.6],
it can be proved easily.
We will prove Lemma 10 using Lemma 9 as follows. Let (Gu)u be a family of functions
obtained by Lemma 9, and let (Hu)u be the family of the solutions of the difference
equations given by (Gu)u. We construct hu and gu from Hu and Gu so that hu(T/2
q(|u|)) =∑p(|u|)
i=0 Hu(i, T )/B
du(i) for each T = 0, . . . , 2q(|u|) and Dhu(t) = gu(t, hu(t)). The polynomial-
time computability of (gu)u follows from that of (Gu)u. We omit the analogous and easier
proof of Lemma 11.
Proof of Lemma 10. Let L and (Gu)u be as in Lemma 9, and let Hu be the solutions of the
difference equations given by Gu. Let f and s be as in Lemma 12.
We may assume thatGu : [p(|u|)]×[2q(|u|)]×[2r(|u|)]→ {−1, 0, 1} for some p, q, r : N→ N,
where p has logarithmic growth and q and r are polynomials. We may also assume, similarly
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to the beginning of the proof of [4, Lemma 4.1], that
Hu(i, 2
q(|u|)) =
{
L(u) if i = p(|u|),
0 if i < p(|u|), (4.13)
Gu(i, T, Y ) 6= 0→ i = ju(T ) (4.14)
for some ju : [2
q(|u|)]→ [p(|u|)].
We construct families of real functions (gu)u and (hu)u that simulate Gu and Hu in the
sense that hu(T/2
q(|u|)) =
∑p(|u|)
i=0 Hu(i, T )/B
du(i), where the constant B and the (increasing)
function du : [p(|u|) + 1]→ N are defined by
B = 2γ(|u|)+r(|u|)+s(k)+k+3, du(i) =
{
(k + 1)i if i < p(|u|),
σ(|u|) if i = p(|u|), (4.15)
where σ is a polynomial satisfying (k + 1)p(x) ≤ σ(x) (which exists because p is logarithmic).
Thus, the value Hu(i, T ) ∈ [2r(|u|)] will be stored in the du(i)th digit of the base-B expansion
of the real number hu(T/2
q(|u|)). This exponential spacing described by du will be needed
when we bound the derivative D(i,j)gu in (4.22) below.
For each (t, y) ∈ [0, 1] × [−1, 1], there exist unique N ∈ N, θ ∈ [0, 1), Y ∈ Z and
η ∈ [−1/4, 3/4) such that t = (T + θ)2−q(|u|) and y = (Y + η)B−du(ju(T )). Using f and
a polynomial s of Lemma 12, we define g˜u,Y : [0, 1] → R, gu : [0, 1] × [−1, 1] → R and
hu : [0, 1]→ [−1, 1] by
g˜u,Y (t) =
2q(|u|)Df(θ)
Bdu(ju(T )+1)
Gu
(
ju(T ), T, Y mod 2
r(|u|)), (4.16)
gu(t, y) =
{
g˜u,Y (t) if η ≤ 14 ,
(1− f(4η−12 ))g˜u,Y (t) + f(4η−12 )g˜u,Y+1(t) if η > 14 ,
(4.17)
hu(t) =
p(|u|)∑
i=0
Hu(i, T )
Bdu(i)
+
f(θ)
Bdu(ju(T )+1)
Gu
(
ju(T ), T,Hu(ju(T ), T )
)
. (4.18)
We will verify that (gu)u and (hu)u defined above satisfy all the conditions stated in
Lemma 10. Polynomial-time computability of (gu)u can be verified using Lemma 6. The
condition (i) is immediate, and (ii) follows from the relation between Gu and Hu (by a
similar argument to [4, Lemma 4.1]).
Since gu is constructed by interpolating between the (finitely many) values of Gu using
a C(∞,∞) function f , it is of class C(∞,∞) and thus satisfies (iii). Calculating from (4.16),
we have
Dig˜u,Y (t) =
2(i+1)q(|u|)Di+1f(θ)
Bdu(ju(T )+1)
Gu
(
ju(T ), T, Y mod 2
r(|u|)) (4.19)
for each i ∈ N. By this and (4.17), we have
D(i,0)gu(t, y) =
{
Dig˜u,Y (t) if η ≤ 14 ,(
1− f(4η−12 ))Dig˜u,Y (t) + f(4η−12 )Dig˜u,Y+1(t) if 14 < η (4.20)
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for each i ∈ N and
D(i,j)gu(t, y) =
{
0 if −14 < η < 14 ,(
2Bdu(ju(T ))
)j ·Djf(4η−12 ) · (Dig˜u,Y+1(t)−Dig˜u,Y (t)) if 14 < η < 34
(4.21)
for each i ∈ N and j ∈ {1, . . . , k}. Substituting t = 0, 1 (θ = 0) into (4.20), we get
D(i,0)gu(0, y) = D
(i,0)gu(1, y) = 0, as required in (iv).
We show that (v) holds with µ(x, y) = (x+1)q(y)+s(x+1). Note that µ is a polynomial
independent of k and γ, and that |Dig˜u,Y (t)| ≤ 2µ(i,|u|)/Bdu(ju(T )+1) by (4.19). Hence,
|D(i,j)gu(t, y)| ≤
(
2Bdu(ju(T ))
)k · 2s(k) · 2 · 2µ(i,|u|)
Bdu(ju(T )+1)
=
2µ(i,|u|) · 2s(k)+k+1
Bdu(ju(T )+1)−k·du(ju(T ))
≤ 2µ(i,|u|) · 2
s(k)+k+1
B
≤ 2µ(i,|u|)−γ(|u|) (4.22)
by (4.20), (4.21) and our choice of B.
We have (vi) with ρ(x) = σ(x) · (γ(x) + r(x) + s(k) + k + 3), because
hu(1) =
Hu(p(|u|), 2q(|u|))
Bdu(p(|u|))
=
L(u)
2σ(|u|)·(γ(|u|)+r(|u|)+s(k)+k+3)
= 2−ρ(|u|)L(u). (4.23)
We used the exponential positioning function du defined at (4.15), so that we have
du(i+ 1) > k · du(i) for the second inequality of (4.22) for k ≥ 2. Because of this, we had to
restrict p to be logarithmic, because otherwise the function σ in (4.15) would have to be
superpolynomial and so would ρ in (4.23).
The proof of Lemma 11 is analogous, starting with the L and (Gu)u of Lemma 8. The
only difference is that p is now a polynomial and therefore we use du(i) = i in (4.15) (and
σ = p in (4.23)).
4.3. Proof of the Main Theorems. Using the function families (gu)u and (hu)u obtained
from Lemmas 10 or 11, we construct the functions g and h in Theorems 1 and 2 as follows.
Divide [0, 1) into infinitely many subintervals [l−u , l+u ], with midpoints cu. We construct
h by putting a scaled copy of hu onto [l
−
u , cu] and putting a horizontally reversed scaled
copy of hu onto [cu, l
+
u ] so that h(l
−
u ) = 0, h(cu) = 2
−ρ′(|u|)L(u) and h(l+u ) = 0 where ρ′ is a
polynomial. In the same way, g is constructed from (gu)u so that g and h satisfy (1.1). We
give the details of the proof of Theorem 2 from Lemma 10, and omit the analogous proof of
Theorem 1 from Lemma 11.
Proof of Theorem 2. Let L and µ be as Lemma 10. Define λ(x) = 2x+ 2, γ(x) = µ(x, x) +
xλ(x) and for each u let Λu = 2
λ(|u|), cu = 1 − 2−|u| + 2u¯+ 1/Λu, l∓u = cu ∓ 1/Λu, where
u¯ ∈ {0, . . . , 2|u| − 1} is the number represented by u in binary notation. Let ρ, (gu)u, (hu)u
be as in Lemma 10 corresponding to the above γ.
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We define
g
(
l∓u ±
t
Λu
,
y
Λu
)
=

±
k∑
l=0
D(0,l)gu(t, 1)
l!
(y − 1)l if 1 < y,
±gu(t, y) if −1 ≤ y ≤ 1,
±
k∑
l=0
D(0,l)gu(t,−1)
l!
(y + 1)l if 1 < y,
(4.24)
h
(
l∓u ±
t
Λu
)
=
hu(t)
Λu
(4.25)
for each string u and t ∈ [0, 1), y ∈ [−1, 1]. Let g(1, y) = 0 and h(1) = 0 for any y ∈ [−1, 1].
It can be shown similarly to the Lipschitz version [4, Theorem 3.2] that g and h satisfy
(1.1) and g is polynomial-time computable. Here we only prove that g is of class C(∞,k). We
claim that for each i ∈ N and j ∈ {0, . . . , k}, the derivative Di1Dj2g is given by
Di1D
j
2g
(
l∓u ±
t
Λu
,
y
Λu
)
=

±Λi+ju
∑k
l=j
D(i,l)gu(t,1)
(l−j)! (y − 1)l if y < −1,
±Λi+ju D(i,j)gu(t, y) if −1 ≤ y ≤ 1,
±Λi+ju
∑k
l=j
D(i,l)gu(t,−1)
(l−j)! (y + 1)
l if 1 < y
(4.26)
for each l∓u ± t/Λu ∈ [0, 1) and y/Λu ∈ [−1, 1], and by Di1Dj2g(1, y) = 0. This is verified
by induction on i+ j. The equation (4.26) follows from calculation (note that this means
verifying that (4.26) follows from the definition of g when i = j = 0; from the induction
hypothesis about Dj−12 g when i = 0 and j > 0; and from the induction hypothesis about
Di−11 D
j
2g when i > 0). That D
i
1D
j
2g(1, y) = 0 is immediate from the induction hypothesis if
i = 0. If i > 0, the derivative Di1D
j
2g(1, y) is by definition the limit
lim
s→1−0
Di−11 D
j
2g(1, y)−Di−11 Dj2g(s, y)
1− s . (4.27)
This can be shown to exist and equal 0, by observing that the first term in the numerator is
0 and the second term is bounded, when s ∈ [l−u , l+u ], by
|Di−11 Dj2g(s, y)| ≤ Λi−1+ju
k∑
l=j
|D(i−1,l)gu| · (Λu + 1)l
≤ Λi−1+ju · k · 2µ(i−1,|u|)−γ(|u|) · (2Λu)k
≤ 2(i−1+j+k)λ(|u|)+2k+µ(i−1,|u|)−γ(|u|) ≤ 2−2|u| ≤ 2−|u|+1(1− s), (4.28)
where the second inequality is from Lemma 10 (v) and the fourth inequality holds for
sufficiently large |u| by our choice of γ. The continuity of Di1Dj2g on [0, 1)× [−1, 1] follows
from (4.26) and Lemma 10 (iv). The continuity on {1} × [−1, 1] is verified by estimating
Di1D
j
2g similarly to (4.28).
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5. Other Versions of the Problem
5.1. Complexity of the final value. In the previous section, we considered the complexity
of the solution h of the ODE as a real function. Here we discuss the complexity of the final
value h(1) and relate it to tally languages (subsets of {0}∗), as did Ko [9] and Kawamura [3,
Theorem 5.1] for the Lipschitz continuous case.
We say that a language L reduces to a real number x if there is a polynomial-time oracle
Turing machine M such that Mφ accepts L for any name φ of x. Note that this is the same
as the reduction in Definition 7 to a constant function with value x.
Theorem 13. For any tally language T ∈ PSPACE, there are a polynomial-time computable
function g : [0, 1]× [−1, 1]→ R of class C(∞,1) and a function h : [0, 1]→ R satisfying (1.1)
such that L reduces to h(1).
Theorem 14. Let k be a positive integer. For any tally language T ∈ CH, there are a
polynomial-time computable function g : [0, 1]× [−1, 1]→ R of class C(∞,k) and a function
h : [0, 1]→ R satisfying (1.1) such that L reduces to h(1).
We can prove Theorem 14 from Lemma 10 in the same way as the proof of [3, Theo-
rem 5.1]. We skip the proof of Theorem 13 since it is similar.
Proof. Let T be any tally language in CH and k be any positive integer, and let L and µ
be as Lemma 10. Define λ(x) = x + 1, γ(x) = µ(x, x) + xλ(x) and let ρ, (gu)u, (hu)u be
as in Lemma 10 corresponding to the γ. Since L is CH-hard, there are a polynomial-time
function F such that T (0i) = L(F (0i)) for all i.
Let ln = 1− 2n and ρ¯(n) =
∑n−1
i=0 ρ(|F (0i)|). Define g and h as follows: when the first
variable is in [0, 1), let
g
(
ln +
t
2n+1
,
2m+ (−1)my
22n+γ(n)+ρ¯(n)
)
=
gF (0n)(t, y)
2n−1+γ(n)+ρ¯(n)
, (5.1)
h
(
ln +
t
2n+1
)
=
hF (0n)(t)
22n+γ(n)+ρ¯(n)
+
n−1∑
i=0
T (0i)
22i+γ(i)+ρ¯(i+1)
(5.2)
for each n ∈ N, t ∈ [0, 1], y ∈ [−1, 1] and m ∈ Z; when the first variable is 1, let
g(1, y) = 0, (5.3)
h(1) =
∞∑
n=0
T (0n)
22n+γ(n)+ρ¯(n+1)
. (5.4)
It can be proved similarly to the proof of Theorem 2 that g is polynomial-time computable
and of class C(∞,k) and that g and h satisfy (1.1). The equation (5.4) implies that T reduces
to h(1).
5.2. Complexity of operators. Both Theorems 1 and 2 state the complexity of the
solution h under the assumption that g is polynomial-time computable. But how hard is
it to “solve” differential equations, i.e., how complex is the operator that takes g to h?
To make this question precise, we need to define the complexity of operators taking real
functions to real functions.
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Recall that, in order to discuss complexity of real functions, we used string functions as
names of elements in R. Such an encoding is called a representation of R. Likewise, we now
want to encode real functions by string functions to discuss complexity of real operators.
In other words, we need to define representations of the class C[0,1] of continuous functions
h : [0, 1]→ R and class CL[0,1]×[−1,1] of Lipschitz continuous functions g : [0, 1]× [−1, 1]→ R.
The notions of computability and complexity depend on these representations. Following
[6], we use δ and δL as the representations of C[0,1] and CL[0,1]×[−1,1], respectively. It is
known that δ is the canonical representation of C[0,1] in a certain sense [5], and δL is the
representation defined by adding to δ the information on the Lipschitz constant.
Since these representations use string functions whose values have variable lengths, we
use second order polynomials to bound the amount of resources (time and space) of machines
[6], and this leads to the definitions of second-order complexity classes (e.g. FPSPACE,
polynomial-space computable), reductions (e.g. ≤W, polynomial-time Weihrauch reduction),
and hardness. Combining them with the representations of real functions mentioned above,
we can restate our theorems in the constructive form as follows.
Let ODE be the operator mapping a real function g ∈ CL[0,1]×[−1,1] to the solution
h ∈ C[0,1] of (1.1). The operator ODE is a partial function from CL[0,1]×[−1,1] to C[0,1] (it is
partial because the trajectory may fall out of the interval [−1, 1], see the paragraph following
Theorem 2). In [6, Theorem 4.9], the (δL, δ)-FPSPACE-≤W-completeness of ODE was
proved by modifying the proof of the results in the third row of Table 1. Theorem 1 can be
rewritten in a similar way. That is, let ODEC(∞,1) be the operator ODE restricted to class
C(∞,1). Then we have:
Theorem 15. The operator ODEC(∞,1) is (δL, δ)-FPSPACE-≤W-complete.
To show this theorem, we need to verify that the information used to construct functions
in the proof of Theorem 1 can be obtained easily from the inputs. We omit the proof since it
does not require any new technique. Theorem 15 automatically implies Theorem 1 because
of [6, Lemmas 4.7 and 4.8] and the ≤W versions of [6, Lemmas 3.11 and 3.12].
In contrast, the polynomial-time computability in the analytic case (the last row of
Table 1) is not a consequence of a statement based on δ. It is based on the calculation of
the Taylor coefficients, and hence we only know how to convert the Taylor sequence of g at
a point to that of h. In other words, the operator ODE restricted to the analytic functions
is not (δL, δ)-FP-computable, but (δTaylor, δTaylor)-FP-computable, where δTaylor is the
representation that encodes an analytic function using its Taylor coefficients at a point in a
suitable way. More discussion on representations of analytic functions and the complexity of
operators on them can be found in [7].
References
[1] O. Bournez, D. Grac¸a, and A. Pouly. Solving analytic differential equations in polynomial time over
unbounded domains. In Proceedings of the 36th International Symposium on Mathematical Foundations
of Computer Science (MFCS), LNCS 6907, 170–181, 2011.
[2] E.A. Coddington and N. Levinson. Theory of Ordinary Differential Equations. McGraw-Hill, 1955.
[3] A. Kawamura. Complexity of initial value problems. To appear in Fields Institute Communications.
[4] A. Kawamura. Lipschitz continuous ordinary differential equations are polynomial-space complete.
Computational Complexity, 19(2):305–332, 2010.
[5] A. Kawamura. On function spaces and polynomial-time computability. Dagstuhl Seminar 11411: Com-
puting with Infinite Data, 2011.
COMPUTATIONAL COMPLEXITY OF SMOOTH DIFFERENTIAL EQUATIONS 15
[6] A. Kawamura and S. Cook. Complexity theory for operators in analysis. ACM Transactions on Compu-
tation Theory, 4(2), Article 5, 2012.
[7] A. Kawamura, N. Mu¨ller, C. Ro¨snick, and M. Ziegler. Parameterized uniform complexity in numerics:
from smooth to analytic, from NP-hard to polytime. http://arxiv.org/abs/1211.4974.
[8] A. Kawamura, H. Ota, C. Ro¨snick, and M. Ziegler. Computational complexity of smooth differential
equations. In Proceedings of the 37th International Symposium on Mathematical Foundations of Computer
Science (MFCS), LNCS 7464, 578–589, 2012.
[9] K.I. Ko. On the computational complexity of ordinary differential equations. Information and Control,
58(1-3):157–194, 1983.
[10] K.I. Ko. Complexity Theory of Real Functions. Birkha¨user Boston, 1991.
[11] K.I. Ko and H. Friedman. Computing power series in polynomial time. Advances in Applied Mathematics,
9(1):40–50, 1988.
[12] W. Miller. Recursive function theory and numerical analysis. Journal of Computer and System Sciences,
4(5):465–472, 1970.
[13] N.T. Mu¨ller. Uniform computational complexity of Taylor series. Automata, Languages and Programming,
pages 435–444, 1987.
[14] I. Parberry and G. Schnitger. Parallel computation with threshold functions. Journal of Computer and
System Sciences, 36(3):278–302, 1988.
[15] M.B. Pour-El and I. Richards. A computable ordinary differential equation which possesses no computable
solution. Annals of Mathematical Logic, 17(1-2):61–90, 1979.
[16] S. Toda. PP is as hard as the polynomial-time hierarchy. SIAM Journal on Computing, 20(5):865–877,
1991.
[17] J. Tora´n. Complexity classes defined by counting quantifiers. Journal of the ACM, 38(3):752–773, 1991.
[18] K.W. Wagner. The complexity of combinatorial problems with succinct input representation. Acta
Informatica, 23(3):325–356, 1986.
[19] I. Wegener. Komplexita¨tstheorie: Grenzen der Effizienz von Algorithmen. Springer, 2003. In German.
English translation by R. Pruim: Complexity Theory: Exploring the Limits of Efficient Algorithms,
Springer, 2005.
[20] K. Weihrauch. Computable Analysis: An Introduction. Texts in Theoretical Computer Science. Springer,
2000.
[21] *0³QÄ£ü°éüìü¹Ë¯ÑKj8®¹nÏpãv@v21799
¢ë´êºàhÖn°U6772s24t(H. Ota, A. Kawamura, M. Ziegler, and C.
Ro¨snick. Complexity of smooth ordinary differential equations. Presented at the Tenth EATCS/LA
Workshop on Theoretical Computer Science, Kyoto, 2012.) In Japanese.
This work is licensed under the Creative Commons Attribution-NoDerivs License. To view
a copy of this license, visit http://creativecommons.org/licenses/by-nd/2.0/ or send a
letter to Creative Commons, 171 Second St, Suite 300, San Francisco, CA 94105, USA, or
Eisenacher Strasse 2, 10777 Berlin, Germany
