ABSTRACT Low rank representation (LRR) is powerful for subspace clustering due to its strong ability in exploring low-dimensional subspace structures embedded in data. LRR is usually solved by iterative nuclear norm minimization, which involves singular value decomposition (SVD) at each iteration. However, the multiple SVDs limit the application of LRR due to its high computational cost. In this paper, we propose fast generalized LRR to address the above issue. Specifically, the nuclear norm and L 2,1 norm in LRR are generalized to be the Schatten-p norm and L 2,q norm, respectively. The new model is more general and robust than LRR. Then, we decompose the data matrix by Qatar riyal decomposition and convert the new model into a small-scale L 2,p norm minimization problem, which requires no SVD and thus has low computational cost. An efficient algorithm based on alternating direction method is designed to solve the proposed problem. Experimental results on both synthetic and real-world data sets demonstrate the superiority of the proposed method over the state-of-the-art methods.
I. INTRODUCTION
In many computer vision and machine learning problems, the observed data is of very high dimension, which not only increases the computational complexity, but also leads to the so called ''curse of dimensionality'' problem [1] , [2] . Fortunately, data in many real-world applications often lies in a union of low-dimensional subspaces [3] . Recovering the underlying subspace structures can reduce the computational cost and mitigate the effect of high-dimensional noise. Subspace clustering refers to the problem of recovering low-dimensional subspace structures embedded in data and segmenting each group of data into its own subspace simultaneously. It has been extensively studied for various applications, such as image representation [4] , [5] , face clustering [6] , [7] , and motion segmentation [8] , [9] .
Until now, many subspace clustering methods have been proposed [10] , which can be classified into four categories: iterative [11] , [12] , algebraic [13] , [14] , statistical [15] , [16] , and spectral clustering-based methods [17] , [18] . Compared to the other methods, the spectral clustering-based methods can be implemented easily and solved efficiently, and also achieve competitive results. These methods include not only the classical paradigms such as spectral curvature clustering (SCC) [19] , local subspace affinity (LSA) [20] , and locally linear manifold clustering (LLMC) [21] , but also the recently emerged sparse subspace clustering (SSC) [22] , [23] , low rank subspace clustering (LRSC) [24] , and low rank representation (LRR) [25] , [26] .
Among above spectral clustering-based methods, LRR is considered having good prospects due to its robustness to data noise and ability to capture the global structure of data. It can not only solve the subspace clustering problem, but also address many other computer vision problems, such as face recognition [27] , video segmentation [28] , and visual tracking [29] . LRR first learns an affinity matrix [30] by finding the lowest rank representation among all the linear combinations of the bases in a given dictionary, and then obtains the final clustering results by applying spectral clustering algorithms [31] , [32] on the affinity matrix. The important procedure of LRR is to solve the rank minimization problem, which is regarded as a challenging NP-hard problem and commonly relaxed to a nuclear norm minimization (NNM) problem [33] . The convex optimization of NNM requires to calculate singular value decomposition (SVD) on a matrix whose size is n×n, where n is the number of the data samples. Usually, the data in the real-world applications is very large, and thus the multiple SVDs in LRR are very time consuming, which seriously limits its scope of application and fields. Thus, how to reduce the computational cost is a key issue for LRR.
Recently, Liu et al. [34] proposed a fast LRR method, namely fast tri-factorization (FTF), which first decomposes the desired low rank matrix into three small-scale matrices by qatar riyal decomposition (QRD) [35] and then applies SVD on the submatrix whose size can be set in advance. The large-scale SVD on the original matrix is converted into a small one on the submatrix, and thus the computational cost can be reduced significantly. However, in real-world applications, FTF always achieves competitive results when the size of the submatrix is large. As the size of the submatrix increases, the computational cost of SVD becomes higher. Thus, FTF is not efficient for real subspace clustering problems. Besides, Xiao et al. [36] applied SVD on the original data matrix and optimized the factorized data to speed LRR. Zhang et al. [37] studied fast subspace clustering by the variant of LRR with partial SVD and locality sensitive hashing. However, these methods both require to calculate SVD, which may limit their performance.
In this paper, a fast generalized low rank representation framework (FGLRR) based on L 2,p norm minimization is proposed for subspace clustering. First, we consider a more general model, in which the nuclear norm and L 2,1 norm in conventional LRR are generalized to be the Schatten-p norm and L 2,q norm respectively. By setting different values for parameters p and q, the model can better approximate the rank function and describe various noises, which improves the robustness of LRR. Specially, when p = 1 and q = 1, the model reduces to LRR. Then, we apply QRD to decompose the original matrix into three small-scale matrices, and prove that the Schatten-p norm minimization for the original matrix can be replaced by an L 2,p norm minimization for the submatrix. The size of the submatrix is smaller and the optimization of the L 2,p norm minimization requires no SVD, which greatly reduce the computational cost. Finally, we design an efficient algorithm based on alternating direction method (ADM) [38] to solve the proposed problem. Experiments on several datasets show that the proposed FGLRR has less time consuming and better clustering performance than the previous methods.
The main contributions of our work are summarized as follows:
1) We propose a Schatten-p norm and L 2,q norm regularized LRR, which is more general and robust than LRR. 2) We prove that the proposed model can be converted into a small-scale L 2,p norm minimization problem, which can be solved efficiently and has low computational cost. 3) We develop an optimization algorithm to solve the L 2,p norm minimization problem and an effective iterative scheme based on ADM to solve the proposed objective function. The rest of this paper is organized as follows: In Section II, we briefly review LRR and FTF. Section III introduces the proposed FGLRR and its detailed optimization algorithm. The experimental results are presented in Section IV. Finally, we conclude this paper in Section V.
II. RELATED WORK
In this section, we first introduce the subspace clustering problem, and then give a brief review of the related subspace clustering methods including LRR and FTF.
A. SUBSPACE CLUSTERING PROBLEM
Let X = [x 1 , x 2 , . . . , x n ] ∈ d×n be a given set of n data points in the d dimensional space. Suppose that they are drawn from an unknown union of k linear or affine subspaces of unknown dimensions and bases. Subspace clustering refers to the task of finding the number of subspaces, their dimensions, the basis of each subspace, and clustering the data points into their underlying subspaces.
B. LRR
LRR is a competitive subspace clustering method, which aims to solve the following rank minimization problem:
where A = [a 1 , a 2 , . . . , a m ] ∈ d×m is the dictionary matrix and Z = [z 1 , z 2 , . . . , z n ] ∈ m×n is the coefficient matrix. Since problem (1) is non-convex and NP-hard, LRR uses the nuclear norm as a surrogate for the rank function and solves the following nuclear norm minimization problem:
where ||·|| * denotes the nuclear norm (the sum of the singular values of the matrix). In fact, the observed data is usually corrupted by noise or outliers, so a more reasonable objective function for LRR can be formulated as:
where E ∈ d×n is the noise matrix,
is the L 2,1 norm which is used to represent noise, and the parameter λ is used to balance the effect of noise. Then, an ADM iterative scheme is employed to solve (3). The scheme first introduces an auxiliary variable J to the objective function and then converts (3) into the following problem:
The augmented Lagrange function of (4) is defined as:
where Y 1 ∈ d×n and Y 2 ∈ m×n are Lagrangian multipliers, µ is a penalty parameter. By fixing the other variables, ADM minimizes variables J , Z and E alternately, which can be formulated as:
When the coefficient matrix Z is obtained, the affinity matrix W can be defined as:
Finally, the clustering result is obtained by applying spectral clustering [31] or normalized cuts [32] on the affinity matrix W . We observe that the main computational cost of LRR is to iteratively solve (6), which is a nuclear norm minimization problem and requires to calculate SVD. If the data matrix X is large, the large-scale SVD will be very time consuming.
C. FTF
Later, Liu et al. [34] proposed the FTF method to reduce the computational cost of LRR. First, the coefficient matrix Z ∈ m×n is decomposed into three small-scale matrices as follows:
where L ∈ m×r , M ∈ r×r , R ∈ r×n , and r is a preset parameter (the estimated rank of Z ) to regulate the size of matrix M . If the matrices L and R are column orthogonal matrix and row orthogonal matrix, respectively, i.e., L T L = I and RR T = I , the following equation will be hold
Thus, the nuclear norm minimization for the matrix Z can be reduced to the one for the matrix M , and the objective function of FTF can be defined as:
Then, FTF also employs ADM to solve (12) . Since FTF applies SVD on a small-scale matrix, it is much fast than LRR. However, as the parameter r increases, the computational cost of FTF becomes higher. In fact, the rank of the data matrix is usually full or near-full in real problems. When FTF performs well in terms of clustering accuracy, the parameter r is always large, which makes FTF run slow. Thus, FTF still needs to be improved.
III. APPROACH
In this section, we introduce the proposed method. First, we propose the L 2,p norm minimization problem. Second, we formulate the objective function and provide an efficient algorithm to solve the optimization problem. Finally, we analysis the computational complexity and convergence.
A. MOTIVATION
The most time consuming step in LRR is to solve (6) , which is a nuclear norm minimization problem and usually solved by singular value thresholding (SVT) operator [39] .
For easy reading, we set
and then rewrite (6) as follows:
The SVT operator first computes the SVD of Y = U V T , and then obtains
The optimal solution J * of (13) is given by J * = US τ ( )V T . We observe that the SVT operator requires to calculate SVD on the matrix Y . As the size of data increases, the computational cost becomes very high. Later, FTF tries to improve the efficiency by reducing the size of the matrix Y . However, it still requires to calculate SVD and the computational cost is dominated by SVD itself.
In this paper, we consider how to avoid solving the nuclear norm minimization problem and get rid of the SVD in calculation process.
First, we formulate the general case of (13) as follows:
where
denotes the Schatten-p norm of J , and σ i is the i-th singular value of J . Obviously, we have
, and the formulation (14) will fall back to (13) by setting p = 1.
Let the SVD of J be J = U V T with = diag(σ 1 , σ 2 , . . . , σ m ), then we have the following equation:
where || || p 2,p denotes the L 2,p norm. We can rewrite (14) as:
Because the matrices U and V are both column orthogonal matrices, problem (16) can be converted into the following VOLUME 5, 2017 equivalent problem:
Therefore, instead of (6), problem (17) can become one step in the ADM iterative scheme of LRR. And the variables U , V and Y in (17) can be obtained by the results of the previous iteration in ADM. Thus, we can regard U , V and Y as constant and set C = U T YV. Then, problem (17) can be rewritten as follows:
Obviously, problem (18) is an L 2,p norm minimization problem, and then we will show how to solve it.
Let
where N is the weight matrix corresponding to S( ). It is a diagonal matrix with
By setting the derivative of S( ) with respect to to zero, we have
Thus, we get the solution
We observe that N depends only on , and thus it can be calculated if is fixed. Meanwhile, if N is fixed, can be obtained by (21) . Inspired by this fact, we solve problem (18) by iteratively updating N and , and the procedure is described in Algorithm 1.
In Algorithm 1, the columns of matrix are calculated one by one, so that the matrix is not required to be diagonal. Thus, the matrix J in (14) is not require to be decomposed by SVD. Similar to FTF, we decompose the matrix J into three matrices as follows:
The matrices L and R are column orthogonal matrix and row orthogonal matrix, respectively. Thus, problem (18) can be rewritten as:
We can first compute the matrices L and R by QRD, which is further described in Section III.C, and then solve (23) via Algorithm 1.
Note that solving (23) is one step in the ADM iterative scheme of LRR. In our method, we use the variables obtained by the previous iteration in ADM to initialize Algorithm 1.
By using this smart initialization, the optimal solution M can be computed by one iteration of Algorithm 1. Many experiments show that it can not only ensure the accuracy of the algorithm, but also improve the convergence speed of the algorithm.
In conclusion, the proposed L 2,p norm minimization problem (23) is a more general case which can be solved efficiently without SVD, so it is a suitable replacement for the nuclear norm minimization problem (13) . Thus, the advantage inspires us to introduce theL 2,p norm minimization problem into LRR.
Algorithm 1 Solving Problem (18)
Input: matrix C, parameter τ , p, ε;
Step 2:
Step 3: Update k by k = k + 1;
Step 4: Check the convergence condition:
The LRR problem in (3) can be reformulated as:
LRR is a special case of (24) when p = 1 and q = 1. According to the analysis in Section III.A, the Schatten-p norm minimization problem (14) can be converted into a small-scale L 2,p norm minimization problem (23) . Here, we further confirm this conclusion from another perspective.
First, we decompose the matrix Z as follows:
where L ∈ m×r is the column orthogonal matrix, R ∈ r×n is the row orthogonal matrix, M ∈ r×r , and r is the estimated rank of Z . Thus, problem (24) can be converted into the following problem:
Then, we rewrite the matrix M as:
where M i ∈ r×r , the elements of the i-th column of M i equals to that of M , and the elements of the other columns of M i equals to 0. Take the case of r = 3, we further illustrate the rewrite method as given by the equation as shown at the bottom of this page.
When p ≥ 1, the Schatten-p norm is convex, thus we have the following conclusion: 
Therefore, the L 2,p norm can be introduced to LRR and the objective function is formulated as follows:
Compared to the FTF method, our method possesses two advantages: 1) Our method solves a general problem. In fact, the nuclear norm is not optimal to approximate the rank function when the low rank property is weak, and the L 2,1 norm just can describe the sample-specific corruptions. By introducing the L 2,p norm to replace the nuclear norm, we can approximate the rank function more flexible and exactly. Moreover, the L 2,1 norm is also generalized to be the L 2,q norm, which is more robust to different types of noise. Thus, our method is more suitable for real-world applications. 2) Our method can be solved fast. Although FTF can reduce the computational cost of LRR, it still requires SVD on a submatrix. Usually, the rank of the realworld data is relatively large, so that the size of the submatrix is large too, which makes the SVD inefficient. Unlike FTF, our method solves a small-scale L 2,p norm minimization problem, which can be solved efficiently without SVD. As the size of the submatrix increases, our method is obviously fast than FTF. Here, we describe the relationship between LRR, FTF, and FGLRR in Fig. 1 .
C. OPTIMIZATION
In this part, we present an ADM iterative scheme to solve problem (30) . The basic idea of ADM is to convert the constrained optimization problems into an unconstrained FIGURE 1. The relationship between LRR, FTF, and FGLRR. The data matrix X = AZ + E , Z is the coefficient matrix, and E is the noise matrix.
problem, thus we minimize the following partial augmented Lagrangian function:
where Y 1 ∈ d×n and Y 2 ∈ m×n are Lagrangian multipliers, µ > 0 is a penalty parameter. Then, we update the variables L, R, M , Z and E alternately. The updating rules are as follows:
1) UPDATING L AND R Problems (32) and (33) are least squares problems with column and row orthogonal constraint, respectively, which can be solved by QRD.
can be updated by the following equation:
where [Q,T ] = QR(X ) denotes that the QRD of X is X = QT , Q ∈ m×m and T ∈ m×r are intermediate variables.
Similarly, R k+1 can be updated as follows:
where Q ∈ n×n and T ∈ n×r are intermediate variables.
Since the matrix R is a row orthogonal matrix, we have
2) UPDATING M Problem (34) can be rewritten as:
Obviously, problem (40) is an L 2,p norm minimization problem, which can be solved by Algorithm 1. In the ADM iterative scheme, we use the variables of the previous iteration in ADM to initialize Algorithm 1. By using this smart initialization, problem (40) can be easily solved by one iteration of Algorithm 1, which is formulated as follows:
3) UPDATING Z Problem (35) has a closed-form solution:
4) UPDATING E
Similar to (40) , problem (36) is an L 2,p norm minimization problem, which can also be solved by one iteration of Algorithm 1:
In summary, the complete algorithm of solving problem (30) is outlined in Algorithm 2.
After that, different from the strategy used in (9), we utilize a post-processing technique [26] on the optimal solution Z * to construct the affinity matrix W . Let Z * = U * * (V * ) T be the skinny SVD of Z * , if we define H = U * ( * ) 1/2 , then the affinity matrix W can be defined as:
Algorithm 2 Solving Problem (30) by ADM Input: Data matrix X , parameters λ, p, q, ε;
µ max = 10 10 , ρ = 1.1, k = 0; While not converged do
Step 
Step 7: Update the parameter µ by µ k+1 = min(µ max ,
Step 8: Update k by k = k + 1;
Step 9: Check the convergence condition:
||X − AZ − E|| ∞ < ε and ||Z − LMR|| ∞ < ε; End while Output: Optimal solution Z * .
Finally, we apply spectral clustering [31] on the affinity matrix W to obtain the clustering result.
D. COMPLEXITY AND CONVERGENCE
In this part, we first analysis the computational complexity of Algorithm 2. Given data matrix X ∈ d×n , dictionary matrix A ∈ d×m , and r is the estimated rank of the coefficient matrix Z . The complexity of Step 1 and Step 2 are both O(mr 2 ). Moreover, the problems in Step 3 and Step 5 are solved by Algorithm 1 with one iteration, and thus their complexities are O(r 3 ) and O(dn 2 ), respectively. Since Step 4 has a closed form solution, the complexity of Step 4 is O(m 2 n). Therefore, the complexity of Algorithm 2 is O(mr 2 + r 3 + m 2 n + dn 2 ). While taking the data matrix as dictionary (namely A = X ) and assuming d ≤ n, the computational complexity is at most O(n 3 ). Although the computational complexity is same as LRR and FTF, we have theoretically proved that our algorithm is less time consuming.
While considering the number of iterations, the complexity of Algorithm 2 is O(k(2mr 2 + r 3 + m 2 n + dn 2 )), where k is the number of iterations. While the parameter ρ is large, the iteration number k is small, and vice versa. Although the algorithm can converge faster with a larger ρ, it may lose the optimal solution [38] . Thus, we always set ρ = 1.1 in our experiments.
For the ADM algorithm, it has been proved that it is convergent when two variables iterate alternately [38] , [40] . When the iterating variables are three or more, it is complicated and difficult to generally proof the convergence. Since Algorithm 2 is based on ADM and includes five iterating variables (L, R, M , Z and E), it would be not easy to prove the convergence in theory.
However, there are still some sufficient (may not necessary) conditions [41] to guarantee the convergence of Algorithm 2. The first condition is that the parameter µ is upper bounded; the second one is that the dictionary A is of full column rank; the third one is that the error
is the result of the k-th iteration and (Z , LMR) is the real value by solving (31) .
The first condition can be guaranteed by Step 7 in Algorithm 2. Since it has been proved that the dictionary A can be replaced by its orthogonal basis [25] , [26] , the second condition is also easy to be guaranteed. For the third condition, although we cannot prove it directly, the convexity of the Lagrange function can ensure that k is monotonically decreasing to a certain extent. Moreover, experiments in Section IV also prove that our proposed algorithm can converge well.
IV. EXPERIMENTS
In this section, we carry out several experiments on both the synthetic data and real-world datasets to demonstrate the efficacy of our proposed FGLRR. We compare FGLRR with the related spectral clustering-based methods, including SCC [19] , LSA [20] , SSC [23] , LRR [26] , Schatten-p norm regularized LRR (SPN) [42] , clustering with log-determinant approximation to rank (CLAR) [43] , and FTF [34] . All experiments are done on a Matlab 2012a platform, equipped with Intel Core i7 4710MQ CPU and 8GRAM.
For LRR variant methods (LRR, SPN, CLAR, FTF, and FGLRR), we take the data matrix as dictionary. To be fair comparison, we all apply post-processing [26] on the coefficient matrix and employ spectral clustering [31] to obtain the clustering result. Moreover, the convergence condition ε is set to 10 −8 for synthetic data and 10 −5 for real-world datasets. For other comparison methods, we try our best to use the same algorithm settings described in the publications. The clustering error is used to evaluate the clustering performance, which is measured by counting the number of misclassified samples and dividing by the number of total samples. In our experiments, the parameters of each method are carefully tuned to achieve the best performance.
A. SYNTHETIC DATA
To validate the effectiveness of the proposed FGLRR, we create a synthetic data for experiments in this subsection. Similar to Liu et al. [25] , we first construct 5 independent subspaces {S i }5 i = 1 ∈ 100 whose bases {U i }5 i = 1 are generated by U i+1 = TU i , with 1 ≤ i ≤ 4, where T is a random rotation matrix and U 1 is a random column orthogonal matrix of dimension 100×4. Thus, each subspace is a 4-dimensional subspace, and the ambient dimension is 100. Then, we construct a 100 × 1000 data matrix X = [X 1 , . . . , X 5 ] by In this experiment, we mainly evaluate the related LRR variant methods, ie., LRR, FTF, and FGLRR. For fair comparison, the parameters λ in the three methods are all set to 0.05. Besides, without considering the influence of various p, q values, we simply set p = q = 1 for FGLRR. First, the effect of different noise levels is tested. We experiment on different percentage of corrupted samples varying from 0% to 100%, in steps of 10%. Because it is difficult to estimate the rank of the coefficient matrix Z , we need to choose a larger value for r in FTF and FGLRR than the real rank. Thus, we set r = 150 for these two methods. The clustering errors and CPU times of the three LRR variant methods with various levels of noise are shown in Fig. 2 and Fig. 3 , respectively.
From Fig. 2 , we can see that the three methods achieve very similar clustering error and all perform worse as the number of corrupted samples increases. However, FGLRR is more accurate than LRR and FTF in most case.
From Fig. 3 , it is observed that FGLRR and FTF are much faster than LRR. The convergence speed of FGLRR or FTF is about 2.5∼4.0 times as fast as LRR. The reason is that LRR requires SVD on a large-scale matrix at each iteration which is very time consuming. FGLRR and FTF both deal with a small-scale submatrix whose size is r ×r. When we set r = 150 in this experiment, the computational costs are not very high. However, FTF still requires SVD while FGLRR solves the L 2,p norm minimization problem without SVD. Thus, FGLRR runs faster than FTF.
As we know, the parameter r is the estimated rank, which controls the size of the submatrix and seriously influences the convergence speed of FGLRR and FTF. Thus, we experiment on synthetic data to further study the effect of the parameter r. We select 50% of samples to be corrupted and range the value of r from 100 to 1000, in steps of 100. The CPU times of LRR, FTF, and FGLRR with various r are shown in Fig. 4 . From Fig. 4 , it can be seen that the proposed FGLRR always costs less CPU time than LRR and FTF. As the value of r increases, the CPU time of FTF increases very fast by comparison with that of FGLRR. When r > 700, FTF even runs more slowly than LRR. This is because the SVD is very sensitive to the size of the submatrix. When the size of the submatrix is large, it is more time consuming for FTF to decompose the original matrix and calculate SVD on the submatrix. Although FGLRR also needs to decompose the original matrix by QRD, it requires no SVD in calculation process, and thus it has a moderate increase as the size of the submatrix increases. The results again demonstrate the superiority of FGLRR.
Finally, we provide the comparison of the convergence curves produced by LRR, FTF and FGLRR at 50% of corruption. We record the relative error ||X − AZ − E|| F /||X || F after each iteration, and report the results in Fig. 5 . The CPU times of LRR, FTF, and FGLRR are 151.52, 62.58, and 47.72 seconds, respectively.
From the experimental results, we observe that the relative errors of the three methods all decrease sharply during 110∼130 iterations and converge gradually after about 140 iterations, which also proves that the LRR variant methods based on ADM iterative scheme can converge well. Although the iterative number of FGLRR is similar to that of LRR and FTF, the computational cost of FGLRR at each iteration is lower.
B. REAL-WORLD DATASET: IMAGE CLUSTERING
In this subsection, we carry out several experiments to demonstrate the effectiveness of the proposed FGLRR for the problem of image clustering. The experiments are conducted on two face datasets (Extended YaleB and PIE) and one handwritten dataset (USPS). The statistics of the three datasets are summarized below (See also Table 1 ).
The Extended YaleB dataset: This dataset consists of 16128 face images of 38 subjects under 9 different poses and 64 illumination conditions. In this experiment, we select the frontal pose and use all the images under different illuminations, thus we get 64 images for each subject. We use the first 20 subjects and resize each image to 48 × 42 pixels. The PIE dataset: This dataset contains 41,368 face images of 68 subjects with different poses, illuminations and expressions. We use the images in the near frontal pose C05 and under different illuminations and expressions. Thus, each subject contains 49 face images, and we select the first 20 subjects for our experiment. Each image is manually cropped and resized to 32 × 32 pixels.
The USPS dataset: This dataset consists of 9298 handwritten digit images of 0∼9, and the size of the images are 16 × 16 pixels. We select the first 100 images of each digit for our experiment.
Several sample images of the three datasets are shown in Fig. 6 .
We compare the proposed FGLRR with several popular spectral clustering-based methods, including SCC, LSA, SSC, LRR, SPN, CLAR and FTF. For FGLRR, the parameters p, q are used to control the low rank property and noise model, respectively. However, it is difficult to select the p, q values adaptively for real problems. In our experiments, we only report the results when p, q = (1, 1), (1, 2), (2, 1), and (2, 2) to demonstrate the efficacy of FGLRR. The clustering errors and CPU times of all the methods are shown in Table 2 .
From the results listed in 3) The LRR variant methods (LRR, SPN, and CLAR) can obtain competitive clustering results, but they cost the most CPU time on the three datasets. It illustrates that finding the lowest rank representation of the data is an inspired way but time consuming for subspace clustering problem. As an improved method, FTF reduces the computational cost by calculating SVD on a smallscale matrix. However, FTF may increase the clustering error, for example, the clustering error of FTF is 21.83% on the PIE dataset, which increases by 2.34% over the result provided by LRR. 4) Since the sparse representation is also an efficient method to deal with high-dimensional data, SSC performs better than LRR in terms of time cost and clustering accuracy on the three datasets. Besides, SCC and LSA are two classical spectral clustering-based methods, which use the global and local information to clustering, respectively. However, they do not explicitly deal with the data noise, and thus exhibit the worst performance on the datasets with various noise.
Next, we further study how the parameter r affects the clustering performance of FTF and FGLRR. We range the value of r from 50 to 350, in steps of 50, and report the clustering errors and CPU times on the three datasets in Fig. 7 and Fig. 8, respectively .
From the results, we can see that the clustering errors decrease gradually and the CPU times increase in different degrees as the value of r increases. When the value of r reaches a certain threshold, the clustering errors will not be changed. However, the clustering errors of FGLRR with various p, q values are lower than that of FTF in most cases, and the FGLRR methods always run much faster than FTF. The results show that although FGLRR and FTF both deal with a submatrix whose size is r × r, FGLRR which solves the L 2,p norm minimization problem can perform better in the case of various r. In this paper, we set r = 250, 100, and 150 for the Extend YaleB, AR and USPS datasets, respectively. In this part, we also experiment on the three datasets to study the effects of parameter λ on the proposed FGLRR. We set p, q = (1, 1) for FGLRR and report the clustering errors in Fig. 9 . Since the parameter λ is used to control the effect of noise and different real-world datasets may contain various noise, the optimal value of λ is different on the three datasets. However, we observe in Fig. 9 that there is a relatively large range for λ to make FGLRR obtain lower errors.
C. REAL-WORLD DATASET: MOTION SEGMENTATION
Motion segmentation refers to the problem of segmenting the feature trajectories in the video sequence into groups according to their underlying motions, which is a typical application of subspace clustering. In this subsection, we evaluate the performance of the proposed FGLRR as well as that of SCC, LSA, SSC, LRR, SPN, CLAR and FTF for the motion segmentation task on the Hopkins155 dataset. This dataset consists of 155 video sequences drawn from two or three motions and each motion corresponds to a subspace. The feature trajectories in the video sequences are automatically extracted and the outliers are removed manually. Some example frames with the extracted feature are shown in Fig. 10 .
Similar to Section IV.B, we also compare the four cases of FGLRR in our experiments. The parameters of the compared methods are all manually tuned to achieve the best results. Specially, we set r = 10 for FTF and FGLRR. The clustering errors (including mean and standard deviation) and total CPU times of all the method on the Hopkins155 dataset are reported in Table 3 .
From Table 3 , we can see that FGLRR with p, q = (2, 1) outperforms the other methods in terms of clustering error no matter how many motions are used. This illustrates that it is more suitable to regard the low rank term and noise term as Schatten-2 norm and L 2,1 norm respectively for the Hopkins155 dataset. Moreover, the total CPU times of the four FGLRR methods are similar and much less than other methods except SCC, which again verifies the efficiency of FGLRR. Although SCC has the lowest computational cost on this dataset, it cannot obtain competitive clustering results.
Furthermore, we compare the distribution of the clustering errors and CPU times of LRR, FTF, and FGLRR over all the 155 sequences. The experimental results are shown in Fig. 11 and Fig. 12 , respectively. As we can see, these methods make nearly 100 sequences be clustered accurately. FGLRR with p, q = (2, 1) obtains the most error-free sequences and the least sequences with more than 5% clustering error, which validates the previous results in Table 3 . Moreover, the four FGLRR methods all cost less CPU time for most sequences. And the number of sequences with the CPU time less than 0.5 second by the proposed FGLRR is quite greater than that of LRR and FTF. The higher accuracy and lower computational cost are two important benefits of using L 2,p norm minimization in our method.
V. CONCLUSION
In this paper, we propose a fast generalized low rank representation (FGLRR) for subspace clustering, which can improve both computational efficiency and clustering accuracy. The proposed FGLRR first generalizes the nuclear norm and L 2,1 norm in LRR to the Schatten-p norm and L 2,q norm, respectively. Then, the data matrix is decomposed by QRD and the new model can be converted into a small-scale L 2,p norm minimization problem. FGLRR is a more general and robust framework which requires no SVD in optimization. Finally, we developed an efficient algorithm based on ADM to solve the proposed problem. Extensive experimental results demonstrated the superiority of FGLRR over the stateof-the-art spectral clustering-based methods.
There are still some aspects of FGLRR that deserve further researches in both application and theory. How to adaptively select the parameters p, q according to different realworld datasets still remains unknown and is the major work ahead. Moreover, some tensor LRR methods [44] , [45] have been recently proposed for multidimensional data clustering. In order to efficiently solve this problem, exploring an incremental version of FGLRR will also be next research work.
